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Resumen
Este trabajo presenta un framework para el desarrollo de sistemas activos de reconocimiento de objetos de forma libre. El
framework propuesto aborda el problema de incertidumbre presente en los sistemas de reconocimiento de objetos basados en
visio´n monocular mediante un modelo heurı´stico que permite usar cualquier tipo de vector de caracterı´sticas para representar la
informacio´n de las vistas. De esta manera, se pueden emplear vectores de caracterı´sticas que estimen la pose del objeto con mayor
precisio´n que en los tradicionales sistemas estoca´sticos. La estrategia empleada para el desarrollo del sistema de reconocimiento
activo propuesto se basa en agrupar las vistas de los objetos de la base de datos en clusters y, a partir del estudio de la informacio´n
contenida en ellos, desarrollar de manera eﬁciente las tareas de clasiﬁcacio´n, seleccio´n de las posiciones del sensor y el ca´lculo de
la evidencia. El algoritmo de clasiﬁcacio´n emplea una ma´quina de soporte vectorial (SVM) dotando al sistema de reconocimiento
de robustez ante pequen˜as deformaciones en la apariencia de los objetos por ruido, cambios de iluminacio´n, variaciones en el punto
de vista etc. Para la estimacio´n de las posiciones del sensor se utiliza una D-Sphere con el objetivo de reducir la incertidumbre
empleando el menor nu´mero de movimientos. Adema´s, cada cluster es modelado como una D-Sphere lo que permite de manera
oﬀ-line evaluar las diferencias de apariencia, entre objetos ambiguos, segu´n el punto de vista desde el que se les observe . Este
me´todo ha sido experimentado en un entorno real con un robot manipulador dotado de una webcam en su efector ﬁnal. Copyright
c© 2012 CEA. Publicado por Elsevier Espan˜a, S.L. Todos los derechos reservados.
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1. Introduccio´n
El uso de sensores de visio´n acoplados a manipuladores
robo´ticos permite el desarrollo de aplicaciones en entornos in-
dustriales tales como ensamblaje, inspeccio´n, manipulacio´n de
objetos, etc. Sin embargo, lograr aplicaciones ﬂexibles y robus-
tas que trabajen en tiempo real constituye, en estos momentos,
el reto de muchos investigadores.
Para el reconocimiento de objetos de forma libre emplean-
do visio´n monocular (una ca´mara CMOS o CCD) se necesi-
tan modelos del objeto que contengan una representacio´n de las
caracterı´sticas del mismo. Existen dos tendencias ba´sicas para
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obtener dicho modelo (Campbell and Flynn (2001)): las basa-
das en el modelo estructural (model-based) y las basadas en
la apariencia de la imagen (appearance-based). Este artı´culo se
centra en los modelos de representacio´n 3D basados en la apa-
riencia, dado que en te´rminos generales, es posible aﬁrmar que
los algoritmos basados en el modelo estructural actualmente
son teo´ricamente capaces de realizar la tarea de clasiﬁcar nue-
vos objetos desconocidos por el sistema, pero en la pra´ctica no
permiten su utilizacio´n en sistemas visuales de reconocimiento
reales debido a la imposibilidad de segmentar de la imagen los
datos simbo´licos necesarios para su funcionamiento y, por lo
tanto, son incapaces de funcionar en un entorno real (Bramao
et al. (2011)). Por otro lado, los algoritmos de reconocimiento
basados en la apariencia, sı´ son realizables en sistemas reales
siempre que la base de modelos de objetos se haya construido
adecuadamente.
Los me´todos basados en la apariencia transforman el pro-
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blema de reconocimiento 3D en un problema 2D de reconoci-
miento de formas ya que el modelo del objeto 3D es asociado a
un conjunto de proyecciones adquiridas desde distintos puntos
de vista del objeto. La forma del objeto 3D es indirectamen-
te representada por los descriptores 2D de la forma obtenida
en cada una de las proyecciones. Entonces el problema de re-
conocimiento 3D se transforma en un problema de bu´squeda
de similitudes entre formas 2D. De esta manera el sistema de
reconocimiento es independiente de la textura del objeto. Sin
embargo, los sistemas de reconocimiento de objetos basados
en la apariencia se caracterizan por presentar problemas de in-
certidumbre debido a la pe´rdida de profundidad al proyectar la
imagen asociada al punto de vista.
La incertidumbre en los sistemas de reconocimiento de ob-
jetos se produce durante la interpretacio´n de la vista de un ob-
jeto debido a que objetos diferentes pueden tener la misma apa-
riencia segu´n el punto de vista desde el que sean observados
(ambigu¨edad). Otros factores tales como el ruido, variaciones
en la iluminacio´n de la escena o errores durante la segmentacio´n
incrementan la incertidumbre. En estos casos, lo ma´s aconseja-
ble es obtener informacio´n del objeto a reconocer desde otros
puntos de vistas de manera tal que la incertidumbre se reduzca.
Los sistemas de reconocimiento activo proponen el empleo de
estrategias de planiﬁcacio´n de los movimientos del sensor para
minimizar la incertidumbre empleando el mı´nimo nu´mero de
movimientos (Roy et al. (2004)).
Los principales mo´dulos de un sistema activo de reconoci-
miento son (ver Figura 1):
Representacio´n del objeto 3D. Selecciona el conjunto
de puntos de vistas desde los cuales la ca´mara captura
la apariencia del objeto (vistas) para construir la base de
datos. La informacio´n capturada es representada median-
te vectores caracterı´sticos (descriptores de forma) que re-
ducen la dimensionalidad de la imagen.
Reconocimiento/clasiﬁcacio´n de formas. Desarrolla el
proceso de identiﬁcacio´n de la vista (o vistas) hipo´tesis
en la base de datos correspondientes a la vista de la esce-
na.
Estrategia activa. Minimiza los problemas de incerti-
dumbre entre las hipo´tesis mediante dos procesos: fusio´n
de la informacio´n y planiﬁcacio´n de los movimientos
del sensor. Debido a que varias hipo´tesis pueden ser si-
milares a la vista de la escena, el proceso de fusio´n de
la informacio´n se encarga de calcular la evidencia de las
hipo´tesis mientras que el proceso planiﬁcador de movi-
mientos selecciona la pro´xima posicio´n del sensor acorde
a una funcio´n de coste predeterminada.
En el estado de arte sobre sistemas activos de reconocimien-
to se puede apreciar que la mayorı´a de los sistemas de recono-
cimiento activo abordan el problema de la incertidumbre em-
pleando modelos probabilı´sticos Sipe and Casasent (2002); Bo-
rotschnig et al. (1999); Kopp-Borotschnig et al. (2000); Deinzer
et al. (2003, 2006). Para aplicar un modelo probabilista es ne-
cesario contar con un vector de caracterı´sticas (representacio´n
Figura 1: Esquema general de un sistema de reconocimiento activo basado en
visio´n monocular.
de la informacio´n de una vista) con propiedades estoca´sticas,
de ahı´ que la mayorı´a emplee como vector de caracterı´sticas
las componentes principales (PCA)(Abdi and Williams (2010)).
Sin embargo, en funcio´n de la aplicacio´n ﬁnal del sistema de re-
conocimiento de objetos, puede que no sea adecuado el uso de
PCA. Por ejemplo, en tareas de manipulacio´n de objetos don-
de se requiere una estimacio´n precisa de la pose del objeto, las
PCA no garantizan una precisio´n aceptable.
So´lo un grupo reducido de trabajos enfoca el desarrollo de
sistemas activos de reconocimiento a te´cnicas no estoca´sticas
Gremban and Ikeuchi (1994); Liu and Tsai (1990); S.A. and
A.C (1999); Kovacic et al. (1998). Sin embargo, la eﬁciencia
de estos sistemas es baja cuando la dimensionalidad de la base
de datos es elevada o ante variaciones en la escena (entornos no
controlados) y errores de segmentacio´n.
La contribucio´n de nuestro trabajo radica en la deﬁnicio´n de
un framework que permite abordar el problema de ambigu¨edad
para cualquier sistema de reconocimiento de objetos de forma
libre basado en el paradigma del reconocimiento activo. Dicho
framework aborda el problema de ambigu¨edad desde un mode-
lo heurı´stico permitiendo usar cualquier tipo de vector de ca-
racterı´sticas para describir la informacio´n de las vistas. De esta
manera, se pueden emplear vectores de caracterı´sticas que per-
mitan estimar la pose del objeto con mayor precisio´n. La estra-
tegia empleada para el desarrollo del sistema de reconocimiento
activo propuesto se basa en agrupar las vistas de los objetos de
la base de datos en clusters y a partir del estudio de informa-
cio´n contenida en ellos, desarrollar de manera eﬁciente las ta-
reas de clasiﬁcacio´n empleando ma´quinas vectoriales (SVM),
seleccio´n de las posiciones del sensor y el ca´lculo de la eviden-
cia. Adema´s, durante el proceso de experimentacio´n, se desa-
rrolla un ana´lisis comparativo del sistema propuesto con otros
sistemas de reconocimiento previamente divulgados en la lite-
ratura. Dicho ana´lisis contempla sistemas esto´casticos, heurı´sti-
cos y deterministas.
El artı´culo esta´ estructurado de la siguiente manera. La Sec-
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cio´n II explica en detalle el modelo de reconocimiento activo
propuesto. En la Seccio´n III se discuten los resultados experi-
mentales y ﬁnalmente se presentan las conclusiones y los traba-
jos futuros en la Seccio´n IV.
2. Framework para el reconocimiento activo de objetos
2.1. Introduccio´n
Asumimos que el sistema de reconocimiento de objetos a
desarrollar es capaz de reconocer un gran nu´mero de objetos de
forma libre, existiendo la posibilidad de que algunos de ellos
tengan apariencia muy similar entre sı´. Las ima´genes son cap-
turadas por un sistema de visio´n monocular capaz de moverse
alrededor del objeto. Adema´s, el sistema debera´ reconocer los
objetos independientemente de la textura de los mismos. Bajo
estas condiciones, la ambigu¨edad/incertidumbre existente entre
los objetos a reconocer es elevada.
El estudio de la informacio´n contenida entre las vistas de
la base de datos permite desarrollar sistemas de reconocimien-
to ma´s robustos y eﬁcaces computacionalmente. Por ejemplo,
las te´cnicas de clustering (Rai and Singh (2010)) agrupan la
informacio´n contenida en la base de datos (vistas de la aparien-
cia de los objetos) en grupos con caracterı´sticas muy similares.
Adema´s, trabajar con una base de datos segmentada en clusters
permite optimizar los tiempos de ejecucio´n, ya que la bu´squeda
se concentra en un sector de la misma (cluster) y no en toda la
base de datos.
El proceso de clustering se emplea en este framework con
el objetivo de:
1. Estudiar la ambigu¨edad/incertidumbre de las vistas de la
base de datos: A partir de esta informacio´n se construye
el modelo heurı´stico que determina la evidencia existen-
te entre las hipo´tesis correspondientes a una vista de la
escena.
El empleo de un modelo heurı´stico aporta informacio´n
al sistema de reconocimiento sobre las caracterı´sticas de
una vista con respecto a las existentes en la base de da-
tos. La principal ventaja de usar un modelo heurı´stico en
el proceso de reconocimiento es que permite emplear el
conocimiento que se obtiene de la base de datos sin ne-
cesidad de usar descriptores de forma estoca´sticos, apor-
tando ﬂexibilidad a la hora de disen˜ar el sistema de reco-
nocimiento de formas.
2. Estructura del proceso de clasiﬁcacio´n: La vista de la es-
cena es clasiﬁcada empleando SVM (Ma´quina de Sopor-
te Vectorial) como perteneciente a una clase. Cada uno
de los cluster es considerado una clase.
Dada la incertidumbre existente en los sistemas de reco-
nocimiento de objetos basados en ima´genes 2D, la res-
puesta del proceso de reconocimiento de formas sera´ un
conjunto de vistas con caracterı´sticas similares a la vista
de la escena. Asumiendo que los objetos son conocidos y
que el proceso de clustering agrupa vistas con alto grado
de similitud, se puede desarrollar un proceso de apren-
dizaje (en el caso de SVM consiste en el ca´lculo de los
vectores de soporte SV’s) que permita clasiﬁcar la vista
inco´gnita en la clase (cluster) donde aparecen vistas si-
milares a ella (hipo´tesis).
3. Seleccionar la siguiente posicio´n del sensor: El estudio
de la ambigu¨edad entre las vistas de los objetos permite
determinar, para un conjunto de objetos hipo´tesis, cuales
son las posiciones del sensor desde las cuales se diferen-
cia su apariencia, o sea, la incertidumbre se minimiza.
En trabajos previos se abordo´ el desarrollo de una estruc-
tura denominada D-Sphere (Gonza´lez et al. (2008b)) cu-
yo objetivo esta´ enfocado a facilitar la seleccio´n de posi-
ciones del sensor que minimizan la incertidumbre entre
objetos hipo´tisis. En este artı´culo retomamos el uso de
la D-Sphere. Considerando que el proceso de clasiﬁca-
cio´n selecciona a todos los objetos/vistas que pertenecen
a un cluster como hipo´tesis, el concepto de D-Sphere pue-
de aplicarse, oﬀ-line, a cada cluster. Es decir, para cada
cluster se puede determinar cua´l es su D-Sphere y de esta
forma los costes computaciones de determinar on-line la
D-Sphere serı´an reducidos considerablemente. En la sec-
cio´n 2.2.1 explica en detalle este proceso.
El mo´dulo oﬀ-line tiene como objetivos principales: 1) Ex-
traer el descriptor de forma de cada vista. 2) Calcular los clus-
ters. 3) Desarrollar el proceso de entrenamiento donde se calcu-
lan los vectores de soporte (SV’s). 4) Obtener para cada cluster
su correspondiente D-Sphere.
En el proceso on-line se captura una imagen de la escena y
se extraen los descriptores de forma de dicha vista. El proceso
de clasiﬁcacio´n (SVM) selecciona el cluster cuyos elementos
asociados (hipo´tesis) son los ma´s similares a la apariencia del
objeto (vista) presente en la imagen capturada en la escena. Te-
niendo en cuenta la disimilitud y la informacio´n de ambigu¨edad
entre las hipo´tesis y la vista de la escena, se calcula para cada
hipo´tesis su evidencia. Si ninguna vista de la base de datos satis-
face el umbral de evidencia pre establecido, el sensor sera´ des-
plazado hacia una nueva posicio´n. Este proceso se repite hasta
encontrar un objeto y una vista del mismo que supere el umbral
de conﬁanza.
En la Figura 2 se muestra el esquema general del frame-
work de reconocimiento de objetos propuesto donde se puede
apreciar los dos mo´dulos principales.
2.2. Representacio´n de la base de datos
Un me´todo extendido en la literatura para representar el mo-
delo de un objeto 3D mediante su apariencia es el objeto desde
un conjunto homoge´neo de posiciones que se corresponden con
los nodos de una esfera teselada semirregular con origen en el
centro de masas (c.d.m) del objeto.
Consideremos un conjunto de N objetos O = {o1, . . . oN}. El
modelo sinte´tico de un objeto gene´rico oi, 1 ≤ i ≤ N es observa-
do desde distintos puntos de vista correspondientes a los nodos
de una esfera teselada con J nodos o sea; desde cada nodo se
proyecta una imagen. Las ima´genes proyectadas se correspon-
den con una ca´mara virtual colocada en cada nodo j (1 ≤ j ≤ J)
de una esfera teselada cuya direccio´n apunta al centro de la es-
fera donde se encuentra dicho objeto. Sea Ii, j la vista obtenida
desde el nodo j para el objeto oi.
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Figura 2: Esquema general del sistema de reconocimiento de objetos propuesto.
La vista Ii, j del objeto i es representada mediante un descrip-
tor de formas, ya sea basado en la regio´n o en el contorno, que
denotaremos por wi, j. Este descriptor de forma tiene que cum-
plir que, al menos, sea invariante a transformaciones geome´tri-
cas. Ejemplos de descriptores de forma pueden ser las compo-
nentes principales (PCA) (Abdi and Williams (2010)), descrip-
tores de Fourier (Zahn and Roskies (1972)), momentos com-
plejos (Flusser (2000)), momentos invariantes (Hu (1962)) etc.
(ver (Zitova´ and Flusser (2003)) para ma´s informacio´n).
Supongamos que, como resultado del proceso de cluste-
reing, hemos obtenido un conjunto de R clustersΩ. A cada clus-
ter Ωr, 1 ≤ r ≤ R han sido asociadas un conjunto de vistas que
cumplen que la similitud entre ellas es menor que un umbral
predeterminado.
La base de datos quedara´ deﬁnida como B = {bl} (1 ≤ l ≤ L,
donde L = N × J), y cada elemento bl incluye:
1. El ı´ndice del objeto il.
2. El ı´ndice de la vista jl.
3. La imagen sinte´tica del objeto il tomada desde el nodo jl:
Il.
4. El descriptor de formas wl de la imagen Il
5. El ı´ndice del cluster rl al que ha sido asociada la vista Il
6. Un valor escalar Xl que representa el nivel de ambigu¨edad.
Este nivel de ambigu¨edad se calcula en base al resultado
obtenido con el proceso de clustering.
7. Un valor escalar El que representa la evidencia acumula-
da .
El valor escalar Xl representa el “nivel”de ambigu¨edad de
una vista y podrı´a interpretarse como una medida de lo diferente
o discriminatoria que puede ser una vista con respecto a los
dema´s que aparecen en la base de datos. Deﬁnimos Xl como:
Xl =
1
ord(Ωrl )
(1)
donde si la vista bl pertenece a un cluster Ω con alta densidad,
entonces su nivel de ambiguiedad sera´ muy alto. Esta idea se
sintetiza en la ecuacio´n (1) donde se proporciona una medida
de la ambigu¨edad de la componente l-e´sima de la base de datos
cuyo cluster asociado es Ωrl .
Con el objetivo de facilitar la recuperacio´n del ı´ndice l aso-
ciado a un elemento de la base de datos, se deﬁnira´ la funcio´n
μ(i, j) tal que:
l = μ(i, j) = ((i − 1) · J) + j (2)
2.2.1. Deﬁniendo las D-Spheres
La representacio´n de un objeto oi dada su apariencia des-
de los nodos de una esfera teselada T puede ser interpretada
como el mapeo en el j-e´simo nodo de la esfera del vector de
caracterı´sticas (descriptor de formas) de la vista que se observa
desde dicho nodo, esto es representado como:
T ( j) = bl, l = μ(i, j) (3)
Una D-Sphere es una esfera teselada T en la que cada nodo
mapea un conjunto de vistas. Dichas vistas se corresponden a
un conjunto de objetos que han sido alineados dentro de la esfe-
ra con respecto a cierto punto de vista. Si denotamos como Ψ la
esfera correspondiente a una D-Sphere y jD los nodos de dicha
esfera, entonces
Ψ( jD) = {bl1 , bl2 ...} (4)
Supongamos que queremos alinear dos objetos o1 y o2, o
sea, hacer corresponder el punto de vista j2 de o2 con el punto
de vista j1 de o1. Entonces, se deﬁne la funcio´n A(l1, l2,Υ(bl1 , bl2 ), j)
tal que:
jD = A( j1, j2,Υ(l1, l2), j) (5)
calcula para cualquier nodo j del objeto o2 su correspondien-
te nodo jD en la D-Sphere despue´s del proceso de alineacio´n.
La funcio´n Υ(bl1 , bl2 ) calcula el a´ngulo de rotacio´n entre la vis-
ta j2 del objeto o2 y la j1 del objeto o1 (l1 = μ(o1, j1) y l2 =
μ(o2, j2)). No´tese que las coordenadas de los nodos de la esfera
correspondiente a la D-Sphere son los mismos que las coorde-
nadas de la esfera relativa al objeto o1 y a la de o2 .
Como resultado de esta alineacio´n al nodo jD de la D-Sphere
se han mapeado los elementos blD y bl j :
Ψ( jD) = {blD , bl j } (6)
donde lD = μ(o1, jD) y l j = μ(o2, j)
Siguiendo este razonamiento, todos los elementos de un
cluster son alineados con respecto al primer elemento de di-
cho cluster. De esta manera, se obtiene para cada cluster una
D-Sphere Ψr ( ver en Gonza´lez et al. (2008b) como alinear dos
esferas ).
Sea el clusterΩr = {blr,1 , blr,2 , ..., blr,Q }, donde Q es el nu´mero
de vistas asociadas al cluster Ωr. El subı´ndice r ha sido agrega-
do para resaltar la pertenencia de un elemento a un dicho clus-
ter. La vistas mapeadas al nodo jD de la D-Sphere asociada a
este cluster Ψr se corresponden con los elementos de la base de
datos siguientes:
478 E. González et al. / Revista Iberoamericana de Automática e Informática industrial 9 (2012) 474–483 
Ψr( jD) = {blˆr,1 , blˆr,2 , ...blˆr,Q } (7)
siendo
lˆr,q = μ(ilq , jD)
y
jD = A( jlr,1 , jlr,q ,Υ(blr,1 , blr,q ), j), 2 ≤ q ≤ Q (8)
donde jlr,1 es la vista correspondiente al primer elemento del
cluster r (blr,1 ) y jlr,q la vista correspondiente al q-e´simo elemen-
to del cluster.
2.2.2. Ca´lculo de los vectores de soporte vectorial(SV’s)
La ma´quina de soporte vectorial (SVM por su nombre en
ingle´s Suport Vector Machine)(Steinwart and Christmann (2008))
es uno de los mejores me´todos de clasiﬁcacio´n reportados en la
literatura en el apartado de algoritmos de aprendizaje supervi-
sado. Similar a las redes neuronales, SVM incluye aprendizaje
por medio del entrenamiento consistente en la optimizacio´n de
una funcio´n de costo. Su ventaja sobre las redes neuronales es
que no existe posibilidad de falsos mı´nimos locales.
Los me´todos de SVM buscan un hiperplano que separe de
forma o´ptima a los elementos de una clase de las de otra. Al
vector formado por los elementos ma´s cercanos al hiperplano
se le denomina vector de soporte vectorial(SV’s).
En el caso de conjuntos no linealmente separables (como
en la mayorı´a de los problemas), el empleo de funciones ker-
nel en las ma´quinas de soporte vectorial ofrece una solucio´n a
este problema, mapeando los datos a un espacio de caracterı´sti-
cas alto-dimensional, donde se puede hallar ma´s fa´cilmente un
hiperplano de separacio´n.
Durante la fase de entrenamiento son estimados los vecto-
res de soporte (SV’s) que separan el conjunto de datos. El fra-
mework propuesto considera un clasiﬁcador binario para cada
cluster. Durante el entrenamiento se han estimado los vectores
de soporte que separan un cluster de todos los dema´s. Por tan-
to, durante el entrenamiento, los vectores de caracterı´sticas de
las vistas asociadas a un cluster son etiquetados como clase co-
rrecta, mientras que una seleccio´n vistas correspondientes a los
otros cluster son etiquetadas como clase incorrecta.
Aunque las SVM permiten realizar el proceso de clasiﬁca-
cio´n para mu´ltiples clases, este presenta el inconveniente de que
al evaluar una vista y hacerla pasar por varios modelos, la SVM
puede categorizar un dato como clase positiva en ma´s de uno
de ellos o en ninguno. En este caso, no puede decidirse por
ninguna clase y la imagen queda indeterminada. Sin embargo,
empleando la estrategia binaria extendida a todos los clusters,
este problema es atenuado.
2.3. Reconocimiento Activo
El sistema de reconocimiento de objetos por medio de vi-
sio´n activa se lleva a cabo empleando una o varias posiciones
del sensor. El criterio de seleccio´n de la siguiente posicio´n del
sensor ( posicio´n y orientacio´n) se basa en la minimizacio´n de
la ambiguiedad entre las vistas candidatas (hipo´tesis).
Para desarrollar el modelo de estrategia activa aquı´ propues-
to, es necesario considerar que una esfera imaginaria Ts contie-
ne al objeto de la escena en su centro, y que las posiciones del
robot podra´n ser los nodos que deﬁnen dicha esfera orientadas
hacia el centro de ella. El radio de la esfera es conocido y suﬁ-
ciente para que la ca´mara pueda capturar toda la superﬁcie del
objeto sin oclusiones (ve´ase Figura 3)
Figura 3: Entorno de trabajo del manipulador. Los nodos de la esfera “ima-
ginaria” alrededor del objeto se corresponden con las posibles posiciones del
sensor.
De manera iterativa el sistema activo en cada paso (posi-
cio´n de sensor) obtiene un nuevo conjunto de candidatos. Para
estos candidatos se calcula su evidencia y, en caso necesario, se
estima la pro´xima posicio´n del sensor. Dicha posicio´n y orienta-
cio´n corresponden a alguno de los nodos de una esfera teselada
predeﬁnida Ts.
La inicializacio´n de este proceso (k = 0) desarrolla las si-
guientes operaciones:
1. La evidencia acumulada El se inicializa a cero para todos
los elementos de base de datos bl, 1 ≤ l ≤ L.
2. Desplazar el sensor hasta obtener una vista centrada del
objeto en la escena (ve´ase (Kragic and Christensen (2002))
para ma´s informacio´n).
3. Desplazar la esfera de trabajo hasta la posicio´n en que se
encuentra el robot.
El proceso iterativo para el reconocimiento activo se lleva
a cabo de la siguiente manera. Supongamos que hemos com-
pletado el paso de la iteracio´n k − 1. Como resultado de este
paso, hemos obtenido: 1) la base de datos hipo´tesis B(k), con la
evidencia acumulada actualizada (la evidencia acumulada en la
hipo´tesis de l despue´s de k − 1 pasos se denota como E(k−1)l ). El
algoritmo comienza desde k = 1, y realiza el paso k a partir del
paso k − 1 por llevar a cabo la siguientes dos tareas de manera
secuencial. La posicio´n del sensor en el paso k se corresponde
con el nodo j(k) de la esfera Ts.
2.3.1. Tarea 1: Obtencio´n de las vistas hipo´tesis y fusio´n de
la informacio´n
Las acciones involucradas en esta tarea son los siguientes:
1. Capturar una imagen I(k)
2. Extraer el vector de caracterı´sticas w(k)
3. Clasiﬁcar w(k). El proceso de clasiﬁcacio´n evalu´a para
cada cluster, si w(k) pertenece a ese conjunto. Por tanto,
el resultado del proceso de clasiﬁcacio´n es el ı´ndice del
cluster ganador r∗. Las vistas hipo´tesis son el subconjun-
to B(k) determinado por:
B(k) = {bl},∀bl ∈ Ωr∗
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4. Calcular la evidencia de las vista pertenecientes a B(k)
E(k)l = E(k−1)l + [(1 − D(wl, w(k))) · Xl] ∀bl ∈ B(k) (9)
donde D(wl, w(k)) es una medida de similutud. Ejemplos
de este tipo de medidas son: distancia de Manhattan, Co-
seno del a´ngulo, la norma L2, etc. (Janoos (2006)).
5. Comprobar si alguna vista candidata satisface:
E(k)l ≥ η,∀l ∈ B(k) (10)
Si la ecuacio´n (10) se cumple, el objeto/vista correspon-
diente a la vista l∗ se considera como solucio´n al problema de
reconocimiento. En caso contrario, la tarea 2 es llevada a cabo.
2.3.2. Tarea 2: Planiﬁcacio´n de los movimientos del sensor
En condiciones ideales, la planiﬁcacio´n de los movimientos
del robot considera solamente aquellas posiciones donde se re-
duce la incertidumbre entre las hipo´tesis. Sin embargo, en apli-
caciones pra´cticas, otros dos para´metros deben ser considera-
dos: espacio de trabajo del robot y el coste del movimiento.
El para´metro coste de movimiento g j mide el coste requeri-
do por el robot para trasladar el sensor de una posicio´n a otra.
Este para´metro es deﬁnido por la funcio´n G( j(k), j)
g j = G( j(k), j) (11)
Esta funcio´n se puede expresar en base a los consumos de
energı´a del robot, al tiempo necesario para mover el robot de
una posicio´n a otra o la distancia entre dos nodos.
El espacio de trabajo del robot ς j es una funcio´n binaria que
expresa si un nodo de la esfera Ts puede ser alcanzado o no por
el robot.
Asumiendo que el espacio de trabajo de robot no varı´a dina´mi-
camente durante el proceso de reconocimiento, g j y ς j pueden
ser calculados oﬀ-line.
El grado de incertidumbre βrj entre un conjunto de vistas que
se observan desde cierta posicio´n, tambie´n puede ser determi-
nado oﬀ-line empleando el modelo de la D-Sphere. Dado que
cada nodo deΨr mapea un conjunto de vistas, se puede calcular
el grado de incertidumbe existente entre las vistas mapeadas en
cada nodo como:
βrj = minXl,∀bl ∈ Ψr( j) (12)
Una vez calculados βrj, g j, ς j, el proceso de seleccio´n de la
pro´xima vista se desarrolla llevando a cabo la evaluacio´n de una
funcio´n de coste. La siguiente posicio´n del sensor se correspon-
de con el nodo jo que maximiza la funcio´n de costeJ(ρ j, g j, ς j)
J(ρ j, gm, ς j) = ς j · J′(ρ j, g j) (13)
donde ρ j es la incertidumbre esperada si el sensor se coloca en
la posicio´n j dado el conjunto de hipo´tesis obtenidas. Por tanto,
este valor se corresponde con el βrj una vez que la D-Sphere Ψr∗
es alineada con la esfera de la escena (Ψ¯r∗ ).
Ψ¯r∗ ( jD) = Ψr∗ ( j) (14)
donde jD = A( j(k), jlr∗ ,1 ,Υ(b
(k), blr∗ ,1 ), j) y lr∗,1 es el nodo co-
rrespondiente a la primera vista del cluster r∗. Recuerdese que
todas las otras vistas del cluster fueron alineadas a dicho nodo.
De esta alineacio´n se obtiene que:
ρ j = β
r∗
jD (15)
Una vez que se ha determinado la nueva posicio´n del robot
jo, se realiza la actualizacio´n de la evidencia donde las vistas
esperadas en la nueva posicio´n del sensor “heredan” la eviden-
cia de las hipo´tesis en las posiciones anteriores del sensor. Para
llevar el historial de todas los objetos/vistas hipo´tesis, se utili-
za la D-Sphere Γ. En la posicio´n k del sensor, Γ(k) contiene el
historial de todas objetos hipo´tesis alinenados al objeto de la
escena. Entonces,
Γ(k) = Γ(k−1) ∪ Ψ¯ (16)
La evidencia acumulada es actualizada para las vistas ma-
peadas en Γ(k) al nodo jo. Primeramente, actualizamos la evi-
dencia acumulada con el valor de la evidencia calculada para
cada vista:
E(k)
l¯v
= E(k)lv ,∀v, 1 ≤ v ≤ V (17)
siendo V el nu´mero de hipo´tesis mapeadas en Γ(k), l¯v es la v−e´si-
ma vista mapeada en el nodo jo de Γ(k)( jo) y lv es la v−e´sima
vista mapeada sobre el nodo j(k) de Γ(k)( j(k)).
La actualizacio´n de la evidencia empleando el historial de
todos los movimientos del robot garantiza que, si en alguna po-
sicio´n la hipo´tesis estimadas son erro´neas, no se pierda la infor-
macio´n del proceso desarrollado en las posiciones anteriores.
La Figura 4 ilustra con un ejemplo el comportamiento del
sistema propuesto en caso de incertidumbre por la ambigu¨edad.
Para la primera vista capturada de la escena (k = 1), el siste-
ma identiﬁca un cluster en el cual se encuentran vistas relativas
a dos objetos diferentes. Para cada candidato se calcula la evi-
dencia (E(k)). La funcio´n de decisio´n es evaluada y la siguiente
posicio´n del sensor es determinada. Una vez determinada la si-
guiente posicio´n, la evidencia acumulada es actualizada para
las vistas esperadas en la nueva posicio´n del sensor. El sensor
es desplazado hacia una nueva posicio´n (k = 2) y una nueva
imagen de la escena es capturada. Una vez ma´s, dicha vista es
clasiﬁcada en un cluster y el valor de la evidencia es estimada
para cada uno de los miembros de dicho cluster. Finalmente, la
evidencia acumulada para el candidato (o1,16) satisface el um-
bral (η) predeﬁnido y el proceso de reconocimiento se detiene.
3. Experimentacio´n
La implementacio´n del framework de reconocimiento pro-
puesto se desarrollo´ empleando 18 objetos de forma libre de la
base de datos 3DSL (UCLM (2011)). Para cada uno de estos ob-
jetos se obtuvo su correspondiente modelo sinte´tico empleando
un esca´ner la´ser 3D VI-910 de Konica Minolta. La Figura 5(a)
muestra los modelos sinte´ticos de los objetos empleados en la
base de datos.
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Figura 4: Ejemplo del desempen˜o del framework propuesto en caso de incertidumbre por la ambigu¨edad.
Los objetos han sido modelados capturando su apariencia
desde distintos puntos de vista utilizando las proyecciones de
dichos objetos sinte´ticos desde una esfera teselada con 80 no-
dos. Tanto la seleccio´n del nu´mero de nodos en la esfera como
la implementacio´n del mo´dulo relativo al sistema de reconoci-
miento de formas esta´ basado en los resultados obtenidos en
Gonza´lez et al. (2012). La representacio´n de formas se basa en
el empleo de descriptores de Fourier (Zahn and Roskies (1972))
empleando 128 harmo´nicos (ver en Gonza´lez et al. (2008a) co-
mo representar una silueta mediante descriptores de Fourier y
el ca´lculo de su pose).
En la Tabla 1 se muestran las funciones empleadas para im-
plementar el framework.
En el proceso de clustering se emplearon los 16 harmo´nicos
ma´s importantes del vector de descriptores obtenie´ndose en to-
tal 73 clusters. En Gonza´lez et al. (2004) se demuestra co´mo un
pequen˜o subconjunto de harmo´nicos puede representar las ca-
racterı´sticas ma´s importantes de una silueta. La te´cnica de clus-
tering implementada se basa en el algoritmo de agrupamien-
to jera´rquico desarrollado por Yuan and Street (2007). A dife-
rencia del tradicional me´todo k-means (Kanungo et al. (2002))
donde el nu´mero de clusters es ﬁjado, en los me´todos de clus-
tering jera´rquicos el agrupamiento de siluetas se lleva a cabo
midiendo, mediante la distancia Euclı´dea, la similitud entre las
siluetas.
En la fase de entrenamiento se ha tratado de hacer al sis-
tema robusto ante entornos no controlados, simulando posibles
deformaciones en la vistas. Para ello, se an˜adieron a las ima´ge-
nes de entrenamiento diferentes clases de ruido (gaussiano, sal
y pimienta) y ﬁltros para alterar la forma. Adema´s se capturaron
ima´genes desde puntos de vista con coordenadas pro´ximas a las
de cada nodo de la esfera teselada, pero manteniendo la orien-
tacio´n del sensor hacia el centro del objeto, para simular defor-
maciones dadas por variaciones de la posicio´n del sensor. En
total, se usaron 8 siluetas de entrenamiento para cada elemen-
to de un cluster. La Figura 5(b) muestra ejemplos de ima´genes
usadas durante el entrenamiento. Para el ca´lculo de los vecto-
res de soportes se empleo´ la funcio´n de base radial Gaussiana
 E. González et al. / Revista Iberoamericana de Automática e Informática industrial 9 (2012) 474–483 481
Tabla 1: Me´todos usados en la implementacio´n del framework
Funcio´n Me´todo empleado
w w = FD,
128 harmo´nicos (Gonza´lez et al. (2008a))
D(vl, v(k))
√
Σ(wl,w(k))2
Υ(wl,w(k)) ver (Gonza´lez et al. (2008a))
gm = G( j(k), j)
√
Σ((k),  j))2
donde (k) es las coordenadas cartesina
de la posicio´n actual del robot y
 j la coordenada cartesiana del nodo j
ς j Conﬁgurado oﬀ-line considerando
la accesibilidad de sensor al nodo j
J ς j · maxj(ρ j · g j)
como kernel(Cristianini and Shawe-Taylor (2010)) con un error
mı´nimo de 0.030.
(a)
(b)
Figura 5: a) Ejemplos de modelos sinte´ticos. b) Ejemplos de ima´genes emplea-
das durante proceso de obtencio´n de los SV’s.
Las pruebas desarrolladas en esta seccio´n se centran en la
cuantiﬁcacio´n del sistema de reconocimiento activo propuesto
mediante la evaluacio´n de varios para´metros tales como: tasa de
reconocimiento (R), eﬁciencia computacional (C), y el error de
estimacio´n de la pose (Po). Los dos primeros para´metros pue-
den ser calculados mediante el uso un escenario real de trabajo
(plataforma robo´tica), pero el error de estimacio´n de la pose
necesita ser evaluado por medio de un simulador ya que no es
posible determinar en una escena real la pose de un objeto con
respecto a su correspondiente en la base de datos y medir con
exactitud dicho valor.
Varios sistemas de reconocimiento activo han sido imple-
mentados con el objetivo de comparar el rendimiento de nues-
tro sistema con respecto a otros ya publicados. Esta seleccio´n
se llevo´ a cabo considerando: tipo de estrategia activa (deter-
minista o probabilista) y repetitividad de los resultados publi-
cados. En total cinco sistemas fueron implementados identi-
ﬁcados como AR1, AR2,...,AR5. AR1 se corresponde con el
sistema activo propuesto. AR2 es la te´cnica publicada por Bo-
rosting et a´l. (Borotschnig et al. (1999)) basado en un modelo
probabilı´stico (Bayes) que emplea en este caso descriptores de
forma de tipo PCA (Abdi and Williams (2010)). AR3 es el sis-
tema desarrollado por Hutchinson y Kak (S.A. and A.C (1999))
el cual es estoca´stico tambie´n (Dempster Shafer), pero los ob-
jetos son modelados por un gra´fo de aspecto. AR4 corresponde
a una implementacio´n del framework propuesto por Kovacik et
a´l. (Kovacic et al. (1998)) en el que la estrategia activa es de-
terminista y hemos empleado tambie´n descriptores de Fourier
para la representacio´n de formas. AR5 se corresponde con un
sistema activo similar al presentado en este artı´culo (Gonza´lez
et al. (2008a)).
Tabla 2: Principales modelos empleados en cada uno de los sistemas de reco-
nocimiento activo a comparar
Sistema Descriptor Estrategia activa
(AR1) FD Heuristico
(AR2) PCA Probabilista
(AR3) PCA Probabilista
(AR4) FD Determinista
(AR5) FD Heurı´stico
A continuacio´n se desarrolla un ana´lisis comparativo de los
sistemas de reconocimiento implementados tanto en una plata-
forma robo´tica como empleando ima´genes simuladas.
3.1. Plataforma Robo´tica
Las pruebas de validacio´n del sistema propuesto para el re-
conocimiento de objetos de forma libre se han realizado uti-
lizando un Robot Sta¨ubli RX 90 con una micro ca´mara Jai-
CVM1000 en el extremo de su brazo (ver Figura 6(a)). Este
sistema es capaz de controlar la posicio´n y orientacio´n de la
ca´mara. En la Figura 6(b) se pueden apreciar varios ejemplos
de ima´genes capturadas por el robot.
(a) (b)
Figura 6: a) Estructura del experimento. b) Ejemplos de ima´genes capturadas
durante las pruebas de reconocimiento activo.
La Tabla 3 muestra la comparacio´n entre los distintos sis-
temas de reconocimiento (AR1, AR2, AR3, AR4, AR5) con
respecto a la tasa de reconocimiento (R) y la eﬁciencia compu-
tacional (C). En este caso, el coste computacional (C) se calcula
comoC = W ·T , donde W es el nu´mero medio de posiciones del
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sensor y T es el costo computacional en cada posicio´n del sen-
sor. Los resultados obtenidos se corresponden a la realizacio´n
de 300 pruebas.
Tabla 3: Comparacio´n entre diferentes sistemas de reconocimiento activo en la
plataforma robo´tica
Sistema T (s) W (%) C(s) R (%)
(AR1) 0.18 3.8 0.68 95
(AR2) 0.21 4.6 0.86 96
(AR3) 0.19 4.3 0.82 95
(AR4) 0.17 5.2 0.88 89
(AR5) 0.20 5.5 1.10 92
Comparando los resultados obtenidos en la Tabla 3 pode-
mos concluir que AR1 emplea un nu´mero menor de movimien-
tos del sensor que AR2 y AR3, por lo que su coste compu-
tacional es menor. Con respecto a AR4 y AR5, es destacable
la superioridad de AR1 en cuanto a la tasa de reconocimiento.
En general, AR1 presenta la mejor relacio´n entre coste compu-
tacional y tasa de reconocimiento.
3.1.1. Pose evaluacio´n empleando objetos sinte´ticos
Los experimentos desarrollados en la plataforma del robot
no permiten evaluar el error de estimacio´n de la pose de obje-
to de manera precisa. Empleando objetos sinte´ticos, en vez de
los reales de la escena, es posible calcular el error de estima-
cio´n. Con el ﬁn de evaluar el comportamiento de AR1, AR2,
AR3, AR4 y AR5, hemos llevado a cabo una serie de pruebas
utilizando ima´genes simuladas pertenecientes a las vistas pro-
yectadas de los objetos sinte´ticos de la base de datos una vez
que han sido rotados.
Sea xˆi, yˆi y zˆi las coordenadas asociados con la nube de pun-
tos del objeto (oˆi) y ˆˆxi, ˆˆyi y ˆˆzi las coordenadas de los candidatos
despue´s de aplicar una transformacio´n Tˆ estimada por el siste-
ma de reconocimiento de activo. El error durante la estimacio´n
de la pose se calcula por la expresio´n:
Po =
√∑
(xˆi − ˆˆxi)2 + (yˆi − ˆˆyi)2 + (zˆi − ˆˆzi)2
nˆ
(18)
donde nˆ es el nu´mero de puntos en la muestra.
Tabla 4 muestra la eﬁciencia computacional (C), la tasa de
reconocimiento (R) y la estimacio´n de la pose (Po) resultados
en el simulador para 54 objetos rotados al azar.
Tabla 4: Comparacio´n entre diferentes sistemas de reconocimiento activo em-
pleando objetos sinte´ticos
Active model C(s) R (%) Po(cm)
(AR1) 0.47 99 0.012
(AR2) 0.73 99 0.244
(AR3) 0.70 98 0.285
(AR4) 0.42 93 0.030
(AR5) 0.89 96 0.029
Comparando los resultados obtenidos en Tabla 4 con los
mostrados en Tabla 3, se puede apreciar la robustez de cada
uno de estos sistemas ante ruido y pequen˜as deformaciones de
la apariencia de un objeto en la escena. Sistemas como AR4 y
AR5 son ma´s sensibles que AR2 y AR3. En el caso de AR1, el
empleo de vistas deformadas durante el entrenamiento permite
que la clasiﬁcacio´n se desarrolle de manera ma´s robusta.
En cuanto a la estimacio´n de la pose, se puede apreciar en
la Tabla 4 que los sistemas basados en descriptores de Fourier
(AR1, AR4 y AR5) presentan mejores resultados que AR2 y
AR3.
3.2. Ana´lisis de los resultados
Los resultados experimentales demuestran que, para siste-
mas basados en modelos no estoca´sticos, AR1 presenta un me-
jor comportamiento y, en el caso de los modelos estoca´sticos,
se consigue una tasa de reconocimiento muy similar pero el
costo computacional y la precisio´n del ca´lculo de la pose de
un objeto es mucho mejor en nuestro sistema que en los siste-
mas estoca´sticos. La razo´n esta´ dada principalmente porque el
ca´lculo de los para´metros de pose (rotacio´n, traslacio´n y esca-
lado) entre dos formas representadas por PCA tiene baja pre-
cisio´n. Para conseguir una mejor estimacio´n de la pose en un
sistema estoca´stico habrı´a que aumentar considerablemente el
nu´mero de vistas de la base de datos lo que incrementarı´a el
coste computacional del sistema.
Profundizando el ana´lisis comparativo entre nuestro sistema
con respecto a AR4, AR5 (basados en un modelos no estoca´sti-
cos), AR1 es mucho ma´s robusto en cuanto a variaciones en la
escena. El empleo de la ma´quina de soporte vectorial permi-
te identiﬁcar satisfactoriamente, en la mayorı´a de los casos, el
cluster donde se encuentran las hipo´tesis correctas. En el caso
de AR4 y AR5, una seleccio´n incorrecta del cluster hace que el
sistema falle, sin embargo, nuestro sistema es capaz de soportar
ese tipo de errores. Los resultados de AR1 tambie´n demuestran
que el estudio de la ambigu¨edad de la base de datos de mane-
ra oﬀ-line y la construccio´n de las D-Sphere reduce el costo
computacional del sistema (vea AR1 vs AR5) y que la estrate-
gia de calcular, en tiempo real, la pro´xima posicio´n del sensor
aumenta la tasa de reconocimiento (AR1 vs AR4)
4. Conclusiones
Este artı´culo ha presentado un framework para el desarrollo
de sistemas activos de reconocimiento de objetos basados en vi-
sio´n monocular que no esta´ basado en modelos probabilı´sticos,
lo que permite emplear vectores de caracterı´sticas precisos du-
rante la estimacio´n de la pose del objeto. Adema´s, implementa
un sistema de clasiﬁcacio´n empleando SVM, lo que hace ma´s
robusto el sistema de reconocimiento en entornos no controla-
dos. Tambie´n se demuestra que el sistema es capaz de solucio-
nar eﬁcientemente los problemas de incertidumbre/ambigu¨edad
inherentes a bases de datos que contienen gran cantidad de ob-
jetos de forma libre. La segmentacio´n de la base de datos en
clusters y la estrategia de convertir los clusters en D-Spheres,
permite realizar tareas de reconocimiento de objetos con una
excelente relacio´n entre la tasa de reconocimiento y la eﬁciencia
computacional. La viabilidad y efectividad de la estrategia pro-
puesta fueron experimentalmente veriﬁcadas en una plataforma
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de trabajo real y comparadas con otros sistemas de reconoci-
miento 3D, demostrando ser ma´s robusta y eﬁciente compu-
tacionalmente.
English Summary
Heuristic Framework to Develop Active Object Recog-
nition
Abstract
This paper presents a framework for the development of ac-
tive systems for object recognition. The proposed framework
addresses the problem of uncertainty in object recognition ba-
sed on monocular vision using a heuristic model that allow the
implementation of the shape recognition stage by means of fea-
ture vectors without stochactic properties (PCA). The strategy
employed to develop the proposed active recognition system
is based on grouping the views of the objects in the database
and clusters. From the study of the information contained in
the cluster are eﬃciently developed the classiﬁcation task, se-
lection of sensor positions and calculation of the evidence. The
classiﬁcation algorithm uses a support vector machine (SVM)
model to provide robustness to small deformations in the ap-
pearance of objects by noise, lighting changes, variations in the
point of view. The sensor planing stage, which aims to reduce
uncertainty using a minimum number of sensor movements, is
based on the D-Sphere model. Each cluster is represented by a
D-Sphere which allows, in an oﬀ-line process, to evaluate the
uncertainty between objects hypothesis. This method has been
tested in a real environment with a robot equipped with a web-
cam on the end-eﬀector.
Keywords:
Free-form object recognition, active recognition system, SVM,
clustering, next bext view
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