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ABSTRAKT BAKALÁSKÉ PRÁCE
Abstrakt
Tato bakaláská práce se zabývá problematikou virtualizace server a 
poítaových stanic, která je v poslední dob stavebním kamenem moderních datových 
center. Praktická ást je pak zamena na výbr nejvhodnjšího ešení pro konkrétní 
problém zavedení virtualizace ve státní správ. Souasn práce hodnotí dnešní možnosti 
pro jiné organizace. 
Abstract
This thesis deals with the virtualization of servers and 
computer workstations, which has recently been the cornerstone of modern 
data centers. The practical part is focused on selecting the most appropriate solutions for 
specific problems in the implementation of virtualization administration. At the same 
time the present work evaluates the possibility for other organizations.
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Virtualizace, datové centrum, eGovernment, virtualizovaný server, 
virtualizovaná stanice, desktop 
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Virtualization, data center, eGovernment, virtualized server, vritualized 
workstation, desktop. 
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Úvod 
 Úvodem jen nkolik slov o dvodu výbru mé bakaláské práce a o tématu 
všeobecn. Jelikož studuji obor Manažerská informatika, pedpokládám, že jednou budu 
zamstnán jako správce IT prostedk nebo jako manažer, a jedno i druhé vždy budu 
muset ešit jak finanní aspekt njaké instituce z hlediska IT nebo správu IT prostedk
ve firm. I proto jsem si jako téma balaláské práce zvolil virtualizaci server a 
desktop. A pro virtualizace eší tyto aspekty, nastíním již v cíli mé práce. Otázku 
virtualizace dnes eší velké množství firem a ml jsem est se s ní setkat pi mé odborné 
praxi. Nyní nkolik slov k obsahu této bakaláské práce.  
V první ásti se chci zabývat obecným pohledem na virtualizaci jak ze strany 
serveru, tak ze strany desktop a pínosu virtualizace pro podnikovou praxi, pedevším 
z pohledu šetení náklad.  
 V druhé ásti pedstavím souasné možnosti využitelného software pro 
virtualizaci jak pracovních stanic, tak server a také zhodnotím stávající stav a 
prostedky ve firm, respektive státní instituci, kde jsem „pracoval“ pi odborné praxi, a 
na jejímž modelu budu otázku virtualizace ešit. 
 Na závr se budu vnovat možnostmi výbru vhodného hardware a software pro 
správu virtualizace pracovních stanic pro daný pípad institutu státní správy, konkrétn
tedy mstského úadu. 
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Cíl bakaláské práce 
Hlavním cílem práce je nabídnout ucelený pehled o možných variantách ešení 
jak pro konkrétní ešený pípad, tak v celé oblasti problematiky virtualizace 
informaních technologií a to s využitím momentáln dostupných ešení. 
Jedním z cíl mé bakaláské práce je také analýza problematiky virtualizace 
informaních technologií v rámci projektu eGovernment, tedy elektronizace veejné 
správy. Ta je v souasnosti rozvíjena pedevším díky penzm z EU, kvli kterým je 
možné realizovat moderní technologická centra v rámci státní správy. 
Tato práce však nezstane pouze u teorie a u teoretických východisek výše 
zmiované problematiky, nýbrž se bude opírat i o reálná data získaná v rámci studijní 
praxe v jedné státní instituci. Pesnji se jedná o mstský úad s psobností POIII, který 
jako jeden z mnoha využil možnosti realizace technologického centra v rámci dotace. 
Práv na tomto reálném píkladu budu schopen srovnat rzné teoretické varianty 
realizace s pro tento pípad vybranou a následn realizovatelnou variantou ešení. 
V práci se budu výrazn zaobírat také virtualizací pracovních stanic. Tento 
segment je velmi asto pomíjen, nicmén stále zstává pomrn „horkým želízkem 
v ohni“ pi snaze snížit náklady na provoz státní správy a pedevším jejího zefektivnní. 
Pitom pro virtualizaci tzv. desktop, jak jsou pracovní stanice asto nazývány, je 
k dispozici ada vhodných nástroj i variant, které v porovnání s technologickým 
centrem požadují velmi nízké náklady. 
Veškerá data, která v rámci svého zjišování a srovnávání získám, budu 
analyzovat nejenom po technické, ale samozejm také po ekonomické stránce, jelikož 
práv finanní náronost je asto tím základním problémem, pro se státní instituce 
nevydají tímto smrem. 
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1 TEORETICKÁ VÝCHODISKA PRÁCE 
V teoretické ásti, jak už jsem zmínil, se zamím na pojem virtualizace obecn, 
na pvod virtualizace i na její varianty. Souasn pedstavím ešení virtualizace server
i pracovních stanic neboli desktop. V závru teoretické ásti mé práce zhodnotím 
komplexní ešení virtualizace, tedy „mix“ obou tchto pedchozích ešení. 
1.1 Co je to virtualizace 
 Pedtím než se dostanu k samotnému ešení konkrétního pípadu virtualizace, 
chtl bych se pozastavit nad samotným pojmem virtualizace a objasnním, co to vlastn
je, jak a pro mže být využita. Obecn z hlediska IT lze za virtualizaci považovat 
postupy a techniky, umožující pístup ke zdrojm informací nebo pracovním 
prostedkm jiným zpsobem, než fyzickou cestou. Virtuální prostedí, na rozdíl od 
toho fyzického, mže být mnohem snáze pizpsobeno potebám uživatel, mže být 
jednoduší na správu, mže ped uživateli zakrývat nepodstatné detaily, jako je 
hardwarové rozmístní, vybavenost serveru a podobn. Virtualizace mže existovat na 
rzných úrovních, nemusí se tudíž jednat o virtualizaci celého poítae, ale je možné 
virtualizovat jednotlivé komponenty jako procesory (pro lepší práci multitaskingu), 
pamti (pro funknost programu s vtším množstvím pamti, než je v PC opravdu 
nainstalováno), RAID disk (mže se tváit jako jeden), pípadn pouze uritá 
softwarová prostedí jako je virtualizace operaního systému (5). 
 Pvod termínu virtualizace sahá do 60. let 20. století, kdy se jednalo o vytváení 
tzv. virtualních stroj, asto také nazývaných virtualní platformy, což byla kombinace 
hardwaru a softwarových nástroj. Pojem virtuální stroj patrn pochází od pokusného 
stránkovacího mechanismu od IBM M44/44X. Vznik a správa virtualních stroj byla 
v poátcích také oznaována jako zakládání a správa pseudostroj a pozdji se zaala 
oznaovat jako virtualizace server, o které se do hloubky zmíním níže (3). 
Co se týká vývoje virtualizovaného hardwaru pro podporu infrastruktury, ten 
zaal již ped njakou dobou a jeho dnešní možnosti virtualizace jsou velmi zajímavé. 
Správci systém, architekti, konzultanti a manažei, ti všichni mohou profitovat 
z pechodu z fyzického hardware do virtualizovaného prostedí. Virtualizované 
prostedí má obrovské výhody a už se jedná o servisní odezvu, uptime, stabilitu, 
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testování, odolnost proti chybám, nebo zotavování po havárii. Pro systémové 
administrátory, IT pracovníky i jiné pracovníky spravující servery, i stanice ve firm je 
virtualizace pínosem pro zajištní služeb, o které se starají, protože virtualizace nabízí 
lepší dostupnost i odezvu. O výhodách virtualizovaného desktopu se zmíním níže. 
Virtualizace ale nepináší výhody a ulehení pouze pro lidi, kteí stanice i servery 
spravuje ale i pro ízení a vedení firem znamená její zavedení obrovské snížení náklad
a zlepšení efektivnosti informaních systém, za které odpovídají (2). 
1.1.1 Jak virtualizace funguje 
Virtualizace platformy (napíklad desktopu) je provádna na na dané 
hardwarové platform pomocí hostitelského software neboli ídícího programu. Ten 
vytváí simulované prostedí poítae (virtualní stroj) pro hostovaný software, vtšinou 
pro operaní systém. Software klienta neboli hosta se tváí, jako kdyby byl nainstalován 
pímo na poítai, na kterém host pracuje, tedy na hardwarové platform. Vtšinou je 
nainstalováno a simulováno nkolik virtuálních stroj na jednom fyzickém, pevážn na 
serveru. Pro správnou funknost a k možnosti hosta je poteba, aby simulace byla 
dostaten rozsáhlá, tedy aby podporovala všechna vnjší rozhraní hostovaného 
systému, což mže zahrnovat i ovladae hardware. Mžeme se také setkat s pojmem 
virtuální prostedí, což je odlišný druh virtuálního stroje, konkrétn se jedná o 
virtualizované prostedí pro bh program na úrovni klienta. Nenalézá se zde jádro 
operaního systému a ovladae, ale pouze aplikace. Virtuální prostedí jsou vytvoena 
použitím sotfwaru, který zavádí virtualizaci na úrovni OS. Co se týe virtualizace 
platformy, známe celou adu pístup k ní. Jedná se obecné principy, které lze nalézt ve 
vtšin literatury, zabývající se problematikou virtualizace a jsou to následující: 
• Emulace nebo simulace – virtuální stroj simuluje celý poíta (veškerý 
hardware) a dovoluje tak bh zcela neupraveného OS hosta na zcela odlišném 
procesoru. Tento pístup byl a stále je používán pedevším za úelem tvorby 
softwaru pro procesory, jež jsou fyzicky dostupné. Jedná se napíklad o Pear PC, 
Microsoft Virtual PC, QEMU a jiné (3). 
• Nativní virtualizace a plná virtualizace – v tomto píapd virtuální stroj 
simuluje vtší množství hardwaru tak, aby umožnil oddlený bh OS hosta 
ureného pro stejný druh procesoru. Vtšinou je pi využití plné virtualizace 
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možný soubh více instancí. Píkladem software je Virtual Iron, VirtualBox, 
VMware Workstation, Vmware Server, Parallels Desktop, Microsoftí Hyper-V a 
jiné (3). 
• ástená virtualizace – virtuální stoj zde simuluje více instancí prostedí 
hardwaru, na kterém bží hostitel, ale ne zcela všechny. Jedná se pedevším o 
adresní prostor. Toto prostedí slouží pedevším pro podporu sdílení zdroj a 
izolaci proces, ale neumí oddlit jednotlivé instance OS. Nejedná se o virtuální 
stroj jako takový, ale toto ešení má s historického hlediska svj význam. Byl 
použit u již zmiovaného pokusného IBM M44/44X a zejm i u VMS. I 
systémy jako MS Windows nebo Linux tuto techniku penesen používají 
dodnes (3). 
• Virtualizace na úrovni OS – v tomto pípad se virtualizuje fyzický server na 
úrovni OS, což umožuje chod nkolika izolovaných bezpených virtuálních 
server na jednom fyzickém serveru. V tomto prostedí hostovaného OS je 
sdílen jeden OS s hostitelským systémem, což jinými slovy znamená, že stejné 
jádro OS je použito pro implementaci OS na stanicích. Aplikace bžící na 
stanicích však tento OS vnímají jako samostatný systém. Mezi píklady patí 
napíklad Virtuaozzo, OpenVZ a jiné (3). 
• Aplikaní virtualizace – dalším a posledním nou vybraným pístupem je 
pístup, kdy desktopové nebo serverové aplikace, které bží na stanici, používají 
místní zdroje, ale bží ve zvláštním virtuálním stroji. Zjednodušen to znamená, 
že software nemusí být nainstalován pímo na systému, ale aplikace bží 
v malém virtuálním prostedí, které obsahuje komponenty nutné ke spuštní této 
aplikace (mže se jednat o položky v registrech, soubory pro chod aplikace, 
provky uživatelského rozhraní apod.). Takto vzniklé prostedí se tváí a chová 
jako vrstva mezi aplikací a samotným OS a zaberauje tak konfliktm mezi 
aplikací a OS nebo mezi jednotlivými aplikacemi navzájem. Píkladem mže být 
Java Virtual Machine, Citrix, Vmware a jiné (2). 
1.2 Virtualizace serveru 
 Je namíst nyní zhodnotit jaké jsou možnosti virtualizace server, které se nám 
v souasnosti nabízejí. Serverová virtualizace x86 i x64 server je velkým fenoménem 
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souasného moderního IT a je považováno za základní kámen moderních datových 
center. 
Na trhu se objevují stále výkonnjší procesory a pamti s vtší kapacitou, což 
jen napomáhá souasnému vývoji virtualizace. Navíc stávající podpora virtualizace od 
hlavních výrobc poítaových komponent pro servery zdrazuje a podtrhuje 
významnost virtualizace jako smru, kterým se bude ubírat moderní serverová 
konsolidace (8). 
Pokud se zamyslíme nad provozováním vtšího datového centra z dlouhodobého 
hlediska, není v budoucnu možné ho spravovat s absolutní absencí virtualizace. Proto 
mnoho výrobc pichází na trh s technologiemi zamujícími se na serverovou 
virtualizaci a minimáln ti souasní výrobci dosahují v této oblasti vysoké úrovn pro 
provoz v datovém centru. Mezi tyto platformy patí pedevším provené VMware 
Virtual Infrastructure 3 (popípad novjší VMware Virtual vSphere 4), Citrix Xen 
Server a Microsoftí produkt, bžící pod Serverem 2008, Hyper-V (1). 
1.2.1 Virtualizace od serveru k desktopu 
 Ve velmi krátkém ase se na trhu úspšn uchytili technologie a ešení pro 
vritualizaci server a výrobci poznali, že by se mli zamit také na vývoj technologií 
pro virtualizaci koncových stanic (desktop). Snaha o vývoj tímto smrem v souasné 
dob rychle nabírá na intenzit. 
 Pední analytická agentura IDC uveejnila v srpnu roku 2009 ve své studii 
Worldwide Server Virtualization Shipment Forecast pedpoklad, že do roku 2012 utratí 
firmy za správu virtuálních server až sto miliard dolar. Pedpokládá se tedy, že 
obdobný trend bude v následujících letech probíhat i na trhu virtualizace stanic a to 
zejména ze strany firem, které již zainvestovaly do virtualizace svých server a tato 
„technologie“ se jim osvdila. Pravdpodobn tedy nebudou váhat a pustí do hledání 
úsporného, perspektivního a progresivního ešení, jež umožní virtualizovat celý IT 
aparát a jeho infrastrukturu (8). 
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Obrázek 1: Schéma virtualizace platformy Citrix. 
S tímto pechodem ale vzniká nkolik otázek nebo spíše obav. Protože pokud si 
pedstavíme virtuální aplikaci bžící na virtuální stanici, která je nainstalována na 
virtuálním serveru, mže to vyvolat obavu o snížení výkonu nebo horší práci s touto 
aplikací. Je pochopitelné, že pro bžného uživatele je pedstava kompletn
virtualizované IT infrastruktury pomrn komplikovaná a pro mnohé správce IT 
prostedí také. Pesto se toto ešení z hlediska správy mže stát velmi pitažlivým a 
lákavým. Výet výhod, jež jsem zmínil výše, dalece pesahuje hrozby a komplikace, 
které pechod na virtualizacované servery a stanice znamená (8). 
1.3 Pro virtualizovat desktop 
 Jednou ze zásadních a klíových vlastností virtualizovaného desktopu, nebo 
chcete-li stanice, je možnost pistupovat k nmu tém odkudkoliv, dále pak dnešní 
ešení umožují virtualizovaných desktop a aplikací s pístupem v off-line módu, tedy 
kdy poíta nemusí být vbec pipojen do sít. Hlavní výhodou tohoto pístupu je 
možnost pipojení pracovníka napíklad ze služební cesty, i z dovolené. Pracovník 
odjede na služební cestu a nemusí ešit, zda má nainstalován njaký software, nebo zda 
má materiály, které by si musel složit kopírovat. Jednoduše se pipojí do sít a 
disponuje pracovními nástroji, jako kdyby sedl ve své kancelái (3). 
 Velmi snadným úkolem se díky virtualizaci stává i vytvoení pracovišt pro 
nového zamstnance. Stejn tak vytvoení menší poboky Vaší firmy na druhém konci 
republiky se stává lépe ešitelným úkolem. Vše lze totiž provést na dálku pes internet. 
Odpadá nutnost absence pracovník, ti nemusí, asto na znanou dobu, odjet na novou 
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poboku, aby zde instalovali software. Souasn zde také zaniká problém se zbytenými 
náklady na dopravu, ubytování a stravování tchto pracovník (3). 
Výhodou je také snadné ešení v pípad havárie poítae, pracovník jednoduše 
zasedne k jinému PC a pipojí se a mže dále pracovat v rozdlané práci. 
Díky virtualizaci je také možné spravovat na serveru pouze jednu instanci nebo 
kopii operaního systému nebo aplikace a lze jí následn poskytnout libovolnému potu 
koncových uživatel (pracovník). Dopad na úspory kapacity IT prostedk je velmi 
znatelný (3). 
 Mnoho firem teprve v souasnosti uvažuje o pechodu na operaní systém 
Windows 7 a souasn s tímto pechodem by mla uvažovat o hlubším zásahu do 
informaních technologií ve firm a to o pechodu k virtualizaci desktop, díky nmuž 
by mohli do budoucna velmi ušetit na nákladech za HW. 
1.4 Problematika komplexního ešení virtualizace 
Pokud se budeme zabývat obecnjším pístupem ke komplexní virtualizaci, 
mžeme si pedstavit následující situaci: Velká ást firem a organizací doposud 
nedisponuje virtualizovanými servery, ty svou nízkou efektivitou oderpávají 
prostedky, které mohou posloužit jinému rozvoji IT prostedk ve spolenosti. Vtšina 
firem stále funguje na pracovních stanicích, bžících na operaním systému Windows 
XP, jehož parametry výkonu a bezpenosti pomalu pestávají stait. I samotný 
Microsoft se nechává slyšet, že v zájmu obmny a modernizace bude podporu Windows 
XP postupn omezovat. Windows Vista, akoliv se jedná o modernjší a komplexnjší 
variantu operaního systému od MS, také píliš „nezazáil“ v korporátním prostedí a 
nelze oekávat, že by se Vista ješt pespíliš prosadila. Tímto se dostáváme 
k logickému pechodu na ješt stále nové Windows 7, které pišlo na trh s nabídkou 
nových možností pro politiku vedení IT. Pokud se zamyslíme, zjistíme, že pechod na 
tuto variantu operaního systému je ve stedndobém i dlouhodobém horizontu nutný 
(5). 
 Pakliže se spolenost opravdu odhodlá k pechodu na OS Windows 7, mže to 
být impulz k tomu, aby souasn pehodnotila svj mnohdy konzervativní postoj a 
zaala uvažovat o možnosti pechodu na virtualizovaný desktop. Toto ešení již není 
velkou neznámou a není zcela „exotické“, je totiž již dlouhou dobu užívané v praxi a 
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provené miliony klient a firem. Pokud na tento pechod pohlížíme zcela pragmaticky 
a kalkulujeme-li, zda se nám pechod vyplatí, propoet návratnosti této investice nám 
jasn napoví, že v rámci šetení náklad je jasným krokem vped. Pistoupit na samotný 
akt virtualizace desktop má pro organizaci smysl pedevším v situaci, kdy díky tomuto 
ešení má organizace možnost vykázat finanní úspory pedevším ze správy 
virtualizovaného datového centra. Dalším aspektem mže být dlouhodob nižší zátž na 
poizovaný hardware. 
 Další jasnou výhodou je, jak už jsem zmínil, možnost konfigurace celého ešení 
tak, že je možné do tohoto systému aktivn pistupovat tém odkudkoliv, za podmínky 
pipojení k internetu se základními rychlostními parametry. I z hlediska pádu 
klientských stanic, lze díky virtualizaci mnohem snadnji a rychleji uskutenit opravu. 
Souasn mže pracovník pejít na jiné fyzické pracovišt, pipojit se a pokraovat 
v perušené práci (7). 
 Díky neustálému vývoji tchto technologií, jsou poskytovatelé tlaeni 
k výraznému snižování cen, a tak jsme dnes v situaci, kdy nad komplexním ešením 
virtualizace firemního IT nemusí uvažovat pouze firmy ítající stovky klientský stanic a 
desítky server, ale mohou se o ni zajímat i firmy menší a stední a státní instituce 
okresního formátu (5). 
 V reálném svt nelze samozejm srovnávat hardware server a hardware 
desktopu, naproti tomu ve svt virtuálním jsou si všechny stroje rovny a proto se 
otázka jejich spravování stává rázem snazší záležitostí a ulehením pro uživatele i 
správce. Seteno a podtrženo, klíovou roli pi správ kompletn virtualizovaného IT 
prostedí hrají práv nástroje pro jeho snadnou a efektivní správu, která nám ve 
výsledku pinese kýžené ovoce ve form snižování náklad (4).  
1.4.1 Hrozby realizace virtualizovaného IT prostedí 
 I virtualizace, jako asi vše, má svá pro a proti. Zatím jsem pedstavil 
kombinovanou virtualizaci jako lehce dosažitelný stav, k jehož tvorb je zapotebí 
pouze kombinovat jednotlivé technologie, ale to není tak úpln pravda. Nyní se chci 
zabývat nkterými pekážkami a úskalími, pes které je poteba se dostat, aby bylo 
možné dostat se dostat do stavu absolutní virtualizace IT prostedí. 
 Prvním a zejmým problémem je mnohdy neohebná organizaní struktura 
spolenosti. Ne vždy jsou správci server ti samí, kteí mají na starosti funkci desktop
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a aplikací. Pokud tedy chceme k virtualizaci pistupovat na jednotné úrovni, což je 
jediný schdný a dlouhodob efektivní pístup, potom se budeme muset nauit 
vzájemné komunikaci a spolupráci na spoleném projektu. Toto snažení nakonec pináší 
dobré výsledky. Protože na samotný závr, kdy dojde ke sjednocení a ustálení nástroj
pro management jednotlivých virtualizovaných segment, zaneme ihned tžit na 
úsporách plynoucích z nižších nárok na správu tohoto ešení. Tento problém vzniká 
pedevším ve vtších firmách, v pípad mstského úadu, na kterém budu model 
aplikovat, tento problém odpadá díky tomu, že se o správu server a stanic stará jeden a 
tentýž tým lidí.  
 Dále bychom mli mít na pamti, že ne vždy jde slovo „virtualizovaný“ ruku 
v ruce se slovy úspšný a funkní. V tomto pípad to znamená, že opravdu efektivní 
pístup k virtualizaci vyžaduje použití sofistikovaného ešení od silného a zkušeného 
partnera s dobrou povstí (8). 
1.4.2 Bezpenost virtualizovaného IT prostedí 
Otázka bezpenosti pedevším informací je v dnešní dob tvrdé konkurence 
trnem v oku velké ady spoleností. Proto mže nkomu logicky vyplynout obava ze 
snížení míry informaní zabezpeenosti v pípad pechodu na virtualizované prostedí. 
Vtšina odborník se však shoduje, že je lehí fyzicky zajistit nebo ochránit jednu 
místnost, v níž se nachází servery, nežli desítky, i stovky kanceláí, kde se voln
„povalují“ firemní notebooky a stolní poítae, na jejichž discích mohou být uložena 
citlivá data, která mohou být nedostaten chránna. Tato data mohou mít 
existencionální význam pro firmu a je snazší je ochránit na serveru, k nmuž je pístup 
„zvení“ asto tém nemožný (2). 
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2 ANALÝZA SOUASNÉHO STAVU 
Rád bych dále pedstavil pedevším technologie, tedy software, na správu 
virtualizace a jednotlivé varianty a kombinace tchto technologií. Souasn bych v této 
ásti chtl popsat souasný stav HW a SW ešení ve vybrané instituci státní správy.  
Dále bych se chtl zabývat HW a SW jednotlivých stanic a server, vetn
letmého pohledu na technologie samotného datového centra a síové infrastruktury, 
které se na mstském úad užívají.  
Softwarové varianty, které v této ásti pedstavím, budu na závr testovat, za 
úelem výbru té nejlepší. 
2.1 Aktuální stav HW 
 Tématika hardware je pi zavádní virtualizace také velmi dležitá, jelikož 
vhodná volba desktopových produkt mže mít vliv pedevším na nutné investice do 
budoucnosti a to pedevším na roní náklady na provoz stanic a na opravy. Proto se 
pokusím v návrhu vlastního ešení provést analýzu trhu s možným HW a nabídnu 
alternativy HW a to z pohledu platformy PC, nebo samozejm i z pohledu hardware 
pímo urený pro virtualizaci. Nyní bych chtl pedevším zhodnotit aktuální stav a jeho 
dostatenost i nedostatenost pi pechodu na virtualizovaný desktop, dále také 
pedstavím HW na serverech. 
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2.1.1 Aktuální stav HW na stanicích (10) 
 Co se týká aktuálního stavu na stanicích v rámci MÚ, shrnul jsem toto vybavení 
následující tabulkou: 
Tabulka 1: Aktuální stav HW na stanicích (13) 
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Pedchozí tabulka rozdlena na ti ásti pedstavuje hardwarovou výbavu 
jednotlivých odbor. V první ásti vidíme kancelá starosty a tajemníka, s oddleními 
spadajícími pod kancelá tajemníka. V druhé a tetí ásti pak vidíme další odpory a 
jejich vybavenost. Znázoruje, který zamstnanec, jakého odboru disponuje jakým PC, 
políko Dell a HP znamená, že se jedná o novjší sestavy od zmínných výrobc. U 
Dell se jedná o sestavu Optiplex 360 u HP o sestavu 6005 Pro. U pole PC se jedná o 
starší sestavy. ervená pole pak znázorují nevyhovující, i siln problematické 
poítae, stejn tak monitory, jelikož i nkteré LCD panely, které jsou v provozu, již 
nevyhovují administrativním úkonm dané pozice. Nejvtší problém je však u stanic, 
kde je nejenom nevyhovující PC, ale také starší CRT monitor (13). 
Tabulka 2: Rekapitulace souasných stanic (13) 
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Rekapitulaci pak nabízí tabulka . 2, kde je jasn patrný poet poíta, které je 
v co nejbližším asovém horizontu teba upgradovat a již kvli využitelnosti stanic 
z hlediska plnní pracovní nápln nebo pro zavádní virtualizace.  
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2.1.2 Aktuální stav HW na serveru 
 Úad se nachází ve dvou lokalitách, v budov pošty a budov radnice. 
Vzdálenost tchto budov je cca 700 m. Budovy a také severy jsou propojeny optickou 
linkou v ochranném kolektoru s penosovou kapacitou 1 GB/s (13).  
 V souasnosti úad využívá tech serverových stanic od firmy IBM. První, 
primární doménový server funguje jako aplikaní server, sekundární server pro SQL 
mirroring a file server, druhý je vyhrazen pro funkci primárního databázového serveru 
pro SQL. Tetí server umístný v budov radnice funguje jako záložní server. První dva 
servery jsou starší, byli zakoupeni již ped tém osmi lety, backup server v budov
radnice je novjší, byl poízen na pelomu let 2007 – 2008 (13). 
 Úad nevyužívá zatím na severech absolutn žádné technologie pro virtualizaci. 
Zálohování server probíhá dálkové v noci (13). 
Tabulka 3: Serverová výbava MÚ (10) 
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2.1.3 Aktuální stav sí	ové infrastruktury 
 Jak už jsem zmínil, MÚ se nachází ve dvou lokalitách. Jednotlivé síové „uzly“ 
jsou propojeny optickou linkou. Jak je vidt na následujícím schématu. 
Ze schématu vyplývá, že servery i jednotlivé stanice jsou umístny v budov
pošty (tedy budov, kde sídlí MÚ) a v budov radnice. Na budovu radnice je souasn
napojen stavební úad. Každý „uzel“ je spojen pomocí optických van, následn se sí
rozdluje pomocí switch na obou stranách. V budov úadu jsou pak umístny další ti 
switche, které vtví sí na jednotlivá pracovišt. MÚ využívá internet od firmy 
Alberton, jedná se o metropolitní optické pipojení. Souasn radnice využívá 100MB 
metalické linky pro penos internetu od stejné spolenosti. Dále ást úadu využívá 
symetrickou datovou bezdrátovou linku pro pipojení pes WiFi od spolenosti Alberton 
v pásmu 2,4 GHz (13). 
Obrázek 2: Schéma sí	ové infrastruktury MÚ (13)
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2.2 Aktuální stav SW 
MÚ využívá mnoho druh software pímo specializovaných na daný problém, 
který eší jednotlivé odbory, tento software zde nebudu zmiovat, protože pro práci není 
podstatný. 
Obecn vtšina software bží na produktech firmy Microsoft, tzn. na vtšin PC 
je instalován operaní systém Windows XP s kanceláskými balíky MS Office 2007. Co 
se týe server, MS Server 2003 a SQL Server 2005 taktéž od Microsoft. V souasnosti, 
se zavádním technologického centra je plánován pechod na MS Server 2010 (13).  
Pro úely elektronické spisové služby je používán software Ezop od firmy 
Softhouse s.r.o. sídlící v Plzni. Informaní systém využívá software Fénix od 
spolenosti Asseco Solutions. Schéma datového centra a jeho souástí je zobrazeno na 
následujícím obrázku. Je zde vyobrazen informaní systém (Fénix), jeho jednotlivé 
ásti, dále pak spisová služba Ezop a ostatní software používaný ke správ jednotlivých 
funkcí na MÚ (13).  
Obrázek 3: Schéma datového centra MÚ (13)
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2.3 Poskytovatelé virtualizaní technologie 
 Dalo by se íci, že v souasné dob jsou na trhu ti hlavní spolenosti, které 
rozsahem svých produkt mohou picházet v úvahu pi ešení virtualizace celé 
spolenosti, resp. mstského úadu. V rámci mojí práce se soustedím, pedevším díky 
proveditelnosti zavedení této technologie, na produkty od Microsoft a VMware. Krom
tchto dvou známých znaek na poli virtualizace jsem zvolil ješt „dalšího kon“ a to 
stejn kvalitní a slibnou spolenost Citrix, která nabízí obdobn výkonné nástroje pro 
virtualizace desktop. 
 V následujících stránkách bych chtl ešení od tchto firem nejen pedstavit ale i 
vytvoit pehled vhodných kandidát k porovnání jednotlivých aplikací: 
2.3.1 VMware View 4  
Prvním, mnou vybraným kandidátem a zárove provenou technologií virtualizace 
server, je varianta spolenosti VMware (11). 
Spolenost VMware pinesla provenou technologii virtualizace server na 
platformu x86 server a tím umožuje zákazníkm provozovat na jediném fyzickém 
serveru více virtuálních stroj (server). Tak lze zvýšit využití výpoetních zdroj z 
nedostatených 5-15% na optimálních a zcela pívtivých 60-80% a souasn také snížit 
náklady na hardware a být nezávislý na HW platform. Virtuální infrastruktura pináší 
centráln spravované výpoetní zdroje s vysokou dostupností (11). 
Historie spolenosti není tak dlouhá jako je to u gigantu Microsoft, ale i pesto za 
krátkou dobu dokázala firma zaujmout své místo a to pedevším na poli serverové 
virtualizace. VMware, Inc. byl založen v roce 1998 a dnes se dá íct, že je VMware 
lídrem v oblasti virtuální infrastruktury. Asi 4 miliony uživatel s více jak 20 000 
zákazník se spoléhají na VMware ešení v oblastech konsolidace server, business 
continuity, zdokonaleného vývoje software a ízení a zabezpeení desktop (11). 
Obrázek 4: Logo VMware (11)
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Hlavním polem psobnosti VMware byla donedávna virtualizace server, i když se 
svým VDI píliš nemohl Citrixu ve virtualizaci desktop na dálku konkurovat. Nyní se 
situace minimáln vyrovnává. VMware totiž zprovoznil zcela nový protokol PCoIP (PC 
over IP), který se dostává hodn daleko ped VDI a dokáže poskytovat kompletn
streamované desktopové operaní systémy pes lokální sí nebo internet (11). 
View 4 se nasazuje nad vSphere 4, kde následn krom samotného enginu bží i 
napíklad pouhý jeden pednastavený obraz operaního systému. Ten je následn
doruován koncovým uživatelským stanicím (práv pes PCoIP) a podle nastavených 
pravidel pak ukládá pípadné zmny a uživatelská nastavení podle út do profil. 
Uloženy jsou pouze a jedin na serveru, piemž lze samozejm nadefinovat rzná 
úložišt s tím, že je možné volit rzné druhy šifrování a bezpeného pístupu k onm 
datm (11). 
Koncový uživatel tedy dostane jediné – pihlašovací konzoli, na níž vyplní své 
pístupové údaje (login). Na základ toho je pak kontaktován View 4 a pokud oví 
údaje a uvolní dostatek licencí, uživateli se vzdálen zane naítat klasické prostedí 
operaního systému spolu s aplikacemi. Správce mže v rámci jednoho nebo nkolika 
obraz systém pednastavit dostupné aplikace podle nutnosti a urit, odkud a za jakých 
podmínek se budou moci uživatelé pipojovat. Napíklad je možné nastavit pístup z 
lokální sít s mnohými dalšími omezeními, zatímco uživatelé s notebooky, kteí jsou 
asto na cestách a využívají rzná pipojení, dostanou práva benevolentnjší v 
možnostech dálkového pipojení, naopak ale vše bude opateno vyšší bezpeností, kvli 
nepíliš zabezpeeným pístupm (11). 
Profily uživatel lze definovat hodn podrobn. Nkterý napíklad bude moci vždy 
erpat pouze z pednastaveného základního profilu operaního systému a veškeré jím 
provedené zmny se pi odhlášení neuloží – pouze se zaznamenají pípadná vytvoená 
data, která se penesou do nastaveného datového prostoru. Jiní uživatelé však mohou 
dostat i vlastní úložišt profilu, takže se k nim natáhne základní obraz systému se 
zvolenými aplikacemi a veškeré provedené zmny se pak uloží na serveru a pi dalším 
pihlášení se tak bude možné dostat k vlastnorun provedeným zmnám. Samozejm
v rámci všemožných práv (11). 
O ízení tchto proces se stará View Composer, který íká, co se základním 
obrazem systému má dále dlat, zda se mže klonovat a podobn. Pro poskytování 
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streamovaných aplikací zde pak funguje VMware ThinApp, který prakticky oddluje 
jednotlivé aplikace od samotného virtuálního disku operaního systému. Opt tak lze 
velice jednoduše zvolit, jakému uživateli se mají „natáhnout“ které aplikace, nicmén
veškeré další nastavení možností program se pak provádí pímo v ThinApp. A to 
napíklad možnosti ukládání i využití edicí. ThinApp zde funguje velmi spolehliv a 
není nutné se bát dalších zvýšených investicí za nový produkt – vše je totiž souástí 
jednoho balení (11). 
Prostedí operaního systému se vykresluje v reálném ase, je tedy vhodné pracovat 
na rychlejším pipojení. V praxi je to však vyešeno pomrn šikovn a to, že se 
uživateli nejdíve naítá text tak, aby vidl daný obsah a mohl se pípadn pohybovat 
dále, zatímco grafika se postupn dokresluje z jakéhosi „rozmazaného“ stavu. Urit si 
pi tom lze vzpomenout na pomalé vykreslování obrázk v internetovém prohlížei. Zde 
se jedná prakticky o to samé (11). 
Nicmén ped námi stále stojí možnost penést celý desktop pímo do poítae, což 
umožuje práci i bez pipojení v lokálním prostedí. Jakmile se pak uživatel pipojí k 
internetu, dojde k synchronizaci veškerých provedených zmn. View 4 toto dokáže 
klasicky nejen s Windows XP, Vista a 7, ale i s desktopovými Linuxy (11). 
Nyní nco o rychlosti této VMware View 4. Rychlost streamování systému 
napíklad v rámci rychlé lokální firemní sít je velmi slušná (viz testy dále) a uživatel 
prakticky nepozná, že s daty vbec nepracuje na svém fyzickém poítai. Protokol 
PCoIP toto navíc velice elegantn eší práv i na pomalejších linkách, kdy i na 3G 
modemu lze dosáhnout naprosto pohodového chodu, i když zde samozejm hodn
záleží na odezv. Jako vždy, ím je menší, tím lépe, nikomu se nechce píliš ekat, než 
se mu za 2 sekundy vykreslí kontextová nabídka programu. Je však dležité, že i v 
terénu lze pomrn snadno v cloudu pracovat, i když je zejmé, že jakákoliv rychlejší 
Wi-Fi tomuto systému svdí mnohem více než mobilní pipojení. Tento problém však 
už nemusí ešit výrobci cloud computingových ešení, ale spíše operátoi s mobilními 
datovými penosy (11). 
Cloud computing jako je View 4 musí vyešit nejenom samotnou cestu systému do 
poítae, ale i dležité prvky jako penos lokálních zdroj do vzdáleného prostedí. 
Typicky teba uživatel pipojí USB pamové zaízení (nebo njaké jiné) a to se mu 
musí v systému naíst. O to se opt stará protokol PCoIP, který lokální USB port 
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zpístupní na serveru a uživatel se k nmu následn mže pes nj dostat. V praxi toto 
opravdu funguje velice spolehliv a hlavn rychle. A to i na pomalejší lince. Velikým 
problém virtualizace všeobecn pak bývá tisk. Ten je asto velice specifickou 
záležitostí, nemohu tedy posoudit, zda funguje všude dobe, já jsem však na žádné 
problémy nenarazil. Tisk v rámci lokální sít je bezproblémový, infrastrukturu lze totiž 
dobe propojit. Ani ze vzdáleného místa prakticky nepoznáte rozdíl, a to protože systém 
opt bží v rámci lokální sít. A pokud si k notebooku pipojíte USB tiskárnu, i zde lze 
normáln fungovat (11). 
Z pohledu IT manažera View 4 nabízí pomrn šikovný a zajímavý licenní model. 
Podobn, jako tomu bývá napíklad u licenních server CAD aplikací, i zde je možné 
nakoupit napíklad licence na 100 souasn pipojených uživatel, kterým je 
distribuován operaní systém, a pipojit se mže naprosto kdokoliv. Po obsazení stovky 
uživatel pak ostatní budou muset pokat na uvolnní. Samozejm je tu pak možnost 
pímé vazby na úty atp (11). 
Manažei mohou díky View 4 pemýšlet i mnohem dále. Tak, jako serverová 
virtualizace pináší asto velice zásadní úsporu náklad v rámci konsolidace server, 
tak i View 4 dokáže hodn ušetit, to ovšem záleží pedevším na ochot v dnešní dob
investovat vtší objem penz. Musí se to však brát jako dlouhodobjší investice. 
Jak už jsem zmínil v pedchozí ásti práce, virtualizované prostedí je poizováno 
pedevším kvli šetení náklad. View 4 šetí peníze hned na nkolika místech. Jelikož 
bží nad vSphere, není nutné provozovat další jinou infrastrukturu a vše jde velice 
jednoduše zalenit do té stávající. Veškeré aplikace a operaní systémy bží pouze a 
jedin na serverech a asto opravdu pouze s jedním pednastaveným virtuálním 
obrazem. Odpadá tak nutnost neustálých servisních zásah, obnovování systému atd. 
Stejné je to i s aplikacemi. I když dnes existují dávkové a dálkové instalace, ThinApp 
toto prost eší mnohem jednodušeji a chyteji. Jedno místo, jedna instalace a profily s 
nastavením. Pokud se na tuto hru podaí pistoupit, dají se výrazn zredukovat 
„lovkohodiny“ vynaložené na správu (11). 
Stejné je to i v pípad samotných poíta, nebo spíše tenkých klient. S VMware 
není vbec nutné neustále obmovat „poítaový park“, protože na výkonu už zde 
vbec nezáleží. Hned po pihlášení se veškeré procesy djí na serveru a poíta
uživatele je prakticky pouze monitor s klávesnicí a myší. V bžném procesu je tak 
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možné využít i takové stroje, které by jinak dávno nestaily a proto se dá nákup nových 
odložit o nkolik let. V dnešní dob se toto velmi hodí. Dále je zde opt ona 
„lovkohodinová“ záležitost. K takovýmto poítam nemusí nikdo chodit na servisní 
zásahy kvli odrovnanému systému atp. Pouze kvli vyložen hardwarové poruše. 
View 4 necílí pouze na veliké zákazníky, ale i ma SMB sektor, vše lze totiž velice 
pružn pizpsobit. Enterprise edice, která v sob zahrnuje i vSphere 4 a vCenter 4, 
vyjde na 150 dolar za jednoho uživatele, což je v souasnosti v pepotu asi 3 000 K. 
To je pomrn píjemná ástka, zvlášt pokud se dobe naplánuje využití hardwaru a ve 
výsledku lze ušetit opravdu hodn. Edice Premier je pak dražší, stojí 250 dolar, 
nicmén zahrnuje i ThinApp 4 a View Composer, což je samozejm hodn zásadní 
bonus (11). 
2.3.2 Microsoft Hyper-V (Windows Server 2008) 
Drhým vybraným zástupcem virtualizace je Microsoft, který ale podle nejenom 
mého názoru, ale i názoru nkterých odborník a specialist v oboru, nenabízí natolik 
komplexní a ucelené ešení, které by mohlo fungovat samostatn v celém daném 
prostedí. 
Nicmén ke konci roku 2009 prohloubil Microsoft partnerství se spoleností s již 
zmiovanou spoleností Citrix a proto je možné práv technologii Hyper-V v 
kombinaci s produkty Citrix považovat do jisté míry za konkurenta VMware, respektive 
samostatného Citrixu. Osobn však chci tuto technologii zmínit spíše okrajov, protože 
jí nepovažuji za nejvhodnjší pro moji prácia a to z dvodu problému s nedostatenou 
vybaveností potebnými prvky, píliš složitou licenní politikou a nároností její 
aplikace. 
Obrázek 5: Logo Windows Serveru 2008 a technologie Hyper-V (12)
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Microsoft hraje samozejm významnou roli v serverových a desktopových 
operaních systémech a logicky se tak chce podílet i na tak významném fenoménu, 
jakým dnes a v budoucnu virtualizace je a bude. Microsoft zaal s virtualizací tak, že 
koupil v únoru 2003 spolenost Connectix, která od roku 1997 vyvíjela produkt Virtual 
PC pro poítae Apple Macintosh a v roce 2001 pišla i s verzí pro Windows. Již bhem 
akvizice spolenosti Microsoftem se usilovn pracovalo na serverové verzi a první 
verze produktu Virtual Server byla uvolnna rovnž v roce 2003. Ale jak sem již zmínil 
varianta Hyper-V není pro tento pípad píliš atraktivní a proto ji nebudu dále 
podrobnji rozebírat a vrhnu se na další možnou variantu od Citrixu (12). 
2.3.3 Citrix XenDesktop 
 Jak jsem již avizoval, dalším a posledním ešením je produkt od spolenosti 
Citrix. Produkty spolenosti Citrix se historicky zamovali primárn na oblast 
pístupových technologií tedy i virtualizace. Souasná ucelená produktová ada 
spolenosti Citrix pichází na trh pod novou znakou Citrix Delivery Center s 
komplexní dynamickou infrastrukturou pro poskytování aplikací, a je také prvním 
ešením na trhu pro tzv. „end-to-end“ virtualizaci. Virtualizaní infrastruktura, která se 
rozléhá od datového centra až po desktop uživatel, je nejlepší metodou poskytování 
aplikací uživatelm. Schopnost sladit funkní komponenty datacentra, brány, poboky i 
desktopu zajišuje, že systém disponuje dostatenou inteligencí pro zvládnutí mnících 
se požadavk spolenosti. Díky efektivnímu vyladní všech tchto komponent tak nyní 
IT oddlení firem dostávají do ruky prostedky, s kterými mohou vytváet v rámci své 
organizace trvalá vylepšení bezpenosti, výkonu a celkové flexibility IT prostedí. 
Citrix Systems, Inc. je celosvtovým lídrem a nejdvryhodnjší znakou v 
oblasti infrastruktury pro poskytování aplikací. Více než 200 000 organizací na celém 
svt se spoléhá na technologie práv firmy Citrix, aby mohly poskytovat libovolnou 
Obrázek 6: Logo spolenosti Citrix (7)
31 
aplikaci každému uživateli bez ohledu na místo a as a to s nejvyšším výkonem, 
nejvyšší bezpeností a nejnižšími náklady. Mezi zákazníky Citrix se adí všechny 
spolenosti ze žebíku Fortune 100 a tém 99 % spoleností z Fortune Global 500, 
stejn jako stovky tisíc malých a stedních podnik. Citrix má pes sedm tisíc 
obchodních a alianních partner ve více než 100 zemích. V hospodáském roce 2007 
dosáhla spolenost Citrix obratu ve výši tém 1,5 miliardy amerických dolar. 
Pístupový software, služby a zaízení spolenosti Citrix poskytují nejlepší možný 
pístup k jakékoli aplikaci pro jakéhokoli uživatele (7). 
Stžejní produkt spolenosti Citrix, XenDesktop 4, je komplexním ešením pro 
virtualizaci desktop, které umožuje plnou práci s Windows desktopy, jako službu na 
vyžádání libovolným uživatelm, a to kdekoliv. Tím iní vbec poprvé z virtuálních 
desktop bžnou realitu pro stovky milión podnikových zamstnanc (7). 
Na rozdíl od první generace VDI ešení, která umožovala práci pouze pomrn
malému potu uživatel, je XenDesktop 4 se svou novou technologií FlexCast™ 
prvním produktem v odvtví, který podporuje každý hlavní model virtualizace desktop
v jednom jediném integrovaném ešení a to znamená prlomové ešení, které vylepšuje 
návratnost investic, zjednodušuje správu a rozšiuje pínosy virtualizace ke každému 
zamstnanci v podniku (7).  
XenDesktop 4 dále díky integraci funkcí produktu Citrix XenApp, což je nástroj 
pro virtualizaci aplikací, do znané míry zjednodušuje využívání desktop. Ve výsledku 
pak lze zákazníkm doruovat na vyžádání on-demand aplikace na fyzické nebo 
virtuální desktopy, jako pirozenou souást jejich celkové desktopové strategie (7). 
Aby mohl každý uživatel disponovat komfortním pracovním prostedím, 
obsahuje XenDesktop 4 také vylepšenou technologii HDX™, která zajišuje, že každý 
uživatel získá nejlepší možné pracovní prostedí a to bez ohledu na to, jaká technologie 
virtuálních desktop mu ji poskytuje. Týká se to pak pedevším práce s multimediálním 
obsahem, spolupráce v reálném ase, použití USB periferií a 3D grafiky pi spolupráci 
mezi prostorov rozptýlenými konstrukními týmy v reálném ase. Krom zlepšení 
uživatelského prostedí potebují tato nová vylepšení HDX až o 90 procent menší šíku 
pásma, než alternativní ešení (7). 
Díky dramatickému snižování cen, se dnes nacházíme v situaci, kdy nad komplexní 
virtualizací firemního IT prostedí nemusejí, jak už jsem zmínil, uvažovat jen velké 
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spolenosti se stovkami koncových stanic a kvanty server, ale i menší a stední firmy s 
ádov desítkami poíta. A práv tmto spolenostem mže virtualizace v souasnosti 
poskytnout tolik potebnou konkurenní výhodu a to teba práv za pomoci produktu 
spolenosti Citrix. 
2.3.4 Shrnutí poskytovatel
 Práv na základ zmínných variant je možné zhodnotit je a vybrat, také díky 
urení cen jednotlivých licencí, nejvhodnjší z obou variant. Zámrn íkám obou, 
protože Microsoft Hyper-V není zatím na tomto poli dostaten vyvinutou variantou a 
ponkud zaostává za zmínnými dvma kolegy. Nechci a nemohu zde nyní uvést 
konenou cenu realizace projektu virtualizace MÚ a to z dsledku toho, že konená 
cena záleží pedevším na projektu nyní zavádného nového technologického centra, 
které urí, jaké aplikace bude možné pro tyto poteby využívat. I pesto jde ze 
základních pehled íci, že ešení od spolenosti Citrix nabízí finann výhodnjší 
ešení a to jak pro servery, tak pro desktopy. Na druhou stranu, z pohledu správy, 
nastavení a instalace, nejsou u Citrixu tak dobré podmínky jako u VMware. Odhady 
náklad na realizaci zavedení virtualizace desktop na MÚ by se mohli pohybovat 
nkde kolem necelého 1 milionu K v pípad produkt spolenosti VMware a pibližn
o 200 tisíc mén u produkt spolenosti Citrix. Integrace je velmi závislá na výbru 
software pro servery, který je prioritní. Tyto názory byly konzultovány 
s odborníky z firem specializujících se na virtualizaci. Proveditelnost tohoto projektu 
závisí také na stanovení podmínek v rámci spisové služby, která je souástí nov
zavádného technologického centra, ásten financovaného z EU. Možnost realizace 
ale už není pedmtem mé práce. 
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3 NÁVRH VLASTNÍHO EŠENÍ 
Nyní se konen dostávám k samotnému návrhu vhodného ešení pro daný 
mstský úad z psobností POIII, kde jsem pracoval v rámci odborné praxe. Tento 
mstský úad neustále bojuje, jak už to bývá u vtšiny organizací, jak soukromých, tak 
státních, s nedostatkem finanních prostedk pro dostatený rozvoj, a již samotného 
datového centra, které je základem chodu této organizace, i celkové „zaostalosti“ IT 
prostedk. Nedostatek financí tohoto institutu je samozejm zapíinn celkovým 
nedostatkem financí ve státní sfée a souasn tedy závislostí na dotacích Evropské 
unie, kterých v poslední dob ubývá. Navzdory nedostatku financí dlají instituce 
neustále stejné chyby, kdy nakupují nesmysln drahý a pedimenzovaný hardware, 
který lze dnes nahradit levnjšími variantami desktopových stanic i tenkými klienty, 
které sice nenabízejí takový výkon, ale s pomocí virtualizace splují stejné pedpoklady. 
V této ásti mé práce se budu zabývat práv výbrem a testováním nejvhodnjších 
variant virtualizaních platforem od spolenosti Citrix a WMware a souasn se chci 
zabývat i úsporou z hlediska HW. 
Když jsem se zamstnanci MÚ probíral problémy souasného ešení datového 
centra a pístup k nmu padlo nkolik zásadních nedostatk, tedy požadavk, které 
jsem zohlednil pi výbru vhodných variant ešení. Hlavním požadavkem, jak to již 
bývá ve vtšin organizací, je pedevším snížit náklady a to nejen na správu IT 
vybavení, ale také pekvapiv náklad za elektrickou energii. Nkteí zamstnanci 
souasn navrhli i myšlenku pístupu k alespo nkterým ástem informaního systému 
firmy z domova, což by bylo reálné pi zavedení virtualizace pomocí vzdáleného 
pístupu pes internet. S neuritou pedstavou požadavk, která byla zamena 
pedevším na snížení náklad, jsem se snažil navrhnout nejlepší variantu, kterou 
následn pedstavím.   
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3.1 Srovnávací test produkt Citrix XenDesktop 4 a WMware View 4 
V následující ásti se vnuji srovnávacímu testu obou hlavních zástupc
virtualizace desktop. Microsoft Server 2008 a jejich hyper-V do testu nebylo zaazeno 
díky již zmínné nekomplexnosti a nesamostatnosti ešení, proto pouze základní dva 
konkurenti, jejichž produkty je možné využít bez omezení a nutnosti zavedení dalšího 
pomocného software. 
Tento test provádný ve spolupráci a za pomocí materiál spoleností Miercom 
slouží k porovnání virtuální desktopové infrastruktury (VDI) s podobn
nakonfigurovanými produkty obou hlavním spoleností, tedy Citrix XenDesktop 4 a 
VMware View 4. 
Vzhledem k tomu, že oba produkty nabízejí mnoho nástavbových verzí, které se pak 
pomrn liší ve funkcích, jsou tyto testy zameny výhradn na základní balíky 
produkt, piemž zachovávají nejnižší cenu. Test tedy porovnává nejdostupnjší ešení 
spravedlivým zpsobem. A je tak podle nj možné se rozhodnout pro ešení nejen pro 
instituci státní správy pro jakou tento produkt vyhodnocuji já, ale lze jej doporuit i pro 
úely jiných organizací. 
 Nutno také poznamenat v jakém testovacím prostedí byl test obou produkt
provádn, tedy na jakém serveru. Pro tyto úely byly vyhrazeny dva servery HP DL360 
s 2 procesory Intel Xeon Quad-Core. Kapacita operaní pamti 12GB a diskový prostor 
3x72GB. Dále pak byly zapotebí podprné aplikace pro serverové ešení – v pípad
Citrixu to byl XenServer 5.3.3.1, service console 3.0 a Virtual Desktop Agent 4.0.4522. 
U VMware to byl ViewConnection Server 4.0.0-210399, ViewAgent 4.0.0-210939 a 
ješt ViewCient offline 4 (8). 
3.1.1 Test kanceláské práce 
Konkrétn je hodnocena efektivnost systému tedy propustnost a spoteba CPU a 
QoE (kvalita práce) pro dva typy operací. A to kanceláská práce v reálném ase a 
multimediální aplikace (pedevším ty internetové – jako Flash). Tato pracovní zátž 
byla hodnocena v rámci dvou typ sítí, tedy jak LAN, tak WAN pro vypovídající 
posouzení vlivu šíky pásma a latence (odezvy). Z toho lze usuzovat dobu odezvy na 
žádost klienta pomocí automatických skript, což je reáln používáno nap. v 
kanceláském balíku MS Office vetn elektronické pošty (Outlook) (9). 
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3.1.2 Spoteba pásma 
Tento test byl proveden k prokázání spoteby šíky pásma pi skutené zátži 
kanceláskými aplikace, tedy MS Office, práci s PDF soubory, využívání internetu. Což 
je vše možné provozovat v rámci virtuální platformy. Vše bylo nastaveno tak, aby 
odpovídalo reálnému stavu pi každodenní zátži v rámci úadu i jiné organizace. 
Metriky testu ukazují prmrnou spotebu šíky páska pro rzné aplikace bžící na 
virtuální platform podle protokolu, na kterém jsou založeny. 
Prvním testem bylo samotné pihlášení klienta k virtuálnímu prostedí a s tím 
související natení jeho „plochy“. K tomu mení se vztahuje graf íslo 1, který 
porovnává rychlost odesílání a pijímání dat pes sí ze serveru. K posouzení rychlosti 
byl použit ClearSight síový analyzátor (9). 
Graf 1: Využití šíky pásma pro kanceláskou práci (9) 
	ešení spolenosti Citrix využívá k provozu protokol TCP, zatímco VMware 
poupravený protokol, který je však na základu UDP a zárove i TCP. Výrobce tuto 
kombinaci nazývá protokolem PCoIP. Po mení byly výsledné hodnoty u VMware 
1,029 Mb/s, naproti tomu Citrix skonil s výsledkem 0,377 Mb/s, což je znatelný rozdíl. 
Samozejm menší hodnota je lepší, protože taková zátž dovoluje využití šíky pásma 
pro další aplikace. Naproti tomu VMware má upravenjší chod dat, což je na druhou 
stranu také do jisté míry výhoda. Zárove je však zátž pro pomalejší síové linky v 
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tento moment u VMware kritická, protože mže dojít ke zpomalování chodu aplikací 
(9). 
Citrix tedy v rámci tohoto testu naznauje, že dovolí provoz nkolikanásobn
více uživatelm pi stejném zatížení sít, což je plus pedevším pro pomalejší síové 
prostedí. To má samozejm nepímo vliv i na kýžené snížení celkových náklad. 
3.1.3 Kvalita práce 
 V prbhu spuštní pihlašovacích skript bylo zachycováno video zobrazující 
schopnost reakce zobrazení pi zatížení systému. Zde naopak vede VMware, kde nebyla 
zaznamenána žádná chyba zpsobena zpoždným zobrazením nap. rozmazaný text, 
apod. To pedevším díky bezztrátovému penosu, který zajišuje již zmiovaný protokol 
PCoIP. 
Na druhou stranu je ale teba myslet na to, že tuto výhodu využijeme maximáln u 
grafických aplikací, pípadn mediálních soubor, u standardní práce s informaním 
systémem i s kanceláskými aplikacemi nikoliv. I pesto má v tomto ohledu VMware 
navrch. Otázkou je, zdali tato drobná chyba, která se rozhodn neobjevuje píliš asto, 
je natolik zásadní oproti hodnotám využití sít. Protože práv rychlost využitelnosti pes 
sí je pro úad dležitá (9). 
3.1.4 Test zpracování videa (stream) 
Další test byl za úelem prokázání spoteby šíky pásma pi spouštní Flash 
videa, které je k dispozici nap. na internetových stránkách www.youtube.com. To je 
možné díky tomu, že oba produkty podporují streamování na virtuální desktop a mají 
kapacity pro optimalizaci multimédií. Testována však byla i kvalita zobrazovaného 
videa. 
Videa byla penášena pes vzdáleného klienta ze serveru na XenDesktop 4 a 
View 4. Stejn jako u obou pedchozích druh sítí, bylo penosové pásmo rzn
modulováno, vetn zuženého prostedí pro simulaci datových mobilních pipojení. Pi 
testu dosahovala latence WAN sít rozsahu 100 – 250ms a ztráta paket 0,5 – 5% na 
100Mb/s Ethernetu (tedy standardní sítí, která je provozována i na MÚ) (9). 
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Závry naznaují, že Citrix využívá prmrn penosovou 3Mb/s, zatímco 
VMware mnohem více, prmrn to bylo kolem 29Mb/s po dobu tí minut streamování 
videa. Pro pedstavu pidávám i grafické znázornní prbhu penosové doby z 
programu ClearSight, z ehož vyplývá nepetržitý vysoký objem penášených dat za 
provozu. To je zpsobeno tím, že VMware zpraovává video na serveru a pak jej rovnou 
posílá na desktop. Naproti tomu Citrix po menších komprimovaných balících a 
renderuje až na míst, což samozejm šetí penosové pásmo, ale mírn více zatžuje 
samotný desktop (9).  
3.1.5 Kvalita obrazu 
Mimo spoteby šíky pásma byla dále hodnocena kvalita obrazu v obou 
testovaných pípadech. Opt byl použit program VidMOS pro hodnocení QoE. Test 
probíhal tím zpsobem, že video bylo nateno pímo pes webovou stránku a bylo 
pehráváno nepetržit po dobu 5 minut. Zaznamenané video bylo pak samotným 
programem hodnoceno podle defaultn nastavených kritérií (9).  
Citrix dosáhl v tomto testu 4 bod a kvalita byla již od pohledu lepší. Naproti 
tomu VMware díky mén konzistentní kvalit získal pouze 2 body a zkreslení bylo 
mírn patrné. 
Graf 2: Využití šíky pásma pro streamování (9)
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Test byl následn opakován ješt se zapnutou funkcí zvýšení kvality videa. V 
tomto pípad by ml mít na druhou stranu podle pedpoklad navrch VMware View 4 
díky svému protokolu PCoIP. Velmi pekvapilo, že výsledek nakonec ale byl o nco 
lepší pro Citrix, i když zlepšení u VMware je velmi patrné a rozdíl pi bžném provozu 
již v podstat není tak patrný. Opt ale na úkor šíky pásma a zatížení procesoru na 
serveru. Nedostatek se zárove ješt objevil u synchronizace audio a video stopy. V 
rámci druhého testu nabídl VidMOS výsledky 3,1 bod pro VMware a 5 bod pro 
Citrix. V jeho podání pak video nebylo nijak zkreslené a výsledek je tedy „maximální“ 
(9). 
VMware však dovoluje velmi detailní nastavení provozu všech formát, takže v 
pípad poteby lze hledat a nastavit nejoptimálnjší hodnoty. Citrix takto detailní 
nastavení bohužel nedovoluje (9). 
Abych se ješt vrátil k testu ClearView, ten totiž nabízí QA nástroj pro analýzu 
kvality obrazu a opt je výsledkem dosažené skóre. To bylo v pípad Citrixu 4,8 bodu 
a u VMware 2,9 bodu, viz následující graf (9). 
Pokud se provedl stejný test na sítí o šíce pásma 10 Mb/s a ztrátou paket rovnu 
1%, bylo skoré sice dosti podobné, ale byl zaznamenán propad u VMware až na skóre 
1,1, což mže být samozejm problém. Nicmén toto síové prostedí je již spíše 
historické a proto nepovažuji za problém, že VMware neoptimalizuje pro daný typ (9). 
Graf 3: Test Video MOS skóre (9) 
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3.1.6 Využití procesoru 
Procesor je samozejm využíván u obou program podobn a to o poznání více 
v pípad HD videa. Test probíhal obdobným zpsobem jako v pedchozích pípadech, 
jen video bylo spuštno 10 minut, aby bylo možné brát v úvahu i vliv teploty procesoru. 
Výsledkem je, že Citrix potebuje o cca 5% mén výkonu procesoru. VMware mnohdy 
však neudržel stabilní zatížení a tak využití procesoru pomrn kolísalo (9). 
3.1.7 Shrnutí testu 
 Z test je patrné, že Citrix XenDesktop 4 je lepším kandidátem a to pedevším 
díky menší náronosti na HW vybavení jednotlivých stanic, což zaruuje šetení 
náklad za poizovaný HW. Citrix navíc využívá bžný protokol TCP, namísto 
specifického PCoIP, který není mnohdy píliš podporován. Navíc Citrix je partnerem a 
je podporován prodejci tzv. tenkých klient. 
3.2 Srovnání nabídek HW pro stanice 
V následující ásti se budu zabývat HW variantami, které by bylo vhodné nakoupit 
se zavádním nové datového centra resp. se zavedením virtualizace. Nejprve zde 
zohledním srovnání nabídek stanic od firem HP a Acer. Poté vyberu vhodné varianty 
LCD monitor k tmto sestavám. Dále do výbru zahrnu možnost zavedení ITX PC, 
neboli mini-PC, jako rozumnou náhradu za velké stolní PC. A jako poslední variantu 
pedstavím nabídky tzv. tenkých klient a pedstavím výhody této varianty pro 
kompletní virtualizaci desktopu. Srovnání jednotlivých nabídek sem provádl jako 
prmr z vybraných cen e-shop. Pi samotném zakoupení ve vtším množství by se 
samozejm dalo poítat s množstevními slevami. 
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3.2.1 Srovnání nabídek PC sestav 
Co se týe PC sestav, váhal jsem, zda nezvolit do výbru i sestavy all in one, které 
jsou v dnešní dob velice populární, ale které jsou, podle mého názoru, pro úel 
zavedení na MÚ píliš pedražené a zdaleka nedosahují takových výkon v pomru 
k cen. Úad si nemže dovolit poídit sestavy dražší než cca 10 000 K. Tato ástka do 
jisté míry omezuje výbr na bžné kanceláské sestavy, které jsou sice pro bžnou 
kanceláskou práci více než vhodné, ale postupem asu budou muset být nahrazeny. 
Poítaové sestavy jako takové nemohou být použity pi pokusu provést kompletní 
virtualizaci. Systém zavedení virtualizace by musel být omezen na zavedení 
virtualizovaného aplikaního prostedí. Souasn se zavedením tohoto rozhraní by 
nebyla kladená taková náronost na HW serveru, ale i pesto je zavedení PC sestav 
pouze doasným ešením.  
Varianta klasické poítaové sestavy je dle mého názoru nejmén atraktivním 
ešením, a již kvli cenové náronosti, spoteb elektrické energie, komplikovanjší 
instalaci na pracovišt atd., ale i pesto jsem zahrnul tuto možnost do výbru, protože 
MÚ by se mohl rozhodnout práv pro toto klasické ešení z dvodu celkové úspory 
finanních prostedk, jelikož kombinace klasického serveru a pracovních stanic je 
ekonomicky nejmén nároná. Mén relevantním dvodem pro výbr práv této 
varianty mže být dlouhodobá možnost rozšíitelnosti (upgrade) a naopak výraznou 
nevýhodou je složitost centrální správy. 
Hlavním kritériem výbru byla cena a Windows 7 ve verzi Professional souástí 
balení, souasn i nkteré dodávané periferie zdarma (klávesnice + myš).
Následující tabulka zobrazuje nabídky nejlevnjších ešení PC sestav pro 
kanceláskou práci, které splují dané pedpoklady. 
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Tabulka 4: Srovnání nabídek PC sestav (6) 
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3.2.2 Srovnání nabídek ITX PC 
 Další variantou, alternativní ke klasickým poítaovým sestavám, jsou tzv. ITX 
PC, miniPC, také nkdy nazývané ULV PC, tedy ešení kompaktního malého poítae 
s ITX základní deskou. Vybral jsem nkolik konkurenních nabídek, které jsou dnes na 
trhu k mání. Varianty ITX PC jsem vybíral v podobné cenové relaci jako klasické 
sestavy. ITX PC jsou výkonov slabší než klasické sestavy, nejsou píliš dobe ešené 
pro upgrade, zato nabízí prostorov dobré ešení a obstojné komponenty, chybí pouze 
DVD mechanika, která je ale na MÚ nevyužívána, absence mechaniky je nahrazena 
tekou pamových karet. 
 Následující tabulka zobrazuje mnou vybrané jednotlivé varianty od tech 
výrobc. Jednotlivé sestavy zhodnotím níže pod tabulkou. 
Tabulka 5: Srovnání nabídek ITX PC(6) 
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ASUS EeeBox PC EB1007-B0447 
 Varianta ITX PC od spolenosti usus nabízí procesor Intel Atom, což je procesor 
asto vidný práv u ITX formy PC. Asus nabízí v této cenové relaci pouze 1GB RAM 
v modulu DDR2 a integrovanou grafickou kartu. Pevný disk nabízí postaujících 320 
GB. EeeBox slibuje pomrn nízkou spotebu energie oproti napíklad konkurennímu 
Aceru. Jak je vidt v tabulce, Asus nabízí stejn tak jako u ostatních variant 6 USB 
port, souasn však nabízí výstup na e-SATA. Cena je z vybraných možností nejvyšší 
ale s rozdílem stovek korun. Souástí balení je také klávesnice a myš. 
Lenovo IdeaCentre Q180 
 Lenovo nabízí také procesor Intel Atom s vyšší frekvencí (2,13 GHz), což je 
dostaující procesor pro kanceláskou práci. Souasn nabízí operaní pamt 2GB o 
frekvenci 1066 MHz v modulu DDR3. ipová sada je od Intel NM10 Express, obdobná 
varianta jako u nabídky od Asusu. Lenovo nabízí ve svém miniPC i pomrn výkonnou 
grafiku na tuto tídu PC, jedná se konkrétn o Radeon HD6450a s 512 MB vlasní 
pamti. Sestava má 4 výstupy USB 2.0 a dva dokonce ve variant USB 3.0, což je do 
budoucna urit výhoda. Lenovo nabízí také 500 GB disk, který urit najde své 
využití. Dále nepostrádá jako ostatní sestavy výstup pro sluchátka a mikrofon a také 
WiFi a ethernetovou síovou kartu o rychlosti 1000 Mb/s. 
Acer AspireRevo R3700 
AspireRevo od spolenosti Acer je výkonov velmi podobná výše popsané 
sestav od Lenova. Nabízí také 2GB modul operaní pamti DDR3, procesor Atom 
nižší frekvence. Nabízí grafickou kartu od NVIDIA s názvem ION. Mechanika jako u 
všech ešení ITX chybí a je nahrazena tekou pamových karet. Toto PC má 320 GB 
2,5 palcový disk stejn jako produkt od Asusu. Souástí balíku je také klávesnice a myš 
a operaní systém Windows také ve verzi Home Premium, která je ale zcela nevhodná 
pro provoz ve firm, i státní instituci. Nabídka od Acer je nejlevnjší variantou se 
slušnou výbavou. 
Jak už jsem zmínil sestavy ITX jsou prodávané s Windows 7 Home Premium 
proto by museli být k PC dokoupeny ješt licence, na verzi Professional, tato licence se 
pohybuje okolo 2 500 K za stanici. 
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3.2.3 Výbr tenkého klienta 
Velmi zajímavou alternativou pedcházejícího ešení je tzv. tenký klient (thin 
client), který nabízí za srovnatelnou cenu sice rapidn nižší výkon a zárove nemožnost 
samostatné práce, coby standardního PC, nicmén jeho energetická náronost je ješt o 
poznání nižší. Zastavuje se na hranici spoteby 5W, což je opt velmi zajímavý zpsob 
snížení náklad. Zárove i životnost tohoto ešení je delší, protože toto zaízení 
neukrývá takové množství komponent a upgrade logicky není teba. Nevýhodou však je 
práv pouze nutnost využití v rámci virtuálního prostedí, jinak totiž naprosto ztrácí 
význam. 
Idea používat v centráln spravovaných systémech tenké klienty je velmi stará a 
v podstat vychází z období poátk moderních poíta. Tenký klient je po 
hardwarové i softwarové stránce minimalizovaná obdoba bžného poítae. Jeho 
fungování je závislé na serveru, na kterém bží všechny aplikace. 
Samotné klientské zaízení slouží pouze k zobrazování informací a k penosu 
uživatelských vstup zpt na aplikaní server. To znamená, že veškerý software se 
vtšinou nachází na jednom systému a samotní uživatelé k nmu pistupují z rzných 
míst pomocí unifikovaného rozhraní. Výhody takového ešení jsou nasnad. 
Pedevším, uživatelé mohou být zcela mobilní. Je jedno, ze které stanice se pihlásí, 
vždy dostanou své nastavení, aplikace, data, vše v podob, v jaké je opustili na jiném 
zaízení. Toho je možné dosáhnout v libovolné síti složené z plnohodnotných poíta, 
ale jen za cenu nasazení speciálního softwaru. 
Velice se zjednodušuje údržba aplikací, ízení jejich funknosti a v koneném 
dsledku také dochází ke zvyšování bezpenosti. Uživatelé do klient nemohou 
instalovat vlastní programy, stejn tak je stží pedstavitelné, aby na datech z centrální 
aplikace parazitovali napíklad tím, že je „vykradou“ do svého iPodu. 
Stejn tak zejmé jsou i nevýhody ešení postavených na systému tenkých 
klient. Pedevším je to závislost na pipojení k síti a komunikace se serverem. Bžný 
poíta je pln funkní, i pokud je jeho pístup k síti omezen nebo znemožnn, 
nanejvýše není možné používat nkteré aplikace. 
Tenký klient je bez pístupu k serveru v lepším pípad redukován na minimum 
základních funkcí, v horším je zcela mrtev. Totéž platí, dojde-li k poruše serveru. Jeho 
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odezva je vinou penosu dat po síti pomalejší než u bžného poítae. Na druhou stranu 
ale krádež tenkého klienta neznamená krádež dat. 
Opt pikládám jednu z alternativ tenkého klienta v podob HP t5745. Práv
spolenost HP je jednou z nejvtších producent tchto tenkých klient a v rámci jejich 
nabídky je možné si vybrat v podstat jakkoliv vybavený produkt. Tento, tedy T5745 
patí do základního segmentu a je zajímavý pedevším díky svojí cen. Ta totiž jen 
tsn pevyšuje ástku 7000,-K a samozejm se liší dle dodavatele, nicmén lze 
poítat s touto ástkou. 
Specifikace je následující, procesor Intel Atom N280, operaní pam 1 GB 
DDR3 SDRAM a flash pam 2GB. Flash pam slouží pouze pro nahrání 
komunikaního software pro virtualizaci a jinak na toto zaízení není možné nijak 
nahrát žádná data. Samozejm je však vybaven konektory pro monitor a periferie. 
Obsahuje dokonce osmici USB port, takže není problém využít i flash disk a podobná 
zaízení, nabízí také 1 VGA výstup a 1 Display Port pro použití s kabelem konektoru 
DVI-D, má také 2 PS/2 vžstupy a jeden sériový port a výstup pro konektor RJ-45. 
Rozmry jsou pak velmi podobné pedcházejícímu ITX ešení, nicmén práv
spoteba, o které jsem mluvil v úvodu je na hranici 5W, což je úctyhodné. Tenkého 
klienta je navíc možné pes standardizované uchycení (rychloupínací držák za cca 800 
K) pipevnit k zadní ásti LCD monitoru, takže nebude zabírat žádné místo na 
pracovním stole. Nespornou výhodou je pak hlunost, která je opt ádov o 20 – 30% 
nižší, než u pedcházejících ešení, díky absenci rotaního pevného disku, který 
nahradila flash pam. (10) 
Tenký klient používá Gigabitový ethernetový adaptér, podporuje protokoly 
TCP/IP s protokolem DNS a DHCP, protokol Point-to-Point (PPP), pímé pipojení 
pomocí standardu RS-232, Point-to-Point over Ethernet (PPPoE), Point-to-Point 
Tunneling Protocol (PPTP), Layer-2 Tunneling Protocol (L2TP), Wake on LAN 
(WOL), PXE, Server Network Time Protocol (STNP), Simple Network Management 
Protocol (SNMP). (10) 
Tento tenký klient skvle spolupracuje s produkty od Citrix, v našem pípad
produktem XenDesktop, tedy možného kandidáta na vhodný virtualizaní SW.  
Další varianty tenkého klienta nabízí napíklad konkurenní Dell, v podob
tenkého klienta OptiPlex FX170, který je v rámci základního nakonfigurovaní možno 
46 
zakoupit za asi 10 500 K. Tuto variantu bych tudíž kvli cen nedoporuoval, ale 
nabízím ji jako konkurenní ešení. 
3.2.4 Volba LCD monitor
Pi volb hardware pro kanceláskou práci je velmi dležitá volba zobrazovacího 
zaízení, u nhož bude zamstnanec trávit vtšinu pracovní doby. V dnešní dob není 
nutné používat už ani pro kanceláskou práci klasické LCD s pomrem 4:3, mžeme si 
dovolit za velmi výhodnou cenu poídit širokoúhlé monitory. Vhodnou volbou jak 
z hlediska rozlišení, zobrazování a pedevším ceny je úhlopíka 18,5“. Nkolik 
výrobc LCD nabízí velmi slušnou nabídku tchto monitor za cenu do 3 tisíc korun, 
což odpovídá možnostem investice do PC sestav v rámci rozpotu MÚ. 
Úhlopíka 18,5“ s bžným rozlišením 1366x768 je ideální pro plnohodnotnou a 
pehlednou práci s aplikacemi v rámci MÚ (peveším obluha spisové služby Ezop). 
Tabulka 6: Srovnání LCD displej (6) 
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3.2.5 Shrnuní nákupu nového HW 
 V následující tabulce bych chtl naznait finanní porovnání pi nákupu mnou 
vybraných jednotlivých ešení, tedy výbr vhodné PC sestavy, ITX PC a tenkého 
klienta a vhodného LCD displeje k tmto ešením. 
Tabulka 7: Srovnání vybraných ešení (vlastní) 
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 Vybraná sestava je Acer Aspire AM1930 a to pedevším díky 4 GB modulu 
operaních pamtí a výhodnjší cen pi pibližn stejné výbav jako u druhé sestavy. 
Kandidát z ITX PC tedy z ITX ešení mini poítae bylo tžké vybrat, protože 
konkurence nabízí za velmi slušné peníze podobn vybavený desktop, i pesto u m
vyhrála opt nabídka od spolenosti Acer, který sice nabízí menší diskové možnosti, ale 
to pro naše úely, tedy zavedení virtualizovaného desktopu, nehraje pespíliš velkou 
roli, za to možnost rozšíit pamti až na 4 GB je velmi lákavá. A konen tenký klient, 
kde byl kandidát v podobn cenové relaci pouze jeden a to HP t5745, který se jeví jako 
velmi výhodný tenký klient se slušnou výbavou i cenou. K jednotlivým ešením jsem 
navrhl dva odlišné displeje, kvli náronosti a spoteb energie, k PC sestav a ITX 
ešení navrhuji Samsung S19A200NW 19“, který je sice o 90 K dražší, ale zato nabízí 
vetší rozlišení s pomrem stran 16:10 a i pesto má slušnou spotebu elektrické energie 
20 W. Pro tenkého klienta bych volil opt kandidáta spolenosti Acer Acer S191HQLFb 
18.5", který má sice menší rozlišení s pomrem stran 16:9 ale jeho spoteba je pouhých 
12 W, navíc tenký klient by neml být zatžován velkým rozlišením, proto je tato 
varianta ideální. Jak je vidt v tabulce ceny jsou pomrn srovnatelné. Nejvýhodnji se 
jeví ITX platforma, díky tomu bych zcela zavrhnul volbu klasické PC sestavy, tenký 
klient se jeví jako ideální volba pi volb zavádní kompletní virtualizace. 
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3.3 Analýza spoteby energie 
Tato kapitola má za úel naznait možnosti snížení náklad za provoz 
poítaové techniky na úad. Analýza vychází z reálných hodnot, tedy dle daného 
tarifu (C02d Standard 3x100A) pro budovu úadu a sazebníku spolenosti EZ, a.s. 
Dále je do tabulky zapoítáno celkem 78 pracovních stanic, z ehož vyplývá, že nejsou 
zapoítány servery, které v tuto chvíli pracují a pi virtualizaci by došlo i u nich k 
rapidnímu snížení spotebovávané energie. 
V souasné dob funguje na úad 27 pracovních stanic Dell se spotebou 100W + 
45W LCD panel, dále 32 starších PC sestav, které mají spotebu v ádu 120-130W a 
monitor dle typu (LCD i CRT) 45 – 100W. Devt notebook o spoteb 50W a dalších 
11 sestav znaek HP a Lenovo s píkonem srovnatelným se stanicemi Dell. Z tohoto 
soutu byla vytvoena prmrová tabulka, respektive první ádek níže uvedené tabulky, 
kde byly prmrn stanoveny hodnoty na 120W spoteby u PC a 45W u monitoru (bez 
vlivu CRT nebo LCD). Pi provozu 8 hodin denn a v pracovním roce, který má 251dní, 
by roní úhrada za elektrickou energii tchto stroj byla 64 607,-K. Tato ástka 
samozejm není naprosto pesná, nicmén naprosto dostaujícím zpsobem poslouží k 
porovnání s alternativami. 
Tabulka 8: Úspora energie v rámci zavedení nového HW (13) 
Druhý ádek tabulky naznauje spotebu energie v okamžiku, kdy by došlo ke 100% 
zámn stávajících poítaových sestav za platformu ITX (ITX PC) vetn 18.5“ LCD 
panelu. Pi této situaci by roní úspora dosahovala ádov 42 tis. K a to v okamžiku, 
kdy volíme prmrné komponenty. Nap. u LCD by bylo možné nakoupit produkt ješt
úspornjší, s horším rozlišením, ímž je možné ušetit další tisíce korun ron. 
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Tetí ádek tento údaj ješt prohlubuje, jelikož zde je poítáno s tzv. tenkými klienty 
a úspornjšími modely LCD panel, kdy by se spoteba jedné pracovní stanice jako 
celku mohla dostat až na 17W, což je úspora energie kolem 75%. A lze jí samozejm
vyjádit i finann a tedy pes 72tis. K oproti stávajícímu stavu. 
Údaje o ronch úhradách je graficky znázornn na obrázku níže. V tento okamžik je 
však pravdpodobn relevantnjší výpoet úspory v okamžiku aktuálního nákupu tchto 
komponent, tedy dle možností rozpotu mstského úadu. Pokud budu poítat 
modelovou situaci, kdy rozpoet msta dovolí nákup HW v hodnot eknme 200tis. 
K, tak v pípad ITX ešení bude roní spoteba snížena o 15%, tedy asi 13tis. K. 
3.4 Shrnutí pínos
Z hlediska dostupnosti HW produkt je ideální as pro zavedení ITX ešení, 
které po jistý as mže fungovat v rámci standardního síového provozu s 
nainstalovaným operaním systémem a ve vhodný okamžik lze pejít na model pln
virtualizované stanice. I to však nese nevýhodu v podob nepíliš velkého snížení 
provozních náklad vi souasnému stavu a to pedevším v porovnání s variantou 
zavedení tenkých klient. Pakliže se povede technologické centrum zrealizovat v 
Graf 4: Roní úhrada za elektrickou energii
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rozumném asovém horizontu, bylo by vhodnjší volbou pímá investice do tenkých 
klient. Na mstském úad je v souasnosti asi 12 zcela nevyhovujících PC, kdyby tyto 
PC byly nahrazeny ITX ešením nebo tenkými klienty s novými LCD, byla by cena vi 
ušeteným provozním nákladm za el. energii ron následující. 
Tabulka 9: Úspora náklad pi nahrazení nevyhovujících PC 
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Z hlediska software je situace trochu odlišná, respektive nepíliš jednoznaná. 
Moje volba leží mezi dvma produkty. Zde je teba upednostnit bu
 náklady za nákup 
tohoto SW, nebo možnosti nastavení. Za pozornost stojí samozejm i rozdílný výkon 
obou ešení v rámci kvality práce na stanicích. Pi výbru vhodného virtualizaního SW 
pro stanice bych se rozhodoval na základ použité varianty pro virtualizaci server, 
souasn, jak jsem již zmínil v testu tchto produkt, hraje velkou roli i podpora 
produkt ze strany výrobc tenkých klient. Pokud pihlídneme k výsledkm test a k 
tmto faktm, vychází jako vítz spíše produkt spolenosti Citrix, tedy software 
XenDesktop 4. Zde bych ale zdraznil, že je teba ob varianty podrobit složitjší a 
podrobnjší analýze, která musí zohlednit konkrétní zadávací podmínky daného 
pracovišt, kde by byl software nasazen. 
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Závr 
Výsledkem mé bakaláské práce je mimo jiné shrnutí a využití poznatk, ke 
kterým jsem došel v rámci absolvování praxe na Mstském úad a ml tak možnost 
získat informace o probíhající elektronizaci státní správy, která je podporována 
programem eGovernment a to pedevším z finanních prostedk evropské unie. 
Moje práce se ale ješt více zamuje na problematiku pracovních stanic a 
možnosti virtualizace, které s tímto tématem velmi blízce souvisí. Na mstském úad, 
se kterým jsem ml možnost spolupracovat, byla práv realizována implementace 
datového a technologického centra. V této souvislosti došlo k poskytnutí finanních 
prostedk pro upgrade pracovních stanic, které jsou na technologické centrum 
napojeny a využívají jeho aplikace. Moje práce eší jednotlivé varianty kompletní 
restrukturalizace schématu pracovních stanic. 
V analytické ásti práce se vnuji pedevším zhodnocení a popsání souasného 
stavu vybavenosti z hlediska informaních technologií na daném mstském úad. 
Zabývám se vybaveností server, popisem souasné síové infrastruktury a 
zjednodušen i problematice datového centra, ale hlavním tématem je stav PC na 
jednotlivých pracovištích. Souasn pedstavuji technologie, konkrétn softwarové 
prostedky využitelné pro virtualizaci práv pracovních stanic, které je možné v 
souasné dob implementovat. 
Dva kandidáty z ad tohoto software jsem následn porovnal v rámci návrhu 
vlastního ešení a to pomocí testu, zpracovaného spoleností Miercom. V tu chvíli se již 
dostávám k samotnému závru a výbru vhodných HW prostedk pro zavedení 
budoucího virtualizovaného prostedí v rámci mstského úadu.  
Mj názor je takový, že díky zavádní nového technologického centra je práv
ten okamžik, kdy zpracovat i projekt virtualizace desktop. Celý projekt lze sice 
realizovat až podle pesného rozložení celého rozpotu a v závislosti na složitosti 
implementace spisové služby, ale je rozhodn, z mého pohledu, velmi výhodným 
krokem v šetení budoucích náklad.  
Jak už jsem nkolikrát zmínil, snažil jsem se v této práci pedevším najít vhodnou 
variantu ešení pro zavedení virtualizovaných desktop pro mnou zmiovaný mstský 
52 
úad, ale to neznamená, že není vhodným modelem, i impulzem k realizaci projekt
virtualizace jiných organizací.  
Doufám, že výstupem této práce bude práv podobný impuls a pokud tomu tak 
nebude, vím, že alespo u jednoho lovka vzbudím zájem o problematiku 
virtualizace, která je dle mého názoru jasnou budoucností ve svt firemní IT 
infrastruktury. 
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