We study the finite size corrections to the free energy density in disorder spin systems on sparse random graphs, using both replica theory and cavity method. We derive an analytical expressions for the O(1/N ) corrections in the replica symmetric phase as a linear combination of the free energies of open and closed chains. We perform a numerical check of the formulae on the Random Field Ising Model at zero temperature, by computing finite size corrections to the ground state energy density.
I. INTRODUCTION
In the domain of physical spin systems, diluted models represent a class of mean-field like systems sharing an essential feature of the finite-dimensional ones, that is the finite coordination number. By consequence diluted models should mimic the physics of real systems better than the fully-connected ones. Moreover when dealing with finite systems, the peculiar structure of diluted networks should give a first insight on how the topology can modify thermodynamical quantities. Indeed diluted models are defined on random graphs which are locally tree-like and have typical loops of size O(log N ). However for finite (and small) sizes these loops become short and much more similar to the short loops which are abundant in any finite-dimensional network (think e.g. to lattice models). In this sense we can interpret the 1/N corrections in diluted models as a way to expand towards finite dimensional models. Finite size corrections to the free energy have been investigated in fully connected systems [12] [13] [1] , mean field optimization problems [11] [14] and some simple disorder system [2] , sometimes as a byproduct of the Hessian diagonalization [8] . However, to our knowledge, only a solution in zero external field has been derived for sparse random graphs [10] .
The paper is organized as follows. In Section II we define the model. In Section III we compute finite size corrections of the free energy density in finitely connected models, using the replica formalism. In Section IV we make the same calculation using the cavity method. Since the cavity method is well defined only in the thermodynamical limit, it has to be reinvented in order to handle finite-size systems. We find that both procedures (replica & cavity) give the same expression for the 1/N free energy density corrections and, in this respect, they are completely equivalent also beyond the thermodynamic limit. The cavity method allows a more precise physical interpretation of the finite-size corrections and of their connections with highly correlated topological structures (loops in the random graph). In Section V we test our analytical predictions performing a numerical experiment on the zero-temperature Random Field Ising Model, by computing the 1/N corrections to the ground state energy. Numerical results are found to be in excellent agreement with the analytical prediction.
II. THE MODEL
We consider a model of N interacting Ising spins {σ i = ±1} N i=1 defined by the following Hamiltonian:
where we have decoupled the topology of the underlying graph, encoded in the symmetric adjacency matrix {C ij }, from the exchange interactions {J ij }. The numbers C ij specify the particular graph considered and take values C ij = 1 or 0 whether the sites i and j are connected or not. Here we consider Erdös-Rényi random graphs citeERRG, which can be generated sampling the adjacency matrix from the following distribution [15] :
The spins interact among each other via quenched random couplings J ij , which are assumed to be identically independently distributed (or fixed to a single value J). Moreover we allow the spins to interact with a local magnetic field (random or non-random). The disorder averaged free energy density of the system, at the temperature T = β −1 , is defined as
where the average has to be performed over the topological disorder and the quenched randomness. The main part of this work is devoted to the analytical computation of the f 1 (β) term, the finite size correction to the free energy. The calculation can be performed in two different ways, known as the replica method and the cavity method. The latter derivation is particularly useful in order to better understand the physical meaning of the results, which is less clear in the replica picture.
III. COMPUTING THE FREE ENERGY DENSITY WITH REPLICAS
The replica calculation of the free energy density starts from the well known identity:
The moments of the partition function [(Z N (β)) n ] av are then evaluated for integer values of number of replicas n. At the end of the calculation, the analytical continuation to real values of n allows us to take the limit n → 0. The replicated averaged partition function reads (from now on we drop the dependence of Z N on β):
Performing the average over the topological disorder using the distribution (2), and setting
eq. (5) takes the following form:
Since the partition function can be easily calculated when all spins are disconnected, a simple idea is to write the term which in eq. (7) connects spins on different sites as an integral over disconnected terms. More explicitly, we introduce the functional order parameter
by means of which we can achieve the site factorization. Integration over the spin variables σ i is then immediate and, after standard functional manipulations, eq. (7) can be put in a form suited for the steepest descent evaluation [16] :
The replicated action S[ρ] is given by
where the symbol " dσ" is a proxy for the more cumbersome notation dσ ≡ n a=1 σ a =±1 . Let us now extract the leading order contribution in the replicated action S[ρ]. We define the matrix U (σ, τ ) and the vector H(σ) from the first order expansion in N of eq. (6) to be
and write the thermodinamically relevant part of the action (10) 
The leading order free energy f 0 comes from the saddle point of eq. (12), followed by the limit n → 0, as we will see in the next section. A first O 
A. Leading free energy
We now evaluate the functional integral (9) by the steepest descent method:
where ρ * (σ) is the solution of the the saddle-point equation:
In order to take the small n limit we have to use an appropriate parametrization for the order parameter ρ * (σ). If we assume a Replica Symmetric (RS) ansatz, a convenient parametrization for ρ * (σ) is given by
Inserting this parametrization in eq. (14) and taking the limit n → 0 we obtain the usual self-consistent Cavity equations for the distribution P (h) and Q(u) of cavity fields and bias respectively:
The RS free energy density can then be estimated as
and can be explicitly written in term of the distributions P (h) and Q(u) [7] .
B. Fluctuations around the RS saddle point
The Gaussian integral obtained by expanding eq.(10) around the saddle point generates the order 1/N corrections. We set
Expanding the action in powers of 1/N we find
where S 1 [ρ * ] is given by the following expression:
The functional integral (9) at this order evaluates:
where the matrix T (σ, σ ) reads
Using the RS parametrization (15) , it turns out that in the limit n ↓ 0 the trace Tr T L can be arranged in a linear combination of free energies of closed and open chains. It all comes down to the fact that the term U (σ, σ )ρ * (σ ), present in T (σ, σ ), can linked to the replicated transfer matrix of an edge receiving a cavity field at one of its extrema. In Appendix B we prove the following formula: 
and observing that the term (20)] cancels out with part of the first two terms in the sum
, the finite size correction of the RS free energy density f
RS can be evaluated as:
The sum entering the previous formula can be considered as a sum over independent loops weighted with the factor φ
, by noticing that, in the thermodynamical limit, z L /(2L) is exactly the average number of loops of length L in a Erdös-Rényi random graph of mean connectivity z. In the limit of vanishing external field, eq.(25), evaluated in the paramagnetic phase, takes the following simpler form already present in literature [10] :
where the first term takes into account the fact that the average number of links is z(N − 1)/2 and the second one is the contribution of all the loops of length L ≥ 3. The loops we are talking about are topologically defined as non-self-intersecting closed paths. Self-intersecting closed paths would give contributions proportional to N −2 , since the self-intersection is observed, on average, in a fraction N −2 of the total number of vertices. An alternative approach to compute finite size corrections uses the diagonalization of the replicated Hessian and the analytic continuation of the spectrum to n → 0. When the Hessian is computed at the Replica-Symmetric saddle point, one obtains eigenvalues equations of the following form:
whereD (k) is an integral operator in the limit n → 0. The knowledge of the eigenvalues allows to resum the series
where ∆ λ is a regular function of β and d k is a combinatorial factor. The sums on the right hand side are extended to all the eigenvalues belonging to the spectrum ofD (k) , for k = 1, . . . , ∞. The derivation of eqs.(27),(28) will be given in a future work. Here we observe that eq. (28) is, on one side, well suited to analize the correctness of the RS solution, which ceases to be stable when at least one of the eigenvalues takes values in the domain λ ≥ z −1 . On the other side eq. (28) is not easily usable to compute finite size corrections away from the critical point, where one should, in principle, take into account all the eigenvalues.
IV. COMPUTING THE FREE ENERGY DENSITY WITH CAVITY METHOD
We now show how to compute the finite size corrections to the free energy density using the cavity method. The reason to be interested in such a kind of calculation is twofold. Firstly we have to corroborate the physical insight gained from replicas; secondly we want to establish the equivalence of the two methods beyond the leading order, showing how both procedures give the same result also at order 1/N . The cavity method is well defined only in thermodynamical limit. In order to study 1/N corrections to the free energy density of a model defined on a Erdös-Rényi random graph (ERRG), we need to define a new ensemble of random graphs of N vertices, such that in the limit N → ∞ any topological structure appears with the same density it has in the ERRG of N vertices. The topological structures we are interested in are the only ones that give contributions up to order O 
and the density of loops of length L is
In the new ensemble, a graph of N vertices is made by randomly choosing each linear chain of length L with a probability a L /N L and each loop of length L with a probability c L /N L−1 (we will see that the scaling with N is the right one). In order to compute the density of chains and loops in a typical graph extracted from the new ensemble, we need to consider that any such topological structure can be made of parts of other larger and smaller structures randomly chosen. Let us compute the density of links (chains of length L = 1) in the limit N → ∞:
where kN k−1 in the first sum and N k−2 in the second sum are respectively the number of chains and loops of length k passing trough a given link.
When computing the density of a topological structure made of at least 2 links, we need to consider that such a structure can be either made of smaller structures or by parts of larger structures. In order to be concrete let us consider the density of chains of length L = 2:
where 2d chain 1 /N ≡ p 1 is the probability of having a link [17] . The general expression for densities of linear chains of length L ≥ 3 is the following
where the function S L depends on the probabilities of having k consecutive links. Since each term in function S L is of order N −L , in the limit N → ∞ we have
where
Note that eq.(34) is valid for any L ≥ 1 since S 1 ≡ 0 and c 2 ≡ 0. Before computing the functions S L let us write the expression for the densities of loops of length L:
where the only property we have used is that the function R L is of order N −L . This equation means that making a loop by randomly choosing smaller structures is more improbable than randomly generating directly such a loop, and implies that
We still have to determine the coefficients a k form eq. (34) to fully specify the model. This can be done by computing recursively all the functions S L . The calculation is performed in detail in the Appendix and here we quote only the result:
Finally we have to compute the free energy of a typical random graph model in the new ensemble. In order to do this we can consider the factor graph where we associate a factor node to each topological structure randomly chosen, such that the factor graph is locally tree-like. The factor graph is sparse and so each pair of randomly chosen structures typically share at most one variable. Moreover the density of chains of length L is a L /2 while that of loops of size L is c L /(2L). The corresponding free energy density is given by the following expression:
where f site = T i (1 − |∂i|) σi µ i (σ i ) log µ i (σ i ) and µ i (σ i ) is the single spin marginal. Reordering the terms in power of z we have
We observe that the sum on the r.h.s matches the sum over loops entering eq.(25). Moreover, if the term f site is expressed by means of cavity fields, one finds exactly eq.(25). This can be immediatly seen in the case of zero external field in all the paramagnetic phase, where variables are unbiased and we have f site = −T (1 − ) log 2 with = z + (z 2 /2 − z)/N being the density of edges in the factor graph (i.e. number of edges in the factor graph per variable node). Substituting this expression for f site in eq.(40), simply gives:
thus recovering the simplified replica result of eq.(26). We can conclude that the replica calculation reproduces correctly all the topological structures involved in the 1/N corrections to the free energy density. Incidentally we note that self intersecting loops occur only with probability N −2 and they do not contribute to 1/N corrections.
V. NUMERICAL ANALYSIS
In this Section we apply our results to compute the finite size corrections to the ground state energy density of the zero-temperature Random Field Ising Model (zt-RFIM) and compare with numerical simulations. The model is defined by the following Hamiltonian:
where the random magnetic fields are Gaussian random variables of zero mean and variance h 2 i = 1 and the ferromagnetic exchange coupling J take values in the interval [0, ∞). The underlying graph topology is that of a Erdös-Rényi random graph. Due to the FKG [4] inequality the model does not undergo replica-symmetry-breaking [6] at any value of the ferromagnetic interaction strength J, so that our formulae for the finite size (free) energy density corrections remain valid also below the critical point, provided that a single pure state is selected. In the ferromagnetic phase the existence of two energy minima generates additional finite size fluctuations, which are proportional to N −1/2 . These kind of interstate fluctuations overcomes the 1/N intrastate contribution, which becomes practically invisible in numerical experiments. In this work we compare analytical predictions and numerical results only in the paramagnetic phase J < J c . The uniqueness of the ground state of the model allows to translate the formula (25) for the free energy density corrections into the corresponding expression for the ground state energy density corrections. We write the ground state energy density as the leading term plus the O 1 N correction:
where e (1) reads:
The random variable h c is the cavity field, distributed according to the zero temperature solution of eq. (16), while e a/c L are the energies of open and closed chains in the graph. In practice one can compute only few terms of the series and a resummation criterion is needed to fully assess the analytical formula (44). We have to distinguish between the finite temperature and the zero temperature regimes. At finite temperature we can obtain the right resummation from eq. (28), that we rewrite here to help readability:
In the Random Field Ising Model the most diverging term, at the critical point, is the largest summand in the first sum on the r.h.s of eq. (45) and so we have for
Approaching the critical point at finite temperature, the energy density correction will diverge as
because the energy is the first derivative of the free energy. As a consequence the terms of the series behave as
The situation changes at the zero temperature critical point. From the analysis of our numerical data we have observed a clear simple pole singularity in the energy density correction
As a consequence the combination e
since at the critical point the maximum eigenvalue is linear in J, that is (1−zλ M ) ∝ (J −J c ). The simplest explanation is that the coefficient of the L 2 λ L M term, that dominates the series at finite temperature, vanishes at T = 0. More detailed calculations will be given in a forthcoming work, while here we provide only the numerical evidence.
To compare the analytical estimate of the correction e (1) with the numerical data we have to control that the leading correction to the thermodynamical ground state energy density e GS (N ) is indeed of order O 1 N , so we can write:
But at the critical point e (1) must diverge and the decomposition (51) is expected not to hold. Actually eq. (51) is not valid in all the critical region. Calling τ = |J − J c | the distance from the critical point, mean field theory predicts the following finite size scaling for τ and e (1) in the critical region:
The leading correction to the thermodynamical ground state energy density is of order O(N −2/3 ) in the whole critical region:
Furthermore eq. (51) is not valid even in the ferromagnetic phase (for reasons mentioned in the beginning of this Section), where the leading correction happens to be of order O(N −1/2 ):
The numerical experiment is performed on a Erdös-Rényi random graph with average connectivity z = 4.We compute the ground state energy with the Minimum-cut algorithm [5, 9] , using the Lemon Library [3] . To draw the profiles of the energy density corrections in Figure 1 we took the average over 10 8 samples for each system size. In the same figure we compare the numerical data with the analytical prediction given by eq (44) and check the finite size scaling relation given by equation (53). In Figure 2 we report the Binder cumulant:
for system sizes ranging from N = 256 to N = 2048. From the intersection of the curves we identify the critical point, obtaining J c ∼ 0.395. Figure 3 shows the behaviour of the averaged squared magnetization m 2 . The finite size scaling of m 2 in the critical region is given by the following scaling relation:
This scaling form is confirmed by the data collapse shown in the inset of Figure 3 . 
VI. SUMMARY AND CONCLUSIONS
In this work we performed a thorough analysis of the O 1 N correction to the free energy density in disordered Ising models defined on Erdös-Rényi random graphs. We derived an analytical formula which can be easily used to quantify finite size effects, avoiding the subtleties associated with the diagonalization of the Hessian. We also checked the correctness of our results through a numerical study of the RFIM at zero temperature, and found that the finite size corrections to the ground state energy density are in perfect agreement with the analytical prediction. More care has to be paid when studying finite size corrections in the ferromagnetic ordered phase. The formulae derived in this work are intended to be correct only when a single pure state is concerned, since they represent fluctuations inside a single pure state. Below the critical point, the continuous appearance of a couple of equivalent pure states, generates additional interstate fluctuations, which cannot be described by the formula (25). The nature of the low-temperature finite-size corrections is non-perturbative, so a different approach has to be taken in order to quantify them. Heuristic arguments and numerical simulations suggest that the first term of the free energy expansion is O N −1/2 (at variance with the normal O 1 N behaviour), which dominates the intrastate contribution. The possibility of performing a calculation to obtain the coefficient of the O N −1/2 correction, the term e (1) in eq. (55), is now under consideration. We also showed how replica results for the 1/N corrections to the free energy density can be derived also in the cavity formalism, resorting to an auxiliary graph ensemble which in some sense lifts the O order. It would be interesting to see if this combinatorial derivation could be transposed to other graph ensembles. Moreover we expect our main result eq. (25) to hold some degree of universality, depending only on a few topological properties such as the mean residual degree z. from which we get, for any L ≥ 1,
where q 0 ≡ 0 and
The above equation can be easily solved by introducing the generating functions:
that must satisfy
Keeping only terms up to order 1/N the result is
implying
Rewriting eq.(A2) as
we can obtain
by noticing that
In conclusion the coefficients a L are given by the following expressions 
where expectation is taken over the coupling J and the cavity fields h, h , which are distributed according to the solution of eq. (16). We immediatly note that the factor [2ch(βh)] n reduces to 1 + n log 2ch(βh) + o(n), in the small n limit, allowing to rewrite T (σ, σ ), with o(n) accuracy, as:
T (σ, σ ) = z E e J a σaσ a +h a σ a − dτ e J a σaτa+h a τa e h a σ a + nzE h log 2ch(βh) + o(n) .
We recognize that the term E[e J a σaσ a +h a σ a ] is the replicated transfer matrix of a one-dimensional chain, and so when we take the trace of T (σ, σ ) we simply get: 
When computing the trace of T L , for L ≥ 2, the term nzE h log 2ch(βh) in eq. (B2) gives only contributions of order o(n) and thus can be completely neglected in the following calculation. Let's call A = E[e J a σaσ a +h a σ a ] and B = E[ dτ e J a σaτa+h a τa e h a σ a ]. The product T L is formed of a linear combination of all the possible products of L matrices chosen between A and B, therefore we now consider the traces of such products. A simple inspection shows immediately the Tr A L is nothing else that the replicated partition function of a cavity loop, that is a closed chain of length L embedded in a locally tree-like random graph. Consider instead a term with one insertion of the matrix B, Tr A . . . ABA . . .. Since B is factorized, its insertion prevents the closure of the chain and we obtain the replicated partition function of an open cavity chain of length L. Generalizing the argument we can see that the trace of a product containing k matrices B yields the product of k replicated partition functions of open chains, whose total lengths adds up to L. Since in the n ↓ 0 limit products of partition functions become the sum of free energies, we can write 
which immediately yields eq. (23).
