Abstract-In this paper we study cellular evolutionary algorithms, a kind of decentralized heuristics, and the importance of the induced exploratiodexploitation balance on different prohlems. It is shown that, by choosing synchronous or asynchronous update policies, the selection pressure, and thus the exploratiodexploitation tradeoff, can he influenced directly, without using additional ad hoc parameters. Synchronous algorithms of different neighborhood-to-topology ratio, and asynchronous update policies are applied to a set of benchmark problems. Our conclusionq show that the update methods of the asynchronous versions, as well as the ratio of the decentralized algorithm, have a marked influence on its convergence and on its accuracy.
I. INTRODUCTION
This paper focusses on the class of algorithms called cellular evolutionary algorithms (cEAs). We here present the canonical algorithm and suggest several variants targeted to solve complex problems accurately with a minimum customization effort. These techniques, also called diffusion or fine-grained models, have been popularized, among others, by early work of Gorges-Schleuter [I] and Manderick and Spiessen 121. The basic idea behind their behavior is to add some structure to the population of tentative solutions. The pursued effect is to improve on the diversity and exploration capabilities of the algorithm while still admitting an easy combination with local search and other search techniques to improve exploitation.
The above mentioned structured models are based on a spatially distributed population in which genetic operations may only take place in a small neighborhood of each individual. Usually, individuals are arranged on a regular grid of dimensions d = 1, 2, or 3. Cellular EAs are a kind of decentralized EA model [3]. They are not just a parallel implementation of an EA; in fact, although parallelism could be used to speed up the search, we do not address parallel implementations in this work. However, it is worth remarking that, although SIMD (single instruction stream -multiple data streams) machine implementations were popular a decade ago, this is no longer true.
Although fundamental theory is still an open research line for cEAs, they have been empirically reported as being useful in maintaining diversity and promoting slow diffusion of solutions through the grid. Part of their behavior is due to a lower selection pressure compared to that of panmictic EAs [7] , and tested on different applications in the fields of combinatorial and numerical optimization.
Cellular EAs can be seen as stochastic cellular automata (CAS) [SI, [9] where the cardinality of the set of states is equal to the number of points in the search space. CAS, as we:ll as cEAs, usually assume a synchronous or "parallel" update policy, in which all the cells are formally updated simultaneously.
However, this is not the only option available. Indeed, several works on asynchronous CAS have shown that sequential update policies have a marked effect on their dynamics (see e.g. [IO] , [Ill) . In addition, the shape of the structure in which individuals evolve has a deep impact on the performance of the cEA. The algorithm admits a specially easy modulation of its shape that can sharpen the exploration or theexploitation capabilities of the canonical technique, as shown in [7] . Thus, it is interesting to investigate asynchronous cEAs and non-square shaped cEAs, in order to analyze their problem solving capabilities, which is the subject of this paper.
This work is organized as follows. The next section contains some background on synchronous and asynchronous cBAs. In Section I11 we discuss the ability of cEAs for changing their behavior depending on the population shape. We bri.efly study in Section IV the theoretical behavior of the propsed algorithms. In sections V and VI we deal with a set of benchmark problems with the goal of illustrating the ac:tual computational power of these algorithms for optimiza1:ion. Finally, section VI1 offers OUT conclusions, as well as some comments on future work.
SYNCHRONOUS A N D ASYNCHRONOUS CEAS
A cEA starts with the cells (individuals) in a random state and proceeds by successively updating them using evohitionary operators, until a termination condition is met. Updating a cell in a cellular EA means selecting two parents in the individual's neighborhood (including the individual itself), applying genetic operators to them, and finally replacing the individual if an offspring has a better fitness (or using another replacement policy). The following pseudo-code is a high-level description of the algorithm for a two-dimensional grid of size 0-7803-85 I5-2/04/$20.00 02004 IEEEHEIGHTXWIDTH and for formally simultaneous update of all the cells. In fact, true simultaneous update could be performed in a parallel computer, but usually this is simulated by using a sequential machine and a second array to hold the updated cells. 
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l"sert. . In fixed random sweep (FRS), the next cell to be updated is chosen with uniform probability without replacement; this will produce a certain update sequence In uniform choice (UC), the next cell to be updated is chosen at random with uniform probability and with replacement. This corresponds to a binomial distribution for the update probability.
A rime step is defined as updating n times sequentially, which corresponds to updating all the n cells in the grid for LS, FRS, and NRS, and possibly less than n different cells in the UC method, since some cells might be updated more than once in a single time step. It should be noted that, with the exception of fixed line sweep, the other asynchronous updating policies are stochastic, representing an additional source of non-determinism besides that of the genetic operators.
NEW CEA VARIANTS BASED ON A MODIFIED RATIO
After explaining our basic algorithm and the asynchronous variants in the previous section, we now proceed to characterize the population grid itself. For this goal, we use the "radius"definition given in (71, which is refined from the seminal one appeared in [6] to account for non square grids. The grid is considered to have a radius equal to the dispersion of n* points in a circle centered in (Z,y) (Eq. I). This definition always assigns different numerical values to different grids.
Although it is called a "radius", rad measures the dispersion of n* patterns. Other possible measures for symmetrical topologies would allocate the same numeric value to different topologies (which is undesirable). Two examples are the radius of a circle surrounding a rectangle containing the topology, or an asymmetry coefficient. The definition (1) does not only characterize the grid shape but it also can provide a radius value for the neighborhood. As proposed in [6], the gridto-neighborhood relationship can be quantified by the ratio between their radii (Eq. 2).
When solving a given problem with a constant number of individuals ( n = n*, for making fair comparisons) the topology radius will increase as the grid gets thinner ( After presenting this characterization of the radius and topology by means of a ratio value, the main question still remains to be posed: what is the importance of such a ratio measure? The answer comes when we get into the actual meaning of the ratio, i.e., reducing the ratio means reducing the global selection intensity on the population (see next section), thus promoting exploration. This is expected to allow for a higher diversity in the genotype that could improve the results in difficult problems (like in multimodal or epistatic tasks). On the other hand, the search performed inside each neighborhood is guiding the exploitation of the algorithm. We study in this paper how the ratio affects the search efficiency over a variety of domains. Changing the ratio during the search is a unique feature of cEAs that can he used to shift from exploration to exploitation at a minimum complexity without introducing just another new algorithm family in the literature.
Many other techniques for managing the exploratiodexploitation tradwff are possible. Among them, it is worth to make a special mention to heterogeneous EAs 1121 [13] , in which algorithms with different features run in separate subpopulations and collaborate in order to avoid premature convergence. A different alternative is using Memetic Algorithms We plot in figures 2, 3, and 4 the takeover times for some synchronous and asynchronous cEAs. For that, we only maintain selection active, and we also use binary tournament. Nor mutation neither crossover are applied during the evolution. Hence, it may be interesting to see how the shape of the grid influences the search of the algorithm. The selection pressure for different cEAs using L5 neighborhood and 6 possible grid shapes are plotted in Fig. 3 for a population of 1024 individuals. Note that the selection pressure induced in synchronous rectangular grids falls under the curve for a synchronous square grid (32 x 32 population), which means that thinner grids favor a more explorative style of search.
If we now keep the shape of the grid constant (say a square) hut we allow the cell update mode to change, we observe a similar effect on the selection pressure. In fact, it is Time Steps found that the global selection pressure induced by the various asynchronous policies falls between the low synchronous limit and the high panmictic bound (see Fig. 4 and [16] ). Thus, by varying the update policies it is possible to influence the explorative or exploitative character of the search. We experiment with the massively multimodal deceptive problem (MMDP), and the multimodal problem generator P-PEAKS, which are included in the set of problems studied in [71; next we will extend this basic two-problem benchmark with error correcting code design (ECC), and maximum cut of a graph (MAXCUT). The choice of this set of problems is justified by both their difficulty and their application domains (telecommunications, combinatorial optimization, etc.). This gives us a high level of confidence in the results, although the evaluation of conclusions will result more laborious than with a smaller test suite.
The selected problems are explained in subsections V-A to V-D. We include the explanations in this paper to make it self-contained and to avoid the typical small lacks that could preclude other researchers from reproducing the results.
A. Massivelv Multimodnl Deceotive Problem (MMDP) B. Multimodal Problem Generator (P-PEAKS)
The P-PEAKS problem [I91 is a multimodal problem generator. A problem generator is an easily parameterizable task which has a tunable degree of epistasis, thus admitting to derive instances with growing difficulty at will. Also, using a problem generator removes the opportunity to arbitrarily handtune algorithms to a particular problem, therefore allowing a larger fairness when comparing algorithms. With a problem generator we evaluate our algorithms on a high number of random problem instances, since a different instance is solved each time the algorithm runs, then the predictive power of the results for the problem class as a whole is increased.
The idea of P-PEAKS is to generate P random N-bit strings that represent the location of P peaks in the search space. The fitness value of a string is the number of bits the string has in common with the nearest peak in that space, divided by N (as shown in Eq. 4). By using a smalUlarge number of peaks we can get weaklylstrongly epistatic problems. In this paper we have used an instance of P = 100 peaks of length N = 100 bits each, which represents a mediumhigh epistasis level [7] .
The maximum fitness value for this problem is 1.0.
C. Error Correcting Code Design Problem (ECC)
The ECC moblem was uresented in 1201. We will consider a . _ three-tuple (n, M, d), where n is the length of each codeword (number of bits), M is the number of codewords, and d is the Our objective will be to find a code which has a value for d as large as possible (reflecting greater tolerance to noise and errors), given previously fixed values for n and M. The problem we have studied is a simplified version of that in [20] . In our case we search half of the codewords ( M / 2 ) that will compose the code, and the other half is made up by the complement of the codewords computed by the algorithm.
The MMDP is a problem that has been specifically designed 
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The fitness function to be maximized is: 
D. Maimum Cut of a Graph (MAXCUT)
The MAXCUT problem looks for a partition of the set of vertices ( V ) of a weighted graph G = (V,E) into two disjoint subsets V , and VI so that the sum of the weights of the edges with one endpoint in Vo and the other one in VI is / n r n r o P ( q = fitness,, (3) maximized. For encoding the problem we use a binary string , zn) of length n where each digit corresponds to
In MMDP each subproblem si contributes to the fitness value according to its unitation (Fig. 5) . The global optimum has a value of k and it is attained when every subproblem is composed of either zero or six ones. The number of local optima is quite large ( E k ) , while there are only Zk global solutions. Therefore, the degree of multimodality is regulated by the k parameter. We use here a considerably large instance of k = 40 subproblems. The instance we try to maximize for solving the problem is shown in Eq. 3, and its maximum value is equal to k. Note that wij contributes to the sum only if nodes i and j are in different partitions. While one can generate different random graph instances to test the algorithm, here we have used the case "cut20.09", with 20 vertices and a probability of 0.9 of having an edge between any two randomly chosen vertices. The maximum fitness value for this instance is 56.740064.
VI. EXPERIMENTAL ANALYSIS
Although a full-length study of the problems presented in the previous section is beyond the scope of this work, we present results comparing synchronous and asynchronous cEAs, and also cEAs having different values of the ratio, always with a constant neighborhood shape (L5). Note that it is not our aim here to compare cEAs performance with state-of-the-art algorithms and heuristics for combinatorial and numerical optimization. To this end, we should at least tune the parameters and include local search capabilities in the algorithm, which is not the case. Thus, the results only pertain to the relative performance of the different cEA update methods and ratios among themselves.
Here we present the results of solving several problems using JCell v1.0, our custom optimization program written in Java, with three different static ratios, and the four asynchronous update modes previously described. The configuration of the algorithm is detailed in Table I , while the static ratios used are shown in Table 11 . steps to obtain the optimum value (if obtained) and the hit riate (percentage of successful runs). Therefore, we are analyzing the final distance to the optimum (especially interesting when the optimum is not found), the effort of the algorithm, and its expected efficacy, respectively. From the inspection of these tables some conclusions <:an be clearly drawn. First, the studied asynchronous algorithms tend to need a smaller number of generations than the synchronous ones to locate an optimum, in general. Moreover, referring to tables in Appendix where t-tests are reported (character '+' stands for significant values, while '-' means no significance), the reader will confirm that the differences among asynchronous and synchronous algorithms are statistically significant, thus indicating that the asynchronous versions perform more efficiently with respect to cEAs with different static ratios. This result conforms to our study of Section IV since asynchronous algorithms have a smaller takeover time. There are however punctual exceptions, like in MMDP.
Conversely, if we pay attention to the success (hit) rate, it can be concluded that the synchronous policies with changing ratios outperform the asynchronous algorithms (except for ECC): slightly in terms of the average final fitness, and clearly in terms of probability of finding a solution (i.e., frequency of optimum location).
Another interesting result is the fact that we can define two classes of problems: those solved by any method to optimality (100% hit rate) and those in which no 100% rate is achieved at all. The former ones seem to be suitable for cEAs directly, while the later ones need some help, e.g., by including local search.
In order to summarize the large set of results and get some useful conclusions we present a ranking with the best algorithms by following three different metrics: average best final solution, average number of generations on success, and hit rate. Table VI1 shows the three mentioned rankings. These rankings have been computed by adding the position (from better to worse: 1, 2, 3 ... ) that algorithms are allocated for the previous results presented from Table 111 to Table VI , according to the three criteria. 
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As we would expect after the previous comments, according to the average final best fitness and hit rate criteria, synchronous algorithms with narrow and rectangular ratios are in aeneral more accurate than all the asvnchronous ones for our cEAs are very efficient optimization techniques, that could be further improved by being hybridized with local search techniques [23] . The results on the test problems largely confirm, with some small exceptions, that the solving abilities using the various updatdratio modes are directly linked to their induced selection pressures, showing that exploitation plays an important role. It is clear that the role of exploration might be more important on even harder problem instances, but this aspect can be addressed in our algorithms by using more explorative settings, as well as by using different cEA strategies at different times during the search dynamically [241.
In summary, we have found asynchronous algorithms to be numerically more efficient (faster) than synchronous ones (with statistically significance) for P-PEAKS, ECC, and MAX-CUT, but not for MMDP. On the other hand, synchronous algorithms outperform asynchronous ones in terms of the hit rate for our benchmark, which could be a very important issue for many applications. As a future work, it would be interesting to give a unified study of the different selection intensities and their influence in the resolution of each problem considered for the analysis. of the average number of generations, with a trend towards N R S as being the best ranked flavor of cEA for our test suite.
VII. CONCLUSIONS
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In the first part of this paper we have described several asynchronous update policies for the population of a cEA, followed by some ratio policies, all of them inducing a grid ratio without having to deal with additional numerical parameter settings. This is a clear advantage of the algorithms proposed in this study.
In the second part of the paper we have applied our extended cEAs to a set of test problems. Although our goal has not been that of obtaining solvers able to compete with state-ofthe-art specialized heuristics, the results point in that sense: 
