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ABSTRACT OF THE THESIS
Model Performance as an Estimator of Language Complexity
By
Peter William Schaedler
Master of Science in Computer Science
University of California, Irvine, 2019
Assistant Professor Sameer Singh, Chair
Quantifying the complexity of a natural language is a difficult task on its own and comparing
two or more languages typically requires establishing a reference point and determining the
biases and context of the languages being compared. I propose a new metric for unbiasedly
quantifying the complexity of a language in a way that allows for easy comparison between
languages. I use a variety of common machine learning solutions for tasks such as part-
of-speech tagging and language modeling, then analyze the learning ability of these models
as parameters are adjusted. I then use the evaluation metrics from these tasks to compare
similar models trained on different languages. I find that the evaluation metrics accuracy
and perplexity mimic the behavior of four metrics found in linguistics literature and can be
used to compare relative complexities.
vii
Chapter 1
Introduction
Quantifying the complexity of a language is an open problem in linguistics, and there is
no accepted method for measuring and comparing complexities [3, 13]. First, “complexity”
needs to be defined more specifically. Different forms of language complexity have been
researched, including morphological complexity, syntactic complexity, size of vocabulary,
and others. These different types of complexities each account for a certain component
of the language, but a single metric to quantify the complexity of a language has yet to
be established. Defining one single quantity to cover all of the various components of a
language is not only difficult, but can lead to misguided conclusions when comparing two or
more languages. For example, one language may have a comparatively simple grammatical
structure but many different words in its vocabulary, while another could have a very rich
grammar which requires fewer unique words.
When comparing different languages in a research context, individual components are usu-
ally compared independently of each other. However, when people casually describe the
differences between languages, they often view it holistically. In addition, casual compar-
isons of languages are often held with respect to a given language, for example comparing
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the language being used to some other language. Native speakers of a language may find
some languages more difficult than others to learn or understand. Languages that come from
a very different language family or use a different writing system for written language may
be far more difficult than a language from the same family and that uses the same alphabet
or character set. This inherently introduces a bias into comparisons of languages, as they
are being viewed from the reference point of a given language.
Machine learning algorithms have allowed computers to find patterns in data sets that pre-
vious statistical methods were not able to uncover. Furthermore, new methods have allowed
large data sets to be used to train these algorithms for a variety of tasks, including vision
and image recognition, financial data analysis, and even language recognition and gener-
ation. Advances in neural network algorithms especially have allowed the field of natural
language processing to proliferate. Even without a background in computer science, statis-
tics, or linguistics, a hobbyist can bring together tools and a sufficiently large data set and
build a language model to perform tasks such as part-of-speech tagging, language generation,
sentiment analysis, and summarization.
Because these models learn only from the data they are given, they lack the inherent bias
that humans have comparing different languages. By observing how computers learn various
languages, I aim to determine a more unbiased metric of how complex languages are relative
to each other. This would account for various writing systems as well, given sufficient text
encodings for each system.
In this thesis, I propose a new metric for quantifying the complexity of languages. I train a
variety of machine learning models for both part-of-speech tagging and language modeling
and generation tasks for four sample languages: English, Spanish, Japanese, and Chinese.
These languages come from different language families and use three different writing sys-
tems. English and Spanish use a shared writing system with the Latin alphabet, and also
share similarities in their language due to historical influence. Japanese and Chinese are very
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different from English and Spanish. While Japanese and Chinese do use different writing
systems, the Japanese system does make use of some Chinese characters. In addition, I have
personal experience with English, Spanish, and Japanese that I hope will help with analysis
and interpreting my results.
I run experiments using the models, varying the parameters used for training and the amount
of data used to train the models, in order to understand how quickly each model learns its
language. By using common accuracy metrics for testing data sets for each model and
comparing the model’s performance over the different tests, I establish a score for how
difficult the language is for the model to learn. These scores can then be compared between
the different languages to understand the level of complexity for a given language. For rigor,
I also compare the calculated scores to four scores calculated from methods used in linguistics
literature to determine the morphological complexity of a corpus.
While these tests focus on complexity of written language, this method could be generalized
to spoken language as well, given a method of retrieving and quantifying audio data for input
into the models, along with an evaluation metric. I focus on written language because of
the abundance of text data available without the need for training labels of correct outputs.
That being said, labeled data is used for part-of-speech classification tasks.
To analyze the relationships between the three languages, I use two main tasks: part-of-
speech tagging using a logistic regression classifier and language modeling using LSTM-based
neural networks. These provide two varying levels of complexity of the system used for the
task, going from a very simple classifier to state of the art neural network architectures. For
the part-of-speech tagging task, I only use English, Spanish, and Japanese data due to lack
of a common dataset source, but for language modeling I use all four languages.
The aim of this thesis is to model morphological complexity specifically, as morphology
focuses on the structure of words in language and I hope using word data with machine
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learning models will capture the essence of each language’s morphology. However, because
the data sets used do not include more detailed information on the component morphemes
that make up each word, the experiments do not strictly capture morphological complexity.
Further discussion on what precisely the experiments do measure is in chapter 5, but through
the rest of the thesis I will refer to the goal as morphological complexity.
Overall, the goal of this new metric is to provide an easily-calculable method for comparing
the complexity of two corpora that does not rely on linguistic knowledge or a baseline
reference language. Because the metric will be calculable from common evaluation metrics,
a given user will be able to create a machine learning model, train it using each corpus
with minimal preprocessing, and calculate the metrics necessary. From there, comparison
between the two corpora is simple and straightforward. Depending on the size of the corpus,
the models should give similar results to the experimental results shown in this thesis. This
allows for easy reproducibility between corpora.
Researchers studying complexity could also use this easy to calculate metric as a simple and
reliable baseline when developing other, more rigorous metrics for complexity that can be
used to compare languages. The knowledge that this metric brings about the differences
in complexities between languages can also be useful when studying other similarities and
differences between languages, or can be used when studying low resource languages, or
languages without much available text for analysis. Because this method does not rely on
understanding a language, low resource languages or ancient languages can be analyzed just
as easily given the necessary encodings for their writing systems.
4
Chapter 2
Background and Related Work
This thesis draws on knowledge from two domains: morphological complexity research in
linguistics literature and machine learning and language modeling research in computer
science literature.
2.1 Morphological Complexity of Natural Languages
Language complexity has many different subfields of research including morphological com-
plexity, grammatical complexity, phonetic complexity, syntactic complexity, and more. How-
ever, in general languages are believed to all be similarly complex [20]. However, languages
can be more or less complex in certain aspects. Morphological complexity refers to the
complexity of words in a language, and how they connect to other words. Bane [2] notes
that morphological complexity is a good domain to explore complexity metrics because of
its inherent connection to other forms of linguistic complexity and because it seems clear
that some languages are more morphologically complex than others.
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Various measures of language complexity have been proposed, but there appears to be no
standard for measuring complexity of language. Research from conferences such as the
Measuring Language Complexity (MLC) workshop contributes to the growing number of
metrics that can be used. From that workshop, Ehret [9] proposes Kolmogorov complexity
(discussed in further detail in this chapter) as a universal measure of language complexity,
and von Prince and Demberg [28] examine perplexity of part-of-speech tagging tasks as a
measure of syntactic complexity. This thesis examines Kolmogorov complexity as a reference
metric, and POS tagging is used in my experiments, but I measure accuracy using a simple
logistic regression classifier rather than perplexity of n-gram models.
Many metrics for measuring morphological complexity can be separated into two main sets:
those that are based on information theory and those that are not. More detail on each
set is given below. The work in this thesis likely falls into the information-theoretic group,
because our measure is based on the abilities of computers to parse information and react
accordingly. Many algorithms have been proposed for calculating measures of complexity, but
using machine learning algorithms is a mostly unexplored area. However, machine learning
algorithms have been used to observe language generation tasks and see if they follow the
same statistical laws as natural language, mirroring their inherent complexity [26].
2.1.1 Non-Information Theoretic Measures
The first set of morphological complexity metrics is those based on counting approaches. A
simple example of this is counting words in a corpus, where a corpus with more unique words
may be considered more complex. Other examples include counting terms for colors, what
Bentz et al. [3] refer to as “Type/Token Ratio,” which is the ratio of unique words over
total words in a corpus, and other calculated metrics or constants such as Yule’s K, Zipf’s
Z, and Golcher’s VM [14]. Even more metrics can be calculated by considering different
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morphemes within words themselves, such as prefixes and suffixes. An example metric would
be counting unique prefixes in a language.
There are other counting-based approaches to complexity that consider the broader sentence
structure. One example structure that can be used is a sentence’s syntax tree, or a tree of
each word’s dependence on another word in a clause. Liu [18] presented mean dependency
distance, or the average number of words between a word and its dependent in a sentence
as a metric of complexity for language comprehension. This relationship between words is
more important in oral language where a listener may have to remember context words of a
clause before the main idea is presented.
2.1.2 Information Theoretic Measures
The other main type of metric is information-theoretic metrics. These approaches are based
on Shannon’s concept of entropy and information theory [25]. Entropy is defined as
H = −
∑
i
Pi logPi.
Shannon’s entropy in the context of language describes the average information content of
words where the probabilities of the equation refer to the probability of words appearing in
a given vocabulary. Bentz [3] notes that using frequencies normalized by the number of total
tokens in a corpus will underestimate true entropy because there will be unseen tokens in a
corpus compared to the whole language. However, entropy is relatively straightforward to
approximate, making it a common metric of complexity for a corpus [3, 13, 14, 24].
Another related metric is Kolmogorov complexity [16], which measures the amount of infor-
mation in a sentence by finding the most efficient representation of that sentence. Shannon’s
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entropy is an upper bound of Kolmogorov complexity up to a constant [13]. It is more dif-
ficult to approximate Kolmogorov complexity, but a common approximation focuses on the
idea of a description length of a string, or the length of an efficient description of the string
[2, 24]. One approach to finding an efficient representation of a given string is to apply a
lossless data compression algorithm to it to reduce its size as encoded by a computer [2, 9].
As with counting measures, information theoretic metrics can also apply when considering
different morphemes of words. Bane [2] uses the description lengths of affixes, stems, and
“signatures” of words in a corpus to calculate his own morphological complexity metric as
an upper bound of Kolmogorov complexity.
2.2 Machine Learning
Machine learning is a branch of artificial intelligence research focused on defining statistical
models typically to predict some outcome or label given some input data. The input data
is in the form of various features or characteristics that define each data point. Various
machine learning algorithms exist for both classification and regression problems. Some
examples include linear and logistic regression, decision trees, support vector machines, and
artificial neural networks.
2.2.1 Logistic Regression Classifiers
Logistic regression classifiers output probabilities by learning parameters for a logistic func-
tion of the form
f(x) =
1
1 + e−x
=
ex
ex + 1
.
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Because there are almost no hyper-parameters (or parameters the model designer can choose
that are not learned) for this model aside from adding regularization, logistic regression can
act as a very simple classifier. One use for this classifier is in part-of-speech tagging, which
is a multi-class classification problem [22].
2.2.2 Artificial Neural Networks
A more complicated set of algorithms for machine learning is artificial neural networks.
At their most basic, neural networks are connected sets of perceptron units. Perceptrons,
designed to model how the human brain learns information, consist of any number of inputs
added together as linear combination with weights with an activation function applied to
the result [23]. Neural network architectures have the benefit of being very scalable to have
many units per layer as well as many layers. Because of this flexibility, they can also learn
to model very complex functions efficiently.
Mikolov et al. [19] found that recurrent neural networks (RNNs) work particularly well for
the tasks of language modeling and speech recognition. RNNs make use of sequential data,
such as time-series to learn to predict elements of the sequence. Text data, either in the
form of words or even individual characters, can be seen as sequential data, making RNNs
an obvious choice.
However, one drawback of normal RNNs is that in a long sequence, information from the
beginning of the sequence loses its weight when predicting towards the end of the sequence.
Hochreiter and Schmidhuber [12] developed the Long Short-Term Memory architecture
(LSTM) to address this problem. LSTM units allow relevant information in the hidden
state to continue passing through the sequence as the network learns and blocks informa-
tion that is less important. As of writing, LSTM units combined with other techniques still
provide state-of-the-art performance for language modeling tasks [10].
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Other architectures, including convolutional neural networks, are also used for language
modeling to work around the shortcomings of RNNs [6]. Another development is the use
of Attention mechanisms and Transformer architectures, developed by Vaswani et al. [27].
Transformer architectures consist of an encoder to transform the sequence of words into
a sequence of continuous representations, and then a decoder to transform that back to
sequences of words or symbols. For machine translation tasks, Transformer architectures
have achieved state-of-the-art results [8].
Using Transformers, Devlin et al. [7] developed BERT, which allows for pre-trained Trans-
former models to be easily applied to a variety of tasks by adding a single additional domain-
specific layer. BERT, which stands for Bidirectional Encoder Representations from Trans-
formers, uses Transformers by passing over input data from both directions. With very large
datasets and computational resources, BERT models are able to produce close to state-of-
the-art results for a variety of domains with an easily fine-tunable output layer.
2.3 Language Modeling Theory
Aside from studying how to model language, it is important ask what language models are
able to capture. Takahashi and Tanaka-Ishii [26] studied whether neural networks are able
to learn statistical laws behind natural language, finding that in many cases they are. They
found that LSTM language models will produce output that matches statistical laws found
in natural language, particularly Zipf’s law and Heaps’ law. However, correlation began to
decrease as sequence lengths increased.
Finally, Cotterell et al. [5] looked at if all languages are equally hard to language model. This
is a similar topic to the content of this thesis, but from a different perspective. They found
that differences in morphology do contribute to differences in language modeling difficulty,
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leading to the conclusion that not all languages are modeled the same and therefore have
differing morphological complexities. They developed different language models for each
language that perform equally well with a focus on Indo-European languages. In this thesis,
I focus on developing the same language models but training on different languages to see
how the models behave given different language data.
11
Chapter 3
Methods
I look at and compare four languages: English, Spanish, Japanese, and Chinese. For each
language, I consider two different tasks and then compare the results between languages
for similarly constructed models. The two tasks are part-of-speech tagging using a logistic
regression classifier and language modeling using an LSTM-based neural network.
For all experiments and processing, I used Python 3 for the programming language along
with libraries for scientific computing and machine learning, detailed below.
3.1 Data and Languages
I look at the four languages mentioned for a few reasons. First, many similar studies written
in English have focused mainly on Indo-European languages, with not much research com-
paring to Asian languages such as Japanese and Chinese. Part of the reason for this may
also be because of the different writing systems used for Chinese and Japanese. However,
because we are able to encode Chinese and Japanese writing just as easily as English writ-
ing, machine learning models will have no trouble learning one compared to the other on the
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basis of writing system alone. Second, the four languages come from three different language
families, providing a variety of backgrounds and origins. Third, it may be interesting to note
that English has been influenced quite heavily by Spanish, and Japanese has been influenced
especially by Chinese and also by English. These relationships may have some effect on the
results. Last, I have experience speaking and reading English, Spanish, and Japanese, and I
hope that experience will allow for more in-depth analysis.
The data for all of the experiments comes from the Open Subtitles 2016 data set [17]. This is a
large data set of labeled and unlabeled movie subtitles. It is also a parallel corpus, meaning
the different languages are translations of the same original sources. This is particularly
helpful for comparing results between languages.
For English, Spanish, and Japanese, the Open Subtitles data set provides labeled data,
including part-of-speech data for each word. However, there is no labeled data for Chinese.
Therefore, for the part-of-speech tagging task, I will not be including Chinese and instead
focus on English, Spanish, and Japanese. The data set also includes various other labels,
including word stems, dependency data, and alignment data to other languages.
For the language modeling task, I make use exclusively of the word data provided. The
dataset includes words pre-tokenized and separated, so collecting a list of individual raw
tokens is trivial.
The dataset for each language is separated into multiple years, subfolders, and then individual
XML files within each subfolder containing the data separated by sentence and word with
included tokens for beginning and end of sentence. For the sake of memory space and
processing time, I took a subset of these folders, read through all of the XML files within
them and combined all of the word data into a single data frame containing its useful
metadata. For the part-of-speech tagging, this meant also taking part-of-speech data. For
language modeling, this meant taking only a list of tokens.
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Table 3.1: Results for each of the reference metrics for English for LSTM model data sizes.
Data Size Vocab Size T/T Ratio Bane Ratio Kolmogorov
2,500 2673 0.1551 0.08359 0.8388
3,750 3328 0.1283 0.07350 0.7134
5,000 3822 0.1111 0.06876 0.6551
3.1.1 Preprocessing
In order to have as simple and straightforward pipeline as possible, I perform no preprocessing
on the raw tokens gathered from the dataset. Punctuation is left in the dataset, typically
as their own tokens. Capitalizations are likewise left unchanged. This potentially causes an
inflated list of unique tokens. However, it provides a more even comparison to languages like
Japanese and Chinese that have no concept of capitalization.
Additionally, I do not perform any explicit feature extraction. The input of each model is
just the words themselves without any other supplemental data. While this may prevent the
models from performing optimally, again it allows for a more balanced comparison between
languages that may not share similar features.
3.2 Reference Metrics
To ensure consistency with established metrics from linguistics literature, I compare my
metric to four other metrics. Two of these are non-information theoretic metrics, while
the other two are information theoretic. Each metric was calculated using a subset of the
corpus the same size as the training data for each task. Each instance was calculated five
times and averaged to account for randomness in sampling the training data. The results
for English can be found in Table 3.1. The full results for all four languages can be found in
the Appendix.
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3.2.1 Vocabulary Size
The first, and simplest, is simply the number of unique tokens found in the corpus. Perhaps
the simplest possible baseline, this metric gives a rough idea of the number of types found
in the language. More types means more morphological complexity.
3.2.2 Type/Token Ratio
The second is type/token ratio as defined by both Bentz et al. [3] and Gutierrez-Vasques
and Mijangos [11]. This is defined as the ratio of unique words to the total number of tokens
in the corpus. Following convention from Bentz et al.,
CTTR =
V∑V
i=1 fr i
where V is the number of unique tokens and fr i is the frequency of the i
th token. This gives
a score between 0 and 1 which is higher when there is a greater number of unique tokens
and fewer repeated tokens.
3.2.3 Bane Ratio
The third metric is one proposed by Bane [2]. In his paper, he refers to it solely as “mor-
phological complexity,” so I refer to it here as the Bane Ratio. He defines it as
Morphological Complexity =
DL(Affixes) + DL(Signatures)
DL(Affixes) + DL(Signatures) + DL(Stems)
15
where DL(x ) is the description length of x. The description length is computed as an ap-
proximation to Kolmogorov complexity, making this an information theoretic metric. To
implement this metric, I use Bane’s research tool Linguistica [15] to parse the affixes, signa-
tures, and stems from the words in the corpus and then compute description length of the
lengths of those strings.
Because Linguistica assumes a Latin alphabet for its calculations, I do not calculate Bane
ratio for Japanese and Chinese.
3.2.4 Kolmogorov Complexity
Finally, the last metric is Kolmogorov complexity. I approximate this using the method
used by Bane [2] and Juola [13]. I join the entire corpus into one string separated by spaces,
convert them to a byte string in Python, then compress the string over 1,000 iterations using
gzip. Finally, to convert the resulting compressed string into a numerical score, I compute the
ratio of the size of the compressed string to the original, giving a complexity score between
0 and 1. In the case that the resulting string is larger than the original, I take the minimum
of the resulting score and 1.
K = min
(
len(compressed)
len(original)
, 1
)
The act of compressing each corpus 1,000 times actually causes its complexity score to
increase, as seen in Figure 3.1. All languages showed the same linear growth after an imme-
diate drop off from the first compression. However, to maintain consistency with the method
proposed by Bane and Juola, I keep the method as is.
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Figure 3.1: Example growth of English Kolmogorov complexity vs gzip iterations.
3.3 Experiment Tasks
There are two experiments I run to analyze the way each language is learned.
3.3.1 Part-of-Speech Tagging
The first is part-of-speech tagging using a logistic regression classifier. This task is to serve as
a very simple baseline of what a machine learning algorithm can learn about a language with
a very rigidly structured problem. In this case, the model is given an input word or token
and must determine its part of speech. Because this is simply a multi-class classification
problem, I can solve this with a simple logistic regression classifier.
The model is trained on a sequence of words with their corresponding part-of-speech labeled.
Because there are no additional features with the input, each word acts as a unigram with
no additional context. The model outputs a probability for each part of speech for what
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that word is most likely to be, and the class with the highest resulting probability is chosen
as the predicted class.
The logistic regression classifier is implemented using the standard LogisticRegression class
from scikit-learn [21] set for multi-class classification and using the lbfgs optimizing algo-
rithm.
For this task, there are only two parameters I can vary: the size of the training data, and the
amount of regularization. In this task I apply L2 regularization. I train the classifier with
training sizes of 50k, 100k, 250k, 500k, and 1 million tokens. This is after a 75/25 percent
training/testing split of the data, so I would have a testing set of 16.6k, 33.3k, etc. For the
regularization, I use values 1.0, 0.99, 0.975, 0.95, and 0.9, where smaller values correspond
to stronger regularization. I perform tests for all combinations of values, meaning 25 tests
per language for three languages.
The metric used to evaluate this task is the accuracy of predictions, i.e. the percentage of
correct predictions over the testing set.
3.3.2 LSTM Language Modeling
The task of word-level language modeling in natural language processing involves creating
a statistical model of language that, given a sample text, can predict the next most likely
word that follows. For example, given the text “After chapter one comes chapter” a good
language model might predict the most probable word to be “two.” A bad model might
predict “dog.” Of course, a model may also predict “three,” which is also possible but not
the best answer in this context.
The second task involves creating a language model using LSTM units. The models are
implemented using the Keras [4] library for Python with a TensorFlow [1] backend. The
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Figure 3.2: LSTM model architecture.
model architecture for the LSTM language models can be seen in Figure 3.2. Input is sent
to an embedding layer than learns a spatial representation as a continuous value for each of
the words. Words are given close values if their usage and meaning if learned to be similar.
This adds a feature layer to the input. Next they are sent to an LSTM layer with a variable
number of units. After they go through both a batch normalization layer and a dropout layer.
This is to combat overfitting the training data, which became a common issue throughout
the learning process. Finally the data is put through a dense layer with a softmax activation
to produce prediction probabilities.
The input is given as a vector of input sequences. Each sequence represents a full sentence
from the input data. The raw sentences, split by word, are tokenized and converted to a
vector of integers where each number is between 1 and the number of unique tokens. Then
each sequence is padded to the left so that every sequence is the same length. The sequences
are generated by taking individual sentences and generating sub-sequences of various lengths,
with one word after held out for an output label. The outputs, when fed to the model for
training, are converted to a one-hot vector format where the vectors are the length of the
total number of unique tokens. This corresponds to what the output of the model is after
the dense layer, a vector of probabilities for each possible token. The largest probability is
chosen as the predicted token.
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There are a number of parameters that can be adjusted for the LSTM models. For these
experiments, I will vary size of the training set and number of LSTM units. With the four
languages I observe, this gives us 36 different configurations to analyze. Training size is
observed at 2,500, 3,750, and 5,000 tokens of input. The number of LSTM units are 64, 128,
and 256. These numbers are picked partially arbitrarily after some initial testing to find
a suitably accurate model, which was using 15k tokens as the training size and 256 LSTM
units.
There are a number of other configuration options that are left constant for all models. All
models are trained for 50 epochs with a batch size of 16. The batch normalization layer has a
momentum value of 0.75, and the dropout layer has a dropout rate of 0.15. The embedding
layer has an embedding size of 16. The AMSGrad optimization algorithm is used with a
learning rate of 0.0001 and a decay of 0.00001. The loss function is categorical cross-entropy.
The testing set is acquired from a 90/10 percent split of the data.
To evaluate the models, I calculate perplexity, which can be calculated as 2 to the power of
the categorical cross-entropy for the whole testing set.
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Chapter 4
Results
First I look at the values of the reference metrics to see what to expect from the experimental
results. Then I look at the part-of-speech tagging and language modeling tasks individually,
and then compare them and develop the new metric of complexity.
4.1 Reference Metrics
The four referenced metrics, seen in Figure 4.1, show similar results with a few exceptions.
Vocabulary size is the simplest to understand of the four. This is the only metric for which
as data size increased, relative complexity increased. English appears to clearly be the least
complex, and Chinese is the most complex, though Spanish, Japanese, and Chinese were
relatively closer to each other than English. The standard deviation over the five calculations
of the metric is very small at close to 1%.
For Type/Token Ratio, there is a similar graph to vocabulary size, with the main exception
being that as data size increases, relative complexity decreases. English is the least complex,
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Figure 4.1: A plot comparing all languages for each of the reference metrics up to 24,000
tokens. In general, relative complexity tends to decrease as data size increases, with the
exception of vocabulary size. Error margins are shown for three standard deviations around
each point.
while Chinese is the most complex. In this case, Japanese is also slightly more complex than
Spanish, though it almost drops below Spanish at larger data sizes.
For Bane Ratio, I only have data available for English and Spanish. Contrary to the other
metrics, English scored higher in complexity for this metric. This may be because of English’s
many different types of affixes relative to number of stems compared to Spanish. While this
disagrees with the other metrics, it is an interesting point to note that an information-
theoretical metric gives this result. However, the standard deviation for calculating these
results is unusually large, implying that this measure is not as reliable.
Finally for Kolmogorov complexity, there is a similar trend of decreasing complexity as data
size increases, with Chinese being the most complex. However, here Japanese is the least
complex, though English is not far off. In addition, English started as the second-most
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Figure 4.2: A plot with results from part-of-speech tagging experiments. Normalization
seems to not have much effect, while training data size does to a certain extent.
complex, but then drops below Spanish. It may be that at low data sizes, English scores
quite high but decreases more quickly than the other languages.
Overall, the main ideas that the reference metrics lead to are the following. First, English
tends to be the least complex, while Chinese tends to be the most complex according to the
metrics. Second, as data size increases, I expect a decrease in relative complexity, though
it seems each value asymptotes over time to a more stable value at higher data sizes. In
developing the complexity metric, I look to these points to ensure consistency with previous
literature.
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4.2 Part-of-Speech Tagging
The results of the part-of-speech tagging are displayed in Figure 4.2. The full data is available
in Appendix A.2. For reference, there were 17 part-of-speech tags for English, 16 for Spanish,
and 14 for Japanese. I vary two parameters for the logistic regression classifier, training
data size and amount of normalization. Normalization appears not have very much effect
on accuracy. When plotting training data size and normalization against accuracy on one
graph, I also observe that as training data size increases, normalization also does not help
much.
With accuracy against training data size, there is a slight curve that asymptotes as the
training data size increases. Overall, English achieves the highest accuracy, and Japanese
has the lowest by a wide margin. Spanish is slightly below English.
A higher accuracy indicates the model being more able to learn the language given the re-
sources, which implies a lower morphological complexity. From the results, I would conclude
here that English is the least complex language, while Japanese is considerably more complex
in this context. This agrees with the reference metrics as I increase the size of training data.
4.3 Language Modeling
The results of the language modeling task are display in Figure 4.3. The full data are
available in Appendix A.3. I vary two parameters for the LSTM language models as well,
training data and number of LSTM units, while keeping all other parameters for the models
constant.
The tests for both training size and LSTM units yield similar results. There appears to be
an outlier in the case of Spanish, but because of the small number of data points, I include
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Figure 4.3: A plot with results from language modeling experiments. Varying both training
data size and number of LSTM units seems to produce similar results. Each polygon captures
the max and minimum values at each x axis value over all experiments.
it in the results. In general, evaluation perplexity decreases with increases in parameter
complexity (larger training data sizes or more LSTM units).
Low perplexities indicate better performance, so English performed the best and therefore
implies least morphological complexity. Japanese and Spanish are quite close, similar to
what was observed with vocabulary size and type/token ratio. And generally, Chinese was
considered the most complex. These agree with the reference metrics as I increase the size
of training data.
Unlike with the part-of-speech tagging tasks, it is difficult to tell if perplexity will asymptote
from the results alone. However, I expect perplexity to asymptote as training data size
increases. It is unclear if the currently observed order of languages will change without
further experimentation.
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4.4 Comparison and the Metric
Overall, the evaluation results from each of the machine learning tasks, whether it be using
accuracy for part-of-speech tagging or perplexity for language modeling, are proportional
to the results from the reference metrics. English has been consistently the least complex,
meaning it had the highest accuracy and lowest perplexity on the various tasks. Chinese is
the most complex in the language modeling tasks, and Japanese was the most complex in
the part-of-speech tagging tasks.
Our evaluation metrics also displayed the same asymptotic behavior as the reference metrics.
More importantly than the fact that they asymptote, all languages appear to asymptote at
the same rate as each other, staying in relative order. Therefore even as the values change
with differing amounts of training data or different model configurations, the languages will
likely stay in the same order of complexity.
Knowing this, I propose these model evaluation metrics as a relative metric of morphological
complexity. The metric to use specifically will depend on the machine learning task and
model. For the tests I used the standard evaluation metrics for the respective tasks.
Using this metric, the following procedure can be used to compare morphological complexities
between languages. If labeled data is available, a task like part-of-speech tagging can be used
even with a simple algorithm like logistic regression. The same model configuration should
be used to train identical models using two datasets containing different languages. Given
the same amount of training data and the same model configuration, the model with the
higher accuracy indicates the less complex language. If labeled data is unavailable, a task like
language modeling can be used. Again, the same model configurations for LSTM language
models can be used to train identical models with different language datasets. The model
with the lower perplexity is the less complex language.
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Chapter 5
Discussion
In this thesis I propose using machine learning evaluation metrics such as accuracy and
perplexity as relative morphological complexity metrics for different languages. I test using
part-of-speech tagging tasks with a logistic regression classifier and language modeling tasks
with an LSTM-based neural network with the languages English, Spanish, Japanese, and
Chinese. For each task, I keep all configuration constant while varying one configuration item
for each language to observe how the model’s evaluation changes. I then compare these results
between different languages to observe how the same models with same configurations differ
when trained on different language data. I compare these results to four reference metrics
from linguistics literature and conclude that accuracy and perplexity behave similarly to
those reference metrics, meaning I can conclude an ordering of language complexities using
those metrics.
By using machine learning models to learn language without much pre-processing or ad-
justing models to fit specific languages, this approach provides an unbiased estimator of
morphological complexity for languages relative to each other. This does not provide an
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absolute measure of morphological complexity for a single language, but does allow for com-
parison between languages.
Using machine learning model evaluation metrics as the metric for relative morphological
complexity suffers from only two potential sources of bias. The first is the training data
used for each model. As with any machine learning tasks, having unbiased training data is
necessary for developing accurate and useful models. Though this approach aims to be as
simple as possible to reduce the need for perfectly pre-processed training data, the training
data should be as representative of its language as possible.
The second potential source of bias comes from the tools used to create and evaluate the
machine learning models. In my tests, I experienced trouble with Bane’s Linguistica library
due to its reliance on Latin character sets. In addition, English was consistently noted as the
least complex language. It is possible this is due to the tokenizers and libraries used when
processing input for my models being tuned specifically for English. Again, my approach
aims to be as simple as possible to reduce this bias when possible, such as by doing no
pre-processing or feature extraction.
5.1 Type of Complexity
Morphology refers to the study of words in a language and how they relate to other words,
primarily through their constituent parts such as stems and affixes. The methods in this
thesis do explore the relationships between words of a language and how the complexity
of the vocabulary of a language, as reflected by a representative corpus, relates to other
languages. However, because of the lack of explicit data on individual morphemes in each
language, the experiments do not strictly capture morphological complexity. This then begs
the question of what kind of complexity is captured.
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One potential option is a sort of “word complexity,” or the complexity of unique words in the
vocabulary. Without needing more detailed information on the words, the machine learning
models are able to learn semantic relationships between words by using word embeddings
that were used in the LSTM model. By approaching languages from an information-theoretic
perspective, an idea of how much information is being conveyed per language is also estab-
lished, which can be used to compare how concise different languages are. This information
can be determined by looking at words in their sentence context, without needing other
morphological detail. “Word complexity” describes this by focusing on the whole words
themselves along with their context.
Another option is a “vocabulary complexity” or a “descriptive complexity.” Because the
size of the vocabulary, or unique tokens, in the language seemed to have a large effect on
its apparent complexity, the models may be learning specifically about the variety in the
vocabulary and how it is used in sentences, without as much focus on how the vocabulary is
constructed, which would refer more to word morphology and how words are put together.
By this definition, languages with a larger variety of words to describe the world would
appear more complex, while languages that employ more assumptions using context and
don’t directly describe the world would appear less complex. This may explain why Japanese
appeared least complex in the LSTM tasks and in Kolmogorov complexity, since Japanese
speakers and writers tends to drop many assumed words from sentences. On the contrary,
Chinese, which has many different characters that may describe similar concepts would
appear more complex.
5.2 Future Work
There are a few ways this thesis can be expanded and improved. First, the experiments
performed used small subsets of the whole training dataset available in order to facilitate the
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large number of experiments. Each experiment involved training a full model which requires
time and computational resources. Given more time and resources, more models could be
trained with larger training datasets to evaluate how the models perform at the tails of their
asymptotic behavior.
Second, experiments could be performed by varying more configuration items for the models.
There were many configuration items for the neural networks specifically such as embedding
size and batch size that could be varied and observed to see if the same behavior holds.
Third, experiments could be performed using more complex models. For example, using
neural networks built using Transformer architectures rather than LSTMs, or using hybrid
models similar to state-of-the-art models. This would require more computational resources
to train, but more complex may show different behavior or asymptote at a different rate.
Finally, this could be applied the many more languages. Four languages provided a decent
baseline of consistency, but by analyzing more languages from different backgrounds and
language families we could verify the results hold for many other languages.
The experimental methods of the thesis could also be fundamentally changed to explore other
aspects of what machine learning models learn about language. Repeating the experiments
with character-level models as opposed to word-level models may be able to actually parse
morphological structure from words, providing a better measure of morphological complex-
ity. Alternatively, preprocessing the words through an embedding model before calculating
reference metrics and being input to models could provide different results based more on
the semantics of the words.
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Appendix A
Full Experiment Results
A.1 Reference Metric Results
A.1.1 English
Table A.1: Results for each of the reference metrics for English for LSTM model data sizes.
Data Size Vocab Size T/T Ratio Bane Ratio Kolmogorov
2,500 2673 0.1551 0.08359 0.8388
3,750 3328 0.1283 0.07350 0.7134
5,000 3822 0.1111 0.06876 0.6551
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A.1.2 Spanish
Table A.2: Results for each of the reference metrics for Spanish for LSTM model data sizes.
Data Size Vocab Size T/T Ratio Bane Ratio Kolmogorov
2,500 4196 0.2276 0.06330 0.8142
3,750 5608 0.2023 0.05358 0.7241
5,000 6777 0.1827 0.04627 0.6759
A.1.3 Japanese
Table A.3: Results for each of the reference metrics for Japanese for LSTM model data sizes.
Data Size Vocab Size T/T Ratio Bane Ratio Kolmogorov
2,500 3730 0.2434 n/a 0.7411
3,750 4954 0.2150 n/a 0.6526
5,000 5998 0.1943 n/a 0.6091
A.1.4 Chinese
Table A.4: Results for each of the reference metrics for Chinese for LSTM model data sizes.
Data Size Vocab Size T/T Ratio Bane Ratio Kolmogorov
2,500 4692 0.2683 n/a 0.8617
3,750 6252 0.2352 n/a 0.7738
5,000 7717 0.2175 n/a 0.7307
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A.2 Part-of-Speech Tagging Results
A.2.1 English
Table A.5: Results for each of the part-of-speech tagging tasks for English.
Tokens Normalization Accuracy Unique Tokens
50000 1 0.797954887 4057
50000 0.99 0.790676692 4067
50000 0.975 0.785503759 4050
50000 0.95 0.777263158 4037
50000 0.9 0.790075188 4060
100000 1 0.808992481 5134
100000 0.99 0.810977444 5087
100000 0.975 0.807909774 5125
100000 0.95 0.803879699 5168
100000 0.9 0.805894737 5076
250000 1 0.818875188 6515
250000 0.99 0.817251128 6488
250000 0.975 0.819067669 6497
250000 0.95 0.820258647 6515
250000 0.9 0.818273684 6486
500000 1 0.826508271 7434
500000 0.99 0.825780451 7464
500000 0.975 0.827615038 7435
500000 0.95 0.826261654 7438
500000 0.9 0.82795188 7471
1000000 1 0.8291759 8022
1000000 0.99 0.828021129 8022
1000000 0.975 0.827447645 8022
1000000 0.95 0.826257763 8022
1000000 0.9 0.832437346 8022
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A.2.2 Spanish
Table A.6: Results for each of the part-of-speech tagging tasks for Spanish.
Tokens Normalization Accuracy Unique Tokens
50000 1 0.783819549 7147
50000 0.99 0.77924812 7269
50000 0.975 0.778165414 7213
50000 0.95 0.780330827 7243
50000 0.9 0.777082707 7148
100000 1 0.797533835 10854
100000 0.99 0.794616541 10911
100000 0.975 0.794315789 10818
100000 0.95 0.793894737 10908
100000 0.9 0.793984962 10891
250000 1 0.808890226 18119
250000 0.99 0.805906767 18031
250000 0.975 0.809106767 18091
250000 0.95 0.8096 17994
250000 0.9 0.812162406 17959
500000 1 0.816126316 25435
500000 0.99 0.816330827 25505
500000 0.975 0.816757895 25334
500000 0.95 0.816252632 25460
500000 0.9 0.816757895 25380
1000000 1 0.817196992 34982
1000000 0.99 0.81321203 34848
1000000 0.975 0.818965414 34721
1000000 0.95 0.819287218 34679
1000000 0.9 0.819031579 34930
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A.2.3 Japanese
Table A.7: Results for each of the part-of-speech tagging tasks for Japanese.
Tokens Normalization Accuracy Unique Tokens
50000 1 0.469473684 9577
50000 0.99 0.475007519 9404
50000 0.975 0.471097744 9535
50000 0.95 0.477233083 9509
50000 0.9 0.478556391 9575
100000 1 0.490285714 14649
100000 0.99 0.492992481 14453
100000 0.975 0.491488722 14554
100000 0.95 0.488661654 14597
100000 0.9 0.487578947 14640
250000 1 0.509521805 24481
250000 0.99 0.511181955 24413
250000 0.975 0.51041203 24598
250000 0.95 0.509654135 24498
250000 0.9 0.507115789 24687
500000 1 0.507590977 35368
500000 0.99 0.510153383 35435
500000 0.975 0.509630075 35442
500000 0.95 0.505100752 35370
500000 0.9 0.508806015 35361
1000000 1 0.514673684 49549
1000000 0.99 0.510715789 49506
1000000 0.975 0.512105263 49625
1000000 0.95 0.510330827 49689
1000000 0.9 0.512219549 49697
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A.3 Language Modeling Results
A.3.1 English
Table A.8: Results for each of the language modeling tasks for English.
Training Size LSTM Units Max Sequence
Length
Total Words Eval Loss Eval Perplexity
2500 64 58 8536 8.943550437 22149.29157
2500 128 58 8536 9.157530013 23823.73143
2500 256 58 8536 9.350491445 24414.65583
3750 64 58 8536 9.526291554 26708.7171
3750 128 58 8536 8.981067291 21981.89799
3750 256 58 8536 8.367787104 20263.76149
5000 64 58 8536 8.703749201 20767.34192
5000 128 58 8536 8.776796776 20138.86999
5000 256 58 8536 8.453456764 18234.53458
A.3.2 Spanish
Table A.9: Results for each of the language modeling tasks for Spanish.
Training Size LSTM Units Max Sequence
Length
Total Words Eval Loss Eval Perplexity
2500 64 82 83860 10.88528007 30165.67415
2500 128 82 83860 10.59416642 28497.23959
2500 256 82 83860 10.932513 31514.66381
3750 64 82 83860 10.65911132 30344.93239
3750 128 82 83860 10.91572923 31251.98543
3750 256 82 83860 10.36546736 31402.03576
5000 64 82 83860 10.3025796 27542.39688
5000 128 82 83860 10.3567289 29111.09719
5000 256 82 83860 12.84245551 45989.01037
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A.3.3 Japanese
Table A.10: Results for each of the language modeling tasks for Japanese.
Training Size LSTM Units Max Sequence
Length
Total Words Eval Loss Eval Perplexity
2500 64 39 30212 10.7696001 30964.67443
2500 128 39 30212 10.27066716 27821.64707
2500 256 39 30212 10.39982494 29247.06246
3750 64 39 30212 10.32876348 29733.61599
3750 128 39 30212 10.42400536 27678.6543
3750 256 39 30212 10.58932414 29703.23227
5000 64 39 30212 10.08694808 28846.46524
5000 128 39 30212 10.29054392 28752.30553
5000 256 39 30212 10.31835362 27326.88227
A.3.4 Chinese
Table A.11: Results for each of the language modeling tasks for Chinese.
Training Size LSTM Units Max Sequence
Length
Total Words Eval Loss Eval Perplexity
2500 64 99 56292 11.48050089 36010.74105
2500 128 99 56292 11.09059214 33646.68778
2500 256 99 56292 11.67941991 37729.77352
3750 64 99 56292 10.98018001 35222.22386
3750 128 99 56292 10.79259286 33349.29838
3750 256 99 56292 11.1680774 33156.0655
5000 64 99 56292 10.94011411 34319.13986
5000 128 99 56292 10.73741313 33512.44656
5000 256 99 56292 10.6963689 30755.4809
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