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SOBOLEV REGULARITY FOR CONVEX FUNCTIONALS ON BD
FRANZ GMEINEDER AND JAN KRISTENSEN
Abstract. We establish the first Sobolev regularity and uniqueness results for minimisers
of autonomous, convex variational integrals of linear growth which depend on the sym-
metric rather than the full gradient. This extends the results available in the literature
for the BV–setting to the case of functionals whose full gradients are a priori not known
to exist as finite matrix–valued Radon measures.
1. Introduction
Let Ω be an open and bounded Lipschitz domain of Rn. In this work we study the regularity
of minimisers of autonomous convex variational integrals of the form
F[u] :=
ˆ
Ω
f(ε(u)) dx, u : Ω→ Rn,(1.1)
subject to suitable Dirichlet boundary conditions. Here, ε(u) := 12 (Du + D
Tu) denotes the
symmetric gradient and f ∈ C2(Rn×n) is a variational integrand of linear growth. By this we
understand that there exist two constants 0 < c0 ≤ c1 <∞ and c2 ∈ R such that
c0|ξ| − c2 ≤ f(ξ) ≤ c1(1 + |ξ|) for all ξ ∈ Rn×nsym .(1.2)
Due to the growth condition (1.2), the functional F is well-defined on Dirichlet classes u0 +
W1,10 (Ω;R
n) for u0 ∈W1,1(Ω;Rn). However, as opposed to the superlinear, i.e., p > 1, growth
regime, there is no Korn inequality on L1. This result follows from Ornstein’s Non-Inequality
[44] (see [18, 36, 35] for more recent contributions) and implies that there is no constant
C > 0 such that ˆ
Ω
|Du| dx ≤ C
ˆ
Ω
|ε(u)| dx,(1.3)
holds for all u ∈ C1c(Ω;Rn). As a consequence, neither F nor a suitable relaxation to the
space BV(Ω;Rn) is coercive on these spaces. Note that, as a consequence of non-reflexivity
of W1,1, even if F had bounded minimising sequences in W1,1, these could not be proven to
be weakly precompact in W1,1. Hence, in this case, the relaxation to the space of functions
of bounded variation would be necessary.
Basically, the non–validity of estimate (1.3) is a consequence of unboundedness of singular
integral operators on L1. In this context, the appropriate substitutes are given by the spaces
LD(Ω) and BD(Ω). These consist of all u ∈ L1(Ω;Rn) for which the distributional symmetric
gradients ε(u) belong to L1(Ω;Rn×nsym ) or can be represented by a R
n×n
sym –valued finite Radon
measure Eu on Ω, respectively; see Section 2.2. In particular, Ornstein’s Non–Inequality
then implies that in general BV(Ω;Rn) ( BD(Ω) and that the full distributional gradients
of BD–functions might not even exist as locally finite measures. Hence the chief question
which we shall treat in the present work is to find conditions on the variational integrand
f ∈ C2(Rn×nsym ) such that minimisers indeed qualify as elements of BV(Ω;Rn) or Sobolev spaces
W1,p(Ω;Rn). At present, such results were only available for the full gradient (i.e., BV-) case
and, by Ornstein’s Non-Inequality, do not apply to the situation considered here. Before we
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turn to a description of our results, we first introduce the concept of minima and the class of
integrands we shall work with.
1.1. Generalised Minimisers. To define the concept of minimisers we shall work with,
let u˜0 ∈ L1(∂Ω;Rn) be a given Dirichlet datum. Since all W1,1(Ω;Rn), LD(Ω) and BD(Ω)
have trace space L1(∂Ω;Rn) (see Section 2.2 for more detail), we find u0 ∈ LD(Ω) such that
Tr(u0) = u˜0 Hn−1-a.e. on ∂Ω. We hence consider the variational principle
to minimise F within a Dirichlet class Du0 := u0 + LD0(Ω),(1.4)
where LD0(Ω) is the closure of C
1
c(Ω;R
n) with respect to ‖v‖LD := ‖v‖L1 + ‖ε(v)‖L1 . By
virtue of the growth condition (1.2), it is easy to show that inf F[Du0 ] > −∞. In turn,
by a standard compactness principle in BD to be recalled for the reader’s convenience in
Section 2.2, a suitable subsequence converges to some u ∈ BD(Ω) in the weak*-sense.
As F given by (1.1) is merely defined for elements of LD(Ω), it must be relaxed in order
to be defined for the weak*-limit u ∈ BD(Ω). Here we take advantage of convexity, thereby
reducing to the classical theory of convex functions of measures due to Reshetyak [45]. To
capture the behaviour of the integrand at infinity, we hereafter define the recession function
f∞ associated with f by
f∞(ξ) := lim
tց0
tf (ξ/t) , ξ ∈ Rn×nsym .(1.5)
Using convexity and linear growth of f , it is easy to show that f∞ is well–defined and
convex, too. Let u ∈ BD(Ω) and consider the Lebesgue-Radon-Nikody´m decomposition of
Eu = Eau+Esu into its absolutely continuous and singular parts with respect to L n. Then
we put
Fu0 [u] :=
ˆ
Ω
f(Eau) dx+
ˆ
Ω
f∞
(
dEsu
d|Esu|
)
d|Esu|
+
ˆ
∂Ω
f∞
(
(Tr(u0)− Tr(u))⊙ ν∂Ω
)
dHn−1
(1.6)
where as usual dEsu/ d|Esu| denotes the Lebesgue density of Esu with respect to its total
variation measure |Esu| and ν∂Ω is the outward unit normal to ∂Ω (see Section 2.2 for the
relevant notation). Here, the boundary integral term penalises deviations of u from the
Dirichlet data u0. Then Fu0 coincides with the corresponding weak*-lower semicontinuous
envelope1 of F over Du0 .
We then call u ∈ BD(Ω) a generalised minimiser for F (with respect to u0) if and only if
there holds
Fu0 [u] ≤ Fu0 [v] for all v ∈ BD(Ω).(1.7)
The set GM(F;u0) consists of all generalised minimisers for F (with respect to u0). For
brievity, we shall write F instead of Fu0 , tacitly assuming that u0 is fixed. Most crucially, we
have inf F[Du0 ] = minF[BD(Ω)]. Moreover, generalised minima can be conveniently charac-
terised as those maps v ∈ BD(Ω) for which there exists a minimising sequence (vk) ⊂ Du0
that converges strongly to v in L1(Ω;Rn). These results, which are similar to the BV-case
but hard to explicitely trace back for the situation at our disposal, shall be collected and
demonstrated in the appendix of the paper, cf. Section 5.4.
1Here, because f is autonomous, convex with the lower bound of (1.2), it is irrelevant whether we choose
the weak*– or L1–relaxation; indeed, they coincide in this case.
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1.2. µ–elliptic Integrands. Throughout the present work we shall further assume that f ∈
C2(Rn×nsym ) is a µ–elliptic (and thus, in particular, convex) integrand. Reminiscent of the
classical Bernstein genre (cf. [55], [29, Ex. 3.2ff.] and the references therein), this notion
of ellipticity had been rediscovered and studied in a series of papers by Bildhauer, Fuchs
and Mingione [9, 12, 27, 13] concerning minimisation problems of the type (1.1), where ε
was replaced by the full gradients and which we recall here for completeness:
Definition 1.1 (µ–ellipticity). Let 1 < µ < ∞. A C2–integrand f : Rn×nsym → R≥0 is called
µ–elliptic if and only if there exist 0 < λ ≤ Λ <∞ such that for all A,B ∈ Rn×nsym there holds
λ
|A|2
(1 + |B|2)µ2 ≤ 〈f
′′(B)A,A〉 ≤ Λ |A|
2
(1 + |B|2) 12 .(1.8)
As a direct consequence of the definition, µ–elliptic integrands are automatically strongly
convex. An important class of examples is provided by the one–parameter family of integrands
{ϕµ}µ>1, given by
ϕµ(ξ) :=
ˆ |ξ|
0
ˆ s
0
(
1 + t2
)−µ2 dt ds, ξ ∈ Rn×n.
Then, as shown in [9, Ex. 3.9 and 4.17], each ϕµ is µ–elliptic. Moreover, for µ = 3 we cover
the usual area integrand 〈·〉 := √1 + | · |2. Let us further note that in the definition of µ–
ellipticity the case µ = 1 is explicitely excluded. Indeed, it is easy to show that 1–elliptic C2–
integrands are of L logL–growth and hence beyond the scope of integrands of linear growth.
Moreover, by mapping properties of singular integrals of convolution type, minimisers of (1.1)
with 1–elliptic f possess full distributional gradients in L1(Ω;Rn×n). In consequence, when
studying regularity properties of such minima, we may directly test with the full difference
quotients and hence no modification of the common difference quotient method is required.
As a characteristic feature of integrands satisfying (1.8), we note by µ > 1 that the growth
behaviour from above and below differs on the level of second derivatives, a fact which is
not so common for functionals of p-growth but rather appears in the theory of functionals of
(p, q)-growth, cf. [39, 40, 11, 23, 15, 16].
1.3. Background and Main Results. By our method of proof, we shall distinguish two
ellipticity regimes which come along with different obstructions. Before we embark on the
description of our main results and novelties, we first summarise the results available so far.
1.3.1. Contextualisation. To contextualise our results, let us briefly recall the results known
for the full gradient case, that is, where the symmetric gradient in (1.4) is replaced by the
full gradient; we are hereby lead to the Dirichlet problem in BV. Employing a vanishing
viscosity approach in the spirit of Seregin [47, 48, 49, 50], Bildhauer [12, 9] established
the first W1,1-regularity result for generalised minima for µ ≤ 3. In doing so, crucial use is
made of the so-called local boundedness hypothesis, namely, that the sequence of vanishing
viscosity solutions is uniformly bounded in L∞ on relatively compact subsets K of Ω, cf. [9,
Ass. 4.11], [12] and [8, Thm. 1.10]. Up to date, for autonomous full gradient functionals
there are no Sobolev regularity results for the Dirichlet problem available beyond µ = 3.
However, even though Bildhauer’s approach leads to W1,L logLloc -regularity of one particular
generalised minimiser (namely, the limit of a special vanishing viscosity sequence) and the
integrand is strictly convex, it does not rule out the possible presence of other, more irregular
generalised minima. We recall that the recession function f∞ is positively 1-homogeneous
regardless of strict convexity of f . This is an obvious source of non-uniqueness, and as long
the presence of the singular part of the gradient measures of all generalised minima cannot be
excluded, there might in fact exist other generalised minima that do not share the W1,L logLloc -
regularity. The uniqueness of generalised minima for the Dirichlet problem on BV has been
addressed by Beck & Schmidt [8]. Here, the authors combine Bildhauer’s approach with
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the Ekeland variational principle to deduce that all generalised minima of µ = 3-elliptic
variational integralds share the aforementioned regularity.
However, a common difficulty in deriving a higher differentiability result for functionals of
the type (1.1) under the linear growth assumption on f is that, by Ornstein’s Non–Inequality,
the full distributional gradients of BD–functions do not need to exist as Radon measures of
finite total mass. Hence, we shall consider fractional estimates instead and utilise the fact
that – as BV and BD embed into the same fractional Sobolev spaces – BD-maps behave
similarly as BV on the fractional level.
1.3.2. An unconditional regularity result for small µ. We begin with the following result which
– because of its restriction to ellipiticities µ < n+1n – applies to all generalised minimisers. In
effect, it appears as the generalisation of [8, Sec. 5] to problems of the form (1.4).
Theorem 1.2. Let n ≥ 2. Suppose that f ∈ C2(Rn×nsym ) is a µ-elliptic variational integrand
of linear growth, i.e., satisfies (1.2) and (1.8) with 1 < µ < n+1n . Then all generalised
minimisers belong to W1,1loc(Ω). More precisely, we have for some p = p(µ, n) > 1
GM(F;u0) ⊂W1,ploc(Ω;Rn) ∩ LD(Ω).(1.9)
This theorem will be established in Section 4.3. As for the BV-case discussed above, a
chief difficulty stems from the fact that the symmetric gradients of generalised minimisers
are not a priori known to be absolutely continuous with respect to L n. Consequently, since
we do not have uniqueness of generalised minima, a stabilisation procedure relying on the
vanishing viscosity approach must be suitably modified. In doing so, we follow essentially
the lines of Beck & Schmidt [8]. Here, starting from a given generalised minimiser, we
construct a specific minimising sequence that weakly*-converges to the generalised minimiser
so that each of its members almost minimises an appropriately stabilised functional. Since
this sequence belongs to LD, we are further in position to avoid manipulations on difference
quotients of measures. In constructing the aforementioned specific minimising sequence, we
make use of the Ekeland variational principle and employ it in the dual space (W1,∞0 )
∗ to
obtain perturbations that are weak enough to be dealt with using the available a priori-
estimates. Higher differentiability estimates can also be obtained, cf. Corollary 4.8.
1.3.3. A result subject to the local BMO-hypothesis. In amplyfing the ellipticity range of The-
orem 1.2, we crucially exploit a slight generalisation of the local boundedness assumption
as discussed in Section 1.3.1 above. Namely, we shall suppose that a particular vanishing
viscosity sequence is locally uniformly bounded in BMO. In the BV-setting, the local L∞-
hypothesis can be justified by use of a maximum principle or, for a class of integrands slightly
more general than the radial ones, by use of a Moser iteration approach, cf. [8, Thm. 1.11].
This, however, is far from clear in the BD-context, cf. Remark 4.11 below.
Let us, however, briefly explain the choice of this hypothesis: First, it can be justified for
a class of suitably regular C2-integrands and sufficiently smooth and small boundary data,
the technical verification of which being slightly beyond the scope of the paper and being
deferred to a forthcoming work. Second, it should also prove interesting for the BV-case as a
extension of the local L∞-hypothesis.
In comparison with Theorem 1.2, we can only derive a regularity result for one particular
generalised minimiser. As a main novelty though, we crucially utilise the fact that the dual
solution (in the sense of convex duality) belongs to W1,2loc(Ω;R
n×n
sym ). This can be established
by analogous means as done by Seregin [47, 49, 50], and in conjunction with the local
BMO-hypothesis, we therefore use the impact of the dual solution on the primal solution.
Indeed, the dual problem is substantially better behaved than the primal one: Whereas the
recession part of the relaxed primal functional might lead to non–uniqueness for generalised
minimisers provided a too weak ellipticity is assumed for f , the dual solution is always unique
and enjoys the aforementioned higher Sobolev regularity. However, unlike elliptic variationals
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of p–growth, p > 1, in our case we may not assume that σ = f ′(ε(u)), where u : Ω → Rn is
a generalised minimiser. In fact, this would be the case if we knew a priori that u ∈ LD(Ω),
but this is not clear at the relevant stage of the proof. Our second main result then reads as
follows; note that u0 ∈W1,2(Ω) is not necessary but facilitates the statement of the theorem
(cf. (4.46) and the discussion afterwards):
Theorem 1.3. Let f ∈ C2(Rn×nsym ) be a µ-elliptic integrand of linear growth with µ < 1 + 32n
and let u0 ∈ W1,2(Ω;Rn). Suppose that the sequence of minimisers (vj) of the stabilised
functionals
Fj [v] := F[v] +
1
2j
ˆ
Ω
|ε(v)|2 dx over u0 +W1,2(Ω;Rn)
are locally uniformly bounded in BMO. Then there exists u ∈ GM(F;u0) which arises as
the weak*-limit of a suitable subsequence of (vj), and this weak*-limit satisfies, for some
1 < p <∞,
u ∈ LD(Ω) ∩W1,ploc(Ω;Rn).(1.10)
This theorem, to be proved in Section 4.4, utilises a novel embedding for BD∩BMO. The
latter uses the Doronsorro-type characterisation of Besov spaces Bsp,q [21] and should be
of independent interest, see Section 3. As Theorems 1.2 and 1.3 come along with higher
fractional differentiability, we are hereby in position to derive Hausdorff dimension bounds
for the singular set of generalised minima, cf. Corollaries 4.9 and 4.12.
As is well-known from the classical minimal surface example, another source of non-
uniqueness stems from the non-attainment of boundary values; see the classical examples
due to Santi [54] or Finn [24]. In this respect, the main part of the paper is concluded by
investigating the impact of regularity on the uniqueness of generalised minima, see Section 4.5
and Theorem 4.13 therein.
1.4. Organisation of the Paper. In Section 2 we fix notation, collect the requisite back-
ground facts regarding function spaces and record some auxiliary estimates. Section 3 is
devoted to the embedding of BD∩BMO into fractional Sobolev spaces. In Section 4, we
give the proofs of the aforementioned main results regarding the regularity and uniqueness
of generalised minima. Finally, the appendix in Section 5 discusses extensions of the main
results and contains auxiliary material used in the main part. In particular, it covers the
relaxation of the Dirichlet problem to BD and the existence of generalised minima which we
tacitly assumed throughout.
2. Setup
2.1. General Notation. Unless stated otherwise, we assume Ω to be an open and bounded
Lipschitz domain in Rn. Given x0 ∈ Rn and r > 0, we denote B(x0, r) := {x ∈ Rn : |x−x0| <
r} the open ball with radius r centered at x0 and 〈·, ·〉 denotes the euclidean inner product on
finite dimensional real vector spaces. The n–dimensional Lebesgue measure is denoted L n
and the (n − 1)–dimensional Hausdorff measure is denoted Hn−1. Given two positive, real
valued functions f, g, we indicate by f . g that f ≤ Cg with a constant C > 0. If U ⊂ Rn is
measurable with L n(U) > 0 and f ∈ L1(U ;RN ), we put as usual
(f)U :=
 
U
f dL n :=
1
L n(U)
ˆ
U
f dL n.
For a given measurable function f : Ω → Rm, a unit vector es, s = 1, ..., n, and a stepwidth
h ∈ R\ {0}, we define the forward finite difference τ+s,hf(x) and the backward finite difference
τ−s,h, respectively, by
τ+s,hf(x) := f(x+ hes)− f(x), τ−s,hf(x) := f(x− hes)− f(x)
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for all x ∈ Ω with dist(x, ∂Ω) > |h|. Moreover, for such x we put
∆s,hf(x) := ∆
+
s,hf(x) :=
τ+s,hf(x)
h
, ∆−s,hf(x) :=
τ−s,hf(x)
h
.
Finally, we denote by Rn×nsym the symmetric n× n–matrices with real entries and, given u, v ∈
Rn, we denote their dyadic product u⊗v := uvT and their symmetric dyadic product u⊙v :=
1
2 (u⊗ v + v ⊗ u).
2.2. Functions of Bounded Deformation. Here we recall the space of functions of bounded
deformation as introduced in [17, 58]. For more detailled background information, the reader
is referred to [2, 56, 7, 28]. Let Ω ⊂ Rn be open. A measurable function u : Ω→ Rn belongs
to BD(Ω) if and only if u ∈ L1(Ω;Rn) and its total deformation
|Eu|(Ω) := sup
{ ˆ
Ω
〈v, div(ϕ)〉dx : ϕ ∈ C1c(Ω;Rn×nsym ), ‖ϕ‖L∞(Ω;Rn×nsym ) ≤ 1
}
(2.1)
is finite, where the divergence has to be understood row–wise (note that we write Eu for the
distributional symmetric gradient when this is a measure and reserve ε(u) for weak symmetric
gradients exclusively). The norm on BD(Ω) is given by ‖u‖BD(Ω) := ‖u‖L1(Ω;Rn) + |Eu|(Ω),
and endowed with this norm, BD(Ω) is a Banach space. Since the norm topology is too strong
for most applications, it is useful to consider the following convergences instead: We say that
a sequence (uk) ⊂ BD(Ω) converges to u ∈ BD(Ω) in the weak*–sense provided uk → u
strongly in L1(Ω;Rn) and Euk
∗
⇀ Eu in the sense of Rn×n–valued measures as k → ∞.
Moreover, if (uk) converges to u in the weak*–sense and |Euk|(Ω) → |Eu|(Ω) as k → ∞,
then we say that (uk) converges (BD–)strictly to u as k → ∞. Lastly, we say that (uk)
converges to u in the (BD–)area–strict sense provided uk → u strictly and√
1 + |Euk|2(Ω)→
√
1 + |Eu|2(Ω) as k →∞.
The concept of applying convex functions (so, e.g., the area–type integrand
√
1 + | · |2) to a
measure as done here will be carefully explained in Section 5.4.1 below.
Resembling the fact that BV(Ω;RN ) arises as the weak*–closure of W1,1(Ω;RN ), BD(Ω;RN )
is the weak*–closure of the space
LD(Ω) :=
{
u ∈ L1(Ω;Rn) : ε(u) ∈ L1(Ω;Rn×nsym )
}
,(2.2)
where ε(u) is the distributional symmetric gradient, and the norm on LD(Ω) is given by
‖u‖LD(Ω) := ‖u‖L1(Ω;Rn) + ‖ε(u)‖L1(Ω;Rn×n). We further define LD0(Ω) to be the closure of
C1c(Ω;R
n) with respect to ‖ · ‖LD(Ω). The claimed property that BD(Ω) is the weak*–closure
of LD(Ω) follows from the fact that (LD∩C∞)(Ω) is dense in BD(Ω) with respect to weak*-
and strict convergence, see [5]. If Ω is a bounded Lipschitz subset of Rn, then there exists a
• surjective trace operator Tr: LD(Ω)→ L1(∂Ω;Rn) which is continuous with respect
to the LD–norm;
• surjective trace operator Tr : BD(Ω)→ L1(∂Ω;Rn) which is continuous with respect
to strict (but not weak*-) convergence.
Given u ∈ BD(Ω) and splitting the symmetric gradient measure Eu into its absolutely con-
tinuous and singular parts with respect to Lebesgue measure, Eu = Eau + Esu, the above
trace theorem particularly implies that the trivial extension u of u to Rn satisfies
Eu = Eau+ Esu =: E uL n + Esu = E uL n Ω + Esu Ω+ (Tr(u)⊙ ν∂Ω)Hn−1 ∂Ω,
where ν∂Ω is the outward unit normal to the boundary of the Lipschitz set Ω ⊂ Rn and E u
is the symmetric part of the approximate gradient of u; see [5, 2, 56, 7] for more information.
By Ornstein’s Non–Inequality, we have LD(Ω) 6 →֒W1,1(Ω;Rn) and thus BD(Ω) 6 →֒ BV(Ω)
also. However, some additional information is available when passing to fractional spaces.
We recall that, given 1 ≤ p < ∞ and 0 < s < 1, a measurable function u : Ω → RN belongs
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to the fractional Sobolev space Ws,p(Ω;RN ) if and only if u ∈ Lp(Ω;RN ) and the Gagliardo
seminorm of u is finite, i.e.,
[u]p
Ws,p(Ω;RN )
:=
¨
Ω×Ω
|u(x)− u(y)|p
|x− y|n+sp d(x, y) <∞.
The full norm on Ws,p is then given by ‖u‖Ws,p := ‖u‖Lp + [u]Ws,p . We will also need the
Besov spaces to be recalled next. Let 0 < α < 1 and 1 ≤ p, q ≤ ∞. In this situation, we
define for u ∈ L1loc(Rn;Rn) as above
[u]Bαp,q(Rn) :=
n∑
s=1
(ˆ ∞
0
(‖τs,hu‖Lp(Rn)
tα
)q
dt
t
) 1
q
if 1 ≤ p, q <∞,
[u]Bαp,∞(Rn) := sup
h 6=0
max
s∈{1,...,n}
‖τs,hu‖Lp(Rn)
hα
if 1 ≤ p <∞, q =∞.
These quantities are referred to ((α, p, q)-)Besov seminorms. The full Besov norms then are
given by ‖u‖Bαp,q := ‖u‖Lp+[u]Bαp,q , and we say that u belongs to the Besov space Bαp,q(Rn;Rn)
if and only if ‖u‖Bαp,q < ∞. For the purposes of this paper, if [u]Bαp,q < ∞, then we say that
u ∈ B˙αp,q, the corresponding homogeneous Besov space. Note that Bαp,p ≃Wα,p, and we shall
sometimes call Nα,p := Bαp,∞ the (α, p)-Nikolski˘ı space. The localised versions of these spaces
are defined in the obvious manner. As a consequence of [60, Thm. 2.7.1], we obtain
Lemma 2.1. Let 0 < s < 1. Then we have (Bs1,∞)loc(R
n) →֒ Lqloc(Rn) for any 1 ≤ q < nn−s .
We refer the reader to [6, Chpt. 4] and [60, Chpts. 1 and 2] for more background information
on these spaces. Invoking the fractional Sobolev spaces, we have that both LDloc(Ω) and
BDloc(Ω) continuously embed into W
s,1
loc(Ω;R
n) for any 0 < s < 1; see Proposition 2.2 below.
For the sake of clarity of exposition, we shall sketch its proof in the appendix, however,
note that the result itself can be strengthened using Van Schaftingen’s general theory of
cancelling operators [61] (also see Lemma 3.5).
These statements in turn rest on the Smith representation formula [51]: Given u =
(u1, ..., un) ∈ C∞c (Rn;Rn), we may write
uk =
2
nωn
n∑
i,j=1
∂2uk
∂xj∂xj
∗Kij , where Kij(x) = xixj|x|n for x ∈ R
n \ {0}.(2.3)
Setting ε(u) := (ε(u)jk)jk, we observe that
∂2uk
∂xi∂xj
=
∂ε(u)jk
∂xi
− ∂ε(u)ij
∂xk
+
∂ε(u)ki
∂xj
and hence, inserting this relation into (2.3), we obtain after an integration by parts
uk =
2
nωn
n∑
i,j=1
(
ε(u)jk ∗ ∂Kij
∂xi
− ε(u)ij ∗ ∂Kij
∂xk
+ ε(u)ki ∗ ∂Kij
∂xj
)
(2.4)
for all k = 1, ..., n. This formula can be established by means of Fourier analysis and, upon
differentiating, indicates the failure of Ornstein’s Non-Inequality.
We record the following result, an elementary proof of which is presented for the reader’s
convenience in the appendix, cf. Section 5:
Proposition 2.2 (BD →֒Ws,1loc). Let Ω be an open subset of Rn and K a relatively compact
subset of Ω. Then for every 0 < s < 1 there exists a constant C = C(K, s) > 0 such that
‖u‖Ws,1(K;Rn) ≤ C‖u‖BD(Ω)(2.5)
holds for all u ∈ BD(Ω).
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Finally, we recall that for any connected and open set Ω ⊂ Rn, the nullspace of ε is given
by the space of rigid deformations
R(Ω) := {r : Ω ∋ x 7→ Ax+ b : A ∈ Rn×n, AT = −A, b ∈ Rn}.
2.3. Convex Analysis. To exploit the convexity of the variational integrals studied in this
paper, we shall now record some facts about the dual problem which will turn out useful for
the study of the differentiability properties of minima for the primal problem. Given a real
Banach space X and a function g : X → R, we recall its polar function g∗ : X∗ → R given by
g∗(x∗) := sup
x∈X
(〈x∗, x〉X∗×X − g(x)), x∗ ∈ X∗
and its bipolar function g∗∗ : X → R given by
g∗∗(x) := sup
x∗∈X∗
(
〈x∗, x〉X∗×X − g∗(x∗)
)
, x ∈ X.
Note that if g is lower semicontinuous, proper and convex, then g = g∗∗. In view of the
convex minimisation problem (1.4), we note that since f : Rn×n → R is lower semicontinuous
and convex, ∂f(ξ) 6= ∅ for some ξ ∈ Rn×n implies the duality relation
η ∈ ∂f(ξ)⇔ f(ξ) + f∗(η) = 〈η, ξ〉.
Since f is assumed to be of class C2, the preceding relation implies that
f(ξ) + f∗(f ′(ξ)) = 〈f ′(ξ), ξ〉 holds for all ξ ∈ Rn×n.(2.6)
Let us recall that the Lagrangian ℓ is given by
ℓ(w, χ) = ℓ(u0 + ϕ, χ) :=
ˆ
Ω
〈χ, ε(w)〉dx−
ˆ
Ω
f∗(χ) dx = ℓ(u0, χ) +
ˆ
Ω
〈χ, ε(ϕ)〉dx,(2.7)
where (w, χ) = (u0+ϕ, χ) ∈ (u0+LD0(Ω))×L∞(Ω;Rn×n). Consequently, the dual functional
R : L∞(Ω;Rn×n)→ R is given by
R[χ] := inf
{
ℓ(w, χ) : w ∈ u0 + LD0(Ω)
}
, χ ∈ L∞(Ω;Rn×nsym ),(2.8)
and the dual problem is given by
maximise R over L∞div(Ω;R
n×n
sym ) :=
{
η ∈ L∞(Ω;Rn×nsym ) : div(η) ≡ 0 in D ′(Ω;Rn
}
,(2.9)
where div is the row-wise distributional divergence. Let us note that the choice L∞div instead
of L∞ stems from the fact that if η ∈ (L∞ \L∞div)(Ω;Rn×nsym ), then R[η] = −∞. So these η
are irrelevant to the maximisation problem at our disposal. For the purposes of Section 4.4
it suffices to record that if f ∈ C2(Rn×nsym ) satisfies (1.2), then we have the minimax principle
inf
u0+LD0(Ω)
F = max
L∞div(Ω;R
n×n
sym )
R.(2.10)
This follows from abstract duality theory, cf. Ekeland & Te´mam [22, Chpts. III.4 and IV.1].
2.4. On the Space (W1,∞0 )
∗. In order to work with suitably weak perturbations when
applying the Ekeland variational principle, we record some properties of the dual space
(W1,∞0 )
∗ which seems natural for our purposes in the main body of the paper. A distri-
bution T ∈ D ′(Ω;Rn) belongs to (W1,∞0 (Ω;Rn))∗ if and only if the norm
‖T ‖(W1,∞0 )∗ := sup
{〈T, ϕ〉 : ϕ ∈W1,∞0 (Ω;Rn) and ‖ϕ‖W1,∞0 (Ω;Rn) ≤ 1} <∞,(2.11)
whenever this expression makes sense; here, we work with the gradient norm
‖ϕ‖W1,∞0 (Ω;Rn) := ‖∇ϕ‖L∞(Ω;Rn×n) for ϕ ∈W
1,∞
0 (Ω;R
n).
As a dual space, (W1,∞0 (Ω;R
n))∗ is complete.
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Lemma 2.3. Let Ω ⊂ Rn be open and K ⊂ Ω a relatively compact Lipschitz subset of Ω. Let
v ∈ L1(Ω;Rn). Then for any s = 1, ..., n and any 0 < |h| < dist(K, ∂Ω) we have
‖∆s,hv‖(W1,∞(K;Rn))∗ ≤ ‖v‖L1(Ω;Rn).
Proof. Let ϕ ∈ W1,∞0 (K;Rn) be arbitrary with ‖ϕ‖W1,∞0 (K;Rn) ≤ 1. Using integration by
parts for difference quotients, we estimate
|〈∆s,hv, ϕ〉| = |〈v,∆−s,hϕ〉‖ ≤ ‖v‖L1(Ω;Rn)‖∆s,hϕ‖L∞(Ω;Rn) ≤ ‖v‖L1(Ω;Rn)‖∇ϕ‖L∞(Ω;Rn)
and hence passing to the supremum over all admissible test maps ϕ yields the claim. 
2.5. A V -function estimate. We conclude this preliminary section by giving an version of
an estimate for an auxiliary function in the spirit of Acerbi & Fusco [1] that shall turn
out convenient for our purposes. For α > 0 and M ∈ N, we hereafter introduce the auxiliary
map Vα : R
M → RM by
Vα(ξ) := (1 + |ξ|2) 1−α2 ξ, ξ ∈ RM .(2.12)
Lemma 2.4. Let 1 < α < 2 and define Vα by (2.12). Then we have for any measurable
function v : Rn → RM , h ∈ R and es ∈ Rn with |es| = 1 the estimate
|τs,hVα(v(x))| ∼ (1 + |v(x + hes)|2 + |v(x)|2) 1−α2 |τs,hv(x)|.
Moreover, there exists a constant c > 0 such that for all ξ ∈ RM there holds
min{|ξ|, |ξ|2−α} ≤ cVα(ξ).
Lastly, if Ω is an open and bounded set and u : Ω → RM satisfies Vα(u) ∈ Lp(Ω;RM ), then
we have ˆ
Ω
|u|(2−α)p dx ≤ L n(Ω) + c(p)
ˆ
Ω
|Vα(u)|p dx,(2.13)
where c(p) > 0 is a constant depending only on p.
3. An Embedding for BD∩BMO
In this section we prove an embedding result for BD∩BMO into certain fractional Sobolev
spaces which will constitute a substantial part of the proof of the main theorem. The proof
combines an argument firstly utilised by Dorronsoro [21] – that, from a regularity perspec-
tive has also proven useful in different contexts, cp. [38] – and an embedding result of BD into
certain fractional Sobolev spaces. Let us recall that a locally integrable map u : Rn → RN
belongs to BMO(Rn;RN) if and only if its sharp (centered) maximal function given by
(M#u)(x) := sup
Q cube centered at x
 
Q
|u− (u)Q| dy, x ∈ Rn,(3.1)
belongs to L∞(Rn). When are working on a domain Ω, then we say that a measurable map
u : Ω→ RN belongs to BMOloc(Ω;RN ) provided for each K ⋐ Ω there holdsM#Ku ∈ L∞(K),
where
(M#Ku)(x) := sup
Q⊂Ω
Q cube centered at x
 
Q
|u− (u)Q| dy, x ∈ K.(3.2)
The main result of this section is then as follows.
Theorem 3.1. Let n ≥ 2. Let 1 < p <∞ and ε > 0 such that
0 < ε < min
{
(n− 1)(1− 1p)
1 + pn− p ,
1
p
}
.(3.3)
Then
BD(Rn) ∩ BMO(Rn;Rn) ⊂W 1p−ε,p(Rn;Rn).(3.4)
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Before embarking on the proof of Theorem 3.1, we wish to make some remarks.
Remark 3.2 ([14, Rem. 3]). It is important to note that the preceding theorem is false
for ε = 0. Indeed, if it was true in this case, the injections W1,1(Rn;Rn) →֒ BD(Rn) and
L∞(Rn;Rn) →֒ BMO(Rn;Rn) would yield (W1,1 ∩L∞)(Rn;Rn) →֒W 1p ,p(Rn;Rn). However,
as pointed out by Bourgain, Brezis & Mironescu [14], this embedding in general fails:
Indeed, a localisation argument would then yield (W1,1 ∩L∞)((−1, 1)) →֒ W 1p ,p((−1, 1)) for
any 1 < p <∞. Consider the sequence (uk) given by
uk(x) :=

−1 if − 1 < x ≤ − 12k
2kx if − 12k ≤ x ≤ 12k
1 if 12k ≤ x < 1.
Then (uk) is uniformly bounded both in W
1,1((−1, 1)) and L∞((−1, 1)). Moreover, it con-
verges weakly* in BV((−1, 1)) to sgn which, however, does not belong to W 12 ,2((−1, 1)).
To prove the theorem, we first recall from [21] a mean-value characterisation of Bsp,q. This
turns out useful for the proof of Theorem 3.1 as it allows to access the additional BMO–
regularity which in turn is defined in terms of maximal operators.
Lemma 3.3. Let 0 < s < 1 and 1 ≤ p <∞. A function u ∈ Lp(Rn) belongs to Ws,p(Rn) if
and only if
[u]∗s,p :=
ˆ
Rn
ˆ ∞
0
∣∣∣∣∣∣∣ supQ∋x|Q|=tn
 
Q
|u− (u)Q|p
ts
dξ
∣∣∣∣∣∣∣
p
dt
t
dx

1
p
<∞.(3.5)
Moreover, the expression on the left is equivalent to the usual Gagliardo–seminorm [·]s,p.
Proof. It suffices to note that Bsp,p ≃Ws,p for all 0 < s < 1 and 1 < p <∞. By [21, Thm. 1],
the claim follows. 
The supremum appearing in the integrand of (3.5) is taken over all cubes having sidelength
t and containing x. For the following it is important to bound such quantities in terms of
centered maximal operators, and hence we briefly pause and give the required modification.
We hereafter recall from [19] that for a locally integrable map h : Rn → RN its sharp (centered)
maximal operator of order 0 < α ≤ 1 is given by
h#α (x) := (M#α h)(x) := sup
Q cube centered atx
1
ℓ(Q)n+α
ˆ
Q
|h− (h)Q| dy, x ∈ Rn,(3.6)
where ℓ(Q) is the sidelength of the cube Q.
Lemma 3.4. For each α > 0 there exists a number C = C(n, α) > 0 such that for all
u ∈ L1loc(Rn), all x0 ∈ Rn and all t > 0 we have
1
tα
sup
{ 
Q
|u− (u)Q| dy : Q ∋ x0, L n(Q) = tn
}
≤ C(M#α u)(x0).
provided both sides are well–defined and finite.
The easy proof of this lemma is given for the reader’s convenience in the appendix, cf.
Section 5. The second ingredient is an embedding result of BD into fractional Sobolev spaces:
Lemma 3.5. Let n ≥ 2 and 0 < s < 1. Then BD(Rn) →֒ Ws, nn−1+s (Rn;Rn). Moreover,
there exists a constant C > 0 such that for every ball B and every u ∈ BD(B) there exists
R ∈ R(B) such that
‖u−R‖
W
s, n
n−1+s (B;Rn)
≤ C|Eu|(B).
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Proof. In the terminology of [61], the symmetric gradient is an elliptic and cancelling operator,
cf. [61, Prop. 6.4]. Hence, by [61, Thm. 8.1], there exists a constant C > 0 such that
‖ϕ‖
W˙
s,n/(n−1+s)
(Rn;Rn)
≤ C‖ε(ϕ)‖L1(Rn;Rn×nsym )
holds for all ϕ ∈ C∞c (Rn;Rn), where W˙
s, nn−1+s (Rn;Rn) denotes the respective homogeneous
fractional Sobolev space. For the general statement, let u ∈ BD(Ω) and choose a sequence
(uk) ⊂ C∞c (Rn;Rn) such that uk → u strictly and pointwisely L n–a.e. as k →∞. Then we
obtain, using Fatou’s lemma,
‖u‖
W˙
s, n
n−1+s
≤ lim inf
k→∞
‖uk‖W˙s, nn−1+s ≤ C lim infk→∞ ‖ε(uk)‖L1 = C|Eu|(R
n).
Now we use the fact that on C∞c (R
n;Rn), the homogeneous fractional Sobolev norm is equiva-
lent to the Gagliardo seminorm and arrive at the desired estimate [u]Ws,p(Rn;Rn) ≤ C|Eu|(Rn).
Finally, since 1 < nn−1+s <
n
n−1 , we have L
1 ∩L nn−1 →֒ L nn−1+s by standard interpolation on
Lp–spaces. Then we use Strauss’ embedding [57] BD(Rn) →֒ (L1 ∩L nn−1 )(Rn). In conclu-
sion, we obtain ‖u‖
L
n
n−1+s (Rn;Rn)
≤ C‖u‖BD(Rn) and in conjunction with the first part of the
proof, establishes ‖u‖
W
s, n
n−1+s (Rn;Rn)
≤ C‖u‖BD(Rn). Now, since B has Lipschitz boundary,
we may pick a bounded linear extension operator Ex: BD(B) → BD(Rn). In consequence,
we find by the usual Poincare´ inequality on BD (cf. [2, Thm. 6.5]) that there exists R ∈ R(B)
with
‖(u−R)‖
W
s, n
n−1+s (B)
≤ ‖Ex(u−R)‖
W
s, n
n−1+s (Rn)
≤ ‖Ex(u−R)‖BD(Rn) ≤ ‖u−R‖BD(B) ≤ C|Eu|(B).
The proof is complete. 
Remark 3.6. A similar (local) embedding can be achieved for Ws,1, but this does not follow
from the previous lemma as Ws,q 6 →֒Ws,p provided q > p, cf. Mironescu & Sickel [43].
We now come to the
Proof of Theorem 3.1. Let u ∈ (BD∩BMO)(Rn). For fixed x ∈ Rn, a cube Q of sidelength
t and x ∈ Q, we denote gx,t,Q(ξ) := u(ξ) − (u)Q, ξ ∈ Rn. For 1 ≤ p < ∞, we recall the
(inhomogeneous) Caldero´n space C α,p(Rn) defined by
C
α,p(Rn) :=
{
v ∈ Lp(Rn) : M#α v ∈ Lp(Rn)
}
and equip it with the canonical norm ‖v‖Cα,p := ‖v‖Lp + ‖v#α ‖Lp (cp. Section 5); the inho-
mogeneous Caldero´n space C˙ α,p is given by the closure of C∞c with respect to the seminorm
‖M#α · ‖Lp . Our argument is centered around the Dorronsoro–type characterisation of the
Sobolev spaces Ws,p, Lemma 3.3. In the situation of the theorem, we put s := 1p − ε. For
L n–a.e. x ∈ Rn, let δ(x) > 0 be arbitrary. We split the right hand side term of (3.5) as
|[u]∗s,p|p :=
ˆ
Rn
ˆ δ(x)
0
∣∣∣∣∣∣∣ supQ∋x|Q|=tn
1
ts
 
Q
|gx,t,Q(ξ)| dξ
∣∣∣∣∣∣∣
p
dt
t
dx
+
ˆ
Rn
ˆ ∞
δ(x)
∣∣∣∣∣∣∣ supQ∋x|Q|=tn
1
ts
 
Q
|gx,t,Q(ξ)| dξ
∣∣∣∣∣∣∣
p
dt
t
dx =:
ˆ
Rn
Iδ(x) + IIδ(x) dx
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with an obvious definition for Iδ(x) and IIδ(x). Firstly, we have
Iδ(x) =
ˆ δ(x)
0
∣∣∣∣∣∣∣ supQ∋x|Q|=tn
1
ts+ε
 
Q
|gx,t,Q(ξ)| dξ
∣∣∣∣∣∣∣
p
dt
t1−εp
≤ C
ˆ δ(x)
0
(u#s+ε(x))
p dt
t1−εp
(by Lemma 3.4)
≤ C
εp
δ(x)εp(u#s+ε(x))
p.
On the other hand, we have by definition of M#
IIδ(x) =
ˆ ∞
δ(x)
∣∣∣∣∣∣∣ supQ∋x
|Q|=tn
 
Q
|gx,t,Q(ξ)| dξ
∣∣∣∣∣∣∣
p
dt
t1+sp
≤ C
ˆ ∞
δ(x)
(u#(x))p
dt
t1+sp
(by Lemma 3.4)
≤ C
sp
δ(x)−sp(u#(x))p.
Collecting estimates, we therefore find
[u]∗s,p ≤ C(s, p, ε)
ˆ
Rn
δ(x)εp(u#s+ε(x))
p + δ(x)−sp(u#(x))p dx.(3.7)
We choose for L n–a.e. x ∈ Rn
δ(x) :=
(
u#(x)
u#s+ε(x)
) 1
s+ε
and note that we may assume without loss of generality that u#s+ε(x) > 0 since u is constant
otherwise and thus the claim is trivial. Inserting this choice of δ into (3.7), we obtain
[u]∗s,p ≤ C(s, p, ε)
ˆ
Rn
(u#(x))
εp
s+ε (u#s+ε(x))
p− εps+ε dx ≤ C‖u#‖
εp
s+ε
L∞(Rn)
ˆ
Rn
(u#s+ε)
ps
s+ε dx = (∗∗).
Now note that by Lemma 3.8 below, the fractional maximal functions are log–convex in their
smoothness indices. As a consequence, we obtain for 0 < t < s and 1 < q <∞
(C˙ s,q ∩ BMO)(Rn) →֒ C˙ t, sqt (Rn) for all 0 < t < s.(3.8)
Indeed, write t = λ · 0 + (1 − λ)s with 0 < λ < 1 to deduce for 1 < q < ∞ and any
v ∈ (C˙ s,q ∩ BMO)(Rn) that
(v#t (x))
r ≤ (v#0 (x))λr(v#s (x))(1−λ)r
and hence (3.8) follows since (1− λ)s = t implies r = sq/t.
We return to the estimation of (∗∗). Because 0 < εp < 1, we have 0 < 1 − εp < 1.
By assumption, we have s + ε = 1/p ∈ (0, 1) and ps/(s + ε) = p(1 − εp). Define Φ(θ) :=
θn/(n− 1+ θ), θ ∈ (0, 1). Since n ≥ 2, there holds |Φ| < 1 and we have both limθց0Φ(θ) = 0
and limθր1Φ(θ) = 1. Clearly, Φ is continuous and hence Φ: (0, 1) → (0, 1) is bijective.
Therefore, choosing θ˜ := (1− εp)(n− 1)/(n− 1 + εp), we see that Φ(θ˜) = 1− εp. With this
choice of θ˜, the embedding (3.8) gives
(C˙ θ˜,n/(n−1+θ˜) ∩ BMO)(Rn) →֒ C˙ 1p ,p(1−εp)(Rn)(3.9)
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since θ˜ > 1p : Indeed, since 0 < εp < 1 − 1p by assumption, we deduce p(1 − εp)− 1 > 0, and
therefore with γ = εp
θ˜ =
(1− γ)(n− 1)
n− 1 + γ >
1
p
⇔ (p− γp)(n− 1) > n− 1 + γ ⇔ pn− γpn− p+ γp > n− 1 + γ
⇔ pn− p− n+ 1 > γ + γpn− γp = γ(1 + pn− p)
⇔ pn− p− n+ 1
1 + pn− p > γ = εp
⇔ n− 1− n/p+ 1/p
1 + pn− p > ε
which is true by assumption 3.3. Now we choose θ˜ ∈ (0, 1) such that there holds BD(Rn) →֒
Wθ˜,n/(n−1+θ˜)(Rn;Rn). This is possible by Lemma 3.5 and, using Lemma 5.2, embedding
the latter Sobolev-Slobodeckji˘ı space into the Caldero´n space C θ˜,n/(n−1+θ˜), we see that
BD∩BMO →֒ C θ˜,n/(n−1+θ˜) ∩BMO. So we are in position to conclude by (3.9). The proof is
complete. 
Remark 3.7. The preceding proof, in particular, the choice of x–dependent δ, uses the
so–called Hedberg trick as explained in [6, Prop. 3.1.2].
In the proof of Theorem 3.1, we used the log–convexity of the fractional maximal operator
with respect to its index, a fact whose proof we give now:
Lemma 3.8. The function s 7→ M#s v(x) is log–convex on (0, 1) for any locally integrable
function v : Rn → RN . That is, for any s, t ∈ (0, 1) and any λ ∈ (0, 1) there holds
M#λs+(1−λ)tv(x) ≤ (M#s v(x))λ(M#t v(x))1−λ.(3.10)
Proof. Let v ∈ L1loc(Rn). If the right side of (3.10) is infinite, there is nothing to prove, so
we may assume without loss of generality that M#s v(x),M#t v(x) < ∞. Let Q ⊂ Rn be a
non–degenerate cube. Then we have
1
ℓ(Q)n+λs+(1−λ)s
ˆ
Q
|v − (v)Q| dx = 1
ℓ(Q)λ(n+s)
(ˆ
Q
|v − (v)Q| dx
)λ
× 1
ℓ(Q)(1−λ)(n+t)
(ˆ
Q
|v − (v)Q| dx
)1−λ
≤ (M#s v(x))λ(M#t v(x))1−λ.
We then pass to the supremum over all cubes Q to deduce the claim. 
For the sake of better traceability, we explicitely note the following.
Corollary 3.9. Let 1 < p <∞ and ε > 0 such that pε < 1. Then for any N ≥ 1 we have
(BV∩BMO)(Rn;RN ) ⊂W 1p−ε,p(Rn;RN ).(3.11)
The previous corollary follows along the same lines as the proof of Theorem 3.1, now using
the standard Sobolev embedding BV(Rn;RN ) →֒ Wθ, nn−1+θ (Rn;RN ) for 0 < θ < 1. This
slightly improves the embedding (BV∩L∞)(Rn) →֒ B1/pp,∞(Rn) for 1 < p < ∞ as given in
Lemma 38.1 in Tartar’s monograph [59].
4. Viscosity Approximations
4.1. The Ekeland–type Approximation for 1 < µ < n+1n . To avoid manipulations on
measures when working with the Euler–Lagrange equation satisfied by the minimiser u ∈
BD(Ω), we shall consider approximate problems which allow us to work with LD–maps first.
More precisely, starting from an arbitrary minimising sequence, we shall employ Ekeland’s
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variational principle to construct another minimising sequence which is close to the original
sequence, however, features convenient optimality properties. For the reader’s convenience,
we therefore first recall
Lemma 4.1 (Ekeland Variational Principle, [30, Thm. 5.6]). Let (X, d) be a complete metric
space and J : X → R ∪ {∞}, J 6≡ ∞, a lower semicontinuous functional which is bounded
from below. Fix ε > 0. If u ∈ X is such that
J(u) ≤ inf
X
J + ε,
then there exists v ∈ X with the following properties: J(v) ≤ J(u), d(u, v) ≤ √ε and for all
w 6= v we have
J(v) < J(w) +
√
εd(v, w).
Since our strategy to prove uniform higher integrability by means of finite differences relies
on suitable Nikolski˘ı–type estimates, we will need to apply Ekeland’s variational principle
with respect to a metric which is considerably weaker than the symmetric–gradient metric
d(u, v) := ‖ε(u) − ε(v)‖L1(Ω;Rn×n) on suitable Dirichlet classes. Here we again follow [8],
however, invoke the metric induced by the (W1,∞0 )
∗–norm as discussed in Section 2.4.
Lemma 4.2. Given p > 1, let F : Rn×nsym → R be a convex function such that
c|ξ|p − ϑ ≤ F (ξ) ≤ Θ(1 + |ξ|p)(4.1)
holds for all ξ ∈ Rn×nsym with three constants c, ϑ,Θ > 0. Given u0 ∈ W1,p(Ω;Rn), the func-
tional
F [u] :=

ˆ
Ω
F (ε(u)) dx if u ∈ u0 +W1,p0 (Ω;Rn),
+∞ if u ∈ ((W1,∞0 )∗ \ (u0 +W1,p0 ))(Ω;Rn)
(4.2)
is lower semicontinuous with respect to norm convergence on (W1,∞0 (Ω;R
n))∗.
Proof. Let u, u1, u2, ... ∈ (W1,∞0 )∗(Ω;Rn) be such that uk → u strongly in (W1,∞0 (Ω;Rn))∗
as k → ∞. If lim inf l→∞ F [uk(l)] = ∞, we are done and so we may assume without loss of
generality that there exists a subsequence (uk(l)) ⊂ (uk) such that (uk(l)) ⊂ u0+W1,p0 (Ω;Rn)
and lim inf l→∞F [uk(l)] < ∞. We now choose another subsequence (uk(l(i))) ⊂ (uk(l)) such
that limi→∞F [uk(l(i))] = lim inf l→∞ F [uk(l)], and put Ui := uk(l(i)) for i ∈ N. By virtue of
the coercive bound on F , we deduce that (ε(Ui)) is bounded in L
p(Ω;Rn) and so, writing
Ui = u0 + vi with vi ∈W1,p0 (Ω;Rn) for each i ∈ N, we use the symmetric gradient variant of
Poincare´’s inequality in W1,p0 to obtainˆ
Ω
|Ui|p dx .
ˆ
Ω
|u0|p + |vi|p dx .
ˆ
Ω
|u0|p dx+
ˆ
Ω
|ε(vi)|p dx ≤ C for all i ∈ N.
As p > 1, we may use Korn’s inequality to deduce that (Ui) has a subsequence (Ui(m))
which converges weakly to some v ∈W1,p(Ω;Rn) and, by continuity of the trace operator on
W1,p with respect to weak convergence, v ∈ u0+W1,p0 (Ω;Rn), too. Since Ω is assumed to be
Lipschitz throughout, using the compact embedding W1,p(Ω;Rn) →֒→֒ Lp(Ω;Rn) and passing
to a further subsequence if necessary, we can even assume strong convergence uk(l) → v in
Lp(Ω;Rn) as l → ∞. Since Lp(Ω;Rn) →֒ (W1,∞0 (Ω;Rn))∗ as Lp →֒ L1 →֒ (W1,∞0 )∗, we
conclude that u = v L n–a.e.. Now, by virtue of the growth bound (4.1) and convexity
of F , standard arguments2 yield lower semicontinuity of F |W1,p(Ω;Rn) with respect to weak
2In fact, using convexity and Korn’s inequality, this follows as in the case for convex p-growth full gradient
functionals. Alternatively, using that the convex variational integral F |
W1,p is A-quasiconvex with A =
curl curl in the terminology of Fonseca & Mu¨ller [26], the statement follows from [26, Thm. 3.7], too.
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convergence on W1,p(Ω;Rn). Summarising, we then deduce
F [u] = F [v] ≤ lim inf
m→∞
F [Ui(m)]
(Ui(m))⊂(uk(l(i)))
= lim
i→∞
F [uk(l(i))] = lim inf
l→∞
F [uk(l)].
The proof is complete. 
Next, a lemma on the growth behaviour of µ-elliptic integrands; recall that by linear growth
we understand condition (1.2) throughout.
Lemma 4.3. Let f ∈ C2(Rn×nsym ) be a convex integrand of linear growth with 1 < µ < ∞.
Then, for any θ > 0 there exists cθ, Cθ > 0 and ϑ > 0 such that
θ| · |2 − ϑ ≤ f + θ| · |2 ≤ Cθ(1 + |ξ|2) for all ξ ∈ Rn×nsym .
The proof of this statement follows immediately from (1.2). We now come to the precise
construction of a good approximation of a given generalised minimiser. Here we follow closely
[8] with the requisite modifications. Let hereafter u ∈ BD(Ω) be a generalised minimiser of
F. Then, by Proposition (5.9), we have inf F[D ] = minF[BD(Ω)]. Here, D := u0 + LD0(Ω),
and F is given by (1.6) (note that we suppress the subscript u0 for notational brievity). We
then find a sequence (wk) ⊂ D such that
wk → u in L1(Ω;Rn) and (L n,Ewk)→ (L n,Eu) strictly(4.3)
as k → ∞. By the Reshetnyak continuity theorem (see Proposition 5.3) and wk ∈ LD(Ω)
for all k ∈ N, we deduce that F[wk]→ inf F[D ] as k →∞ so that (wk) indeed is a minimising
sequence for F. Moreover, possibly passing to a subsequence, we may assume that
F[wk] ≤ inf F[D ] + 1
8k2
for all k ∈ N.(4.4)
Next recall that, due to µ–ellipticity and linear growth, f is Lipschitz with some Lipschitz
constant L > 0. As to the boundary values, we find a sequence (u∂Ωk ) ⊂W1,2(Ω;Rn) satisfying
‖u∂Ωk − u0‖LD(Ω) ≤
1
8Lk2
for all k ∈ N(4.5)
and thus, putting Dk := u
∂Ω
k +W
1,2
0 (Ω;R
n), we deduce by wk ∈ u0+LD0(Ω) that there exists
a sequence (vk) ⊂ Dk such that
‖(vk − u∂Ωk )− (wk − u0)‖LD(Ω) ≤
1
8Lk2
and hence
‖vk − wk‖LD(Ω) ≤ 1
4Lk2
for all k ∈ N.(4.6)
Note that, relying on the extension results from Section 2.2, such an approximating sequence
for the boundary values can be obtained by first extending the boundary values to an LD-map
on the entire Rn and then mollifying. Now, since f is Lipschitz with constant L, we firstly
calculate for arbitrary ψ ∈W1,20 (Ω;Rn)
inf
u0+W
1,2
0 (Ω;R
n)
F ≤ F[u0 + ψ] =
(ˆ
Ω
f(ε(u0 + ψ))− f(ε(u∂Ωk + ψ)) dx
)
+
ˆ
Ω
f(ε(u∂Ωk + ψ)) dx
≤ L
ˆ
Ω
|u0 − u∂Ωk | dx+
ˆ
Ω
f(ε(u∂Ωk + ψ)) dx ≤
1
8k2
+
ˆ
Ω
f(ε(u∂Ωk + ψ)) dx
so that infimisation over ψ ∈W1,20 (Ω;Rn) yields
inf
D
F = inf
u0+W
1,2
0 (Ω;R
n)
F ≤ inf
Dk
F+
1
8k2
.(4.7)
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Here we have used that, by smooth approximation, u0 + W
1,2
0 (Ω;R
n) is norm-dense in D .
Thus, again using that f has Lipschitz constant L in conjunction with (4.6) in the first, (4.4)
in the second and (4.7) in the last step, we eventually obtain
F[vk] ≤ F[wk] + 1
4k2
≤ inf F[D ] + 3
8k2
≤ inf F[Dk] + 1
2k2
(4.8)
for all k ∈ N. Now put, for k ∈ N,
fk(ξ) := f(ξ) +
1
2k2Ak
(1 + |ξ|2), ξ ∈ Rn×nsym ,
Ak := 1 +
ˆ
Ω
(
1 + |ε(vk)|2
)
dx.
(4.9)
We define
Fk[w] :=

ˆ
Ω
fk(ε(w)) dx provided w ∈ Dk
+∞ provided w ∈ (W1,∞0 (Ω;Rn))∗ \Dk.
Now we aim to apply Lemma 4.2 for each k ∈ N to the particular choice p = 2 and F =
fk. In combination with Lemma 4.3, it is then routine to check that the assumptions of
Lemma 4.2 are in fact satisfied and hence each Fk is lower semicontinuous with respect to
norm convergence in (W1,∞0 (Ω;R
n))∗. Moreover, we find because of vk ∈ Dk in the first, (4.8)
in the second and by definition of Fk in the third step
Fk[vk] ≤ F[vk] + 1
2k2
(4.8)
≤ inf F[Dk] + 1
k2
≤ inf Fk[(W1,∞0 (Ω;Rn))∗] +
1
k2
.(4.10)
We are now in position to apply Ekeland’s variational principle, Lemma 4.1, to find a sequence
(uk) ⊂ (W1,∞0 (Ω;Rn))∗ such that
‖uk − vk‖(W1,∞0 (Ω;Rn))∗ ≤
1
k
,
Fk[uk] ≤ Fk[w] + 1
k
‖w − uk‖(W1,∞0 (Ω;Rn))∗ for all w ∈ (W
1,∞
0 )
∗(Ω;Rn) and k ∈ N.
(4.11)
Applying the second part of (4.11) to w = vk, we then find for some ℓ > 0ˆ
Ω
|ε(uk)| dx
Lemma 4.3≤ F[uk] + ℓ ≤ Fk[uk] + ℓ
(4.11)(ii)
≤ Fk[vk] + 1
k
‖vk − uk‖(W1,∞0 (Ω;Rn))∗ + ℓ
(4.11)(i)
≤ Fk[vk] + 1
k2
+ ℓ
(4.10)
≤ inf Fk[(W1,∞0 (Ω;Rn))∗] +
2
k2
+ ℓ ≤ C,
where C > 0 is a finite constant independent of k ∈ N; note that we clearly have that
inf Fk[(W
1,∞
0 (Ω;R
n))∗] <∞. In particular, we deduce that
(uk) is uniformly bounded in LD(Ω).(4.12)
Finally, we record the following lemma on the perturbed Euler–Lagrange equations satisfied
by the individual uk’s.
Lemma 4.4 (Approximate Euler–Lagrange Equation). Let fk and uk be defined as above.
Then for all k ∈ N we have∣∣∣∣ˆ
Ω
〈f ′k(ε(uk)), ε(ϕ)〉dx
∣∣∣∣ ≤ 1k ‖ϕ‖(W1,∞0 (Ω;Rn))∗(4.13)
for all ϕ ∈W1,20 (Ω;Rn).
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Proof. Fix k ∈ N and let ϕ ∈ W1,20 (Ω;Rn) be arbitrary. Then for every ε > 0 we have
uk ± εϕ ∈ Dk. Consequently, we obtain by the second line of (4.11)
Fk[uk]− Fk[uk ± εϕ] ≤ ε
k
‖ϕ‖(W1,∞0 (Ω;Rn))∗ .
This gives
− 1
k
‖ϕ‖(W1,∞0 (Ω;Rn))∗ ≤
Fk[uk ± εϕ]− Fk[uk]
ε
εց0−→ ±
(ˆ
Ω
〈f ′k(ε(uk)), ε(ϕ)〉dx
)
from which (4.13) follows at once. 
To explain the advantages of the technically slightly intricate construction of the particular
minimising sequence (uk), let us first make the following
Remark 4.5 (Euler–Lagrange for Measures). It is posssible to directly work on the Euler–
Lagrange equation satisfied by a generalised minimiser u ∈ GM(F). Indeed, transferring
Anzellotti’s work [4] to functionals of type (1.1), one is able to show that
ˆ
Ω
〈f ′(Eau),Eaϕ〉dx+
ˆ
Ω
〈
(f∞)′
(
dEsu
d|Esu|
)
,
dEsϕ
d|Esϕ|
〉
d|Esϕ|
=
ˆ
∂Ω
〈
(f∞)′
(
u0 − u
|u0 − u| ⊙ ν∂Ω
)
, ϕ⊙ ν∂Ω
〉
dHn−1,
for all ϕ ∈ BD(Ω) with |Esϕ| ≪ |Esu| such that ϕ(x) = 0 Hn−1–a.e. on {x ∈ ∂Ω: u(x) =
u0(x)}, where ν∂Ω is the outward unit normal to ∂Ω. However, it seems difficult to apply the
difference quotient technique directly on the Euler-Lagrange equation for measures so that
we rather choose approximation procedures.
To conclude with, note that Lemma 4.4 enables us to work with difference quotients applied
to functions and to eventually deduce uniform estimates for the single uk’s. In particular, by
arbitariness of the generalised minimiser u ∈ GM(F) as was assumed in this section, we have
constructed a sequence converging to u in a suitable sense, and hence uniform estimates on
the uk’s will be inherited by u. Note that by starting from an arbitrary u ∈ GM(F), regularity
for all generalised minimisers will hereby be established.
4.2. On Projections onto R. In this intermediate section, we give a technical result which
might be clear to the experts though hard to trace in the literature.
Lemma 4.6. Let U ⊂ Rn be an open, bounded and connected set with Lipschitz boundary.
Let 1 < p < ∞. Then for every 1 ≤ q ≤ p there exists a finite constant cq > 0 such that for
all u ∈W1,p(U ;Rn) there exists b ∈ R(U) such thatˆ
U
|u− b|q dx ≤ cq
ˆ
U
|ε(u)|q dx and
ˆ
U
|D(u− b)|p dx ≤ cp
ˆ
U
|ε(u)|p dx.(4.14)
The key in this lemma is that we can choose one particular rigid deformation to validate
both inequalities.
Proof. Denote Xp(U) either W
1,p(U ;Rn) provided 1 < p <∞ or LD(U) provided p = 1 and
denote
R⊥Xp(U) :=
{
ϕ ∈ Xp(Ω):
ˆ
U
〈ϕ, ψ〉dx = 0 for all ψ ∈ R(Ω)
}
.(4.15)
Then, by straightforward adaptation of [28, Eq. (3.25)ff.], we find that for every 1 ≤ p < ∞
there exists cp > 0 such that ‖v‖Lp(U ;Rn) ≤ cp‖ε(v)‖Lp(U ;Rn×n) holds for all R⊥Xp(U). We now
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consider an L2-orthonormal basis {b1, ..., bm} of the finite dimensional space R(Ω). We then
define the L2-orthogonal projections Π: L2(Ω;Rn)→R(Ω) by
Πϕ :=
m∑
j=1
〈bj , ϕ〉L2(Ω;Rn)bj, ϕ ∈ L2(Ω;Rn).(4.16)
Note that, since R(Ω) consists of affine-linear polynomials and so R(Ω) ⊂ L∞(Ω;Rn), Πϕ is
also well-defined for ϕ ∈ L1(Ω;Rn). We moreover have for all 1 ≤ p ≤ ∞
ˆ
Ω
|Πϕ|p dx ≤
( m∑
j=1
‖bj‖2L∞(Ω;Rn)
)(ˆ
Ω
|ϕ|p dx
) 1
p
,
and from here we see that Π is indeed Lp-stable for all 1 ≤ p <∞. Let now u ∈W1,p(U ;Rn)
for 1 < p <∞, so that, in particular, u ∈ LD(U). We then have u−Πu ∈ R⊥Xp(U) regardless
of p and hence deduce the first part of (4.14). For the second one, recall that by Korn’s
inequality, ‖Du‖Lp(U ;Rn×n) ≤ C(‖u‖Lp(U ;Rn)+‖ε(u)‖Lp(U ;Rn)). Replacing u by u−Πu in this
inequality and invoking the first part of (4.14), we establish the second part of (4.14) and the
proof is complete. 
4.3. Proof of Theorem 1.2. We now turn to the proof of Theorem 1.3 and begin with the
following auxiliary lemma; recall that τs,h, τ
+
s,h, τ
−
s,h are defined in Section 2.1.
Lemma 4.7. Let f ∈ C2(Rn×nsym ) be a µ-elliptic integrand, 1 < µ < ∞, and define for
1 < α < 2 the auxiliary map Vα by (2.12). Then there exists a constant C = C(α, n) > 0
such that for all u ∈ L1loc(Ω;Rn), all relatively compact Lipschitz subsets K ⋐ Ω, all h ∈ R
with |h| < dist(K, ∂Ω), s ∈ {1, ..., n} and L n-a.e. x ∈ K there holds
|τs,hVα(u(x))|2
(1 + |u(x+ hes)|2 + |u(x)|2) 2(1−α)+µ2
≤ C |τs,hu(x)|
2
(1 + |u(x)|2 + |u(x+ hes)|2)µ2
.(4.17)
Proof. We now use the auxiliary estimate given by Lemma 2.4 to conclude for the auxiliary
function Vα(ξ) := (1 + |ξ|2) 1−α2 ξ with 1 < α < 2 that
|ξ − η|2
(1 + |η|2 + |ξ|2)µ2 ≤ C
|Vα(ξ) − Vα(η)|2
(1 + |ξ|2 + |η|2)µ+2(1−α)2
.
Applying this to ξ = u(x+ hes) and η = u(x), we conclude. 
After these preparations, we now come to the
Proof of Theorem 1.2. Let µ be as in the theorem. We then fix an arbitrary generalised
minimiser u ∈ GM(F;u0) and consider the sequence (uk) constructed in Section 4.1, cf.
(4.11). Let k ∈ N be arbitrary but fixed; then uk satisfies the approximate Euler-Lagrange
equation (4.13). Let x0 ∈ Ω, 0 < r < R < dist(x0, ∂Ω) and pick ρ ∈ C1c(B(x0, R); [0, 1]) with
1B(x0,r) ≤ ρ ≤ 1B(x0,R). Then, let Ω1 be the connected component of Ω that contains x0;
we may assume that Ω1 itself has Lipschitz boundary. Due to Lemma 4.6 and the fact that
uk|Ω1 ∈W1,2(Ω1;Rn), we first choose a rigid deformation bk ∈ R(Ω) such that with c = c(Ω1)ˆ
Ω1
|uk − bk| dx ≤ c
ˆ
Ω1
|ε(uk)| dx and
ˆ
Ω1
|D(uk − bk)|2 dx ≤ c
ˆ
Ω1
|ε(uk)|2 dx.(4.18)
For |h| < dist(∂B(x0, R); ∂Ω1) and s ∈ {1, ..., n}, we then choose ϕ := τ−s,h
(
ρ2τ+s,h(uk − bk)
) ∈
W1,2(Ω;Rn)(→֒ (W1,∞0 (Ω;Rn)∗) as a test map in (4.13). Since ε and τ−s,h commute, this
yields with u˜k := uk − bk∣∣∣∣ˆ
Ω
〈f ′k(ε(uk)), τ−s,h(ε(ρ2τ+s,hu˜k))〉dx
∣∣∣∣ ≤ 1k ‖τ−s,h(ρ2τ+s,hu˜k)‖(W1,∞0 (Ω;Rn)∗ .(4.19)
We now proceed in three steps.
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Step 1. Recast of (4.19). By discrete integration by parts in (4.19), we find by the product
rule for ε that
I :=
ˆ
Ω
〈τ+s,hf ′k(ε(uk)), ρ2τs,hε(uk)〉dx
≤
∣∣∣∣ˆ
Ω
〈τ+s,hf ′k(ε(uk)), 2ρDρ⊙ τs,hu˜k〉dx
∣∣∣∣+ 1k ‖τ−s,h(ρ2τs,hu˜k)‖(W1,∞0 )∗
≤
∣∣∣∣ˆ
Ω
〈τ+s,hf ′(ε(uk)), 2ρDρ⊙ τs,hu˜k〉dx
∣∣∣∣+ 1Akk2
∣∣∣∣ˆ
Ω
〈τs,hε(uk), 2ρDρ⊙ τs,hu˜k〉dx
∣∣∣∣
+
1
k
‖τ−s,h(ρ2τs,hu˜k)‖(W1,∞0 )∗
=: II+ III+ IV,
(4.20)
where Ak is defined by (4.9).
Step 2. Key Estimates. We now estimate the single terms I, ..., IV. As to I, we introduce
for each k ∈ N the bilinear forms
Bk,h(x)(ξ, ζ) :=
ˆ 1
0
〈f ′′k
(
ε(uk) + tτs,hε(uk)
)
ξ, ζ〉dt, ξ, ζ ∈ Rn×nsym .
Consequently, by the fundamental theorem of calculus we deduce
I =
ˆ
Ω
〈f ′k(ε(uk(x+ hes)))− f ′k(ε(uk(x))), ρ2ε(uk)〉dx
=
ˆ
Ω
〈ˆ 1
0
d
dt
f ′k
(
ε(uk) + tτs,hε(uk)
)
dt, ρ2τs,hε(uk)
〉
dx
=
ˆ
Ω
Bk,h
(
ρτs,hε(uk), ρτs,hε(uk)
)
dx.
By µ-ellipticity and the definition of fk, these are strongly elliptic bilinear forms. We briefly
pause to comment on the strategy. Usually, one would now apply the Cauchy-Schwarz in-
equality to the first term of the right hand side of the first inequality in (4.20) and then
conveniently absorbs, but this we do not pursue here. In fact, this would give rise to the term
4
ˆ
Ω
Bk,h(ρDρ⊙ τs,huk, ρDρ⊙ τs,huk) dx(4.21)
which is unclear to us how to be controlled by the estimates available so far. Instead, we use
the fact that by Lipschitz continuity of f , f ′ is bounded and so, in particular |τ+s,hf ′(ε(uk))| ≤
M for some M > 0. We now go back to the local embedding provided by Proposition 2.2
and hence obtain for every 0 < β < 1 the embedding LD(Ω) →֒ Wβ,1loc (Ω;Rn). By standard
means, this yields LD(Ω1) →֒ Wβ,1(Ω1;Rn) →֒ (Bβ1,∞)loc(Ω1;Rn). In particular, we obtain
by Remark 3.6 in conjunction with Lemma 4.6
sup
s∈{1,...,n}
|h|<dist(B(x0,R),∂Ω1)
ˆ
B(x0,R)
|τs,hu˜k|
hβ
dx ≤ c(Ω1)
¨
Ω1×Ω1
|u˜k(x)− u˜k(y)|
|x− y|n+β dxdy
≤ c(Ω1, β)‖u˜k‖LD(Ω1)
= c(Ω1, β)(‖u˜k‖L1(Ω1;Rn) + ‖ε(uk)‖L1(Ω1;Rn×n))
≤ C(Ω1, β)‖ε(uk)‖L1(Ω1;Rn×n) (by (4.18)).
(4.22)
In consequence, for every 0 < β < 1 (to be fixed later) we find C(β) > 0 such that
II ≤M
ˆ
B(x0,R)
|τs,hu˜k| dx =Mhβ
ˆ
B(x0,R)
|τs,hu˜k|
hβ
dx
≤ C(β)Mhβ‖ε(uk)‖L1(Ω;Rn×n)
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so that by (4.12) and possibly enlarging C(β), we end up with
II ≤ C(β)Mhβ‖ε(u˜k)‖L1(Ω;Rn×n).(4.23)
As to III, we apply the Cauchy-Schwarz inequality to find for δ > 0 sufficiently small
III ≤ δ
Akk2
ˆ
Ω
|ρτs,hε(uk)|2 dx+ C(δ)
Akk2
ˆ
Ω
|∇ρ⊙ τs,hu˜k|2 dx
=
δ
Akk2
ˆ
Ω
|ρτs,hε(uk)|2 dx+ C(δ, ρ)h
2
Akk2
ˆ
B(x0,R)
|∆s,hu˜k|2 dx
≤ δ
Akk2
ˆ
Ω
|ρτs,hε(uk)|2 dx+ C(δ, ρ)h
2
Akk2
ˆ
Ω1
|∂su˜k|2 dx.
The ultimate term now is controlled by Korn’s inequality. To be precise, we have by (4.18)ˆ
B(x0,R)
|∂su˜k|2 dx ≤
ˆ
Ω1
|∇u˜k|2 dx ≤ c(Ω1)
ˆ
Ω1
|ε(uk)|2 dx ≤ c(Ω1)
ˆ
Ω
|ε(uk)|2 dx
and so, by the definition of Ak,
III ≤ δ
Akk2
ˆ
Ω
|ρτs,hε(uk)|2 dx+ C(δ, ρ,Ω)h
2
k2
=: III
(δ)
1 + III
(δ)
2 .(4.24)
Ad IV. Here we estimate for γ > 0 to be specified later
IV =
1
k
‖τ−s,h(ρ2τs,hu˜k)‖(W1,∞0 )∗ =
h1+γ
k
‖∆−s,h(ρ2
τs,h
hγ
u˜k)‖(W1,∞0 )∗
≤ h
1+γ
k
‖ρ2 τs,h
hγ
u˜k‖L1 (by Lemma 2.3)
≤ ch
1+γ
k
‖u˜k‖Wγ,1(Ω1;Rn) ≤ c
h1+γ
k
‖u˜k‖LD(Ω1)
(4.12)
≤ ch
1+γ
k
,
(4.25)
where we have employed a similar argument as in (4.22).
In an intermediate step, let 0 ≤ t ≤ 1 and a, b ∈ Rn×n be arbitrary. There holds (with
some fixed C > 0 independent of t, a and b)
(1 + |a+ tb|2) 12 ≤ C(1 + |a|2 + |b|2) 12 .(4.26)
Now, we estimate from below by virtue of µ-ellipticity of f and the definition of fk
I ≥
ˆ
Ω
ˆ 1
0
〈f ′′(ε(uk) + tτs,hε(uk))ρτs,hε(uk), ρτs,hε(uk)〉dt dx+ 1
Akk2
ˆ
Ω
|ρτs,hε(uk)|2 dx
≥ λ
ˆ
Ω
ˆ 1
0
|ρτs,hε(uk)|2
(1 + |ε(uk) + tτs,hε(uk)|2)µ2
dt dx+
1
Akk2
ˆ
Ω
|ρτs,hε(uk)|2 dx
(4.26)
≥ λ˜
ˆ
Ω
|ρτs,hε(uk)|2
(1 + |ε(uk)(x)|2 + |ε(uk)(x + hes)|2)µ2
dx+
1
Akk2
ˆ
Ω
|ρτs,hε(uk)|2 dx =: I′
after dimishing λ > 0 to λ˜ > 0 if necessary. Now let 1 < α < 2 to be fixed later. Then
Lemma 4.7 to ε(uk) yields
I ≥ I′ ≥ c(λ˜)
ˆ
Ω
ρ
|τs,hVα(ε(uk(x)))|2
(1 + |ε(uk)(x+ hes)|2 + |ε(uk)(x)|2) 2(1−α)+µ2
dx
+
1
Akk2
ˆ
Ω
|ρτs,hε(uk)|2 dx =: I′1 + I′2.
(4.27)
We now gather the estimates given so far and put
ωk,h,s(x) :=
1
(1 + |ε(uk(x))|2 + |ε(uk(x + hes))|2)µ+2(1−α)2
forL n-a.e.x ∈ B(x0, R).
(4.28)
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for brievity. We choose δ > 0 in (4.24) such that δ < 1. In consequence, we may absorb III
(δ)
1
into I′2 in the overall inequality. Hence, by (4.20), (4.27), (4.23), (4.24) and (4.25) we invoke
(4.12) to end up with
c(λ˜)
ˆ
Ω
|ρτs,hVα(ε(uk(x)))|2ωk,h,s(x) dx+ 1− δ
Akk2
ˆ
Ω
|ρτs,hε(uk)|2 dx
≤ C(β)Mhβ
+
C(δ, ρ,Ω)h2
k2
+ C
h1+γ
k
.
(4.29)
Since we may assume without loss of generality that |h| < 1 and by positivity of the sec-
ond term on the left hand side of the previous inequality, we find by dividing the previous
inequality by hβ
sup
k∈N
ˆ
Ω
∣∣∣∣τs,hVα(ε(uk(x)))
h
β
2
∣∣∣∣2 ωk,h,s(x) dx <∞.(4.30)
Step 3. Conclusion. We go back to (4.30) and deduce by Young’s inequality thatˆ
Ω
ρ
∣∣∣∣τs,hVα(ε(uk(x)))
h
β
2
∣∣∣∣ dx = ˆ
Ω
ρ
∣∣∣∣τs,hVα(ε(uk(x)))
h
β
2
∣∣∣∣ω 12k,h,s dx
ω
1
2
k,h,s
≤ 1
2
ˆ
Ω
ρ2
∣∣∣∣τs,hVα(ε(uk(x)))
h
β
2
∣∣∣∣2 ωk,h,s dx+ 12
ˆ
B(x0,R)
dx
ωk,h,s(x)
=: V +VI.
The term V is bounded by (4.30). As to VI, we recall that by (4.12), (uk) is uniformly
bounded in LD(Ω). In consequence, IV is uniformly bounded in k and h provided
µ+ 2(1− α) ≤ 1, that is, µ+ 1
2
≤ α.(4.31)
At this stage, let us recall that this appears subject to the condition 1 < α < 2 from
Lemma 4.7. Since µ > 1, the lower bound is satisfied in any case, but the upper bound
requires µ < 3 which is satisfied as well for the growth regime we are considering. Now,
summarising, we obtain
sup
k∈N
ˆ
Ω
ρ
∣∣∣∣τs,hVα(ε(uk(x)))
h
β
2
∣∣∣∣ dx <∞(4.32)
and hence, by arbitrariness of x0 and ρ, infer that (Vα(ε(uk))) is locally uniformly bounded in
B
β/2
1,∞. By Lemma 2.1, we obtain that for any 0 < δ <
n
n−β/2 , (Vα(ε(uk))) is locally uniformly
bounded in L
2n
2n−β−δ. Now we invoke Lemma 2.4, cf. (2.13), to deduce that for any relatively
compact Lipschitz set K ⋐ Ω there exists
sup
k∈N
ˆ
K
|ε(uk)|(2−α)
(
2n
2n−β−δ
)
dx = C(α, δ, β) <∞,(4.33)
and we now choose β, α and δ in a suitable way. First we note that
µ < 1 +
1
n
=⇒ µ+ 1 < 2 + 1
n
=⇒ µ+ 1
2
< 1 +
1
2n
(4.34)
and so we find and fix α such that
µ+ 1
2
< α < 1 +
1
2n
.(4.35)
From the previous inequality, we deduce
α < 1 +
1
2n
=⇒ 1− α > − 1
2n
=⇒ 2− α > 1− 1
2n
=
2n− 1
2n
=⇒ (2− α) 2n
2n− 1 > 1.
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Now we may send β ր 1 and δ ց 0 to deduce that there exists β < 1 and δ > 0 such that
p := (2− α)
( 2n
2n− β − δ
)
> 1(4.36)
as well. Then we infer from (4.33) that for every ball B ⋐ Ω there holds
sup
k∈N
ˆ
B
|ε(uk)|p dx <∞.
Then, by Poincare´’s inequality, we find rigid deformations dk ∈ R(B) such that the sequence
(uk − dk)|B is uniformly bounded in Lp(B;Rn). Since 1 < p < ∞, Korn’s inequality and
reflexivity of W1,p allow to extract a subsequence (uk(l)|K) which converges weakly to some
v ∈ W1,p(B;Rn). Since uk|B ∗⇀ u|B, we conclude that v = u|B and Esu must vanish on B.
The proof is complete. 
Let us now comment on some aspects of the proof.
1. Even though briefly mentioned in the proof, let us stress again that it is precisely
the term (4.21) where the proof mostly differs from the BV-case. If we worked
with µ-elliptic functionals (1.4) where ε is replaced by D and we thus are in the
BV-framework, the suitable adaptation of the approximation procedure outlined in
Section 4.1 (cf. [8, Sec. 5]) yields that the constructed sequence (uk) is uniformly
bounded in BV(Ω;Rn). Then, by the upper bound provided by the µ-ellipticity
(cf. (1.8)) the term from (4.21) would be controlled byˆ
Ω
Bk,h(ρDρ⊙ τs,huk, ρDρ⊙ τs,huk) dx ≤ h2
ˆ
Ω
|ρ∆s,huk|2
(1 + |ε(uk)|2) 12
dx,
and as in [8, Lem. 5.3], the last term can be controlled as (uk) then would be bounded
in W1,1(Ω;Rn). Hence it is at this stage, where the BD-case differs from the BV-case.
2. In bounding the term IV of the previous proof (cf. (4.25)), it is not necessary to work
with γ > 0; in fact, for the purposes of this proof, γ = 0 would do. In this case, we
could estimate ‖∆s,h(ρ2τs,huk)‖(W1,∞0 )∗ ≤ ‖ρ
2τs,huk‖L1 ≤ C‖uk‖L1 ≤ C by (4.12).
However, for the iteration to be sketched below, it is necessary to work with γ > 0 so
that we included the argument already in the above proof.
As we mentioned above, Theorem 1.2 implies that GM(F;u0) ⊂ W1,ploc(Ω;Rn) ∩ LD(Ω) and
so we may now use the additional integrability information to amplify the regularity of gen-
eralised minimisers. Here, as Vα has a regularising effect on ε(uk), we directly work on
ε(uk). Let 1 < µ < 1 +
1
n . Going back to (4.36) subject to (4.35), optimising p yields that
GM(F;u0) ⊂ LD(Ω) ∩W1,qloc(Ω;Rn) for all
1 ≤ q < (2 − µ) 2n
2n− 1 .(4.37)
Exemplarily, we show how for a certain range of ellipticities we can even obtain (almost)
second derivative estimates.
Corollary 4.8. Suppose that f ∈ C2(Rn×nsym ) is a µ-elliptic integrand of linear growth with 1 <
µ < 4n4n−1 . Then for all generalised minimisers u ∈ GM(F;u0) we have u ∈ W2,Qloc (Ω;Rnsym)
for some Q = Q(µ) > 1.
Proof. Let us firstly note that the condition on µ implies
µ <
4n
4n− 1 =⇒ µ
(
1 +
2n
2n− 1
)
<
4n
2n− 1 =⇒ µ < (2− µ)
2n
2n− 1 ,(4.38)
and so we deduce that u ∈ LD(Ω) ∩W1,µloc (Ω;Rn) by the above argument. Denote (uk) the
Ekeland approximation sequence as above. We now go back to the proof of Theorem 1.2,
step 1, let x0 ∈ Ω be arbitrary and choose 0 < r < R < dist(∂Ω;B(x0, R) together with a
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localisation function ρ ∈ C2c(B(x0, R); [0, 1]). We then put, for s ∈ {1, ..., n} and |h| sufficiently
small, ϕ := −∆−s,h(ρ2∆s,hu˜k). Then we insert ϕ into (4.19), write
ε(ϕ) = −∆−s,h(ρ2∆s,hε(uk))−∆−s,h(2ρDρ⊙∆s,hu˜k)
and thereby end up with
J1 :=
∣∣∣∣ˆ
Ω
〈∆s,hf ′k(ε(uk)), ρ2∆s,hε(uk)〉dx
∣∣∣∣ ≤ ∣∣∣∣ˆ
Ω
〈f ′k(ε(uk)),∆−s,h(2ρDρ⊙∆s,hu˜k)〉dx
∣∣∣∣
+
1
k
‖ρ2∆s,hu˜k‖L1(Ω;Rn) =: J2 + J3.
(4.39)
Similarly as in the proof of Theorem 1.2, we find that for some c > 0
c
ˆ
Ω
|ρ∆s,hε(uk)|2
(1 + |ε(uk)(x+ hes)|2 + |ε(uk)|2)µ2
dx+
1
k2Ak
ˆ
Ω
|ρ∆s,hε(uk)|2 dx ≤ J1.(4.40)
Now, as to J2, we split and estimate by Lipschitz continuity of f in the first inequality and
gk := fk − f ,
J2 ≤ C
ˆ
Ω
|∆−s,h(ρDρ⊙∆s,hu˜k)| dx+
∣∣∣∣ˆ
Ω
〈∆s,hg′k(ε(uk)), 2ρDρ⊙∆s,hu˜k〉dx
∣∣∣∣ =: J(1)2 + J(2)2 .
Ad J
(1)
2 . Let 1 < q˜ < 2 to be fixed later. We find by estimating difference quotients against
differentials and Young’s inequality
J
(1)
2 ≤ C
ˆ
Ω
|∂s(Dρ⊙ ρ∆s,hu˜k)| dx
≤ C(ρ) + C(ρ)
ˆ
Ω
|∂s(ρ∆s,hu˜k)| dx
≤ C(ρ) + C(ρ)L n(Ω)q˜′ + C(ρ)
ˆ
Ω
|∂s(ρ∆s,hu˜k)|q˜ dx
≤ C(ρ) + C(ρ)L n(Ω)q˜′ + C(ρ, q˜)
ˆ
Ω
|ε(ρ∆s,hu˜k)|q˜ dx (by Korn)
≤ C(ρ,Ω, n˜) + C(ρ, q˜)
ˆ
B(x0,R)
|∆s,hu˜k|q˜ dx+ C(ρ, q˜)
ˆ
Ω
|ρ∆s,hε(uk)|q˜ dx
=:K1 +K2 +K3.
(4.41)
If we choose q˜ sufficiently close to 1, then we are in position to utilise the fact that uk ∈W1,qloc
uniformly in k with q provided by (4.37) and hence can assume without loss of generality
that K1 and K2 are uniformly bounded with respect to k. At this stage we fix q˜ as follows.
Because of q˜2−q˜ ց 1 as q˜ ց 1 and (4.38), we find q˜ > 1 such that for some q
µ ≤ µ q˜
2− q˜ < q < (2 − µ)
2n
2n− 1 .(4.42)
Then, by (4.37), we have local uniform boundedness of (ε(vk)) in L
q and thus in Lµ(2−q˜)/q˜.
Since 2/(2− q˜) is the Ho¨lder conjugate of 2q˜ , we then find by Young’s inequality for δ > 0
K3 ≤ δC(ρ, q˜)
ˆ
Ω
|ρ∆s,hε(uk)|2
(1 + |ε(uk(x + hes)|2 + |ε(uk)|2)µ2
dx
+ C(δ, ρ, q˜)
ˆ
B(x0,R)
(1 + |ε(uk(x+ hes)|2 + |ε(uk)|2)
µ
2
q˜
2
2
2−q˜ dx.
(4.43)
Now observe that by (4.42) and the remark afterwards, the ultimate term can be bounded
independently of k. Then we choose 0 < δ < c, where c > 0 now is the constant on the left
hand side of (4.40) and absorb it into the left hand side of (4.40).
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Ad J
(2)
2 . By definition of gk, we consequently obtain by Young’s inequality
J
(2)
2 ≤
1
k2Ak
ˆ
Ω
|〈∆s,hε(uk), 2ρ∆ρ⊙∆s,hu˜k〉| dx
≤ 1
2k2Ak
ˆ
Ω
|ρ∆s,hε(uk)|2 dx+ 2C(ρ)
k2Ak
ˆ
B(x0,R)
|∆s,hu˜k|2 dx.
We then absorb the first term on the very right hand side into the left hand side of (4.40).
Moreover, by Korn’s inequality, we see similarly as in the proof of Theorem 1.2 that the second
term on the right hand side of the previous inequality is bounded uniformly in k. Finally, for
J3 we recall the fact that because (uk) is locally uniformly bounded in W
1,q with q > 1, it
is locally uniformly bounded in W1,1. This yields uniform boundedness of J3. Summarising
the estimates obtained so far, we come up with
sup
k∈N
ˆ
Ω
|ρ∆s,hε(uk)|2
(1 + |ε(uk)(x + hes)|2 + |ε(uk)|2)µ2
dx <∞.(4.44)
Eventually, repeating the argument that lead to (4.43), we easily find that for some Q > 1
there holds supk∈N ‖∆s,hε(uk)‖LQ(B(x0,r);Rn×n) < ∞. From here and the arbitrariness of x0
and r we deduce by standard means that ∂sε(u) ∈ LQloc(Ω;Rn×n). Then Korn’s inequality
yields that ∂su ∈ W1,Qloc (Ω;Rn) and so, by arbitrariness of s ∈ {1, ..., n}, u ∈ W2,Qloc (Ω;Rn).
The proof is complete. 
A standard application of the measure density lemma [30, Prop. 2.7] then yields the fol-
lowing bound on the set of non-Lebesgue points of ε(u) as will be needed in a forthcoming
study [32]:
Corollary 4.9. Let 1 < µ < 4n4n−1 and let f ∈ C2(Rn×nsym ) be a µ-elliptic integrand of linear
growth. Then for any u ∈ GM(F;u0) there holds dimH(Σu) < n− 1, where
Σu :=
{
x0 ∈ Ω: lim sup
rց0
 
B(x0,r)
|ε(u)− z| dL n > 0 for all z ∈ Rn×nsym
}
.(4.45)
4.4. Proof of Theorem 1.2 and convex duality for the extended range of µ. We now
extend the range of µ as provided by Theorem 1.2. Toward this aim, we employ the dual
solution in the sense of convex duality and utilise its W1,2loc-regularity in conjunction subject
a local BMO-hypothesis to be discussed below. However, note that by our method of proof
and as opposed to Theorem 1.2, we get a result only for one particular generalised minimiser,
cf. Remark 4.11.
Precisely, for a given µ-elliptic integrand of linear growth f : Rn×nsym → R, we now consider
the auxiliary variational principle
to minimise Fj(v) := F[v] +
1
2j
ˆ
Ω
|ε(v)|2 dx over Du0 := u0 +W1,20 (Ω;Rn).(4.46)
Here we assume u0 ∈ W1,2(Ω;Rn) for simplicity. The general case u0 ∈ LD(Ω) can be
accomplished by smooth approximation and thereby can be tackled by another approximation
layer which we skip here. By Korn’s inequality, (4.46) has a unique minimiser vj ∈ Du0
for each j ∈ N, and in fact, (vj) converges to one generalised minimiser, and we will give
estimates on the single vj ’s that eventually inherit to this particular generalised minimiser.
This approach has been pursued by Seregin [47, 48, 49, 50] in a class of related problems and
adapted by Bildhauer et al. [9, 10, 12] to the BV-setting. We now collect some properties
of the above viscosity approximation which essentially follow from Seregin’s aformentioned
works; for more detail, the reader is also referred to [31, Chpt. 5.4.3].
For the time being, it suffices to focus on the following
Lemma 4.10. Denote (vj) ⊂W1,2(Ω;Rn) the sequence of viscosity approximations obtained
in (4.46). Then the following holds:
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(a) (vj) is uniformly bounded in LD(Ω).
(b) (vj) ⊂W2,2loc(Ω;Rn).
(c) There exists a non-relabelled subsequence such that Fj[vj ]→ infBD(Ω) Fu0 as j →∞.
(d) Put τj := f
′(ε(vj)) and σj := f
′
j(ε(vj)). Then the sequence (τj) is uniformly bounded
in L∞(Ω;Rn×n) and (σj) is uniformly bounded in W
1,2
loc(Ω;R
n×n).
(e) There exists σ ∈ (L∞div ∩W1,2loc)(Ω;Rn) such that, for a suitable, non-relabelled subse-
quence we have σj ⇀ σ weakly in L
2(Ω;Rn×n) as j → ∞. This map σ is a solution
to the dual problem as introduced in Section 2.3.
Moreover, there holds
inf
u0+LD0(Ω)
F[w] = sup
χ∈L∞div(Ω;R
n×n)
R[χ],(4.47)
where L∞div(Ω;R
n×n) denotes the linear space of all v ∈ L∞(Ω;Rn×n) which are solenoidal in
the sense of distributions.
The previous lemma does not require the following condition, which however plays in a
key role in the proof of Theorem 1.3 as employed below. Precisely, we shall require that the
viscosity approximation sequence from above satisfies for each relatively compact Lipschitz
subset K ⊂ Ω with dist(K; ∂Ω) > 0
sup
j∈N
sup
x∈K
M#K(vj)(x) <∞.(LBMO)
We now combine the results of Lemma 4.10 and the improved embedding from BD∩BMO
from Theorem 3.1 to deduce the Sobolev regularity assertion of Theorem 1.3.
Proof of Theorem 1.2. Let (vj) ⊂ u0 + W1,20 (Ω;Rn) be the sequence of viscosity approx-
imations defined after (4.46). Let x0 ∈ Ω and r > 0 such that B(x0, 2r) ⋐ Ω. For
h ∈ R with |h| < dist(x0, ∂Ω) − 2r we pick a cut–off function ρ ∈ C1c(B(x0, r); [0, 1])
with 1B(x0,r) ≤ ρ ≤ 1B(x0,2r) and put ϕj := τ−s,h(ρ2τs,hvj). By assumption, we have
ϕj ∈W1,20 (Ω;Rn) and thus ϕj is admissible in the weak Euler–Lagrange equationˆ
Ω
〈f ′j(ε(vj)), ε(ϕ)〉dx = 0 for all ϕ ∈W1,20 (Ω;Rn)(4.48)
which follows directly from minimality of vj for Fj. In consequence, we obtain for each j ∈ Nˆ
Ω
〈f ′j(ε(vj)), ε(τ−s,h(ρ2τs,hvj))〉dx = 0.(4.49)
Since ε and τ−s,h commute, we find by discrete integration by parts that
I :=
ˆ
Ω
〈τs,h(f ′j(ε(vj))), ρ2τs,hε(vj)〉dx = −
ˆ
Ω
〈τs,h(f ′j(ε(vj))), 2ρDρ⊙ τs,hvj〉dx =: II.
Using the µ–ellipticity condition, we will now suitably estimate I from below. It is clear that
I2 ≥ 0. Since f is assumed to be µ–elliptic, we find similar to the estimation that lead to
(4.27)
I ≥ I1 ≥ c
ˆ
Ω
ρ2
|τs,hε(vj(x))|2
(1 + |ε(vj)|2 + |ε(vj(x+ hes))|2)µ2
dx(4.50)
for all j ∈ N, where c > 0 is an absolute constant. We now pause to estimate II conveniently
and so make use of the uniform BMO–hypothesis (LBMO) and the regularity of the dual
solution as stated in Lemma 4.10. To be more precise, recalling the notation σj := f
′
j(ε(vj))
for j ∈ N, Lemma 4.10(c) asserts that for any relatively compact Lipschitz subset K of Ω we
have supj∈N ‖σj‖W˙1,2(K;Rn×n) < ∞. On the other hand, the local uniform BMO–hypothesis
26 F. GMEINEDER AND J. KRISTENSEN
in conjunction with the interpolation result of Theorem 3.1 applied to p = 2 yields that for
ε > 0 sufficiently small there holds
sup
j∈N
‖vj‖
W˙
1
2
−ε,2
(K;Rn)
<∞.(4.51)
Deferring the precise value of ε > 0 to the end of the proof, we now estimate II for |h| <
dist(x0, ∂Ω)− 2r by
|II| ≤ C(ρ)
ˆ
B(x0,2r)
|τs,h(f ′j(ε(vj)))| |τs,hvj | dx
≤ C(ρ)h1+ 12−ε
ˆ
B(x0,2r)
|∆s,h(f ′j(ε(vj)))|
∣∣∣∣τs,hvjh 12−ε
∣∣∣∣ dx
≤ C(ρ)h 32−ε
(ˆ
B(x0,2r)
|∆s,hσj |2 dx
) 1
2
(ˆ
B(x0,2r)
∣∣∣∣τs,hvjh 12−ε
∣∣∣∣2 dx
) 1
2
(by Ho¨lder)
≤ C(ρ)h 32−ε‖σj‖W˙1,2(B(x0,2r);Rn×nsym )‖vj‖W˙ 12−ε,2(B(x0,2r);Rn)
≤ C(ρ)h 32−ε,
and here C(ρ) > 0 does not depend on j ∈ N. Gathering estimates and recalling the short-
hand (4.28) (with the obvious modifications) for some 1 < α < 2 to be fixed later, we find
that ˆ
B(x0,2r)
∣∣∣∣τs,hVα(ε(vj))h 34− ε2
∣∣∣∣2 ωj,h,s(x) dx ≤ C(ρ).(4.52)
By Lemma 4.10, (vj) is uniformly bounded in LD(Ω). Therefore, it is easily seen that
supj∈N ‖ω−1j,h,s‖L1(B(x0,2r)) <∞ provided (recall that 1 < α < 2 is assumed throughout)
µ+ 2(1− α) ≤ 1, that is, µ+ 1
2
≤ α(< 2).(4.53)
Henceforth, assuming condition (4.53) to be in action in all of what follows, we obtain by
Young’s inequality
ˆ
B(x0,2r)
∣∣∣∣τs,hVα(ε(vj))h 34− ε2
∣∣∣∣dx ≤ ˆ
B(x0,2r)
∣∣∣∣τs,hVα(ε(vj))h 34− ε2
∣∣∣∣2 ωj,h,s(x) dx+ ˆ
B(x0,2r)
dx
ωj,h,s(x)
≤ C(ρ) (by (4.52) and (4.53)),
where C(ρ) > 0 again does not depend on j ∈ N. From here we conclude that the sequence
(Vα(ε(vj))|B(x0,r)) is uniformly bounded in B˙
3
4−
ε
2
1,∞ (B(x0, r);R
n×n
sym ). At this point, we recall
from Lemma 2.1 that for all δ > 0 sufficiently small there holds
B˙
3
4−
ε
2
1,∞ (B(x0, 2r)) →֒ Lq(B(x0, r)) for all q ≤
n
n− ( 34 − ε2) − δ = 4n4n− 3 + 2ε − δ.
We may therefore deduce that for ε > 0 and δ > 0 sufficiently small, we have
sup
j∈N
ˆ
B(x0,r)
|Vα(ε(vj))| 4n4n−3+2ε−δ dx <∞.
By Lemma 2.4, the previous estimate implies
sup
j∈N
ˆ
B(x0,r)
|ε(vj)|qα,n,ε,δ dx := sup
j∈N
ˆ
B(x0,r)
|ε(vj)|(2−α)( 4n4n−3+2ε−δ) dx <∞,(4.54)
with an obvious definition of the exponent qα,n,ε,δ > 0. In conclusion, if qα,n,ε,δ > 1, then
Korn’s inequality yields uniform boundedness of (ε(vj)|B(x0,r)) in Lqα,n,ε,δ (B(x0, r);Rn×nsym )
and hence, by arbitrariness of x0 ∈ Ω and r > 0, the claim follows.
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To establish qα,n,ε,δ > 1, let us note that the latter is equivalent to
α <
4n+ 3− 2ε− 2δ(4n− 3 + 2ε)
4n− δ(4n− 3 + 2ε) .
Sending ε, δ ց 0, we find that qα,n,ε,δ > 1 can be achieved for sufficiently small ε, δ > 0 if
and only if
α < 1 +
3
4n
.(4.55)
On the other hand, recalling (4.53), we must therefore have
µ+ 1
2
≤ α < 1 + 3
4n
,(4.56)
an equation which is solvable for 1 < α < 2 if and only if (µ + 1)/2 < 1 + 34n . The latter
inequality is solvable for µ > 1 if and only if
µ < 1 +
3
2n
,(4.57)
which is exactly the exponent claimed in the theorem, and so we may argue as in the proof
of Theorem 1.2 to conclude. The proof is complete. 
Remark 4.11. Theorem 1.3 establishes the higher Sobolev regularity for one generalised
minimiser only. The reason why an Ekeland-type strategy as pursue in Section 4.1 is unclear to
us to work in this extended range of µ is Lemma 4.10. In this case, the Ekeland approximation
sequence must uniformly satisfy the local BMO-bound and so, following [8, Sec. 5.1], we need
to stabilise not with the quadratic Dirichlet integral but an n-th order Dirichlet integral (as
W1,n →֒ BMO). However, then it is unclear to us to employ the required W1,2loc-bounds on
the respective terms which should converge to the dual solution. This, however, we intend to
treat in a future publication.
Let us further remark that it does not seem obvious how to use possibly good (e.g., radial)
structure of the integrands to deduce even higher regularity such as on the Ck,α-scale. This
essentially stems from the fact that the symmetric gradients seem to destroy such good struc-
ture, and basically rules out the possiblity of employing De Giorgi- or Moser-type strategies.
In analogy with Corollary 4.8, we can extract some more information from the above proof.
The exponent qα,n,ε,δ > 1 as given in (4.54) is optimised for the smallest admissible value of
α. This, in turn is given by (µ + 1)/2 by (4.56) subject to the condition µ < 1 + 32n from
(4.57).
Now, sending αց (µ+1)/2 for the admissible range of µ yields by (4.54) that for all γ > 0
and κ > 0 suitably small we have
ε(u) ∈ L(2−
µ+1
2 −γ)(
4n
4n−3−κ)
loc (Ω;R
n×n
sym ).(4.58)
We consider now the condition (with Γ := κ(4n− 3))
µ
!≤ (2− µ+ 1
2
− γ)( 4n
4n− 3 − κ)⇔ (8n− 6)µ ≤ (3 − µ− 2γ)(4n− Γ)
⇔ 8nµ− 6µ+ 4nµ ≤ 12n− 8γn− Γ(3 − µ− 2γ)
⇔ µ(12n− 6) ≤ 12n− 8γn− Γ(3− µ− 2γ)
⇔ µ ≤ 2n
2n− 1 −
8γn+ Γ(3− µ− 2γ)
12n− 6 .
(4.59)
Sending γ, κց 0 which in turn implies Γց 0, we obtain that ε(u) ∈ Lµloc(Ω;Rn×nsym ) provided
µ < 2n2n−1 . Let us carefully note that this is more restrictive than the bound provided by
(4.57): In fact,
2n
2n− 1 <
2n+ 3
2n
⇔ 4n2 < 4n2 − 2n+ 6n− 3⇔ 3
4
< n
n∈N⇔ n ≥ 1.
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Corollary 4.12. Let Ω ⊂ Rn be a bounded Lipschitz subset and let f ∈ C2(Rn×n) be a
µ-elliptic variational integrand of linear growth with 1 < µ < 2n2n−1 and suppose that the
sequence of viscosity approximations (vj) satisfies (LBMO). Then the following holds for the
weak*-limit u ∈ GM(F;u0):
(a) There exists Q = Q(µ) > 1 such that u ∈ LD(Ω) ∩W2,Qloc (Ω;Rn).
(b) There holds dimH(Σu) < n− 1, where Σu is defined as in (4.45).
Since the verification of this corollary is along the lines of the proof of Corollary 4.9, we
only point out the requisite key points in a
Sketch of Proof. We now switch to the situation of the proof of Corollary 4.9, where the overall
main point is the derivation of inequality (4.44). We test (4.49) by ϕ := −∆−s,h(ρ2∆s,hvj).
The proof then evolves along the same lines, and it is only crucial to estimate the terms
corresponding to J2 as in (4.39); note that the term J3 now does not arise. The term J
(2)
2 is
handled analogously, now using that 1j
´
Ω |ε(vj)|2 < C uniformly in j, cf. Lemma 4.10(c). To
deal with the equivalent of J
(1)
2 , the critical part is the estimation (4.43). Here the exponent
appearing inside the second integral on the right hand side must be estimated by virtue of
the uniform local higher integrability. This, in turn, is ensured by 1 < µ < 2n2n−1 , cf. (4.59).
We can then conclude as before to arrive at the result. 
Finally, note that because of Corollary 3.9, the strategy pursued in this section offers a
difference quotient alternative to [9] subject to the respective ellipticity regime; however, note
that here much stronger results apply,cf. [9, 12] for more information.
4.5. Uniqueness of Generalised Minimisers. A consequence of Theorem 1.2 is the fol-
lowing result on the uniqueness of generalised minimisers. Similarly to functionals of linear
growth depending on the gradient (see [8, Sec. 5]), uniqueness of generalised minimisers can
only be obtained modulo rigid deformations, that is, elements of the nullspace of ε:
Theorem 4.13 (Uniqueness). Let f : Rn×nsym → R be a µ–elliptic integrand of linear growth
with 1 < µ < n+1n . Suppose that Ω is an open, bounded and connected Lipschitz subset of R
n.
Then any two generalised minimisers u, v ∈ GM(F;u0) differ by a rigid deformation, that is,
there exists R ∈ R(Ω) such that u = v +R holds L n–a.e. in Ω.
Proof. Let u, v ∈ GM(F;u0) be two generalised minimisers with respect to a prescribed
Dirichlet class Du0 := u0 + LD0(Ω). Since f is µ–elliptic with 1 < µ ≤ 1 + 1n ), both u and v
belong to LD(Ω) by Theorem 1.2. We will show ε(u) = ε(v), and this will imply the claim:
Indeed, since ε(w) = 0 is equivalent to w ∈ R(Ω) provided Ω is connected, we deduce that
there exists R ∈ R(Ω) such that u = v + R. To prove the claim, suppose that ε(u) 6= ε(v)
on a measurable set U with L n(U) > 0. Then we obtain, using that f is strictly convex and
both Esu and Esv vanish identically in Ω,
F
[
1
2 (u+ v)
]
<
1
2
(F[u] + F[v]) = minF[BD(Ω)],
an obvious contradiction. The proof is complete. 
Building on the results of the previous sections, particularly to the proof of the higher
Sobolev regularity of generalised minimisers, we now briefly comment on the uniqueness issues
addressed in the introduction. In general, the failure of uniqueness of minima of variational
integrals (1.4) is mostly due to two reasons (compare [8]): Going back to the relaxed functional
F given by (1.6), positive homogeneity of f∞ implies that f∞ is not strictly convex even if f is.
Thus a possible reason for non–uniqueness is the presence of the singular part of minimisers
which genuinely only effects the recession parts of F. The second reason for non–uniqueness
is a possible non–attainment of the correct boundary values which is partly addressed in
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Proposition 4.14. Let Ω be a convex Lipschitz subset of Rn. Suppose that generalised
minima of the variational integral F given by (1.4) are unique modulo rigid deformations. If
one generalised minimiser u attains the correct boundary values in the sense that Tr(u−u0) =
0 Hn−1–a.e. on ∂Ω, then GM(F;u0) = {u}.
Proof. Let R ∈ R(Ω) \ {0} be an arbitrary non–zero rigid deformation and denote R its
continuous extension to Ω. Then we have
F[u+R] = F[u] +
ˆ
∂Ω
f∞
(−R⊙ ν∂Ω) dHn−1(4.60)
because Tr(u − u0) = 0 Hn−1–a.e. on ∂Ω. Since the mapping T : ∂Ω → Rn×nsym given by
T (x) := −R ⊙ ν∂Ω for x ∈ ∂Ω is continuous and f∞ : Rn×nsym → R≥0 is continuous too, it
suffices to show that there exists z ∈ ∂Ω such that |R(z)⊙ ν∂Ω(z)| > 0. Indeed, in this case
we conclude by homogeneity of f∞ and positivity of f that the boundary integral on the
right side of (4.60) is strictly positive so that u + R is not a minimiser of F over BD(Ω).
The proof is the concluded by Proposition 5.4 which provides the required characterisation
of generalised minima in terms of F. For simplicity, we shall argue for the unit ball Ω = B
and only sketch the respective generalisation to arbitrary open Lipschitz domains Ω below.
Write R(z) = Az + b. If |R(z)⊙ ν∂B(z)| = 0 for all z ∈ ∂B, then Az ⊙ ν∂B(z) = −b⊙ ν∂B(z)
for all z ∈ ∂B. Since ν∂B(z) = z for any z ∈ ∂B, this particularly implies Aek ⊙ ek = −b⊙ ek
for all k = 1, ..., n. These identities imply
Aek ⊙ ek =

0 . . . a1k 0 . . .
0 . . .
... 0 . . .
a1k . . . akk . . . ank
0 . . .
... 0 . . .
0 . . . ank 0 . . .
 = −

0 . . . b1 0 . . .
0 . . .
... 0 . . .
b1 . . . bk . . . bn
0 . . .
... 0 . . .
0 . . . bn 0 . . .
 = −b⊙ ek.
and hence ajk = −bj for all j, k = 1, ..., n. In consequence, ajj = −bj for all j = 1, ..., n, but
by scew–symmetry of A, ajj = 0 and thus bj = 0 for all j = 1, ..., n. This further implies
ajk = 0 for all j, k = 1, ..., n and thus R ≡ 0. If Ω is not a ball, then one may argue similarly,
now using the fact that for any open, bounded and convex Lipschitz subset Ω of Rn there exist
linearly independent z1, ..., zn ∈ ∂Ω such that ν∂Ω(z1), ..., ν∂Ω(zn) are linearly independent
too. The details are left to the interested reader. 
The previous lemma is an adaptation of [8, Lem. 5.5] to the symmetric gradient situation.
Finally, the second possible source of non-uniqueness is given by the boundary behaviour of
generalised minima. This is in the spirit of Santi’s example [54] which has been revisited
and adapted to the vectorial case by Beck & Schmidt (cf. [8, Thm. 1.17]). As such, we
believe that is possible by a similar adapation as has been given in Proposition 4.14 above to
generalise [8, Thm. 1.16] to the symmetric gradient situation. More precisely, we conjecture
that if f : Rn×nsym → R is a convex integrand with (1.2) such that for every η ∈ Rn \ {0},
fη : ξ 7→ f∞(η ⊙ ξ) is a strictly convex norm3 and if generalised minima are unique modulo
rigid deformations, then the set of all of generalised minima can be written as
GM(F;u0) =
{
u+ λR : − 1 ≤ λ ≤ 1}
for some fixed u ∈ GM(F;u0) and R ∈ R(Ω). However, the verification of this is beyond the
scope of this paper and shall be addressed in a future work.
3in the sense that if fη(ξ1) = fη(ξ2) = fη(λξ1 + (1− λ)ξ2) for ξ1, ξ2 ∈ Rn and 0 < λ < 1, then ξ1 = ξ2.
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5. Appendix
5.1. Extensions of Theorems 1.2 and 1.3 to nonautonomous problems. Let us now
briefly comment on the situation where f has additional x-dependence. If f ∈ C2(Ω×Rn×nsym )
is an integrand that satisfies essentially the assumptions of [9, Ass. 4.22], that is, f satisfies
(1.2) uniformly in x together with
supx∈Ω supξ∈Rn×nsym max{|Dξf(x, ξ)|, |D2xDξf(x, ξ)|, |DxDξf(x, ξ)|} <∞,
λ |ξ|
2
(1+|z|2)µ/2
≤ 〈D2ξf(z)ξ, ξ〉 ≤ Λ |ξ|
2
(1+|z|2)1/2
,
|〈DxD2ξf(x, ξ)η, η′〉| ≤ C(|〈D2ξf(x, ξ)η, η′〉|+ |η| |η′|/(1 + |ξ|2))
(5.1)
for all x ∈ Ω, η, η′, ξ, z ∈ Rn×nsym , then the results of this paper carry over in a straightforward
manner to the situation of interest; in fact, as we work with finite differences, these assump-
tions can even be weakened, but this is left to the interested reader; also see the discussion in
[8, App. C]. If the smoothness of the x-dependence is diminished, a merger of the arguments
outlined in this work with the foundational work of Mingione (cp. [41, 42, 37]) leads to the
correspondingly modified theorems.
5.2. Proofs of auxiliary results. In this section, we provide the proofs of minor auxiliary
results used in the main body of the paper. We begin with the
Proof of Proposition 2.2. Let u ∈ C∞c (Rn;Rn) and fix s < t < 1. By the Smith representa-
tion formula (2.3), Φ: C∞c (R
n;Rn×nsym ) ∋ ε(u) 7→ u ∈ C∞c (Rn;Rn) is a Riesz potential operator
of order one acting by convolution. Hence, a routine estimation yields for x, y ∈ Rn, x 6= y
and 0 < t < 1
|u(x)− u(y)| = |Φ(ε(u))(x) − Φ(ε(u))(y)|
≤ C|x− y|t
ˆ
Rn
|ε(u)(z)|
(
1
|z − x|n−1+t +
1
|y − z|n−1+t
)
dz.
(5.2)
Fixing a ball B = B(z, r) ⊂ Rn, dividing (5.2) by |x− y|n+s and integrating with respect to
x, y ∈ B consequently yields by symmetry for a suitable cut-off function η ∈ C∞c (Rn; [0, 1])
¨
B×B
|u(x)− u(y)|
|x− y|n+s d(x, y) ≤ C
¨
B×B
ˆ
Rn
|ε(u)(z)|
|z − x|n−1+s dz︸ ︷︷ ︸
:=F (x)
d(x, y)
|x− y|n+s−t
≤ C
ˆ
B′
(ˆ
Rn
η(x)F (x)
|x− y|n+s−t dx
)
dy,
where B′ = B(x,R) for some suitable 0 < r < R < ∞. Now we use Young’s convolution
inequality twice and employ the fact that x 7→ |x|−n−s+t and x 7→ |x|−n+1−s are integrable
over any ball B(x,R) as long as R <∞ to conclude. The rest follows by standard localisation
and approximation arguments which we omit here. 
Proof of Lemma 2.4. By [1, Lemma 2.2], for every − 12 < γ < 0 and µ ≥ 0 there exists a
constant c = c(M) > 0 such that for all ξ, η ∈ RM there holds
(2γ + 1)|ξ − η| ≤ |(µ
2 + |ξ|2)γξ − (µ2 + |η|2)γη|
(µ2 + |ξ|2 + |η|2)γ ≤
c(M)
2γ + 1
|ξ − η|.
Applying this with µ = 1 and γ = (1 − α)/2 yields the claim as − 12 < γ < 0 if and only if
1 < α < 2.
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Now let ξ ∈ RM with |ξ| ≥ 1 and let 1 < α < 2. Then (1 − α)/2 < 0. Hence, since
t 7→ t(1−α)/2 is monotonically decreasing on R>0,
|ξ| > 1⇒ |ξ|2 > 1⇒ 2|ξ|2 > 1 + |ξ|2 ⇒ 2 1−α2 |ξ|1−α ≤ (1 + |ξ|2) 1−α2
⇒ |ξ|2−α ≤ 2α−12 |Vα(ξ)|
1<α<2≤
√
2|Vα(ξ)|.
Since 1 < α < 2 and |ξ| ≥ 1, we have |ξ|2−α ≤ |ξ| and thus min{|ξ|, |ξ|2−α} ≤ √2|Vα(ξ)| in
this case. Now, if |ξ| < 1, then
2
1−α
2 ≤ (1 + |ξ|2) 1−α2 ⇒ 2 1−α2 |ξ| ≤ |Vα(ξ)| ⇒ |ξ| ≤
√
2|Vα(ξ)|,
and hence we see because of |ξ| ≤ |ξ|2−α in this regime that min{|ξ|, |ξ|2−α} ≤ √2|Vα(ξ)|
holds, too. Hence min{|ξ|, |ξ|2−α} ≤ √2|Vα(ξ)| for all ξ ∈ RM . Lastly if the measurable
function u : Ω→ RM is such that Vα(u) ∈ Lp(Ω;Rm), then we haveˆ
Ω
|u|(2−α)p dx =
ˆ
Ω∩{|u|≤1}
|u|(2−α)p dx+
ˆ
Ω∩{|u|>1}
|u|(2−α)p dx
≤ L n(Ω) + c(p)
ˆ
Ω
|Vα(u)|p dx
The proof is complete. 
We now proceed to the
Proof of Lemma 3.4. Fix x0 ∈ Rn and let Q˜ be an arbitrary cube with x ∈ Q˜ and L n(Q) =
tn. It is easy to see that there exists K = K(n) > 0 such that the cube Q = Q(x0,Kt) (which
has center x0) contains Q˜. We then obtain
1
tα
 
Q˜
|u− (u)Q˜| dy =
1
|Q˜|1+αn
ˆ
Q˜
|u− (u)Q˜| dx ≤
Kn+α
|Q|1+αn
ˆ
Q
|u− (u)Q˜| dx
Jensen≤ K
n+α
|Q|1+αn
ˆ
Q
 
Q˜
|u(x)− u(y)| dy dx
≤ K
n+α
|Q|1+αn
Kn
|Q|
ˆ
Q
ˆ
Q˜
|u(x)− u(y)| dy dx
≤ K
2n+α
|Q|1+αn
 
Q
ˆ
Q
|u(x)− u(y)| dy dx
≤ K
2n+α
|Q|1+αn
 
Q
ˆ
Q
|u(x)− (u)Q + (u)Q − u(y)| dy dx
≤ 2K
2n+α
|Q|1+αn
ˆ
Q
|u(x)− (u)Q| dx ≤ 2K2n+α(M#α u)(x0).
We may therefore put C(n, α) := 2K2n+α. The proof is complete. 
5.3. Caldero´n spaces. Other than the frequently function spaces BV, BV or Bsp,q, the
Caldero´n spaces only appear at a single point in the main text and so their definition is given
in this part of the appendix. Let α > 0 and, for a given map u ∈ L1loc(Rn;RN ) define its
fractional sharp maximal operatorM#α u by (3.6).
Definition 5.1 (Caldero´n Spaces on Rn, [19, Chpt. 6]). Let 1 ≤ p ≤ ∞ and α > 0. The
Caldero´n space C α,p(Rn;Rm) is defined by
C
α,p(Rn;Rm) := {v ∈ Lp(Rn;Rm) : M#α v ∈ Lp(Rn)},
and its elements are normed by ‖u‖C s,p := ‖u‖Lp(Rn;Rm) + ‖M#α u‖Lp(Rn).
We finally link the Besov spaces to the Caldero´n spaces:
32 F. GMEINEDER AND J. KRISTENSEN
Lemma 5.2 ([19], Theorems 7.1 and 7.5). Let α > 0. Then for any 1 ≤ p <∞ there holds
Bαp,p(R
n) →֒ C α,p(Rn) →֒ Bαp,∞(Rn).
As an important consequence of the preceding lemma, we record the embeddings
Wα,p(Rn) →֒ C α,p(Rn) →֒ Bα,p∞ (Rn), 1 < p <∞, α > 0.(5.3)
5.4. Relaxation. As mentioned in the introduction, we now give justification for some results
used in the main part of the paper. The primary aim of this section is to explain formula (1.6)
and the existence of generalised minima. We thus recap the requisite foundational theory of
functions of measures as exposed, e.g., in [20, 4].
5.4.1. Convex Functions of Measures. Given m ∈ N, let f : Rm → R≥0R be a convex function
of linear growth, i.e., f satisfies (1.2) with the obvious modifications. In this situation, it can
be shown that f∞ defined by (1.5) is well–defined, convex and positively 1–homogeneous.
Let µ be an Rm–valued Radon measure of finite total variation on an open and bounded set
Ω ⊂ Rn. We denote
µ = µa + µs =
dµ
dL n
L
n +
dµ
d|µs| |µ
s|
its Radon–Nikody´m decomposition into its absolutely continuous and singular parts µa, µs
with respect to Lebesgue measure, where |µs| denotes the total variation measure of µs. We
then define a new Radon measure f [µ] by
f [µ](A) :=
ˆ
A
f
(
dµ
dL n
)
dL n +
ˆ
A
f∞
(
dµ
d|µs|
)
d|µs|, A ∈ B(Ω),(5.4)
where B(Ω) denotes the Borel–σ–algebra on Ω. We note that, by positive 1–homogeneity of
f∞, this gives rise to a well-defined measure indeed. Linking this to the area functional as
required for the definition of area-strict convergence, for a given map u ∈ BD(Ω), we have
with f :=
√
1 + | · |2 that √1 + |Eu|2(Ω) := f [Eu](Ω).
We turn to formula (1.6) for the relaxed functional as given for BV–functions in [33] and
find by a straightforward applications of the results of Goffman & Serrin [34] that, given
an open and bounded Lipschitz subset Ω of Rn together with a Dirichlet datum u0 ∈ LD(Ω),
we have
Fu0 [u] = inf
{
lim inf
k→∞
F[uk] :
(uk) ⊂ Du0 := u0 + LD0(Ω)
uk → u in L1(Ω;Rn)
}
.(5.5)
We pick a ball B = B(z,R) with Ω ⋐ B. By surjectivity of the trace operator Tr : LD(U)→
L1Hn−1(∂U ;R
n) on bounded Lipschitz subsets U of Rn (see Section 2.2) that there exists
v0 ∈ LD(B \Ω) such that Tr(v0)|∂ B = 0 and Tr(v0)|∂Ω = Tr(u0)|∂Ω Hn−1–a.e. on ∂B or ∂Ω,
respectively. Given u ∈ BD(Ω), we put
u˜(x) :=
{
u(x) for x ∈ Ω,
v0(x) for x ∈ B \Ω.
(5.6)
Then there holds u˜ ∈ BD(B), and by the interior trace theorem as recalled in Section 2.2 we
have
Eu˜ = Eau˜+ Esu˜ = Eau Ω+ Esu Ω+ Esu˜ ∂Ω+ Eau˜ (B \Ω)
= E uL n Ω+
dEu
d|Esu| |E
su|+Tr(u − v0)⊙ ν∂ΩHn−1 ∂Ω+ E v0L n (B \Ω).
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We insert this expression for µ = Eu˜ with A = B into (5.4) and obtain
f [Eu˜](B) =
ˆ
Ω
f(E u) dL n +
ˆ
Ω
f
(
dEu
d|Esu|
)
d|Esu|
+
ˆ
∂Ω
f∞ (Tr(u − v0)⊙ ν∂Ω) dHn−1 +
ˆ
B \Ω
f(E v0) dL
n.
(5.7)
If we then aim for minimising f [Eu˜](B) over all u ∈ BD(Ω), we see by constancy of the
very last term of the preceding expression that it does not affect the minimiser v ∈ BD(Ω),
and thus a function v ∈ BD(Ω) minimises f [Eu˜](B) if and only if it minimises the relaxed
functional given by (1.6).
We conclude this section by recalling two results due to Reshetnyak concerning the (lower
semi–)continuity of convex functions of measures in the version as given in [8].
Proposition 5.3 (Reshetnyak, [45]). Let m ∈ N, Ω ⊂ Rn open and let (µk) be a sequence of
Rm–valued Radon measures of finite total variation which converges to a Rm–valued Radon
measure of finite total variation µ on Ω in the weak*–sense. Moreover, assume that all
measures µk and µ take values in some closed convex cone K ⊂ Rm. Then the following
holds:
(a) Lower Semicontinuity. If f˜ : K → [0,∞] is a lower semicontinuous function, then
there holds ˆ
Ω
f˜
(
dµ
d|µ|
)
d|µ| ≤ lim inf
k→∞
ˆ
Ω
f˜
(
dµk
d|µk|
)
d|µk|.
(b) If µk → µ strictly4 as k →∞ and f˜ : K → [0,∞) is a continuous and 1–homogeneous
function, then there holdsˆ
Ω
f˜
(
dµ
d|µ|
)
d|µ| = lim
k→∞
ˆ
Ω
f˜
(
dµk
d|µk|
)
d|µk|.
5.4.2. Generalised Minima: Existence and Characterisations. We now pass on to the verifi-
cation of (5.5) and establish the existence of generalised minima.
Proposition 5.4. Let Ω be an open and bounded Lipschitz subset of Rn. Given a convex
integrand f : Rn×nsym → R with (1.2) and a boundary datum u0 ∈ LD(Ω), define Fu0 by (1.6).
Then there exists a generalised minimiser of F in the sense of (1.7).
Moreover, the following are equivalent for u ∈ BD(Ω):
(a) u is a generalised minimiser in the sense of (1.7).
(b) u is the weak*-limit of an F-minimising sequence (uk) ⊂ Du0(:= u0 + LD0(Ω)).
(c) u is the strong L1-limit of an F-minimising sequence (uk) ⊂ Du0 .
Proof. We begin with a preparatory remark. We choose an open and bounded Lipschitz
subset Ω˜ ⊂ Rn with Ω ⋐ Ω˜. Given u0 ∈ LD(Ω), by surjectivity of the trace operator on LD
(see Section 2.2), we may extend u0 by some v0 ∈ LD(B \Ω) to a function u˜0 ∈ LD0(Ω˜). We
now invoke the straightforward generalisation of [9, Chpt. 2.3.1] whose proof we leave to the
interested reader:
Given Ω˜ and u0 as above, let u ∈ BD(Ω) and denote its extension to Ω˜ via u˜0 by u˜. Then
there exists (uk) ⊂ u0 + C∞c (Ω;Rn) such that u˜k → u˜ area–strictly in Ω˜ as k → ∞, where
u˜k, u˜ denote the extensions of uk, u to Ω˜ by u˜, respectively.
We turn to the actual proof, and choose Ω˜ ≡ B as above before (5.7).
Step 1. Existence of a generalised minimiser. By (1.2) we havem := infu∈BD(Ω) f [Eu˜](B) >
−∞ and so there exists a sequence (uk) ⊂ BD(Ω) and v ∈ BD(B) such that u˜k ∗⇀ v in BD(B)
as k →∞. By Proposition 5.3(a), f [Ev](B) ≤ lim infk→∞ f [Eu˜k](B) = m. Since u˜k|B \Ω = v0,
4In the sense that µk
∗
⇀ µ and |µk|(Ω)→ |µ|(Ω) as k →∞.
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v|B \Ω = v0 and so we conclude from (5.7) that u := v|Ω is a generalised minimiser in the sense
of (1.7). Now, since Du0 ⊂ BD(Ω) and Fu0 |Du0 = F|Du0 , we have infBD(Ω) Fu0 ≤ infDu0 F.
On the other hand, let u ∈ GM(F;u0) and apply the above area-strict approximation strategy
to obtain a sequence (uk) ⊂ u0+C∞c (Ω;Rn) such that u˜k → u˜ area-strictly as k →∞. Then
we obtain by (5.3) – as the ultimate term on the right side of (5.7) is constant –
Fu0 [u] = f [Eu˜](B)−
ˆ
B \Ω
f(E v0) dx
= lim
k→∞
f [Eu˜k](B)−
ˆ
B \Ω
f(E v0) dx = lim
k→∞
F[uk] ≥ inf
Du0
F.
(5.8)
Altogether, we have therefore established the absence of gaps, i.e.,
min
BD(Ω)
Fu0 = inf
BD(Ω)
Fu0 = inf
Du0
F.(5.9)
Step 2. Proof of the claimed equivalences. Ad (a)⇒(b) and (a)⇒(c). Let u ∈ GM(F;u0)
and choose an area-strictly approximating sequence (uk) ⊂ u0 + C∞c (Ω;Rn) as indicated.
Then, employing formula (5.7) with Ω˜ ≡ B, we obtain f [Eu˜k](B) → f [Eu˜](B) by virtue of
Proposition 5.3. By constancy of the ultimate term in (5.7) and the fact that area-strict
convergence implies both L1- and weak*-convergence, we conclude by means of (5.9). Ad
(b)⇒(c). This follows trivially as weak*-convergence implies strong L1-convergence. Ad
(c)⇒(a). Let (uk) ⊂ Du0 be an F-minimising sequence. By (5.5), we obtain for all v ∈ BD(Ω)
Fu0 [u] ≤ lim inf
k→∞
F[uk] = inf
Du0
F
(5.9)
= min
BD(Ω)
Fu0 .(5.10)
The proof is complete. 
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