ABSTRACT, We consider a system of equations of the form u, = Un + \7F(u), A traveling wave solution of this system is one of the form u(x, t) = U(z), z = x + Ot, Sufficient conditions on F( u) are given to guarantee the existence of infinitely many traveling wave solutions,
FIGURE 1
If (U 1 (Z), U 2 (z» is a traveling wave solution of (lA.l) and V;(z) = ~'(z), i = 1,2, then (U 1 , U 2 , V 1 , V 2 ) satisfies the first order system of ordinary differential equations (lA.5)
together with the boundary conditions (lA.6) (a)
.... -oo
Here we have set @ = (0,0). For convenience we let U = (U 1 , U 2 ) and V = (V1' V 2 ).
Our goal is to prove that for certain assumptions on F there exist infinitely many o for which there exists a solution of (1A.5), (lA.6).
B. Assumptions on F.
We assume that the graph of F(U) is as shown in Figure 1 Suppose that (U( z), V( z» is a bounded solution of (IA.S) with (j = 0 which satisfies the following for i = 1,2, or 3, (a) U(z) E Xi for all z E R, (b) F(U(z» > F(A) -0'0 for some z E R, where 0'0 was defined in (F3). Then U( z) is identically equal to one of the critical points A, B, or C, and V(z) = (2 for all z E R.
Remarks concerning these assumptions are certainly in order. These remarks are given in §1E. First, we state our main result and then try to motivate the results and assumptions on F by briefly discussing the scalar equation u t = u xx + g (u) . (F6) . Then there exists infinitely many traveling wave solutions of (IA.I) which satisfy (1A.4).
REMARK. By infinitely many traveling waves we mean that there exist infinitely many values of (j for which there exists a solution of (IA.S), (1A.6).
D. The scalar equation. This paper is a generalization of previous work on the scalar equation (ID.I)
In [3] , a rather complete description of which waves exist is given for general nonlinearities g( u). In [3] , we used graph theory to prove the existence of traveling waves. In this paper we demonstrate what takes the place of the directed graphs and arrays of integers, which were used in [3] , for higher dimensional gradient systems.
E. Remarks on the assumptions on F. REMARK 1. (F4) will be used to prove that the set of bounded solutions of (IA.S) is compact. REMARK 2. (F6) guarantees that the set of bounded solutions of (lA.S) is not too bizarre. One may think of (IA.S) with () = 0 as describing the motion of a ball rolling along the landscape defined by the graph of F. There may exist bounded solutions of (IA.S) with (j = 0, because the ball may roll back and forth between the mountain peaks given by F(A), F(B), and F(C). Assumption (F6) implies that these are the only bounded solutions, besides the critical points, which lie ab.ove and IE through D and E, not necessarily the ones given in (IE.I). We choose I D and I E as in (IE.I) only for convenience. We do feel that our method of proof should carryover to a more general assumption than (F5). In [4, Appendix 5) we describe how one should be able to weaken (F5).
F. Description of the proof. The proof of Theorem I is quite geometrical. The purpose of this subsection is to introduce the basic geometrical features of the proof. Note that each solution of (IA5) corresponds to a trajectory in four-dimensional phase space. The boundary conditions (IA6) imply that we are looking for a value of 0 for which there exists a trajectory in phase space which approaches the equilibrium (A, (!)) as z ~ -00 and the equilibrium (B, (!)) as z ~ + 00. Hence, we are looking for a trajectory which lies in both W A , the unstable manifold at (A, (!)), and W~, the stable manifold at (B, (!)).
The first step in the proof of Theorem I is to obtain apriori bounds on the bounded solutions of (IA5). This is done in §2. We prove that there exists a T such that no solutions of (IA5), (IA6) exist for 0 > T. We also construct a four-dimensional box, N, which contains all the bounded solutions of (IA5).
We then construct a subset iff of the boundary of N with the property that each nontrivial trajectory in W A , for 0 < T, can only leave N through iff. The most interesting feature of iff is that it has four topological holes. Now choose 0 0 so that no solutions of (IA5), (IA6) exist for 0 = 0 0 . We prove that each nontrivial trajectory in W A must leave N. Because the dimension of W A is two, the places where W A leaves N define a curve, A(Oo), in iff. We define an algebraic object, f( 0 0 ), which describes how A( 0 0 ) winds around the four holes in iff. f( 0 0 ) will be an element of F 4 , the free group on four elements. The definition of f( 0 0 ) is given in §4B. In §4B we set things up a bit more generally than described here in anticipation of future papers in which we characterize the solutions of (IA5), (IA6) by how many times they wind around in phase space. This notion of winding number will play an important role in this paper, as we describe shortly. The winding number is defined precisely in §3B.
The algebraic invariant, f( 0 0 ), will have the following important property: 
REMARK. N is topologically a four-dimensional box with two holes, P D and P E, removed. This is topologically equivalent to a two-dimensional disc with two points removed.
We 
This implies that there cannot exist any internal tangencies on the level set
On any solution which leaves the set where F(U) ~ W there is a point where 
B. The energy H. Consider the function H(U, V)
An important fact is that on solutions of (lAS),
and H( z) is increasing on solutions of (lAS). An immediate consequence of this is PROPOSITION 2B.I. The only bounded solutions of (lAS) with {} > ° are critical points or trajectories which connect critical points.
Note that if (U(z), V(z» is a solution of (lAS), (lA6), then (2B.3) lim H{z) = F(A) and lim H{z) = F{B).
z-+-oo
C. A bound on {}. In this section we prove LEMMA 2C.I. There exists T such that no solutions of (lAS), (lA6) exist with
PROOF. For;>" > 0, let
We prove that given ;>.. there exists TA such that if {} ~ T A , WAo is the unstable manifold of (lAS) at (A, (0), and
Because every solution of (lAS), (lA6) must lie in WAo, and (B, (0) $. SA' for any ;>.. > 0, this will imply the desired result.
We first prove that there exists TA such that if 8 ~ T A , then SA is positively invariant for the flow (lA.S). To prove this we show that on the boundary of SA' the vector field given by the right side of (lA.S) points into SA.
There are many cases to consider. Suppose, for example, that
U 1 > A 1 , and iV21 ~ "AIU 2 -A 2 1. Let n = ("A, -1) be a vector outwardly normal to 
To compute the eigenvalues and eigenvectors of this system let
be the Hessian matrix of F at A. Since F(U) obtains a local maximum at A it follows that M has negative eigenvalues, which we denote by -"Al and -"A 2 . The eigenvalues of (2C. 
T1
as long as 0 ~ Zl ~ 1 and
M1e+T, which we assume to be true. Therefore
Let M2 = diameter of N1 and choose V so that This proposition implies that for each 0 we may parametrize the nontrivial trajectories in W A 9 by the points on As. Let us parametrize the points on As by the angle cpo Let (3A.l) 
By card X we mean the cardinality of the set X. h(y(d)(z) ). 
REMARK. h(d) counts the number of times y(d)(z) intersects QD
< 0 < OM' 0 ~ ep < 2'lT, d = (ep,
0), and U(d)(zo) = B for some zo, then h(d) > M.
The proof of this result is quite technical so we save the proof for Appendix A.
An algebraic invariant.
A. A preliminary result.
LEMMA 4A.1. Fix 0 E [0, T] and q E ax 2 , where X 2 was defined in (lB.l). Then there exists ep = ep(O, q) such that U(ep(O, q), O)(zo) = q for some Zo and U(ep(O,q),O)(z) E X 2 for z < zoo Moreover, ep(O,q) can be chosen to depend continuouslyon 0 and q.
The proof of this result is quite technical so we save the proof for Appendix B. Note that X corresponds to solutions of (lA.S) and (1A.6). We wish to prove that X is an infinite set.
B. rand r *. Suppose that y E Y, which was defined in the preceding section. We 
(y)(z) "4= (B, (!J). Moreover, the remarks in §2E imply that limz~oo y(y)(z) "4= (C, (!J). Hence, y(y)(z) leaves N. Let lff= {(U, V) E aN: liVll < v} \(PD U PE ).
From Proposition 2D.1 we conclude that if y E Y, then y(y)(z) must leave N through lff. Hence, we have a mapping A: Y -4 lff defined by A(y) = the place where y( y)( z) leaves N. From Lemma 2A.3 it follows that A is continuous.
Let I be the unit interval and ':1 the set of functions g :
1, then we have a continuous map A . g: I -4 lff. Note that lff is topologically an annulus with four holes removed.
We now define two algebraic objects, r*(g) and reg), which indicate how the curve (A . g)(1) winds around the four holes. They will be elements of F 4 , the set of words on the four elements a, /3, y, and 8.
We begin with some notation. For convenience we assume that NI is the square Let NI = {( UI , VJ: I UI I , : : : ; w, I u21 ,:::; W}. Assume that g E ':
intersects at most one of the line segments I" i = 1, ... ,8, for all k. We refer to ' 1/* = {'l/1"'" 'l/K } as a g-partition. It is not hard to prove that a g-partition does exist. An example is shown in Figure 3 . In the figure, ~k = cI>(1)k)' For this example r*(g, 1)*) = aa~la/3y~18~1.
FIGURE 3
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Note that there may be cancellations in f*(g, '1/*). By f(g) we mean the element of F4 obtained by making all cancellations in f*(g, '1/*). We shall see later that f(g) does not depend on '1/*. In the above example f(g) = a/3y-1 8-1 .
By f *( g) we mean the subset of F4 consisting of all elements which yield, after all cancellations, f(g). Note that, for each '1/*, f*(g, '1/*) E f*(g) and f(g) E f*(g). For the above example, f*(g) includes the elements a/388-1 y-1 8-1 and  a/3/3 -ly88 -ly -l/3y -18 -1 .
The following two propositions will be important for the rest of the paper. Their proofs are tedious but straightforward. We do not give the details.
PROPOSITION 4B. f(g) does not depend on the choice of '1/*.
Before stating the next proposition we need the following definition. DEFINITION. Suppose that gl' g2 E C §. We say that gl is homotopic to g2 relative to Y, and write gl -g2' if there exists a continuous map <I> : Because (A . g)( 112) E E2 it follows, from Table 1 , that e l = 0 and, therefore, 
This, however, contradicts the assumption that 1/* is a g-partition.
There are other cases to consider besides (4C.2). We only consider one more. The rest are similar. Suppose that (A . g)(so) E El and (A . g)(1/2) E E 1 • Then, using Table 1 , A l (g, 1/*)(1/1) = 0 and A l (g, 1/*)(112) = 1. We claim that hl(SO) = 1.
To complete the proof of the proposition we must prove the induction step. That is, we assume that the proposition is true if 1/j < So < 1/j+l for j < k, and then prove the result if j = k. The proof of this is very similar to the proof just given so we do not include the details.
Completion of the proof of Theorem 1.
A Preliminaries. Suppose that g E <g, which was defined in the previous section, and Note that f(g) is obtained from f*(g, 1/*) by a finite number of cancellations. We show that after each cancellation the index is still greater than M. More precisely, suppose that f*(g, 1/*) is of the form There are four cases to consider. Either Ak = CX, /3, y, or O. First suppose that A k = CX. We then consider two subcases. These are Since at zo, To complete the proof of Lemma 4A.I we observe that our proof that I is open also implies that cp«(),q) can be chosen to depend continuously on () and q.
