Abstract-Total knee arthroplasty (TKA) is a surgical procedure to mitigate knee pain and improve functions for people with knee arthritis. The procedure is complicated due to the different surgical tools used in the stages of surgery. Real-time surgical tool recognition can be used to simplify surgical procedures for the surgeon. Also, the presence and movement of tools in surgery are crucial information for the recognition of the operational phase and to identify the surgical workflow. Therefore, this research proposes a real-time system for recognizing surgical tools using a convolutional neural network (CNN). Surgeons wearing smart glasses can see essential information about tools during surgery that may reduce the complication of the procedures. The performance of the proposed method was evaluated by using mean average precision (MAP) with conventional methods which are fast R-CNN and deformable part models. We achieved 87.6% mAP which is better in comparison to the existing methods. With the additional improvements of our proposed method, it can be a future point of reference, also the baseline for operational phase recognition.
I. INTRODUCTION
Total Knee Arthroplasty is an effective orthopedic surgical treatment to restore knee function and relieve throbbing in patients with arthritic knee [1] . With the development of super aging society, the number of TKA patients is increasing. TKA surgery has been performed approximately 700,000 cases every year in the United States [2] . As the number increases, the search for new options that can help to improve TKA results and refine the surgical procedure is essential.
Computer-assisted orthopedic surgery (CAOS) has been develop in the last decade. Computer-aided TKA is one of them that increase the surgeon capabilities by presenting information during the surgery. In CAOS, the understanding of the surgical workflow and the extraction of the procedure in the operative phases is a potential step to reduce the surgical errors by giving instructions to the surgeon which steps to follow next. For surgical workflow recognition, real-time tools detection is the most crucial part to obtain information about surgery. The development of a systems that automatically analyzes the flow of surgical work would help surgeons and physicians, providing solutions for essential tasks in the operating room such as surgical phase recognition, evaluation, monitoring operation and optimizing the time of surgery.
One of the key challenges for image-based techniques for surgical tools detection is the robustness, wide range of surgical tools and lighting conditions affects image quality and tools visibility during surgery. In this paper, modern methods in image based surgical tools detection are studied and proposed a method that uses deep neural network focus on aspects of previous work. The extraction of information on the presence and movement of the instruments during surgery can be obtained by various detection methods like region based convolutional neural network (R-CNN), fast R-CNN [4] , DPM [3] , single shot multi-box detector (SSD) and region based fully connected network (R-FCN) on deep learning approach. We used a faster R-CNN architecture to detect surgical instruments in real time and achieve better results than modern tool recognition methods. This paper proposes a method for detecting surgical tools that utilizes regional CNN to perform real-time detection of surgical tools and significantly overcomes previous work on the detection of surgical tools. This paper organized in the following sections. Sec. II introduces TKA focused in this study, and smart glass attached to surgeons. Sec. III proposes a tools detection method for TKA based on faster R-CNN from the smart glass video images. Sec. IV demonstrates the experimental results and Sec. V summaries this study.
II. PRELIMINARIES

A. Total Knee Arthroplasty
Knee arthroplasty is one of the most commonly performed orthopedic procedures. A variety of pathological conditions affecting the knee may be treated with TKA, resulting in pain relief and restoration of knee function. Through the advancement in medical industry, including accelerometer based navigation system during surgery, patient-specific instruments selections and knee replacement are developed for improving the accuracy and precision of surgery. In the entire surgery 27 procedures that requires tools around 120 of different categories. It is challenging to identify tools manually by the surgeon during the surgery and also for the surgical assistant. Our system will help the surgeon to detect surgical tools in real-time using the smart glass.
B. Smart Glass
Smart glasses are wearable glasses that add information alongside or to what the wearer sees. The feature of this device is that it is lighter (about 50g) than the conventional headset camera and it is possible to use bidirectional communication in real time during surgery (shown in Figure 1 ) [3] .
III. PROPOSED METHOD
A. Surgical tools recognition system
We have proposed a surgical tool recognition system using the Faster R-CNN [4] architecture (shown in Figure 2 ), a deep convolutional neural network. It first fold the inputs and obtain their convolution feature maps computed from the TKA surgical video frames, and the coordinates are those of the bounding boxes around the surgical instruments used during the surgery. It uses the convolution functions of RGB images to form a Region Proposal Network (RPN) that generates object suggestions. Region suggestions are relative reference areas centered on each sliding window. Each of these suggestions has an individual object rating.
The input to this network is the surgical video frame. It is the fastest R-CNN based convolutional neural network. This is linked to RPN sharing 
We have adapted the VGG-16 to optimize model performance through stochastic descent. The network classification layer is modified to generate soft max probabilities of each of surgical tools. The method optimizes all layers for 40K iterations with a batch size of 40, and a 3x3 kernel is used. We increase the data by mirroring the images horizontally. Total time for training was approximately 48 hours using NVIDIA GPU, allowing real-time detection of surgical instruments.
B. Cross-Validation
To validate our results, we use leave one out cross-validation (LOOCV) technique. Our dataset consists of n samples of data, each time we train our model with n-1 samples and validate using 1 sample and average out the performances. In that way, we get the validation results out of all of our training data. It is stable since it reduces randomness since it tests using every sample from the original data.
IV. Experiments & Results
A. Dataset
Our dataset consists of 16 surgery videos recorded at 25 fps in 2017 at Takatsuki Hospital, Japan. Videos were recorded, at the output of the smart glass worn by the surgeon, in MP4 format. Fig. 4 shows sample output frames captured using smart glass.
B. Tools Annotation
It provided each frame of the videos in JPEG format. The frame size was 654  480 pixels. All the annotations are provided in XML templates in VOC format. Table 1 shows the number of annotated images used for CNN training. We used a 3.40 GHz CPU and NVIDIA Geforce 1080ti GPU configuration.
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Number of annotated images Figure 4 : Sample output frames captured by smart glass during the surgery.
C. Evaluation
To test the stability of the average precision results, we performed Leave one out cross validation (LOOCV) for our experiment. Videos are randomly assigned to each experience. Our results achieve an average mean accuracy (MAP) of 88% (87.6%) shows in Table 2 . We compared our experimental results with Fast R-CNN [4] , Deformable Part Model (DPM) [5] and Fast R-CNN with the edgeBoxes [12] . They are proven latest medical method and instrument recognition in surgical videos. The system proposed by Girschick et al. [4] scores 84% (84.48%), it takes only 4 hours to train with 40k iterations to the model. Table 2 have the comparison results of different systems where mean average precision (MAP) indicates the detection accuracy, and detection time shows how long it takes to detect specific tool, min shows the minimum precision of the methods while max shows the maximum.
TABLE II: COMPARISON OF METHODS
Although the improvement in our approach to fast R-CNN seems weak, our proposed architecture has obtained more accurate and accurate results for each series of experiments to identify surgical instruments (see Figure 5) . Therefore, we believe that our approach is a significant improvement over that of Girschick et al. [4] .
In order to validate the effectiveness of the regional network for the preparation of proposals for the target regions, we experimented with an alternative method for a regional proposal. Among the conventional techniques; the selective search takes about two seconds per image, and produces highquality suggestions, while edge box performs only two mile seconds per image, but it affects the quality of the suggestions.
In our first experiments, we found that selective search did not yield higher results than the edge boxes. We decided to carry out our experiments with the edgebox with the problem of time depletion. Experimental results of Edge Box with the Fast-R CNN network achieve only an average accuracy of 20% (Table  II , whereas for the detection in the upper part of the 2 seconds, 0.134 frames are needed in our data set. We use a subset of our training images (each experiment configures over 2,000 images averaging 2064) to form a DPM with memory issues. Get an average accuracy of 76%. The average detection time of the object for DPM in every test frame is two seconds.
In Fig. 6 Confusion matrix describes the performance of our proposed model. [9] in our model can improve performance. The perform could be implemented by the following approaches; Pre-training the data flow and weight transfer to initialize the model. Our results show the use of the proposed network by region with an object recognition network, regardless of whether the new multimodal architecture is proposed or not. We believe that our study is a reference point for future studies.
