Time-dependent models are important tools to explore dynamics in many disciplines. To the best of our knowledge, little literature has made statistical inferences for jump-diffusion models with time-dependent parameters. This paper studies the kernel weighted estimator of the time-dependent diffusion parameter in jump-diffusion models. Firstly, we construct a general jump diffusion model with time-varying drift and diffusion functions, nesting various financial models. By including compound Poisson jumps and allowing parameters to be time-dependent at the same time, we bridge the gap in literature. Because of the important role that diffusion function plays in pricing, we focus on the estimation of the diffusion function. Based on the local constant fit and the kernel weighted quantile regression method, the estimator of the time-dependent diffusion parameter is proposed for a discretely observed sample. Moreover, we prove that the estimator for the time-dependent diffusion parameter is consistent. Last but not least, the bandwidth selection is discussed.
Introduction
Time-dependent models are important tools to explore dynamics in many disciplines, such as finance, economics, medical science, ecology, politics and so on. To the best of our knowledge, little literature has made statistical inferences for jump-diffusion models with time-dependent parameters. Fan et al. [2] , based on the kernel regression method, discuss the estimators of parameters for time-dependent diffusion models without jumps. Noh et al. [11] study the quantile regression estimator of the diffusion parameter for stochastic models with compound Poisson jumps. However, the diffusion parameter in Noh et al. [11] is not time-dependent.
In this paper, we consider a jump-diffusion model with time-dependent parameters. On one hand, we extend the model of Fan et al. [2] by including compound Poisson jumps. On the other hand, the notable distinction between our model and Noh et al. [11] is that we allow parameters to be time-dependent. The techniques that we employ here are based on the local constant fit and the quantile regression method which is introduced by Koender and Bassett [8] for the first time. There is ample literature on quantile regression, such as [6] and [1] .
The rest of this paper is organized as follows. We construct the model in Section 2. In Section 3, we apply the kernel weighted quantile regression method and propose a consistent estimator for the diffusion parameter. The bandwidth selection is given in Section 4. Details of proofs are given in the Appendix.
Model and Notations
On a filtered probability space ) , ) ( , ,
, we consider the jump-diffusion model with time-dependent coefficients: 
（2.3）
In order to discuss the asymptotic property of the estimator for the time-dependent diffusion parameter, we make the following assumptions: (A1) There exists a positive generic constant C independent of all other variables throughout this paper, such that for all
is ergodic with its invariant measure  . Moreover,
(A5) For a given time point
continuously differentiable with respect to x and
(A8) For a given time point 
Estimation of the Diffusion Parameter
Since it is smooth according to Condition (A4), the function ) (t  can be locally approximated by a constant. That is, at a given time point 
. From Equation (2.1), the conditional quantile function can be expressed as
. Thus, the conditional quantile function can be approximated by 
. In the case of 2 / 1   , the median regression estimator cannot be defined in this manner. A similar situation is also discussed in general autoregressive conditional heteroscedastic models ( [9] ). Let the local The proof is provided in the Appendix.
Bandwidth Selection
It is well known that the bandwidth selection is much more important than the selection of the kernel function. The bandwidth h in the kernel weighted estimation can be tuned to optimize the performance of the estimated coefficients. 
The lemma is proved.
Proof of Theorem 4.1
Let
By using Equation (2.2), we have
The kernel weighted estimator of the time-dependent diffusion parameter
Applying Conditions (A1), (A2) and Lemma 1, we have
follows from the Lipschitz continuity of
It can be easily shown that ) ,
is continuously differentiable with respect to
x .
f and its derivative are of polynomial growth in x uniformly in  .
Following the first part of the proof of Lemma 8 in [5] , we obtain that
. By using Conditions (A1) and (A2), we have
Hence, applying Lemma 9 of [4] , the pointwise convergence in (A.2) is proved.
Next, we prove the uniform convergence of ) ( n G
. Using Jensen's inequality and Condition (A7) yields
From (A.3) and Condition (A2), the uniform convergence can be verified as in the proof of Lemma 10 of Kessler(1997 
