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Abstract
It is a well-known fact that the Krylov space Kj(H,x) generated by
a skew-Hamiltonian matrix H ∈ R2n×2n and some x ∈ R2n is isotropic
for any j ∈ N. For any given isotropic subspace L ⊂ R2n of dimension
n - which is called a Lagrangian subspace - the question whether L can
be generated as the Krylov space of some skew-Hamiltonian matrix is
considered. The affine variety HK of all skew-Hamiltonian matrices
H ∈ R2n×2n that generate L as a Krylov space is analyzed. Existence
and uniqueness results are proven, the dimension of HK is found and
skew-Hamiltonian matrices with minimal 2-norm and Frobenius norm
in HK are identified. In addition, a simple algorithm is presented to
find a basis of HK.
1 Introduction
A matrix H ∈ R2n×2n is called skew-Hamiltonian if JT2nHTJ2n = H holds
where
J2n =
[
0 In
−In 0
]
∈ R2n×2n. (1)
On the other hand, H is called Hamiltonian if it satisfies JT2nH
TJ2n = −H.
(Skew)-Hamiltonian matrices arise frequently in systems and control the-
ory [2] or quadratic eigenvalue problems [10]. Those matrices can be inter-
preted as adjoint and skew-adjoint operators with respect to the indefinite
bilinear form [x, y] := xTJ2ny on R2n × R2n. In fact, a skew-Hamiltonian
∗Corresponding author, E-Mail philip.saltenberger@tu-braunschweig.de.
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matrix H ∈ R2n×2n satisfies [x,Hy] = [Hx, y] for all x, y ∈ R2n while
[x,Ky] = [−Kx, y] holds for any Hamiltonian matrix K ∈ R2n×2n. Ma-
trices G ∈ R2n×2n that preserve the inner product such that [Gx,Gy] = [x, y]
holds for all x, y ∈ R2n are called symplectic.
A vector subspace L ⊂ R2n where xTJ2ny = 0 holds for all x, y ∈ L is
called isotropic. Such subspaces arise from the indefiniteness of J2n (which
has eigenvalues +ı and −ı) and have no analogue for symmetric positive
definite inner forms (i.e. scalar products). In fact, using that J2n in (1) is
skew-symmetric, that is JT2n = −J2n,
xTJ2nx = (x
TJ2nx)
T = xTJT2nx = −xTJ2nx
holds for any vector x ∈ R2n, so necessarily xTJ2nx = 0. Consequently, any
one-dimensional subspace Rx = span{x}, x ∈ R2n, is isotropic. The maxi-
mum possible dimension of an isotropic subspace L ⊂ R2n is n in which case
L is called Lagrangian [2, Def. 6]. Such subspaces are well-studied and play
a crucial role for structured decompositions of (skew)-Hamiltonian matrices
[8] or the solution of algebraic Riccati equations [1].
For any matrix A ∈ R2n×2n and any vector x ∈ R2n we call
Kj(A, x) = span
{
x,Ax,A2x, . . . , Aj−1x
}
the jth Krylov subspace for A and x. Certainly, dim(Kj(A, x)) ≤ j holds
for any j ∈ N. A large amount of the most efficient algorithms in numerical
linear algebra is based on Krylov subspaces [11, 5].
The result from Proposition 1 is the starting point of our investigations.
Along with its proof it can be found in [7, Prop. 3.3].
Proposition 1. Let H ∈ R2n×2n be skew-Hamiltonian and x ∈ R2n. Then
the Krylov subspace Kj(H, x) is isotropic for any j ∈ N.
It follows immediately from Proposition 1 and the discussion above, that
dim(Kj(H, x)) ≤ n holds for any skew-Hamiltonian H ∈ R2n×2n, any x ∈ R2n
and any j ∈ N. If for j = n equality is attained, then Kn(H, x) is Lagrangian.
Now let L ⊂ R2n be some arbitrary Lagrangian subspace and x ∈ L. A
natural question is, whether there always exists a skew-Hamiltonian matrix
H ∈ R2n×2n such that
L = Kn(H, x).
We restate this question more precisely in Definition 1.
Definition 1. Let L ⊂ R2n be a Lagrangian subspace with a given ordered
basis B = (x1, . . . , xn). We say that a skew-Hamiltonian matrix H ∈ R2n×2n
realizes L via B as a Krylov subspace, if the relation
Hxk = xk+1 (2)
holds for all k = 1, . . . , n − 1. The set of all skew-Hamiltonian matrices
H ∈ R2n×2n satisfying (2) is denoted either by HK(x1, . . . , xn) or HK(B).
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The main purpose of this work is the analysis ofHK(B), that is, the subset
of skew-Hamiltonian matrices H ∈ R2n×2n realizing a given ordered basis
B = (x1, . . . , xn) of a Lagrangian subspace L ⊂ R2n as a Krylov subspace
through the relations stated in (2). In particular:
(a) We show how to construct a particular skew-Hamiltonian matrix Hˆ in
HK(x1, . . . , xn) (Theorem 1). In consequence, for any ordered basis
(x1, . . . , xn) of L the set HK(B) is proven to be nonempty. [Section 3]
(b) We show that HK(x1, . . . , xn) is an affine subspace of the vector space
of all skew-Hamiltonian matrices in R2n×2n and prove that its dimension
is n(n+ 1)/2 (Theorem 3). [Section 4]
(c) We prove that the particular matrix Hˆ ∈ HK(x1, . . . , xn) constructed
in Theorem 1 has minimal 2-norm and minimal Frobenius norm among
all matrices in HK(x1, . . . , xn) (Theorems 4 and 7). [Section 5]
(d) We present a simple algorithm (Algorithm 2) that computes a orthonor-
mal basis ofHK(x1, . . . , xn) with respect to the Frobenius scalar product
on R2n×2n × R2n×2n. [Section 6]
In Section 2 we introduce some notation required in the sequel along with
a couple of auxiliary results used for subsequent proofs.
2 Preliminary results
The set of all skew-symmetric matrices A = −AT in Rm×m is denoted by
S(m) whereas the notation H(2n) is used for the set of all skew-Hamiltonian
matrices A = JT2nA
TJ2n ∈ R2n×2n. Occasionally, we use the short-hand-
notation1 A? to denote JT2nA
TJ2n for any A ∈ R2n×2n. Thus, in other words,
A ∈ H(2n) if and only if A = A?.
There exists a direct relation between the sets S(2n) and H(2n) that is
stated in Proposition 2.
Proposition 2. For any S ∈ S(2n) the matrix H := JT2nS ∈ R2n×2n is
skew-Hamiltonian. Moreover, for any H ∈ H(2n) there exists a unique skew-
symmetric matrix S ∈ R2n×2n such that H = JT2nS.
Proof. Let H ∈ R2n×2n be skew-Hamiltonian. Then, as (J2nH)H = −J2nH
holds, the matrix S := J2nH is skew-symmetric. Now H can be expressed as
JT2nS with S ∈ S(2n). On the other hand, if S ∈ S(2n) and H := JT2nS, then
(J2nH)
T = ST = −S = −(J2nH). Therefore, H is skew-Hamiltonian.
1Considering matrices A ∈ R2n×2n in the context of the indefinite inner product [x, y] =
xTJ2ny, the matrix A
? = JT2nA
TJ2n is usually referred to as the adjoint of A.
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As J2n is nonsingular, the mapping A 7→ JT2nA provides an automorphism
on R2n×2n. Therefore, we obtain from Proposition 2 that
H(2n) = JT2nS(2n) = {JT2nS : S ∈ S(2n)}.
Consequently, H(2n) is (as S(2n)) a vector subspace of R2n×2n and we have
dim(H(2n)) = dim(S(2n)) = 2n(2n−1)/2 = n(2n−1). For most of our inves-
tigations, we may confine ourselves to considering skew-symmetric matrices
first followed by an application of Proposition 2. For any skew-symmetric
matrix
S = [si,j]ij =

0 s1,2 · · · s1,n
−s1,2 0
...
...
. . . sn−1,n
−s1,n · · · −sn−1,n 0
 ∈ S(n)
we collect the elements si,j, 1 ≤ i < j ≤ n from the strict upper triangle of S
row-wise in a (column) vector φ(S) ∈ Rn(n−1)/2, i.e. we define
φ(S) :=
[
s1,2 s1,3 · · · s1,n s2,3 · · · s2,n s3,4 · · · sn−1,n
]T
. (3)
As the mapping S 7→ φ(S) is an isomorphism between S(n) and Rn(n−1)/2,
any S ∈ S(n) may be uniquely identified with its vector of coefficients φ(S).
As usual, if v ∈ Rn(n−1)/2, then φ−1(v) denotes the unique matrix S ∈ S(n)
that satisfies φ(S) = v. Throughout this work, the terms φ−1(·) and φ(·) will
always refer to this relation. If A ∈ Rn×m with n > m and rank(A) = m,
we denote the Moore-Penrose-pseudoinverse of A by A+. Notice that A+ ∈
Rm×n satisfies A+A = Im and that A+ is explicitly given as (ATA)−1AT [3,
Sec. 5.5.4].
Regarding the relations in (2), we begin by analyzing the question under
which conditions for two arbitrary vectors x, y ∈ R2n there exists a skew-
Hamiltonian matrix H ∈ H(2n) mapping x to y. To this end, recall that the
2-norm of a vector x = [x1 · · · xn ]T ∈ Rn is defined as usual by
‖x‖2 =
√
x21 + x
2
2 + · · ·+ x2n =
√
xTx.
Proposition 3. Given x, y ∈ R2n arbitrary but fixed. Then there exists some
H ∈ H(2n) satisfying Hx = y if and only if xTJ2ny = 0 holds.
Proof. Let x, y ∈ R2n be given with xTJ2ny = 0. Set y˜ := J2ny and
S :=
1
‖x‖22
(
y˜xT − xy˜T ) ∈ R2n×2n.
Then S is skew-symmetric (by construction) and
Sx =
1
‖x‖22
(
y˜xT − xy˜T )x = 1‖x‖22 (y˜xTx− xy˜Tx) = 1‖x‖22 ‖x‖22 y˜ = y˜
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since 0 = xT y˜ = y˜Tx and xTx = ‖x‖22. Thus Sx = y˜ = J2ny, i.e. JT2nSx = y.
Now the matrix H := JT2nS is skew-Hamiltonian according to Proposition 2
and satisfies Hx = y. Next, assume that Hx = y holds for some H = JT2nS ∈
H(2n) with S ∈ S(2n). Then Sx = J2ny follows and thus 0 = xTSx = xTJ2ny
holds since S is skew-symmetric.
Subsequently, we make essential use of the fact that the equation Hx = y
for two given vectors x, y ∈ R2n and some unknown H ∈ H(2n) can be
formulated as a linear system of equations with respect to the (yet unknown)
entries of H (see Proposition 4 below). To do so, we need the following
Definition 2.
Definition 2. For each x = [x1 x2 · · · x2n ]T ∈ R2n and all k = 1, . . . , 2n−1
we define the matrices
Gk(x) :=

xk+1 xk+2 · · · x2n
−xk 0 · · · 0
0 −xk
...
...
. . . 0
0 · · · 0 −xk
 and Fk(x) =

0k−1×2n−k
Gk(x)
 . (4)
Notice that Gk(x) ∈ R(2n−k+1)×(2n−k) and that Fk(x) ∈ R2n×(2n−k). In
particular, F1(x) ∈ R2n×(2n−1) and G1(x) = F1(x) holds for any x. Applying
Proposition 2, a straight forward inspection of a linear system Hx = y with
some H ∈ H(2n) and x, y ∈ R2n yields the relation presented in Proposition
4. It is illustrated in Example 1 below.
Proposition 4. Given x, y ∈ R2n arbitrary but fixed, H = JT2nS ∈ H(2n)
with S ∈ S(2n) satisfies Hx = y if and only if[
F1(x) F2(x) · · · F2n−1(x)
]
φ(S) = J2ny. (5)
Example 1. Consider the problem of finding some H = JT2nS ∈ H(4) that
solves the linear system Hx = y for given x, y ∈ R4 with xTJ4y = 0. This is
equivalent to finding S ∈ S(4) for which Sx = J4y =: y˜ holds. In general, the
system Sx = y˜ takes the following form
Sx =

0 s1,2 s1,3 s1,4
−s1,2 0 s2,3 s2,4
−s1,3 −s2,3 0 s3,4
−s1,4 −s2,4 −s3,4 0


x1
x2
x3
x4
 =

y˜1
y˜2
y˜3
y˜4
 = y˜, si,j ∈ R.
This yields four linear equations for the unknowns si,j, 1 ≤ i < j ≤ 4, i.e.
x2 · s1,2 + x3 · s1,3 + x4 · s1,4 + 0 · s2,3 + 0 · s2,4 + 0 · s3,4 = y˜1,
−x1 · s1,2 + 0 · s1,3 + 0 · s1,4 + x3 · s2,3 + x4 · s2,4 + 0 · s3,4 = y˜2,
0 · s1,2 − x1 · s1,3 + 0 · s1,4 − x2 · s2,3 + 0 · s2,4 + x4 · s3,4 = y˜4,
0 · s1,2 + 0 · s1,3 − x1 · s1,4 + 0 · s2,3 − x2 · s2,4 − x3 · s3,4 = y˜4.
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In matrix notation this can be rewritten as
x2 x3 x4 0 0 0
−x1 0 0 x3 x4 0
0 −x1 0 −x2 0 x4
0 0 −x1 0 −x2 −x3


s1,2
s1,3
...
s3,4
 =

y˜1
y˜2
y˜3
y˜4
 , (6)
that is [F1(x) F2(x) F3(x) ]φ(S) = y˜, which confirms (5). Therefore, if some
v ∈ R4 solves [F1(x) F2(x) F3(x) ]v = y˜ = J4y, then JT4 φ−1(v) =: H is
a skew-Hamiltonian matrix that satisfies Hx = y. On the other hand, if
Hx = y holds, then φ(J4H) solves (6).
According to Proposition 3, (5) has a solution v ∈ Rn(2n−1) if and only if
y ∈ x˜⊥ = {z ∈ R2n : x˜T z = 0} for x˜ = JT2nx. In other words,
range
([
F1(x) F2(x) · · · F2n−1(x)
])
= x˜⊥
and, since dim(x˜⊥) = 2n− 1, we obtain that
rank
([
F1(x) F2(x) · · · F2n−1(x)
])
= 2n− 1
always holds for any nonzero x ∈ R2n. In accordance with Proposition 4
we conclude: given a set of vectors xk, yk ∈ R2n, k = 1, . . . ,m, a matrix
H = JT2nS ∈ H(2n) satisfies Hxk = yk, i.e. Sxk = J2nyk, for all k if and only
if
Fφ(S) =

F1(x
1) F2(x
1) · · · F2n−1(x1)
F1(x
2) F2(x
2) · · · F2n−1(x2)
...
...
F1(x
m) F2(x
m) · · · F2n−1(xm)
φ(S) =

J2ny
1
J2ny
2
...
J2ny
m
 , (7)
where φ(S) is the vector of coefficients defined in (3) uniquely corresponding
to S ∈ S(2n). As F = F (x1, . . . , xm) ∈ R2nm×n(2n−1), notice that this is
an underdetermined system for m ≤ n − 1 while it is overdetermined for
m > n− 1. According to Proposition 3, a necessary condition for (7) to have
a solution is (xk)TJ2ny
k = 0 for all k = 1, . . . ,m. It is easy to construct
counterexamples which show that these conditions alone are not sufficient to
guarantee the existence of a solution to (7).
3 Construction and Existence
According to Proposition 1, any n-dimensional subspace L ⊂ R2n for which
there exists some ordered basis (x1, . . . , xn) and a skew-Hamiltonian matrix
H ∈ H(2n) such that Hxk = xk+1 holds for all k = 1, . . . , n− 1 must be La-
grangian. The natural inverse question is, if there exists a skew-Hamiltonian
matrix H ∈ H(2n) for any given Lagrangian subspace L ⊂ R2n with a pre-
scribed ordered basis B = (x1, . . . , xn) realizing L via B in the sense of
Definition 1. This question is answered in Theorem 1 with an explicit con-
struction.
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Theorem 1. Let L ⊂ R2n be a Lagrangian subspace andB = (x1, . . . , xn) any
ordered basis of L. Then there exists a skew-Hamiltonian matrix H ∈ R2n×2n
that realizes L via B as a Krylov subspace.
Proof. We define
XL :=
[
x1 x2 · · · xn−1] ∈ R2n×n−1 and
XR :=
[
x2 x3 · · · xn] ∈ R2n×n−1. (8)
Denoting by X+L ∈ Rn−1×2n the Moore-Pensore-pseudoinverse of XL, we have
that X+LXL = In−1 since XL has full (column) rank. Now we define K :=
XRX
+
L ∈ R2n×2n and
S := J2nK −KTJT2n = J2nK +KTJ2n ∈ R2n×2n.
The matrix S is (by construction) skew-symmetric. Moreover, since X+L x
k =
ek (where ek denotes the kth column of In−1) holds for all k = 1, . . . , n − 1,
we obtain
Sxk = J2nXRX
+
L x
k +
(
X+L
)T
XTRJ2nx
k = J2nXRe
k + 0 = J2nx
k+1
where we used the fact that L is a Lagrangian subspace, i.e. XTRJ2nxk = 0
for all k = 1, . . . , n − 1. Thus it holds that Sxk = J2nxk+1, or equivalently
JT2nSx
k = xk+1, for all k = 1, . . . , n− 1. Finally, the matrix
Hˆ := JT2nS = K + J
T
2nK
TJ2n = K +K
? (9)
is skew-Hamiltonian and satisfies Hˆxk = xk+1 for all k = 1, . . . , n− 1.
In other words, Theorem 1 states that HK(x1, . . . , xn) 6= ∅ for any set
of linearly independent vectors x1, . . . , xn spanning a Lagrangian subspace
L ⊂ R2n. Notice that the matrix Hˆ = K + K? constructed in (9) can be
expressed as Hˆ = (1/2) · (K˜ + K˜?) where K˜ = 2K. Analogously to the
situation for symmetric and skew-symmetric matrices (see, e.g., [4, Sec. 2]),
Hˆ ∈ H(2n) is closest to K˜ in the sense that
‖K˜ − Hˆ‖ ≤ ‖K˜ −H‖, H ∈ H(2n),
holds for any submultiplicative and unitarily invariant matrix norm ‖ · ‖2.
From Theorem 1 we get the following result as an immediate consequence:
Corollary 1. Let L ⊂ R2n be a Lagrangian subspace and (x1, x2, . . . , xn) any
ordered basis of L. Then the (underdetermined) linear system
Fv =

F1(x
1) F2(x
1) · · · F2n−1(x1)
F1(x
2) F2(x
2) · · · F2n−1(x2)
...
...
F1(x
n−1) F2(xn−1) · · · F2n−1(xn−1)
 v =

J2nx
1
J2nx
2
...
J2nx
n
 (10)
always has a solution.
2If ‖ · ‖ = ‖ · ‖F is the Frobenius norm, Hˆ is unique in this sense and strict inequality
holds.
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Remark 1. If L ⊂ R2n is an isotropic subspace of dimension m < n with
some ordered basis B = (x1, . . . , xm), a skew-Hamiltonian matrix H ∈ R2n×2n
that satisfies Hxk = xk+1 for all k = 1, . . . ,m− 1 can be set up in a similar
way as described in the proof of Theorem 1 with
XL :=
[
x1 x2 · · · xm−1] ∈ R2n×m−1 and
XR :=
[
x2 x3 · · · xm] ∈ R2n×m−1.
In consequence of Remark 1, any ordered basis (x1, . . . , xm) of an isotropic
subspace L ⊂ R2n of dimension m ≤ n can be realized through the relation
Hxk = xk+1, k = 1, . . . ,m, as a Krylov subspace of some skew-Hamiltonian
matrix H ∈ R2n×2n.
In Section 4 we will show that the linear system (10) always has infinitely
many solutions although the matrix F = F (x1, . . . , xn−1) appearing in (10) is
always vastly rank deficient. Before we consider the linear system (10) more
closely, we present some basic properties of Hˆ ∈ HK(x1, . . . , xn) defined in
(9) that follow straightly forward from its definition.
Corollary 2. Let L ⊂ R2n be a Lagrangian subspace and B = (x1, x2, . . . , xn)
any ordered basis of L. Set K := XRX+L using the definitions from (8). Then
KK? = K?K = 0.
Proof. Recall that (xj)TJ2nx
k = 0 holds for all j, k = 1, . . . , n, since L is
Lagrangian. The proof now follows immediately from the observation that
X+L = (X
T
LXL)
−1XTL . In particular, for KK
? we obtain
KK? = XR
(
XTLXL
)−1
XTLJ
T
2nXL
(
XTLXL
)−1
XTRJ2n = 0
since XTLJ
T
2nXL = −XTLJ2nXL = 0. Similarly, K?K = 0 follows by observing
that XTRJ2nXR = 0 holds.
Matrices K ∈ R2n×2n with the property KK? = K?K are called J2n-
normal. This type of matrices was investigated in, e.g., [6].
Recall that a matrix A ∈ Rn×n is called nilpotent of index k ∈ N if
Ak−1 6= 0 and Ak = 0 holds. For some orthogonal basis of a Lagrangian
subspace we have the following result.
Corollary 3. Let L ⊂ R2n be a Lagrangian subspace and B = (x1, x2, . . . , xn)
any ordered orthonormal basis of L. Set K := XRXTL using the definitions
from (8). Then the matrix Hˆ = K +K? ∈ HK(B) is nilpotent of index n.
Proof. First note that, as x1, . . . , xn are orthogonal, Hˆ = K + K? coincides
with Hˆ in (9) since X+L = X
T
L . Thus Hˆ ∈ HK(B). Due to the relations
XTLJ2nXL = 0 and X
T
RJ2nXR = 0 it is verified straightly forward that
Hˆk = XR
(
XTLXR
)k−1
XTL + J
T
2nXL
[(
XTLXR)
k−1]TXTRJ2n
8
holds for all k ∈ N. Due to the orthogonality of x1, . . . , xn we have
XTLXR =

0 0 · · · 0 0
1 0 0
0 1
. . .
...
...
. . .
. . . 0
0 · · · 0 1 0
 ∈ R
n−1×n−1
from which it follows directly that (XTLXR)
n−1 = 0. This in turn implies
Hˆn = 0 and proves the result.
Let L ⊂ R2n be a Lagrangian subspace with some ordered basis B =
(x1, . . . , xn). A matrix H = JT2nS ∈ H(2n) is an element of HK(B) if and
only if v = φ(J2nH) = φ(S) is a solution of (10). Therefore, if vˆ is one
particular solution of (10), e.g. v = φ(J2nHˆ) for Hˆ as defined in (9), then
any solution v ∈ Rn(2n−1) of (10) has the form v = vˆ + w for some w with
Fw =

F1(x
1) F2(x
1) · · · F2n−1(x1)
F1(x
2) F2(x
2) · · · F2n−1(x2)
...
...
F1(x
n−1) F2(xn−1) · · · F2n−1(xn−1)
w =

0
0
...
0
 . (11)
Let null(F ) denote the (right) nullspace of F = F (x1, . . . , xn−1), i.e. the
vector subspace of Rn(2n−1) of all solutions to (11). Then the solution set of
(10) is the affine subspace vˆ + null(F ) consisting of all elements vˆ + w with
w ∈ null(F ).
If w1, . . . , wd is a basis of null(F ), then JT2nφ
−1(w1), . . . , JT2nφ
−1(wd) is a
basis of the R-vector space H0 ⊂ H(2n) of all skew-Hamiltonian matrices H0
that satisfy H0x
k = 0 for all k = 1, . . . , n− 1. Consequently,
Hˆ +H0 = HK(B) (12)
is the affine subspace of H(2n) consisting of all skew-Hamiltonian matrices
that realize L via B = (x1, . . . , xn) as a Krylov subspace. As an affine
subspace, HK(B) is certainly a convex and connected subset of H(2n). A
reasonable measure for the size of HK(B) would be the dimension d of H0,
which is equal to the dimension of null(F ).
Definition 3. Let L ⊂ R2n be a Lagrangian subspace and (x1, x2, . . . , xn) any
ordered basis of L. Then we define
dim
(
HK(x1, . . . , xn)
)
:= dim
(
null
(
F (x1, . . . , xn−1
))
,
where F (x1, . . . , xn−1) is the matrix appearing in (11).
The exact determination of dim
(
null(F (x1, . . . , xn−1))
)
requires some work
and is addressed in the next section.
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4 The dimension of HK(x1, . . . , xn)
The following Theorem 2 provides several auxiliary results on the matrices
F1(x) and [F1(x) F2(x) · · · F2n−1(x) ] (see (4) for the definition of Fk(x)).
These will be useful for subsequent investigations since, according to (10),
a matrix H = JT2nS ∈ H(2n) satisfies Hxk = xk+1 for k = 1, . . . , n − 1
and given vectors x1, . . . , xn if and only if φ(S) is a simultaneous solution
to the linear systems
[
F1(x
k) F2(x
k) · · · F2n−1(xk)
]
v = J2nx
k+1 for all
k = 1, . . . , n− 1.
Theorem 2. 1. Given some vector x ∈ R2n it holds that
(a) xTF1(x) = 0 and (b) x
T
[
F1(x) F2(x) · · · F2n−1(x)
]
= 0.
2. Given two vectors x, y ∈ R2n it holds that (a) yTF1(x) = −xTF1(y) and
(b) yT
[
F1(x) F2(x) · · · F2n−1(x)
]
= −xT [F1(y) F2(y) · · · F2n−1(y)]
Proof. 1.(a) Let x = [x1 x2 · · · x2n ]T ∈ R2n. Then
xTF1(x) =
[
x1x2 − x2x1 x1x3 − x3x1 x1x4 − x4x1 · · · x1x2n − x2nx1
]
=
[
0 · · · 0] ,
which proves the first claim.
1.(b) Now, for k = 1, . . . , 2n − 1, we define the family of trailing vectors
x(k) for x as
x(k) :=
[
xk xk+1 · · · x2n
]T ∈ R2n−k+1.
In particular, x(1) = x, x(2) = [x2 · · · x2n ] etc. Now notice that
xT
[
F1(x) F2(x) · · · F2n−1(x)
]
=
[
xTF1(x) x
T
(2)G2(x) · · · xT(2n−1)G2n−1(x)
]
=
[
01×2n−1 xT(2)G2(x) · · · xT(2n−1)G2n−1(x)
]
.
(13)
Furthermore, xT(k)Gk(x) = x(k)F1(x(k)) holds for all k = 1, . . . , n−1 which can
easily be seen from the definitions in (4). Consequently, 0 = x(k)F1(x(k)) =
xT(k)Gk(x) = 0 holds for all k = 1, . . . , 2n−1 according to 1.(a) and the second
claim follows.
2.(a) Let x = [x1 x2 · · · x2n ]T , y = [ y1 y2 · · · y2n ]T ∈ R2n. Then it
follows from a direct computation that
xTF1(y) =
[
x1y2 − y1x2 x1y3 − y1x3 x1y4 − y1x4 · · · x1y2n − y1x2n
]
and
yTF1(x) =
[
y1x2 − x1y2 y1x3 − x1y3 y1x4 − x1y4 · · · y1x2n − x1y2n
]
.
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Therefore, xTF1(y) + y
TF1(x) = [ 0 · · · 0 ] and yTF1(x) = −xTF1(y) follows.
2.(b) This follows analogous to 1.(b). In particular,
xT
[
F1(y) F2(y) · · · F2n−1(y)
]
=
[
xTF1(y) x
T
(2)G2(y) · · · xT(2n−1)G2n−1(y)
]
and
yT
[
F1(x) F2(x) · · · F2n−1(x)
]
=
[
yTF1(x) y
T
(2)G2(x) · · · yT(2n−1)G2n−1(x)
]
.
(14)
Again, xT(k)Gk(y) = x
T
(k)F1(y(k)) and y
T
(k)Gk(x) = y
T
(k)F1(x(k)) holds for all k =
1, . . . , 2n − 1. Therefore, since yT(k)F1(x(k)) = −xT(k)F1(y(k)) holds according
to 2.(a) for all k = 1, . . . , 2n− 1, the claim follows.
The following Theorem 3 states the dimension of HK(x1, . . . , xn) as de-
fined in Definition 3.
Theorem 3. Let L ⊂ R2n be a Lagrangian subspace and (x1, x2, . . . , xn) any
ordered basis of L. Then
dim
(
HK(x1, x2, . . . , xn)
)
=
n(n+ 1)
2
. (15)
Let F = F (x1, . . . , xn−1) denote the matrix defined for x1, x2, . . . , xn−1
in (11), where (x1, . . . , xn) ∈ R2n is a given ordered basis of a Lagrangian
subspace L ⊂ R2n. We will prove Theorem 3 in the upcoming subsection in
two steps by showing
rank(F ) ≤ 3n(n− 1)
2
(Part A) and rank(F ) ≥ 3n(n− 1)
2
(Part B)
implying rank(F ) = 3n(n − 1)/2. As F ∈ R2n(n−1)×n(2n−1), we then obtain
for the dimension of the (right) nullspace of F
dim(null(F )) = n(2n− 1)− 3n(n− 1)
2
=
n(n+ 1)
2
and (15) follows. The proof of Theorem 3 will reveal that the property of
x1, x2, . . . , xn−1 spanning a Lagrangian subspace is not important for the rank
of F (although it is important for solving (10)). Therefore, for now, we only
need to assume that x1, x2, . . . , xn−1 ∈ R2n is a linearly independent set of
vectors.
4.1 Proof of Theorem 3
We start by proving Part A, i.e. bounding rank(F ) from above. To this end,
we begin our considerations with the obvious estimation rank(F ) ≤ 2n(n−1)
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for the rank of F . According to the relation from Theorem 2 1.(b), for
k = 1, . . . , n− 1 the vectors
xˆk =
[
01×(k−1)2n (xk)T 01×(n−k−1)2n
]T ∈ R2n(n−1),
that is (xk)T is located in the kth 2n-block of the vector, are all left nullvectors
of F . Consequently, (xˆk)TF = [ 0 · · · 0 ] holds for all k = 1, . . . , n− 1. This
yields a new upper bound estimation for the rank of F as
rank(F ) ≤ 2n(n− 1)− (n− 1) = 2n2 − 3n+ 1 (16)
since xˆ1, xˆ2, . . . , xˆn−1 are obviously linearly independent. Now consider an
arbitrary submatrix Fij of F of the form
Fij =
[
F1(x
i) F2(x
i) · · · F2n−1(xi)
F1(x
j) F2(x
j) · · · F2n−1(xj)
]
∈ R4n×n(2n−1), 1 ≤ i, j ≤ n− 1,
i 6= j.
According to Theorem 2 2.(b) it follows that
(xj)T
[
F1(x
i) F2(x
i) · · · F2n−1(xi)
]
= −(xi)T [F1(xj) F2(xj) · · · F2n−1(xj)]
which shows that [ (xj)T (xi)T ]Fij = [ 0 · · · 0]. Therefore, defining for any
pair (i, j), 1 ≤ i < j ≤ n− 1, the vector
xˆi,j :=
[
01×2n(i−1) (xj)T 01×(j−i−1)2n (xi)T 01×(n−j−1)2n
]T ∈ R2n(n−1),
i.e. (xj)T and (xi)T are located in the ith and jth 2n-block of the vector, the∑n−2
k=1 k = (n
2 − 3n+ 2)/2 vectors
xˆ1,2, xˆ1,3, . . . , xˆ1,n−1, xˆ2,3, . . . , xˆ2,n−1, xˆ3,4, . . . , . . . , xˆn−2,n−1
are all left nullvectors of F . As they are all linearly independent (and, in
particular, linearly independent of xˆ1, . . . , xˆn−1), the rank estimation of F
from (16) can be improved and we obtain
rank(F ) ≤ (2n2 − 3n+ 1)− n2 − 3n+ 2
2
=
3n(n− 1)
2
. (17)
This proves Part A. 
We claim that the rank of F always equals the estimate given in (17)
as long as x1, . . . , xn−1 are linearly independent vectors in R2n. Therefore,
our next step is to prove Part B, that is rank(F ) ≥ 3n(n − 1)/2, which, in
consequence, proves Theorem 3. To this end, let
XT :=
[
x1 x2 x3 · · · xn−1] , i.e. X ∈ Rn−1×2n,
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and assume that X admits an LU decomposition3
X = L˜U =

1
• 1
...
. . .
• · · · • 1


0  • • • • •
0 0 0  • • •
...
...
...
0 0 0 0 0  •
 = L˜

(u1)T
(u2)T
...
(un−1)T
 ,
(18)
where each  represents the first nonzero entry in its row (the elements
marked by • are not of interest for the subsequent discussion and may be ei-
ther zero or nonzero). Here, L˜ ∈ Rn−1×n−1 and U ∈ Rn−1×2n. Set L := L˜⊗I2n,
where ⊗ denotes the Kronecker product, and notice that L ∈ R2n(n−1)×2n(n−1)
is nonsingular. Now, with F as in (11) the relation
L−1F =

F1(u
1) F2(u
1) · · · F2n−1(u1)
F1(u
2) F2(u
2) · · · F2n−1(u2)
...
...
F1(u
n−1) F2(un−1) · · · F2n−1(un−1)
 =: F (19)
follows. Moreover, due to the nonsingularity of L, rank(F) = rank(F ) holds.
To prove the lower estimate rank(F ) ≥ 3n(n− 1)/2 it suffices to identify
a set of 3n(n − 1)/2 linear independent columns of F . Before we present a
general proof we illustrate the situation by considering two special cases4:
1. Assume the first nonzero entries per row in U marked by  in (18)
appear in the positions (1, 1), (2, 2), (3, 3), . . ., (n− 1, n− 1). That is,
schematically U has the form
U =

u11 • • · · · • · · · •
0 u22 • · · · • · · · •
...
. . . • • · · · •
0 · · · 0 un−1n−1 • · · · •
 (20)
where u11 6= 0, u22 6= 0, . . . , un−1n−1 6= 0 holds. Then, it is easy to see that F
in (19) has a triangular-like shape in its leading columns. In particular,
the first 3n(n − 1)/2 columns of F are linearly independent. This is
sketched for size(F) = 24× 28, i.e. n = 4, in Figure 1 (left plot), where
the first 3 ·4 ·(4−1)/2 = 18 columns are obviously linearly independent.
2. Now assume the first nonzero entries per row in U marked by  in (18)
appear in the positions (1, n + 2), (2, n + 3), . . ., (n − 1, 2n). That is,
3If this is for X a priori not the case, there exists a reordering of the rows of X such
that a decomposition as in (18) exists. We assume without loss of generalization that the
columns in X are ordered such that X admits the decomposition in (18).
4The general proof will capture these cases as well.
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Figure 1: The spy plots show the nonzero structure of F for U as in (20) (left
plot) and for U as in (21) (right plot). Elements in F which are guaranteed
to be nonzero (due to the form of U) are marked by red squares. In both
cases, F has at least rank 3n(n− 1)/2.
u1n+2 6= 0, u2n+3 6= 0, . . ., un−12n 6= 0. Schematically, U has the form
U =

0 · · · 0 u1n+2 • · · · •
0 · · · 0 0 . . . ...
...
. . . un−22n−1 •
0 · · · 0 0 · · · 0 un−12n
 . (21)
In this case, all nonzero columns of F are linearly independent. In fact,
the number of nonzero columns in F is again 3n(n − 1)/2. This is
sketched for size(F) = 24× 28, i.e. n = 4, in Figure 1 (right plot).
In general U can have a stair-like form which corresponds neither to the
form in (20) nor to the form (21). Therefore, to capture the most gen-
eral case, assume the first nonzero entries per row in U are in the positions
(1, k1), (2, k2), (3, k3), . . . , (n − 1, kn−1) where 1 ≤ k1 < k2 < k3 < · · · <
kn−1 ≤ 2n. That is, we assume that U has the form
U =

0 u1k1 • • • • •
0 0 0 u2k2 • • •
...
...
...
0 0 0 0 0 un−1kn−1 •
 , u1k1 6= 0, . . . , un−1kn−1 6= 0. (22)
Moreover, we partition F as
F1 =

F1(u
1)
F1(u
2)
...
F1(u
n−1)
 ,F2 =

F2(u
1)
F2(u
2)
...
F2(u
n−1)
 , . . . ,F2n−1 =

F2n−1(u1)
F2n−1(u2)
...
F2n−1(un−1)
 . (23)
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so that F = [F1 F2 · · · F2n−1 ]. For the subsequent discussion, recall from
Definition 2 that
Gk(u
j) :=

ujk+1 u
j
k+2 · · · uj2n
−ujk 0 · · · 0
0 −ujk
...
...
. . . 0
0 · · · 0 −ujk
 and Fk(u
j) =

0k−1×2n−k
Gk(u
j)
 .
To identify a set of 3n(n−1)/2 linearly independent columns of F we proceed
as follows: First set U = {}.
1. We will consider the matrices Fs from (23) for s = 1, . . . , 2n−1 one after
another. From each Fs we will choose certain columns (as described
below) and add these vectors to U .
2. Every time we enlarge U , we take care that the vectors in U remain to
be linearly independent.
3. As soon as we are done, we will show that U contains exactly 3n(n−1)/2
linear independent columns.
Then the proof is complete since we have identified a set of 3n(n − 1)/2
linear independent columns of F . We now prove Part B, that is, bounding
rank(F ) from below.
Assume U is given as in (22). In addition, define k0 = 0, kn = 2n−1 and,
for each j, 1 ≤ j ≤ n− 1, `j := 2n− kj + 1. Then the following is true for all
Fs, 1 ≤ s ≤ k1 − 1:
(a) For any j, 1 ≤ j ≤ n − 1, the element ujkj appears exactly once in Fs,
namely in the position (1, 2n− s− `j) in Gs(uj).
(b) As for any ujkj the elements u
d
kj
for d > j are zero, there are only zero
entries in the position (1, 2n− s− `j) in all Gs(ud), j < d ≤ n− 1.
In consequence, (a) and (b) imply that u1k1 , . . . , u
n−1
kn−1 appear in n− 1 distinct
and linearly independent columns in Fs for each s, 1 ≤ s ≤ k1 − 1. In
addition, we have
(c) For any j, 1 ≤ j ≤ n − 1, the entries in the first row of Gs(uj) where
ujkj shows up (as described in (a)) are the only nonzero entries in this
whole row of F .
According to (c), collecting the n − 1 columns containing u1k1 , . . . , un−1kn−1
from Fs for all s = 1, . . . , k1−1 gives a set of (k1−1)(n−1) linear independent
columns of F . We add these distinguished vectors to U . Next, consider Fk1
where the following statements hold:
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(i) The element u1k1 appears in Fk1 exactly in the positions (2, 1), (3, 2),
. . . , (2n− k1 + 1, 2n− k1) in Gk1(u1). Therefore, the element u1k1 shows
up in all columns of Fk1 once.
(ii) Consider the 2n− k1 rows of [F1 F2 · · · Fk1−1 Fk1 ] where the element
u1k1 shows up in Gk1(u
1) as described in (i). In each of these rows the
single appearance of u1k1 is the only nonzero entry.
It follows from (i) and (ii) that all 2n− k1 columns of Fk1 are linearly inde-
pendent. Moreover, adding these 2n − k1 vectors to U keeps on the linear
independence of U and we have identified a set of (k1− 1)(n− 1) + (2n− k1)
linear independent vectors from the columns of [F1 F2 · · · Fk1−1 Fk1 ].
Now, for all t = 1, . . . , n−2, we consider the submatrices Fs, kt+1 ≤ s ≤
kt+1. In each Fs, kt + 1 ≤ s ≤ kt+1 − 1, exactly the elements ujkj show up for
j > t (similar as in (a) above). Moreover, in Fkt+1 the element ut+1kt+1 shows
up in every column (similar as in (i) above). An analogous pattern as in (a),
(b), (c), (i) and (ii) continues. In particular, the following statements hold:
(a’) In all Fs, kt + 1 ≤ s ≤ kt+1− 1, the element ujkj (j > t) appears exactly
once, namely the position (1, 2n− s− `j) in Gs(uj).
(b’) As for any ujkj the elements u
d
kj
for d > j > t are zero, there are only
zero entries in the position (1, 2n−s−`j) in all Gs(ud) for j < d ≤ n−1.
It follows from (a’) and (b’) that ujkj , j = t+ 1, . . . , n− 1, appear in n− 1− t
distinct and linearly independent columns in Fs for each s, kt + 1 ≤ s ≤
kt+1 − 1. Moreover, these are linearly independent to those from U since:
(c’) For any j, t < j ≤ n− 1, the entries in the first row of Gs(uj), kt + 1 ≤
s ≤ kt+1 − 1, where ujkj shows up (as described in (a’)) are the only
nonzero entries in this whole row of F .
For all t = 1, . . . , n−1 we may thus add the (kt+1−kt−1)(n−1− t) columns
characterized above to U . Analogously to (i) and (ii) we have
(i’) The element ut+1kt+1 appears in Fkt+1 exactly in the positions (2, 1), (3, 2),
. . . , (2n − kt+1 + 1, 2n − kt+1) in Gkt+1(ut+1). Therefore, the element
ut+1kt+1 shows up in all columns of Fkt+1 once.
(ii’) Consider the 2n− kt+1 rows of[F1 F2 · · · Fkt+1−1 Fkt+1] .
where ut+1kt+1 shows up in Gkt+1(u
t+1) as described in (i’). In each of these
rows the single appearance of ut+1kt+1 is the only nonzero entry.
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For all t = 1, . . . , n − 2 we may also add the 2n − kt+1 linear independent
columns of Fkt+1 to U without destroying its linear independence.
We now determine the cardinality of U . To this end, the following table
summarizes how many linearly independent vectors have been added to U in
each step.
Submatrix of F ] linear independent vectors
[F1 · · · Fk1−1 ] (k1 − 1)(n− 1)
Fk1 2n− k1
For t = 1, . . . , n− 2 [Fkt+1 · · · Fkt+1−1 ] (kt+1 − kt − 1)(n− 1− t)
For t = 2, . . . , n− 1 Fkt 2n− kt
Thus we have identified a set of
]U = (k1 − 1)(n− 1) +
n−1∑
t=1
(2n− kt) +
n−2∑
t=1
(kt+1 − kt − 1)(n− 1− t) (24)
linearly independent columns in F . Evaluating (24) is straight forward but
a little messy (although rewriting (24) reveals several telescopic sums which
simplify the terms). Nevertheless, all kj-terms cancel out and evaluating (24)
gives the number 3n(n−1)/2. Thus, in general, rank(F ) ≥ 3n(n−1)/2 which
proves Part B. 
For any set of linearly independent vectors x1, . . . , xn−1 we thus have
rank(F ) = 3n(n− 1)/2 and (15) follows.
5 Minimum Norm Approximation
According to Theorem 3, the set HK(B) of skew-Hamiltonian matrices H ∈
S(2n) that realize some ordered basis B = (x1, . . . , xn) of a given Lagrangian
subspace L ⊂ R2n as a Krylov space through the relation Hxk = xk+1,
k = 1, . . . , n− 1, is a n(n+ 1)/2-dimensional affine subspace of H(2n).
In this section, we will identify matrices H ∈ HK(B) with optimal (i.e.
minimal) values for the ‖ · ‖F and ‖ · ‖2 matrix norms.
5.1 Matrices in HK(B) having minimal values for ‖ · ‖F
Recall that the ‖ · ‖F -norm (Frobenius norm) of a matrix A = [ai,j]ij ∈ Rn×n
can be expressed as
‖A‖F =
√
tr(ATA), i.e. ‖A‖2F = tr(ATA),
where tr(·) denotes the trace of the matrix, that is tr(A) = ∑ni=1 ai,i [3,
Sec. 2.3]. The trace-function is transposition invariant and additive. That
means, we have tr(A) = tr(AT ) and
‖A+B‖2F = tr(ATA) + tr(ATB) + tr(BTA) + tr(BTB)
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for any two matrices A,B ∈ Rn×n. In addition, tr(AB) = tr(BA) holds.
These properties are used without further notice to prove Theorem 4.
Theorem 4. Let L ⊂ R2n be a Lagrangian subspace and B = (x1, . . . , xn)
any ordered basis of L. Set K := XRX+L using the definitions from (8). Then
Hˆ = K+K? ∈ HK(B) is the unique matrix with smallest ‖ · ‖F -norm among
all matrices in HK(B).
Proof. Let W ∈ H0 be arbitrary and recall that Wxk = 0 holds for all
k = 1, . . . , n−1. AsW = W ? is skew-Hamiltonian, W ?xk = JT2nW TJ2nxk = 0,
which implies that W TJ2nx
k = 0 holds as well for all k = 1, . . . , n− 1. Now
consider W T Hˆ and observe that
W T Hˆ = W T
(
K +K?) = W TK +W T
(
JT2nXL(X
T
LXL)
−1XTRJ2n
)
= W TK − (W TJ2nXL)(XTLXL)−1XTRJ2n = W TK
since W TJ2nXL = 0 (where we used that J
T
2n = −J2n). Now it follows that
tr(W TK) = tr
(
W TXR(X
T
LXL)
−1XTL
)
= tr
(
XR(X
T
LXL)
−1XTLW
T
)
= tr
(
XR(X
T
LXL)
−1(WXL)T
)
= 0
since WXL = 0. In conclusion, tr(W
T Hˆ) = 0 holds for any W ∈ H0. Due
to the transposition invariance of tr(·), tr(HˆTW ) = 0 follows immediately for
every W ∈ H0.
Now let H := Hˆ −W for some W ∈ H0 be an arbitrary element from
HK(B). Then
‖H‖2F = tr(HTH) = tr(HˆT Hˆ)− tr(HˆTW )− tr(W T Hˆ) + tr(W TW )
= tr(HˆT Hˆ) + tr(W TW ) = ‖Hˆ‖2F + ‖W‖2F ≥ ‖Hˆ‖2F .
(25)
Therefore, ‖H‖F ≥ ‖Hˆ‖F holds for all H ∈ HK(B). In particular, equality
‖H‖2F = ‖Hˆ‖2F in (25) is achieved if and only if ‖W‖2F = 0, i.e. ‖W‖F = 0.
This, however, means W = 0 since ‖ · ‖F is a norm. In conclusion, Hˆ is the
unique matrix with minimum Frobenius norm in HK(B).
5.2 Matrices in HK(B) having minimal values for ‖ · ‖2
In this section we show that Hˆ from Theorem 4 also reaches minimal possible
values for ‖H‖2 among all matrices in H ∈ HK(x1, . . . , xn). Recall that for
any A ∈ Rn×n we have
‖A‖2 = max
x 6=0
‖Ax‖2
‖x‖2 = maxx 6=0,‖x‖2=1 ‖Ax‖2, x ∈ R
n.
Moreover, keep in mind that ‖A‖2 is also equal to
√
λmax, where λmax denotes
the largest eigenvalue of the symmetric (positive semidefinite) matrix ATA [3,
Sec. 2.3.3]. We start by considering the case where (x1, . . . , xn) is an ordered
orthogonal basis of some Lagrangian subspace L ⊂ R2n.
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Theorem 5. Let L ⊂ R2n be a Lagrangian subspace and B = (x1, . . . , xn)
any ordered orthonormal basis of L. Set K := XRXTL using the definitions
from (8). Then Hˆ = K +K? is a matrix with smallest ‖ · ‖2-norm among all
matrices in HK(B). In particular, ‖Hˆ‖2 = 1.
Proof. Let H ∈ HK(B) and notice that for any choice of k, 1 ≤ k ≤ n − 1,
it holds that
‖H‖2 = max
x∈R2n,‖x‖2=1
‖Hx‖2 ≥ ‖Hxk‖2 = ‖xk+1‖2 = 1.
Thus 1 ≤ ‖H‖2 holds for any H ∈ HK(B).
Now ‖H‖2 =
√
λmax, where λmax denotes the largest eigenvalue of H
TH ∈
R2n×2n. From the construction of Hˆ and the properties XTRXR = XTLXL =
In−1 along with XTRJ2nXL = 0 we obtain
HˆT Hˆ = XLX
T
L + J
T
2nXRX
T
RJ2n. (26)
Using the relation (xj)TJ2nx
k = 0 for all j, k = 1, . . . , n, it is easily verified
from (26) that x1, . . . , xn−1, JT2nx
2, . . . , JT2nx
n are all eigenvectors of HˆT Hˆ for
the eigenvalue one. Moreover, xn and JT2nx
1 are both eigenvectors of HˆT Hˆ
for the eigenvalue zero. By considering the matrix
Q :=
[
x1 · · · xn JT2nx1 · · · JT2nxn
] ∈ R2n×2n
one finds that QTQ = I2n holds, so the columns of Q are linearly independent.
In conclusion, x1, . . . , xn, JT2nx
1, . . . , JT2nx
n is a complete set of (orthogonal)
eigenvectors for HˆT Hˆ corresponding solely to the eigenvalues zero and one.
Thus ‖Hˆ‖2 =
√
λmax =
√
1 = 1.
Theorem 6. Let L ⊂ R2n be a Lagrangian subspace and B = (x1, . . . , xn)
any ordered basis of L. Set K := XRX+L using the definitions from (8) and
Hˆ := K +K?. Then ‖Hˆ‖2 = ‖K‖2 holds.
Proof. We have that ‖Hˆ‖2 =
√
λmax where λmax denotes the largest eigenvalue
of HˆHˆT . Similarly, ‖K‖2 is equal to √µmax for the largest eigenvalue µmax of
KKT . Moreover, keep in mind that X+L = (X
T
LXL)
−1XTL .
Now we obtain
KKT = XR
(
XTLXL
)−1
XTLXL
(
XTLXL
)−1
XTR = XR
(
XTLXL
)−1
XTR
and, computing HˆHˆT using the relations XTLJ2nXR = 0 and X
T
RJ2nXL = 0,
HˆHˆT = KKT + JT2n
(
KTK
)
J2n.
Now we have a closer look at KKT = XR(X
T
LXL)
−1XTR . First note that
range(KKT ) ⊂ range(XR) holds. Thus, if 0 6= µ ∈ C is an eigenvalue of
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KKT with eigenvector 0 6= z ∈ R2n, then z ∈ range(XR) = span{x2, . . . , xn}.
Then (
HˆHˆT
)
z = KKT z + JT2nXL
(
XTLXL
)−1
XTRXR
(
XTLXL
)−1
XTLJ2nz
= KKT z = µz
since XTLJ2nz = 0. Therefore, any nonzero eigenvalue of KK
T is also an
eigenvalue of HˆHˆT . Now we show that any eigenvalue λ 6= 0 of HˆHˆT is also
an eigenvalue of KKT .
First, set X := [x1 · · · xn ]. As any z ∈ Rn with the property Xz =
JT2nXz is necessarily zero (multiplying the equation by X
+ gives z = 0), the
vectors x1, . . . , xn, JT2nx
1, . . . , JT2nx
n are linearly independent. In particular,
they form a basis of R2n. Accordingly, if 0 6= λ ∈ C is an eigenvalue of HˆHˆT
with eigenvector 0 6= z ∈ R2n, then
z = Xz1 + JT2nXz
2 (27)
for some vectors z1, z2 ∈ Rn. We consider two special cases first:
(a) First assume z1 = 0, i.e. z = JT2nXz
2. Then
λz = HˆHˆT z =
(
KKT + JT2n
(
KTK
)
J2n
)
z =
(
JT2n
(
KTK
)
J2n
)
z
since KKT z = XR(X
T
LXL)
−1XTRJ
T
2nXz
2 = 0 because XTRJ2nX = 0.
Therefore, (λ, z) is an eigenpair of JT2n(K
TK)J2n. As KK
T and KTK
have the same nonzero eigenvalues and since JT2n(K
TK)J2n is a simi-
larity transformation of KTK, this proves that λ is an eigenvalue of
KKT .
(b) Now assume z2 = 0, i.e. z = Xz1. Then
λz = HˆHˆT z =
(
KKT + JT2n
(
KTK
)
J2n
)
z = KKT z
since JT2nXL
(
XTLXL
)−1
XTRXR
(
XTLXL
)−1
XTLJ2nXz = 0 (which follows
because XTLJ2nX = 0). Thus, λ is also an eigenvalue of KK
T .
Now consider the case z1 6= 0 and z2 6= 0 for z in (27). It follows directly
from (a) and (b) above that
λz = HˆHˆT z = KKTXz1 +
(
JT2n
(
KTK
)
J2n
)
JT2nXz
2. (28)
Recall that range(KKT ) ⊂ span{x2, . . . , xn} while range(JT2n(KTK)J2n) ⊂
span{JT2nx1, . . . , JT2nxn−1}. In particular, {x1, JT2nxn} /∈ range(HˆHˆT ). Thus,
for (28) to hold it necessarily follows that z11 = 0 and z
2
n = 0. Consequently,
Xz1 ∈ range(XR) while JT2nXz2 ∈ range(JT2nXL). Since
range(XR) ∩ range(JT2nXL) = {0}
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it follows from (28) that
λXz1 =
(
KKT
)
Xz1 and λJT2nXz
2 =
(
JT2nK
TKJ2n
)
JT2nXz
2
have to hold. These relations both imply that λ is an eigenvalue of KKT .
In conclusion, any nonzero eigenvalue of HˆHˆT is also an eigenvalue of KKT
and so the nonzero eigenvalues of KKT and HˆHˆT coincide. In particular,
λmax = µmax and so ‖Hˆ‖2 = ‖K‖2 follows.
Before we state the analogous result to Theorem 4 for the ‖ · ‖2-norm, we
need some observations. To this end, let K = XRX
+
L = XR(X
T
LXL)
−1XTL for
some ordered basis (x1, . . . , xn) of a given Lagrangian subspace L ⊂ R2n as
before (using the definitions from (8)). First notice that
‖K‖22 = max
z∈R2n, ‖z‖2=1
‖Kz‖22 = max
z∈R2n, ‖z‖2=1
zTKTKz. (29)
As a consequence of the Courant-Fischer-Theorem, the maximum on the
right-hand-side of (29) is attained for z˜ ∈ R2n if z˜ (with ‖z˜‖2 = 1) is an
eigenvector for KTK for its largest eigenvalue µmax > 0. Then ‖K‖2 =
‖Kz˜‖2. From (KTK)z˜ = µmaxz˜ it trivially follows that z˜ ∈ range(KTK).
Moreover, since
KTK = XL
(
XTLXL
)−1
XTRXR
(
XTLXL
)−1
XTL ,
range(KTK) ⊂ range(XL). Thus, z˜ ∈ range(XL) and we conclude that
‖K‖2 = max
z∈R2n, ‖z‖2=1
‖Kz‖2 = max
z∈range(XL), ‖z‖2=1
‖Kz‖2. (30)
With (30) at hand we may now easily prove Theorem 7 below.
Theorem 7. Let L ⊂ R2n be a Lagrangian subspace and B = (x1, . . . , xn)
any ordered basis of L. Set K := XRX+L using the definitions from (8). Then
Hˆ = K + K? is a matrix with smallest ‖ · ‖2-norm among all matrices in
HK(B).
Proof. Let H = Hˆ −W be some element of HK(B) with W ∈ H0. Then,
as K?xk = 0 (due to the construction of K?) and Wxk = 0 hold for all
k = 1, . . . , n − 1, it follows that H, Hˆ = K + K? and K all behave exactly
identically on the subspace span{x1, . . . , xn−1} = range(XL). That means,
for any y ∈ range(XL) we have Hy = Hˆy = Ky. Using the result from
Theorem 6 along with the observation in (30) we can estimate
‖Hˆ‖2 = ‖K‖2 = max
z∈range(XL), ‖z‖2=1
‖Kz‖2 = max
z∈range(XL), ‖z‖2=1
‖Hz‖2
≤ max
z∈R2n, ‖z‖2=1
‖Hz‖2 = ‖H‖2.
Thus, ‖Hˆ‖2 ≤ ‖H‖2 holds for all matrices H ∈ HK(B), so ‖Hˆ‖2 is minimal
among all matrices in HK(B).
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6 Basis Computation
Let (x1, . . . , xn) be a basis of some Lagrangian subspace L ⊂ R2n. Recall that
HK(x1, . . . , xn−1) = Hˆ+H0 is an affine subspace of H(2n), where Hˆ ∈ H(2n)
denotes the matrix constructed in (9) andH0 consists of all skew-Hamiltonian
matrices H0 that satisfy H0x
j = 0 for all j = 1, . . . , n− 1. A matrix H ∈ H0
can be found by solving the linear system (11), i.e. computing w ∈ Rn(2n−1)
such that Fw = 0 and setting H := JT2nφ
−1(w). Moreover, a basis of the
subspace H0 ⊂ H(2n) can be found by determining a basis w1, . . . , wζ ∈
Rn(2n−1) (ζ = n(n+1)/2) of null(F ) and defining H1 = JT2nφ−1(w1), . . . , Hζ =
JT2nφ
−1(wζ). In this section, we derive a simple algorithm that computes a
basis H1, . . . , Hζ directly without forming F .
To this end, recall that the mapping
〈·, ·〉F : R2n×2n × R2n×2n → R, (K,M) 7→ 〈K,M〉F = tr(KTM)
that was already used for the proof of Theorem 4 actually defines a scalar
product on R2n×2n × R2n×2n (the Frobenius scalar product). Equipped with
this scalar product, R2n×2n becomes a Hilbert space. From this point of view,
two matrices K,M ∈ R2n×2n are called orthogonal if 〈K,M〉F = 〈M,K〉F =
0. The Algorithm 2 presented below computes a basis H1, . . . , Hζ of H0
that is orthonormal with respect to this scalar product, i.e. it holds that
‖Hj‖F = 1 for all j = 1, . . . , ζ and 〈Hj, Hk〉F = 0 for any j 6= k.
To understand Algorithm 2, first consider a linear system of equations
Ax = b with A ∈ Rm×n and b ∈ Rm. Denote the m columns of AT by a1 to
am so that Ax = b can be written as−− a
T
1 −−
...
−− aTm −−
x =
 b1...
bm
 .
The Kaczmarz algorithm is an iteration that, starting from some z0 ∈ Rm,
computes the (k + 1)th iterate zk+1 as the orthogonal projection of zk onto
the hyperplane aTi x = bi [9]. Hereby, the ith hyperplance is selected cyclically
(starting with i = 1). Hence, for k ≥ 0 and z0 ∈ Rm given, the Kaczmarz
iteration for the system Ax = b is given as
zk+1 = zk +
bi − aTi zk
‖ai‖22
ai, i = k mod n+ 1. (31)
The following result is proven in [9, Cor. 7] and holds for any A ∈ Rm×n as
long as A has no row with all zeros (which is required to make sense of the
expression in (31)):
Theorem 8. Applied to a linear system of equations Ax = 0 with A ∈ Rm×n,
the Kaczmarz iteration (31) with starting vector z0 ∈ Rm converges to the
orthogonal projection of z0 onto the (right) nullspace null(A) of A.
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Now consider the application of Kaczmarz’ method for the linear system
(11). Denoting the 2n rows of
[
F1(x
j) F2(x
j) · · · F2n−1(xj)
]
by fTj,1, . . .,
fTj,2n for all j = 1, . . . , n− 1, the Algorithm 1 represents the cyclic Kaczmarz
iteration (31) for solving Fw = 0.
Algorithm 1 Kaczmarz-Vector-Iteration for the Solution of Fw = 0.
1: choose z0 ∈ Rn(2n−1) at random
2: while ‖Fzk‖ > tol do
3: for i = 1, . . . , n− 1 do
4: for j = 1, . . . , 2n do
5:
zk+1 = zk −
fTi,jzk
‖fTi,j‖22
fi,j (32)
6: k = k + 1
7: end for
8: end for
9: end while
According to Theorem 8, Algorithm 1 converges to the orthogonal pro-
jection zˆ = limk→∞ zk of z0 onto null(F ). Then, Sˆ = φ−1(zˆ) ∈ S(2n) satisfies
Sˆxj = 0 for all j = 1, . . . , n− 1 so that H := JT2nSˆ ∈ H0. The matrix H will
always be nonzero unless z0 is chosen unluckily as orthogonal to null(F ).
Now let w1, . . . , wζ ∈ Rn(2n−1) (ζ = n(n+ 1)/2) be a basis of null(F ) and
define S0 = φ
−1(z0) and T j := φ−1(wj), j = 1, . . . , ζ (notice that each T j is
skew-symmetric and satisfies T jxk = 0 for all k = 1, . . . , n − 1). According
to Theorem 8 it holds that (zˆ− z0)Twj = 0 for all j = 1, . . . , ζ (since zˆ is the
orthogonal projection of z0 onto span{w1, . . . , wζ}). Furthermore, it is easily
confirmed that for any two skew-symmetric matrices K,M ∈ S(2n) it holds
that
〈K,M〉F = tr(KTM) = 2φ(K)Tφ(M). (33)
Therefore, we obtain for all j = 1, . . . , n− 1,
0 = (zˆ − z0)Twj = 1
2
tr
(
φ−1(zˆ − z0)Tφ−1(wj)
)
= tr
(
(Sˆ − S0)TTj
)
.
Thus it holds that 〈Sˆ − S0, T j〉F = 0 for all j = 1, . . . , ζ. In other words,
Sˆ is the orthogonal projection of S0 onto the subspace span{T 1, . . . , T ζ} ⊂
S(2n) with respect to the Frobenius scalar product 〈·, ·〉F . Now, defining
Sk := φ
−1(zk) for each iterate zk, k ≥ 0, in the iteration (32) above, the whole
Kaczmarz procedure can completely be rewritten in matrix notation.
In fact, fTj,izk in (32) is equal to the ith entry of Skx
j, that is fTj,izk =
(Skx
j)i. Moreover, it holds that
‖fTj,i‖22 = ‖xj‖22 − (xji )2 and φ−1(fj,i) = ei(xj)T − xjeTi
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for any i and j, where ei denotes the ith column of I2n (reconsider the matrix
[F1(x) F2(x) F3(x) ] from Example 1). Thus, having an arbitrary skew-
symmetric matrix S0 ∈ R2n×2n as starting point, using the above relations
the inner iteration (32) reads in matrix notation
Sk+1 = Sk − α(i, j, k)
(
ei(x
j)T − xjeTi
)
, α(i, j, k) =
(Skx
j)i
‖xj‖22 − (xji )2
. (34)
In particular, Sk+1 results from Sk by subtraction of α(i, j, k)(x
j)T from the
ith row of Sk and addition of α(i, j, k)x
j to the ith column of the resulting
matrix. We have showed that the following Theorem 9 holds.
Theorem 9. The Kaczmarz iterations (32) and (34) are equivalent in the
sense that, if both are initiated with z0 ∈ Rn(2n−1) (in (32)) and S0 =
φ−1(z0) ∈ R2n×2n (in (34)), then it holds for any k ≥ 0 that Sk = φ−1(zk).
Algorithm 2 Kaczmarz-Matrix-Iteration for the Computation of H0.
1: Input: A ordered basis (x1, . . . , xn) of a Lagrangian subspace L ⊂ R2n
and XL := [x
1 x2 · · · xn−1 ]. A tolerance tol.
2: Output: A basis of the subspace H0 ⊂ H(2n) with respect to
(x1, . . . , xn).
3: for ` = 1, . . . , n(n+ 1)/2 do
4: choose S`0 ∈ S(2n) with S`0 /∈ span{S1, . . . , S`−1} at random
5: while ‖S`kXL‖ > tol do
6: for i = 1, . . . , n− 1 do
7: for j = 1, . . . , 2n do
8: S`k+1 = S
`
k
9: α(i, j, k) =
S`k+1(i, :)x
j
‖xj‖22 − (xji )2
10: S`k+1(j, :) = S
`
k(j, :)− α(i, j, k)(xi)T . Update of jth row
11: S`k+1(:, j) = S
`
k(:, j) + α(i, j, k)x
i . Update of jth column
12: k = k + 1
13: end for
14: end for
15: for t = 1, . . . , k − 1 do
16: S`k+1 = S
`
k − 〈S`k, St〉FSt . Orthogonalization
17: k = k + 1
18: end for
19: end while
20: S` = S`k/‖S`k‖F . Normalization
21: H` = JT2nS
`
22: end for
With
T (x1, . . . , xn−1) := span{T 1, T 2, . . . , T ζ} ⊂ S(2n)
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the following Theorem 10 holds. Notice that a randomly chosen matrix will
in general satisfy condition (i) in (35) and that condition (ii) can easily be
taken care of.
Theorem 10. The Algorithm 2 produces a basis H1, . . . , Hζ ∈ H(2n) of H0
(ζ = n(n + 1)/2) if and only if the starting matrices S10 , . . . , S
ζ
0 are chosen
such that for all ` = 1, . . . ζ it holds that
(i) S`0 /∈ T (x1, . . . , xn−1)⊥ and (ii) S`0 /∈ span{S1, . . . , S`−1} (35)
where T (x1, . . . , xn−1)⊥ = {T ∈ R2n×2n : 〈T, T j〉 = 0 for all j = 1, . . . , ζ}
and T 1, . . . , T ζ are defined as above.
Proof. First consider the case ` = 1 in which rows 15 – 18 do not apply.
Then, with arbitrary starting point S10 ∈ S(2n), according to Theorem 9
it holds that S1k = φ
−1(zk), where zk it the kth iterate for the iteration (32)
with starting vector z0 = φ(S
1
0). Then Sˆ
1 := limk→∞ S1k is the orthogonal
projection of S10 onto T (x1, . . . , xn−1) with respect to 〈·, ·〉F . Thus, Sˆ1 is a
skew-symmetric matrix with the property that Sˆ1xj = 0 for all j = 1, . . . , n−
1. Moreover, Sˆ1 6= 0 if and only if S10 /∈ T (x1, . . . , xn−1)⊥. Assuming Sˆ1 6= 0,
H1 := JT2nS
1 ∈ H(2n) with S1 = Sˆ1/‖Sˆ1‖F is normalized and in H0.
Now assume that ` = 2 so that one run of the loop in rows 15 – 18 takes
place. In particular, consider
S2k+1 = S
2
k − 〈S2k , S1〉FS1 = S2k − tr
(
(S2k)
TS1
)
S1. (36)
Putting this back into vector notation, (36) can be rewritten as
φ(S2k+1) = φ(S
2
k)− 2
(
φ(S2k)
Tφ(S1)
)
φ(S1) using (33)
= φ(S2k)−
φ(S2k)
Tφ(S1)
‖φ(S1)T‖22
φ(S1)
since ‖φ(S1)T‖22 = φ(S1)Tφ(S1) = 12tr((S1)TS1) = 12‖S1‖2F = 12 ·1 = 12 because
of the normalization ‖S1‖F = 1. Thus, in vector notation, the iteration in
Algorithm 2 is equivalent to the standard Kaczmarz method from (31) applied
to the linear system
F˜w =

F1(x
1) F2(x
1) · · · F2n−1(x1)
F1(x
2) F2(x
2) · · · F2n−1(x2)
...
...
F1(x
n−1) F2(xn−1) · · · F2n−1(xn−1)
φ(S1)T
w =

0
0
...
...
0
 . (37)
As φ(S1) ∈ null(F ), the appended row φ(S1)T is linear independent of
the rows of F . Therefore, rank(F˜ ) = rank(F ) + 1 and dim(null(F˜ )) =
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dim(null(F ))− 1. Switching back to matrix notation, for a given S20 ∈ S(2n)
the iteration thus converges to the orthogonal projection of S20 onto
T (x1, . . . , xn−1) ∩ {S1}⊥. (38)
where {S1}⊥ := {T ∈ R2n×2n : 〈T, S1〉 = 0}. In consequence, the resulting
matrix Sˆ2 = limk→∞ S2k will satisfy Sˆ
2xj = 0 for all j = 1, . . . , n − 1 and
〈Sˆ2, S1〉F = 0. In particular, Sˆ2 will be nonzero if and only if it is not
orthogonal to the space in (38), i.e. 〈S20 , T j〉F 6= 0 has to hold for at least one
j, and S20 /∈ span{S1}. In conclusion, for ` = 2 and an appropriate choice of
S20 , Algorithm 2 converges and produces a matrix S
2 = Sˆ2/‖Sˆ2‖F ∈ S(2n)
with ‖S2‖F = 1 that is orthogonal to S1 with respect to the Frobenius inner
product 〈·, ·〉F and satisfies S2xj = 0 for all j = 1, . . . , n − 1. Hence H2 :=
JT2nS
2 ∈ H0, it holds that ‖H2‖F = ‖S2‖F = 1 and
〈H2, H1〉F = tr((S2)TJ2nJT2nS1) = tr((S2)TS1) = 0.
For ` > 2 the procedure continues in the same fashion. In particular,
for 2 < ` ≤ n(n + 1)/2 Algorithm 2 can be reformulated as the standard
Kaczmarz iteration (31) applied to the linear system
F˜w =

F (x1, . . . , xn−1)
φ(S1)T
...
φ(S`−1)T
w =

0
0
...
0

where S1, . . . , S`−1 have been computed in the iterations before. It holds that
rank(F˜ ) = rank(F ) + (`− 1) and dim(null(F˜ )) = dim(null(F )− (`− 1). For
some starting matrix S`0 ∈ S(2n), the sequence S`k, k ≥ 0, converges to the
orthogonal projection Sˆ` = limk→∞ S`k of S
`
0 onto the subspace
T (x1, . . . , xn−1) ∩ {S1, S2, . . . , S`−1}⊥ (39)
where {S1, S2, . . . , S`−1}⊥ = {T ∈ R2n×2n : 〈T, Sj〉F = 0 for all j ≤ ` − 1}.
In particular, Sˆ` will be nonzero if and only if S`0 is not orthogonal to the
space in (39). Thus for S` := Sˆ`/‖Sˆ`‖F it holds that ‖S`‖F = 1, S`xj = 0
for all j = 1, . . . , n − 1 and 〈S`, Sj〉F = 0 for all j = 1, . . . , ` − 1. Then
H` := JT2nS
` ∈ H0 is normalized as well and it follows that H` is orthogonal
to H1, . . . , H`−1 with respect to 〈·, ·〉F . This completes the proof.
7 Conclusions
In this work we analyzed the set HK(x1, . . . , xn) of skew-Hamiltonian ma-
trices H ∈ R2n×2n that satisfy Hxk = xk+1 for all k = 1, . . . , n − 1 where
(x1, . . . , xn) is a basis of a given Lagrangian subspace L ⊂ R2n. This implies
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that L = Kn(H, x1) is a Krylov subspace for H and that the sequence of vec-
tors (Hkx1)k=0,...,n−1 is equal to (x1, . . . , xn). The main results of this work
can be summarized as follows:
• The set HK(x1, . . . , xn) is always a nonempty affine subspace of H(2n)
of dimension n(n+ 1)/2 (Theorem 3).
• When XL = [ x1 · · · xn−1 ] and XR = [ x2 · · · xn ], the skew-Hamilto-
nian matrix
Hˆ := XR
(
XTLXL
)−1
XTL + J
T
2nXL
(
XTLXL
)−1
XTRJ2n ∈ R2n×2n
is always an element of HK(x1, . . . , xn). It has minimum 2-norm and
minimum Frobenius norm among all matrices in HK(x1, . . . , xn) (The-
orems 4 and 7).
• Under generic starting conditions Algorithm 2 always converges and
computes a orthonormal basis of HK(x1, . . . , xn−1) (H0, respectively).
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