A prototype of a novel topology for scalable optical interconnection networks called Optical Multi-Mesh Hypercube, OMMH, is experimentally demonstrated up to 150Mb=s data rate (2 7 ? 1 NRZ pseudo random data pattern) at a bit error rate of 10 ?13 per link using commercially available devices. OMMH is a scalable network architecture which combines positive features of the hypercube (small diameter, connectivity, symmetry, simple routing, and fault tolerance) and the mesh (constant node degree and size scalability). The OMMH network provides e cient communication and support for applications requiring local and regular communications such as image processing, low-level vision, and numerical computing, as well as for applications requiring global and irregular communications as in arti cial intelligence, and symbolic computing. The optical implementation method is divided into two levels: high-density local connections for the hypercube modules, and high bit rate, low-density, long connections for the mesh links connecting the hypercube modules. Free-space imaging systems utilizing vertical cavity surface emitting laser(VCSEL) arrays, lenslet arrays, space-invariant holographic techniques, and photodiode arrays are demonstrated for the local connections. Optobus TM ber interconnects from Motorola are used for the long distance connections. The OMMH was optimized to operate at the data rate of Motorola's Optobus (10-bit wide VCSEL-based bi-directional data interconnects at 150Mb=s). Di culties encountered included the varying fanout e ciencies of the di erent orders of the hologram, misalignment sensitivity of the free-space links, low power(1mW) of the individual VCSELs, and noise.
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free-space links for a single hypercube are also shown. : : : : : : : : : : : : : : : : : : : 27 9 Photograph of the laboratory prototype of the OMMH. : : : : : : : : : : : : : : : : : : 28 iii 10 Photograph of the laboratory prototype of the ber links in the OMMH. : : : : : : : : : 29 11 Three dimensional representation of the hypercube connection of one node to three other nodes. In (a), an imaging system provides the connectivity with a space-invariant hologram. In (b), the optics along with the driver and receiver ciruits are detailed. : : : : : 30 12 Photograph of the laboratory prototype of the free-space links in the OMMH. : : : : : : 31 13 Experimental setup for obtaining the eye diagram. Input data from the Anritsu Transmitter is sent to the OMMH via the test/interface board. Data then ows through the OMMH to the test/probe points. The output test points from the test/interface board is then connected to the BER Receiver or the high bandwidth oscilloscope to measure data rate, eye diagrams, noise and BER. : : : : : : : : : : : : : : : : : : : : : : : : : : : 32 14 Measured eye patttern transmitting from node n3 to node n11(FIBER) at 150Mb/s data rate (2 7 ? 1 NRZ psuedo random data pattern) : : : : : : : : : : : : : : : : : : : : : : : 32 15 Noise received at node 11(FIBER) with the eye diagram superimposed to show signal and noise. : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : 33 16 Measured eye patttern transmitting from node n11 to node n27 (FIBER) at 150Mb/s data rate (2 7 ? 1 NRZ psuedo random data pattern). : : : : : : : : : : : : : : : : : : : : 33 17 Measured eye pattern for node n27 transmitting to node n26 (FREE-SPACE) at 150MHz data rate (2 7 ? 1 NRZ psuedo random data pattern). This node receives from the zeroth order of the hologram and therefore the eye opening is greater than the nodes receiving from the 1 orders. The eye opening is 0. Two key issues and desirable features for the construction of performant interconnection networks for parallel processing systems are modularity(construction of a larger network from several smaller networks) and scalability(the size of the network can be increased with nominal changes in the existing con guration with a comparable increase in performance). Two popular point-to-point interconnection networks for parallel computers are the binary n-cube or hypercube, and the mesh network. The binary n-cube has N = 2 n nodes each of node degree n. The attractiveness of the hypercube topology is its small diameter(log 2 N), high connectivity, symmetric and regular nature, simple and e cient routing algorithms, and fault-tolerance. A drawback of the hypercube though is its lack of scalability which limits its use in building large size systems out of smaller size systems. The lack of scalability of the hypercube stems from the fact that the node degree is not bounded and varies as log 2 N. This property makes the hypercube cost prohibitive for large N.
The mesh due to its simple regular connection and constant node degree (four) is easily implemented and highly size scalable. For a network size of N nodes, the minimal incremental size is approximately p N. The major limitation however is its large diameter ( p N).
By combining the positive features of the hypercube (small diameter, regularity, high connectivity, simple control and routing, symmetry and fault tolerance) with those of a torus or wraparound mesh (constant node degree, and size scalability) a novel scalable interconnection network for parallel processing systems called Optical Multi-Mesh Hypercube OMMH and its optical design methodology have been explored 1, 2, 3, 4] .
In this paper, the rst version of an experimental prototype of the OMMH is demonstrated (using commercially available components) to verify its feasibility. By a rst version prototype, we mean a small representation of the system to characterize the conceptual design and to demonstrate that the required connectivity for the OMMH can be achieved using optical interconnects. The experimental setups are included to show how we characterized the components and overall behavior of the laboratory prototype. Driver and receiver circuits are built along with test and interface boards for both the optics and the electronics. The results relating to the optical geometry that have a direct impact on the system scalability and feasibility, parameters relating to the hologram that implements the space-1 invariant fanout, the power requirements, interconnect medium ( ber and free-space), the receiver design and driver circuits are presented and analyzed. The system parameters include measurement of power budget, mark ratio (number of 1's in a data pattern owing through the network), data rate, component size, link e ciency, interconnect distances, bit error rate(BER), noise and eye diagrams.
The rest of the paper is organized as follows. Section 2 brie y de nes the OMMH network. Section 3 presents the 3-D optical implementation of the OMMH with brief component descriptions and system design. Section 4 outlines the system measurements (parameters and experimental setups). Section 5 documents our results and Section 6 discusses them. Section 7 concludes the paper.
Optical Multi-Mesh Hypercube Networks
In this section, we brie y de ne the structure of the OMMH and give some general features. More details can be found in 1, 2, 3, 4].
De nition of OMMH Networks
An OMMH is characterized by a triplet (l; m; n), where l represents the row dimension of a torus, m the column dimension of the torus, and n the dimension of a hypercube. For two nodes (i 1 ; j 1 ; k 1 ) and (i 2 ; j 2 ; k 2 ), where 0 i 1 < l, 0 i 2 < l, 0 j 1 < m, 0 j 2 < m, 0 k 1 < 2 n , and 0 k 2 < 2 n :
1. There is a torus link between two nodes if (1) k 1 = k 2 and (2) two components, i and j, di er by one in one component while the other component is identical.
2. There is also a torus link for the wraparound connection in the row if (1) k 1 = k 2 and (2) i 1 = i 2 , j 1 = 0, j 2 = m ?1, or for the wraparound connection in the column if (1) k 1 = k 2 and (2) j 1 = j 2 , i 1 = 0, i 2 = l ? 1.
3. There is a hypercube link between two nodes if and only if (1) i 1 = i 2 , and (2) j 1 = j 2 , and (3) k 1 and k 2 di er by one bit position in their binary representation. 
Size Scalability of the OMMH Network
The size of the OMMH can grow without altering the number of links per node by expanding the size of the torus; for example, by inserting 3-cubes in the row or column of the torus in Fig. 2 . This feature allows the OMMH to be size scalable and modular as it allows incremental expansion of small sizes compared to the doubling of size in the hypercube. More on scalability and performance analysis of the OMMH can be found in Refs. 1, 2].
3 Optical Implementation of OMMH Networks
Background
The design method to implement the OMMH network is based on two optical technologies; spaceinvariant free-space optics and ber interconnects. The architecture can be viewed as a two-level system: a local connection level representing a set of hypercube modules and a global connection level representing the torus network connecting the hypercube modules. Since the local connection level is geometrically compact and uses relatively short distance connections, extensive use of spaceinvariant free-space optics is used for its implementation. Space-invariant free-space optical systems are simple to build and mass produce. This has a direct impact on the modularity aspect of the architecture. The global connections, representing the torus network and connecting the hypercube modules, are high-bit-rate long distance connections. Therefore, ber-optic arrays are used for their implementation. An additional factor in using ber-arrays for torus connections is that wavelength division multiplexing(WDM) techniques can be applied to reduce the number of bers as the network grows in size, and make better utilization of the transmission capacity of ber interconnects 5, 6, 7, 8] . More importantly, commercial ber-arrays such as Motorola's Optobus TM 9, 10] are readily available.
The design methodology for the OMMH has been rigorously analyzed in Refs. 1, 2, 3, 11, 12]. Additionally, a feasibility study on the theoretical modeling of the OMMH was developed to predict size, data rate, bit error rate, power budget, noise, e ciency, interconnect distance, pixel density and misalignment sensitivity 4]. The numerical predictions were validated with experimental data from commercially available products to assess the e ects of various thermal, system and geometric parameters on the behavior of the sample model. Issues relating to the optical geometry that had a direct impact on system scalability and feasibility, packaging and alignment, the holographic beam-steering element that implements the space-invariant fanout, the power requirements, interconnect medium ( ber and free-space) and receiver design considerations were all examined. The results of the feasibility study indicated that the implementation of the OMMH was quite feasible in terms of the parameters outlined. In this paper we present the results of the experimental prototype that was developed in the laboratory to validate the theoretical modeling.
From the design methodology 1, 2, 3, 11, 12], the nodes belonging to a hypercube are partitioned into two sets such that any two nodes in the same set do not have a direct link. We call the two sets Plane L and Plane R. As an implementation example, we chose to demonstrate the connectivity of a = 32 nodes. This represents four 3-cubes. The conceptual view of the model for the sample OMMH is shown in Fig. 3 . For clarity, the free-space and ber links are shown separately. An imaging system is used to provide the connectivity with a space-invariant hologram between Plane L and Plane R as shown in Fig. 3(a) . A space-invariant optical interconnection module consists of an imaging system and a space-invariant hologram. The nodes of Plane L are then interconnected by bers to achieve the mesh connectivity shown in Fig. 3 
(b).
Similarly the nodes of Plane R are connected since both planes have identical connections.
Brief Component Description
The following is a list of components used in the experimental Optical Multi-Mesh Hypercube.
Optobus
For the ber interconnects in the OMMH, we used commercially available optical ber links (Optobus TM ) from Motorola 9, 10] . The Optobus TM is a 10-bit wide vertical cavity surface emitting laser (VCSEL)-based bi-directional data interconnect solution for point-to-point applications that utilizes the attributes of optical/electronic technology and o ers a cost e ective system solution for transporting massive amounts of data. The transceiver modules consists of two completely independent transmitter and receiver subsystems. Although these two subsystems share a common substrate, they do not share a common power or ground. The transmitter subsystem consists of a transmitter wave guide unit with ten optical outputs plus a single CMOS custom laser driver IC. The receiver subsystem contains a receiver array and two bu er arrays. The receiver is connected using a simple transimpedance ampli er. The optical interface is a waveguide unit combined with an optical connector (MT) and a 10 channel ber ribbon.
For our demonstration, we use four Optobuses to implement the ber connectivity of Plane L of the sample OMMH.
VCSEL Array
For transmitters in the free-space optical interconnects of the OMMH, considerable attention has been focused on laser structures designed to minimize threshold current, achieve surface emission, maximize external quantum e ciency and frequency response 13]. Vertical-cavity surface-emitting laser (VCSEL) arrays are attractive light sources for optical interconnects because they are of low threshold current, low voltage (< 2V), high speed (10 GHz), high conversion e ciency, produce a single longitudinal mode and emit a low divergence circularly symmetric, aberration-free beam 14, 15, 16] 
Receiver Array
The following design considerations for optical receivers are desired: high receiver sensitivity, wide dynamic range, and transparency to the operating bit rate. The optical receiver performance is a function of both the photodetector and the pre-ampli er. Together these two elements dictate many of the receiver characteristics as well as its performance 18, 19] .
The sensitivity of a receiver is de ned in terms of the received optical power required to achieve a desired BER. Receiver sensitivity is essential in optical interconnects because it determines the power budget of the system.
The receiver dynamic range is the di erence in decibels between the minimum detectable power level (receiver sensitivity ) and the maximum allowable input power level. Wide dynamic range is important since it allows exibility and convenience in system con guration. The ability to deal with a wide range of optical power levels at the receiver means that we can accommodate any instabilities that might appear in the network due to environmental factors such as heating, temperature variations, aging and laser diode degradations. Bit rate transparency refers to the ability of the optical receiver to operate over a range of bit rates. The TZ ampli er is a popular approach to avoid the dynamic range problem. In addition, with the TZ con guration we can achieve much higher bandwidth. Because of the above advantages of the TZ ampli er we chose to use this con guration for our receiver circuitry in the free-space optical interconnects in the OMMH. Fig. 6 shows a general schematic of receiver circuits. A wide band operational ampli er from Comlinear Corporation was used(CLC 425). This operational ampli er features a gain to bandwidth product of 1.9 GHz, input voltage noise of 1:05nV= p Hz, and a slew rate of 350V= S. 6 The receiver ampli ers were fabricated in the lab on special boards 20] designed to operate at high frequencies. To compensate for noise from the power supplies a pair of 6:8 F tantalum capacitors were used across both supplies(-5 V and +5 V).
Space Invariant Hologram
The beam steering element that was used in the implementation of the OMMH network is a Dammann grating 21] which was fabricated on a hologram. Silver halide holograms and dichromated gelatin (DCG) holograms were developed for the OMMH. Silver halide holograms are amplitude holograms and are easy to fabricate but their major drawback is their low di raction e ciency 22]. Di raction e ciencies of 6% were achieved for silver halide. Such a low e ciency was undesirable because of the low power VCSELs we use. DCGs are phase holograms and can provide very high di raction e ciencies 23, 24] . They require a very stable environment during exposure time and they can be a ected by humidity. First the DCG emulsion was fabricated in the lab and then the hologram was recorded using the procedure followed in 23]. Di raction e ciencies of 12% were achieved for the 1 orders (discussed in Sec. 5.3). When designing the hologram emphasis was placed on equalizing the optical power of each output order.
Nevertheless, due to fabrication errors, more power was coupled into the zeroth order. Approximately 30% of the input power was coupled into the zeroth order and 48% into the 1 orders (both vertical and horizontal). The rest of the power was coupled into higher di raction orders.
To obtain higher data rates, more power is needed in the 1 orders. More power implies higher di raction e ciencies. Computer generated holograms (CGHs) have been shown to achieve higher di raction e ciencies with better distribution of power to the di erent orders 25, 26](more discussion on CGHs follows in Sec. 6).
The Optical System Setup
As can be seen from Fig. 3 , the proposed optical implementation is symmetric and modular. The mesh links for Plane L are identical to those of Plane R. Additionally, the free-space interconnect patterns of Plane L are also identical to those of Plane R. As a result, we chose to physically implement one plane, say Plane L of Fig. 3b to demonstrate the ber links, and one hypercube de ned by nodes (n24; n27; n29; n30) on Plane L and (n25; n26; n28; n31) on Plane R to demonstrate the free-space links. This is su cient to demonstrate the OMMH connectivity as will be shown in an example in Section 5.3. Fig. 8 shows the experimental OMMH for Plane L of Fig. 3(b) and the single hypercube connecting Plane L and Plane R of Fig. 3(a) . A photograph of the laboratory prototype is shown in Fig. 9 .
Data to the network is input to a test/interface board in Fig. 8 which subsequently routes it to both the ber and free-space interconnects to achieve the desired connectivity of the OMMH. The test/interface board contains leads for the input data signal from the pseudo-random data transmitter, power and ground connections of the laser drivers and receiver circuitry of the OMMH links, switches corresponding to individual nodes labelled on Fig. 3 , connections from the ber and free-space links to output test points, and leads from the output test points to the Anritsu BER receiver and HP high bandwidth oscilloscope. The purpose of the test points is to allow us to probe the network with the test equipment at individual nodes to examine the data signal that is being received by that node and subsequently being sent to other nodes. We can then characterize the data transfer over the network in terms of data rate, noise, BER, mark ratios and eye diagrams. A node in the theoretical network can be either a processing element, memory module or switch.
For the implementation, a switch in conjunction with dedicated VCSEL transmitters and detectors represent a node. The input data signal is rst routed to switches on the test/interface board which allows data to ow through that node and subsequently onto the ber and free-space links dictated by the connectivity of the OMMH. For example, if the switch representing node n30 is turned on, then data signals sent from the VCSELs for that node should be received by the detectors for nodes n14 and n22 via the ber links. At the same time, nodes n26, n28 and n31 should receive data via the free-space links of the OMMH. In addition, the switches facilitate individual testing of each link in characterizing the overall behaviour of the network. Individual testing would determine which links are functional and allow us to measure the parameters outlined above. Thus when a switch is turned on, it indicates that the node associated with that switch desires to communicate with other nodes determined by the connectivity of the OMMH. The signal is then routed to the Optobus from the test/interface board by connectors A and B (50 pin latch/eject connectors from Digi-Key Corporation). For clarity in Fig. 8 , only a few pin numbers are shown on A and B. The connectors latch on to at ribbon cables which connect the test/interface board to the board for the OMMH ber links. Simultaneously, the signal is also sent from the test/interface board to the VCSEL associated with that node needed to establish the free-space connectivity on the board for the OMMH free-space links.
The detailed connections of the Optobus to the 50-pin latch/eject connectors A and B is shown in Table 2 A detailed representation of the links for the single free-space uni-directional hypercube is shown in Fig. 11 . The VCSEL is modulated by the pseudo-random input data via the laser driver circuitry.
The modulated light from the VCSEL is then collimated by the microlens ML onto the DCG hologram where the space-invariant fanout operation is performed to the detectors of the receiving nodes. Two power supplies of 5V were used to power the receiver circuits and another power supply at +5V was used to power the drive circuits. The input voltage swing for the free-space interconnects is between 2V and 4V. A photograph taken in the lab of the free-space links is shown in Fig. 12 .
The decision thresholding, ampli cation and conversion takes place from optical to electrical at the detectors for both the ber and the free-space links and subsequently sent to the output test/probe points of the test/interface board.
System Measurements
In this section, we brie y de ne the critical system measurements and the experimental setup and equipment used to generate and measure them.
Measurement Parameters
For the experimental demonstration, we measure bit error rates, eye diagrams and data rates for the OMMH. The Bit Error Rate (BER) is de ned as the probability of error per bit. A BER of 10 ?17 means 9 an average of one error every 10 17 bits. To determine the BER in our system, two parameters need to be measured: error rate and error count. Both are measured from the BER equipment discussed in section 4.2.
Because of noise inherent in any receiver, there is always a nite probability that a bit would be incorrectly identi ed by the decision circuit. It can be determined from the eye diagram formed by superposing electrical pulses corresponding to di erent bits on top of each other. The eye diagram provides a visual way of monitoring the link performance. Closing of the eye is an indication that the receiver is not performing properly due to noise and timing jitter. A pseudo-random data generator and a high bandwidth oscilloscope(discussed in the next section) will be used to determine eye diagrams for the OMMH connectivity.
The pseudo-random pattern(PRBS) from the data generator has characteristics that strongly resemble an actual line signal. It is used to generate the eye diagram of each link. The Anritsu ME522A
transmitter will be used to generate a PRBS signal(2 7 ? 1 = 127 bit period) at a data rate of 150Mb=s
with non-return-to-zero (NRZ) coding. In addition, the PRBS pattern will be set such that the mark ratio (ratio of 1 0 s in the bit pattern) can be set to 1=2 and 7=8. It is critical to be able to send data patterns of varying mark ratios since this will determine the reliability of the link to accurately send varying data.
Experimental Setup for Measurements
The experimental setup for generating the eye diagram for each link is shown in Fig. 13 . The ME522A transmitter is set to transmit data at 150Mb=s pre-programmed to NRZ for di erent PRBS data patterns and mark ratios. The clock of the transmitter is connected to channel 1 of the oscilloscope, the data from the transmitter is sent through the input of the test/interface board and subsequently through the ber and free-space links that establish the required connectivity of the OMMH. The data is then routed back to the test/interface board and then to channel 2 of the oscilloscope. The experimental setup for the BER measurement is the same as that for generating the eye diagram except that the HP54522A oscilloscope is replaced with an Anritsu ME522A BER receiver. The basic idea is to compare the PRBS pattern generated by the transmitter and after cycling data through the OMMH to check the number of errors detected by the receiver. The ME522A receiver has to be pre-programmed to the PRBS pattern sent by the ME522A transmitter in order to be able to compare the patterns and generate the error count and the error rate.
In addition, we photograph patterns of light beams from the VCSELs after fanout from the hologram plane and entering the detector plane to show the required free-space connectivity of the OMMH.
Experimental Results
In this section, we rst present the individual results of both ber mesh connectivity and free-space hypercube connectivity of the OMMH. Then we document an experimental demonstration of the OMMH connectivity using a combination of ber and free-space links by way of an example.
Fiber Mesh Links in the OMMH
For the ber links in the OMMH, the typical output voltage swing is 0:25 V with a channel to channel skew of 0:5ns. A 150MHz clock signal, which can be applied simultaneously to all 32 channels, is used to determine the mesh connectivity and functionality. Once the link is determined to be functional and the mesh connectivity is provided by the Optobus modules, data can be applied. Data at 150Mb=s have been transmitted over each of the 32 data channels with error rates less than 10 ?13 . The eye diagram obtained is shown in Fig. 14 for the ber links for node n3 transmitting to node n11 and to node n19 at the same time. With the channel o , the measured noise is shown in Fig. 15 superimposed with the eye diagram to show the di erence between signal and noise. There is no contention for node n3 since there are separate links for communication. Additionally, we have measured the eye opening for node n30 transmitting to node n22 via the ber links at 150 Mb/s with a mark ratio of 1=2 at 0:4V .
A mark ratio of 7=8 yielded an opening of 0:8V . We observe that for higher mark ratios the eye opening is larger which tells us that data patterns with varying mark ratios can be transmitted.
For the BER measurement, we used a single channel with the links operating over a period of 18:5 hours. The error rate was measured at 0:5 with an error count 4:3 10 not include the thickness of the holographic plate and the microlens substrate. If these thicknesses are introduced then the total length of the hypercube interconnect is 10 mm.
Data at 150 Mb=s have been transmitted over the hypercube links. One unidirectional hypercube module was aligned and every node of Plane L was able to transmit to 3 nodes in Plane R to establish the hypercube connectivity of the OMMH.
The eye diagrams of node n27 transmitting to nodes n26, n25 and n31 are shown in Figs. 17, 18, 19 . Node n26 corresponds to the zeroth order coming out of the hologram. Because more power was coupled into the zeroth order the eye opening of node n26 is about 0.8V while for the other two orders the eye opening is 0.4V for node n31 and 0.16V for node n25. Fig. 20 represents the noise measured at the output of node n26 superimposed with the signal to show the di erence between signal and noise. All the hypercube eye diagrams were taken at a mark ratio of 1=2. To measure the BER, the method used for the mesh links was applied. Node n26 yielded a BER less than 10 ?13 while the two other nodes yielded a BER on the order of 10 ?13 .
To align the system a couple of x-y micrometer positioners were used. One was used to move the VCSELs and the other the detectors, whereas the lenslet array and the hologram were stable. First, the VCSELs were aligned with the lenslet array and the holograms and then with the detectors.
Experimental Demonstration of OMMH Connectivity
As an example, we show the detailed communication of node n3 with node n31 in the OMMH. Figs. 3(a) and (b) show the intermediate nodes and labels for the links that establish such a connection. To establish such a link, node n3 rst has to connect with node n11 and send the data pattern (2 7 ? 1 NRZ) via the ber mesh link. The modulated signal at node n11 is then sent from the VCSEL for node n11 to node n27 where it is received via another ber mesh link by the photodiode and receiver circuitry for node n27. The eye diagrams for the respective ber links are shown in Fig. 14 and Fig. 16 .
The opening of the eye is approximately 0:8V consistent with the output voltage swing of the Optobus.
Node n27 then sends the data pattern as modulated light from the VCSEL on node n27 to a collimating lenslet array ML and subsequently to the hologram where the space invariant fanout operation is performed. The fanout pattern leaving the hologram is shown in the photograph of Fig. 21 . Higher orders also emanated as shown because the hologram acts as a di raction grating. Light from these orders do not fall on the detectors for nodes n25, n26, n28 and n31. It is therefore lost power and needs to be removed as heat if compact systems need to be built.
The beams exiting the hologram are incident on the photodiodes and receiver circuitry for nodes n25, n26 and n31. The corresponding eye diagrams for these nodes and free-space links have been shown in Fig. 18, Fig. 17 and Fig. 19 and presented already (Sec. 5.2).
The power budget for the free-space link for node n27 to n25 is shown in Table 1 for the 1 orders.
A measured laser power of 1mW exiting the VCSEL and incident on the hologram after some minor losses at the lenslet array is split into 0:12mW for the 1 orders and approximately 0:3mW for the zeroth order. Power detected at the detector plane uctuated and was averaged at 45 W for the 1 orders. To balance the power budget table, we therefore had to add in some engineering margin at ?3dB to account for quantum e ciency and other inaccuracies in measurements. No power budget was done for the ber links since Motorola's Optobus is a packaged product where all the optical signal degradation is done internally.
Discussion
In this section, we discuss the problems and di culties implementing the OMMH network and possible solutions for improving the performance of a future OMMH. We also describe the limitations as to the size scalability of the OMMH. The OMMH was optimized to operate at 150Mb=s due to the limitation imposed by the Optobus. Di culties included noise, misalignment sensitivity of the free-space links, low power (1mW) of the individual VCSELs used for the free-space links and the varying fanout e ciencies of the di erent orders of the hologram. The reduction of noise in the prototype OMMH is possible by packaging and using printed circuit boards with multiple signal layers for the drive circuits and the test/interface board. The current noise level is acceptable in relation to the signal-to-noise ratio determined by the BER of 10 ?13 and the eye diagrams. By reducing the noise, a future prototype OMMH can achieve lower rates down to 10 ?17 .
For the ber links in the OMMH, misalignment is not an issue since we are using a packaged product -Optobus. However, the MT connectors connecting the ber ribbon and VCSELs are a major concern as to the reliability of the mating connector. Poor mating lead to power loss and reduced data rates in our system. A couple channels of the Optobus links were burned after 18 hours of continuous testing which suggests that burn-in times of the Optobus should be more thoroughly investigated. The bers in the Optobus are directly coupled against the VCSELs. This means that a lot of power is not e ciently coupled in the ber as could be achieved with microlenses. Heat removal and cooling e ects therefore was a major issue of Optobus. Perhaps with the use of microlenses which can be lithographically etched onto VCSELs, more power could be coupled into the bers and would result in higher bit rates for the links. Four Optobuses were used for the OMMH. This meant 40 links were available of which we used 32. We chose the 32 best links by individual testing of each Optobus link. Links that were not used were found to either operate at less than 150MHz, were not functional or burnt out after prolonged testing. Future versions of the Optobus are expected to deal with the issues of better mating of ber and VCSEL, higher bit rates (300Mb=s), and better uniformity across the di erent channels.
For the free space links in the OMMH, misalignment was a major issue. The very small diameter of the VCSELs (8 m) and the very short interconnect distances (10mm) made alignment extremely di cult. Longitudinal misalignment was controlled by observing the spot sizes coming out of the hologram and moving the detector plane closer to the hologram so that as much light as possible was coupled into the detectors. Angular and lateral misalignment were a much more di cult proposition.
We had to deal with lateral misalignment of the VCSELs and the collimating lenslet array, and at the same time the lenslet array and the detectors. The hologram was space-invariant so lateral misalignment was not an issue. However, angular misalignment of the hologram with respect to the detector plane had to be precisely adjusted by moving the x-y positioners on the detector plane. Thus the availability of extremely accurate equipment is critical to aligning the system. Sub-millimeter accuracy was available and it was su cient to align the system. However, sub-micrometer accuracy would make alignment easier. Misalignment lead to other problems such as crosstalk at the receiver side, lower signal-to-noise ratio and lower data rates.
Power budget was important as outlined in the power budget table. The current power of the VCSELs (1mW) allowed us to operate at a data rate of 150Mb=s. As future versions of the Optobus scale to data rates over 300Mb=s, an increase in power of the VCSELs for the free-space links would be needed. An increase in power of the VCSELs would yield higher power incident on the hologram which would result in more power coupled to the detectors. Fabrication of VCSELs is a rapidly emerging technology that promises improved power output in the near future. Such an improvement would de nitely have a direct impact on the performance of the OMMH in terms of higher signal-to-noise ratio, higher data rates and lower bit error rates.
The use of computer generated holograms(CGHs) as the space invariant di ractive element would provide higher di raction e ciencies as well as a balanced power distribution in the di raction orders. To compare with DCG holograms, a CGH was designed but not fabricated. The designed values of the di raction e ciencies of the CGH were 15% in the 1 orders and 20% for the zeroth order. This suggests that maybe CGH's are better to construct fanout elements since to an extent one can achieve higher di raction e ciencies, equalize the optical output power coupled into the di erent orders and minimize the power coupled into unwanted orders. However, the e ciency of the DCG hologram was su cient to obtain the desired data rate of 150Mb=s (limitation imposed by the Optobus) and as such, the CGH was not necessary. As we scale to higher data rates though, the CGH will be used.
Finally, size scalability of the sample OMMH can be achieved by expanding the size of the mesh. For example, by adding 3-cubes in the row or column of the mesh shown previously in Fig. 2 . The mesh links are dictated by the Optobus. With the addition of a single Optobus module, ten bi-directional mesh links can be implemented. A bi-directional OMMH would therefore scale up in size by adding VCSEL and receiver arrays along the rows and columns of Plane L and Plane R of Fig. 3 and by adding more Optobus modules to provide the mesh connectivity without altering the existing con guration.
In addition, up to a (l; m; 9) OMMH can be implemented as 8 8 VCSEL arrays are commercially available. Plane L and Plane R would then contain 8 8 arrays of VCSELs and detectors. A new hologram would then have to be fabricated to achieve the space-invariant connectivity for the 9?cube.
Conclusions
We have experimentally demonstrated the rst version of a scalable optical interconnection network called OMMH using commercially available components. The OMMH network lends itself well to optical implementation, where high bandwidth point-to-point links are needed. Our initial results indicate that the required connectivity of the OMMH can be achieved using optical interconnects transmitting at a data rate of 150Mb=s with bit error rates less than 10 ?13 . The OMMH was optimized to operate at 150Mb=s due to the limitations imposed by Motorola's Optobus. A careful balance of the bene ts of optics and electronics was critical to the success of the OMMH network. In addition, the di culties in demonstrating our system included the varying fanout e ciencies of the di erent orders of the hologram, misalignment sensitivity of the free-space links, low power (1mW) of the individual VCSELs and noise. Future work in packaging driver circuits, higher di raction e ciencies of the hologram(CGHs), increased laser power and better alignment techniques would lead to an increase in the data rates, a reduction in the noise and a lower BER for the OMMH network. B7  n16  n0  D5  B40 Q5  B8  n3  n19  D6  B39 Q6  B9  n19  n3  D7  B38 Q7  B10  n5  n21  D8  B37 Q8  B11  n21  n5  D9  B36 Q9  B12  n5  n13  D10  B35 Q10  B13  n13  n5  D11  B34 Q11  B14  n6  n22  D12  B33 Q12  B15  n22  n6  D13  B32 Q13  B16  n6  n14  D14  B31 Q14  B17  n14  n6  D15  B30 Q15  B18  n8  n24  D16  B29 Q16  B19  n24  n8  D17  B28 Q17  B20  n11  n27  D18  B27 Q18  B21  n27  n11  D19  B26 Q19  B22  n13  n29  D20  A45 Q20  A3  n29  n13  D21  A44 Q21  A4  n14  n30  D22  A43 Q22  A5  n30  n14  D23  A42 Q23  A6  n16  n24  D24  A41 Q24  A7  n24  n16  D25  A40 Q25  A8  n19  n27  D26  A39 Q26  A9  n27  n19  D27  A38 Q27  A10  n21  n29  D28  A37 Q28  A11  n29  n21  D29  A36 Q29  A12  n22  n30  D30  A35 Q30  A13  n30  n22  D31  A34 n24; n27; n29; n30 from Plane L and n25; n26; n28; n31 from Plane R belong to the same hypercube.
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The connection patterns for the free-space links are all identical in both directions as shown by the full arrows and dashed arrows. Figure 11 : Three dimensional representation of the hypercube connection of one node to three other nodes. In (a), an imaging system provides the connectivity with a space-invariant hologram. In (b), the optics along with the driver and receiver ciruits are detailed. 
