ABSTRACT Interstellar reddening corrections are necessary to reconstruct the intrinsic spectral energy distributions (SEDs) of accreting protostellar systems. The stellar SED determines the heating and chemical processes that can occur in circumstellar disks. Measurement of neutral hydrogen absorption against broad Lyman-α emission profiles in young stars can be used to obtain the total H I column density (N(H I)) along the line of sight. We measure N(H I) with new and archival ultraviolet observations from the Hubble Space Telescope (HST ) of 31 classical T Tauri and Herbig Ae/Be stars. The H I column densities range from log 10 (N(H I)) ≈ 19.6 − 21.1, with corresponding visual extinctions of A V = 0.02 − 0.72 mag, assuming an R V of 3.1. We find that the majority of the H I absorption along the line of sight likely comes from interstellar rather than circumstellar material. Extinctions derived from new HST blue-optical spectral analyses, previous IR and optical measurements, and new X-ray column densities on average overestimate the interstellar extinction toward young stars compared to the N(H I) values by ∼ 0.6 mag. We discuss possible explanations for this discrepancy in the context of a protoplanetary disk geometry.
INTRODUCTION
Extinction correction of an observed short wavelength spectral energy distribution (SED) allows determination of the level of irradiance in the planet-forming environment of the protoplanetary disk (e.g. Aresu et al. 2012) . Ultraviolet (UV) radiation plays a particularly important role in gas heating (e.g. Jonkheid et al. 2004; Nomura et al. 2007; Woitke et al. 2009 ) and protoplanetary disk gas chemistry (e.g. Aikawa & Herbst 1999; Bethell & Bergin 2009; Fogel et al. 2011; Bruderer 2013) . Neutral hydrogen (H I) Lyman-α in emission is a significant component of the far-UV radiation (Bergin et al. 2003; Herczeg et al. 2004; Schindhelm et al. 2012b) produced in the stellar atmosphere and accretion funnel flow (see, e.g., Hartmann et al. 1994; Muzerolle et al. 1998; Kurosawa et al. 2006; Bouvier et al. 2007b; Ingleby et al. 2011) .
Line of sight extinction values are typically estimated for young stars from measured color excess relative to an assumed intrinsic color corresponding to the spectral type. However, due to veiling of the photosphere in Classical T Tauri Stars (CTTSs) by excess accre-tion emission (e.g. Gullbring et al. 1998) , the extinctionfree color determination becomes challenging without an accurate measurement of the excess flux due to accretion shocks (Hartigan et al. 1995) . For this reason, more sophisticated extinction estimates come from modeling of spectrophotometry, including contributions not only from the underlying stellar photosphere but also from a veiling continuum (e.g. Hartigan & Kenyon 2003; Herczeg & Hillenbrand 2013) .
Optical extinction measurements, which are often calculated using assumed colors for a particular spectral type (see Section 3.3), can vary due to uncertainties in the spectral type for the target star. Scatter in intrinsic spectral color and effective temperature at a given spectral type (∼ ±2000 K at A0; Gerbaldi et al. 1999 ) and rapid rotation which leads to large temperature gradients on the star (Müller et al. 2011) can also contribute to a broad range of optical extinction. A further complication in deriving extinction from colors or spectrophotometry is that the optical variability of CTTSs can also be substantial (∼ 0.1 − 2.5 mag in the V band; Herbst et al. 1994) , which includes large color variability in many cases, and thus further uncertainty in the extinction estimates if non-simultaneous data is used. The intrinsic color of a star may be inaccurately determined if the star is in a close binary system; however, this is not applicable to most of our targets (except possibly the spectroscopic binaries V4046 Sgr, TWA 3A, AK Sco, and HD 104237). The X-ray and Lyman-α H I column densities of these binaries should also not be strongly affected.
Because of the range in techniques employed and wavelengths used, as well as the astrophysical uncertainties due to variability, A V measurements for the same star can range dramatically in the literature. The reported visual extinction of HD 135344B spans the range -Correction to the normalized unreddened flux at 1216Å as a result of changing visual extinction, A V , using the reddening curve of Cardelli et al. (1989) including the near-UV update of O'Donnell (1994) . A V values are converted to N(H I) values along the top of the figure using the Bohlin et al. (1978) relation assuming R V = 3.1. As the visual extinction increases from 0 to 2, the unreddened flux changes by up to factors of 600. Lopez et al. 2006 ) to 0.96 (Alecian et al. 2013) , and the visual extinction of RW Aur A has been cited from 0.50 (White & Ghez 2001 ) to 1.58 (White & Hillenbrand 2004) . Even small changes in the adopted extinction create large changes in estimates for the UV luminosity. At an A V value of 2 mag, the normalized flux correction at Lyman-α (1216Å) is ∼ 600, while at A V = 0.5 mag, the correction is only ∼ 5 (see Figure 1 ). The uncertainty in the stellar UV radiation field due to extinction uncertainty has a significant effect on chemical models of disks.
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The H I column density is well correlated with interstellar reddening caused by dust grains through the well-known Bohlin et al. (1978) relation ( N(H I)/E(B − V ) = 4.8 × 10 21 atoms cm −2 mag −1 ). This relation was derived from a correlation (typical scatter ∼ 50% about the fit line for stars with accurate E(B −V )) of the interstellar H I column densities and color excess (E(B − V )) values of 100 stars surveyed with the Copernicus satellite. The interstellar H I columns were calculated by fitting the absorption from interstellar gas against the continuum emission of the stars. Diplas & Savage (1994b) found a similar correlation between H I and E(B − V ) ( N(H I)/E(B − V ) = 4.93 × 10 21 atoms cm −2 mag −1 ) with 6% uncertainty using archival Lyman-α absorption line data of 393 stars from the International Ultraviolet Explorer (IU E) satellite.
In this work, we present new measurements of the H I column density along the line of sight toward accreting young stars (spectral types roughly A0 to M4) using a UV-based technique. We employ a least-squares fitting routine to simultaneously parameterize the stellar plus accretion Lyman-α emission profile and the line of sight absorption of H I. Walter et al. (2003) , Herczeg et al. (2004) , and Lamzin (2006) performed similar fitting routines to a smaller subset of CTTSs. We fit the emission profile with a broad and narrow Gaussian component and employ a Voigt profile to characterize the H I absorption. Adopting the well-characterized relationship between the total hydrogen column and E(B − V ) (Bohlin et al. 1978) , modulo assumptions about the grain distribution (R V ), we can make a straightforward determination of the reddening that is not confused by veiling or interpretation of (spectro)photometric variability.
We describe the targets and observations in Section 2. The analysis of the observations (including new optical and X-ray measurements) and a description of the Lyman-α model fitting procedure is presented in Section 3. The results of the fits and comparisons to results using different techniques in other wavelengths are described in Section 4. We provide a discussion and offer possible explanations for the discrepancy in extinction values from this work compared to those measured in the optical, IR, and X-ray in Section 5. Finally, Section 6 contains a summary of our results.
TARGETS AND OBSERVATIONS
We analyze Lyman-α spectra of 31 young stars listed in Table 1 . Many of these observations have been described previously in the molecular hydrogen (H 2 ) and hot gas surveys of France et al. (2012b) and Ardila et al. (2013) , respectively. Several targets are binaries or multiples (DF Tau: Ghez et al. 1993 , DK Tau, HN Tau, RW Aur, and UX Tau: all Correia et al. 2006 ), but we observe only the primary within the aperture. TWA 3A, AK Sco, and HD 104237 are spectroscopic binaries Gómez de Castro 2009; Böhm et al. 2004 ). V4046 Sgr is a known short-period binary system (Quast et al. 2000) which nevertheless acts as a point source for the interstellar absorption. The stars are young; ranging in age from Myr old members of star forming regions (Taurus-Auriga, Chamaeleon I, and η Chamaeleontis) to 10 − 30 Myr field pre-main sequence stars (e.g. TW Hya, AK Sco) with most targets being in the range of 1 -10 Myr, comparable to the timescale of depletion for accreting gas and circumstellar dust (Hernández et al. 2007; Fedele et al. 2010 ) and therefore presumably giant planet formation (Hubickyj et al. 2005) . The majority of the targets are located in the Taurus-Auriga, Chamaeleon I, and η Chamaeleontis star forming regions. The remaining targets belong to other associations and isolated systems. The distances to all the targets are listed in Table  1 .
The sample data was obtained with the Hubble Space Telescope Cosmic Origins Spectrograph (HST -COS) and Space Telescope Imaging Spectrograph (STIS).
COS Observations
Observations from the DAO of Tau guest observing program (PID 11616; PI -G. Herczeg) comprise the majority of the data. Additional COS observations include those from the COS Guaranteed Time Observing program (PIDs 11533 and 12036; PI -J. Green) and observations of HD 135344B. Most of the CTTS spectra were obtained using the far-UV medium-resolution modes of COS (G130M and G160M (∆v ≈ 18 km s −1 at Lyman-α); Green et al. 2012 ). Multiple central wavelengths and several focal-plane positions covered the wavelength region from ≈ 1150 − 1750Å while minimizing fixed pattern noise. The far-UV COS data were processed using the COS calibration pipeline, CALCOS, and aligned and co-added with the procedure described in Danforth et al. (2010) . COS, a slitless spectrograph, experiences strong contamination from geocoronal Lyman-α filling the large (2.5" diameter) aperture. We mask the central region of our Lyman-α spectra due to geocoronal H I contamination.
2.2. STIS Observations Targets exceeding the COS bright-object limit (AK Sco, CV Cha, and HD 104237) had to be observed with the E140M medium-resolution mode of STIS (∆v ≈ 7 km s −1 between 1150 and 1700Å; Kimble et al. 1998; Woodgate et al. 1998 ). The observations were taken through the 0.2" × 0.2" slit for two to three orbits per object. Archival STIS observations of RU Lupi, TW Hya, and the Herbig Ae/Be stars HD 100546, AB Aur, and HD 163296 along with observations of HD 104237 and TWA 3A with the G140M mode of STIS (∆v ≈ 30 km s −1 between 1150 and 1700Å) complete the UV sample. The STIS echelle calibration software developed for the StarCAT catalog (Ayres 2010 , T. Ayres 2011 combined the far-UV STIS spectra. Additionally, we use STIS G430L (∆v ≈ 600 km s −1 between 3050 and 5550Å) blue optical spectra of CV Cha, HD 104237, RU Lupi, SU Aur, and AK Sco (PID 11616; PI -G. Herczeg) to calculate optical measurements of the visual extinction. The geocoronal signal is weaker in the STIS data due to the narrower slit; however, we remove the inner region (typically 0.5 -2Å) in all the spectra for consistency.
N(H I) ANALYSIS

Overview of Lyman-α Profiles
Lyman-α emission is the result of the electron in an H I atom transitioning from the 2p to the 1s state. The radiative lifetime of the 2p level is ∼ 2 × 10 −9 s (Wiese & Fuhr 2009) , such that at interstellar densities the collisional depopulation of the state is negligible. At large optical depths, the emitted Lyman-α photons will be reabsorbed and reemitted in different directions several times by other H I atoms in the vicinity. Due to the velocity of the H I atoms, the scattered Lyman-α photons undergo a frequency shift (frequency scattering), which tends to move the photons away from the Lyman-α line center and create a Lyman-α profile with broad wings. High infall velocities of H I in the accretion flow are able to significantly broaden the Lyman-α profile (up to several hundred or even a thousand km s −1 ). Due to both spatial and spectral diffusion, the photons eventually escape the Lyman-α emitting region, and can then be absorbed by H I along the line of sight of our observations.
The most salient features of the Lyman-α profiles in young stars are their spectrally broad emission lines, typically extending out to several hundred km s −1 on both the blue and red sides, and their strong central absorption. The breadth of the emission line points to an accretion origin, such that this emission is likely produced close to the star (see Section 5.1). Both the red side emission and blue side emission have contributions from accreting material. The blue side emission is affected by outflowing material, while the central absorption is dominated by the damped interstellar component, though some contribution from self-absorption in the accretion or wind flow may also be present. We ignore the effect of self-absorption in this analysis and do not expect the results or interpretations to be strongly influenced.
Lyman-α Profile Fitting
We fit the Lyman-α spectra with a three component, nine parameter model consisting of broad and narrow Gaussian stellar emission lines and a Voigt H I absorption profile to determine the best-fit interstellar H I column density. The models of the broad and narrow emission lines are each characterized by a heliocentric velocity, an amplitude, and a full-width half-maximum (FWHM) value, while the H I absorption profile is characterized by a Doppler b-value, a heliocentric velocity, and a column density. The broad and narrow components of the Lyman-α emission profile are pictured in Figure 2 for RECX-15 to illustrate the model Lyman-α profile decomposition. Fits showing the full Lyman-α model profiles for 3 select targets are shown in Figure 3 . These are not fully reconstructed profiles based on molecular fluorescence line fluxes such as those in Herczeg et al. (2004) and Schindhelm et al. (2012a,b) , and are shown only to illustrate the full fitting procedure. Because many of the targets have outflows that absorb the blueward side of the Lyman-α emission line , we restrict our fits to the redward side in order to derive an accurate determination of the interstellar H I column density. There is typically greater optical depth on the blueward side of the line, but without an outflow component in our model, we do not attempt to reproduce the full emission line. We only fit a small region around the emission line such that a continuum parameter was not necessary in our model. Adding a continuum model parameter to selected targets after the initial grid search Fig. 3.-Model fits of the Lyman-α emission line in three representative targets (two CTTSs, one with and one without blueward emission, and a Herbig star). The data (with the geocoronal Lyman-α emission masked out in the shaded region) is in black, with the absorbed profile (Lyman-α emission plus H I absorption) in pink. Only the redward side of the emission line is used in the least-squares fit due to stellar outflows affecting the blueward side, and this fit is highlighted in orange. Selected error bars are shown in red. The unabsorbed model Lyman-α emission is marked by the blue dashed line.
gave no change to the best-fit column density. Our restricted fitting region also allowed us to fit targets with an additional, very broad (∆v ±1500 km s −1 ) Lyman-α emission component as we could isolate the narrower Lyman-α emissions and mask out the broad features when performing the fit. These very broad profiles can be seen in BP Tau and GM Aur most prominently, and will be discussed in a future work.
We began with a preliminary fit by eye (which assumed an H I velocity shift of 0 km s −1 ) to determine initial parameter ranges and then performed a grid search, varying the parameters in order to find the best-fit model to the data. Starting with a close fit to the data allowed us to use a higher resolution grid search and reduce the computational time needed to find the best fit.
We varied the model parameters in the grid search in order to find the best-fit values through a leastsquares method similar to the procedure described in McJunkin et al. (2013) . To decrease the computation time, the velocity shift of the broad and narrow emission line were set to a constant for all the targets (39 km s −1 and 49 km s −1 for the broad and narrow emission, respectively) based off the initial fit of V4046 Sgr (a high signal-to-noise prototypical example) to keep the fits consistent. For the majority of the targets, the instrumental resolution was ∆v ≈ 18 km s −1 , so these offsets are only ≈ 2 − 2.5 times the resolution element, and are mostly negligible compared to the breadth of both the Lyman-α emission and damped H I absorption. Assuming that neutral deuterium (D I) traces H I in the interstellar medium (ISM), we took the average of the D I Doppler b-value from Redfield & Linsky (2004) (∼ 7.5 km s −1 ), and corrected for the D/H mass difference to give an H I ISM Doppler width of ∼ 10 km s −1 , and adopted this throughout. The choice of b-value does not significantly affect the derived column densities at low b-values. At the high H I column densities of the initial model fits, we are well into the damping wing ("square root") portion of the curve of growth, which has little dependence on Doppler b-value as long as b 100 km s −1 . We thus used three fixed parameters and six free parameters in our full Lyman-α absorption model. Centered on our initial fit, we took eleven grid points in steps of 40 km s −1 for both the broad and narrow emission FWHM, seven grid points in steps which were 30% of the size of the initial fit values for the broad and narrow emission amplitudes, and eleven grid points in steps of 0.025 dex for the H I absorption column density. For the H I absorption velocity shift, we chose thirteen grid points ranging from -70 km s −1 to 50 km s −1 in steps of 10 km s −1 . This absorption velocity grid was chosen based on the observed range of stellar radial velocities, from ∼ −7 km s −1 (V4046 Sgr; Malaroda et al. 2006 ) to +20 km s −1 (DR Tau; Alencar & Basri 2000) , and the velocity of D I in the ISM, which ranges from −43 to +33 km s −1 for the local (d < 100 pc) Milky Way (Redfield & Linsky 2004) .
Due to the presence of protostellar outflows, the velocity of the absorbing gas is difficult to determine. Changing the velocity shift of the H I absorber relative to the emission lines affects the best-fit column density obtained from the model. Thus, we performed two other grid searches to test the N(H I) dependence on H I velocity in the model: one where we allowed the H I velocity to float around a velocity chosen from a new initial fit by eye (which did not assume an H I velocity shift of 0 km s −1 ), and one with a constant H I velocity of 0 km s −1 (which was typically close to the center of the absorption profile). The floating velocity search had seven grid points in steps of 10 km s −1 centered on the H I velocity shift of the new initial fit to better estimate possible systematic errors in the column density due to the uncertainty in the H I absorber velocity. This grid search had the same grids as the first search in all other parameters. Many of the model fits from this floating H I velocity grid search had large H I velocities which systematically shifted the absorption center to longer wavelengths, requiring smaller column densities derived from the redward side of the Lyman-α line to fit the data, which we take into account in our error budget. The constant zero velocity search, however, had little effect on the best-fit column density from our first grid search. The targets with negative H I absorption velocities in the initial fit decreased their H I column density (if they changed at all) in the zero velocity fit because of the shift to longer wavelengths similar to the floating velocity search. The targets with positive H I absorption velocities in the initial fit tended to increase their H I column density. The majority of the H I column densities, however, did not change, and those that did only changed by ±0.1 − 0.3 dex. This is because many of the best-fit H I velocities from the first search were already close to zero, so that the velocity shift was minimal.
A montage of the model fits from our first grid search with constrained velocities for all of the targets can be seen in Figures 4a -4d. The best-fit H I column densities (from the first search) with errors are listed in Table 2 . The best-fit values of additional parameters that were allowed to vary in the grid search are listed in Table 3 . To estimate the errors, we set the model parameters to their best-fit values and varied the column density in steps of 0.025 dex. Following the χ 2 probability distribution for 1 degree of freedom, ∆χ 2 = 1 defines a 68% probability region. We increased the minimum χ 2 of our best-fit model by unity to obtain an estimate of the column density parameter range. The initial errors were defined as the width of this range. To account for the change in velocity systematically shifting the column densities lower (see above), we added the column density difference between the constrained and floating velocity grid searches in quadrature to the lower error bars on the column densities.
Extinction from Optical/Infrared Colors and
Spectrophotometry Previously for our sample, extinction has been estimated from a variety of techniques applied to optical or near-infrared data, the wavelengths at which the stellar photospheric flux is at a maximum. These include extinction: 1) calculated by comparing the observed stellar colors to normal main-sequence stellar colors (e.g., Kenyon & Hartmann 1995) , 2) computed from V and (B −V ) magnitudes (e.g., Testi et al. 1998 ), 3) estimated by comparing the SED of the star to accretion emission of less veiled T Tauri stars (e.g., Gullbring et al. 2000) , 4) derived from Two Micron All Sky Survey magnitudes with assumed J − H or J − K photospheric colors and a standard interstellar reddening law (e.g., White & Hillenbrand 2004; Furlan et al. 2011 ), or 5) assessed from Paschen and Brackett line ratios compared to local line excitation models (e.g., Edwards et al. 2013) . Recently, near-IR extinctions have been determined by fitting the observed target flux, the extinction corrected photospheric template flux, and the veiling of the photospheric template at a given wavelength McClure et al. 2013) .
In addition to these literature values, new optical extinctions are obtained here from fitting a combination of accretion continuum and weak-line T Tauri star 
;F29*:
(56 IJ29*: (WTTS) photospheric templates to the observed optical emission. The optical extinctions listed in Table 4 are obtained mostly from fits to broadband optical spectra (Herczeg & Hillenbrand 2013) or, for earlier spectral types, to optical photometry and accurate spectral types (Alecian et al. 2013) . Following Herczeg & Hillenbrand (2013) , optical extinctions for CV Cha, HD 104237, SU Aur, and AK Sco are recalculated here based on their spectral types and their flux-calibrated SITS spectra, while the extinction to RU Lup is calculated by assuming the blue continuum is flat. The uncertainties in extinction are ∼ 0.2 − 0.3 mag, which for most stars in our sample is attributable to uncertainty in spectral type. The optical extinction estimates always assume a total-to-selective extinction of R V = 3.1. Some variability in extinction has been documented for a few of our sources (Herbst et al. 1994; Skrutskie et al. 1996) , with AA Tau and RW Aur being a particularly notable examples (Bouvier et al. 2013; Rodriguez et al. 2013) . One source, SZ 102, is ignored in this analysis because the star is seen only through scattered light from the edgeon disk, which yields an unreliable extinction. In section 4 we compare these dust derived estimates of A V to those derived above from the H I column density.
X-ray Spectral Fitting
For the vast majority of young stars the typical available X-ray data consists of CCD resolution (R ∼ 15 − 20) spectra. Such spectra are normally parameterized using global fitting tools, such as XSPEC (Arnaud 1996) . The X-ray emission from young stars is a combination of emission line and continuum emission. X-ray spectra for a range of young stars have been observed using grating spectroscopy with the Chandra HETG and LETG spectrographs and the XMM-Newton RGS spectrograph. These higher resolution spectra show the detailed emission line spectrum, which provides a firm foundation for modeling lower resolution CCD spectra, but usually provide only low signal-to-noise information on the continuum emission. Parameterization of CCD spectra can only be performed in limited ways, because the number of free parameters can quickly overwhelm the information content of the data. A common approach is to fit one or two temperature components and an interstellar column that introduces a low energy cutoff to the spectrum.
Two temperature components are almost always necessary for CCD spectra with a reasonable number of counts, because accreting T Tauri stars show two distinct sources of X-ray emission (originally discovered by Kastner et al. 2002) . A harder (∼ 1 keV) component is produced within the hot coronal magnetic loops of a relatively standard active star corona, while a cooler (∼ 0.2 − 0.3 keV) component is associated with the highly-localized accretion shock hot-spot. The cooler (1) Kenyon & Hartmann (1995) ; (2) We have compiled all the available information of Xray determined hydrogen column densities for 25 of the stars being studied in this paper (see Table 4 ), based on very similar two-temperature parameterization methods. Seventeen of these measurements are from the refereed literature, while for eight additional stars we present our new measurements in Table 5 . Our two-temperature parameterizations were derived using XSPEC assuming sub-solar metalicities in the 0.2 − 0.3 range.
Compared to Lyman-α absorption, which directly traces the atomic hydrogen content, and optical/near-IR measurements, which trace the dust content, X-rays are attenuated by gas, grains, and molecules in the line of sight. The absorption derived from X-ray observations is usually expressed as an equivalent hydrogen column density (N H = N(H I) + 2N(H 2 ) + N(H II)), however the hydrogen column density is not directly measured. Available X-ray observations of CTTS cannot distinguish individual elements of the absorber. In fact, the equivalent N H is derived using an assumed (usually solar) abundance pattern and tabulated absorption cross-sections since hydrogen does not dominate the X-ray absorption in the energy windows of Chandra and XMM-Newton (0.3 -8 keV or 2 -40Å). Therefore, the relation between measured X-ray absorption and column density does not involve empirical calibrations but depends only on the applied abundance pattern. In the relevant energy range, the X-ray absorption cross-section is dominated by helium (up to 50 %) and oxygen (up to ≈ 40 %). Depending on the considered wavelength, hydrogen provides only a small fraction ( 22 %) to the absorption cross-section (see Figure 5 ). Because the hydrogen column density is not directly measured in the X-ray absorption, and only derived from the strong He and O absorption, it is difficult to distinguish an absorber with solar abundances of H I from an absorber with fully ionized or fully molecular hydrogen. We thus take the equivalent N H values in the X-ray to be our "best estimate" of N(H I) on the line of sight to the region of X-ray production and compare these values to those calculated in our Lyman-α absorption modeling in Section 4.
RESULTS
The Bohlin et al. (1978) relation as well as the relation between E(B − V ) and visual extinction, (R V = A V /E(B − V )) yields a relation between column density and visual extinction: N(H I)/A V = 4.8×10 21 /R V atoms cm −2 mag −1 . Calvet et al. (2004) and Whittet et al. (2004) find extinction laws for Taurus that are unlike the diffuse ISM (for which the Bohlin et al. (1978) relation is applicable). Both papers find a weak to nonexistent 2175 A extinction bump. However, in the far-UV, where the reddening correction is most critical, there is almost no difference between diffuse ISM reddening laws and those Calvet et al. (2004) find more appropriate (see Figure 3 of Calvet et al. 2004 ). We include in Table 2 Table 2 ). The black points are targets with reliable model fits, while the pink points (CV Cha, DE Tau, DK Tau, DM Tau, DN Tau, HN Tau, IP Tau, UX Tau, and V836 Tau) are targets with less reliable fits. The Bohlin et al. (1978) relation between H I column density and visual extinction for three different values of R V is overplotted with points corresponding to the A V values that are inferred in this work from the measured N(H I). The dust extinctions are typically higher than the gas extinctions.
R V values of 3.1, 4.0, and 5.5. Errors are not assigned to the extinction values due to uncertainty in the choice of R V . We checked the Spearman's rank correlation coefficient and no correlation is seen between the N(H I) values and the inclination of the targets (see the Appendix for a detailed description of inclinations). This suggests that the majority of the H I being measured along the line of sight toward our targets is likely interstellar. We compare the literature A V values listed in Table 2 to our computed A V values in Figure 6 .
8 Targets with less reliable fits due to low signal-to-noise or negligible Lyman-α flux (CV Cha, DE Tau, DK Tau, DM Tau, DN Tau, HN 10 21 cm −2 . At these high column densities, attenuation along the line of sight would extinguish the stellar Lyman-α emission line completely , which may be happening in our highest column density target, IP Tau (N(H I) = 10 21.05 cm −2 ). This fit is poor and may only be fitting continuum, in which case we could not reliably call this measurement an extinction value. However, 19 out of the 26 CTTSs and all of the Herbig Ae/Be stars observed in our sample show unambiguous evidence for broad Lyman-α emission lines, arguing that the true interstellar H I column densities to the Lyman-α emission must be lower than suggested by A V values in the literature. Most of the 7 CTTSs with marginal Lyman-α emission detections (CV Cha, DK Tau, DN Tau, HN Tau, IP Tau, UX Tau, and V836 Tau) have large literature A V values. However, as some of the extinction may be circumstellar, a noninterstellar dust-to-gas ratio in the disk (among other possibilities discussed in Section 5.2) may cause our column density measurements to be lower than expected from the published extinction values.
In Figure 7 , we compare our calculated visual extinctions from the UV analysis (assuming R V = 3.1) to the literature values in Table 2 as well as infrared (IR) values from Furlan et al. (2011) and optical values (both listed in Table 4 alongside our reprinted A V values for comparison). The A V values from this work are generally lower than any other calculation of the visual extinction. The optical extinctions are in best agreement with our values (though still larger for most targets), while the IR extinctions are consistently larger.
The reddening towards accreting K and M dwarf stars are difficult to accurately determine due to high amounts of veiling. Changing the spectral type, accretion continuum shape, and the relative contribution of the two can greatly affect the A V value that is determined. The early-type stars in our sample (AB Aur, AK Sco, CV Cha, HD 100546, HD 104237, HD 135344B, HD 163296, and SU Aur) should have minimal veiling affecting their optical spectra and relatively well-determined spectral types. The large photospheric flux of the hot early-type stars dwarfs the flux from the accretion excess at optical wavelengths, while the cooler late-type stars generally have higher veiling (Basri & Batalha 1990) due to their lower photospheric flux and consequently higher accretion flux to photospheric flux ratio. This makes earlytype stars critical to determine if the veiling is introducing large errors in the determination of the extinction. We find that the discrepancy between the optical and Lyman-α determined extinction values is about the same in the early-type stars as the late-type stars in our sample. We conclude that veiling alone cannot be the primary cause of the extinction discrepancies between optical and Lyman-α based measurements.
In Figure 8 we compare the H I column densities obtained through our Lyman-α fitting procedure to the equivalent hydrogen column density, N H , obtained in the X-ray. The X-ray columns are higher than the Lyman-α ISM columns in 23 out of 25 cases, implying that either a sizable fraction of circumstellar hydrogen does not contribute to the Lyman-α absorption (see the possibilities in Section 5.2), or that neutral hydrogen is depleted (most likely through ionization) with respect to O and He which dominate the X-ray absorption. Hydrogen is only of minor importance for the X-ray absorption so that changing the atomic hydrogen content has only a minor impact on the X-ray derived absorption. The X-ray columns may also be higher due to the accretion shock punching deep into the dense photosphere of the star. The soft X-rays produced in this shock region could thus probe the higher density photosphere, while the Lyman-α photons are emitted outside the densest shock region. Much of the extra absorbing material is very hot and contains hydrogen that is mostly ionized so that the soft X-rays produce an equivalent hydrogen column density (see Section 3.4) that is an overestimation of the neutral hydrogen column density measured by the Lyman-α absorption. We also detect in Figure 8 an increase in the ratio between Lyman-α and X-ray columns with increasing Lyman-α column density. This trend brings the two measurements closer to agreement as the Lyman-α column density increases, possibly suggesting an increased relative contribution to the total X-ray absorption from interstellar H I on higher column density sightlines. 
DISCUSSION
Sources of Hydrogen Along the Line of Sight
Lyman-α absorption from partially ionized, primarily neutral, and primarily molecular gas can arise in several environments along the line of sight: in the protostellar outflow, in the disk atmosphere, and in the ISM. Figure 9 illustrates the important components that may contribute to the absorption of the pre-main sequence stellar emission. A systematic error associated with our fits is the absence of an outflow component in our model. Without a complete Lyman-α emission profile reconstruction (see e.g., Herczeg et al. 2004; Schindhelm et al. 2012a,b) , the Lyman-α outflow properties are challenging to determine. An outflow absorbs mostly the blueward side of the Lyman-α emission (see Section 3.2), but can affect the redward side of the line in smaller amounts as well. This leads to a systematic overestimation of the interstellar column density (and an underestimation of the total N(H I), see Section 5.2) as our best-fit value is a combination of the true interstellar column density and H I absorption from a protostellar outflow.
Far-Ultraviolet Spectroscopic Explorer (F U SE) measurements of H 2 along the line of sight to our Herbig Ae/Be stars (AB Aur, HD 100546, HD 104237, HD 135344B, HD 163296; Martin-Zaïdi et al. 2008 ) can be combined with our H I columns to check for agreement in the extinction values derived using the N(H I)-E(B − V ) and N(H I + H 2 )-E(B − V ) relations in Bohlin et al. (1978) . They can also be combined to give a hydrogen column (N H = N(H I) + 2N(H 2 ) + N(H II)) which directly compares with the equivalent hydrogen column measured by the X-ray absorption assuming a low ionization fraction. The H 2 column densities measured in Martin-Zaïdi et al. (2008) for our targets (∼ 10 16.5 − 10 20.0 cm −2 ) are generally much lower than our H I columns, making N H only slightly larger than N(H I). So the F U SE + HST N H values are still lower (∼ 0.8 dex) than the X-ray N H values for all of the Herbig Ae/Be targets except AB Aur. The AB Aur F U SE value is 0.2 dex higher than the X-ray value due to its larger molecular hydrogen column density (log (N(H 2 ) (1978) relation for a combined H I and H 2 column, we obtained new extinction values for our Herbig Ae/Be targets that differed by 0.03 mag or less from those obtained from our H I columns alone. We conclude that the majority of this H 2 is most likely circumstellar rather than interstellar for our subset of targets based on their derived kinetic temperatures (56 -758 K). Only AB Aur has H 2 temperatures less than 300 K, suggesting that it is the only Herbig Ae/Be star in our sample with an unambiguous interstellar H 2 absorption component.
To determine the amount of H I absorption that the circumstellar and interstellar material contribute along the line of sight, we compared N(H I) measurements from hot, main-sequence stars, which should have little circumstellar material, to our Lyman-α measurements. We hoped to use stars from Bohlin et al. (1978) and Diplas & Savage (1994a) that sampled the TaurusAuriga star-forming region (168 < l < 181, −8 < b < −24, 80 pc < d < 220 pc), but there were none to be found. We instead searched only in distance, requiring the stellar distance to be between 80 pc and 220 pc, which led to a large sample of stars. The average H I column for the hot stars in the Bohlin et al. (1978) sample is log(N(H I)) = 20.27 and for those in the Diplas & Savage (1994a) sample is log(N(H I)) = 20.92. Our average H I column is log(N(H I)) = 20.39. The similarity in the average H I columns in the three samples suggests that most of the absorption we are measuring is interstellar rather than circumstellar.
Using our new extinction values calculated from H I column densities, we can recalculate the intrinsic Lyman-α flux for the targets reported in France et al. (2012b) . Due to our extinction values generally being lower than those used by France et al. (2012b) to reconstruct the Lyman-α flux, we find fluxes that can be up to ∼ 6500 times smaller (DR Tau; France et al. (2012b) assuming A V = 3.2 from Kraus & Hillenbrand 2009 ) than the Lyman-α fluxes reported in that work. However, most target Lyman-α fluxes average between 2 and 300 times smaller with our new extinction values being used. These lower flux values may greatly affect the chemistry of the gas in the protoplanetary disk region Owen et al. 2012; Tanaka et al. 2013) .
5.2. Discrepancy Among Lyman-α, Optical, and IR-based extinction determinations Several possibilities exist for the disagreement between our Lyman-α based extinction measurement (which samples the gas along the line of sight, through both the ISM and circumstellar material, to the Lyman-α emitting region) and the optical and IR-based extinctions (which measure the dust column to the stellar optical/IR photosphere).
High dust-to-gas ratio -Some of the H I absorption could be located in the stellar vicinity in material that has a large dust-to-gas ratio or a non-ISM extinction law. In particular, the dust-to-gas ratio may be enhanced in a static disk through radial drift of dust grains (Youdin & Shu 2002) , and in star formation regions (e.g. Vuong et al. 2003) . Because the dust-togas ratio may differ from that observed for the ISM in Bohlin et al. (1978) , the relation derived in that work may not be appropriate for the circumstellar environ-ment. Rachford et al. (2009) fit direct measurements of H 2 column densities, H I columns calculated from E(B − V ) values, and extinctions along translucent lines of sight, getting a relation very similar to Bohlin et al. (1978) . However, our low H I column densities may be in the same vicinity as large amounts of dust that has not settled (high dust-to-gas ratio) contributing to the high A V values measured in the optical and IR bands, making the Bohlin et al. (1978) relation provide inaccurate extinctions for our H I columns.
Geometric differences -It could also be possible that the Lyman-α emission is produced far out in the system (at large radii, 100 AU from the star). The optical and IR observations may be probing the full extinction along the line of sight, whereas the Lyman-α profile that we observe the H I absorption against may be generated further out in the system so that we are only probing the outer parts of the disk and ISM. However, the large breadth of the Lyman-α profiles (∆v 500 km s −1 ) points to an accretion origin for the emission, suggesting that the spatial differences between the two measurements may be only a few stellar radii. RU Lup is an exception as the Lyman-α emission in the narrow (0.2" × 0.06") STIS slit was spatially extended and produced in the outflow. Similarly, the broad Lyman-α emission (500 km s −1 ) of HD 163296 in the STIS long-slit data extends out to a few 10's of AU, though is subdued compared to the central Lyman-α emission (F broad /F central ∼ 33 − 50%; P.C. Schneider (2013), private communication) .
Ionized or molecular hydrogen -The hydrogen may also be mostly ionized or molecular in the stellar vicinity. If the hydrogen is mostly ionized so that there is little H I absorption, there would need to be large quantities of dust in the same vicinity to contribute to the visual extinction. This seems unlikely because any radiation that can ionize hydrogen should be strong enough to destroy dust grains as well. If the hydrogen is ionized by a time-dependent outflow (Pudritz et al. 2007) , however, the dust grains may not yet be destroyed. The dust destruction may also be out of equilibrium (Finocchi et al. 1996) , leading to large quantities of dust that is co-spatial with ionized hydrogen.
If the hydrogen is mostly molecular, there would need to be a large column of H 2 to provide the extra extinction to match the optical A V values listed in Table  4 . The average N(H 2 )/N(H I) ratio needed (using the Bohlin et al. (1978) relation) is N(H 2 )/N(H I) ∼ 1.7, or a molecular fraction of 0.77, for the stars which have higher optical-based extinctions than Lyman-α derived extinctions. This molecular fraction is higher than any directly measured molecular fraction in the ISM measured in the UV, even on high-A V sightlines. In particular, Rachford et al. (2002 Rachford et al. ( , 2009 and Burgh et al. (2007 Burgh et al. ( , 2010 find molecular fractions ≤ 0.76 along translucent lines of sight. However, a large molecular fraction may not be uncommon in a magnetized protostellar disk wind (Panoglou et al. 2012 ) and should be common in molecular clouds predicted by models (e.g. Maloney et al. 1996; Visser et al. 2009 ), though no direct measurement yet exists.
Using N(H 2 )/N(H I) ∼ 1.7 and our average derived H I column density, the average required H 2 column density to match the optical extinctions for our targets is log(N(H 2 )) ∼ 20.5. The T ∼ 2500 K H 2 absorber in the Lyman-α profile of AA Tau has log(N(H 2 )) = 17.9 ) and the ubiquitous H 2 fluorescence observed by France et al. (2012b) is explained by log(N(H 2 )) < 20.0 as well. The direct measurements of the Herbig stars in Martin-Zaïdi et al. (2008) do find log (N(H 2 )) 20.0 for a few targets that are not studied in this work (HD 141569, HD 176386, HD 259431, HD 38087, and HD 76543) , but these all have modest molecular fractions (≤ 0.35). However, the H 2 may be at T ∼ 500 K and cospatial with the CO absorption that is observed toward some CTTSs (McJunkin et al. 2013) , which could possibly lead to a sufficient reservoir of H 2 to account for the additional reddening (assuming N(H 2 ) ∼ 10 4 N(CO)). If there is a large reservoir (log (N(H 2 ) ) 20.5) of warm (T ∼ 500 K) molecular gas at a high molecular fraction (f H2 0.8), then dust associated with this medium may be sufficient to explain the discrepancy between our Lyman-α-based extinction measurements and those measured in the optical and IR.
Outflows -Lastly, smaller H I column densities may be measured for an absorbing outflow that is not centered on our line of sight. A geometry where the H I is at the center of the Lyman-α absorption maximizes the H I column density and could lead to a better agreement between the Lyman-α and optical/IR-based extinction values. However, for most of our sources, the amount of H I in the outflow is small compared to the amount of H I in the ISM. We can compare the ISM H I column densities with the H I outflow columns that were derived from the inner disk Lyman-α profile reconstructions presented by Schindhelm et al. (2012b) . For nearby sources like V4046 Sgr, N(H I) ISM /N(H I) outf low ∼ 10. For a more distant source like DM Tau, N(H I) ISM /N(H I) outf low ∼ 200. The average for all the targets in Schindhelm et al. (2012b) is N(H I) ISM /N(H I) outf low ∼ 74. However, because there is generally a larger optical depth on the blueward side of the Lyman-α line, the outflow N(H I) may be significant for some sources.
An outflow could also have a high molecular fraction (Panoglou et al. 2012) or a high dust fraction, which could contribute to the extinction discrepancy as described above. We calculated the amount of extinction that may be in the outflow by subtracting our Lyman-α H I columns from the optical and Furlan et al. (2011) extinctions. We then used this difference to calculate an average gas-to-dust ratio in the outflow by comparing the extinction from the outflow to the outflow columns in Schindhelm et al. (2012b) . This gave us a gas-to-dust ratio for the outflow in the same manner as Bohlin et al. (1978) . We find N(H I) outf low /E(B − V ) outf low = 1.49 × 10 20 atoms cm −2 mag −1 (assuming R V = 3.1), ∼ 30 times lower than the Bohlin et al. (1978) gas-todust ratio, meaning the outflow would need to be very dusty in order to explain the large difference between our Lyman-α and the optical/IR-based extinctions.
5.3. Origin of X-ray Absorbing Gas Emission in different spectral regions can originate from very different parts of the spatially complex young stellar atmosphere and disk. The hot emitting gas seen in the FUV and X-ray regions can be produced in both the accretion hot-spot (which is thought to dominate in the FUV and soft-X-rays) and from more typical coronal magnetic loops (which produce most of the harder X-ray emission). The absorbing column seen by different spectral features therefore depends on where they originate in the accretion shock. In the soft X-rays, systematically enhanced absorbing columns have been measured for emission lines produced within the concentrated accretion shock (Brickhouse et al. 2010) .
The absorption of the X-ray emission by the components shown in Figure 9 may lead to the excess X-ray column density that we detect. One possibility for the observed excess X-ray absorption is that a sizable fraction of the hydrogen is ionized while helium or at least oxygen preserve a sufficiently low ionization, e.g., in the accretion streams connecting the inner edge of the disk and the stellar surface. The inner parts of disks should have low ionization fractions (Dullemond et al. 2001; Najita et al. 2007) . Disk winds should be mainly neutral initially (Safier 1993) , but temperatures behind internal shocks in a jet can be sufficient (∼ 10 6 K; Güdel et al. 2007b; Schneider & Schmitt 2008 ) to produce extreme ultraviolet and X-ray photons that significantly ionize the material coming off the disk surface. Another possibility is that hydrogen is mainly molecular, located either in the outer parts of the protostellar system where the temperatures are sufficient for the existence of significant amounts of molecular hydrogen or in the ISM within the star forming region. Lastly, some kind of hot stellar wind might be transparent to Lyman-α photons but not to Xray photons.
The excess X-ray absorption has been studied previously in some of our targets. Studies of the AA Tau system show that the absorption pattern of the circumstellar material differs from the ISM. The AA Tau system is viewed at high inclination (i ≈ 75
• ; Andrews & Williams 2007 ) and the star is periodically eclipsed by a disk warp. The associated optical extinction can be directly measured ) and the optical brightness variations are accompanied by periodic changes of the Xray derived column density . However, the associated X-ray absorption is about ten times larger than expected based on A V . Due to the periodicity of the absorption pattern, it is possible to locate the associated absorber to a region about 0.1 AU from the star, i.e., close to the dust sublimation radius for this system. It is most likely that either the region around the disk warp is already dust-depleted or that the hot accretion streams provide the excess Xray absorption since they are assumed to rigidly connect the star and the disk close to the radius of the disk warp. Other key targets are TW Hya and RU Lup which are seen almost pole-on but also show excess X-ray absorption Günther & Schmitt 2008) . interpret the extra Xray absorption of RU Lup as being related to accretion flows and an optically transparent wind emanating from the star or the disk while Johns- Krull & Herczeg (2007) show that the FUV lines do not require a hot (stellar) wind in the case of TW Hya.
CONCLUSIONS
We present interstellar H I column densities for 31 young stars determined from fitting absorption against the Lyman-α emission line. We find that the literature A V values based on optical and IR observations are generally higher than the interstellar extinctions calculated from our derived column densities. We also find that the Lyman-α derived column densities are smaller than the X-ray columns (which trace the gaseous part of the absorption like our Lyman-α measurements) for our targets. Possible explanations for the extinction and column density discrepancies include 1) a high dust-to-gas ratio in the stellar vicinity, 2) the Lyman-α emission being produced far from the star, 3) the majority of the hydrogen being ionized or molecular, and 4) the N(H I) absorption being dominated by a non-centered outflow. The Lyman-α measurements determine the N(H I) column density well, while the X-ray and optical extinctions may also be probing ionized and molecular gas along the line of sight. Of these, we consider large dust-to-gas ratios or high molecular fractions to be the most likely. However, these discrepancies may also arise because emission in the different spectral regions can be produced in many different regions around the star and disk. Thus, these discrepancies do not necessarily imply that any measurement is wrong, but may be the result of the spatial complexity of the young star and disk system. Our data suggests that the majority of the H I absorption is interstellar in origin. Targets with larger Lyman-α columns have better agreement between the Lyman-α and X-ray column density measurements. Our lower visual extinctions lead to smaller Lyman-α fluxes in the protoplanetary region than previously calculated, possibly affecting the gas heating and chemistry in the disk. Future work with an H 2 fluorescence model will enable us to constrain the shape of the far-UV extinction curve and possibly the grain-size distribution in these protoplanetary disks.
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APPENDIX
APPENDIX: INCLINATION MEASUREMENTS
In Figure 10 , we compare the sine of the literature inclination values listed in Table 6 (with 90
• being edgeon) to the logarithm of our Lyman-α based H I column densities. A number of our disks are transitional or pretransitional, which may have mm-sized grains that are not azimuthally-symmetric in their distribution (Casassus et al. 2013; Fukagawa et al. 2013; van der Marel et al. 2013) , making dust-based inclination estimates less reliable. Also, many targets have both gas and dust disks, which may provide different inclinations. However, for the transitional and pre-transitional disks in our sample with purely dust-based inclinations quoted in Table 6 (DM Tau, and LkCa 15), we find gas-based inclinations in the literature that differ by only a few degrees from those determined by the dust (DM Tau: Simon et al. 2000) . We adopt the inclination values in Table 6 for these targets, although there is little difference. The other transitional and pre-transitional disks with the most accurate inclinations have gas-based or both gas and dust-based inclinations. For the targets with the most accurate inclination values (see below), there is no tight correlation (based on the Spearman's rank correlation coefficient) with the H I column densities. Since we would expect a correlation to exist if H I absorption was coming from the disk (see Figure 9 ), this suggests that the majority of our measured H I column density is interstellar.
Most accurate Inclination Measurements
The most accurate inclination measurements come from spatially and spectrally resolved CO emission lines in the sub-mm (Lyo et al. 2011; Rosenfeld et al. 2012a,b) and spatially resolved disks in sub-mm dust continua (Andrews & Williams 2007; Isella et al. 2007; Andrews et al. 2011) . 2D model fits to the data provide strong constraints on the orientation of the disk and are a direct method of determining the inclinations. Out of our 31 targets, 11 have the most accurate inclinations.
Less accurate Inclination Measurements
Some of the less accurate inclinations found in the literature were derived from stellar rotation data. These measurements rely on accurate measurements of vsini, the stellar rotation period, and the stellar radius. The rotation period and the value of vsini can be measured much more accurately than the stellar radius, which depends on the often uncertain parameters of stellar luminosity, reddening, veiling, and effective temperature (see Section 1). Appenzeller & Bertout (2013) find that inclination measurements determined from the stellar rotation are less reliable than those determined from spatially resolved disk observations.
Other less accurate inclinations come from SED modeling (AK Sco; Alencar et al. 2003) , an assumption as no literature values were found (CS Cha; Espaillat et al. 2007 Espaillat et al. , 2011 , lower limits to intercept a flared disk model (HN Tau; McJunkin et al. 2013) , Hα profile fits (RECX-11, RECX-15; Lawson et al. 2004) , and fits to interferometric data (RW Aur; Eisner et al. 2007 ). Out of our 31 targets, 12 have less accurate inclinations.
Other Inclination Measurements
The remaining inclination measurements do not spatially resolve the disk itself, but may be more accurate than the less accurate inclinations. These include targets such as AB Aur which has an inclination angle that varies with 
