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記号表
A : 入射光ベクトル
AB : AB間距離 mm
(a; b) : 楕円の x軸，z軸半径 mm
B : 1次反射光ベクトル
C : 2次反射光ベクトル
c : 許容錯乱円径 mm
D : 視点と副鏡反射点の距離 mm
Dh : 過焦点距離 mm
Do : 焦点を合わせる距離 mm
Dof : 被写界深度 mm
D0of : 縮小された被写界深度 mm
E : 光源から主鏡反射点までの距離 mm
F : レンズの絞り値
f : レンズの焦点距離 mm
G : 主鏡反射点から副鏡反射点までの距離 mm
H : 物体平面上の点
h® : 投影変換に使う円柱の水平より上部の高さ mm
I1 : 主鏡により結ばれる像の位置
I2 : 副鏡により結ばれる像の位置
Iad : 非点隔差 mm
I 0ad : 縮小された非点隔差 mm
L : 撮像画像上での点 P 0dの中心からの距離 mm
M1 : 主鏡の内周上の点
M2 : 主鏡の外周上の点










(Pn; Pf) : 被写界深度の近点，遠点 mm
(p; q) : 楕円中心のオフセット量 mm
qmp : 主鏡反射点からメリジオナル像までの距離 mm
qms : 副鏡反射点からメリジオナル像までの距離 mm
qsp : 主鏡反射点からサジタル像までの距離 mm
qss : 副鏡反射点からサジタル像までの距離 mm
R : 回転体の曲率半径 mm
Rc : 回転体の周方向の曲率半径 mm
Rr : 回転体の動径方向の曲率半径 mm
r : 画面上での副鏡中心からの距離 mm
rin : 画面上での副鏡の内周半径 mm
rmp : 主鏡反射点の動径方向の曲率半径 mm
rms : 副鏡反射点の動径方向の曲率半径 mm
rsp : 主鏡反射点の周方向の曲率半径 mm
rss : 副鏡反射点の周方向の曲率半径 mm
rout : 画面上での副鏡の外周半径 mm
r°at : 楕円の扁平率
rcenter : 画面上での副鏡の内・外周の中央を通る円の半径 mm
S1 : 副鏡の内周上の点
S2 : 副鏡の外周上の点
Si : レンズの後側節点からCCDまでの距離 mm
So : レンズの前側節点からピントを合わせる像までの距離 mm
V : 反射点の接線ベクトル
(W;H) : 撮像画像の画面サイズ（幅，高さ） pixel
(w; h) : 変換画像の画面サイズ（幅，高さ） pixel
(x1; z1) : 点 Pmの座標値 mm
(x2; z2) : 点 Psの座標値 mm
(xc; yc) : 変換画像座標系での座標値 pixel
(xf ; yf) : フィールド座標系での座標値 m
(xo; yo) : 撮像画像座標系での座標値 pixel
(xp; yp) : 物体平面座標系での座標値 mm
(xk; yk; zk) : カメラ（フォーメーションカメラ）座標系での座標値 mm
(xs; ys; zs) : スタジアム座標系での座標値 m
(xsn; ysn; zsn) : 点 P1;¢¢¢;6のスタジアム座標系での座標値 (n=1,¢ ¢ ¢ ; 6) m
® : フォーメーションカメラの鉛直下向からの設置角度 rad
¯ : レンズの z軸からの傾き rad
° : 反射点への光線の入射角 rad
°p : 主鏡反射点への光線の入射角 rad
°s : 副鏡反射点への光線の入射角 rad
³ : 水平線より上の画角 rad
µ : 入射光の主鏡への入射角 rad
(µn; ¸n) : 点 P1;¢¢¢;6の入射角と方位角 (n=1,¢ ¢ ¢ ; 6) rad
· : 回転体の曲率 1/mm
·c : 回転体の周方向の曲率 1/mm
·r : 回転体の動径方向の曲率 1/mm
¸ : 撮像画像上での点 P 0dの角度 または 方位角 rad
» : 水平線より下の画角 rad






































































































Fig. 1.1 Robert Barker's Panorama, Leicester Square, London, 1789.






























using hyperboloidal mirror. 
(EIZO Co.,LTD.) 
Omnidirectional camera 
using spherical mirror. 
(Rosel Electronics Corp.) 















1787年 R. Barker (英)がパノラマの特許取得
1793年 Bargerがロンドンにパノラマ劇場を建設
(18～19世紀にかけてヨーロッパで大流行)
1826年 J. Niepce (仏)が
写真を発明
1844年 F. Martens (独)がパノラマカメラMega-
skopを発明 (レンズのみスイングする方式，
水平視野 150[deg])
1857年 M. Garella (英) が全方位カメラを発明
(カメラ全体が回転する方式，水平視野
360[deg])
1860年代 G. Barnard (米)が全周を分割撮影により
南北戦争を記録
1890年 神戸三九郎が浅草に日本パノラマ館を建設
1891年 T. Edison (米)が動
画カメラと映写機
を発明






1911年 R. Wood (米)が魚眼レンズの原理を発見
1924年 R. Hill (英)が実用的な魚眼レンズを製作










































































 Fig. 1.4 OnmiDirectional Vision system: ODV.
 






































































Start of study on 
omnidirectional vision 












































Fig. 2.2 Genarating of omnidirectional image.
 
Fig. 2.3 Panoscan MK-3.
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Field of View 
 
Fig. 2.7 Structure of Ladybug.
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Virtual Eye Point 
Field of View  







































Fig. 2.10 Fisheye lens (Nikon Fisheye-Nikkor f=6mm F2.8).
Fig. 2.11 Input image of ¯sheye lens (Nikon Fisheye-Nikkor f=6mm F2.8).
20

























 Fig. 2.13 PAL.
 
Field of View 
Secondary Mirror 
Primary Mirror Glass Block 
Fig. 2.14 Sectional shape of PAL.
Fig. 2.15 Input image of PAL.
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 (a) Measurement scheme 
(b) Coordinates of PAL image 
(c) Elevation angle and mapping position 











Fig. 2.17 Free-shaped lens.



























Field of View 
Fig. 2.19 Sectional shape of conical mirror system.
 




























 ● Eye Point 
Mirror 
Horizon 
Field of View 
Fig. 2.21 Sectional shape of spherical mirror system.
 
Fig. 2.22 Input image of spherical mirror system(66).
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Field of View 
Fig. 2.23 Sectional shape of hyperboloidal mirror system.
 






































Field of View 
Fig. 2.25 Sectional shape of paraboloidal mirror system.
 
Fig. 2.26 Input image of paraboloidal mirror system(69).
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条件 1 入射光の入射範囲 µmax～µmin，
反射光の入射範囲 Ámax～Ámin，
µと Áの関係（射影）µ = g(Á)
条件 2 主鏡の反射面上の点のM1，M2の位置と，
副鏡の反射面上の点 S1，S2の位置





























































tanÁmax ¡ tanÁmin (tanÁ¡ tanÁmin) + µmin (4.1)










A = (¡ sin µ;¡ cos µ) (4.2)
B = (x2 ¡ x1; z2 ¡ z1) (4.3)
C = (¡x2;¡z2) (4.4)
















¢N2 = 0 (4.8)
すなわち， 0@¡ sin µ + x2 ¡ x1q
(x2 ¡ x1)2 + (z2 ¡ z1)2
1A (¡f 01(x1))
+
0@¡ cos µ + z2 ¡ z1q
(x2 ¡ x1)2 + (z2 ¡ z1)2
1A = 0 (4.9)
0@ x2 ¡ x1q






+0@ z2 ¡ z1q




1A (¡1) = 0 (4.10)
また，点 Psは副鏡の反射面上にあることより，次式が成り立つ．
z2 = f2(x2) (4.11)
ここで，点O-点 Ps間の距離をDとすると，
x2 = D sinÁ (4.12)
z2 = D cosÁ (4.13)
と表せ，これらを式 (4.9)，式 (4.10)に代入すると，それぞれ，
f 01(x1) =
D cosÁ¡ z1 ¡
q
D2 + 2(x1 sinÁ+ z1 cosÁ)D + x21 + z
2
1 ¢ cos µ
D sinÁ¡ x1 ¡
q
D2 + 2(x1 sinÁ+ z1 cosÁ)D + x21 + z
2
1 ¢ sin µ
(4.14)
0@sinÁ¡ D sinÁ¡ x1q
D2 + 2(x1 sinÁ+ z1 cosÁ)D + x21 + z
2
1
1A (f 02(D sinÁ))
+
0@cosÁ¡ D cosÁ¡ z1q
D2 + 2(x1 sinÁ+ z1 cosÁ)D + x21 + z
2
1
1A (¡1) = 0 (4.15)
D cosÁ = f 02(D sinÁ) (4.16)
となる．このうち式 (4.15)は Á，(x1; z1)，Dの関係を決める代数方程式，式 (4.16)
は Á，Dの関係を決める代数方程式である．したがって，式 (4.15)と式 (4.16)を
連立させれば，与えられた (x1; z1)に対して Á，Dを求めることができる．ただし，
これらの方程式は非線形で解を陽に求めることはできないから，Newton法を用
いて解く．そして，Áが x1，z1で表されたことから，「条件 1」より µも x1，z1で

























































































方向に反射しないので，点 Pm，点 Psへの入射角はそれぞれ 0[deg]となる．まず，







































































































Primary mirror shape f2(x) is determined
by numerical integration from M1.
Incidence angles are set.
・θ min , θ max , φ min , φ max
Constraint conditions are set.
・Projection Formula： θ = g(φ)
・Secondary Mirror Shape：z = f2(x)
・Maximum dia. of Primary Mirror
Is astigmatic difference minimum?
Positions of meridional / sagittal
image planes are calculated.
Parameters are set.





Specifications of ODV are set.
・Angle of view, maximum dia.
CCD camera and lens are selected.
・Number of pixel, angle of view, etc.






Is astigmatic difference 
within depth of field?









































上の点M1の座標を (16.00, 11.95)[mm]としたとき，像面の非点隔差が約 130[mm]
と最も小さくなった．
47














○：Measured Meridional Image 




Field of View 



















































Fig. 5.2 Fisheye type ODV.
 







































式 (5.1)，式 (5.2)からわかるように，被写界深度は焦点距離 f が短い広角レンズ
ほど深く，また，焦点を合わせた距離Doが長いほど深くなる．
上記設計例で 1/2インチ CCDを使うとすると，原点から見た副鏡の見込み角









Fig. 5.4 Sectional shape of ODV (Initial Design).
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Fig. 5.5 Sectional shape of ODV (Final Design).
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Fig. 5.9 Depth of Field (Hyperboloidal Mirror Type).
56












































































































Field of View 
60deg 




円の半径を rcenterとする．その時，被写体の縦横比，すなわち ABと CDの長さ
が同じになるように内径と外径の比を決定する．
AB，CDの長さは，









































¼ 0:31 : 1:00 (6.5)
と求まる．また，この関係より視点への入射角 Ámin，Ámaxの関係も，
rin : rout = tanÁmin : tanÁmax (6.6)
Ámin = tan
¡1 (0:31 tanÁmax) (6.7)
となるので，上記レンズの垂直視野（約 25[deg]）を考慮して Ámaxを 12.5[deg]と
決めると，式 (6.7)より Áminは 3.965[deg]と求まる．
(2.2) 設計結果
入射光の入射範囲を µ = 30～90[deg]，反射光の入射範囲を上述の通り Á=3.965
～12.5[deg]，射影を等距離射影，主鏡最大半径を 65[mm]と設定し，非点隔差が最

























Fig. 6.4 Super wide-angle ODV.
(2.3) 画質評価
レンズの絞り値F=1.0～6.0における被写界深度を，焦点を合わせた距離をDo=























































 Fig. 6.6 Input image of super wide-angle ODV.
 
Visual Field of Mirrors 
Visual Field of Lens 
Fig. 6.7 Fields of view of mirrors and lens (the same of Fig.6.6).
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Fig. 6.8 Distortion of ¯sheye lens (the same of Fig.2.12).
 Visual Field of Mirrors 
Visual Field of Lens 




Fig. 6.9 Distortion of super wide-angle ODV.
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 (a) Super wide-angle ODV. 
(b) Fisheye lens. 
Fig. 6.10 Comparison of super wide-angle ODV and ¯sheye lens.
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Table 6.1 Comparison of subject's aspect ratio.
No. 被写体 真値 超広角ODV 魚眼レンズ
(1) ドア 0.60 0.71 1.38
(2) 黒板 1.83 2.20 4.17
(3) ポスター 0.85 0.89 2.50
(4) テレビ 1.25 1.57 2.60











































































Fig. 6.12 Infrared ODV.
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Fig. 6.14 ODV for spacecraft on-orbit monitoring.
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Fig.6.15，Fig.6.16に示すように，全方位モニタカメラは次世代型無人宇宙実験シ













































Fig. 6.16 On-orbit con¯guration of USERS.
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Field of View  
































































































































(Before   
Deployment) 
Fig. 6.20 Simulated input image of ODV2.
78
と求まる．また，上記レンズの垂直画角（15.7[deg]）を考慮して Ámaxを 7[deg]と
決めると，式 (6.7)，式 (6.9)より Áminは 2.759[deg]と求まる．
入射光の入射範囲は µ = 65～115[deg]，反射光の入射範囲は Á=2.759～7[deg]と







































































Fig. 6.21 Sectional shape of ODV for spacecraft.
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W £H[pixel]，変換画像の画面サイズはw £ h[pixel]とする（Fig.6.23）．
 
















Fig. 6.23 Image size.
変換画像のアスペクト比は，「半径 rcenterの円周の半分」と「rout ¡ rin」の比と
同じとする．








点 Pdに対応する撮像画像上の点 P 0dの座標を求める．
画像変換は，円環状の撮像画像をFig.6.26に示すような半径 rcenter，高さ hの円
柱の側面に投影することで行う．Fig.6.26中の入射角 µは次のように求められる．
µ = ³ ¡ tan¡1 h³ ¡ yc
rcenter
(µ · ³) (6.12)
µ = ³ + tan¡1
yc ¡ h³
rcenter
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Fig. 6.24 Coodinate system of input image.
(1, 1) 
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Fig. 6.26 Image transformation.


























+ L sin¸ (6.20)





























らの全方位モニタカメラが搭載されたUSERSは 2002年 9月 10日に打ち上げられ













Fig. 6.27 Input image of ODV1.
0° 270° 90°
180° 270°90° 
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Fig. 6.29 Input image of ODV2.
0° 270° 90°
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 Formation Camera KOBE WING STADIUM ｃ 













Fig. 6.34 Camera position and ¯eld of view [m].
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Mirror Incident Ray 







まず，フォーメーションカメラの回転対称軸を yszs平面内で zs軸から ®傾けて
設置したときの，フォーメーションカメラから見た各点の入射角 µ，方位 ¸を求め
る．各点を点Pn(xsn; ysn; zsn)(n = 1; ¢ ¢ ¢ ; 6)とおき，回転対称軸が zs軸と重なるよ


















ysn cos®¡ zsn sin®
ysn sin®+ zsn cos®
3775
(6.21)




























x2sn + (ysn cos®¡ zsn sin®)2


























µ1 ¡ µ5 (rout ¡ rin) + rin ¡
Ã
µ2 ¡ µ5











µ1 ¡ µ5 (rout ¡ rin) + rin
!
sin¸2 (6.26)
ここで，フィールド像の縦横比がハイビジョンカメラのアスペクト比 9 : 16と同
じであるとすると，
H : W = 9 : 16 (6.27)
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8 (µ6 ¡ µ5 ¡ (µ2 ¡ µ5) cos¸2)¡ 9(µ2 ¡ µ5) sin¸2
8 (µ6 ¡ µ1 ¡ (µ2 ¡ µ1) cos¸2)¡ 9(µ2 ¡ µ1) sin¸2 (6.28)
となり，副鏡の内，外径比をこの値にすることで，フィールドを画面いっぱいに
映し出すことが可能になる．
設計するときには µと Áの関係（「条件 1」）が必要になる．レンズの前側節点
から副鏡に映った画像までの距離を lとおくと，
rin = l tanÁmin (6.29)
r = l tanÁ (6.30)
rout = l tanÁmax (6.31)





µmax ¡ µmin (tanÁmax ¡ tanÁmin) + tanÁmin
¶
(6.32)











































Fig. 6.38 Sectional shape of formation camera.
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Fig. 6.39 Simulated image of formation camera.
Fig. 6.40 Simulated image of conventional camera.
Table 6.3 Comparison of formation and conventional camera.
フォーメーション 従来の
カメラ カメラ
フィールドの画面占有率 % 69.1 40.8
ボール 奥のコーナー 1.2 1.1
サイズ センターライン手前 pixel 3.2 2.4
センターラインの長さ pixel 562 409
タッチライン 奥 pixel 1039 582





















変換画像座標系 xcyc[pixel] : 変換画像が表示されるモニタ画面
上の座標系，原点は画面左上，サ
イズは 1280£720
フィールド座標系 xfyf [m] : フィールド面上の座標系，原点は
フォーメーションカメラから見て
手前中央，サイズは 124£82.5
スタジアム座標系 xsyszs[m] : スタジアムの座標系，原点はフォ
ーメーションカメラの位置
カメラ極座標系 µ; ¸[rad] : フォーメーションカメラへの入射
角，方位で表される極座標系
カメラ座標系 xkykzk[mm] : フォーメーションカメラの座標系，
原点はレンズの前側節点
物体平面座標系 xpyp[mm] : レンズがピントを合わせた物体平
面上の座標系，原点は物体平面と
レンズの光軸との交点

















(xs; ys; zs) = (xf ; yf ;¡37) (6.35)
(1.3) スタジアム座標系　→　カメラ極座標系
Fig.6.44に示すように，フォーメーションカメラの回転対称軸を yszs平面内で zs





( xc , yc )=( 0, 0 )
( xc , y
c
 )=( 639.5, 719.5 )
( xf , yf )=( 0, 0 )

































Fig. 6.44 Coordinates system of stadium and polar coordinates system of camera.





x2s + (ys cos®¡ zs sin®)2
ys sin®+ zs cos®
; tan¡1
xs

























0 cos ¯ ¡ sin ¯










yk cos ¯ ¡ zk sin ¯













Fig. 6.46 Coordinates system of camera and object plane.
と求められる．よって，変換式は次のように表される．
(xp; yp) = (axk; a(yk cos ¯ ¡ zk sin ¯)) (6.41)
(1.6) 物体平面座標系　→　原画像座標系






















So ¡ f (6.44)
と求められる．Fig.6.48に示すように，変換式は，CCDの有効サイズが9:6£5:4[mm]，
















( xo , yo )=( 0, 0 )
( xo , yo )=( 1279, 719 )
( xo , yo )=( 639.5, 359.5 )
( xp , yp )=( 0, 0 )
Display Monitor of
   Original Image






















































Fig. 6.51 Converted image ((a), (b) and (c) are magni¯ed area as Fig.6.52).
(a)         (b)         (c) 





















する場合について考える．式 (5.1)，式 (5.2)より，被写界深度Dof は，
Dof = Pf ¡ Pn
=
2f 2FcD2o







f 4 ¡ F 2c2(mDo)2 (6.47)
となる．また，像面の厚み（非点隔差）Iadにも縮小率mがかかり，この場合の像
の厚み I 0adは，































































































































































































Fig. 6.54 1/10 inch micro CCD camera.









































 Fig. 6.55 Test piece.
 
Fig. 6.56 Shape of test piece.
Fig. 6.57 Re°ection image of testchart.
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 Acrylic Cover 
Primary Mirror 
Secondary Mirror 
Fig. 6.58 ODV endoscope.









































































成のため 2台搭載した．USERSが打ち上げられた 2002年 9月 10日からミッショ







































































Fig. 7.1 Surveillance robot.
 
ODV 
Fig. 7.2 Rescue robot.
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Fig. A.6 Chromatic aberration.
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付 録B 回転体表面の曲率









2 + 2'xydxdy + 'yydy
2
(1 + '2x)dx
2 + 2'x'ydxdy + (1 + '2y)dy
2
(B.1)
と表せる (91)．ここで，'x = @'=@x，'y = @'=@y，'xx = @2'=@x2，…とおいた．
曲面が回転体の表面の場合には，y = 0の断面を z = f(x)とおくと，曲面は，







求める．この場合 (dx; 0)と (0; dy)が，それぞれ動径方向と周方向への切り口にな


















となる．式 (B.2)を偏微分して y = 0とおくと，
'x = f
0(x) (B.5)









































y = f(x) (C.1)
と表し，この曲線上の点Q=(Qx, Qy)における一階と二階の導関数を，
® = f 0(Qx) (C.2)



























y ¡Qy = k(x¡Qx) (C.8)
となる．反射光の結像点 F=(Fx, Fy)はこの直線上にあるから，



























(a) Concave Mirror (b) Convex Mirror 





Fig. C.1 Image distance
すなわち，








q = jF ¡Qj
=





ところで，反射光方向のベクトルは法線ベクトル (-®, 1)を °だけ回転すれば得ら
れる．すなわち，Ã
cos ° ¡ sin °





Ã ¡(® cos ° + sin °)





® sin ° ¡ cos °




k ¡ ® = ¡(1¡ ®2) cos °
sin ° + ® cos °
(C.16)
p










® = f 00(Qx) = ¯ (C.18)
つぎに，°についての表現を得るために反射点Qxから対象物 T へのベクトルをL
とおく．
L = (Lx; Ly) = T ¡Q (C.19)
そのとき Lの接線方向への射影はそれぞれ，
l sin ° = (L; V) =
1p
1 + ®2
(Lx + ®Ly) (C.20)
l cos ° = (L; N) =
1p
1 + ®2
(¡®Lx + Ly) (C.21)
となる．式 (C.20)，式 (C.21)を式 (C.15)に代入すると，
k =
2®Lx ¡ (1¡ ®2)Ly











となる．式 (C.23)，式 (C.24)を用いて式 (C.22)をQxで微分すると，
@k
@Qx
= ¡(1 + ®2) 32 2·l + cos °
l(sin ° + ® cos °)2
(C.25)
さらに式 (C.16)，式 (C.17)，式 (C.25)を式 (C.13)に代入すると，
q =
l cos °







を得る．これが光線の反射点Qから結像点 F までの像距離 qである．凸面の場合
q >0で結像点は鏡面の裏側に，凹面の場合 q <0で結像点は鏡面の手前にできる．
ただし．凸面の場合は r，· >0，凹面の場合は r，· <0，平面の場合は r，·=0と
なる．
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