Abstract. In this paper, we consider the regularization problem for the linear time-varying discrete-time periodic descriptor systems by derivative and proportional state feedback controls. Sufficient conditions are given under which derivative and proportional state feedback controls can be constructed so that the periodic closed-loop systems are regular and of index at most one. The construction procedures used to establish the theory are based on orthogonal and elementary matrix transformations and can, therefore, be developed to a numerically efficient algorithm. The problem of finite pole assignment of periodic descriptor systems is also studied.
Introduction.
We consider linear time-varying discrete-time periodic descriptor systems of the form
where x 0 is given and the matrices E j , A j ∈ R n×n , B j ∈ R n×m (m ≤ n), C j ∈ R k×n are periodic with period p ≥ 1, that is, E j = E j+p , A j = A j+p , B j = B j+p , and C j = C j+p for all j. Throughout this paper we assume that the control matrices B j are all of full column rank and the matrices E j are allowed to be singular. The number of contributions on linear time-varying discrete-time periodic systems has been increasing in recent times; see, for example, [5, 15, 20, 21, 22, 24, 25, 28, 29, 30, 31, 32] and references therein. This increasing interest in such systems is motivated by the large variety of processes that can be modelled through linear discrete-time periodic systems (e.g., multirate sampled-data systems, chemical processes, periodically time-varying filters and networks, seasonal phenomena, and so on [1, 2, 4, 16, 26, 27, 33] ). The dynamics of linear discrete-time periodic descriptor systems (1.1) depend critically on the regularity and the eigenstructure of the periodic matrix pairs {(E j , A j )} p j=1 which form the homogeneous systems of (1.1), i.e.,
The matrix pairs {(E j , A j )} this implies that at least one of the c k 's is nonzero, and hence we see from Definition 1.1 that there are exact n eigenvalue pairs (counting multiplicity) for {(E j , A j )} p j=1 . It was shown in [29] that the solvability of (1.2) is equivalent to the condition that the pencil is regular, i.e., det(αE − βA) ≡ / 0. From (1.5) it is easy to check that
Hence, from (1.7) the solvability condition of (1.2) becomes the regularity of the matrix pairs {(E j , A j )} p j=1 . In order to alter the dynamics of the periodic descriptor systems (1.1), it is usually to use proportional state feedback to modify the matrices A j , that is, the control vectors are taken to be u j = F j x j + v j for j = 1, . . . , p. The closed-loop matrix pairs then become
. (1.8) Similarly, if we interchange the role of E j and A j , then we can also use derivative state feedback to modify the matrices E j . The closed-loop matrix pairs become
, (1.9) where the control vectors are taken to be u j = −G j x j+1 + v j , j = 1, . . . , p. If a full state feedback of the form u j = −G j x j+1 + F j x j + v j is considered (see [6] for the case of p = 1), then it leads to periodic descriptor systems with the periodic matrix pairs of the form
. (1.10) For the case of period p = 1, one has the time-invariant case E j = E, A j = A, B j = B, C j = C. It is well known that for a regular matrix pair (E, A) (i.e., det(αE − βA) = 0 for some (α, β) ∈ C 2 ) there exist nonsingular matrices P and Q which transform E and A into the Kronecker canonical form [17] :
Here J is a Jordan matrix corresponding to the finite eigenvalues of (E, A) and N is a nilpotent Jordan matrix corresponding to the infinite eigenvalues. The index of the matrix pair is the index of nilpotency of the nilpotent matrix N , i.e., (E, A) is of index ν, denoted by ν = ind ∞ (E, A), if N ν−1 = 0 and N ν = 0. By convention, if E is nonsingular, the pencil is said to be of index zero. If a matrix pair is regular and of index at most 1, the corresponding time-invariant continuous system
has a unique solution for all admissible controls u(t) with consistent initial conditions. In theory, such a system can be separated into purely dynamical and purely algebraic parts, and moreover, the algebraic part can be eliminated to give a reducedorder standard system. If the index is larger than 1, however, impulses can arise in the response of the system and the system can lose causality if the control is not sufficiently smooth [18] . Therefore, it is desirable to use a feedback control that ensures that the closed-loop system is regular and of index at most one, and furthermore, has the required finite poles. In the last few years, there has been an increasing interest in developing numerical algorithms for the regularization and the finite pole assignment of descriptor time-invariant systems by proportional and derivative feedback. See, for example, [6, 7, 8, 9, 10, 11, 12, 13, 23] and references therein.
In this paper, we focus on the following regularization and pole assignment problems: For given periodic matrix triples {(E j , A j , B j )} p j=1 , we first construct periodic derivative and proportional matrices G j and F j such that the periodic matrix pairs
of the periodic closed-loop systems are regular and of index at most one (see the definitions in the next section). Then we construct periodic feedback matrices G f j and F f j such that the periodic closed-loop systems not only are regular and have the required finite poles, but also have index at most one. To the best of our knowledge, for the case of period p ≥ 2, these problems have not been investigated much in the literature.
Our contribution in this paper is threefold. First, in Theorem 2.5 we give an equivalent condition for the periodic matrix pairs {(E j , A j )} p j=1 to be regular and of index at most one. Second, in Theorems 3.1 and 4.3 we specify sufficient conditions under which derivative and proportional state feedback can be constructed so that the periodic closed-loop systems are regular and of index at most one. Third, in Theorem 5.1, we give the solvability condition for the finite pole assignment problem of the periodic matrix triples. The main proofs given in this paper can provide a numerically method for constructing the required feedback matrices, which is based on orthogonal and elementary matrix transformations. This paper is organized as follows. In section 2 we introduce some notations and definitions, and give some preliminary results. In section 3 we present a canonical form under matrix transformations. In section 4, we use this canonical form to construct derivative and proportional feedback so that the periodic closed-loop systems are regular and of index at most one. The problem of finite pole assignment with derivative and proportional feedback is presented in section 5.
Preliminaries.
In this section we introduce some notations and definitions, and give some preliminary results. Throughout this paper we use the following notations. For any given periodic matrix triples
we use, alternatively, the script notations
We also denote the null space of a matrix M by N (M ), and use S ∞ (M ) to denote a full rank matrix whose columns span the null space N (M ). The indices "j" for all periodic coefficient matrices are chosen in {1, . . . , p} modulo p without ambiguity.
In terms of the above notations, we now characterize the regular periodic matrix pairs as follows. Proof. By periodic Schur decomposition theorem [5] there exist unitary matrices Q j and Z j such that
where Z 0 = Z p , from which we can derive that
It is easily seen that any equation in (2.2) which is not identical to zero, i.e., ( 
p) is a Jordan matrix corresponding to the finite eigenvalues of {(E
j , A j )} p j=1 and E 0 j E 0 j+1 · · · E 0 j+p−1 ≡ N j , (j = 1, . . . ,
p) is a nilpotent Jordan matrix corresponding to the infinite eigenvalues of {(E
Proof. By periodic Schur decomposition theorem and the reordering of eigenvalues [5, 20] there are unitary matrices Q j , P j , j = 1, . . . , p so that
are upper triangular, and moreover E j,1 and A j,2 are nonsingular and all diagonal elements of E j,2 E j+1,2 · · · E j+p−1,2 are zero for j = 1, 2, . . . , p. We then let
Next, we prove that there exists periodic matrices U j and V j , j = 1, 2, . . . , p such that
Comparing the both sides of (2.6a) and (2.6b) we have (2.8) for j = 1, 2, . . . , p, from which we obtain
where
is an upper triangular matrix with all diagonal elements zero, we can uniquely determine the matrix V p from (2.9). Then, from (2.8) and (2.6b) we can uniquely determine V j for j = 1, 2, . . . , p − 1, and U j for j = 1, 2, . . . , p, respectively.
Finally, by the well-known Jordan decomposition theorem we know that there exist nonsingular matrices G j , Z j , j = 1, . . . , p such that
and
Then from (2.4)-(2.12) we have As an application of this lemma, let us consider the periodic system (1.1) with u j = 0, i.e., the free periodic system
Using Lemma 2.2 we can reduce the system (2.13) into a forward and a backward part:
are regular, then we obtain from (2.14) and (2.15) the set of p subsampled systems:
. . for j = 1, 2, . . . , p, which are time invariant. This shows that the dynamical properties of the system (2.13) depend critically on the eigenstructure of the periodic matrix pairs
. . , and so in such case the system (2.13) is reduced into a reduced-order standard periodic system (2.14).
By Lemma 2.2, we can characterize the nilpotency of the regular periodic matrix pairs by the index of ( E j , A j ). 
Proof. Let
where X j and Y j are defined in Lemma 2.2, and we define
Notice the special structure of (2.16) and (2.17). Using the elementary row transformations, we can find nonsingular matrices R j such that
and hence, the nilpotency ν j of the nilpotent matrix
According to the result of Lemma 2.3 the indexes of the periodic matrix pairs
can be defined as follows. Remark. (i) It is worthwhile to point out that the indexes ν j for regular periodic matrix pairs are not necessarily equal. For example, the periodic matrix pairs
Definition 2.1. The indexes of regular periodic matrix pairs {(E
with A j = I 2 , j = 1, 2 and
have indexes ν 1 = 1 and ν 2 = 2.
(ii) As shown in the preceding part of this paper, the monodromy matrices
play an important role in the representation of solutions of (1.1). From Lemma 2.3 it is reasonable to define the indexes of
by (2.20) . Note that the indexes of the enlarged cyclic forms as in (1.6) are not appropriate to define the indexes of
. To see this, let us consider the above given data again. A short calculation gives rise to
which is neither equal to the nilpotency of E 1 E 2 nor to the nilpotency of E 2 E 1 . From (2.18) and (2.19), we immediately get the following result.
are regular and of index at most 1, then rank E j is independent of j. Moreover, the number of finite eigenvalues of
We note that if regular periodic matrix pairs have some higher indexes, then, generally speaking, rank E j is dependent on j. This can be illustrated by the simple example. Let p = 3, A j = I 3 , and
It is easy to verify that rank E 1 = 6 and rank E 2 = rank E 3 = 7.
According to the result of Lemma 2.3 and Definition 2.1 the following equivalent condition follows by Lemma 1 of [6] (see also [21] 
For the linear time-invariant descriptor systems Ex k+1 = Ax k + Bu k , the condition
give sufficient conditions for the solvability of regularization and pole assignment problems [6, 21] . By Lemma 2.3 and (2.22) it is motivated to give conditions for investigating the regularization problem and pole assignment problem of the linear time-varying periodic descriptor systems (1.1).
Definition 2.2. The periodic matrix triples {(E
Here E, A and B ≡ B 1 are given in (1.6) and (2.1), respectively. Remark. A natural question can be asked here: can we extend the condition rank[E, AS ∞ (E), B] = n directly to the enlarged cyclic triples (E, A, B) by
In fact, (C2) is sufficient for (C2). From the reduction in Lemma 5 of [6] and (C2) we can w.l.o.g. suppose that the periodic matrix triples
have the following forms:
with a compatible partitioning, where E 
p. However, (C2) is not a necessary condition for (C2). For example, if we let E
satisfy (C2), but not (C2). Therefore, (C2) is weaker than (C2). In our main theorem (Theorem 4.3) we will show that (C2) implies the periodic feedback closed-loop systems are regular and of index at most one.
The following two lemmas are simple but useful for the proof of the main result in sections 4 and 5.
Lemma 2.7. Assume that the periodic matrix triples {(E
Proof. By Lemma 2.6(i) we get (i). From Lemma 2.6(ii), (iii), and (2.24), (ii) follows immediately.
Canonical forms of {(E
. In this section we present an algorithm to reduce the periodic matrix triples {(E j , A j , B j )} p j=1 into canonical forms by using orthogonal and elementary transformations. In the next section we show how to exploit these canonical forms to construct the required regularizing feedback.
Before describing the algorithm we introduce some convenient notations. We denote by M(m, n), O(n), L(n), and R(n) the sets of m×n matrices, n×n orthogonal, lower triangular, and upper triangular matrices, respectively. If m = n, we simplify M(n) := M(m, n). Let T be a row or column transformation which is applied to a submatrix of a given matrix. Then we use T to denote the natural extension of T to be applied to the whole matrix. For example, let
which is the transformation to eliminate C 13 by C 11 , i.e., [C 11 ,
Then we have
and canonical forms (3.2)
. . .
A j R (22) . . . . . .
Initialization
Step 0:
:=Ê j 00 withÊ j 11 ∈ R(l j ) nonsingular and l j = rank[E j , B j ] − m, and update
endfor j.
Induction
Step k:
and update
In Figure 3 .1 we illustrate the canonical forms of E j−1 , A j , and E j computed by Algorithm 3.1 for the case of p = 4:
The row number of A j R(44) The proof of (3.6). Algorithm 3.1 computes Q j , P j , F j and G j , j = 1, . . . , p such that
where 
for j fixed and = 2, . . . , p.
Noting the special structures of E 
where 12) in which
From the rank conditions (3.1) and (3.12)-(3.15) it is easy to derive the rank of the matrix C j, in (3.11), and therefore the rank of C 1 j, in (3.10) is equal to
By Lemma 2.6 it follows from (3.8), (3.9), and (3.16) that
If we let − 1 = k in (3.17) for k = 1, . . . , p − 1, then (3.17) shows that (3.6) holds.
The proof of (3.7). From the rank conditions (3.1) we have that the submatrices [−A 
Similarly, from the properties (ii), (iv), and (v) we also have
Regularization of {(E
. In this section we will use the canonical forms of {(E j , A j , B j )} p j=1 computed by Algorithm 3.1 to construct derivative and proportional feedback controls so that the closed-loop systems are regular and of index at most one.
By Theorem 3.1 there are Q j , P j , G j , and F j such that .2) and (3.3), and moreover, we assume that
Since the sizes of submatrices of (3.2) and (3.3) play an important role in the regularization of the periodic matrix triples, in the following lemma we will prove under condition (C2) that c(A Figure 3.1) . Moreover, let
Then it holds that
and rewrite the equation E j S ∞ ( E j ) = 0 in the forms
Partitioning S j+ −1 compatibly with A j+ by
and comparing both sides of
Using (4.7) and comparing both sides of E j+p−2 S j+p−2 = A j+p−2 S j+p−3 of (4.5) with = p − 2 we get
In such a way, in general, we have for each = 2, . .
Finally, using (4.9) and comparing both sides of E j S j = 0 and E j+1 S j+1 = A j+1 S j in (4.5) with = 1 we get
On the other hand, it follows from (C2) and (4.4) that
Note that the matrices E j , A j , and B j are assumed to have the special structures as shown in (3.2) and (3.3) . Consequently, from (4.14) we have rank(R has full row rank. Now we rewrite (4.8) as 
Therefore, (4.1) holds, for j = 1, . . . , p.
Using the equality n
it is easy to verify that
This, together with n 
where s 1 = s p+1 . Under certain condition of r 1 , we will show that the integers {r j , s j } p j=1 defined by (4.16) are all nonnegative, which can determine the number of finite eigenvalues of periodic regularizing closed-loop systems. Let Proof. Since the nonnegative integer r 1 satisfies U ≤ r 1 ≤ L + m, from (4.17) and (4.18) we have 
A j R (11) . . . . . .
We now prove our main theorem. 
is equal to (4.26) and let
where P j = diag{P 1 , . . . , P j+p−1 }, by Theorem 2.5, in order to prove Theorem 4.3, it is sufficient to prove that
For simplicity, here we only prove (4.28) for j = 1, but the others can be shown in a similar way. For j = 1, we first construct a basis for the null space N ( E 
. . . 
. This, together with R Moreover, a short calculation gives rise to In practice, the number of infinite poles to be prescribed is limited and it is not desirable to assign finite poles to infinite positions. Thus, we construct the periodic feedback matrices G j and F j , j = 1, . . . , p, such that the periodic closed-loop systems not only are regular and have the required finite poles, but also have index at most one. We have the following result for finite pole assignment. 6. Conclusion. In this paper, we construct derivative and proportional state feedback controls so that the periodic closed-loop systems not only are regular and have the required finite poles, but also have index at most one. This property ensures the solvability of the resulting periodic closed-loop systems of the dynamic-algebraic equation. For the time-invariant case our main theorems can be simplified to the main results of [6] . The construction procedures are based on orthogonal and elementary transformations which can be used to develop an algorithm implementing in a numerically efficient way.
In practice it is expected that the periodic regularizing closed-loop systems are well-conditioned in the sense that the reduction to the periodic canonical forms is computationally reliable. How to develop a computational algorithm which optimizes the conditioning of the periodic regularizing closed-loop systems is currently still under investigation.
