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Abstract
Here we present the Xart system based on a three-step hybrid method using
data mining approaches and syntactic analysis to automatically discover and
extract relevant data modeled as n-ary relations in plain text. A n-ary relation
links a studied object with its features considered as several arguments. We
addressed the challenge of designing a novel method to handle the identification
and extraction of heterogeneous arguments such as symbolic arguments, quanti-
tative arguments composed of numbers and various measurement units. We thus
developed the Xart system, which relies on a domain ontology for discovering
patterns, in plain text, to identify arguments involved in n-ary relations. The
discovered patterns take advantage of different ontological levels that facilitate
identification of all arguments and pool them in the sought n-ary relation.
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Point-by-Point responses
Reviewer #1
1. Reviewer: I suggest again to revise the style in the use of English.
Moreover, there are yet some typos in the text.
Response: Our paper has now been proofread by a native English speaker.
2. Reviewer: I still think that the paper is too long. I suggest to make an-
other simplification effort. For example, the second domain of application
only appears from time to time. I think it could be safely removed (the
authors could just mention in the conclusion that they have also tested
the system in another domain and it is completely domain-independent).
Response: We agree with this suggestion. In order to clarify our pa-
per, the second domain application is now summarized in the Conclusion
section. Moreover, it is important for us to consider our global system in
order to highlight main characteristics of Xart and how each step is im-
portant for the final objective, i.e. extraction of n-ary relations. But we
agree on significantly reducing the part devoted to data-mining (in particu-
lar the last step). So in the new version of our paper, we present the global
system without the detailed description of the last step. More precisely, we
removed section 6 (hybrid approach – p27-31) and associated experiments
(p38-40).
Reviewer: Section 2 could be divided in 2 subsections (binary relation
extraction and annotated corpora), and its last paragraph on unrelated
data mining techniques could be eliminated, along with its references.
Preprint submitted to Elsevier December 16, 2016
Response: we divided Section 2 into two subsections with another (and
we hope better) organization.
3. Reviewer: In 5.4 there are missing ’(primes) in the definition of subse-
quence (for example, IS1 included in IS’j1).
Response: This error has been fixed.
4. Reviewer: Ex5 is a little bit confusing after the results of Ex4, since
Packaging is linked to numvalthick and um, that are terms that did not
appear in its 1-term neighborhood.
Response: We agree with this remark, but we assume that this pattern is
not only based on the sentence (2) of the example 2 (data-mining applied
on one sentence is really irrelevant) but this OSP was obtained using a
large dataset. This has been specified.
5. Reviewer: Some numbers in the textual description of Table2 do not
match with those on the table.
Response: These errors have been fixed.
6. Reviewer: The caption of Table 1 should say that the best results (not
recalls) are in bold.
Response: This error has been fixed.
7. Reviewer: In 7.1 the new paragraph before ”Identification step” has a
very bad redaction (e.g. ”approach” 3 consecutive times, ”:” at the end of
a sentence, missing ”)”. It is really not very understandable. I suggest to
remove it from here and move the discussion on the comparison between
this new system and wrapper-based approaches to the conclusion.
Response: As suggested, we changed this paragraph, this ”discussion”
has been moved to the conclusion section.
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8. Reviewer: Talking about the conclusion, I think that it has not been
significantly improved, as I suggested. I still think it lacks a frank ex-
planation of the limitations/weaknesses of the approach with respect to
others, and maybe also a comment on the computational cost.
Response: The conclusion has been changed according to the previous
suggestions. We removed some parts. We added information about the
genericity and different tests with another corpus (i.e. biorefinery do-
main).
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1. Introduction1
Discovering and extracting information reported in textual documents is a2
crucial issue in several domains in order to be able to reuse, manage, exploit3
and analyze the information they contain, and use them for decision making4
purposes (Guillard et al., 2015). The proposed method addresses challenging5
issues related to n-ary relation identification and extraction in textual docu-6
ments. More precisely, we aim to propose original patterns that could help7
domain experts in the difficult task of data annotation. Two examples of n-ary8
relations are given in sentences (1) and (2), which contain relevant information9
in two distinct domains, i.e. food packaging and civil aviation. In sentence10
(1), a studied object (i.e. polypropylene film) is analyzed according to differ-11
ent features represented by quantitative data, associated with their numerical12
value and unit (i.e. thickness, oxygen permeability, temperature, and relative13
humidity (RH)). In sentence (2), the studied object is a plane A380-800 and its14
features associated with their numerical value and unit are transport capacity,15
flying range, speed.16
17
(1) Eight apple wedges were packaged into polypropylene trays and wrap-18
sealed using a 64 µm thickness polypropylene film with a permeability to19
oxygen of 110 cm3 m−2 bar−1 day−1 at 23 ◦C and 0 % RH20
(2) The A380-800 has a 150 tons of transport capacity, a 15 400 kilometers21
of flying range that allow a non-stop New York-Hong Kong flight with22
a 900 km/h up to 1012 km/h of speed23
The relevant information extracted from these two sentences can be consid-24
ered as instances of n-ary relations that could help domain experts in decision25
making. Nevertheless, instances of n-ary relations are complicated to automat-26
ically identify and extract in text because the arguments are often separately27
expressed in several sentences, usually in implicit and various forms of expres-28
sion. Moreover, the expression of quantitative arguments frequently varies with29
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Figure 1: Xart system
regard to their attributes, i.e. the numerical value and measurement unit, be-30
tween studied objects.31
Here we focused on discovering implicit relations in the expression of several32
arguments. An implicit relation is seen as an informal textual expression of33
arguments of the n-ary relation that is not predefined. If such relations exist,34
they could facilitate argument identification in text and argument linkage in35
the sought instance of n-ary relations. To this end, as shown in Figure 1, we36
propose the Xart system based on three main steps driven by an Ontological37
and Terminological Resource (OTR).38
Since the second and third steps rely on the OTR, the first step consists in39
enriching it with one relevant feature to identify quantitative arguments: the40
measurement unit. The second step takes advantage of data mining approaches41
for discovering correlated argument patterns in text using sequential pattern42
mining. The third step proposes a hybrid approach that uses syntactic analysis43
for constructing original argument identification patterns in text. This third44
step of the Xart system is detailed in (Berrahou et al., 2016).45
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The paper is structured as follows. Section 2 presents related work on bi-47
nary and n-ary relation extraction fields. Section 3 presents the OTR and key48
definitions. Section 4 details the first step, which consists of enriching the OTR49
with measurement units that are located and identified with a new edit mea-50
sure in textual documents. Section 5 details the second step, which proposes a51
knowledge discovery process to extract Ontological Sequential Patterns (OSP).52
Section 6 presents the experiments and results. Section 7 concludes the paper.53
2. Related work54
In this section, we present and discuss related work on textual information55
extraction where relevant data are modeled as binary or n-ary relations.56
Binary relation extraction. The approaches proposed to discover relations57
between entities as cooccurrences are essentially based on limited linguistic con-58
texts. Manually designed patterns are used to identify relevant information59
(Huang et al., 2004). In this context, linguistic or syntactic patterns are based60
on regular expressions constructed with terms and/or part-of-speech (POS) tags61
(Hawizy et al., 2011; Proux et al., 2000; Hao et al., 2005; Raja et al., 2013).62
Other approaches (Minard et al., 2011; Rosario & Hearst, 2005; Zhang et al.,63
2011; Miwa et al., 2009; Van Landeghem et al., 2009) are designed to resolve64
this issue by considering it as a classification problem. Entities are classified as65
part or not part of the sought relation. In our work, those methods cannot be66
efficiently applied because they rely on small linguistic contexts and require a67
large amount of annotated data for training, which usually takes a tremendous68
amount of human effort to build. Our approach aims to overcome those tasks69
with the hybrid approach that allows the construction of linguistic patterns70
based on sequential patterns of correlated arguments, i.e. from two to several71
arguments linked in the n-ary relation.72
Several techniques are proposed, but the process of n-ary relation identification73
and extraction is generally based on three main steps: the first step consists74
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in identifying entities (or arguments) using resources such as ontologies or dic-75
tionaries; the second step involves identifying the trigger word of the relation76
using dictionary-based methods or rule-based approaches to construct patterns77
from dependency parse results (Le Minh et al., 2011), or using machine learn-78
ing methods (Buyko et al., 2009; Bui & Sloot, 2011; Bjo¨rne et al., 2009; Zhou79
et al., 2014) for predicting which word of the sentence is the trigger word of80
the relation; and the third step involves constructing a set of binary relations81
using the trigger word, with a given argument being classified as part or not82
part of the n-ary relation using machine learning methods. Unfortunately, de-83
composing the problem of n-ary relation extraction in extracting several binary84
relations results in lower performance. Our approach relies on the knowledge85
discovery process using domain knowledge for representing relevant data and86
for discovering sequential patterns, including several correlated arguments and87
the trigger word of the relation. The trigger word discovered in the patterns88
allows all other arguments to be gathered in the sought n-ary relation.89
Data mining approaches are used in (Di-Jorio et al., 2008) for enriching on-90
tologies with new concepts, in (Be´chet et al., 2012; Cellier et al., 2015) for dis-91
covering linguistic patterns without external resources, and in (Qiu, 2007) for92
adding more semantics and drawing up enhanced association rules. Moreover,93
in (Jaillet et al., 2006), the authors use association rules and sequential patterns94
to propose comprehensive and reusable text categorization rules. Those tech-95
niques have already been successfully used for processing textual data. In line96
with these authors, we propose to take advantage of data mining approaches to97
discover sequential patterns of several correlated arguments in text.98
Available annotated Corpora. As cited in (Zhou et al., 2014), sev-99
eral corpora have been designed for binary relation extraction, e.g. GENIA1,100
LLL052, AIMed3. Those corpora essentially contain sentences with interactions101
1http://www.nactem.ac.uk/genia/genia-corpus
2http://genome.jouy.inra.fr/texte/LLLchallenge/
3ftp://ftp.cs.utexas.edu/pub/mooney/bio-data
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between proteins. Other corpora such as LDC2014T274 contain benchmarks for102
open relation extraction, including binary and n-ary relations, according to sen-103
tences extracted and annotated from the New York Times and the Treebank-3.104
While we looked for a standard evaluation dataset to assess our approaches,105
those corpora do not concern us since we focus on quantitative data involving106
numerical values and measurement units in n-ary relations. The aforementioned107
corpora are designed for binary or n-ary relations involving essentially named108
entities (e.g. proteins, locations, organisations). To the best of our knowledge,109
open corpora involving quantitative data do not exist. We chose to build our110
own corpus with complete articles from online databases (e.g. Wiley, Elsevier,111
Springer) with expert validation for the assessment task.112
113
3. Xart system key elements114
In this section, we present key elements of the Xart system involving a hy-115
brid approach to extract correlated arguments of n-ary relations from text. The116
Xart system relies on an Ontological and Terminological Resource (OTR). The117
OTR is a relevant semantic support for the Xart system, which enables termi-118
nology associated with n-ary relations in text to be represented with different119
conceptual levels.120
3.1. An ontology for n-ary relation representation121
In our work, relevant data are represented as n-ary relations where a stud-122
ied object is modeled as a symbolic argument and its features as quantitative123
arguments associated with their attributes, i.e. the numerical value and mea-124
surement unit. Our representation of n-ary relations is that of the naRyQ (n-ary125
Relations between Quantitative data) OTR (Touhami et al., 2011; Buche et al.,126
2013b). naRyQ contains two components, i.e. a terminological component and127
a conceptual component. The conceptual component of naRyQ is composed of128
4https://catalog.ldc.upenn.edu/LDC2014T27
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Figure 2: An excerpt of the naRyQ concept hierarchy in the food packaging domain
a core ontology to represent n-ary relations and a domain ontology to represent129
specific concepts of a given application domain. Note that each step of the Xart130
system relies on the core ontology, which is domain independant.131
Figure 2 illustrates an application of naRyQ in the food packaging domain.132
In the up core ontology, generic concepts Relation Concept and Argument re-133
spectively represent n-ary relations and their arguments. In the down core on-134
tology, generic concepts Dimension, UM Concept, Unit Concept and Quantity135
allow the management of quantities and their associated measurement units.136
Note that the measurement units are represented by instances of the generic con-137
cept Unit Concept. The subconcepts of the generic concept Symbolic Concept138
represent the non-numerical arguments of n-ary relations. The domain ontology139
contains specific concepts of a given application domain. They appear in naRyQ140
as subconcepts of the generic concepts of the core ontology. The terminological141
component of naRyQ contains the set of terms describing the studied domain.142
naRyQ presented in (Touhami et al., 2011; Buche et al., 2013b) may be formally143
define as follows.144
Definition 1.145
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An Ontological and Terminological Ressource is a sextuple OTR = 〈COTR;R; I;V ;≤o146
;Woi〉 where:147
• COTR is a set of conceptual components of the OTR,148
• COTR = CRel ∪ CQty ∪ CSymb with CRel the set of n-ary relations, CQty149
the set of quantities, CSymb the set of symbolic concepts;150
• R is a set of relations in COTR × COTR;151
• I is a set of instances with IUM ⊂ I, i.e. the subset of instances which152
represents measurement units;153
• V is a set of values;154
• ≤o is a specialisation relation in (COTR × COTR) ∪ (R×R);155
• Woi is a set of terms in the terminological component of the OTR, where156
all terms wi ∈ Woi denote either a concept c ∈ COTR or a measurement157
unit u ∈ IUM .158
A n-ary relation is represented by a concept which is linked to its arguments159
by binary relations such that none of these arguments has a specific role (e.g.160
subject or object). A formal definition of the representation of n-ary relations161
between quantitative data is given below.162
Definition 2.163
Let us consider OTR = 〈COTR;R; I;V ;≤o;Woi〉 of Definition 1. A n-ary164
relation concept rel ∈ COTR, ≤o(rel, Relation Concept), is defined in OTR165
by the set of binary relations rj ∈ R which link the n-ary relation rel with its166
arguments, with this set being composed of at least two binary relations:167
Def(rel) = {rj(rel, aj) | rj ∈ R,
(aj ∈ COTR∧ ≤o (aj , Argument))},
such that |Def(rel)| ≥ 2
A n-ary relation is caracterized by its signature, i.e. the set of its arguments.168
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Figure 3: The n-ary relation O2Permeability Relation
Definition 3.169
Let us consider OTR = 〈COTR;R; I;V ;≤o;Woi〉 of Definition 1 and a n-ary170
relation concept rel ∈ COTR as defined in Definition 2. The signature signa-171
tureR: COTR −→ 2COTR of the n-ary relation concept rel is:172
signatureR(rel) =
{(aj ∈ COTR∧ ≤o (aj , Argument)) |
rj(rel, aj) ∈ Def(rel)}
An example of a n-ary relation concept is given in Figure 3 and represents173
the relation O2Permeability relation in the naRyQ pack OTR (food packaging174
domain OTR). The signature of the n-ary relation O2Permeability Relation is:175
signatureR(O2Permeability Relation)= {Packaging, Thickness, Temperature,176
Partial Pressure, Relative Humidity, O2Permeability}.177
178
3.2. Xart textual context179
The following hypothesis underlies the Xart system: measurement units180
associated with quantitative arguments are considered as relevant fea-181
tures in text to define an optimal context for discovering the sought182
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arguments. From this hypothesis, we propose two relevant textual search con-183
texts: pivot sentence and textual window defined as follows:184
185
Definition 4. (Pivot sentence)186
A pivot sentence is defined as the sentence where at least one unit referenced in187
the OTR is identified188
Definition 5. (Textual window)189
A textual window denoted fsn is defined as the set of sentences composed of the190
pivot sentence and the n previous sentences, and/or the n subsequent sentences,191
where n is the window dimension. The search direction in sentences, denoted s,192
is represented with - considering previous sentences, + considering subsequent193
sentences or ± considering previous and subsequent sentences194
The textual window is a relevant textual context for the discovery of infor-195
mation about n-ary relations over the three steps of the Xart system.196
4. The Xart first step: Enrichment of the OTR with measurement197
units198
In this section, we present the first step of the Xart system based on Def-199
initions 4 and 5 which consists of locating and identifying measurement units200
in text in order to enrich the OTR. Those tasks are difficult because the units201
are hampered by a wide range of typographic variations in text (e.g. cm3 m−2202
bar−1 day−1 or cm3/m2/bar/day) and a wide range of combinations between203
subunits to express a complex unit (e.g. unit of permeabilities). In this context,204
we cannot apply predetermined recognition patterns and wrapper based ap-205
proaches. Indeed, related work, e.g. in (Jessop et al., 2011a), has revealed that206
most quantitative data extraction failures are due to typographic variations of207
units in text. In chemistry, an efficient tool for text-mining, i.e. ChemicalTagger208
(Hawizy et al., 2011) is proposed not only for the identification and annotation209
of chemical entities (Jessop et al., 2011b) but also of relationships linking these210
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entities. The tool relies on the use of a Regex-tagger based on regular expres-211
sions in order to identify sentences where quantitative data, chemical entities212
and units appear. However, in (Jessop et al., 2011a), the authors note that213
ChemicalTagger fails in the process of recognizing chemical names as reagents214
because of typographic variations of units in text.215
Several domain ontologies have been modeled for units and measurements, such216
as EngMath (Gruber & Olsen, 1994), Measurement units in clinical information217
systems, UCUM (Schadow et al., 1999), Quantities, Units, Dimensions and Data218
Types Ontologies, QUDT (Hodgson et al., 2013), units.obo (Gkoutos, 2011) or219
Ontology of Measurement units and Related Concepts, OM (Rijgersberg et al.,220
2013) in order to exchange and process quantitative information. However, do-221
main authors can freely use typographic variations to write measurement units222
in scientific documents. Moreover, domain ontologies often do not entirely over-223
lap and several units do not exist in those ontologies, especially when considering224
documents of a specific scientific area (e.g. food packaging, biorefinery). Thus,225
enriching the ontology is a key step in the proposed process. Since units do not226
follow syntactic rules of common words, using specific patterns to identify units227
in text is not a trivial task. Our approach aims at addressing this issue using228
supervised learning methods and proposing a new edit measure.229
4.1. Locating units230
In this subsection, the aim of the Xart system is to reduce the search space231
of units having typographic variations using a text mining approach. The pro-232
posed method is intended to predict whether a part of a text contains a unit233
(typographic variations) or not by applying binary classification.234
Data preparation. Data preparation involves text processing and text trans-235
formation tasks. Text processing consists of:236
• text segmentation in order to generate a set of sentences;237
• text cleanup, which removes punctuation and special characters from text,238
except those involved in units;239
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Figure 4: Subcorpus preparation
• text tokenization, which splits a string of characters into a set of tokens;240
• text reduction, which prunes away tokens containing junk words according241
to a list of stop words;242
• text tagging, which automatically annotates the units in text using all243
unit terms referenced in the OTR.244
Subcorpus preparation. After text tagging, the corpus is divided into several245
subcorpora according to several textual windows, as shown in Figure 4. Those246
subcorpora are used as training data.247
Data transformation. This process aims at transforming each sentence in248
a vector to constitute the training matrix for the learning step. It involves249
representing a text according to the words it contains and their occurrences250
in the sentences. Selected words (features) make the bag-of-words and their251
occurrence in each sentence is computed according to the three following word252
weighting measures:253
• Term Frequency (TF), which considers that the word is more important254
if it appears several times in sentences;255
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• Term Frequency-Inverse Document Frequency (TF.IDF (Hiemstra, 2000)),256
which considers that the word is more important if it appears in fewer257
sentences;258
• Okapi BM25 (Jones et al., 2000), which also takes into consideration the259
length of the sentence in which the word appears to define its relevance.260
In this work, positive examples, i.e. sentences containing measurement units,261
and negative examples, i.e. sentences randomly selected in the corpus and that262
do not contain any measurement units, are used in order to create the training263
matrix. The learning step of the training matrix proposes a model able to264
predict whether a part of text contains a unit or not (i.e class ”unit” and class265
”non-unit”).266
Model learning. Each evaluated training matrix is run under several learning267
algorithms:268
• Naive Bayes classifier and the Discriminative Multinominal Naive Bayes269
(DMNB) classifier;270
• J48 decision tree classifier ;271
• Sequential Minimal Optimization (SMO), which is a Support Vector Ma-272
chine classifier (SVM).273
The aim of the assessment is to carry out exhaustive experiments in order to con-274
clude on the best classification model. Those widely known learning algorithms275
are chosen by comparing their behavior on corpora containing many quantita-276
tive data. Naive Bayes (John & Langley, 1995) is competitive for computational277
efficiency. Decision tree (Kohavi & Quinlan, 2002) classifiers are known to ob-278
tain good classification results but are less competitive in execution speed. SMO279
(Platt, 1999) is a discriminative classifier known to efficiently behave on text280
classification and, DMNB is an original text classification algorithm (Su et al.,281
2008) which performs competitively with discriminative classifiers in terms of282
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accuracy, without losing the computational efficiency advantages of Naive Bayes283
classifiers.284
Results assessment. The obtained results are compared in terms of the pre-285
cision, recall, and F-measure. The recall value is an important measure to assess286
relevant sentences that are retrieved without too much precision loss. The con-287
fusion matrix is interesting to compare the results of the tested classifier with288
trusted external judgements. As we want to estimate how accurately the model289
of each classifier will perform in practice, a 10-fold cross-validation is used: The290
original sample is randomly partitioned into 10 equal sized subsamples. One291
subsample is used as validation data for testing the model while the other sub-292
samples are used as training data. This process is repeated 10 times with each293
subsample used once as validation data. The average result produces the model294
estimation. Using cross-validation is crucial to avoid ”overfitting” effects of the295
model. According to the compared results, the best model is then reused to296
predict whether or not a new sentence from any text contains new units to be297
identified.298
4.2. Identifying units299
From the previous step, the studied corpora were reduced to the significant300
sentences, i.e. those classified as potentially containing a typographic variation.301
Typographic variations of units are then extracted and identified in order to302
enrich the OTR. Units with typographic variations are extracted from the sen-303
tences using a dictionary of common words. All common words or numerical304
values identified in the sentence are eliminated, so that we only keep the unit305
with typographic variations to identify.306
The identification process relies on a similarity value obtained when the unit307
is compared to a set of reference units in the OTR: the higher the value, the308
closer the two units. Let us consider a simple example of a unit using a ty-309
pographic variation amol/m.sec.Pa compared to the reference unit in the OTR310
amol/(m.s.Pa). In the identification process, we consider that units are com-311
posed of blocks, which represent subunits. In our example, amol/(m.s.Pa) is312
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composed of four blocks, amol, m, s, and Pa whereas amol/m.sec.Pa is composed313
of amol, m, sec, and Pa. The identification process consists of:314
(1) Pre-selecting a set of relevant candidate units to be compared (i.e. a unit
having typographic variations and a unit from the OTR) using a Jaccard
measure that allows the common blocks to be evaluated in the two units
(u1, u2) without the block order constraint using bl a function associating
a unit with its set of blocks:
Jaccard(u1, u2) =
|bl(u1) ∩ bl(u2)|
|bl(u1) ∪ bl(u2)|
(2) Pre-selected candidate units are then compared using our new edit mea-
sure, SMDb , we adapted from the Damerau-Levenshtein distance (Dc)
(Damerau, 1964) used to compare characters. The distance Dc between
two strings is defined as the minimum number of edits needed to trans-
form one string into another, with the edit operations being insertion,
deletion, or substitution of a single character. The distance Dc can then
be normalized by using the approach detailed in (Maedche & Staab, 2002):
SMDc(u1, u2) = max[0;
min(|u1|, |u2|)−Dc(u1, u2)
min(|u1|, |u2|) ]
∈ [0; 1]
The similarity measure is computed and the higher this measure is, the315
closer the unit u1 is to the unit u2.316
SMDb considers the same edit operations as being an insertion, deletion,317
or substitution of blocks, not of a single character. Example 1 shows318
the relevance of SMDb to identify units with typographic variations as319
compared to the classical measure SMDc .320
Example 1. Let us consider the similarity between kg m Pa−1 s−1 m−2 and321
its OTR referent lb.m.m−2.s−1.Pa−1. Those two units cannot be directly com-322
pared to the classical distance Dc, which can only compare strings of characters.323
Actually, the first unit is composed of several blank spaces that do not allow324
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comparison. If we try to replace those blank spaces with another character to325
make the comparison possible, we need to choose a non-specific unit character326
(e.g. the underscore ’ ’) because other characters such as ’×’, ’. ’, ’/ ’ symbolize327
specific operations in units. kg m Pa−1 s−1 m−2 becomes kg m Pa−1 s−1 m−2.328
The classical distance Dc computes the similarity by considering all differences329
between the two units: 12 different characters, 3 new characters are inserted, 4330
substitutions of characters. The Dc (the distance between those units) is there-331
fore 19 and the similarity distance normalized according to Dc is:332
333
SMDc(kg m Pa
−1 s−1 m−2,lb.m.m−2.s−1.Pa−1) = max[0; |17−19||17| ]
SMDc = 0.12
Our new approach allows those two units to be directly compared:334
335
(1) They are first pre-selected with the Jaccard measure as relevant for com-336
parison with our SMDb measure.337
338
(2) The new measure SMDb then allows us to more accurately identify those339
units:340
SMDb( kg m Pa
−1 s−1 m−2, lb.m.m−2.s−1.Pa−1) = max[0;
5− 1
5
] = 0.8.341
342
The unit kg m Pa−1 s−1 m−2 is finally associated with its OTR referent and343
validated to enrich the OTR.344
In this first step, the ontology is enriched with new units and terminological345
variations of existing units. These units will be used to define more relevant346
textual contexts in the second step of the Xart system.347
5. The second Xart step: knowledge discovery process348
This section presents the second step, called the Knowledge discovery pro-349
cess, (see Figure 1) of the Xart system. This step aims at discovering frequent350
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Figure 5: Second step of the Xart system: Knowledge discovery process driven by a domain
OTR
patterns involving arguments of n-ary relations using data mining approaches.351
In this second step of the Xart system, the discovery of Ontological Sequential352
Patterns (OSP) is driven by the OTR and is composed of the four substeps pre-353
sented in Figure 5: (1) a new data representation; (2) subcorpus constitution;354
(3) transactions and items; (4) data mining.355
5.1. First substep: a new data representation356
In this section, we propose a new data representation using the OTR con-357
ceptual level in order to increase relevant data expressiveness in text. Our aim358
is to extract argument instances, whose forms of expression frequently change359
in text and whose numerical values frequently change according to the measure-360
ments obtained on the studied object. Mining frequent patterns directly on text361
without increasing the expressiveness of n-ary relation arguments substantially362
decreases the knowledge discovery process efficiency. We propose to tackle this363
issue by taking the data expressiveness into consideration using a new repre-364
sentation. This new representation relies on the signature of the sought n-ary365
relation in terms of symbolic and quantitative arguments. We propose, with366
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Definition 6, to increase the expressiveness of the symbolic arguments by rep-367
resenting them with their corresponding concepts, subconcepts of the generic368
concept Symbolic Concept, which belong to the signature of the sought n-ary369
relation. For example, in our experiments on the packaging domain corpus,370
we choose the subconcept Packaging which belongs to the signature of the re-371
lation O2Permeability Relation in order to represent the studied packaging in372
text (e.g. gluten).373
Definition 6. (Symbolic concept representation for a sought relation rel)374
Let us consider OTR = 〈COTR;R; I;V ;≤o;Woi〉 of Definition 1. ∀ t, a term of375
the text, t is annotated by cj ∈ CSymb, denoted by < CSymb >, in the new data376
representation if:377
(i) cj ∈ SignatureR(rel) and rel ∈ CRel,378
(ii) ∃ ci ∈ CSymb, ci ≤o cj,379
(iii) ∃ wi ∈Woi which denotes ci such that sim(wi, t)=1, sim being a similarity380
measure.381
We propose, with Definition 7, to increase the expressiveness of the quanti-382
tative arguments of the sought n-ary relation by increasing the expressiveness383
of their numerical values using their associated measurement units. Numeri-384
cal values indeed represent the relevant information we want to discover and385
which often vary, depending on the measurements obtained on the studied386
object. Measurement units related to numerical values are associated in the387
OTR with specific subconcepts of the generic concept Quantity by the relation388
hasUnit(hasUnit ∈ R) (e.g. the measurement unit ◦C is associated in the389
naRyQ OTR with the quantity Temperature). We use those Quantity subcon-390
cepts, which belong to the signature of the sought n-ary relation, to represent391
numerical values.392
Definition 7. (Quantity concept representation for a sought relation rel)393
Let us consider OTR = 〈COTR;R; I;V ;≤o;Woi〉 of Definition 1. Let us also394
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consider vi, a numerical value in the text associated, in the text, with ti, a term,395
and tu, a unit term. Then vi is annotated by C
u
i , denoted by < numvalC
u
i >,396
ti by <Quantity> and tu by <um> in the new data representation if:397
(i) ∃ wi ∈ Woi which denotes Cui ∈ CQty with Cui ∈ SignatureR(rel), rel ∈398
CRel and sim(wi, ti) = 1,399
(ii) ∃ wj ∈ Woi such that wj denotes i ∈ Ium and sim(wj , tu) = 1 where400
i ∈ hasUnit(Cui ).401
The two previous definitions are illustrated in Example 2. In sentence (1),402
the expressiveness of the underlined data is improved using Definitions 6 and 7.403
Sentence (2) corresponds to the new data representation of sentence (1). This404
sentence contains an instance of O2Permeability Relation, as described in Fig-405
ure 3, which represents the oxygen permeability of a packaging under given406
experimental conditions. The experimental conditions are defined by the pack-407
aging thickness (64 µm), temperature (23 ◦C) and relative humidity (0%). More408
precisely, note that the numerical value 64 is followed by the unit µm that is409
associated with the Thickness concept. Thus, <numvalthick> is used to anno-410
tate the value 64, which is the relevant instance to be identified in text, and we411
represent the term ”thickness” by <Quantity> and the term ”µm” by <um>.412
Example 2.413
414
(1) Eight apple wedges were packaged in polypropylene trays and wrap-sealed415
using a 64 µm thick polypropylene film with an oxygen permeability of416
110 cm3 m−2 bar−1 day−1 at 23 ◦C and 0 % RH.417
418
(2) Eight apple wedges were packaged in polypropylene <Packaging> trays419
and wrap-sealed using a 64 <numvalthick> µm <um> thick <Quantity>420
polypropylene <Packaging> film with an oxygen permeability <Quantity>421
of 110 <numvalperm> cm3 m−2 bar−1 day−1 <um> at 23 <numvaltemp>422
◦C <um> and 0 <numvalrh> % <um> RH <Quantity>.423
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In the second substep, we propose to define relevant textual contexts in order424
to encompass the involved arguments of the sought n-ary relation.425
5.2. Second substep: subcorpus constitution426
We obtained our subcorpus in the same way as we did in the first step of427
the Xart system (see Figure 4) by applying Definitions 4 and 5. The process428
allows, in the data mining step, several subcorpora obtained in different textual429
windows to be assessed.430
5.3. Third substep: transactions and items431
This subsection presents the data preparation in the knowledge discovery432
process. The data must be organised in two sets in order to be efficiently mined433
by the algorithms. A set of transactions, according to Definition 8, and an434
itemset, according to Definition 9, are proposed and are associated with each435
studied subcorpus, i.e. with each relevant textual window.436
Definition 8. (Transaction)437
A transaction is defined as a set of sentences according to a textual window fsn.438
Example 3.439
In a textual window f±1, each transaction corresponds to a set of sentences440
composed of the pivot sentence, the previous and subsequent sentences.441
Definition 9. (Itemset)442
An itemset ISn is the set of n nearest terms or annotations associated with a443
given argument of a sought relation rel in the data representation detailed in444
Definitions 6 and 7.445
Example 4.446
Let us consider the sentence (2) of Example 2, if we choose to select the 1-447
term nearest neighbors of the annotation <Packaging>, we obtain an item-448
set composed of <Packaging>, polypropylene, trays, films. For the annota-449
tion <Quantity>, we obtain an itemset composed of <Quantity>, thickness,450
polypropylene, oxygen, <numvalperm>, RH.451
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5.4. Fourth substep: Data mining452
The fourth substep of the knowledge discovery process is based on data453
mining. Each studied subcorpus associated with its sets of transactions and454
itemsets according to a relevant textual window is mined by the algorithms.455
This substep is intended to extract the Ontological Sequential Patterns (OSP)456
that allow the correlations of arguments expressed in text to be discovered.457
Based on data mining definitions of (Agrawal & Srikant, 1995), we propose458
Definitions 10 and 11 tailored from previous definitions to our context of the459
knowledge discovery process driven by the OTR and based on our new data460
representation.461
Definition 10. (OS - Ontological Sequence)462
Let us consider OTR = 〈COTR;R; I;V ;≤o;Woi〉 of Definition 1. An ontological463
sequence OSf sn is a non-empty ordered list of itemsets IS
n
j extracted in a textual464
window fsn, denoted < IS
n
1 IS
n
2 ...IS
n
p >.465
An ontological sequential pattern is a frequent ontological subsequence466
characterized by a support, which represents the number of occurrences of a467
pattern in a set OS of ontological sequences. Extracting frequent ontological468
sequential patterns involves extracting patterns with a support value greater469
than a minimum support parameter θ. LetM be a set of extracted ontological470
sequential patterns, then ∀M ∈ M, Support(M) ≥ θ. Thus extracting onto-471
logical sequential patterns involves searching frequent ontological subsequences472
from OS.473
474
Definition 11. (OSP - Ontological Sequential Pattern)475
Let (OSf sn)A = < IS
n
1 IS
n
2 ...IS
n
p > be an ontological subsequence of another476
ontological sequence (OSf sn)B = < IS
′n
1 IS
′n
2 ...IS
′n
m >, then ((OSf sn)A 477
OSf sn)B) if p ≤ m and ISn1 ⊆ IS′nj1 , ISn2 ⊆ IS′nj2 , ..., ISnp ⊆ IS′njp whith 1 <478
j1 < j2 < ... < jk < ... < jp < m. Let θ be a minimum support, then the479
Ontological Sequential Pattern OSP is defined as a set of frequent subsequences480
from OSf sn such that Support(OSP ) ≥ θ.481
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Example 5.482
Let us consider the OSP <(Packaging)(numvalthick um)> supported by OSf±1483
obtained with a large dataset. This OSP is extracted from the set of sequences484
in the textual window f±1. It allows us to obtain a correlation between the pack-485
aging concept, defined in the OTR of the food packaging domain, and the repre-486
sentation of its thickness given by numvalthick. The pattern given in the OSP487
shows that the expression of the studied object (i.e. the packaging) frequently488
occurs with its thickness in text and this cooccurrence is frequently discovered in489
a textual window f±1 (i.e. a context extended to three sentences).490
The third step of the Xart system is the hybrid approach detailed in (Berra-491
hou et al., 2016), which proposes to combine OSP with syntactic analysis in492
order to construct Ontological Linguistic Sequential Patterns (OLSP) for iden-493
tifying correlated arguments directly in text.494
6. Experiments and results495
6.1. OTR enrichment496
Subcorpus constitution. From the food packaging corpus, we organised497
several subcorpora according to textual windows (e.g. a corpus f0, f−2). The498
number of sentences changes according to the chosen subcorpus from 5 000 to499
more than 35 000 sentences. During the experiments, we can set the number500
of instances that will constitute our training data. The results are based on501
a training set of 2 000 instances randomly chosen and size balanced between502
positive (i.e. containing units) and negative instances. The bag-of-words used503
to construct the model changes from 3 000 to 4 800 features depending on504
the chosen subcorpus. We used a list of 211 unit terms referenced in the food505
packaging domain OTR.506
Learning results. Table 1 pools the results according to the textual win-507
dows tested. This first table helps us to determine which textual window is the508
most relevant context to locate units in text. We are particularly interested in509
recall, since our aim is to obtain the most relevant instances that are retrieved510
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considering the ”unit” class, but without losing too much precision in the re-511
sults, which is described by the F-measure. First, we can say that Naive Bayes512
returns F-measure rates ranging from 0.85 to 0.88. Decision tree (i.e. J48)513
returns better rates from 0.93 to 0.96. DMNB and SMO5 return better values514
(0.95 to 0.99). Second, we can note that a larger context (i.e. composed of two515
sentences – f+2 and f−2) does not improve the results. We can conclude that516
considering the smallest context based on one sentence (i.e. f0) is enough for517
unit location. This allows us to significantly reduce the search space while being518
in an optimal discovery context.519
Table 2 pools the results on the f0 textual window, previously underlined, ac-520
cording to the three weight-based measures and the Boolean matrix. This second521
table shows us algorithm behaviors according to several weight-based measures.522
Note that, with all weight-based measures included, Naive Bayes returns rates523
that decrease from 0.88 (Boolean matrix) to 0.76 (other weightings). SMO524
loses around 17%, with a rate decreasing from 0.99 (Boolean) to 0.82 (okapi).525
DMNB (F-measure at 0.95) and Decision Tree J48 (F-measure at 0.92-0.93) stay526
constant regardless of weight-based measures.527
Identification step. At the end of the learning step, we get a set of sen-528
tences that potentially contain units having typographic variations. The ex-529
tracted units are first pre-selected to be compared to relevant units referenced530
in the OTR according to the Jaccard measure. The candidate units are then531
compared according to the new SMDb measure. The first experiments were532
conducted on 11 articles in which 25 manually annotated unit terms had to be533
extracted and identified. Those first results obtained on a sample allowed us to534
assess the precision and recall of the proposed method since we did not have535
a complete annotated corpus. Then we applied our method with the SMDb536
measure on the complete corpus. The results are given in Table 3 for each537
identification step (i.e. Jaccard and SMDb measures) and according to several538
similarity thresholds. We focused specifically on precision in order to facilitate539
5with a polynomial kernel
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Dec. Tree J48 Naive Bayes DMNB SMO
P R F P R F P R F P R F
f0 0.99 0.87 0.93 0.83 0.93 0.88 0.95 0.96 0.95 0.99 0.99 0.99
f+2 0.99 0.92 0.96 0.95 0.77 0.85 0.93 0.96 0.95 0.99 0.97 0.99
f−2 0.99 0.92 0.95 0.77 0.98 0.86 0.94 0.96 0.95 0.99 0.97 0.98
Table 1: Results of ”Unit” instances: Precision (P), Recall (R), F-measure (F) are given for
each textual window. Best results are in bold considering F.
Dec. Tree J48 Naive Bayes DMNB SMO
P R F P R F P R F P R F
Boolean 0.99 0.87 0.93 0.83 0.93 0.88 0.95 0.96 0.95 0.99 0.99 0.99
TF 0.99 0.86 0.92 0.69 0.85 0.76 0.95 0.96 0.95 0.84 0.90 0.87
TF.IDF 0.99 0.86 0.92 0.69 0.85 0.76 0.95 0.96 0.95 0.84 0.90 0.87
Okapi 0.99 0.86 0.92 0.69 0.86 0.76 0.95 0.96 0.95 0.77 0.88 0.82
Table 2: Results of ”Unit” instances: Precision (P), Recall (R), F-measure (F) are given for
each weight-based measure and Boolean matrix. The best results are in bold.
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the expert validation step without too noisy results. The results showed that the540
complete process, including the Jaccard and SMDb measure, was more accurate541
and relevant. First applying the Jaccard measure to get pre-selected candidate542
units substantially decreased the extent of noisy results in the second validation543
step, with SMDb (F-measure >0.7 for thresholds under 0.6). Then the process544
was applied on the complete food packaging corpus. 121 new unit terms were545
identified and enriched the food packaging OTR (originally composed of 211546
terms).547
Similarity threshold Jaccard pre-selection SMDb selection
Precision Recall F-measure Precision Recall F-measure
[0.9-1] 0.7 0.4 0.5 0.8 0.4 0.5
[0.8-1] 0.8 0.5 0.6 0.8 0.6 0.7
[0.7-1] 0.8 0.7 0.7 0.8 0.6 0.7
[0.6-1] 0.7 0.7 0.7 0.7 0.8 0.7
[0.5-1] 0.7 0.8 0.7 0.7 0.8 0.7
[0.4-1] 0.5 0.8 0.6 0.6 1 0.8
Table 3: Identification step: Jaccard pre-selection and SMDb selection.
At the end of the first step, the Xart system identified several new unit terms548
to enrich the domain OTR. Those important features are then used to define549
several relevant textual contexts. Those relevant textual windows are mined550
during the knowledge discovery process in the second step of the Xart system,551
as described in the following section.552
6.2. Ontological sequential patterns553
subcorpus constitution. From the food packaging corpus, we organised554
several subcorpora according to the textual windows represented (e.g. a cor-555
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pus f0, f±2). We applied our knowledge discovery process and obtained several556
matrices for each subcorpus tested. The number of transactions tested changed557
according to the textual window represented, i.e. from 5 000 to 35 000. The558
number of items also changed according to the textual window represented, i.e.559
from 2 000 to more than 10 000.560
Algorithms used in the experiments. A substantial number of data min-561
ing algorithms currently exist, such as Apriori (Agrawal & Srikant, 1994), Spade562
(Zaki, 2001), and PrefixSpan (Pei et al., 2001). The experiments were conducted563
using Clospan (Yan et al., 2003) to extract sequential patterns. Clospan imple-564
ments one of the most efficient algorithms to date, PrefixSpan, and allows the565
discovery of a set of sequential patterns without redundancy and without loss566
of informativeness.567
Selection criteria. A well-known data mining issue concerns managing the568
number of sequential patterns generated from algorithms. Thus, the support is569
an important measure used to eliminate uninteresting sequential patterns and570
can be exploited for the efficient discovery of sequential patterns.571
Beyond those classical support measure, we propose to use two new selection572
criteria based on both statistical and semantic criteria. The first one will se-573
lect only the OSP where at least one argument of n-ary relations represented574
in the domain OTR is identified. The second one will select the OSP from the575
intersection of several studied textual windows.576
Quantitative results. The number of ontological sequential patterns varies577
according to the selection criteria applied. For example, we obtained more than578
52 000 patterns in the subcorpus f±2 according to a minimum support of 0.5 and579
the criteria for selecting patterns containing at least one argument referenced580
in the OTR. When we added the intersection selection criteria, we reduced this581
number to around 1 000 OSP.582
Qualitative results. We applied the knowledge discovery process without583
increasing the expressiveness of arguments with data representation in text. We584
obtained a small set of patterns as compared to other results, i.e. around 500,585
and the extracted patterns were meaningless, e.g. none of the patterns retrieved586
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Textual
window
Ontological sequential pattern Support
f±1 <(Packaging)(numvalthick um)> 0.5
<(numvalthick)(films)> 0.5
<(film)(mm)(thickness)> 0.1
<(film thickness)(rh)> 0.1
<(Packaging)(Quantity)(permeability)> 0.5
<(Packaging)(permeability)> 0.6
f0 <(pressure)(water permeability)> 0.05
<(oxygen permeability)(pressure)> 0.05
⋂
fn <(numvaltemp)(numvalrh%)>
<(Packaging)(numvalthick)>
<(Packaging)(numvaltemp ◦C)>
Table 4: Excerpt of OSP -
⋂
window intersection criteria
numerical values, whereas they are important for discovering new instances in587
text.588
Table 4 gives an excerpt of OSP obtained with the knowledge discovery process589
using our data representation. First, the results show the advantages of the590
new data representation to extract more meaningful patterns. Second, they591
show that extracted patterns allow us to discover implicit argument expressions592
in text. We came up with the three following patterns.593
1. OSP<(Packaging)(numvalthick um)> highlights that packaging and thick-594
ness arguments frequently appear to be correlated in text and that corre-595
lations frequently occur in a maximal textual window of f±1;596
2. <(pressure)(water permeability)> shows that the partial pressure and per-597
meability arguments frequently occur in the same sentence;598
3. Several OSP suggest that the terms denoting the packaging concept could599
be the trigger of the relation since they frequently occur in OSP of previ-600
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ous correlations, e.g. <(Packaging)(permeability)>, <(Packaging) (num-601
valtemp ◦C)>.602
Interested readers will find in (Berrahou et al., 2016) additional experimen-603
tal results associated with the third step of the Xart system, which is the hybrid604
approach combining OSP with syntactic analysis in order to construct Ontolog-605
ical Linguistic Sequential Patterns (OLSP) for identifying correlated arguments606
directly in text.607
7. Conclusion608
We presented the Xart system based on a hybrid approach driven by an609
OTR that takes advantage of data mining techniques and syntactic analysis for610
complex data extraction from plain text. Thanks to the generic structure of the611
OTR, the Xart system may be used for different domains by only redefining the612
domain part of the OTR.613
The first step of the Xart system proposes to enrich an Ontological and Ter-614
minological Resource (OTR) with new unit terms that are specific attributes615
of the sought n-ary relations. The proposed method enabled the identification616
of more than 57% of new units and units with typographic variations. In the617
second step, we propose a knowledge discovery process that takes the data ex-618
pressiveness into consideration using the conceptual level given by the OTR,619
and defined the new notion of Ontological Sequential Patterns (OSP).620
621
The different steps of the Xart system were tested on a specific domain622
(i.e. packaging). Note that our approach was also tested on another domain623
(i.e. biorefinery) in order to assess the relevance and genericity of the proposed624
methods. For instance, the first step of the Xart system allowed us to identify 38625
new units for enriching the biorefinery OTR (originally composed of 36 terms).626
627
To sum up, the Xart approach applies a complete process Data Informa-628
tion Knowledge. This ”information chain” is a key feature of the Xart system.629
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In order to implement this ”information chain”, our system has to integrate a630
lot of different techniques (e.g. NLP tools, data-mining approaches, statistic631
weightings, etc.), and semantic resources. Although each tool of our system is632
efficient, the combination of the approaches, the pretreatment of textual data,633
and the analysis of the obtained results can be time consuming.634
635
We used machine learning methods associated with a bag-of-words repre-636
sentation of documents to locate units in text. As future work, we plan to637
implement a feature selection approach in order to select relevant features for638
the bag-of-words representation. This method is close to the wrapper approach,639
as explained in (Kohavi, 1998). More precisely, we plan to select two types of fea-640
tures: experimental verbs and relevant domain terms (i.e. words and multi-word641
terms) extracted using the weight-based measures presented in (Lossio-Ventura642
et al., 2016).643
644
There are two further prospects. The first one is a potential application.645
The OLSP of the Xart system will be integrated in a tool, @web6 software,646
that allows researchers to manually annotate data tables extracted from doc-647
uments (Buche et al., 2013a). Indeed, during the annotation process of n-ary648
relation instances in tables, it often turns out that several argument instances649
(e.g. thickness) are missing in the table and are expressed in the text. Specific650
OLSP (e.g. packaging and thickness correlated arguments) can help to retrieve651
the sentences in which the relevant information appears and help researchers to652
complete the annotation of data given in the tables.653
The second prospect is methodological. In future work, we intend to propose654
a formal definition of n-ary relation instantiation in an ontological sequential655
pattern context. Here we have shown that OSP enables detection of correlated656
arguments and the trigger word of the n-ary relation. This trigger word helps657
to gather all correlated arguments, expressed in several sentences, in the same658
6http://www6.inra.fr/cati-icat-atweb/Web-platform
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n-ary relation. Another methodological prospect is then to propose a formal659
definition of the extraction of the complete n-ary relation.660
661
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