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ABSTRACT
We present the gravity description of evaporating black holes that end up with eter-
nal traversable wormholes where every would-be behind horizon degree is available in
asymptotic regions. The transition is explicitly realized by a time-dependent bulk solu-
tion in the two-dimensional Einstein-dilaton gravity. In this solution, the initial AdS2
black hole is evolved into an eternal traversable wormhole free of any singularity, which
may be dubbed as transparentization of black holes to eternal traversable wormholes.
The bulk construction completely matches with the boundary description governed by
the Schwarzian boundary theory. We also obtain solutions describing eternal traversable
wormholes as well as excitations by an additional matter and graviton oscillations on
eternal traversable wormholes, which show that the eternal traversable wormhole states
are gapped and non-chaotic. Embedding the 2d solution into a 4d traversable wormhole
connecting two magnetically charged holes, we discuss 4d scattering of a wave incident
upon one end of the traversable wormhole.
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1 Introduction
Recently, there are some interests in traversable wormholes in the context of the AdS/CFT
correspondence [1, 2, 3, 4, 5, 6]. Especially, AdS2 wormholes have been explored in various
contexts, since those have a dual description in the so-called SYK model [7] and could also
be described via the boundary Schwarzian theory [8]. (See [9, 10] for a review.) In this
regard, the construction of these traversable wormholes relies crucially on the non-local
bulk interaction corresponding to the double trace deformation in the boundary theory.
On the other hand, AdS2 space can be realized as the part of the near horizon geometry
of extremal black holes and may be utilized as the model for higher dimensional black
holes or wormholes. Along this line, traversable wormholes in asymptotically flat four-
dimensional spacetime are constructed in Einstein-Maxwell theory with charged massless
fermions [11]. Though these traversable wormholes are unstable, those do not violate
either the causality conditions or the (achronal) averaged null energy condition [12]. Since
it has been regarded, for a long time, that traversable wormholes in Einstein gravity are
difficult to construct because of those conditions, it would be of great interest to investigate
further the possibility of traversable wormholes and their related physics. This might have
some implications for various issues in black hole physics such as the information loss
problem, which may also shed some lights on the entanglement, the entropy [13, 14, 15]
and the complexity [16, 17] in the dual quantum system.
In this paper, we will continue to explore traversable AdS2 wormholes from the bulk
viewpoint in the two-dimensional Einstein-dilaton theory [18, 19, 20], and then consider
four-dimensional traversable wormholes through our two-dimensional construction. As
was constructed in Ref. [3], it is possible to construct eternal traversable wormholes
(ETWs) in the 1d Schwarzian theory, which was shown to be the boundary reduction
of the 2d bulk Einstein-dilaton theory [8]. Though the equivalence of the boundary
Schwarzian theory and its bulk Einstein-dilaton theory is derived in the context of the
nearly AdS2 gravity in Ref. [8], it would be better to have a direct bulk description of
traversable AdS2 wormholes in the 2d Einstein-dilaton theory. This bulk gravity de-
scription seems more desirable in regard to various issues in higher dimensional black
hole/wormhole physics. For instance, the behavior of singularity may be traced more
or less directly in this bulk description. And the bulk causal structure is more manifest
in our bulk description. These aspects justify partially why we need to study the bulk
description in some detail.
In our model, we show that it is possible to construct time-dependent objects which
were black holes with past singularities and then become non-singular traversable worm-
holes in the end. This is a simple concrete example, which shows how the would-be
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singularity is removed in a controlled way. And then, we construct static solutions de-
scribing eternal wormholes, which correspond to the simplest solutions in the Schwarzian
theory. It turns out that their description in the bulk are a bit complicated and have
noticeable features, which also indicate the necessity of our exploration into the detailed
bulk construction. Furthermore, through small perturbations on our bulk solutions, one
can see that the seemingly thermalized and scrambled information could be recovered in
the end.
This paper is organized as follows. In section 2, we summarize briefly our previous
work [21], to give our notations and to present our setups. In section 3, we present our
results on the bulk dilaton field deformation by the double trace deformation interaction
between two boundary sources. This section is a bit technical and so some computational
details are relegated to Appendices. In section 4, we present the solutions showing the
transition from black holes to eternal traversable wormholes. Using these solutions, one
can see that the singularity inside black holes disappears in a controlled way. And then,
we point out that the intrinsic ambiguity in our construction could be remedied by an
appropriate physical consideration. Some aspects on sending signals from one side to
the other one in the two-sided spacetime is also discussed. In section 5, we present
our bulk construction of eternal traversable wormholes dual to those in the Schwarzian
theory. We also give bulk solutions describing the transition from eternal traversable
wormholes into black holes. We show the complete matching between the boundary and
bulk results. In section 6, we add a single matter excitation in the bulk, and see its
effects on the eternal traversable wormholes. It turns out that this bulk excitation also
matches completely with the boundary Schwarzian one and reveals that the traversable
wormhole state is distinguished from the black hole one. In section 7, we consider the
boundary graviton oscillation on the eternal traversable wormholes, which is described
by the double-trace interaction with a time-dependent coefficient. It is checked that the
boundary and bulk description are completely equivalent and is shown that the eternal
traversable wormholes are gapped, indeed. In section 8, four-dimensional long traversable
wormholes are discussed in the context of the scattering cross section. We summarize our
results and discuss some open questions in the final section.
2 Boundary description and Bulk perturbation
In this section we briefly review our previous work [21] to fix notations and generalize the
system to incorporate eternal traversable wormholes. We begin with the two-dimensional
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Einstein-dilaton gravity coupled to a scalar field χ with mass m,
I = Itop +
1
16piG
∫
M
d2x
√−g φ
(
R +
2
`2
)
+ Isurf + IM(g, χ) , (2.1)
where
Itop =
φ0
16piG
∫
M
d2x
√−g R ,
Isurf = − 1
8piG
∫
∂M
√−γ (φ0 + φ)K ,
IM = −1
2
∫
M
d2x
√−g(∇χ · ∇χ+m2χ2) , (2.2)
and γij and K denote the induced metric and the extrinsic curvature at ∂M , respectively.
The equation of motion for the dilaton field φ sets the metric to be AdS2 which can
be written in the global coordinates as
ds2 =
`2
cos2 µ
(−dτ 2 + dµ2) , (2.3)
where µ is ranged over [−pi
2
, pi
2
]. The equations of motion for the metric read
∇a∇bφ− gab∇2φ+ gabφ = −8piGTab , (2.4)
where Tab is the stress tensor of the scalar field,
Tab = ∇aχ∇bχ− 1
2
gab
(∇χ · ∇χ+m2χ2) . (2.5)
In this note, we shall set 8piG = 1 for the simplicity of our presentation and recover it
whenever the Newton constant G is necessary. With Tab = 0, the general vacuum solution
for the dilaton field can be obtained in the form [21],
φ = φbh(L, b, τB) ≡ φ¯L(b+ b
−1) cos(τ − τB)− (b− b−1) sinµ
2 cosµ
, (2.6)
where we choose b ≥ 0. By the coordinate transformation
r =
φ
φ¯
= L
(b+ b−1) cos(τ − τB)− (b− b−1) sinµ
2 cosµ
,
tanh
tL
`2
=
2 sin(τ − τB)
(b+ b−1) sinµ− (b− b−1) cos(τ − τB) , (2.7)
one is led to the corresponding AdS2 black hole metric
ds2 = −r
2 − L2
`2
dt2 +
`2
r2 − L2dr
2 . (2.8)
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Boundary values of the metric and the dilaton are fixed in → 0 limit as
ds2|∂M = − 1
2
du˜2 , φ|∂M = ` φ¯

, (2.9)
where u˜ denotes the boundary time. For the bulk scalar field χ, we shall impose the
boundary condition corresponding to the double trace deformation of the boundary theory
[1],
δH(u˜) = −h(u˜)OR(u˜)OL(u˜) , (2.10)
where the subscript L/R refers to the left/right boundary and OR,L are scalar operators
of dimension ∆ dual to χ. Then the coupling h(u˜) has dimension 1− 2∆.1
Since the metric is not affected by the presence of the matter field, the back reaction
due to the deformation (2.10) is completely described by the dynamics of the dilaton field
φ which is governed by (2.4). The general solution of (2.4) can be written as [21]
φ = φ¯L
cos τ
cosµ
+ ϕ, (2.11)
where
ϕ(u, v) =
∫ u
u0
dp
sin(p− u) cos(p− v)
cos(u− v) Tuu(p, v), (2.12)
upto homogeneous terms that may be fixed in various ways and u, v are global null
coordinates defined by
u =
1
2
(τ + µ), v =
1
2
(τ − µ). (2.13)
In the case that the coupling h(u˜) is nonzero only within the Rindler wedge of the metric
(2.8), an explicit bulk solution was obtained in [21] by computing the 1-loop stress tensor
for the deformation (2.10). In this paper, we would like to consider a general case that
the deformation may persist indefinitely.
The leading correction to the bulk two-point function is
δ
〈
1
2
{χ(x), χ(x′)}
〉
=
i
2
∫ τ
τi
dτs〈{[δH(τs), χ(x)], χ(x′)}〉+ (x↔ x′)
≡ F (x|x′) + F (x′|x), (2.14)
where τi is the time that the double trace deformation is turned on.
One may equivalently describe the back reaction of the deformation by considering
the boundary effective action which consists of the Schwarzian derivatives at boundaries
and an interaction term [2, 3],
S =
∫
du˜
[
− φl
{
tan
τl(u˜)
2
, u˜
}
− φr
{
tan
τr(u˜)
2
, u˜
}
+
g
22∆
(
τ ′l (u˜)τ
′
r(u˜)
cos2 τl(u˜)−τr(u˜)
2
)∆]
, (2.15)
1For the double trace deformation, we shall consider the case 0 < ∆ < 12 so that the deformation (2.10)
is relevant. This is possible when the mass is in the range −1/4 < m2 < 0 as ∆ = 12
(
1−√1 + 4m2).
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where φl = φr can be identified with φ¯ in the bulk and g is a coupling proportional to the
bulk parameter h. By comparing the solution of the equation of motion of (2.15) and the
bulk solution (B.1) with the boundary condition (2.9), one can identify g as [21]
g =
h
2pi
22∆−1Γ2(∆)
Γ(2∆)
. (2.16)
Then, to the leading order in g, the boundary dynamics completely matches with the bulk
solution.
3 Dilaton Field
In this section we shall present the back-reacted dilaton field solution by the non-local
bulk interaction corresponding to the double trace boundary deformation. First, let us
recall that the bulk to boundary two point functions are given by
KL(τ − τs, µ) = 2
∆−2Γ2(∆)
piΓ(2∆)
[ cosµ
cos(τ − τs) + sinµ
]∆
,
KR(τ − τs, µ) = 2
∆−2Γ2(∆)
piΓ(2∆)
[ cosµ
cos(τ − τs)− sinµ
]∆
, (3.1)
whose normalization is chosen from the bulk two point functions as shown in Appendix A.
Here, L/R represent that the locations of the double trace interaction at each boundaries,
which are taken, in global (τ, µ) coordinates, as (τs,−pi2 ) for KL and as (τs, pi2 ) for KR,
respectively. Since the exponent ∆ is not an integer in our case, the phase of KL/R
functions should be chosen appropriately, whenever the values inside brackets are negative.
While this phase is naturally chosen via the i-prescription in the Rindler wedges in [21, 1],
the phase assignments in the case of eternal traversable wormholes is a bit more involved
and so those are relegated to Appendix A.
By following the procedure in [21], one can see that the deformation of bulk (Hadamard)
two-point function by the double trace interaction can be written as, δ〈1
2
{χ(x), χ(x′)}〉 =
F (x|x′) + F (x′|x). Before going ahead, one may note that the boundary Hamiltonian
deformation in Eq. (2.10) can be rewritten in terms of the bulk global time τ as
δH(τ) = −h(τ)(dτ
du˜
)2∆−1OR(τ)OL(τ) , (3.2)
where we have used the conformal transformation O(τ) = (dτ
du˜
)∆O(u˜) and have rewritten
h(u˜) in terms of τ . We will also set h(τ) = h = const. for the simplicity. Then, following
the procedure in [1, 21], one can see that the function F (x|x′) is taken as2
F (x|x′) = ih
2
∫ τf
τi
dτs(
dτs
du˜
)2∆−1
[
K+L (τ
′−τs,µ′)K−R (τ−τs,µ)+K+R (τ ′−τs,µ)K−L (τ−τs,µ)
]
θ(τ − τs) , (3.3)
2In the following, we will consider the case τf > τ only, since we are interested in the limit τf →∞.
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where θ(x) denotes the unit step function and K±L/R’s are defined by
K±L/R(τ, µ) ≡ KL/R(τ + i, µ)±KL/R(τ − i, µ)
∣∣∣
→0
. (3.4)
In the following, we have interested in the case of constant dτ
du˜
, which will be related to
the eternal traversable wormholes. Then, it is convenient to introduce a new constant
parameter h¯ as
h¯ ≡ h
(dτs
du˜
)2∆−1
= const. (3.5)
A more generic case will be discussed briefly in a later section.
One may note that K−L/R(τ, µ)θ(τ) are nothing but the retarded two point functions
and vanish between the space-like separated points. Note also that τi/τf ’s are the turning-
on/off times of the double trace interaction. According to our phase assignments in
Appendix A, one can set
K+L/R(τ, µ) = 2 cos νL/R |KL/R(τ, µ)| , (3.6)
K−L/R(τ, µ) = −2i sin νL/R |KL/R(τ, µ)| θ(−dL/R) ,
where we have introduced dL/R functions as
3
dL/R(τ − τs, µ) = cos(τ − τs)± sinµ . (3.7)
It turns out that these functions, dL/R(τ−τs, µ) are responsible for the phase assignments
and the nature of causal relations between the evaluation point and the source points.
Note that the locations of the double trace interaction or the left/right sources can be
written, in terms of a new coordinate q (see Figure 1), as
τs = 2q − pi
2
, µ = ∓pi
2
, (3.8)
where q may be regarded as the u-coordinate for the location of the right boundary source
or as the v-coordinate for that of the left boundary one. Using this q coordinate, one can
see that dL/R(u, v ; q) functions become
dL(u, v ; q) = 2 sin(q − v) cos(q − u) , dR(u, v ; q) = 2 cos(q − v) sin(q − u) . (3.9)
From these functions, we can readily determine the causal relation between the evaluation
point (u, v) and the source points (τs,∓pi2 ). For instance, the evaluation point (u, v) is
3The last θ-function is incorporated in consistency with the usual i-prescription in Ref. [1, 21].
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time-like separated from the left/right boundary sources if and only if dL/R(u, v ; q) < 0.
In terms of dL/R(u, v ; q) functions, the function F is given by
F (u, v|u′, v′) = 2h¯ sin(νL + νR)N¯∆
∫ qf
qi
dq
[(
cos(u′−v′)
|dL(u′,v′ ; q)|
)∆(
cos(u−v)
|dR(u,v ; q)|
)∆
θ(−dR)
+
{
(u, v)↔ (u′, v′)
}
θ(−dL)
]
θ
(
u+v−2q+pi
2
)
, (3.10)
where N¯∆ ≡ 2
[2∆−2Γ2(∆)
piΓ(2∆)
]2
= N∆
sinpi∆
and qi/f =
1
2
(τi/f +
pi
2
). It is useful to observe that
the upper limit of q-integration reduces to qτ ≡ 12(τ + pi2 ) because of the θ-function on q.
By using the result in Eq. (2.12), the deformation of the dilaton field by the double trace
µ = −pi2 µ = pi2u = vu < v u > v
tL tR
(q − pi2 , q)τs (q, q − pi2) τs
(p, v)
(u, v)
(v − pi2 , v)
(v, v)
(u, u− pi2)
(p, p− pi2)
Figure 1: The evaluation point for ϕ and its related ones written in (u, v) coordinates in
the global AdS, which are defined by τ = u+ v, µ = u− v.
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q-range v<q<p p−pi
2
<q<v v−pi
2
<q<p−pi
2
p−pi<q<v−pi
2
dL(p, v ; q) + − + +
dR(p, v ; q) − − − +
Table A: v < p < u
q-range p<q<v v−pi
2
<q<p p−pi
2
<q<v−pi
2
v−pi<q<p−pi
2
dL(p, v ; q) − − − +
dR(p, v ; q) + − + +
Table B: v − pi
2
< p < v
interaction is shown to be given by (see Appendix B for some details)
ϕ(u, v) = −2
∫ u
u0
dp
∫ qτ
qi
dq
[
hL
{
1 + (∆+1) sin(u−p) sin(q−v)
cos(u−v) cos(q−p)
}
θ(−dR)
+hR
{
1− (∆+1) sin(u−p) cos(q−v)
cos(u−v) sin(q−p)
}
θ(−dL)
]
, (3.11)
where dL/R ≡ dL/R(p, v ; q) and hL/R are given by
hL(p, v ; q) = 2h¯ sin(νL + νR)N¯∆ ∂u′
(
cos(u′−v′)
|dL(u′,v′ ; q)|
)∆(
cos(p−v)
|dR(p,v ; q)|
)∆∣∣∣∣
(u′,v′)→(p,v)
, (3.12)
hR(p, v ; q) = 2h¯ sin(νL + νR)N¯∆
(
cos(p−v)
|dL(p,v ; q)|
)∆
∂u′
(
cos(u′−v′)
|dR(u′,v′ ; q)|
)∆∣∣∣∣
(u′,v′)→(p,v)
. (3.13)
Some comments are in order. First, the point (u, v) in Figure 1 denotes the evaluation
point for the dilaton deformation ϕ, while (p, v) denotes the evaluation point for stress
tensor Tab(p, v). Second, note that one may take u0 = v− pi2 in Eq. (2.12) or in Eq. (3.11),
because Tuu(p, v) cannot exist on p < v − pi2 . Third, because of the θ(−dL/R) functions,
there would be no contribution to the dilaton deformation ϕ, whenever the evaluation
point (p, v) for Tuu(p, v) is space-like separated from the left/right boundary sources,
respectively. Fourth, the final expression of dilaton deformation ϕ should have a pi-
periodicity anticipated from the physical consideration. Finally, in order to perform the
integration in the dilaton field deformation analytically, it is convenient to swap the
integration order in p and q.
For definiteness, let us take the evaluation point (u, v) of the dilaton deformation ϕ
8
v − pi2 uu− pi2 v
q
p
u
v
v − pi2
u− pi2
u− pi
v − pi
I
II
I′
III
IV
II′
III′
IV′
Figure 2: The integration range is depicted in this diagram.
satisfying the condition u > v, which does not lose any generality4. Under the assumption
that u > v, in order to interchange the order of integration in p and q, we need to classify
the integration ranges of p and q as in the tables A and B, where + represents the
space-like separation (i.e. dL/R > 0) and − does the time-like separation (i.e. dL/R < 0)
between the evaluation point (p, v) and the locations of source denoted by q. With this
causality consideration, the classification of the integration regions can be depicted as in
Figure 2. Let us focus on the I, II, III and IV regions in Figure 2 or the left two columns
in the tables A and B, since the I′, II′, III′ and IV′ region turns out to be evaluated
through a simple shift of variables. According to each I, II, III and IV region in Figure 2,
the integration order of p and q may be interchanged in each region as
∫ u
u0
dp
∫ qτ
qi
dq =

∫ u
qi
dq
∫ u
q
dp for I ,∫ v
qi
dq
∫ u
q
dp for II ,∫ v
qi
dq
∫ q
v−pi
2
dp for III ,∫ u−pi
2
qi
dq
∫ q+pi
2
q
dp for IV ,
(3.14)
4The special case of u = v will be discussed in conjunction with the extra contribution to Tab in the
next section.
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where the equality means that the left hand side integration region is divided into smaller
regions I, II, III and IV and needs to be added up according to the value of qi. In
this rearrangement of the integration order, one may note that the upper limit qτ of the
q-integration is always larger than u and v, since q variable is related to the location of
sources and its final position will be taken large indefinitely in our setup. Therefore, the
upper limit of the q-integration reduces further to an appropriate value by the restriction
given in the tables A and B. The lower limit of the p-integration could also be determined
in this way in each region. All these consideration is succinctly summarized in Figure 2.
As is clear from Figure 2, one may note that the minimum value of qi in the q-integral is
given by
qi =

v for I ,
u− pi
2
for II ,
v − pi
2
for III and IV .
(3.15)
Since τi = 2qi − pi2 denotes the time when the double trace interaction is turned on, it
needs to be massaged in an appropriate way for the eternal wormholes which do not allow
any fixed value for τi (see section 5 for this point).
We would like to emphasize that all other regions could be obtained by using the
formulae in Appendix B. Especially, the computation in I′, II′, III′ and IV′ regions are
completely parallel to the unprimed regions and easily obtained by the variable shift, as
was shown in Appendix B. When qi is located beyond the top of I, II, III and IV regions
(i.e. qi > u), there is no contribution to the dilaton deformation because of causality.
Beyond the bottom of I′, II′, III′ and IV′ regions (i.e. qi < v−pi), we don’t need further
consideration because of the pi-periodicity of the dilaton deformation ϕ in the variable q.
That is to say, the same expression of ϕ would be repeated below.
Before going ahead, it is useful to note that F (x|x′) vanishes whenever νL+νR = 0, as
can be seen from Eq. (3.3) and Eq. (3.6). This is the case on the regions II, II′, IV and
IV′, as shown in Eq. (A.12). Therefore, there is no contribution to dilaton deformation,
ϕ from those regions. Some computational details are relegated to Appendix B. Here, we
just summarize the results in the relevant region I, III, I′ and III′ only.
Region I: As is clear from Figure 2, qi < u in this region. When qi > v, the contribu-
tion to the dilaton field deformation from the region I is given by
ϕI(u, v ; qi) = `
2 h¯∆N∆
22∆−2
∫ u
qi
dq
[
w1−∆(1− w)2∆−1 + ∆1 + w
1− wBw(1−∆, 2∆)
]
, (3.16)
where we have restored ` and Bw denotes the incomplete Beta function
Bw(a, b) ≡
∫ w
0
dt ta−1(1− t)b−1 = w
a
a
F (a, 1− b, ; 1 + a |w) ,
10
and N∆ was introduced before as N∆ = N¯∆ sin pi∆ = 2
[2∆−2Γ2(∆)
piΓ(2∆)
]2
sin pi∆.
When qi < v, it is sufficient to take qi to be its minimum value v and so the contribution
is given by
ϕI(u, v) ≡ ϕI(u, v ; qi = v) (3.17)
= 4`2∆Q∆
B(2−∆,2−∆)
1−∆ tan(|u−v|) sin
2−2∆(|u−v|)F
(
1−∆, 1−∆ ; 5
2
−∆ | sin2(u−v)) .
Region III: Figure 2 tells us that qi < v in this region. When qi > v− 12 , the contribution
to the dilaton deformation is given by
ϕIII(u, v ; qi) = −`2 h¯∆
2
22∆−2
N∆B(−∆, 2∆)
∫ v
qi
dq
cos(u+ v − 2q)
cos(u− v)
= `2
h¯∆2
22∆−1
N∆B(−∆, 2∆)
[
tan(u− v)− sin(u+ v − 2qi)
cos(u− v)
]
. (3.18)
When qi < v− 12 , by taking qi to be its lowest value v− pi2 , the dilaton deformation becomes
ϕIII(u, v) ≡ ϕIII(u, v ; qi = v − pi2 ) = `2
h¯∆2
22∆−2
N∆B(−∆, 2∆) tanµ . (3.19)
Region I′ and III′: Because of the phase assignments given in the appendix, one can also
easily see that
ϕI′(u, v ; qi) = −ϕI(u, v ; qi + pi2 ) , ϕIII′(u, v ; qi) = −ϕIII(u, v ; qi + pi2 ) . (3.20)
As a result, depending on the position of the initial time τi = 2qi − pi2 over the range
u−pi < qi < u, the contribution to the dilaton deformation may be summarized as follows:
ϕ(u, v) =

ϕI(u, v ; qi) for v < qi < u
ϕI(u, v) + ϕIII(u, v ; qi) for u− pi2 < qi < v
ϕI(u, v) + ϕIII(u, v ; qi) + ϕI′(u, v ; qi) for v − pi2 < qi < u− pi2
ϕI(u, v) + ϕIII(u, v) + ϕI′(u, v) + ϕIII′(u, v ; qi) for u− pi < qi < v − pi2
.
(3.21)
Over the range qi > u, there is no contribution to ϕ because of the causality, and over the
range u− (n + 1)pi < qi < u− npi for n = 1, 2, 3, · · · , it takes the same expression as the
above, because of the periodicity of ϕ. In the next sections, we present various solutions
by summing up these contributions to ϕ appropriately in the context of our physics.
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4 Transition from black holes to eternal traversable
wormholes
In this section, we shall construct smooth solutions describing a transition from black
holes to eternal traversable wormholes. These are time-dependent solutions and, in the
next section, we shall construct solutions describing static eternal traversable wormholes.
µ = −pi2 µ = pi2
tL tR
Figure 3: We draw the Penrose diagram for the AdS2 black hole in (τ, µ) space where
the wiggly red lines represent the location of past and future singularities. We draw here
the case where the singularities are timelike with φ0/(Lφ¯) = 1/2.
We shall begin with a brief description of the black hole spacetime
φ = φbh(L, 1, 0) = φ¯ L
cos τ
cosµ
, (4.1)
which will be our choice of initial bulk configuration. In particular, this black hole space-
time is left-right symmetric under the exchange of µ ↔ −µ. By the coordinate trans-
formation (2.7) with b = 1 and τB = 0, one is led to the black hole metric in (2.8) with
the dilaton φ = φ¯ r, and may identify L as the radius of black hole horizon. Then, the
Gibbons-Hawking temperature of the black hole is identified as
T =
1
2pi
L
`2
, (4.2)
12
and the entropy and energy are given respectively by
S = S0 + CT , E = 1
2
CT 2 , (4.3)
where C = piφ¯`2
2G
and S0 is the zero temperature contribution given by S0 = φ0/(4G). The
entropy can be written as a Bekenstein formula
S =
φ0 + φ¯ L
4G
. (4.4)
The Penrose diagram of the black hole spacetime is depicted in Figure 3. The singularities
are defined by Φ2 = φ0 + φ = 0 where Φ
2 corresponds to the radius squared of the trans-
verse space assuming the viewpoint of the dimensional reduction from higher dimensions.
When φ0 > Lφ¯ (φ0 < Lφ¯), the singularities are timelike (spacelike) where φ0 is taken to
be positive by definition. If φ0 = Lφ¯, the singularities are lightlike. In this note, we shall
be interested in the case φ0  Lφ¯ with the timelike singularities. In this section, we shall
consider τ > −pi/2 or t > −∞ (with t denoting here the right Rindler time) such that
one is always away from the past singularities.
In this two-sided black hole spacetime, the L-R boundaries are connected by a worm-
hole (so-called Einstein-Rosen bridge) but causally disconnected from each other. Thus
this wormhole is not traversable. If one sends a signal from one boundary, it falls into
the horizon hitting singularities. It never reaches the other side, so this wormhole is not
traversable at all. The black hole is also eternal in the sense that it never evaporates
spontaneously.
Let us now turn to the boundary description introduced in the previous section. First,
starting from our bulk description, we introduce the cut-off prescription φ|∂M = 1 φ¯` in
both asymptotic regions of the L/R boundaries. Obviously this leads to the cut-off r = `/
in the L/R asymptotic regions. Using the prescription ds2 = − 1
2
du˜2 at the cut-off, one
finds
u˜ = ∓ tL/R = ∓ t (4.5)
where −/+ is respectively for the left/right boundary. Note that tR runs upward whereas
tL runs downward, which is just our convention and in accordance with the time trans-
lation symmetries of our black hole geometry. Since L/R boundaries are non-interacting
with each other, there is such a freedom to choose these boundary times different. How-
ever in this note we shall use a single time u˜ as our boundary time in the end to make
a coherent description including the case of L-R interactions. This time runs upward for
both boundaries, which is required when the wormhole is embedded into a bigger system
as a subsystem. Let us now check this solution with the Schwarzian description in (2.15)
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where we set g = 0 turning off the interaction term. The equations of motion in the
Schwarzian theory can be solved
u˜ = ∓ tL/R , (4.6)
where we have used the relation
tanh
LtL/R
2`2
= ∓ tan τl/r
2
. (4.7)
In this solution, we have used the SL(2,R) symmetries of (2.15) to fix the overall scaling
and a constant shift of time. Therefore one finds a perfect agreement of the bulk and the
Schwarzian descriptions.
We now turn to the transitional solution from the black hole to an ETW spacetime.
Here our construction is based on the dilaton solution described in the previous section.
We shall turn on L-R interaction of the previous section from τ = τi in the background of
black holes in which, later on, we shall set τi = 0. In Figure 4, we draw the region where
the L-R interaction is effective in the bulk, which is shaded by green color in Figure 4.
The unshaded region, on the other hand, is not affected by the interaction as dictated by
the causality of the spacetime.
µ = −pi2 µ = pi2
τi τi
Figure 4: We draw the Penrose diagram for the geometry describing the transition from
black hole to eternal traversable wormhole in (τ, µ) space. The double trace deformation
will be turned on at τ = τi, which makes the wormhole traversable.
In the previous section, we construct the dilaton solution for the region u > v or
µ > 0. The solution in the other side u < v or µ < 0 can be obtained using symmetry
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of the solution under the exchange u ↔ v or µ ↔ −µ. This symmetry follows since our
turned-on source as well as the initial configuration are symmetric under the exchange of
the left and the right. Here we assume that h¯ remain constant once turned on, which will
be justified later on. Namely we assume τ ′ ≡ dτ
du˜
constant when q ≥ qi.
Let us now first concentrate on the solution on the right side u > v from regions III
and III′ in Figure 2, which will be denoted by ϕh. As was described in the previous
section, ϕh is nonvanishing only when qi < v. For v − pi2 < qi < v, one has
ϕh = ϕIII(u, v ; qi) . (4.8)
For the next region of v − pi < qi < v − pi2 , one has
ϕh = ϕIII(u, v; v − pi
2
) + ϕIII′(u, v ; qi) = ϕIII(u, v ; qi) . (4.9)
One may continue this further. Namely for v − 3pi
2
< qi < v − pi, one has
ϕh = ϕIII(u, v; v − pi
2
) + ϕIII′(u, v ; v − pi) + ϕIII(u, v ; qi + pi) = ϕIII(u, v ; qi) . (4.10)
In this manner, one finds
ϕh = θ(v − qi)ϕIII(u, v ; qi) , (4.11)
which is valid only for the right side of u > v. Using the left-right symmetry of the
configuration, one has
ϕh = θ(u− qi)ϕIII(v, u ; qi) (4.12)
for the left side of u < v. Note that this solution has the form of homogeneous solution in
each side of the bulk and our construction of the solution is valid only up to homogeneous
contributions. To fix this homogeneous part properly, we use (2.4) and obtain the corre-
sponding energy momentum tensor T hab which is found to be nonvanishing and localized
along the center µ = 0 with τ > pi/2 + τi. This implies the presence of an extra source
term along the center. This source term should be absent from the beginning since we
put the source term only at the L-R boundaries. Hence we need to remove this energy-
momentum contribution by placing an opposite-signed source term along the center µ = 0
with τ > pi/2 + τi. Thus one has ϕh = 0 in the end.
We next turn to the contributions from I and I′ together with their related regions by
pi-periodicity. For the right side of u > v, the dilaton is nonvanishing only when qi < u.
Omitting the homogeneous contributions in (3.21) and using the relation in Eq. (3.20),
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one has
ϕtw(u, v; qi) =

ϕI(u, v ; qi) for v < qi < u
ϕI(u, v) for u− pi2 < qi < v
ϕI(u, v)− ϕI(u, v ; qi + pi2 ) for v − pi2 < qi < u− pi2
0 for u− pi < qi < v − pi2
, (4.13)
which is for u−pi < qi < u. When qi < u−pi, the corresponding solutions are determined
by the pi-periodicity
ϕtw(u, v; qi) = ϕtw(u, v; qi + npi) , (4.14)
where the integer n is fixed by requiring u − pi < qi + npi < u. For the left side u < v,
the dilaton contribution is nonvanishing only when qi < v and determined by the relation
ϕtw(u, v; qi) = ϕtw(v, u; qi) where we use the left-right symmetry. One can check that
there is no extra localized source term placed along the center u = v in this case.
To complete the solution, we set qi = pi/4 or τi = 0 as announced already and choose
h such that5
h = htw(L) ≡ φ¯ 4pi
∆B(∆,∆)
(
L
`2
)2(1−∆)
, (4.15)
where the scale L is set by the initial black hole state. Therefore our full solution describing
the transition from the black hole to the ETW spacetime is given by
φ = φ¯ L
cos τ
cosµ
+ ϕtw(u, v; pi/4, L) , (4.16)
where we used Eq. (C.8) for ϕtw and introduced a new notation
ϕtw(u, v; pi/4, L) ≡ ϕtw(u, v; pi/4)
∣∣
h=htw(L)
, (4.17)
emphasizing the fact that h (or g) is tuned to a particular strength defined in (4.15), fixed
by the length scale L. In asymptotic regions, the dilaton solution φ takes a simple form
φ = φ¯L
cos τ
cosµ
θ(−τ) + φ¯L 1
cosµ
θ(τ) +O(cos2∆ µ) , (4.18)
both for the left and the right sides. This then leads to the boundary dynamics
u˜ = θ(−τ)`
2
L
arctanh sin τ + θ(τ)
`2
L
τ (τ > −pi/2) , (4.19)
5Of course, one can choose τi arbitrary turning on the double trace deformation at arbitrary τi.
With constant h, this then in general makes the boundary velocity τ ′ non constant in u˜ and the above
construction is not applicable anymore. If τi is small enough, the bulk shows the phenomenon of graviton
oscillation of eternal traversable wormhole, which will be described in section 7.
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which is describing a transition from a thermal state to an ETW state. Of course this
perfectly agrees with the result from the Schwarzian boundary description of (2.15).
With this solution, one may send a signal from one to the other side without any
obstruction. The time delay sending the signal from one to the other side is given by6
∆u˜ =
`2pi
L
+
(
`2
L
arcsin tanh
Lu˜
`2
− u˜
)
θ(−u˜) , (4.20)
where u˜ is the initial time for sending signals. When u˜ > 0, the reappearance time
is simply given by pi`2/L, which is signaling that our boundary system is in the eter-
nal traversable wormhole state. The future horizons of the bulk geometry disappear
completely. In addition the future singularities defined by the relation φ0 + φ = 0 disap-
pear as well and the bulk solution becomes fully regular consequently. We assume here
φ0  φ¯L, which is required for the validity of our one-loop approximation. Therefore any
information behind the would-be horizon becomes available to the asymptotic regions of
L-R boundaries. This is a rather nice example of the disappearance of horizons, which
may be called as an evaporation of black hole to eternal traversable wormhole. Namely,
the wormhole becomes fully transparent though there may be a significant time delay for
early enough signals.
Clearly this has a dual microscopic CFT1 description since AdS/CFT correspondence
is available for our 2d dilaton gravity [8]. In the boundary description, any early initial
perturbation at u˜ < 0 scrambles as in typical thermal systems but, with the double-trace
interactions turned on, the scrambled information reappears in a purified form with the
time delay in (4.20). Of course, without the double-trace interaction turned on, this
perturbation will scramble and effectively disappear into the thermal bath. In the dual
black hole spacetime, the perturbation falls into the horizon and eventually hit the future
singularities. Such a fate of information will be saved by our double-trace deformation as
the wormhole becomes traversable and transparent.
5 Eternal traversable wormholes
In this section we consider eternal traversable wormholes. Later we shall also construct
the transitional solution from an eternal traversable wormhole to a black hole. As was
shown in Ref. [3], the solutions in the Schwarzian theory for these wormholes are given
by
d
du˜
τ(u˜) = τ ′(u˜) = const. (5.1)
6See [5] where the delay of signals for the ETW state is investigated from field-theoretic point of view.
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where τ is the gauge fixed global time field in the Schwarzian theory as τ(u˜) = τl(u˜) =
τr(u˜). Without turning on the double trace deformation, there is no wormhole solution
and so the above constant solution should vanish when the coupling g goes to zero. To
see this, let us recall that the equation of motions in the boundary Schwarzian theory in
the chosen gauge becomes[
φ¯τ ′ + φ¯
1
τ ′
(τ ′′
τ ′
)′
− g∆
22∆
τ ′2∆−1
]′
= 0 . (5.2)
Among the solutions of the above equation, those with SL(2,R) chargeQ0 fixing condition
are determined by
φ¯τ ′ − g∆
22∆
τ ′2∆−1 = 0 . (5.3)
Then, one can see that the solution is given by
τ ′(u˜) =
( g∆
22∆φ¯
) 1
2(1−∆) ≡ Lg
`2
. (5.4)
We would like to understand this solution from the bulk Einstein-dilaton theory. To
compare the bulk side with the boundary Schwarzian one, let us start the background
configuration of the dilaton field as φbg = 0 instead of black holes in Eq. (4.1). Now,
one may ask the effect of the double trace coupling in this setup, which is turned on
indefinitely long ago. Our goal is to compute the dilaton field deformation ϕ for such a
double trace interaction.
Since the dilaton deformation in each region is computed in the previous section for
a given τi, it would be sufficient to organize the deformation expression appropriately to
identify eternal traversable wormholes in the bulk view point. As was discussed in the
previous section, the initial time τi = 2qi − pi2 , turning on the double trace interaction, is
introduced for the given background to deform black holes to wormholes. There would
be no such a special initial time qi in the case of eternal wormholes. This means that the
initial time effect should be removed in some way. We show that this can be achieved by
averaging the expression of the dilaton deformation in Eq. (3.21). By averaging, we means
that the turning-on time qi is integrated and divided by its (quasi-)periodicity range in
the following sense
ϕavg(u, v) =
1
pi
∫ u
u−pi
dqi ϕ(u, v) . (5.5)
By using the results in Eq. (3.21), one can see that the contribution from the regions I
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and I′ is given by
ϕI, avg(u, v) =
1
pi
[ ∫ u
v
dqi ϕI(u, v ; qi) +
∫ v
u−pi
2
dqi ϕI(u, v)
+
∫ u−pi
2
v−pi
2
dqi
(
ϕI(u, v)− ϕI(u, v ; qi + pi2 )
)
+
∫ u−pi
2
v−pi
2
dqi
(
ϕI(u, v)− ϕI(u, v)
)]
=
1
2
ϕI(u, v) ,
where we have used the result in Eq. (3.20) that the value of dilaton deformation on the
region I′ is given by the negative of its corresponding ones on the region I.
As was explained in the previous section, it turns out that the contribution from
ϕIII and ϕ
′
III leads to the extra contribution to stress-tensor given in the form of the
homogeneous solution, and so it should be removed in our final result. Therefore, the
final result from averaging is given simply by
φetw(u, v;Lg) =
1
2
ϕI(u, v)
∣∣
h=htw(Lg)
. (5.6)
This is our bulk solution corresponding to the Schwarzian one given in (5.4).
Now, let us check whether our bulk solution is matched to the Schwarzian one. From
the cut-off prescription in Eq. (2.9), one can see that
dτ
du˜
=
1
`
sin ξ

, φetw
∣∣∣
∂M
=
¯`φ

=
1
2
ϕI
∣∣∣
∂M
, (5.7)
where ξ ≡ pi
2
−µ. Using the asymptotic expression of the dilaton deformation in Eq. (C.15)
and restoring `2 in ϕI, one obtains
τ ′ =
dτ
du˜
=
1
2
h¯∆2N∆
22∆−2φ¯
B(1−∆, 2∆) = hτ
′2∆−1
4piφ¯
∆Γ2(∆)
Γ(2∆)
, (5.8)
where we used the relation in Eq. (3.5). By using the relation between the coupling g and
h in Eq. (2.16), one can rewrite the above as
τ ′ − g∆
22∆φ¯
τ ′2∆−1 = 0 , (5.9)
which shows us the complete matching of the bulk expression to the boundary Schwarzian
one in (5.3) and (5.4).
Let us now construct solutions describing transition from eternal traversable worm-
holes to black holes. We begin with an eternal traversable wormhole and turn off the
double trace interaction at u˜ = 0. Repeating our construction in a similar manner, one
finds
φ = φetw(u, v;Lg)− ϕtw(u, v; pi/4, Lg) (5.10)
19
In asymptotic regions, the dilaton solution φ takes a simple form
φ = φ¯Lg
cos τ
cosµ
θ(τ) + φ¯Lg
1
cosµ
θ(−τ) +O(cos2∆ µ) , (5.11)
and one can see the development of horizon and future singularities. This then leads to
the boundary dynamics
u˜ = θ(τ)
`2
Lg
arctanh sin τ + θ(−τ) `
2
Lg
τ (τ < pi/2) , (5.12)
which is describing a transition from an ETW state to a thermal state [3]. Of course
this agrees with the result from the Schwarzian boundary description of (2.15). In this
Schwarzian description, one find that the boundary solution (5.12) is simply given by
the time reversal transformation of our previous solution (4.19) (with L = Lg) describing
the transition from a thermal to an ETW state. On the other hand, the corresponding
bulk solutions in (5.10) and (4.16) do not show any time reversal symmetry since bulk
propagation of (on and off) interactions should be dictated by causality.
6 Matter excitations
In this section we would like to discuss bulk solutions describing matter excitations above
the ETW state denoted as |ETW〉. Here we consider a scalar field χ˜ that is dual to a
scalar operator with dimension ∆˜ and construct its full back-reacted solutions. The scalar
field equation can be solved by [22]
χ˜ =
∞∑
n=0
[
λn χn(µ, τ, ∆˜) + λ
∗
n χ
∗
n(µ, τ, ∆˜)
]
, (6.1)
where we used the mode functions in (A.3). In operator forms, one may write it as
ˆ˜χ =
∞∑
n=0
[
an χn(µ, τ, ∆˜) + a
†
n χ
∗
n(µ, τ, ∆˜)
]
, (6.2)
where an is the lowering operator annihilating the ETW state satisfying commutation
relation [am, a
†
n] = δmn. The corresponding excited state can be given by a coherent state
|~λ〉 = e−~λ
2
2 e
∑∞
n=0 λna
†
n |ETW〉 , (6.3)
satisfying an|~λ〉 = λn|~λ〉 with 〈~λ|~λ〉 = 1. Note that the bulk scalar field χ˜ in (6.1) follows
from an expectation value of the bulk operator, 〈~λ| ˆ˜χ|~λ〉, which may be regarded as a
dictionary of the AdS/CFT correspondence.
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To see what this deformation describes, we need to look at the dilaton part whose
identification will complete the fully back-reacted gravity solution. Here we shall consider
only n = 0 case choosing λn = δn0 for the sake of illustration. One may write this n = 0
scalar solution as
χ˜ = γ cos∆ µ cos ∆˜τ , (6.4)
with
γ = 2
∆Γ(∆)√
piΓ(2∆)
. (6.5)
The corresponding dilaton solution can be found as [21]
ϕmatt = −1
4
γ2∆˜
1 + 2∆˜
cos2∆˜ µ cos 2∆˜τ − 1
4
γ2∆˜ cos2∆˜ µ F
(
∆˜, 1 ;
1
2
∣∣∣ sin2 µ) , (6.6)
where F (a, b ; c | z) denotes the hypergeometric function [23]. Together with the ETW
part, described in the previous section, the full dilaton solution reads
φ = φetw + ϕmatt . (6.7)
To see its asymptotic structure in the region µ→ ±pi
2
, we shall use the following relation
F
(
∆˜, 1 ;
1
2
∣∣∣ sin2 µ) = 1
1 + 2∆˜
F
(
∆˜, 1 ; ∆˜ +
3
2
∣∣∣ cos2 µ)+ Γ(12)Γ(∆˜ + 12)
Γ(∆˜) cos2∆˜ µ
| tanµ| . (6.8)
In the asymptotic region, the solution becomes
φ =
g∆
22∆
τ ′2∆−1
1
cosµ
− ∆˜
2
1
cosµ
+O(cos2∆ µ) +O(cos2∆˜ µ) . (6.9)
This leads to the condition
φ¯τ ′ =
g∆
22∆
τ ′2∆−1 − ∆˜
2
, (6.10)
which solves the equation of motion in (5.2) and is consistent with the discussion in [3].
The effective boundary velocity τ ′ will change slightly due to the matter excitations. Thus
we find here the boundary Hamiltonian remains by our matter excitation in the above.
Only the state is deformed by these matter excitations. If φetw is replaced by the black
hole φbh in (6.7), the corresponding solutions describe excitations above the thermal
vacuum where any excitations will decay away exponentially describing thermalization
[21, 24, 25]. This thermalization also represents general scrambling of thermal system
where information is dissipated away into thermal bath. Thus basic properties our ETW
state are fundamentally different from those of the black hole state.
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7 Graviton oscillations
In this section, we consider bulk solutions describing bulk graviton oscillations above the
ETW state. The relevant system is still described by the boundary effective action in
(2.15) including the L-R interactions. With its equation of motion in (5.2), we consider a
small oscillation around the ETW solution given by
τ ′ = τ ′0 + δτ
′ , (7.1)
where τ ′0 = Lg/`
2 denotes the solution in Eq. (5.4). The equation of motion is then
reduced to
(δτ ′)′′ + ω2g δτ
′ = 0 , (7.2)
to the leading order with an oacillation frequency ωg =
√
2(1−∆) τ ′0 = ω¯g τ ′0 [3]. Its
solution is given by
δτ ′ = A sinωgu˜ = A sin ω¯gτ + · · · , (7.3)
where · · · are denoting higher order terms.
Here we would like to find the corresponding bulk solution following construction of
sections 3, 4 and 5. We use general
h¯(τ) = h(τ ′)2∆−1 , (7.4)
which is time-dependent. To the leading order of perturbation, this h¯ is expanded as
h¯ = h(τ ′0)
2∆−1
(
1 + (2∆− 1)δτ
′
τ ′0
)
. (7.5)
To obtain the corresponding bulk dilaton solution, we shall use the above expression (7.3)
and replace q-dependent h¯ inside the integrand of the q-integration in (B.4). We then
would like to see if the resulting bulk solution is consistent with the above boundary
description. The result in the asymptotic regions
φ = ϕtw(u, v; qi) + δϕg(u, v; qi) , (7.6)
where
δϕg =
φ¯`2
cosµ
[
A sin ω¯gτ +(ω¯g−1) sin
(
(ω¯g+1)τi−τ
)−(ω¯g+1) sin ((ω¯g−1)τi+τ)]+ · · · . (7.7)
Then by averaging over τi in an appropriate manner, one is led to
φ = φetw(u, v;Lg) + δϕg(u, v) =
φ¯`2
cosµ
(τ ′0 + A sin ω¯gτ) + · · · (7.8)
in the asymptotic regions. This then leads to the boundary solution in (7.3). This bulk
solution describes a pure gravitational oscillation above the ETW state, which is not
directly related to the matter excitations of the previous section. This, together with the
result in the previous section, shows that the ETW state is gapped indeed.
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8 Probing eternal traversable wormholes
In this section, we analyze various properties of the ETW state. We shall first describe
how information can be transferred from one side to the other. We then briefly discuss
4d scattering problem through an eternal traversable wormhole where our 2d wormhole
times a two sphere forms a 4d wormhole geometry as depicted in Figure 5.
Basically the ETW state is gapped as was shown in the previous sections. This gap
makes the system non chaotic. Hence any perturbation becomes non scrambling and will
not be dissipated away, which makes the boundary system fundamentally different from
the thermal system.
In thermal systems in general, any perturbation will be dissipated away and the corre-
sponding information will be lost to the thermal bath eventually, which completely blocks
any transfer of information from one to the other side. Indeed this fact can be checked
with our gravity description where the left and right sides are causally disconnected from
each other. The basic properties of the ETW system are precisely opposite to those of
black holes. The gap makes the wormhole transparent and traversable. There is no hori-
zon as was discussed previously. In sending a signal from one side to the other, it takes
a time ∆u˜ = pi`
2
Lg
. This may be explicitly realized as a bulk solution turning on the time
dependent Janus perturbation [21, 26, 27]. A perturbation in one side reappears in the
other boundary, which verifies the reappearance time in the above.
L R
Figure 5: We draw 4d eternal traversable wormhole connecting two magnetically charged
holes. In the scattering problem, the incident wave is absorbed into one end of the wormhole,
traveling to the other side. In the other side, there may be reflected wave as well as transmitted
wave to the asymptotic region in general. In this sense, the relevant scattering problem is
unconventional.
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Let us now briefly discuss the 4d traversable wormhole in [11] where two magnetically
charged holes are connected by traversable wormholes. There in near extremal regions,
the geometry can be approximated by AdS2 × S2 where AdS2 part may be connected
to the eternal traversable wormholes in section 5. In this setup, one has 4d asymptotic
region and may ask how eternal traversable wormholes look like if it is probed by a 4d
massless scalar field for instance. In particular one may ask an absorption cross section
of one end of an traversable wormhole to see how much waves falls through the wormhole
out of the incident fluxes. This situation is depicted in Figure 5. In case of a black hole,
the low energy scattering is well known and the absorption cross section is given by the
horizon area, σabs = 4pir
2
+ where r+ is denoting the horizon radius defined by the largest
zero of H(r+) = 0 in the 4d metric
ds24d = −H(r4d)dt24d +
dr24d
H(r4d)
+ r24dds
2
S2 , (8.1)
where ds2S2 is the metric element for a unit two-sphere. In case of long traversable worm-
holes, the outer region of a hole in one side is well approximated by the above metric
when the two holes are well separated. We expect the scattering cross section in the low
energy limit is given by σabs ∼ 4pir2+ where now r+ is no longer the horizon radius since
there is no horizon in case of the eternal traversable wormhole. Of course the absorbed
flux will reappear to the other side since the wormhole is transparent. Then there will
be a scattering problem from the wormhole to the outside region as well where we expect
some part will be reflected back to the wormhole region. Further study is required in this
direction.
9 Discussion
In this paper, we have constructed several bulk solutions regarding eternal traversable
wormholes in 2d dilaton gravity with matter. The basic strategy is to compute the
deformation of the dilaton due to double trace interaction between two AdS2 boundaries
by analytically solving the equation of motion to the leading order in the interaction
parameter. By turning on the double trace interaction at a particular time and keeping the
interaction indefinitely, we were able to obtain a time-dependent solution which describes
the transition of an initial AdS2 black hole to an eternal traversable wormhole which is
free of any singularity. It was also possible to construct time-independent static ETW
solutions by averaging the turning-on time of the interaction. On top of the ETW state, we
have considered matter excitations as well as bulk graviton oscillations, which show that
the ETW state is gapped and non-chaotic; any perturbation becomes non-scrambling and
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will not be dissipated away, which makes the boundary system fundamentally different
from the thermal system. We have explicitly checked that all these bulk constructions
completely match with the boundary ones obtained in the Schwarzian boundary theory.
In the time-dependent solution where the initial black hole is transparentized into
eternal traversable wormhole, there are only past singularities, while future singularities
no longer exist. Horizons disappear thanks to the double trace interaction between two
boundaries, making the wormhole fully transparent. In order to see more explicitly how
the information behind the would-be horizon comes out to the asymptotic regions, suppose
that one sends a signal from one boundary to the other at a boundary time u˜ < 0 which
is earlier than the time that the boundary interaction is turned on. Then, the signal is
initially sent in the black hole configuration. Note that |u˜| can be very large. In this
case, information would get dissipated away almost completely into the thermal bath.
Nevertheless, once the interaction is turned on, future singularities disappear. There is
no longer any obstruction that prevents signals behind the would-be horizon from reaching
the asymptotic region of the other side, rendering the wormhole transparent.
It would be illuminating to see more explicitly how long it takes for the signals sent
before transparentization to reach the other side. The traveling time of the signal is given
by the time delay ∆u˜ in (4.20). It is longer than that of the pure eternal traversable
wormhole by the second term in (4.20) which is positive and monotonically increases as
u˜ decreases. This extra time delay manifests that the signal has been sent in the black
hole configuration. Let us define u˜f as the boundary time that the signal sent at u˜ (< 0)
reaches the other side., i.e., u˜f = u˜ + ∆u˜. If signals are sent periodically from u˜ = −∞
to u˜ = 0 with a constant time interval, then all the signals would reappear at the other
side during a finite period of time `
2pi
2L
< u˜f <
`2pi
L
. In particular, when the signals start
to come out at u˜f =
`2pi
2L
, one would see an initial sharp peak of signals since
du˜f
du˜
vanishes
as u˜ → −∞. In this way, all the information may be recovered after evaporation of the
black hole to eternal traversable wormhole. The solutions considered in this paper might
provide an explicit example how the information paradox could be evaded. Further study
is needed in this direction.
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A Phase assignments of KL/R
In this appendix, we set ` = 1 and revisit the two-point (Hadamard) function in the
covering space of global AdS2 denoted usually as CAdS2, in order to argue that we need a
certain phase assignment in the two point function in CAdS2. In the main text, we have
adopted two kinds of bulk to boundary functions KL/R as
KL/R(τ − τ ′, µ) = lim
µ′=∓pi
2
1
(cosµ′)∆
〈
χ(x)χ(x′)
〉
, (A.1)
where the upper sign is taken for KL and the lower one for LR. Generically, one may set
phases of each KL/R as
KL/R(τ ± i) = e±iνL/R |KL/R(τ ± i)| , (A.2)
where the upper and lower signs of νL/R are taken from the usual i-prescription conven-
tion [1, 21]. These phase assignments lead to the expression of K+L/R in Eq. (3.6), while the
additional θ(−dL/R) functions are inserted in K−L/R in order to ensure the causality in the
retarded functions. In the Rindler wedge case [1, 21], these θ-function was implemented
by the i-prescription, but in our phase assignments it needs to be inserted as in Eq. (3.6)
since we may have non-vanishing unphysical result of KL/R for the space-like separation.
To argue our choice of the appropriate phase, νL/R, let us remind the bulk two-point
function. As was shown in Ref. [22], the positive frequency mode solutions of a massive
scalar field χ with its mass m2 = ∆(∆− 1) are given by
χn(µ, τ,∆) = 2
∆−1Γ(∆)
√
n!
piΓ(n+2∆)
cos∆ µ C∆n (sinµ) e
−i(n+∆)τ , n = 0, 1, 2, · · · , (A.3)
where C∆n is the Gegenbauer function [23]. And then, the two-point function
1
2
〈{χ(x), χ(x′)}〉 =
Re
∑∞
n=0 χn(x)χ
∗
n(x
′) could read from
∞∑
n=0
χn(x)χ
∗
n(x
′) =
Γ2(∆)
4piΓ(2∆)
[( 2
σ
)∆
F
(
∆,∆ ; 2∆
∣∣∣ − 2
σ
)]
, (A.4)
where the SL(2,R) invariant distance σ is defined by σ ≡ cos(τ−τ ′−i)−cos(µ−µ′)
cosµ cosµ′ . To ar-
rive at the above final expression, the following summation formula of the Gegenbauer
function [28] may be used
∞∑
n=0
n!Γ(2∆)
Γ(n+ 2∆)
tnC∆n (cosx)C
∆
n (cos y)
=
[
1
1−2t cos(x−y)+t2
]∆
F (∆,∆ ; 2∆ | − 4t sinx sin y
1−2t cos(x−y)+t2 ) , |t| < 1 , (A.5)
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with the overall multiplication of the factor t∆ in both sides of the equality, and then one
may take x = pi
2
− µ, y = pi
2
− µ′ and t = e−i(τ−τ ′−i). Here,  > 0 is inserted to satisfy the
condition |t| < 1 or to ensure the convergence of the infinite summation.
As is clear from the expression of χn in (A.3) with ∆ /∈ Z, the product of χ and χ∗
satisfies
χn(x)χ
∗
n(x
′) ∝ e−i(n+∆)(τ−τ ′) . (A.6)
This shows us that the left hand side of the equality (LHS) in (A.4) cannot be periodic
in τ − τ ′, while the right hand side of the equality (RHS) is periodic in τ − τ ′ with the
periodicity 2pi. In fact, the left hand side is quasi-periodic with the phase factor e−i2pi∆
for the 2pi-shift of τ − τ ′. This mismatch may be traced back to the ambiguity in the
choice of the phase in the expression of [1− 2t cos(x− y) + t2]−∆, whenever it is evaluated
beyond a single period of τ − τ ′. To resolve this mismatch, we introduce appropriate
phases in the final expression of the two-point functions (RHS) in such a way that it
is consistent with the above quasi-periodicity of χn(x)χ
∗
n(x
′) (LHS). In other words, we
add appropriate phases to the final expression of two-point functions to exhibit correctly
their quasi-periodic property. With the consideration of the boundary time directions,
the quasi-periodicity may be implemented as
KL(τ + 2pi) = e
i2pi∆KL(τ) , KR(τ + 2pi) = e
−i2pi∆KR(τ) . (A.7)
There is another contribution to the phase νL/R, whenever dL/R in Eq. (3.7) is negative.
On the range of one periodicity −pi < τ < pi, the phase factor e±ipi∆ appears, whenever
dL/R < 0, as
KL/R(τ ± i) = e±ipi∆|KL/R(τ ± i)| . (A.8)
Our initial phase assignment for the range v < q < p (dL > 0 and dR < 0) may be taken
as
νL = 0 , νR = pi∆ . (A.9)
According to the tables A and B together with the above quasi-periodicity of KL/R, it
seems natural, then, to choose the phase assignment of KL/R functions, as is given in the
following tables C and D.
Combining all the above considerations, we propose the phase assignments for region
I, II, III and IV to be made as
νL =

0 for I
−pi∆ for II
−pi∆ for III
−pi∆ for IV
, νR =

pi∆ for I
pi∆ for II
0 for III
pi∆ for IV
. (A.10)
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q-range v<q<p p−pi
2
<q<v v−pi
2
<q<p−pi
2
p−pi<q<v−pi
2
νL 0 −pi∆ −2pi∆ −2pi∆
νR pi∆ pi∆ pi∆ 2pi∆
Table C: v < p < u
q-range p<q<v v−pi
2
<q<p p−pi
2
<q<v−pi
2
v−pi<q<p−pi
2
νL −pi∆ −pi∆ −pi∆ −2pi∆
νR 0 pi∆ 2pi∆ 2pi∆
Table D: v − pi
2
< p < v
Thereafter, it is straightforward to assign the appropriate phases on regions I′, II′, III′
and IV′. In summary, the phase assignments are given by
νL =

−2pi∆ for I′
−2pi∆ for II′
−pi∆ for III′
−2pi∆ for IV′
, νR =

pi∆ for I′
2pi∆ for II′
2pi∆ for III′
2pi∆ for IV′
. (A.11)
Finally, one can see that
νL + νR =

pi∆ for I, III′
−pi∆ for III, I′
0 for II, IV, II′, IV′
. (A.12)
B Some formulae
In our previous work [21], the dilaton field deformation by the stress-tensor was obtained
in the form of
ϕ(u, v) =
∫ u
u0
dp
sin(p− u) cos(p− v)
cos(u− v) Tuu(p, v) =
∫ u
u0
dp
dR(u, v ; p)
2 cos(u− v)Tuu(p, v) , (B.1)
Tuu(u, v) = 2
[
∂u∂u′F (u, v|u′, v′)
]
(u′,v′)→(u,v)
= 2[∂uH1(u, v)−H2(u, v)] ,
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where u0 is an initial value of p for the non-vanishing Tab and
H1(u, v) ≡ ∂u′F (u, v|u′, v′)
∣∣∣
(u′,v′)→(u,v)
, H2(u, v) ≡ ∂2u′F (u, v|u′, v′)
∣∣∣
(u′,v′)→(u,v)
.
(B.2)
Explicitly, the above function H1 could be written as
H1(p, v) =
∫ qτ
qi
dq
[
hL(p, v ; q) θ(−dR) + hR(p, v ; q) θ(−dL)
]
, (B.3)
where dL/R = dL/R(p, v ; q) and hL/R are given in Eq. (3.12) and (3.13).
Using the integration by parts, dR∂pH1 = ∂p(dRH1) − H1∂pdR, and recognizing that
dR(u, v ; u) = dR(u, v ; v − pi/2) = 0, one can drop the total derivative term ∂p(dRH1)
in the integral expression of ϕ (see [21]). Apparently, H2 contains derivatives of hL/R.
However, one can rewrite it in terms of hL/R functions without their derivatives. By
organizing the resultant expression of ϕ, one can see, finally, that the deformation of the
dilaton field by the double trace interaction can be written as
ϕ(u, v) = −2
∫ u
u0
dp
∫ qτ
qi
dq
[
hL
{
1 + (∆+1) sin(u−p) sin(q−v)
cos(u−v) cos(q−p)
}
θ(−dR)
+hR
{
1− (∆+1) sin(u−p) cos(q−v)
cos(u−v) sin(q−p)
}
θ(−dL)
]
. (B.4)
To proceed computing the dilaton deformation, it is useful to perform the change of
variable from p to η for each I, II, III and IV region as follows:
η(p) ≡

sin(u−p)
sin p
sin q
sin(u−q) for I and II
cos(v−p)
cos p
cos q
cos(v−q) for III ,
cos(p−q) sin q
sin p
for IV .
(B.5)
It would also be useful to introduce x and y variables in each region as
x ≡

− sin(u−q)
sin q
cos v
cos(u−v) for I and II ,
cos(v−q)
cos q
cosu
cos(u−v) for III ,
cos v
sin(q−v) sin q for IV ,
y ≡

− sin(u−q)
cos(u−q)
cos q
sin q
for I and II ,
− cos(v−q)
sin(v−q)
sin q
cos q
for III ,
sinu
cos(u−q) sin q for IV .
(B.6)
In the I′, II′, III′ and IV′ regions, one can introduce η, x, y variables just as shifted ones
as [
η(p), x, y
]
I′,II′,III′,IV′
=
[
η(p), x, y
]q→q+pi
2
I,II,III,IV
. (B.7)
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Now, let us list some useful formulae to compute the dilaton field deformation in a
closed form, First, the integral representation of the Appell’s function [29] is∫ 1
0
dη ηa−1(1− η)c−a−1(1− xη)−b(1− yη)−b′ = B(c− a, a)F1(a, b, b′ ; c |x, y) , (B.8)
and its relation to the hypergeometric function is given by
F1(a, b, b
′ ; b+ b′ |x, y) = (1− y)−aF
(
a, b ; b+ b′ | z = x−y
1−y
)
. (B.9)
Second, some properties of the hypergeometric function are [23]
F (a, b ; c | z) = (1− z)−bF (c− a, b ; c | z) , (B.10)
c(1− z)F (a, b ; c | z)− cF (a− 1, b ; c | z) + (c− b)zF (a, b ; c+ 1 | z) = 0 . (B.11)
In the following, it would also be useful to introduce new variables z and w as
z ≡ x− y
1− y , w ≡
z
z − 1 . (B.12)
C Dilaton field expression
Here, we present some computational details for the contribution to dilaton deformation
in regions I and III.
Region I: On the range v < p < u and v < q < p, which is denoted as I in Fig. 2, one
can rearrange the integration order as∫ u
qi
dp
∫ p
qi
dq =
∫ u
qi
dq
∫ q
v
dp , (C.1)
with the phase assignments νL/R as
νL = 0 , νR = pi∆ .
Note also that the term containing hR in the dilaton expression in Eq. (3.11) vanishes
because of dL > 0. Now, let us present computational steps to arrive at the result in
Eq. (3.16). First, Eq. (3.12) under the above conditions leads to the relevant function hL
in the form of
hL(p, v ; q) = −2∆Q∆ cos2∆−1(p−v)cos∆+1(q−p) sin∆−1(q−v) 1sin∆(p−q) cos∆(q−v) , (C.2)
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where Q∆ is defined by Q∆ ≡ h¯N¯∆22∆ sin pi∆ = h¯N∆22∆ . By the change of variable in Eq. (B.5)
and by using the integral representation of the Appell’s function, one can see that∫ q
v
dp hL = 2∆Q∆
∫ 1
0
dη sin
2 p
sinu
sin(u−p)
sin q
hL
= 2Q∆
sinu
cos q
cos2∆−1(u−v)
cos∆(u−q) sin∆(u−q)
1
sin∆−1(q−v) cos∆(q−v)F1(1 ; 1− 2∆,∆ ; 2−∆ |x, y) ,
(C.3)
where x and y are given in Eq. (B.6). Using the relation of Appell’s function to the
hypergeometric function in Eq. (B.9) and the property of the hypergeometric function
in Eq. (B.10), one can also see that the above expression reduces to a hypergeometric
function ∫ q
v
dp hL = 2Q∆ w
−∆F (−∆, 1− 2∆ ; 1−∆ |w) , (C.4)
where w is given in Eq. (B.12) and becomes in this region
w(u, v ; q) =
sin(u− q)
cos(u− q)
sin(q − v)
cos(q − v) . (C.5)
Repeating a similar computation for the remaining term in Eq. (B.4), one obtains∫ q
v
dp hL
[
(∆+1)
sin(u−p) sin(q−v)
cos(u−v) cos(q−p)
]
= −2∆Q∆ Γ(−∆)Γ(1−∆) sin
2 u
cos2 q
cos2∆−2(u−v)
cos∆(u−q) sin∆(u−q)
1
sin∆−2(q−v) cos∆(q−v)F1(1 ; 1− 2∆,∆ ; 2−∆ |x, y) ,
= −2Q∆ w
−∆
1− wF (−1−∆, 1− 2∆ ; 1−∆ |w) . (C.6)
Combining the results in Eq. (C.3) and (C.6) and then using the property of the
hypergeometric function in Eq. (B.11), one can see that the contribution to the dilaton
field deformation from the region I is given by
ϕI(u, v ; qi) = 4∆Q∆
∫ u
qi
dq
[
w1−∆(1− w)2∆−1 + ∆1 + w
1− wBw(1−∆, 2∆)
]
, (C.7)
where Bw denotes the incomplete Beta function
Bw(a, b) ≡
∫ w
0
dt ta−1(1− t)b−1 = w
a
a
F (a, 1− b, ; 1 + a |w) .
As in Ref. [21], the asymptotic expansion of the above expression around w = 1 can be
obtained in the form of
ϕI(u, v ; qi) =
h¯
4pi
∆B(∆,∆)
[sinµ+ sin(τ − 2qi)
cosµ
]
+ · · · . (C.8)
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When qi = v, the integral expression of the dilaton field deformation ϕI could be
further simplified. In this case, one may note that q-integration could be rewritten in
terms of w as
∫ u
v
dq =
∫ tan2 u−v
2
0
dw
(1− w)2
2√
1
cos2(u−v)−(
1+w
1−w )
2
. (C.9)
Using the integration by parts,
2
(1−w)2
1√
1
cos2(u−v)−(
1+w
1−w )
2
∆1+w
1−wBw(1−∆, 2∆)
= − d
dw
[√
1
cos2(u−v) − (1+w1−w )2∆Bw(1−∆, 2∆)
]
+
√
1
cos2(u−v) − (1+w1−w )2 ∆w−∆(1− w)2∆−1 ,
and noting that the total derivative term vanishes at the limit points of integral i.e. w = 0
and w = tan2 u−v
2
, one can see that the expression of ϕI = ϕI(u, v) reduces to
ϕI = 4∆Q∆
∫ tan2 u−v
2
0
dw
[√
1
cos2(u−v) − (1+w1−w )2 ∆w−∆(1−w)2∆−1 +
2w1−∆(1− w)2∆−3√
1
cos2(u−v) − (1+w1−w )2
]
.
(C.10)
Now, it is useful to perform a change of variable from w to ζ as
1 + tan2(u− v) ζ(w) ≡
(1 + w
1− w
)2
, (C.11)
which leads to ∫ tan2 u−v
2
0
dw
(1− w)2 =
∫ 1
0
dζ
tan2(u− v)
4
√
1 + ζ tan2(u− v) . (C.12)
Finally, by using the integral representation of hypergeometric function and using its
transformation property [23], one obtains the closed form of the dilation deformation in
the region I as
ϕI = 2∆Q∆B(1−∆, 1−∆) tan(u−v)sin2∆(u−v)
[
F
(
1−∆,−∆ ; 3
2
−∆ | sin2(u−v))
− cos2∆+1(u−v)F(1
2
, 1
2
; 3
2
−∆ | sin2(u−v))]
= 4∆Q∆
B(2−∆,2−∆)
1−∆ tan(u−v) sin
2−2∆(u−v)F
(
1−∆, 1−∆ ; 5
2
−∆ | sin2(u−v)) . (C.13)
Near the right boundary, one may set u − v = pi
2
− ξ with 0 < ξ  1. By using the
following transformation property of the hypergeometric function
F (a, b ; c | z) =Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b)F (a, b ; a+ b− c+ 1 | 1− z) (C.14)
+ (1− z)c−a−bΓ(c)Γ(a+ b− c)
Γ(a)Γ(b)
F (c− a, c− b ; c− a− b+ 1 | 1− z) ,
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one obtains near the right boundary
ϕI = 2∆Q∆B(1−∆, 1−∆)Γ(
3
2
−∆)Γ( 1
2
+∆)
Γ( 1
2
)Γ( 3
2
)
1
sin ξ
+O(sin2∆ ξ)
=
h¯∆2N∆
22∆−2
B(1−∆, 2∆) 1
sin ξ
+O(sin2∆ ξ)
=
h¯
2pi
∆B(∆,∆)
1
sin ξ
+O(sin2∆ ξ) . (C.15)
Region III: Now, let us consider the contribution from the region III. From the signature
of dL/R and the phase assignment as
νL = −pi∆ , νR = 0 , (C.16)
one can see that Eq. (3.13) leads to
hR(p, v ; q) = −2∆Q∆ cos
2∆−1(p− v)
cos∆(q − p) sin∆(v − q)
1
sin∆+1(q − p) cos∆−1(q − v) , (C.17)
where Q∆ was introduced before as Q∆ =
h¯N∆
22∆
. Note that the overall minus sign comes
from sin(νL + νR) = − sin pi∆ in this region. Following the same change of variables in
Eq. (B.5) and (B.6) and using η and x, y variables, one can also see that∫ q
v−pi
2
dp hR
{
1− (∆+1) sin(u−p) cos(q−v)
cos(u−v) sin(q−p)
}
= −2∆Q∆
∫ 1
0
dη cos(v−q)
cos q
cos2 p
sin v
hR
{
1− (∆+1) sin(u−p) cos(q−v)
cos(u−v) sin(q−p)
}
= −2∆Q∆
[
sin v
cos q sin(v−q)
]2∆
B(−∆, 2∆)
[
F1(2∆ ; 0,∆ ; ∆ |x, y)
+ (∆− 1)F1(2∆ ; −1,∆ ; ∆− 1 |x, y)
]
,
= −2∆2Q∆B(−∆, 2∆)(1− 2z) , (C.18)
where we used Eq. (B.9) and Eq. (B.10). Here, z is defined in Eq. (B.12) and is given in
this region by
z =
1
2
[
1 +
cos(u+ v − 2q)
cos(u− v)
]
.
Combining results in Eq. (C.16) and (C.18), one can see that the contribution to the
dilaton deformation is given by
ϕIII(u, v ; qi) = 4∆
2Q∆B(−∆, 2∆)
∫ v
qi
dq
cos(u+ v − 2q)
cos(u− v)
= 2∆2Q∆B(−∆, 2∆)
[
tan(u− v)− sin(u+ v − 2qi)
cos(u− v)
]
. (C.19)
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When qi takes its lowest value v − pi2 , the dilaton deformation is further simplified to
ϕIII = 4∆
2Q∆B(−∆, 2∆) tanµ . (C.20)
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