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partielle.
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Fund. Math. 143 (1993), 231-258
Re´sume´. On cherche a` donner une construction aussi simple que possible d’un bore´lien donne´ d’un produit de deux espace
polonais. D’ou` l’introduction de la notion de classe de Wadge potentielle. On e´tudie notamment ce que signifie “ne pas
eˆtre potentiellement ferme´”, en montrant des re´sultats de type Hurewicz. Ceci nous ame`ne naturellement a` des the´ore`mes
d’uniformisation partielle, sur des parties “grosses”, au sens du cardinal ou de la cate´gorie.
0 Introduction.
La notion de classe de Wadge permet de mesurer la complexite´ topologique d’un bore´lien d’un
espace polonais de dimension 0. On peut se demander si la complexite´ d’un bore´lien donne´ ne
diminue pas en raffinant la topologie polonaise de l’espace ambiant. Comme on le verra au tout
de´but, la re´ponse est positive : tout bore´lien peut eˆtre rendu ouvert.
Mais la question analogue se pose avec des topologies produit, notamment lors de l’e´tude des
relations d’e´quivalence bore´liennes ; d’ou` l’introduction de la notion de classe de Wadge potentielle
(on de´taillera ce lien dans le chapitre 1). Apre`s avoir effectue´ quelques rappels et e´tabli quelques pro-
prie´te´s de base, on donne une nouvelle de´monstration d’un premier re´sultat d’uniformisation partielle,
de´ja` prouve´ par Przymusin´ski : une condition ne´cessaire et suffisante pour qu’un bore´lien contienne
un graphe de fonction bore´lienne a` image non de´nombrable. Ensuite, on verra qu’a` chaque niveau de
complexite´ on peut trouver un bore´lien dont la complexite´ ne diminue pas.
Suite a` quoi on cherchera a` savoir si certains re´sultats vrais pour les classes de Wadge peuvent
eˆtre adapte´s aux classes de Wadge potentielles. En l’occurrence, il s’agit d’une part de voir si cette
notion correspond a` une re´duction, comme dans le cas des classes de Wadge classiques, et on verra
que non. D’autre part, on cherchera ensuite a` savoir si on peut obtenir des re´sultats de type Hurewicz,
c’est-a`-dire : ne pas eˆtre d’une classe donne´e, c’est eˆtre au moins aussi complique´ que des exemples
de re´fe´rence n’e´tant pas de cette classe.
On obtiendra des re´sultats partiels pour les potentiellement ferme´s, et pour les petites classes
de Wadge (notamment, on caracte´risera les bore´liens potentiellement ferme´s parmi les bore´liens a`
coupes de´nombrables, a` l’aide d’ensembles localement a` projections ouvertes).
Ce qui nous ame`nera a` de nouveaux re´sultats d’uniformisation, pour des ensembles a` coupes
maigres et des Gδ denses, dont le but est d’obtenir d’autres caracte´risations que celles e´voque´es ci-
dessus.
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1 Notations et rappels.
On utilisera les notations standard de la the´orie descriptive des ensembles, qui peuvent eˆtre
trouve´es dans [Mo]. Par exemple, on notera D2(Σ01) la classe des diffe´rences de deux ouverts.
Γ de´signera une famille d’ensembles, et Γ⌈X les parties de X qui sont dans Γ. Par exemple,
∆
1
1⌈2
ω de´signera l’ensemble des bore´liens de 2ω .
Dans un espace polonais re´cursivement pre´sente´, Σ de´signera la topologie engendre´e par les Σ 11
(c’est la topologie de Gandy-Harrington), ∆ la topologie engendre´e par les ∆11, ce qu’on pourra noter
aussi ≺ ∆11 ≻ (cette topologie est polonaise : cf [Lo4]).
Si X est un tel espace, on pose ΩX :={x ∈ X / ωx1 = ωCK1 }. Rappelons (cf [Mo]) que ΩX est
Σ
1
1 , et un Σ -ouvert dense (cf [Lo1]). Les traces des Σ 11 sur ΩX sont ∆01⌈(ΩX ,Σ⌈ΩX) ; en effet, si
A est Σ 11 contenu dans ΩX et f est ∆11 telle que f(x) ∈WO⇔ x /∈ A, on a
x /∈ A⇔ x /∈ ΩX ou [x ∈ ΩX et ∃ξ < ωCK1 (f(x) ∈WO et |f(x)| ≤ ξ)].
L’espace (ΩX ,Σ⌈ΩX) est donc a` base de´nombrable d’ouverts-ferme´s, donc me´trisable se´parable ; on
sait (cf [Lo1]) que c’est un espace fortement α-favorable, donc c’est un espace polonais, de dimension
0 par ce qui pre´ce`de.
SiX et Y sont des espaces topologiques, ΠX (resp. ΠY ) de´signera la projection de X ×Y sur X
(resp. Y ). Le symbole δ(C) de´signera le diame`tre de C pour une distance qui rende complet l’espace
polonais ambiant.
Par ailleurs, je renvoie le lecteur a` [Ku] et [Mo] pour ce qui concerne les notions de base en
topologie, en the´orie descriptive et en the´orie effective, et a` [W] et [Lo2] pour les re´sultats sur les
classes de Wadge, qui seront rappele´s en cas de besoin. Rappelons tout de meˆme certains de ces
re´sultats.
Soit P0 (resp. P ) un espace polonais de dimension 0, et A0 (resp. A) un bore´lien de P0 (resp. P ).
On dira que A est dans la classe de Wadge engendre´e par A0 (note´e 〈A0〉) s’il existe une fonction
continue f de P dans P0 telle que A = f−1(A0).
Si Γ est une famille d’ensembles, on notera Γˇ := {Aˇ / A ∈ Γ}. Par exemple, Σˇ01 = Π01. On dira
que Γ est auto-duale si Γ = Γˇ.
Soit Γ une famille de bore´liens d’espaces polonais de dimension 0, stable par image re´ciproque
continue. On montre que Γ est une classe de Wadge non auto-duale si et seulement si Γ admet un
universel. Ainsi les classes de Baire additives et multiplicatives sont des classes de Wadge non auto-
duales, par exemple.
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On ordonne les classes de Wadge par l’inclusion ; ce qui pre´ce`de montre que cet ordre n’est
pas total : deux classes de Wadge non auto-duales duales l’une de l’autre sont incomparables. On a
cependant le the´ore`me de Wadge : si Γ1 et Γ2 sont des classes de Wadge, alors Γ1 ⊆ Γ2 ou Γ2 ⊆ Γˇ1.
Cet ordre est e´galement bien fonde´. On sait aussi qu’une classe de Wadge non auto-duale a pour
successeur une classe de Wadge auto-duale, et qu’une classe de Wadge auto-duale a pour successeurs
deux classes de Wadge non auto-duales duales l’une de l’autre.
On montre e´galement que si Γ est non auto-duale, 2ω contient un vrai Γ, c’est-a`-dire un e´le´ment
de Γ \ Γˇ.
Si F est ferme´ dans l’espace polonais P de dimension 0, dire que A est dans Γ⌈F e´quivaut a`
affirmer l’existence de B dans Γ⌈P tel que A = B ∩ F .
Enfin, si ξ est un ordinal de´nombrable non nul, on note ∆0ξ-PU(Γ) la classe suivante :
{
⋃
n∈ω
An ∩ Un / (Un)∆
0
ξ-partition, An ∈ Γ}.
On montre que si Γ est une classe de Wadge, Γ = ∆01-PU(Γ), et que si de plus Γ 6= {∅} et Γˇ 6= {∅}, il
existe un plus grand ordinal de´nombrable ξ tel que Γ = ∆0ξ-PU(Γ), appele´ niveau de Γ (on convient
que {∅} et {ˇ∅} sont de niveau 0).
Rappel 1.1 (a) [Ku] Si X est un espace polonais et (Bn) une suite de bore´liens de X, il existe une
topologie polonaise sur X, plus fine que la topologie initiale, rendant les Bn ouverts.
(b) [Lo3] Si (X,σ) et Y sont des espaces polonais et B un bore´lien de X × Y ayant ses coupes
verticales Σ0ξ , il existe une topologie polonaise σ′ sur X, plus fine que σ, telle que B soit Σ0ξ dans
(X,σ′)× Y .
Lemme 1.2 Soit (X,σ) un espace polonais ; alors il existe une topologie polonaise de dimension 0
sur X plus fine que σ.
De´monstration. Soit (U0n) une base de la topologie de σ0 := σ. A l’aide du rappel 1.1.(a), on trouve
une topologie σ1 rendant ferme´s les U0n . Soit (U1n) une base de σ1. On construit comme ceci par
re´currence une suite croissante (σn) de topologies polonaises sur X telle que si (Upn)n∈ω est une
base de σp, Upn est ferme´ de (X,σp+1). Posons Sn := {U jp , j ≤ n, p ∈ ω}; alors σn =≺ Sn ≻,
et
⋂
n∈ω Sn = S0, donc σ′ :=≺
⋃
n∈ω Sn ≻ re´pond au proble`me: (X,σ′) est home´omorphe a` la
diagonale de Πn∈ω(X,σn), qui est ferme´e dans Πn∈ω(X,σn). 
Proposition 1.3 Si X est un espace polonais et (Bn) une suite de bore´liens de X, il existe une
topologie polonaise de dimension 0 sur X, plus fine que la topologie initiale, rendant les Bn ouverts.
De´monstration. On applique le rappel 1.1.(a) et le lemme 1.2. 
De´finition 1.4 Soient X et Y des espaces polonais, et A un bore´lien de X × Y . Si Γ est une classe
de Wadge de bore´liens, on dira que A est potentiellement dans Γ (ce qu’on notera A ∈ pot(Γ)) s’il
existe des topologies polonaises de dimension 0, σ (sur X) et τ (sur Y ), plus fines que les topologies
initiales, telles que A, conside´re´ comme partie de (X,σ) × (Y, τ), soit dans Γ.
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Dans l’e´tude des relations d’e´quivalence bore´liennes, par exemple dans [HKL], on e´tudie le pre´-
ordre qui suit. Si E (resp. E′) est une relation d’e´quivalence bore´lienne sur l’espace polonais X
(resp. X ′), on pose
E ≤ E′ ⇔ [∃f : X → X ′ bore´lienne telle que xEy ⇔ f(x)E′f(y)].
La dernie`re relation peut s’e´crire : E = (f × f)−1(E′) ; or si E′ est dans Γ (ou meˆme si E′ est
pot(Γ)) et E = (f × f)−1(E′), E est pot(Γ) : si (Un) et (Vn) sont des bases des topologies associe´es
a` E′, on peut rendre les f−1(Un) et les f−1(Vn) ouverts, par la proposition 1.3, ce qui fournit une
topologie σ; on a alors E ∈ Γ⌈(X,σ) × (X,σ). Ceci motive l’introduction de la notion de classe de
Wadge potentielle.
Remarques 1.5 (a) Si A est un bore´lien a` coupes verticales Σ0ξ d’un produit de deux espaces polon-
ais, alors A est pot(Σ0ξ).
En effet, on applique le rappel 1.1.(b) et le lemme 1.2.
(b) [Lo4] Si Γ est une classe de Wadge et B est ∆11(α) dans ωω × ωω, alors B est pot(Γ) si et
seulement si B, conside´re´ comme partie de ωω × ωω muni de la topologie ∆2α, est dans Γ.
Rappelons enfin deux re´sultats sur les ensembles maigres.
Proposition 1.6 [Lo1] Si X est un espace polonais parfait non vide et A un sous-ensemble maigre
de X ×X, on trouve une copie P de 2ω dans X telle que si x et y sont distincts dans P , (x, y) n’est
pas dans A.
Corollaire 1.7 Si X et Y sont des espaces polonais parfaits non vides et A un sous-ensemble maigre
de X × Y , on trouve une copie P (resp. Q) de 2ω dans X (resp. Y ) telles que (P ×Q) ∩A = ∅.
De´monstration. On peut supposer que X, Y = ωω ; en effet, si (Un) est une base de la topologie de
X, X ′ := X \ [
⋃
n∈ω(Un \Un)] est Gδ dense de X, donc polonais parfait, et est de dimension 0. Soit
(xn) une suite dense de X ′ ; alors X ′′ := X ′ \ {xn/n ∈ ω} est Gδ dense de X ′, donc polonais de
dimension 0, et est localement non compact, donc home´omorphe a` ωω. De meˆme avec Y .
On applique alors la proposition 1.6. a` X = Y = ωω ; ceci fournit une injection continue ψ
de 2ω dans ωω dont l’image est le P de la proposition 1.6 ; on peut alors poser P := ψ′′N(0) et
Q := ψ′′N(1). 
2 Ensembles potentiellement ouverts.
Remarque 2.1 Soit A un bore´lien d’un produit de deux espaces polonais. Si A a une de ses projec-
tions de´nombrable, donc en particulier si A est de´nombrable, A est pot(∆01).
En effet, si par exemple Π′′XA est de´nombrable, on rend les coupes verticales de A ouvertes-
ferme´es, par la proposition 1.3, de sorte que A ∈ pot(Σ01) ∩ pot(Π01), par la remarque 1.5.(a). Ceci
fournit des topologies σ et σ′ sur X, et τ et τ ′ sur Y , de bases respectives (Un), (U ′n), (Vn), (V ′n).
4
On remarque ensuite que si (Z, µ) est polonais et µ′ est polonaise sur Z et plus fine que µ,
l’application identique, de (Z, µ′) dans (Z, µ), est bijective continue ; son inverse est donc bore´lienne,
et par conse´quent, les bore´liens de (Z, µ) et (Z, µ′) coı¨ncident.
On applique alors la proposition 1.3 a` X, (Un) et (U ′n), qui sont des bore´liens de X, d’une part,
et a` Y , (Vn) et (V ′n) d’autre part, pour avoir le re´sultat. 
Ceci montre en particulier que la notion de classe de Wadge potentielle n’a d’inte´reˆt que si les
espaces polonais ambiants sont non de´nombrables.
Proposition 2.2 Soit A un bore´lien d’un produit de deux espaces polonais. Alors A est pot(Σ01) si et
seulement si A est re´union de´nombrable de rectangles bore´liens.
De´monstration. Si A est pot(Σ01), on utilise la remarque de la preuve pre´ce´dente. Inversement, on
applique la proposition 1.3. 
Il re´sulte de ceci que tous les bore´liens d’un produit ne peuvent eˆtre rendus ouverts en conservant
une topologie produit de topologies polonaises ; par exemple, la diagonale ∆(2ω) de 2ω × 2ω n’est
pas re´union de´nombrable de rectangles, donc ∆(2ω) n’est pas pot(Σ01).
On donne maintenant une nouvelle preuve du premier the´ore`me d’uniformisation partielle an-
nonce´ ; assez curieusement, la discussion s’articule autour de la notion d’ensembles potentiellement
ouverts. Ce the´ore`me sera en outre applique´ au chapitre 3. Notons que ce the´ore`me a de´ja` e´te´
de´montre´ dans [P].
The´ore`me 2.3 SoitA un bore´lien d’un produit de deux espaces polonais. AlorsA contient un graphe
de fonction injective continue de´finie sur une copie de 2ω si et seulement si A n’est pas re´union
de´nombrable de rectangles bore´liens dont l’un des coˆte´s est un singleton.
De´monstration. Si A contient un graphe comme dans l’e´nonce´, raisonnons par l’absurde :
A =
⋃
n∈ω
An ×Bn,
avec An ou Bn singleton ; si Gr(f) ⊆ A, Gr(f) s’e´crit
⋃
n∈ω[Gr(f⌈An) ∩ (X × Bn)] ; comme
Gr(f) est non de´nombrable, l’un des ensembles Gr(f⌈An)∩ (X ×Bn) est non de´nombrable, ce qui
contredit l’injectivite´ de f .
Montrons la re´ciproque.
Premier cas. A est pot(Σ01).
Par la proposition 2.2, A =
⋃
n∈ω An × Bn, avec An et Bn bore´liens, donc on peut trouver n tel
que An et Bn soient non de´nombrables, donc bore´liennement isomorphes, disons par ϕ. An contient
une copie de 2ω, qui contient un Gδ dense G sur lequel ϕ est continue ; G e´tant non de´nombrable
contient une copie de 2ω , d’ou` le re´sultat.
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Second cas. A est non-pot(Σ01).
Posons E := {x ∈ X/A(x) est de´nombrable}. Si E est co-de´nombrable, (E × Y ) ∩ A est
bore´lien a` coupes de´nombrables, donc est re´union de´nombrable de graphes bore´liens (par le the´ore`me
de Lusin : cf [Mo]). De plus, par la remarque 2.1, (Eˇ×Y )∩A est pot(∆01), donc (E×Y )∩A n’est
pas pot(Σ01), et l’un des graphes n’est pas pot(Σ01) (qui est stable par re´union de´nombrable par la
proposition 2.2). Par suite, la fonction correspondante est a` image non de´nombrable, par la remarque
2.1. On va alors trouver un parfait du domaine de la fonction sur lequel elle est injective, et on conclut
comme au premier cas.
Si E n’est pas co-de´nombrable, comme il est co-analytique, Eˇ contient une copie de 2ω ; il suffit
donc de voir que si X = 2ω et A est a` coupes verticales non de´nombrables, A contient un graphe
comme dans l’e´nonce´. Posons donc
F := {y ∈ Y / A(y) est maigre dans 2ω}.
Si F est co-de´nombrable, (2ω×F )∩A est bore´lien a` coupes non de´nombrables (donc non vides), donc
est uniformisable par une fonction Baire-mesurable de´finie sur 2ω (par le the´ore`me de von Neumann).
Cette fonction f est continue sur un Gδ dense G de 2ω , et f ′′G est non de´nombrable : sinon comme
G =
⋃
β∈f ′′GG ∩ f
−1({β}), l’un des G ∩ f−1({β}) serait non maigre et contenu dans A(β), ce qui
contredirait le fait que β est dans F . On conclut alors comme avant.
Si F n’est pas co-de´nombrable, comme il est bore´lien, Fˇ contient une copie de 2ω ; il suffit donc
de voir que si X = Y = 2ω et A est bore´lien a` coupes non maigres, A contient un graphe comme
dans l’e´nonce´.
Mais par le the´ore`me de Kuratowski-Ulam, A est non maigre, donc on peut trouver s et t dans
2<ω telles que (Ns ×Nt) \ A soit maigre. On trouve alors, par le corollaire 1.7, deux copies P et Q
de 2ω telles que P ×Q ⊆ (Ns×Nt)∩A, et si ϕ est un home´omorphisme de P sur Q, Gr(ϕ) re´pond
a` la question. 
3 Classe de Wadge potentielle d’un bore´lien.
On cherche maintenant a` diminuer au maximum la complexite´ d’un bore´lien donne´ d’un produit
d’espaces polonais.
Proposition et de´finition 3.1 Soit A un bore´lien d’un produit d’espaces polonais. Alors il existe une
unique classe de Wadge de bore´liens, la classe de Wadge potentielle de A, note´e ΓA, telle que
(i) A ∈ pot(ΓA),
(ii) Si Γ est une classe de Wadge strictement contenue dans ΓA, alors A /∈ pot(Γ).
De´monstration. Montrons l’existence d’une telle classe, en raisonnant par l’absurde : si Γ0 est la
classe de Wadge 〈A〉 engendre´e par A, A est pot(Γ0) et on trouve Γ1 ⊂ 6= Γ0 telle que A soit pot(Γ1).
Par re´currence, on construit comme ceci Γn+1 ⊂ 6= Γn telles queA soit pot(Γn+1). Mais ceci contredit
la bonne fondation de l’ordre de Wadge.
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Montrons l’unicite´ d’une telle classe : si Γ1 et Γ2 ve´rifient (i), (ii) et Γ1 6= Γ2, Γ1 6⊆ Γ2 (sinon
Γ1 ⊂ 6= Γ2 et A n’est pas pot(Γ1)), donc Γˇ2 ⊆ Γ1, et de meˆme Γˇ1 ⊆ Γ2, donc Γ1 = Γˇ2 est non
auto-duale.
L’ensemble A est dans pot(Γ1) ∩ pot(Γ2), donc comme dans la preuve de la remarque 2.1, on
trouve des topologies σ et τ telles que A ∈ (Γ1 ∩ Γ2)⌈(X,σ) × (Y, τ). Mais la classe de Wadge Γ
engendre´e par A, conside´re´ comme partie de (X,σ) × (Y, τ), ve´rifie
A ∈ pot(Γ) et Γ ⊆ Γ1 ∩ Γˇ1 ⊂ 6= Γ1,
une contradiction. 
Toute classe de Wadge potentielle est donc une classe de Wadge ; on peut se demander s’il y a une
re´ciproque. L’exemple de la diagonale de 2ω montre que c’est vrai pour la classe des ferme´s, et on va
voir que c’est vrai en ge´ne´ral. On peut meˆme pre´ciser ce re´sultat, en trouvant un pot(Γ) “maximal” ;
mais pour ce faire on introduit une classe de fonctions qui est le candidat naturel pour le proble`me de
la re´duction e´voque´ dans l’introduction, comme le montre le lemme suivant.
Soit donc C0 la classe des fonctions telles que l’image re´ciproque d’un pot(Σ01) soit pot(Σ01).
Lemme 3.2 Soient X, Y , X ′, Y ′, des espaces polonais, A (resp. B) un bore´lien de X × Y (resp.
X ′ × Y ′) ; si f , de X × Y dans X ′ × Y ′, est dans C0 et re´duit A a` B, alors ΓA est contenue dans
ΓB .
De´monstration. B ∈ pot(ΓB), ce qui fournit σ et τ telles que B ∈ ΓB⌈(X ′, σ) × (Y ′, τ). Soient
(Un) et (Vn) des bases de σ et τ . Comme f est dans C0, par la proposition 2.2 on trouve des bore´liens
Un,pm et V
n,p
m tels que f−1(Un × Vp) =
⋃
m∈ω U
n,p
m × V
n,p
m . Par la proposition 1.3, on obtient des
topologies σ′ et τ ′ rendant les Un,pm et les V n,pm ouverts, de sorte que f , de (X,σ′)× (Y, τ ′) dans
(X ′, σ)× (Y ′, τ) est continue. Donc A ∈ ΓB⌈(X,σ′)× (Y, τ ′) et A ∈ pot(ΓB), d’ou` le re´sultat :
sinon ΓB ⊆ ΓˇA, et A ∈ pot(ΓA) ∩ pot(ΓˇA) ; donc comme dans la preuve de la proposition 3.1, et par
abus de langage, A ∈ pot(ΓA ∩ ΓˇA) et ΓA = ΓˇA ; d’ou` ΓB ⊂ 6= ΓA, ce qui contredit A ∈ pot(ΓB).
The´ore`me 3.3 Si Γ est une classe de Wadge, il existe B dans Γ⌈ωω × ωω tel que
(i) ΓB = Γ,
(ii) A est pot(Γ)⇔ ∃ f ∈ C0 injective telle que A = f−1(B).
De´monstration.
Premier cas. Γ est non auto-duale.
Soit U un universel pour Γ⌈ωω, U ⊆ ωω × ωω . Posons (α)i(n) := α(2n + i), ou` i = 0, 1,
< γ, β > (n) :=


γ(k) si n = 2k,
β(k) si n = 2k + 1,
et B(α, β)⇔ U((α)0, < (α)1, β >).
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Alors B est aussi universel pour Γ⌈ωω : (.)1 est continue, donc si C est dans Γ⌈ωω , (.)−11 (C)
aussi, et il existe α dans ωω tel que (.)−11 (C) = Uα ; < α, 0ω > est donc un code pour C .
B est dans Γ, donc comme a` la fin de la preuve du lemme pre´ce´dent, ΓB ⊆ Γ. Raisonnons par
l’absurde pour montrer (i) : ΓB ⊂ 6= Γ, donc ΓB ⊆ Γˇ ; B est pot(ΓB), ce qui fournit des topologies σ
et τ telles que B ∈ ΓB⌈(ωω, σ)× (ωω, τ), et on a B ∈ Γˇ⌈(ωω, σ)× (ωω, τ).
L’application identique, de (ωω, σ) dans ωω, est bijective continue, donc d’inverse bore´lienne ;
son inverse est donc continue sur un Gδ dense G de ωω ; sur G, σ et la topologie usuelle coı¨ncident.
G e´tant non de´nombrable contient une copie L de 2ω, et comme Γ 6= Γˇ, on peut trouver D dans
(Γ \ Γˇ)⌈L ; D = E ∩ L, ou` E ∈ Γ⌈ωω . B e´tant universel, soit α dans ωω tel que Bα = E. Tout
comme Bα, E est dans Γˇ⌈(ωω, σ), donc E∩G est dans Γˇ⌈G car sur G, les topologies sont identiques.
Donc D est dans Γˇ⌈L, une contradiction qui montre que Γ = ΓB.
Pour (ii), siA = f−1(B),A est pot(Γ) a` cause du lemme pre´ce´dent. Inversement, siA est pot(Γ),
on trouve σ′ et τ ′ telles que A ∈ Γ⌈(X,σ′) × (Y, τ ′). On trouve alors des ferme´s F et H de ωω , et
des home´omorphismes : ϕ, de (X,σ′) sur F , et ψ, de (Y, τ ′) sur H . (ϕ×ψ)′′A ∈ Γ⌈(F ×H), donc
est la trace sur F ×H de R ∈ Γ⌈ωω × ωω . < ., . > est un home´omorphisme, donc il existe α dans
ωω tel que < ., . >′′ R = Uα, ce qui s’e´crit R(γ, β) ⇔ U(α,< γ, β >) ⇔ B(< α, γ >, β). La
fonction f := g ◦ (ϕ× ψ) ◦ Id re´pond a` la question, si on pose
g :


F ×H → ωω × ωω,
(γ, β) 7→ (< α, γ >, β),
puisque par la proposition 2.2 les fonctions de la forme u× v, avec u et v bore´liennes, sont dans C0.
Second cas. Γ est auto-duale.
On sait qu’alors: ou bien il existe une suite strictement croissante (Γn), cofinale dans Γ, de classes
de Wadge non auto-duales telle que
Γ = {
⋃
n∈ω
An ∩ Un / (Un)∆
0
1-partition, An ∈ Γn},
ou bien Γ est le successeur d’une classe non auto-duale Γ′ telle que
Γ = {(A ∩N) ∪ (B \N) / N ∈∆01, A ∈ Γ
′, B ∈ Γˇ′}.
Dans la premie`re e´ventualite´, comme Γn est non auto-duale, on trouve An dans Γn⌈ωω × ωω tel que
ΓAn = Γn et si Bn est dans Γn⌈ωω×ωω, il existe αn dans ωω tel que Bn(γ, β)⇔ An(< αn, γ >, β)
(ceci par le premier cas).
Soit
ψn :


ωω → N(n),
α 7→ n⌢α,
et B :=
⋃
n∈ω(ψn × Id)
′′An.
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La fonction ψn e´tant un home´omorphisme,
(ψn × Id)
′′An ∈ Γn⌈N(n) × ω
ω ⊆ Γ⌈N(n) × ω
ω
et B ∈∆01-PU(Γ) = Γ, donc ΓB ⊆ Γ.
Si l’inclusion est stricte, il existe n tel que ΓB ⊂ 6= Γn = ΓAn ; or An = (ψn × Id)−1(B), et
ΓAn ⊆ ΓB par le lemme pre´ce´dent, d’ou` contradiction. Donc ΓB = Γ.
Si A est pot(Γ), on trouve σ′, τ ′, F , H , ϕ, ψ, R comme au premier cas. On sait qu’on peut
trouver une ∆01-partition (Un) de ωω ×ωω et Bn dans Γn⌈ωω ×ωω tels que R =
⋃
n∈ω Un ∩Bn. La
fonction f := h ◦ (ϕ× ψ) ◦ Id convient, si on pose
h :


F ×H → ωω × ωω ,
(γ, β) 7→ (ψn(< αn, γ >), β) si (γ, β) ∈ Un,
puisque si C et D sont des bore´liens de ωω, on a
h−1(C ×D) =
⋃
n∈ω
Un ∩ ({α ∈ ω
ω / ψn(< αn, α >) ∈ C} ×D) ∈ pot(Σ01).
Dans la seconde e´ventualite´, on trouveA0 dans Γ′⌈ωω×ωω, etA1 dans Γˇ′⌈ωω×ωω tels que ΓA0 = Γ′,
ΓA1 = Γˇ
′ ; et si C (resp. D) est dans Γ′ (resp. Γˇ′) ⌈ωω × ωω , on trouve α0 (resp. α1) dans ωω tels
que C(γ, β) ⇔ A0(< α0, γ >, β), D(γ, β) ⇔ A1(< α1, γ >, β).
Si ϕ0 est un home´omorphisme de ωω sur ωω \N(0), et si B := (ϕ0 × Id)′′A1 ∪ (ψ0 × Id)′′A0,
B est dans Γ⌈ωω × ωω , donc ΓB ⊆ Γ.
Comme Γ est le successeur de Γ′, si l’inclusion est stricte, on a ΓB ⊆ Γ′ ou ΓB ⊆ Γˇ′. Soit
par exemple ΓB ⊆ Γ′ ; A1 ∈ pot(Γˇ′) = pot(ΓA1), et comme Γ′ est non auto-duale, A1 n’est pas
pot(Γ′) car ΓA1 = Γˇ′. Donc A1 n’est pas pot(ΓB) ; or A1 = (ϕ0 × Id)−1(B), donc ΓA1 ⊆ ΓB , une
contradiction. La dernie`re partie est analogue a` celle de la premie`re e´ventualite´. 
On cherche maintenant a` adapter les re´sultats sur les classes de Wadge. SiC (resp. D) est bore´lien
de X (resp. Y ), on a
〈C〉 ⊆ 〈D〉 ⇔ il existe f continue, de X dans Y , telle que C = f−1(D).
Une question analogue se pose pour les classes de Wadge potentielles : peut-on trouver une classe de
fonctions C telle que si B est bore´lien de Z × T , on ait
ΓA ⊆ ΓB ⇔ il existe f dans C, de X × Y dans Z × T , telle que A = f−1(B).
Comme on va le voir, la re´ponse est ne´gative ; la classe qui semblait le candidat “raisonnable”, C0 a`
cause du lemme pre´ce´dent, ne fonctionne pas, et a` un petit niveau (avec A ∈ Π01 et B ∈ Dˇ2(Σ01)).
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On notera ≤P le pre´-ordre associe´ a` C0 :
A ≤P B ⇔ il existe f dans C0 telle que A = f−1(B).
L’ine´galite´ A ≤P B entraıˆne donc l’inclusion ΓA ⊆ ΓB, par le lemme 3.2. On montre maintenant
un lemme bien plus fort que ne´cessaire pour introduire le contre-exemple e´voque´ ci-dessus, mais qui
permettra de mieux comprendre ce qu’on cherche a` faire dans les paragraphes suivants.
De´finition 3.4 Si X est un espace topologique, on dira que G, Gδ de X, est presque-ouvert si G
est contenu dans l’inte´rieur de son adhe´rence.
Lemme 3.5 Soient (Cn) (resp. (Dn)) des suites de presque-ouverts non vides de X (resp. Y ),
fn : Cn → Dn continues et ouvertes, B :=
⋃
n∈ω\{0}Gr(fn), et A un bore´lien de X × Y contenant
B; si B \ A contient Gr(f0), alors A est non-pot(Π01).
De´monstration. Sinon, soit F (resp. G) un Gδ dense de X (resp. Y ) sur lequel les topologies
(initiales et fournies par le fait que A soit pot(Π01)) coı¨ncident (on montre leur existence comme dans
la preuve du the´ore`me 3.3) ; on a A ∩ (F ×G) ∈ Π01⌈F ×G.
Montrons que Gr(fn) ⊆ Gr(fn) ∩ (F ×G). Soit U (resp. V ) un ouvert de X (resp. Y ) tels que
(U × V )∩Gr(fn) 6= ∅. Alors Dn ∩ V ∩G est un Gδ dense de Dn ∩ V , donc f−1n (V ∩G) est un Gδ
dense de f−1n (V ). Donc F∩f−1n (V ), puis F∩f−1n (V ∩G), sont desGδ denses de f−1n (V ) ; ce dernier
rencontre donc U∩f−1n (V ) en au moins {x} ; on a alors (x, fn(x)) ∈ (U×V )∩(F×G)∩Gr(fn) 6= ∅.
Gr(f0) est non vide, donc par ce qui pre´ce`de on trouve (x, y) dans (F × G) ∩ Gr(f0), et on a
(x, y) ∈ (F ×G) ∩B \A ; il suffit donc de voir que (F ×G) ∩B ⊆ (F ×G) ∩B ∩ (F ×G). On
applique alors le fait que Gr(fn) ⊆ Gr(fn) ∩ (F ×G) pour avoir la contradiction cherche´e. 
Exemple 3.6 Soit D0 := {(α, β) ∈ 2ω × 2ω / ∃ ! p ∈ ω α(p) 6= β(p)}. Alors D0 est non-pot(Π01).
En effet, on applique le lemme pre´ce´dent a` X = Y = Cn = Dn = 2ω, f0(α) = α,
fn(α)(p) = α(p) ⇔ p 6= n− 1
si n > 0, et A = B.
The´ore`me 3.7 Il n’existe pas de classe de fonctions C telle que l’inclusion de ΓA dans ΓB soit
e´quivalente a` l’existence de f dans C telle que A = f−1(B).
De´monstration. Raisonnons par l’absurde ; si B est pot(Σ01) et f dans C, comme ΓB ⊆ Σ01,
Γf−1(B) ⊆ Σ
0
1, donc f−1(B) est pot(Σ01). Donc si C existe, C est une sous-classe de C0.
Comme on l’a vu avant le lemme 3.2, Γ∆(2ω) = Π01, et par 3.6, Dˇ0 est non-pot(Σ01), donc
Π
0
1 ⊆ ΓDˇ0 et Γ∆(2ω) ⊆ ΓDˇ0 . Il sufflt donc de voir que ∆(2
ω) 6≤P Dˇ0 pour avoir la contradiction
cherche´e.
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Raisonnons par l’absurde : il existe f dans C0 telle que ∆(2ω) = f−1(Dˇ0). Alors f ′′(∆(2ω)) est
non de´nombrable, sinon par la remarque 2.1 f ′′(∆(2ω)) serait pot(Σ01), et par suite
∆(2ω) = f−1(f ′′(∆(2ω)))
aussi, ce qui est exclus.
On peut donc trouver une copie P de 2ω dans ∆(2ω) sur laquelle f est injective ; f ′′P est donc
un bore´lien non de´nombrable, et ses coupes sont de´nombrables : si par exemple une de ses coupes
verticales C est non de´nombrable, soit (f ′′P )(α0), {α0} × C est un rectangle bore´lien, donc est
pot(Σ01) ; f−1({α0} × C) est alors aussi pot(Σ01), non de´nombrable car {α0} × C ⊆ f ′′(2ω × 2ω),
et contenu dans ∆(2ω), ce qui est contradictoire.
f ′′P n’est donc pas re´union de´nombrable de rectangles bore´liens dont l’un des coˆte´s soit un
singleton, sinon les coˆte´s seraient de´nombrables comme les coupes, et P aussi. Par le the´ore`me 2.3,
il existe un home´omorphisme ψ de 2ω sur un compact L, et une injection continue g de´finie sur L,
dont le graphe est contenu dans f ′′P .
Alors si B := D0 ∩ (L × g′′L), B est bore´lien a` coupes de´nombrables de L × g′′L, donc est
maigre relativement a` L× g′′L. Donc E := (ψ × (g ◦ ψ))−1(B) est maigre relativement a` 2ω × 2ω ,
et par la proposition 1.6, il existe M home´omorphe a` 2ω tel que si α et β sont distincts dans M , alors
(α, β) n’est pas dans E.
Soit R := ψ′′M × (g ◦ ψ)′′M ; alors R ⊆ Dˇ0, sinon soit (α, β) dans R ∩ D0 ; α = ψ(θ) et
β = g(ψ(ε)), ou` θ, ε sont dans M , et θ 6= ε, sinon (α, β) ∈ Gr(g) ⊆ f ′′P ⊆ Dˇ0. Donc (θ, ε) /∈ E
et (α, β) /∈ B, une contradiction.
De plus, Gr(g⌈ψ′′M) ⊆ R ∩ f ′′P , donc R ∩ f ′′P est non de´nombrable, et f−1(R) est pot(Σ01)
comme R, est contenu dans ∆(2ω), et est non de´nombrable, ce qui est exclus. 
4 Re´sultats de type “Hurewicz”.
Dans [Lo-SR], il est de´montre´ le re´sultat suivant :
The´ore`me 4.1 Si ξ est un ordinal de´nombrable non nul, il existe un compact Pξ de dimension 0 et
un vrai Σ0ξ de Pξ , Aξ , tels que si A est un bore´lien de l’espace polonais X, on ait : A /∈ Π0ξ⌈X si et
seulement s’il existe f : Pξ → X injective continue telle que Aξ = f−1(A).
En fait Pξ = 2ω , sauf si ξ = 1, auquel cas P1 est constitue´ d’une suite convergente infinie et de
sa limite. Ceci implique, avec B = f ′′Pξ , que A n’est pas Π0ξ si et seulement s’il existe un ferme´ B
de X tel que A ∩B soit un vrai Σ0ξ de B. L’ensemble Aξ est dit “test d’Hurewicz”.
Dans la suite, on cherchera a` e´tablir un analogue a` ces re´sultats dans le cas ou` ξ = 1. On y
parviendra partiellement.
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Dans cet esprit, voici la
De´finition 4.2 Si Γ est une classe, on dira que P1(Γ) est ve´rifie´e si, pour tout A dans Γ, A n’est pas
pot(Π01) si et seulement s’il existe B ∈ pot(Π01) et C ∈ pot(Σ01) tels que B∩C = B∩A /∈ pot(Π01).
En apparence, cette proprie´te´ n’explique pas ce que signifie “A est non-pot(Π01)”. Mais elle
rame`ne le proble`me au cas ou`A est pot(D2(Σ01)), et on va voir que sous l’hypothe`se “A est pot(Fσ)”,
on sait caracte´riser quand A est non-pot(Π01). Mais il nous faut la
De´finition 4.3 SiX et Y sont des espaces topologiques, une partie A deX×Y sera dite localement
a` projections ouvertes (ou l.p.o.) si pour tout ouvert U de X × Y , les projections de A ∩ U sont
ouvertes.
Les ensembles l.p.o. se rencontrent par exemple dans la situation suivante : A est Σ 11 dans
un produit de deux espaces polonais re´cursivement pre´sente´s. Si on munit ces deux espaces de leur
topologie de Gandy-Harrington (celle engendre´e par les Σ 11 ),A devient l.p.o. dans le nouveau produit.
C’est essentiellement dans cette situation qu’on utilisera cette notion.
Lemme 4.4 Soient X et Y des espaces polonais, F et G des Gδ denses de X et Y , et A un Gδ l.p.o.
non vide de X × Y ; alors A ∩ (F ×G) est non vide.
De´monstration. Soient (Un) et (Vn) des suites d’ouverts denses, deX et Y , telles que F =
⋂
n∈ω Un,
G =
⋂
n∈ω Vn, et (Fn) une suite de ferme´s de X × Y telle que A =
⋂
n∈ω Fˇn. On construit par
re´currence sur n des suites d’ouverts non vides (On) et (Tn) de X et Y ve´rifiant
(i) δ(On), δ(Tn) < 2
−n
(ii) On × Tn ⊆ (Un × Vn) \ Fn
(iii) A ∩ (On × Tn) 6= ∅
(iv) On+1 ⊆ On, Tn+1 ⊆ Tn
Admettons avoir construit ces objets ; (On) et (Tn) sont des suites de´croissantes de ferme´s non vides
dont les diame`tres tendent vers 0, donc leurs intersections sont {x} et {y} ; mais
(x, y) ∈ On × Tn ⊆ Fˇn ∩ (Un × Vn),
donc (x, y) ∈ A ∩ (F ×G) 6= ∅.
Admettons avoir construit (Op)p<n et (Tp)p<n ve´rifiant les conditions demande´es ; alors par (iii),
Π′′X(A ∩ (On−1 × Tn−1)) est un ouvert non vide de X, donc rencontre Un : l’ensemble
A ∩ [(On−1 ∩ Un)× Tn−1]
est non vide, donc sa projection sur Y est un ouvert non vide de Y , donc rencontre Vn. L’ensemble
A∩ [(On−1 ∩Un)× (Tn−1∩Vn)] est non vide, donc contient (xn, yn) ; il reste a` choisir deux ouverts
On et Tn de diame`tre au plus 2−n ve´rifiant la double inclusion suivante :
(xn, yn) ∈ On × Tn ⊆ On × Tn ⊆ [(On−1 ∩ Un)× (Tn−1 ∩ Vn)] \ Fn.
Ceci termine la de´monstration. 
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On remarquera que ce re´sultat est faux si on ne suppose pas que A est un Gδ . De´signons par
P∞ l’ensemble des suites de 0 et de 1 comportant une infinite´ de termes e´gaux a` 1. Si maintenant
A de´signe (2ω × 2ω) \ (P∞ × P∞), A est un Kσ qui ve´rifie les autres conditions du lemme et ne
rencontre pas P∞ × P∞ !
The´ore`me 4.5 (a) Soit A un pot(Fσ) d’un produit d’espaces polonais X × Y ; alors A est non-
pot(Π01) si et seulement s’il existe des espaces polonais Z et T de dimension 0, une suite (Fn) de
ferme´s de Z × T , f : Z → X et g : T → Y injectives continues tels que si C := ⋃n∈ω Fn, on ait
(i) C \ C 6= ∅
(ii) C = (f × g)−1(A)
(iii) C \ C et Fn sont l.p.o.
(b) Soit A un pot(Σ02) ∩ pot(Π02) d’un produit d’espaces polonais X × Y ; alors A est non-pot(Π01)
si et seulement s’il existe des espaces polonais Z et T de dimension 0, C ∈∆02⌈Z × T , f : Z → X
et g : T → Y injectives continues tels que
(i) C \ C 6= ∅
(ii) C = (f × g)−1(A)
(iii) C \ C et C sont l.p.o.
De´monstration. (a) Raisonnons par l’absurde : si A est pot(Π01), C aussi et on trouve des Gδ denses
F et G de Z et T tels que C ∩ (F ×G) ∈Π01⌈F ×G.
On applique le lemme pre´ce´dent a` Z , T , F , G, et C \C , et on a : [(F ×G)∩C ] \C 6= ∅. Il suffit
alors de voir que [(F × G) ∩ C] \ C = [(F × G) ∩ C ∩ (F ×G)] \ C pour avoir la contradiction
cherche´e ; et il suffit de voir que Fn ⊆ Fn ∩ (F ×G).
Si U et V sont des ouverts de Z et T tels que Fn ∩ (U × V ) soit non vide, on applique le lemme
pre´ce´dent a` U , V , F ∩ U,G ∩ V , et Fn ∩ (U × V ) pour voir que Fn ∩ [(F ∩ U)× (G ∩ V )] est lui
aussi non vide.
Inversement, on peut supposer que X et Y sont des ferme´s de ωω, et pour simplifier l’e´criture
qu’ils sont ∆11, ainsi que la suite (Gn) de ferme´s pour ∆2 dont A est la re´union (on applique la
remarque 1.5.(b)).
Comme ∆ ⊆ Σ , par une double application du the´ore`me de se´paration on voit que AΣ
2
= A
∆
2
;
par suite, puisque ∆ est polonaise, AΣ
2
\ A est un Σ 11 non vide, ainsi que (A
Σ2
\ A) ∩ Ωωω×ωω ; et
puisque Ωωω×ωω ⊆ Ω2ωω , (A
Σ
2
\ A) ∩ Ω2ωω est lui aussi non vide ; posons
Z := (X ∩Ωωω ,Σ⌈X ∩Ωωω),
T := (Y ∩Ωωω ,Σ⌈Y ∩Ωωω), Fn := Gn∩(Z×T ), et prenons pour f et g les applications identiques.
Alors (AΣ
2
\A)∩Ω2ωω = A ∩ (Z × T )
Σ2
∩(Z×T )\(A∩(Z×T )), donc ces objets conviennent.
En effet, C \C et Fn sont Σ 11 et un ouvert de Z ×T est re´union de rectangles Σ 11 (les projections des
traces de ces rectangles seront donc Σ 11 ).
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(b) Si A est non-pot(Π01), on raisonne comme dans (a), a` ceci pre`s qu’on pose C := A ∩ (Z × T ).
La re´ciproque est analogue a` celle de (a), a` ceci pre`s que pour montrer l’e´galite´ entre
[(F ×G) ∩ C] \ C
et [(F ×G) ∩C ∩ (F ×G)] \C , il suffit de voir que C ⊆ C ∩ (F ×G) ; si U et V sont des ouverts
de Z et T tels que C ∩ (U × V ) soit non vide, on applique le lemme 4.4 a` U , V , F ∩ U , G ∩ V , et
C ∩ (U × V ). 
On introduit maintenant une proprie´te´, qui est du type Hurewicz au sens de l’introduction ; a`
ceci pre`s que pour comparer la complexite´, on n’a pas de re´duction sur tout l’espace de de´part, mais
seulement sur un ferme´.
De´finition 4.6 Si Γ est une classe, on dira que P2(Γ) est ve´rifie´e si pour tout A dans Γ⌈X × Y ,
A est non-pot(Π01) si et seulement s’il existe des espaces polonais Z et T de dimension 0, D dans
D2(Σ
0
1)⌈Z × T , f : Z → X et g : T → Y injectives continues tels que
(i) D \D 6= ∅
(ii) D ∩ (f × g)−1(A) = D
(iii) D et D \D sont l.p.o.
Proposition 4.7 P1(Γ) e´quivaut a` P2(Γ).
De´monstration. Supposons P1(Γ) ; si A ∈ Γ \ pot(Π01), soient B et C fournis par P1(Γ), σ et τ
rendant B ferme´. Alors comme dans la preuve du the´ore`me 4.5.(b) on trouve Z , T , et D comme
indique´ et des injections continues F , de Z dans (X,σ), et G, de T dans (Y, τ), tels que l’on ait
l’e´galite´ D = (F × G)−1(A) ∩ (F × G)−1(B) (ceci parce que B ∩ C est pot(D2(Σ01))). D’ou`
D ∩ (F ×G)−1(A) = D, et il ne reste qu’a` revenir aux topologies initiales pour obtenir f et g.
Inversement, si A ∈ pot(Π01), D aussi, ce qui est exclus, comme dans la preuve du the´ore`me
4.5.(b).
Supposons maintenant P2(Γ) ; pot(Π01) e´tant stable par intersection finie, A est non-pot(Π01) si
B et C existent.
Inversement, si A est non-pot(Π01), soient Z , T , D, f , et g fournis par P2(Γ) ; D = U ∩D, ou` U
est ouvert de Z×T , donc B := (f × g)′′D et C := (f × g)′′U re´pondent au proble`me, par injectivite´
de f et g : on a B ∩A = (f × g)′′D = C ∩B. 
Cette proposition permet de comprendre pourquoi, indirectement, la proprie´te´ P1 permet de mieux
connaıˆtre les bore´liens non potentiellement ferme´s. On e´tablit maintenant cette proprie´te´ pour cer-
taines familles de bore´liens.
Proposition 4.8 La proprie´te´ P1 est ve´rifie´e par chacune des classes suivantes :
(i) Les ensembles potentiellement Σ02 et potentiellement Π02.
(ii) Les bore´liens a` coupes verticales co-de´nombrables.
(iii) Les relations d’e´quivalence bore´liennes.
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Avant de de´montrer cette proposition, on donne la de´finition suivante :
De´finition 4.9 Si Γ est une classe, on dira que P3(Γ) est ve´rifie´e si pour tout A dans Γ, A n’est
pas pot(Σ01) si et seulement s’il existe B ∈ pot(Π01) tel que A ∩ B ∈ pot(Π01), et tel que pour tout
C ∈ pot(Σ01) on ait A ∩B 6= C ∩B.
Il est clair, en raison des formules B \ A = B \ (A ∩ B) et B ∩ A = B \ (B \ A) que P1(Γ)
e´quivaut a` P3(Γ) si Γ est auto-duale ; mais cette dernie`re est plus maniable quand il est question de
re´unions de´nombrables.
De´monstration. On a de´montre´ le “si” dans le cas ge´ne´ral ; on montre donc la re´ciproque dans chacun
des trois cas.
(i) On montre la chose plus pre´cise suivante : si Γ est un contre-exemple minimal (pour l’ordre de
Wadge) a` P3(pot(Γ)), Γ est non auto-duale et est de niveau au moins deux.
Si Γ est auto-duale, traitons le premier cas de l’alternative e´voque´e dans la preuve du the´ore`me
3.3 (l’autre cas e´tant plus simple) : on trouve une partition (Un) de X × Y en pot(∆01) et An dans
pot(Γn), ou` Γn ⊂ 6= Γ, avec A ∩ Un = An ∩ Un ; A =
⋃
n∈ω An ∩ Un, donc il existe n tel que
An ∩ Un ne soit pas pot(Σ01). Puisque An ∩ Un est pot(Γn), par minimalite´ de Γ, il existe donc B′
dans pot(Π01) tel que An∩Un∩B′ soit pot(Π01) et pour tout C dans pot(Σ01),An∩Un∩B′ 6= B′∩C .
Il reste a` poser B := B′ ∩ Un.
Si Γ est non auto-duale et de niveau au plus un, Γ est de niveau un car Γ contient les ferme´s,
donc est de la forme SDη(∆,Γ∗) :A = E ∪F , ou` E =
⋃
ξ<η,n∈ω Aξ,n ∩ Vξ,n ∩
c(
⋃
θ<ξ,p∈ω Vθ,p) et
F = A∗ ∩
c(
⋃
ξ<η,n∈ω Vξ,n), Aξ,n e´tant pot(∆), (Vξ,n)n∈ω e´tant une suite de pot(Σ01) deux a` deux
disjoints, et A∗ e´tant pot(Γ∗), ou` Γˇ∗ 6= Γ∗ ⊆ ∆.
Premier cas. E est non-pot(Σ01).
Soient (Vξ,n,p)p∈ω une partition de Vξ,n en ensembles pot(∆01),
V ξn,p := Vξ,n,p ∩ [
⋃
θ<ξ,q∈ω Aθ,q ∩ Vθ,q ∩
c(
⋃
ρ<θ,r∈ω Vρ,r)], et
Dξn,p := [Aξ,n ∩ Vξ,n,p ∩
c(
⋃
θ<ξ,q∈ω Vθ,q)] ∪ V
ξ
n,p.
Alors E =
⋃
ξ<η;n,p∈ωD
ξ
n,p, donc on trouve ξ minimal tel qu’il existe n et p tels que Dξn,p ne soit
pas pot(Σ01). Comme V
ξ
n,p = Vξ,n,p ∩
⋃
θ<ξ;q,r∈ωD
θ
q,r, V
ξ
n,p est pot(Σ01) par la minimalite´ de ξ ; or
∆ =
{
Γ0 ∪ Γˇ0,⋃
n∈ω Γn,
ou` (Γn) est une suite strictement croissante de classes de Wadge de niveau 6= 1, donc sauf si
(1) “Γ0 = {∅} et ∆ = Γ0 ∪ Γˇ0”,
il existe Γ′ ⊂ 6= Γ telle que Dξn,p soit pot(Γ′).
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Mais si on a (1), Dξn,p = G∪V ξn,p, ou` G := Dξn,p \V ξn,p est pot(Π01) ; alors si on pose B′ := Vˇ ξn,p,
B′ est pot(Π01), D
ξ
n,p ∩B′ = G aussi, et si C est pot(Σ01) et C ∩B′ = B′ ∩D
ξ
n,p,
Dξn,p = (C ∩B
′) ∪ V ξn,p = C ∪ V
ξ
n,p
est pot(Σ01) ; par conse´quent B′ ve´rifie les conclusions de la proprie´te´ P3 avec A := D
ξ
n,p.
Dans l’autre cas, par minimalite´ de Γ, on trouve aussi un B′ ve´rifiant ces conclusions. Il reste a`
poser B := B′ ∩ Vξ,n,p, puisque A ∩B = B′ ∩Dξn,p.
Second cas. E est pot(Σ01).
Dans ce cas F est non-pot(Σ01), et sauf si on a (1), on trouve Γ′ ⊂ 6= Γ de niveau au moins deux
telle que F soit pot(Γ′), donc telle que A soit pot(Γ′), et l’hypothe`se de minimalite´ s’applique. Si on
a (1), F est pot(Π01), ce qu’on a traite´ au premier cas.
Si maintenant A est pot(Σ02) ∩ pot(Π02), il existe un ordinal de´nombrable η > 1 tel que Aˇ soit
pot(Dη(Σ01)), par le the´ore`me de Hausdorff. Comme Γ est de niveau au moins deux,
Dη(Σ
0
1) ⊂ 6= ∆
0
2 ⊆ Γ.
Par ce qui pre´ce`de, il existe B dans pot(Π01) tel que B \A soit pot(Π01) et pour tout H dans pot(Σ01),
B \ A 6= B ∩H . Alors C := A ∪ Bˇ re´pond a` la question.
(ii) Soit A un bore´lien a` coupes verticales co-de´nombrables ; on montre plus que la proprie´te´ P1 :
(2) Il existe des copies P et Q de 2ω, et un home´omorphisme φ de P dans Q tels que
Gr(φ) = (P ×Q) \ A.
Comme dans la de´monstration du the´ore`me 2.3, Aˇ =
⋃
n∈ω Gr(fn), ou` les fonctions fn sont bore´lien-
nes et de´finies sur des bore´liens Bn et on trouve un home´omorphisme φ0 de 2ω sur R ⊆ B0, avec
f0⌈R injective continue. Posons
E(α, β) ⇔ il existe n > 0 tel que φ0(α) ∈ Bn et f0(φ0(β)) = fn(φ0(α)).
Alors E est bore´lien a` coupes verticales de´nombrables de 2ω × 2ω , donc est maigre relativement a`
2ω × 2ω et par la proposition 1.6 il existe dans 2ω une copie L de 2ω telle que si α et β sont distincts
dans L, (α, β) n’est pas dans E.
Si α et β sont distincts dans φ′′0L, alors pour tout n > 0, β /∈ Bn ou f0(α) 6= fn(β). Il reste a`
poser P := φ′′0L, Q := (f0 ◦ φ0)′′L, φ := f0⌈P .
L’ensemble (P ×Q) \Gr(φ) est non-pot(Π01), sinon Gr(φ) serait pot(Σ01) ainsi que
∆(2ω) = (Id × φ)−1(Gr(φ)).
Les ensembles B := P ×Q et C := Gˇr(φ) re´pondent donc au proble`me.
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(iii) Par le the´ore`me de Harrington, Kechris, et Louveau (cf [HKL]), on trouve une injection continue
f de 2ω dans X telle que E0 = (f × f)−1(A) (E0 e´tant l’ensemble des suites infinies de 0 et de 1
e´gales a` partir d’un certain rang).
Il suffit donc de regarder le cas ou` A = E0. Posons, si α ∈ 2ω , g0(α)(p) = 1 − α(p), et
gn(α)(p) = α(p) ⇔ p > (n − 1) si n > 0 ; la suite (gn) est une suite d’home´omorphismes, et
converge simplement vers g. Posons e´galement B :=
⋃
n∈ωGr(gn), C := Gˇr(g0) ; par ce qui
pre´ce`de B est bore´lien a` coupes compactes, donc est pot(Π01) ; C est ouvert, et on a la double e´galite´
B ∩ A = C ∩B =
⋃
n∈ω\{0}Gr(gn). Ce dernier ensemble est non-pot(Π01), a` cause du lemme 3.5
applique´ a` X = Y = Cn = Dn = 2ω , (gn), et A = B. 
On donne maintenant un re´sultat qui est une condition suffisante pour obtenir la conclusion du (2)
de la preuve pre´ce´dente, mais sans borne sur la classe de Wadge potentielle de A (par la remarque
1.5.(a), un bore´lien a` coupes verticales co-de´nombrables est pot(Π02)).
Ce re´sultat se rattache aussi au the´ore`me 2.3, qui implique que si A est non-pot(Σ01), A contient
un graphe de fonction injective continue de´finie sur une copie de 2ω (la re´ciproque e´tant fausse :
prendre A = 2ω × 2ω ! ). Cependant, la re´ciproque est vraie si la trace de A sur un rectangle parfait
est un tel graphe, comme on l’a vu dans la preuve du (ii) de la proposition 4.8.
The´ore`me 4.10 Soient X et Y des espaces polonais et A un bore´lien a` coupes horizontales maigres
de X × Y tel que Π′′XA soit non maigre ; alors il existe une copie P (resp. Q) de 2ω dans X (resp.
Y ), et un home´omorphisme φ de P sur Q tels que Gr(φ) = (P ×Q) ∩A.
Rappelons un lemme de´montre´ dans dans [Ke] :
Lemme 4.11 SiX et Y sont des espaces polonais et A est bore´lien a` coupes horizontales maigres de
X×Y , A est contenu dans une re´union de´nombrable de bore´liens a` coupes ferme´es rares de X×Y .
Lemme 4.12 Soient G et Y des espaces polonais, f une fonction continue “meager-to-one” de G
dans Y , O un ouvert a` coupes horizontales denses de G× Y , ε > 0, et pour i = 0, 1, Mi (resp. Ni)
des ouverts non vides de G (resp. Y ) tels que Mi ⊆ f−1(Ni). Alors il existe des ouverts non vides
M ′i (de G) et N ′i (de Y ) tels que
(1) M ′i ×N
′
i ⊆Mi ×Ni
(2) δ(M ′i ×N
′
i) < ε
(3) N ′0 ∩N
′
1 = ∅
(4) M ′i ×N
′
1−i ⊆ O
(5) M ′i ⊆ f
−1(N ′i)
De´monstration. f est “meager-to-one”, donc on peut trouver yi dans f ′′Mi, y0 6= y1, et des ouverts
Oi de Y avec yi ∈ Oi ⊆ Oi ⊆ Ni et O0 ∩O1 = ∅.
Posons R0 := (M0 ∩ f−1(O0)) × Π′′Y [(M1 × O1) ∩ Gr(f)] ; remarquons que R0 est non vide.
En effet, si x0 est un ante´ce´dent de y0 dans M0, (x0, y1) est dans R0. On trouve alors (x, y) dans
R0 ∩ O : en effet, R0 \ O est ferme´ de R0 a` coupes rares relativement a` M0 ∩ f−1(O0) (qui est
ouvert de G), donc est ferme´ rare de R0. Soient L1 et N ′1 des ouverts de diame`tre au plus ε tels que
(x, y) ∈ L1 ×N
′
1 ⊆ L1 ×N
′
1 ⊆ [(M0 ∩ f
−1(O0))×O1] ∩O.
17
Alors posons R1 := (M1 ∩ f−1(N ′1))×Π′′Y [(L1×O0)∩Gr(f)] ; la` encore, R1 est non vide : en
effet, si x1 est un ante´ce´dent de y dans M1, (x1, f(x)) est dans R1. On trouve (x′, y′) dans R1 ∩ O,
comme avant, et aussi des ouverts M ′1, N ′0, de diame`tre au plus ε, tels que l’on ait
(x′, y′) ∈M ′1 ×N
′
0 ⊆M
′
1 ×N
′
0 ⊆ [(M1 ∩ f
−1(N ′1))×O0] ∩O.
Il reste a` poser M ′0 := L1 ∩ f−1(N ′0). 
De´monstration du the´ore`me 4.10. Soit N un ouvert non vide de X sur lequel l’analytique Π′′XA est
co-maigre. On peut alors appliquer le lemme 4.11 a` N , Y , et A ∩ (N × Y ), ce qui fournit une suite
croissante (Fn) de bore´liens a` coupes ferme´es rares de N ×Y , dont la re´union contient A∩ (N ×Y ).
Par le rappel 1.1.(b) on trouve une topologie polonaise τ sur Y affinant la topologie initiale de sorte
que Fn soit ferme´ de N × (Y, τ).
Par le the´ore`me de Jankov-von Neumann, on trouve une fonction f Baire-mesurable uniformisant
A ∩ (N × Y ) sur N ∩ Π′′XA ; soit alors G un Gδ dense de N , contenu dans N ∩Π′′XA, sur lequel f
est continue (G existe car N ∩Π′′XA est co-maigre dans N ).
On construit des ouverts non vides (Vs)s∈2<ω de G et (Ws)s∈2<ω de (Y, τ) ve´rifiant, si
Us := Vs ×Ws,
(i) Us⌢i ⊆ Us
(ii) δ(Us) < |s|
−1 si s 6= ∅
(iii)Ws⌢0 ∩Ws⌢1 = ∅
(iv) ∀ s 6= t ∈ 2n+1 Vs ×Wt ⊆ Fˇn
(v) Vs ⊆ f
−1(Ws)
Si on a construit ces objets, posons
{(xα, yα)} :=
⋂
n∈ω
Uα⌈n =
⋂
n∈ω
Uα⌈n.
Alors {(xα, yα) / α ∈ 2ω} est une copie de 2ω qui le graphe d’une injection partielle φ (ceci re´sulte
de (iii) et (v), qui assure la disjonction de Vs⌢0 et Vs⌢1 si s est dans 2<ω). Les projections de ce
graphe de´finissent les copies P et Q de 2ω annonce´es. Par (v), φ est la restriction de f a` P , qui
est contenu dans G, donc φ est un home´omorphisme de P sur Q. L’inclusion du graphe de φ dans
(P × Q) ∩ A est alors claire. Inversement, si (xα, yβ) est dans (P × Q) \ Gr(φ), α 6= β donc par
(iv) on trouve n > 0 tel que α⌈n 6= β⌈n ; par conse´quent (xα, yβ) n’est pas dans Fm si n ≤ m + 1
et (xα, yβ) n’est pas dans A.
Montrons donc que la construction est possible. On pose V∅ := G et W∅ := Y . Admettons avoir
construit Us pour s dans 2≤n ve´rifiant les conditions (i)-(v).
On va appliquer plusieurs fois le lemme 4.12, a` f et a` des ouverts de G et (Y, τ), ce qui est licite
puisque f est “meager-to-one” sur N , donc sur G qui est co-maigre dans N .
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On commence a` appliquer ce lemme 4.12 a` ε = (n+ 1)−1, O = (G× Y ) \ Fn, M0 =M1 = Vs
et N0 = N1 = Ws, de sorte qu’on a assure´ (i)-(iii) et (v), ainsi que (iv) pour les couples de la forme
(s⌢i, s⌢(1− i)), avec s dans 2n et i dans 2 (on obtient ainsi V˜s⌢0, V˜s⌢1, W˜s⌢0, W˜s⌢1). Si jamais,
pour u et v distincts dans 2n+1, (V˜u × W˜v) ∩ Fn est non vide, on diminue a` l’aide du lemme 4.12
applique´ a` M0 = V˜u, M1 = V˜v, N0 = W˜u, N1 = W˜v, V˜u et W˜v de manie`re a` e´viter Fn tout en
conservant (v). On re´alise ainsi (iv) au bout d’un nombre fini de changements e´ventuels (majore´ par
(2n+1)2). 
Par le (i) de la proposition 4.8, on a P1(pot(Σ02)∩pot(Π02)), donc on a fortiori P1(pot(Dˇ2(Σ01))).
On va donner une nouvelle preuve de ceci mais sous une forme beaucoup plus forte, du type du
the´ore`me rappele´ au de´but du paragraphe.
Comme il re´sulte de la preuve du (ii) de la proposition 4.8, si D est a` coupes de´nombrables et est
non-pot(Σ01), on trouve des injections continues φ et ψ telles que ∆(2ω) = (φ × ψ)−1(D), donc en
particulier ∆(2ω) ≤P A. Mais dans la preuve du the´ore`me 3.7, on a vu que ∆(2ω) 6≤P Dˇ0, et par 3.6,
Dˇ0 est non-pot(Σ01) ; mais pour montrer que ∆(2ω) 6≤P Dˇ0, on a utilise´ le fait que Dˇ0 est a` coupes
co-de´nombrables. Or il se trouve que les pot(Π01) non-pot(Σ01) a` coupes co-de´nombrables n’existent
pas : sinon soit τ une topologie sur Y rendant les coupes d’un tel A ferme´es ; Π′′Y (Aˇ) serait ouvert
de (Y, τ) et on aurait Π′′Y (Aˇ) =
⋃
x∈X Aˇ(x) =
⋃
n∈ω Aˇ(xn) car Π
′′
Y (Aˇ) est un espace de Lindelo¨f ;
comme Aˇ(xn) est de´nombrable, Π′′Y (Aˇ) le serait aussi et par la remarque 2.1, A serait pot(∆01). On
peut donc se demander si on n’a pas la` une caracte´risation des “vrais” pot(Π01), a` savoir : si B est
pot(Π01), B est non-pot(Σ01) si et seulement si ∆(2ω) ≤P B. On va voir que c’est bien le cas. On
note L0 := {(α, β) ∈ 2ω × 2ω / α ≤lex β}.
The´ore`me 4.13 Si A est pot(D2(Σ01)) dans un produit de deux espaces polonais, les conditions
suivantes sont e´quivalentes :
(i) A est non-pot(Σ01).
(ii) Il existe des fonctions injectives continues φ, de 2ω dans X, et ψ, de 2ω dans Y , telles que
∆(2ω) = (φ× ψ)−1(A) ou L0 = (φ× ψ)
−1(A).
De´monstration. Montrons que (ii) implique (i). On a vu au chapitre 2 que ∆(2ω) est non-pot(Σ01),
donc si ∆(2ω) = (φ × ψ)−1(A), A est non-pot(Σ01). Il suffit donc de voir que L0 est non-pot(Σ01),
et il suffit de montrer que ∆(2ω) ≤P L0. Posons donc :
f(α, β) =
{
(α, β) si α ≥ β,
(β, α) sinon.
Alors ∆(2ω) = f−1(L0), et f est dans C0 :
f(α, β) ∈ C ×D ⇔ (α ≥ β et α ∈ C et β ∈ D) ou (α < β et α ∈ D et β ∈ C)
⇔ (α ∈ C ∩D et β ∈ C ∩D) ou (α > β et α ∈ C et β ∈ D) ou
(α < β et α ∈ D et β ∈ C)
Montrons maintenant que (i) implique (ii) : A est pot(D2(Σ01)), donc par la proposition 2.2 on a
A = (
⋃
n∈ω Cn ×Dn) \ V , avec Cn, Dn bore´liens, V dans pot(Σ01), et la re´union disjointe.
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En effet, on peut supposer cette re´union des rectangles disjointe : si E = ⋃n∈ω An × Bn, et si
I ⊆ n, posons : Cn,I := An ∩
⋂
i∈I [Ai \ (
⋃
j∈(n\I)Aj)], Dn,I := Bn \ (
⋃
i∈I Bi). Alors on ve´rifie
facilement que E =
⋃
n,I⊆nCn,I ×Dn,I , cette re´union e´tant disjointe.
On trouve alors n tel que (Cn ×Dn) \ V ne soit pas pot(Σ01) ; or (Cn ×Dn) \ V est pot(Π01),
donc si on admet le re´sultat pour A dans pot(Π01), on a le the´ore`me, par disjonction de la re´union (en
effet, φ (resp. ψ) est a` valeurs dans Cn (resp. Dn)).
Quitte a` affiner les topologies, on peut supposer que A est ferme´, puisque la continuite´ de φ et ψ
avec des topologies plus fines entrainera la continuite´ avec les topologies initiales.
On construit par re´currence sur |s|, ou` s ∈ 2<ω , des ouverts-ferme´s non vides Vs ⊆ X, Ws ⊆ Y
tels que si Us := Vs ×Ws,
(i) Us⌢i ⊆ Us
(ii) δ(Us) < |s|
−1 si s 6= ∅
(iii) Vs⌢0 ∩ Vs⌢1 =Ws⌢0 ∩Ws⌢1 = ∅
(iv) Us ∩A /∈ pot(Σ01)
(v) Vs⌢0 ×Ws⌢1 ⊆ Aˇ
Posons U∅ := X × Y , et admettons avoir construit (Us)s∈2≤n ve´rifiant (i)-(v). Recouvrons Vs et Ws
par des ouverts-ferme´s de diame`tre au plus (|s|+ 1)−1, soient (Vn) et (Wp). On a
A ∩ Us =
⋃
n,p∈ω
A ∩ (Vn ×Wp),
donc l’un des A×(Vn×Wp) est non-pot(Σ01). Posons V := Vn,W :=Wp ; on a U := V ×W ⊆ Us,
A ∩ U /∈ pot(Σ01), et δ(U) < (|s|+ 1)−1.
Posons C := ∪ {B / B ∈ Σ01⌈U et A ∩ B ∈ pot(Σ01)}, A′ := (A ∩ U) \ C . Comme C est de
Lindelo¨f, A ∩ C est pot(Σ01).
Montrons qu’il existe (x, x′, y, y′) dans V 2×W 2 tels que (x, y) et (x′, y′) soient dans A′ et (x′, y)
ne soit pas dans A. Si tel n’est pas le cas, Π′′XA′ × Π′′YA′ ⊆ U ∩ A, donc comme V , W , et A sont
ferme´s, ΠX”A′ ×ΠY ”A′ ⊆ U ∩A, d’ou` l’e´galite´
A ∩ U = [Π′′XA
′ ×Π′′YA
′] ∪ [A ∩ ((V \Π′′XA
′)×W )] ∪ [A ∩ (V × (W \ Π′′YA
′))].
Le premier terme du membre de droite est un rectangle bore´lien, donc est pot(Σ01) ; le deuxie`me est
contenu dans C , et vaut A∩C ∩ [(V \Π′′XA′)×W ], donc est pot(Σ01), ainsi que le troisie`me. Donc
A ∩ U est pot(Σ01), ce qui est exclus.
Comme U \ A est ouvert, soient Z , T des ouverts tels que (x′, y) ∈ Z × T ⊆ U \ A ; on peut
poser Vs⌢0 := Z , Vs⌢1 := V \ Z , Ws⌢0 :=W \ T , Ws⌢1 := T .
Ve´rifions (iv) : (x′, y′) est dans Us⌢0 ∩ A = (Z ×W ) ∩ A, donc Us⌢0 ∩ A n’est pas pot(Σ01).
De meˆme pour Us⌢1 ∩A, avec (x, y).
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Soit Φ, de 2ω dans X × Y , de´finie par : {Φ(α)} =
⋂
n∈ω Uα⌈n ; alors Φ′′2ω = Gr(f), ou` f est
une injection continue de´finie sur la copie Π′′XGr(f) de 2ω. De plus Gr(f) ⊆ A car par (iv), il existe
(γαn , β
α
n ) dans Uα⌈n ∩ A, et la suite ((γαn , βαn ))n∈ω converge vers Φ(α), donc Φ(α) est dans A qui
est ferme´. Enfin, si α <lex β, ((ΠX ◦ Φ)(α), (ΠY ◦ Φ)(β)) n’est pas dans A, par (v). Posons donc
E := ((ΠX ◦Φ)× (ΠY ◦ Φ))
−1(A) ; on a
(a) ∆(2ω) ⊆ E
(b) α <lex β ⇒ (α, β) /∈ E
Montrons que 2ω contient une copie Z de 2ω telle queE∩Z2 = {(α, β) ∈ 2ω×2ω/(β, α) ∈ L0}∩Z2
ou ∆(2ω) ∩ Z2.
Premier cas. Pour toute suite de 2<ω , N2s \ E n’est pas antisyme´trique.
On construit alors par re´currence sur |s| une suite (Vs) de ∆01(2ω) non vides ve´rifiant
(1) Vs⌢i ⊆ Vs
(2) δ(Vs) < |s|
−1 si s 6= ∅
(3) (Vs⌢0 × Vs⌢1) ∪ (Vs⌢1 × Vs⌢0) ⊆ Eˇ
Ceci ne pose aucun proble`me puisqueE est ferme´ dans 2ω×2ω et que V 2s \E n’est pas antisyme´trique.
La formule {g(α)} :=
⋂
n∈ω Vα⌈n de´finit une injection continue g, qui est un home´omorphisme de
2ω sur son image Z , qui par (a) ve´rifie E ∩ Z2 = ∆(2ω) ∩ Z2.
Second cas. Il existe s dans 2<ω telle que N2s \ E soit antisyme´trique.
Alors par (a) et (b), Z := Ns ve´rifie E ∩ Z2 = {(α, β) ∈ 2ω × 2ω/(β, α) ∈ L0} ∩ Z2.
Soit alors f un home´omorphisme de´croissant de 2ω sur Z ; les fonctions compose´es
φ := ΠX ◦ Φ ◦ f
et ψ := ΠY ◦Φ ◦ f re´pondent au proble`me. 
Corollaire 4.14 (a) Sous les hypothe`ses du the´ore`me 4.13, on a
A /∈ pot(Σ01)⇔ ∆(2
ω) ≤P A.
(b) On ne peut pas trouver A0 tel que si A est bore´lien d’un produit de deux espaces polonais, on ait
A /∈ pot(Σ01)⇔ A0 ≤P A.
(c) Soit A un bore´lien d’un produit de deux espaces polonais. Alors A ∈ pot(∆01) si et seulement si
A <P ∆(2
ω).
De´monstration. (a) Si A est non-pot(Σ01), par le the´ore`me 4.13, ∆(2ω) ≤P A ou L0 ≤P A, et on a
vu dans la preuve que ∆(2ω) ≤P L0, donc ∆(2ω) ≤p A. La re´ciproque re´sulte du chapitre 2.
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(b) Avec A := ∆(2ω), on voit que si A0 existait, A0 serait pot(Π01). Avec A := A0, on voit que
A0 serait pot(Π01) non-pot(Σ01). Par (a), on aurait donc ∆(2ω) ≤p A0. Avec A := Dˇ0, on aurait
A0 ≤P Dˇ0, donc ∆(2ω) ≤P Dˇ0, ce qui est exclus par la preuve du the´ore`me 3.7.
(c) Si A est pot(∆01), et si
f(x, y) :=
{
(0ω , 0ω) si (x, y) ∈ A,
(0ω , 1ω) sinon,
f est dans C0 et re´duit A a` ∆(2ω) ; ∆(2ω) 6≤P A car ∆(2ω) n’est pas pot(Σ01).
Re´ciproquement, A ≤P ∆(2ω), donc A est pot(Π01) ; si A e´tait non-pot(Σ01), par (a) on aurait
∆(2ω) ≤P A, ce qui est exclus. 
Le contre-exemple Dˇ0 prouve que l’hypothe`se “A ∈ pot(D2(Σ01))” du the´ore`me 4.13 et du
corollaire 4.14.(a) est optimale du point de vue classe de Wadge.
On ne peut pas se ramener a` un seul exemple typique dans le the´ore`me 4.13, avec des re´ductions
rectangulaires : si
C ≤R D ⇔ il existe f, g bore´liennes telles que C = (f × g)−1(D),
alors ∆(2ω) ⊥R L0, comme on le ve´rifie imme´diatement.
5 Uniformisation partielle des Gδ.
On va montrer dans ce paragraphe des the´ore`mes d’uniformisation partielle des Gδ , dont le but
est d’essayer de trouver une re´ciproque au lemme 3.5. Ces the´ore`mes sont a` rapprocher d’une part
de re´sultats dans [GM] et [Ma], ou` au lieu de conside´rer la cate´gorie, il est question d’ensembles de
mesure 1 sur chacun des facteurs ; et d’autre part de re´sultats de G. Debs et J. Saint Raymond, ou` il est
question de fonctions totales et injectives, avec des hypothe`ses de compacite´ sur chacun des facteurs
(cf [D-SR]).
Lemme 5.1 Soient X ′ un ouvert-ferme´ non vide de ωω , Y un espace polonais, Y ′ un ouvert non vide
de Y , ε > 0, et O un ouvert dense de X ′ × Y ′ dont la projection est X ′ ; il existe des suites (Uk)
(d’ouverts-ferme´s non vides de ωω) et (Vk) (d’ouverts non vides de Y ) telles que
(1)
⋃
k∈ω Uk (resp.
⋃
k∈ω Vk) est dense dans X ′ (resp. Y ′)
(2) Uk × Vk ⊆ O
(3) δ(Uk), δ(Vk) < ε
(4) Up ∩ Uq = ∅ si p 6= q
De´monstration. Soit (Wm) une partition de X ′ en ouverts-ferme´s, avec δ(Wm) < ε et Wm 6= ∅
(c’est possible car X ′ est home´omorphe a` ωω). Soit (Tm) une base de la topologie de Y ′. Par densite´
de O, on trouve (xm, ym) dans (Wm × Tm) ∩O, et un ouvert-ferme´ Xm de X ′, un ouvert Ym de Y ′
tels que δ(Ym) < ε, et (xm, ym) ∈ Xm × Ym ⊆ (Wm × Tm) ∩O. Si
⋃
m∈ωXm est dense dans X ′,
on a construit, en prenant Uk := Xk et Vk := Yk, les ouverts cherche´s ; en effet, ils ve´rifient bien les
conditions (1)-(4).
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Sinon, si x est dans X ′ \
⋃
m∈ωXm, on trouve un ouvert-ferme´ Zx de X ′, yx dans O(x), et un
ouvert Rx de Y tels que l’on ait δ(Zx), δ(Rx) < ε, et e´galement l’inclusion
(x, yx) ∈ Zx ×Rx ⊆ O ∩ [(X
′ \
⋃
m∈ω
Xm)× Y
′].
On a X ′ \
⋃
m∈ωXm = ∪Zx =
⋃
n∈ω Zxn =
⋃
n∈ω[Zxn \ (
⋃
p<n Zxp)], puisque X ′ \
⋃
m∈ωXm est
un espace de Lindelo¨f. Posons Z˜n := Zxn \ (
⋃
p<n Zxp) ; s’il y a une infinite´ de Z˜n non vides, on
note (Zn) la suite forme´e de ces ouverts-ferme´s (on trouve donc nk tel que Zk = Z˜nk ).
Sinon, on partitionne un Z˜n0 non vide en une suite d’ouverts-ferme´s non vides de X ′, et on note
(Zn) la suite forme´e des Z˜n non vides (pour n 6= n0) et de la partition de Z˜n0 ; on a encore Zk ⊆ Z˜nk ,
avec e´ventuellement nk = nk′.
Il reste a` poser : Rk = Rxnk , puis U2k := Xk, U2k+1 := Zk, V2k := Yk, V2k+1 := Rk. 
The´ore`me 5.2 Soient X, Y des espaces polonais non vides, X e´tant parfait, A un Gδ dense de
X × Y . Alors il existe des Gδ denses F (dans X) et G (dans Y ) et une surjection continue ouverte f
de F sur G dont le graphe est contenu dans A (avec de plus F home´omorphe a` ωω).
De´monstration. On peut supposer A a` coupes verticales co-maigres : Aˇ est maigre, donc a ses
coupes verticales maigres, sauf sur un ensemble maigre (the´ore`me de Kuratowski-Ulam). A a donc
ses coupes verticales co-maigres sur un Gδ dense H de X, qui comme X est polonais parfait.
On peut supposer e´galement que X = ωω (de sorte que si F est Gδ dense deX, F est home´omor-
phe a` ωω) : en effet, on proce`de comme dans la preuve du corollaire 1.7.
Soit (On) une suite d’ouverts denses de X × Y telle que A =
⋂
n∈ω On, φ0 de ω dans {∅} et, si
n > 0, φn une bijection de ω sur ωn. On construit une suite (Us)s∈ω<ω d’ouverts-ferme´s non vides
de X, et une suite (Vs)s∈ω<ω d’ouverts non vides de Y ve´rifiant
(i)
⋃
n∈ω Us⌢n (resp.
⋃
n∈ω Vs⌢n) est dense dans Us (resp. Vs)
(ii) Us × Vs ⊆ 0(|s|−1) si s 6= ∅
(iii) δ(Us), δ(Vs) < |s|
−1 si s 6= ∅
(iv) Us⌢n ∩ Us⌢m = ∅ si n 6= m
(v) (
⋃
k∈ω Vφn(k)) ∩
⋃
m+p<n[Vφm(p) \ (
⋃
l∈ω Vφm(p)⌢l)] = ∅
On pose U∅ := ωω, V∅ := Y ; admettons avoir construit (Us)|s|≤n et (Vs)|s|≤n, (Uφn(p)⌢k)p<m,k∈ω,
(Vφn(p)⌢k)p<m,k∈ω ve´rifiant (i)-(v).
On construit, si ce n’est de´ja` fait, (Uφn(m)⌢k)k∈ω, (Vφn(m)⌢k)k∈ω en appliquant le lemme pre´ce´dent
a` ε := (n+ 1)−1, X ′ := Uφn(m),
Y ′ := Vφn(m) \
⋃
q+p<n
[Vφq(p) \ (
⋃
l∈ω
Vφq(p)⌢l)],
O := On ∩ (X ′×Y ′) ; les conditions demande´es sont ve´rifie´es, la densite´ ne posant pas de proble`me
car l’adhe´rence ci-dessus est rare.
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Posons F :=
⋂
n∈ω(
⋃
s∈ωn Us), G :=
⋂
n∈ω(
⋃
s∈ωn Vs); F et G sont clairement des Gδ denses
de X et Y .
Si x est dans F , on trouve pour tout n une unique suite sn de ωn telle que x ∈ Usn et aussi
sn ≺ sn+1 ; alors (Vsn) de´finit f(x) dans G, et f est clairement continue car f ′′(F ∩ Us) ⊆ G ∩ Vs.
Montrons l’inclusion inverse, ce qui ache`vera la preuve.
Soit donc y dans G ∩ Vs, et p tel que s = φ|s|(p) ; alors il existe un entier α(|s|) tel que y soit
dans Vs⌢α(|s|), sinon y /∈ G car par (v), on aurait alors y /∈
⋃
k∈ω Vφ|s|+p+1(k) ; on construit comme
ceci par re´currence α dans Ns tel que {y} =
⋂
n∈ω Vα⌈n ; mais alors (Uα⌈n) de´finit x dans F ∩Us tel
que f(x) = y. 
On ne peut pas supprimer comple`tement une des hypothe`ses, ni espe´rer mieux avec ces hy-
pothe`ses, dans le sens suivant :
- Si on ne suppose pas X parfait, prendre X = ω et Y = 2ω .
- Si on ne suppose pas que A est Gδ , prendre X = Y = 2ω et A = (2ω × 2ω) \ (P∞ × P∞).
- Si on ne suppose pas A dense, prendre X = Y = 2ω et A = {(0ω, 0ω)}.
- On ne peut pas avoir f totale ou surjective sur Y : prendre X = Y = 2ω et A = P 2∞.
- Enfin, on ne peut pas avoir f injective : prendre X = 2ω et Y = ω.
Lemme 5.3 Soient ε > 0, U et V des ouverts non vides de ωω , et O un ouvert dense de U × V ; on
trouve alors des suites (Zn) et (Tn) d’ouverts-ferme´s non vides de ωω ve´rifiant
(i) δ(Zn), δ(Tn) < ε
(ii) Zn × Tn ⊆ O
(iii) Zn ∩ Zm = Tn ∩ Tm = ∅ si n 6= m
(iv)
⋃
n∈ω Zn est dense dans U
De´monstration. Soient (Un) une base de la topologie de U , et (Vn) une partition de V en ouverts-
ferme´s non vides de diame`tre au plus ε. Alors O ∩ (Un × Vn) est non vide, donc contient (xn, yn) et
on trouve des suites (Xn) et (Yn) d’ouverts-ferme´s de ωω, avec δ(Xn) < ε et
(xn, yn) ∈ Xn × Yn ⊆ O ∩ (Un × Vn).
Re´duisons la suite (Xn), ce qui fournit (Wn). S’il y a une infinite´ de Wn non vides, c’est termine´.
Sinon on partitionne un Wn0 non vide et le Yn0 correspondant en une suite infinie d’ouverts-ferme´s
non vides. 
The´ore`me 5.4 Sous les hypothe`ses du the´ore`me 5.2, si de plus Y est parfait, on peut avoir pour f
un home´omorphisme.
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De´monstration. Comme dans la preuve du the´ore`me 5.2, on peut supposer que X, Y = ωω .
Soit (On) une suite d’ouverts denses de ωω × ωω telle que A =
⋂
n∈ω On. On construit alors des
suites d’ouverts-ferme´s non vides de ωω, (Zs)s∈ω<ω et (Ts)s∈ω<ω ve´rifiant
(1) δ(Zs), δ(Ts) < |s|
−1 si s 6= ∅
(2) Zs × Ts ⊆ O|s|−1 si s 6= ∅
(3)
⋃
n∈ω Zs⌢n (resp.
⋃
n∈ω Ts⌢n) est dense dans Zs (resp. Ts)
(4) Zs⌢n ∩ Zs⌢m = Ts⌢n ∩ Ts⌢m = ∅ si n 6= m
On pose pour commencer Z∅ = T∅ = ωω. Admettons avoir construit (Zs)|s|≤n et (Ts)|s|≤n ve´rifiant
(1)-(4).
On applique le lemme 5.3 a` ε := (n + 1)−1, U := Zs, V := Ts, O := On ∩ (U × V ). Deux
cas se pre´sentent : si T :=
⋃
m∈ω Tm est dense dans Ts, c’est termine´ : on pose Zs⌢m := Zm et
Ts⌢m := Tm.
Sinon, on applique le lemme 5.3 a` O := {(x, y) / (y, x) ∈ On ∩ (Zs × (Ts \ T ))}, U := Ts \ T ,
V := Zs, ε := (n+ 1)
−1
, ce qui fournit (Z ′m) et (T ′m) ve´rifiant
(i) δ(Z ′m), δ(T
′
m) < (n+ 1)
−1
(ii) Z ′m × T
′
m ⊆ On ∩ (Zs × (Ts \ T ))
(iii)
⋃
m∈ω T
′
m est dense dans Ts \ T
(iv) Z ′p ∩ Z
′
m = T
′
p ∩ T
′
m = ∅ si p 6= m
Posons, si j ∈ ω, nj := min {m ∈ ω / Z ′j ∩ Zm 6= ∅} ; si m ∈ ω, Im := {j ∈ ω / nj = m} ; et
Lm :=
⋃
j∈Im
Z ′j ∩ Zm. Quatre cas se pre´sentent.
Premier cas. Im = ∅.
On pose Zm0 := Zm, Tm0 := Tm, Zmj = Tmj := ∅ si j ≥ 1.
Deuxie`me cas. Im 6= ∅ et Zm = Lm.
Soit jm := min Im. On partitionne Z ′jm ∩Zm en 2 ouverts-ferme´s non vides Z˜0 et Z˜1, et on pose
Zm0 := Z˜0, T
m
0 := Tm,
Zm1 := Z˜1, T
m
1 := T
′
jm
,
Zmj+1 := Zm ∩ Z
′
j , T
m
j+1 := T
′
j si j > jm et j ∈ Im,
Zmj = T
m
j := ∅ si j > 1 et (j − 1 = jm ou j − 1 /∈ Im).
Troisie`me cas. Im 6= ∅ est fini et Lm ⊂ 6= Zm.
On pose
Zm0 := Zm \ Lm, T
m
0 := Tm,
Zmj+1 := Zm ∩ Z
′
j , T
m
j+1 := T
′
j si j ∈ Im,
Zmj = T
m
j := ∅ si j > 1 et j − 1 /∈ Im.
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Quatrie`me cas. Im est infini et Lm ⊂ 6= Zm.
Soient ψ une bijection de ω sur Im, et (Z˜m), (T˜m) des partitions en ouverts-ferme´s non vides de
Zm \ Lm et Tm. On pose : Zm2k := Z˜2k, Tm2k := T˜k, Zm2k+1 := Zm ∩ Z ′ψ(k), T
m
2k+1 := T
′
ψ(k).
On renume´rote, de fac¸on a` ce que {Zs⌢p / p ∈ ω} = {Zij / i, j ∈ ω et Zij 6= ∅} ; on pose
Ts⌢p := Z
i
j si Zs⌢p = Zij et (Zs⌢p), (Ts⌢p) re´pondent au proble`me, comme on le ve´rifie facilement.
Il est maintenant clair que l’ensemble
⋂
n∈ω(
⋃
s∈ωn(Zs×Ts)) est le graphe d’un home´omorphis-
me de F :=
⋂
n∈ω(
⋃
s∈ωn Zs) sur G :=
⋂
n∈ω(
⋃
s∈ωn Ts). 
Pour pouvoir appliquer ces re´sultats aux classes de Wadge potentielles, il faut traiter le cas ou` le
Gδ est rare.
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