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We consider a two-component pancake-shaped, i.e., effectively two-dimensional (2D), Bose-Einstein con-
densate (BEC) coupled by the spin-orbit (SO) and Rabi terms. The SO coupling adopted here is of the mixed
Rashba-Dresselhaus type. For this configuration, we derive a system of two 2D nonpolynomial Schrödinger
equations (NPSEs), for both attractive and repulsive interatomic interactions. In the low- and high-density lim-
its, the system amounts to previously known models, namely, the usual 2D Gross-Pitaevskii equation, or the
Schrödinger equation with the nonlinearity of power 7/3. We present simple approximate localized solutions,
obtained by treating the SO and Rabi terms as perturbations. Localized solutions of the full NPSE system
are obtained in a numerical form. Remarkably, in the case of the attractive nonlinearity acting in free space
(i.e., without any 2D trapping potential), we find parameter regions where the SO and Rabi couplings make 2D
fundamental solitons dynamically stable.
PACS numbers: 03.75.Ss, 03.75.Hh, 64.75.+g
I. INTRODUCTION
The Bose-Einstein condensates (BECs) have become an
important ground for the study of macroscopic quantum phe-
nomena. The first experimental realizations in 1995 were im-
plemented using rubidium [1], sodium [2], and lithium [3]
atoms, which motivated a great deal of work [4] on topics
such as the Anderson localization of matter waves [5, 6], pro-
duction of bright [7–10] and dark solitons [11], dark-bright
complexes [12], vortices [13] and vortex-antivortex dipoles
[14–17], persistent flows in the toroidal geometry [18, 19],
skyrmions [20], emulation of gauge fields [21] and spin-orbit
(SO) coupling [22], quantum Newton’s cradles [23], etc.
The recent realization of the artificial SO coupling in a
neutral atomic BEC [22] was an incentive for many more
works, dealing, in particular, with vortex structures in rotating
SO-coupled BECs [24–27] and trapped 2D atomic BEC with
spin-independent interactions in the presence of the isotropic
SO coupling [28, 29], which shows that, for weak interac-
tions, two types of half-vortex solutions with different wind-
ing numbers occur. Further, in the weakly interacting regime
realized for the two-component Bose gas in a 2D harmonic-
oscillator (HO) trap, subject to isotropic SO coupling of the
Rashba type, it was found that the condensate’s ground state
has a half-quantum angular momentum vortex configuration
with spatial rotational symmetry and skyrmion-type spin tex-
ture [30]. The introduction of order by disorder in Rashba-
SO-coupled BECs was demonstrated in Ref. [31]. In Ref.
[32], an experimental scheme was proposed for the creation
of the SO coupling in spin-3 Cr atoms, using the Raman illu-
mination, and the ground-state properties of that model were
studied. In Ref. [33], the ground-state properties of a weakly
trapped spin-1 BEC with the SO coupling were studied by
means of numerical and analytical methods in an external Zee-
man field. The existence of complex, antiferromagnetically
ordered (striped), ground states in the 1D SO-coupled sys-
tem with the repulsive interactions and external HO trap was
demonstrated in Ref. [34].
Bright solitons in the BEC with the SO coupling were in-
troduced in Refs. [35–38] and [39, 40], in the 1D and 2D
geometries, respectively. In particular, in Ref. [38] localized
modes in dense repulsive and attractive BECs with the spin-
orbit and Rabi couplings were investigated; Ref. [37] reported
a diversity of stable gap solitons in the SO-coupled BEC sub-
ject to the action of a spatially periodic Zeeman field; em-
ploying a multiscale-expansion method, bright-solitons fam-
ilies and three different dark soliton families were found, re-
spectively in Refs. [36] and [41] (the dark solitons could be
supported by either a constant or a spatially modulated back-
ground density). As concerns 2D bright solitons, an unex-
pected results was reported in Ref. [39]: two different fami-
lies of vortex solitons, namely semi-vortices (with topological
charges m = 0 and ±1 in the two components) and mixed
modes (which combine m = 0 and ±1 in each component)
are stable in the 2D binary BEC with the Rashba coupling in
the free space, without the support of any trapping potential,
while it commonly believed that all 2D free-space solitons are
unstable in the presence of the cubic attractive nonlinearity
due to the occurrence of the critical collapse in the same set-
ting [42]. Various families of 2D localized solutions, includ-
ing multipole and half-vortex solitons featuring various sym-
metries with respect to the parity and time reversal in a lattice
created by the Zeeman field were reported in Ref. [40] for the
mixed Rashba-Dresselhaus SO coupling.
The stability of plane waves in the the two-dimensional
SO-coupled BEC was studied analytically in Refs. [43, 44].
Vortex-lattice solutions to the coupled Gross-Pitaevskii (GP)
equations with the SO coupling and optical-lattice potential
were reported in Ref. [45]. Vortex dynamics in the SO-
coupled BEC was studied in Ref. [46], while Ref. [47]
2addresses the existence of the vortex-antivortex-pair lattices
in the BEC with the Rashba SO coupling. Recently, Ref.
[48] reported, by means if numerical and variational meth-
ods, the localization of a noninteracting and weakly interact-
ing SO-coupled BEC in a quasiperiodic bichromatic optical-
lattice potential, confirming the existence of stationary local-
ized states in the presence of the SO and Rabi couplings for
equal numbers of atoms in the two components. In Ref. [49],
transitions of ground states, induced by the zero-momentum
coupling in the Rashba-SO-coupled BEC with pseudospin 1/2
were investigated in the presence of the confining HO poten-
tial. Fragmentation of SO-coupled spinor BEC was studied
in Ref. [50], and Anderson localization of cold atomic gases
with the effective spin-orbit interaction in a quasiperiodic op-
tical lattice was theoretically investigated in Ref. [51].
Most works dealing with patterns produced by the SO cou-
pling used GP equations with the cubic nonlinearity. How-
ever, it is known that a sufficiently strong transverse confine-
ment leads to effective nonlinearity which is different from cu-
bic, thus given rise to nonpolynomial Schrödinger equations
(NPSEs) [52, 53]. In particular, in Ref. [38] a system of cou-
pled 1D NPSEs was derived from the full 3D two-component
GP equations including the SO and Rabi couplings. In the
case of the attractive nonlinearity, this effective 1D system
features essential reduction of the collapse threshold, under
the action of the SO and Rabi couplings, suggesting an ex-
pansion of the range of physical parameters where experi-
ments may reveal new self-trapped modes. The variety of
the above-mentioned theoretical results obtained for the SO-
coupled BEC in the effectively 2D geometry suggests the rele-
vance of deriving an effective 2D NPSE system, starting from
the full set of 3D GP equations with the SO and Rabi cou-
plings, and taking into regard the strong confinement in the
direction perpendicular to the 2D “pancake”. The derivation
of such a system, and analysis of localized solutions (solitons)
predicted by it, is the subject of the present work.
The paper is organized as follows. The derivation of the 2D
NPSEs system is presented in Sec. II. along with simple ana-
lytical approximations for localized modes produced by these
equations, and the low- and high-density limit cases. Numeri-
cal results for the localized states, obtained in the system with
the self-attractive and self-repulsive interactions are reported
in Sec. III. The paper is concluded by Sec. IV.
II. NONPOLYNOMIAL SCHRÖDINGER EQUATIONS
FOR THE SPIN-ORBIT-COUPLED CONDENSATE
The single-particle Hamiltonian with the SO-coupling term
(of the mixed Rashba-Dresselhaus type), which can be imple-
mented in BEC, is
hˆSP =
[
pˆ
2
2m
+ U(r)
]
+
~Ω
2
σx − kL
m
pˆxσz , (1)
where pˆ = −i~(∂x, ∂y, ∂z) is the momentum operator, U(r)
is a trapping potential, kL is the recoil wavenumber induced
by the interaction with the laser beams, Ω is the frequency of
the Raman coupling, which is responsible for the linear mix-
ing between the two states, and σx,y,z are the Pauli matrices.
A. Derivation of the model
The dilute SO- and Rabi-coupled binary BEC, confined
in the z direction by a tight HO potential with trapping fre-
quency ωz , and in the (x, y) plane by a generic loose potential
V (x, y), is governed by the system of 3D GPEs for macro-
scopic wave functions Ψk(x, y, z, t) of the two atomic states
(k = 1, 2):
i∂tΨk =
[
−1
2
∇2 + V (x, y) + 1
2
z2 + (−1)k−1iγ∂x
+
√
2pigk|Ψk|2 +
√
2pig12|Ψ3−k|2
]
Ψk + ΓΨ3−k, (2)
where the lengths, time, and energy are measured in units
of az =
√
~/(mωz), ω
−1
z , and ~ωz , respectively. Here
gk ≡
√
2pi(2ak/az), g12 ≡
√
2pi(2a12/az) are strengths
of the intra- and inter-species interactions, where ak and
a12 are the respective scattering lengths, while γ = kLaz
and Γ = Ω/(2ωz) are dimensionless strengths of the
spin-orbit and Rabi couplings, respectively. The time-
dependent number of atoms in the k-th state is Nk(t) =∫ ∫ ∫
dxdydz|Ψk(x, y, z, t)|2, the constant total number of
atoms being N = N1(t) +N2(t).
In most cases, a reasonable assumption is that strengths of
the nonlinear interactions between different atomic states are
equal, g1 = g2 = g12 ≡ g [54]. Under this condition, we
aim to construct stationary states with chemical potential µ,
by setting
Ψk(x, y, z, t) = ψk(x, y, z) e
−iµt (3)
in Eq. (2). The resulting equations for stationary fields
ψ1,2(x, y, z) are compatible with the restriction
ψ∗1(x, y, z) = ψ2(x, y, z), (4)
which leads to the single stationary equation:
µΦ =
[
−1
2
∇2 + V (x, y) + 1
2
z2
+ iγ∂x +
√
2pig|Φ|2
]
Φ+ ΓΦ∗, (5)
where we set Φ(x, y, z) ≡
√
2/Nψ1(x, y, z) =√
2/Nψ∗2(x, y, z), so that
∫ ∫ ∫
dxdydz|Φ(x, y, z)|2 = 1.
To simplify the stationary 3D problem, we adopt the usual
factorized ansatz for the wave functions which are strongly
confined in the direction of z, and weakly confined in the
plane of (x, y):
Ψk(x, y, z, t) =
exp
[−(1/2)η2k(x, y, t)z2]
pi1/4
√
ηk(x, y, t)
Fk(x, y, t), (6)
3where ηk(x, y, t) and Fk(x, y, t) are the axial width and pla-
nar wave function, respectively, the latter normalized by con-
ditions ∫ ∫
dxdy|Fk(x, y)|2 = 1. (7)
Inserting ansatz (6) into the energy functional which pro-
duces Eq. (5), performing the integration in the transverse
plane, and neglecting, as usual, derivatives of ηk(x, y), we
derive the corresponding effective energy functional, which
reduces 3D equations (2) to a system of two effectively 2D
equations:
i(Fk)t =
[
−1
2
(∂2x + ∂
2
y) + V (x, y) + (−1)k−1iγ∂x
+
1
4
(
1
η2k
+ η2k
)
+
g
ηk
|Fk|2
]
Fk + ΓF3−k, (8)
η4k = 1 + g|Fk|2ηk. (9)
Further, stationary 2D solutions may be looked for as
Fk(x, y, t) = e
−iµtfk(x, y) (10)
f1(x, y) = f
∗
2 (x, y) ≡ f(x, y), η1(x, y) = η2(x, y) ≡ η(x, y)
(11)
[cf. Eqs. (3), (4)], with complex function f(x, y) and real one
η(x, y) obeying the following equations:
µf =
[
−1
2
(∂2x + ∂
2
y) + V (x, y) + iγ∂x
+
1
4
(
1
η2
+ η2
)
+
g
η
|f |2
]
f + Γf , (12)
η4 = 1 + g|f |2η. (13)
The energy (Hamiltonian) of the 2D system is (in the most
general case, without assuming relation f1 = f∗2 and η1 = η2)
H =
∫ ∫
dxdyH, with density
H =
2∑
k=1
{
1
2
|∇fk|2 + V (x, y)|fk|2
+(−1)k−1 i
2
γ [f∗k (fk)x − fk (f∗k )x]
+
1
4
(
1
η2k
+ η2k
)
|fk|2 + g
2ηk
|fk|4 + Γfkf∗3−k
}
. (14)
In the case when restrictions f1 = f∗2 and η1 = η2 are im-
posed, Hamiltonian (14) simplifies to
H = |∇f |2 + 2V (x, y)|f |2 + iγ [f∗ (f)x − f (f∗)x]
+
1
2
(
1
η2
+ η2
)
|f |2 + g
η
|f |4 + Γ [f2 + (f∗)2] .(15)
Exact solutions to Eq. (13) may be given by the Cardano
formula,
η = ±1
2
√
A2 − 12
3A
+
1
2
√
−A
2 − 12
3A
± 2g|f |2
(
A2 − 12
3A
)−1/2
, (16)
where the upper and lower signs correspond, respectively, to
g > 0 and g < 0, and
A ≡ (3/2)1/3
(
9g2|f |4 +
√
3
√
256 + 27g4|f |8
)1/3
. (17)
Inserting Eq. (16) into Eq. (12) one gets a 2D NPSE,
which is a generalization of that introduced earlier for the
study of solitons and solitary vortices in “pancake”-shaped
Bose-Einstein condensates [52, 55].
B. Simple analytical approximations
Following the consideration of the 1D counterpart of this
system in Ref. [38], a simple analytical approximation can be
obtained from Eq. (12) for large Γ:
f(x, y;µ) ≈
[
1 +
iγ
Γ
∂x
]
f0(x, y;µ
′), µ′ ≡ µ− Γ, (18)
where f0(x, y) is a real solution obtained from Eqs. (12) and
(13) with Γ = γ = 0 and µ replaced by µ′. Thus, at large
Γ the solution acquires a small imaginary part given by Eq.
(18).
The term∼ γ can be eliminated from Eq. (12) by means of
substitution [38]
f(x, y;µ) = eiγxf˜(x, y; µ˜), µ˜ ≡ µ− γ2/4, (19)
which transforms Eqs. (12) and (13) into the following form:
µ˜f˜ =
[
−1
2
(∂2x + ∂
2
y) + V (x, y)
+
1
4
(
1
η˜2
+ η˜2
)
+
g
η˜
|f˜ |2
]
f˜ + Γe−2iγxf˜ , (20)
η˜4 = 1 + g|f˜ |2η˜. (21)
Thus, in the absence of the Rabi term (Γ = 0), the SO cou-
pling drops from Eq. (20). Again following the lines of Ref.
[38], an approximate solution to Eq. (20) can be constructed
for the limit of large γ:
f˜(x, y;µ) ≈
[
1− Γ
γ2
e−2iγx
]
f˜0(x, y; µ˜), (22)
where f˜0(x, y; µ˜) stands for the usual real solution to Eqs.
(20) and (21) with µ˜ taken as per Eq. (19).
4C. Low- and high-density limits
In the low-density limit, |g||f |2 ≪ 1, Eq. (13) yields a
simple solution,
ηlow ≃ 1 + g|f |2/4. (23)
The substitution of this approximation in Eq. (12) reduces
it to the NPSE with the cubic-quintic nonlinearity, in which
the quintic term always corresponds to the effective self-
attraction:(
µ− 1
2
)
f =
[
−1
2
(∂2x + ∂
2
y) + V (x, y) + iγ∂x
+ g|f |2 − 3
16
g2|f |4
]
f + Γf∗. (24)
In the high-density limit, |g||f |2 ≫ 1, asymptotic expres-
sions for the axial width which follow from Eq. (13) are dif-
ferent in the cases of repulsion (g > 0) and attraction (g < 0),
η
(rep)
high ≃ (g|f |2)1/3, η(attr)high ≃ −(g|f |2)−1. (25)
The substitution of these approximations in Eq. (12) leads to
two different 2D NPSEs: in the case of repulsion, it is
µf =
[
−1
2
(∂2x + ∂
2
y) + V (x, y) + iγ∂x
+
5
4
g2/3|f |4/3
]
f + Γf∗, (26)
and in the case of attraction, the effective equation is the NPSE
with the quintic term only:
µf =
[
−1
2
(∂2x + ∂
2
y) + V (x, y) + iγ∂x
− 3
4
g2|f |4
]
f + Γf . (27)
Figure 1 shows the behavior of the axial width η as a func-
tion of g|f |2 for the different cases presented above. The ex-
act solution for η (given by Eq. (16)) is displayed by the solid
(black) line. The solution for the low-density limit [Eqs. (23)]
is presented by the dashed (green) line, while circles (yellow)
and boxes (red) represents the high-density repulsive and at-
tractive limits, respectively, see Eq. (25).
III. NUMERICAL RESULTS
We start by present the numerical results for the effective
2D stationary equation (12). To this end, we have employed a
split-step algorithm that uses the imaginary-time propagation
(ITP) to generate the ground-state solution of the system. The
ITP method includes the restoration the original norm (7) of
the solution at the end of each step of marching forward in
imaginary time. To this end, Eq. (12) was replaced by
iFt = (Hd +Hnd)F + ΓF
∗, (28)
η
0
1
2
3
g|f|2
-20 -10 0 10 20
Figure 1: (Color online) The axial width η of the pancake-shaped
condensate versus g|f |2. The solid (black) curve displays the behav-
ior of η given by the Eq. (16); by the dashed (green) line we show
the low-density limit [Eq. (23)]; the high-density limit for the repul-
sive and attractive cases [Eq. (25)] are shown by circles (yellow) and
boxes (red), respectively.
where
Hd ≡ −1
2
(
∂2x + ∂
2
y
)
+ iγ∂x, (29)
Hnd ≡ V (x, y) +G(|F |2), (30)
and F ≡ F1 = F ∗2 [cf. Eqs. (10) and (11)], the subscripts
d and nd referring to the derivative and non-derivative terms,
respectively, and G(|F |2) is the nonlinear term of the equa-
tion that we aim to solve. For the implementation of the ITP
method, we change t → −it in Eq. (28). Then, we take ad-
vantage of the Baker-Campbell-Hausdorff formula, and omit
terms∼∆t2 to formally integrate Eq. (28) term by term. The
derivative operator (29) was handled by means of the Crank-
Nicholson algorithm, and the Runge-Kutta algorithm was
used in the last term of Eq. (28). We employed the spatial and
temporal steps ∆x = ∆y = 0.1 and ∆t = 0.01, respectively.
The input was chosen as ψ(x, y, 0) = pi−1/4 exp
(−x2/2),
and the output was picked up when the convergence of the en-
ergy attained the level of 10−8 (or after 104 iterations, in the
case of unstable solutions).
The stability of the solutions obtained by the ITP method
was checked by subsequent real-time simulations (RTS) of
Eq. (8) for the evolution of perturbed stationary profiles, to
which we have added random perturbations at the 5% ampli-
tude level. A detailed discussion of these numerical methods
is given in Ref. [56].
A. Repulsive interatomic interactions
Here, we consider the BEC with the repulsive nonlinearity
(g > 0), trapped in HO potential
V (x, y) =
λ2
2
(x2 + y2), (31)
with λ ≡ ω⊥/ωx ≪ 1 representing the anisotropy of the HO
confinement.
First, we set g = 1, to address the low-density case,
g|f |2 ≪ 1. In Fig. 2 we display the numerical results for
5Figure 2: (Color online) Density profile |f |2 produced by Eq. (12)
for (a) γ = 1 and Γ = 0; (b) γ = 1 and Γ = 1; (c) γ = 2 and
Γ = 1; (d) γ = 2 and Γ = −1; (e) γ = 3 and Γ = 5; (f) γ = 3
and Γ = −5; we use g = 1 (max [g|f |2] ≃ 0.1) and λ = 1/3 in all
cases.
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(c)
Figure 3: (Color online) Density profile |f |2 produced by Eq. (12)
for (a) Γ = 1 and (b) Γ = −1. (c) Cross-section profiles in x-
direction, |f(x, 0)|2, corresponding to cases (a) (the solid black line)
and (b) (the dashed gray line). (c) In both cases we have used g = 20
(max [g|f |2] ≃ 1), λ = 1/3, and γ = 3.
different values of the SO and Rabi constants, γ and Γ. As
shown in Fig. 2(a), for Γ = 0 the ground state does not fea-
ture an oscillation pattern, while Fig. 2(b) displays the influ-
ence of positive Γ on the solution. Note that in Figs. 2(c) and
2(e), for Γ < γ and Γ > γ, respectively, the results show the
emergence of spatial oscillations in the solution, with an am-
plitude approximately proportional to Γ/γ2 or γ/Γ, cf. Eqs.
(22) and (18), respectively. We stress the importance of sign
of Γ, which determines a peak or a hole at the center of the
solution, as can be seen in Figs. 2(d) and 2(f), demonstrating
the inverted sign with respect to that in Figs. 2(c) and 2(e), re-
spectively. This result is also emphasized in the high-density
limit, as shown in Fig. 3 for Γ = 1 and Γ = −1 [Figs. 3(a)
and 3(b), respectively], setting g = 20, λ = 1/3, and γ = 3
in both cases. Also, in Fig. 3(c) we present, for the sake of
comparison, two cross-section profiles drawn through y = 0.
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Figure 4: (Color online) (a) The squared width, 〈x2〉, and (b) the
energy of the solitons versus the Rabi coupling, Γ. The boundary of
the gray region corresponds to the respective value for γ = 0, while
γ = 1 is represented by the red solid line, γ = 2 – by the green long-
dashed-line, and γ = 3 – by the dashed-line blue line. The other
parameters are g = 1 and λ = 1/3.
In Fig. 4(a) we display the average squared width,
〈
x2
〉
=
∫ +∞
−∞
∫ +∞
−∞
x2|f |2dxdy, (32)
versus Γ for different values of γ, with f obtained numerically
from Eq. (12). Here, as well as in Fig. 2, the influence of the
sign of Γ on the form of the solution is evident. At Γ > 0 the
splitting in the solution profile is such that the squared width
is larger than its value at γ = 0. The corresponding energies
versus Γ are shown in Fig. 4(b).
B. Attractive interatomic interactions
In this subsection we deal with the attractive nonlinear-
ity (g < 0), with the corresponding sign changes in Eq.
(16). First, we aim to investigate effects of the SO and Rabi
couplings on bright solitons by solving Eqs. (8) and (12)
with g < 0, in the absence of the axial trapping potential
[V (x, y) = 0], following the similar analysis reported in Ref.
[39] for the usual cubic nonlinearity.
For γ = 0 and/or Γ = 0, with V (x, y) = 0 in Eqs. (8)
and (12), all solutions are unstable, as should be expected for
2D free-space solitons in the case of the self-attraction. How-
ever, it was found in Ref. [39] that two-component BEC with
the SO Rashba coupling and cubic attractive interactions gives
rise to stable solitons of two types: semi-vortices (with a vor-
tex in one component and a fundamental soliton in the other),
or mixed modes (with topological charges 0 and ±1 mixed in
both components). Here, we report numerical observation of a
stable composite bright solitons, following a scenario different
from that shown in Ref. [39]: we consider the Rashba-equal-
Dresselhaus coupling, while in Ref. [39] the Rashba-only SO
term was analyzed. Note that, in the case of the attractive in-
teractions (g < 0), our solution does not represent the ground
state, which formally corresponds to the collapse in the 2D
setting.
To highlight the possible stability regions for 2D solitons,
we look first for solutions with a small width, measured as per
definition (32). The squared width, 〈x2〉, and the energy for
states supported by the attractive interaction are displayed in
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Figure 5: (Color online) (a) The squared width, 〈x2〉, and (b) the
energy of the solitons versus the Rabi coupling Γ for BEC with the
attractive interactions (g = −3). The boundary of the gray region
corresponds to γ = 0, while γ = 0.5 corresponds to the red solid
line, γ = 1 – to the green long-dashed-line, and γ = 1.5 – to the
blue dashed line. We use λ = 0 (free space).
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Figure 6: (Color online) Stability region for the ground-state soliton
solutions, as a function of the SO and Rabi coupling strengths. We
set g = −1 in (a) and g = −3 in (b), both with λ = 0 (free space).
Stable solutions are found in the highlighted regions for Γ < 0.
Fig. 5(a) and 5(b), respectively, as a function of Γ for γ = 0.5
by the red solid line, for γ = 1 by the green long-dashed-line,
and for γ = 1.5 by the blue dashed line. The boundary of the
gray region shows the values in the absence of the SO cou-
pling (γ = 0). Note that the squared width is more sensitive
to the variation of Γ in comparison to the case of the repulsive
interaction, cf. Fig. 4(a). However, the energy of the solutions
shows a pattern similar to that observed in the repulsive sys-
tem, cf. Fig. 4(b). Actually, minima of the squared width are
linked to the stability regions, see below.
In Fig. 6 we show the main result of this subsection, viz.,
stability regions for the 2D free-space solitons for (a) g = −1
and (b) g = −3, as produced by direct RTS of the perturbed
evolution of stationary solutions that were obtained by means
of the ITP method. For Γ < 0 we find a region of stable
single-peak solutions, while for Γ > 0 all the solutions are
unstable (at least, for Γ < 2). Note that the stability region
slightly increases with the increase of the strength of the non-
linearity.
As might be expected, the stability of the solutions obtained
by the ITP method has been corroborated by subsequent real-
time simulations (RTS) of Eq. (8). In Figs. 7 and 8, respec-
tively, we show examples of the stable and unstable real-time
evolution of perturbed stationary solutions that were supplied
by the ITP method. All stable solutions that we have found
are fundamental solitons (in contrast to stable semi-vortices
and mixed modes obtained in Ref. [39]), with a single-peak
shape similar to that observed in Fig. 7.
Figure 7: (Color online) The stable evolution in the free space
(λ = 0) of the perturbed solution, |F1|2, whose stationary form was
produced by the ITP method for g = −3, γ = 1, and Γ = −1 [note
that this point belongs to the stability region in Fig. 6(b)]. A similar
result (not shown here) is obtained for the other component, |F2|2.
Figure 8: (Color online) The unstable evolution in the free space
(λ = 0) of the perturbed solution, |F1|2, whose stationary form was
produced by the ITP method for g = −3, γ = 1, and Γ = −0.4
[note that this point belongs to the instability region in 6(b)]. A simi-
lar result (not shown here) is obtained for the other component, |F2|2.
Next, we consider the same system, but in presence of the
HO potential, taken as in Eq. (31). Our goal is to extend the
stability, with the help of the confining potential, to Γ > 0,
when all the free-space solitons are unstable. In Fig. 9 we
present the numerical results obtained for different values of
the SO (γ) and Rabi (Γ) couplings. For a fixed value of Γ
[e.g., Γ = −1 in Figs. 9(a-c) and Γ = 1 in Figs. 9(d-f)] and
increasing γ, we observe an increase of the number of spa-
tial oscillations of the solution, and, consequently, a reduction
in its amplitude, as predicted by approximated solution (22).
Eventually, as well as in the case of the repulsive interatomic
interactions, we have numerically verified that the HO trap-
ping potential stabilizes the ground-state solutions displayed
in Fig. 9.
IV. CONCLUSION
Starting from the full 3D system of the GP equations for the
binary BEC, including the SO (with equal Rashba and Dres-
selhaus terms) and Rabi couplings, we have derived a system
of two coupled 2D NPSEs (nonpolynomial Schrödinger equa-
tions) for the SO-coupled BEC in the pancake-shaped config-
uration. Further, assuming that the strengths of the nonlinear
interactions between different atomic states are equal, we have
reduced the stationary version of the system to the single non-
linear equation, for a given chemical potential. This simpli-
fication has allowed us to obtain simple approximate analyt-
7Figure 9: (Color online) Density profile |f |2 obtained from the nu-
merical solution of Eq. (12), which includes the trapping potential
(31), for (a) Γ = −1 and γ = 1; (b) Γ = −1 and γ = 3; (c) Γ = −1
and γ = 5; (d) Γ = 1 and γ = 1; (e) Γ = 1 and γ = 3; (f) Γ = 1
and γ = 5. Here, we set g = −1 and λ = 1/3 in all the cases.
ical solutions, and consider the low- and high-density limits.
By means of systematic simulations, we have obtained local-
ized solutions in perfect agreement with the analytical predic-
tions. In the case of the attractive interactions, the most essen-
tial result is finding the stability area for the 2D fundamental
(single-peak) solitons in the free space, which is impossible
without the SO and Rabi couplings.
The analysis can be naturally extended by incorporating
more general forms of the SO coupling, as well as by includ-
ing spatially inhomogeneous nonlinearity, which may induce
an effective nonlinear potential for solitons.
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