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a b s t r a c t
The solution of the problem on reduction operators and nonclassical reductions of the
Burgers equation is systematically treated and completed. A new proof of the theorem on
the special ‘‘no-go’’ case of regular reduction operators is presented, and the representation
of the coefficients of operators in terms of solutions of the initial equation is constructed
for this case. All possible nonclassical reductions of the Burgers equation to single ordinary
differential equations are exhaustively described. Any Lie reduction of the Burgers equation
proves to be equivalent via the Hopf–Cole transformation to a parameterized family of Lie
reductions of the linear heat equation.
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1. Introduction
The second-order evolution equation
L[u] := ut + uux + uxx = 0 (1)
was proposed by Burgers [1,2] as a one-dimensional turbulence model. Eq. (1) is also applied to model other phenomena in
physics, chemistry, mathematical biology, etc. A fairly complete review of properties of the Burgers equation can be found
in [3, Chapter 4].
It is well known that Eq. (1) is linearized to the heat equation vt + vxx = 0 using the so-called Hopf–Cole transformation
u = 2vx/v [4, p. 102]. At the same time, due to the importance of the Burgers equation for various applications, the
exhaustive study of its properties in the framework of symmetry analysis is still topical.
Lie symmetries of the Burgers equation and some of its generalizations were studied since the 1960s. The maximal Lie
invariance algebra gB of Eq. (1) was first computed by Katkov [5] in the course of group classification of differential equations
of the general form ut + uux = (f (u)ux)x. The algebra gB is spanned by the vector fields
Pt = ∂t , D = 2t∂t + x∂x − u∂u, K = t2∂t + tx∂x + (x− ut)∂u,
Px = ∂x, G = t∂x + ∂u.
The complete point symmetry group GB of Eq. (1) consists of the transformations
t = αt + β
γ t + δ , x = κx+ µ1t + µ0γ t + δ , u = κ(γ t + δ)u− κγ x+ µ1δ − µ0γαδ − βγ ,
where (α, β, γ , δ, κ, µ0, µ1) is an arbitrary set of constants defined up to a nonzeromultiplier, andαδ−βγ = κ2 > 0. Up to
compositionwith continuous point symmetries, the groupGB contains the single discrete symmetry (t, x, u)→ (t,−x,−u).
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Generally, reductions of partial differential equations using their Lie symmetries do not provide sufficiently large families
of exact solutions of these equations. The nonclassical method of reduction was proposed in [6] (see also [7]) in order to
utilize a wider class of vector fields than Lie symmetries. Later such vector fields were called nonclassical symmetries [8]
or conditional symmetries [9–11] or reduction operators [12]. The notion of nonclassical symmetries can be extended in
several directions, e.g., to the concept of weak symmetry introduced in [13], which is also closely related to compatibility
theory of differential equations and the general method of differential constraints [14–18]. Generalized notions of ansatzes
and reductions associated with weak symmetries were intensively discussed, e.g., in [13,19–21], see also references therein.
A reduction operator of Eq. (1) is a vector field of the general form
Q = τ(t, x, u)∂t + ξ(t, x, u)∂x + η(t, x, u)∂u, (2)
where the coefficients τ and ξ do not simultaneously vanish, which allows one to construct an ansatz reducing the initial
Eq. (1) to an ordinary differential equation. See, e.g., [11] for the general definition of involutive families of reduction
operators. Every Lie symmetry operator is a reduction operator. The multiplication by nonvanishing functions of (t, x, u)
generates an equivalence relation on the set of reduction operators. The determining equations on coefficients of a reduction
operator Q are derived from the conditional invariance criterion [10,11,22]
Q(2)L[u] |L∩Q(2) = 0. (3)
HereQ(2) is the secondprolongation of the vector fieldQ ,L is themanifold in the second-order jet space J (2) that corresponds
to the Burgers equation L[u] = 0, andQ(2) is themanifold in the same jet space determined by the invariant surface condition
Q [u] = 0 jointly with its differential consequences DtQ [u] = 0 and DxQ [u] = 0, Q [u] = η − ut − ξux is the characteristic
of the vector field Q , Dt and Dx are the operators of total differentiation with respect to t and x, respectively. In view of the
evolution kind of the Burgers equation it is natural to partition the set of its reduction operators into two subsets, singular
and regular, depending on whether or not the coefficient τ vanishes [23]. Up to the above equivalence relation, one can
assume (τ , ξ) = (0, 1) and τ = 1 for singular and regular reduction operators of the Burgers equation, respectively.
It is the Burgers equation that was first considered from the nonclassical symmetry point of view after the prominent
paper [7]. Namely, in [24,25] the determining equations for regular reduction operators of (1) were derived under the gauge
τ = 1 and a few of their particular solutions satisfying the additional constraint ξu = 0were constructed. The corresponding
results are available in [26]. The determining equations for both regular and singular nonclassical symmetries of (1) were
presented in [27]. Therein the regular case was studied in detail under the gauge τ = 1, for which the consideration was
shown to be partitioned into three cases, ξu = 0, ξu = 1 and ξu = − 12 . The case ξu = 0 proved to result merely in
nonclassical symmetries which are equivalent to Lie symmetries. (Within the framework of the direct method, the same
result was earlier obtained in [28] in terms of the corresponding ansatzes and reductions.) The unique reduction operator
∂t + u∂x satisfying the constraint ξu = 1 was also found and used for reducing the Burgers equation. For the case ξu = − 12
some particular solutions of the determining equations jointly with the corresponding ansatzes and invariant solutions of
the Burgers equationwere constructed. The above consideration of regular nonclassical symmetries from [27]was extended
in [29] with more particular solutions satisfying the constraint ξu = − 12 . Still wider families of particular solutions of the
determining equations in this case were given in [22,30]. In [31] an algorithmic procedure to derive determining equations
for nonclassical symmetries was proposed, and the Burgers equation was one of the illustrative examples for application of
this procedure.
The system SB of determining equations for the case ξu = − 12 was not well investigated for a surprisingly long time
although the study of the analogous system Sh for regular reduction operators of the linear heat equation vt+vxx = 0,whose
form is very similar to SB, had already been completed in [9,32]. See also [33] for preliminary results on Sh and [12,34,35]
for further generalizations to (1+1)-dimensional second-order linear evolution equations. The system SB was first linearized
in [36] in a fashion similar to [32]. Namely, this system was reduced by a differential substitution to the uncoupled system
of three copies of the linear heat equation. As shown in [37], the systems SB and Sh as well as the substitutions linearizing
them can be interpreted in terms of the matrix Burgers equation and the matrix Hopf–Cole transformation.
The above in factmeans that the case ξu = − 12 can be referred to as ‘‘no-go’’. In general, looking for reduction operators in
a family of vector fields is said to result in a ‘‘no-go’’ case if the corresponding systemof determining equations for coefficients
of reduction operators is reduced to a well-determined system whose general solution cannot be represented in a closed
form, and, moreover, solving this system is equivalent, in a certain sense, to solving the initial equation.
Singular reduction operators of the Burgers equationwere in fact not studied until [38,39], where no-go results of [32] on
reduction operators with τ = 0 for the linear heat equation were extended to general evolution equations of order greater
than one. These results were treated in [23] within the framework of singular reduction operators.
In this paper we intend to enhance and complete the above results on nonclassical symmetries and reductions of the
Burgers equation. In particular, extending methods from [12] we present a new proof on the linearization of the system SB
and show that solutions of this system are expressed via triples of solutions of the Burgers equation. We first exhaustively
describe all possible nonclassical reductions of the Burgers equation to single ordinary differential equations including
reductions associated with the no-go case τ = 1 and ξu = − 12 . A part of the description is the assertion stating that
any Lie reduction of the Burgers equation is equivalent via the Hopf–Cole transformation to a parameterized family of Lie
reductions of the linear heat equation.
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2. Singular reduction operators
As the Burgers equation (1) is a (1 + 1)-dimensional second-order evolution equation, every reduction operator of the
form (2) with τ = 0 is singular since the corresponding reduced equation is of a lower (namely, the first) order [23].
All basic results on such reduction operators of (1) follow from the general results on singular reduction operators of co-
order singularity one. After setting ξ = 1 in Q due to the equivalence of reduction operators, the conditional invariance
criterion (3) implies a single determining equation on the single coefficient η = η(t, x, u),
ηt + uηx + η2 + ηxx + 2ηηxu + η2ηuu = 0. (4)
Eq. (4) can be transformed to (1) [23,39]. Namely, the composition of the differential substitution η = −Φx/Φu withΦu ≠ 0,
whereΦ is a smooth function of (t, x, u), and the hodograph transformation,where the new independent variables are t˜ = t ,
x˜ = x and ~ = Φ and the new dependent variable is u˜ = u, reduces Eq. (4) to the initial Eq. (1) on the function u˜ = u˜(t˜, x˜, ~)
with ~ playing the role of a parameter. Moreover, up to equivalences of reduction operators and solution families, there
exists a bijection between one-parameter families of solutions of Eq. (1) and its reduction operators with zero coefficients of
∂t . Namely, each operator of the above kind corresponds to the family of solutions which are invariant with respect to this
operator. The problems of construction of all one-parameter solution families of (1) and the exhaustive description of its
reduction operators with zero coefficients of ∂t are completely equivalent. Given a family F = {u = f (t, x, ~)} of solutions
of (1) parameterized by a single essential parameter~ , the corresponding singular reduction operator isQ = ∂x−(Φx/Φu)∂u,
where the function Φ is obtained by solving the equality u = f (t, x, ~) with respect to ~ , ~ = Φ(t, x, u). The ansatz
u = f (t, x, ϕ(ω)), where ω = t , associated with Q , reduces Eq. (1) to the equation ϕω = 0. The simplicity of the reduced
equation is explained by the specific choice of the ansatz based on knowing the one-parameter family F of solutions.
3. Regular reduction operators
Now we look for regular reduction operators of the Burgers equation (1), which are of the form (2) with nonvanishing
values of the coefficient τ . Up to equivalence of reduction operators, for any regular operator Q we can set τ = 1. In view of
this gauge we do not need to use the differential consequences in order to derive the determining equations, i.e. it suffices
to take into account only the equations ut + uux + uxx = 0 and η− ut − ξux = 0 in the course of confining to the manifold
L∩Q(2) in the conditional invariance criterion (3). Substituting the expressions for ut and uxx obtained from these equations
into the differential function Q(2)L[u] and splitting the result with respect to ux, we get
ξuu = 0,
−2ξxu − 2ξuξ + 2uξu + ηuu = 0,
2ηxu + 2ξuη + η − ξt + uξx − ξxx − 2ξxξ = 0,
ηt + uηx + ηxx + 2ξxη = 0.
(5)
Integrating the first two equations, we represent the functions ξ and η as polynomials of uwith the coefficients depending
on t and x,
ξ = ξ 1u+ ξ 0, η = 1
3
ξ 1

ξ 1 − 1 u3 + ξ 1x + ξ 1ξ 0 u2 + η1u+ η0. (6)
Thenwe split the third equation of the system (5)with respect to u and get a systemof differential equations on the functions
ξ 1, ξ 0, η1 and η0,
ξ 1(ξ 1 − 1)(2ξ 1 + 1) = 0,
ξ 1ξ 0(2ξ 1 + 1)+ 4ξ 1ξ 1x = 0,
3ξ 1xx + 2(ξ 1x ξ 0 + ξ 1ξ 0x )+ (2ξ 1 + 1)η1 − ξ 1t + ξ 0x = 0,
ξ 0t + 2ξ 0ξ 0x + ξ 0xx − (2ξ 1 + 1)η0 − 2η1x = 0.
(7)
The further consideration depends on the choice among the three possible solutions of the first equation of the system (7).
We rewrite the last equation of (5) in terms of ξ 1, ξ 0, η1 and η0 and split it with respect to u severally for each value of ξ 1.
3.1. Trivial case
The case ξ 1 = 1 is rather simple. The system (7) implies ξ 0 = η1 = η0 = 0. The corresponding vector fieldQ 1 = ∂t+u∂x
is a unique reduction operator (up to the equivalence relation) for the Burgers equation in this case. The set of Q 1-invariant
solutions consists of two families, one of which is two-parameter and the other is one-parameter. The two-parameter family
is formed by the functions u = (x + c1)/(t + c0), where c1 and c0 are arbitrary constants, and all these solutions are Lie-
invariant and equivalent to the scale-invariant solution u = x/t . The elements of the one-parameter family are constant
functions. They are invariant with respect to shifts of both t and x.
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The optimal way for the construction of Q 1-invariant solutions of (1) is to integrate at first the equation L[u] + Q 1[u] =
uxx = 0, which gives the representation u = α(t)x+ β(t)with some smooth functions α and β of t . The generalized vector
field Qˆ = (L[u] + Q 1[u])∂u = uxx∂u, is equivalent to the evolutionary representative Q 1[u]∂u of Q 1 on the set of solutions
of (1) and hence it is a generalized conditional symmetry of (1), cf. [40, Proposition 4]. This is why the associated ansatz
u = α(t)x + β(t) reduces the Burgers equation (1) to a system of two ordinary differential equations with respect to the
functions α and β ,
αt + α2 = 0, βt + αβ = 0.
A complete set of functionally independent integrals of the equation Q 1[u] = 0 consists of x − ut and u. Therefore,
directly with Q 1 we construct the implicit ansatz u = ϕ(ω), where ω = x − ut (resp. x − ut = ϕ(ω), where ω = u) for
Q 1-invariant solutions with x− ut ≠ const (resp. u ≠ const). For both the ansatzes the associated reduced equations take
the form ϕωω = 0.
3.2. Case related to Lie symmetries
The case ξ 1 = 0 is discussed in [27] in detail (see also [29]), where it is noted that all corresponding solutions of the
Burgers equation are Lie-invariant. The system (7) with ξ 1 = 0 implies η1 = −ξ 0x and η0 = ξ 0t + 2ξ 0ξ 0x + 3ξ 0xx, and splitting
the last Eq. (5) with respect to uwe derive
ξ 0xx = 0, ξ 0tt + 2ξ 0ξ 0tx + 4ξ 0t ξ 0x + 4ξ 0(ξ 0x )2 = 0.
Then we have ξ 0 = ξ 01(t)x+ ξ 00(t), where the coefficients ξ 01 and ξ 00 satisfy the system
ξ 01tt + 6ξ 01ξ 01t + 4(ξ 01)3 = 0, ξ 00tt + 4ξ 01ξ 00t + 2ξ 01t ξ 00 + 4(ξ 01)2ξ 00 = 0.
The transformation ξ 01 = αt/2α, ξ 00 = β/α maps this system to the system of two simple uncoupled equations αttt = 0
and βtt = 0 for the functions α = α(t) and β = β(t). Hence
ξ 01 = c2t + c1
c2t2 + 2c1t + c0 , ξ
00 = c4t + c3
c2t2 + 2c1t + c0 ,
where c0, . . . , c4 are arbitrary constants such that (c0, c1, c2) ≠ (0, 0, 0). The substitution of the expressions obtained for
η1, η0 and ξ 0 = ξ 01x+ ξ 00 into (6) gives
Q = ∂t + (c2t + c1)x+ c4t + c3c2t2 + 2c1t + c0 ∂x +
−(c2t + c1)u+ c2x+ c4
c2t2 + 2c1t + c0 ∂u.
It is easy to see that the operator Q differs from a Lie symmetry operator of the Burgers equation by the multiplier
(c2t2 + 2c1t + c0)−1. Thus, the following assertion is proved.
Proposition 1. There is a bijection between reduction operators of the Burgers equation of the general form
Q = ∂t + ξ(t, x)∂x +

η1(t, x)u+ η0(t, x) ∂u
and one-dimensional algebras spanned by Lie symmetry operators of this equation with nonzero coefficients of ∂t . The bijection
is established by the equivalence relation of reduction operators.
In other words, any nonclassical reduction of the Burgers equation with respect to a vector field with τ = 1 and ξu = 0 is
in fact a Lie reduction. At the same time, any Lie solution of the Burgers equation is obtained from a Lie solution of the linear
heat equation via the Hopf–Cole transformation. Before presenting the corresponding rigorous assertion, we recall that the
maximal Lie invariance algebra gh of the linear heat equation vt + vxx = 0 is spanned by the vector fields
Pˆt = ∂t , Dˆ = 2t∂t + x∂x, Kˆ = t2∂t + tx∂x +

1
4
x2 − 1
2
t

v∂v,
Pˆx = ∂x, Gˆ = t∂x + 12xv∂v, Iˆ = v∂v, h(t, x)∂v,
where h(t, x) runs through the set of solutions of this equation. We associate any vector field Q = c0Pt + c1D + c2K +
c3Px+c4G from themaximal Lie invariance algebra gB of the Eq. (1)with the vector field Qˆ = c0Pˆt+c1Dˆ+c2Kˆ+c3Pˆx+c4Gˆ
from gh.
Proposition 2. A solution u of the Burgers equation (1) is invariant with respect to a vector field Q from gB if and only
if u = 2vx/v for some Qˆµ-invariant solution v of the linear heat equation vt + vxx = 0, where µ is a constant and
Qˆµ = Qˆ − µIˆ ∈ gh.
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Proof. If smooth functions u and v depending on t and x are related via the Hopf–Cole transformation, u = 2vx/v, then
Q [u] = Q [2vx/v] = 2(Qˆ [v]/v)x.
Suppose that u is a Q -invariant solution of (1). Then the function v can be assumed to be a solution of the linear heat
equation vt+vxx = 0, and (Qˆ [v]/v)x = Q [u]/2 = 0, i.e. Qˆ [v] = µv for some smooth functionµ of t . Acting by the operator
T = Dt + Dxx on both sides of the last equation, we derive
T Qˆ [v] = Qˆ [T v] − 2(c2t + c1)T v = µtv + µT v.
In view of T v = 0 and T Qˆ [v] = 0, this implies that µt = 0, i.e., µ is a constant. As then Qˆ [v] − µv = Qˆµ[v] = 0, the
function v is a Qˆµ-invariant.
Conversely, if for some constantµ the function v is a Qˆµ-invariant solution of the linear heat equation vt + vxx = 0 then
the function u = 2vx/v is a solution of the Burgers equation (1) and Q [u] = Q [2vx/v] = 2(Qˆ [v]/v)x = 2(Qˆµ[v]/v)x = 0,
i.e., the function u is Q -invariant. 
3.3. No-go case
The case ξ 1 = − 12 leads to reduction operators of the general form
Q = ∂t +

−1
2
u+ ξ 0

∂x +

1
4
u3 − ξ
0
2
u2 + η1u+ η0

∂u, (8)
where the coefficients ξ 0, η1 and η0 are smooth functions of t and x satisfying the system of differential equations
ξ 0t + 2ξ 0ξ 0x + ξ 0xx − 2η1x = 0,
η1t + 2ξ 0x η1 + η1xx + η0x = 0,
η0t + 2ξ 0x η0 + η0xx = 0
(9)
derived from (7). As a differential substitution reduces the system (9) to an uncoupled system of three copies of the linear
heat equation [36,37], the general solution of (9) cannot be represented in a closed form. Hence the case ξ 1 = − 12 is called
a ‘‘no-go’’ case. This result appears to directly follow from the fact that Q is a reduction operator of Eq. (1). Moreover, we
show that solutions of the system (9) can be represented via solutions of the uncoupled system of three copies of the Burgers
equation.
Theorem 1. Any solution of the determining system (9) on the coefficients of reduction operators of the form (8) is represented as
ξ 0 = (W (v¯))x
W (v¯)
, η1 = |v¯, v¯xx, v¯xxx|
W (v¯)
, η0 = −2W (v¯x)
W (v¯)
, (10)
where v¯ = (v1, v2, v3) is a triple of linear independent solutions of the heat equation vt + vxx = 0, W (v¯) = |v¯, v¯x, v¯xx|
and W (v¯x) = |v¯x, v¯xx, v¯xxx| are the Wronskians of this triple and the triple of the corresponding derivatives with respect to x,
respectively, and |p¯, q¯, r¯| denotes the determinant of the matrix constructed from ternary columns p¯, q¯ and r¯ . Conversely, any
triple (ξ 0, η1, η0) admitting the representation (10) satisfies the system (9).
Proof. We fix an operator Q of the form (8). The set of Q -invariant solutions of the Burgers equation L[u] = 0 coincides
with the set of solutions of the system L[u] = 0 and Q [u] = 0, and it is parameterized by two arbitrary constants as Q is a
regular reduction operator of the Burgers equation [23]. For convenience we recombine the equations of the above system
in the following way: L[u] = 0, L[u] + Q [u] = 0. The Hopf–Cole transformation u = 2vx/v maps this system to the linear
system
vt + vxx = 0, vxxx − ξ 0vxx + η1vx + 12η
0v = 0. (11)
Let for some integer n functions v1, . . . , vn of t and x be linear independent solutions of the system (11). Then the equation
u = 2 c1v
1
x + · · · + cnvnx
c1v1 + · · · + cnvn (12)
where c1, . . . , cn are arbitrary constants which are not simultaneously zero, defines a family of Q -invariant solutions of the
Burgers equation parameterized by n− 1 essential constants, and hence n 6 3 as the number of such parameters cannot be
greater than two. In other words, the dimension of the space V of solutions of the system (11) does not exceed three. This
dimension cannot also be less than three. Indeed, let now the functions v1, . . . , vn of t and x form a basis of the space V ,
where n = dim V . Then the expression (12) represents the general solution of the system L[u] = 0 and Q [u] = 0, which
contains n− 1 essential constant parameters. Therefore, n− 1 = 2, i.e. n = 3.
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Consider a basis {v1, v2, v3} of the space V . By definition, the elements of V are solutions of the heat equation vt+vxx = 0,
which is linear and evolutionary. Hence the usual linear independence of them implies the linear independence of themover
the ring of smooth functions of t , i.e. the WronskianW (v¯) of the functions v1, v2 and v3 with respect to x does not vanish.
See, e.g., Note 5 in [12]. Substituting the elements of the basis into the second equation of (11), we obtain a well-defined
system of linear algebraic equations,
vixxx − ξ 0vixx + η1vix +
1
2
η0vi = 0, i = 1, 2, 3,
for the coefficients ξ 0, η1, η0, or, in the matrix form,Mq¯ = v¯xxx, where
v¯ =
v
1
v2
v3
 , M =
v
1 v1x v
1
xx
v2 v2x v
2
xx
v3 v3x v
3
xx
 , q¯ =

−1
2
η0
−η1
ξ 0
 .
Solving this system with respect to ξ 0, η1 and η0, we derive the representation (10).
As the proof can be turned back, the inverse statement is also true. 
Corollary 1. The coefficients of the reduction operator (8) of the Burgers equation can be represented in the form
ξ 0 = 1
2
|e¯, u¯, z¯|
|e¯, u¯, y¯| , η
1 = 1
4
|e¯, y¯, z¯|
|e¯, u¯, y¯| , η
0 = −1
4
|u¯, y¯, z¯|
|e¯, u¯, y¯| , (13)
where the columns e¯, y¯ and z¯ consist of three units, the expressions yi = 2uix+ (ui)2 and z i = 4uixx+6uiuix+ (ui)3, respectively,
i = 1, 2, 3, and u¯ is a column of three solutions of the Burgers equation with |e¯, u¯, y¯| ≠ 0.
Proof. The connection between solutions of the heat equation and the Burgers equation via the Hopf–Cole transformation
2vix/v
i = ui gives the expressions
vixx
vi
= 1
2
uix +
1
4
(ui)2,
vixxx
vi
= 3
4
uiuix +
1
8
(ui)3 + 1
2
uixx, i = 1, 2, 3.
The substitution of these expressions into (10) proves the corollary. Note that the determinant |e¯, u¯, y¯| is nonvanishing as
the WronskianW (v¯) is the same. 
Corollary 2. The representations (10) and (12), where n = 3, explicitly define the one-to-one correspondence between reduction
operators of the form (8) and families of solutions of the Burgers equation that are invariant with respect to these operators.
It looks very difficult to explicitly construct an ansatz for u by the direct integration of the invariant surface condition
that corresponds to an operator of the form (8) in the case of an arbitrary solution of system (9). Even for a simple solution
of system (9), carrying out the corresponding reduction of the Burgers equation (1) is not a trivial problem. See, e.g., [27,29],
where a few such reductions were implemented. A better way for using an operator of the form (8) for reducing the Burgers
equation is to consider, instead ofQ , the generalized vector field Qˆ = (L[u]+Q [u])∂u which is equivalent to the evolutionary
representative Q [u]∂u of Q and is a generalized conditional symmetry of (1), cf. [40, Proposition 4]. In fact, the reduction
of Eq. (1) with respect to the generalized vector field Qˆ is somehow presented in the proof of Theorem 1, and Corollary 2
exhaustively describes the family of Q -invariant solutions of (1).
At the same time, knowing the representation (12), where n = 3, for Q -invariant solutions of (1) allows us to easily
construct an ansatz for u associated with the operator Q and then to reduce the Burgers equation (1) using this ansatz.
Setting c1 = 1 and c2 = 0 (resp. c1 = 0 and c2 = 1) and assuming c3 to be an arbitrary constant, we derive two integrals of
the equation Q [u] = 0,
ζ = v
1u− 2v1x
v3u− 2v3x
, ω = v
2u− 2v2x
v3u− 2v3x
,
which are correctly defined for u ≠ 2v3x /v3 (we can always assume this condition to be satisfied for a specific solution u up to
renumbering the functions v1, v2 and v3). Therefore, the general solution of the equation Q [u] = 0 is implicitly represented
in the form F(ζ , ω) = 0, where F is an arbitrary nonconstant function of its arguments. Up to permutation of ζ and ω, the
derivative Fζ can be assumed nonvanishing. Then the equality F(ζ , ω) = 0 implies the implicit ansatz
ζ = ϕ(ω)
for the unknown function u = u(t, x), where ζ and ω are the new dependent and independent variables, respectively. The
standard way for deriving the corresponding reduced equation via the computation of the expressions for derivatives ut , ux
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and uxx implied by the ansatz and the subsequent substitution of the expressions into (1) is too cumbersome. Instead of this,
we act on the ansatz ζ = ϕ(ω) by the operator Dt +Dxx and then make the substitutions ut + uxx = −uux and vit + vixx = 0,
i = 1, 2, 3. As a result, we derive the equation ϕωωDxω = 0.
The differential function Dxω does not vanish for solutions of (1) which are implicitly represented in the form ζ = ϕ(ω)
for some smooth function ϕ of ω. Indeed, suppose that Dxω = 0 (i.e., ω = ω0(t)) for such a solution u = u0(t, x). Then we
have u0 = 2(v2x − ω0v3x )/(v2 − ω0v3), which implies that for some nonvanishing smooth function χ of t the expression
(v2 + ω0v3)χ gives a solution of the linear heat equation vt + vxx = 0. As the functions v2 and v3 are linearly independent
solutions of the same equation, this is possible only if ω0 is a constant. Therefore, the substitution u = u0(t, x) into ζ
results in the constant value ζ 0 = ϕ(ω0) and hence u0 = 2(v1x − ζ 0v3x )/(v1 − ζ 0v3). Comparing the two expressions
for the solution u = u0(t, x), we conclude that the functions v1, v2 and v3 are linearly dependent and thus arrive at a
contradiction.
As Dxω ≠ 0, the reduced equation takes the form
ϕωω = 0.
Its general solution is ϕ = c˜1ω + c˜2, which completely agrees with the representation (12) and the ansatz ζ = ϕ(ω).
The above reduced equation is obtained for an arbitrary operator Q of the form (8) and it is much simpler than particular
reduced equations derived in [27,29]. This fact is explained by that the ansatz ζ = ϕ(ω), whose construction is based on the
representation (12) for Q -invariant solutions of the Burgers equation (1), is in better agreement with the structure of this
equation than particular ansatzes given in [27,29].
4. Conclusion
The aim of this paper is to arrange, enhance and complete the description of the nonclassical reductions of the Burgers
equation, including Lie reductions. Although this problem had been considered in a number of papers, certain of its aspects
needed additional investigation.
The set of reduction operators of the Burgers equation is naturally partitioned into two subsets, which consist of singular
and regular reduction operators, respectively. Basic properties of singular reduction operators, whose coefficients of ∂t
vanish, are quite common for (1 + 1)-dimensional evolution equations and properly formulated in no-go terms, and the
main property is the existence of a bijection between equivalence classes of singular reduction operators and one-parameter
families of solutions which are different up to re-parameterization. At the same time, the subset of regular reduction
operators, whose coefficients of ∂t do not vanish, is of specific structure. The representatives of equivalence classes of such
operators,whose coefficients of ∂t equal one, are partitioned into three sets, namely, the unique operator ∂t+u∂xwith ξu = 1,
the family of operators with ξu = 0, each of which is equivalent to a Lie symmetry operator, and the family of operators
with ξu = − 12 , which have the form (8) with the coefficients ξ 0, η1 and η0 satisfying the system (9).
We present a new optimized proof of the no-go theorem on the system (9) of determining equations for reduction
operators with τ = 1 and ξu = − 12 , which is directly based on properties of such operators. As a consequence of
the theorem, it is detected that the coefficients of reduction operators in this case admit the representation in terms of
solutions of the uncoupled system formed by three copies of the Burgers equation. Any Lie reduction of the Burgers equation
proves to be equivalent via the Hopf–Cole transformation to a parameterized family of Lie reductions of the linear heat
equation. We also carry out all possible nonclassical reductions of the Burgers equation to single ordinary differential
equations. Regular reduction operators with the coefficient τ gauged to one give purely nonclassical reductions of the
Burgers equation only if ξu ∈ {1,− 12 }. It is obvious that all corresponding ansatzes are necessarily implicit and hence they
cannot be constructed using the direct method by Clarkson and Kruskal. See related discussions on the connection between
nonclassical symmetries and the direct method, e.g., in [27,28].
Finding reduction operators for the Burgers equation, one faces two kinds of no-go cases.
The first kind is given by singular reduction operators and is in fact related to lowering the equation order to one in the
course of reduction. This is why similar no-go results are true for any (1 + 1)-dimensional partial differential equation
possessing a family of reduction operators of singularity co-order one which is parameterized by an arbitrary smooth
function of all independent and dependent variables [23]. For each such family, the systemof determining equations consists
of a single partial differential equation on the function parameterizing the family, and this equation is equivalent, in a certain
sense, to the original equation, where the variable tuple is implicitly augmented with an additional parametric variable. The
above results can even be extended to multidimensional partial differential equations [41].
The second kind given by regular reduction operators with τ = 1 and ξu = − 12 is more specific and definitely
related to the fact that the Burgers equation is linearized by the Hopf–Cole transformation to the linear heat equation.
The corresponding system of determining equations is a system of three (1 + 1)-dimensional evolution equations, which
is reduced by differential substitutions to the uncoupled system of three copies of the linear heat equation as well as to
the uncoupled system of three copies of the Burgers equation. Similar no-go results are known only for linear (1 + 1)-
dimensional evolution equations of the second order [12,32,34,35]. It looks possible to extend these results to the entire
class of generalized Burgers equations which are linearized by the Hopf–Cole transformation, and the optimized proof of
Theorem 1 creates a significant prerequisite for this. The question whether there exist no-go cases of other kinds related to
regular reduction operators of single evolution equations is still open.
O.A. Pocheketa, R.O. Popovych / J. Math. Anal. Appl. 398 (2013) 270–277 277
Acknowledgments
The authors thank Vyacheslav Boyko for useful discussions. The research of ROP was supported by the Austrian Science
Fund (FWF), projects P20632 and Y237.
References
[1] J.M. Burgers, Mathematical examples illustrating relations occurring in the theory of turbulent fluid motion, Verh. Nederl. Akad. Wetensch. Afd.
Natuurk. Sect. 1 17 (1939) 1–53.
[2] J.M. Burgers, A mathematical model illustrating the theory of turbulence, in: Advances in Applied Mechanics, Academic Press, New York, 1948,
pp. 171–199.
[3] G.B. Whitham, Linear and Nonlinear Waves, Wiley-Interscience, New York, London, Sydney, 1974.
[4] A.R. Forsyth, Theory of Differential Equations, vol. 6, Cambridge University Press, Cambridge, 1906.
[5] V.L. Katkov, Group classification of solutions of the Hopf equation, Zh. Prikl. Mekh. i Tekhn. Fiz. (6) (1965) 105–106 (in Russian).
[6] G.W. Bluman, Construction of solutions to partial differential equations by the use of transformation groups, Thesis, California Institute of Technology,
Pasadena, California, 1967.
[7] G.W. Bluman, J.D. Cole, The general similarity solution of the heat equation, J. Math. Mech. 18 (1969) 1025–1042.
[8] D. Levi, P. Winternitz, Non-classical symmetry reduction: example of the Boussinesq equation, J. Phys. A: Math. Gen. 22 (1989) 2915–2924.
[9] W.I. Fushchych, W.M. Shtelen, N.I. Serov, Symmetry Analysis and Exact Solutions of Equations of Nonlinear Mathematical Physics, Kluwer Acad. Publ.,
Dordrecht, 1993.
[10] W.I. Fushchych, R.Z. Zhdanov, Conditional symmetry and reduction of partial differential equations, Ukr. Math. J. 44 (1992) 970–982.
[11] R.Z. Zhdanov, I.M. Tsyfra, R.O. Popovych, A precise definition of reduction of partial differential equations, J. Math. Anal. Appl. 238 (1999) 101–123.
arXiv:math-ph/0207023.
[12] R.O. Popovych, Reduction operators of linear second-order parabolic equations, J. Phys. A: Math. Theor. 41 (2008) 185202. 31 pp. arXiv:0712.2764.
[13] P.J. Olver, P. Rosenau, Group-invariant solutions of differential equations, SIAM J. Appl. Math. 47 (1987) 263–278.
[14] P.J. Olver, P. Rosenau, The construction of special solutions to partial differential equations, Phys. Lett. A 114 (1986) 107–112.
[15] P. Olver, Direct reduction and differential constraints, Proc. R. Soc. Lond. A 444 (1994) 509–523.
[16] E. Pucci, G. Saccomandi, On the weak symmetry groups of partial differential equations, J. Math. Anal. Appl. 163 (1992) 588–598.
[17] A.F. Sidorov, V.P. Shapeev, N.N. Yanenko, Themethod of differential constraints and its applications in gas dynamics, Nauka Sibirsk. Otdel., Novosibirsk,
1984 (in Russian).
[18] N.N. Yanenko, Compatibility theory and methods of integrating systems of nonlinear partial differential equations, in: Proc. Fourth All-Union
Mathematics Congress, Nauka, Leningrad, 1964, pp. 247–259.
[19] G.I. Burde, New similarity reductions of the steady-state boundary layer equations, J. Phys. A: Math. Gen. 29 (1996) 1665–1683.
[20] E. Pucci, G. Saccomandi, Evolution equations, invariant surface conditions and functional separation of variables, Phys. D 139 (2000) 28–47.
[21] G. Saccomandi, A personal overview on the reduction methods for partial differential equations, Note Mat. 23 (2) (2004) 217–248.
[22] P.J. Olver, E.M. Vorob’ev, Nonclassical and conditional symmetries, in: R.L. Anderson, et al. (Eds.), in: CRCHandbook of Lie Group Analysis of Differential
Equations, vol. 3, CRC, Boca Raton, FL, 1996, pp. 291–328.
[23] M. Kunzinger, R.O. Popovych, Singular reduction operators in two dimensions, J. Phys. A: Math. Theor. 41 (2008) 505201. 24 pp. arXiv:0808.3577.
[24] H.S.Woodard, Similarity solutions for partial differential equations generated by finite and infinitesimal groups, Ph.D. Dissertation, University of Iowa,
Iowa City, Iowa, 1971.
[25] H.S. Woodard, W.F. Ames, Similarity solutions for partial differential equations generated by finite and infinitesimal groups, Report, Iowa Inst. of
Hydraulic Research, Iowa City, 1971.
[26] W.F. Ames, Nonlinear Partial Differential Equations in Engineering, Vol. II, Academic Press, New York, 1972.
[27] E. Pucci, Similarity reductions of partial differential equations, J. Phys. A: Math. Gen. 25 (1992) 2631–2640.
[28] P.A. Clarkson, M.D. Kruskal, New similarity reductions of the Boussinesq equation, J. Math. Phys. 30 (1989) 2201–2213.
[29] D.J. Arrigo, P. Broadbridge, J.M. Hill, Nonclassical symmetry solutions and themethods of Bluman–Cole and Clarkson–Kruskal, J. Math. Phys. 34 (1993)
4692–4703.
[30] N.D. Cherniga, Conditional symmetry of the Burgers equation and some of its generalizations, Pr. Inst. Mat. Nats. Akad. Nauk Ukr. 19 (1998) 265–269
(in Ukrainian).
[31] P.A. Clarkson, E.L. Mansfield, Algorithms for the nonclassical method of symmetry reduction, SIAM J. Appl. Math. 54 (1994) 1693–1719.
[32] W.I. Fushchych, W.M. Shtelen, M.I. Serov, R.O. Popowych, Q -conditional symmetry of the linear heat equation, Dokl. Akad. Nauk Ukrainy (12) (1992)
28–33.
[33] G.M. Webb, Lie symmetries of a coupled nonlinear Burgers-heat equation system, J. Phys. A: Math. Gen. 23 (1990) 3885–3894.
[34] W.I. Fushchych, R.O. Popovych, Symmetry reduction and exact solution of the Navier–Stokes equations. I, J. Nonlinear Math. Phys. 1 (1994) 75–113.
arXiv:math-ph/0207016.
[35] R.O. Popovych, On the symmetry and exact solutions of a transport equation, Ukr. Math. J. 47 (1995) 121–125 (in Ukrainian); translation in: Ukr. Math.
J. 47 (1995) 142–148.
[36] E.L. Mansfield, The nonclassical group analysis of the heat equation, J. Math. Anal. Appl. 231 (1999) 526–542.
[37] D.J. Arrigo, F. Hickling, On the determining equations for the nonclassical reductions of the heat and Burgers’ equation, J. Math. Anal. Appl. 270 (2002)
582–589.
[38] R.O. Popovych, On a class of Q -conditional symmetries and solutions of evolution equations, in: Symmetry and Analytic Methods in Mathematical
Physics, Proceedings of Institute of Mathematics, Kyiv 19 (1998) 194–199 (in Ukrainian).
[39] R.Z. Zhdanov, V.I. Lahno, Conditional symmetry of a porous medium equation, Phys. D 122 (1998) 178–186.
[40] M. Kunzinger, R.O. Popovych, Generalized conditional symmetries of evolution equations, J. Math. Anal. Appl. 379 (2011) 444–460. arXiv:1011.0277.
[41] V.M. Boyko, M. Kunzinger, R.O. Popovych, Singular reduction modules of differential equations, 30 pp. arXiv:1201.3223.
