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Abstract
The lowering operator  associatedwith a polynomial set {Pn}n0 is an operator not depending on n and satisfying
the relation (Pn)=nPn−1. In this paper, we express explicitly the connection coefﬁcients between two polynomial
sets using their corresponding lowering operators. We obtain some well-known results as particular cases including
some duplication and addition formulas.
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1. Introduction
Let P be the vector space of polynomials with coefﬁcients in C. A polynomial sequence {Pn}n0 in
P is called a polynomial set if and only if degPn = n.
Given two polynomial sets {Pn}n0 and {Qn}n0. The so-called connection problem between them
asks to ﬁnd the coefﬁcients Cm(n) in the expression
Qn(x)=
n∑
m=0
Cm(n)Pm(x). (1.1)
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The literature on this topic is extremely vast and a wide variety of methods, based on speciﬁc properties of
the involved polynomials, have been devised for computing the connection coefﬁcients (see, for instance,
[2,3,16,17,20,25]). The purpose of this paper is to present one further general methodwhich does not need
particular properties of the polynomials involved in the problem. We express explicitly the connection
coefﬁcients between two polynomial sets using their corresponding lowering operators (cf. Deﬁnition
2.1). The resulting formulas allow an uniﬁcation of various special results which appear in the literature.
The method depends on commutativity of operators and simple manipulations of formal power series.
2. Some basic deﬁnitions and results
Denote by (−1) the space of linear operators  acting on analytic functions that reduce the degree of
every polynomial by exactly one and (1)= 0.
Deﬁnition 2.1. Let  ∈ (−1) and let {Pn}n0 be a polynomial set. {Pn}n0 is called a -Appell
polynomial set if and only if
(Pn)= nPn−1, n= 1, 2, . . . . (2.1)
Deﬁnition 2.2. Let  ∈ (−1). A polynomial set {Bn}n0 is called the sequence of basic polynomials for
 if and only if
(i) {Bn}n0 is a -Appell polynomial set.
(ii) Bn(0)= 0,n, n= 0, 1, . . . .
In [4], it was shown that every  ∈ (−1) has a sequence of basic polynomials.
Theorem and Deﬁnition 2.3. Let {Pn}n0 be a polynomial set. Then there exists an unique  ∈ (−1)
and an unique power series A(t)=∑∞n=0 antn, a0 = 0, such that {Pn}n0 is a -Appell polynomial set
and
A()(Bn)= Pn, n= 0, 1, . . . , (2.2)
where {Bn}n0 is the sequence of basic polynomials for .
We shall call {Pn}n0 a -Appell polynomial set of transfer power series A. According to Theorem
2.1 in [5], we deduce that every polynomial set may be viewed as a -Appell polynomial set of transfer
power series A. This will be the key to our treatment of the Connection Problems.
In practice, we generally use the following result to determine  and A: A -Appell polynomial set of
transfer power series A is generated by
G(x, t)= A(t)G0(x, t)=
∞∑
n=0
Pn(x)
n! t
n, (2.3)
where G0(x, t) is a solution of the system:
G0(x, t)= tG0(x, t),
G0(x, 0)= 1,
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and conversely. G0(x, t) is, in fact, the generating function of the corresponding basic
sequence.
Sometimes, we need to replace in (2.3), Pn by cnPn; cn = 0; in order to facilitate the obtention of the
corresponding lowering operator.
Let P′ be the dual of P. We denote by 〈L, f 〉 the effect of the functional L ∈ P′ on the polynomial
f ∈ P. Let {Pn}n0 be a polynomial set. Its dual sequence {P˜n}n0 is deﬁned by
〈P˜n, Pm〉 = nm, n,m0. (2.4)
An explicit expression of the dual sequence of {Pn}n0, a -Appell polynomial set of transfer power
series A, was given in [4] by
〈P˜n, f 〉 = 1
n! [
nÂ()(f )(x)]x=0 = 1
n! [
nÂ()(f )](0), n= 0, 1, . . . , f ∈ P, (2.5)
where Â(t)= 1/A(t).
Now, let  ∈ (−1). By Form[], we mean the ring of all formal power series in . Every element of
Form[] has a natural interpretation as a linear operator on P. It was shown in [14] that:
(i) Every L ∈ Form[] has a unique series expansion given by
L=
∞∑
k=0
(LBk)(0)
k! 
k, (2.6)
where {Bn}n0 is the basic family for .
(ii) For any linear operator G from P to P, we have the equivalence
G ∈ Form[] if and only if G= G. (2.7)
Denote by
S0 the set of all power series A(t)=∑∞n=0 antn, a0 = 0,
Ŝ0 the set of all power series B(t)=∑∞n=0 bntn, bn = 0 for all n,
S1 the set of all power series C(t)=∑∞n=1 cntn, c1 = 0.
Let C ∈ S1, by C∗ we mean the composition inverse of C i.e. C∗(C(t)) = C(C∗(t)) = t , C∗ ∈ S1.
Consider in(−1), the equivalence relation: “1R2 ⇐⇒ 12=21” and denote by cl[] the equivalence
class of . Let 1 ∈ (−1), we have
1 ∈ cl[] ⇐⇒ 1= 1 ⇐⇒ ∃ ∈ S1 such that 1 =() (or =∗(1)).
In Table 1, we gather some polynomial sets for which the corresponding lowering operators belong to
cl[D]; D being the derivative operator.
3. Connection coefﬁcients
As every polynomial set may be viewed as a -Appell polynomial set of transfer power series A,
we use this property in our analysis to treat the connection problem between two polynomial sets. We
state ﬁrstly a general result expanding a polynomial f ∈ P of degree n in terms of polynomials Pm;
m = 0, 1, . . . , n; where {Pn}n0 is a 1-Appell polynomial set of transfer power series A1. Then, we
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Table 1
Some polynomial sets with lowering operator equivalent to D
Polynomial sets Pn(x) Transfer power series A(t) Lowering operator (D)
Monomials: xn 1
Gould–Hopper [11]: gmn (x, h) eht
m
Hermite [9]: Hen(x) e−
t2
2 The derivative operator D := ddx
Bernoulli [21]: Bn(x) tet−1
Euler [21] E(x) 2
et+1
Modiﬁed Laguerre [10]: n!L−nn (x) (1− t)−
Stirling [17]: x[n] 1
Charlier [9]: Can(x) e−at The forward difference operator  := eD − 1
Boole [12]: n(x) 11+ t2
Laguerre [10]: n!Ln(x) (1− t)−−1 The Laguerre operator K := − DD−1
Meixner [9]:Mn(x, , a) 1(1−t) = e
D−1
eD− 1
a
Krawtchouck [23]: Kpn (x,N) (1− pt)N = eD−1q−peD
Pochhammer [18]: (x)n 1 ∇ := 1− e−D
Exponential [18]: n(x) 1 = ln(1+D)
Gould [18]: Gn(x; a, b) 1 eaD(ebD − 1)
Abel [18]: An(x; 	) 1 =De	D
Bruwier [24]: bn(x; c) 11+cw(t) = w∗(D) where w(t)=
∞∑
n=1
(−nc)n−1
n! tn
replace f by a polynomial Qn where {Qn}n0 is a 2-Appell polynomial set of transfer power series
A2. We consider the two cases separately where 12 = 21 and 12 = 21. For the ﬁrst one, we
discuss the three sub-cases where 1 = 2 (connection coefﬁcients between two -Appell polynomial
sets), A1 = A2 = 1 (connection coefﬁcients between two basic polynomial sets), and 1, 2 ∈ cl[]
(connection coefﬁcients between two Boas–Buck polynomial sets). In the ﬁrst sub-case (1 = 2), we
consider an interesting special case where we replace Qn by LPn; L being a linear operator acting on
polynomials and satisfying deg(Lf )= deg(f ) and 1L=L1. Particular choices of the operator L allow
us to derive a generalized addition formula and relation on convolution type for every polynomial set.
As application of the results obtained in the third sub-case (1, 2 ∈ cl[]), we derive some duplication
formulas for various polynomial sets.
3.1. General results
Theorem3.1. Let {Pn}n0 bea-Appell polynomial set of transfer power seriesA.Then every polynomial
f ∈ P of degree n has the expansion
f (x)=
n∑
m=0
mÂ()f (0)
Pm(x)
m! . (3.1)
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Proof. From (2.4), we deduce
f (x)=
n∑
m=0
〈P˜m, f 〉Pm(x), (3.2)
which combined with (2.5) leads to (3.1). 
An interesting special case is given by
Corollary 3.2. Let {Pn}n0 be a Boas–Buck polynomial set generated by the formal relation [7]:
G(x, t)= A(t)B(xC(t))=
∞∑
n=0
Pn(x)
n! t
n,
where (A,B,C) ∈ S0× Ŝ0×S1 and B(0)= 1. Let 
 := 
x be in −1 and satisfying
B(xt)= tB(xt).
Put =C∗(
).Then {Pn}n0 is a -Appell polynomial set of transfer power series A and every polynomial
f ∈ P of degree n has the expansion
f (z)=
n∑
m=0
mÂ()f (0)
Pm(z)
m! . (3.3)
Proof. From (2.3), we deduce that {Pn}n0 is a -Appell polynomial set of transfer power seriesA. That,
by virtue of (3.1) leads to (3.3). 
Many polynomial expansions in the literature may be uniﬁed by this result. Some examples were
quoted in [4] and [22].
3.2. Connection between polynomial sets with equivalent corresponding lowering operators
(12 = 21)
Corollary 3.3. Let {Pn}n0 be a 1-Appell polynomial set of transfer power series A1 and {Qn}n0 be
a 2-Appell polynomial set of transfer power series A2. Suppose that 2 = (1),  ∈ S1. Then the
connection coefﬁcients deﬁned by (1.1) are given by
A2(t)
A1 (∗(t))
∗m(t)=
∞∑
n=0
m!
n! Cm(n)t
n (3.4)
or, equivalently,
Cm(n)= n!
m!
n∑
k=m
∗n,kk−m, where ∗
k
(t)=
∞∑
r=k
∗r,kt r and
A2((t))
A1(t)
=
∞∑
k=0
kt
k. (3.5)
Proof. Replace in (3.1), f byQn, we obtain
Cm(n)= 
m
1
m! Â1(1)Qn(0)=
1
m!
∗m(2)A2(2)Â1(∗(2))B(2)n (0), (3.6)
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where {B(2)n }n0 is the sequence of basic polynomials for 2. Put
A2(t)
A1(∗(t))
∗m(t)=
∞∑
k=0
akt
k.
It follows from (3.6) and Deﬁnition 2.2 that
Cm(n)= 1
m!
∞∑
k=0
ak
k
2B
(2)
n (0)=
n!
m! an,
from which, we deduce (3.4).
Now, according to (2.4) and (2.5), we have
B(2)n =
n∑
k=0
〈 ˜B(1)k , B(2)n 〉B(1)k =
n∑
k=0
1
k!
k
1B
(2)
n (0)B
(1)
k ,
where {B(1)n }n0 is the sequence of basic polynomials for 1. So
Qn = A2(2)B(2)n =
n∑
k=0
1
k!
k
1B
(2)
n (0)A2(2)Â1(1)Pk
since Pn = A1(1)B(1)n . But, by virtue of Deﬁnition 2.2 and the relation 1 =∗(2), we have
k1B
(2)
n (0)=
∞∑
r=k
∗r,kr2B(2)n (0)= ∗n,kn!
It follows that
Qn =
n∑
k=0
n!
k!
∗
n,k
k∑
m=0
m
m
1 Pk =
n∑
k=0
n!
k!
∗
n,k
k∑
m=0
m
k!
(k −m)!Pk−m =
n∑
m=0
n!
m!
n∑
k=m
∗n,kk−mPm.
From which, we deduce (3.5). 
This result shows that the connection coefﬁcients depend only on and onA2/A1. In Table 2, we give
some examples of formal power series (t), their inverses and the constants ∗r,k essential to calculate
the connection coefﬁcients Cm(n) in (3.5) for many polynomial sets considered in this paper. Next, we
consider three interesting special cases of this result.
3.2.1. Connection coefﬁcients between two -Appell polynomial sets (1 = 2)
Corollary 3.4. Let  ∈ (−1). Let {Pn}n0 and {Qn}n0 be two -Appell polynomial sets of transfer
power series, respectively, A1 and A2. Then
Qn(x)=
n∑
m=0
n!
m!n−mPm(x), where
A2(t)
A1(t)
=
∞∑
k=0
kt
k. (3.7)
Y. Ben Cheikh, H. Chaggara / Journal of Computational and Applied Mathematics 178 (2005) 45–61 51
Table 2
Examples of formal power series (t)
(t) ∗(t) ∗
r,k
t
a at a
kr,k
at
t+b
bt
a−t b
k
ar
(
r−1
k−1
)
et − 1 ln(1+ t) k!
r! s(r, k)
ln(1+ t) et − 1 k!
r!S(r, k)
(1+ t)1/a − 1 (1+ t)a − 1
k∑
p=0
(−1)k−p
(
k
p
) ( ap
r
)
Proof. This result may be deduced from Corollary 3.3 with(t)=(t)∗ = t since for this case we have
∗n,k = n,k . 
Next, we consider some examples.
3.2.1.1. Appell polynomial sets A D-Appell polynomial set, D being the derivative operator, is just
called Appell polynomial set. Some examples of Appell polynomial sets were given in Table 1. The
application of Corollary 3.4 allows us to derive the following well-known identities for the monomials
xn, the Bernoulli polynomials Bn(x) [21], and the Gould–Hopper polynomials gmn (x, h) [21]:
Bn(x)=
n∑
m=0
( n
m
)
Bn−mxm, xn = 1
n+ 1
n∑
m=0
(
n+ 1
m
)
Bm(x),
Bn(x)=
n∑
r=0
[n−r/m]∑
k=0
(−1)k h
k
k!(n− r −mk)!Bn−r−mk
 gmr (x, h),
gmn (x, h)=
n∑
r=0
n!
r!
[n−r/m]∑
k=0
hk
k!(n− r −mk + 1)!
Br(x),
gmn (x, h)= n!
[n/m]∑
k=0
hk
(n−mk)!k!x
n−mk, xn =
[n/m]∑
k=0
(−1)khkn!
k!(n−mk)!g
m
n−mk(x, h).
In particular, for Hermite polynomials, since Hn(x)= g2n(2x,−1), we have
Hn(x)= n!
[n/2]∑
k=0
(−1)k2n−2k
(n− 2k)!k! x
n−2k, xn =
[n/2]∑
k=0
n!
2nk!(n− 2k)!Hn−2k(x).
3.2.1.2. -Appell polynomial sets Some examples of -Appell polynomial sets were given in Table 1.
The application of Corollary 3.4 allows us to derive the following well-known identities for the falling
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factorial polynomials x[n] := n! (x
n
)
, the Charlier polynomialsCan(x), and Boole polynomials n(x) [12]:
Can(x)=
n∑
m=0
(−a)n−m
( n
m
)
x[m], x[n] =
n∑
m=0
an−m
( n
m
)
Cam(x),
n(x)=
n∑
m=0
n!
m!
(
−1
2
)n−m
x[m], x[n] = n(x)+ n2n−1(x),
Can(x)=
1
2
n∑
m=0
( n
m
)
(−1)m+1am−1(m− 2a)n−m(x),
n(x)=
n∑
m=0
n!
m!
(
n−m∑
k=0
(
−1
2
)n−m−k
ak
k!
)
Cam(x).
It is also possible to determine the connection coefﬁcients between two Charlier polynomial sets
{Ca1n (x)}n0 and {Ca2n (x)}n0 by applying Corollary 3.4. We obtain in fact
Ca2n (x)=
n∑
m=0
(a1 − a2)n−m
( n
m
)
Ca1m (x).
3.2.1.3. Addition formulas, relations of convolution type
Corollary 3.5. Let {Pn}n0 be a -Appell polynomial set, and let L be a linear operator onP satisfying
deg(Lf )= deg(f ), f ∈ P, and commutes with . Then we have
LPn(x)=
n∑
k=0
(n
k
)
LBn−k(0)Pk(x),
where {Bn}n0 is the sequence of basic polynomials for .
Proof. This result follows directly from (2.1) and (2.6) or from (2.6) and Corollary 3.4, where A2(t)=
A1(t)
∑∞
k=0
LBk(0)
k! t
k
. 
Two particular choices of the operator L allow us to state the following:
Corollary 3.6. A -Appell polynomial set {Pn}n0 of transfer power series A generated by
G(x, t)= A(t)G0(x, t)=
∞∑
n=0
Pn(x)
n! t
n,
possesses a generalized addition formula
G0(y, )Pn(x)=
n∑
k=0
(n
k
)
Bn−k(y)Pk(x),
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where {Bn}n0 is the sequence of basic , and a relation of convolution type
G(y, )Pn(x)=
n∑
k=0
(n
k
)
Pn−k(y)Pk(x).
G0(y, ) is in fact a generalized translation operator.
In particular, for Sheffer polynomials where =D, we have:
Corollary 3.7. The Sheffer polynomial set {Pn}n0 generated by
A(t) exp(xC(t))=
∞∑
n=0
Pn(x)
n! t
n, A ∈ S0, C ∈ S1;
possesses the addition formula:
eyDPn(x)= TyPn(x)= Pn(x + y)=
n∑
k=0
(n
k
)
Bn−k(y)Pk(x), (3.8)
where {Bn}n0 is the sequence of basic polynomials for=C∗(D),and satisﬁes the relation of convolution
type:
A(C∗(D))TyPn(x)=
n∑
k=0
(n
k
)
Pn−k(y)Pk(x). (3.9)
Application of (3.8) to Laguerre, Gould–Hopper, Hermite, and Charlier polynomials provides some
well known addition formulas:
Ln(x + y)=
n∑
k=0
Lk(y)L

n−k(x), gmn (x + y, h)=
n∑
k=0
(n
k
)
yn−kgmk (x, h),
Hn(x + y)=
n∑
k=0
(n
k
)
(2y)n−kHk(x), Cn(x + y)=
n∑
k=0
(n
k
)
y[n−k]Ck (x).
If we replace in (3.8) or (3.9), Pr by Br , we obtain a relation of binomial type:
TyBn(x)= Bn(x + y)=
n∑
k=0
(n
k
)
Bn−k(y)Bk(x).
That includes for instance the binomial relation and the Vandermonde Theorem [18]:(
x + y
n
)
=
n∑
k=0
(x
k
)( y
n− k
)
, x and y being any complex numbers. (3.10)
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As application of (3.9), we consider the Gould–Hopper polynomial set {gmn (x, h)}n0. For this case,
G(y, )=ehDmTy . Using the relation [11]: ehDmxn=gmn (x, h), the addition formula, and the duplication
formula of Gould–Hopper polynomials, we deduce the relation of convolution type [11]
2n/mgmn
(
x + y
2
1
m
, h
)
=
n∑
k=0
(n
k
)
gmn−k(y, h)g
m
k (x, h)
which, for m= 2, is reduced to Runge formula [19]:
2n/2Hn
(
x + y√
2
)
=
n∑
k=0
(n
k
)
Hn−k(y)Hk(x).
3.2.2. Connection coefﬁcients between basic polynomial sets (A1 = A2 = 1)
Corollary 3.8. Let 1 and 2 be two operators in (−1) and let {B(1)n }n0 and {B(2)n }n0 be their
corresponding sequences of basic polynomials. Suppose that 2 =(1) where  ∈ S1. Then we have
B(2)n (x)=
n∑
m=0
n!
m!
∗
r,mB
(1)
m (x),
where ∗k(t)=∑∞r=k ∗r,kt r .
Proof. This result may be deduced from Corollary 3.3 with A1(t)=A2(t)= 1. In fact, for this case, we
have k = 0,k . 
As an example, we apply this result to obtain the explicit expression of the connection coefﬁcients
between {xn}n0 and the falling factorial polynomial sequences {x[n] = x(x − 1) · · · (x − n + 1)}n0
which are, respectively, basic polynomial sequence for the derivative operator D and the difference
operator = eD − 1. Put then (t)= log(1+ t) (resp. et − 1). Thus ∗ = et − 1 (resp. log(1+ t)) and
(see for instance [1])
∗k(t)=
∞∑
r=k
k!S(r, k)
r! t
r
(
resp.
∞∑
r=k
k!s(r, k)
r! t
r
)
,
where S(r, k) are the Stirling numbers of the second (resp. ﬁrst) kind deﬁned in [1]
S(n,m)= 1
m!
m∑
k=0
(−1)m−k
(m
k
)
kn
(
resp. s(n,m)=
n−m∑
k=0
(−1)k
(
n− 1+ k
n−m+ k
)(
2n−m
n−m− k
)
S(n−m+ k, k)
)
.
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Table 3
Connection coefﬁcients between sequences of basic polynomials
Qn(x)\Pm(x) xm x[m] (x)m Lm(x) :=
m∑
k=o
(−1)k
k!
(
m−1
k−1
)
xk
xn mn S(n,m) (−1)n−mS(n,m) (−1)mn!
(
n−1
m−1
)
Stirling numbers
of second kind
x[n] s(n,m) mn (−1)m m!n!
(
n−1
m−1
) n∑
k=m
(−1)m
m!
(
k−1
m−1
)
s(n, k)
Stirling numbers
of ﬁrst kind
(x)n (−1)n−ms(n,m) m!n!
(
n−1
m−1
)
mn
n∑
k=m
(−1)n−m−kk!
(
k−1
m−1
)
s(n, k)
Ln(x)
(−1)m
m!
(
n−1
m−1
) n∑
k=m
(−1)k
k!
(
n−1
k−1
)
S(k,m)
n∑
k=m
(−1)m
k!
(
n−1
k−1
)
S(k,m) mn
It follows, by virtue of Corollary 3.8, that [1]
xn =
n∑
m=0
S(n,m)x[m] and x[n] =
n∑
m=0
s(n,m)xm.
Similar computations leads us to obtain explicit expressions of the connection coefﬁcients given in
Table 3.
3.2.3. Connection coefﬁcients between two Boas–Buck polynomial sets (1, 2 ∈ cl[])
Corollary 3.9. Let {Pn}n0 and {Qn}n0 be two polynomial sets of Boas–Buck type generated, respec-
tively, by
A1(t)B(xC1(t))=
∞∑
n=0
Pn(x)
n! t
n and A2(t)B (xC2(t))=
∞∑
n=0
Qn(x)
n! t
n,
where B ∈ Ŝ0, Ai ∈ S0, Ci ∈ S1; i = 1, 2. Then
Qn(x)=
n∑
m=0
(
n!
m!
n∑
k=m
∗n,kk−m
)
Pm(x), (3.11)
where (t)= C∗2 (C1(t)) and A2((t))/A1(t)=
∑∞
k=0 ktk .
Proof. For this case, 1=C∗1 () and 2=C∗2 () where  ∈ (−1) and satisfying B(xt)= tB(xt). This
result may be deduced from Corollary 3.3 with i = C∗i (), i = 1, 2. 
Next, we show that this corollary uniﬁes various results related to connection problems by considering
some examples.
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Example 1 (Connection between Laguerre polynomials). Determine the connection coefﬁcients between
the modiﬁed Laguerre polynomial set {L	−−nn }n0 generated by [21]:
G2(x, t)=
∞∑
n=0
L	−−nn (x)tn = (1+ t)	−e−xt
and the Laguerre polynomials of order 	, {L	n}n0, generated by
G1(x, t)=
∞∑
n=0
L	n(x)t
n = (1− t)−	−1 exp
(
xt
t − 1
)
.
For this case we have
A1(t)= (1− t)−	−1, A2(t)= (1+ t)	− and (t)= t1− t .
Then
∗r,k = (−1)r−k
(
r − 1
k − 1
)
and k = (−1)k
(
+ 1
k
)
.
Applying formula (3.11) and using theVandermonde convolution Theorem (3.10), we obtain the identity
L	−−nn (x)=
n∑
m=0
(−1)n−m
(
n+ 
n−m
)
L	m(x).
Example 2 (Connection between Meixner polynomials). The Meixner polynomial set {Mn(., , a)}n0
is generated by [9]
G(x, t)=
∞∑
n=0
Mn(x, , a)
n! t
n = 1
(1− t) exp
(
x ln
1− t/a
1− t
)
.
Let Cm(n) := Cm(n, ; 	, a; b) be the connection coefﬁcients in the identity
Mn(x, 	, b)=
n∑
m=0
Cm(n, ; 	, a; b)Mm(x, , a).
To express explicitly Cm(n, ; 	, a; a), we use Corollary 3.4 since in this case we have two -Appell
polynomial sets where = C∗(D)= (eD − 1)(eD − 1/a). We obtain [16]
Mn(x, 	, a)=
n∑
m=0
( n
m
)
(	− )n−mMm(x, , a).
To express explicitly Cm(n, ; , a; b), we use Corollary 3.9 with
A1(t)= A2(t)= 1
(1− t) , (t)=
b(a − 1)t
a(b − 1)+ t (a − b)
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and
A2((t))
A1(t)
=
(
1+ a − b
a(b − 1) t
)
=
∞∑
k=0
(
k
)( a − b
a(b − 1)
)k
tk.
Then
∗r,k =
(a(b − 1))k
(b(a − 1))r (a − b)
r−k
(
r − 1
k − 1
)
and k =
(
k
)( a − b
a(b − 1)
)k
.
From (3.11), we deduce
Cm(n, ; , a; b)= n!
m!
(a(b − 1))m
(b(a − 1))n (a − b)
n−m
n∑
k=m
(
n− 1
k − 1
)(

k −m
)
,
which, by virtue of Vandermonde convolution theorem (3.10), leads to [16]
Cm(n, ; , a; b)=
( n
m
) (a(b − 1))m
(b(a − 1))n (a − b)
n−m ()n
()m
.
Example 3 (Duplication formulas). If we return to (1.1) and we replaceQn(x) by Pn(ax), we obtain the
so-called duplication or multiplication formula problem for the polynomial set {Pn}n0. Here, we use
Corollary 3.9 to solve this problem for some polynomial sets as Brenke, falling factorial, and Charlier
ones.
Corollary 3.10. The Brenke polynomials {Pn}n0, generated by
A(t)B(xt)=
∞∑
n=0
Pn(x)
n! t
n, where (A,B) ∈ S0 × Ŝ0,
possess a multiplication formula of the form
Pn(ax) =
n∑
m=0
( n
m
)
an 	n−m(a) Pm(x), where
A(t)
A(at)
=
∞∑
k=0
	k(a)
k! t
k. (3.12)
Proof. Apply corollary 3.9 with A1(t)=A2(t)=A(t), C1(t)= t and C2(t)= at . For this case, we have
C∗2 (t) = t/a, (t) = C∗2 (t) = t/a, ∗(t) = at and ∗n,k = ann,k . It follows then according to identity
(3.11)
Pn(ax)=
n∑
m=0
n!
m!a
nn−m(a) Pm(x), where
A( t
a
)
A(t)
=
∞∑
k=0
k(a)t
k.
From which, we deduce identity (3.12). 
Notice that this resultmayalsobededuced from the trivial identity:A(t)B(at)=(A(t)/A(at))A(at)B(at).
For A(t)= et , Corollary 3.10 is reduced to Carlitz Formula [8].
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Table 4
Polynomial sets with Brenke type generating functions
Polynomial sets Pn(x), 0<q < 1 Generating functions G(x, t)
q-Shifted [13] (x; q)n
∞∑
n=0
(x;q)n
(q;q)n t
n = (xt;q)∞
(t;q)∞
Little q-Laguerre/Wall [13] pn(x;  | q)
∞∑
n=0
(−1)nq( n2 )
(q;q)n pn(x; |q)t
n = (t;q)∞
(xt;q)∞ 01
(−
q
| q; qxt
)
.
q-Laguerre [13] L()n (x; q)
∞∑
n=0
L
()
n (x;q)
(q+1;q)n t
n = 1
(t;q)∞ 01
(−
q+1 | q;−q
+1xt
)
Al-Salam Carlitz I [13] U()n (x; q)
∞∑
n=0
U
()
n (x;q)
(q;q)n t
n = (t;q)∞(t;q)∞
(xt;q)∞
Al-Salam Carlitz II [13] V ()n (x; q)
∞∑
n=0
(−1)nq( n2 )
(q;q)n V
()
n (x; q)tn = (xt;q)∞(t;q)∞(t;q)∞
Discrete Hermite I [13] hn(x; q)
∞∑
n=0
hn(x;q)
(q;q)n t
n = (t2;q2)∞
(xt;q)∞
DiscreteHermite II [13] h˜n(x; q)
∞∑
n=0
q(
n
2 )
(q;q)n h˜n(x; q)t
n = (−xt;q)∞
(−t2;q2)∞
Stieltjes–Wigert [13] Sn(x; q)
∞∑
n=0
Sn(x; q)tn = 1(t;q)∞ 01
(−
0 | q;−qxt
)
Pastro [6,15] pn(x; , 	; q)
∞∑
n=0
pn(x; , 	; q)tn = (	t;q)∞(txq
1/2;q)∞
(t;q)∞(txq−1/2;q)∞
Rogers–Szegö [6]
Hn(x; q)
∞∑
n=0
1
(q;q)nHn(x; q)t
n = 1
(t;q)∞(q−1/2xt;q)∞
We apply Corollary 3.10 to some well-known polynomial sets with Brenke type generating function
(see Table 4). The obtained duplication coefﬁcients are listed in Table 5.
In the same way, the application of Corollary 3.9 to falling factorial polynomials and Charlier polyno-
mials leads to the identities
(ax)[n] =
n∑
m=0
(
n!
m!
m∑
k=0
(−1)m−k
(m
k
)(ak
n
))
x[m],
Can(−x)=
n∑
m=0
(
n!
m!
n∑
k=m
(−1)n
(
n− 1
k − 1
)
k−m
)
Cam(x), where n =
n∑
k=0
(−1)kan−k Lk(a)
(n− k)! ,
where Ln is the basic Laguerre polynomials. Recently, a ﬁve-term recurrence relation to calculate the
connection coefﬁcients in this last duplication formula was given in [3] where the authors used a different
approach based on the so-called NAVIMA algorithm.
3.3. Connection between polynomial sets with non equivalent corresponding lowering operators
(12 = 21)
The problem here consists of determining the connection coefﬁcients between a 1-Appell polynomial
set {Pn}n0 and a 2-Appell polynomial set {Qn}n0 where 12 = 21.
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Table 5
Duplication coefﬁcients for some Brenke polynomial sets
Polynomial sets {Pn}n0, 0<q < 1 Duplication coefﬁcients Cm(n, a) Pn(ax)=
n∑
m=0
Cm(a, n)Pm(x)
Laguerre Ln(x)
(
n+
n−m
)
am(1− a)n−m
Gould–Hopper gmn (x, h) Cn−mp(a, n)= n!a
n
p!(n−mp)!hp(a−m − 1)p
Hermite Hn(x) Cn−2p(a, n)= an
(
n
2p
)
(2p)!
p! (1− a−2)p
q-shifted (x; q)n
( n
m
)
q
am(a; q)n−m where
( n
m
)
q
:= (q;q)n
(q;q)m(q;q)n−m
Little q-Laguerre/Wall pn(x;  | q)
( n
m
)
q
an( 1a ; q)n−m(−1)n−mq
(m
2
)−( n2 )
q-Laguerre L()n (x; 	) (q
+1;q)n
(q+1;q)m
(a;q)n−m
(q;q)n−m a
m
Al-Salam Carlitz I U()n (x; q)
( n
m
)
q
an
n−m∑
k=0
(
n−m
k
)
q
(
1
a ; q
)
k
(
1
a ; q
)
n−m−k
k
Al-Salam Carlitz II V ()n (x; q)
( n
m
)
q
q
(m
2
)−( n2 )(−1)n−mam n−m∑
k=0
(
n−m
k
)
q
(a; q)k(a; q)n−m−kk
DiscreteHermite I hn(x; q) Cn−2m(a, n)= an
(q;q)n( 1
a2
;q2)m
(q;q)n−2m(q2;q2)m
Discrete Hermite II h˜n(x; q) Cn−2m(a, n)= (q;q)n(a
2;q2)m
(q;q)n−2m(q2;q2)m
(−1)m
a2m
qm(2m−2n+1)
Stieltjes–Wigert Sn(x; q) am (a;q)n−m(q;q)n−m
Pastro pn(x; , 	; q)
n−m∑
k=0
(
n−m
k
)
q
	kam+k (
1
a
;q)k(a;q)n−m−k
(q;q)n−m
Rogers–Szegö
Hn(x; q)
( n
m
)
q
am(a; q)n−m
Suppose that we know the connection coefﬁcients between a 1-Appell polynomial set {P (1)n }n0 and
a 2-Appell polynomial set {Q(1)n }n0. Then using the results of Section 3.2 and by composition, we
derive the connection coefﬁcients between {Pn}n0 and {Qn}n0.
Such a situation arises, for instance, in the two following cases:
Case 1: Db derivative.
Let b := {b0, b1, . . . , bn, . . .} be a number sequence with bn = 0 for all n ∈ N. Deﬁne a linear
operatorDb onP byDbxn= bnxn−1/bn−1. So, {n!xn/bn}n0 is the basic sequence for the operatorDb.
The connection coefﬁcients between two different basic sequences are trivial. It is then possible to derive
the connection coefﬁcients between a Db(1)-Appell polynomial set and a Db(2)-Appell polynomial set.
As examples ofDb operators, we mention that if bn = n!,Db is reduced to the derivative operator and
if
bn = [n]q !
(
[n]q = q
n − 1
q − 1 , [n]q ! = [n]q[n− 1]q · · · [1]q, [0]q ! = 1; |q| = 1
)
,
Db is reduced to Hahn operator.
Case 2: Leading coefﬁcients.
Suppose there exists a sequence of complex numbers {cn}n0; cn = 0; such that the lowering operator
of {cnPn}n0 belongs to cl[2]. Then the solution of our problem follows from the results of Section 3.2.
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As an example where the modiﬁcation of the leading coefﬁcients changes the class of the corresponding
lowering operator, wemention Laguerre polynomialsL()n . In fact, for this case we have the two following
generating functions [1,13]:
1
(1− t)+1 exp
(
tx
t − 1
)
=
∞∑
n=0
L()n (x)t
n,
et0F1
(−
+ 1 ;−xt
)
=
∞∑
n=0
L
()
n (x)
(+ 1)n t
n,
from which, we deduce that the lowering operator of {n!L()n }n0 belongs to cl[D] while the lowering
operator of {n!L()n /(+ 1)n}n0 belongs to cl[D(xD + )]=cl[Db], where bn = n!(+ 1)n.
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Appendix
As the method, used in this paper, depends on commutativity of operators and manipulations of formal
power series,we gather, inTable 1, some examples ofwell-knownpolynomials sets given by their lowering
operators and formal power series. Notice here that the polynomial set {cnPn}n0 is a (D)-Appell one
with transfer power series A. Also, in Table 2, we give some examples of formal power series(t) ∈ S1,
their inverses and the constants ∗r,k essential to calculate the connection coefﬁcients Cm(n) in (3.5) for
many polynomial sets considered in this paper. Application of Corollary 3.8 (resp. Corollary 3.10 ) to
some well-known polynomial sets provides some identities which we collect in Table 3 (resp. Table 5).
Qn(x)=
n∑
m=0
Cm(n)Pm(x).
The following notations were used in Table 4 [13]:
• (a; q)k :=
{
1 if k = 0,
(1− a)(1− aq) · · · (1− aqk−1) if k = 1, 2 . . . ,
• (a; q)∞ := limn →+∞(a; q)n
• The basic hypergeometric series or q-hypergeometric series is
rs
(
a1, a2, . . . , ar
b1, b2, . . . , bs
|q; z
)
:=
∞∑
n=0
(a1; q)n · · · (ar; q)n
(b1; q)n · · · (bs; q)n ((−1)
nq
n(n−1)
2 )1+s−r z
n
(q; q)n .
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