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Abstract. Recent work has shown that the structure of convolutional
neural networks (CNNs) induces a strong prior that favors natural im-
ages. This prior, known as a deep image prior (DIP), is an effective
regularizer in inverse problems such as image denoising and inpainting.
We extend the DIP concept to apply to depth images. Given color images
and noisy and incomplete target depth maps, we optimize a randomly-
initialized CNN model to reconstruct an depth map restored by virtue
of using the CNN network structure as a prior combined with a view-
constrained photo-consistency loss, which is computed using images from
a geometrically calibrated camera from nearby viewpoints. We apply this
deep depth prior for inpainting and refining incomplete and noisy depth
maps within both binocular and multi-view stereo pipelines. Our quanti-
tative and qualitative evaluation shows that our refined depth maps are
more accurate and complete, and after fusion, produces dense 3D models
of higher quality.
1 Introduction
There are numerous approaches for measuring depth in a scene, such as using
binocular [35] or multi-view [9,16,37] stereo or directly measuring depth with
depth cameras, LIDAR, etc. Each one of these approaches suffers from arti-
facts, such as noise, inaccuracy, and incompleteness, due to the respective weak-
nesses of each approach. As depth measurement is not a well posed problem,
extensive research has been conducted to solve the problem using approximate
inference and optimization techniques that employ appropriate priors and regu-
larization [51,5,43,44].
Supervised learning methods based on convolutional neural networks (CNNs)
have recently shown promise in improving depth measurements, both in the
binocular [55,29,22] and multi-view [21,53,20] stereo settings. However, these su-
pervised methods rely on vast amounts of ground truth data to achieve proper
generalization. While unsupervised learning approaches have been explored [56,45,32],
their success appears modest compared to supervised methods.
In this work, we propose a new approach for improving depth measurements
that is inspired by the recent work by Ulyanov et al.[47], who demonstrated that
the underlying structure of a encoder-decoder CNN induces a prior that favors
natural images, a property they refer to as a “deep image prior” (DIP).
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Fig. 1. (a) One of the input images (b)
Target depth map computed using SGM
and multiple neighboring images[19] (c)
The refined depth map generated using our
deep depth prior (DDP) based refinement.
Notice that the depth map fills the holes
in (b) (shown in white).
Ulyanov et al. show that the pa-
rameters of a randomly initialized
encoder-decoder CNN can be opti-
mized to map a high-dimensional noise
vector to a single image. When the
image is corrupted and the optimiza-
tion is stopped at an appropriate point
before overfitting sets in, the network
outputs a remarkably noise-free image.
The DIP has since been used as a reg-
ularizer in a number of low-level vision
tasks such as image denoising and in-
painting [47,50,12].
In this work, we propose using
DIP-based regularization for refining and in-painting noisy and incomplete depth
maps. Our approach is a post-processing, refinement step that can work on depth
maps from any source.
Using a network similar to Ulyanov et al., our approach generates a depth
map by combining a depth reconstruction loss with a view constrained photo-
consistency loss. The latter loss term is computed by warping a color image
into neighboring views using the generated depth map and then measuring the
photometric discrepancy between the warped image and the original image.
In this sense, our technique resembles direct methods proposed decades ago
for image registration problems, which all employ some form of initialization and
iterative optimization. However, instead of using handcrafted regularizers in the
optimization objective, we use the depth image prior as the regularizer. While
the role of regularization in end-to-end trainable CNN architectures is gaining
interest [26,52], our method is quite different, because there is no training and
the network parameters are optimized from scratch on new test images. Fig. 1
shows the inpainting results of applying our technique(DDP) on an input depth
map with holes.
To the best of our knowledge, this is the first work to investigate deep image
priors for improving depth images. We evaluate our approach using results from
modern stereo pipelines and depth cameras and show that the refined depth
maps are more accurate and complete leading to more complete 3D models.
2 Related Work
Stereo matching. Dense stereo matching is an extensively studied topic and
there has been tremendous algorithmic progress both in the binocular setting [19,55,29,56,26]
as well as in the multi-view setting [37,17,53,20,10], in conjunction with advances
in benchmarking [34,14,38,23,1]. Traditionally, the best performing stereo meth-
ods were based on approximate MRF inference on pixel grids [51,5,43], where
including suitable smoothness priors was considered quite crucial. However, such
methods were usually computationally expensive. Hirschmuller [19] proposed
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Semi-Global Matching (SGM), a method that provides a trade-off between accu-
racy and efficiency by approximating a 2D MRF optimization problem with sev-
eral 1D optimization problems. SGM has many recent extensions [13,2,41,36,39]
and also works for multiple images [17]. Region growing methods are another
alternative that has also shown promise and implicitly incorporate smoothness
priors [4,37,27,18]
Deep Stereo. In recent years, deep models for stereo have been proposed
to compute better matching costs [55,28,7] or to directly regress disparity or
depth [29,22,56,6] and also for the multi-view setting [21,53,20]. Earlier on, end-
to-end trainable CNN models did not employ any form of explicit regularization,
but recently hybrid CNN-CRF methods have advocated using appropriate reg-
ularization based on conditional random fields (CRFs) [26,52]. In contrast with
these works, as we do not perform learning by fitting to training data, our ap-
proach is more generalizable as it does not fall prey to the tendency of deep
approaches to overfit to their training data.
Depth Map Refinement The fast bilateral solver [3] is an optimization tech-
nique for refining disparity or depth maps. However, the objective is fully hand-
crafted. Knoblereiter and Pock recently proposed a refinement scheme where the
regularizer in the optimization objective is trained using ground truth dispar-
ity maps [25]. Their model learns to jointly reason about image color, stereo
matching confidence and disparity. Voynov etal. [48] use a deep prior for depth
super-resolution, but they do not have multiview constraint, as we do, nor do
they investigate refinement and hole-filling. Other recent disparity or depth map
refinement techniques utilize trained CNN models [31].
Deep prior for color images. Beyond the previously discussed work of Ulyanov
et al. [47], deep image priors have been extended for a number diverse applica-
tions – neural inverse rendering [42], mesh reconstruction from 3D points [50],
layer-based image decomposition [12]. Recently, Cheng et al. [8] pointed out im-
portant connections between DIP and Gaussian processes. Our approach is in a
similar vein as these approaches, where we modify the DIP for depth maps by
combing the usual reconstruction loss with a second term, the photoconsistency
loss which ensures that when the reference image is warped into a neighboring
view using our depth map, the discrepancy between the warped image and the
original image is minimized.
3 Method
Given a RGBD image with Iin as RGB component and Din as noisy depth
component, our goal is to generate denoised and impainted depth image D∗. We
leverage recently proposed Deep Image Prior (DIP) [47] to solve this problem.
We first briefly describe the DIP approach.
3.1 Deep Image Prior
The DIP method proposed a deep network based technique for solving low level
vision problems such as image denoising, restoration, inpainting problems. At
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Fig. 2. Overview of Deep Depth Prior (DDP): The DDP network is trained using
a combination of L1 and SSIM reconstruction loss with respect to a target RGB-D
image and a photo-consistency loss with respect to neighboring calibrated images.
This network is used to refine a set of noisy depth maps and the refined depth maps
are subsequently fused to obtain the final 3D point cloud model. Iout and Dout are the
RGB and depth output of our network. Inbr is the RGB at a neighboring viewpoint.
Iref and Dref are the input RGB and depth at the current (reference) viewpoint.
the core of their method lies the idea that deep networks can serve as a prior
for such inverse problems. If x is the input image, n is the input noise and xo
is the denoised output of the network fθ, then the optimization problem of the
DIP method takes the following form:
θ∗ = arg min
θ
L(fθ(n);x), x
∗
o = fθ∗(n). (1)
The task of finding the optimal neural network parameters θ∗ and the optimal
denoised image x∗o is solved using standard backpropagation approach.
Fig. 3. (a) Input depth map with holes (b)
DDP on just Depth maps and (c) DDP on
RGBD images. In the black box regions in (b),
DDP is filling up the holes in the sky or back-
ground based on the depth from the house
or radio because it has no edge information.
RGBD input provides this edge information
in (c).
A simple approach to address
depth denoising and inpainting
would be to use a DIP like encoder-
decoder architecture to improve the
depth images. Here depth images
would replace RGB as inputs in the
original DIP framework. However
this fails to fill the holes with cor-
rect depth values. Some of the vi-
sual outputs are shown in Fig. 3.
More quantitative results are pro-
vided in Table 2.
We hypothesize three reasons
for this failure. First holes near ob-
ject boundary can cause incorrect
depth filling. Second depth images
have more diverse values than RGB
images that leads to large quantization errors. Correctly predicting values for
such large quantized space is a challenging task for the DIP network. Finally ab-
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solute error for far objects may dominate the DIP optimization over important
near by objects.
3.2 Deep Depth Prior
In this work, we propose Deep Depth Prior (DDP) approach that includes three
new losses to solve the issues discussed above. Our approach is built on top of
the inpainting task in [47] where we create a mask for the holes in the depth map
and calculate the loss over the non-masked regions. Fig. 2 gives an overview of
our system.
Preliminary. To solve the issue of absolute error for far objects dominating
the DIP optimizer, inverted depth or disparity images are used. We also add
a constant value to depth image that reduces the ratio between the maximum
and minimum depth values. Further, masking of all far away objects beyond a
certain depth is performed by clipping to a predefined maximum depth value.
We also clip depth to a minimum value so that the maximum disparity value
does not go to infinity. We will provide these values in the supplementary.
Let Dout be the desired depth output from our network and let fθ denote this
generator network. Input to the network is noise nin and the input depth map
is inverted to get Zin as the noisy disparity map. Let us represent the output
from the network as Zout where Zout = fθ(n
in;Zin). On convergence, optimal
D∗ is obtained by inverting Z∗.
We use three different losses to optimize our network. Total loss is:
Ltotal = γ1L
disp + γ2L
RGB + (1− γ1 − γ2)Lwarp. (2)
Disparity-based loss Ldisp. The simplest technique to obtain Z∗ is to optimize
only on disparity. The disparity based loss Ldisp is a weighted combination of
Mean Absolute Error (MAE) or L1 loss and Structural Similarity metric (SSIM)
or Lss loss [49], and takes the following form:
Ldisp = λzL
1(Zin, Zout) + (1− λz)Lss(Zin, Zout). (3)
We use L1 loss instead of Mean Squared Error(L2) loss to remove the effect
of very high valued noise having a major effect on the optimization. It takes the
form as L1(Zin, Zout) = |Zin − Zout|.
The structural similarity Lss loss measures similarity between the input Zin
and reconstructed disparity map Zout. Here similarity is defined at the block
level where each block size is 11x11. It provides consistency at the region level.
The loss (Lss) takes the following form Lss = 1 − SSIM(Zin, Zout). Details
about the SSIM function are provided in the supplementary material.
RGB-based loss LRGB. We observed that under certain situations the disparity
based loss blurs the edges in the final generated depth map. This happens when
there is a hole in the depth map near an object boundary. The generator network
produces a depth map that is a fused version of depths of different objects
appearing around the hole.
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For example, consider regions belonging to sky in top row of Fig. 3. Due
to homogeneous nature of the sky pixels, standard disparity/depth estimation
methods fail to produce any disparity/depth for such regions. However, pixels
corresponding to house region have depth values. When the image is passed to
a DIP generator, the edge between the house and the sky gets blurred because
the network is trying to fill up the space without any additional knowledge e.g.,
boundary information. It just bases its decision on depth of neighboring space
to fill up the incomplete regions as seen in the top row of Fig. 3(b) in the black
box region.
To solve this problem we also pass the color RGB image along with the
disparity image. The encoder-decoder based DDP architecture is now trained on
the 4 channel RGBD information. Weights of the network are updated not only
on the masked disparity map but also on the full RGB image. This helps the
network to leverage the object boundary information in the RGB image to fill the
holes in the disparity (and so in depth) image. This important edge information
provided to the network helps to generate crisp depth images as seen in the Fig.
3(c).
Let Iout be the output corresponding to input data Iin using the noise nin
and generator model fθ. It takes the form as I
out = fθ(n
in; Iin).
The Loss LRGB is also a weighted combination of L1 and SSIM losses, and
is defined as:
LRGB = λIL
1(Iin, Iout) + (1− λI)Lss(Iin, Iout). (4)
The RGB based loss helps to resolve the issue of blurring observed around
edges near object boundary. However, putting equal weights to disparity Ldisp
and RGB LRGB components of the total loss leads to artifacts appearing in
the disparity image and so in depth output images as well. In particular, these
artifacts are due to textures and edges from an object’s appearance that are
unrelated to the depth boundaries.
For example in Fig. 4 the wall of the house is one surface and should have
smooth depth maps. However, the DDP network trained on RGBD data gener-
ates vertical textures in the depth images that appear due to the vertical wooden
planks in the RGB image.
Warping-based loss. We propose to include a warping loss to improve our
outputs. Before defining the warping loss, let us first define warping function
T refnbr . Given the camera poses Cref and Cnbr of the reference and neighboring
view , the function T refnbr warps neighboring view to reference view.
We are trying to generate denoised output Zout for the reference view. We
first find top N neighboring views of the reference view. These neighboring views
are generated using the method used in MVSNet [53]. Let nbr denote one of these
N views and let W refnbr be the warped image from neighboring view to reference
view. Let Doutref be the predicted depth (inverted Z
out
ref ) for the reference view
and Iinnbr is the input RGB for the neighboring view, then the warped image is
W refnbr = T
ref
nbr (D
out
ref , I
in
nbr;Cnbr, Cref ). Further, we also use bilinear interpolation
for warping that helps to remove holes.
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Fig. 4. (a) RGB image (b) Input disparity map (c) Disparity output from DDP trained
with equal weight for RGB and depth loss. The RGB artifacts are evident in (c) through
the vertical and horizontal lines representing the wooden planks in the wall (d) Dis-
parity output from DDP trained with lower weight for RGB compared to depth loss.
The artifacts disappear in (d).
Now given Iinref , the input RGB for the reference view we can compute warp-
ing loss as:
Lwarpnbr−ref = λwL
ss(Iinref ,W
ref
nbr ) + (1− λw)L1(Iinref ,W refnbr ). (5)
When there are multiple neighboring views, the loss is averaged over them
as Lwarpref =
1
N
∑N
nbr=1 L
warp
nbr−ref .
Warping loss not only resolves the issue of artifacts appearing around edges
within objects, we observe it helps to improve disparity (and depth values) in
other regions as well. Thus, the warping term improves overall accuracy. Impor-
tance of each loss terms are explored in the experiment section 4.
Optimization. All three losses that we use are differentiable with respect to the
network parameters and so the network is optimized using standard backprop-
agation.
4 Experiments
We demonstrate the effectiveness of our proposed approach on two different tasks
- 1) depth completion and 2) depth refinement. We also show the generalization
ability of our technique on new datasets with unseen statistical distributions.
We evaluate results on four different datasets: 1) Tanks and Temples(TnT) [23],
2) KITTI stereo benchmark [14], 3) Our own collected videos and 4) NYU depth
V2 [40].
4.1 Tanks and Temples
We first evaluate the effectiveness of the presented approach on multi-view recon-
struction task. We demonstrate the qualitative and quantitative improvement on
seven sequences from the Tanks and Temples dataset (TnT dataset) [24]. These
sequences include Ignatius, Caterpillar, Truck, Meetingroom, Barn, Courthouse
and Church.
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Implementation. In this work, we applied the deep depth prior on a sequence
of depth images. In all our experiments, the base network is primarily an encoder-
decoder based UNet architecture [33]. The UNet encoder consists of 5 convolu-
tion blocks each consisting of 32, 64, 128, 256, and 512 channels. Each convolution
operation uses 3x3 kernels. Further, we have also conducted experiments using
skip networks [47]. Input noise to the network is of size m × n × 16 where m
and n are the dimensions of the input depth images. Training is performed using
Adam optimizer. Initial learning rate is set to 0.00005, that is reduced by a fac-
tor of 0.01 after 12000 and 15000 epochs. The model is trained for 16000 epochs.
Hyper-parameters of the loss function are set through searching on a small sub-
set (10 images randomly chosen) from each of Ignatius and Barn sequence in
TnT.
The depth images are fused using fusibile [11] to reconstruct the final 3D
point cloud. Fusibile has hyperparameters that determine the precision and recall
values for the resultant point cloud. These parameters include the disparity
threshold and the number of consistent views. More details about fusibile and
loss hyper-parameters are provided in the supplementary material.
Quantitative results. Our primary comparison is with popularly used semi-
global matching method (SGM) [19] for depth image estimation. SGM is an
optimization based method that does not need any training data. We also com-
pare with a state-of-the-art learning based method: MVSNet [53]. Further, it
should be noted that our approach is agnostic to the depth estimation method,
i.e. it can be used to improve depth maps from any source.
We compare our reconstructed point clouds to the ground truth point clouds
for all 7 sequences in the TnT dataset [24] using the benchmarking code included
with the dataset, which returns the precision (P = TPTP+FP ), recall (R =
TP
TP+FN )
and f-score (F = 2. P.RP+R ) values for each scene given the reconstructed point cloud
model and a file containing estimated camera poses used for that reconstruction.
Here, TP , FP and FN are true positives, false positives and false negatives
respectively. For each of the sequences they also fix the point where precision
and recall are reported given the precision-recall curve.
Ablation studies. We conduct a series of experiments on the Ignatius dataset
to study impact of each parameter and component of the proposed method. We
first study the effect of number of depth images on final reconstruction. For this
purpose, we skip a constant number of images in the dataset. For example, a skip
size of 2 means that only every second image is used for reconstruction giving
us 85 images in total for Ignatius. Such reduction in the data size increases the
number of holes on the SGM-based reconstruction method. The same reduced
dataset is used for the baseline and our approach. We also conducted exper-
iments with skip values of 4, 8 and 16 giving 43, 22 and 11 images. Table 1
provides details about the impact of this skip size on relative improvement. For
SGM+DDP, we keep SGM values where there are no holes, and replace the holes
with DDP output values in those regions. It can be observed that at skip sizes
of 2, 4, 8 and 16, we see an improvement of 0.3, 0.16, 0.51 and 0.55 percentage
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Table 1. We compare the accuracy of
DDP on datasets of different sizes. As
the number of images become smaller,
the holes increase and we get the most
relative performance gain at number of
images=11. Higher is better.
Dataset SGM SGM+DDP
Ignatius( 85 images) 44.40 44.70
Ignatius( 43 images) 43.36 43.52
Ignatius( 22 images) 31.66 32.17
Ignatius( 11 images) 30.70 31.25
Table 2. The results of comparing the
DDP output using disparity, RGBD and
warping loss and using UNet or Skip-
Net as the network are shown here,
P:Precision, R:Recall, F:F-Score. Higher
is better.
Network+Loss P R F
UNet+D 33.91 35.61 34.74
UNet+RGBD 36.71 36.56 36.63
UNet+RGBD+warp 39.87 48.50 43.76
SkipNet+RGBD+warp 39.94 48.26 43.71
Table 3. Quantitative results comparing 7 sequences for SGM based depths and ap-
plying the DDP on SGM depths. We combine DDP with SGM by replacing the depth
values in the holes of SGM depth with DDP depth. Here Num img: number of images in
sequence, Consistent views: number of consistent views while constructing point cloud,
P: precision, R:recall, F:f-score. Higher is better.
Method Num img Consistant disparity SGM SGM+DDP(Ours)
views threshold P R F P R F
Ignatius 85 5 1.0 41.83 47.30 44.40 41.21 48.83 44.70
Ignatius 22 2 2.0 36.37 28.03 31.66 35.66 29.31 32.17
Barn 180 2 0.5 23.34 27.81 25.38 22.78 29.26 25.61
Barn 45 1 4.0 19.06 21.43 20.18 18.10 22.79 20.18
Truck 99 4 1.0 35.76 38.80 37.22 34.54 41.36 37.64
Truck 25 1 2.0 29.44 33.81 31.48 27.69 36.66 31.55
Caterpillar 156 4 1.0 24.92 41.47 31.13 23.96 42.93 30.75
Caterpillar 39 1 2.0 17.28 36.54 23.46 16.21 37.89 22.71
Meetingroom 152 4 1.0 27.51 13.43 18.05 25.24 15.24 19.01
Meetingroom 38 1 4.0 17.80 9.03 11.98 15.68 10.72 12.73
Courthouse 110 2 1.0 1.78 0.84 1.14 3.20 1.17 1.71
Church 86 4 1 8.92 8.47 8.69 8.88 8.62 8.75
point of relative improvement in F-measures over the baseline respectively. It
suggests that at higher skip sizes, our approach provides necessary prior infor-
mation to fill holes. It should be noted that we have not included experiments
with skip size of one. Running fusible on all of the Ignatius images produces
dense reconstruction without holes. Running DDP on this dense reconstruction
has no effect, and so we have not included results with skip size of one in the
table. One of the goals of this work is for our accurate hole-filling to to allow for
fewer images to be captured and used for reconstruction.
Next we show the advantage of using RGBD and warping loss over disparity
loss only. Running the optimization for too many epochs on depth only DDP can
return the holes in the result, thus we run depth only based networks for 6000
epochs instead of 16000. The results are in Table 2, which also shows the benefit
of photo-consistency based warping loss. We observe a relative improvement
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Table 4. We compare the reconstruction performance using depth map generated by
MVSNet and depth map generated by applying DDP on MVSNet. P:precision, R:recall,
F:f-score. Higher is better.
Dataset MVSNet MVSNet+DDP
P R F P R F
Ignatius ( 126 images) 45.89 52.19 48.84 45.16 54.89 49.55
Ignatius ( 32 images) 40.25 46.78 43.27 38.94 50.00 43.78
of 7.13% in F-measure after incorporation of the warping loss. Finally, we also
conducted experiments with Skip-Net [47] to show the impact of using a network
different from UNet. Table 2 shows they give comparable results, and we chose
to use UNet for our other experiments since it is a more commonly used network.
Comparison to prior work Quantitative comparison with the SGM baseline
on the 7 TnT dataset is shown in the Table 3. The SGM+DDP (Ours) column
shows the results of using DDP to improve depth maps from SGM. We combine
DDP depth maps with SGM depth maps, keeping the SGM values everywhere
where there are no holes and replace the holes with DDP depth values. The
table includes the precision, recall and f-scores on each dataset with sub-sampled
number of images done using the technique described in the Ablation Studies
sub-section. We observe improvement in recall and f-score values of the presented
approach over the SGM-method. It suggests the method helps in hole filing.
F-score improves in 6 of the 7 sequences. Overall SGM+DDP(Ours) helps to
improve recall by 1.49 percentage points and f-score by 0.23 percentage points.
In particular, we see a significant improvement of 1.75 in recall and 0.86 in f-score
on the MeetingRoom sequence.
We also tested using the learning-based MVSNet method as an input to our
method. While the results from MVSNet do not contain any holes, as they predict
a value at every pixel, just as we do, the do have areas where the predictions have
low confidence. We use their output probability map which shows confidence of
depth prediction and removing depths at places with confidence below a certain
threshold, we see if we can fill those areas more accurately than MVSNet did.
We then fill up these holes using DDP and compare the results with the original.
These results for Ignatius are in Table 4. We see 0.61% improvement in F-score
and 2.96% in recall.
Qualitative results. Next we provide visual results on the TnT dataset to
highlight the impact of our approach in achieving high quality reconstruction.
In Fig. 5, we show output disparity images at 500 (column c) and 16000 (column
d) epochs of our proposed approach on 5 TnT sequences. Note that the holes
in the input disparity images (marked as white in column b) are filled in the
output images (c, d). Further, qualitative improvement can be observed across
epochs on comparing visual outputs. For example, disparity of the background
wall in second row image is more consistent at 16000 epochs than at 500 epochs.
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Fig. 5. (a) Input RGB and (b) input depth images for Ignatius, Meeting Room, Barn,
Caterpillar and Truck and predicted depth at epochs (c) 500 (d) 16000.(Best viewed
in digital)
4.2 KITTI
Next we show the performance of the proposed approach on the KITTI stereo
benchmark (2015) [30] for 3 different input disparity maps in Table5. The eval-
uation metrics used in this benchmark is D1 that measures the error percentage
when the predicted value differs from the groundtruth value by 3px or 5% or
more. This error is separately measured for background, foreground and all re-
gions together. 3 approaches that generate input depths for DDP are as follows:
1. We take the output of a state of the art deep learning based stereo estima-
tion technique, HD3 [54], as the input to our method. We apply DDP on
these already complete and accurate depth maps, so we do not observe any
improvement due to applying the DDP.
2. In the previous setup, the deep learning model has been trained and tested
on the KITTI dataset. However, a depth (or stereo) estimation method
should work on any environment. Traditional stereo methods like ELAS [15]
works without any environment constraints. So, in this experiment, we com-
pare the performance of DDP method applied on ELAS method to that of
a deep learning model trained on a out-of-distribution data. For the out-
of-distribution model, we used HD3 model trained on the FlyingThings3D
dataset [29]. We applied DDP based refinement and completion over depth
from ELAS method. In the first setting it generates complete disparity maps
without any holes. We use DDP for refinement and completion. We observe
a small performance improvement (∼0.1% reduction in D1-all error). How-
ever, compared to the HD3 model trained on the Things dataset both ELAS
and ELAS + DDP achieves almost 71 percentage point improvement. It
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highlights that our approach with traditional stereo methods can work well
under different environment conditions.
3. The second set of parameters for ELAS generates depth images with holes.
In this case, DDP applied over ELAS depth helps to inpaint and complete
the ELAS depth. Here we observe a 4% reduction in D1-all error.
4.3 Our dataset
Table 5. Results on KITTI Dataset
Method D1-bg D1-fg D1-all
HD3 1.8 3.6 2.1
HD3+DDP 1.8 3.7 2.1
HD3 trained 78.74 79.16 78.81
on Things
ELAS(params1) 7.5 21.1 9.8
ELAS+DDP 7.5 21.1 9.7
(params1)
ELAS(params2) 20.6 28.7 22.0
ELAS+DDP 16.3 26.1 17.9
(params2)
We used a cell-phone camera to cap-
ture 5 scenes, both indoor and out-
door. The datasets are monocular
video sequences and are named Guitar,
Shed, Stones, Red Couch, and Van.
To better understand the quality
of the depth images generated by the
proposed method, we warp RGB im-
ages using the original and the pro-
posed DDP generated depth images
for Guitar, Shed, Truck, Caterpillar
and Stones from TnT and our video se-
quences. The warped RGB images are
shown in the Fig. 6. Holes can be ob-
served in the RGB images warped using original depth maps for example along
the smooth reflective side surface of the guitar, the roof of the shed, some parts
of the truck and caterpillar and along the base of the Stone Wall. However, RGB
images warped using our depth images removes large portions of these holes and
are far smoother.
We show reconstructed point clouds on RedCouch, Stones, Guitar and Van
in Fig. 7. The first column is one of the input RGB images used for the recon-
struction, second column is the reconstruction from the original SGM output,
the third one is from SGM + DDP and the fourth column is the reconstructed
result from MVSNet.
The number of views used for these reconstructions are small (∼10). We
chose these datasets to show specific ways in which our reconstructions improve
on the original SGM and even MVSNet outputs. As we can see from our results,
there are a lot less holes in the reconstructions computed from our depth maps
compared to original SGM and MVSNet. For example from the top view of the
RedCouch in the first row, we can see the relatively obscure region behind the
pillow. DDP successfully fills up a big portion of this hole. Next the base of the
Stone Wall in the second row also gets filled. Finally the reflective surfaces of
the guitar in the third row and the van in the fourth row gets completely or at
least partially full depending on how big the original hole was. For example note
how the text ”FREE” on the van is more readable in the DDP result.
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4.4 NYU depth V2
Finally we demonstrate performance of our approach on hole-filling Kinect depth
data. For this, we use data from the popular NYU V2 depth dataset [40]. Quali-
tative experiments on the NYU V2 depth images are shown in Fig. 8. We cannot
directly use the test data from NYU, since we need at least two views as input. So
we downloaded 3 video scenes, and used structure-from-motion (SfM) pipeline
[46] to get the extrinsic camera pose information. Using this, we apply DDP to
remove holes in the Kinect depth maps given by the dataset. We directly refined
the Kinect depth images, and as the originals are incomplete, we cannot use
them for performance analysis. Instead we use the depth maps to project one
RGB view to another in the video sequences to compte and RGB re-projection
error, which we quantify with Peak Signal to noise ratio (PSNR). It is defined as
PSNR = 20 log10(MAXI/
√
MSE), where MAXI is the maximum value of the
image and MSE is the mean squared error of the image. As we can see in Fig.
8, DDP fills up holes and improves the PSNR. We also use the cross-bilateral
hole filled depth maps included in the NYU V2 dataset as a baseline. We observe
consistent qualitative and quantitative improvements using DDP compared to
the cross-bilateral method.
5 Conclusions
We have presented an approach to reconstruct depth maps from incomplete ones.
We leverage the recently proposed idea of utilizing a neural network as a prior for
natural color images, and introduced three new loss terms that complete depth
maps. Extensive qualitative and quantitative experiments on sequences from the
Tanks and Temples, KITTI, NYU and our own dataset demonstrated the impact
of improved depth maps generated by our presented method. Important future
extensions include improving the speed of the method and understanding of the
convergence properties of DDP.
Guitar	 Shed	 Truck	 Caterpillar	 Stones	
(a)	
(b)	
(c)
Fig. 6. (a) Original Image from a neighboring view point (b) Novel view synthesized
from the same camera view point using the original SGM depth (c) Novel view synthesis
from the same camera view point using DDP depth. The holes that appear in (b) gets
filled in (c)(Best viewed in digital)
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Fig. 7. (a) Input RGB image and reconstructed point-cloud from (b) SGM (c) DDP
(Ours) and (d) MVSNet depth images for RedCouch, Stones, Guitar and Van. Our
reconstructions are more complete.(Best viewed in digital)
Fig. 8. (a) Input RGB (b) Input depth (c) Depth completed using cross-bilateral filter
and (d) Depth completed using DDP (Best viewed in digital)
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