w x w method of lines 10, 17 and nonlinear operator semigroup theory 1᎐4, 7, x Ž . 12, 15, 16 to show that Eq. 1 has a unique global solution.
Ž . w x When ␤ t ' t, that is, ␤ is the identity, the special cases in 8, 13 follow. When ␤ is invertible, the inverse ␤ y1 can be applied to both sides Ž . of 1 and an equation with nonlinearity in u as well is derived, a case t w x Ž . X Ž . which is not approachable by the classical method 11 . If ␤ t or ␤ t Ž . equals 0 at some t g ‫,ޒ‬ 1 becomes not uniformly parabolic there, which Ž . is a degenerate equation. Also 1 is related to the problem of multiplicaw x Ž . tive perturbation in operation semigroup theory 9 . As such, 1 is interesting in many ways.
There are many methods to tackle parabolic problems. The traditional one for solving quasilinear equations with linear boundary conditions is w x detailed quite well in 11 . Linear operator semigroup approach is used in, w x w e.g., 5, 14 while the nonlinear counterpart is applied in, e.g., 1᎐4, 7, 8, 12, x 13, 15, 19 .
Ž . The nonlinear operator semigroup approach is to rewrite 1 as an abstract ordinary differential equation 
Ž .
Ž . ii Range condition. The range of I y A equals X for some ) 0.
The method of lines is to time-discretize 1 and construct the Rothe w x functions 10, 17 . When crucial estimates are derived, this method works.
The rest of this paper is planned as follows. Sections 2 and 3 deal with the problems in one space dimension and higher space dimensions, respectively. Section 4 is devoted to the method of lines.
THE PROBLEM IN ONE SPACE DIMENSION
From here on, let k denote a generic constant, which can vary with different occasions.
Ž .
Ž . Ž . Now consider Eq. 1 and make the following assumptions 2.1 to 2.4 .
Ž . Ž 2.1 ␤ : ‫ޒ‬ ª ‫ޒ‬ is a continuous maximal monotone function or a . Ž. Ž. continuous nondecreasing function , such that ␤ 0 s 0 and ␤ t ª "ϱ as t ª "ϱ.
, is a continuous function on 0, 1 = ‫ޒ‬ = ‫,ޒ‬ such that Ž . f x, 0, 0 ' 0 for all x, f is monotone nonincreasing in , and fr has at most linear growth in , in the sense that
Here notice that ␤ q I : ‫ޒ‬ ª ‫ޒ‬ exists and is nonexpanj sive for ) 0 and j s 0, 1. Also the assumption that fr has at most w x linear growth in is much weaker than that in 8, 13 . 
Here notice that ␤ y1 : ‫ޒ‬ ª ‫ޒ‬ exists and is nonexpansive since ␤ is maximal monotone.
Ž . PROPOSITION 1. Equation 3 has a solution.
1 w x w x Proof. Define the operator S : C 0, 1 ª C 0, 1 by
Ž . w x w x and define the operator B : D B ; C 0, 1 ª C 0, 1 by
Ž . 
Ž . Rewrite 3 as the operator equation
Ž .
and so
Here notice that f x, 0, 0 ' 0 and f x, , is monotone nonincreasing in .
Now since ␤ y1 is monotone nonincreasing and equals 0 at 0, we have that Ž . Ž .
for some ) 0.
w x Proof. For h g C 0, 1 and ) 0, we know from Proposition 1 that there exists a solution u to
Applying the arguments as in proving Proposition 1, we have without much difficulty that
If we can show that ␤ u y h F k for all , then it follows from ϱ as in proving Proposition 1 that Ž 5 5 . ␤¨or y␤ y¨, which tends to qϱ by the assumption that
Ž
.
Ž .. Ž . and so continuous , we have that ␤ q I u 0 qu 0 su 0 as 0 ª 0, which is the desired boundary condition. The case for ␤ is similar. 
Ž . follows from the Crandall᎐Liggett theorem that 1 has a unique general-Ž . ized but not strong global solution.
THE PROBLEM IN HIGHER SPACE DIMENSIONS
Consider the equation
where ⍀ is a bounded smooth domain in ‫ޒ‬ , n G 2, s x is the unit outer normal at x g Ѩ ⍀, and Ѩ urѨ s ٌu и .
Ž . Ž . We make the following assumptions 3.1 to 3.4 :
Ž .

␤ is a continuously differentiable maximal monotone function
Ž . Ž . such that ␤ 0 s 0 and ␤ t ª qϱ as t ª qϱ.
f is monotone nonincreasing in , and fr had at most linear growth in , in the sense that
for some positive continuous function g.
Ž .
3.4 ␤ is a twice continuously differentiable maximal monotone
Remark. In the following, we will use the same proof format as in Section 2 but we have to make the necessary adjustments, such as
Ž . Ž . w x Ž . changing C ⍀ to C ⍀ , C 0, 1 to C ⍀ , and so on. Other differences can also be seen in the course of the proof. Furthermore, what we obtain in the end is the m-dissipativity of the closure A of A. . u / to avoid triviality. But on the other hand, the boundary condition in Ž .
Ž . 8 and the monotonicity of ␤ imply that Ѩ u x rѨ F 0. Thus we get a 0 0 contradiction. Hence, as before, we can easily derive dissipativity.
Remark. Here notice that x g Ѩ ⍀ can happen in the case of n s 1.
Su s u y ,
Ž . Ž . Ž . and define the operator
: C ⍀ ª C ⍀ exists and is continuous and compact w x by 13 .
Ž . Rewrite 9 as the operator equation Ž .
ugD A .
Ž .
Ž . Proof. Proposition 3 gives a solution u to 9 . Applying the arguments as in proving Proposition 2, we can obtain without much difficulty that
and then as in proving Proposition 3, we can derive without much difficulty that
C w x Ž It follows from the Ascoli᎐Arzela theorem 18 that u actually, its 2q ␦ . Ž . some subsequence converges to some u in C ⍀ , where 0 -␦ -␣ -Ž .
So 9 converges to
Proof. By Lemma 2, A is dissipative in C ⍀ and then, so is its closure ␣ Ž . Ž . A. Since C ⍀ is dense in C ⍀ which is non-reflexive, Proposition 4 shows that A is m-dissipative. It follows from the Crandall᎐Liggett theo-Ž . Ž . rem that 8 has a unique generalized but not strong global solution.
THE METHOD OF LINES
We will confine ourselves to the case of higher space dimensions since the case of one space dimension can be treated similarly.
Let T ) 0 and n g ‫ގ‬ be large. With the operator A defined in Section Ž . Section 3, we can obtain without much difficulty that
Ž . The same argument also give that u F k, for which we used f x, 0, 0 in which the first equality follows from the monotonicity of ␤. Since Ž . ⑀ w x for t g t , t . Here as before, n g ‫ގ‬ is large, ⑀ s Trn, and i s 1 to n. iy1 i n n 5 5 By the definition of and u and by¨F k, we have that have that
Ž . Ž and so u t has a t-uniformly convergent subsequence in C ⍀ and so n Ž .. in C ⍀ by using the Ascoli᎐Arzela theorem. Here 0 -␦ --1. Thus 15 , we have that u t actually, its . Ž . Ž w x Ž .. some subsequence converges to, say u t in C 0, T ; C ⍀ by using the w x n Ž . Ž . Ascoli᎐Arzela theorem 18 . Since u t also converges t-uniformly in u t 1q␦ Ž . Ž . Ž . in C ⍀ , we have that u t satisfies the boundary condition in 8 since Ž . u does so. Here we observe that 17 implies
Ž . Ž . Žw x Ž .. Now, since u t satisfies 16 and converges to u t in C 0, T ; C ⍀ , Ž . Ž . Ž . 5 5 Ž we call u t a limit solution of 2 or 8 . Since¨F k, u s I y
Ž . exists by the Crandall᎐Liggett theorem 4 , we see that u t s U t u 0 w x w x uniformly for t g 0, T . Here s is the greatest integer that is less than or equal to s.
Thus we have shown that 
