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Abstract
We apply the exponential weight algorithm, introduced and Littlestone and Warmuth [26] and by Vovk
[35] to the problem of predicting a binary sequence almost as well as the best biased coin. We ﬁrst show that
for the case of the logarithmic loss, the derived algorithm is equivalent to the Bayes algorithm with Jeﬀreys
prior, that was studied by Xie and Barron [38] under probabilistic assumptions. We derive a uniform bound
on the regret which holds for any sequence. We also show that if the empirical distribution of the sequence
is bounded away from 0 and from 1, then, as the length of the sequence increases to inﬁnity, the diﬀerence
between this bound and a corresponding bound on the average case regret of the same algorithm (which is
asymptotically optimal in that case) is only 1/2. We show that this gap of 1/2 is necessary by calculating the
regret of the min–max optimal algorithm for this problem and showing that the asymptotic upper bound is
tight. We also study the application of this algorithm to the square loss and show that the algorithm that is
derived in this case is diﬀerent from the Bayes algorithm and is better than it for prediction in the worst-
case.
 2003 Elsevier Science (USA). All rights reserved.
1. Introduction
In this paper we show how some methods developed in computational on-line learning theory
can be applied to a very basic statistical inference problem and give what we think are surprisingly
strong results. In order to present these results within context, we ﬁnd it necessary to review some
of the standard statistical methods used for this problem.
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Consider the following very simple prediction problem. You observe a sequence of bits
x1; x2; . . . one bit at a time. Before observing each bit you have to predict its value. The pre-
diction of the tth bit xt is given in terms of a number pt 2 ½0; 1. Outputting pt close to 1 cor-
responds to a conﬁdent prediction that xt ¼ 1 while pt close to 0 corresponds to a conﬁdent
prediction that xt ¼ 0. Outputting pt ¼ 1=2 corresponds to making a vacuous prediction.1
Formally, we deﬁne a loss function ‘ðp; xÞ from ½0; 1  f0; 1g to the non-negative real numbers
Rþ. The value of ‘ðpt; xtÞ is the loss we associate with making the prediction pt and then ob-
serving the bit xt. We shall consider the following three loss functions: the square loss
‘2ðp; xÞ ¼ ðx pÞ2, the log loss ‘logðp; xÞ ¼ x log p  ð1 xÞ logð1 pÞ and the absolute loss
‘1ðp; xÞ ¼ jx pj.
The goal of the prediction algorithm is to make predictions that incur minimal loss. Of course,
one has to make some assumption about the sequences in order to have any hope of making
predictions that are better than predicting 1/2 on all of the turns. Perhaps the most popular simple
assumption is that the sequence is generated by independent random coin ﬂips of a coin with some
ﬁxed bias p. The goal is to ﬁnd an algorithm that minimizes the total loss incurred along the
sequence. However, as the minimal achievable loss depends on p, it is more informative to con-
sider the diﬀerence between the incurred loss and the minimal loss achievable by an ‘‘omniscient
statistician’’ who knows the true value of p and chooses the optimal prediction ~p for this distri-
bution.
Let xT ¼ x1; . . . ; xT denote a binary sequence of length T and let xT  pT denote the distri-
bution of such sequences where each bit is chosen independently at random to be 1 with
probability p. The average regret for the prediction algorithm A is the average diﬀerence between
the total loss incurred by A and the total loss incurred by an omniscient statistician. In symbols,
this is2
RavðA; T ; pÞ¼: ExTpT
XT
t¼1
‘ðpt; xtÞ
 

XT
t¼1
:‘ð~p; xtÞ
!
ð1Þ
We use the term average regret to diﬀerentiate it from the worst-case regret which we deﬁne below.
In general, the optimal algorithm for minimizing the average regret is the Bayes algorithm.
There are two variants of the Bayesian methodology, we call these variants the subjective Baye-
sianism and the logical Bayesianism:
Subjective Bayesianism. In this view, the notion of a distribution over the set of models is
deﬁned, axiomatically, as a representation of the knowledge, or state of mind, of the statistician
regarding the identity of the correct model in the model class. Choosing an appropriate prior
distribution l is, in this case, the act of compiling all such knowledge, that exists before seeing the
data, into the form of a prior distribution. After l has been chosen, the goal of a prediction al-
gorithm is to minimize the expected average regret, where p is chosen at random according to the
prior distribution and then xT is generated according to p, i.e., to ﬁnd A that minimizes
1 Strictly speaking, there exist non-symmetric loss function for which the vacuous prediction is not 1/2. In this paper
we concentrate on symmetric loss functions for which the vacuous prediction is always 1/2.
2 For the sake of simplicity, we restrict the discussion in the introduction to deterministic prediction algorithms. In
this case the prediction is a function of the previously observed bits.
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EplRavðA; T ; pÞ. It is easy to show that the Bayes algorithm with l as a prior achieves this op-
timality criterion with respect to the log loss.
Logical Bayesianism. In this view, which is attributed to Wald, no assumption is made on
how the model p is chosen, and the optimality criterion is that the average regret for the worst-
case choice of p should be minimized. Interestingly, if the number of trials T is ﬁxed ahead of
time then the min–max optimal strategy for the adversary who chooses the value of p is to
choose it according to some ﬁxed distribution, PworstðTÞ, over ½0; 1 (see e.g. [5,15,21]). The min–
max optimal prediction strategy for this case is the Bayes prediction algorithm with the prior set
to PworstðTÞ. However, these prior distributions are very peculiar (see e.g. [41]), calculating them is
hard, and, most importantly, they are optimal only if T is known in advance. A more attractive
option is to ﬁnd an algorithm which does not need to know T in advance. Bernardo [3] sug-
gested using the Bayes algorithm with Jeﬀreys prior3 (which we denote here by BJ) and Clarke
and Barron [8] proved that this choice is asymptotically optimal for the models that are in the
interior of the set. Finally, Xie and Barron [38] performed a detailed analysis of the BJ algo-
rithm for the model class of biased coins and have shown that for any  > 0 and any 0 < a < 14
lim
T!1
max
=T a 6 p6 1=T a
RavðBJ; T ; pÞ

 1
2
ln T

¼ 1
2
ln
p
2e
: ð2Þ
These two methodologies, and most prediction methodologies in general, are based on the
following statistical assumption. One assumes that the sequence to be predicted is generated by
independent random draws from some unknown distribution that is selected, once and for all,
from a known class of distributions. The diﬀerence between Bayesian and worst-case method-
ologies regards only the way in which the speciﬁc distribution is chosen from the class. However,
the assumption that a particular source of sequences is really a so-called ‘‘random’’ source is
problematic because in most real world cases it is almost impossible to verify that a particular
data source is indeed a random source.5 Moreover, because of the lack of data or computing
power, one often wants to use a simple stochastic model even in situations where it is known that
the sequence is generated by a much more complex random process or by a mechanism which is
not random at all!
The question is: what weaker formal assumption can be made that would still correspond to
our intuition that a biased coin is a good approximate model for the data? The assumption we
study in this paper is that there exists a ﬁxed model whose total loss on the sequence is non-trivial.
This direction builds upon the ideas of ‘‘prediction in the worst-case’’ [16], ‘‘on-line learning’’
[10,25,26,35], ‘‘universal coding’’ [12,29,31,33,37], ‘‘stochastic complexity’’ [2,28,30], ‘‘universal
3 Jeﬀreys prior for this case is also known as the Krichevsky-Troﬁmov prior or the Dirichlet-ð1=2; 1=2Þ prior, see
Eq. (28) for the exact deﬁnition.
4 Xie and Barron give their results in a slightly stronger form, our results can be presented in that form too.
5 It seems that the most accepted approach to measuring the randomness of a particular sequence is to measure its
Kolmogorov complexity (see e.g. [24]), in other words, to compare the length of the sequence with the length of the
shortest program for generating it. Random sequences are those for which the program is not signiﬁcantly shorter than
that of the sequence. While this measure is mathematically very elegant, it is usually not a practical measure to compute.
Y. Freund / Information and Computation 182 (2003) 73–94 75
portfolios’’ [9,11], and ‘‘universal prediction’’ [14]. Also closely related are methods for adaptive
strategies in repeated games studied by Hannan [19], BlackWell [4], and more recently by Foster
and Vohra [17] and Hart and Mas-Colell [20].
The results presented here were initially published in [18]. At the same time, similar risults have
been published by Xie and Barron [39].
We deﬁne trivial per-trial loss as the maximal loss incurred by the best prediction. More for-
mally, it is
L¼: inf
p2½0;1
max
x2f0;1g
‘ðp; xÞ: ð3Þ
It is easy to verify that the prediction that minimizes the loss for the log loss, the square loss and
the absolute loss is 1/2 and that the corresponding values of the trivial loss are log 2, 1=4 and 1/2,
respectively. We say that a prediction algorithm makes non-trivial predictions on a particular
sequence x1; . . . ; xT if the total loss the algorithm incurs on the whole sequence is signiﬁcantly
smaller than TL.
In the case of the biased coins, the assumption is that there exists some ﬁxed value of p 2 ½0; 1
for which the total loss
PT
t¼1 ‘ðp; xtÞ is signiﬁcantly smaller than TL. We do not deﬁne directly the
concept of a ‘‘signiﬁcant’’ diﬀerence. Instead, we deﬁne our requirements from the prediction
algorithm relative to the total loss incurred by the optimal value of p. We can then say that  is a
signiﬁcant diﬀerence in the total prediction loss if there exists a prediction algorithm whose total
loss is guaranteed to be smaller than TL if TLPTt¼1 ‘ðp; xtÞ > .
We measure the performance of a prediction algorithm on a speciﬁc sequence x1; . . . ; xT using
the diﬀerence
XT
t¼1
‘ðpt; xtÞ  min
p2½0;1
XT
t¼1
‘ðp; xtÞ:
The worst-case regret of a prediction algorithm A is the maximum of this diﬀerence for sequences
of length T is deﬁned to be
RwcðA; T Þ¼: max
xT
XT
t¼1
‘ðpt; xtÞ
 
 min
p2½0;1
XT
t¼1
‘ðp; xtÞ
!
: ð4Þ
We denote the argument that minimizes the second term by p^. Note that for the log loss and for
the square loss p^ is equal to the fraction of 1s in xT. We refer to the fraction of 1s in xT as the
empirical distribution and denote it by h^. Clearly, h^ is always a rational number of the form i=T for
some integer i in the range 0; . . . ; T . For the absolute loss, p^ is 1 if h^ > 1=2 and is 0 otherwise. As
we shall see, we can prove slightly better bounds on the regret if we allow a dependence on h^, we
therefore deﬁne the quantity
RwcðA; T ; h^Þ¼: max
xT; h^ðxTÞ¼h^
XT
t¼1
‘ðpt; xtÞ
 
 min
p2½0;1
XT
t¼1
‘ðp; xtÞ
!
: ð5Þ
Consider the situation in which the sequence is generated by a random source and the analysis is
done in terms of the worst-case regret. We have that
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RwcðA; T Þ ¼ max
xT
max
p^2½0;1
XT
t¼1
‘ðpt; xtÞ

 ‘ðp^; xtÞ

ð6Þ
P max
p
ExTpT max
p^2½0;1
XT
t¼1
‘ðpt; xtÞ

 ‘ðp^; xtÞ

ð7Þ
P max
p
ExTpT
XT
t¼1
‘ðpt; xtÞð  ‘ðp; xtÞÞ ð8Þ
¼ max
p
RavðA; T ; pÞ: ð9Þ
The ﬁrst inequality follows from replacing a maximum with an average and the second in-
equality follows from replacing the optimal per-sequence choice of p^ with a global choice of p.
We thus see that the worst-case regret is an upper bound on the average-case regret. This re-
lation is not very surprising. However, the surprising result, which we prove in this paper, is
that for the class of biased coins and with respect to the log loss the worst-case regret is only
very slightly larger than the average-case regret, as described in Eq. (2). In this paper we prove
the following bound on the worst-case regret of the BJ algorithm for this problem. For any
 > 0 and for any 0 < a < 1
lim
T!1
max
xT; h^ðxTÞ2½=T a;1=T a
RwcðBJ; T Þ
 
 1
2
ln T
!
6 1
2
ln
p
2
: ð10Þ
Observe that the diﬀerence between this bound and the bound given in Eq. (2) is just 1/2.
We also show that this tiny gap is necessary. We do this by calculating the min–max optimal
algorithm for the worst-case regret and showing that its asymptotic diﬀerence from ð1=2Þ ln T is
also ð1=2Þ lnðp=2Þ. The only asymptotic advantage of the min–max algorithm is for sequences
with empirical distribution very close to either 0 or 1, in which case the regret is larger by an
additional 1/2. Thus the algorithm suggested by the logical Bayesian analysis is also (almost)
optimal with respect to the worst-case regret. This result complements the results of Xie and
Barron [38].
This result also merges nicely with the method of stochastic complexity advocated by Rissanen
[28]. That is because any prediction algorithm can be translated into a coding algorithm and vice
versa (for example, using arithmetic coding [29].) The length of the code for a sequence xT is equal
(within one bit) to the cumulative log loss of the corresponding prediction algorithm on the same
sequence. Thus our result means that the Bayes method using Jeﬀreys prior is the optimal uni-
versal coding algorithm for the models class of biased coins, including the additive constant in the
expression for the min–max redundancy, for all sequences but those whose empirical distribution
is very extreme.
Thus, if our goal is to minimize the cumulative log loss or the total code length then stochastic
complexity, logical Bayesianism and worst-case prediction all suggest using the same algorithm
and all achieve essentially identical bounds. However, if we are interested in a loss function dif-
ferent than the log loss, then the worst-case methodology suggest an algorithm that diﬀers sig-
niﬁcantly from the Bayes algorithm. Speciﬁcally, we show that the algorithm suggested for ‘2ðp; xÞ
is very diﬀerent from the algorithm that is suggested by any Bayesian approach. Moreover, we
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give an example for which the worst-case regret of the Bayesian algorithm is signiﬁcantly larger
than that of the exponential weights algorithm.6
The prediction algorithms presented in this paper are very eﬃcient. The prediction rule is a
function only of t, the number of bits that have been observed, and n, the number of bits that were
equal 1. The suggested prediction rule for the cumulative log loss is
pt ¼ nþ 1=2t þ 1 ð11Þ
and a possible prediction rule for the square loss is
pt ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n2
tðt þ 1Þ þ
1
4
ln
t þ 1
t
þ 1
2
ln
erf
ﬃﬃ
2
t
q
n
 
þ erf
ﬃﬃ
2
t
q
ðt  nÞ
 
erf
ﬃﬃﬃﬃﬃ
2
tþ1
q
n
 
þ erf
ﬃﬃﬃﬃﬃ
2
tþ1
q
ðt þ 1 nÞ
 
vuuuut
 1
2
þ n
t

 1
2
 t
tþ1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t
tþ1þ ln tþ1t
q ; ð12Þ
where
erf pð Þ¼: 2ﬃﬃﬃ
p
p
Z p
0
ex
2
dx
is the cumulative distribution function of the normal distribution and the approximation is a ﬁrst-
order approximation for small values of t and n  t=2. Both prediction rules are close to pt ¼ n=t
for large n and t, but are slightly diﬀerent for the initial part of the sequences.
The paper is organized as follows. In section 2 we review the exponential weights prediction
algorithm and the well-known bound for the case where the number of models is ﬁnite. In Section
3 we show how the algorithm and its analysis can be extended to the case in which the class of
models is uncountably inﬁnite. In Section 4 we present our basic bound, that is based on the
Laplace method of integration. In Section 5 we apply our method to the case of the log-loss and in
Section 6 we compare our bound to other bounds regarding the cumulative log loss. In Section 7
we apply our method to the square loss and in Section 8 we brieﬂy review what is known about the
absolute loss. We conclude with some general comments and open problems in Section 9. Details
of the proof are given in Appendices A,B,C.
2. The algorithm
The algorithm we study is a direct generalization of the ‘‘aggregating strategy’’ of Vovk [34,35],
and the ‘‘Weighted Majority’’ algorithm of Littlestone and Warmuth [26]. We refer to it as the
6 It is a trivial observation that any prediction algorithm can be viewed as a Bayesian algorithm if the prior
distribution is deﬁned over the set of sequences, rather than over the set of models. However, this observation is of little
value, because it does not suggest an interesting way for ﬁnding this distribution or for calculating the predictions that
would be generated by using it.
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‘‘exponential weights’’ algorithm and denote it by EW. We denote a class of models by P. In this
section we assume that P is a ﬁnite set of values in ½0; 1 whose element are p1; . . . ; pN . We denote
the cumulative loss of the model pi at time t by Lðpi; tÞ ¼
Pt
t0¼1 ‘ðpi; xt0 Þ.
The algorithm is simple. It receives two positive real numbers g and c, as parameters.
With each model in the class, at each time step t, it associates a weight xt;i ¼ expðgLðpi; tÞÞ.
The initial weights sum to 1, and, when the set of models is ﬁnite, the initial weights are
usually set to x1;i ¼ 1=N for all models i ¼ 1; . . . ;N . The prediction of the algorithm at time
t, which we denote by /t, is a function of the weights associated with the models at that
time. Before describing how the predictions are chosen, we describe the bound on the total
of the algorithm. This might seem backwards, but the choice of prediction is trivial once the
bound is given. The bound on the total loss of the algorithm, for every time step t, is of the
form
XT
t¼1
‘ð/t; xtÞ6  c ln
XN
i¼1
xTþ1;i: ð13Þ
If we want this bound to hold at all times for all sequences, it is clear how to make the predictions.
The prediction should be chosen so that for both possible values of xtþ1 the bound will hold at
t þ 1 given that it holds at t. Speciﬁcally, this means that the prediction /tþ1 is chosen so that
c ln
XN
i¼1
xt;i þ ‘ð/t; 1Þ6  c ln
XN
i¼1
xtþ1;i and  c ln
XN
i¼1
xt;i þ ‘ð/t; 0Þ6  c ln
XN
i¼1
xtþ1;i:
ð14Þ
The way this bound is usually used is to observe that if the total loss of the best model after
observing all of xT is LT ¼: mini Lðpi; T Þ then the weight associated with the best model, and thus
also the total weight, are lower bounded by expðgLT Þ. Plugging this into Eq. (13), we ﬁnd, after
some simple algebra, that
XT
t¼1
‘ð/t; xtÞ6 c lnN þ cgLT : ð15Þ
Thus if cg ¼ 1 we immediately get a nice simple bound on the worst-case regret of the algorithm
RwcðE; tÞ6 c lnN : ð16Þ
It is thus also clear that we would like c ¼ 1=g to be as small as possible.
Haussler et al. [22] studied the problem of combining models for predicting a binary sequence
in detail. They give a formula for calculating the minimal value of c for any loss function within a
broad class such that the bound (13) holds for g ¼ 1=c. In this paper we use their results for the
log loss the square loss and the absolute loss.
3. Uncountably inﬁnite sets of models
We now apply the exponential weights algorithm to the case where the set of models is the set of
all biased coins. The natural extension of the notion of the weights that are associated with each
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model in a ﬁnite class is to assume that there is a measure deﬁned over the set of models
P ¼ ½0; 1,7 and as the initial weights sum to one, the initial measure, denoted by l1 is a probability
measure. We shall sometimes refer to this initial probability measure as the prior. For t > 1 we
deﬁne a measure ltðAÞ as follows:
ltþ1ðAÞ¼:
Z
A
eð1=cÞlðxt ;pÞ dltðpÞ;
where dltðpÞ denotes integration with respect to the measure lt over p 2 A  P. Similarly to the
prediction rule given in Eq. (14) the prediction at time t is any /t 2 ½0; 1 which satisﬁes
lð0;/tÞ6  c ln
R 1
0
eð1=cÞlð0;pÞ dltðpÞR 1
0
dltðpÞ
 !
and
ð1;/tÞ6  c ln
R 1
0
eð1=cÞlð1;pÞ dltðpÞR 1
0
dltðpÞ
 !
: ð17Þ
The bound that one is guaranteed in this case is
XT
t¼1
lðxt;/tÞ6  c ln
Z 1
0
dlTþ1ðpÞ
 
: ð18Þ
Interestingly, the set of pairs ðc; gÞ for which the bound of Eq. (18) is guaranteed is identical to the
set for which Eq. (13) holds. The proofs are also identical, one has only to replace sums by in-
tegrals in the proofs given by Haussler et al. However, it is not immediately clear how to relate this
bound on the total loss to the worst-case regret. As the number of models is inﬁnite a bound of the
form c logN is meaningless and we need a diﬀerent bound. In the rest of the paper we develop a
bound which is appropriate for the model class of the biased coins and is based on the method of
Laplace integration.
From Eq. (18) we get the following bound on the worst-case regret
RwcðEW; T Þ6 max
h^¼i=T ; i¼0;...;T

 c ln
Z 1
0
dlTþ1ðpÞ
 
 Lðh^; T Þ

: ð19Þ
Notice now that in the case of the biased coin the cumulative loss of model p on the sequence xT
can be written in the form
Lðp; T Þ ¼ T h^‘ðp; 1Þ
h
þ ð1 h^Þ‘ðp; 0Þ
i
:
Using this expression for both Lðh^; T Þ and lTþ1ðpÞ and rewriting the second term (which is always
positive) in an exponential form we get
7 A measure over a space X is a function from the set of measurable sets (in our case, the Borel sets in X ¼ ½0; 1) to
the real numbers in the range ½0; 1. A probability measure is a measure that assigns the value 1 to the set that consists of
the whole domain.
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RwcðEW; T Þ6 max
h^¼i=T ; i¼0;...;T

 c ln
Z 1
0
exp

 T
c
h^lð1; pÞ
h
þ ð1 h^Þlð0; pÞ
i
dl1ðpÞ

 c ln exp T
c
h^lð1; p^Þ
h
þ ð1 h^Þlð0; p^Þ
i
and we can combine the exponents of the two terms and get:
RwcðEW; T Þ6 max
h^¼i=T ; i¼0;...;T
c ln
Z 1
0
eTgðh^;pÞ dl1ðpÞ
 
; ð20Þ
where
gðh^; pÞ¼: 1
c
h^ ‘ðp; 1Þ
h
 ‘ðp^; 1Þ

þ ð1 h^Þ ‘ðp; 0Þ

 ‘ðp^; 0Þ
i
: ð21Þ
We refer to gðh^; pÞ as the gap function. The gap function is proportional to the additional loss-per-
trial that the model p suﬀers over and above the model p^ which is the optimal model for any
sequence whose empirical distribution is h^. Thus the exponent of the integral in Eq. (20) is zero
when p is an optimal model and is negative elsewhere.
4. Laplace method of integration
In this section we describe a general method for calculating the integral in Eq. (20). The der-
ivation given in this section was done independently, for a much more general scenario, by Ya-
manishi in [40]. However, as we shall see, this method, by itself, is not suﬃcient to prove a bound
on the worst-case regret. Later in this paper we describe the additional steps required to do that.
We require that the loss function ‘ðp; xÞ has the following three properties. It is easy to verify
that the log loss and the square loss over the model class of biased coins have properties 2 and 3.
The proof that property 1 holds for these loss functions can be found in [22].
1. ‘ðp; xÞ satisﬁes Eq. (16) for some 0 < c < 1. From here on we use the symbol c to denote the
minimal value that satisﬁes this criterion.
2. For all values of x, ‘ðp; xÞ has a continuous second derivative as a function of p.
3. There exists a function p^ : ½0; 1 ! ½0; 1 such that the unique optimal model for any sequence
xT whose empirical distribution is h^ is p^ðh^Þ. We use p^ to denote p^ðh^Þ when h^ is clear from the
context.
The setting of the EW algorithm we suggest is to use the constants c and g ¼ 1=c deﬁned in
condition 1 and to use as the initial probability measure the following density measure:
l1ðAÞ ¼
Z
A
xðxÞ dx; ð22Þ
where
xðxÞ ¼  1
Z
o2
op2
gðx; pÞ
 
p¼p^ðxÞ
and
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Z ¼
Z 1
0
o2
op2
gðx; pÞ
 
p¼p^ðxÞ
dx: ð23Þ
The following theorem gives a bound on the performance of this algorithm:
Theorem 1. For any fixed 0 < h^ < 1, the loss suffered by the exponential weights algorithm de-
scribed above on any sequence xT whose empirical distribution is h^ satisfies
RwcðA; T ; h^Þ6 c
2
ln
T
2p
 c
2
ln Z þOð1=T Þ; ð24Þ
where c and Z are as defined above.
This bound is almost a bound on the worst-case regret. However, it is an asymptotic result
which applies only to sets of ﬁnite sequences in which all the sequences have the same empirical
distribution, h^. Of course, any sequence has some empirical distribution, and so it belongs to some
set of sequences for which the theorem holds. However, the term Oð1=T Þ might have a hidden
dependence on h^.8 What we need is a uniform bound, i.e. a bound that does not have any de-
pendence on properties of the sequence. To get such a bound we need a more reﬁned analysis
which, at this point, we know how to do only for the special cases described in later sections.
However, Theorem 1 is important because it bounds the regret for important sets of sequences,
and because it suggests a choice for the initial probability measure.
The proof of Theorem 1 is based on the Laplace method of integration which is a method for
approximating integrals of the formZ b
a
f ðtÞeThðtÞ dt; ð25Þ
for large values of T , when f and h are suﬃciently smooth functions from ½a; b to the reals.9 The
intuition behind this method is that for large T the contribution of a small neighborhood of
tmin ¼: argmingðtÞ dominates the integral. Thus, by using a Taylor expansion of gðtÞ around
t ¼ tmin one can get a good estimate of the integral. The dependence of the contribution of the
maximum on T depends on whether the maximum is also a point of derivative zero. This is always
the case if a < tmin < b and might be the case if t ¼ a or t ¼ b. We concentrate on the ﬁrst case.
Laplace method, or, more formally, Watsons lemma [36], gives us the following asymptotic
approximation for the integral in this case.10
Theorem 2 (Watson). Let f and h be functions from the segment ½a; b to the reals. Assume that for
all t 2 ½a; b; hðtÞP 0 and ðd=dtÞhðtÞ; ðd2=dt2ÞhðtÞ exist and are continuous. Assume also that there
exists a < tmin < b such that hðtÞ ¼ 0 for a6 t6 b if and only if t ¼ tmin; and that
½ðd=dtÞhðtÞt¼tmin ¼ 0. Finally assume that f ðtÞ has a Taylor expansion in a neighborhood of tmin. Then
8 As we show later, such a dependence does indeed exist, but it vanishes as T !1 if p 2 ½; 1  for any ﬁxed  > 0.
9 For a good description of the Laplace method, see Chapter 4 of DeBruijns book [13] or Chapter 2 of Murrays
book [27].
10 See the derivation of Equation (2.33) in [27].
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Z b
a
f ðtÞeThðtÞ dt ¼ f ðtminÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2p
T d
2
dt2 hðtÞ
h i
t¼tmin
vuut þOðT3=2Þ: ð26Þ
We can now prove the theorem.
Proof of Theorem 1. We ﬁx an empirical distribution h^ and let xT be any sequence whose em-
pirical distribution is h^. we use the fact the l1 is deﬁned by the density function x and rewrite the
bound given in Eq. (20), without taking the maximum over the sequence
XT
t¼1
‘ðpt; xtÞ 
XT
t¼1
‘ðp; xtÞ6  c ln
Z 1
0
exp

 Tgðh^; pÞ

xðpÞ dp

:
This integral is of the form deﬁned in Eq. (25), where f ðtÞ ¼ xðtÞ=Z, hðtÞ ¼ gðh^; tÞ, and tmin ¼ p^.
From Watsons lemma we thus get that, for any ﬁxed value of h^Z 1
0
eTgðh^;pÞ dl1ðpÞ ¼ xðh^Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2pc
T d
2
dp2 gðh^; pÞ
h i
p¼p^ðh^Þ
vuut þOðT3=2Þ: ð27Þ
In order to minimize the bound, we want the integral to be large. More precisely, we want to
choose x so as to maximize the minimal value achieved over all choices of h^ 2 ½0; 1.11 As x is a
distribution, it is easy to see that the minimum of the ﬁrst term in the bound is maximized if the
value of this term is equal for all values of h^. We thus arrive at the choice of x given in Eq. (22)
which exactly cancels the dependence on h^ of the ﬁrst term. We thus get
max
h^2½0;1
xðh^Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2pc
T d
2
dp2 gðh^; pÞ
h i
p¼p^ðh^Þ
vuut þOðT3=2Þ6
ﬃﬃﬃﬃﬃﬃﬃﬃ
2pZ
T
r
þOðT3=2Þ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃ
2pZ
T
r
ð1þOð1=T ÞÞ
and when we plug this estimate into the bound given in Eq. (20) we get the statement of the
theorem. 
We now move on to show that the suggested exponential weights algorithm does indeed achieve
a very strong bound on the worst-case regret for the log loss and for the square loss on the class of
biased coins.
5. Log-loss
The loss function in this case is ‘logðð; xÞ; pÞ ¼  logð1 jx pjÞ, the optimal parameters are
c ¼ 1=g ¼ 1 and the optimal value of p for a given sequence is p^ ¼ h^.
11 Actually, if we ﬁx T , we need to consider only values of h^ of the form i=T . Indeed, we can ﬁnd slightly better
choices of x for ﬁxed values of T . However, our goal is to choose a single distribution that will work well for all large T .
We thus have to consider all rational h^, which, as the second derivative of h is continuous, is equivalent to considering
all h^ 2 ½0; 1.
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It is easy to check that in this case the prediction rule
/t ¼
Z 1
0
p exp

 T h^ ln h^

þ ð1 h^Þ lnð1 h^Þ

dl1ðpÞ
satisﬁes Eq. (14) for the log loss. Note also that this rule is equivalent to the Bayes optimal
prediction rule using the prior distribution l1.
The gap function h in this case is (minus) the KL-divergence
gðh^; pÞ ¼ h^ log h^
p
 !
 ð1 h^Þ log 1 h^
1 p
 !
¼ DKL h^jjp
 
:
The second derivative of h is the Fisher information
o2
op2
gðx; pÞ
 
p¼p^ðxÞ
¼ pð1 pÞ:
So the optimal prior is
xðpÞ ¼ 1
Z
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
o2
op2 gðx; pÞ
h i
p¼p^ðxÞ
r ¼ 1
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
pð1 pÞp : ð28Þ
This prior is the Jeﬀreys prior for this model class, thus the algorithm suggested in this case is the
Bayes algorithm using Jeﬀreys prior (BJ).
To bound the worst-case regret we calculate the integral of Eq. (18) which, in this case, is equal
to Z 1
0
xðpÞeT DKL h^jjpð Þ dp:
Details of this calculation will be given in Appendix A. Here we state the resulting bound.
Theorem 3. The regret of the Exponential weights algorithm over the class of biased coins, which
uses the prior distribution described in Eq. (28) with respect to the log loss is bounded, for any T P 1
by
RwcðEW; T ; h^Þ6 1
2
lnðT þ 1Þ þ 1
2
ln
p
2
þ 1
2
 1
2þ ðT minðh^; 1 h^ÞÞ1 þ
1
360ðT þ 1Þ3 ð29Þ
which implies that
RwcðEW; T Þ6 1
2
lnðT þ 1Þ þ 1: ð30Þ
The last inequality shows that the regret of the exponential weights algorithm holds uniformly
for all h^ 2 ½0; 1, i.e., for all sequences. It is worthwhile to consider the more precise bound given in
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Inequality (29). If for some ﬁxed  > 0 we have that h^ 2 ½; 1 , then, for T !1, the last two
terms converge to zero and the bound converges to ð1=2Þ ln T þ ð1=2Þ lnðp=2Þ. This bound also
holds if h^ 2 ½ð=T aÞ; 1 ð=T aÞ for any a < 1. However, if h^ ¼ 0, we get a slightly larger bound of
ð1=2Þ ln T þ ð1=2Þ lnðp=2Þ þ ð1=2Þ.12 Finally, if h^ ¼ Hð1=T Þ then we get an intermediate bound.
6. Comparison to other results regarding log-loss
It is interesting to compare these bounds to the ones given by Xie and Barron [38]. They analyze
the same algorithm on a very similar problem, but they consider the expected regret and not the
worst-case regret. As was shown in the introduction, the worst-case regret upper bounds the
average-case regret. However, our deﬁnition of regret is much stronger then theirs, because we
make no probabilistic assumption about the mechanism that is generating the sequence. It is
therefor surprising that the bounds that we get are so very close to their bounds.
From the arguments given in the previous section we get that, Theorem 3 implies the bound
given in Eq. (10). The diﬀerence between this bound and the bound derived by Xie and Barron
[38] described in Eq. (2) is ð1=2Þ lnðp=2Þ  ð1=2Þ lnðp=2eÞ ¼ 0:5 bits¼ 0.721 bits. In other words,
knowing that the sequence is actually generated by independent random draws of a random coin
is worth less than one bit!
As Xie and Barron show, the BJ algorithm is not an asymptotically optimal algorithm with
respect to the average prior. That is because on the endpoints p ¼ 0 and p ¼ 1 the loss is larger
than for the interior points, and this diﬀerence does not vanish as T !1. In order to achieve the
asymptotic min–max they suggest multiplying Jeﬀreys prior by 1 2g where g > OðTaÞ for some
a > 1=2 and putting a probability mass of g on each of the two points c=T and 1 c=T for some
constant c. This reduces the asymptotic average regret at the endpoints to the asymptotically
optimal value without changing the asymptotic average regret in the interior points. Similar
observations and the same ﬁx hold for the worst-case regret.
As we show at the end of the last section, the regret of algorithm BJ on the interior of ½0; 1
is ð1=2Þ ln T þ ð1=2Þ lnðp=2Þ, larger by 1/2 from the optimal performance with respect to the
average regret. We now show that this small gap cannot be removed. We do this by calculating
the regret of the min–max optimal algorithm for the worst-case regret with respect to the log
loss.
We use a rather well known lemma, stated for instance in Shtarkov [31,32] and in Cesa-Bianchi
et al. [6]. The lemma states that the min–max optimal prediction algorithm deﬁnes the following
distribution over the set of sequences of length T
PðxTÞ ¼ 1
Z
max
p
PpðxTÞ; where Z ¼
X
xT
max
p
PpðxTÞ; ð31Þ
and that the regret suﬀered by this optimal algorithm on any sequence is equal to ln Z. Using this
we can explicitly calculate the worst-case regret of the min–max optimal algorithm (this result was
previously shown by Shtarkov [31]).
12 The actual asymptotic value of the regret (both worst-case and average-case) of the BJ algorithm for h^ ¼ 0 or
h^ ¼ 1 is slightly smaller: ð1=2Þ ln T þ ð1=2Þlnp.
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Lemma 1. The worst-case regret of the min–max optimal prediction algorithm for sequences of
length T , which we denote by MMT , with respect to the class of biased coins and the log loss, is
RwcðMMT ; T Þ ¼ ln
XT
i¼0
T
i
 
eT Hði=T Þ
 !
¼ 1
2
lnðT þ 1Þ þ 1
2
lnðp=2Þ Oð1=
ﬃﬃﬃ
T
p
Þ: ð32Þ
The proof is given in Appendix B.
7. Square loss
In this section we consider the loss function lðx; pÞ ¼ ðx pÞ2. As was shown by Vovk [35] and
Haussler et al. the optimal parameters in this case are c ¼ 1=2, g ¼ 2 and the optimal model is
p^ ¼ h^. The gap function in this case is
gðpÞ ¼ h^ ð1

 h^Þ2  ð1 pÞ2

þ ð1 h^Þ ð0

 h^Þ2  ð0 pÞ2

:
And its second derivative is a constant
h00ðpÞ ¼ 4:
So the optimal prior is the uniform distribution
xðpÞ ¼ 1:
To bound the worst-case regret we calculate the integral of Eq. (18) which, in this case, is equal
to Z 1
0
exp 2T h^ ð1

 h^Þ2  ð1 pÞ2

þ 2T ð1 h^Þ ð0

 h^Þ2  ð0 pÞ2

dp:
Details are given in Appendix C. The resulting bound is:
Theorem 4. The regret of the Exponential weights algorithm over the class of biased coins, which
uses the uniform prior distribution with respect to the the squared loss, for any T P 1, is bounded
by
RwcðEW; T ; h^Þ6 1
4
ln T þ 1
2
ln
2
erf h^
ﬃﬃﬃ
T
p þ erf ð1 h^Þ ﬃﬃﬃTp 
1
4
ln
p
2
; ð33Þ
which implies
RwcðEW; T Þ6 1
4
ln T þ 1
2
ln
2
erf
ﬃﬃﬃ
2
p  1
4
ln
p
2
ð34Þ
Similar to the detailed analysis of the log-loss case, Inequality (34) gives us a uniform upper
bound that does not depend on the sequence, while if we assume that h^ 2 ½; 1  for some
constant  > 0 then Inequality (33) gives a slightly better asymptotic bound. In the second case
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each of the two erf ð Þ functions converges to 1 and so the second term vanishes and we are left
with the negative term ð1=4Þ lnðp=2Þ. If h^ ¼ 0 or h^ ¼ 1 then only one of the two erf ð Þ terms
converges to 1 while the other remains 0, and we get an additional term of lnð2Þ=2 in the regret.
For the square loss the restriction on the distance between h^ and 0 (or 1) is a bit stronger then in
the log-loss case. Here we have that if h^ 2 ½=T a; 1 =T a for some a < 1=2 then the better bound
holds and if h^ ¼ Hð1= ﬃﬃﬃTp Þ then we get a bound that is between the interior bound and the bound
for h^ ¼ 0.
Two comments are in order. First, although we have not concerned ourselves with the com-
putational eﬃciency of our algorithms, both the log-loss version and the square-loss version re-
quire small constant time to calculate the predictions, whose formulas are given in Eqs. (11) and
(12). Second, it is not hard to give examples of ﬁnite model classes in which using the EW al-
gorithm is much better than using any Bayes algorithm when the data is generated by a model
outside the class (see Appendix D). We conjecture that such an example exists also for the con-
tinuous model class P ¼ ½0; 1.
8. Absolute Loss
In this section we consider the absolute loss, which has very diﬀerent properties than the log
loss and the square loss. Haussler et al. [22] show that there is no ﬁnite value of c such that the
bound eq. (13) holds for g ¼ 1=c. Moreover, as was shown by Cesa-Bianchi at al. [6], there is
no prediction algorithm whose worst-case regret does not depend on the loss of the best model.
On the other hand, there are choices of c and g > 1=c for which Eq. (13) holds and Cesa-
Bianchi et. al. have shown that, based on this fact, an exponential weights algorithm for ﬁnite
model classes can be devised. And the worst-case regret of this algorithm is bounded by
Oð ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃlnNLTp Þ.
As we cannot choose c ﬁnite and g ¼ 1=c for the multiplicative weights algorithm, we cannot
use the technique of Theorem 1 for this case. However, we do not need to use an inﬁnite set of
models in our analysis for this case. This is because in this case the optimal model in the class
P ¼ ½0; 1 is always either p ¼ 0 or p ¼ 1. Thus we can consider a EW algorithm that combines
only these two models and get close to optimal bounds on the regret.
9. Conclusions and open problems
We have demonstrated, in a simple case, that the Bayes algorithm that has been shown by Xie
and Barron to be optimal with respect to the average-case regret is also optimal with respect to the
worst-case regret. Moreover, the bound on the worst-case regret is only very slightly worse than
the average-case regret.
We have also shown that a very diﬀerent algorithm results if one is interested in the square loss,
rather than in the log loss.
These results give evidence that sometimes accurate statistical inference can be done without
assuming that the world is random. In recent years the results given here have been generalized to
much more complex classes of distributions. Most notably Yamanishi [40], Haussler and Opper
[23], and Cesa-Bianchi and Lugosi [7].
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Appendix A. Proof of Theorem 3
We want to calculate the following integral:Z 1
0
xðpÞeTDKL h^jjpð Þ dp;
which we can expand and write as follows:
Z 1
0
1
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
pð1 pÞp exp T h^ log
p
h^
 
T ð1

 h^Þ log 1 p
1 h^
 
dp
¼ 1
ph^T h^ð1 h^ÞT ð1h^Þ
Z 1
0
pT h^1=2ð1 pÞT ð1h^Þ1=2 dp:
Luckily, the last integral is a well studied quantity, called the Beta function. More speciﬁcally, it is
BðT h^þ 1=2; T ð1 h^Þ þ 1=2Þ, which can also be expressed in terms of the Gamma function,
Bðx; yÞ ¼ CðxÞCðyÞ=Cðxþ yÞ.13 Using these relations we get
Z 1
0
xðpÞeTDKL h^jjpð Þ dp ¼ BðT h^þ 1=2; T ð1 h^Þ þ 1=2Þ
ph^T h^ð1 h^ÞT ð1h^Þ
¼ CðT h^þ 1=2ÞCðT ð1 h^Þ þ 1=2Þ
pCðT þ 1Þh^T h^ð1 h^ÞT ð1h^Þ
:
Plugging this formula into Eq. (20) we get
 lnCðT h^þ 1=2ÞCðT ð1 h^Þ þ 1=2Þ
pCðT þ 1Þh^T h^ð1 h^ÞT ð1h^Þ
¼ lnCðT þ 1Þ þ ln pþ T h^ lnðh^Þ

þ ð1 h^Þ lnð1 h^Þ

 lnCðT h^þ 1=2Þ  lnCðT ð1 h^Þ þ 1=2Þ:
The asymptotic expansion of lnCðzÞ for large values of z can be used to give upper and lower
bounds on this function for positive values of z (see Eqs. (6.1.41) and (6.1.42) in [1])
13 Essentially, the Gamma function is an extension of the Factorial to the reals and the Beta function is an extension
of the reciprocal of the Binomial function.
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ðz 1=2Þ ln z zþ ð1=2Þ lnð2pÞ þ 1
12z
 1
360z3
6 lnCðzÞ6 ðz 1=2Þ ln z zþ ð1=2Þ
 lnð2pÞ þ 1
12z
: ðA:1Þ
Using these bounds we get the statement of the theorem (details in this section)
lnCðT þ 1Þ  lnCðT h^þ 1=2Þ  lnCðT ð1 h^Þ þ 1=2Þ þ ln pþ T h^ lnðh^Þ

þ ð1 h^Þ lnð1 h^Þ

6 ðT þ 1=2Þ lnðT þ 1Þ  ðT þ 1Þ þ ð1=2Þ lnð2pÞ þ 1
12ðT þ 1Þ
 T h^ lnðT h^þ 1=2Þ þ ðT h^þ 1=2Þ  ð1=2Þ lnð2pÞ  1
12ðT h^þ 1=2Þ þ
1
360ðT h^þ 1=2Þ3
 T ð1 h^Þ lnðT ð1 h^Þ þ 1=2Þ þ ðT ð1 h^Þ þ 1=2Þ  ð1=2Þ lnð2pÞ  1
12ðT ð1 h^Þ þ 1=2Þ
þ 1
360ðT ð1 h^Þ þ 1=2Þ3
þ ln pþ T h^ ln h^

þ ð1 h^Þ lnð1 h^Þ

6 1
2
ln
p
2
þ 1
2
lnðT þ 1Þ þ T h^ ln 2T h^þ 2h^
2T h^þ 1
 
þ ð1 h^Þ ln 2T ð1 h^Þ þ 2ð1 h^Þ
2T ð1 h^Þ þ 1
!
þ 1
360ðT þ 1Þ3
6 1
2
lnðT þ 1Þ þ 1
2
ln
p
2
þ 1
2
 1
2þ ðT minðh^;1 h^ÞÞ1 þ
1
360ðT þ 1Þ3 ðA:2Þ
6 1
2
lnðT þ 1Þ þ 1: ðA:3Þ
Appendix B. Proof of Lemma 1
Given that the bound on the regret of the min–max optimal algorithm is equal to ln ZT , where
ZT is the normalization factor of the min–max distribution for sequences of length T, our goal is to
calculate
lim
T!1
ln ZT ¼ lim
T!1
ln ZT
X
xT
max
p
PpðxTÞ:
The probability assigned to a sequence xT by the model p depends only on the number of 1s in xT,
i.e., on T h^. It is
PpðxTÞ ¼ pT h^ð1 pÞT ð1h^Þ ¼ ph^ð1

 pÞ1h^
T
: ðB:1Þ
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The value of PpðxTÞ for a given xT is maximized when p ¼ h^ thus we get that
ZT ¼
X
xT
h^h^ð1

 h^Þ1h^
T
:
As there are TT h^
 
sequences of length T in which the fraction of 1s is h^, and as h^ achieves the values
i=T for i ¼ 0; . . . ; T , we can rewrite the last equation in the following form:
ZT ¼
XT
i¼0
T
i
 
eT Hði=T Þ; ðB:2Þ
where HðpÞ ¼ p ln p  ð1 pÞ lnð1 pÞ is the binary entropy of p.
To approximate the value of Eq. (B.2) we replace Ti
 
by the equivalent expression
CðT þ 1Þ=ðCðiþ 1ÞCðT  iþ 1ÞÞ move the log of this expression to the exponent, and get
ZT ¼
XT
i¼0
exp lnCðTð þ 1Þ  lnCðiþ 1Þ  lnCðT  iþ 1Þ  THði=T ÞÞ: ðB:3Þ
Replacing CðÞ by its series expansion around T ¼ 1 and HðpÞ by its deﬁnition, we get, in the
exponent, the expression
T

þ 1
2

lnðT þ 1Þ  ðT þ 1Þ þ 1
2
ln 2pþOð1=T Þ  i

þ 1
2

lnðT þ 1Þ þ ðiþ 1Þ  1
2
ln 2p
þOð1=T Þ  T

 iþ 1
2

lnðT  iþ 1Þ þ ðT  iþ 1Þ  1
2
ln 2pþOð1=T Þ þ i ln i
T
þ ðT  iÞ ln T  i
T
¼ 1 1
2
ln 2pþOð1=T Þ þ ðT þ 1=2Þ lnðT þ 1Þ  ðiþ 1=2Þ lnðiþ 1Þ
 ðT  iþ 1=2Þ lnðT  iþ 1Þ þ i ln iþ ðT  iÞ lnðT  iÞ  T lnðT Þ ¼ 1 1
2
ln 2pþOð1=T Þ
þ T ln 1

þ 1
T

 i ln 1

þ 1
i

 ðT  iÞ ln 1

þ 1
T  i

þ 1
2
ln
T þ 1
ðiþ 1ÞðT  iþ 1Þ :
In the ﬁrst line of the last expression, the ﬁrst two terms are constant and the third term is oð1Þ.
All the terms in the second line are in the range ½0; 1. The ﬁrst term is equal to 1Oð1=T Þ, and if
h^ 2 ½; 1  for some ﬁxed  > 0 then the second and third terms have the same asymptotic
behavior. The dominant term, in any case, is the last one.
Returning to Eq. (B.2), we separate the sum into three parts as follows:
ZT ¼
XT
i¼0
T
i
 
eT Hði=T Þ ¼
XT
i¼0
T
i
 
eT Hði=T Þ þ
Xð1ÞT
i¼T
T
i
 
eT Hði=T Þ þ
XT
i¼ð1ÞT
T
i
 
eT Hði=T Þ:
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Using the approximations shown above we can upper bound the summands in the ﬁrst and third
sums by
T
i
 
eT Hði=T Þ6 e2ð1=2Þ ln 2pþOð1=T Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
T þ 1
ðiþ 1ÞðT  iþ 1Þ
s
and estimate the summands in the second term by
T
i
 
eT Hði=T Þ ¼ eð1=2Þ ln 2pþOð1=T Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
T þ 1
ðiþ 1ÞðT  iþ 1Þ
s
:
A convenient way for writing the common factor isﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
T þ 1
ðiþ 1ÞðT  iþ 1Þ
s
¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃT þ 1p 1
T þ 2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
iþ1
Tþ2
Tiþ1
Tþ2
s
Using these equalities we can write the second and major summation as follows:
Xð1ÞT
i¼T
T
i
 
eT Hði=T Þ ¼ eOð1=T Þ 1ﬃﬃﬃﬃﬃ
2p
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃT þ 1p Xð1ÞT
i¼T
1
T þ 2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
iþ1
Tþ2
Tiþ1
Tþ2
s
:
Observe the last sum, it is easy to see that it a Riemann Sum which is a ﬁnite approximation to the
integral
Z 1

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
pð1 pÞ
s
dp:
And, as T !1, and the function 1= ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃpð1 pÞp is Riemann integrable this sum approaches the
value of the integral, so we get
Xð1ÞT
i¼T
T
i
 
eT Hði=T Þ ¼ eOð1=T Þ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃT þ 1p 1ﬃﬃﬃﬃﬃ
2p
p
Z 1

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
pð1 pÞ
s
dp:
Similarly, we get that the sum that corresponds to the ﬁrst and last terms approach
XT
i¼0
T
i
 
eT Hði=T Þ6 e2þOð1=T Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
T þ 1p 1ﬃﬃﬃﬃﬃ
2p
p
Z 
0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
pð1 pÞ
s
dp
and
XT
i¼ð1ÞT
T
i
 
eT Hði=T Þ6 e2þOð1=T Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
T þ 1p 1ﬃﬃﬃﬃﬃ
2p
p
Z 1
1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
pð1 pÞ
s
dp:
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The last two integrals are OðÞ, thus, after we take the limit T !1 we can take the limit  !1
and get that
lim
T!1
ZTﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
T þ 1p ¼ lim!0 limT!1
XT
i¼0
T
i
 
eT Hði=T Þ
 
þ
Xð1ÞT
i¼T
T
i
 
eT Hði=T Þ þ
XT
i¼ð1ÞT
T
i
 
eT Hði=T Þ
!
¼ lim
!0
e2
1ﬃﬃﬃﬃﬃ
2p
p
Z 
0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
pð1 pÞ
s
dp
 
þ 1ﬃﬃﬃﬃﬃ
2p
p
Z 1

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
pð1 pÞ
s
dp
þ e2 1ﬃﬃﬃﬃﬃ
2p
p
Z 1
1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
pð1 pÞ
s
dp
!
¼ 1ﬃﬃﬃﬃﬃ
2p
p
Z 1
0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
pð1 pÞ
s
dp ¼
ﬃﬃﬃ
p
2
r
:
Finally taking the log we get that
lim
T!1
ln ZT  1
2
lnðT þ 1Þ ¼ 1
2
ln
p
2
which completes the proof of the theorem. 
Appendix C. Proof of Theorem 4
We need to calculate a lower bound on the following integral:Z 1
0
exp 2T h^ ð1

 h^Þ2  ð1 pÞ2

þ 2T ð1 h^Þ ð0

 h^Þ2  ð0 pÞ2

dp:
This integral simpliﬁes toZ 1
0
exp

 2T ðh^ pÞ2

dp:
This is another well-known integral, it is (up to a multiplicative constant) an integral of the
normal distribution on part of the real line. This integral does not have a closed algebraic form,
but can be expressed using the error function erf ð Þ.Z 1
0
exp

 2T ðh^ pÞ2

¼
ﬃﬃﬃﬃﬃﬃ
p
2T
r
1


Z 1
0
e2T ðh^þpÞ
2
dp 
Z 1
0
e2T ð1h^þpÞ
2
dp

¼ 1
2
ﬃﬃﬃﬃﬃﬃ
p
2T
r
erf h^
ﬃﬃﬃ
T
p 
þ erf ð1

 h^Þ
ﬃﬃﬃ
T
p 
; ðC:1Þ
where
erf pð Þ¼: 2ﬃﬃﬃ
p
p
Z p
0
ex
2
dx
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is the cumulative distribution function of the normal distribution. As erf xð Þ is an increasing
function we ﬁnd that erf

h^
ﬃﬃﬃﬃﬃﬃ
2T
p þ erfð1 h^Þ ﬃﬃﬃﬃﬃﬃ2Tp  is minimized when T ¼ 1 and as erf xð Þ is
concave for xP 0 we ﬁnd that the minimum is achieved for h^ ¼ 0 or h^ ¼ 1. Thus we get that the
integral is uniformly (w.r.t. h^) lower bound byZ 1
0
exp

 2T ðh^ pÞ2

6
erf
ﬃﬃﬃ
2
p 
2
ﬃﬃﬃﬃﬃﬃ
p
2T
r
: ðC:2Þ
We now plug this lower bound into Eq. (20) and get that the regret is uniformly upper bounded by
 1
2
ln
erf
ﬃﬃﬃ
2
p 
2
ﬃﬃﬃﬃﬃﬃ
p
2T
r !
¼ 1
4
ln T þ 1
2
ln
2
erf
ﬃﬃﬃ
2
p  1
4
ln
p
2
: ðC:3Þ
Appendix D. An example for which the exponential weights algorithm is better than any Bayes
algorithm
Suppose the model class consists of just three biased coins: p1 ¼ 0; p2 ¼ 1=2; p3 ¼ 1, and that a
sequence is generated by ﬂipping a random coin whose bias is 0.9. Consider ﬁrst the Bayes algo-
rithm, whatever is the choice of the prior distribution, once the algorithm observes both a zero and a
one in the sequence, the posterior distribution becomes concentrated on p2 ¼ 1=2 and all predictions
from there on would necessarily be /t ¼ 1=2. This would causes the algorithm an average loss per
trial of ð0:5 0:1Þ2 ¼ 0:16. On the other hand, consider the EW algorithm which uses the uniform
prior distribution over the three models. The total loss of this algorithm is guaranteed to be larger
than that of the best model in the class by at most lnð2Þ=4. For large T , with very high probability,
the best model is p2 ¼ 1 whose average loss per trial is ð0:9 1Þ2 ¼ 0:01. Thus the average loss per
trial of the EW algorithm is guaranteed to quickly approach 0.01, making it a clearly better choice
than the Bayes algorithm for this problem. We conjecture that a gap between the performance of
there algorithms exists when the class of models is the set of all the biased coins. However, we have
yet not been able to calculate optimal prior for the optimal Bayes algorithm for this case.
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