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Abstract
Let G be a connected semisimple linear algebraic group over C. Let
H be a spherical subgroup of G such that G/H admits a nice compat-
ification. In this paper, we present a decomposition of the category of
Harish-Chandra modules (= compatible (g,H)-modules of finite length)
of G with infinitesimal character −ρ by using B-equivariant geometry of
G/H . This is a generalization of Vogan’s decomposition [Duke Math. J.
46 (1979), 805-859] in the case of symmetric spaces.
Introduction
Let G be a connected semisimple linear algebraic group over C. Let H be a
reductive spherical subgroup of G such that NG(H) = H . (Our actual setting is
much wider. Here we restrict the situation for simplicity.) We have the following
diagram:
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G/B G/H
.
Let DHrh(G/B) be the category of H-equivariant regular holonomic D-modules
on G/B. Let DBrh(G/H) be the category of B-equivariant regular holonomic
D-modules on G/H . Then, we have the following category equivalence:
sw : DHrh(G/B)→ DBrh(G/H).
Let [H ] be the point of G/H corresponding to the identity. There exists a
maximal torus T ⊂ G which is “maximally split” in the sense of Theorems 1.4
and 1.5. (This is a generalization of the notion of maximally split torus for
symmetric pairs.) Let C be the component group of the stabilizer of T at [H ].
There exists a certain finite group W 0G/H acting on X
∗(T ), which we refer as
the enhanced little Weyl group. (This is the little Weyl group when G/H is a
symmetric space. However, the action is twisted.)
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Definition A. If W 0G/H is the little Weyl group (in the sense of Brion [Br90]),
then we define
M(G/H) := X∗(C)/W 0G/H
and call its elements monodromy classes. (In general, we define M(G/H) as in
2.10.)
According to Luna-Vust [LVu83] and Knop (cf. 1.4), there exists a canonical
compactification X of G/H (cf. [Kn96, Lu01, BP04]). LetO ⊂ X be the unique
closed G-orbit. Since it is a generalized flag variety, we have a cell decomposition
O = ∐w∈W/WLOw, where W is the Weyl group of G and WL ⊂W is a certain
subgroup. For each B-orbit Y ⊂ G/H , we have Y ∩ O = ∐w∈W (Y )Ow by
equi-dimensional cells. Moreover, Y and G-orbits of X are almost complete
intersection along some neighborhood Xw of Ow. One expects:
• If the eigenvalue of the monodromy of twoB-equivariant regular holonomic
D-modules on G/H are different along Xw, then there is no homomor-
phism or extension among them. Hence, we can decompose DBrh(G/H) in
terms of the eigenvalue of the monodromy.
Unfortunately, the set of eigenvalues of the monodromy along general Xw is
difficult to compute. To remedy this, we interpret the eigenvalues of the mon-
odromy as a class of some highest weights of the space of global sections of
objects of DBrh(G/H). Applying this idea to “standard” modules, we “define”
a map
m : StdDBrh(G/H)→ X∗(C)/W 0G/H = M(G/H)
(cf. 2.9, 2.13, and 4.1). We call the image of m the monodromy class. Let
DBrh(G/H)m be the full subcategory of D
B
rh(G/H) generated by standard mod-
ules with monodromy class m. Then, our central result is:
Theorem B (= Theorem 5.2). There exists a direct sum decomposition
DBrh(G/H) =
⊕
m∈M(G/H)
DBrh(G/H)m
as categories. Moreover, we have DBrh(G/H)m 6= {0} for every m ∈ M(G/H).
The proof of Theorem B is divided into three pieces: First, we describe the
“highest weights” of the space of global sections of standard modules and irre-
ducible modules in §3. Main technical ingredients are certain filtrations arising
from the above local structure (3.7) and the fact that the projective coordinate
ring of each B-orbit closure is big enough (3.13). Its most important conse-
quence is that the affine subspace of X∗(T )C formed by the Zariski closure of
the distribution of such “highest weights” has the largest possible dimension.
In order to have a non-zero map between standard modules, we need coinci-
dences of highest weights of their global sections modulo the action of the Weyl
group. By the comparison of “highest weight distributions” rather than single
highest weights, we conclude that such a map exists only if they share the same
monodromy class (4.2). Once the “Hom-vanishing” is established, Theorem B
follows from a rather formal induction argument (§5). The technical difficulty
in the structure of the proof partly lies on the fact that we need to prove the
well-definedness of m simultaneously (4.1).
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Let HC be the category of Harish-Chandra modules (i.e. the category of
compatible (g, H)-modules of finite length) with infinitesimal character −ρ (cf.
6.2).
Theorem C (= Theorem 6.3). For each m ∈ M(G/H), there exists a full
subcategory HCm of HC such that we have a direct sum decomposition
HC =
⊕
m∈M(G/H)
HCm
as categories. Moreover, we have HCm 6= {0} for every m ∈ M(G/H).
Theorem D (= Theorem 7.2). Let G0 be a real simple linear algebraic group.
Let G be the complexification of G0 and let H be the complexification of the
maximal compact subgroup of G0. Then, each of HCm is indecomposable.
Theorem D implies that our decomposition coincides with that of Vogan’s
[Vo79, Green]. In fact, we prove Theorem D by the comparison of our estimate
and Vogan’s description [Vo82] Theorem 8.5.
Theorem B-D give a geometric characterization of the block decomposition.
A non-trivial example of the above results is:
Example E. Let G/H := PGL(3,C)/ PO(3,C). It has four B-orbits and seven
irreducible B-equivariant regular holonomic D-modules (7 = 3 + 1 × 22). The-
orem B decomposes these seven irreducible modules into blocks with six ir-
reducible modules and one irreducible module. The same holds for HC. The
categoryHC is equivalent to the category of admissible PGL(3,R)-modules with
infinitesimal character −ρ. (Cf. [Vo82] p947.)
Geometric approach to the structure of Harish-Chanda modules have a long
and rich history. However, the most of the results useH-orbits in the flag variety
(at present). Thus, we give a rather long recall of technical facts about regular
spherical varieties in §1, which might be rather unfamiliar even to some experts
of geometric representation theory.
A next problem is the description of each block. In terms of a certain kind
of the nearby cycle functor, we can embed each block into a certain variant of
the category O. I hope to present the precise characterization of their images
in my subsequent works.
1 Preliminaries
1.1 (Notation and Terminology).
• G : a connected semisimple linear algebraic group over C;
• B ⊃ T : a Borel subgroup of G and its maximal torus;
• X∗(S) and X∗(S) : the character and co-character groups of a torus S;
• R ⊃ R+ : the root system and its positive part with respect to (T,B,G);
• Π : the set of simple roots of (R+, R);
• ρ := 1
2
∑
α∈R+
α : Harish-Chandra’s ρ;
• Uα ⊂ G : the unipotent one-parameter subgroup of G with respect to α ∈ R;
• Pα : the parabolic subgroup of G generated by U−α and B for α ∈ Π;
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• LαU(α) : the Levi decomposition of Pα s.t. T ⊂ Lα (i.e. Lα is the Levi factor);
• T (α) := {t ∈ T ;α(t) = 1};
• W := NG(T )/T : the Weyl group of G;
• sα ∈W : the reflection with respect to α ∈ R;
• ℓ :W → Z≥0 : the length function of W with respect to (R
+, R);
• G◦ : the identity component of an algebraic group G;
• Gx : the stabilizer of G at x ∈ X (for a G-variety X );
• X G : the fixed point set of the G-action on X ;
• DG
rh
(X ) : the category of G-equivariant regular holonomic D-modules on X ;
• l : the Lie algebra of an algebraic group L;
• U(l) : the enveloping algebra of l;
• Mk : =M ⊗Z k for a Z-module M and a field k;
Definition 1.2 (Spherical subgroup). 1) An algebraic subgroup H ⊂ G
is called spherical if and only if there exists a Borel subgroup B ⊂ G such
that BH ⊂ G is a dense open subset;
2) The pair (G,H) is called a quasi-projective spherical pair if and only if
G/H is a quasi-projective algebraic variety;
3) Let BG/H be the set of B-orbits in G/H . We define B
(1)
G/H as its subset
consisting of codimension one orbits;
4) The spherical closure of H ⊂ G is defined as:
N ♯G(H) := {g ∈ NG(H); gY = Y for all Y ∈ B(1)G/H}.
A spherical subgroup H ⊂ G is called spherically closed if and only if
H = N ♯G(H).
1.3. In the below, we fix B and H as in Definition 1.2. In particular, here we
have fixed a Borel subgroup B. Let [H ] be the point of G/H corresponding to
1. We put P := {g ∈ G; gBH = BH}. This is a parabolic subgroup of G. Let
P = LU be the Levi decomposition of P such that T ⊂ L.
Theorem 1.4 (Luna-Vust-Knop [Kn96] cf. [DP82] for symmetric case).
There exists a G-equivariant smooth compactification X of G/H such that:
• X − G/H is a union of G-stable normally crossing boundary divisors
D1, . . . , Dr;
• Every G-orbit closure in X is smooth and is of the form ∩i∈IDi for some
I ⊂ {1, 2, . . . , r};
• X has a unique closed G-orbit.
Moreover, there exists a maximal torus T ⊂ B such that:
• T [H ] is a smooth T -subvariety of X.
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Theorem 1.5 (Local structure theorem cf. [BLV]). Assume the same
settings as in Theorem 1.4. We have an open dense embedding
P ×L Z →֒ X (1.1)
of P -varieties such that:
• Z is a locally closed subset of X;
• [L,L] acts on Z trivially;
• We have Z ∼= Ar as toric varieties with respect to a quotient torus of T
(or L).
By rearranging T if necessary, we can assume T [H ] ⊂ Z. We denote the LHS
of (1.1) by X1. Let P
− be the opposite parabolic subgroup of P with respect to
L. Then, the unique closed G-orbit of X is isomorphic to G/P−. Moreover, we
have
Z ∩G/P− = {[P−]}.
We denote [P−] by x1.
1.6. In the below, we fix X,T, L, U,X1, Z, and x1 as in 1.3, Theorems 1.4 and
1.5.
1.7 (Affinization of the situation). Since G/H is quasi-projective, there
exists a G-equivariant embedding G/H →֒ PN (Sumihiro’s theorem). Hence,
we have an induced embedding
G/H ×PN CN+1\{0} →֒ CN+1.
The LHS is homogeneous under the action of G˜ × Gm, where G˜ is a certain
covering group of G. We put G := G˜×Gm. Thus, G/H×PN CN+1\{0} ∼= G/H
is a quasi-affine variety. It is clear that BG/H ∼= BG/H via the pullback. Fix
a G-equivariant embedding Gm →֒ A1 = SpecC[z] corresponding to 0 ∈ CN+1.
We define a maximal torus of G as T := T˜ ×Gm, where T˜ is the pullback of T
to G˜.
1.8 (Arguments from Knop [Kn95]). For a B-module V over C, let V (B)
denote the union of B-eigenspaces of V . For each Y ∈ BG/H , we define its
character lattice as
X∗(Y ) := {λ; weight of a T -eigenfunction in C(Y )(B)} ⊂ X∗(T ).
Let TY be the torus corresponding to the character group X
∗(T )/X∗(Y ). The
subtorus TY ⊂ T is the maximal stabilizer of T among all points in Y .
1.9. The action of NG(T ) on the set of T -stable subvarieties in X descends to
W . Hence, we have the notion of W -translation of X1 and x1. Put Xw := wX1
and xw := wx1 for every w ∈W . We denote Xw ∩G/H by X−w . Let Ow be the
(B-) Schubert cell of G/P− which contains xw. Define
RU := {α ∈ R+;Uα ⊂ U}.
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For each w ∈W , we put
Uw :=
∏
α∈RU ,wα>0
Uwα and U
w :=
∏
α∈RU ,wα<0
Uwα.
By their expression, they form subgroups of wUw−1. We have Uw ∩ Uw = {1}
and Uw × Uw ∼= wUw−1. Moreover, we have Ow = Uwxw.
Theorem 1.10 (Brion [Br98] 1.4). Let Y ∈ BG/H . Then, Y intersects
properly with every G-orbit of X.
1.11. For each Y ∈ BG/H , we define
W (Y ) := {w ∈ W ;Ow ⊂ Y }
and
W (Y ) := {w ∈W (Y ); dimOw = dimY − r = dimG/H − r − ℓ(w)}.
1.12 (Bruhat order). We define a partial Bruhat order ≤L on W by
w ≤L w′ if and only if Ow ⊂ Ow′ .
Let WL := NL(T )/T be the Weyl group of L. We have w =L wv for every
v ∈ WL.
Corollary 1.13. Under the same settings as in Theorem 1.10, we haveW (Y ) 6=
∅.
1.14 (Arguments from Brion [Br01]). For each w ∈ W , we define a Uw-
equivariant contraction map
q˜w : wO1 → Ow
by setting q˜−1w (uxw) = uU
wxw (u ∈ Uw). We have a natural P -equivariant
surjection
p˜ : X−1 = P ×L T [H ] −→ O1.
We denote the composition map
q˜w ◦ wp˜w−1 : X−w → Ow
by qw. For each Y ∈ BG/H , we define Yw := Y ∩ Xw (possibly empty). We
denote the map qw |Yw : Yw → Ow by qYw . By abuse of notation, we may drop
the superscript Y if the meaning is clear.
Theorem 1.15 (Brion [Br01] §2). Let Y ∈ BG/H and let w ∈ W (Y ). We
have:
• Yw is a TUw-homogeneous space;
• the fiber fYw = (qYw )−1(xw) is a r-dimensional T -homogeneous space such
that the projection map
℘Y,w : f
Y
w −→ wT [H ]
has a two-elementary Galois group;
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• the fibration qYw is TUw-equivariant:
qYw : Yw = Uw ×T fYw → Ow.
1.16. Keep the notation of Theorem 1.15. Let π : G/H→ G/H be the natural
surjection. We define Y := π−1(Y ) orX−w := π
−1(X−w ), respectively. Moreover,
we define Yw := Y ∩ X−w = π−1(Yw). We put fYw := π−1(fYw ). We denote
the stabilizer of the T-action on fYw by TY,w. We have wT
◦
[H]w
−1 ⊂ TY,w ⊂
wT[H]w
−1.
1.17 (Elementary modifications cf. [Kn95] §3). Let α ∈ Π. For each
Y ∈ BG/H , PαY is a union of B-orbits in G/H . If Y is dense in PαY , then
there are four possibilities:
(G) PαY = Y . The action of sα on X
∗(Y ) is trivial;
(U) PαY is a union of twoB-orbits Y and Y
′ and we haveX∗(Y ′) = sαX
∗(Y ) ⊂
X∗(T );
(T) PαY consists of three B-orbits Y, Y
′, and Y ′′. We have
sαX
∗(Y ′) = X∗(Y ′′) ⊂ X∗(Y ) = sαX∗(Y ) and X∗(Y )/X∗(Y ′) ∼= Z;
(N) PαY consists of two B-orbits Y and Y
′ and we have
sαX
∗(Y ′) = X∗(Y ′) ⊂ X∗(T/T−Y,α) ⊃ X∗(Y ) = sαX∗(Y ),
where T−Y,α := {t ∈ TY ;α(t) = 1}.
The following two assertions are essentially due to Brion [Br01] §1 and §3.
We provide a proof since the author could not find out appropriate reference
points for their proofs.
Lemma 1.18. Let Y ∈ BG/H and let w ∈ W (Y ). If we have sαw >L w for
α ∈ Π, then Y ⊂ PαY is a closed subset of codimension one.
Proof. We have Osαw ⊂ PαY ⊂ X . By Theorem 1.10, we have Y ∩ Osαw = ∅.
Since Pα ×B Y is an irreducible algebraic variety, so is PαY . Here we have
a unique open B-orbit in PαY . This unique B-orbit must sit inside the open
G-orbit G/H ⊂ X since Y ∩G/H 6= ∅.
Corollary 1.19. Let w ∈W (Y ). Then, we have G/H = Bw−1Y .
Proof. Apply Lemma 1.18 to a reduced expression of w−1.
2 Monodromy class
We retain the setting of the previous section.
2.1 (Dot actions). We define the dot action of W on X∗(T ) as
w.λ := wλ + wρ− ρ w ∈W,λ ∈ X∗(T ).
We define the ddot action of W on X∗(T ) as
w..λ := wλ− wρ+ ρ w ∈W,λ ∈ X∗(T ).
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2.2 (Enhanced little Weyl group). We define
W 0G/H := {w ∈ W ;wT ◦[H]w−1 = T ◦[H], wρ− ρ ∈ X∗(T/T ◦[H])}.
Our group W 0G/H contains the little Weyl group WG/H in the sense of Brion
[Br90] (cf. Knop [Kn94] 6.5).
2.3 (Equivalence relation ∼). Let C := T[H]/T ◦[H]. We have a surjective map
r : X∗(T/T ◦[H]) −→ X∗(C).
We define an equivalence relation ∼ on X∗(C) as follows: For each c1, c2 ∈
X∗(C), we have c1 ∼ c2 if and only if
r−1(c1) ∩W 0G/H .r−1(c2) 6= ∅ or r−1(c1) ∩W 0G/H ..r−1(c2) 6= ∅.
Remark 2.4. 1) The group W 0G/H is the little Weyl group when G/H is a
symmetric space. 2) As far as the author knows,G = Sp(4) andH = Gm×Sp(2)
is essentially the only known example such that WG/H 6= W 0G/H . 3) By Brion
[Br90] Theorem 2.6, WG/H acts on X
∗(C). 4) The dot action and the ddot
action of WG/H on X
∗(C) coincides. 5) The author has no example such that
W 0G/H does not act on X
∗(C).
Corollary 2.5 (of Remark 2.4). If W 0G/H =WG/H , then we have
X∗(C)/ ∼= X∗(C)/W 0G/H .
Lemma 2.6. Let Y ∈ BG/H . For each w ∈ W (Y ), we have an inclusion
w−1X∗(T/T ◦Y ) ⊂ X∗(T/T ◦[H]).
Proof. By Theorem 1.15, the group wT ◦[H]w
−1 fixes a point in fYw ⊂ Y . Since TY
is the stabilizer of the minimal T -orbit in Y , we conclude that wT ◦[H]w
−1 ⊂ T ◦Y ,
which completes the proof.
2.7. Let Y ∈ BG/H . Let x ∈ Y . We have DBrh(Y ) ∼= RepBx/B◦x by the
pullback. Moreover, we have an isomorphism Bx/B
◦
x
∼=−→ TY /T ◦Y by choos-
ing x ∈ Y TY . It follows that every irreducible object in DBrh(Y ) is rank one.
Therefore, every irreducible object in DBrh(G/H) is isomorphic to the minimal
extension of a rank one regular holonomic D-module.
2.8. For each Y ∈ BG/H , let Y denote the natural inclusion Y →֒ Y (⊂ G/H).
Let L be a rank one B-equivariant regular holonomic D-module on Y . In other
words, L is a B-equivariant line bundle on Y (with flat connection). The notion
of pushforward as D-modules and O-modules coincide for an open embedding.
Hence, the Leray spectral sequence yields
Hp(Y , (Y )∗L) ∼= Hp(Y,L)
for every p ≥ 0. Since Y is affine, we have
Γ(Y , (Y )∗L) ∼= Γ(Y,L) and Hp(Y , (Y )∗L) = 0 for p > 0.
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By the induction equivalence, we have PicBY ∼= X∗(TY ). Since the identity
component of the stabilizer acts on the fiber of an equivariantD-module trivially,
we have
Γ(Y , (Y )∗L) ∼= χ⊗ C[Y ]
as compatible (B,C[Y ])-modules by some χ ∈ X∗(T/T ◦Y ) ⊂ X∗(T ).
2.9. Let Y ∈ BG/H and let w ∈ W (Y ). Let L be a rank one B-equivariant
regular holonomic D-module on Y . We define
m˜w(L) := w−1{B-highest weight of Γ(Y,L)} ⊂ w−1X∗(T/T ◦Y )
and
m˜(L) :=
⋃
w∈W (Y )
m˜w(L).
By means of Lemma 2.6, we have m˜(L) ⊂ X∗(T/T ◦[H]). Restricting it to T[H],
we define
m(L) ⊂ X∗(C).
Definition 2.10 (Monodromy class). We define the set of monodromy classes
as
M(G/H) := X∗(C)/ ∼ .
For each Y ∈ BG/H , we define full subcategories DBrh(Y )m of DBrh(Y ) indexed
by m ∈ M(G/H) as categories generated by irreducible objects L such that
m(L) ⊂ m.
2.11. For each m ∈ M(G/H), the subset −m ⊂ X∗(C) is a single equivalence
class. Hence, we have an involution (−1) on M(G/H).
Definition 2.12 (Standard modules). For each Y ∈ BG/H , let jY denote
the natural inclusion Y →֒ G/H . A B-equivariant regular holonomic D-module
M on X is called a standard module if and only if there exists a B-orbit Y such
that M ∼= (jY )∗M by a rank one B-equivariant regular holonomic D-module
M on Y .
The B-orbit Y is uniquely determined by a standard moduleM. We call it the
core support of M.
For a standard module M, we denote its pullback to the core support by M.
Since every B-orbit is affine, a standard module is generated by its global sec-
tions.
Proposition 2.13. For each Y ∈ BG/H , we have a direct sum decomposition
DBrh(Y ) =
⊕
m∈M(G/H)
DBrh(Y )m
as categories.
Proof. If we admit Proposition 4.1, the assertion follows from 2.7. The state-
ment and the proof of Proposition 4.1 is given later.
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3 Global sections of standard modules
We retain the setting of previous section.
3.1. Let Y be a T -stable smooth subvariety of G/H . Let NY be the normal
bundle of Y along G/H . Let Ω∨Y be the highest exterior power of NY .
3.2. LetM be a standard module with core support Y . Let (jY )O∗ be the quasi-
coherent sheaf version of the pushforward (jY )∗. We haveM = (jY )O∗
(DG/H←Y ⊗DY M).
We have Ω∨Y ⊂ DG/H←Y by construction (cf. [GM94] Chap. 8 §4.5). Hence,
each s ∈ Γ(Y,Ω∨Y )(B) gives an inclusion
Γ(Y,M) •⊗s // Γ(G/H,M)
Γ(Y,M)(B) //
?
OO
Γ(G/H,M)(B)
?
OO
.
In particular, every B-eigensection of Γ(Y,M) gives rise to a highest weight
vector of Γ(G/H,M) as (g, B)-modules.
Lemma 3.3. Let Y ∈ BG/H . Let w ∈W (Y ). We have
Ω∨Yw
∼= (wρ − ρ)⊗OYw .
Proof. Since uw ∼= NY ⊗C(y) for each (closed) point y ∈ Yw (cf. Theorem 1.15),
we have
NYw ∼= uw ⊗OYw
as T -equivariant vector bundles. Taking its highest exterior power, we obtain
the result.
Lemma 3.4. LetM be a standard module with core support Y . Let w ∈ W (Y ).
We have
Γ(X−w , π
∗M) = U(uw)C[Yw]s0 ∼= U(uw)⊗ C[Yw]
by s0 ∈ π−1Γ(Y,Ω∨Y ⊗OY M)(B) ⊂ Γ(X−w , π∗M). Here the last isomorphism is
a vector space isomorphism.
Proof. Recall that Yw = Y ∩X−w . We have
Γ(X−w ,M) = Γ(Yw,DG/H←Y ⊗DY M).
We have uw ⊗OYw ∼= NYw as T -equivariant vector bundles. Thus, we conclude
U(uw)⊗Γ(Yw,Ω∨Y⊗OYM) ∼= U(uw)Γ(Yw,Ω∨Y⊗OYM) = Γ(Yw,DG/H←Y ⊗DYM).
Pulling it back by π, we obtain the result.
Definition 3.5. Letw ∈ W/WL. We define a partial order≥w on wX∗(T/T◦[H])Q
as follows: We have λ1 ≥w λ2 if and only if n(λ1 − λ2) appears as a T -weight
of Γ(Xw,OX)(wBw−1) ⊗ C[z] for some n ∈ Z>0.
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3.6. Let Y ∈ BG/H and let w ∈W (Y ). We have C[Yw]Uw ∼= C[fYw ]. We define
an exhausting family of subsets of C[Yw] indexed by λ ∈ wX∗(T/T◦[H])Q as
C[Yw]
Uw
≥λ :=
〈
f ∈ C[Yw]Uw ; f is a T-eigenfunction of weight ≥w λ
〉
C
⊂ C[Yw]Uw ,
and
C[Yw]≥λ := C[Ow]C[Yw]
Uw
≥λ ⊂ C[Yw],
where C[Ow] ⊂ C[Yw] is the pullback via qYw ◦π (cf. 1.14). We have C[Yw]≥λ ⊂
C[Yw]≥λ′ if λ ≥w λ′.
Proposition 3.7. Let M be a standard module with core support Y . Let w ∈
W (Y ). There exists an exhausting family of U(g)-stable subsets
F≥λΓ(X
−
w , π
∗M) ⊂ Γ(X−w , π∗M),
indexed by λ ∈ wX∗(T/T◦[H])Q. These subsets form a decreasing filtration with
respect to the partial order ≥w.
Proof. Let s0 ∈ π−1Γ(Y,Ω∨Y ⊗M)(B). Let δ be the weight such that δ+wρ−ρ is
the T-weight of s0. We have δ ∈ wX∗(T/T◦[H]). Let D be the reduced union of
boundary divisors of X . The action of G on G/H induces a map (cf. Bien-Brion
[BB96])
g
ı−→ Γ(Xw, TX(− logD)) ∼= (uw ⊕ uw ⊕ T)⊗ C[Xw],
where T is the set of wTUw−1-invariant vertical vector fields of wp˜w−1. Let
T1 be the set of TUw-invariant vertical vector fields of q
Y
w . By tensoring with
⊗C[Xw]C[Yw]≥0, we deduce
ı(g)⊗C[Xw] 1 ⊂ uw ⊗ C[Yw]≥0 + (uw ⊕ T1)⊗ C[Yw]≥0.
By means of the pullback, we conclude the action of G on G/H induces a map
g −→ uw ⊗ C[Yw]≥0 + (uw ⊕ T1 ⊕ Cz ∂
∂z
)⊗ C[Yw]≥0.
Since the second term acts on C[Yw]≥λ, the subsets
F≥λΓ(G/H,M) := U(uw)C[Yw]≥λ−δs0 ⊂ Γ(X−w , π∗M)
are g-stable. This is an exhausting decreasing filtration with respect to the par-
tial order ≥w. Since π−1Γ(Y,Ω∨Y ⊗M)(B) = π−1Γ(Y,OY )(B)s0, this filtration
is independent of the choice of s0.
Corollary 3.8. Under the same setting as in Proposition 3.7, let s0 ∈ π−1Γ(Y,Ω∨Y⊗
M)(B). Then, every T -weight of C[Y]Uws0 is a highest weight of a subquotient
of Γ(G/H, π∗M) as (g, B)-modules.
Proof. The inclusion Γ(G/H, π∗M) ⊂ Γ(X−w , π∗M) defines an induced filtra-
tion consisting of (g, B)-modules. Each T-weight vector of C[Y]Uws0 defines a
highest weight vector of the graded quotient of the induced filtration.
3.9. Let G/H be a G-equivariant affine partial compactfication of G/H. For
each Y ∈ BG/H (∼= BG/H), we denote its closure in G/H by Y. Notice that
Y is a B-stable affine subscheme of G/H. Let jY : Y →֒ G/H be the natural
inclusion.
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3.10. Let V be a vector space equipped with a family of subspaces FλV ⊂ V
indexed by λ ∈ wX∗(T/T◦[H])Q. Assume that they form a decreasing filtration
with respect to the partial order ≥w. Then, we define
grλV :=
∑
γ 6<wλ
FγV/
∑
γ 6≤wλ
FγV.
Definition 3.11 (Weight distributions). Assume the same setting as in
Proposition 3.7 and Corollary 3.8. For a (g, B)-module V , we define Φ(V ) as
the set of highest weights of all subquotients of V . We define
Φ(M) := Φ (Γ(G/H, π∗M)) ⊂ X∗(T).
We define
Φ(M, w) := {weights of C[Yw]Uws0}.
Let L be the minimal extension of π∗M on G/H. We define
Ψ(M, w) := {λ ∈ Φ(M, w); grλΓ(G/H,L) 6= 0}.
Corollary 3.12 (of the proof of Proposition 3.7). Keep the notation of
Definition 3.11. Let λ ∈ Φ(M, w). Then, every irreducible U(g)-module con-
stituent of grλΓ(X
−
w , π
∗M) has a highest weight in W.λ. In particular, we have
Φ(M) ⊂W.Φ(M, w).
Proof. We assume the notation of the proof of Proposition 3.7. We define
T (L) := ([L,L] × Gm) ∩ T. Since w is the shortest element in wWL, we con-
clude (wρ − ρ)(T (L)) = 1. Thus, we have w−1λ(T (L)) = 1. Assume that
grλΓ(X
−
w , π
∗M) 6= 0. Then, we have the T-character identity
ch(grλΓ(X
−
w , π
∗M)) = eλchU(uw)C[Ow] =
∑
v∈WL
(−1)ℓ(v)chM((wvw−1).λ)),
where M(γ) is the Verma module with highest weight γ. This implies that
grλΓ(X
−
w , π
∗M) isB-finite. Moreover, each irreducible U(g)-module constituent
of grλΓ(X
−
w , π
∗M) has a highest weight in W.λ.
Lemma 3.13. Let Y ∈ BG/H . Let w ∈ W (Y ). We define Ξ as the set of
T-weights of C[Y]Uw . Then, Ξ spans X∗(T/TY,w) as abelian groups.
Proof. We have an inclusion C[Y] ⊂ C[Yw]. We have Yw ∼= Uw ×T fYw . Hence,
Ξ ⊂ X∗(T/TY,w) follows. Each function of Y is uniquely decomposed into a sum
of T-eigenfunctions of different weights on Y. Let h ∈ C[Y] be a T-eigenfunction
of weight λ. Then, we have
h =
∑
µ∈Λh
gλ−µt
µ gβ ∈ C[Ow], tγ ∈ C[Yw]Uw ,
where gβ (6= 0) has weight β and tγ has weight γ. We define
Λexh := {µ ∈ Λh; 6 ∃γ ∈ Λ\{µ}, µ− γ ∈
∑
α∈RU∩wRU
Z≤0α}.
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For each δ ∈ Λexh , we have tδ ∈ C[Y]Uw by applying a suitable element of U(uw)
of weight δ − λ. Hence, we have ∪h∈C[Y](T )Λexh ⊂ Ξ. We have C(Yw) = C(Y).
It follows that each tλ (λ ∈ X∗(T/TY,w)) can be written as tλ = h1/h2 by
h1, h2 ∈ C[Y]. By rearranging h1 and h2 if necessary, we can assume that both
h1 and h2 are T-eigenfunctions. It follows that Λ
ex
h1
= Λexh2 + λ. In particular,
every element of X∗(T/TY,w) is written as a difference of Ξ as desired.
Corollary 3.14 (of Proposition 3.7). Under the same setting as in Propo-
sition 3.7, we put L := (jY)!∗M. For each λ ∈ wX∗(T/T◦[H]), the set
Ψ(M, w) ∩ (λ+ w.X∗(T/T[H]))
is either empty or Zariski dense in w.X∗(T/T◦[H])C.
Proof. We have
Γ(Y, j∗YL) ⊂ Γ(Y, j∗YL) ∼= Γ(Y, π∗M).
It follows that the former space is C[Y]-torsion free. Hence, the set Ψ(M, w) is
stable under the addition of elements of Ξ in Lemma 3.13.
4 Morphisms between standard modules
We work in the same setting as in the previous section. This section is devoted
to the proof of the following two assertions, which form the technical heart of
this paper:
Proposition 4.1. Let M be a standard module. Then, m(M) defines a single
element in M(G/H).
Theorem 4.2. Let Y, Y + ∈ BG/H . Let M,M+ be standard modules with core
supports Y and Y +, respectively. Suppose that we have a morphism f :M+ →
M in DBrh(G/H) which is surjective along Y . Then we have m(M) = m(M+) ∈
M(G/H).
Before the proof of Proposition 4.1 and Theorem 4.2, we need some prepa-
ration.
Lemma 4.3. Let M be a standard module with core support Y . Let α be
a simple root such that Y ⊂ PαY is codimension one. Then, there exists a
standard module M+ supported on PαY such that we have a map
M+ −→M in DBrh(G/H)
which is surjective along Y .
Proof. We define Y + to be the dense open B-orbit of PαY . We have p : PαY →
˙PαY , where •˙ means we have mod out • by T (α)U(α). By 1.17, we have
X∗((TY ∩ T (α))/(TY ∩ T (α))◦) ∼= X∗(TY /T ◦Y )
if (α, Y +) is type T or N. Thus, there exists a character χ ∈ X∗(T/T ◦Y ) ∩
X∗(T )sα and a standard module M˙ on ˙PαY such that χ ⊗ p∗M˙ ∼= j∗PαYM.
Hence, it is enough to construct a standard module M˙+ with core support
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˙Y + which surjects onto M˙. (Since M+ := (jPαY )∗(χ ⊗C p∗M˙+) is the de-
sired standard module.) The space ˙PαY is isomorphic to one of SL(2)/T0,
SL(2)/NSL(2)(T0), or SL(2)/FU , where T0 is the diagonal torus, U is a unipo-
tent radical, and F is a finite abelian group which normalizes U . In the first
case, SL(2)/FU is a quotient bundle of the basic bundle over the flag variety.
Hence, the existence of M˙+ is standard. In the latter two cases, the situation is
equivalent to the T0 or NSL(2)(T0)-equivariant perverse sheaves on P
1. Hence,
the push-forward of the trivial sheaf on the open orbit yields M˙+.
4.4. By construction, the natural map X∗(T/T[H])→ X∗(T/T[H]) is an inclu-
sion. Hence, we have X∗(C) →֒ X∗(T[H]/T◦[H]).
Proposition 4.5. Let M be a standard module with core support Y . Then, the
image of the set ∪w∈W (Y )w−1.Φ(M, w) (⊂ X∗(T/T◦[H])) in X∗(C) is contained
in a single equivalence class of ∼.
Proof. We prove the assertion by the induction on the codimension of the core
support Y of M in G/H .
If the core support of M is X−1 , then the assertion holds since we have
Φ(M, 1) = λ+X∗(T/T[H]),
which defines a class [W 0G/H .λ] ∈ X∗(C).
Assume that the assertion holds for every standard module supported on codi-
mension < d locus. We prove that the assertion hold if Y is codimension d
(≥ 1). There exists another standard module M+ with core support Y + such
that there exists a map
f :M+ →M
which is surjective along Y . This means that Y + is codimension < d. Let
L := (jY)!∗π∗M. We have a non-trivial map
f˜ : Γ(G/H, π∗M+) −→ Γ(G/H, π∗M)
such that Γ(G/H,L) ⊂ Imf˜ . Let w+ ∈W (Y +). We define
Φ++ := (w+)−1.Φ(M+, w+) ⊂ X∗(T/T◦[H]).
Let w ∈ W (Y ). We put Ψ := Ψ(M, w). Let µ′ ∈ Ψ. Corollary 3.12 asserts
that there exist an indecomposable (g, B)-submodule V (µ′+) ⊂ Γ(G/H, π∗M+)
with a highest weight µ′+ such that f˜(V (µ
′
+)) has an irreducible (g, B)-module
constituent with a highest weight in W.µ′. By the comparison of infinitesimal
characters, we conclude that
µ′ ∈ W.µ′+.
For each µ′, we assign µ′s ∈ W.µ′+ ∩ Φ++. The order of W is finite. Let v ∈ W
be an element such that the set
Ψv := {µ′ ∈ Ψ;µ′ = (wv).µ′s}
is Zariski dense in w.X∗(T/T◦[H])C. By rewriting this, we deduce
{w−1.µ′}µ′∈Ψv = v.{µ′s}µ′∈Ψv ⊂ X∗(T)C.
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By taking the Zariski closure of the both sides, we conclude X∗(T/T◦[H])C =
v.X∗(T/T◦[H])C. Therefore, we conclude v ∈W 0G/H .
For each µ′ ∈ Ψ, the set Ψ∩(µ′+wX∗(T/T[H])) is Zariski dense in w.X∗(T/T◦[H])C.
By the surjectivity of f˜ onto Γ(G/H,L), we deduce Ψ = ∪v∈W 0
G/H
Ψv. This pro-
ceeds the induction and we obtain the result.
Proof of Proposition 4.1 and Theorem 4.2. By 3.2 and Lemma 3.13, we deduce
that
m(M) ⊂ ∪w∈W (Y )w−1.Φ(M, w) ⊂ X∗(C).
Here λ means the restriction of λ ∈ X∗(T/T◦[H]) to X∗(C). Therefore, Propo-
sition 4.5 yields Proposition 4.1. Hence, the argument in the inductive step of
the proof of Proposition 4.1 proves Theorem 4.2.
5 Decomposition of D-modules
We retain the setting of previous section.
Definition 5.1. For each m ∈ M(G/H), we define DBrh(G/H)m to be the full
subcategory of DBrh(G/H) generated by the minimal extension of objects in
∐Y ∈BG/HObPervBmY .
Theorem 5.2. We have a direct sum decomposition
DBrh(G/H) =
⊕
m∈M(G/H)
DBrh(G/H)m
as categories. Moreover, we have DBrh(G/H)m 6= {0} for all m ∈ M(G/H).
Example 5.3. Consider the complex symmetric spaceX := PSL(n,C)/ PSO(n,C).
The number of our blocks is:
|M(X)| =
{
1 + 2⌊n4 ⌋ (if n is even)
n+1
2 (if n is odd)
.
Analyzing the structure of M(X), we further obtain that the number of blocks
consisting of a unique irreducible object are 0 (n ≡ 2 mod 4), 1 (n: odd), or 2
(n ≡ 0 mod 4).
The rest of this section is devoted to the proof of Theorem 5.2.
5.4. The component group of the stabilizer of the B-action on X−1 is isomorphic
to C. Hence, we have DBrh(X
−
1 )m 6= {0} for every m ∈ M(G/H). Moreover,
the minimal extension map (jY )!∗ does not annihilate an object. Therefore, the
non-vanishing assertion follows.
5.5. Consider an increasing sequence
∅ = Y0 6= Y1 ⊂ Y2 ⊂ · · · ⊂ YN = G/H
of closedB-stable sets such that Yi\Yi−1 is a single B-orbit for each i = 1, . . . , N .
For each i = 1, . . . , N and m ∈ M(G/H), let DBrh(G/H)im denote the full
subcategory of DBrh(G/H)m whose objects are supported on Yi. In order to
prove Theorem 5.2, we prove the following assertions inductively:
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(♦)i: Extp
DB
rh
(G/H)
(L,F) = 0 for every p ∈ Z, L ∈ IrrDBrh(G/H)im, and F ∈
ObDBrh(G/H)
i−1
n ;
(♠)i: Extp
DBrh(G/H)
(E ,F) = 0 for every p ∈ Z, E ∈ ObDBrh(G/H)im, and F ∈
ObDBrh(G/H)
i
n;
for every pair n 6= m ∈ M(G/H) and i = 1, . . . , N . Here IrrC is the class of
irreducible objects of an abelian category C.
Notice that (♠)N is equivalent to Theorem 5.2.
5.6. Let F ∈ ObDBrh(G/H)1m and G ∈ ObDBrh(G/H)1n. By Kashiwara’s equiv-
alence and the adjunction, we have
Extp
DBrh(G/H)
(E ,F) = Extp
DBrh(Y1)
((jY1)
∗(jY1)∗(jY1)
∗E , (jY1 )∗F) = 0.
Thus, we have (♠)1.
In the below, we assume (♠)i−1.
Put Y := Yi − Yi−1. For each L ∈ (jY )!∗IrrDBrh(Y )m, we have
0 // L // M // R // 0 (exact) (5.1)
by a standard module M(= (jY )∗j∗Y L) and R ∈ Ob⊕l∈M(G/H)DBrh(G/H)i−1l .
By Theorem 4.2, the spanning top (= the largest semisimple quotient) ofM be-
longs toDBrh(G/H)
i−1
m unless L =M. Hence, we concludeR ∈ ObDBrh(G/H)i−1m .
(Proof of (♦)i) By (♠)i−1, it suffices to consider the case suppL = Y . For every
F in DBrh(G/H)i−1n , we have
Extp
DBrh(G/H)
(F , (jY )∗j∗Y L) = ExtpDBrh(Y )(j
∗
Y F , j∗Y L) = ExtpDBrh(Y )(0, j
∗
Y L) = 0.
By the long exact sequence associated to (5.1), we have
Extp−1
DBrh(G/H)
(F ,R)→ Extp
DBrh(G/H)
(F ,L)→ Extp
DBrh(G/H)
(F ,M) = 0.
Thus, we conclude Extp
DBrh(G/H)
(F ,L) = 0 from (♠)i−1.
The category DBrh(G/H) has an involution A 7→ A∗ such that
Extp
DBrh(G/H)
(A1,A2) ∼= Extp
DBrh(G/H)
(A∗2,A∗1)
for every A1,A2 ∈ ObDBrh(G/H) and p ∈ Z. (For more details, see [GM94]
Chap. 8 §5.5.) By 2.11, we have ∗ : DBrh(G/H)m → DBrh(G/H)−m. Applying
the previous argument to monodromy classes −m and −n, we have
Extp
DBrh(G/H)
(F∗,L∗) = 0.
Thus, taking involution yields Extp
DBrh(G/H)
(L,F) = 0 as desired.
(Proof of (♠)i) We assume (♦)i. By (♦)i and the five lemma, we have
Extp
DBrh(G/H)
(E ,F) = 0
for every E ∈ ObDBrh(G/H)im and F ∈ ObDBrh(G/H)i−1n . Again by the five
lemma, it remains to show
Extp
DB
rh
(G/H)
(F ,L) = 0
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for every F ∈ ObDBrh(G/H)in and L ∈ (jY )!∗IrrDBrh(Y )m. By the long exact
sequence associated to (5.1), we deduce
Extp
DBrh(G/H)
(F ,L) ∼= Extp
DBrh(G/H)
(F ,M) ∼= Extp
DBrh(Y )
((jY )
∗F ,M)
from (♠)i−1 and the adjunction. Here the most RHS is zero by Proposition
2.13.
6 Decomposition of Harish-Chandra modules
We work in the setting of previous sections.
6.1. Let Z(g) be the center of U(g) and let Z(g)+ be its augmentation ideal at
0 (equivalently, the maximal ideal of Z(g) consisting of elements which act on
the trivial representation of g by zero).
Definition 6.2 (Harish-Chandra modules cf. [Mil] §H). Let HC be the
category defined as follows:
(Objects) Triples (τ, ν, V ) such that:
1. V is a C-vector space;
2. τ is a U(g)-module structure (of finite length) on V ;
3. ν is an algebraic H-module structure on V ;
4. The differentiation of ν coincides with τ via the embedding h ⊂ g;
5. We have τ(Z(g)+)V = 0.
(Morphisms) Morphisms of C-vector spaces which are compatible with τ
and ν.
Theorem 6.3. There exist full subcategories HCm of HC such that we have a
direct sum decomposition
HC =
⊕
m∈M(G/H)
HCm
as categories. Moreover, we have HCm 6= {0} for every m ∈ M(G/H).
6.4. Consider the sequence of maps
G/B
p←− G q−→ G/H.
For each H-equivariant regular holonomic D-module A on G/B, we have a
H×B-equivariant regular holonomicD-module q∗A on G. Here, we can descend
the regular holonomic D-module q∗A on G to G/H along p. This gives an
equivalence of categories sw : DBrh(G/H)
∼= DHrh(G/B). Put DHrh(G/B)m :=
sw(DBrh(G/H)m). Then, we have
DHrh(G/B) =
⊕
m∈M(G/H)
DHrh(G/B)m.
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6.5. Applying the Beilinson-Bernstein correspondence (cf. [HT95], [BB81], or
[BK81])
△ : DHrh(G/B)
∼=−→ HC,
we define HCm := △(DHrh(G/B)m). Then, we have
HC =
⊕
m∈M(G/H)
HCm.
7 Comparison with Vogan’s decomposition
We work under the setting of the previous section.
7.1. Let G0 be a real form of G and let K0 be the maximal compact subgroup
of G. Let θ be the Cartan involution of G0. In the below, a group with subscript
0 is a real algebraic group and we understand that removing the subscript 0 is
the complexification.
Theorem 7.2. For each m ∈ M(G/K), the category HCm is indecomposable.
In the rest of this section, we prove Theorem 7.2.
7.3. To prove Theorem 7.2, we compare our parameters with that of Vogan. By
the repeated use of Lemma 4.3, eachDBrh(G/K)m contains an irreducible object
which is supported on the whole space. In Vogan’s notation, the corresponding
fact is that every block contains a standard module which is induced from a
maximally split torus. This is true since a standard module consists of modules
in the same block ([Green] 9.2.10) and every irreducible admissible module is a
submodule of a standard module induced from a minimal parabolic subgroup.
(The Casselman submodule theorem.)
Definition 7.4 (Regular characters). Let P0 = M0A0N0 be the minimal
parabolic subgroup ofG0. LetH0 = T0A0 be a θ-stable maximally split maximal
torus. Let R(m, t) be the root system associated to (m, t). A regular character
γ := (Γ, γ) is a pair of characters of H0 and h such that
1. γ|t∈
√−1t∗0 is nonsingular with respect to R(m, t);
2. dΓ = γ + ρm − 2ρm∩k.
Here ρm and ρm∩k are the half sum of positive roots of R(m, t) or R(m ∩ k, t),
respectively.
Notice that we consider only regular characters corresponding to the maxi-
mally split θ-stable torus.
A regular character corresponds to a simple Harish-Chandra module. We
identify a regular character with the corresponding simple Harish-Chandra mod-
ule.
Theorem 7.5 ([Vo82] Theorem 8.5). Let γ, γ′ be regular characters. As-
sume that both γ and γ′ are integral weights. Then, γ and γ′ are in the same
block if and only if
kγk−1 = w × γ′
for some k ∈ K0 and w ∈W . Here we define
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1. w × Γ = Γ + (γ + ρm − 2ρm∩t)− w(γ + ρm − 2ρm∩t);
2. w × γ = wγ.
7.6. By Knapp [Knapp] 7.55, we have C ∼= T0/T ◦0 . It follows that we have a
non-canonical splitting C ⊂ T0. The restriction Γ of Γ from H to C yields a
character of C. By the definition of regular characters, we can deal with the
pair (Γ, γ) instead of γ itself.
7.7. A regular character has an infinitesimal character−ρ if and only if γ ∈Wρ.
The adjointK0-action of regular characters realizes the naturalWG/K-action on
(Γ, γ). The trivial character corresponds to γ = ρ and Γ = 1. By the ×-action,
every block contains an element of type γ0 := (Γ0, ρ). By definition, the group
W 0G/K fixes roots of m. It follows that we have
w × Γ0 − Γ0 = wρ− ρ
for each w ∈ W 0G/K . In particular, γ0 and γ1 := (Γ1, ρ) belongs to the same
block if
Γ0 = wΓ1 + wρ− ρ.
Hence, the number of blocks are less than or equal to the cardinality of the set
X∗(C)/WG/K = M(G/K). Thus, we conclude Theorem 7.2 since the number
of blocks of HC is at least |M(G/K)|.
Acknowledgment: I thank ProfessorsMichel Brion, Friedrich Knop, Hisayosi
Matumoto, Toshio Oshima, Wolfgang Soergel, Tonny A. Springer, and David A.
Vogan Jr. for advice and discussions on this work. Part of this work was done
during my stay at Freiburg University and Institute Fourier in the academic
year 2003/2004. I would like to thank the hospitality of the both institutes.
References
[BB81] Alexsander Beilinson, and Joseph Bernstein, Localisation de g-
modules, C. R. Acad. Sci. Paris 292 (1981), 15–18.
[BB96] Fre´de´ric Bien, and Michel Brion, Automorphisms and local rigidity
of regular varieties. Compositio Math. 104 (1996), no. 1, 1–26.
[BP04] Paolo Bravi, and Guido Pezzini, Wonderful varieties of type D,
math.RT/0410472.
[BLV] Michel Brion, Dominique Luna, and Thierry Vust, Espaces ho-
moge`nes sphe´riques, Invent. Math. 84 (1986) no.3 617–632.
[Br90] Michel Brion, Vers une ge´ne´ralisation des espaces syme´triques, J.
Algebra, 134, (1990) 115–143.
[Br98] Michel Brion, The behavior at infinity of the Bruhat decomposi-
tion, Comment. Math. Helv. 73 (1998) 137–174.
[Br01] Michel Brion, On orbit closures of Borel subgroups in spheri-
cal varieties, Comment. Math. Helv. 76 (2001), no. 2, 263–299,
math.AG/9908094
19
[BK81] Jean L. Brylinski, and Masaki Kashiwara, Kazhdan-Lusztig con-
jecture and holonomic systems, Invent. Math. 64 (1981), 378–410.
[DP82] Corrado de Concini, and Claudio Procesi, Complete symmetric va-
rieties. Invariant theory (Montecatini, 1982), 1–44, Lecture Notes
in Math. 996, Springer, Berlin, 1983.
[GM94] Sergey I. Gelfand, and Yuri I. Manin, Homological Algebra,
Springer ISBN: 3-540-65378-3.
[HT95] Ryoshi Hotta, and Toshiyuki Tanisaki, D-kagun to daisu-gun [D-
modules and algebraic groups] (in Japanese), Springer Tokyo 1995
ISBN: 4-431-70682-8.
[Knapp] Anthony W. Knapp, Lie groups beyond an introduction, 2nd Ed.
Progress in Math 140 Birkhau¨ser, Boston 2002. ISBN 0-8176-4259-
5
[Kn94] Friedrich Knop, A Harish-Chandra Homomorphism for Reductive
Group Actions, Annals of Mathematics, Series II 140 (1994) 253-
288.
[Kn95] Friedrich Knop, On the set of orbits for a Borel subgroup, Com-
ment. Math. Helv. 70 (1995)
[Kn96] Friedrich Knop, Automorphisms, Root Systems, and Compactifi-
cations of Homogeneous Varieties, J. Amer. Math. Soc. 9 (1996)
153–174.
[Lu01] Dominique Luna, Varie´te´s sphe´riques de type A, Publ. Math. Inst.
Hautes E´tudes Sci. 94, (2001), 161–221.
[LVu83] Dominique Luna and Thierry Vust, Plongments d’espaces ho-
moge`nes, Comment. Math. Helv. 58 (1983) 186–245.
[Mil] Dragan Milicˇic´, Localization and Representation The-
ory of Reductive Lie Groups, preprint, available via
http://www.math.utah.edu/˜ milicic/
[Sp97] Tonny A. Springer, A description of B-orbits on symmetric vari-
eties, Algebraic groups and Lie groups, 349–373, Austral. Math.
Soc. Lect. Ser. 9, Cambridge Univ. Press, Cambridge, 1997.
[Vo79] David A. Vogan Jr., Irreducible characters of semisimple Lie groups
II, Duke Math J. 46 (1979), 805-859
[Green] David A. Vogan Jr., Representations of Real Reductive Lie Groups,
Progress in Math. 15 (1981) Birkha¨user Boston, ISBN 3-7643-
3037-
[Vo82] David A. Vogan Jr., Irreducible characters of semisimple Lie groups
IV. Character-Multiplicity duality, Duke Math J. 49 (1982), 943-
1073
[Wa96] B. Wasserman, Wonderful varieties of rank two. Transform. Groups
1 (1996), no. 4, 375–403.
20
