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Abstract
The Aharonov-Bohm effect (ABE) for steady magnetic fields is a well known phenomenon. How-
ever, if the current in the infinite solenoid that creates the magnetic field is time-dependent, that is in
the presence of both magnetic and electric fields, there is no agreement whether the effect would be
present. In this note, we try to investigate time varying ABE by a direct calculation in a set-up with
a weak time dependent magnetic field. We find that the electric field arising out of the time-varying
magnetic field in the path of the electrons does not enter the action integral but only changes the path
of the electron from the source to the slits and then on to the detector. We find a frequency dependent
AB phase shift. At low frequencies the result smoothly approaches the one for a constant field as the
frequency tends towards zero. On the other hand, for high frequencies such that the AB-phase induced
in the path of the wave packet oscillates rapidly, the net effect will be very small which is borne out
by our results.
Keywords: Aharonov-Bohm Effect; Time varying magnetic field; frequency dependent; phase shift.
1 Introduction
The Aharonov-Bohm effect (henceforth ABE) for steady magnetic fields is well established both theoret-
ically and experimentally [1–3]. The ABE typically involves changes in a two slit interference pattern of
charged particles, usually electrons, that go through either side of a solenoid (ideally infinite) carrying a
current. If the current in the infinite solenoid that creates the magnetic field is time independent, then
the electrons move in a field free region. The effect then is due solely to the vector potential arising due
to the solenoid current and this is referred to in literature as type I Aharonov-Bohm effect (ABE I). If
however the solenoid current is time dependent then there are finite electric and magnetic fields in the
path of the electrons and the change in the interference pattern is caused both by the vector potential and
the associated fields. This effect is called the type II Aharonov-Bohm effect (ABE II) in literature and
the distinction between the two ABE is discussed by Batelaan and Tonomura [4]. There is no agreement
in the literature whether ABE II will result in a non-zero shift in the interference pattern or that the
net effect due to the electric field, magnetic field and the vector potential will result in no shift of the
interference pattern. The state of affairs is well summarised in a recent paper [5].
The essential point of disagreement is whether the interaction of the electron with the electric field
created by the time-dependent magnetic field cancels the magnetic ABE leading to no fringe shift. This
has been claimed by Van-Kampen [6] and more recently by Singleton and Vagenas [7]. This however is
not supported by the work of Roy and Singh [8] who show that the dynamics is determined by the time
changing flux and an additive constant parameter and so the effect due to the time-dependent flux does
not automatically have cancellation between the electric and magnetic ABE. On the other hand, Brown
and Home [9] claim that there will be partial cancellation between the electric and magnetic ABE with
the magnetic effect being bigger. Jing et. al. [5] and Lee et. al. [10] have presented different arguments
to show that a non-trivial fringe shift would be there in a time-dependent ABE contrary to claims by
others [6], [7].
Experimentally, the situation is equally controversial. A very old experiment [11], where the existence of
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Figure 1: Schematic Diagram of the AB effect set-up
a time varying magnetic field was realised, observed no fringe shift which was interpreted as confirmation
of the theoretical result of [7] as analysed in [12]. Another experiment [13] also reported a null result but
it is claimed in [12] that there are problems associated with this experiment.
The purpose of this note is to understand the time varying ABE by a direct calculation. The ABE is a
quantum effect and we shall follow the simplest quantum mechanical apparatus, namely the path integral
method to directly calculate the path difference in an ABE set-up with a weak time-dependent magnetic
field.
2 AB effect with time dependent ~B
Our main interest is to see what happens in an AB-effect scenario if the magnetic field varies in a sinu-
soidal fashion rather than being a constant in time. Consider an AB set-up as shown in Fig 1.
Point-like slits S1 and S2 are situated symmetrically (at a distance b from the origin)on the y-axis
passing through the origin O. Barring the slits, the barrier along the y-axis, passing through O is impen-
etrable. D is the point of observation on the screen. The line SOD from the source S to the observation
point D is along the x-axis with y = 0.
In the absence of any fields, we have a two slit interference with no phase shift between the two
waves along S0S1D and S0S2D. We now consider an infinite solenoid along the z axis passing through O
carrying a time-dependent current. We are interested in calculating the amplitude at D at time TD,when
an electron is emitted at S0 at time −TS(TS > 0).
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The z coordinate plays no role and we assume that S0, S1, S2 and the impenetrable barrier all extend
along the z axis, so that Fig 1 shows a section of the set-up at z = 0.
We consider a surface current density
IS(t) = λI0 sin(ωt+
π
2
) (1)
the factor λ is inserted to keep track of the order of the field created and δ = π2 such that ω = 0
corresponds to the steady current case. The flux in the steady current case, which is restricted to the
inside of the solenoid, is denoted by
λΦs = λµ0I0πR
2 (2)
where R is the radius of the solenoid. The vector potential due to such a current in the Lorentz gauge
is given by [14]
~A(~r, t) = A(~r, t)φˆ
A(r, t) = −
λΦs
2R
J1
(
ωR
c
)[
sin(ωt+
π
2
)N1
(ωr
c
)
+ cos(ωt+
π
2
)J1
(ωr
c
)]
(3)
We shall restrict ourselves to ordinary alternating currents. We shall also assume that r is of order a
few centimeters, which is typical of most experimental setups. Under these conditions, ωrc ≪ 1 and we
can approximate the vector potential
A(r, t) = −
λΦs
2R
(
ωR
2c
)[
cos(ωt)
(
−
2c
πωr
)
− sin(ωt)
ωr
c
]
≈
λΦs
2π
1
r
cos(ωt) (4)
neglecting 1
c2
terms.
The complete Lagrangian of an electron in an electromagnetic field is given by
L =
m
2
~˙r 2 + q ~A(~r(t), t) · ~˙r(t)− qφ(~r, t)
where ~A and φ respectively are the vector and scalar potentials. We choose for the purpose of this
present calculation to work in the gauge φ = 0, so that the vector potential is as given in Equation 3.
Later, in the paper we will comment on this choice of gauge. The relevant path integral is then given by
K(~rD, TD;~rS0 ,−TS) = N
D∫
S0
D~r(t) exp

 i
~
TD∫
−TS
L(~r(t), ~˙r(t))dt

 (5)
where the integral over ~r(t) is over all paths with ~r(−TS) = ~r(S0) and ~r(TD) = ~rD. N is a normal-
ization constant. The barrier containing the slits is impenetrable except at the slits S1 and S2. Thus,
the paths divide themselves into two categories- ones which pass above O and pass through S1 and ones
passing below O and passing through S2. The action integral thus is
S =
TD∫
−TS
L(~r(t), ~˙r(t), t)dt (6)
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We can write the path integral as
K(~rD, TD;~rS0 ,−TS) = N
D∫
S0
D~r(t) exp
[
i
~
S
]
= N
∫
S0→S1→D
D~r(t) exp
[
i
~
SU
]
+N
∫
S0→S2→D
D~r(t) exp
[
i
~
SL
]
(7)
where SU and SL refer to the action along the paths through S1 and S2 respectively.
Considering SU , we can write
~rU(t) = ~rU
cl(t) + ~yU (t) (8)
where ~rU
cl(t) is the classical trajectory from S0 to D going through S1 and ~yU (t) are deviations from
it. As usual, we retain terms upto quadratic in ~y(t) and ~˙y(t) while expanding SU . Doing this, we get
exp
[
i
~
SU
]
= exp
[
i
~
SclU
]
exp

 i
~
TD∫
−TS
dt
(
m
2
~˙y 2U(t) + q
∂Ai
∂rj
yj(t)y˙i(t) + q
∂2Ai
∂rj∂rk
yjykr˙i
cl(t)
) (9)
where all the derivatives of ~A are to be evaluated at ~r(t) = ~rcl(t) and S
cl
U is S at ~r(t) = ~rcl(t). We can
write ~rcl(t) as
~rcl(t) = ~r
0
cl(t) +
~ξ(t) (10)
where ~r 0cl(t) is the classical trajectory for
~A = 0. ~ξ(t) is then clearly of O(λ). Then,
SclU (~r(t)) =
∫
S0S1D
[m
2
(
(~˙r 0cl(t)
2) + ~˙ξ 2(t) + 2~˙r 0cl(t) ·
~˙ξ(t)
)
+ q ~A(~r 0cl(t), ~˙r
0
cl(t), t) · ~˙r
0
cl(t)
]
dt (11)
neglecting O(λ2) terms. But ~˙r(t) 0, the classical velocity for ~A = 0 is independent of time along each
of the straight line sectors and thus the second term in the rhs of Eq(11) vanishes since ξ(t) vanishes at
the limits of integration. Also ~ξ2 is of O(λ2) which we are neglecting. Thus we get
SclU (~r
0
cl(t)) ≈
∫
S0S1D
dt
[m
2
(~˙r 0cl(t)
2) + q ~A(~r 0cl(t), t) · ~˙r
0
cl(t)
]
(12)
Thus, with the neglecting of O(λ2) terms, we can write,
exp
[
i
~
SU
]
= exp
[
i
~
SclU (~r
0
cl(t), ~˙r
0
cl, t)
]
exp

 i
~
TD∫
−TS
dt
(
m
2
~˙y 2U (t) + q
∂Ai
∂rj
yj(t)y˙i(t) + q
∂2Ai
∂rj∂rk
yjyk r˙i
cl(t)
)
(13)
with all the derivatives evaluated at ~r(t) = ~r 0cl(t).
We will shortly show that for field strength that causes fringe number shift ∼ 1, the quantum fluctu-
ation terms quadratic in ~y(t) involving ~A(~r, t) are negligible. Given this, we get
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ND∫
S
D~r(t) exp
[
i
~
SU
]
= N exp
[
i
~
SclU (~r
0
cl, ~˙r
0
cl, t)
] ∫
S0S1D
D~r(t) exp

 i
~
TD∫
−TS
dt
m
2
~˙y 2U

 (14)
Since ~˙r 0cl(t) is time independent for each straight line section of the classical path, this can be easily
computed.
The point to note is that in the gauge we have chosen to work with, the electric field enters non
trivially in our calculations. Thus, it enters first by both changing the classical path due to the classical
force arising out of the electric field. Secondly, it enters indirectly through the value of the path integral
since we evaluate the integral with explicit time dependence of the vector potential ~A(~r, t(~r)). Since the
electric field ~E at every point of the path is given by ~E = −∂
~A(~r,t(~r))
∂t , the electric field is built into the
path integral.
We will now show that the quantum effects caused by ~A(~r, t) are small. We shall consider typical
strengths of ~A(~r, t) which for the static case cause fringe shifts, ∆nS ∼ 1. In the steady case, the phase
arising out of ~A(~r, t) is
i
q
~
∮
~A · ~dr =
iq
~
λΦs
2πr
2πr (15)
so that
1
2π
λ
q
~
Φs = ∆nS ≈ 1 (16)
The scale of quantum fluctuations ~y in Eq(13) is set by the kinetic term
|~˙y|2 /
2~
mT
(T ∼ TS , TS) (17)
and hence
|~y| /
√
2~T
m
(18)
Consider now the
(
∂Ai
∂rj
)
term in the rhs of Eq(13). Its order of magnitude is
q
~
∣∣∂Ai
∂rj
∣∣∣∣y∣∣∣∣y˙∣∣ < q
~
∣∣ λΦs
2πR2
∣∣2~
m
≈ ∆ns
2~
mR2
(19)
where R ∼ b, l is a few cms.
The ratio of this to m2 |~˙y|
2, which is of O( 1T ) is
∆ns
mR2
~T ≈ (∆ns)
1
R
(
~
mv
)
≈ (∆ns)
λ
R
(20)
where now λ is the deBroglie wavelength of the electron and v ∼ RT is of the order of magnitude of the
speed of the electron.
For electrons of kinetic energy ∼ 10 eV, mv ∼ (10−27 × 10−12)
1
2 that is 10−19 gm cm s−1 and thus
λ ∼ 10−8 cm which is ≪ R. Similar arguments apply to the other terms involoving A and y in SU in
Eq(13). Thus the quantum fluctuation is very much dominated by the kinetic term.
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The free particle path integral with quadratic fluctuations can be calculated easily [15]. In our case,
we get
exp
[
i
~
SU
]
≈
(
m
2πi~TS
) 1
2
exp
[
im(l2 + b2)
2~TS
](
m
2πi~TD
) 1
2
exp
[
im(l2 + b2)
2~TD
]
exp

 iq
~
TD∫
−TS
~A(~r 0cl(t), ~˙r
0
cl(t), t) · ~˙rcl(t)dt


(21)
We can easily see that ~˙r 0cl(t) in the SS1 and S1D sections is constant. We assume that the incident
wave packet reaches the slits S1 and S2 at the same time which we take as the zero of time. We can
easily evaluate this For S0S1:
~˙r 0cl(t) =
(
l1
TS
,
b
TS
, 0
)
For S1D:
~˙r 0cl(t) =
(
l2
TD
,−
b
TD
, 0
)
Using Eq(4), we can evaluate the last integral in Equation(21) along the path S0S1D.
IU =
iq
~
TD∫
−TS
~A(~r 0cl(t), ~˙r
0
cl(t), t) · ~˙rcl(t)dt (22)
Along S0S1:
~˙r 0cl(t) =
(
l1
TS
,
b
TS
, 0
)
(23)
~r 0cl(t) =
(
l1t
TS
,
b(t+ TS)
TS
, 0
)
(24)
Along S1D:
~˙r 0cl(t) =
(
l2
TD
,−
b
TD
, 0
)
(25)
~r 0cl(t) =
(
l2t
TD
,
b(TD − t)
TD
, 0
)
(26)
Throughout the path, we have
θˆ =
−yxˆ+ xyˆ
r 0cl
Thus, along S0S1,
(
θˆ · ~˙r 0cl
)
=
−l1b(TS + t) + l1bt
TSr
0
cl
=
−l1b
r 0cl
=
−bl1TS[
l21t
2 + b2(TS + t)2
]1/2 (27)
and along S1D,
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(
θˆ · ~˙r 0cl
)
=
−l2b(TD − t)− l2bt
TDr
0
cl
=
−l2b
r 0cl
=
−bl2TD[
l22t
2 + b2(TD − t)2
]1/2 (28)
Putting all this in the integral above, we get
IU =
[(
iq
~
)[
λΦs
2π
]]−TS
0∫
−TS
dt
cos(ωt)bl1
[l21t
2 + b2(TS + t)2]
− TD
TD∫
0
dt
cos(ωt)bl2
[l22t
2 + b2(TD − t)2]


=
[(
iq
~
)[
λΦs
2π
]]−TS
0∫
−TS
dt
cos(ωt)bl1
t2(l21 + b
2) + 2tb2TS + b2T
2
S
− TD
TD∫
0
dt
cos(ωt)bl2
t2(l22 + b
2)− 2tb2TD + b2T 2D


=
[(
iq
~
)[
λΦs
2π
]]−TS
0∫
−TS
(
bl1
b2 + l21
)
dt cos(ωt)[
t+ b
2T 2s
b2+l21
]2
+
[
b2T 2
S
b2+l21
−
b4T 2
S
(b2+l21)
2
]


−
[(
iq
~
)[
λΦs
2π
]]TD
TD∫
0
(
bl2
b2 + l22
)
dt cos(ωt)[
t−
b2T 2
D
b2+l22
]2
+
[
b2T 2
D
b2+l22
−
b4T 2
D
(b2+l22)
2
]


=
[(
iq
~
)[
λΦs
2π
]]

−TS
(
bl1
(b2 + l21)
) b
2TS
b2+l2
1∫
−TS+
b2TS
b2+l2
1
dy cos
[
ω(y − b
2TS
(b2+l21)
2 )
]
y2 +
b2l21T
2
S
(b2+l21)
2


−
[(
iq
~
)[
λΦs
2π
]]

−TD
(
bl2
(b2 + l22)
) l
2
2TD
b2+l22∫
−b2TD
b2+l2
2
dy cos
[
ω(y + b
2TD
(b2+l22)
2 )
]
y2 +
b2l22T
2
D
(b2+l22)
2

 (29)
IL is defined as in Eq(22) for IR with ~r
0
cl along the lower path S0S2D. IL can be obtained from IU
with the substitution b→ −b and hence IL = −IU To get the steady result, ω = 0, we can use Eq(29).
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IU =
(
iqλΦs
2π~
)
[
bl1
b2 + l21
]−TS
(
(b2 + l21)
2
b2l21T
2
S
)1/2
arctan
(
y(b2 + l21)
bl1TS
) ∣∣∣∣∣
TSb
2
(b2+l2
1
)
−TSl
2
(b2+l21)




−
(
iqλΦs
2π~
)
[
bl2
b2 + l22
]TD
(
(b2 + l22)
2
b2l22T
2
D
)1/2
arctan
(
y(b2 + l22)
bl2TD
) ∣∣∣∣∣
TDl
2
(b2+l2
2
)
−TDb
2
(b2+l2
2
)




=−
[
iqλΦs
2π~
] [(
arctan
(
b
l1
)
− arctan
(
−l1
b
))
+
(
arctan
(
l2
b
))
− arctan
(
b
l2
)]
=−
[
iqλΦs
2π~
] [π
2
+
π
2
]
=−
[
iqλΦs
2~
]
(30)
The analog of Eq(21) for the lower path will have the same factors in front of the last exponential
phase factor. This last exponential factor for the upper and lower paths thus will be exp(IU ) and exp(IL)
respectively. From Eq(7), the interference pattern will be dictated by the factor [1 + exp(IU − IL)]. The
central point of the detector D that we are considering will, for the case ~A = 0, have zero phase difference
between the upper and lower paths and hence be a bright spot for the interference pattern which can be
called fringe number n = 0. The other points on the detector can be characterized by a ‘fringe number
n such that the phase difference there is 2πn.
In the presence of a non vanishing ~A , the central point D will no longer correspond to the n = 0
fringe but will be shifted as the fringe number ∆nS ≡
IU−IL
2πi .
We see that for ω = 0,
1
2πi
(IL − IU ) =
q
2π~
λΦs = ∆nS, (31)
where the subscript S refers to a steady value of ~A.
For ω 6= 0 the integrals have to be evaluated numerically. The only place where ω enters in Eq(29) is
in the cosine factors in integrands in the rhs. Hence for ω 6= 0, the fringe number shift (∆n)ω is
(∆n)ω =(∆n)S
(
1
π
)

−TS
(
bl1
(b2 + l21)
) b
2TS
b2+l2
1∫
−TS+
b2TS
b2+l21
dy cos
[
ω(y − b
2TS
(b2+l21)
2 )
]
y2 +
b2l21T
2
S
(b2+l21)
2


− (∆n)S
(
1
π
)

−TD
(
bl2
(b2 + l22)
) l
2
2TD
b2+l2
2∫
−b2TD
b2+l2
2
dy cos
[
ω(y + b
2TD
(b2+l22)
2 )
]
y2 +
b2l22T
2
D
(b2+l22)
2

 (32)
These integrals can be numerically evaluated for any given geometry, time scales and values of ω
relevant to the experiment. However, to see the nature of (∆n)ω, we put l1 = l2 = b = L and TS = TD =
T . With these simplifications, Eq(32) reduces to
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Figure 2: The function f(ωT ) plotted against (ωT ).
(∆n)ω =(∆n)S
4
π
1∫
0
dy
cos(ωTy2 ) cos(
ωT
2 )
1 + y2
=(∆n)Sf(ωT ) (33)
The function f(ωT ) is plotted in Figure 2 showing non-trivial AB phase shift in the presence of a
time varying solenoidal field.
3 Discussion & Conclusions
Summarizing, we have directly, but approximately calculated the Aharanov- Bohm phase in a typical
two slit electron interference pattern following the path integral method for a sinusoidal current in the
solenoid. The electric field arising out of the time-varying magnetic field in the path of the electrons does
not enter the action integral but only changes the path of the electron from the source to the slits and
then on to the detector. Our results show that there is a frequency dependent AB- phase shift. At low
frequencies the result smoothly approaches the one for constant field as the frequency tends towards zero.
This is to be expected since if during the time of transit of the wave function packet from the source to
the detector, there is no appreciable change in the magnetic field, the result effectively will be the same
as for constant fields. On the other hand, for high frequencies such that the AB-phase induced in the
path of the wave packet oscillates rapidly, the net effect will be very small which is borne out by our results.
A comment on our choice of gauge is in order. We have used the results of the potentials and fields
evaluated in the gauge with φ = 0 by Abbott and Griffiths [14]. Making a gauge transformation and then
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performing a numerical evaluation becomes numerically very cumbersome and we have not been able to
it. The question of gauge invariance for ABE II has been investigated by examining the Stokes theorem
relevant to ABE II by Macdougall and Singleton [16] and by Marcovitch et. al. [17]. These investigations
reveal that both the electric and magnetic fields get involved in working out the final result of the Stokes
integral. In our approach both the fields play a role in the evaluation of the path integral. In particular
for time varying currents in the solenoid, the electric field affects the classical path as well as the value
of the path integral since the vector potential at each point of the path involved is time dependent.
We would also comment on our calculation and result in relation to two other relevant investigations
of ABE II. Bright et al. [18] have investigated time dependent ABE II wherein the time dependence of
the fields comes from an electromagnetic wave background. The cancellation of the electric and magnetic
fringe shifts was shown to be approximate. Although the setup is different from the case we have consid-
ered (Fig 1), our results seem to be in accord with theirs in that there is cancellation for large values of
ωT but not a total one. The second aspect of ABE II is regarding the multiple connectedness of space in
an ideal setup with infinite solenoid investigated by Gaveau et al. [19]. The total path integral is shown
to be a sum of contributions from classes of paths belonging to different winding numbers(Equations 8 &
10 of the paper). Similar results have also been reported by Bernido and Inomata [20] where it is shown
that the leading contribution comes from the usual loop which encircles the solenoid only once. This is
the one we have calculated and in view of the fact that our main interest was to show that a non trivial
shift in fringes result in the setup shown Fig 1, it seems unlikely that the essence of our result will change
by including other paths. A complete numerical calculation including all paths is a formidable numerical
task which is beyond the scope of this calculation.
A final comment on the observability of the AB-effect for time varying magnetic fields. The wave
function collapse on the screen is statistical in nature. If the incident flux of the electrons is almost
continuous then of course the wave function modulus squared on the screen will be directly related to
the pattern observed irrespective of whether the magnetic field is time varying or time independent. If
however, electrons arrive at the source point effectively one at a time as in the remarkable experiment of
Tonomura [2], then the final observable effect will be dependent on the time elapsed between successive
electrons arriving at the source point. If the magnetic field is constant, then the phase change for each
one of them is the same. On the other hand, if the time between successive electrons is much smaller
than time period of the magnetic field oscillations, then the phase change for the individual wave packets
will be different. On the screen , therefore there will be broadening or even total blurring of the pattern.
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