Consistency techniques have been studied extensively in the past as a way o f t a c kling constraint satisfaction problems (CSP). In particular, various arc-consistency algorithms have been proposed, originating from Waltz's ltering algorithm 27] and culminating in the optimal algorithm AC-4 of Mohr and Henderson 16]. AC-4 runs in O(ed 2 ) i n t h e w orst case, where e is the number of arcs (or constraints) and d is the size of the largest domain. Being applicable to the whole class of (binary) CSP, these algorithms do not take i n to account t h e semantics of constraints.
Introduction
Many important problems in areas like arti cial intelligence, operations research and hardware design can be viewed as constraint satisfaction problems (CSP). A CSP is de ned by a nite set of variables taking values from nite domains and a set of constraints between these variables. A solution to a CSP is an assignment o f v alues to variables satisfying all constraints and the problem amounts to nding one or all solutions. Most problems in this class are NP -complete, which means that backtracking search i s a n i m p o r t a n t t e c hnique in their solution.
Many search algorithms (e.g. 2, 6, 7, 8, 11, 19] ), preprocessing techniques and constraint algorithms (e.g. 27, 18, 12, 14, 16] ) have been designed and analyzed for this class of problems see the reviews 13, 20] for a comprehensive o verview of this area. In this paper, we are mainly concerned with (network) consistency techniques, and arc consistency in particular. Consistency techniques are constraint algorithms that reduce the search space by removing, from the domains and constraints, values that cannot appear in a solution. Arc-consistency algorithms work on binary CSP and make sure that the constraints are individually consistent. Arc-consistency algorithms have a long history of their own they originate from the Waltz ltering algorithm 27] and were re ned several times 12] to culminate in the optimal algorithm AC-4 of Mohr and Henderson 16] . AC -4 r u n s i n O(ed 2 ) , where e is the number of arcs in the network and d is the size of the largest domain.
Consistency techniques have recently 2 been applied in the design of constraint logic programming (CLP) languages, more precisely in the design and implementation of CHIP 24, 5] . CHIP allows the solving of a variety of constraints over nite domains, including numerical, symbolic, and user-de ned constraints. It has been applied to a variety of industrial problems and preserves the e ciency of imperative languages while shortening the development time signi cantly. Examples of applications include graph-coloring, warehouse locations, car-sequencing and cutting stock (see for instance 4, 24] ). The kernel of CHIP for nite domains is an arc-consistency algorithm based on AC-3 for a set of basic binary constraints. Other (non-basic) constraints are approximated in terms of the basic constraints.
The research presented here originated as an attempt to improve further the e ciency of the kernel algorithm. This paper makes two c o n tributions. First, we present a new generic arc consistency algorithm AC-5. The algorithm is generic in the sense that it is parametrized on two procedures that are speci ed but whose implementation is left open. It can be reduced to AC-3 and AC-4 by proper implementations of the two procedures. Moreover, we s h o w that AC-5 can be specialized to produce an O(ed) arc consistency algorithm for important classes of constraints: functional, anti-functional and monotonic constraints, as well as their piecewise forms. Second, we s h o w t h a t t h e k ernel of CHIP consists precisely of functional and monotonic constraints and that AC-5, in conjunction with node consistency, provides a decision procedure for the basic constraints running in time O(ed).
This paper is organized as follows. Section 2 describes the notation used in this paper and contains the basic de nitions. Section 3 describes the generic arc consistency algorithm AC-5 and speci es two abstract procedures ArcCons and LocalArcCons. Section 4 presents various representations for the domains. Sections 5, 6 , and 7 show h o w a n O(ed) algorithm c a n b e a c hieved for various classes of constraints by giving particular implementations of the two procedures. Section 8 introduces the concept of piecewise constraints, and Sections 9, 10 and 11 extend the results for piecewise functional, anti-functional and monotonic constraints. Section 12 shows that AC-5, in conjunction with node consistency, p r o vides an O(ed) decision procedure for the basic constraints of CLP over nite domains. Sections 13 and 14 discuss related work and states the conclusions of this research.
Preliminaries
We take the following conventions. Variables are represented by the natural numbers 1 : : : n . Each v ariable i has an associated nite domain D i . All constraints are binary and relate two distinct variables. If i and j are variables (i < j ), we assume, for simplicity, that there is at most one constraint relating them, denoted C ij . As usual, C ij (v w) denotes the boolean value obtained when variables i and j are replaced by v alues v and w respectively. W e also denote by D the union of all domains and by d the size of the largest domain. Arc-consistency algorithms generally work on the graph representation of the CSP. W e associate a graph G to a CSP in the following way. G has a node i for each v ariable i. F or each constraint C ij relating variables i and j (i < j ), G has two directed arcs, (i j) a n d (j i). The constraint associated to arc (i j) i s C ij and the constraint associated to (j i) i s C ji , which is similar to C ij except that its arguments are interchanged. We denote by e the number of arcs in G. W e also use arc(G) a n d node(G) to denote the set of arcs and the set of nodes of graph G.
We n o w reproduce the standard de nitions of arc consistency for an arc and a graph. is the largest arc-consistent domain for G in P i G is arc-consistent w r t P 0 and there is no other P 00 with P 0 < P 00 v P such that G is arc-consistent w r t P 00 .
We n o w show that the largest arc-consistent domain always exists and is unique. D i and i 2 node(G). Post: Q = Q 0 f < (k i) v> j (k i) 2 arc(G) a n d v 2 g. Proof To prove uniqueness, note that if G is arc-consistent w r t P 0 and wrt P 00 , t h e n G is also arc-consistent w r t P 0 t P 00 . Hence the union of all the arc-consistent domains (included by v in P) f o r G is also arc-consistent and is the largest arc-consistent domain for G in P by construction. Existence is straightforward since : : : is arc-consistent. 2
The purpose of an arc-consistency algorithm is, given a graph G and a set P, to compute P 0 , the largest arc-consistent domain for G in P. 3 The New Arc-Consistency Algorithm All algorithms for arc consistency work with a queue containing elements to reconsider. In AC-3, the queue contains arcs (i j), while AC-4 contains pairs (i v), where i i s a n o d e a n d v is a value. The novelty o f A C-5 is that its queue contains elements < (i j) w> , where (i j) i s a n a r c a n d w i s a v alue that has been removed from D j and justi es the need to reconsider arc (i j).
To present A C-5, we proceed in several steps. We rst present the necessary operations on queues. Then we g i v e the speci cation of the two abstract procedures ArcCons and LocalArcCons. Finally we present the algorithm itself and prove a n umber of results.
Operations on Queues
The operations we need are described in Figure 1 . Procedure InitQueue simply initializes the queue to an empty set. Function EmptyQueue tests if the queue is empty. Procedure Enqueue(i Q ) is used whenever the set of values is removed from D i . I t introduces elements of the form < (k i) v>in the queue Q where (k i) is an arc of the constraint graph and v 2 . Procedure Dequeue dequeues one element from the queue. In all speci cations, we t a k e the convention that a parameter p subscripted with 0 (p 0 ) represents the value of p at call time. Note that the speci cation of LocalArcCons gives us much freedom in the result to be returned. It is su cient to compute 1 to guarantee the correctness of AC-5. However, the procedure gives us the opportunity t o a c hieve more pruning (up to 2 ) while still preserving the soundness of the algorithm. In the extreme case where 2 is computed, the element w is thus not taken into account a n d LocalArcCons has the same result as ArcCons.
Algorithm AC-5
We a r e n o w in a position to present Algorithm AC-5. The algorithm is depicted in Figure  3 and has two main steps. In the rst step, all arcs are considered once and arc consistency is enforced on each of them. Procedure Remove 
Properties of AC-5
We rst prove the partial correctness of AC-5. Termination, which is straightforward, is proven in the complexity results. Now, since P v P by Lemma 6, where P is the largest arc-consistent domain for G in P 0 , it follows that P = P . This proves the partial correctness of AC-5. 2
We n o w turn to the complexity results. To simplify the presentation, we i n troduce a new data structure Status which i s a t wo-dimensional array, the rst dimension being on arcs and the second on values. We also give the e ect of the procedures manipulating the queue on Status in Figure 4 . Note that the actual implementation does not need to perform these operations they are just presented here merely to ease the presentation and simplify the theorem.
Algorithm AC-5 preserves the following invariant o n l i n e s 2 a n d 8 f o r Status:
We are now in a position to prove the following theorem.
Theorem 8 optimal for a subclass of constraints, since it is reasonable to assume that we n e e d t o c heck each v alue in each domain at least once. In the following sections, we c haracterize classes of constraints that guarantee that Procedure ArcCons is O(d) and Procedure LocalArcCons is linearly related to the size of its output set , hence resulting in an AC-5 algorithm for these classes running in time O(ed) and space O(ed + nd).
Representation of Domains
Particular implementations of ArcCons and LocalArcCons perform operations on the domains depicted in Figure 5 . As the reader will notice, the operations we de ne on the domains are more sophisticated than those usually required by arc-consistency algorithms. In particular, they assume a total ordering on the domain D for reasons that will become clear later. 5 The additional sophistication is necessary to achieve the bound O(ed) for monotonic constraints.
The primitive operations on domains are assumed to take constant t i m e . We present here two data-structures that enable to achieve this result.
The rst data structure assumes a domain of consecutive i n teger values and is depicted in Figure 6 . The eld size gives the size of the domain, the elds min and max are used to pick up the minimum and maximum values, the eld element to test if a value is in the domain, and the two elds pred and succ to access in constant time the successor or predecessor of a v alue in the domain. The operation RemoveElement must update all elds to preserve the semantics. This can be done in constant t i m e . For ease of presentation, we assume in the rest of the paper that AC-5 stops as soon as a domain becomes empty.
Functional Constraints
De nition 10 A constraint C is functional wrt a domain D i for all v (resp. w) 2 D there exists at most one w (resp. v) 2 D such t h a t C(v w) Note that the above de nition is parametrized on a domain D. Some constraints might not be functional in general but become functional when restricted to a domain of values. An example of a functional constraint i s x = y + 5 .
Convention 11 If C ij is a functional constraint, we denote by f ij (v) (resp. f ji (w)) the value w (resp. v) s u c h that C ij (v w). If such a v alue does not exist, the function denotes a value outside the domain for which the constraint holds.
The results presented in the paper assume that it takes constant time to compute the functions f ij and f ji in the same way as arc-consistency algorithms assume that C(v w) c a n be computed in constant time.
We can now present Procedures ArcCons and LocalArcCons for functional constraints, as depicted in Figures 8 and 9 Note that functional constraints add no requirement for the basic operations on the domains compared to traditional algorithms. With an anti-functional constraint, for each v alue in the domain there is thus at most one value for which the constraint does not hold. Procedures ArcCons and LocalArcCons are shown in Figures 10 and 11 . We use the same convention as for functional constraints. It is also clear that AC-5 can be applied at the same time to (anti-)functional and monotonic constraints with the same complexity.
Monotonic Constraints Revisited
Let us reconsider the ArcCons procedure for monotonic constraints. We rst show that the Succ and Pred functions can always be applied on the initial domains (denoted D init i ), thus eliminating the need to update part of the data structure. The revised procedure ArcCons is depicted in Figure 14 . The only di erence lies in lines 5 and 6, and thus obviously has no in uence on the correctness of ArcCons. Procedure LocalArcCons could use ArcCons, but a revised version is presented in Figure 15 . The correctness of LocalArcCons is a consequence of the preceding version, computing the set 2 of its speci cation, and the fact that when w last(D j ), then 1 is empty b y the monotonicity o f C ij . It is possible to compute 1 , 7 but this would prevent t h e reduction of domains as early as possible. Then, after the execution of the following Remove, w e h a ve v 0 last(D i ), and this value is thus never considered any more, since in each execution of ArcCons and LocalArcCons, the rst execution of the test always succeeds. Hence, it follows from the number of credits and the complexity of the rst algorithm that we still have an optimal AC-5 algorithm. 2 7 In line 4 in Figure 15 The preceding sections are generalized to the case when the domain can be partitioned into groups such that elements of a group behave similarly with respect to a given constraint.
Convention 20 Let S, P be sets, and C be a constraint. C(S P) denotes 8v 2 S 8w 2 P : C(v w). :C(S P) denotes 8v 2 S 8w 2 P : :C(v w). We also use C(S w) for C(S fwg). 
Representation of Piecewise Constraints
Before presenting the implementation of ArcCons and LocalArcCons for constraints having some particular piecewise decomposition, we s h o w in Figure 16 operations on piecewise decompositions are depicted. For ease of implementation, we assume that elements in groups of a piecewise decomposition are never removed during the execution. The piecewise decomposition of D i and D j with respect to C ij is denoted S ij = fS ij 0 : : : S ij n g and S ji = fS ji 0 : : : S ji m g. We a l s o i n troduce a new data structure Status-pd which i s a t wodimensional array, the rst dimension being on arcs (associated with a piecewise decomposition) and the second on group numbers. Its semantics is the following: Thus, Status-pd must be false when the corresponding group is not empty. Once again, this data structure is merely introduced to simplify the presentation and is not required by the algorithms. The primitive operations on a piecewise decomposition are assumed to take constant time, except that the complexity o f Extend is assumed to be O(s), where s is the size of S ij k .
A simple data structure that enables us to achieve these results is given in Figure 17 . Its space complexity i s O(d) per piecewise decomposition. This data structure cannot be updated by t h e RemoveElem primitive in constant time since an element in a domain can belong to di erent groups in di erent piecewise decompositions. The update can easily be performed by t h e Enqueue primitive, h o wever, without a ecting its complexity.
It is not di cult to initialize the data structure in O(d) under the realistic assumption that it takes O(s) to nd the s elements in D j (resp. D i ) supporting a value v (resp. w) i n D i (resp. D j ). In addition, the construction of the data structure assigns a group number to each v alue, so that the GroupOf operation trivially takes constant time. In the following, we assume that the data structure has already been built.
Piecewise Functional Constraints
Intuitively, a piecewise functional constraint C ij is a constraint whose domains can be decomposed into groups such that each group of D i (resp. D j ) is supported by at most one group of D j (resp. D i ).
De nition 22 A constraint C ij is piecewise functional wrt domains D i , D j i there exists a piecewise decomposition S = fS 0 : : : S n g and P = fP 0 : : : P m g of D i and D j wrt C ij such that for all S k 2 S (resp. P k 0 2 P ), there exists at most one P k 0 2 P (resp. S k 2 S ), such that C ij (S k P k 0 ).
Examples of functional piecewise constraints are the modulo (x = y mod z) and integer division (x = y div z) constraints. The element constraint of the CHIP programming language 24] is a piecewise constraint a s w ell. Finally. note that functional constraints are a subclass of piecewise constraints, in which the size of each group in the partition is exactly one.
Obviously, in a piecewise functional constraint C ij , if all the unsupported elements of D i (resp. D j ) are in the same group (e.g. S 0 and P 0 ), then the piecewise decompositions S = fS 0 : : : S n g and P = fP 0 : : : P n g have the same number of groups and the groups can be renumbered such that the following hold: PF1 :C ij (S 0 D j ) and :C ij (D i P 0 ) PF2 C ij (S k P k ) (1 k n) PF3 :C ij (S k P k 0 ) (1 k k 0 n and k 6 = k 0 )
The implementation of ArcCons and LocalArcCons for piecewise functional constraints assumes a piecewise decomposition that satis es PF1{3. The following property states necessary and su cient conditions for a piecewise functional constraint. Proof The \only if" part is straightforward. For the \if" part, let us assume that there is some unsupported element i n D i and in D j and that all the unsupported element i n D i are in S 0 (otherwise groups can be merged and renumbered without a ecting conditions (1) and (2). We construct P = fP 0 : : : P n g in the following way:
It is su cient to prove that P is a partition and that S and P satisfy PF1{3.
(P is a partition). (A) P k \ P k 0 = (k 6 = k 0 ). This holds for k = 0 o r k 0 = 0 . For k 6 = 0 6 = k 0 , l e t w 2 P k . By de nition of P k , w e h a ve 9v 2 S k : C ij (v w). Hence by (1), C ij (S k w ). By (2) Suppose that P k = (k > 0). Then S k = (impossible since S is a partition), or S k contains unsupported elements (impossible by h ypothesis). Hence P k 6 = .
(PF1). Hold by de nition of S 0 and P 0 .
(PF2). Let w 2 P k . By de nition of P k , 9v 0 2 S k such that C ij (v 0 w ). By (1), C ij (S k w ), that is 8v 2 S k : C ij (v w). Hence C ij (S k P k ).
(PF3). Let w 2 P k . S i n c e P k \ P k 0 = (k 6 = k 0 ), w 6 2 P k 0 . By de nition of P k 0 , w e h a ve 8v 0 With the same notations as in the preceding section, procedures ArcCons and LocalArcCons for anti-functional constraint can easily be extended in the piecewise framework (see Figures 21 and 22) . Note the test for k 6 = 0, since group 0 supports all groups. By 
Application
We describe the application of AC-5 to constraint logic programming over nite domains. Constraint logic programming 9] is a class of languages whose main operation is constraintsolving over a computation domain. A computation step amounts to checking the satis ability of a conjunction of constraints. Constraint logic programming over nite domains has been investigated in 25, 23, 24] . This is a computation domain in which constraints are equations, inequalities and disequations over natural number terms or equations and disequations over constants. Natural number terms are constructed from natural numbers, variables ranging over a nite domain of natural numbers, and the standard arithmetic operators (+, , : : : ). Some symbolic constraints are also provided to increase expressiveness and, in addition, users can de ne their own constraints. This computation domain is available in CHIP 5] and its constraint-solver is based on consistency techniques, arithmetic reasoning, and branch and bound. It has been applied to numerous problems in combinatorial optimization such as graph coloring, warehouse location, scheduling and sequencing, cutting stock, assignment problems, and microcode labeling to name a few (see for instance 4, 24] ).
Space does not allow u s t o p r e s e n t the operational semantics of the language. Let us just mention that the kernel of the constraint s o l v er is an arc-consistency algorithm for a set of basic constraints. Other (non-basic) constraints are approximated in terms of the basic constraints and generate new basic constraints. The basic constraints are either domain constraints or arithmetic constraints, and are as follows (variables are represented by uppercase letters and constants by l o wer-case letters): domain constraint: X 2 f a 1 : : : a n g arithmetic constraints: aX 6 = b aX = bY + c aX bY + c aX bY + c with a a i b c 0 a n d a 6 = o. These constraints have been chosen carefully in order to avoid having to solve a n NPcomplete constraint satisfaction problem. For instance, allowing two v ariables in disequations or three variables in inequalities or equations leads to NP -complete problems.
We n o w s h o w that AC-5 can be the basis of an e cient decision procedure for basic constraints.
De nition 30 A system of constraints S is a pair hAC DCi where AC is a set of arithmetic constraints and DC is a set of domain constraints such t h a t a n y v ariable occurring in an arithmetic constraint also occurs in some domain constraint o f S. De nition 32 Let S be a system of constraints. S is in solved form i any unary constraint C(X) i n S is node-consistent 8 with respect to the domain of X in S, a n d a n y binary constraint C(X Y) i n S is arc-consistent with respect to the domains of X Y in S. We n o w study a number of properties of systems of constraints in solved form. The satis ability of a system of constraints in solved form can be tested in a straightforward way.
Theorem 35 Let S = hAC DCi be a system of constraints in solved form. S is satis able i h D C i is satis able. Proof It is clear that h D C i is not satis able i the domain of some variable is empty i n DC. If the domain of some variable is empty i n DC, then S is not satis able. Otherwise, it is possible to construct a solution to S. By properties 33 and 34, all binary constraints of S hold if we assign to each v ariable the smallest value in its domain. Moreover, because of node consistency, the unary constraints also hold for such an assignment. 2
It remains to show h o w to transform a system of constraints into an equivalent one in solved form. This is precisely the purpose of the node-and arc-consistency algorithms.
Algorithm 36 To transform the system of constraints S into a system in solved form S 0 :
1. apply a node-consistency algorithm to the unary constraints of S = hAC DCi to obtain hAC DC 0 i 2. apply an arc-consistency algorithm to the binary constraints of hAC DC 0 i to obtain S 0 = hAC DC 00 i. Theorem 37 Let S be a system of constraints. Algorithm 36 produces a system of constraints in solved form equivalent t o S.
We n o w g i v e a complete constraint s o l v er for the basic constraints. Given a system of constraints S, Algorithm 38 returns true if S is satis able and falseotherwise.
Algorithm 38 To c heck the satis ability of a system of constraints S: (1) apply Algorithm 36 to S to obtain S 0 = hAC DCi and (2) if the domain of some variable is empty i n DC 0 , return false otherwise return true.
In summary, w e h a ve s h o wn that node-and arc-consistency algorithms provide us with a decision procedure for basic constraints. The complexity of the decision procedure is the complexity of the arc-consistency algorithm. Using the specialization of AC-5 for basic constraints, we obtain an O(ed) decision procedure.
Discussion and Related Work
In this section, we discuss the practicability of our algorithms and their relationships with other work.
Our results indicate that many classes of constraints lead to an O(ed) arc-consistency algorithm improving on the O(ed 2 ) bound of 16]. Although a better asymptotic complexity does not guarantee a faster algorithm, empirical and theoretical results suggest the practicability of our results. On the theoretical side, it is easy to see that the constant factors are in fact small in our algorithms (in general 1 or 2). On the empirical side, most of these classes have been integrated in the cc(FD) programming language 26] improving the computational results of many algorithms compared to the previous versions based on AC-3 and AC-4. This will be discussed in a forthcoming paper. It is however important to note that AC-4 and some classes studied here increase the memory requirement. Hence, for memory management reasons, AC-3 may sometimes be preferable.
As far as related work are concerned, three closely related papers deserve to be mentioned. Mohr and Mansini 17] also discovered independently the subset of arithmetic constraints that can be solved in O(ed). The constraints considered were binary equations, inequalities, and disequations, which are respectively subcases of functional, monotonic, and anti-functional constraints. They indicate informally how t o m o d i f y A C-4 to include these constraints, but do not present a uniform and generic algorithm like A C-5.
Perlin's algorithm 21] is an arc-consistency algorithm working on a graph representation of the CSP where the values (not the variables) are nodes and the constraints are represented by links between nodes. The algorithm is then bounded by the size of the graph. Perlin investigates the idea of factoring constraints in this graph representation. More precisely, he studies the idea of splitting a constraint C(x y) i n to a conjunction of three constraints C 1 (x t 1 ) & C 2 (t 1 t 2 ) & C 3 (t 2 y ) (with t 1 t 2 being two new variables) such that 1. arc consistency produces the same pruning on the problem variables 2. the graph associated to the new problem is smaller than the initial graph. It turns out that arc consistency runs in O(ed) when the constraints all express equalities between some of the constraint v ariables. Note that, in this case, C 2 (t 1 t 2 ) reduces to an equation (a subcase of functional constraints). The contributions of Perlin can thus be summarized as (1) the identi cation of a general preprocessing technique, factorization, to reduce the size of the graph and (2) the identi cation of a special kind of functional constraints. It should be easy to generalize those results to the case of functional constraints between some of the constraint v ariables. Similarly, w e believe ( b u t h a ve not yet proven) that the bound for piecewise monotonic constraints can be obtained from factorization, piecewise functional constraints, and monotonic constraints. Note however, that an inconvenience of the graph representation is its memory requirement: a functional constraint requires O(d) space with the graph representation and requires constant space in AC-5.
Arc consistency of functional constraints can be solved through a reduction to 2-sat 10], keeping the O(ed) result. However, this algorithm also uses O(d) space per constraint.
Finally, it is also interesting to study the evolution of arc-consistency algorithms. The main contribution of AC-4 was the idea of working with domain values instead of domain variables. This idea is systematically exploited by P erlin to obtain a better bound for some classes of constraints through factorization. Exploiting the structure of the domains is the new idea behind Mohr and Mansini's work and the monotonic constraints of this paper. Finally, exploiting the structure of the constraints is the key idea behind piecewise constraints of this paper. AC-5 accommodates these results in a uni ed and generic algorithm.
Conclusion
A new generic arc-consistency algorithm AC-5 is presented whose specializations include, not only AC-3 and AC-4, but also an O(ed) algorithm for important subclasses of constraints including functional, monotonic, and anti-functional constraints as well as their piecewise counterparts. An application of AC-5 to constraint logic programming over nite domains is described. Together with node consistency, it provides the main algorithms for an O(ed) decision procedure for basic constraints. From a software engineering perspective, AC-5 has the advantage of uniformity. E a c h constraint m a y h a ve a particular implementation, based on AC-3, AC-4, or some speci c techniques, without in uencing the main algorithm. As a consequence, many di erent implementation techniques can be interleaved together in a natural setting.
Current research is devoted to applying these ideas to path consistency and non-binary constraints. It turns out that similar improvements can be obtained for path-consistency algorithms although the algorithms are somewhat more complicated. Non-binary constraints are also being investigated to obtain the equivalent o f G A C-4 15] for AC-5. Preliminary results indicate that the results carry over for some classes of constraints, although once again the algorithms are more involved.
