This paper is devoted to automated sequential decision in AI. More precisely, we focus here on the Rank Dependent Utility (RDU) model. This model is able to encompass rational decision behaviors that the Expected Utility model cannot accomodate. However, the non-linearity of RDU makes it difficult to compute an RDU-optimal strategy in sequential decision problems. This has considerably slowed the use of RDU in operational contexts. In this paper, we are interested in providing new algorithmic solutions to compute an RDU-optimal strategy in graphical models. Specifically, we present algorithms for solving decision tree models and influence diagram models of sequential decision problems. For decision tree models, we propose a mixed integer programming formulation that is valid for a subclass of RDU models (corresponding to risk seeking behaviors). This formulation reduces to a linear program when mixed strategies are considered. In the general case (i.e., when there is no particular assumption on the parameters of RDU), we propose a branch and bound procedure to compute an RDU-optimal strategy among the pure ones. After highlighting the difficulties induced by the use of RDU in influence diagram models, we show how this latter procedure can be extended to optimize RDU in an influence diagram. Finally, we provide empirical evaluations of all the presented algorithms.
Introduction
In many AI problems, agents must act under uncertainty (e.g. in robot control, relief organization, medical diagnosis, games...). When the consequences of an action only depend on events whose probabilities are known, decision theory under risk provides useful tools to automate decisions. The purpose of this theory is indeed to design decision criteria to evaluate probability distributions on outcomes (called hereafter lotteries) according to the preferences of a decision maker. A popular criterion is the expected utility (EU) model proposed by von Neumann and Morgenstern [50] . In this model, an agent is endowed with a utility function u that assigns a numerical value to each outcome. The evaluation of a lottery L = (p 1 , x 1 ; . . . ; p n , x n ) (i.e., the lottery that yields outcome x i with probability p i ) is then performed via the computation of its utility expectation: EU(L) = n i=1 p i u(x i ). However, despite its intuitive appeal, the EU model does not make it possible to account for all rational decision behaviors. An example of such impossibility is the so-called Allais' paradox [2] (Table 1) . We present below a very simple version of this paradox due to Kahneman and Tversky [23] (Table 2) . Table 2 ). In the first problem he prefers L 1 Actually, Allais points out that this preference reversal, far from being paradoxical, is the consequence of a reasonable behavior of preference for security in the neighbourhood of certainty [3] . In other words, "a bird in the hand is worth two in the bush" (preference for L 1 over L ′ 1 ). It is known as the certainty effect. The preference reversal can be explained as follows: when the probability of winning becomes low, the sensitivity to the value of earnings increases while the sensitivity to the probabilities decreases. To encompass the certainty effect in a decision criterion, the handling of probabilities should therefore not be linear. Given this situation, new models have been developped: some models are grounded on an alternative representation of uncertainty such as the theory of possibility [12] , others try to sophisticate the definition of expected utility such as prospect theory [23] , cumulative prospect theory [49] or the rank dependent utility (RDU) model introduced by Quiggin [41] . This latter model is one of the most popular generalization of EU. In this model, a non-linear probability weighting function ϕ is incorporated in the expectation calculus, which gives a greater expressive power. In particular, the RDU model is compatible with both versions of Allais' paradox. Furthermore, the probability weighting function ϕ is also useful to model the attitude of the agent towards the risk. Indeed, unlike the EU model, the RDU model makes it possible to distinguish between weak risk aversion (i.e., if an option yields a guaranteed utility, it is preferred to any other risky option with the same expected utility) and strong risk aversion (i.e., if two lotteries have the same expected utility, then the agent prefers the lottery with the minimum spread of possible outcomes). For this reason, the RDU criterion has been used in search problems under risk in state space graphs, with the Lottery 0.01 0.1 0.89 Rank Dependent Utility (RDU), introduced by Quiggin (1993) , is among the most popular generalizations of EU, and makes it possible to describe sophisticated rational decision behaviors. From the axiomatic viewpoint, the RDU model is grounded on a weakening of the sure thing principle [44] that we now detail. It is indeed well-known that the sure thing principle holds when using the EU criterion. In the framework of decision under risk, this principle can be stated as follows: let lotteries L 1 = (p 1 , x 1 ; . . . ; p n , x n ) and L (Table 1) , the sure thing principle is clearly violated. There is indeed a 89 percent chance to win $100 millions in L 1 and L ′ 1 , while there is a 89 percent chance to win nothing in L 2 and L ′ 2 , ceteris paribus. In order to encompass such examples, the validity of the axiom has to be restricted to cases where the common outcome is ranked similarly in both lotteries, and where its replacement does not affect the ranking in both lotteries: L 1 preferred to L . This weaker version of the axiom is called comonotonic sure thing principle [9] . It allows preference reversals in cases of extreme change in the level of risk. For instance, in Allais' paradox, there is an extreme change in the level of risk since, in the first comparison, the probability to earn nothing is about 1 percent, while, in the second comparison, it is about 90 percent. Comonotonic sure thing principle, together with a continuity axiom and an axiom of compatibility with stochastic dominance, characterize the RDU model. A lottery L = (p 1 , x 1 ; . . . ; p k , x k ) is said to stochastically dominate a lottery L ′ = (p
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. In other words, for all α ∈ R, the probability to get an outcome at least α with lottery L is at least as high as the probability with lottery L ′ . Compatibility with stochastic dominance means that lottery L is preferred to lottery L ′ as soon as L stochastically dominates L ′ . This property is obviously desirable to guarantee a rational behavior. In order to allow preference reversals in cases of extreme change in the level of risk, the handling of probabilities in the RDU model is non-linear. In this purpose, the first proposal that may come into mind consists in distorting individual probabilities by a non-linear function ϕ, which yields a decision criterion of the form n i=1 ϕ(p i )u(x i ) where u denotes an increasing utility function. Actually, this choice criterion has been proposed by Handa [16] , but is not compatible with stochastic dominance. For this reason, the distortion in the RDU model is not performed on the probabilities themselves, but on reverse cumulative probabilities. The formula of rank dependent expected utility can be easily obtained by rewritting the one of expected utility with respect to reverse cumulative probabilities:
(the utility of lottery L is at least u(x 1 ) with probability 1; then the utility might increase from u(x 1 ) to u(x 2 ) with probability G L (x 2 ); the same applies from u(x 2 ) to u(x 3 ) with probability G L (x 3 ), and so on...). The rank dependent utility of a lottery L is then defined as follows:
Rank dependent utility thus involves an increasing utility function on consequences u : S → R as in EU, and also a transformation function on probabilities ϕ :
The transformation function ϕ is a non-decreasing function, proper to any agent, such that ϕ(0) = 0 and ϕ(1) = 1. When ϕ(p) = p for all p, RDU obviously reduces to EU. 
In order to elicit function ϕ, various methods have been used. Several functional forms have been proposed for function ϕ in the economic literature. As indicated by Quiggin [41] , the simplest are functions of the form ϕ(p) = p γ with γ ∈ (0, 1). Actually, when trying to exactly reproduce the behavior of human agents, there is empirical evidence that the function ϕ is in general inverse S-shaped, i.e., first concave and then convex [49, 8] . This means that the probabilities of best consequences are overweighted (potential effect) while the probabilities of worst consequences are underweighted (certainty effect). The functional form proposed by Karmarkar [24] in this purpose is:
with γ ∈ (0, 1). After setting the functional form of ϕ, one estimates the right value for parameter γ through standard nonlinear regression methods (maximum likehood, least squares). For a more detailed discussion about the different possible functional forms of ϕ, the interested reader may refer to the book of Quiggin [41] . Note that there also exist parametric-free elicitation methods, i.e. that works without assuming a prespecified shape of function ϕ [1, 13] .
Position of the paper
By studying the use of RDU from the computational viewpoint, we place our work in the stream of research aiming at incorporating risk-sensitivity in probabilistic planning problems. The non-linearity of risk-sensitive criteria raises new algorithmic difficulties. A pioneering work on this topic has been carried out by Howard and Matheson, in the framework of Markov decision processes [17] . They show how risk sensitivity may be treated by evaluating a plan via an expected utility instead of an expectation. In the case of risk-averse agents, the practicality of the approach relies on the use of an exponential utility function u (to maximize) defined by u(x) = −γ x for an outcome x ∈ R + (γ ∈ (0, 1)). The adoption of such a utility function involves the agreement of the decision maker with the "∆-property", namely that his attitude towards risk does not depend on his wealth level. Koenig and Simmons have performed a similar work with a slightly different representation of probabilistic planning problems, that required the design of new algorithms [25] . The representation they use is called a "probabilistic decision graph", and resembles the decision trees we study here. Then, back to the framework of MDPs, Liu and Koenig have proposed to resort to a "one-switch" utility function in order to take into account the wealth level in the preferences. For a risk-averse agent that becomes risk-neutral in the limit as its level of wealth increases, the one-switch utility function u is of the form u(x) = x − Dγ x , where D > 0 and γ ∈ (0, 1). After exhibiting conditions guaranteeing that the optimal expected utilities of the total plan-execution reward exist and are finite for fully observable MDP models with risk sensitive utility functions [26] , the authors have proposed a functional value iteration algorithm to approximate optimal expected utilities for one-switch utility functions [27] . Finally, they have also proposed a policy iteration algorithm in a subsequent paper, that enables to return an optimal policy [28] .
All these results are real advances to take into account more accurately risk sensitivity in probabilistic planning problems, especially in high-stakes situations. However, the induced preferences reproduce the biases of EU theory. To explain this in more details, we need previously to introduce the notions of weak risk-aversion and strong risk aversion. An agent is said to be weakly risk-averse if, for any lottery L, he considers that sure lottery (1; E(L)) is as least as good as L, where x 1 ; . . . ; p n , x n ) [4, 40] . In EU theory, risk-aversion means that the agent's utility function u on outcomes is increasing and concave, the coefficient of risk-aversion of any agent being measured by −u ′′ (x)/u ′ (x) [4] . Strong risk-aversion is defined from the notion of mean preserving spread [43] . Basically, an agent is said to be strongly riskaverse if, between two lotteries with the same expectation, he always prefers the less spread one (in other words, he avoids any increase in risk). Note that strong risk aversion implies weak risk aversion. Interestingly, it has been shown that a lottery L is a mean preserving spread of a lottery
for all increasing and concave utility functions u, where [41] . Consequently, when using EU to compare lotteries, any weakly risk-averse agent is also strongly risk-averse. A nice virtue of the RDU model is precisely that it enables the distinction between weak and strong risk-aversion (contrary to EU). Within this model, for a concave utility function u, the agent is weakly risk-averse iff ϕ(p) ≤ p for all p ∈ [0, 1], and strongly risk-averse iff ϕ is convex (this directly follows from a result of Quiggin [41] ). As stated above, rank dependent utility is thus a powerful tool for modelling risk-sensitive agents, as illustrated by Allais' paradox. This motivates our study.
Computing RDU in a Decision Tree

Decision Tree Formalism
A decision tree is an arborescence with three types of nodes: the decision nodes (represented by squares), the chance nodes (represented by circles), and the terminal nodes (the leaves of the arborescence). The branches starting from a decision node correspond to different possible decisions, while the ones starting from a chance node correspond to different possible events, the probabilities of which are known. The values indicated at the leaves correspond to the utilities of the consequences. Note that one omits the orientation of the edges when representing decision trees. For the sake of illustration, a decision tree representation of a sequential decision problem (with three strategies) is given in Figure 1 .
More formally, in a decision tree T = (N, E), the set N of nodes is N D ∪ N A ∪ N U , where N D is the set of decision nodes, N A the set of chance nodes and N U the set of terminal nodes. The root node is denoted by N r ∈ N \ N U . The valuations are defined as follows: every edge E = (A, N) ∈ E such that A ∈ N A is weighted by probability p(E) of the corresponding event; every terminal node N U ∈ N U is labelled by its utility u(N U ). Besides, we call past(N) the past of N ∈ N, i.e. the set of edges along the path from N r to N in T . Finally, we denote by S (N) the set of successors of N in T , and by T (N) the subtree of T rooted in N.
Following Jaffray and Nielsen [19] , one defines a strategy as a set of edges
where N ∆ ⊆ N is a set of nodes including :
• the root N r of T ,
• one and only one successor for every decision node N ∈ N • all successors for every chance node N ∈ N
Given a decision node N, the restriction of a strategy in T to a subtree T (N), which defines a strategy in T (N), is called a substrategy.
In order to evaluate a strategy, it is important to note that a strategy can be associated to a compound lottery over the utilities. For instance, in the decision tree of Figure 1 , strategy {(D 1 , A 1 ), (D 2 , A 3 )} corresponds to the compound lottery depicted in Figure 2 . Evaluating a strategy amounts therefore to evaluating a compound lottery. From now on, for the ease of presentation, we will manipulate lotteries directly defined over utilities rather than outcomes. A lottery is then a function from U to [0, 1] such that L(x i ) = u i , where U = {u 1 , . . . , u n } with u 1 < u 2 < . . . < u n is the image set of S with respect to u. Coming back to our example, it is natural to assume that the compound lottery of Figure 2 is equivalent to lottery L = (0.5, 2; 0.25, 3; 0.25, 10) (actually, this assumption is known as the reduction of compound lotteries axiom [29] , which is used in the axiomatizations of EU and RDU). Given a value function V that maps every lottery with a real number (e.g. V ≡ EU or V ≡ RDU), the evaluation of the strategy is then V(L). 
Computing RDU in a Decision Tree: From Decision Theory to Combinatorial Optimization
In a decision tree T , the number of potential strategies may grow exponentially with the size of the decision tree. For example, in a binary decision tree with n nodes and a strict alternation of decision/chance nodes, one can easily show that the number of strategies is in Θ(2 √ n ). For this reason, it is necessary to develop an optimization algorithm to determine an optimal strategy in a decision tree. It is well-known that the rolling back method makes it possible to compute in linear time an optimal strategy w.r.t. EU. Indeed, such a strategy satisfies the optimality principle: any substrategy of an optimal strategy is itself optimal. The optimality principle is closely related to a condition of monotonicity [33] on the value function. In our context, given a value function V (e.g. V ≡ EU), this condition can be stated as follows:
In the framework of decision theory, this condition can be seen as a weak version of the independence axiom used by von Neumann and Morgenstern [50] to characterize the EU criterion. This axiom states that the mixture of two lotteries L and 7
L
′ with a third one should not reverse preferences
The monotonicity condition holds for V ≡ EU, which justifies that the optimality principle holds for EU.
Hence, starting from the leaves, one can compute recursively for each node the expected utility of an optimal substrategy: the optimal expected utility for a chance node equals the expectation of the optimal utilities of its successors; the optimal expected utility for a decision node equals the maximum expected utility of its successors.
Example 3. In Figure 1 , the optimal expected utility at node D 2 is max{6.5, 6} = 6.5. In decision theory, the behavior of an agent that adopts such a recursively computed strategy is called consequentialist. More precisely, consequentialism means that the preferences between substrategies in a subtree does not depend on the rest of the decision tree. Besides, an agent is said to be dynamically consistent whenever at any decision node he is willing to carry out the plan of action that he determined to be optimal ex-ante. It has been proved that the preferences of an agent that is both consequentialist and dynamically consistent follow the EU model [14, 15] . An agent whose preferences follow the RDU model (named hereafter RDU-maximizer) should therefore renounce either consequentialism or dynamic consistency. Assume first that the agent adopts a consequentialist behavior, that is, he computes recursively a strategy from the leaves by selecting optimal substrategies for RDU, and then follows this strategy. As shown by Example 4, this strategy, determined ex-ante, could be suboptimal since the monotonicity condition does not hold for V ≡ RDU, as already noticed by Nielsen and Jensen [34] . By committing himself to consequentialism, the agent thus renounces dynamic consistency (he does not follow the strategy that is optimal ex-ante). Figure 1 ) and L ′′ = (1, 2). Assume that the decision maker preferences follow the RDU model with the following ϕ function:
The RDU values of lotteries L and L ′ are: Figure 1 ). By the monotonicity condition for α = 0.5, one should therefore have
. However, we have: Figure 1) . Consequently, the monotonicity property does not hold.
More seriously, a consequentialist RDU-maximizer could even follow a stochastically dominated strategy, as shown by the following example. 
Thus, the optimal strategy at the root is {(
is obtained at node D 2 (see Example 4). At node D 1 , this is thereafter the strategy
which is finally obtained.
At first sight, such an example could be misinterpreted as illustrating a weakness of the RDU model in sequential decision situations. Actually, it primarily shows that the RDU model is inappropriate for consequentialist agents. Conversely, the EU model is unable to reproduce non-consequentialist behaviors. This type of behaviors is however routinely displayed by many rational agents. An intuitive example of a non-consequentialist behavior has been proposed by Machina [30] . Assume that Mom has a single treat which she can give to either daughter Abigail or son Benjamin. She is indifferent between Abigail getting the treat and Benjamin getting the treat, but she strictly prefers a coin flip over either of the sure outcomes. Assume that Abigail wins the coin flip. We are in a different state than before the coin flip, and Mom now prefers Abigail getting the treat over a new flip. History, in this case, matters as far as preferences: Benjamin had his chance, and therefore the fact that Benjamin could have won still matters after the coin is flipped. This is the very justification of non-consequentialism. More generally, a non-consequentialist agent still gives importance to events that could have occured, contrary to a consequentialist agent that does not take a risk into account once it has been borne.
In this paper, we consider therefore a dynamically consistent agent (he sets a plan initially and never deviates from it later) with a non-consequentialist behavior (the optimal strategy at the root can include substrategies that appear suboptimal in their subtrees). In other words, we study in the sequel how to compute an RDU-optimal plan viewed from the initial situation, and comply to it. By doing so, we are sure to never encounter a stochastically dominated substrategy, contrary to a method that would consist in performing backward induction with RDU. Unfortunately, the determination of an RDU-optimal strategy in a decision tree is an NP-hard problem (where the size of an instance is the number of involved decision nodes):
Proposition 1 (Jeantet and Spanjaard, 2008 [20]). The determination of an RDU-optimal strategy (problem RDU-OPT) in a decision tree is an NP-hard problem. 9
Proof. This is proved by polynomial reduction from 3-SAT (see Appendix A).
Note that Jaffray and Nielsen also studied the use of RDU in decision trees [19] . Nevertheless, their approach differs from ours, since they focus on how RDU should be used by agents close to be consequentialist. Consequently, they do not compute an optimal strategy viewed from the initial situation.
Two Approaches for Computing RDU
We propose here two approaches for determining an RDU-optimal strategy in a decision tree. One approach uses a mixed integer linear programming formulation, and the other one proceeds by implicit enumeration (neither exhaustive enumeration nor backward induction are conceivable since RDU-OPT is NP-hard).
A Mixed Integer Linear Programming Formulation
We now present a Mixed Integer Linear Programming (MIP) formulation of problem RDU-OPT, in the case where function ϕ is concave piecewise linear. Consider a decision tree T . We first detail the set of constraints defining feasible strategies. For this purpose, a boolean variable y (i, j) is created in the MIP formulation for every decision branch (D i , A j ). The |N D | constraints defining the set of feasible strategies are then:
is selected (resp. not selected), and prev D (i) is the last decision branch preceding D i on the path from the root (in the temporal order). Figure 3 , the constraints defining the set of feasible strategies are:
Example 6. For the decision tree represented in
We now detail the modelling of the objective function. The set of utilities at the leaves of T is denoted by U = {u 1 , u 2 , ..., u n }, with u 1 ≤ u 2 ≤ ... ≤ u n , and the probability to obtain utility u h is denoted by p h . Probability p h is the product of all probabilities on the path from the root to utility u h . The rank dependent utility is then written as follows:
where y prev u ( j) is the last decision branch preceding u j on the path from the root. By introducing (n − 1) variables ϕ h , it can be rewritten as follows: Figure 3 , the objective function is written: 5 + 5ϕ 6 + 3ϕ 7 + 2ϕ 8 + ϕ 9 + ϕ 10 + 2ϕ 11 + 2ϕ 12 + 6ϕ 13 + 9ϕ 16 Note that variables ϕ 14 and ϕ 15 do not appear in the final objective function, and can therefore be eliminated from the program.
Example 7. For the decision tree represented in
The expression defining the value of ϕ h is of course non-linear, due to the presence of function ϕ. This difficulty can be overcome in the case where ϕ is concave piecewise linear. Recall that a concave function ϕ reflects a risk-seeking behavior for certain forms of utility function (e.g., convex).By using a concave piecewise linear function ϕ, one can approximate any concave regular function. This family of functions is therefore interesting to study. It is wellknown that any concave piecewise linear function can be written as the lower envelope of a set of affine functions. Let { f 1 , f 2 , ..., f m } denote this set, where
The value of ϕ h can be obtained by optimization:
The above problem is a linear program for a given strategy y.
Example 8.
Assume that ϕ(p) = 1.8p for p ≤ 0.5, and ϕ(p) = 0.4p + 0.6 for p > 0.5. We have then ϕ(p) = min{ f 1 (p), f 2 (p)} with f 1 (p) = 1.8p and f 2 (p) = 0.4p + 0.6. For a given assignment of boolean values to variables y (i, j) in the decision tree represented in Figure 3 , the value of ϕ 13 can be written as the result of the following linear program: (2, 3) + 0.28y (3, 5) + 0.36y (5, 9) + 0.09y (5, 10) ) α ≤ 0.4(0.30y (2, 3) + 0.28y (3, 5) + 0.36y (5, 9) + 0.09y (5, 10) ) + 0.6 α ≥ 0
Since u h − u h−1 ≥ 0, the objective function (to maximize) will benefit from maximizing every ϕ h , and the MIP formulation is therefore the following in the concave piecewise case:
This program includes (n − 1) continuous variables, |N D | binary variables, and (n − 1)m + |N D | constraints (since m constraints are created for every variable ϕ h ). Its size is therefore linear in the size of T for a fixed number m of pieces in ϕ. We recall however that the complexity of the solution procedure is of course exponential in the number of binary variables in the worst case (for a fixed number m of pieces in ϕ).
Let us now briefly study a relaxation of the problem, where one considers not only pure strategies but also mixed strategies. In a mixed strategy, one chooses randomly (according to a predefined probability distribution) the decision taken at each decision node. When using expected utility to evaluate a strategy, it is not worth considering mixed strategies since there always exists a pure strategy yielding the same expected utility than the best mixed strategy. This is no longer the case when using rank dependent utility to evaluate a strategy. Consider a decision tree with a single decision node leading to two different options: a sure outcome lottery (1, 5) , and a lottery (0.5, 1; 0.5, 10). Assume that the probability transformation function is defined by ϕ(0) = 0, ϕ(p) = 0.45 if p ∈ (0; 0.7) and ϕ(p) = 1 if p > 0.7. The RDU values of the two pure strategies are respectively 5 and 5.05. Comparatively, the mixed strategy where one chooses the sure outcome lottery with probability 0.6, and the other one with probability 0.4, results in a RDU value of 7.25. We now show that the optimal mixed strategy can be polynomially computed in the two previous cases (concave piecewise linear ϕ, piecewise constant ϕ), by slighting modifying the MIP formulations so that no boolean variables appear anymore (and the number of constraints remains the same). It yields of course a linear programming formulation. In a mixed strategy, the probability of obtaining utility u h equals the product of the probabilities on the chance and decision branches along the path from the root to u h . For this reason, a real variable p (i, j) is created in the MIP formulation for every decision branch (D i , A j ), instead of a boolean variable. However, to obtain linear constraints, this variable does not represent probability P((D i , A j )|D i ) (probability to make decision (D i , A j ) conditionally to reach node D i ) but the product of the probabilities of the decision branches from the root to node A j . There is a one-to-one correspondence between assignments of probabilities P(
. This is illustrated in Figure 4 . The probability of obtaining utility u h is then p h p prev u (h) (on the path to u h , p h is the product of the probabilities on the chance branches, and p prev u (h) is the product of the probabilities on the decision branches). The objective function is therefore written:
Let us now study the constraints that must satisfy variables
The constraints on variables p (i, j) are thus very similar to the previous constraints on variables y (i, j) :
All the other constraints are identical to the ones in pure strategies (with y (i, j) replaced by p (i, j) ). This proves the polynomial solvability of the determination of an RDUoptimal mixed strategy in the case where function ϕ is concave piecewise linear (since the size of the linear program is linear in the size of the decision tree).
Implicit Enumeration Algorithm
We now present a branch and bound method for determining an RDU-optimal (pure) strategy. Unlike the previous approach, this method has the advantage of remaining valid for any probability transformation function ϕ. The branching principle is to partition the set of strategies in several subsets according to the choice of a given edge (N, N ′ ) at a decision node N. More formally, the nodes of the enumeration tree are characterized by a partial strategy, that defines a subset of strategies. Consider a decision tree T and a set of nodes N Γ including:
• one and only one successor for every decision node N ∈ N
The set of edges
defines a partial strategy of T if the subgraph induced by N Γ is a tree. A strategy ∆ is said compatible with a partial strategy 
The subset of strategies characterized by a partial strategy corresponds to the set of compatible strategies. At each iteration of the search, one chooses an edge among the ones starting from a given decision node. The order in which the decision nodes are considered is given by a priority function rk : N D → {1, 2, . . . , |N D |}: if several decision nodes are candidates to enter N Γ , the one with the lowest priority rank will be considered first. The ranking function rk is defined by:
where EU(T (N)) is the optimal value of EU in T (N) (we recall that T (N) is the subtree rooted in N).
Example 9.
For the decision tree in Figure 3 , there is a unique ranking function rk defined by : rk(
Algorithm 1 describes formally the implicit enumeration procedure that we propose. It takes as an argument a partial strategy Γ and the best RDU value found so far, denoted by RDU opt . The search is depth-first. The decision nodes that are candidates to enter N Γ are denoted by N 1 . Among them, the node with the lowest priority rank is denoted by N min . The set of its incident edges is denoted by E min . It defines the set of possible extensions of Γ considered in the search (in other words, the children of the node associated to Γ in the enumeration tree). For every partial strategy Γ (in other words, at every node of the enumeration tree), one has an evaluation function ev that gives an upper bound of the RDU value of any strategy compatible with Γ. The optimality of the returned value RDU opt is guaranteed since only suboptimal strategies are pruned during the search as soon as ev is an upper bound.
We give below the main features of our algorithm. Initialization. A branch and bound procedure is notoriously more efficient when a good solution is known before starting the search. In our method, the lower bound (RDU opt ) is initially set to the RDU value of the EU-optimal strategy.
Computing the lower bound. At each node of the search, one computes the EU-optimal strategy among strategies that are compatible with Γ. When its RDU value is greater than the best found so far, we update RDU opt . This makes it possible to prune the search more quickly. Computing the upper bound. The evaluation function is denoted by ev. It returns an upper bound on the RDU value of any strategy compatible with Γ. The principle of this evaluation is to determine a lottery that stochastically dominates any lottery corresponding to a strategy compatible with Γ, and then to evaluate this ideal lottery according to RDU. This yields an upper bound since RDU is compatible with stochastic dominance, i.
. In order to compute such a lottery, one proceeds by dynamic programming in the decision tree. Actually, one can indifferently manipulate decumulative functions or lotteries, since both sets are in bijection (we recall that a lottery on utilities is considered as a function from U to [0, 1] in this paper). For the sake of clarity, we describe the recursion by refering to decumulative functions. The initialization is performed as follows: at each terminal node T ∈ N U is assigned a decumulative function G L T = (1, u(T ) ). Next, at each node N ∈ N, one computes the decumulative function of a lottery that stochastically dominates all the lotteries of subtree T (N). More precisely, at a chance node A, one computes the decumulative function G L A induced by the decumulative functions of its children as follows:
where G L N corresponds to the decumulative function assigned to node N ∈ N. Besides, at each decision node D, we apply the following recurrence relation on the decumulative functions: N) )L N denotes a compound lottery. This proves that L A stochastically dominates any lottery corresponding to a strategy in T (A).
• At a decision node D: if there exists N ∈ S (D) with (D, N) ∈ Γ, then the validity is obvious. In the other case, consider again a tuple ( 
This decumulative function is represented in bold in the right part of Figure 5. Then we have:
G L D 2 = (1, 3; 1 2 , 11). Similarly, one computes: -G L A 1 = 0.5G L D 2 + 0.5G L u(2) = (1, 2; 1 2 , 3; 1 4 , 11
) where G L u(2) is the decumulative function associated to the node of utility u(2), -G
L D 1 = G L A 1 = (1, 2;
Numerical Tests
Algorithms were implemented in C++ and the computational experiments were carried out on a PC with a Pentium IV CPU 2.13Ghz processor and 3.5GB of RAM.
Tests on random instances. We have first compared the performances of the MIP approach with the ones of the implicit enumeration approach. Our tests were performed on complete binary decision trees of even height. The height of these decision trees varies from 4 to 12, with an alternation of decision nodes and chance nodes. The utilities at the leaves are real numbers randomly drawn within interval [1, 1000] , and the conditional probabilities at the chance nodes are randomly drawn positive real numbers summing up to 1. Since the MIP approach requires a concave piecewise linear function ϕ, we used function ϕ defined by ϕ(p) = min{ f 1 (p), ..., f 5 (p)} with: Table 3 shows the average execution CPU times obtained by both approaches. The mixed integer linear programs are solved using the ILOG CPLEX v11.1.0 solver. Note that the solution times indicated in Table 3 for the MIP approach do not take into account the preprocessing time. When it is informative, the min and max values are indicated under the following format: min − average − max. Both approaches instantly give an optimal strategy for trees of height less than 8. However, when height exceeds 12, the implicit enumeration approach is much more efficient than the MIP approach. Next, we have gone further into the study of our implicit enumeration algorithm. For this purpose, we have measured the performances of the implicit enumeration approach with function ϕ defined by:
. This function is not concave nor piecewise linear. This is the one usually proposed to model sophisticated behaviors that the EU model is unable to describe [24] . Parameter γ takes value in interval [0, 1]. For γ = 1, we have ϕ(p) = p and RDU reduces to EU. We have tested our algorithm for several values of parameter γ, namely γ = 0.2, γ = 0.5 and γ = 0.8. Table 4 presents the performances of the algorithm with respect to parameter γ and the height of the decision tree. When it is informative, the min and max values are indicated. For each value of γ and height, we give the average performance computed over 50 decision trees. Unsurprisingly, the performances improve when γ is near 1 (i.e. RDU is close to EU). Note that, for bigger instances (i.e. the height of which is greater than 14), some hard instances begin to appear for which the solution time becomes high.
Finally, in order to evaluate the quality of the lower bound and the upper bound, we have investigated ratios RDU(L EU )/RDU * and RDU(L S D )/RDU * with respect to parameter γ and the height of the decision tree, where L EU is the lottery correspondig to an optimal strategy for EU, L S D is the lottery computed for evaluating the upper bound and RDU * is the value of the optimal strategy for RDU. The results are presented in Table 5 , where each value is an average over 50 instances. One can observes that RDU(L EU ) provides a good lower bound that naturally deteriorates when γ becomes close to 0 (i.e. the probabilities are very distorted). The upper bound appears to be within 10% of the optimal value on most instances.
However, the complete binary trees considered here are actually the "worst cases" that can be encountered. In fact, in many applications, the decision trees are much less balanced and therefore, for the same number of decision nodes, an RDU-optimal strategy will be computed faster, as illustrated now on a TV game example.
Application to Who wants to be a millionaire? Who wants to be a millionaire? is a popular game show, where a contestant must answer a sequence of multiple-choice questions (four possible answers) of increasing difficulty, numbered from 1 to 15. This is a double or nothing game: if the answer given to question k is wrong, then the contestant quits with no money. However, at each question k, the contestant can decide to stop instead of answering: he then quits the 17 , 900, 1800, 2100, 2700, 3600, 4500, 9000, 18000, 36000, 72000, 144000 and 300000 Euros respectively. Note that, actually, after the 5th and 10th questions, the money is banked and cannot be lost even if the contestant gives an incorrect response to a subsequent question: for example, if the contestant gives a wrong answer to question 7, he quits the game with 1800 Euros. Finally, the contestant has three lifelines that can be used once during the game: Phone a friend (call a friend to ask the answer), 50:50 (two of the three incorrect answers are removed), Ask the audience (the audience votes and the percentage of votes each answer has received is shown). We applied our algorithm to compute an RDU-optimal strategy for this game. For this purpose, we first used the model proposed by [38] to build a decision tree representing the game. In this model, a strategy is completely characterized by giving the question numbers where the different lifelines are used, and the question number where the contestant quits the game. We have carried out experimentations for various probability transformation functions, modelling different attitudes towards risk. The identity (resp. square, square root) function corresponds to an expected reward maximizer (resp. a risk averse, risk seeker decision maker). The results are reported in Table 6 . For each function ϕ, we give the expected reward (column Exp.) of the optimal strategy, as well as the maximum possible reward (column Max.) and the probability to win at least 2700 Euros (column G L (2.7K)). Note that, in all cases, the response time of our procedure is less than one second while there are 14400 decision nodes and the height is 30. This good behavior of the algorithm is linked to the shape of the decision tree, that strongly impacts on the number of potential strategies.
A limitation of the model introduced by Perea and Puerto [38] is that the choice to use a lifeline is not dependent on whether the contestant knows the answer or not. For this reason, we introduced the following refinement of the model: if the contestant knows the answers to question k, he directly gives the correct answer, else he has to make a decision. A small part of the decision tree for this new modelling is represented in Figure 6 ( 1 's represent the decision to use an available lifeline, answer or quit facing question 1 (in fact, this latter opportunity becomes realistic only from question 2). Finally, the answer is represented by a chance node (A i 1 's) where the probabilities of the events (correct or wrong answer) depend on the used lifelines. We used the data provided by Perea and Puerto [38] to evaluate the different probabilities at the chance nodes. The whole decision tree has more than 75 millions of nodes. The problem becomes therefore much harder since the number of potential strategies explodes. Unlike previous numerical tests, we had to use a computer with 64GB of RAM so as to be able to store the instance. Despite the high size of the instance, the procedure is able to return an optimal strategy in 2992 sec. for ϕ(p) = p 2 (risk averse behavior) and 4026 sec. for ϕ(p) = p (2/3) (risk seeker behavior). Note that, for risk seeker behaviors, the solution time increases with the concavity of the probability transformation function.
Computing RDU in an Influence Diagram
The previous approaches face the main inconvenience of decision trees: their size grows quickly when the number of decision stages increases. For this reason, we study the optimization of RDU in influences diagrams, that provide compact representations of sequential decision problems.
Influence Diagram Formalism
An influence diagram [18] is a graphical model for a sequential decision problem. Unlike decision trees, the emphasis is put on the decomposability of the underlying probability structure. By taking advantage of independences between involved random variables and utility variables, one gets a much more compact representation than the one obtained by expliciting all possible scenarios, as would be done in a decision tree. An influence diagram including random variables A 1 , . . . , A p and decision variables D 1 , . . . , D n is an acyclic digraph G = (N, E) such that:
• set N is partitioned into three subsets: a set N D = {D 1 , . . . , D n } of decision variables (represented by squares), a set N A = {A 1 , . . . , A p } of random variables (represented by circles), and a set N U = {U 1 , . . . , U m } of utility nodes (represented by diamonds);
• set E of directed edges is partitioned into three subsets: a set of functional edges from a decision variable or a random variable to a random variable or a utility node (edges representing dependences), a set of informational edges from a decision variable or a random variable to a decision variable (edges representing the observed variables before making a decision);
• the nodes representing random variables are endowed with a conditional probability table, indicating the probability of every event conditionally to the parent nodes;
• the utility nodes are endowed with a table indicating the utility conditionally to the parent nodes.
The following structural condition on the graph must also hold: there exists a path (including functional and informational edges) connecting all the nodes representing decision variables. An influence diagram is represented in the left part of Figure 7 , where the conditional probability tables and the utility tables have been deliberately omitted for the sake of brevity. The two possible decisions in D 1 (resp. D 2 ) are denoted by α and β (resp. γ and δ). The two modalities of random variable A 1 (resp. A 2 ) are η 1 and η 2 (resp. θ 1 and θ 2 ). The order in which the decisions and the observations are made is assumed to be
We adopt here the convention that the temporal order of the decisions are read from left to right. By "unfolding" the diagram, one obtains the decision tree represented in the right part of Figure 7 (note that the probabilities and the utilities indicated in the tree comply with the conditionings imposed by the diagram). Since both A 3 and U are independent from A 1 conditionally to D 1 , several subtrees are identical (see Figure 7) . Note that the presence of identical subtrees leads to repeat several times the same calculations when determining a strategy maximizing EU in the decision tree. Influence diagrams make it possible to avoid this pitfall, as detailed in the following section. 
RDU, Influence Diagram and Consequentialism
The purpose of our work is to "solve" an influence diagram when the preferences of the decision maker do not follow the EU model but the RDU model. The aim of solving the diagram is to determine the best strategy according to a decision criterion (EU, RDU or others). In order to define a strategy, it is necessary to know the random variables already observed when making each decision, as well as the temporal order in which the decisions are made. A strategy consists then in setting a value to every decision variable conditionally to its past. In a decision tree, the past of a decision variable is simply defined as the set of random variables and decision variables lying on the path from the root to that variable. The decision tree in the right part of Figure 7 includes 32 feasible strategies, among which strategy 
It means: decision γ is made in D 2 if decision α was made in D 1 and event θ 1 occured in A 2 , decision δ is made in D 2 if decision α was made in D 1 and event θ 2 occured in A 2 , etc. As a result, the set of strategies in the diagram of Figure 7 includes 16 strategies. It is important to note that the set of strategies considered in the influence diagram is only a subset of the strategies considered in the corresponding decision tree (for instance the abovementioned strategy for the decision tree is not in this subset). When optimizing EU, this does no harm since it is well-known that there always exists an EU-optimal strategy included in this subset (since there always exists an EU-optimal strategy that is consequentialist). A contrario, a strategy optimizing RDU is not necessarily included in this subset (since there does not always exist an RDU-optimal strategy that is consequentialist), as illustrated in the following example. 2 . This strategy is consequentialist. Now, assume that one adopts the following probability transformation function ϕ: 
Algorithms
Note that determining an EU-optimal strategy in an influence diagram is proved NP-hard. Determining an RDU-optimal strategy is even harder since the description of a non-consequentialist strategy may require a memory space whose size is exponential in the size of the diagram.
Two-phases method
Since an RDU-optimal strategy is not necessarily consequentialist, a first method that seems natural consists of two phases: 1) "unfolding" the influence diagram in a decision tree, then 2) determining an optimal strategy according to RDU directly in the decision tree. For phase 2, one can use the implicit enumeration approach proposed in Section 4.3.2. However, although it enables the determination of a real RDU-optimal strategy, this method is of course costly in memory space, and becomes impracticable when the size of the decision tree is prohibitive.
∆-relaxation method
For this reason, we propose another method that takes advantage of the compact structure of influence diagrams (without unfolding them in decision trees), at the cost of a reduction of the set of considered strategies. For this purpose, a first idea would be to explore only the space of consequentialist strategies, but one would then lose an important part of the descriptive power of the RDU model. Consequently, the approach we propose here does not renounce consequentialism: we introduce a relaxed form of consequentialism in order to realize a compromise between descriptive power and compactness of representation. By inserting additional functional edges in the diagram, one enlarges the space of considered strategies. Note that creating fictitious dependences between independent variables does not change the problem itself but only its representation. In Example 12 below, we illustrate the changes induced by the insertion of a new functional edge. Figure 7 , one obtains the diagram represented in Figure 8 . (D 1 , A 1 , D 2 , A 3 ) . However, the benefit is that the space of considered strategies is enlarged: since A 1 now influences the parameters in the future of D 2 , the decision made in D 2 is conditioned by the value 23 In the sequel, we name ∆-relaxation of consequentialism the fact of adding ∆ dependences on every decision variable. At worst, one adds |N D | × ∆ supplementary edges. Adding a dependence on a decision variable D amounts to inserting an edge 2 from V to V ′ with V ≺ D ≺ V ′ , provided D does not already depend on V. This latter condition can be graphically formalized as follows:
Example 12. After inserting edge (A 1 , U) in the influence diagram of
The inserted edges are of course not chosen arbitrarily. We now detail the procedure to select them. Our aim is primarily to keep the representation as much compact as possible. In this purpose, our heuristic to select edges to insert consists in choosing greedily the ones that have the least impact on the sizes of the tables in the diagram. Note first that, given two variables V and V ′ , inserting edge (V, V ′ ) increases the size of the 
. The aim of our heuristic in the greedy procedure to insert edges is to minimize this increment at each step. To this end, each time an edge has to be selected among a set of candidate edges, we choose an edge (V, V ′ ) such that i(V, V ′ ) is minimum. Algorithm 2 summarizes the whole procedure, where update table is a primitive that makes the table in V ′ depends on V (by duplicating the entries). We now detail the procedure for determining a strategy maximizing RDU after a ∆-relaxation of the diagram. As for decision trees, we propose here a branch and bound procedure to solve the influence diagram. The main differences are in the way the strategies are enumerated (branching rule) and in the dynamic programming procedure used to compute an upper bound (more precisely, a lottery stochastically dominating all possible lotteries). We give below the main features of the implicit enumeration scheme. Initialization. As for decision trees, one determines a strategy optimizing EU. Several solving algorithms have been proposed in the literature to accomplish this task [45, 21] . Schachter's algorithm [45] consists in eliminating incrementally the nodes of the diagram while respecting the partial order on them. For this purpose, edge reversals (of edges representing probabilistic dependences) are performed, that are sometimes very costly in computation time. Jensen et al.'s algorithm [21] (inspired from inference algorithms used in bayesian networks) consists in
transforming the influence diagram in a junction tree, and then applying nonserial dynamic programming [5] in the junction tree. We have adopted this latter approach in our implementation, since its performances are generally assumed better than the ones of Schachter's algorithm. Branching rule. The branching rule we use is to set a value to a decision variable conditionally to the variables that influence it. For instance, for the diagram in Figure 8 , one separates the set of strategies characterized by:
into two subsets characterized respectively by:
The enumeration tree is represented in Figure 9 . The instanciated nodes are indicated in bold. The order in which the variables are considered in the enumeration tree is compatible with the temporal order on the decision nodes (remember that there always exists a path linking all the decision nodes in the diagram). Computing the lower bound. This is similar to what is done in decision trees. At each node of the enumeration tree, one computes a strategy optimizing EU in the subset of considered strategies, and one evaluates it according to RDU. Computing the upper bound. As for decision trees, we need to compute a lottery stochastically dominating any lottery corresponding to a feasible strategy (so that its RDU value is an upper bound). For this purpose, we use a dynamic programming procedure. We recursively compute such a lottery for every decision variable and every possible instantiation of the variables in its past (compatible with decisions already set). In the following, for simplicity, we assume that there is only one single utility variable U, that takes value in {u 1 , . . . , u m } with u 1 ≤ . . . ≤ u m . We use a backward induction procedure. The initialization in U is performed by the following formula:
where 
The stochastically dominating lottery is then easily determined by the following formula:
The value finally returned is computed by applying RDU to the lottery obtained in D 1 . Note that the conditionings are in fact performed on much smaller sets of variables thanks to the independences displayed in the influence diagram. In order to optimize the calculations, we used a junction tree, like in Jensen's algorithm [21] .
Numerical Tests
The two proposed algorithms (the two-phases method and the one operating directly in the influence diagram endowed with fictitious dependences) have been implemented in C++ and the computational experiments were carried out on a PC with a Pentium IV CPU 2.13Ghz processor and 3.5GB of RAM (as for decision trees). We present below the results obtained on randomly generated influence diagrams. We first describe the mechanism of the random generator. We then analyze the performances of the algorithms, both in terms of computation time and solution quality. We used the same function ϕ as for decision trees:
, with γ = 0.2 (value of γ for which the probabilities are the most distorted). 
Random Generator
In order to control the size of the generated influence diagrams, all nodes of the diagram must be taken into account when computing an optimal strategy. For this purpose, given a fixed number n of decision nodes, one first creates a path of length 2n + 1 alternating decision variables and random variables, with a utility variable at the leaf node. For instance, for two decision variables, it gives:
Then, to avoid that some variables in the diagram play no real role (i.e., have no impact on the choice of an optimal strategy), one imposes that every random variable influences another random variable (as long as there exists at least one random variable in its future). Coming back to the previous example, one can obtain:
To densify the diagram, edges are randomly inserted between some nodes. Concerning utilities and conditional probabilities, they were randomly generated. Finally, we used the greedy algorithm described in Section 5.3 to perform the ∆-relaxation of consequentialism.
Numerical Results
To evaluate the computational gain when directly working in the influence diagram, we compared the execution times of the implicit enumeration algorithm in the two-phases method with the execution times of the algorithm performing a ∆-relaxation of consequentialism for various values of ∆. Table 7 indicates the execution times obtained (average time in seconds over 40 randomly generated instances for each entry). In each column, we vary the number of decision variables (i.e. we vary the value of n) and in each row is varied the value of ∆. The time taken by the two-phases method is indicated in the last line of the table. Symbol "-" appears when there exist instances for which the execution time is very important (beyond 30 minutes). Not surprisingly, the more n and ∆ increase, the more the execution times increase. The two-phases method does not make it possible to solve instances with more than 7 decision nodes. In comparison, the ∆-relaxation method enables to solve instances with up to 10 decision nodes, at the cost of optimality. 97%  100%  3  93%  96%  98%  100%   4  92%  93%  95%  97%  97%   5  93%  94%  95%  95%  97%  6  92%  93%  93%  95%  96%   Table 8 : Influence of parameter ∆ on strategy quality.
In order to evaluate the quality of the solutions returned by the ∆-relaxation method, we compared their RDU values with the optimal ones in the corresponding decision trees (obtained by applying the two-phases method). Given an influence diagram ID, we denote by RDU * (ID) (resp. RDU ∆ (ID)) the RDU value of a strategy optimizing RDU in the corresponding decision tree (resp. optimizing RDU in ID after performing a ∆-relaxation of consequentialism). In order to evaluate the influence of parameter ∆ on the strategy quality (w.r.t. RDU), we computed ratio RDU ∆ (ID)/RDU * (ID) for different values of ∆ and n. For each value of n, 200 instances were randomly generated. Then, on these instances, we performed a ∆-relaxation of consequentialism for ∆ varying from 0 to 5. Table 8 shows the average ratio obtained (in percentage) over the 200 instances. The empty entries correspond to cases where all dependences are already present, and therefore the value is 100%. When ∆ = 0, one considers only consequentialist strategies. One can see that, for the instances considered here, the values of the returned strategies are significantly closer to the optimum for ∆ = 5 than for ∆ = 0 (thanks to the consideration of some non-consequentialist strategies).
Conclusion
In this article, we have proposed algorithms for optimizing RDU in sequential decision problems represented by decision trees or influence diagrams. The problem is NP-hard for both representations. For optimizing RDU in decision trees, we have provided a MIP formulation (adapted to risk seeker decision makers) and a branch and bound procedure (adapted to any attitude toward risk). The upper bound used in the branch and bound procedure is computed by dynamic programming, and is polynomial in the number of decision nodes. Note that this upper bound is actually customizable to any decision criterion compatible with stochastic dominance. The tests performed show that the dedicated branch and bound algorithm performs better than CPLEX applied to the MIP formulation. Our method makes it possible to solve efficiently random instances the number of decision nodes of which is near six thousands, and real-world instances the number of decision nodes of which is 75 millions (thanks to the particular shape of the decision tree).
However, when the number of stages grows, the decision tree formalism does not make it possible to compactly store the problem instance. Influence diagrams, that expresses in a concise way the problem instance by using independences between variables, are then very useful. When optimizing RDU in influence diagrams, we aim therefore at conciliating optimality and compactness issues (determining a strategy the RDU value of which is close to optimum, and the storage of which does not require too much memory space). We have shown that the space of strategies considered in an influence diagram is smaller than the space of strategies considered in the corresponding decision tree, since it is restricted to consequentialist strategies. For this reason, we 28
have proposed an approach where the influence diagram is endowed with new edges representing fictitious dependences (∆-relaxation of consequentialism). This enables to enrich the space of strategies with non-consequentialist strategies. This kind of strategies are indeed appreciated by RDU-maximizers. The numerical experiments carried out show the interest of ∆-relaxation since the RDU value of the computed strategy significantly improves the value obtained for a consequentialist strategy. In order to enhance the approach proposed here, the most promising research direction is to identify crucial edges, i.e. edges whose insertion in the influence diagram would significantly increase the RDU value of the returned strategy. It would indeed limit the growth of the size of the diagram, and it would improve the quality of the returned strategy. In a different research direction, it is worth investigating a new compact graphical model able to handle non-consequentialist decision criteria, since the influence diagram representation seems to be not very suitable for it.
A. Proofs Proposition 1. The determination of an RDU-optimal strategy (problem RDU-OPT) in a decision tree is an NP-hard problem.
Proof. The proof relies on a polynomial reduction from problem 3-SAT, which can be stated as follows:
INSTANCE: a set X of boolean variables, a collection C of clauses on X such that |c| = 3 for every clause c ∈ C. QUESTION: does there exist an assignment of truth values to the boolean variables of X that satisfies simultaneously all the clauses of C ? Let X = {x 1 , . . . , x n } and C = {c 1 , . . . , c m }. We now show how to reduce problem 3-SAT to finding a strategy of value greater or equal to m in a polynomially generated decision tree. The polynomial generation of a decision tree from an instance of 3-SAT is performed as follows. One defines a decision node for every variable of X. Given x i a variable in X, the corresponding decision node in the decision tree, also denoted by x i , has two children: the first one (chance node denoted by T i ) corresponds to the statement 'x i has truth value "true"', and the second one (chance node denoted by F i ) corresponds to the statement 'x i has truth value "false"'. The subset of clauses which includes the positive (resp. negative) literal of x i is denoted by {c i 1 , . . . , c i j } ⊆ C (resp. {c i ′ (1 ≤ h ≤ k), as well as an additionnal child corresponding to fictive consequence c 0 . Node T i has therefore j + 1 children, while node F i has k + 1 children. In order to make a single decision tree, one adds a chance node C predecessor of all decision nodes x i (1 ≤ i ≤ n). Finally, one adds a decision node as root, with C as unique child. The obtained decision tree includes n + 1 decision nodes, 2n + 1 chance nodes and at most 2n(m + 1) terminal nodes. Its size is therefore in O(nm), which guarantees the polynomiality of the transformation. For the sake of illustration, on Figure 10 , we represent the decision tree obtained for the following instance of 3-SAT: (x 1 ∨ x 2 ∨ x 3 ) ∧ (x 1 ∨ x 3 ∨ x 4 ) ∧ (x 2 ∨ x 3 ∨ x 4 ).
Note that one can establish a bijection between the set of strategies in the decision tree and the set of assignments in problem 3-SAT. For that purpose, it is sufficient to set x i = 1 in problem 29
3-SAT iff edge (x i , T i ) is included in the strategy, and x i = 0 iff edge (x i , F i ) is included in the strategy. An assignment such that the entire expression is true in 3-SAT corresponds to a strategy such that every clause c i (1 ≤ i ≤ m) is a possible consequence (each clause appears therefore from one to three times). To complete the reduction, we now have to define, on the one hand, the probabilities assigned to the edges from nodes C, T i and F i , and, on the other hand, the utilities of the consequences and function ϕ. The reduction consists in defining them so that strategies maximizing RDU correspond to assignments for which the entire expression is true in 3-SAT.
More precisely, we aim at satisfying the following properties: (i) the RDU value of a strategy only depends on the set (and not the multiset) of its possible consequences (in other words, the set of clauses that become true with the corresponding assignment), (ii) the RDU value of a strategy corresponding to an assignment that makes satisfiable the 3-SAT expression equals m, (iii) if a strategy yields a set of possible consequences that is strictly included in the set of possible consequences of another strategy, the RDU value of the latter is strictly greater.
For that purpose, after assigning probability 1 n to edges originating from C, one defines the other probabilities and utilities as follows (i 0) : where p i is the probability assigned to all the edges leading to consequence c i . For the edges of type (T j , c 0 ) (or (F j , c 0 )), one sets u(c 0 ) = 0 and one assigns a probability such that all the probabilites of edges originating from T j (or F j ) sum up to 1. Note that this latter probability is positive since the sum of p i 's is strictly smaller than 1 by construction. Finally, function ϕ is defined as follows 3 :
n ; By increasingness of ϕ, we have 
