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ABSTRACT 
We determine the minimum permanents and minimizing matrices over cer- 
tain faces of the polytope of doubly stochastic matrices. 
1. INTRODUCTION 
Let R, denote the polytope consisting of all n x n doubly stochastic 
matrices. Since the resolution of the famous van der Waerden conjecture 
[5, 6, 111, many efforts have been made to minimize the permanent function 
over various faces of R, [l, 3, 4, 7-91. 
An n x n (0, 1) matrix D = [dij] is said to have total support if 
perD(i(j) > 0 whenever dij > 0, where D(ilj) denotes the matrix ob- 
tained from D by deleting row i and column j [lo]. For an n x n(0, 1) 
matrix D with total support, let 
at(D) = {A E s&IA I D} 
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where A 5 D means that every entry of A is less than or equal to the 
corresponding entry of D. Then R(D) is a nonempty face of R,, and every 
nonempty face of R, is determined in this fashion [a]. Let Pmt(D) denote 
the set of all permutation matrices P with P 5 D. Then Pmt(D) is the 
set of vertices of the polytope R(D), and 
1 
-c per A 
P 
PEPmt(D) 
is the barycenter of O(D). 
A matrix A E C?(D) is called a minimizing matrix over n(D) if perA 5 
per X for all X E O(D). We denote by Min(D) the set of all minimizing 
matrices over O(D). D is called cohesive if there is a minimizing matrix in 
the interior of n(D), and is called barycentric if the barycenter of R(D) is 
a minimizing matrix [l]. Clearly a barycentric matrix is cohesive. 
In [l] the minimum permanent and the set of all minimizing matrices 
are determined over the faces of R, defined by PBnQ, where P and Q are 
permutation matrices and B, is the following n x n, Hessenberg matrix: 
‘00 
‘00 
. 
. 1 0 
. 1 1 
1 1 
What is interesting about this matrix is that “almost all” the matrices in 
R(B,) are minimizing matrices in the sense that 
dim Min(B,) 
/-%s dim R(B,) = ” 
The matrix B, is known to be barycentric. An example of a non- 
barycentric and hence noncohesive matrix having total support is the fol- 
MINIMIZING THE PERMANENT 
lowing 12 X n matrix: 
110 0 ‘.’ 0 0 
10 1 0 .‘. 0 0 
10 0 1 ‘.’ 0 0 
C,= Xf’.,‘., ; . 
. . . . . . . 
10 0 0 “’ 0 1 
111 1 “’ 1 1 
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In [I] the minimum permanent over Q(C,) was computed to be 
(n - 2)n-2 
(n - 1),-l ’ 
which is attained uniquely at the matrix 
1 n-2 
1 0 n-2 0 
1 1 0 0 ‘,. 
n-l: : : . .._ 
. 
10 0 . ..072-2 
0 1 1 . ..l 1 
Let n be a positive integer. For a pair of positive integers p, q with 
p-t 4 I n, let D,,, denote the matrix obtained from C, by replacing each 
of the entries in the last q rows with 1 and by replacing each of the entries 
in the first p columns with 1. 
In t,his paper we deal with the permanent minimization problem over 
the face O(D,,,) of R,,. 
2. PRELIMINARIES 
For subsets CX, p of { 1, 2, . . , ,n}, and for an n x n matrix A, let A(@) 
denote the matrix obtained from A by deleting the rows indexed by a and 
the columns indexed by /?, and let A[al,f3] d enote the matrix complementary 
to A((Y~@) with respect to A. An n x n matrix is called fully indecomposable 
if it does not contain a t x (n - t) zero submatrix. If a square (0, 1) matrix 
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D is not fully indecomposable, then there are permutation matrices P, Q 
and fully indecomposable (0, 1) matrices D1, Dz, . . . , D, such that 
PDQ = 
D1 0 . . . . . 0 
* D2 0 . . . 1 
* * . . . . . . : 
. . . . . . . . . . . 0 
* * ... * D,. 
But then R(PDQ) = R(D1) CB.. .@s2(D,). So in discussing the permanent 
minimization problem, we need only consider the faces determined by fully 
indecomposable (0, 1) matrices. 
It is well known that if D is a fully indecomposable (0, 1) matrix, then 
every minimizing matrix over R(D) is also fully indecomposable [7]. Prom 
now on, let J, denote the n x n matrix all of whose entries equal l/n, and 
let In denote the identity matrix of order n. 
In our subsequent discussion, we often make use of the following well- 
known results. 
LEMMA 1. (Foregger [7]). Let D = [dij] be a filly indecomposable 
(0, 1) matrix. Then for every minimizing matrix A = [uij] over R(D), 
perA(i]j) 2 per A for eveypair (i, j) with dij > 0, with equality if uij > 0. 
LEMMA 2. (Mint [9]). Let D = [dl, da, . . . , d,] be an n x n (0, 1) 
matrix, and let A = [ai, a2, . . , %,I be a minimizing matrix over R(D). If, 
for some k, dl = . . = dk, then A( Jk $ In-k) is also a minimizing matrix 
over Cl(D). A similar statement holds for rows. 
3. MINIMIZING THE PERMANENT OVER R(Dp, Q) 
The structures of minimizing matrices over Cl(D,, 4) differ according to 
the cases p + q = n and p + q < n. Since the case p + q = n reduces to the 
work in [8], we mainly deal with the case p + q < n. Prom now on, for’ a 
positive integer k, let Sk denote the permanent of Jk, i.e., 
and for positive integer s, t, let K,,t denote the s x t matrix of 1’s. 
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THEOREM 1. Let p + q < n. Then the minimum permanent over 
fl(%,) is 
(n -p - q)n-P-” 
sP6, (n _ p - q + l)n-P-q+’ 
Proof. Let X be a minimizing matrix over R(I),,,), and let Y = 
(In-, @ J,)X(J, @ In-p) = [yij]. Then, by Lemma 2, Y is also a 
imizing matrix which has the form 
Y= 
lKp-l,p P 0 
bl . bl Xl 
bz bz x2 0 
0 ‘.. 
b, . . . b, %I 
Cl c2 ” Gn 
Y&P i : 
Cl c2 .” Gl 
0 
0 
lK, q-l 4 ’ 
wherem=n-p-q+1 
We first prove that x1 = = x, using Lemma 1. Observe that 
b, # 0, c, # 0 for all i = 1, . , n, since D,,, is fully indecomposable. Now 
min- 
(p - l)! (q - l)! 
perY(pll) = pp_l ~~X2X3'..XmqC1, 44-l 
(p - l)! (q - l)! 
perY(p+ 111) = pp-l PX]X3 x,qc2. qv1 
Since per Y(pl1) = per Y(p+ 111) by Lemma 1, it follows that 22~1 = ~1~2, 
i.e., 
x2(1 - Xl) x1(1 -x2) 
= 
4 4 ’ 
which implies that x1 = x2. 
Sirnilarly we can show that x, = xj for all i, j = 1, . . . , m. Then it 
follows that all the hi’s are equal and all the ci’s are equal. Let x1 = . = 
z, = x, bl = . . . z b, = b, and cl = . . = c, = c. 
Next we claim that y = 0. For, suppose that y > 0. Then per Y (nil) = 
per Y (pj 1) so that 
(p - l)! (q - l)! ------------_z m (p - l)! (q - l)! 
pp-1 94-1 
-_-----------_z 
pp-1 44-l 
m-lqc=o 
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implying that x = qc. But then qc = i and hence 
9= 5 ~Yi~=p9y+~+q-l>q, 
z=n-q+1 j=l 
a contradiction. Therefore it must be that y = 0. Thus it follows that 
b=L 1 m-l 
mp’ 
c=-, z=-, 
m9 m 
and we can easily compute per Y as 
per Y = 6,6, 
(m - l)m-l 
mm 
from the previously computed value of per Y(pJ1) and from Lemma 1, and 
the proof is completed. ??
By definition, notice that Dr, r = C,. Plugging p = 1, q = 1 into the 
expression for the minimum permanent in Theorem 1, we get 
(n - 2),-Z 
(n - 1)n-1’ 
which coincides with the minimum permanent over O(Cn) mentioned ear- 
lier. 
We now determine the set of all minimizing matrices over Q(D,,,). 
THEOREM 2. Let p + q < n and let A E R(D,, q), Then A is a mini- 
mizing matrix over O(D,,,) if and only if A satisfies 
(1) A[& . . . i P - 111, . d., P] = ;K,-I,,, 
(2) A[n - q + 1, . . . , n/71. - q + 2, . . . , n] = ;Kq,q--1, 
(3) A[n - q + 1, . . . , nil, . . , p] = 0, 
(4) A[p, . . , n - qlp + 1, . . . , n - q + 11 = %I,, 
wherem=n-p-q+l. 
Proof Let A be a minimizing matrix over R(D,, q). We have seen in 
the proof of Theorem 1 that A has the form u 0 0 
[ 1 * YIm 0 0 * v 
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where U, V are some matrices of size (p - 1) x p and q x (q - 1) respectively. 
We need only to show that U = (l/~)K~-_r,~ and V = (1/q)K4,9_-1. Notice 
that every row of U has sum 1. We first show that every column of U has 
sum (p-1)/p, i.e., that all the columns of U have the same column sum. Let 
(sr, , sp) be the column sum vector of U. Without loss of generality, 
we may assume that sr > s2 > ... > sP. Suppose that (sr, . . , sp) # 
((p - l)/p)(l, . , 1). Then sr > (p - 1)/p > sP. Let 
and let Y = B(J, @ In_P). Th en both B and Y are minimizing matrices, 
and B has the form 
x y ". y 
. . 0 0 . 
5 y ..' y 
a1 bl .‘. bl 
a2 b2 .‘. b2 
. . *Im 0 . . . 
am b, . b, 
0 LK mq 4,m ‘Kq q-1 q > 
where x > l/p > y. Since B is fully indecomposable, at least one of ai’s, 
say al, is not zero, so that per B(pl1) = per Y (~11). However, 
perB(pj1) = yp-‘(p- l)!perB(l, . . . . pll, , p) 
< (P-l)! 
pp-l wrY(1, . . , pl1, . , P) = perY(pll), 
a contradiction. Therefore it must be that sr = ... = sP. Write U = 
[uij]. Without 1 oss of generality we may assume that ~11 2 I+ for all 
i = 1, . ..) p - 1 and all j = 1, . . . , p. 
Suppose that U # (l/p)KP_r,P. Then zlrr > l/p. Let 
C = (I1 @ Jp-2 @I, @ Jq)A(I1 $ Jp--l @I, $ Jq--l). 
Then C is also a minimizing matrix and has the form 
w 0 0 
* *Im 0 
0 $&v LKq,q-l q I 
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Ull a ... a 
w= P Y”.Y 1 11 . . . . . . . P Y...Y 
Since uir > l/p, we see that CY < l/p and hence that y > l/p. Now 
perC(pl1) = aypP2(p - l)!perC(l, . . , pll, . . . , p) 
< (P-l)! -perY(l, . . , p/l, . . . , p) = perY(pll), 
pP-1 
a contradiction again. Therefore it must be that U = (l/~)K~_r,~. Simi- 
larly we can show V = (l/q)Kq,q_i. 
Conversely suppose that A E fi(D,,,) satisfies conditions (1) to (4) of 
the theorem so that it has the form 
LKp-l,, 0 0 P 
Xl 
FIm 0 
X7Tl 
0 Yl . . . Ym f %q-1 
Expanding per A along the first p columns, we get 
perA = Fp er i=l [ “KEil’p] (v)m-l per [yi, ~K,,,I] 
m-l 
= 
( ) 
- m-lgiper (~Kp-~,p-l)~per (~&-I,~-I) 
m 
m-l m-l 1 (p - l)! (q - l)! 
= ( > m mpp-l 44-l = bps, (m - l)@ mm ’ 
since each of the row vectors xi, . . . , x, and column vectors yi, . . , ym 
has entry sum l/m. Therefore A is a minimizing matrix and the proof is 
completed. ??
It is well known that, for an n x n fully indecomposable (0, 1) matrix D, 
dim R(D) = a(D) - 2n + 1, where (T(D) stands for the number of positive 
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entries of D. Therefore 
dim a( II,, q) = pn + qn - pq + m - 2n + 1 
= (p+q-l)n-pq-p-q+2, 
sincem+p+q-l=n. 
To determine the dimension of Min(D,,,), we proceed as follows. For 
positive integers s, t, let U(tE,, s&) denote the set of all s x t nonnegative 
matrices with row sum vector tE, and column sum vector s Et, where E,, Et 
stand for the s-vector of l’s and the t-vector of l’s respectively. Then 
Lf(tE,, sEt) is a convex set of dimension (s - l)(t - 1). Now, by Theorem 
2, we can define a map f : Min(D,, 4) - U(pE,, mE,) xU(mE,, qE,) by 
f(A) =(wA[p, . . ..p+m-111. . . ..P]. 
mqA[n - q + 1, . . , njn -p + 1, . . , n -p + ml). 
Then f defines an affine isomorphism of Min(D,,,) onto U(pE,, mE,) x 
U(mE,,,E,). From this we see that 
dim Min(D,, 4) = (p - l)(m - 1) + (q - l)(m - 1) 
= (P + 4 - 2)n - (P + 4 - 2)(P + 4) 
Therefore, we have the following 
THEOREM 3. For fixed positive integers p, q, 
dim Min(D,,,) _ p + q - 2 
J% dim 0(D,,,) - p+q-1’ 
In the case that p + q = n, i.e., that m = 1, D,) 9 is a staircase matrix. 
Here, by a staircase matrix we mean a square (0, 1) matrix partitioned into 
blocks AQ such that Aij = 0 for all i, j satisfying i < j and such that Aij 
is a matrix of l’s for all i, j satisfying i 2 j. A theorem in [8] tells US that 
the minimum permanent over R(D,, 4) is 
p!q! 
6,626, = - 
2PT 
and the minimizing matrices are the doubly stochastic matrices which have 
204 
the form 
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0 
LKp_l,p : P 0 
0 
* ; ()...o 
* * ‘Kq q-l 
4 9 
of which the barycenter of R(D,,,) is one. 
For an n x n (0, 1) matrix D = [dij] with total support, we call (k, 1) a 
vanishing point if dkl = 1 and C&l = 0 for all minimizing matrix A = [aij] 
over R(D). Let V(D) denote the set of all vanishing points of D. We call 
V(D) the vanishing set of D. 
Note that for any square (0, 1) matrix D, 
D- C Ei3 
(i,j)EV(D) 
is cohesive, where Eij stands for the n x n matrix all of whose entries are 
0 except for the (i, J’) entry, which is 1. 
For the matrix D,,, withp+q < n, we have V(D,,,) = {n-q+ 
1, . . , n) x (1, . . . , ~1. Let G,,, = Dp,, - &z,j)EV(~, ,,,) J%. We have 
seen that D,, q is not cohesive. However, the minimizing matrix 
LK 
P P-l,P 
0 0 
&Km,p *I- 0 , 
0 $%m $A,-1 1 
of 0( D,, q), which is of course a minimizing matrix of R(G,, 4) too, is the 
barycenter of G,* q so that Gp, q is cohesive. 
We here propose the problem how large a vanishing set can be. We 
conjecture that the number of points in a vanishing set is less than or 
equal to 
i 
(I# if n is odd, 
(:)” _ 5 if n is even, 
with equality if and only if D = D,, 4 with p + q = n - 1 and (p - q1 5 1. 
The author wishes to thank the referee for pointing out several errors 
in the original manuscript and for some valuable comments. 
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