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We show an equivalence relation between fault-tolerant circuits for a stabilizer code and fault-tolerant adia-
batic processes for holonomic quantum computation (HQC), in the case where quantum information is encoded
in the degenerated ground space of the system Hamiltonian. By this equivalence, we can systematically con-
struct a fault-tolerant HQC scheme, which can geometrically implement a universal set of encoded quantum
gates by adiabatically deforming the system Hamiltonian. During this process, quantum information is pro-
tected from low weight thermal excitations by an energy gap that does not change with the problem size.
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I. INTRODUCTION
Quantum computers are superior to classical ones in solv-
ing specific difficult problems, yet they are extremely vulner-
able to errors during the computation process. It has been
shown that if the errors of each type are local, and their rates
are below a certain threshold, it is possible to implement quan-
tum algorithms reliably with arbitrarily small error [1–4].
These quantum threshold theorems are based on the idea of
quantum error correction (QEC).
In addition to QEC, there have also been proposals to deal
with noise by designing the “hardware” to provide inherent ro-
bustness. One of such method is holonomic quantum comput-
ing (HQC) [5]—an all-geometric, adiabatic method of com-
putation that uses a non-Abelian generalization of the Berry
phase [6]. This approach is robust against certain types of
errors during the adiabatic evolution [7–9] and offers some
built-in resilience.
Another method is to use the adiabatic quantum computing
(AQC) [10, 11] model instead of the standard quantum circuit
model, which slowly drags the ground state of the system to
the final Hamiltonian, whose ground state encodes the solu-
tion of the problem. AQC would take advantage of the energy
gap between the ground state and other excited states to sup-
press thermal noise when evolution is very slow [12, 13].
The combination of fault-tolerant techniques and HQC was
studied in Ref. [14, 15], where the system Hamiltonian is an
element of the stabilizer group or gauge group. Single qubit
or two-qubit unitary operations are realized through continu-
ously deforming the the system Hamiltonian. During this pro-
cess, the path in the parameter space forms an open loop and
results in the desired unitary transformation. After a sequence
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of such elementary operations, a closed-loop holonomy is ob-
tained in the code space. However, this approach does not
protect quantum information from thermal noise since there is
no energy gap between the code space and error spaces. Also,
while considerable work has been done in [12, 16], a fault-
tolerant theory for AQC is still lacking. The system’s mini-
mal energy gap, which determines the time scale of evolution,
scales as an inverse polynomial in the problem size [17, 18],
so that the temperature must be lowered polynomially to pre-
vent thermal excitation.
In this paper, we present a scheme combining advantages
of all three methods mentioned previously. First, we show an
equivalence relation between fault-tolerant circuits and fault-
tolerant adiabatic processes in the case where quantum infor-
mation is encoded in a code space, which is also the ground
space of a system Hamiltonian. Based on this, we present
an alternative way to systematically construct a fault-tolerant
HQC process that takes advantage of the energy gap between
the ground space and other excitation states. Unlike AQC,
this gap does not change with the problem size, and we know
the exact value of the gap during the process, which greatly
enhances the ability to prevent low-weight thermal excita-
tion. With a lower error rate at the physical level of the fault-
tolerant scheme, it may help to reduce the number of qubits
needed and the frequency of error detection and error correc-
tion.
The structure of this paper is as follows. In Sec. II, we
review the preliminaries that we will use to formulate our
problem. Specifically, after defining HQC in Sec. II A, we
review the geometrical setting of the holonomic problem in
Sec. II B, and the basic ideas of fault-tolerant quantum com-
puting in Sec. II C. We connect fault-tolerant techniques and
HQC in Sec. III. In Sec. III A, we describe our method to con-
struct an adiabatic process from a fault-tolerant circuit to im-
plement encoded unitary operations. Then in Sec. III B, we
prove that our method of constructing encoded unitary op-
erations is fault-tolerant, and discuss how it can realize uni-
ar
X
iv
:1
30
9.
15
34
v2
  [
qu
an
t-p
h]
  2
9 J
an
 20
14
2versal fault-tolerant quantum computation. Several examples
are given in Sec. IV. In Sec. IV A, we show how our scheme
works on the simplest 3-qubit repetition code. A less trivial
example, of the encoded CNOT gate for the Steane code, is
given in Sec. IV B. We summarize our results and conclude in
Sec. V.
II. PRELIMINARIES
A. Holonomic quantum computation
Consider a family of Hamiltonians {Hλ} on an
N−dimensional Hilbert space. The point λ, parametriz-
ing the Hamiltonian, is an element of a manifold M called
the control manifold, and the local coordinates of λ are
denoted by λi (1 ≤ i ≤ dimM). Assume there are only
a fixed number of eigenvalues εk(λ) (this is the case we
are interested in) and suppose the nth eigenvalue εn(λ) is
Kn-fold degenerate for any λ. The degenerate subspace at
λ is denoted by Hn(λ). The orthonormal basis vectors ofHn(λ) are denoted by {∣φnα;λ⟩}, satisfying
Hλ∣φnα;λ⟩ = εn(λ)∣φnα;λ⟩, (1)
and
⟨φnα;λ∣φmβ ;λ⟩ = δnmδαβ . (2)
Now assume the parameter λ is changed adiabatically, which
means that
(εn(λ(t)) − εn′(λ(t)))T ≫ 1 (3)
is satisfied for n ≠ n′ during 0 ≤ t ≤ T ). Suppose the ini-
tial state at t = 0 is an eigenstate ∣ψn(0)⟩ = ∣φnα;λ(0)⟩. The
Schro¨dinger equation is
i
d
dt
∣ψn(t)⟩ =H(λ(t))∣ψn(t)⟩, (4)
whose solution will have the form
∣ψn(t)⟩ = Kn∑
β=1 ∣φnβ ;λ(t)⟩Uβα(t). (5)
where we have used the adiabatic approximation from Eq. (3).
Substituting Eq. (5) into Eq. (4), one finds that Uβα satisfies
U˙βα(t) = − iεn(λ(t))Uβα(t)−∑
µ
⟨φnβ ;λ(t)∣ ddt ∣φnµ;λ(t)⟩Uµα(t). (6)
The solution can be expressed as
U(t) = exp(−i∫ t
0
εn(λ(s))ds)T exp(−∫ t
0
An(τ)dτ) ,
(7)
where T is the time-ordering operator and
Anβα(t) = ⟨φnβ ;λ(t)∣ ddt ∣φnα;λ(t)⟩ (8)
is the Wilczek-Zee (WZ) connection [6]. Define the connec-
tion
Ani,βα(t) = ⟨φnβ ;λ(t)∣ ∂∂λi ∣φnα;λ(t)⟩, (9)
through which U(t) can be expressed as
U(t) = exp(−i∫ t
0
εn(λ(s))ds)P exp(−∫ λ(t)
λ(0) ∑i Ani dλi) ,
(10)
where P is the path-ordering operator. Suppose the path λ(t)
is a loop λ in M such that λ(0) = λ(T ) = λ0. Then after
transporting through λ, states are transformed to
∣ψn(T )⟩ = Kn∑
β=1 ∣ψnβ(0)⟩Uβα(T ). (11)
The unitary matrix
Γλ = P exp(−∮
λ
∑
i
Ani dλi) (12)
is called the holonomy associated with the loop λ(t). Γλ
is a purely geometric object, and is independent of the
parametrization of the path. Note that for a given Γλ, there
exist infinitely many paths λ. Given a path λ, to find the
holonomy is easy. However, the inverse problem—given a
holonomy, to find the the proper path λ—is in general not
trivial at all. In the rest of the paper, we will discuss how to
find a proper path λ to realize a certain holonomy in the code
space, and thus perform an encoded quantum gate operation.
B. Formulation of geometric problem
The definition introduced in Sec. II A is not easy to use for
our purpose. In this section, we outline the geometric set-
ting of the holonomic problem as described in Refs. [19, 20],
which gives a clearer picture and more concise formulation of
the problem. We focus on the ground space of the Hamilto-
nian to simplify the problem. However, this formalism is quite
general, and can be applied to any eigenspace of the system
Hamiltonian.
Suppose we have a family of Hamiltonians acting on the
Hilbert space CN , and the ground state of each Hamilto-
nian is K-fold degenerate (K < N ). The natural math-
ematical setting to describe this system is the principal
bundle (SN,K(C),GN,K(C), pi,U(K)), which consists of
the Stiefel manifold SN,K(C), the Grassmann manifold
GN,K(C), the projection map pi ∶ SN,K(C) → GN,K(C),
and the unitary structure group U(K). We explain the mean-
ing of these mathematical objects below.
The Stiefel manifold is defined as:
SN,K(C) = {V ∈M(N,K;C)∣V †V = IK}, (13)
3where M(N,K;C) is the set of N × K complex matrices
and IK is the K−dimensional unit matrix. Physically, each
column of V ∈ SN,K(C) can be viewed as a normalized state
in CN , and V can be viewed as an orthonormal set of K basis
of the ground space of Hamiltonian. Since we have freedom to
transfer from one orthnormal basis of ground space to another
through unitary transformation, we can then define the unitary
group U(K) that acts on SN,K(C) from the right:
SN,K(C) ×U(K)→ SN,K(C), (V,h)↦ V h, (14)
by the matrix product of V and h. V and V h can be viewed as
two different orthonormal basis corresponding to the ground
space.
During the adiabatic evolution, the ground space of the
Hamiltonian may change. The ground space can be viewed
as a K-dimensional hyperplane in CN . So we introduce the
Grassmann manifold in CN :
GN,K(C) = {P ∈M(N,N ;C)∣P 2 = P,P † = P,TrP =K},
(15)
where P is a projection operator onto the hyperplane in CN ,
and the condition TrP =K indicates that the hyperplane isK-
dimensional. In our scenario, P ∈ GN,K(C) can be regarded
as the projector onto the K-dimensional ground space of the
Hamiltonian.
The relationship of the orthonormal basis V and ground
space P can be seen as follows. We define the projection map
pi ∶ SN,K(C)→ GN,K(C) as
pi ∶ V ↦ P ∶= V V †. (16)
So, given an orthonormal basis, we can obtain the correspond-
ing ground space projector. We can check that the basis V and
basis V h with h ∈ U(K) belong to the same ground space,
since
pi(V h) = (V h)(V h)† = V hh†V † = V V † = pi(V ). (17)
In our scenario of HQC, we want to transform the ground
space adiabatically during the procedure. To formulate such
a process, we also define the left action of the unitary group
U(N) on both SN,K(C) and GN,K(C) by the matrix prod-
uct:
U(N) × SN,K(C)→ SN,K(C), (g, V )↦ gV, (18)
and
U(N) ×GN,K(C)→ GN,K(C), (g,P )↦ gPg†. (19)
It is easy to see that pi(gV ) = gpi(V )g†. This action is transi-
tive: there is a g ∈ U(N) for any V,V ′ ∈ SN,K(C) such that
V ′ = gV . There is also a g ∈ U(N) for any P,P ′ ∈ GN,K(C)
such that P ′ = gPg†. So this action is sufficient to describe
any ground space transformation.
The canonical connection form on SN,K(C) is defined as a
u(K)-valued one-form on GN,K(C):
A = V (P )†dV (P ), (20)
which is a generalization of the WZ connection in Eq. (8).
This is the unique connection that is invariant under the trans-
formation in Eq. (14):
A˜ =h†V (P )†d (V (P )h)=h†Ah + h†dh, (21)
which can be recognized as a gauge transformation.
Now we apply this formalism to the system dynamic of
HQC. The state vector ψ(t) ∈ CN evolves according to the
Schro¨dinger equation,
i
d
dt
ψ(t) =H(t)ψ(t). (22)
The Hamiltonian has a spectral decomposition,
H(t) = L∑
l=0 εl(t)Pl(t), (23)
with projection operators Pl(t). Therefore, the set of en-
ergy eigenvalues (ε0(t), . . . , εL(t)) and orthogonal projec-
tors (P0(t), . . . , Pl(t)) encodes the information of the control
parameters of the system. For the ground space, without loss
of generality, the energy is assumed to be zero: ε0(t) = 0.
We write P0(t) as P (t) for simplicity. Suppose the de-
generacy K = TrP (t) is constant. For each t, there exists
V (t) ∈ SN,K(C) such that P (t) = V (t)V †(t). By the adi-
abatic approximation, we can substitute for ψ(t) ∈ CN a re-
duced state vector φ(t) ∈ CK :
ψ(t) = V (t)φ(t). (24)
Since H(t)ψ(t) = ε0(t)ψ(t) = 0, the Schro¨dinger equation
(22) becomes
dφ
dt
+ V † dV
dt
φ(t) = 0, (25)
and the solution can be represented formally as
φ(t) = P exp(−∫ V †dV )φ(0). (26)
Therefore, ψ(t) can be written
ψ(t) = V (t)P exp(−∫ V †dV )V †(0)ψ(0). (27)
In particular, if the system comes back to its initial point, as
P (T ) = P (0), the holonomy Γ ∈ U(K) is defined as
Γ = V †(0)V (T )P exp(−∫ V †dV ) , (28)
and the final state is
ψ(T ) = V (0)Γφ(0). (29)
According to the formula above, an operation Γ ∈ U(K) is
applied to the ground space.
4If the condition
V † ⋅ dV
dt
= 0 (30)
is satisfied for all t, the curve V (t) in SN,K(C) is called a
horizontal lift of the curveP (t) = pi(V (t)) inGN,K(C).Then
the holonomy (28) is greatly simplified to
Γ = V †(0) ⋅ V (T ) ∈ U(K). (31)
Now we are ready to reformulate the problem stated at
the end of Sec. II A. Given a desired unitary operation Uop ∈
U(K) and a fixed initial point P (0) ∈ GN,K(C), we want to
find a loop P (t) ∈ GN,K(C) with base points P (0) = P (T )
whose horizontal lift V (t) ∈ SN,K(C) produces the holon-
omy Γ = Uop according to Eq. (31). In Sec. III A, we will
discuss in detail how to find such a loop P (t) whose horizon-
tal lift gives the desired holonomy in the code space.
{holonomy
horizonal lift
general curve
G N,k
FIG. 1: Horizontal lift as a specified curve in SN,K(C) whose pro-
jection is P (t). The initial condition V (0) becomes V (T ), which is
generally different from V (0). The difference is the holonomy.
A visualization of a horizontal lift is shown in Fig. 1. With-
out loss of generality, we can always restrict ourselves to the
case where P (t) has the form
P (t) = U(t,0)P (0)U †(t,0) = U(t,0)v0v†0U †(t,0), (32)
for some smooth U(t,0) ∈ U(N) according to Eq. (19). Note
that, U(t,0) should be chosen such that, at any time t
U(t + τ, t)P (t)U †(t + τ, t) ≠ P (t), (33)
for some neighborhood of t. This condition can also be stated
as
[ ∂
∂τ
U(t + τ, t)∣τ=0, P (t)] ≠ 0. (34)
The case where Eq. (34) equals 0 is allowed only at a finite
number of points in [0, T ]. The horizontal curve should sat-
isfy the following set of equations:
V † ⋅ dV
dt
= 0,
P (t) = V (t)V †(t) = U(t,0)v0v†0U †(t,0). (35)
The general solution to these equations can be written as:
V (t) = U(t,0)v0h(t,0) (36)
for some h(t,0) ∈ U(K). Substituting Eq. (36) into Eq. (35)
we get:
h˙(t,0) = −v†0U †(t,0)U˙(t,0)v0h(t,0). (37)
A well known result of differential geometry about the
uniqueness of a horizontal lift curve [21] can now be directly
proved in this specific scenario, which will be used later.
Lemma 1. Let P ∶ [0, T ] → GN,K(C) be a curve in
GN,K(C) and let v0 ∈ pi−1(P (0)). Then there exists a unique
horizontal lift V (t) in SN,K(C) such that V (0) = v0 .
Proof. It’s easy to show that v†0U
−1(t,0)U˙(t,0)v0 is anti-
Hermitian, so h(t,0) ∈ U(K) for all t. Define V ′(t) =
U(t,0)V (0) to be a particular curve in principal bundle that
gives a corresponding WZ connection A′ = V ′†dV ′. With ini-
tial condition h(0,0) = IK , the solution of Eq. (37) can be
written as:
h(t,0) = P exp(−∫ A′) , (38)
and hence there exists an unique horizontal lift V (t).
C. Stabilizer codes and fault-tolerant computation
A quantum error-correcting code is formally defined as a
subspace C of some larger Hilbert space. A necessary and
sufficient condition for a set of errors {Ei} to be correctable
is [1, 4]:
PE†iEjP = αijP, ∀i, j, (39)
for some Hermitian matrix α. Here P is the projector onto C.
Since any linear combination of {Ei} is also correctable, we
define
E = Span{Ei} (40)
to be a correctable error set for code C.
The codes we are interested in are the stabilizer codes [22].
We briefly review the formalism of stabilizer codes. Let Gn
be the Pauli group acting on n qubits. An Abelian subgroupS of Gn is called a stabilizer group if −I ∉ S . The stabilizer
group defines a subspace of the n-qubit Hilbert space by
C = {∣ψ⟩ ∶ S∣ψ⟩ = ∣ψ⟩ for all S ∈ S}. (41)
5This C is called the code space. C is nonzero since −I ∉ S. A
state in C is called a codeword. This subspace is the simulta-
neous +1 eigenspace of the stabilizer group. If the subspace
has dimension 2k (k logical qubits), the stabilizer code can
be specified by n − k commuting stabilizer generators, which
are elements of Gn. The group S can be represented by these
stabilizer generators: S = ⟨{Sj}⟩. All stabilizer codes can
be characterized by three parameters [[n, k, d]], where d is
the minimum distance of the code, which is equal to the mini-
mum weight of all nontrivial elements in the normalizer group
of S .
With the use of stabilizer codes, it is possible to build a
quantum processor that is fault-tolerant [1, 4, 22]. A quan-
tum information processor is called fault-tolerant if the infor-
mation is encoded in a quantum error-correcting code at all
times during the procedure, and a failure at any point in the
procedure can only propagate to a small number of qubits,
so that error correction can remove the errors. It has been
shown that fault-tolerant computation is possible on any sta-
bilizer code [4, 22] for some error model. Typically, there are
three elementary quantum “gadgets”: encoded state prepara-
tion, encoded unitary operations and encoded state measure-
ment. Through enlarging or concatenating the fault-tolerant
gadgets, a computation can achieve arbitrary accuracy, if the
error rate is low enough [4]. Encoded Clifford unitary oper-
ations play a key role in fault-tolerant computation, since for
most proposed schemes of fault-tolerant quantum computa-
tion, like concatenation of the Steane code [1], C4 code [23]
or surface code [24], we can prepare encoded non-Clifford
magic states using techniques like state distillation, which can
be implemented by encoded Clifford unitary operations. So
we will focus on encoded Clifford operations and their holo-
nomic implementation.
. . . . . .g 1 g 2 g p - 1 g p
FIG. 2: A logical unitary quantum operation is realized as a series
of quantum gates from a universal set of gates in the circuit model.
In the standard circuit model, an encoded unitary oper-
ation can be realized by a series of quantum gates, say
p gates chosen from a universal set of gates as shown
in Fig. 2. Commonly, the universal set of gates U1 ={Hadamard,CNOT, S, pi/8} is used to describe the circuit,
which is good for certain fault-tolerant schemes. Here, we
choose another universal set:
U2 = {Rx = exp(−ipi
4
X) ,Rzz = exp(ipi
4
Z ⊗Z) , S, pi/8},
(42)
which proves to be much more suitable for our adiabatic
scheme. Errors can occur anytime during the process, both
between and during gate operations. Noisy gates are always
equivalent to a perfect gate followed by an error operator, so
we can just focus on the errors occurring between the gates.
If an error Eq ∈ E occurs between gates q − 1 and q, it will
propagate to
Eq′ = p∏
l=q gp+q−l ⋅Eq ⋅ ⎛⎝
p∏
l=q gp+q−l
⎞⎠
†
. (43)
If a circuit is fault-tolerant, we can suppose that Eq′ would be
still in the same correctable error set E . According to this ob-
servation, we give a generalized definition of a fault-tolerant
circuit for a code C:
Definition 1. Given a code C and a particular correctable
error set E for this code, a circuit G that realizes an encoded
unitary operation is called a fault-tolerant circuit for C if for
any 1 ≤ q < p, Uqp = ∏pl=q gp+q−l maps any subset of E to
another subset of E .
This definition of a fault-tolerant circuit may be, however,
too strong. In practice, it may be very difficult to find such a
code and corresponding circuit. For a practical error model,
strongly correlated errors happen with much lower probability
than weakly correlated or local ones, so we will focus on local
errors. For example, if our codes are stabilizer codes, the error
set Elocal can be spanned by Pauli operators with weight less
than ⌊d−1
2
⌋, which occur with relatively high probability. If
we limit ourselves to such a high-probability correctable local
error set Elocal, then we get a weaker version of the definition
of a fault-tolerant circuit:
Definition 2. Given a stabilizer code [[n,k,d]] with a cor-
rectable error set E , and there is a high-probability local er-
ror set Elocal ⊂ E , a circuit G that realizes an encoded unitary
operation is called a fault-tolerant circuit for this code if for
any 1 ≤ l < p, Uqp =∏pl=q gp+q−l maps Elocal to some subset ofE .
Remark 1. According to this definition, the encoded fault-
tolerant unitary circuit does not necessarily need to be
transversal, although the reverse is always true. If a circuit
built of gates from U1 is fault-tolerant, then we can decom-
pose its gates into gates from U2, and the new circuit we
obtain is also fault-tolerant. So, in the rest of the paper, we
assume that the given circuits are composed of gates fromU2.
Remark 2. We should mention here that in the following
discussion, we only consider circuits that contain no pi/8
gates. In other words, we limit ourselves to Clifford circuits,
since non-Clifford circuits will cause tremendous complexity.
This restriction will be further discussed in Sec. III B. For-
tunately, fault-tolerant encoded Clifford operations for stabi-
lizer codes are made of Clifford circuits, that do not contain
pi/8 gates. Encoded non-Clifford operations usually do con-
tain pi/8 gates. We will not directly implement encoded non-
Clifford operations, but instead make use of magic state dis-
tillation, so this is not a serious restriction.
6III. FAULT-TOLERANT HOLONOMIC QUANTUM
COMPUTATION
To combine the advantages of holonomic quantum com-
putation with fault-tolerant computation techniques, the basic
idea is to obtain a holonomy on the code space, which is the
ground space of the system Hamiltonian, during an adiabatic
evolution. One must make sure that the encoded quantum
information is protected by a suitable error-correcting code
throughout the Hamiltonian deformation. For simplicity, we
assume that error correction is applied at the end of the cyclic
adiabatic evolution. However, this may not necessarily be true
in practice. We require that an error occurring during the de-
formation be correctable at the end:
Proposition 1. Given a code C with a correctable error setE , suppose the initial state is ∣ψ(0)⟩ ∈ C, and the deforma-
tion of the Hamiltonian is adiabatic. Then, in general, each
eigenspace will undergo some transformation. Given a de-
sired encoded operation (in our case, a holonomy) Ωg on the
code space, suppose a series of errors {Eti} occur at times
ti during the evolution. Then {Eti} is correctable only if the
final state ∣ψ(T )⟩∝ EfΩg ∣ψ(0)⟩, for some Ef ∈ E .
In the case when {Eti} is empty, the statement is obvi-
ous. The fault-tolerance of this process is well defined in the
case when {Eti} just has one element, say Et1 . Following
the spirit of fault-tolerant quantum computation in the circuit
model, we define fault-tolerance for an adiabatic process:
Definition 3. Given a code C, defined by the ground space of
an initial Hamiltonian with a correctable error set E , a de-
sired encoded operation (holonomy) Ωg , and an initial state∣ψ(0)⟩ ∈ C, the corresponding cyclic adiabatic process is
called fault-tolerant if anyEt ∈ Elocal occurring at time t leads
to a final state EfΩa∣ψ(0)⟩ for some Ef ∈ E .
Unlike AQC, we need to measure the stabilizer generators
and do error correction after a single or multiple cycles of en-
coded operations. At those points, we turn off the Hamil-
tonian and apply a standard error correction procedure. If
this scheme is robust to low-weight thermal noise, and also
evolves slowly enough that the adiabatic error is well be-
low the threshold (which we will examine in some detail in
Sec. III B), then the frequency of error recovery operations
can be greatly reduced.
We will show how to construct a fault-tolerant adiabatic
process to do a holonomic encoded quantum unitary opera-
tion starting from a fault-tolerant circuit, and we will prove
that such a process is fault-tolerant by Def. 3.
A. Scheme
Given a stabilizer code with stabilizer group S for n qubits
(2n = N ), we set the system Hamiltonian at the very begin-
ning to be
H(0) = −∑
j
Sj . (44)
Thus the code space is the ground space of the Hamiltonian
with dimension K = 2k. We deform the Hamiltonian as fol-
lows:
H(t) =∑
j
Cj(t)Sj(t)
=∑
j
Cj(t)U(t,0)SjU †(t,0), (45)
with Sj(t) = U(t,0)SjU †(t,0), and [Si(t), Sj(t)] = 0 for all
i, j. Cj(t) ∈ [−1,0] is the weight of Sj(t) which is assumed
to be controllable. The {Sj(t)} can be viewed as a set of
generators of an Abelian group, such as a stabilizer group.
The Hamiltonian also has a spectral decomposition
H(t) =∑
s
εs(t)Ps(t). (46)
Here, the {Ps(t)} are projectors onto the simultaneous
eigenspace of all the Sj(t), with eigenvalues:
εs(t) =∑
j
Cj(t)sj , (47)
where the labels sj = ±1 form a vector:
s = {s1, s2 . . . sn−k}. (48)
When the Hamiltonian changes, as shown previously in
Eq. (19), the ground space will also evolve. This defines a
time-dependent code Ct . Let P0(t) = U(t,0)P0(0)U †(t,0)
be the projector onto the ground space of the Hamiltonian
H(t) such that sj = 1 for all j. We emphasize that U(t,0)
should be chosen such that
[ ∂
∂τ
U(t + τ, t)∣τ=0, Ps(t)] ≠ 0 for all s, (49)
except for a finite set points t, so that the deformation proce-
dure is non-trivial for all eigenspaces.
This method will work only if the adiabatic condition for
each eigenspace Ps is satisfied, so that each eigenspace under-
goes some non-trivial holonomy during the cyclic evolution,
in case an error takes the system to Ps during the process. The
standard adiabatic condition [25] can be reformulated for the
eigenspace {Psα}:∥ Psα(t) ∂∂tH(t)Psβ(t) ∥1
K (εsα(t) − εsβ(t))2 ≈ 0, for any α ≠ β. (50)
This must hold for all t ∈ [0, T ], where ∥ ⋅ ∥1 is the trace
norm (∥ A ∥1= Tr√A†A). For Hamiltonians of the form in
Eq. (45), it is very likely that different Ps(t)’s share the same
eigenvalues so the adiabatic condition would not be directly
satisfied. We will show later a systematic way to engineer the
deformation procedure so that each eigenspace Ps(t) satisfies
this condition during the adiabatic process.
7In addition, each eigenspace should undergo the same
holonomy to satisfy Prop. 1. Let’s see how it works. Define:
U †(t,0)U˙(t,0) = iQ(t,0), (51)
whereQ(t,0) is Hermitian. In order to obtain the same holon-
omy for each Ps, according to Eq. (37), Ps(0)Q(t,0)Ps(0)
should be related to P0(0)Q(t,0)P0(0) in some way. If we
can make Ps(0)Q(t,0)Ps(0) either equal to the zero matrix
or proportional to Ps(0) for all s, then the character of the
horizontal lift of Ps(t) is completely determined by U(t,0).
Now we are ready to describe the scheme to construct a
fault-tolerant adiabatic process for a holonomic unitary oper-
ation, starting from a fault-tolerant circuit. First, we divide the
time of evolution [0, T ] into p segments. The lth segment is[tl−1, tl], and we set t0 = 0 and tp = T . Given a fault-tolerant
circuit G that realizes an encoded operation Ωg =∏pl=1 gp−l+1,
we can follow the steps listed below:
1. Set l = 1 and t0 = 0.
2. Check the number of Sj(tl−1) such that [Sj(tl−1), gl] ≠
0. If this number is odd, go to step 3, else go to step 4.
3. For the lth time segment [tl−1, tl], choose a unitary op-
erator Ul(t, tl−1) = gfl(t)l , with fl ∶ [tl−1, tl] → [0,1]
a monotonic smooth function with boundary conditions
f(tl−1) = 0 and f(tl) = 1. We deform the Hamilto-
nian such that H(t) = Ul(t, tl−1)H(tl−1)U †l (t, tl−1) in
the interval [tl−1, tl]. All Sj(tl−1) are replaced at tl by
Sj(tl) = glSj(tl−1)g†l , and H(tl) = −∑j Sj(tl). Then
go to step 5.
4. We need an additional operation to break the degen-
eracy in this case, in order that the adiabatic condi-
tion be satisfied for all Ps(t). From those Sj(t) such
that [Sj(tl−1), gl] ≠ 0, we arbitrarily select one el-
ement, say Sb(tl−1), and change the Hamiltonian to
H(t′l−1) = H(tl−1) + CbSb(tl−1). Cb is a constant
between 0 and 1; we will choose it to be 0.5. This
procedure can be done arbitrarily fast, and it will not
affect a state entirely contained in any Ps, so we can
just set t′l−1 = tl−1. We choose Ul(t, tl−1) = gfl(t)l in
this case, where fl ∶ [tl−1, t′l] → [0,1] is a monotonic
smooth function with boundary conditions fl(tl−1) =
0 and fl(t′l) = 1. At time t′l, the Hamiltonian be-
comes H(t′l) = −∑j Sj(t′l) + CbSb(t′l) with Sj(t′l) =
glSj(tl−1)g†l . Then we remove the additional term in
the Hamiltonian, leaving H(tl) = −∑j Sj(tl), where
Sj(tl) = Sj(t′l). Again, this can be done arbitrarily
fast, so, we can set t′l = tl. Go to step 5.
5. If l = p, the process is finished. Else, set l = l+1 and go
to step 2.
First, we will prove that in the case where no error happens
during the adiabatic evolution this process indeed gives an en-
coded operation Ωg on the code space. For a circuit G, we
define a set T (G) = {Zm}⋃{Xm}⋃{Zm1 ⋅Zm2}, where m
ranges over all qubits in G and m1, m2 range over all pairs of
qubits shared by any two-qubit gates in G.
Theorem 1. Given a fault-tolerant circuit G defined for a sta-
bilizer code C, with E ⊇ Elocal ⊃ T (G), then following the
steps listed above we can perform a holonomic encoded oper-
ation Ωg =∏pl=1 gp−l+1 for the code space P0.
Proof. It is easy to check that there is always a finite energy
gap between P0(t) and any other Ps(t) during the process.
So if we choose the time scale properly, P0(t) can always
satisfy the adiabatic condition. Consider the qth step of the
implementation. If the qth gate is single qubit gate, it acts on
some qubit m. If it is a two qubit gate, it acts on a pair of
qubits m1 and m2. According to Eq. (51), for the qth step, we
define
iQ˜(t, tq−1) = P0(tq−1)U †q (t, tq−1)U˙q(t, tq−1)P0(tq−1).
(52)
Assume we are in step 3 (the argument for step 4 is the same
with a trivial modification). Uq(t, tq−1) is chosen to be gfq(t)q ,
where gq is one of the gates from U2. Uq(t, tq) can be repre-
sented explicitly for this set of gates as follows:
U
Rxm
q (t, tq−1) = exp(−ipi
4
fq(t)Xm),
U
Zm1Zm2
q (t, tq−1) = exp(ipi
4
fq(t)Zm1Zm2),
USmq (t, tq−1) = exp(−ipi4 fq(t)Zm),
U
pi
8m
q (t, tq−1) = exp(−ipi
8
fq(t)Zm).
(53)
Define the code Cq−1 as the ground space of H(tq−1), i.e., the
space projected onto by P0(tq−1), and assume V0(tq−1) to be
the horizontal lift of P0(tq−1) = V0(tq−1)V †0 (tq−1). Accord-
ing to Def. 1, ∏pl=q gp+q−l maps Elocal to a subset of E , which
is the correctable error set of our code C, so it’s easy to check
that Elocal is a correctable error set for code Cq−1, defined by
P0(tq−1). Since T (G) ⊂ Elocal, according to Eq. (39), we
could have:
Q˜R
x
m(t, tq−1) =− P0(tq−1)pi
4
f˙q(t)XmP0(tq−1) = α1(t)P0(tq−1),
Q˜Zm1Zm2 (t, tq−1) =
P0(tq−1)pi
4
f˙q(t)Zm1Zm2P0(tq−1) = α2(t)P0(tq−1),
Q˜Sm(t, tq−1) =− P0(tq−1)pi
4
f˙q(t)ZmP0(tq−1) = α3(t)P0(tq−1),
Q˜
pi
8m(t, tq−1) =− P0(tq−1)pi
8
f˙q(t)ZmP0(tq−1) = α4(t)P0(tq−1).
(54)
It is easy to see that αr(t), r =1, 2, 3, 4 are all real.
It is necessary to check that, for each step, Eq. (49) is satis-
fied. We have
P0(t) = Uq(t, tq−1)P0(tq−1)U †q (t, tq−1). (55)
8We will just show the case where an Rx gate is applied at the
qth stage; the calculations for other gates are just the same.
[ ∂
∂τ
UXmq (t + τ, t)∣τ=0, P0(t)]
= − ipi
4
[f˙q(t)Xm, P0(t)]
= − ipi
4
UXmq (t, tq−1) [f˙q(t)Xm, P0(tq−1)]UXm†q (t, tq−1).
(56)
We multiply P0(tq−1) by [Xm, P0(tq−1)] and have
P0(tq−1) [Xm, P0(tq−1)]=P0(tq−1) (XmP0(tq−1) − P0(tq−1)Xm)
= − P0(tq−1)(4α1(t)
f˙q(t)pi I +Xm) ≠ 0.
(57)
So, [Xm, P0(tq−1)] ≠ 0, if Xm ∉ ⟨Sj(tq−1)⟩. This is in-
deed true in this case, since for a well-defined circuit, Xm ∉⟨Sj(tq−1)⟩. Otherwise, Rxm would have no effect at the qth
stage. Then we have
[ ∂
∂τ
UXmq (t + τ, t)∣τ=0, P0(t)] ≠ 0, (58)
when f˙q(t) ≠ 0.
For any Q˜r(t, tq−1), from Eq. (37) we get
∂
∂t
h(t, tq−1) = − iV †0 (tq−1)Q˜r(t, tq−1)V0(tq−1)h(t, tq−1)= − iαr(t)h(t, tq−1).
(59)
The solution of this equation is:
h(t, tq−1)∝ h(tq−1, tq−1) = IK . (60)
So the horizontal lift during [tq−1, tq] is completely deter-
mined by Uq(t, tq−1) up to an unimportant global phase:
V0(t)∝ Uq(t, tq−1)V0(tq−1). (61)
At the end of this step, V0(tq) ∝ gqV0(tq−1). From Eq. (27),
we could obtain the final state for a given initial state ψ(0) ∈C:
ψ(T )∝V (T )V †0 (0)ψ(0)= p∏
l=1 gp−l+1V0(0)V †0 (0)ψ(0)=ΩgP0(0)ψ(0)=Ωgψ(0),
(62)
which is the encoded operation we desired. Note that the final
Hamiltonian Hf = ∑s εsΩgPs(0)Ω†g = Hi, so our evolution is
cyclic.
Remark 3. Theorem. 1 solves the problem stated in Sec. II to
find a proper path λ for given holonomy. Note that the require-
ment of a fault-tolerant circuit in the implementation is crucial
here. If it is not satisfied, the horizontal lift of P0(t) may not
be completely determined by Uq at each step. The condition
that T (G) ⊂ Elocal is not a very strong restriction. Indeed,
it is always satisfied by stabilizer codes with d ≥ 5, and will
generally be satisfied if we start with a fault-tolerant construc-
tion. Also note that in principle this theorem is not restricted
to Clifford circuits that contain no pi/8 gates. In practice, it is
difficult to build the corresponding Hamiltonians constructed
in our procedure, because they are hard to represent. The fol-
lowing theorem will show that, in order to make this process
fault-tolerant, Clifford circuits are sufficient and preferred.
B. Fault-Tolerance of the Scheme
In this section, we will discuss the fault-tolerance of the
steps to realize holonomic quantum computation as presented
above.
Theorem 2. Suppose we are given a fault-tolerant circuit G
defined for a stabilizer code C with E ⊇ Elocal ⊃ T (G). If G
doesn’t contain pi/8, then by following the steps of the scheme
listed in Sec. III A, we will get a fault-tolerant cyclic adiabatic
process by the meaning of Def. 3.
Proof. Without loss of generality, we assume an error happens
at time tq (the extension of the proof to any time t is trivial).
Let P0(tq) = V0(tq)V †0 (tq) be the projector for the code Ctq .
Since the circuit we follow is fault-tolerant, ∏pl=q+1 gp+q−l+1
maps Elocal to a subset of E , which is a correctable error set of
our final code C (since the evolution is cyclic). It is easy to
check that Elocal is a correctable error set for code Ctq . Assum-
ing that Etq ∈ Elocal is the error that happens at time tq , it can
be represented as Etq = ∑µ cµEtqµ where {Etqµ } is a finite set
of operators that spans Elocal. {Etqµ } can always be chosen to
satisfy the following error-correction condition:
P0(tq)Etq†µ Etqν P0(tq) = dµνP0(tq), (63)
where dµν is a diagonal matrix whose elements are either one
or zero. Those Etqµ with dµµ = 0 have no effect on the code
space. We can always pick K ′ = 2n−k operators from {Etqµ }
with dµµ = 1 to form a set {EtqK′} . We can then construct
another set of correctable errors with linear combination of
element in EtqK′ :
F tqα = K′∑
µ=1Etqµ Rµα, (64)
with some unitary matrix R (such a unitary matrix always ex-
ists and is not unique) such that:
F tqα P0(t)F tq†α = Psα(t), for all α. (65)
It is easy to verify that {F tqα } still satisfies the error correction
condition:
P0(tq)F tq†α F tqβ P0(tq) = dαβP0(tq). (66)
9Now, Etq can be represented by: Etq = ∑β c′βF tqβ . As
long as we can correct each F tqβ , we can correct E
tq . So
we consider these errors individually. If no error happens,
according to the Theorem. 1, the horizontal lift of P0(t) is
V0(t)∝ U(t,0)V0(0), and the final state is
ψ(T )∝ Ωgψ(0), (67)
for ψ(0) ∈ C. The state after an error F tqβ occurs is
ψ(tq)∝ F tqβ V0(tq)V †0 (0)ψ(0). (68)
According to Eq. (65), F tqβ V0(tq) represents an orthonormal
frame of Psβ(tq).
Next, we prove for Psβ(t), t > tq , that the adiabatic con-
dition Eq. (50) is satisfied by this scheme. We need consider
only a single time segment [tq, tq+1]. Again, we just treat the
case of gq+1 = Rxm gate; the arguments for the other gates are
exactly the same, since the generators of these gates are all
Pauli operators. For any α ≠ β,
Psα(t)∂H(t)∂t Psβ(t) =− ipi
4
f˙q+1(t) ⋅UXmq+1 (t, tq)(Psα(tq)XmH(tq)Psβ(tq)− Psα(tq)H(tq)XmPsβ(tq))UXm†q+1 (t, tq),
(69)
where
Psr(t) = UXmq+1 (t, tq)Psr(tq)UXm†q+1 (t, tq), (70)
for r = α or β. Define the index set I = {1,2, . . . n − k}, and
two setsA = {j ∈ I ∣[Sj(tq), gq+1] ≠ 0} andB = I /A . We
have
Psr(tq) = n−k∏
j=1
I + srjSj(tq)
2
=∏
j∈A
I + srjSj(tq)
2´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
PAsr (tq)
⋅ ∏
j′∈B
I + srj′Sj′(tq)
2´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
PBsr (tq)
.
(71)
G is composed of gates from U2, whose elements are in the
normalizer of Gn, so at any stage q, Sj(tq) ∈ Gn. So we have
Psα(tq)XmH(tq)Psβ(tq)
=εsβ(tq)Xm ∏
j∈A
I − sαjSj(tq)
2
PBsα (tq)PBsβ (tq)PAsβ (tq).
(72)
Similarly, we have
Psα(tq)H(tq)XmPsβ(tq)
=εsα(tq)PAsα (tq)PBsα (tq)PBsβ (tq) ∏
j∈A
I − sβjSj(tq)
2
Xm.
(73)
If sαj ≠ sβj for any j ∈B, then Eq. (72) and Eq. (73) would
be zero, and the adiabatic condition is automatically satisfied.
For those sα such that sαj = sβj for all j ∈B, we have
Psα(tq)XmH(tq)Psβ(tq)
=εsβ(tq)Xm ∏
j∈A
I − sαjSj(tq)
2
I + sβjSj(tq)
2
PBsβ (tq),
(74)
and
Psα(tq)H(tq)XmPsβ(tq)
=εsα(tq)PBsα (tq) ∏
j∈A
I + sαjSj(tq)
2
I − sβjSj(tq)
2
Xm.
(75)
The above two expressions are nonzero only if sβj = −sαj
for all j ∈ A . Therefore, there is only one β such that
PsαH˙(t)Psβ ≠ 0 and hence needs further calculation. For that
specific sβ , we have a simple relation:
XmPsα(tq)Xm = Psβ(tq). (76)
We obtain
∥Psα(t)H˙(t)Psβ(t)∥1=pi
4
f˙q+1(t)∥εsβ(tq)XmPsβ(tq) − εsα(tq)Psα(tq)Xm∥1=pi
4
f˙q+1(t)K ⋅ ∣εsα(tq) − εsβ(tq)∣.
(77)
So the LHS of Eq. (50) reduces to
pif˙q+1(t)
4∣εsα(tq) − εsβ(tq)∣ . (78)
If we are in Step 3, since ∣A ∣ is odd, we have
∣εsα(tq) − εsβ(tq)∣ = ∣ − ∑
j∈A 2sαj ∣ ≥ 2, (79)
and if we are in Step 4, because of our operation to break the
degeneracy by setting Cb = 0.5, we have
∣εsα(tq) − εsβ(tq)∣ = ∣ − ∑
j∈A
j≠b
2sαj − sαb ∣ ≥ 1. (80)
If pi
4
f˙q+1(t) ≪ 1 is satisfied, which is always possible,
then Psβ(t) satisfies the adiabatic condition for time segment[tq, tq+1]. The same argument can be applied to the rest of the
time segments to show that the adiabatic condition can always
be satisfied by choosing appropriate functions f(t).
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Now, we can use the evolution equation Eq. (27):
ψβ(T ) =Vsβ(T )V †0 (tq)F tq†β F tqβ V0(tq)V †0 (0)ψ(0)=Vsβ(T )V †0 (tq)V0(tq)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
IK
V †0 (tq)F tq†β F tqβ
× V0(tq)V †0 (tq)V0(tq)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
IK
V †0 (0)ψ(0)
=Vsβ(T )V †0 (tq)dββV0(tq)V †0 (tq)V0(tq)V †0 (0)ψ(0)=Vsβ(T )V †0 (0)ψ(0),
.
(81)
where the third equality follows from Eq. (66). Here, Vsβ(t)
is defined as
Vsβ(t) = U(t, tq)F tqβ V0(tq)h(t, tq) for t > tq, (82)
as the horizontal lift of Psβ(t) given initial condition
Vsβ(tq) = F tqβ V0(tq).
Again, we just focus on one time segment t ∈ [tq, tq+1] and
the single gate Rxm, since the rest are just the same:
Q˜R
x
m(t, tq) =Psβ(tq)QRxm(t, tq)Psβ(tq)= − pi
4
f˙q(t)Psβ(tq)XmPsβ(tq) = 0. (83)
So h(t, tq) = IK , and according to Lemma 1,
Vsβ(t) = U(t, tq)F tqβ V0(tq) (84)
is the only horizontal lift of Psβ(t) for t > tq . Following
Eq. (81), we have
ψβ(T ) =U(T, tq)F tqβ V0(tq)V †0 (0)ψ(0)=FTβ U(T, tq)V0(tq)V †0 (0)ψ(0)=FTβ U(T,0)V0(0)V †0 (0)ψ(0)=FTβ Ωgψ(0),
(85)
where FTβ is defined as U(T, tq)F tqβ U †(T, tq), with
U(T, tq) = ∏pl=q+1 gp+q−l+1. Since the circuit we follow is
fault-tolerant, FTβ ∈ E . Taking dynamic phases into account,
if Etq occurs, the final state should be
ψ(T ) =∑
β
c′β exp(−i∫ T
t1
εsβ(t)dt)FTβ Ωgψ(0), (86)
so the adiabatic process we propose here is fault-tolerant by
the meaning of Def. 3.
Remark 4. We now discuss some details of the adiabatic the-
orem and its application to our scheme. The traditional ver-
sion of the adiabatic theorem stated in [25] guarantees that
the adiabatic approximation is satisfied with precision δ ≤ 2
during the adiabatic evolution, if the condition
supt∈[0,T ] ∥ Psα(t) ∂∂tH(t)Psβ(t) ∥1
inft∈[0,T ]K (εsα(t) − εsβ(t))2 ≤ , for any α ≠ β,
(87)
is satisfied (note that K = 2k is the dimension of the code
space), which is equivalent to:
sup
q,t∈[0,T ]
pif˙q(t)
4
≤  (88)
in our case. However, it is known that this statement is neither
sufficient nor necessary, and under certain conditions on the
Hamiltonian, we can obtain better results [26, 27]. According
to Ref. [27], for a Hamiltonian H(ϑ)(ϑ = t/T ) that is analytic
near [0,1] in the complex plane, with the absolute value of
the imaginary part of the nearest pole being γ, and the firstN ≥ 1 derivatives at boundaries equal to zero, i.e., H(l)(0) =
H(l)(1) = 0 for l ≤ N , if we set
T = e
γ
N ξ2
d3min
, (89)
where
ξ = sup
ϑ∈[0,1] ∥ dH/dϑ ∥∞, (90)
(∥ ⋅ ∥∞ is standard operator norm, and dmin is the minimum
spectral gap) then the adiabatic approximation error satisfies
δad ≤ (N + 1)γ+1e−N , (91)
or equivalently,
δad ≲ (cT + 1)γ+1e−cT , (92)
with c = γd3
eξ2
. This means that we can decrease the adiabatic
error exponentially with evolution time T , which is propor-
tional toN . Applying this theorem to our piecewise adiabatic
evolution, for the qth segment, we set Tq = tq − tq−1 to be
e
γ
N ξ2q , where ξq is ξ defined on the qth time segment, and
fq(t) is chosen such that a) the boundary condition mentioned
above is satisfied, and b)H(ϑ) is analytic near [0,1]. The adi-
abatic error for an encoded unitary operation composed of p
gates can therefore be bounded by
δad ≲ p ⋅ sup
1≤q≤p(cqTq + 1)γ+1e−cqTq . (93)
During the adiabatic process, the energy gap between the
ground space and any other eigenspace is lower-bounded by
1, and this does not decrease with the size of the problem or
the number of levels of code concatenation. Again, we as-
sume the qubits are independently coupled to the thermal en-
vironment and the corresponding thermal errors are local and
low-weight during certain period of evolution time. Those
low-weight thermal excitations will cause transitions from the
ground space to higher energy excited spaces. Their rate will
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decrease exponentially with the existence of an energy gap
[13], δthermal ∼ O (exp(−dmin)), while Eq. (89) shows that the
time needed to finish the process grows inversely as the cube
of the minimum gap. The system error can be bounded by the
sum of these two errors [16]:
δS < δthermal + δad. (94)
So, qualitatively, we can make both the adiabatic error and
thermal excitation exponentially small with efficient overhead
in processing time. (However see the discussion in Sec. V for
possible limitations of this argument.)
Theorem 2 builds an equivalence relation between a fault-
tolerant encoded Clifford circuit and a fault-tolerant adiabatic
process that gives the same encoded unitary operation. For
most stabilizer codes (e.g., Steane code, the surface code, or
the C4 code), encoded operations in the Clifford group can
all be realized by such fault-tolerant circuits. Standard tech-
niques, like magic state injection and distillation, can realize
fault-tolerant encoded non-Clifford gates like the encoded pi/8
and encoded Toffoli gates. Magic state distillation can be im-
plemented by fault-tolerant encoded unitary gates from the
Clifford group. Thus, this holonomic scheme is universal for
fault-tolerant quantum computation.
IV. EXAMPLES
In this section, we apply the procedure developed above to
construct adiabatic processes for specific codes. For pedagog-
ical purposes, our first example realizes the encodedX for the
simplest 3-qubit repetition code. Our second example is the 7
qubit Steane code. This example is of practical importance be-
cause through concatenation of this simple code, fault-tolerant
quantum computation can be achieved when the error rate is
lower than the threshold.
A. 3-qubit repetition code
There are two stabilizer generators for this code, as shown
below:
1 2 3
S1 Z Z I
S2 I Z Z
The encoded X operator for this code is X = X1X2X3.
The encoded X gate can be performed by a circuit like X =
Rx1R
x
1R
x
2R
x
2R
x
3R
x
3 , so the process takes 6 steps. The initial
Hamiltonian is
H(0) = −Z1Z2 −Z2Z3. (95)
For the first step of the adiabatic process, we have[X1, Z1Z2] ≠ 0 for t ∈ [0, t1]. So the Hamiltonian during
that interval is
H(t) = − cos(f1(t)pi
2
)Z1Z2 + sin(f1(t)pi
2
)Y1Z2 −Z2Z3,
(96)
withH(t1) = Y1Z2−Z2Z3. In the second step, for t ∈ [t1, t2],
the Hamiltonian is:
H(t) = cos(f2(t)pi
2
)Y1Z2 + sin(f2(t)pi
2
)Z1Z2 −Z2Z3,
(97)
with H(t2) = Z1Z2 − Z2Z3. In the third step, we see that[X2, Z1Z2] ≠ 0 and [X2, Z2Z3] ≠ 0, which implies that
there might exist a Ps that doesn’t satisfy the adiabatic con-
dition. Actually, as shown on the left side of Fig. 3, we have
{s1=1, s2=1}
{s1= 1, s2= -1}
{s1= -1, s2= 1}
{s1= -1, s2= -1} {s1= -1, s2= -1}
{s1= -1, s2= 1}
{s1= 1, s2= -1}
{s1=1, s2=1}
FIG. 3: The variation of the energy diagram at the beginning of the
third and fourth step to break the degeneracy of space {s1 = 1, s2 =−1} and {s1 = −1, s2 = 1} .
[Ps={1,−1}(t2) + Ps={−1.1}(t2),X2] = 0, which means both
Ps={1,−1}(t2) and Ps={−1.1}(t2) will not satisfy the adiabatic
condition during the evolution if we do not break this degener-
acy. Following the scheme in Sec. III A, we alter the Hamilto-
nian at t2 to be H(t2) = Z1Z2 − 0.5Z2Z3. The corresponding
energy diagram is shown on the right side of Fig. 3. Then we
vary the Hamiltonian in the following way for t ∈ [t2, t3]:
H(t) = cos(f3(t)pi
2
)Z1Z2 − sin(f3(t)pi
2
)Z1Y2
− 0.5 cos(f3(t)pi
2
)Z2Z3 + 0.5 sin(f3(t)pi
2
)Y2Z3,
(98)
with H(t3) = −Z1Y2 + Y2Z3. We continue to break the de-
generacy in the fourth step, since X2 again does not commute
with both Ps={1,−1}(t3) and Ps={1,−1}(t3). So for t ∈ [t3, t4],
the Hamiltonian is:
H(t) = − cos(f4(t)pi
2
)Z1Y2 − sin(f4(t)pi
2
)Z1Z2
+ 0.5 cos(f4(t)pi
2
)Y2Z3 + 0.5 sin(f4(t)pi
2
)Z2Z3,
(99)
withH(t4) = −Z1Z2+0.5Z2Z3, which can then be restored to
H(t4) = −Z1Z2 +Z2Z3. The fifth and sixth steps are just like
the first and the second steps. The final Hamiltonian isH(T =
t6) = −Z1Z2−Z2Z3, which is equal to the initial Hamiltonian,
and we obtain our geometric encoded X operation.
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Remark 5. The encoded Z operator for this code is Z =
Z1Z2Z3. However, we cannot use our scheme to build the
adiabatic process according to this circuit, since Z1, Z2 and
Z3 all commute with the initial Hamiltonian H(0). We can
see that for this simple code, there doesn’t exist an E that in-
cludes {Z1, Z2, Z3}, so the conditions for both Theorem 1 and
Theorem 2 are not satisfied.
B. The Steane code
Fault-tolerant quantum computation can be realized
through concatenation of Steane code. In our scheme, we only
apply our scheme at the bottom level of concatenation. For
higher levels, encoded unitary operations and error correction
are done in the usual way. By doing so, we keep the con-
stant energy gap between the ground space and error spaces
and thus maintain the ability to suppress low weight thermal
errors, and we can bound the weight of terms in the system
Hamiltonian. One set of generators of the stabilizer group of
the Steane code is listed below:
1 2 3 4 5 6 7
S1 X I X X I X I
S2 I X X I I X X
S3 X I X I X I X
S4 Z I Z Z I Z I
S5 I Z Z I I Z Z
S6 Z I Z I Z I Z
The circuits for the encoded Hadmard, encoded S and en-
coded X and Z gates are all bit-wise transversal, and thus
naturally fault-tolerant. Note that each Hadmard can be de-
composed into SRxS up to a global phase. The geometric
realizations of such gates are similar to that of the encoded X
for the 3-qubit repetition code shown above. So in this section
we focus on the CNOT gate.
1. CNOT Gate
For the Steane code, the fault-tolerant encoded CNOT1→2
(control qubit encoded in block 1, target qubit encoded in
block 2) can be realized transversally between two blocks
of qubits. We illustrate our scheme for one pair of
qubits from the two blocks, all the other operations are
the same. The initial Hamiltonian H(0) can be written
as −∑7j=1 (S1j + S2j ), where Sij is the jth generator for the
ith block. Each physical CNOT can be decomposed into● =
Rzz
S
S Rx S S S Rx S
up to a global phase.
As we can see, there are nine gates in the circuit. The trans-
formation of the first and last four single qubit gates has been
discussed before. We will just show the Hamiltonian during
time interval [t4, t5] when the two-qubit gate is performed.
The Hamiltonian at time t4 can be shown to be:
H(t4) = − 7∑
j=1S1j − S22 − S25 −Z21X23X24X26 −Z21X23X25X27− Y 21 Z23Z24Z26 − Y 21 Z23Z25Z27 .
(100)
For an Rzz gate acting on qubit 1 in both blocks, we
have [Z11Z21 ,X11X13X14X16 ] ≠ 0, [Z11Z21 ,X11X13X15X17 ] ≠ 0,[Z11Z21 , Y 21 Z23Z24Z26 ] ≠ 0 and [Z11Z21 , Y 21 Z23Z25Z27 ] ≠ 0 for
t ∈ [t4, t5], so the Hamiltonian during this interval can be
chosen to be:
H(t) =−∑
j≠1
j≠3
S1j − S22 − S25 −Z21X23X24X26 −Z21X23X25X27
− cos(f5(t)pi
2
)X11X13X14X16 + sin(f5(t)pi2 )Y 11 X13X14X16Z21− cos(f5(t)pi
2
)X11X13X15X17 + sin(f5(t)pi2 )Y 11 X13X15X17Z21− cos(f5(t)pi
2
)Y 21 Z23Z24Z26 − sin(f5(t)pi2 )Z11X21Z23Z24Z26− 0.5 cos(f5(t)pi
2
)Y 21 Z23Z25Z27
− 0.5 sin(f5(t)pi
2
)Z11X21Z23Z25Z27 ,
(101)
with
H(t5) = −∑
j≠1
j≠3
S1j − S22 − S25 −Z21X23X24X26 −Z21X23X25X27
+ Y 11 X13X14X16Z21 + Y 11 X13X15X17Z21−Z11X21Z23Z24Z26 −Z11X21Z23Z25Z27 .
(102)
After all nine gates have been performed, the Hamiltonian
will be:
H(T1) = −∑
j≠1
j≠3
(S1j + S2j )
−X11X13X14X16X21 −X11X13X15X17X21−Z11Z21Z23Z24Z26 −Z11Z21Z23Z25Z27 .
(103)
After repeating this procedure on all 7 pairs of qubits, the
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final Hamiltonian will be:
H(T ) = −X11X13X14X16X21X23X24X26−X12X13X16X17X22X23X26X27−X11X13X15X17X21X23X25X27−Z11Z13Z14Z16 −Z12Z13Z16Z17 −Z11Z13Z15Z17−X21X23X24X26 −X22X23X26X27 −X21X23X25X27−Z11Z13Z14Z16Z21Z23Z24Z26−Z12Z13Z16Z17Z22Z23Z26Z27−Z11Z13Z15Z17Z21Z23Z25Z27 ,
(104)
which is equal to H(0). Although the final Hamiltonian
equals to the initial Hamiltonian, the maximum weight of its
elements has doubled, which is not good for practical imple-
mentation. Although recent results have shown how to map
such Hamiltonians to more physically reasonable two-body
interactions [28–30], it is still important to decrease the max-
imum weight of the Hamiltonian terms.
2. Lowering the weight of the Hamiltonian
The maximum weight of the terms in the final Hamiltonian
is 8, compared to the 4 for the initial Hamiltonian given by
Eq. (104). This problem may not exist for a fault-tolerant
scheme based on the surface code [24], since during the pro-
cess of code deformation, the weight of the stabilizer gener-
ators is always bounded by 4. However, even for the Steane
code, we can lower the weight of the Hamiltonian terms dur-
ing the process by using the following observation:
H(t) = −∑
j
Sj(t) = ULH(t)U †L = −∑
j
ULSj(t)U †L, (105)
for some unitary operator UL which commutes withH(t), but
not necessarily with the individual terms Sj(t). This means
that the decomposition of the Hamiltonian is not unique, and
we can take advantage of this freedom. Here we set UL =
CNOT12. After the first three transversal CNOTs, the Hamil-
tonian would become:
H(T3) = −X11X13X14X16X21X23 −X12X13X16X17X22X23−X11X13X15X17X21X23 −Z11Z13Z14Z16−Z12Z13Z16Z17 −Z11Z13Z15Z17−X21X23X24X26 −X22X23X26X27−X21X23X25X27 −Z11Z13Z21Z23Z24Z26−Z12Z13Z22Z23Z26Z27 −Z11Z13Z21Z23Z25Z27 .
(106)
The maximum weight of any term is 6. This Hamiltonian is
equal to the following form:
H(T3) = −X11X13X14X16X24X26 −X12X13X16X17X26X27−X11X13X15X17X25X27 −Z11Z13Z14Z16−Z12Z13Z16Z17 −Z11Z13Z15Z17−X21X23X24X26 −X22X23X26X27−X21X23X25X27 −Z14Z16Z21Z23Z24Z26−Z16Z17Z22Z23Z26Z27 −Z15Z17Z21Z23Z25Z27 ,
(107)
which again has maximum weight of 6. Note that the tran-
sition between these two Hamiltonian representations can be
arbitrarily fast, since they are equal. Then, if we perform the
remaining four transversal CNOTs by an adiabatic process,
the final Hamiltonian will return to the initial one represented
by H(T ) = −∑7j=1(S1j + S2j ). During the whole process, the
maximum weight of terms in the Hamiltonian is reduced from
8 to 6. The weight does not increase when the codes are con-
catenated, since we just apply our scheme to the bottom level
of concatenation and do higher levels operations in their usual
way. So we can realize HQC fault-tolerantly with maximum
Hamiltonian weight 6 while keeping the constant energy gap.
For a small code like the Steane code, this may be the best
we can do. For larger block codes, especially for topological
codes like the surface code, it is very likely that the weight
of the Hamiltonian terms during the adiabatic process can be
well bounded.
V. SUMMARY AND CONCLUSION
We have described a scheme for fault-tolerant HQC on a
stabilizer code, which takes advantage of a constant energy
gap during the process as well as of the intrinsic resilience of
HQC. We’ve shown that from a fault-tolerant circuit without
pi/8 gates, we can systematically construct a fault-tolerant adi-
abatic process that implements the very same encoded unitary
operation as the original circuit, with information encoded in
the ground state of the system Hamiltonian. As long as we can
realize holonomic versions of gates in the Clifford group, we
can implement fault-tolerant universal quantum computation
by using magic state distillation.
Holonomic single-qubit operation has been recently re-
alized on trapped single 40Ca+ ion system through adia-
batic evolution [31]. Theoretical work on non-adiabatic non-
abelian HQC has also been proposed [32], and corresponding
experiments have recently been realized in superconducting
qubits [33] and NMR [34]. Applying our strategy to actual
physical systems will need certain techniques, like quantum
gadgets [29, 30] or the digital quantum simulator [28], to build
the many-body interactions. If the system Hamiltonian is built
in one of these effective ways, rather than being fundamental,
it may dramatically change the local error model we have as-
sumed. This effect needs further investigation.
Our fault-tolerant HQC scheme differs from adiabatic gate
teleportation (AGT) [35], and the scheme in Refs. [14, 15], in
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the following ways: 1. Instead of focusing on single qubit uni-
tary operations or two-qubit unitary operations, our scheme
obtains holonomy through directly dragging the ground space
(code space) of the system, whose path in the Grassmann
manifold forms a closed loop. 2. During the adiabatic pro-
cedure, the energy spectrum of system basically remains the
same, and there always exists an energy gap between the code
space and the excited spaces, so that information is protected
from low weight thermal excitation by an energy gap.
There are several advantages over other schemes here. We
can reduce the low-weight error rate at the bottom level of
code concatenation due to the existence of an energy gap,
so that the frequency of error correction procedure can be
greatly reduced at bottom physical level. The measurement
of stabilizer generators and subsequent error correction can
themselves introduce more errors, and this is one of the rea-
sons why thresholds for current fault-tolerant schemes are so
low. Moreover, the number of physical qubits needed in a
fault-tolerant scheme is strongly dependent on the error rate
at the physical level. Error rates substantially smaller than
the threshold allow much smaller numbers of physical qubits.
Eventually, our scheme may reduce the resource overhead
needed to do fault-tolerant quantum computation.
On the other hand, our scheme seems naturally compatible
with Hamiltonian-protected quantum memories [36], and has
the potential to do fault-tolerant computation based on those
kind of memories, especially those with self-correcting ability
[37, 38]. No dynamical method seems capable of manipulat-
ing the topological degrees of freedom encoded in the ground
space of these memory in the presence of a system Hamilto-
nian, as far as we know, since they would introduce terms that
do not commute with the system Hamiltonian. However, our
method of locally deforming these Hamiltonians could poten-
tially do quantum computation on such systems. We conjec-
ture that during this kind of local deformation procedure, the
system will keep its self-correction capability in a thermal en-
vironment while quantum computation is implemented. This
interesting topic requires further investigation, and may open
a new way of studying quantum computater architecture.
We note that this method to construct fault-tolerant HQC
is basically a serial procedure from gate to gate. For circuits
with large depth, we could investigate the possibility of par-
allel operation. For large block codes or topological codes,
such parallelization can be done, and is crucial in practice.
We hope to apply our method to fault-tolerant schemes based
on large block codes and topological codes, which may have
higher thresholds than fault-tolerant schemes that concatenate
small codes. Very likely, the maximum weight of the Hamilto-
nian terms used to describe topological codes during adiabatic
evolution will be small and well bounded.
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