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Relay feedback systems –
established approaches and new perspectives for application
Michael Ruderman∗a) Non-member
Relay feedback systems belong, since long, to rather classical topics of the control theory and engineering. While
they were ﬁrst used as robust and simple switching elements in the automatic control, over time, they experienced
diﬀerent periods of renewed interest regarding both the theoretical analysis and applications. Examples here are the
automatic tuning of the simple feedback controllers, delta-sigma modulators for analog-digital converters, robust relay-
based controls, nonlinear systems analysis and identiﬁcation, and others. One of the remarkable features when using
relays in feedback is appearance of the stable limit cycles. The structural and parametric conditions for the stable limit
cycles, their prediction, and controllability of magnitude and frequency already found answers, to the large part, in the
former research, driven by both theoretical curiosity and application requirements. This brief tutorial paper is summa-
rizing the basic principles of relay feedback systems, discuss several characteristics interesting for applications, and
address some perspectives of further use for the system identiﬁcation. A case-speciﬁc study of estimating the unknown
backlash, hidden within two-mass systems, is demonstrated along with experimental example, based on provoking the
controllable drifting limit cycles by the non-ideal relay in the velocity feedback loop.
Keywords: relay feedback systems, harmonic balance, nonlinearity, limit cycles, backlash identiﬁcation, hysteresis
1. Introduction and Problem Overview
Relay feedback systems, that are belonging to rather classi-
cal topics of the control and system theory, are mostly under-
stood as dynamic LTI (linear time-invariant) systems which
additionally incorporate the discontinuous relay elements in
feedback. Using a standard state-space notation, with the in-
put vector u ∈ Rm, output vector y ∈ Rm, and state vector
x ∈ Rn, a relay feedback system can be written as⎧⎪⎪⎪⎨⎪⎪⎪⎩
x˙ = Ax + Bu,
y = Cx,
u = −H(y).
(1)
Note that while u can be understood as a control vector in
case of the LTI system regulation, it can equally serve as a
feedback coupling vector in case of the relay-type plant non-
linearities (for instance Coulomb friction (1) (2)). Obviously, the
LTI part of the relay feedback system (1) is parameterized by
the system matrix A ∈ Rn×n and input and output distribu-
tion matrices B ∈ Rn×m and C ∈ Rm×n correspondingly. The
vector-valued nonlinear function H includes the decoupled
from each other, i.e. without cross-talk, relay operators hi
with i = 1, . . . ,m. Each of them can assume only two dis-
crete states, ±1 for convenience. Among diﬀerent possible
deﬁnitions, a relay operator can be written in the closed ana-
lytic form, according to (3), as
h(y) = min
[
sign(y + ),max
[
h(y−), sign(y − )]]. (2)
It switches between two discrete states upon the threshold
values ±, while the output state at the previous time instant
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is denoted by y−. Note that (2) is the general case of a sym-
metric non-ideal relay with hysteresis, sometimes also called
hysteron, while an ideal relay (switching in both directions at
zero) arises directly when setting the threshold value  = 0.
For the rest of the paper, we will focus solely on the SISO
(single-input-single-output) LTI systems, i.e. with m = 1,
and that for the sake of simplicity and without loss of gener-
ality. A relay feedback loop is exempliﬁed in Fig. 1.
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Fig. 1. SISO relay feedback system
From a historical perspective, the relay feedback systems
have been intensively studied in the former works of Tsyp-
kin (4) (originally published in Russian in 1974 (5); an interest-
ing fact is that the same Tsypkin’s seminal work appeared
already in 1958 in German (6)). At that time, intensive ef-
forts on analyzing and reshaping dynamics of the systems
incorporating the relay elements have been motivated by the
versatile electromechanical devices, like e.g. thermal regu-
lators, controlled motors and valves, gyroscope instruments,
and others. A considerable collection of applications of the
relay feedback systems can be found in the ﬁrst chapter of (4),
including the classical academic examples of an automatic
temperature regulation with two-level controller (bang-bang
controller), and centrifugal vibrational speed controller of an
electric motor. Also the simpliﬁed relay-like transitions have
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been assumed for describing the discontinuous eﬀects in the
system behavior, like e.g. dry friction, mechanical play, and
others. Some related analysis can be found also in an early
work (7).
Over time, the initial relay use as switching and corre-
spondingly amplifying elements for automatic control, be-
came yet less interesting due to a rapid development of
the integrated circuits and power electronic technologies.
Nevertheless, the analysis of dynamic systems containing
a relay feedback was continuously inspiring the theoretical
works, due to a close relationship to such phenomena as self-
oscillations and limit cycles, sliding and chattering modes,
stability and solutions of diﬀerential equations with discon-
tinuous right-hand side, and others. In other ways, the relay
feedbacks have been used in self-oscillating adaptive con-
trollers, see e.g. (8), developed for the ﬂight control systems
and missiles (9). These self-oscillating-adaptive systems (10) (11)
beneﬁted, already at that early stage, from the intentionally
induced limit cycles, hereby allowing for the parameter adap-
tivity, correspondingly control synthesis. Later, the same the-
oretical principles came to ﬂourishing in the developed au-
tomatic tuning of the simple feedback regulators (12) (13). The
mostly known developments in the ﬁeld of adaptive control
around 60th (for the Western world) are summarized in (14).
Further developments in the digital computing and signal
processing brought additional attention to the relay feedback
systems incorporated into the integrated circuits and elec-
tronic elements. One of the most pronounced examples is the
so-called delta-sigma modulator (15), developed as an alterna-
tive to the conventional parallel A/D (analog-to-digital) con-
verters, and particularly successful in high-resolution appli-
cations at lower rates. An ideal relay, even though denoted in
the delta-sigma modulation literature mostly as quantizer (16),
is incorporated in a feedback loop which constitutes a l-bit
quantization circuit. Here a detailed analysis and prediction
of the limit cycles have been required to ensure a stable op-
eration of the delta-sigma modulators (17)∼(19). Investigations
showed that the appearance of the so-called saturation limit
cycles is a primary problem that leads to instable behavior of
the high-order systems with quantizer (i.e. relay) in feed-
back. Further analysis of the nonlinear behavior of delta-
sigma modulators can be also found e.g. in (20).
The relay feedback systems became again topical in con-
trol theory and, over time, very common in the control en-
gineering due to their explicit use for automatic tuning of
the simple feedback controllers. This type of auto-tuning
approach has certain similarity to the well-known Ziegler-
Nichols closed-loop tuning method (21), for which the ulti-
mate gain and ultimate period are experimentally determined
from a sustained oscillation of the output variable under con-
trol. On the contrary to the Ziegler-Nichols method, which
requires expert knowledge and presence when gradually in-
creasing the control loop gain and can bear risks of destabiliz-
ing the process, the relay method generates a stable limit cy-
cle. This, again, constitutes a sustained oscillation of the out-
put variable, but with the amplitude restricted to a safe range
and, a priory, adjustable to the require level by the relay gain.
The introduction of the relay-based auto-tuners into practi-
cal applications, including the backgrounds and illustrative
examples, can be credited to the seminal work (12). A later
tutorial review on the relay feedback auto-tuning of process
controllers can be found in (13), while the consolidated details
about the oscillations in systems with a relay feedback can be
found in (22). Since then, variations of relay feedback-based
algorithms and approaches for auto-tuning have been imple-
mented and used in diﬀerent industrial controllers, while nu-
merous related literature appeared, e.g. (23) (24) (25).
The most relevant properties of the limit cycles in relay
feedback systems, and that the existence and analytic form
of a stable solution, have been addressed already in the for-
mer work (26). It has been shown that the related analysis can
be performed by introducing two ﬁctitious synchronous sam-
plers, operating at the relay switching instants, and zero-order
hold into the feedback loop, so that is is valid
Y(z)+U(z)G(z) = 0 with G(z) = (1−z−1)Z
[
P(s)s−1
]
. (3)
The z-transform input/output (Y and U) across the relay in
the loop are related to each other via the ﬁrst-order sam-
pling and hold transformationZ of the system transfer func-
tion P(s). Balancing the terms of the above equation in the
steady-state allows one obtaining the frequency of the limit
cycles as a function of the relay and system process param-
eters. The necessary conditions for limit cycles and discus-
sion on their stability can be found further in (22). The global
asymptotic stability of the unimodal limit cycles have been
later addressed in detail and proved in (27), based on ﬁnding
quadratic surface Lyapunov functions for Poincar maps as-
sociated with relay feedback systems. For the case of ideal
relays, i.e. with  = 0, there can be initial conditions for
which no solution exists. Indeed, for an ideal relay feedback
system with CB > 0 there can be intervals on the switch-
ing surface where the vector ﬁelds on the both sides of the
switching surface are orthogonal to that, while having the
same magnitude and opposite sign. Such situation is well-
known and easily interpretable through the case of a linear
feedback control system with dry friction represented by the
discontinuous Coulomb friction law, see e.g. in (1). There ex-
ists a certain dead-band in vicinity to the reference set point,
within which the control system remains for always stick-
ing and no trajectories proceed since being on zero velocity
switching surface with CB > 0. For the non-ideal relays,
i.e. with  > 0, the existence of the limit cycles reduces to
the question of trajectory reaching, correspondingly crossing,
the opposite switching surface. For any initial point x0, the
equilibrium point is given by A−1 · (±B), depending on the
initial state ∓1 of the relay in feedback. In fact, it has been
shown (27) as necessary to have CA−1B+  < 0 for the globally
stable limit cycles exist. Otherwise, a trajectory starting at
A−1 ·(±B) would not cross the opposite switching surface and,
therefore, not converge to a steady limit cycle. Due to asso-
ciated complexity of the analysis and methodology provided
in (27) we refrain from giving further principles and conditions
developed there and refer to the original work.
Since stable limit cycles of the relay feedback systems con-
tain several steady characteristics like amplitude and period,
an idea of using it for identiﬁcation is natural. Therefore,
already former works, like e.g. (28), tried to use for example
biased-relay feedback for system identiﬁcation. Later, a tech-
nique for frequency response identiﬁcation from the relay
feedback has been proposed (29) and demonstrated on a real-
2 IEEJ Trans. XX, Vol.138, No.xx, 2018
Relay feedback systems – established approaches and new perspectives for application (Michael Ruderman)
time simulator of the linear plants. Another related approach
of a relay-based frequency response identiﬁcation that, how-
ever, required extending, correspondingly restructuring, the
closed-loop system has been proposed in (30).
Obviously, operating in the limit cycles, and that in a feed-
back control manner, can provide more reliable signature
of the system behavior and is less inﬂuenced by unsystem-
atic or transient perturbations than other open-loop or linear
closed-loop methods. In addition, a discontinuous (i.e. step-
wise due to the switching relay action) input can also ensure
a suﬃcient excitation of the whole system dynamics. That
means several minor, or even hidden, system characteristics
can be detected at all. Otherwise, they are not always vis-
ible during a straight time-domain identiﬁcation, or can be
simply overlooked within an averaging steady-state identiﬁ-
cation in frequency-domain. In that way, a parameter identi-
ﬁcation based on limit cycles in the relay feedback systems
can, to certain degree, inherit the advantages of both, time-
and frequency-domain. While the estimation of general lin-
ear system characteristics, i.e. frequency response, has al-
ready beneﬁted from a relay feedback approach, as referred
above, the case-speciﬁc and especially nonlinear system pa-
rameters can still have a large undiscovered potential for the
relay-based identiﬁcation. For instance, an approach for sys-
tem mass measurement using the relay feedback with hys-
teresis has been reported in (31). The most recently developed
method (32) of backlash identiﬁcation in two-mass systems, by
using the non-ideal relay in feedback, cf. Fig. 1, will be also
discussed in detail in the last part of this paper.
The rest of the paper is organized as follows. In Section 2,
we brieﬂy revisit the use of the relay feedback for auto-tuning
of simple linear feedback controllers. This part largely ori-
ents on the established works (12) (13) (33) and, additionally, pro-
vides illustrative explanations to the use of relay feedback
with related properties. In Section 3, an original approach (32)
of identifying the unknown backlash nonlinearity, hidden in-
side of the two-mass systems, by using the drifting limit cy-
cles is presented. An experimental case study is accompany-
ing the proposed method and is also presented. The conclu-
sions are drawn in Section 4.
2. Relay Feedback for Controller Tuning
In this Section, we will discuss the basics behind a relay
feedback auto-tuning of the standard process controllers, i.e.
of a PID-type. We note that the below developments are close
to those provided in more detail in (12) (33).
Considering a continuous time process P(s) = Y(s)/U(s),
and that with only stable poles and, eventually, one free inte-
grator, a linear transfer function regulator R(s) = U(s)/E(s),
which should be tuned, can be assumed. Note that, in a
most simple case, R(s) constitutes a PID controller which is a
weighted superposition of proportional, integral, and deriva-
tive terms of the control error E(s) = Y∗(s) − Y(s). A closed-
loop control speciﬁcation can be given, for instance, by the
required phase margin φm of the open-loop transfer function.
This case, the Nyquist plot of R( jω) · P( jω) should cross (in
the complex plain) the unit circle at a particular point S satis-
fying φm = arg(S )+π. Then, a rather ‘classical’ procedure of
tuning the feedback controller R(s) requires ﬁrst identifying,
to say measuring, at least one point M, with the correspond-
ing angular frequency ωM , so that the complex equation
M · R( jω) = S (4)
can be solved with respect to the controller parameters. Note
that solving (4) by varying, i.e. tuning, the control gains is
in the same spirit as what one knows under the loop shap-
ing (34) (35), independent of regarded either the Nyquist or Bode
plots. Once a point M =̂ P( jωM) is found, or more precisely
determined from the measurements, the controller parame-
ters have to be computed so as to move this point onto the
unit cycle (33). In doing so, the control speciﬁcation require-
ments, such as phase and/or amplitude margins, should be
met. It is worth noting that other closed-loop requirements,
like for instance the control damping or bandwidth, can be
considered based on the same principles, when determining
the control parameters that will move M into S .
When the process loop is closed by the k-gained relay
(2), arranged in a negative feedback instead of controller R,
the system loop starts exhibiting sustainable oscillations, i.e.
limit cycles, at the angular frequency ωc = 2π/Tu. Such loop
conﬁguration, used for controller tuning as developed in (12)
and related works, is shown in Fig. 2 for the notations made
above. Note that Tu is the ultimate period of the closed-loop
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Fig. 2. Closed-loop conﬁguration for relay auto-tuning
harmonic oscillations – the same as one can detect when ap-
plying the well-known Ziegler-Nichols approach (cf. Section
1), in terms of ﬁnding the ultimate (also denoted as critical)
gain Ku. As well-known from the describing function analy-
sis (36), the ﬁrst apparent harmonic oscillation will correspond
to the point where the negative inverse describing function
−1/N(a) crosses the Nyquist curve of the process P( jω). The
describing function of relay with hysteresis is given by
N(a) =
4k
πa
⎛⎜⎜⎜⎜⎜⎝
√
a2 − 2
a2
− j 
a
⎞⎟⎟⎟⎟⎟⎠ , (5)
where a is the amplitude of the relay input, correspondingly
process output which is steady-state oscillating. The relay
amplitude and hysteresis width parameters are denoted by k
and  correspondingly, cf. with Section 1. Obviously, an
ideal relay, for which  → 0, yields
− 1
N¯(a)
= −πa
4k
, (6)
that lies on the negative real axis, therefore requiring the
P( jω) to have a phase lag of at least −π at higher frequen-
cies. Otherwise, the Nyquist curve of P( jω) is not intercept-
ing the negative real axis, and no appearance of the limit cy-
cles can be expected. Quite on the contrary, a hysteresis relay
allows shifting the straight of the negative inverse describing
function along the imaginary axis, by simply varying the 
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Fig. 3. Nyquist plot of the process P and negative recip-
rocal of the describing function N of the relay with hys-
teresis; if the intersection point S lies on the unit circle,
the closed-loop system has the phase margin φm
parameter, cf. Fig. 3. This way, various M points can be de-
termined in the complex plain, therefore providing the tuning
process with a second degree-of-freedom, in addition to the
relay gain k. Note that in Fig. 3, the harmonic balance inter-
section of both curves is shown already in the desired point
S on the unit circle. This case, the closed-loop system has
the phase margin φm, which can be seen as a design refer-
ence. Since N(a) is given, and the amplitude and frequency
of the process output oscillations are derived from the mea-
surements, the open-loop transfer function can be identiﬁed
from the harmonic balance N(a)P( jωc) + 1 = 0.
For instance, when assuming the open-loop to be KG(s) =
R(s)P(s) one perform an auto-tuning of the loop gain K, for
the required phase margin φm. For the intersection of KG( jω)
Nyquist curve and negative reciprocal of the describing func-
tion lies on the unit circle, cf. with Fig. 3, the relay parame-
ters should be set as
k =
πa∗
4
,  = a∗ sin(φm), (7)
cf. with (12). Note that a∗ is the desired amplitude of oscil-
lations and, therefore, an auxiliary design parameter for ex-
periments, that respects particularities of the operation range
of the process under control. While the desired intersection
point S can be determined by the amplitude of oscillations,
the auto-tuning strategy, proposed in (12), is to reach this point
by adapting the K-gain in dependency of the instantaneous
amplitude error α = a(n) − a∗ at the n-th discrete step. The
loop gain adaption law (12)
K(n + 1) = K(n) − α K(n) − K(n − 1)
a(n) − a(n − 1) (8)
provides a quadratic convergence rate close to the solution.
Even without an explicit auto-tuning algorithm, the use of
the limit cycles generated by a relay in feedback has certain
advantages in comparison to the classical Ziegler-Nichols
closed-loop tuning strategy. First, the process output quan-
tity becomes inherently limited and can be adjusted (by the
relay parameters) to a desired level. This is also signiﬁcant
when the output noise should be taken into account. Fur-
thermore, an accurate read-out of the Tu-value from the mea-
sured process output can turn out as awkward when apply-
ing a standard Ziegler-Nichols closed-loop tuning procedure.
The relay-based tuning, on the contrary, provides an exact Tu-
value, since that one remains the same for the square-wave
relay output. The latter is, indeed, a controller-internal quan-
tity, without possible distortions by an external measurement
or process noise. The numerically simulated time series of
the process and relay outputs, connected in a closed-loop so
as to induce the steady limit cycles, are exemplary shown in
Fig. 4. For better highlighting the measurement issues men-
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Fig. 4. Oscillating harmonics of the process output
(above) and relay (below) connected into the closed-loop
tioned above, the process output in feedback is subject to an
additional band-limited white noise.
Considering the ﬁrst, i.e. dominant, harmonic of the relay
output oscillations, it follows from a Fourier series expansion
that the ultimate gain is approximately given by
Ku ≈ 1
πa2
∣∣∣∣∣∣∣4ak
√
a2 − 2
a2
− j 4k
∣∣∣∣∣∣∣ , (9)
when the amplitude of process output is a. This also follows
directly from (5) when evaluating the absolute value |N(a)|.
Recall that the relay describing function should fulﬁl the har-
monic balance condition −1/N(a) = Re(P) + jIm(P) of the
limit cycles. One can recognize that for an ideal relay, the
ultimate gain (9) reduces to 4k/(πa), cf. with (12). An interest-
ing fact is that increasing the hysteresis width, i.e.  ↑ while
keeping the same k-value, can lead to an increased a, cf. Fig.
5, while the ultimate gain will reduce according to (9). Also
0
t (s)
y 
(−
)
ε=0.8
ε=0.4
ε=0
Fig. 5. Process output oscillations for variable 
the period Tu of the limit cycles, correspondingly oscillation
frequency, changes so that the relay with hysteresis provides
generally more ﬂexibility when designing a feedback tuning
loop. Once the ultimate gain and period are determined, the
parameters of a feedback controller R(s), for instance PID
one, can be assigned by using various reference tables and
plots like e.g. Ziegler-Nichols tuning rules, see e.g. in (37) (38).
3. Backlash Identiﬁcation with Relay Feedback
One of the application-speciﬁc identiﬁcation problems, to
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beneﬁt from the relay feedback systems, is the estimation of
unknown (hidden) backlash in the drive chains – in general
terms. The backlash related issues are very common in the
system and control engineering, see e.g. (39) for survey, and
have been addressed already in the early works (40), and that
from a viewpoint of system dynamics and eﬀect on the con-
trol behavior. Backlash (also known as mechanical play) can
arise nearly everywhere, once two adjacent movable parts of
a mechanism are connected via joint and/or gearing, in order
to transmit, correspondingly transform, relative motions and
forces. Applications area is broad and the related studies, just
to mention some of them, can be found for servo drive sys-
tems (41)∼(43), industrial and medical robotics (44)∼(46), automotive
power trains (47) (48), and others. Exact information about the
presence and extent of backlash in an actuated mechanism is
rarely known in advance, and is rather conditional upon the
factors such as wear, fatigue and incipient failures in compo-
nents. All the more, a detection and estimation of backlash
during regular operations, without special disassembling and
sensing measures, can be required for monitoring purposes,
equally as for a control-based attenuation of performance
degradation caused by the backlash. When both sides of a
backlash pair can be measured, for instance equipped with
position encoders, the identiﬁcation of backlash becomes a
trivial task to be accomplished under quasi-static, to say low-
excitation, conditions. If only a one-side sensing of the rela-
tive motion is available, which is a common case for numer-
ous applications, the backlash identiﬁcation become a non-
trivial task, requiring dedicated algorithms and analysis of the
system dynamics. Some previous works (47)∼(49) proposed dif-
ferent approaches for the backlash identiﬁcation correspond-
ingly observation of its dynamic state in applications by us-
ing, however, more than one sensing element in the drive
chain. Once a mechanical drive chain can be only one-side
measured, the backlash becomes enclosed between, at least,
two inertial terms and acts as a (hidden) internal nonlinearity
with only piecewise continuous, to say switching, dynamics.
In what follows, we will address such case of a two-mass,
correspondingly two-inertia, system with backlash, while us-
ing only a one-side measurement for estimation of the back-
lash size via a relay feedback approach. The main principles
will be discussed, together with some strengthening experi-
mental results, while for more detailed developments of the
method an interested reader is referred to (32).
The general structure of a two-inertia system with back-
lash is shown in Fig. 6. Note that independently whether a
translational or rotational motion is meant, the generalized
coordinates x1 and x2 of both rigid bodies, with the total
masses (inertias) m1 and m2, can be assumed. The bodies are
connected via a link (or shaft) which has a mechanical play
stipulating appearance of the backlash. The total backlash
size, also denoted as a backlash gap, is 2β. The ﬁrst iner-
tial body is actuated by the controllable (generalized) force
u. Both linked bodies are on the common ground, with a nor-
mal contact interface that induces tangentially counteracting
forces, generally known as friction. An experimental eval-
uation, shown below, has been accomplished on the labo-
ratory setup consisting of two identical motors, with 20-bit
high-resolution encoder each. The ﬁrst one is actuated and
low-level torque-controlled and, therefore, denoted further as
E
[ [
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P P
Fig. 6. Structure of two-inertia system with backlash
motor. The second one serves as a passive rotary load. We
stress that the angular measurement of the (ﬁrst) motor only
is used; the available load encoder serves solely for the sake
of reference measurements. The utilized geared coupling be-
tween the motor and load contains a backlash. For further
details on the experimental setup we refer to (32). The refer-
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Fig. 7. Reference measured backlash
ence measured input-output backlash map is shown in Fig.
7. It is worth noting that due to non-zero input frequency
the resulted backlash trajectories are not entirely static and
contain certain transients during the impact phases. More-
over, it should be underlined that the trajectories developing
in positive direction are not entirely symmetrical to those in
negative direction. The increasing trajectories diverge from a
proper kinematical backlash (i.e. play-type hysteresis map),
due to some additional adhesive by-eﬀects in the geared cou-
pling. Notwithstanding, a well-reproducible backlash gap of
2β ≈ 0.019 rad can be detected and assumed as reference.
A two-mass system with the backlash inside can be seen
as a closed-loop dynamics with a piecewise linear coupling
via a play-type hysteresis operator, cf. Fig. 8. Note that
this transformed structure diﬀers from a more common mod-
eling approach, where a dead-zone nonlinearity is feedback
to both sub-dynamics, i.e. of the motor and load, and cou-
pled with a high but ﬁnite joint stiﬀness, see e.g. in (39). The
 PI 
X  [
 /I  
[
Fig. 8. Transformed structure of two-mass system with
kinematic backlash as play-type hysteresis operator
fm : (u − d) 
→ x1 mapping of the motor dynamics incor-
porates the inertial and damping terms, including possible
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nonlinearities like e.g. friction. Important to recall is that
the generalized input force and output displacement x1 are
the single measurable values available in the system, as indi-
cated in Fig. 8. The kinematic backlash, as piecewise diﬀer-
entiable nonlinear mapping between the motor and load posi-
tion states, can be captured by a play-type hysteresis operator,
also known as Prandtl-Ishlinskii model, for more details see
e.g. (50). The operator in the diﬀerential form is given by
x˙2 =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
x˙1 if x2 = x1 − β, x˙1 ≥ 0 ,
x˙1 if x2 = x1 + β, x˙1 ≤ 0 ,
0 if x1 − β ≤ x2 ≤ x1 + β ,
(10)
cf. with (2). Considering the kinematic backlash map, the in-
put reversal points capture decoupling between the motor and
load inertias. Consequently, the merging points in the back-
lash graph represent the colliding impact between moving
bodies, both assumed as absolutely stiﬀ and with the unity
restitution coeﬃcient. It should be noted that this is an ideal
case without structural damping at impact, while the actual
damping can be associated with internal friction, both linear
viscous and nonlinear as well. Another important feature of
the transformed structure of dynamics, as in Fig. 8, is that
x˙2 = x˙1 ≡ v during the backlash engagement mode, while
nothing can be said about x˙2 within the gap mode, i.e. during
decoupled motor and load displacements. However, this tran-
sient loss of the load state observability is irrelevant, from the
motor dynamics viewpoint, since no back propagation of the
load force occurs within the gap. With assumptions explained
above, the backlash acts as a structure-switching nonlinearity,
so that the inverse mapping f −1L : x2 
→ d of the load dynam-
ics becomes case varying and can be described as
d =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
v˙ (m1 + m2) + g(v) in engagement mode,
0 in gap mode,
γ˙ at impact.
(11)
Here the aggregated nonlinearity, mostly damping, of the
motor and load in engagement, is summarized in g, and
γ = m1 x˙1−m2 x˙2 is the total momentum of system with back-
lash before and after the impact.
The delayed relay k · h(x˙1), cf. with (2), in feedback of the
motor velocity can be used as shown in Fig. 9, while being
gained by k and, hence, providing two degrees-of-freedom
for the control parameterization. The k-gain determines the
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Fig. 9. Relay feedback system with motor dynamics
level of dynamics excitation required for inducing the limit
cycles. In the gap mode, the motor and load are decoupled,
i.e. d = 0, and a stable limit cycle arises from the harmonic
balance 1 + k h(x˙1) fm(u) = 0, cf. Section 2. A symmetric
unimodal limit cycle, with the characteristic points x1–x4, is
shown in Fig. 10 on the left, while the experimentally mea-
sured limit cycles under the relay feedback control are de-
picted on the right. Important to note is that the correspond-
ing displacement amplitude of the induced limit cycle is by
two orders of magnitude smaller than the backlash gap, cf.
Fig. 7 and Fig. 10 (on the right). That means the steady limit
cycles can be operated, in robust manner, within the backlash
gap without hitting the boundaries, i.e. switching to the en-
gagement mode. Details on the relay parameterization and
analytic solution of the limit cycle, in terms of the displace-
ment amplitude and period of oscillations, can be found in (32).
x1 x2 x3 x4
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dx
1/
dt
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Fig. 10. Principal shape of symmetric unimodal limit
cycle (left), experimentally measured limit cycles (right)
A steady limit cycle, shown above, can be converted to the
drifting one, when assigning diﬀerent k-values for the pos-
itive and negative relays’ state. An asymmetric relay gain
leads to the motor dynamics is diﬀerently forced in both di-
rections, so that the limit cycle trajectory does not close after
one period (as in Fig. 10) and becomes continuously drift-
ing as exempliﬁed in Fig. 11. Since the analytic solution
[
[
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H
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V[H[
Fig. 11. Drifting limit cycle by asymmetric relay
for an average velocity X˙c of the limit cycles’ drift is avail-
able, cf. (32), one can design a trajectory with ﬂipping k-gain
asymmetry. In this way, the limit cycle becomes forced to
drift alternately in both direction, while the assumed travel-
ing distance in one direction is supposed to be larger than the
backlash gap. After the impact, following by the engagement
mode, the drifting limit cycle changes qualitatively its shape,
since a slow periodic propulsion of the load appears during
each of the following impacts. Note that due to conspicu-
ously changing initial conditions at each impact, and time- as
well as state-varying damping, correspondingly stiction, in
the mechanical backlash pair, the shape of the drifting limit
cycle can yield highly irregular during the engagement mode.
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All the more, will be then a pattern of the drifting limit cy-
cles diﬀers between the gap and engagement modes. This
can provide an unique signature of the backlash gap in the
recorded time series that allows identifying the backlash size;
also in a robust manner by averaging over several drifting pe-
riods. A controlled and measured drifting limit cycle, with
the backlash signature used for identiﬁcation as explained
above, is exemplary shown in Fig. 12.
Fig. 12. Drifted motor position with backlash signature
4. Conclusions
In this paper, a brief tutorial on the relay feedback sys-
tems is provided. First, the relay feedback systems, consist-
ing of the LTI dynamics (in a general state-space notation)
in loop with the non-ideal (hysteresis) relays without cross-
couplings, have been introduced. We gave a short historical
retrospect on the former developments of the relay feedback
systems, as been driven by emergence of the applications
and practical engineering problems that required a solution.
A well-known and rather ‘classical’ ﬁeld of using the relay
feedback methods for tuning the simple linear controllers has
been summarized with some explanative examples. We also
discussed the appearance of the limit cycles, as a most prin-
cipal behavior associated with the relay feedback systems.
Finally, the open-end potential of the relay feedback systems
for identiﬁcation purposes, especially for case-speciﬁc non-
linearities, has been brought into the light. We demonstrated
a recently developed approach for estimating the unknown
(hidden) backlash in the drive chains. While combining cer-
tain advantages of both, time- and frequency-domain anal-
ysis, the relay feedback systems seem to be promising for
further developments in the area of system identiﬁcation and
control design, correspondingly tuning.
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