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Quasi-adiabatic quantum Monte Carlo algorithm for quantum evolution in imaginary time
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We propose a quantum Monte Carlo (QMC) algorithm for non-equilibrium dynamics in a system with a pa-
rameter varying as a function of imaginary time. The method is based on successive applications of an evolving
Hamiltonian to an initial state and delivers results for a whole range of the tuning parameter in a single run,
allowing for access to both static and dynamic properties of the system. This approach reduces to the standard
Schro¨dinger dynamics in imaginary time for quasi-adiabatic evolutions, i.e., including the leading non-adiabatic
correction to the adiabatic limit. We here demonstrate this quasi-adiabatic QMC (QAQMC) method for linear
ramps of the transverse-field Ising model across its quantum-critical point in one and two dimensions. The crit-
ical behavior can be described by generalized dynamic scaling. For the two-dimensional square-lattice system
we use the method to obtain a high-precision estimate of the quantum-critical point (h/J)c = 3.04458(7),
where h is the transverse magnetic field and J the nearest-neighbor Ising coupling. The QAQMC method can
also be used to extract the Berry curvature and the metric tensor.
PACS numbers: 05.30.d, 03.67.Ac, 05.10.a, 05.70.Ln
I. INTRODUCTION
Quantum Monte Carlo (QMC) methods1,2 have become
indispensable tools for ground-state and finite-temperature
studies of many classes of interacting quantum systems, in
particular those for which the infamous “sign problem” can
be circumvented.3 In ground-state projector methods, an op-
erator P (β) is applied to a “trial state” |Ψ0〉, such that
|Ψβ〉 = P (β)|Ψ0〉 approaches the ground state of the Hamil-
tonian H when β → ∞ and an expectation value 〈A〉 =
〈Ψβ |A|Ψβ〉/Z , with the norm Z = 〈Ψβ|Ψβ〉, approaches
its true ground-state value, 〈A〉 → 〈0|A|0〉. For the pro-
jector, one can use P (β) = exp (−βH) or a high power of
the Hamiltonian4, P (M) = (−H)M . Here we will discuss
a modification of the latter projector for studies of dynamical
properties of systems out of equilibrium.
Real-time dynamics for interacting quantum systems is dif-
ficult to deal with computationally. Solving the Schro¨dinger
equation directly, computations are restricted to very small
system sizes by the limits of exact diagonalization. Despite
progress with the Density-Matrix Renormalization Group
(DMRG)5,6 and related methods based on matrix-product
states, this approach is in practice limited to one-dimensional
systems and relatively short times. Efficiently studying long-
time dynamics of generic interacting quantum systems in
higher dimensions is still an elusive goal. However, recently,
in Ref. [7], it was demonstrated that real-time and imaginary-
time dynamics bear considerable similarities, and in the lat-
ter case, powerful and high-precision QMC calculations can
be carried out on large system sizes for the class of systems
where sign problems can be avoided.
Our work reported here is a further development of the
method introduced in Ref. [7], where it was realized that a
modification of the ground-state projector Monte Carlo ap-
proach with P (β) = exp (−βH) can be used to study non-
equilibrium set-ups in quantum quenches (or ramps), where a
parameter of the Hamiltonian depends on time according to an
arbitrary protocol. By performing a standard Wick rotation of
the time axis, a wave function is governed by the Shro¨dinger
equation in imaginary time t = −iτ (τ being real),
∂τ |ψ(τ)〉 = −H[λ(τ)]|ψ(τ)〉. (1)
Here the Hamiltonian depends on the parameter λ through
time, e.g.,
H = H0 + λ(τ)V, (2)
where V andH0 typically do not commute. The method is not
limited to this form, however, and any evolution of H can be
considered. The Schro¨dinger equation has the formal solution
|ψ(τ)〉 = U(τ)|ψ(τ0)〉, (3)
where the imaginary-time evolution operator is given by
U(τ) = Tτexp
[
−
∫ τ
τ0
dτ ′H[λ(τ ′)]
]
, (4)
where Tτ indicates time ordering. A time-evolved state
U(τ)|Ψ(τ0)〉 and associated expectation values can be sam-
pled using a generalized projector QMC algorithm. In
Ref. [7] it was demonstrated that this non-equilibrium QMC
(NEQMC) approach can be applied to study dynamic scal-
ing at quantum phase transitions, and there are many other
potential applications as well, e.g., when going beyond stud-
ies of finite-size gaps in “glassy” quantum dynamics and the
quantum-adiabatic paradigm for quantum computing.
Here we introduce a different approach to QMC studies of
quantum quenches, which gives results for a whole range of
parameters λ ∈ [λ(τ0), λ(τ)] in a single run (instead of just
the final time), at a computational effort comparable to the
previous approach. Instead of using the conventional time-
evolution operator Eq. (4), we consider a generalization of the
equilibrium QMC scheme based on projection with (−H)M ,
acting on the initial ground state of H[λ(τ0)] with a product
of evolving Hamiltonians:
PM,1 = [−H(λM )]....[−H(λ2)][−H(λ1)], (5)
2where
λt = λ0 + t∆λ, (6)
and ∆λ = [λM − λ0]/M is the single-step change in the
tuning parameter.8 Here we will consider a case where the
ground state |Ψ(λ0)〉 of H(λ0) is known and easy to generate
(stochastically or otherwise) and the ground states for other λ-
values of interest are non-trivial. The stochastic sampling used
to compute the evolution then takes place in a space represent-
ing path-integral-like terms contributing to the matrix element
(the norm) 〈Ψ(λ0)|P1,MPM,1|Ψ(λ0)〉. We will also later con-
sider a modification of the method in which the ground state
at the final point λM is known as well, in which case contri-
butions to 〈Ψ(λM )|PM,1|Ψ(λ0)〉 are sampled.
Staying with the doubly-evolved situation for now, we eval-
uate generalized expectation values after t out of the M oper-
ators in the product (5) have acted:
〈A〉t =
〈Ψ(λ0)|P1,MPM,t+1APt,1|Ψ(λ0)〉
〈Ψ(λ0)|P1,MPM,1|Ψ(λ0)〉
. (7)
We will refer to this matrix element as an asymmetric expec-
tation value, with the special case t = M corresponding to a
true quantum-mechanical expectation value taken with respect
to an evolved wave function,
|ψM 〉 =
PM,1|Ψ(λ0)〉√
〈Ψ(λ0)|P1,MPM,1|Ψ(λ0)〉
, (8)
which approaches the ground state |Ψ[λ(τM )]〉 of the Hamil-
tonian H [λ(τM )] for M →∞.
Away from the adiabatic limit, the evolved wave function
Eq. (8) is, generally speaking, not the ground state of the
equilibrium system. Nevertheless, as we demonstrate in de-
tail in Sec. II, a quench velocity v ∝ ∆λN can be defined
such that the symmetric expectation value 〈A〉t=M in Eq. (7)
approaches the expectation value 〈A(τ = t)〉 after a con-
ventional linear imaginary-time quantum quench with Eq. (4)
done with the same velocity v, if v is low enough. In fact, the
two quantities are the same to leading (linear) order in v, not
only in the strict adiabatic limit v → 0. We therefore name
this scheme the quasi-adiabatic QMC (QAQMC) algorithm.
Importantly, the leading corrections to the adiabatic evolution
of the asymmetric expectation values for any t contain impor-
tant information about non-equal time correlation functions,
very similar to the imaginary-time evolution.
The principal advantage of QAQMC over the NEQMC ap-
proach is that expectation values of diagonal operators in the
basis used can be obtained simultaneously for the whole evo-
lution path λ0 . . . λM , by measuring 〈A〉t in Eq. (7) at arbi-
trary t points9 (and one can also extend this to general off-
diagonal operators, along the lines of Ref. [10], but we here
limit studies to diagonal operators). The QAQMC scheme is
also easier to implement in practice than the NEQMC method
because there are no time integrals to sample.
As mentioned above, we will here have in mind a situation
where the initial state |Ψ(λ0)〉 is in some practical sense “sim-
ple,” but this is not necessary for the method to work—any
state that can be simulated with standard equilibrium QMC
methods can be used as the initial state for the dynamical evo-
lution. The final evolved state |ψM 〉 can be very complex,
e.g., for a system in the vicinity of a quantum-critical point or
in a “quantum glass” (loosely speaking, a system with slow
intrinsic dynamics due to spatial disorder and frustration ef-
fects). Here, as a demonstration of the correctness and util-
ity of the QAQMC approach, we study generalized dynamic
scaling in the neighborhood of the quantum phase transitions
in the standard one-dimensional (1D) and 2D transverse-field
Ising models (TFIMs).
As noted first in Ref. [7], the NEQMC method can be used
to extract the components of the quantum metric tensor,11 the
diagonal elements of which are the more familiar fidelity sus-
ceptibilities. Thanks to its ability to capture the leading non-
adiabatic corrections to physical observables, the QAQMC
approach can also be used for this purpose, and, as we will
discuss briefly here and in more detail in Ref. [12], one can
also extract the Berry curvature through the imaginary anti-
symmetric components of the geometric tensor
The rest of the paper is organized in the following way. In
Sec. II, we use adiabatic perturbation theory (APT) to demon-
strate the ability of the QAQMC scheme to correctly cap-
ture the standard Schro¨dinger evolution in imaginary time, not
only in the adiabatic limit but also including the leading cor-
rections in the quench velocity. We show how these leading
corrections correspond to the geometric tensor. In Sec. III, we
discuss tests of the QAQMC scheme on 1D and 2D TFIMs,
and also present a high-precision result for the critical field
in the 2D model. In Sec. IV, we summarize our main con-
clusions and discuss future potential applications of the algo-
rithm.
II. ADIABATIC PERTURBATION THEORY
The key question we address in this section is whether the
matrix element 〈A〉t in Eq. (7) can give useful dynamical in-
formation for arbitrary “time” points t in the sequence of 2M
operators. The expression only reduces to a conventional ex-
pectation value at the symmetric point t = M , and even there
it is not clear from the outset how 〈A〉t=M computed for dif-
ferentM relates to the velocity dependence of the expectation
value 〈Ψ(0)|U∗(τ)AU(τ)|Ψ(0)〉 based on the Schro¨dinger
time-evolution operator in Eq. (4). Going away from the sym-
metric point brings in further issues to be addressed. For in-
stance, there is no variational property of the asymmetric ex-
pectation value 〈H〉t of the Hamiltonian for t 6= M . Nev-
ertheless, the approach to the adiabatic limit is well behaved
and we can associate the leading deviations from adiabaticity
with well defined dynamical correlation functions that appear
as physical response in real time protocols. We show here,
for the linear evolution Eq. (6), that one can identify a ve-
locity v ∝ N/M such that a linear imaginary-time quench
with λt = vt in Eq. (6) gives the same results in the two ap-
proaches when t = M , including the leading (linear) correc-
tions in v. For t 6= M , the relevant susceptibilities in QAQMC
defining non-adiabatic response are different than at t = M
3but still well defined, contain useful information, and obey
generic scaling properties.
In order to facilitate the discussion of the QAQMC
method, we here first review the previous APT approach
for Schro¨dinger imaginary-time dynamics7,12 and then derive
analogous expressions for the product-evolution. After this,
we discuss some properties of the symmetric and asymmetric
expectation values.
A. Imaginary-time Schro¨dinger dynamics
The NEQMC method7 uses a path-integral-like Monte
Carlo sampling to solve the imaginary-time Shcro¨dinger equa-
tion Eq. (1) for a HamiltonianH[λ(τ)] with a time-dependent
coupling. The formal solution at time τ is given by the evolu-
tion operator Eq. (4). In the strict adiabatic limit, the system
will follow the instantaneous ground state, while in the slow
limit one can anticipate deviations from adiabaticity, which
will become more severe in gapless systems and, in partic-
ular, near phase transitions. Let us discuss the leading non-
adiabatic correction to this imaginary-time evolution. The nat-
ural way to address this question is to use APT, similar to that
developed in Refs. [13] and [14] in real time. We here follow
closely the discussion of the generalization to imaginary time
in Ref. [7].
We first write the wave function in the instantaneous eigen-
basis {|n(λ)〉} of the time-dependent HamiltonianH[λ(τ)]:
|ψ(τ)〉 =
∑
n
an(τ)|n(λ(τ))〉. (9)
We then substitute this expansion into Eq. (1),
dan
dτ
+
∑
m
am(τ)〈n|∂τ |m〉 = −En(λ) an(τ), (10)
where En(λ) are the eigenenergies of the Hamiltonian H(λ)
corresponding to the states |n〉 for this value of λ. Making the
transformation
an(τ) = αn(τ) exp
[∫ 0
τ
En(τ
′)dτ ′
]
, (11)
we can rewrite Eq. (1) as an integral equation;
αn(τ) = αn(0) +
∑
m
∫ 0
τ
dτ ′ 〈n|∂τ ′ |m〉αm(τ
′)
× exp
[
−
∫ 0
τ ′
dτ ′′
(
En(τ
′′)− Em(τ
′′)
)]
, (12)
where it should be noted that αn(0) = an(0). In principle we
should supply this equation with initial conditions at τ = τ0,
but this is not necessary if |τ0| is sufficiently large, since the
sensitivity to the initial condition will then be exponentially
suppressed. Instead, we can impose the asymptotic condition
αn(τ → −∞) → δn0, which implies that in the distant past
the system was in its ground state.
Eq. (12) is ideally suited for an analysis with the APT. In
particular, if the rate of change is very small, λ˙(τ) → 0, then
to leading order in λ˙ the system remains in its ground state;
αm(τ) ≈ δm0 (except during the initial transient, which is not
important because we are interested in large |τ0|). In the next
higher order, the transition amplitudes to the states n 6= 0 are
given by;
αn(0) ≈ −
0∫
−∞
dτ 〈n|∂τ |0〉 exp
[
−
∫ 0
τ
dτ ′∆n0(τ
′)
]
, (13)
where ∆n0(τ) = En(τ) − E0(τ). The matrix element above
for non-degenerate states can also be written as
〈n|∂τ |0〉 = −〈n|∂τH(τ)|0〉/∆n0(τ). (14)
In what follows we will assume that we are dealing with a
non-degenerate ground state.
To make further progress in analyzing the transition am-
plitudes Eq. (13), we consider the very slow asymptotic limit
λ˙ → 0. To be specific, we assume that near τ = 0 the tuning
parameter has the form (see also Ref. [14])
λ(τ) ≈ λ(0) +
vλ|τ
r |
r!
Θ(−τ). (15)
The parameter vλ, which controls the adiabaticity, plays the
role of the quench amplitude if r = 0, the velocity for r = 1,
the acceleration for r = 2, etc. It is easy to check that in the
asymptotic limit vλ → 0, Eq. (13) gives
αn ≈ vλ
〈n|∂λ|0〉
(En − E0)r
= −vλ
〈n|∂λH|0〉
(En − E0)r+1
, (16)
where all matrix elements and energies are evaluated at τ =
0. From this perturbative result we can in principle evaluate
the leading non-adiabatic response of various observables and
define the corresponding susceptibilities. For the purposes of
comparing with the QAQMC approach, Eq. (16) suffices.
B. Operator-product evolution
The quasi-adiabatic QMC method may appear very differ-
ent from NEQMC but has a similar underlying idea. Instead
of imaginary time propagation with Eq. (4), we apply a simple
operator product to evolve the initial state. We first examine
the state propagated with the first t operators in the sequence
Pt,1 in Eq. (5),
|ψt〉 = [−H(λt)] . . . [−H(λ2)][−H(λ1)]|ψ0〉, (17)
and after that we will consider symmetric expectation values
of the standard form 〈ψM |A|ψM 〉 as well as the asymmetric
expectation values in Eq. (7). We assume that the spectrum of
−H is strictly positive, which is accomplished with a suitable
constant offset to H if needed.
41. Linear protocols
The coupling λ can depend on the index t in an arbitrary
way. It is convenient to define
τi =
i
T
, (18)
where T is the overall time scale, which can be set to unity.
The leading non-adiabatic corrections will be determined by
the system properties and by the behavior of λ(τi) near the
point of measurement t. The most generic is the linear de-
pendence λ(τi) ≈ λ(t) + v˜λ(t − τi), where v˜λ is related to
the quench velocity (see below). In the end of this section
we will briefly consider also more general nonlinear quench
protocols.
Our strategy to analyze Eq. (17) in the adiabatic limit will
be the same as in the preceding subsection. We first go to the
instantaneous basis and rewrite
|ψ(τi)〉 ≡ |ψi〉 =
∑
n
an(τi)|n(λi)〉 ≡
∑
n
ain|n
i〉. (19)
In the instantaneous basis, the discrete Schro¨dinger-like
equation |ψi+1〉 = −H(τi+1)|ψi〉 reads
ai+1n = −
∑
m
aimE
i+1
n 〈n
i+1|mi〉, (20)
and it is instructive to compare this with Eq. (10). It is conve-
nient to first make a transformation
ain =
t∏
j=i+1
1
(−Ejn)
αin. (21)
This transformation does not affect the transition amplitude
at the time of measurement t: atn = αtn. Then the equation
above becomes
αi+1n =
∑
m
αim

 t∏
j=i+1
Ejn
Ejm

 〈ni+1|mi〉. (22)
Let us introduce a discrete derivative
〈ni|
←−
∆ ≡ 〈ni+1| − 〈ni|, (23)
and write the Schro¨dinger-like equation as
αi+1n = α
i
n +
∑
m
αim

 t∏
j=i+1
Ejn
Ejm

 〈ni|←−∆|mi〉. (24)
In the adiabatic limit, the solution of this equation is αin =
δn0, i.e., the instantaneous ground state. To leading order of
deviations from adiabaticity we find
αi+1n = Cn +
i∑
k=0

 t∏
j=k+1
Ejn
Ej0

 〈nk|←−∆|0k〉, (25)
where Cn can be determined from the initial condition. In
the limit of sufficiently large t the initial state is not important
so we should have αt−in → 0 for i ≫ 1, so that Cn = 0.
Therefore we find that the amplitude of the transition to the
excited state is approximately
αtn ≈
t−1∑
k=0

 t∏
j=k+1
Ejn
Ej0

 〈nk|←−∆|0k〉. (26)
Changing the summation index k to p = t− k we have
αtn ≈
t∑
p=1

 t∏
j=t+1−p
Ejn
Ej0

 〈nt−p|←−∆|0t−p〉. (27)
It is clear that for large t only p ≪ t terms contribute to the
sum. In the extreme adiabatic limit one can thus move the
matrix element outside of the summation and use the spectrum
of the final Hamiltonian. In this case we find
αtn ≈
En
E0
〈n|
←−
∆ |0〉
1− En/E0
= −En∆λ
〈n|
←−
∂λ|0〉
En − E0
= En∆λ
〈n|∂λ|0〉
En − E0
, (28)
where ∆λ = λ(t)−λ(t−1). By comparing Eqs. (16) and (28)
we see that near the adiabatic limit QAQMC and NEQMC are
very similar if En/E0 ≈ const. This can in principle always
be ensured by having a sufficiently large energy offset, but
even with a small offset we expect the ratio to be essentially
constant for the range of n contributing significantly when the
spectrum becomes gapless close to a quantum-critical point. If
the condition indeed is properly satisfied, then from Eqs. (16)
and (28), we identify the quench velocity as
vλ = E0∆λ. (29)
This is the main result of this section. We will confirm
its validity explicitly in numerical studies with the QAQMC
method in Sec. III. Since E0 ∝ N , where N is the system
size, we can also see that vλ ∝ N∆λ ∝ N/M for a given
total change in λ over the M operators in the product.
Let us point out that Eq. (28) can be also rewritten as
αtn ≈ −E0∆λ
〈n|
←−
∂λ|0〉
En − E0
−∆λ〈n|
←−
∂λ|0〉. (30)
The first contribution here exactly matches that of Eq. (16)
while the second term is an additional contribution corre-
sponding to a sudden quench.
2. Nonlinear protocols
We can extend the above result, Eq. (30), to arbitrary
quench protocols. In particular, consider
λt−p = λt +
vλ
(−E0)r
pr−1
(r − 1)!
, (31)
5where r ≥ 0 (not necessarily an integer). For r = 1, we
recover the linear protocol analyzed above. Then we can still
rely on Eq. (27) but need to take into account that
〈nt−p|
←−
∆ |0t−p〉 ≈ ∆λt−p〈n
t|
←−
∂λ|0
t〉
=
vλ
(−E0)r
pr−1
(r − 1)!
〈nt|
←−
∂λ|0
t〉. (32)
Thus, we find that
αtn ≈
vλ
(−E0)r(r − 1)!
Li1−r(En/E0)〈n
t|
←−
∂λ|0
t〉, (33)
where Li1−r(x) is the Polylog function. In particular,
Li0(x) =
1
1− x
, (34)
Li−1(x) =
x
(1− x)2
, (35)
Li−2(x) =
x(x+ 1)
(1− x)3
. (36)
Under the conditions discussed above (large offset or small
energy gap) we again have x = En/E0 → 1 and then we
recover the continuum result using the fact that
Li1−r(1− ǫ) ≈
(r − 1)!
ǫr
.
Then, indeed,
αtn = a
t
n ≈
vλ
(−E0)r(r − 1)!
(r − 1)!
(1− En/E0)r
〈nt|
←−
∂λ|0
t〉
= vλ
〈nt|
←−
∂λ|0
t〉
(En − E0)r
, (37)
which exactly matches Eq. (16).
C. Expectation values
While asymptotically Eq. (7) gives the ground state of the
observable A in the adiabatic limit for all values of t, the ap-
proach to this limit as t → ∞ is qualitatively different de-
pending on whether t is equal to M or not. More precisely,
if t = ηM where η ∈ (0, 2) as M → ∞, we encounter two
different asymptotic regimes for η 6= 1 and η = 1.
1. Symmetric expectation values; t = M
In this limit the expectation value of the observableA in the
leading order of the adiabatic perturbation theory reduces to
〈A〉t=M ≈ 〈ψ(vλ)|A|ψ(vλ)〉, (38)
where vλ ≈ E0∆λ is the imaginary time velocity identi-
fied earlier. For generic observables not commuting with the
Hamiltonian, we find
〈A〉t=M ≈ 〈A〉0 + vλχ
′
Aλ, (39)
where
χ′Aλ =
∑
n6=0
〈0|A|n〉
〈n|∂λ|0〉
En − E0
+ c.c. (40)
is the susceptibility. All energies and matrix elements are eval-
uated at “time” t = M .
For diagonal observables A, like the energy or energy fluc-
tuations, we have
〈A〉t=M ≈ 〈A〉0 + v
2
λ
∑
n6=0
|〈n|∂λ|0〉|
2
(En − E0)2
〈n|A|n〉. (41)
In particular, the correction to the energy is always positive
as it should be for any choice of wave function deviating
from the ground state. Let us emphasize that for diagonal ob-
servables the leading non-adiabatic response at the symmetric
point in imaginary time coincides with that in real time, and,
thus QAQMC or NEQMC can be used to analyze real time
deviations from adiabaticity, as was pointed out in the case of
NEQMC in Ref. [7].
2. Asymmetric expectation value, t 6= M
It turns out that the asymptotic approach to the adiabatic
limit is quite different for non-symmetric points t = ηM with
η 6= 1. Without loss of generality we can focus on 0 < η <
1 (since all expectation values are symmetric with respect to
η → 2−η for the symmetric protocol we consider9). Then the
expectation value of A is evaluated with respect to different
eigenstates
〈A〉t =
〈ψL|A|ψR〉
〈ψL|ψR〉
, (42)
where
|ψR〉 = H(λt) · · · H(λ2)H(λ1)|ψ0〉,
|ψL〉 = H(λt+1) · · · H(λM−1)H(λM )PM,1|ψ0〉. (43)
Note that the overlap 〈ψL|ψR〉 is independent of t by con-
struction and is real.
It is easy to see that for diagonal observables we obtain a
leading asymptotic as in Eq. (41) but with the opposite sign in
the second term
〈A〉t6=M ≈ 〈A〉0 − v
2
λ
∑
n6=0
|〈n|∂λ|0〉|
2
(En − E0)2
〈n|A|n〉. (44)
In particular, the leading correction to the ground state energy
is negative when t deviates sufficiently from the symmetric
point, i.e., |λt − λ1|/vλ ≪ M . There is no contradiction
here since the left and right states are different (i.e., we are
not evaluating a true expectation value and there is no vari-
ational principle). Both Eqs. (41) and (44) recover the exact
result in the adiabatic limit. Since the correction up to the
sign exactly matches the real time result, we can still use the
non-symmetric expectation value for diagonal observables to
6extract the real time non-adiabatic response. For t → M ,
the sign of the correction should change, to connect smoothly
to the variational t = M expectation value. The crossover
between positive and negative corrections to the energy takes
place around a point that asymptotically converges to t = M
in the adiabatic limit (where the deviation from the ground-
state energy at t = M vanishes). We will illustrate this with
numerical results in Sec. III A (see Fig. 1).
As in the symmetric case, using the APT discussed in the
previous section the results derived here easily extend to other
values of the exponent r.
3. The metric tensor and Berry curvature
If A = −∂µH , then the susceptibility Eq. (40) reduces to
the µλ component of the metric tensor,7,12 which, thus, can be
readily extracted using the QAQMC algorithm. In particular,
the diagonal components of the metric tensor define the more
familiar fidelity susceptibility.
Next, we observe that for t sufficiently different from M ,
the approach to the ground state in the left function ψL in
Eq. (43) effectively corresponds to a change in sign of the
velocity, and, thus, we find
〈A〉t ≈
〈ψ(−v)|A|ψ(v)〉
〈ψ(−v)|ψ(v)〉
, (45)
where the wave functions |ψ(v)〉 and ψ(−v)〉 are evaluated at
the same value of the coupling determined by the value of η.
We can use the results of the previous section to find that for
off-diagonal observables
〈A〉t ≈ 〈A〉0 − ivλχ
′′
Aλ, (46)
χ′′Aλ = i
∑
n6=0
〈0|A|n〉
〈n|∂λ|0〉
En − E0
− c.c. (47)
Based on this result we conclude that the leading non-
adiabatic correction is imaginary and coincides, up to the
factor of imaginary i, with the real-time non-adiabatic
correction.12 In particular, for A = −∂µH the susceptibility
χ′′Aλ = χ
′′
µλ is proportional to the Berry curvature.
The fact that we are getting the opposite sign (compared
to the real time protocol) in the susceptibility for diagonal ob-
servables and the Berry curvature for off-diagonal observables
away from the symmetric points in Eqs (44) and (46) is a con-
sequence of general analytic properties of the asymmetric ex-
pectation values. As we discuss in Ref. [12] the expectation
value Eq.(45) is the analytic continuation of the real time ex-
pectation value to the imaginary velocity v → iv. This con-
tinuation is valid in all orders of expansion of the expectation
value of A in v.
III. RESULTS
As a demonstration of the utility of QAQMC and the behav-
iors derived in the previous section we here study the TFIM,
defined by the Hamiltonian
H = −s
∑
〈i,j〉
σzi σ
z
j − (1 − s)
∑
i
σxi , (48)
where 〈i, j〉 are nearest-neighbor sites, and σz and σx are
Pauli matrices. Here, s plays the role of the tuning param-
eter, which in the simulations reported below will vary be-
tween 0 (where the ground state is trivial) to a value exceed-
ing the quantum-critical point; sc = 1/2 in a 1D chain and
sc ≈ 0.247 in the 2D square lattice.15
We work in the standard basis of eigenstates of all Szi . The
simulation algorithm samples strings of 2M diagonal and off-
diagonal terms in Eq. (48), in a way very similar to the T > 0
stochastic series expansion (SSE) method, which has been dis-
cussed in detail in the case of the TFIM in Ref. [16]. The mod-
ifications for the QAQMC primarily concern the sampling of
the initial state, here |Ψ(0)〉 =
∏
i | ↑i + ↓i〉, which es-
sentially amounts to a particular boundary condition replac-
ing the periodic boundaries in finite-temperature simulations.
An SSE-like scheme with such modified boundaries was also
implemented for the NEQMC method in Ref. [7], and re-
cently also in a study of combinatorial optimization problems
in Ref. [17]. We here follow the same scheme, using cluster
updates in which clusters can be terminated at the boundaries.
The implementation for the product with varying coupling s
is even simpler than SSE or NEQMC, with the fixed-length
product replacing the series expansion of Eq. (4). The changes
relative to Refs. [7] and [16] are straightforward and we there-
fore do not discuss the sampling scheme further here.
A. Cross-over of the energy correction
As we discussed in Sec. (II), the asymmetric expectation
value (7) of the Hamiltonian has a negative correction to the
ground-state energy when t is sufficiently away from the sym-
metric point t = M . In Fig. 1 we illustrate this property and
the convergence to the ground-state energy for all t with in-
creasingM with simulation data for a small 1D TFIM system.
We here plot the results versus the rescaled propagation power
η = t/M . The region of negative deviations move toward the
symmetric point with increasing M . Note that the deviations
here are not strongly influenced by the critical point (which
is within the parameter s simulated but away from the sym-
metric point), although the rate of convergence should also be
slow due to criticality. The rate of convergence to the ground
state can be expected to be (and is here seen to be) most rapid
for η < ηc1 and η > ηc2.
B. Quantum-critical dynamic scaling
The idea of dynamic scaling at a critical point dates back to
Kibble and Zurek for quenches (also called ramps, since the
parameter does not have to change suddenly, but linearly with
arbitrary velocity as a function of time) of systems through
classical phase transitions.18,19 Here, the focus was on the
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FIG. 1: (Color online) Symmetric and asymmetric expectation values
of the Hamiltonian in QAQMC calculations for 1D TFIM Eq. (48)
with N = 24. Here, the evolution was from s = 0 to 0.6 and, thus,
s = 0.6 is the symmetric point here labeled by η = t/2M = 1. For
η ≤ 1, s = 0.6η and for η ≥ 1, s = 1.2 − 0.6η, and the critical
point s = 1/2 hence corresponds to ηc1 ≈ 0.833 and ηc2 ≈ 1.167.
(Bottom) Expectation value and (top) deviation from the true ground-
state energy (obtained using Lanczos exact diagonalization).
density of defects. The ideas were later generalized also to
quantities more easily accessible in experiments, such as order
parameters, and the scaling arguments were also extended to
quantum systems.20–23 The basic notion is that the system has
a relaxation time trel, and if some parameter (here a parame-
ter of the Hamiltonian) is changed such that a critical point is
approached, the system can stay adiabatic (or in equilibrium)
only if the remaining time t to reach the critical point is much
larger than the relaxation time, t ≫ trel. In general, one ex-
pects trel ∼ ξz ∼ ǫ−zν , where ξ is the correlation length,
ν the exponent governing its divergence with the distance ǫ to
the critical point, and z the dynamic exponent. For a system of
finite size (length) L, ξ is maximally of order L and, thus, for
a linear quench the critical velocity vcrit separating slow and
fast power-law quenches according to Eq. (15) should heuris-
tically be given by vcrit ∼ L−(z+1/ν), and for a power-law
quench with exponent r according to Eq. (15) this generalizes
to14
vcrit ∼ L
−(zr+1/ν). (49)
One then also expects a generalized finite-size scaling form
for singular quantities A,
A(L, ǫ) = Lκf(ǫL1/ν, vLzr+1/ν), (50)
where κ characterizes the leading size-dependence at the crit-
ical point of the quantity considered. For v → 0, Eq. (50)
reduces to the standard equilibrium finite-size scaling hypoth-
esis. This scaling was recently suggested and tested in differ-
ent systems, both quantum14,24,25 and classical26.
The above expression Eq. (50) combined with the product-
evolution Eq. (5) allows us to study a phase transition based
on different combinations of scaling in the system size and
the velocity in non-equilibrium setups. For example, if one
wants to find the critical point for the phase transition and the
exponent ν is known, one can carry out the evolution under
the critical-velocity condition:
vLz+1/ν = c, (51)
where c is a constant. In this paper, we focus on linear quench
protocols and set r = 1 henceforth. As we discussed in
Sec. II B, the QAQMC method applied to a system of size
(volume) N based on evolution with M operators in the se-
quence and change ∆λ between each successive operator cor-
responds to a velocity v ∝ N∆λ ∝ N/M , with the prefactor
depending on the ground state energy (at the critical point).
The exact prefactor will not be important for the calculations
reported below, and for convenience in this section, we define
v = sf
N
M
, (52)
where sf is the final value of the parameter s in Eq. (48) over
the evolution (which is also the total change in s, since we
start with the eigenstate at s = 0). The critical product-length
M is, thus, given by
M =
1
c
NLz+1/ν =
1
c
Ld+z+1/ν , (53)
where we have also for simplicity absorbed sf into c.
Using an arbitrary c of order 1 in Eq. (51), the critical point
sc can be obtained based on a scaling function with the single
argument ǫL1/ν in Eq. (50). We will test this approach here,
in Secs. III D and III E, and later, in Sec. III F, we will show
that exact knowledge of the exponents in Eq. (51) is actually
not needed. First, we discuss the quantities we consider in
these studies.
C. Quantities studied
We will focus our studies here on the squared z-component
magnetization (order parameter),
m2z =
〈 1
N2
( N∑
i
σzi
)2〉
, (54)
We can also define a susceptibility-like quantity (which we
will henceforth refer to as the susceptibility) measuring the
magnetization fluctuations:
χ = N(
〈
m2z
〉
− 〈|mz|〉
2
). (55)
Here both terms have the same critical size-scaling as the
equal-time correlation function;
〈mz〉
2 ∼ 〈|mz |〉
2
∼ L−(d+z−2+η), (56)
8where d is the spatial dimensionality. The prefactors for the
two quantities are different, however, a divergent peak re-
mains in Eq. (55) at the transition. Away from the critical
point χ→ 0 with increasing system size.
To clarify our use of χ, we point out that we could also
just study the scaling of 〈m2z〉, but the peak produced when
subtracting off the second term in Eq. (55) is helpful in the
scaling analysis. According to Eq. (50) and using z = 1 in
Eq. (56), the full scaling behavior of the fluctuation around
the critical point should follow the form
χ ∼ L1−η f
(
(s− sc)L
1/ν , vL1+1/ν
)
, (57)
for any dimensionality d.
We should point out here that the true thermodynamic sus-
ceptibility based on the Kubo formula27 (imaginary-time in-
tegral) yields a stronger divergence L2−η. This quantity
is, however, more difficult to study with the QAQMC algo-
rithm, because, unlike in standard finite-T QMC methods,
the time integration cannot simply be carried out within the
space of time-evolving Hamiltonians in Eq. (5) and Eq. (7).
The standard Feynman-Suzuki correspondence between the
d-dimensional quantum and (d+1)-dimensional classical sys-
tems is not realized in our scheme. The configuration space of
time-evolving Hamiltonians builds in the relaxation time, trel,
in a different way, not just in terms of equilibrium fluctuations
in the time direction, but in terms of evolution as a function of
a time-dependent parameter.
A useful quantity to consider for extracting the critical point
is the Binder cumulant,28,
U =
3
2
(
1−
1
3
〈
m4z
〉
〈m2z〉
2
)
. (58)
For a continuous phase transition, U converges to a step func-
tion as L→∞. The standard way to analyze this quantity for
finite L is to graph it versus the argument s for differentL and
extract crossing points, which approach the critical point with
increasing L. Normally, this is done in the equilibrium, either
by taking the limit of the temperature T → 0 for each L first,
or by fixing β = 1/T ∝ Lz if z is known. Here, the latter
condition is replaced by Eq. (51), but, as we will discuss fur-
ther below, the condition can be relaxed and the exponents do
not have to be known accurately a priori. Our approach can
also be used to determine the exponents, either in a combined
procedure of simultaneously determining the critical point and
the exponents, or with a simpler analysis after first determin-
ing the critical point.
We have up until now only considered calculations of
equal-time observables, but, in principle, it is also possible
and interesting to study correlations in the evolution direction,
which also can be used to define susceptibilities.
In the following we will illustrate various scaling proce-
dures using results for the 1D and 2D TFIMs. The dynamic
exponent z = 1 is known for both cases, and in the 1D case all
the exponents are rigorously known since they coincide with
those of the classical 2D Ising model. For the 2D TFIM, the
exponents are know rather accurately based on numerics for
the 3D classical model.
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FIG. 2: (Color online) Results of typical QAQMC runs for the 1D
TFIM, Eq. (48). The binder cumulant Eq. (58) (bottom) and the sus-
ceptibility χ Eq. (55) (top) are graphed versus s for several system
sizes L. In these simulations, which spanned the range s ∈ [0, 0.6],
the length of the index sequence was of the form Eq. (53), i.e., with
the exponents applicable in this case M = L3/c with the arbitrary
constant chosen to be c = 43/240.
D. 1D transverse-field Ising model.
The 1D TFIM provides a rigorous testing ground for the
new algorithm and scaling procedures since it can be solved
exactly.29 The critical point corresponds to the ratio between
the transverse field and the spin-spin coupling equaling 1, i.e.,
s = 1/2 in the Hamiltonian Eq. (48). The critical exponents,
known through the mapping to the 2D Ising model,30 are ν =
1 and η = 1/4.
The results presented here were obtained in simulations
with the parameter s spanning the range [0, sf ] with sf = 0.6,
i.e., going from the trivial ground state of the field term to
well above the critical point. Fig. 2 shows examples of results
for the susceptibility and the Binder cumulant. The operator-
sequence length M , Eq. (5), was scaled with the system size
in order to stay at the critical velocity according to Eq. (53).
We emphasize again that a single run produces a full curve
within the s-range used. In order to focus on the behavior
close to criticality, we have left out the results for small s in
Fig. 2. Since M is very large (up to ≈ 106 for the largest
L in the cases shown in the figure), we also do not compute
expectation values for each t in Eq. (7), but typically spacing
measurements by ∝ N operators.
Extracting Binder curve-crossings using system-size pairs
L and L + 4, with L = 4, 8, 12, . . .60, and extrapolating the
results to L → ∞, we find sc = 0.49984(16), as illustrated
90.00 0.02 0.04 0.06 0.08
1/L
0.499
0.500
0.501
0.502
0.503
0.504
0.505
s c
(L
)
FIG. 3: (Color online) Results of a Binder-crossing scaling analysis
of the 1D TFIM data in Fig. 2 (including also other system sizes not
shown there). Crossing points were extracted based on system sizes
L and L+ 4, with L = 4, 8, . . . , 60. The curve is a fit to the form28
sc(L) = sc + a/L
b
, sc = 0.49984(16) and b = 1.6(1).
in Fig.(3). Thus, the procedure produces results in full agree-
ment with the known critical point.
The dynamical scaling of the susceptibility is illustrated in
Fig. 4. Here, there are no adjustable parameters at all, since
all exponents and the critical coupling are known (and we use
the exact critical coupling sc = 1/2, although the numerical
result extracted below is very close to this value and produces
an almost identical scaling collapse). While some deviations
from a common scaling function are seen for the smaller sys-
tems and far away from the scaled critical point (s−sc)L, the
results for larger sizes and close to the peak rapidly approach a
common scaling function. This behavior confirms in practice
our discussion of the definition of the velocity and the ability
of the QAQMC method to correctly take into account at least
the first corrections to the adiabatic evolution.
E. 2D transverse-field Ising model
The 2D transverse-field Ising model provides a more seri-
ous test for our algorithm since it cannot be solved exactly.
Among many previous numerical studies,15,31,32 Ref. [15] ar-
guably has the highest precision so far for the value of the
critical coupling ratio. Exact diagonalization was there car-
ried out for up to 6×6 lattice size. In terms of the critical field
hc = 1 − s in units of the coupling J = s, the critical point
was determined to hc/J = 1/0.32841(2) = 3.04497(18),
where the error bar reflects estimated uncertainties in finite-
size extrapolations. Results based on QMC simulations31,32
are in agreement with this value, but the statistical errors are
larger than the above extrapolation uncertainty. One might
worry that the system sizes L ≤ 6 are very small and the ex-
trapolations may not reflect the true asymptotic L → ∞ size
behavior. However, the data points do follow the functional
forms expected based on the corresponding low-energy field
theory, and there is therefore no a priory reason to question
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FIG. 4: (Color online) Scaled susceptibility of the 1D TFIM. The
axes have been scaled according to the form Eq. (57) with the second
argument constant and using the exact critical point sc = 1/2. The
results are shown on two different scales to make visible deviations
(due to subleading size and velocity corrections) from the common
scaling function far away from criticality as well as the good data
collapse close to the critical point.
the results. It is still useful to try to reach similar or higher
precision with other approaches, as we will do here with the
QAQMC method combined with dynamic scaling.
In this case we simulate the linear quench in the window
of s ∈ [0, 0.3], which contains the previous estimates for the
critical value sc ≈ 0.247 as discussed above. Although we
could also carry out an independent scaling analysis to extract
the critical exponents, we here choose to just use their val-
ues based on previous work on the classical 3D Ising model;
1/ν ≈ 1.59, and η ≈ 0.036.33 Our goal here is to extract
a high-precision estimate of the critical coupling, and, at the
same time, to further test the ability of QAQMC to capture
the correct critical scaling behavior. We again scale M with
L according to Eq. (53), with the constant c = 44.59/32.
As in the 1D case, we extract Binder-cumulant crossing
points based on linear system sizes L and L + 4 with L =
4, 8, . . . , 56. Fig. 5 shows the results versus 1/L along with
a fit to a power-law correction28 for sc(L). Extrapolating to
infinite size gives sc = 0.247244(4), which corresponds to a
critical field (in unit of J) hc/J = 3.04458(7). This is in rea-
sonable good agreement with the value obtained in Ref. [15]
and quoted above, with our (statistical) error bar being some-
what smaller. To our knowledge, this is the most precise value
for the critical coupling of this model obtained to date. We
emphasize that we here relied on the non-equilibrium scaling
ansatz to extract the equilibrium critical point. Allowing for
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FIG. 5: (Color online) Binder crossings for the 2D TFIM extracted
using L and L + 4 systems with L = 4, 8, . . . , 56. The crossing
points have been fitted to the standard form28 sc(L) = sc+a/Lb, for
which the optimal values are sc = 0.247244(4) and b = 4.0(1). The
results are shown on two different scales to illustrate large deviations
from the fitted form for the smaller systems, followed by a rapid
convergence for larger sizes.
deviations from adiabaticity in a controlled way and utilizing
the advantage of the QAQMC algorithm allowed us to extract
observables in the whole range of couplings in a single run.
This requires considerably less computational resources than
standard equilibrium simulations, which must be repeated for
several different couplings in order to carry out the crossing-
point analysis.
Fig. 6 shows the susceptibility scaled according to the be-
havior expected with Eq. (50) when the second argument is
held constant. As in the 1D case, the data converge rapidly
with increasing size toward a common scaling function in the
neighborhood of the transition point, again confirming the cor-
rect quasi-adiabatic nature of the QAQMC method.
F. Further tests
The results discussed in the preceding subsections were ob-
tained with the KZ velocity condition Eq. (51), applied in the
form of Eq. (53) tailored to the QAQMC approach, with spe-
cific values for the constant c. In principle, the constant is
arbitrary, but the non-universal details of the scaling behavior
depend on it. This is in analogy with a dependence on the
shape, e.g., an aspect ratio, of a system in equilibrium simu-
lations at finite temperature, or to the way the inverse temper-
ature β = 1/T is scaled as aLz with arbitrary a in studies of
quantum phase transitions (as an alternative to taking the limit
β → ∞ for each lattice size). The critical point and the criti-
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FIG. 6: (Color online) Scaled susceptibility of the 2D TFIM, based
on Eq. (57) with a constant second argument. Here we have used
1/ν = 1.59 and η = 0.036 for the classical 3D Ising model33.
cal exponents should not depend on the choices of such shape
factors or limiting procedures.
To extract the critical coupling, in the preceding subsec-
tions, we fixed the exponents ν and z at their (approximately)
known values, and one may at first sight assume that it is nec-
essary to use their correct values. It is certainly some times
convenient to do so, in order to set the second argument of the
scaling function Eq. (50) to a constant and, thus, obtain a sim-
pler scaling function depending on a single argument. How-
ever, one can study critical properties based on the scaling
approach discussed above as long as the velocity approaches
zero as the system size increases. This observation can be im-
portant in cases where the critical exponents are not known
and one would like to obtain an accurate estimate of the crit-
ical coupling before carrying out a scaling analysis to study
exponents. We will test this in practice here. As we will dis-
cuss further below, one should use a different power κ in the
scaling ansatz Eq. (50) if the velocity is brought to zero slower
than the critical form.
In cases where we use the “wrong” values of the exponents,
we formally replace z + 1/ν by a free parameter α,
v ∼ L−α/c, (59)
and the corresponding substitution in Eq. (53). To understand
the scaling of the observables for arbitrary α, we return to
the general scaling form given by Eq. (50). In the case of
the Binder cumulant and for linear quench protocol, this form
reads
U = f
(
(s− sc)L
1/ν , vLz+1/ν
)
. (60)
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As we pointed out above, when the velocity scales exactly
as L−(z+1/ν), the dependence on the second argument in the
scaling function drops out and we can find the crossing point
in a standard way as we did in Figs. 3 and 5. Suppose that we
do not know the exponents ν and z a priory and instead scale
v as in Eq. (59). Then there are three possible situations: (i)
α = z + 1/ν, (ii) α > z + 1/ν, and (iii) α < z + 1/ν, where
we already have analyzed scenario (i). In scenario (ii), where
velocity scales to zero faster than the critical KZ velocity,
the second argument of the scaling function Lz+1/ν/Lα ap-
proaches zero as the system size increases and, thus, the scal-
ing function effectively approaches the equilibrium velocity-
independent form. We can then extract the crossing point as in
the first scenario, and this gives the correct critical coupling in
the limit of large system sizes. Finally, in case (iii) the velocity
scales zero slower than the critical KZ value and the second
argument in Eq. (60) diverges, which implies that the system
enters a strongly non-equilibrium regime. This scenario ef-
fectively corresponds to taking the thermodynamic limit first
and the adiabatic limit second. Then, if the system is initially
on the disordered side of the transition, the Binder cumulant
vanishes in the thermodynamic limit. At finite but large sys-
tem sizes its approach to zero should be given by the standard
Gaussian theory:
U ≈
C
Ld
. (61)
Combining this with the scaling ansatz Eq. (60) we find that
for α < z + 1/ν, the expected asymptotic of the Binder cu-
mulant is
U ≈ L−dv−d/(z+1/ν)f˜
(
(s− sc)L
1/ν
)
, (62)
where f˜ is some other velocity independent scaling function.
Thus we can find the correct transition point by finding cross-
ing points of ULdvd/(z+1/ν). Similar considerations apply to
the ordered side of the transition, where the Binder cumulant
approaches one as the inverse volume.
The three cases are illustrated in the lower panel of Fig. 7,
which shows Binder-cumulant crossings extracted from ap-
propriately scaled data in cases (i), (ii), and (iii) above. Ad-
ditionally, to illustrate the insensitivity to the choice of the
constant c in the scaled sequence length in Eq. (53), results
based on two different constants are shown for case (i). In
all cases, the extrapolated critical couplings agree with each
other to within statistical errors. Note that, on the one hand, if
the exponent α gets very large, then the time of simulations,
which scales as M , rapidly increases with the system size and
the algorithm becomes inefficient. On the other hand, if α
is very small, our results indicate that the size dependence is
larger and it is more difficult to carry out the extrapolation to
infinite size. The optimal value of α should be as close as pos-
sible to the critical KZ power, but to be on the safe side when
scaling according to the standard KZ critical form, case (i),
one may choose a somewhat larger value, since the subcritical
velocity in case (ii) has the same scaling form.
Next we illustrate how the same idea works in the case of
the order parameter. Around the critical point (sc, vcrit), the
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FIG. 7: (Color online) Critical-point estimates based on curve cross-
ings of appropriately scaled quantities for scenarios (i)-(iii) discussed
in the text. The Binder cumulant (bottom) and the squared magne-
tization (top) give estimates sc(L) and s′c(L), respectively, based
on system sizes L and L + 4. The red and blue curves correspond
to runs in which the velocity was kept at the critical value, sce-
nario (i), but with different constants of proportionality c in Eq. (53);
c1 = 4
4.59/32 and c2 = 44.59/48. The yellow curves were obtained
with the velocity decreasing faster than vcrit with L, scenario (ii),
with the proportionality constant c3 = 45/32. The green and pink
curves correspond to cases where the velocity is sub-critical, scenario
(iii), with constants c4 = 44.2/32, c5 = 44/32. In all cases, power-
law corrections were fit in order to extrapolate to infinite size (with
small sizes excluded until statistically sound fits were obtained).
squared magnetization [see Eq. (54)] can be written as
m2z = L
−2β/νf
(
(s− sc)L
1/ν , vLz+1/ν
)
. (63)
As in the previous discussion we scale v ∼ L−α and depend-
ing on the exponent α there are two different asymptotics of
the scaling function. For α ≥ z + 1/ν the second argument
vanishes or approaches constant so we effectively get the equi-
librium scaling
m2z = L
−2β/νf
(
(s− sc)L
1/ν
) (64)
If, conversely, α < z + 1/ν then on the disordered side of the
transition m2z scales as L−d. This immediately determines the
asymptotic of the scaling function in Eq. (63):
m2z = L
−dv
(2β/ν)−d
z+1/ν f˜
(
(s− sc)L
1/ν
)
. (65)
Equation (65) can be used in the same way as the Binder
cumulant to extrapolate the critical point, using the standard
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FIG. 8: (Color online) Squared magnetization (bottom) and suscepti-
bility (top) vs s of the 2D TFIM with L = 12. In these runs, different
curves correspond to different end points sf of the evolution, with the
velocity v ∝ sfN/M kept constant. The sf = 0.3 curve is from the
simulation shown in Sec. III E.
form28 s′c(L) = s′c + a/Lb for the rescaled m2z . As shown
in the top panel of Fig. (7), after rescaling the order param-
eter and extrapolating the crossing points between the ap-
propriately rescaled m2z curves to the thermodynamics limit,
all curves, obtained from below or above the adiabatic limit
Eq. (49), converge to the same value s′c ≈ 0.247. This ap-
proach also suggests a way to determine the transition point
in experiment, since one can sweep through the critical point
at different velocities, the crossing point can then be ex-
tracted through the measurement of the order parameter. It
is also worth mentioning that since one can extrapolate the
critical point independently without knowing the actual ex-
ponent ν prior to the simulation, an optimization procedure
can be carried out to determine the exponents posterior to the
simulation.34
For completeness we also briefly discuss the role of the fi-
nal point sf of the evolution. Fig. 8 shows 2D results for the
squared magnetization Eq. (54) and susceptibility Eq. (55) ob-
tained for a range of final points above the critical value. Here
the velocity was kept constant for all the cases. The values
of the computed quantities at some fixed s, e.g., at sc, show a
weak dependence on sf for the lowest-sf runs. The deviations
are caused by contributions of order v2 and higher, which are
non-universal as discussed in Sec. II B. For very high veloci-
ties the dependence on sf can be much more dramatic than in
Fig. 8, but this is not the regime in which the QAQMC should
be applied to study universal physics.
IV. SUMMARY AND DISCUSSION
We have presented a nonequilibrium QAQMC approach to
study quantum dynamics, with a simple product of operators
with evolving coupling replacing the standard Schro¨dinger
time evolution. We showed that this approach captures the
leading non-adiabatic corrections to the adiabatic limit, both
by analytical calculations based on the APT and by explicit
simulations of quantum-critical systems with the QAQMC al-
gorithm. The simulation results obey the expected generalized
dynamic scaling with known static and dynamic critical expo-
nents. We also extended the scaling formalism beyond results
obtained previously in Ref. [7]. We analyzed the leading non-
adiabatic corrections within this method and showed that they
can be used to extract various non-equal time correlation func-
tions, in particular, the Berry curvature and the components of
the metric tensor. A clear advantage of the QAQMC approach
is that one can access the whole range of couplings in a sin-
gle run. Being a simple modification of projector QMC, the
QAQMC method is applicable to the same class of models as
this conventional class of QMC schemes—essentially models
for which “sign problems” can be avoided.
As an illustration of the utility of QAQMC, we applied the
algorithm and the scaling procedures to the 1D and 2D TFIMs.
The expected scaling behaviors are observed very clearly. In
the 1D case we extracted a critical coupling in full agreement
with the known value, and in 2D we obtained an estimate
with unprecedented (to our knowledge) precision (small er-
ror bars); (h/J)c = 3.04458(7). Based on repeating the fit-
ting procedures with different subsets of the data, we believe
that any systematical errors due to subleading corrections ne-
glected in the extrapolations should be much smaller than the
statistical errors, and, thus, we consider the above result as
unbiased.
The QAQMC approach bears some similarities to pre-
vious implementations of quantum annealing within QMC
algorithms.35,36 However, the previous works have mainly
considered standard equilibrium QMC approaches in which
some system parameter is changed as a function of the simu-
lation time. This evolution is not directly related to true quan-
tum dynamics (and, thus, is not really quantum annealing),
but is dependent on the particular method used to update the
configurations. In contrast, in our scheme, as in the NEQMC
method introduced in Ref. [7], the evolution takes place within
the individual configurations, and there is a direct relationship
to true Schro¨dinger evolution in imaginary time.
In Green’s function (GF) QMC simulations the gradual
change of a system parameter with the simulation time is
rather closely related to the QAQMC scheme (since also there
one applies a series of terms of the Hamiltonian to a state),
with the difference being that QAQMC uses true importance
sampling of configurations, with no need for guiding wave
functions and no potential problems related to mixed estima-
tors. Our asymmetric expectation values could be consid-
ered as a kind of mixed estimator as well, but we have com-
pletely characterized them within the APT. In addition, the
previous uses of GFQMC with time-evolving Hamiltonians
have, to our knowledge, never addressed the exact meaning
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of the velocity of the parameter evolution. The correct defini-
tion of the velocity is of paramount importance when apply-
ing quantum-critical scaling methods, as we have discussed
here. We have here computed the velocity within APT for the
QAQMC scheme. The same relationship with Schro¨dinger
dynamics may possibly hold for GFQMC as well, but, we
have not applied the APT to this case and it is therefore not
yet clear whether GFQMC can capture correctly the same
universal non-equilibrium susceptibilities as the QAQMC and
NEQMC methods. We expect QAQMC to be superior to time-
evolving GFQMC, because of its better control over measured
symmetric and asymmetric expectation values and fully real-
ized importance sampling.
Some variants of GFQMC use true importance sampling,
e.g., the Reptation QMC (RQMC) method,37 which also
avoids mixed estimators. The configuration space and sam-
pling in the QAQMC method bears some similarities with
RQMC, recent lattice versions of which also use SSE-inspired
updating schemes.38 However, to our knowledge, imaginary-
time evolving Hamiltonians have not been considered in
RQMC and in other related variants of GFQMC, nor has the
role played by the velocity when crossing the quantum critical
point been stressed. This has so far been our focus in appli-
cations of the QAQMC and NEQMC methods. In principle
one could also implement the ideas of time-evolution similar
to QAQMC within the RQMC approach.
We also stress that we have here not focused on optimiza-
tion. Previous works on quantum annealing within QMC
schemes have typically focused on their abilities to optimize
difficult classical problems. While the QAQMC may poten-
tially also offer some opportunities in this direction, our pri-
mary interest in the method is to use it to extract challenging
dynamical information under various circumstances. A recent
theoretical analysis of optimization within sign-problem free
QMC approaches39 is not directly applicable to the QAQMC
and NEQMC approaches but generalizations should be possi-
ble.
The QAQMC and NEQMC methods provide correct real-
izations of quantum annealing in imaginary time. Besides
their ability to study dynamic scaling, with exponents iden-
tical to those in real-time Schro¨dinger dynamics,7 it will be
interesting to explore what other aspects of real-time dynam-
ics can be extracted with these methods. In particular, their
applicability to quantum glasses, of interest in the context of
quantum adiabatic computing17 as well as in condensed mat-
ter physics, deserves further studies.
The ability of the QAQMC to produce results for a whole
evolution path in a single run can in principle also be carried
over to the conventional Schro¨dinger imaginary-time evolu-
tion with U(τ) in Eq. (4). By “slicing” the time evolution into
K successive evolutions over a time-segment ∆τ ,
U(τ) =
K∏
n=1
Tτexp
[
−
∫ τn
τn−1
dτH[λ(τ)]
]
, (66)
where τn = n∆τ , one can evaluate matrix elements anal-
ogous to Eq. (7) by inserting the operator of interest at
any point within the product of time-slice operators in
〈Ψ(λ0)|U
∗(τ)U(τ)|Ψ(λ0)〉. In this case, the symmetric ex-
pectation value, evaluated at the mid-point, is identical to
the NEQMC method,7 and the asymmetric expectation values
will exhibit properties similar to those discussed in Sec. II C 2.
We have not yet explored this approach, and it is not clear
whether it would have any other advantage besides the ex-
act reduction to Schro¨dinger dynamics of the symmetric ex-
pectation values. In practice the simulations will be more
complex than the QAQMC approach because of the need to
sample integrals, but not much more so than the NEQMC
method. It should be relatively easy to adapt the RQMC
method with an evolving Hamiltonian in this formulation of
the time-evolution.
Finally, we point out that, in principle, one can also carry
out a one-way evolutions with the QAQMC algorithm. In-
stead of starting with the λ = λ0 eigenstate at both 〈ψL| and
|ψR〉 and then projecting them to the λ = λM eigenstate us-
ing two sequences of the form Eq. (5), one can make 〈ψL|
correspond to λ0 and let it evolve to |ψR〉 corresponding to
λM with only a single operator sequence of length M . In
the case of the TFIM Eq. (48), the obvious choice is then to
evolve from s = 0 to s = 1 (the classical Ising model), so
that both edge states are trivial. All our conclusions regarding
the definition of the velocity and applicability of scaling form
remain valid in this one-way QAQMC. Results demonstrat-
ing this in the case of the 1D TFIM are sown in Fig. 9. We
anticipate that this approach may be better than the two-way
evolution in some cases, but we have not yet compared the
two approaches extensively.
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