In this article, we show the existence of a formal convergence between the matrix models of biological memories and the vector space models designed to extract information from large collections of documents. We first show that, formally, the term-by-document matrix (a mathematical representation of a set of codified documents) can be interpreted as an associative memory. In this framework, the dimensionality reduction of the termby-document matrices produced by the latent semantic analysis (LSA) has a common factor with the matrix biological memories. This factor consists in the generation of a statistical 'conceptualisation' of data using little dispersed weighted averages. Then, we present a class of matrix memory that built up thematic blocks using multiplicative contexts. The thematic memories define modular networks that can be acceded using contexts as passwords. This mathematical structure emphasises the contacts between LSA and matrix memory models and invites to interpret LSA, and similar procedures, as a reverse engineering applied on context-deprived cognitive products, or on biological objects (e.g. genomes) selected during large evolutionary processes.
Introduction
During the nineteenth century, thermodynamics produced a strange interaction between abstract scientific problems and practical technological objectives. The strangeness derives from the fact that deep and mysterious questions concerning the origin and the end of the universe, became blended with the search for optimal thermal engines able to perform mechanical work with maximal efficiency (see, for instance, Edsall and Wyman 1958, Feynman et al. 1963) .
Nowadays, information sciences are provoking a similar kind of blending that involves the profound mysteries surrounding the nature and the potentialities of the human mind, and the very practical problems concerning the information retrieval from complex databases stored in computer memories (see Cooper 1973 , 1980 , Kohonen 1977 , Landauer and Dumais 1997 , Berners-Lee and Fischetti 1999 .
The first objective of the present article is to show the formal convergence between the matrix models of biological memories and the vector space models designed to extract information from large collections of documents. The second objective is to propose an explanation for this convergence. The third objective is to introduce context-dependent matrix memories to model the organisation of the stored data in thematic clusters. This paper is organised as follows. We begin describing some aspects of neural databases, and we present the matrix models for associative memories. Then we show that the matrix representation of a collection of documents, the term-by-document matrix, admits the format of an associative memory model. In particular, we show that the dimensionality reduction of the term-by-document matrices using the latent semantic analysis (LSA) generates a mathematical object with suggestive conceptual similarities with the biological memory models. In Section 3, we propose an explanation for the mathematical similarities between biological memory models and LSA. After that, we describe matrix memories that allow thematic packing using multiplicative contexts. These packed memories permit the construction of modular networks acceded using passwords represented by the contexts. The emerged mathematical structure enhances the contacts between LSA and matrix memory models, and allows interpreting LSA as a reverse engineering applied over cognitive products, or over products (e.g. genomes) selected via large evolutionary processes.
Towards a cognitive dynamics

Neural databases
The human brain exhibits an extremely complex anatomical structure. A basic component of this structure is a class of nervous cell, the neuron, specialised in the transmission, the reception, and in some cases the storage, of coded information (for details, see Nauta and Feirtag 1986 ). The information is coded using electrochemical signals and is transmitted by the axon. The axon is a microscopic biophysical cable, and there exists only one axon per cell. The fundamental autopropagated electrochemical signal that travels across the axon is the action potential. Each axon contacts its effectors (for instance the dendrites, or the cell body of another neuron) in a complex cellular region: the synapse. Usually, in the synapses the incoming electrochemical signals are transduced into chemical signals carried by neurotransmitters. Inside the synapse, these chemical signals travel the space between two membranes, link the molecular receptors placed in the membrane of the target cell, and finally can be reconverted in a new electrochemical code. In the synapses, very complex biochemical and electrochemical events occur that promote and modulate the information transfer between cells. The global capacity of a synapse to transmit information can be characterised using a kind of global synaptic conductance. In many mathematical models, this synaptic conductance is represented by a single real number named 'synaptic weight'. Synapses can enhance (excitatory synapses) or reduce (inhibitory synapses) the neural activity of their targets, a fact that mathematical models reflect in the signs of the synaptic weights.
In the human brain, the largest amount of neurons contact via synapses with other neurons placed in their vicinity, building up local neuronal (or neural) networks. At the same time, these local networks are connected with other local neural networks situated in other regions of the brain. It is currently accepted that the brain is organised as a modular network, each module being a local (yet large) neural network.
The human brain is a system open to information. Part of this information comes from the external world via the sensory organs; the other part comes from internal receptors that inform the brain about the state of many physiological variables, including the positions of the different parts of the body. The interaction of the brain with the external world occurs by means of motor actions, programmed into the brain and executed by skeletal muscles. These motor acts include speech and writing. The brain is also involved in the physiological regulations acting on endocrine or smooth muscular effectors.
Independently of the position of an animal in the evolutionary scale, the nervous system is always a central device for the adaptation to different environments (Ashby 1960) . Both in very ancient species and in modern Homo sapiens we find repertories of neural circuits that pre-program rapid responses to usual stimuli and aggressions. These repertories are a set of programs rigidly installed in the 'neural hardware', and they are genetically determined. In modern and complex animals, the adaptive abilities become drastically enlarged with the emergence of neural memories. These memories depend on the learning capacities of some neural networks, and their physical support is the synaptic plasticity (Kandel and Schwartz 1985) . This plasticity refers to the fact that some synapses are capable of modifying their global conductance (hence, their synaptic weights) as a function of their previous signal processing activities. In the biological realm, the human brain seems to display the higher learning capacity.
The large scale neural circuitry in human nervous systems is so regular, that it can be described in standard textbooks (e.g. Delmas and Delmas 1958 , Kandel and Schwartz 1985 , Nauta and Feirtag 1986 . We mention in passing that into the cerebral cortex, this circuitry can be characterised by graphs having the properties of 'small-world' topologies (Sporns and Zvi 2004) . However, in some neural regions, at the small-scale involving neuronal synapses, the connectivity is modifiable as a function of the experience, and this fact is behind the creation of specialised neural memories (Kandel and Schwartz 1985) . Cognition depends entirely on these memories that install in the brain a complex network of information databases.
Different cognitive networks are built up by different human individuals, all of them sharing the same large scale brain circuitry. It is interesting to mention here that this fact suggests a metaphorical analogy between natural neuronal networks and some technological information networks. Thus, we can put in correspondence the neuroanatomy with the Internet on the one hand, and the brain cognitive network with the World Wide Web (WWW) by the other. In the next sections, we show how, perhaps unexpectedly, this analogy is accompanied by structurally similar mathematical models concerning information retrieval in neural memories and in the WWW.
Matrix memories
In this section, we restrict our treatment to neural memories susceptible to being modelled using vector spaces and matrix algebra (Anderson 1972 , Kohonen 1972 , 1977 , Cooper 1973 . In this framework, a modular neural memory can be represented as an operator linking two vector spaces: a m-dimensional input space and a n-dimensional output space. The elements of the vectors are real numbers corresponding to the electrochemical signals transported by the neuronal axons (usually, frequencies of action potentials).
The vectorial representation is based on the fact that all kind of information processed and travelling inside the brain is coded in parallel by thousands or millions of electrochemically active axons (Anderson 1995) . Large-dimensional vectors are, consequently, natural mathematical variables to describe neural activity.
Consider, for instance, that a visual pattern (e.g. a face) is transported by photons that impact the retina. Here, the optical pattern is transduced into action potentials, and transferred inside the brain through thousands of axons. Each axon displays its own frequency of action potentials. This large set of different frequencies is the immediate neural codification. Then, this original vector is further processed in other neural centres and codified by other neural vectors. In this way, a memory that associates faces with names, receives as input a vector that results from many processing steps. The pronunciation (or writing) of the name associated with the original face, is also triggered by a neural vector that after the corresponding processing steps activates the muscular effectors responsible of speech (or writing).
Letf [ R m andĝ [ R n be, respectively, the input and the output column vectors processed by an associative memory Mem. The installation of a database of K associated patterns ðf i ;ĝ i Þ in a memory implies that
Neurons are non-linear devices, and the generation of action potentials involves thresholds. Nevertheless, the integrate-and-fire biophysical model of neuronal responses shows that in the frequency domain a linear region of behaviour can exist (Nass and Cooper 1975, Kohonen 1977 , also see various papers in Anderson and Rosenfeld 1988) . This linear region is the basis of the matrix models for associative memories. In the simplest case, the memory operator Mem can be represented by the matrix M given by
where the superindex T means transposition (Anderson 1972 , 1995 , Kohonen 1972 , 1977 . Let S M be the subspace generated by the set of input vectors {f i } belonging to the memory M. Hence, ;a i [ R, is P K i¼1 a ifi [ S M . The memory (1) behaves as follows:
where ka; bl ¼ a T b is the scalar product between column vectors a and b. If the set {f i } is orthogonal, and the inputf ¼f k [ {f i }, then recollection of the memory M is exact (except for a scale factor):
is the Euclidean norm of vector z. In general, iff [ S M the output is a linear combination of theĝ i ; iff is orthogonal to S M (we put:f ' S M ) there is no recognition: Mf ¼ 0.
Matrix memory (1) can display acceptable recognitions when the stored vectors are large-dimensional and sparse. The reason is that sets of large-dimensional and sparse vectors, under many symmetrical statistical distributions of the scalar components, can be quasi-orthogonal (Mizraji et al. 1994) . This fact implies that for inputsf k [ {f i } the scalar products in Equation (2) are very small except for i ¼ k. In this case, we have a noisy output
where (Signal/Noise) < m/K (Anderson 1972 , Kohonen 1972 , 1977 . Consequently, large dimensional input vector can produce accurate recollections.
Until now, we are concerned with non-normalised vectorsf i andĝ i . It is a natural consequence of most learning algorithms (e.g. Hebbian rules) that the iteration of pairs ðf i ;ĝ i Þ enlarges the norms of the stored vectors. Hence, at the end of a learning process the vector norms measure the frequency of contacts with each stored pair. Nevertheless, usually the meaning of a pattern does not depend on its norm. For instance, the image of a human face can be mapped on a large vector whose numerical components are in the interval [0, 1], defining a grey scale with 0 corresponding to white and 1 to black. In this case, we recognise a known face independently of the intensity of the colour code employed. This means that to multiply a vector pattern by a scalar does not change the meaning (or the semantics) of the pattern.
The memory models lead us to assume that completely different patterns, with no overlaps, map on orthogonal vectors; on the contrary, identical patterns map on parallel vectors; and similar patterns form small angles in the corresponding hyperspace (Kohonen 1977) . These facts explain the interest of using normalised (i.e. norm ¼ 1) vectors in order to show clearly the structure of the matrix memory, the standardised structure of the patterns and the frequency of their presence during the learning process.
The normalised inputs and outputs of memory M are
We also define the input and the output sets In ¼ {f i } and Out ¼ {g i }. Now, the matrix memory (1) can be expressed as follows:
The numbers m i , measuring of the intensity of the experience of the memory with the pairs (f i , g i ), allow us to establish a rank for these pairs. We could, for instance, write matrix (3) according to the decreasing order of the m i . Expressing matrix memory (3) in terms of its coefficients, M ¼ ½M ab , we obtain:
being g i (a) and f i (b) the components of vectors g i and f i . This equation shows how the vector patterns are scattered and superimposed over all the matrix coefficients. This property provides a central biological argument to support the importance of these matrix models (see Cooper 1973 , Anderson 1995 . In addition, these memories are content addressable (Kohonen 1977 ): a cognitive query is a vector f able to trigger its output with no need of any specific address. In a neural environment, quasi-orthogonality of vectorial patterns corresponds to separable perceptions, or to different concepts. In this sense, note that normal vectors show a direct relation between the Euclidean distance d (f,f 0 ) and the scalar product:
It is interesting to remark that if the input and output sets, In and Out, are orthonormal, the mathematical structure shown in Equation (3) is the singular value decomposition (SVD) of matrix M (Pomi-Brea and Mizraji 1999) . Under these conditions, the scalars m i are the singular values, and the input and output vectors g i and f i are the singular vectors of the rectangular matrix M. The orthonormality of In and Out implies that matrix M satisfies the SVD conditions:
In general, a matrix memory given by Equation (3) does not give us the real SVD. But if g i and f i are large-dimensional, sparse and quasi-orthonormal vectors, the formal similarity with the real SVD (and even the numerical proximity) can give us a useful point of contact with the vector space models used in the design of search engines, as we are going to see in the next section.
Cognitive dynamics in modular nets
In modern animals, the nervous system is well-designed to perform actions guided by objectives (or targets). This is especially clear for the neural circuits responsible for many reflexes; these circuits become pre-installed during the embryonic development and depend on the genetic program of the animal. Each reflex involves complex motor (or endocrine) actions oriented towards targets, and represents a basic survival strategy. This propensity to target-dependent actions is also evident in cognitive activities. Even the construction of a verse in a poem requires pursuing in parallel conceptual and acoustic targets. Perceptions are a primary source for the organisation of many of these targetguided cognitive behaviours. The emerging field of computing with perceptions (Zadeh 1999, Martin and Klir 2006) represents a technological counterpart of a very natural computing ability of the human brain.
Human cognitive activities depend, surely, on a large 'net of networks', a structure formed by a network of neural modules. Matrix associative memories can be embedded in these modules. Let us mention that Minsky's 'society of mind' (Minsky 1988) gives his personal vision about the nature and potentialities of this society of neural modules.
Among these modules there are specialised memories displaying different functions. Let us provide a highly schematic description of four important cases.
1. Heteroassociative memories. They associate vectorial patterns corresponding to different semantic categories (e.g. a face's image and a name). We analysed this case in the previous sections and its schematic form is
2. Autoassociative memories. These memories (studied by Kohonen 1977 and Hopfield 1982 , among many others) associate a pattern with itself:
These autoassociative memories show the important ability of reconstructing incomplete patterns and filtering noise (Kohonen 1977 (Kohonen , 1989 .
3. Reciprocal associative memories. These memories establish reciprocal associations between patterns of the same dimension. The simplest representation is as follows. Given a particular set of orthogonal patterns reciprocally associated, Rel ¼ {ða i ; a j Þ; ða j ; a i Þ : i -j}; and given the set of paired subindex that characterise the relation, Ind ¼ {ði; jÞ : ða i ; a j Þ [ Rel}, the reciprocal (or relational) memories can be represented by
Note that R a i ¼ a j and R a j ¼ a i . 4. Novelty filters (NF). These devices, deeply investigated by Kohonen (1977) , are filters that select new data, non-stored previously in the memory database. Given a set of patterns C ¼ {a 1 ; . . . ; a K } of orthogonal q-dimensional vectors, previously stored in a memory, NF are represented by
A recently updated pattern can be represented by a up ¼ a old þ a new , with a old [ C and a new ' C; in these case, F a up ¼ a new . NF are matrix memories of the general class given by Equation (3), as can be shown expressing the identity matrix using unit vectors: I ¼ P i e i e T i . Using this kind of memory modules, among many other possible ones, the nervous system can deal with a variety of 'natural queries'. These queries can be proposed by the external world via sensorial events that catch our attention, inducing a behavioural response. But these queries can enter our nervous system via verbal codes created by other humans. And there are inner queries generated by one's own cognitive systems. Plausibly, the human curiosity is a basic stimulus to trigger these inner queries. In all the cases, the queries that penetrate the nervous system must travel across an intricate labyrinth of informational modules. The result of these processes is variable. In some cases, a query gets a satisfactory answer inside the modular net. In other cases, the query activates behaviours that conduce to search for the answer outside: consulting an encyclopaedia, connecting to the WWW, asking an expert, designing an experiment, etc.
Term-by-document matrices as memories
Vector space models for search engines
An important method of analysis of documents stored in computer memories is the vector space modelling, that requires the construction of a rectangular matrix A [ R p£q denominated 'term-by-document matrix' (TD-matrix). Each column of the TD-matrix corresponds to a document, while each row shows the distribution of a particular term (generally a stemmed word, or a symbol) in the set of documents (Berry and Browne 2005) . The dimension p of each column of A is the maximum size of the vocabulary employed in the stored documents. A document normally only uses a very small fraction of the full vocabulary, consequently the TD-matrix A is usually sparse. Dimension q is the number of stored documents. In the case of WWW is q @ p, but this is not necessarily the cases in other databases. The vocabulary and the documents are pre-processed before constructing the TD-matrices (for details, see Berry and Browne 2005) .
We can express the TD-matrix A as a partitioned matrix showing directly the column documents d j :
We can also express matrix A T using the terms vectors w i [ R q :
A unit vector e h of dimension t is a column vector having 1 in position h and 0 in the other t 2 1 positions. Using unit vectors, we can represent a TD-matrix as an associative memory that associates each document d j with an elementary vector e j [ R q :
Hence, for 1 # k # q we have
The unit vector e k acts as a key that indicates the address (the k-column) of the document d k in the TD-matrix A. The expression (5) is symbolically interesting because it shows matrix A as an associative memory, but it is practically useless if we want to capture related documents in response to queries (and from databases containing thousand of documents). An equation formally identical to Equation (5) expresses matrix A T as a memory, associating terms w i with p-dimensional unit vectors e i . Documents vectors d j are sparse but, in realistic cases, they are not orthogonal. One of the objectives of the representation of data using TD-matrices is to discover procedures capable of reducing the dimension of the document space and, at the same time, of producing a gain in our capacity to identify clusters of related documents. A leader idea was the construction of pseudo-documents representative of such clusters, and the proposed procedure begins obtaining the SVD for the TD-matrix (Deerwester et al. 1990 , Berry et al. 1995 . This decomposition is unique, and the result looks as follows:
are the singular vectors, s i are the singular values, r ¼ rank (A). The sets {u i } and {v i } of singular vectors are orthonormal, and the terms of matrix A are ordered according to the decreasing values of their scalar coefficients:
Let us transform expression (7) using transposition:
Now, we define a query as a vector d 0 [ R p , that represents a document containing a small group of keywords. Asking for documents with a query d 0 means to operate as follows:
The output of this query d 0 has the dimensions of a term vector (equal to the total number of documents), and the final results can provide a ranked indication of the positions where the searched documents are placed.
The LSA uses the SVD of TD-matrix to obtain the previously mentioned reduction of dimensionality in the document space. The idea is to construct a rank-reduced matrix A k that can be considered as a good approximation of the original TD-matrix matrix A retaining the first k larger terms of SVD (Deerwester et al. 1990 , Berry et al. 1995 , Berry and Browne 2005 :
The criteria for defining 'good approximation' is usually based on the Eckart and Young theorem, that gives the error of approximating A by A k in terms of the Frobenius norm (Berry and Browne 2005) :
Consequently, if the singular values coming after the k-term are small then the Frobenius norm of error could be small. Recently, Valle-Lisboa and Mizraji showed, using arguments based on PerronFrobenius theorem and perturbation theory, that a selected set of non-adjacent singular values s w ðiÞ could generate more performant rank-reduced matrices A L (Valle-Lisboa and Mizraji 2007) . In this approach, the singular values s w ðiÞ act as thematic labels in the document space, and allow capturing the virtual documents u w ðiÞ more relevant for each subject. The rank-reduced matrix A L is given by
where 1 # w ðiÞ # r; w ðiÞ, being the position of the thematic label, i ¼ 1, . . . ,s. The value of s measures the total amount of subjects, normally being s ! r.
It is worthwhile to mention the similarity between the biological memory model given in Equation (3), and the TD-matrices expressed as in Equation (7) (and in the transposed versions of matrices (8) and (9)). The question now is to decide if there are some interesting conceptual reasons behind the formal convergence between the biological and the technological models.
Explaining the formal convergence between biological and technological models
Let us first mention that the biological and the technological models are concerned with the processing of large number of parallel variables, and that in both cases vectors are natural representations for these variables.
The matrix memory models assume that neurons are firing into a restricted linear range. For this reason, Equation (3) must be considered as an approximation with a restricted functional range of validity. Nevertheless, these matrices show important properties that are present in brain memories: the placement and distribution of information in synaptic coefficients, the robustness facing neuronal or synaptic deterioration, the noise suppression abilities, and the capacity to recognise partial patterns.
Plausibly, during the learning process the biological memories build up prototypes that emerge after the contact with similar patterns. 'Concepts' belong to this class of prototype. In the frameworks of the matrix memory models, a prototype is assumed to be an average taken over vectors learnt under similar contexts, and associated with similar responses. The theory (Cooper 1973 , Kohonen 1977 , and some beautiful numerical experiments (i.e. Kohonen et al. 1989) show that learning processes can self-organise prototypes as averages. Hence, any input vector of a matrix memory can be constructed from weighted averages. Imagine that each input vectorf i results from the contact with N i vectorsf ij . We can expressf i as a function of the average kf i l in the following way:
In Equation (10) N i is the number of similar normalised vectors f ij , and the p ij are weight factors that absorb the modules of the original vectorsf ij : p ij ¼ kf ij k. The possibility of installing into the memories concepts defined from averages, implies that separable concepts map on vectors with very low dispersion; hence, tightened around its averages. This geometry of the memory space is imposed by the properties of the external world, and requires very large-dimensional vectors. The signal-noise relation deduced by many authors (and commented in Section 2) shows that in this kind of matrix memories the amount of data stored (K vector pairs for memory (3)) must long be surpassed by vector dimensionality m (K ! m), an important difference with technological TD-matrices.
We now focus the SVD of TD-matrices. Using Equations (5) and (6), via postmultiplication by each one of the singular vectors v h , we can express the singular vectors u h as a linear combination of the original documents d j and then, multiplying by (q/q), express this linear combination as a weighted average: (11) is obtained for the pseudoterm vectors v h , that become expressed as weighted averages of the term vectors w h . What happen if now we approximate the complete TD-matrix using the rank-reduced matrix (8)? The same procedure described above lead to the same equations, but restricted to a small set of singular vectors:
We can guess that the extirpation in Equation (7) of terms corresponding to many singular vectors u h (h . k) with small norms (and corresponding to the small singular values s kþ1 ; s kþ2 ; . . . ; s r ), means extracting noise: the noise in the query processing A T d 0 could be significantly higher than in the reduced rank query A T k d 0 (but remark that this noise reduction depends on the accuracy of the rank-reduction procedure). The final result could be the increase of the specificity of the set of pseudodocuments u h 0 . These facts can help to understand the interesting performances showed by LSA and similar rank-reduction procedures.
Each one of the pseudodocuments from Equation (12) could be considered as a kind of conceptualised document, with some analogy with the empirical concepts described for neural models by the averages (10). The absence of many noise-generating pseudodocuments in Equation (12) is a way to reduce the (Noise/Signal) ratio using representative pseudodocument u h . In conclusion, the 'conceptualisation' via weighted averages with reduced dispersion seems to be a common feature, shared by the matrix models for biological memories and by the TD-matrices processed by LSA and other rank-reduction procedures.
Contexts and thematic packing
The human nervous system has a natural ability to generate thematic clusters with data coming from perceptual experiences. The biological mechanisms leading to this performance are not clearly understood yet, and have been focused by many theoretical approaches. In this section, we describe a procedure where the clustering of data is sustained by the existence of multiplicative vectorial contexts (Mizraji 1989, Pomi and Mizraji 2004) .
Multiplicative contexts
Consider a memory D given by
This expression uses the Kronecker product^that for arbitrary matrices (Graham 1981) .
We describe some important properties of the Kronecker products. Let U, U 0 , V and V 0 be matrices (including vectors) and a,b be scalars. Then we have:
¼ abðU^VÞ:
(property (2) requires conformable matrices). As a consequence of (1) and (2), Q-dimensional column vectors a, b, c and d satisfy the following equations:
This is a central property to understand how memories like (13) work (remark that the Kronecker product between scalars becomes the ordinary product). The cardinal property of context-dependent memories like (13) is the improvement of the selectivity in matrix memories, due to the fact that these memories filter the incoming data using two scalar products. The double filtering can be illustrated easily. For an input (y^z), the output is given by
Note that even if z i and z are parallel vectors (i.e.: the same pattern) the output is zero provided that y i and y are orthogonal. Hence z i and z are parallel, but (y i^zi ) and (y^z) are orthogonal. This implies that identical patterns with different meaning under different contexts can be separated by these memories. This improvement of the selectivity produces a rich functional versatility, which allows the use of these matrix memories in a variety of neural models (Mizraji 1989 , Pomi and Mizraji 2001 , Pomi and Olivera 2006 . In addition, these context-memories are able to execute the dyadic logical gates, and provide an alternative algebraic representation for the Boolean functions that govern certain cellular automata (Mizraji 2006 ).
Input contexts
We show now a detailed version of memory (13). Let a vectorp i [ R n 0 be the codified mapping of a thematic context. To each contextp i we associate a set of vectorsf kj [ R n that represent patterns. Let dij [ R m be the output associated to the patternsf kj under the contextp i . Being f kj , p i and d ij their normalised versions, we can consider a matrix memory having the following structure:
The scalars are given by v ij ¼ dij kp i k and w ij ¼ kf kj k. Using the weighted average
we can express the memory H as
Defining a normalised average f j ¼, f j . k , f j . k 21 , we finally obtain the expression
a normalised version of memory (13) with a weight given by
We can reorder all the terms of Equation (17) according to the decreasing magnitude of the l ij , and use this order to create a new subindex function t ¼ t ði; jÞ, t ¼ 1; 2; . . . ; K.
If the sets {d t } and {h t } are orthonormal, the Equation (19) is the SVD of matrix H. In this case, the singular values l t absorb the size of the stored thematic cluster, due to its proportionality to N j k , f j . k. In this framework, some important thematic clusters but with reduced frequency in the learning experience of memory (19), have reduced values of N j k , f j . k and are small terms, located in the tail terms of matrix (19). Obviously, the full functionality of these memories databases needs not to neglect these low-frequency data. If the output set {d t } is not orthogonal, memory (19) only can be considered as an approximated SVD provided that vectors d j are large, sparse and quasi-random. The Kronecker product is a useful device to represent the conceptual thematic packing carried out by the human brain. This packing can be the consequence of the nature of the sensorial channel transporting the information (e.g. music by hearing), and some of these packs map on relatively precise topographical brain territories because they are mainly organised according to the large-scale neuroanatomic connectivity. For other brain processes (symbolic reasoning, imagination of non-existent scenarios), the packing by thematic contexts can be the consequence of the semantic nature of the cultural database installed by learning.
The possibility of using techniques like LSA for the analysis of documents produced by humans (or even the analysis of DNA patterns produced by the biological evolution subject to selective constraints), implies the pre-existence of thematic packing. Let us mention in passing that Montemurro and Zanette (2002) studies some measurable consequences on the ensemble of Shakespeare's dramas when the plays are randomly mixed. Each one of the Shakespeare's plays represents a thematic partition labelled by very specific words (e.g. Macbeth). Valle-Lisboa and Mizraji (2007) uses the procedure described by Montemurro and Zanette (2002) to study the effects of word shuffling between documents, on the LSA performances. The TD-matrices in Valle-Lisboa and Mizraji (2007) were constructed from sets of well-partitioned documents; an interesting result is that when partitions are destroyed by shuffling the words, the profile of singular values only suffers small changes. This discovery shifted the attention towards the properties of singular vectors, and lead to approximate the TD-matrices by Equation (9).
Input -output contexts
During cognitive processes, like thought, neural modules engage in a dialogue to each other, in such a way that the output of a memory M1 is the input of a memory M2. Hence, it is interesting to explore the situation in which the output of a memory is a contextmodulated vector with the structured i ; p i Þ corresponds to a set of associations {ðf ij ;ĝ ij Þ}, a context-dependent matrix memory the matrix memory H can be written as
Vectors f ij can be interpreted similarly as the weighted and normalised averages f j of Equation (17), the subindex i labeling the context pair. Equation (20) illustrates the interesting fact that these contextualised inputs and outputs create a set of sub-modules inside memory H, each one of these sub-modules being a particular associative memory M i with the structure
Usually, these memories M i are scattered into matrix H in a complex way, due to the structure of the Kronecker products, but they are functionally dissected by the context. Therefore, the context can allow a given input to find its corresponding memory (21), hidden inside memory module H. An interesting illustrative example is given when contexts p i and p 0 i are both the same unit n-dimensional unit vector e i (we assume that there are s different memories M i ). Note that 
Matrix (22) is a rectangular matrix with rectangular submatrices (including the 0's rectangular submatrices). Note that in this extremely simple example, the contexts direct the different associated patterns towards different topographical regions. Thus, a patternf, eventually present in two different memory blocks M i and associated with two different outputs, is oriented by the context to select the corresponding output. In the real world this kind of selection happens, for instance, in the case of the attribution of a meaning to a polysemous word.
The existence of context modulation of inputs and outputs has important consequences. The output of a memory, generated by a query f, can be distributed between many memory modules due to the anatomic connectivity. Nevertheless, if the output is p^g, the context p acts as a password and it is only accepted by memories having this vectorial password in their database. In this way, a same query f can generate many associative trajectories according to the sequence of contexts involved. Within this framework, the interaction between contexts and patterns seems to light the 'tunnels' by which information moves forward into the brain.
Final comments
Clustering documents under contextual deprivation
The decoding of language by the brain is, plausibly, the result of the interaction of many neural modules. We can assume that one of the modules is a matrix memory that associates very specific words with thematic contexts, and that the context triggered by a specific word labels the subsequent flux of words until another specific word shifts the thematic context. This idea has been presented in a recent model (Valle-Lisboa and Mizraji 2005, preliminary communication) . Let us assume now that the conceptual meaning of the words is stored in structured matrix memories similar to the memory shown in Equation (20). We can speculate that a verbal document is an 'echo' of a memory like (20), flattened by the disappearance of explicit contexts. Hence, the information becomes condensed in a matrix memory H' that keeps associations deprived of contexts:
The subindex i 0 imply a reordering of the associations, with the possible loss of the original clustering imposed by the contexts in memory (20) .
Under the situation illustrated by Equation (23), information retrieval from large collections of documents can be considered as a kind of reverse engineering, exerted on cognitive products in which contexts are absent or implicit. In memory (20), a contextembedded inputf leads to its specific associated meaning g~; instead in memory (23) the samef deprived of its contexts can produce a confused result mg þ m 0 g 0 þ m 00 g 00 þ · · ·. Similarly, a search engine acting on a collection of documents can get a confused retrieval if the query is vague and does not have clear thematic labels. The challenge faced by search engine designers is similar to the problem of reconstructing memory (20) from matrix (23). Surely, this is an ill-defined problem, but the brain displays some ability to deal with this kind of ill-defined data (e.g. three-dimensional interpretation from a twodimensional retinal projection).
Let us emphasise an important qualitative difference between the biological memory model and the TD-matrix. An associative memory like (20) and the context-free version (23) are constructed from neural vectors whose dimensions are assumed 'anatomically' fixed, and the outputs representing words are large-dimensional vectors. Instead, each word in the TD-matrix is symbolically represented by a single position in the document vector (hence, by a scalar). A thematically clustered neural ensemble of words is represented in the TD-matrix by a subset of vector positions. Disjoint vocabularies imply disjoint positions in the corresponding TD-matrix. We have shown (Valle-Lisboa and Mizraji 2007 ) that LSA can produce block matrices for disjoint cases or noisy block matrices for non disjoint cases, being the block's size related to the size of the thematic cluster. We have a difference here with the neural models (20) and (22), where the blocks have the same dimension, and the thematic richness is shown by the number of terms of the sums. In neural models (20) and (22) non-disjoint vocabularies can be completely separated by the thematic contexts.
In the case of textual documents, highly specific keyword can help to recover a thematic context. Because different keywords can be associated with the same context, many documents can belong to the same thematic cluster even if the documents do not share keywords. Methods like LSA look for the best possible thematic clustering using keywords that belong to the documents. A possibility for further development of artificial information retrieval procedures is to create word-context databases that can be used together with the documents databases in order to perform a parallel evaluation: instead of [query ! documents] alone, we can perform first [query ! contexts] and then [(query þ contexts) ! documents]. This parallelism requires (as in idealised memories (15) and (20)) an adequate composition of documents and contexts.
Braining the Web
The technological information networks, and particularly the World Wide Web, transit nowadays an accelerated process of complexification. The topology of the network that connects web pages seems inextricable. Nevertheless, until recently the WWW seemed to maintain the properties of a small-world (for early reports see Watts and Strogatz 1998 , Albert, Jeong and Barabasi 1999 , Kleinberg 2000 and to display some scaling properties (scale-free within a range) . The problem of the efficient search of targets in a network having the small-world connectivity lead Kleinberg (2000) to investigate a 'navigation' procedure that implies a decentralised search, with short delivery times if long-range links decay with distance as a power law. For a two dimensional lattice a critical exponent for decay's power law, that rends navigation optimal, has been reported (Kleinberg 2000) .
Hyperlink structure of the WWW has been the basis for generating a hierarchical organisation of web pages using different approaches (e.g. the HITS Method or Page Rank, see Chapter 7 in Berry and Browne 2005) . These topological procedures are pre-required in order to reduce the number of documents and, in this way, allow methods like LSA to become operative.
The navigation into the WWW requires a continuous man -machine interaction, where after the answer to an initial query the human operator responds with a sequence of decisions. These decisions depend upon the quality of the documents captured by the search engine. Advanced queries imply further refinements and different ways to put data in context. It is plausible that some of the strategies displayed by neural cognitive modules can inspire technological counterparts. As examples of 'neuralisation' of the search, let us mention the potential design of: (1) autoassociative memories to improve the queries and to clean noise, (2) novelty filters to only retain new information from recently modified documents, (3) reciprocal memories to establish relational information structures and (4) associative memories with the power to extract concepts from large collections of documents creating in this way thematic clusters (LSA is an important approach in this direction). Surely many other possibilities will arise, depending on our understanding of the neural strategies for information retrieval.
A pertinent question is if the WWW tends to self-organise into diversified modules, partitioned by different classes of contexts. Many approaches are currently investigated to detect the hidden thematic structure of the WWW (see Eckmann and Moses 2002) .
If a tendency towards thematic modularisation is confirmed and remains stable, future search engines could be designed to display performances similar to those of the nervous system, with the capacity to automatically organise explorations across many modules without any man-machine interaction. The human operator will retain the fundamental initiative of introducing into the search engine contextualised queries. In addition, imitating neural actions, these engines should accept as data the long-term targets that motivate the search.
Let us end this speculative section considering some challenging issues. In this article, we assume that search engines are technological devices that allow the human mind to penetrate into a universe of information coded and stored in computers. One can ask if the eventual partial replacement of the human operator implies the existence of a close analogy between the search process in biological and artificial entities. We assume that the a priori answer must be negative. On the one hand, current neural models are largely provisional and we have a long way to go before arriving at a fully reliable neural theory (nevertheless, we believe that these neural models are conceptually sound and computationally powerful). On the other hand, it is well known that very different designs can produce objects with similar behaviours. But we cannot discard that the human-driven process of construction of search engines, that must retrieve information stored in very large distributed networks, finished creating procedures that mimic those generated during the natural developmental evolution of the human brain. In fact, the mathematical similarities between biological memory models and LSA suggest that this can be the case. In addition, the incorporation in modern search engines of 'neuromimetic' devices, based on neural models, creates the possibility of learning performances and adaptive behaviours, manifested for instance in personalised search preferences or adaptive spam filters.
