Motivation: The identification of genes or molecular regulatory mechanisms implicated in biological processes often requires the discretization, and in particular booleanization, of gene expression measurements. However, currently used methods mostly classify each measurement into an active or inactive state regardless of its statistical support possibly leading to downstream analysis conclusions based on spurious booleanization results. Results: In order to overcome the lack of certainty inherent in current methodologies and to improve the process of discretization, we introduce RefBool, a reference-based algorithm for discretizing gene expression data. Instead of requiring each measurement to be classified as active or inactive, RefBool allows for the classification of a third state that can be interpreted as an intermediate expression of genes. Furthermore, each measurement is associated to a p-and q-value indicating the significance of each classification. Validation of RefBool on a neuroepithelial differentiation study and subsequent qualitative and quantitative comparison against 10 currently used methods supports its advantages and shows clear improvements of resulting clusterings. Availability and Implementation: The software is available as MATLAB files in the Supplementary Information and as an online repository (https://github.com/saschajung/RefBool).
Introduction
Throughout the last decade, a tremendous amount of transcriptomics data has been generated from microarray and, more recently, RNA-seq experiments. The analysis of these datasets has led to numerous biological insights, like cell type specific gene signatures (Ko et al., 2013; Palmer et al., 2006; Pont et al., 2016; Pesenacker et al., 2016) . In particular, cell-type specific gene signatures or gene signatures in general are often used to identify enriched pathways or Gene Ontology (GO) (Ashburner et al., 2000; Gene Ontology Consortium: going forward, 2015) terms (Ko et al., 2013; Palmer et al., 2006; Pesenacker et al., 2016) . Several bioinformatics methods have been designed and refined to carry out enrichment analysis, e.g. Gene Set Enrichment Analysis (Subramanian et al., 2005) , DAVID (Huang et al., 2008 (Huang et al., , 2009 and GOrilla (Eden et al., 2009) , all of which rely on a priori defined gene sets. The definition of these sets typically requires discretization of gene expression values to define active or significantly up/down-regulated genes.
Another important application of transcriptomics data is the identification of molecular mechanisms underlying cellular phenotypic differences in differentiation and disease development (Chapman et al., 2008; Gong et al., 2015; Goode et al., 2016; Honeycutt et al., 2004; Muller, 2001) . Most notably, the inference of regulatory networks from transcriptomics data has become an important research area in order to obtain a system's view of cellular regulatory mechanisms (Crespo et al., 2013; Giacomantonio and Goodhill, 2010; Lovrics et al., 2014; Shmulevich et al., 2002; Zickenrott et al., 2016) . In all of these approaches, logic models are utilized to describe the cooperative behavior of, for example, genes on the transcriptional regulation of other genes. In particular, there are two different paradigms for the modeling of regulatory networks, i.e. continuous and Boolean networks.
On one hand, continuous models offer the tantalizing prospect of describing the transient behavior of transcriptional regulation based on differential equations (Chen et al., 1999) , artificial neural networks (Manioudaki and Poirazi, 2013) , dynamic Bayesian networks (Friedman et al., 1998; Ong et al., 2002) or linear models (Yeung et al., 2002; Weaver et al., 1999) . However, the main limitation of these approaches is their need for large amounts of (time-series) data due to the number of estimated parameters, which limits their applicability to real-world problems.
On the other hand, Boolean networks are a simpler, and thus less data demanding, approach to model transcriptional regulation. Based on booleanized transcriptomics data, these models are able to accurately describe a snapshot of the transcriptional regulation without necessarily allowing for a description of the transient behavior (Dorier et al., 2016; Gambardella et al., 2013; Liang et al., 1998) . While the process of booleanization necessarily removes information, Boolean networks have been proven to be a useful and widely used modeling formalism for obtaining biological insights (Crespo et al., 2013; Giacomantonio and Goodhill, 2010; Lovrics et al., 2014; Zickenrott et al., 2016) . Since these methods mainly rely on a booleanized gene expression pattern the employment of an accurate discretization algorithm has become indispensable.
Formally, the problem of booleanization, and more generally discretization, can be understood as classifying the expression values of genes into two or more categories. There exist two essentially different paradigms for obtaining this partitioning based on either the comparison of two conditions, i.e. differential expression analysis (Anders and Huber, 2010; Robinson et al., 2010) , or a pseudo global assessment (Hopfensitz et al., 2012; Mü ssel et al., 2016; Zhou et al., 2003) . In particular, pseudo global approaches refer to the incorporation of more than two time points or cell types to resemble the real, unknown gene expression distribution. However, both approaches suffer from important limitations. On one hand, differential expression analysis creates an isolated view of the two conditions under study (Hudson et al., 2012) . Particularly the lack of transitivity of the results hinders the relation and correct interpretation of different analyses as a whole. For example, by knowing that a gene is down-regulated when comparing sample A to B and up-regulated in the comparison of B to C, no statement can be made about the status of the gene when comparing A to C. In fact, there is only one conclusive scenario, namely if a gene is up-regulated when comparing sample A to B and B to C, respectively, it has to be up-regulated when comparing A to C. On the other hand, pseudo global discretization methods aim to overcome these issues by classifying the activity of a gene based on a set of different conditions, cell types or time points. Nonetheless, most of these approaches simply derive a single threshold above which a gene is coined to be active and inactive otherwise. The derivation of these thresholds is based on simple methods such as k-means clustering (Li et al., 2010; Macqueen, 1967) or more sophisticated algorithms seeking for an optimal separation of the continuous expression values (Catlett, 1991; Dougherty et al., 1995; Gallo et al., 2011; Madeira and Oliveira, 2005; Mü ssel et al., 2016) . However, the majority of the approaches associate each gene to be either active or inactive regardless of the statistical support of this classification. Recent advances include the calculation of statistical measures of booleanizability, but are based on the identification of the strongest discontinuity in the ordered set of expression values for each gene in the dataset (Mü ssel et al., 2016) . This, however, limits its application to equally-spaced time-series measurements since different time-scales or mixing different cell types/lines or tissues biases the results. Particularly in case of unequally-spaced time-series measurements, observing the largest effect (the strongest discontinuity) is dependent on the timing of the measurements. Variations in the interval length will consequently alter the probability of detecting significant changes in gene expression positively or negatively depending on the process under study. In this regard, a previous report has already shown that resolving this issue, e.g. by means of interpolation, may introduces hardly quantifiable biases (Rehfeld et al., 2011) . Another important limitation of current booleanization methods is their sensitivity to changes in the dataset. By including or excluding a single expression value, the resulting booleanization is likely to change. Similar to differential expression, these approaches treat the datasets as isolated entities without setting it in the context of the global gene expression landscape.
In this work, we propose RefBool, a comprehensive method for the discretization of gene expression data. Based on user-defined reference distributions of gene expression values obtained from transcriptomics data, RefBool computes active and inactive states for each gene independently. A parameterized distribution type, whose parameter distributions are estimated by bootstrapping, characterizes the empirical distributions. Subsequently, lower and upper thresholds for the gene being active and inactive are computed for each bootstrap sample. The resulting threshold distribution then allows for the classification of each query gene expression. In particular, thresholds for gene's being active or inactive are adapted for each gene and every queried expression value is subsequently assigned an adjusted P-value. Consequently, RefBool does not require each query gene expression value to be assigned to the active or inactive state but allows the definition of a third, intermediately expressed state based on user-defined significance thresholds. Following this approach, RefBool distinguishes uncertainty in the discretization from medium gene expression values with respect to the underlying reference distribution. In addition to the genes that are significantly active or inactive, the identification of this third state enables a view on genes that are not significantly active or inactive in the cell type or condition under study.
To demonstrate the capability of RefBool to accurately discretize gene expression data, we performed qualitative and quantitative analyses on a neuroepithelial differentiation dataset and compared the obtained results with those of ten other methods. Especially the quantitative analysis, i.e. the assessment of each genes clustering quality by means of seven clustering indices, shows improvements for, on average, 15% of the genes and as such underlines the advantage of RefBool over current methods. Thus, we believe that RefBool offers a novel approach to accurately discretize gene expression data allowing a more accurate identification of gene signatures and molecular regulations.
Methods
The goal of discretization is to derive discrete values from a continuous gene expression signal reflecting whether a gene is active or inactive. Our approach, therefore, involves the utilization of a userdefined gene expression library, which serves as a reference for defining active and inactive genes. Due to the incompleteness of the reference, the empirical distributions are approximated with parametric distributions and their parameter distributions are bootstrapped. Each bootstrapped distribution is then approximated by two step functions, one minimizing the number of false positives and the other minimizing the number of false negative assignments. The point of intersection of each step function with the parametric distribution is then defined as the threshold for discretization.
The accordingly derived thresholds for each bootstrapped distribution constitute the threshold distribution, which defines the p-value of the obtained discrete assignment.
Given single gene expression profiles g * ; we define the reference
ð Þg where S 1 ; . . . ; S n represent different phenotypes. For convenience, each vector in the reference is labeled with its corresponding gene name and each S i is regarded as a function returning the expression value for the given gene in phenotype i. Without loss of generality, every gene in the reference set G has to have a corresponding expression value in each sample. Under this assumption, G is as a matrix in which each row corresponds to a gene and each column to a sample. Multiple Imputation methods might be used to guarantee the existence of an expression value in each sample that preserves the initial (empirical) distribution. Since the initial distribution is preserved, there are no implications on subsequent steps performed by RefBool. However, it is subject to the user to use appropriate imputation techniques.
The choice of the reference distribution is crucial for a correct discretization with RefBool. We therefore analyzed the required number of samples and their biological identity and found that the choice of the samples is less important than the size of the reference (Supplementary File S5). In particular, given a distribution consisting of 27 887 samples, 550 randomly selected samples are sufficient to accurately resemble the whole distribution and should therefore be the minimal requirement on the reference distribution.
During the pre-processing of the reference set, RefBool performs three steps to booleanize the gene expression for a certain gene. In particular, it (1) smoothens the empirical distribution for each gene with respect to G, (2) determines the parameter distributions for each derived distribution family, (3) samples thresholds for being expressed/not expressed based on parameter distributions (Fig. 1 ). Given these thresholds, a query gene expression value is categorized into one of three classes, active, inactive or intermediately expressed, and is assigned a P-and q-value to assess the statistical significance of discretization. Most importantly, given a P-value cutoff for intermediate expressed genes, RefBool distinguishes intermediate expression from uncertainty. In the remainder of this section, we provide the methodological details of all four steps, based on the notion of a reference set given before.
Smoothing of empirical gene expression distribution
RefBool fits the empirical distribution to the 18 different distribution types in this table. Each type is characterized by their parameters and corresponding domains are shown. Practically, exponential distributions constitute a special case of generalized pareto distributions and as such is never a better fit. However, for the sake of completeness it is included in the table. All of these distributions are natively implemented in MATLAB 2015.
Since our reference G is typically not covering all cell types, cell lines and tissues of an organism, it can be considered as consisting of samples drawn from the real gene expression distribution for each gene. Typically, and depending on the size of G, the empirical cumulative distribution function (cdf), defined as ecdf g t ð Þ ¼ 1 n P n i¼1 I gi t where I gi t is the indicator function, may contain expression ranges showing no increase in the cumulative probability and were thus not sampled. There are two possible explanations for this observation. First, there is at least one cell type in which these values occur but G does not contain it or, second, these expression values never occur in any cell type. However, numerous previous reports underlining the stochastic nature of gene expression (Blake et al., 2003; Eldar and Elowitz, 2010; Elowitz, 2002; Kaern et al., 2005; McCullagh et al., 2009; Paulsson, 2005; Raj and van Oudenaarden, 2008) give support to the first explanation. As a consequence, we smooth ecdf g by approximating it with the best fitting parametric distribution (Table 1) to account for insufficient sampling of certain expression ranges. We fit each candidate distribution from Table 1 against g 2 G and select one according to a predefined model selection criterion. Here, RefBool allows the user to choose between the negative log-likelihood, Akaike information criterion (AIC) (Akaike, 1974) , finite sample corrected AIC (Hurvich and Tsai, 1989) or the Bayesian information criterion (BIC) (Schwarz, 1978) . Model selection was performed based on the AIC for all results shown in the remainder of this manuscript. At this step, however, we are only interested in identifying the corresponding distribution type rather than the parameterized distribution itself and thus discard it in our implementation. In the remainder of this section, we denote the identified probability distribution function of gene g parameterized byp as D g ðx;pÞ.
Parameter distribution approximation
After identifying the best fitting distribution type, RefBool computes the empirical parameter distribution(s) for each gene by bootstrapping the gene expression measurements and fitting a distribution to it. Compared to only fitting a distribution to the reference and obtaining one threshold for active and inactive genes, respectively, estimating the parameter distribution(s) for each gene allows RefBool to subsequently assess the statistical significance of the discretization into active and inactive states. In particular, let B g ¼g b f jg b ¼ ðg 1b ; g 2 b ;...;g n b Þg be a set of bootstrap samples (with replacement) from g 2 G where jB g j, the number of bootstrap samples, is a user-defined input parameter. Throughout all analyses in this manuscript we used 1000 bootstrap samples, which is enough for the approximation of the parameter distribution. Then, the likelihood-function of the parametersp with respect tog b can be defined as
;pÞ. Maximizing L g yields the parametersp g b fitting the Fig. 1 . Workflow of RefBool to obtain discrete values from continuous gene expression data. RefBool determines the best fitting parameterized distribution with respect to the empirical distribution of a gene in the reference set and estimates its parameter distribution by bootstrapping. Thresholds are computed for each bootstrap sample to obtain a threshold distribution which is used to discretize the continuous expression values. P-values are assigned based on the value of the cumulative threshold distribution function bootstrap sample best. Applying this to all elements of B g provides the desired parameter distribution sample P Bg ¼p g b n g b 2 B g g.
Derivation of thresholds
After generating the parameter distribution sample, RefBool approximates each distribution from the sample, and unlike traditional approaches, with two step functions. Note that Gaussian Mixture models constitute an exception and are approximated with two step functions for each component obeying the paradigms described in this section (Supplementary File S3) . The first step function minimizes the error with the left tail of the distribution, i.e. expression values smaller than the mean, which represents finding the optimal trade-off between minimizing false negatives and maximizing the expression value at the jump discontinuity (x 0 in Fig. 2 ). The second step function, on the other hand, minimizes the error with the right tail of the distribution, i.e. expression values larger than the mean, which corresponds to finding the optimal trade-off between false positives and minimizing the expression value at the jump discontinuity (x 00 in Fig. 2 ). For simplicity, RefBool instead solves the equivalent problem of maximizing the area over the step function for the left tail and maximizing the area under the step function for the right tail (see Fig. 2 and Supplementary File S1 for a proof of equivalency) More formally, letp g b 2 P Bg and cdf D g x;p g b be the cumulative distribution function of the probability distribution function. The jump discontinuities for both step functions are selected by solving the following expressions:
The accordingly derived jump discontinuities then serve as thresholds for gene g for being not expressed and expressed, respectively. Let the sets of lower and upper thresholds be consequently defined as T 2 P Bg g, respectively. Importantly, both equations are not invariant under outliers ing, since the maximum is contrained by the maximum value ofg. However, by taking the maximum value ofg, RefBool guarantees a conservative choice of the threshold, i.e. more emphasis is put on minimizing the number of false classifications than on minimizing the expression value at the jump discontinuity. The influence of outlier(s) can be further analytically addressed and generally decreases when the size of G increases. In particular, if outliers are removed fromg, the threshold obtained from Equation (2) is smaller or equal compared to not removing them. The user is thus able to derive threshold regions depending on the employed outlier detection algorithm. All results in this manuscript were obtained using the whole reference distribution including outliers to increase the certainty about expressed/not expressed genes. Another important aspect is that, in contrast to all other candidate distribution functions, generalized Pareto distributions, and A lower threshold is derived in the area from 0 to the inflection point of the cumulative distribution function (x 1 ) by maximizing C 1 . This corresponds to minimizing both A1 and B1 corresponding to the error of step function approximation and the false positive assignments, respectively. An upper threshold is found similarly by maximizing C2. x0 is determined to be 0, the least expression value, and x2 is determined as the maximum observed value in the reference distribution 
Means -see Normal Distributions Stdevs -see Normal Distribution Weights as a special case exponential distributions, (1) is not guaranteed to have an extreme value that corresponds to the maximum of (1) (see Supplementary File S2 for a detailed assessment of such cases and the conditions for which an extreme value exists). Hence, we could either set it to the maximum or the minimum value of ðgÞ. RefBool takes in these cases a user input parameter determining whether the maximum or minimum should be used. In this manuscript, all results were obtained by taking the minimum value.
Calculation of P-value and q-value
Based on the thresholds derived from the previous procedure and given a query gene expression y g of gene g, RefBool calculates a pvalue for g being active or inactive. Recall T À Á < a, respectively. Notably, this definition allows the intermediate expression range to be empty if the two threshold distributions are highly overlapping or the required significance a is too low. Values that cannot be assigned to the inactive, active or intermediate expression state are consequently said to be uncertain.
Intermediate expression and its distinction from uncertainty

Results
Qualitative analysis of neuroepithelial differentiation in the discrete domain
We demonstrate RefBool's accuracy of discretizing gene expression data in the following by applying it to time-series RNA-seq measurements of neuroepithelial differentiation comprised of 17676 genes (Qiao et al., 2015) and perform a qualitative analysis of the discretized dataset. The differentiation study comprises RNA-seq experiments of 12 equally spaced time-points (every two days) starting from human embryonic stem cells to primitive neuroectoderm to neuroepithelial cells. Our qualitative analysis of this discretized dataset includes an assessment of the resemblance of developmental stages as well as in-depth consideration of known marker genes. In order to further underline the improvements of RefBool over previous methods, we perform the same analysis on 10 other discretization methods (see Table 2 for details) partially comprised in the GED Pro tool (Gallo et al., 2015) and compare the results obtained with RefBool and other methods. As a reference distribution for all analysis, RefBool used a previously published, comprehensive RNAseq dataset of 675 cancer samples (Klijn et al., 2014) which contains data for 17088 out of 17676 genes. It is to note here, that, in the remainder of this paper, we forced RefBool to classify every expression value that is neither active nor inactive as intermediately expressed (Catlett, 1991; Dougherty et al., 1995; Kerber, 1992 ) EWD Binary no (Catlett, 1991; Dougherty et al., 1995; Kerber, 1992) Gallo et al. Binary no (Gallo et al., 2011) kMeans Ternary no (Macqueen, 1967) MeanPlusEstDev Ternary no (Madeira and Oliveira, 2005) against other tools, because we do not artificially introduce a larger separation of the clusters. Current methods for discretizing gene expression data for comparing the performance of RefBool. Only four methods (BascA, BascB, kMeans (Basc toolkit) and TascA) provide statistical significance assessment of the obtained discretization on the gene level, i.e. how well are all the measurements from one gene across several conditions are discretizable. Other than RefBool, no method can assess the significance on the measurement level.
After discretizing the samples utilizing all of the aforementioned methods, we performed hierarchical clustering based on Ward's clustering criterion (Ward, 1963) , in which samples with the least increase of sum-of-squares of errors are grouped together, and assessed whether developmental stages are correctly clustered with respect to their temporal order.
We first note that the hierarchical clustering of the raw expression data precisely resembles the developmental stages (Fig. 4) . Time points corresponding to embryonic stem cells (hESCs) and embryonic bodies (EBs), i.e. aggregates of pluripotent stem cells, are closely related and consistently clustered. Later stages of differentiation are subsumed in two categories, EBs attached to cultureware and neuronal sphere. The obtained clustering again corresponds to the temporal ordering of the raw gene expression samples. Now, an appropriate discretization algorithm should be able to resemble this qualitative characterization and result in the same clustering.
We consequently, performed hierarchical clustering using the same criterion as for the raw expression samples after discretization with RefBool and other methods (Fig. 5) . Most notably, only RefBool and is able to provide a sound clustering that closely relates adjacent time points. Most of the other methods are relating the early neuronal sphere sample (day 18) to early attached EB samples (TascA, BascB, kMeans (basc), kMeans, MeanPlusEstDev, EWD, GalloEtAl and BiKmeans) or cannot correctly distinguish hESC from embryonic bodies (BascB, EFD). BascA, on the other hand, clusters samples from the neuronal sphere with early attached EB samples and thus cannot resemble the hierarchy obtained from the raw expression data. It is to note that the TascB algorithm implemented in the BiTrinA R-package (Mü ssel et al., 2016) was not able to discretize the raw measurements and aborted with an error. We therefore excluded this method from all subsequent analyses.
Complementary to the analysis of cluster consistency, we asked the question whether the correlation of successive samples in the raw data is reflected by the different discretization methods. We therefore computed the difference of the raw and discretized spearman correlations and found that only RefBool is able to obtain similar correlations than the raw data, represented by low absolute correlation differences (Supplementary Fig. 1 ). The mean correlation difference for RefBool amounts to only 0.17 while all other methods show difference of at least 0.38 (mean 0.52). We further assessed whether these results translate to the pairwise comparison of all samples and calculated the concordance index (Harrell et al., 1982) of the sample correlations of the raw and discretized measurements for each method. The concordance index is defined as the sum of concordant pairs divided by all possible pairs. Given the correlations of samples i and j and k and l based on the raw, R ij ; R kl , and the discretized data, D ij ; D kl , a pair is said to be concordant if
Surprisingly, all methods except EFD (C-index 0.83), MeanPlusEstDev (0.87) and BiKmeans (0.84) result in concordance indices between 0.9 and 0.93 (RefBool: 0.917) and are thus not significantly different. However, this is a purely qualitative description of the concordance between raw and discretized data but does not reflect the actual difference of correlations, which is better resembled by RefBool.
With regard to our qualitative assessment of the discretization results of RefBool and other methods, we just evaluated the coherence of clustering's obtained from complete samples. However, certain marker genes are known to be expressed in each developmental stage, which we particularly investigated subsequently. Our analysis focuses particularly on inner cell mass markers (FGF4, ZFP42, TDGF1, POU5F1 and NANOG), neuroectodermal markers (PAX6, ZIC1, SOX1, SOX3, ZNF521 and CDH2) and forebrain markers (FOXG1, EMX1 and OTX2). Consequently, we investigated the discretized expression of the aforementioned markers throughout differentiation for RefBool and TascA, the most recent and comparable advancement with respect to gene expression discretization (Fig. 6 ).
After discretizing these marker genes with RefBool (q-value cutoff: 0.05) and TascA, we observed clear differences in the accuracy of the results. Most notably, discretization of TascA was insignificant for all but four genes having a p-value of 1 (Fig. 6, grey rows) . On the other hand, the results of RefBool show high coherence with the known marker genes. Especially for early stages in the differentiation process (days 0 to 6), all inner cell mass markers are correctly classified to be active (blue) and neuroectodermal/forebrain markers are mostly inactive (red) or intermediately expressed (orchid), with OTX2, SOX3 and ZNF521 being an exception. However, the discretized expression patterns of OTX2 and ZNF521 are supported by the analysis on the raw expression values (Qiao et al., 2015) . In the latter stages, RefBool correctly classifies PAX6 as active and all other pluripotency genes as inactive or only intermediately expressed whereas TascA does not identify PAX6 to be continuously active after 4 days of differentiation. All other neuroectodermal and forebrain markers are correctly classified as being active in the corresponding later stages of development. Overall, RefBool is discretizing known marker genes more accurately compared to TascA even when applying strict q-value cutoffs. Additional analysis also identified 15 genes unique to hESCs and embryonic bodies some of which are experimentally validated, e.g. POLR3G and ZMYND8, two regulators of pluripotency in embryonic stem cells (Barbaric and Harrison, 2012; Wong et al., 2011) .
Since the expression of marker genes is not necessarily representative of the genome-wide quality of discretization, we further examined whether RefBool is able to recapitulate enriched biological processes related to embryonic stem cells and neuronal sphere cells (Supplementary File S4) . Based on manually curated gold standard datasets of Gene Ontology (GO) terms (Ashburner et al., 2000; Gene Ontology Consortium: going forward, 2015; Cahan et al., 2014) we identified how many enriched GO terms were identified using each method and found that, overall, RefBool performs best while some methods are superior for individual gene expression samples.
Quantitative comparison to previous work in a neuroepithelial differentiation study
RefBool's qualitative ability to discretize gene expression values and its advantages over previous methods has been shown before.
Therefore, we compared RefBool again to the ten methods used in the qualitative assessment by means of seven different clustering indices. All utilized indices are internal indices measuring the optimality of a clustering for each gene separately and are applied to the discretized expression values for each gene. In particular, we employed the Ksq_DetW (Marriott, 1971) , Ray-Turi (Ray and Turi, 1999) , SD (Halkidi et al., 2001) , Trace_W (Edwards and CavalliSforza, 1965) , Trace_WiB (Friedman and Rubin, 1967), Wemmert Gancarski (WEMMERT et al., 2000) and Xie-Beni (Xie and Beni, 1991) indices implemented in the clusterCrit R-package (Desgraupes, 2013). All internal indices were calculated for the resulting discretizations of each method.
The rules for comparing the different internal clustering indices among each other are given. Here, 'min' ('max') means that a smaller (larger) index value is favorable and constitutes a better clustering.
RefBool's index values were subsequently compared to every method individually, weighting each clustering index equally and assessing whether RefBool performs better, equal or worse (Fig. 7) . In particular, since the images of different clustering indices are in different ranges, RefBool is considered better (worse) if more cluster indices are better (worse) according to the rules given in Table 3 and equal otherwise. In case one of the indices is not defined for a gene the index is discarded and the assessment is based on the remaining ones.
Evidently, RefBool outperforms each method by showing at least 27.7% better (mean: 40.4%, median: 33.1%) with at most 0.4% worse clusterings (mean: 0.26%, median: 0.32%). When compared to the results of the previous, qualitative assessment of the algorithms, RefBool outperforms the TascA method with 60.4% better and only 0.05% worse classifications. . TascA identifies only four discretized genes to be significant (EMX1, CDH2, PAX6 and NANOG) and associates a P-value of 1 to every other gene (grey). Most of the significantly active/inactive genes at certain stages found by RefBool are confirmed by previous studies Fig. 7 . Comparison of RefBool to 10 currently used discretization methods by means of internal clustering indices. On average, RefBool performs better in 40.4% of the cases (lower part) and worse in only 0.26% of the cases. In all other cases, RefBool showed equal performance, i.e. the number of clustering indices that are better or worse are the same for both methods. A total of 17088 genes were used for this assessment (Color version of this figure is available at Bioinformatics online.) To show that RefBool is not limited to RNA-seq data, we repeated the same quantitative comparison of RefBool and 10 other methods based on human microarray data. We used a previously compiled Microarray dataset of 27887 samples (Torrente et al., 2016) that was homogeneously processed using fRMA (McCall et al., 2010 ) and as such is even usable for discretizing new samples not belonging to this dataset. Out of this set, we used the first 10 samples for the discretization and the remaining 27877 for the reference distribution. Like in case of RNA-seq data, RefBool outperforms all other methods and shows on average 31.6% better and 0.01% worse discretizations with respect to the internal clustering indices (Supplementary Fig. S2 ).
Discussion
Discretized gene expression has been traditionally used in the analysis of important biological processes like differentiation or disease development and progression (Goode et al., 2016; Gong et al., 2015; Muller, 2001) . Here, continuous values obtained from microarray and RNA-seq experiments need to be classified as being active, inactive or, in some methods, intermediately expressed. Even though it has been proven useful in practice, it still is a very simplified characterization of the reality. However, it is still more feasible to discretize the gene expression values than to estimate the kinetic parameters of the underlying Hill function (Bhaskaran et al., 2015) . However, the general problem of reliably discretizing continuous data has been shown to have significant impact on consequent analysis results in various data domains, for example when training Bayesian classification models (Mizianty et al., 2008) . Especially the performance of traditional methods for discretization varies depending on the context this data is derived from (Mizianty et al., 2008) . These findings imply the necessity of developing less generic discretization methods that are tailored towards the characteristics of biological data, e.g. resulting from RNA-Seq experiments.
Previously proposed methods for booleanization that have been used with biological data suffer from two significant limitations. First, each gene is classified as either active or inactive not allowing a third, intermediate state that describes an undetermined Boolean representation. Thus, biological conclusions might be spuriously based on genes being neither clearly active nor inactive. Second, the discretized values are not associated to statistical measures indicating their significance. Therefore, the user of such methods is not able to distinguish reliable from unreliable discretizations impairing the support of obtained conclusions based on these datasets. RefBool addresses these issues and provides a framework for booleanization that allows the user to define an intermediate expression state based on p-value cutoffs. Unlike previous methods providing measures of significance at the gene level (Mü ssel et al., 2016) , it assesses the booleanizability of each measurement. Also, by utilizing reference distributions for each gene, RefBool does not require large amounts of samples fulfilling certain criteria like, for example equally spaced time-series measurements or a large number of replicates. Furthermore, our analysis showed that the reference distribution for each gene should be large enough, i.e. larger than 550 expression patterns, to constitute a proper sample of the unknown real gene expression distribution. It further shows that the choice of the samples is less important than their numbers, since discretization based on 675 cancer samples was able to accurately classify the state of many marker genes implicated in neurepithelial development.
Comparison of our method with the most widely used previous approaches supports its prevalence. Qualitatively, RefBool and TascA were the only methods able to correctly group adjacent timepoints in a neuroepithelial differentiation study and as such resemble the clustering based on the continuous gene expression values. However, our quantitative assessment of the resulting clusters for each gene by means of seven internal cluster indices could not maintain TascA's reasonable qualitative behavior. On average, 40.4% of the clusterings obtained by RefBool are better compared to previous methods while only 0.26% are worse. RefBool especially outperforms TascA and results in almost 60% better classifications. Furthermore, we showed that RefBool is not limited to RNA-seq data but is also able to discretize microarray data accurately and achieves comparably good results.
Thus, RefBool offers a more reliable discretization of gene expression data building the basis for the identification of gene signatures and gene regulatory networks.
