Existence of an increasing quasi-concave value function consistent with given preference information is an important issue in various fields including Economics, Multiple Criteria Decision Making, and Applied Mathematics. In this paper, we establish necessary and sufficient conditions for existence of a value function satisfying aforementioned properties. This leads to an operational, tractable and easy to use test for checking the existence of a desirable value function. In addition to developing the existence test, we construct consistent linear and non-linear desirable value functions.
Introduction
Assume that m alternatives represented by p-vectors x 1 , x 2 , . . . , x m ∈ R p are given. Suppose that there are no duplicate alternatives, i.e., x i = x j for i = j. These vectors can represent different objects in different fields. In Economics, these can be some features of a good, or some characteristics of the economy of a country, etc. In Multiple Criteria Decision Making (MCDM), these are called alternatives and a Decision Maker (DM) is going to rank them and/or choose a most preferred one among them. In Support Vector Machine (SVM) approach (in machine learning), these vectors are corresponding to a training dataset.
Set Θ := {x 1 , x 2 , . . . , x m }. Assume that we have the following pairwise judgements on some selected members of Θ:
where t < m and k / ∈ {1, 2, . . . , t}. Here, x j ≻ x k means x j is preferred to x k by Decision Maker (DM) or planner or Policy Designer (PD). The vector x k is fixed. Such relations can be derived from the value judgements provided by the DM, planner or PD. Here, we assume more is better (In optimization language, our problem is maximization).
Several approaches in the literature of the aforementioned fields have been constructed and applied assuming the existence of an increasing quasi-concave value function consistent with preference information given in (1) . In fact, quasi-concavity has been introduced by economists and has a central role in economic theory [14] . In this paper, we concentrate on the existence of such a desirable function consistent with preference information given in (1) . Precisely speaking, the question is whether there exists an increasing quasi-concave value function f : R p → R such that f (x j ) > f (x k ), ∀j = 1, 2, . . . , t. (ii) increasing if x ≤ y implies f (x) ≤ f (y); Hereafter, the vector-inequalities ≥, >, ≤, and < are understood componentwise.
The existence of a value function with some pre-specified properties is a very old and important problem; See, e.g., Birkhoff [3] , Debreu [4] , Fishburn [5] , Karsu [6] , Keeney and Raiffa [7] , Köksalan et al. [8] , Korhonen et al. [9, 10, 11, 12] , Nasrabadi et al. [13] , and Zionts et al. [16] . To the best of our knowledge, except for Korhonen et al. [11] , there is no study about the existence of quasi-concave order-preserving value functions. In the current work, we provide a necessary and sufficient condition for existence of an increasing quasi-concave value function satisfying (2) . This leads to an operational and easy to use test for checking the consistency of preference information (1) with quasi-concavity. In addition to the existence results, we construct consistent linear and non-linear desirable value functions. Section 2 provides some preliminaries. Section 3 is devoted to the main results. Some concluding remarks are given in Section 4.
Some Preliminaries
As mentioned in the preceding section, in our paper, the vector-inequalities ≥, >, ≤, and < are defined componentwise. That is, x 1 ≥ x 2 stands for x i1 ≥ x i2 for each i = 1, 2, . . . , p;
and analogously x 1 > x 2 means x i1 > x i2 for each i = 1, 2, . . . , p. The vectors are denoted by bolded letters, while non-bold letters are used for scalars. The zero vector is denoted by 0 without mentioning its dimension. The non-negative orthant in R p is
The positive orthant is
The norm used in the whole paper is the Euclidean norm.
Definition 2.1. Given a nonempty set Ω ⊂ R p , the distance function corresponding to this set is a function dist(·; Ω) :
It can be seen that dist(x; Ω) ≥ 0 for each x ∈ R p ; and dist(x; Ω) = 0 if and only if
x ∈ cl Ω. The notation cl Ω denotes the closure of Ω.
It can be seen that each concave function is quasi-concave, and each Lipschitz function is continuous.
Main Results

A constructive Approach
and
Indeed, D is the convex cone generated by
, and E is obtained by adding the first orthant to D. These two cones, illustrated in Figure 1 , play a vital role in the rest of the paper. In Figure 1 , t = p = 2.
The main idea underlying defining D comes from Jensen's inequality for quasi-concave functions which says: If f :
for each n ∈ N, each x 1 , x 2 , . . . , x n ∈ R p , and each α 1 , α 2 , . . . , α n ≥ 0 with n i=1 α i = 1. As in our setting more is better, the members of E which are located outside of D are at least as good as those in D. Mathematically speaking, as value function f is increasing,
for each x ∈ E\D and each x ′ ∈ D. Figure 1 : Illustration of two cones D and E.
Now, we define a function, ψ : R p → R, invoking the distance function corresponding to E, as follows:
Without loss of generality, we assume both E and R p \ E are nonempty.
The following example is provided to clarify Eq. (5) . Indeed, the function defined in (5) calculates the closeness and remoteness of x to x k + E. When x ∈ x k + E, the value of ψ(x) is nonnegative, while it is negative otherwise. For the members of x k + E, the function ψ(·) calculates their distance to the boundary of this set.
, and x 3 = 0 3 .
The given preference information is as x j ≻ x k , j = 1, 2, 3. The cone E for this example is depicted in Figure 2 . We examine three values for vector x as follows.
• x * = 3
Thus, ψ(x * ) = 2.
So, ψ(x) = 0. Notice that, we have constructed the function ψ(·) only to show that a continuous quasiconcave increasing value function with some desirable properties exists (See Theorem 3.1 and its corollaries below). Here, we neither intend to rank the alternatives by using ψ(·) function nor to study the properties of this function from a ranking standpoint.
Theorem 3.1 below, shows that the function ψ(·) defined above, enjoys some of the important properties that we are looking for. Hereafter, two notations int and bd stand for the interior and boundary of a set, respectively. (ii) For each x,
Proof. (i) Let x, y ∈ R p . As distance function is a Lipschitz function with modulus 1 (see [1] ), we have
and the desired result is derived.
The last case is proved analogously.
, where ϕ(·) is as defined in the proof of the preceding part. Therefore, ψ(
and the proof is complete.
The following corollary is a consequence of Theorem 3.1.
Proof. Continuity of ψ(·) comes from Theorem 3.1(i), because each Lipschitz function is continuous. Quasi-concavity is derived from Theorem 3.1(iii) because each concave function is quasi-concave. The function ψ(·) is increasing, because considering
+ ⊆ E, and hence, by Theorem 3.1(iv), we get ψ(x 2 ) ≥ ψ(x 1 ). To prove (6), let j ∈ {1, 2, . . . , t} be arbitrary. Evidently, x j ∈ x k + E and so, according to Theorem 3.1(ii), ψ(x j ) ≥ 0. On the other hand, x k ∈ bd(x k + E), because otherwise we have x k ∈ int(x k + E) which implies 0 ∈ int E, and then E = R p . This contradicts the nonemptiness of R p \ E. Therefore, x k ∈ bd(x k + E). Thus, by Theorem 3.1(ii), we get ψ(x k ) = 0. This implies ψ(x j ) ≥ ψ(x k ), and the proof is complete.
Corollary 1 shows that the function ψ(·) defined in (5) increasing quasi-concave value function satisfying a strict version of (6), as
to represent (1), we construct such a function by perturbing the cone E as follows. We assume that E is pointed (i.e., E ∩ (−E) = {0}), and we will show that (surprisingly!) this assumption is necessary (see Theorem 3.6). For ǫ > 0, define
where e is a p−vector whose all components are equal to one. In fact, D ǫ is a convex cone generated by (x j − ǫe − x k ), j = 1, 2, . . . , t, instead of (x j − x k ), j = 1, 2, . . . , t. Set
Evidently, we have E 0 = E. See Figure 3 to have a better insight about two sets D ǫ and E ǫ . As can be seen from Theorem 3.1, the value function defined in terms of E is zero on the boundary of x k + E. We have defined E ǫ such that x j − x k ∈ int E ǫ , j = 1, 2, . . . , t, for each ǫ > 0. This leads to x j ≻ x k , j = 1, 2, . . . , t, for the value function defined in terms of some pointed Eǭ; see Theorem 3.4.
As E is pointed, E ǫ is pointed for some ǫ > 0. Theorem 3.2 proves it.
Theorem 3.2.
Assume that E is pointed. Then E ǫ is pointed for some ǫ > 0.
Proof. By indirect proof, assume that E ǫ is not pointed for any ǫ > 0. So, there exists a sequence {y ǫ } ǫ ⊆ R p \ {0} such that y ǫ , −y ǫ ∈ E ǫ for each ǫ > 0. As E ǫ is a cone, without loss of generality one may assume y ǫ = 1 for each ǫ > 0. Hence, without loss of generality (by working with an appropriate subsequence if necessary), one may assume y ǫ converges to some nonzeroȳ as ǫ ↓ 0. It can be seen thatȳ, −ȳ ∈ E. This contradicts the pointedness of E.
According to Theorem 3.2, Eǭ is a closed pointed convex cone for someǭ > 0. As
According to this fact, we sketch Procedure 1 to derive anǭ > 0 for which Eǭ is pointed.
This procedure, which follows a backtracking manner, works based upon the optimal value of the following Linear Programming (LP) problem:
In LP (9), (d, s 1 , s 2 , . . . , s t+p , r 1 , r 2 , . . . , r t+p ) ∈ R p × R t+p × R t+p is the variable vector. The superscript " T " stands for transpose. The quantity z * ǫ denotes the optimal value of the objective function of LP (9) . This problem is always feasible (set d = 0, s j = 0, r j = 1, j = 1, 2, . . . , t + p). Furthermore, it always generates optimal solution with z * ǫ ≥ 0. Theorem 3.3 shows how LP (9) can be used for checking the pointedness of E ǫ . 
See e.g. [2, Theorem 2.3]. We have
and so
Therefore, E ǫ is pointed if and only if
By normalizing, (10) is equivalent to
Furthermore, (11) holds if and only if there exists somed ∈ R p such that the vector
is feasible for LP (9) if and only if z * ǫ = 0. Therefore, E ǫ is pointed if and only if z * ǫ = 0.
1 Checking the pointedness of finitely-generated convex cones may be found in the literature. We proved Theorem 3.3 to keep the paper self-contained. Now, we are ready to present Procedure 1 to derive anǭ > 0 for which Eǭ is pointed.
This backtracking procedure works taking two input parameters ǫ 0 > 0 (sufficiently small),
as an initial value of ǫ, and β ∈ (0, 1), as a parameter for contracting the value of ǫ.
Procedure 1:
Inputs. ǫ 0 > 0 (sufficiently small), β ∈ (0, 1).
Step 1. Set i = 0.
Step 2. Set ǫ = β i ǫ 0 and Solve LP (9).
Step 
As you can see from Theorem 3.4 below, ϑ is a continuous increasing quasi-concave value function satisfying strict inequalities ϑ(x j ) > ϑ(x k ) for all j = 1, 2, . . . , t. The proof of this result is similar to that of Theorem 3.1 and Corollary 1, and is hence omitted. The only point which should be taken into account is that here for each j = 1, 2, . . . , t, we have
, and hence ϑ(x j ) > 0. On the other hand, pointedness of Eǭ implies x k ∈ bd (x k + Eǭ), and so, ϑ(x k ) = 0. Therefore,
Theorem 3.4. Letǭ > 0 be given such that Eǭ is pointed. Consider the function ϑ defined in (12) . Then:
(i) ϑ is Lipschitz, and so continuous.
(ii) For each x,
(iii) ϑ is concave, and so quasi-concave.
(iv) ϑ is increasing w.r.t. Eǭ.
(v) ϑ is increasing in the sense of Definition 1.1(ii).
Theorem 3.4 shows that the function defined in (12) is a desirable value function that we are looking for. Notice that we proved the existence of such a function only assuming the pointedness of the cone E. The interesting point is that, in the following result we
show that pointedness of E is necessary for the existence of the value function satisfying the desirable properties.
Theorem 3.5. If there exists an increasing quasi-concave value function ϑ satisfying ϑ(x j ) > ϑ(x k ) for all j = 1, 2, . . . , t, then E is pointed.
Proof. By indirect proof, assume that E is not pointed. Then there exists some vector y ∈ R p \ {0} such that y, −y ∈ E. Hence, there exist some λ j , µ j ≥ 0, j = 1, 2, . . . , t and
and then y = 0. This contradiction shows that t j=1 λ j + t j=1 µ j > 0. Thus, by setting
, we get θ ∈ [0, 1] and then
(by increasing property)
. This contradiction completes the proof.
Corollaries 2-4 are direct consequences of our discussions so far.
Corollary 2.
There exists an increasing quasi-concave value function ϑ satisfying ϑ(x j ) > ϑ(x k ) for all j = 1, 2, . . . , t, if and only if E is pointed. This function can be defined via (12) .
Corollary 3. Consider the following LP problem:
Then: there exists an increasing quasi-concave value function ϑ satisfying ϑ(x j ) > ϑ(x k ) for all j = 1, 2, . . . , t, if and only if z * = 0. This function can be defined via (12) .
Corollary 3 provides a tractable, operational, and easy to check test for existence of a value function that we are looking for. Indeed, it can be checked via solving only one linear program, LP (14) .
LP (14) has been constructed by applying the idea of the proof of Theorem 3.3 on E.
Precisely speaking, E is pointed if and only if int E + = ∅, where int E
. . , t}. Therefore, E is pointed if and only if there exists somed ∈ R p such thatd ≥ e and (x j − ǫe − x k ) Td ≥ 1, j = 1, 2, . . . , t. This is equivalent to vanishing the optimal value of LP (14); See the proof of Theorem 3.3.
Corollary 4.
If the optimal value of LP (14) is not zero (i.e., E is not pointed), then the given preferences (relations (1) Figure 2 ), is pointed and so (by Corollary 2) there exists an increasing quasi-concave value function consistent with the given preference information. From Theorem 3.6 in the next section, it will be seen that the pointedness of E leads to the existence of a desirable linear value function as well. Pointedness of the cones is an important property in multiple criteria decision making. Indeed, if a preference cone is pointed, then the ordering relation induced by this cone is an antisymmetric relation.
LP (14) for this example is as follows:
The optimal value of this problem is equal to zero, because
is one of its feasible solutions. . The given preference information is as x 1 ≻ x k and x 2 ≻ x k . Here, the cone E is the whole space R 2 , and so it is not pointed. Therefore, by Corollary 2, there does not exist any increasing quasi-concave value function consistent with the given preference information.
In each feasible solution of this problem the value of at least one of r 1 and r 2 is positive.
Otherwise, by summing the first two constraints of the problem, we get s 1 + s 2 = −1 which contradicts s 1 , s 2 ≥ 0. Thus, the optimal value of this LP is positive, and so the given preferences cannot be elicited from a DM with an increasing quasi-concave value function (According to Corollary 4).
Linear value function
In the preceding subsection, we focused on the existence of an increasing quasi-concave value function consistent with preference information (1), and showed that it exists if and only if the optimal value of LP (14) for all j = 1, 2, . . . , t;
(ii) There exists an increasing linear value function ϑ satisfying ϑ(x j ) > ϑ(x k ) for all j = 1, 2, . . . , t;
(iii) The optimal value of LP (14) is zero.
Proof. The equivalence of (i) and (iii) was proved in the preceding subsection. 
Conclusion
Existence of an increasing quasi-concave value function consistent with given preference information plays a vital role in various approaches in Economics, Multiple Criteria Decision Making, and Applied Mathematics. Quasi-concave value functions are equivalent with convex to the origin indifference contours; a very fundamental and basic assumption in all economic textbooks. In this paper, we established necessary and sufficient conditions for existence of such a value function. In summary, we showed that the following four statements are equivalent:
(i) There exists a linear increasing value function satisfying (1);
(ii) There exists a quasi-concave increasing value function satisfying (1);
(iii) The cone E, defined in (4), is pointed;
(iv) The optimal value of LP (14) is equal to zero.
This full characterization leads to an operational, tractable and easy to use test for checking the consistency of the given preference information with quasi-concavity of the value function. Indeed, according to our results, checking the existence of a desirable value function consistent with given preference information is an easy task and can be done by solving only one LP with p+t constructive constraints, t+2p sign restrictions, and t+2p variables.
