2 Functional brain connectivity is the co-occurrence of brain activity in different areas during resting 3 and while doing tasks. The data of interest are multivariate timeseries measured simultaneously 4 across brain parcels using resting-state fMRI (rfMRI). We analyze functional connectivity using 5 two heteroscedasticity models. Our first model is low-dimensional and scales linearly in the 6 number of brain parcels. Our second model scales quadratically. We apply both models to 7 data from the Human Connectome Project (HCP) comparing connectivity between short and 8 conventional sleepers. We find stronger functional connectivity in short than conventional sleepers 9 in brain areas consistent with previous findings. This might be due to subjects falling asleep in the 10 scanner. Consequently, we recommend the inclusion of average sleep duration as a covariate to 11 remove unwanted variation in rfMRI studies. A power analysis using the HCP data shows that a 12 sample size of 40 detects 50% of the connectivity at a false discovery rate of 20%. We provide 13 implementations using R and the probabilistic programming language Stan. 14
matrices) through machine learning (Craddock et al., 2012; Dosenbach et al., 2010) . These approaches 48 lack interpretability in terms of brain function. 49 From a statistical viewpoint, the problem boils down to modeling heteroscedasticity. Heteroscedasticity 50 is said to occur when the variance of the unobservable error, conditional on explanatory variables, is not 51 constant. For example, consider the regression problem predicting expenditure on meals from income.
R1
R2 R3  R4  R5  R6  R7  R8   R9  R10  R11  R12  R13 R14 R15 Figure 1 . Parcels derived from spatial group-ICA. Created at the most relevant axial slices in MNI152 space. According to Smith et al. (2009) , these parcels map to visual areas (R1, R3, R4, and R8), sensorimotor (R7 and R11), cognition-language (R2, R5, R10, and R14), perception-somesthesis-pain (R2, R6, R10, and R14), cerebellum (R9), executive control (R12), auditory (R12 and R13), and default network (R15).
minutes each. Acquisition ranged over 13 periods (Q01, Q02, . . . , Q13). We separated the subjects into two 71 groups: short sleepers (≤ 6 hours) or conventional sleepers (7 to 9 hours) as defined by the National Sleep
72
Foundation (Hirshkowitz et al., 2015) . This results in 489 conventional and 241 short sleepers. The HCP 73 1200 data repository contains images processed at different levels: spatially registered images, functional 74 timeseries, and connectivity matrices. We work with the preprocessed timeseries data. In particular, the 75 rfMRI preprocessing pipeline includes both spatial (Glasser et al., 2013) and temporal preprocessing (Smith 76 et al., 2013) . The spatial preprocessing uses tools from FSL (Jenkinson et al., 2012) and FreeSurfer (Fischl 77 et al., 1999) to minimize distortions and align subject-specific brain anatomy to reference atlases using 78 volume-based and surface-based registration methods. After spatial preprocessing, artifacts are removed 79 from each subject individually (Salimi-Khorshidi et al., 2014; Griffanti et al., 2014) , then the data are 80 temporally demeaned and variance stabilized (Beckmann and Smith, 2004) , and further denoised using 81 a group-PCA (Smith et al., 2014) . Components of a spatial group-ICA (Hyv et al., 1999; Beckmann 82 and Smith, 2004) are mapped to each subject defining parcels (Glasser et al., 2013 The data we observe are p-dimensional multivariate vectors y 1 , . . . , y N . We assume that the observations are mean-centered so that 1 N N i=1 y i = 0. After centering, we subsample each timeseries at n < N time points to remove temporal dependencies between observations (Section 2.2.2). We are given a set of explanatory variables x i that encode experimental conditions or subgroups, e.g. element one is the intercept 1 and element two is 0 for conventional and 1 for short sleepers. We bind the x i 's row-wise into the usual design matrix X. Our model y i = γ i × Bx i + i for i = 1, . . . , n has a random effects term γ i × Bx i and an independent and identically distributed error term i . We 93 suppose the two random variables to have 94
Then, the expected covariance is of the form
resulting from the inclusion of the random variable γ i . 
This is a component-wise definition and we follow a conservative approach by taking the minimum over 127 all p components as the overall estimator. Intuitively, the larger the autocorrelation the lower is our ESS 128 because we can predict future form current time points. A convenient side-produce of subsampling is 129 reduced computational costs. to the same covariance function, we need to align the posterior samples coming from multiple chains.
140
A general option is to use Procrustes alignment. Procrustes alignment (Korth and Tucker, 1976 ) is a 141 method for landmark registration (Kendall, 1984; Bookstein, 1986) in the shape statistics literature and an 142 implementation is available in the R package shape (Dryden and Mardia, 1998).
143

Full Covariance Regression
144
In this section, we introduce a full covariance linear model. Here we do not subsample and deal with temporal dependencies in a different way. In this model,
147
the number of observations are the number of subjects k = 1, . . . , K. After column-wise centering of
We take this as our 150 "observed" response. Additionally, we have one explanatory vector x 1 , . . . , x n for each response covariance 151 matrix. In our HCP data subset, we have 730 subjects, so K = 730 and we have K data point pairs 152 (S 1 , x 1 ), . . . , (S K , x K ). We assume that the explanatory vector has two elements: the first element x representing the intercept and is equal to one, and the second element x
(2) k is one for short and zero for 154 conventional sleepers. Our regression model Figure 2 . Distribution of 1000 off-diagonal elements R 12 extracted from correlation matrices drawn from the LKJ prior. This prior is symmetric, so the distribution will be similar for other off-diagonal elements.
decomposes the "observed" covariance matrix into an intercept term and a term encoding the functional 156 connectivity between sleepers. The second parameter in the Wishart distribution describes the degrees of 157 freedom and has support (p − 1, ∞).
158
We will now describe how to draw samples from the Wishart distribution, this will give us a better 159 intuition for the proposed model. Matrices following a Wishart distribution can be generated by drawing 
to a Wishart distribution with parameters Σ and degrees of freedom N . If the ESS is smaller than N it will 163 be reflected in the degrees of freedom parameter ν. In our model, we will estimate ν from the data. In this 164 way, we account for the temporal dependencies in the timeseries. The marginal posterior distribution of ν 165 will be highly concentrated around a small degree of freedom (close to p) for strongly dependent samples 166 and concentrated around a large degree of freedom (close to N ) for weakly dependent samples.
167
To complete our model description, we need to put priors on covariance matrices and the degrees of 168 freedom. We decompose the covariance prior into a standard deviation σ vector and a correlation matrix Ω 169 for each term 
and
This correlation matrix prior has one parameter η that defines the amount of expected correlations. To 173 gain intuition about η, we draw samples from the prior for a range of dimensions and parameter settings 174 ( Figure 2 ). The behavior in two dimension is similar to a beta distribution putting mass on either the 175 boundary of the support of the prior or in the center. As we move toward higher dimensions, we can see 176 that the distribution is less sensitive to the parameter η. For our model, we set η = 1 to enforce a flat 177 prior. We complete our prior description by putting independent flat priors on both the vector of standard 178 deviations σ and the degrees of freedom ν, i.e. uniform prior on (0, ∞) and uniform prior on (p − 1, N − 1), 179 respectively.
Inference 181
The number of parameters in the model scales quadratically in the number of regions making this model 182 applicable in the classical statistical setting where we have larger sample sizes than number of predictors.
183
In Section 3.1, we will show an application to the HCP data with K = 730 subjects and p = 15 regions.
184
Note, Hoff (2009) devised a Gibbs sampler for a similar model using an eigenmodel for the subject-level 185 covariance matrices. 
ij , we can evaluate the probability
Our interpretation in terms of connectivity is as follows: If P ij is zero then the correlation is equally 193 probable to be negative or positive. In this case, we are unable to clearly classify the sign of the correlation 194 difference as negative or positive. If P ij is close to one then the correlation is more probable to be either 195 negative or positive. In this case, we can say that parcel i can be seen to be differentially connected to 196 parcel j.
197
There are p(p − 1)/2 pairwise correlations and we wish to find correlations that are different between 198 the two groups. If the probability P ij is large, we will report the connection as significantly different. To 199 control for multiple testing, we declare correlations only as significant if they pass a threshold λ. We choose 
.
We find λ through grid search for a fixed FDR. This allow us to report only correlations that survive the 202 threshold at a given FDR.
203
RESULTS
The HCP released a dataset with 820 timeseries of normal healthy subjects measured during resting-state 204 fMRI (rfMRI). The imaging data is accompanied by demographic and behavioral data including a sleep 205 questionnaire. Approximately 30% Americans are reported short sleepers with 4 to 6 hours of sleep per 206 night. The National Sleep Foundation recommends that adults sleep between 7 to 9 hours. We use both 207 models to analyze the HCP data on 730 participants (after subsetting to short and conventional sleepers) 208 to elucidate difference in functional connectivity between short and conventional sleepers. As mentioned 209 before, the design matrix X has an intercept 1 and a column encoding short sleepers 1 and conventional 210 sleepers 0, i.e. conventional sleepers are the reference condition. We use a burn-in of 500 steps during 211 which Stan optimizes tuning parameters for the HMC sampler, e.g. the mass matrix and the integration step deviation plot on the right shows that parcel R3 varies the most, and that region R2 varies the least. The 238 magnitude correlation plot on the left shows that parcel pair R9 and R13 exhibit the strongest correlation.
239
This is consistent with the low-dimensional model results, where R9 and R13 are in opposite parcel 240 sets. Also these parcels have large effect sizes in the low-dimensional results. In Figure 5 , we assess the 241 significance of differential correlations. The color code indicates different FDR levels. Overall strong 242 differences in the correlation structure are visible with a large portion of connections at an FDR of 0.001.
243
In contrast to the low-dimensional model, these are differences in correlations and not whether they are 244 more positively or more negatively correlated. 
251
The full model takes about one hour on a single core, and we run four chains in parallel to increase 252 sample size.
253
Power Analysis
254
We design a power analysis ( Figure 6 ) for low-dimensional covariance regression with 15 parcels. As the 255 population we take the available 730 subjects in the HCP data repository that are either short or conventional 256 sleepers and have preprocessed timeseries. We sample 100 times from this population keeping the same 257 ratio between the number of observations for each group, i.e. two thirds conventional and one third short with an FDR of 10% at sample size 160.
We introduced two new models for functional connectivity. In particular, the low-dimensional covariance 266 model is able to discover 50% of the correlation differences at a FDR of 20% in a sample size as little 267 as 40. Our Stan implementations make it easy for others to extend our models. We applied both models 268 to the HCP data subset to compare functional connectivity between short and conventional sleepers. Our to interpret the log-transformations statistically (Brown et al., 1994; Liechty et al., 2004 ). An alternative 283 transformation uses a Cholesky decomposition of the covariance matrix. For the Cholesky decomposition, 284 we need a natural ordering of the variables not known a priori for functional connectivity data -a natural 285 ordering could be given if the chronology is known.
286
Modeling of covariance matrices builds on important geometrical concepts and the medical image 
298
We approach the problem from a statistical viewpoint and frame functional connectivity in terms of 299 modeling heteroscedasticity. This allows us to take advantage of the rich history in statistics and led us 300 to the covariance regression model introduced by Hoff and Niu (2012) . We simplify the model to meet 301 the large p requirement in neuroscience. The running time for 500 posterior samples on 80 subjects is less 302 than an hour on a single core. This makes our approach applicable to many neuroimaging studies. For 303 larger studies, such as the HCP with 730 subjects, further speed improvements using GPU's are desirable 304 to reduce computation time.
305
One possible future application is functional Near-Infrared Spectroscopy (fNIRS), which has gained in 306 popularity due its portability and high temporal resolution. A common approach is to set up a linear model between brain responses at channels locations (Huppert et al., 2009; Ye et al., 2009; Tak and Ye, 2014) and 308 experimental conditions. Thus, our models apply to fNIRS experiments. An additional challenge in fNIRS 309 experiments is channel registration across multiple participants (Liu et al., 2016) . Connectivity differences 310 could be due artifacts created by channel misalignments not biology. In the absence of structural MRI, we 311 could add an additional hierarchical level in our low-dimensional model to handle measurement errors 312 accounting for possible misalignments between channels. 313 We use a conservative component-wise estimate of the ESS. Less conservative multivariate estimators 314 (Vats et al., 2015) might be able to increase statistical power at the cost of an increase in the false discovery 315 rate.
316
It is possible to append more columns in the design matrix to encode batch factors and subject-specific 317 variability by binding one column per level. In addition to categorical variables, the covariance regression 318 model can handle continuous variables such as head-motion measurement made using an accelerometer.
319
Adding covariates to explain unwanted variation in the data can move some of the preprocessing steps to 320 the functional connectivity analysis step. Such joint modeling can enable the propagation of uncertainty to 321 the downstream analyses.
322
REPRODUCIBILITY AND SUPPLEMENTARY MATERIAL
The entire data analysis workflow is available on our GitHub repository: Salimi-Khorshidi, G., Douaud, G., Beckmann, C. F., Glasser, M. F., Griffanti, L., and Smith, S. M. (2014).
