Recent work on sequence to sequence translation using Recurrent Neural Networks (RNNs) based on Long Short Term Memory (LSTM) architectures has shown great potential for learning useful representations of sequential data. A one-to-many encoder-decoder(s) scheme allows for a single encoder to provide representations serving multiple purposes. In our case, we present an LSTM encoder network able to produce representations used by two decoders: one that reconstructs, and one that classifies if the training sequence has an associated label.
Introduction
It is often the case that for a given task a small amount of labeled data is available compared to a much larger amount of unlabeled data. In these cases, semi-supervised learning may be preferred to supervised learning as it uses all the available data for training, and has good regularization and optimization properties [12, 4] . A common technique for semi-supervised learning is to perform training in two phases: unsupervised pre-training, followed by supervised fine tuning [18, 4, 12, 34] . The unsupervised pre-learning task often consists of training a variant of an auto-encoder (e.g. a denoising auto-encoder) to reconstruct the data. This helps the network bring its initial parameters into a good region of the highly dimensional parameter space for the non-convex optimization which is the supervised task. One of the features of this work is that our model forces its parameters to stay in such regions as training occurs, by having reconstructive objectives in one or two of its modules.
Recent advances in Recurrent Encoder-Decoder networks have afforded models the ability to perform both supervised learning [31, 9] and unsupervised learning [29] . These architectures are often based on the idea that recurrent neural networks (RNNs) can model temporal dependencies and that when handling a se-quence, the last hidden state of an RNN can contain information about the whole sequence. Therefore, this representation has a fixed length, even if sequences do not. The separation between the encoder and the decoder network(s) allows one to easily add, modify or re-purpose decoders for desired tasks. Using multiple decoders forces the encoder to learn rich, multipurpose representations. This can also allow semi-supervised training in a single phase. In our case, we combine the unsupervised pre-training phase with the supervised fine-tuning phase to jointly train a classifier decoder and a reconstruction decoder, which both use the representation provided by the encoder. We used a particular type of RNN known as a Long-Short-Term-Memory (LSTM) model to encode and decode sequences, and a multilayer perceptron to classify them. We also studied the effect of adding a per-frame decoder that uses frame representations provided by the frame encoder (see sections 4 and 5) . We show that our architecture improves movement recognition accuracy on a newly defined realistic partitioning of a popular public Motion Capture (MOCAP) dataset.
Our main contributions are:
• The introduction of a novel architecture of the Recurrent Encoder-Decoder type that allows for supervised and unsupervised learning in a common model.
• The definition and execution of experiments using a more realistic validation and test set partitioning of a widely used public MOCAP dataset, thereby facilitating more informative future evaluations.
• An improvement over our implementation of current state-of-the-art techniques for action recognition on such well defined experiments.
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• The provision of further evidence of the benefits of semi-supervised learning, even when using a completely labeled dataset.
MOCAP
Motion capture (MOCAP) technologies allow one to track and save movements of an actor wearing a special suit with multiple markers on it. The recorded positions of these markers at each timestep make it possible to apply these movements to virtual characters in order to simulate realistic motions. These technologies find use in multiple areas, such as video games, movies and health. As MOCAP is used more extensively in these applications, easy searches through databases of sequences becomes a desirable tool. While sequences could be labeled or annotated to facilitate search, in practice, sequences are often not labeled, or labeled at a coarse semantic level. A key element for labeling MOCAP sequences is human action recognition. This challenge can be seen as sequence classification, when only one action is performed in the sequence, or as sequence to sequence translation, when we want a fuller description of what is happening or when multiple actions are performed. This work focuses on sequence classification, even though it is a potential first step towards the long-term goal of sequence translation from MOCAP to natural language.
Datasets
One challenge with the application of deep learning on MOCAP data is the lack of strongly labeled data. For this work, we used the two biggest publicly available MOCAP datasets that we are aware of. The first is the HDM05 public dataset [25] . It contains 2329 labeled cuts that are very well suited for action recognition. There are about 100 classes of movements, which can be reduced 4 to 65 when the number of repetitions or the side of the limb starting the action (left, right) are ignored. In this work, we use the same 65 classes defined by Cho & Chen [8] . The second dataset we use is the CMU Graphics Lab Motion Capture Database 1 . This is to our knowledge the biggest public MOCAP dataset in terms of number of frames. It contains 2148 weakly labeled or unlabeled sequences. This dataset can hardly be used for supervised learning as the labeling of sequences, if any, was only made to give high level indications, and does not seem to have followed any stable conventions throughout the dataset. Works by Zhu et al. [35] , Ijjina et al. [22] , and Barnachon et al. [2] all use different custom classes definitions to get some quantitative results on CMU for classification.
In the present work, we use this dataset for unsupervised learning only. Table 3 shows more info on the datasets used.
Previous Work on Action Recognition
Some interesting work has been made on action recognition in MOCAP sequences in recent years, many of which depend on some well designed, handcrafted features.
For example, Chaudhry et al. [6] 
Defining a Good Test Set
Based on their results, the aforementioned methods seemingly solve the problem of action recognition in the HDM05 dataset. However, upon closer inspection it becomes clearer that there is an underlying problem for these results (except for Chaudhry et al. [6] ), which lies in the definition of the validation and test sets. The experiments were performed using 10-fold cross validation with 10 balanced partitions of shuffled sequences. This means that takes or frames recorded with a particular actor could be found in the training set as well as in the test set. This configuration is therefore unrepresentative of typical realistic situations where new takes are recorded with new actors. If an actor is asked to repeat five times the same movement in five different takes, then these will probably be very similar, and shuffling the frames or sequences will insert an undesired bias in the test set. Chaudhry et al. [6] , on the other hand, isolate their validation and test sets based on subjects performing the actions. This type of evaluation is therefore more representative of reality and a better measure of a given method's generalization performance. Moreover, it seems that in previous works [8, 7, 11, 35] there is no proper test set. Each fold is used for early stopping as well as for evaluating the network. Having an unseen test set would then be a better way to once again 7 assess the generalization capacity of the network. Table 1 shows the results of our attempts at re-creating results of previous state-of-the-art works [8, 11, 35] on the HDM05 dataset. It also shows accuracies for these techniques when using partitions based on actors. In this setting, we use actors with initials 'tr' and 'dg' as test subjects, and the actor 'bk' as a validation subject. In this scenario, we always train the network once on the three partitions (with early stopping w.r.t subject 'bk'), then start a new training with the train and validation sets combined. In this second phase, early stopping is done when accuracy on the previous training set reaches the same level as in the first phase. This is done in order to maximize the amount of training data, while preventing over-fitting. Moreover, since using three out of five actors from HDM05 for validation and testing leaves about 40% of the sequences in the training set, we tested again the method from 8
Cho & Chen [8] with a balanced, shuffled partition having the same proportions (40%, 20%, 40%) for each set to see if this was the only factor influencing the declining results. Finally, we applied our own pre-processing (PP) of the data with these techniques with our newly defined actor-based partitions to make fairer comparisons later. The main difference with our pre-processing of the data is that we allow the hips of the actor not to be always parallel to the floor. This makes it easier to recognize some movements like the cartWheel motion, as shown in Figure 1 . More details on pre-processing is given in section 5.1. As we can see, results using a realistic partition of HDM05 are significantly lower, but our own pre-processing method of the data helps. Since the techniques of Cho & Chen [8] and Zhu et al. [35] yielded the best results with our actor-based partitions and with our pre-processing method, the baseline for the rest of this work will be the 81.64% accuracy reached by those methods. [8] . DOWN: our own.
Recurrent Neural Networks Review
We will quickly describe here the building blocks of our architecture, which are recurrent neural networks and associated advances.
Vanilla Recurrent Neural Networks
At their core, RNNs are artificial neural networks in which hidden layer units have connections towards themselves through time. This means that at each timestep, hidden layers receive lower layers' current outputs as well as their own output from the previous timestep. This allows the network to use past context information to better model temporal sequences. This is why RNNs have often proven over the years to be very powerful on multiple sequential problems, such as speech recognition [15, 28, 14] , handwriting recognition [17] , text generation [30, 16] , or in our case MOCAP action recognition [11, 35] . The forward pass of the hidden layer of an RNN, to get the hidden state h at time t, is very similar to the one of an ordinary feed-forward neural net, except for the added previous hidden state h t−1 as an input:
where W xh , W hh are weight matrices and b h is the bias vector for the hidden layer. The operator σ() is a differentiable activation function such as a sigmoid or a tanh operation.
Bi-Directional Recurrent Networks
RNNs make use of past context in order to model a sequence up to a certain point. In many problems however, future context may be available and useful.
In those cases, using bi-directional RNNs (BRNNs) can make the network more powerful. BRRNs hidden layers have two sets of units. One set handles the sequence in chronological order, while the other handles it in reverse order. The output of such a layer is the concatenation of the hidden activations of both sets.
Outputs of bi-directional recurrent layers can contain information about all the sequence at each timestep (past and future). 
Long-Short-Term Memory
One known problem with RNNs is that they can be very hard to train to model long-term dependencies because of the vanishing gradient problem [3, 19] . One of the most popular and effective methods to counter this problem is the use of LongShort-Term Memory networks (LSTMs), as presented by Hochreiter & Schmidhuber [20] . These recurrent networks have, instead of simple hidden units, memory cells having input, output, and forget gates that determine whether information is added to, released from, and kept in the cell at each timestep. This enables the recurrent network to keep past context information for a long time internally, therefore allowing it to model long time dependencies. One LSTM cell is shown in Figure 3 . In our context, we do not use in-cell connections (also called peepholes)
as they have not been found to be useful in recent experiments [5] . Therefore, gates, cell values, and hidden outputs are calculated as follow:
Where W and b are weight matrices, and bias vectors respectively 2 . The operation is an element-wise multiplication.
Recurrent Encoder-Decoders
A major advantage and key attribute of Recurrent Encoder-Decoders is their ability to transform variable-length sequences into a fixed-size vector in the encoder, then use one or more decoders to decode this vector for different purposes.
Using an RNN as an encoder allows one to obtain this representation of the whole input sequence. Cho et al. [9] as well as Sutskever et al. [31] have used this approach for sequence-to-sequence translation, with some differences in the choice of hidden units and in the use of an additional summary vector (and set of weights)
in the case of Cho et al. [9] . Both approaches need a symbol of end-of-sequence to allow input and target sequences to have different lengths. They are trained to maximize the conditional probability of the target sequence given the input sequence. Our approach is more closely related to the one used by Srivastava et al. [29] in which they perform unsupervised learning, by either reconstructing the sequence, predicting the next frames, or both. duces an output used to calculate a cost. Each of these components are added to produce evermore meaningful features as we go up the layers by having multiple costs influencing more directly different modules, in a way loosely similar to ladder networks [26] . Another module that we have used for some experiments and that is not shown in the figure is the per-frame classifier, which tries to classify the action based on single frames. This modules takes the per-frame encodings to produce probabilities of actions.
The frame auto-encoder's role is to learn robust per-frame features in an unsupervised manner by reconstructing the clean version (x t ) of a corrupted frame (x t ) at time t [33] . The reconstructive error (l F RE,t ) we use is the well known mean squared error and we apply it for each frame, before calculating its average over the frames to get l F RE :
x t = g(h
In equation 7, z() is the encoding function learnt by the bottom feed-forward layers of the per-frame auto-encoder, while g() (eq. 8) is the decoding function of the module learnt by its upper layers. In further equations, H F E will stand for the sequence of features [h
T ] and we will dismiss the corruption sign over x (x) as we will show equations for a test setting, where the frames are not corrupted.
The per-frame classifier uses h
F E t
as an input to yield belief values on move-15 ment classes for every frame:
These activations are then summed over all frames and a softmax operation is applied on the result, yielding class probabilities P (y k ) given all the frames x t of the whole sequence X, and the parameters of the frame encoder θ F E :
This is similar to the operation used by Du et al. [11] to classify sequences based on a sequence of activations but differs in the fact that we do not use outputs from recurrent layers.
We then use the negative log-likelihood of the correct class as our frame-based classification error (l F C ):
The combination of the frame auto-encoder and the frame classifier gives something very similar to Cho & Chen's [8] approach, except that each frame's input does not contain information about a previous frame. When per-frame reconstruction is not used, the model still encodes frames with z() before outputting probabilities with a softmax.
The LSTM encoder's purpose is to encode the whole sequence of learnt features into a fixed length summary vector that models temporal dependencies, and which can be used for supervised or unsupervised tasks.
Here, c(X) is the output of a fully connected layer that has the weight matrix W sc .
It uses the last hidden state of the LSTM encoder h SE T as an input. The encoder itself takes H F E as an input sequence. See equations 2 to 6 for calculations of the hidden state of the LSTM encoder.
If the sequence reconstructive decoder is present, it learns to reconstruct the feature sequence H F E that was fed to the LSTM encoder. As explained by Srivastava et al. [29] , the LSTM decoder can use its own previous prediction at each timestep to predict the current output, making it a conditional decoder. This is what we use in this work. As we can see from Figure 4 , the summary vector c(X) is also fed at each timestep to the LSTM decoder. This vector can therefore serve multiple purposes, and it is up to the network to learn how it will use it even though we can guide it through assignment of weights on the different costs.
With the outputtedĤ
T ] from the decoder, we can calculate our feature sequence reconstruction error (l SR ) :
l SR,t = 1/2||ĥ
In our case,ĥ
is initialized to a zero vector to handle the first frame (t = 1).
The sequence classifier is a simple feed-forward MLP that outputs class probabilities based on the summary vector. This is the main task of interest, and the sequence classifier is therefore always used in our experiments. We again use the negative log-likelihood as the sequence classification error (l SCE ):
Using a sequence classification ratio r, we can define different models with different loss functions, enabling some or all of the modules of the architecture. To emphasize on the task of interest, we always put the sequence classification error from the summary vector (l SCE ) against the mean of the other used errors, as shown in Table 2 . Setting r to 1 will result in a Sequence Classifier (SC) network only. Adding feature sequence reconstruction to this model will yield a Sequence Reconstructive Classier (SRC). Adding instead frame reconstruction to the SC will give a Frame Reconstructive-Sequence Classifier (FR-SC), while adding frame reconstruction to the SRC will yield a Frame Reconstructive SRC (FR-SRC). Finally, using all modules will give a Frame Reconstructive Classifier-
SRC (FRC-SRC).
Since these loss functions as well as all activations functions of the network are differentiable with respect to each of its parameters, we can employ stochastic gradient descent (SGD) and back-propagation through time (BPTT) to train the network. 
5. Experiments
Data
The data in these experiments come from the open HDM05 and CMU MO-CAP datasets. They both are recorded at 120 frames per second (fps) and contain more than 30 markers' positions. In our case, we use 23 common markers between the two datasets. We work with the C3D file format, which contains series of positions for each marker. Our preprocessing of the data consists mainly of orienting, centering and scaling the point cloud of every frame given by the files.
The orientation process is a basis change of all 3D positions so that the actor's hips are always facing the same direction, while allowing them to not be parallel to the floor. We then center the hips of the actor at position (0,0,0) and scale so every with this frame rate are shown in Table 3 . Our final experiments using sliding windows use windows of 30 frames (1 second) with an offset of 15 frames. Preliminary tests were conducted with shorter and longer windows on a subset of HDM05, and 30 frames seemed like an optimal choice, even though not critical.
When classifying sequences longer than 30 frames, we use a simple majority voting strategy on the windows to select the movement class. In all experiments, we use an additive Gaussian noise with a standard deviation of 0.05 and mean 0 on markers' positions for training. We use minibatches of size 8 when handling HDM05 only data, and minibatches of size 32 when using CMU and HDM05.
Sequences shorter than 30 frames are zero-padded. We use binary masks to apply calculations of outputs and cost evaluations with valid frames only.
Network Specifications
The frame encoder is closely related to the one used by Cho & Chen [8] , as it has two hidden layers of which are initialized to 1, as proposed by Gers et al. [13] and Jozefowicz et al. [23] . The learning rate is initialized to 0.04, and is halved when the validation accuracy is not improved in three consecutive epochs, until it reaches below 0.0001.
We use early stopping with a tolerance of 25 epochs. We use a 0.9 momentum value.
Preliminary Study of Ratios and Windows' Widths
Before conducting experiments with all variants (Table 2 ) of the architecture on the HDM05 and CMU datasets, we tested the network using the FR-SC model.
These preliminary experiments aimed at exploring how the network would perform using different sequence classification cost ratios, and when feeding whole sequences of movements instead of sliding windows. Those tests were performed in two training phases. First, we used the data from two actors for training, one for the validation set and two for the test set. After this first phase, we combined both the training and the validation sets and started a second second training phase.
Early stopping was performed based on monitoring the loss of the original, smaller training set to identify when it had reached the level obtained when the validation set was used for early stopping. Training in this way maximizes the amount of data available to the method, but allows early stopping to be used in a heuristic but principled way. Results are shown in Table 4 . We first tried with the ratio r = 1.0, [35] even when using recurrence can help classification. We then tried ratios r = 0.75 and r = 0.5. The latter is the one used in our baseline [8] . The best result accuracy was obtained with r = 0.75, showing that a higher weight on the (supervised) task of interest helps. These three experiments were conducted with the sliding windows + majority voting strategy. We followed the exploration by trying to take full advantage of the Recurrent Encoder-Decoder architecture by handling whole sequences (no sliding windows). This implies encoding whole sequences into the fixed sized vector c(X). We used the best ratio from the first three tests, and obtained a slightly lower accuracy. This might be due to the fact that more LSTM cells are would be needed in the sequence encoder/decoders to learn to model dependencies on many more temporal scales.
Regularization by Reconstruction
The experiments we conducted here used the three separate sets from HDM05
(first phase of training described in section 5.3). Examining these results, we are able to see the regularization effects of adding different types of reconstructive modules and losses to the network's composite error function. Table 5 shows these effects. As we can see, adding the frame reconstructive module (FR-SC)
helps a lot to reduce over-fitting. Figure 5 clearly shows this effect during training.
Adding the feature sequence reconstruction loss (FR-SRC) and then the framebased classification (FRC-SRC) also have a beneficial impact on over-fitting compared to the SC model, but to a lesser extent. This, however might be due to the fact that these two bigger networks (FRC-SRC, FR-SRC) have a lot more capacity due to their LSTM decoder and may therefore tend to over-fit in this limited data setting (we use here only 40% of HDM05 for training). In order to validate this hypothesis, further tests with more training data were conducted on these networks as well as on the FR-SC. The final experiments here were performed with two training phases, as in section 5.3. Importantly, as they also use the validation set for training and perform early stopping using the original train set they therefore involve a 50% larger training set compared to the experiments of Table 5 . Table 6 shows our results for the movement classification task using our more representative test set for HDM05.
We compare our results with our implementation of the baseline techniques from
Cho & Chen [8] and Zhu et al. [35] on the same test set. Since the CMU data, in terms of number of frames, outnumbers HDM05 by a significant factor, we divide errors on reconstruction of unlabeled data by this factor in order the keep our classification error ratio valid. Gaussian noise is re-generated for each example, so no sequences are exactly the same. Experiments performed with the combined Figure 5 : Visualization of the effect of adding per-frame reconstructive decoders on over-fitting throughout training.
datasets (HDM05+CMU) used pre-trained networks to accelerate training, e.i. we used the networks already trained on HDM05. On HDM05 only, the best model was the FRC-SRC, which used all 4 losses, supporting our main hypotheses that we can obtain higher quality representations of the data when using specialized modules with associated costs in the architecture and that the added network capacity is useful with bigger training sets. We were surprised by the low performance of the FR-SRC on HDM05 only. It seems that in the single experiment with FR-SRC on HDM05 only, the network might have got stuck during training in a bad local minimum of the loss function and that adding the unlabeled CMU data was enough for it to step out of this minimum, a known advantage of semisupervised learning. Of course, multiple tests in each setting would help gather more robust results and standard deviations. This would be of great interest for the case of the competing FR-SRC and FRC-SRC models which yielded close results with the combined datasets. Indeed, the frame-based classification module might not be as useful as other modules. Estimating probabilities of an action based on a single frame without context might be a task too hard for the network. Therefore, the per-frame encoding layers might try to reduce the very high loss on framebased classification by (often unsuccessfully) producing discriminative features at the expense of higher reconstruction loss, resulting in less useful features to send to the LSTM encoder. Figure 6 shows the confusion matrix generated wih the best performing network. This shows that interestingly, the network is confused between actions PunchLFront (26) and PunchLSide (27) but not between PunchRFront(28) and PunchRSide (29) . We propose that this may be due to the fact that actors were right handed and that movements may have been clearer when using their strong hand.
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Figure 6: Confusion matrix on HDM05 classification for the best performing network (FR-SRC trained on HDM05 + CMU).
Clustering HDM05
Using the FR-SRC network that got the best results on HDM05 classification, we produced and performed clustering on the summary vectors it produced for the test set, unseen during training. We used a Gaussian Mixture Model (GMM) [27] initialised with K-means++ [1] , where K was found by using 10% of the set and a validation set to find the best likelihood. This system found 30 clusters that we can visualize in Figure 7 . Note that feature vectors have 1024 dimensions and clusters 27 were found in that space, while we used the t-SNE algorithm [24] to create a 2D visualization. Some clusters were annotated after manual inspection to give an idea of what movements the network clustered. We can see that such a trained network could help accelerate labeling MOCAP sequences of movements since sequences in the most well defined clusters could be labeled in batch. However, manual annotation seems to suggest that HDM05 actions have a considerable im-pact of the clustered actions, since almost all clusters could be associated with one or two HDM05 labels.
Conclusions and Discussion
Recurrent Encoder-Decoder architectures with multiple decoders provide an attractive framework for semi-supervised, multipurpose representation learning.
Our experiments show that even our simplest configuration using an RNN is able to outperform our implementation of the state-of-the-art for HDM05 movement classification with a realistic partition of data. We also found that we were able to push those results higher through enabling the various modules of the proposed architecture. Our results indicate that the inclusion of reconstructive decoders appears to have a regularizing effect and reduces over-fitting.
To properly evaluate this technique (and others) we have defined a realistic test set on the public HDM05 dataset that we hope can serve as a realistic benchmarking set in future works on MOCAP classification. We found unclear the definition of the evaluation in certain previous works as we could not reach similar results using the same architectures. Nevertheless we showed that with the same gradient-based learning method, our architecture yielded better results with well defined training, validation and test sets.
Additionally, we showed that such a network is well suited for clustering as learnt representations compress reconstructive and discriminative information about sequences. This could help label datasets in batch or create a motion search engine based on a distance metric in that learnt feature space.
As future work we are interested in exploring alternative decoders, such as next-frame(s) predictors, to provide even richer features. Dynamic sequence clas-29 sification loss ratios could be also tested in order to mimic two-phases semisupervised learning (starting with more weight on reconstructive objective and progressing towards more weight on the discriminative objective).
