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Bifurcation and Stability for Nonlinear Schrödinger
Equations with Double Well Potential in the Semiclassical
Limit
Reika Fukuizumi · Andrea Sacchetti
Abstract We consider the stationary solutions for a class of Schrödinger equations with
a symmetric double-well potential and a nonlinear perturbation. Here, in the semiclassical
limit we prove that the reduction to a finite-mod approximation give the stationary solu-
tions, up to an exponentially small term, and that symmetry-breaking bifurcation occurs at
a given value for the strength of the nonlinear term. The kind of bifurcation picture only
depends on the nonlinearity power. We then discuss the stability/instability properties of
each branch of the stationary solutions. Finally, we consider an explicit one-dimensional toy
model where the double well potential is given by means of a couple of attractive Dirac’s
delta pointwise interactions.
Keywords Nonlinear Schrödinger equation · Spontaneous symmetry breaking
bifurcation · Orbital stability
1 Introduction
Here, we consider the stationary solutions of the nonlinear Schrödinger (hereafter NLS)
equations
i
∂ψ
∂t
= H0ψ + g(x)|ψ |2σψ,
∥
∥ψ(·, t)∥∥ = 1, (1)
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where  ∈ R and ‖ · ‖ denotes the L2 norm,
H0 = − 
2
2m
+ V,  =
d
∑
j=1
∂2
∂x2j
, (2)
is the linear Hamiltonian and g(x)|ψ |2σ is a nonlinear perturbation. For the sake of definite
ness we assume the units such that 2m = 1.
Atomic Bose-Einstein condensates (BECs) are described by means of nonlinear Schrö-
dinger equations of the type (1) where H0 represents the Hamiltonian of a single trapped
atom and the nonlinear term |ψ |2σ , σ = 1,2, . . . , is the (σ + 1)-body contact potential [24].
In fact, BECs strongly depend by interatomic forces and the binary coupling term |ψ |2ψ
usually represents the dominant nonlinear term and equation (1) takes the form of the well-
known Gross-Pitaevskii equation [30]. Even if in most of the applications the parameter σ
takes only integer and positive values, here we take that σ can assume noninteger values too,
as considered in [34]. It is worth mentioning also the fact that equation (1) with nonlinearity
corresponding to the power-law |ψ |2σ , where the parameter σ takes any positive real value,
is used in other contexts, including semiconductors [28] and nonlinear optics [6, 35, 36].
We would also mention that NLS is also useful in order to describe classical behavior in
quantum structures [22, 23].
In this paper we consider the case of symmetric potentials V with double well shape; the
function g(x) is a bounded regular function (in the following we assume, for argument’s
sake, that g(x) has the same symmetric properties as V (x)).
If the nonlinear term is absent then the linear Hamiltonian H0 has even-parity and odd-
parity eigenstates: the d-dimensional linear Schrödinger equation with a symmetric double
well potential has stationary states of a definit even ϕ+ and odd-parity ϕ−, with associate
nondegenerate eigenvalues λ+ < λ−.
However, the introduction of a nonlinear term, which usually models in quantum me-
chanics an interacting many-particle system, may give rise to asymmetrical states related to
spontaneous symmetry breaking phenomenon.
In NLS problems with double well potentials the effective nonlinearity parameter is
given by the ratio between the strength  of the nonlinear term and the splitting ω between
the f rst two levels (as define in (5) below). The spontaneous symmetry breaking effect, and
the associated localization phenomena, occurs when such a ratio is equal to a (finite critical
value. This fact has been seen, for instance, in the study of the localization effect in a gas
of pyramidal molecules as the ammonia ones [22, 23]. In these paper has been shown, in
full agreement with the experimental data, that the inversion frequency of the ammonia gas
depends on the ratio between the strength of the nonlinear term (which depends on the gas
pressure) and the splitting between the f rst two levels; furthermore, when this ratio is equal
to a critical value then localization occurs. For this reason we introduce an effective non-
linearity parameter η in (4) below and we investigate the spontaneous symmetry breaking
effect for values of η in a f nite interval of values.
On the other side in this paper we also have to treat the problem of the validity of the
two-level approximation, obtained by restricting our analysis to the two-dimensional space
associated to the f rst two eigenvectors of the linear problem; in our approach we solve this
problem considering the semiclassical limit of small . Since the splitting ω is not fi ed, but
it is exponentially small when  goes to zero, then, in order to have a f nite value for η (if not
then we simply have localization), we have to require that  should be exponentially small,
too. Hence, in our model we introduce the multi-scale limit (22) below in order to observe
the bifurcation phenomena.
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In the semiclassical limit and in the two-level approximation has been seen [33] that the
symmetric/antisymmetric stable stationary state bifurcates when the adimensional nonlinear
parameter η takes absolute value equal to the critical value
η = 2σ /σ. (3)
The parameter η is associated with the coupling factor of the nonlinear perturbation by
η = c/ω (4)
and it is the effective nonlinear coupling factor, where ω is the (half of the) splitting between
the two levels
ω = 1
2
(λ− − λ+) (5)
and c is a constant define below in Sect. 2.2. In fact, in the semiclassical limit (or also for
large distance between the two wells) the splitting ω is exponentially small, as  goes to
zero. Furthermore, in [33] it has been also seen that for σ less than a critical value
σthreshold = 1
2
[3+ √13]
then a supercritical pitchfork bifurcation occurs; on the other hand, for σ bigger than the
critical value σthreshold a subcritical pitchfork bifurcation associated to the appearance on a
couple of saddle node points occurs.
It is worth mentioning the fact that the main problem consists in proving the stability of
the two-level approximation (which basically is a two-mode problem) with respect to the
NLS equation (1). So far, the stability of the two-level approximation has been proved, in
the semiclassical limit, only for times of the order of the beating period T = 2π/ω [32], or
for exponentially large times (that is of the order eT ) under further assumptions as proved
by [3]. In fact, our previous approach was rather eff cient in order to study the dynamics,
but only give a partial result in order to look for the stationary solutions. Recently, Kirr,
Kevrekidis, Shlizerman and Weinstein [25] has considered the stationary solution problem
for the Cauchy problem (1) with  fi ed (i.e.  = 1) in the limit of large barrier between
the two wells, and in the case of cubic nonlinearities. In their seminal paper they make use
of the Lyapunov-Schmidt reduction method to the two-level approximation equation for the
stationary solutions. In such a way they overcome the limit of the method applied by [32]
for the study of the stationary solutions. Furthermore, they also applied the same method in
order to study the orbital stability of the obtained solutions.
In this paper we follow the ideas developed by [25], adapted to the semiclassical limit
and considering the case of any positive and real nonlinearity power σ , in order to study
the stationary solutions of (1) and their stability properties as function of the nonlinearity
power σ . In particular we are able to prove that the result obtained by [33] for the two-
level approximation, concerning the existence on the critical value σthreshold , holds true for
the whole Cauchy problem (1), too. To this end we prove the stability of the two-level
approximation, when restricted to the stationary problem, and then count all the branches
associated to the stationary solutions.
It is worth to mention the fact that the stability of the two-level approximation holds true
in order to classify the stability/instability properties of the stationary solutions, too. In fact,
stability/instability properties of the stationary solutions for the two level approximation are
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easily obtained since such an approximation has a f nite-dimensional Hamiltonian structure.
On the other side, orbital stability/instability properties of the stationary solutions of the full
nonlinear problem are much harder to obtain. However, in this paper, by making use of the
methods developed by Grillakis, Shatah and Strauss [17–19], and successfully applied by
[25] for double well problems with cubic nonlinearity, we prove the equivalence between
the stability/instability properties when we restrict our problem to the case of attractive
nonlinearity and when we restrict our analysis to the “ground state”.
There are already many studies on the existence of stationary solutions and the stability
of (1) in the semiclassical limit (e.g., [12, 17–19]). However, our aim is to understand what
happens with double-well problem. When we consider the stationary problem with symmet-
ric double-well and nonlinearity strength large enough, the bifurcation picture tells us that
we have asymmetrical stationary solutions localized on just one well, as well as asymmet-
rical stationary solution delocalized between the two wells. The firs type of solution was
obtained, but the second type of solution was not considered in [12], and it is identifie with
the multi-bump stationary solution studied in, e.g., [10]. Also it would be important to un-
derstand the destruction of the beating motion in the framework of the dynamics (see [16]
for related topics).
The paper is organized as follows. In Sect. 2 we recall some preliminary spectral results
for Schrödinger operator with double well potential in the semiclassical limit, we introduce
the main assumptions and we collect some general global well-posedness results for the
Cauchy problem (1). In Sect. 3 we prove (Theorem 1) concerning the occurrence and the
nature of spontaneous symmetry breaking phenomenon for (1) by applying, in the semi-
classical limit, the Lyapunov-Schmidt reduction method to the two-level approximation. In
Sect. 4 we consider the dynamical properties of the stationary solutions of the two-level
approximation, which has Hamiltonian form. In Sect. 5 we consider the orbital stability
properties of the ground state stationary solutions. Appendix is devoted to an application of
all the arguments in the previous sections to an explicit one dimensional toy model where
the double well potential is given by a couple of attractive Dirac’s delta interactions.
1.1 Notations
Hereafter,
• y = O˜(x), means that for any 0 < α < 1 there exists a positive constant C := Cα such
that |y| ≤ Cα|x|α . Here, as usual y = O(x) means that there exists a positive constant C
such that |y| ≤ C|x|, and x ∼ y means that lim→0 xy = C for some C ∈ R;
• ‖ · ‖p and ‖ · ‖ denote the norm of the spaces Lp and L2, 〈φ,ϕ〉 =
∫
φ¯ϕ denotes the scalar
product in the Hilbert space L2;
• C denotes any positive constant which value is independent of .
2 Main Assumptions and Preliminary Results
Here, we recall some preliminary results. Throughout the paper we always assume the Hy-
potheses below in this section.
2.1 Linear Operator
Here, we introduce the assumptions on the double-well potential V and we collect some
well known results on the linear operator H0.
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Hypothesis 1 The potential V (x) is a bounded real valued function such that:
i. V is a symmetric potential. For the sake of definiteness we can always assume that, by
means of a suitable choice of the coordinates, V is symmetric with respect to the spatial
coordinate x1, that is
[S,V ] = 0 (6)
where
[Sψ](x1, x2, . . . , xd) = ψ(−x1, x2, . . . , xd).
Hence, the Hamiltonian H0 is invariant under the space inversion: [S,H0] = 0.
ii. V ∈ C∞(Rd).
iii. V (x) admits two minima at x = x±, where x− = Sx+ = x+, such that
V (x) > Vmin = V (x±), ∀x ∈ Rd , x = x±. (7)
For the sake of simplicity, we assume also that
∇V (x±) = 0 and HessV (x±) > 0.
iv. Finally we assume that the two minima are not degenerate:
V −∞ = lim inf|x|→∞ V (x) > Vmin. (8)
Remark 1 In fact, some assumptions on V may be weakened. In particular, the case of
degenerate minima, that is det[HessV (x±)] = 0, could be treated in a similar way; however,
we don’t dwell here on such details. Furthermore, boundedness of V is assumed just for
sake of definiteness if V is not bounded we could make use of the argument by [3] in
order to prove the well-posedness of the Cauchy problem (1), under some assumptions of
the behavior of the potential at infinit . For instance, we could assume that there exists a
positive constant 0< m ≤ 2 such that for large |x|
C〈x〉m ≤ V (x) ≤ C−1〈x〉m, 〈x〉 = (1+ |x|2)1/2,
for some C > 0, and
∣
∣∂α1x1 . . . ∂
αd
xd
V (x)
∣
∣ ≤ Cα〈x〉m−|α|, |α| =
d
∑
j=1
αj ,
for any multi-index α ∈ Nd .
The operator H0 formally define by (2) admits a self-adjoint realization (still denoted
by H0) on H 2(Rd) since V is a bounded potential.
Let σ(H0) = σd ∪ σess be the spectrum of the self-adjoint operator H0, where σd denotes
the discrete spectrum and σess denotes the essential spectrum. It follows that
σd ⊂
(
Vmin,V
−
∞
)
and σess = [V −∞,+∞).
Author's personal copy
Bifurcation and Stability for Nonlinear Schrödinger Equations 1551
Furthermore, for any  ∈ (0,), for some  > 0 f xed and small enough, it follows that
σd is not empty and, in particular, it contains two eigenvalues at least λ1+ and λ1− where
λ1+ < λ1− and
inf
ζ∈σ(H0)\{λ1±}
[
ζ − λ1±
] ≥ C, (9)
for some positive constant C independent of .
Remark 2 Actually, from Hypothesis 1 and for  small enough in general it follows that for
some E > Vmin then
σd ∩ (Vmin,E)
is given by a sequence of couple of nondegenerate eigenvalues λj±, j = 1,2, . . . , n where
n ∼ −1, such that λj+ < λj− and
inf
ζ∈σ(H0)\{λj±}
∣
∣ζ − λj±
∣
∣ ≥ C (10)
hold true. In fact, degeneracy may occur for some j > 1 only in special cases, for instance
when other symmetry properties for the potential V are present (see, e.g., [20]). Hereafter,
for the sake of definiteness we assume that degeneracy does not occur and that (10) holds
true for any j = 1,2, . . . , n.
Let ϕj± be the normalized eigenvectors associated to λ
j
±, then ϕ
j
± can be chosen to be
real-valued functions such that
Sϕj± = ±ϕj±. (11)
Furthermore
Lemma 1 The eigenvectors ϕj± belong to the space H 2(Rd)∩Lp(Rd) where
2≤ p
⎧
⎨
⎩
≤ +∞ if d = 1,
< +∞ if d = 2,
< 2d/(d − 2) if d > 2.
(12)
In particular, it follows that
∥
∥∇ϕj±
∥
∥ ≤ Cj−1/2 and
∥
∥ϕ
j
±
∥
∥
H 2
≤ Cj−1 (13)
and
∥
∥ϕ
j
±
∥
∥
p
≤ Cj−d
p−2
4p , (14)
for some positive constant Cj , independent on .
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Proof Indeed, ϕj± is normalized and it satisfie to the following eigenvalue equation
−2ϕj± = (λj± − V )ϕj±, from which immediately follows that

2
∥
∥∇ϕj±
∥
∥
2 = 〈(λj± − V
)
ϕ
j
±, ϕ
j
±
〉
≤ 〈(λj± − V
)
ϕ
j
±, ϕ
j
±
〉
L2(
j
±)
≤ Cj
∥
∥ϕ
j
±
∥
∥
2
where

j
± =
{
x ∈ Rd ∣∣ V (x) ≤ λj±
}
is such that λj± − V ≥ λj± − Vmin ≥ Cj for any fi ed j and  small enough. Similarly

2
∥
∥ϕ
j
±
∥
∥
2 = ∥∥(λj± − V
)
ϕ
j
±
∥
∥ ≤ Cj
∥
∥ϕ
j
±
∥
∥.
Since V is a bounded potential. Estimate (14) follows by means of the Gagliardo-Nirenberg
inequality:
∥
∥ϕ
j
±
∥
∥
p
≤ C∥∥∇ϕj±
∥
∥
δ∥
∥ϕ
j
±
∥
∥
1−δ ≤ C−δ/2
where δ = p−22p d . 
Remark 3 Actually, ϕj± ∈ Lp for any p and, by means of the Riesz-Thorin interpolation The-
orem, inequality (14) holds true for any p independently on the dimension d (see, e.g., [32]).
Indeed, by means of the semiclassical expression of ϕj it follows that ‖ϕj‖∞ ≤ Cj−d/4.
The splitting between the two eigenvalues
ωj = 1
2
(
λ
j
− − λj+
)
(15)
vanishes as  goes to zero. In order to give a precise estimate of the splitting ωj we make
use of the fact that V is a symmetric double-well potential with nonzero barrier between the
wells. That is, let j be fi ed and let
ρ = inf
γ
∫
γ
√
[
V (x)− Vmin
]
+ dx > 0, (16)
be the Agmon distance between the two wells; where γ is any path connecting the two wells,
that is γ ∈ AC([0,1],Rd) such that γ (0) = x− and γ (1) = x+, and where [·]+ =max(·,0).
From standard WKB arguments (see [20] for details) then it follows that the splitting is
exponentially small, that is
ωj = O˜(e−ρ/). (17)
Let ϕjR,L be the normalized single well states associated to the linear eigenstates ϕ
j
± by
means of
ϕ
j
R =
(
ϕ
j
+ + ϕj−
)/√
2 (18)
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and
ϕ
j
L =
(
ϕ
j
+ − ϕj−
)/√
2. (19)
They are localized on one well in the sense that and for any p ∈ [2,+∞] then
∥
∥ϕ
j
Rϕ
j
L
∥
∥
p
= O˜(e−ρ/). (20)
More precisely, these functions are localized on only one of the two wells in the sense that
for any r > 0 there exists c := c(r) > 0 such that
∫
Dr (x+)
∣
∣ϕ
j
R(x)
∣
∣
2
dx = 1+O(e−c/)
and
∫
Dr (x−)
∣
∣ϕ
j
L(x)
∣
∣
2
dx = 1+O(e−c/)
where Dr(x±) is the ball with center x± and radius r . For such a reason we call them single-
well (normalized) states.
Remark 4 In the following, for the sake of definiteness we restrict ourselves to the couple
of eigenvalues λ1+ and λ1−, corresponding to the lowest energies. Hereafter, we simply de-
note them by λ± dropping out the index 1, and ϕ± denote the associated eigenvectors. The
symmetric solution ϕ+ is the f rst eigenfunction of H0, so it is positive. We remark that the
existence of the stationary solutions for (1) and their dynamical stability still hold true when
we consider all the unperturbed energy levels λj± provided that degeneracy does not occur
as discussed in Remark 2.
2.2 Assumption on the Nonlinear Term
In order to obtain some a priori estimates of the wavefunction |ψ |2σψ we introduce the
following assumption on the nonlinearity power σ .
Hypothesis 2 We assume that
0< σ <
{+∞ if d = 1, 2,
1
d−2 if d > 2,
(21)
where d is the spatial dimension.
Let
CR =
〈
ϕσ+1R , gϕ
σ+1
R
〉
and CL =
〈
ϕσ+1L , gϕ
σ+1
L
〉
where CR = CL because of the symmetric properties of g and V . We assume also the fol-
lowing scaling limit.
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Hypothesis 3 Let ω = 12 (λ− − λ+) be the splitting (15) satisfying to the asymptotic esti-
mate (17). We assume that the real-valued parameter  depends on  in such a way
|η| ≤ C where η = c
ω
, c := CR = CL, (22)
for some positive constant C, independent of . The parameter η plays the role of effective
nonlinearity parameter. Hereafter, we assume that g(x) has the same symmetry property
(6) of the potential V and it is such that 〈ϕσ+1R , gϕσ+1R 〉 = 0. In particular, for the sake of
definiteness, let
〈
ϕσ+1R , gϕ
σ+1
R
〉
> 0. (23)
2.3 Existence Results in H 1 and Conservation Laws
The results below follow from [5] and from the a priori estimate given by [32].
2.3.1 Local Existence in H 1
Let the initial state ψ0 ∈ H 1, then there exists T  > 0 and a unique solution ψ(x, t) ∈
C([0, T ),H 1)∩C1([0, T ),H−1) of (1), where T  = +∞ or ‖∇ψ‖ → +∞ as t → T −0.
Furthermore, the conservation of the norm and of the energy hold true for t ∈ [0, T ]:
∥
∥ψ(·, t)∥∥ = ∥∥ψ0(·)∥∥
and
H˜(ψ(·, t)) = H˜(ψ0(·))
where
H˜(ψ) = 〈ψ,H0ψ〉 + 
σ + 1
〈
ψσ+1, gψσ+1
〉
represents the energy functional.
2.3.2 Global Existence
The solution ψ of (1) globally exists, that is T  = +∞, provided that the state is initially
prepared on the f rst N states of the linear problem, for any N fi ed, and  is small enough.
Indeed, this fact immediately follows from a priori estimate of the norm of the gradient of
the wavefunction [32].
Remark 5 The solution ψ(x, t) globally exists for both positive and negative values of the
parameter , provided that  is small enough and  satisfie Hypotesis 3. That is, because of
the scaling assumptions, blow-up effect cannot occur.
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3 Stationary Solutions and Bifurcation
Since the beating period T = 2π
ω
plays the role of the unit of time it is convenient to intro-
duce the slow time
τ = ωt

,
then (1) takes the form (here ′ denotes the derivative with respect to τ and where, with abuse
of notation, ψ = ψ(τ, x))
iωψ ′ = H0ψ + g|ψ |2σψ,
∥
∥ψ(·, τ )∥∥ = 1. (24)
In order to study the stationary solution we set
ψ(x, τ) = e−iλτ/ωψ(x), ∥∥ψ(·)∥∥ = 1, λ = +ωE,
where
 = 1
2
[λ+ + λ−].
As specifie in Remark 4 we restrict ourselves, for the sake of definiteness to the f rst couple
of energy level λ1±, where we simply denote them by λ± dropping out the index 1; similarly
ϕ± denote the associated eigenvectors and ϕR,L the associated single-well states.
Hence, (24) takes the form
λψ = H0ψ + g|ψ |2σψ,
∥
∥ψ(·)∥∥ = 1. (25)
Now, let us set
ψ(x) = aRϕR(x)+ aLϕL(x)+ψc(x), (26)
where
ψc(x) = cψ(x)
and
aR = 〈ϕR,ψ〉 and aL = 〈ϕL,ψ〉
are unknown complex-valued values. Here,
c = 1−,  =
[〈ϕ+, ·〉ϕ+ + 〈ϕ−, ·〉ϕ−
]
denotes the projection operator onto the eigenspace orthogonal to the bi-dimensional space
associated to the doublet {λ±}.
Since
H0ψ = aRH0ϕR + aLH0ϕL +H0ψc
= aR[ϕR −ωϕL] + aL[−ωϕR +ϕL] +H0ψc (27)
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then, by substituting (26) in (25) and projecting the resulting equation onto the one-
dimensional spaces spanned by the single-well states ϕR and ϕL, and on the spacecL2(Rd)
it follows that (25) takes the form
⎧
⎪⎨
⎪⎩
EaR = −aL + rR, rR = rR(aR, aL,ψc) = ω 〈ϕR,g|ψ |2σψ〉,
EaL = −aR + rL, rL = rL(aR, aL,ψc) = ω 〈ϕL,g|ψ |2σψ〉,
Eψc = 1ω [H0 −]ψc + rc, rc = rc(aR, aL,ψc) = ωcg|ψ |2σψ
(28)
with the normalization condition
|aR|2 + |aL|2 + ‖ψc‖2 = 1.
Remark 6 Since (28) has stationary solutions (26) define up to a phase term then we can
always assume, for the sake of definiteness that the stationary solution of (25) is such that
aL is a real-valued positive constant: aR ∈ C and aL ∈ R+. Furthermore, we remark that
[H0, S] = 0 and [g, S] = 0; hence, if ψ is a stationary solution of (25) associated to a given
value λ, then Sψ is a solution associated to the same level, too.
Then, collecting the results from Lemmata 3 and 4 (and the associated remarks) by [32]
we have the following.
Lemma 2 Let ρ be the Agmon distance between the two wells defined as in (16). It follows
that
rR,L(aR, aL,ψc) = rR,L(aR, aL,0)+ rcR,L(aR, aL,ψc)
where
(i)
rR,L(aR, aL,0) = 
ω
CR,L|aR,L|2σ aR,L + O˜
(
e−ρ/
)
(29)
and
CR,L = 〈ϕR,L, g|ϕR,L|2σ ϕR,L〉 =
〈
ϕσ+1R,L , gϕ
σ+1
R,L
〉 = O(−dσ/2); (30)
by the symmetry assumptions it turn out that
CR = CL.
(ii) The remainder terms are estimated as follow
|rcR,L| ≤

ω
C−dσ/2‖ψc‖γ
where
γ =
{
1 if d = 1,2,
1+ (2− d)γ if d > 2. (31)
Here we come with the existence result of stationary states for the nonlinear Schrödinger
equation (25).
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Theorem 1 Let
aR = peiθ , aL = q and z = p2 − q2 (32)
where p,q ∈ [0,1] and θ ∈ [0,2π). Let  ∈ (0,), where  is small enough, let ρ be the
Agmon distance between the two wells and let η be the effective nonlinearity defined by (22).
Then the stationary problem (28) always has
– a symmetric solution ψsE such that
θs = 0, zs = 0,
associated to
E := −1+ η 1
2σ
+ O˜(e−ργ/),
– an antisymmetric solution ψaE such that
θa = π, za = 0,
associated to
E := +1+ η 1
2σ
+ O˜(e−ργ/).
Furthermore, in the case of negative (resp. positive) η, then asymmetrical solution ψasE
corresponding to θas = 0 (resp. θas = π ) may appear as a result of spontaneous symmetry
bifurcation phenomenon. That is:
– for σ ≤ σthreshold the symmetric (resp. antisymmetric) state corresponding to zs = 0 bifur-
cates showing a pitchfork bifurcation when the adimensional nonlinear parameter |η| is
larger than the critical value η given by (see Fig. 1, panel (a))
η = 2
σ
σ
,
– for σ > σthreshold two couples of new asymmetrical stationary states appear as saddle-
node bifurcations when |η| is equal to a given value η+ such that η+ < η; then, for
increasing values of |η| two branches of the solutions disappear at |η| = η showing a
subcritical pitchfork bifurcation (see Fig. 1, panel (b)). The critical value η+ is given by
η(z+) where
η(z) = 2z√
1− z2
[(
1+ z
2
)σ
−
(
1− z
2
)σ]−1
(33)
and z+ ∈ (0,1) is the nonzero solution of the equation η′(z) = 0.
In all the cases, the remainder term ψc of the stationary solutions is such that
‖ψc‖H 2 = O˜
(
e−ρ/
)
. (34)
The critical value σthreshold is given by
σthreshold = 1
2
[3+ √13]
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Fig. 1 In this figur we plot the graph of the stationary states of the nonlinear Schrödinger equation (25) as
function of the nonlinearity parameter η for nonlinearity σ = 1< σthreshold (panel (a)) and for nonlinearity
σ = 5> σthreshold (panel (b)); here z = |aR |2 − |aL|2 is the imbalance function. Full lines represent stable
stationary states and broken lines represent unstable stationary states, where the notion of stability is referred
to the dynamical stability associated to the Hamiltonian system given by the two-level approximation, as
discussed in Sect. 4; and also to orbital stability, as discussed in Sect. 5 in the case of attractive nonlinear case
(i.e. η < 0)
and it is an universal value in the sense that it does not depend on the shape of the double
well potential as well as on the dimension d .
Remark 7 Because of the technical assumptions on σ , this critical value σthreshold makes
sense for the nonlinear Schrödinger equation (25) only in dimensions 1 and 2. This is not
the case when we restrict our analysis to the two-level approximation.
Remark 8 From Theorem 1 it appears that we have only two pictures, accordingly with
the value of σ . In Fig. 1 (panel (a)) we consider the bifurcation scenario for the imbalance
function z = |aR|2 − |aL|2 appearing when σ ≤ σthreshold . In Fig. 1 (panel (b)) we consider
the bifurcation scenario appearing when σ > σthreshold . The same picture has been previously
obtained for the two-level approximation (see, e.g., [33]) where we have taken ψc = 0; in
fact, ψc is exponentially small as proved in Theorem 1.
Remark 9 The stationary solutions ψ := ψE , associated to the level E, given in Theorem 1
are such that
‖∇ψE‖ ≤ C
√
 (35)
and
‖ψE‖p ≤ Cd
p−2
4p (36)
Author's personal copy
Bifurcation and Stability for Nonlinear Schrödinger Equations 1559
where p satisfie condition (12) and where
 = H(ψE)− Vmin
2
∼ −1
and
H(ψ) = 〈ψ,H0ψ〉 + 
σ + 1
〈
ψσ+1, gψσ+1
〉
is the energy functional define on H 1(Rd) ∩ L2(σ+1)(Rd). Indeed, estimates (35) and (36)
hold true for any vector ψ belonging to the space(L2) (see Theorem 2 in [32]). The results
finall follow from this fact and since cψE = O˜(e−ρ/).
3.1 Proof of Theorem 1
Here, we prove the existence of the stationary solutions by making use of the Lyapunov-
Schmidt method and applying some results of the theory of numbers in order to count the
number of stationary solutions of the equation coming from the two-level approximation.
In this section, for argument’s sake, we take η > 0; however, the same results still hold true
also for η < 0.
Lemma 3 We consider the following equation
[H0 −−ωE]ψc + cg|ψ |2σψ = 0, (37)
where the nonlinearity power σ satisfies condition (21). For any fixed C > 0 let
D = {(aR, aL,E) ∈ C2 × R : |aR|2 + |aL|2 ≤ 1, |ωE| ≤ C2
}
.
There exists  > 0 small enough such that for any  ∈ (0,) then there exists a unique
solution ψc ∈ H 2 of (37) depending on aR , aL and E, and such that
max
(aR,aL,E)∈D
‖ψc‖H 2 = O˜
(
e−ρ/
)
, as  → 0. (38)
Proof Recalling that
ψ = ϕ +ψc, where, ϕ = aRϕR + aLϕL,
then (37) takes the form
ψc = F(ψc) (39)
where
F(ψc) := F(ψc;aR, aL,E) = −[H0 −−ωE]−1cg|ψ |2σψ (40)
and where
∥
∥[H0 −−ωE]−1c
∥
∥
L(L2→H 2) ≤ C1−1 (41)
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for some positive constant C1 and for  small enough, since (9) and since ωE = O(2). On
the other side we have that
∥
∥F(u)− F(v)∥∥
H 2
≤  C2

∥
∥|f |2σ f − |g|2σ g∥∥
≤  C2

∥
∥
(|f |2σ + |g|2σ )|f − g|∥∥
≤  C2

(‖f ‖2σ
H 1
+ ‖g‖2σ
H 1
)‖f − g‖H 1
for some positive constant C2, where we set
f = ϕ + u and g = ϕ + v,
with |aR|2 + |aL|2 + ‖u‖2 = 1, |aR|2 + |aL|2 + ‖v‖2 = 1. We have indeed made use of the
Hölder inequality and of the Gagliardo-Nirenberg inequality with σ satisfying condition
(21): if 2pσ < b and 2p/(p − 2) < b where b = +∞ if d = 1,2 and b = 2d/(d − 2) if
d > 2, i.e. σ satisfie (21). Finally, we get the wanted estimate
∥
∥F(u)− F(v)∥∥
H 2
≤  2
2σC2

{
max
[‖ϕ + u‖H 2 ,‖ϕ + v‖H 2
]}2σ‖u− v‖H 2 (42)
provided that σ satisfie condition (21).
Now, let C3 =max[C1,22σC2] and let
K = {u ∈ H 2 : ‖u‖H 2 ≤ c()
}
, c() =max
{[

22σ+23C3
]1/2σ
,‖ϕ‖H2
}
.
Since ‖ϕ‖H2 = O(−1), by Lemma 1, and  = O˜(e−ρ/) then c() = [ 22σ+23C3 ]1/2σ .
Then F is an operator from K to K ; indeed, from (41) and (42) it follows that
∥
∥F(u)
∥
∥
H 2
≤ C3−1‖u+ ϕ‖2σ+1H2 ≤
[
2C3
−1(2c)2σ
]
c() = 1
2
c() < c().
Moreover, F(u) is a contraction in K :
∥
∥F(u)− F(v)∥∥
H 2
≤ C3−1
[
2c()
]2σ‖u− v‖H 2 < 14‖u− v‖H 2 .
Hence, equation
F(u) = u
admits a unique solution ψc in K for any (aR, aL,E) ∈ D and any  satisfying Hypotesis 3.
This solution is given by the limit of the following sequence {un}∞n=0 where
u0 = 0 and un+1 = F(un).
In particular (the convergence is in H 2)
ψc = lim
n→+∞un =
+∞
∑
j=1
[uj+1 − uj ] =
+∞
∑
j=1
[
F(uj )− F(uj−1)
]
.
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Since
∥
∥F(uj+1)− F(uj )
∥
∥
H 2
≤ C3−1
[
2c()
]2σ∥
∥F(uj )− F(uj−1)
∥
∥
H 2
≤ [C3−1
[
2c()
]2σ ]j+1∥
∥F(u0)
∥
∥
H 2
then we have that
‖ψc‖H 2 ≤ 11−C2−1[2c()]2σ
∥
∥F(u0)
∥
∥
H 2
≤ 1
1−C3−1[2c()]2σ C3
−1‖aRϕR + aLϕL‖2σ+1H 2
= O˜(e−ρ/). (43)
Since the constants C1 and C2 depend on aR , aL and E in such a way that
max
|ωE|≤C2
C1 < +∞
and
max
|aR |2+|aL|2≤1
C2 < +∞
then the estimate (43) uniformly holds true on the set D. 
Remark 10 By means of the same arguments it follows that ψc ∈ H 2, as function on aR , aL
and E, admits the f rst derivatives and in particular these derivatives satisfy estimate (38) in
the sense that
max
(aR,aL,E)∈D
[∥
∥
∥
∥
∂ψc
∂E
∥
∥
∥
∥
H 2
,
∥
∥
∥
∥
∂ψc
∂aR
∥
∥
∥
∥
H 2
,
∥
∥
∥
∥
∂ψc
∂aL
∥
∥
∥
∥
H 2
]
= O˜(e−ρ/), as  → 0. (44)
We can also give an estimate of the dependence of ψc on the parameter ; this estimate will
be given in Lemma 7.
Now, setting ψc = ψc(aR, aL,E) in (28), let any 0< ρ ′ < ρ fi ed, let
ν = e−ρ′γ / (45)
where γ is define in (31), and making use of Lemma 2, then (28) takes the form
⎧
⎪⎨
⎪⎩
EaR =−aL + η|aR|2σ aR + νfR(aR, aL,E),
EaL =−aR + η|aL|2σ aL + νfL(aR, aL,E),
1=|aR|2 + |aL|2 + νfc(aR, aL,E),
(46)
where fR , fL and fc are uniformly bounded onD with their f rst derivatives. Since Lemma 3
and Remark 10, and recalling that /ω = η/〈ϕσ+1R , gϕσ+1R 〉 = O(−dσ/2). From (32) then
(46) takes the form
⎧
⎪⎨
⎪⎩
Ep=−qe−iθ + ηp2σ+1 + νe−iθ fR,
Eq =−peiθ + ηq2σ+1 + νfL,
1=p2 + q2 + νfc.
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By taking the real and imaginary part of the previous equations we obtain the following
system
G(p,q,E, θ;ν) = 0 (47)
on
D′ = {(p, q,E, θ) ∈ [0,1]2 × R × [0,2π) : p2 + q2 ≤ 1, |ωE| ≤ C2}
and where G = (G1,G2,G3,G4) are given by
G1 = E − 1
1− νfc
[−2pq cos θ + η(p2σ+2 + q2σ+2) + ν(pe−iθ fR + qfL
)]
= E + 2pq cos θ − η(p2σ+2 + q2σ+2) + νf1,
G2 =
(
p2 + q2) sin θ + ν(e−iθ fR − pfL
) = (p2 + q2) sin θ + νf2,
G3 =
(
p2 − q2) cos θ + ηpq(p2σ − q2σ ) + ν(qe−iθ fR − pfL
)
= (p2 − q2) cos θ + ηpq(p2σ − q2σ ) + νf3,
G4 = p2 + q2 + νfc − 1= p2 + q2 − 1+ νf4,
where fj , j = 1,2,3,4, are uniformly bounded on the set D′ with their f rst derivatives.
From equations G2 = 0 and G4 = 0 we obtain that
p2 + q2 = 1+O(ν) and θ = O(ν), θ = π +O(ν).
From this fact and from equations G1 = 0 and G3 = 0 we f nally obtain the equations
G± +O(ν) = 0, (48)
E± = ∓2pq + η
(
p2σ+2 + q2σ+2) +O(ν) (49)
where the asymptotics is uniformly on D′, the index + corresponds to the choice θ = O(ν),
the index − corresponds to the choice θ = π +O(ν) and where
G± = ±
[(
p2 − q2) ± ηpq(p2σ − q2σ )].
The imbalance function z = p2 − q2 is such that
p =
√
1+ z
2
+O(ν) and q =
√
1− z
2
+O(ν)
and thus (48) and (49) take the form
f±(z, η)+O(ν) = 0, (50)
E± = ∓
√
1− z2 + η
[(
1+ z
2
)σ+1
+
(
1− z
2
)σ+1]
+O(ν) (51)
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where
f±(z, η) = z ± η
√
1− z2
2
[(
1+ z
2
)σ
−
(
1− z
2
)σ]
. (52)
Since the asymptotic term O(ν) in (50), with its derivative with respect to z, is uni-
form with respect to z ∈ [−1,+1] then it is enough to look for the solutions of equations
f±(z, η) = 0.
Of course, equation
f±(0, η) = 0
holds true for any η; that is the symmetric stationary solution (z = 0, θ = 0)which is positive
and the antisymmetric stationary solution (z = 0, θ = π) exist for the nonlinear problem (up
to an exponentially small perturbation) as well as for the linear one.
Since we have assumed, for the sake of definiteness η > 0; then equation f+(z, η) = 0
does not have nonzero solutions, indeed the derivative of f+ with respect to z is given by
f ′+(z, η) = 2
1+ z2
[1− z2]3/2 +
1
2
ησ
[(
1+ z
2
)σ−1
+
(
1− z
2
)σ−1]
which is always positive for any z ∈ [−1,+1] and for any η > 0. Thus, we have only to look
for the nonzero solutions z of equation
f−(z, η) = 0. (53)
If η < 0 then there is an exchange between f+ and f− and the same arguments apply.
In order to compute the solutions of (53), we consider the function η(z), def ned by (33),
which satisfie the implicit equation
f−
[
z, η(z)
] = 0, ∀z ∈ (0,1).
Thus, the inverse function z = z(η) of η(z) gives the solutions of (53); in order to count the
branches of the inverse function z = z(η) we compute the firs derivative
η′(z) = 2σ+1 g(z)− g(−z)[1− z2]3/2[(1+ z)σ − (1− z)σ ]2 ,
where
g(z) = (σz2 − σz + 1)(1+ z)σ .
Since
lim
z→0+
η′(z) = 0
then a bifurcation of the stationary solution occurs at z = 0 for
η = lim
z→0+
η(z) = 2σ /σ.
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Furthermore, a straightforward calculation gives also that
lim
z→0+
η′′(z) = − 2
σ
3σ
(
σ 2 − 3σ − 1)
and
lim
z→0
η′′(z)
⎧
⎨
⎩
> 0 if σ < σthreshold,
= 0 if σ = σthreshold,
< 0 if σ > σthreshold,
(54)
where
σthreshold = 3+
√
13
2
.
Hence, we can conclude that in the case σ ≤ σthreshold then we have a supercritical pitchfork
bifurcation at z = 0 (see Fig. 1, panel (a)), and for σ > σthreshold then we have a subcritical
pitchfork bifurcation at z = 0 (see Fig. 1, panel (b)).
Finally, we only have to count the number of branches of the function z(η) and thus we
look for the number N of the solutions (counting multiplicity) of the equation
h(z) = 0, h(z) = g(z)− g(−z), (55)
for z in the interval z ∈ (−1,+1).
Lemma 4 Let N be the number of solutions z of the equation h(z) = 0 in the interval
[−1,+1], counting multiplicity. It follows that z = 0 is a solution with multiplicity 3 if
σ = σthreshold , and with multiplicity 5 if σ = σthreshold . Furthermore, it also follows that
N =
{
3 if σ < σthreshold,
5 if σ ≥ σthreshold. (56)
Proof We may remark that if z is such that h(z) = 0 then h(−z) = 0, too; furthermore
h(±1) = ±2σ = 0. First of all we see that z = 0 is a solution of (55) with multiplicity 3 for
any σ = σthreshold; indeed, a straightforward calculation gives that
h(0) = h′(0) = h′′(0) = 0 and h′′′(0) = 4σ (−σ 2 + 3σ + 1).
Then h′′′(0) = 0 if σ = σthreshold . If σ = σthreshold then a straightforward calculation gives that
h′′′(0) = hIV (0) = 0 and
hV (0) = −86(σ 4threshold − 10σ 3threshold + 20σ 2threshold − 5σthreshold − 6
)
= 24(3+ √13)(4+ √13) > 0.
Hence, it follows that
N is
⎧
⎨
⎩
≥ 5 if σ > σthreshold,
= 5 or ≥ 9 if σ = σthreshold,
= 3 or ≥ 7 if σ < σthreshold,
where N is number of solutions, counting multiplicity, of equation f−(z, η) = 0.
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Indeed, we see that
lim
z→±1
η(z) = +∞.
Then, in the case σ > σthreshold since limz→0 η′′(z) < 0 then there exists two nonzero solutions
of (55) in the interval (−1,+1) at least; hence, the number N of solutions of (55), counting
multiplicity, is N ≥ 5.
In the opposite case σ < σthreshold it follows limz→0 η′′(z) > 0, then we have two cases:
either (55) does not have solutions z ∈ (−1,+1), z = 0, and in this case N = 3; or (55),
counting multiplicity, has other solutions z ∈ (−1,+1), z = 0, and in this case the number
of such a solutions is bigger than 4, thus N ≥ 7.
Finally, in the case σ = σthreshold it follows that limz→0 η′′(z) = limz→0 η′′′(z) = 0 and
lim
z→0
ηIV (z) = 6 · 2
σthreshold (829
√
13+ 2989)
5(649+ 180√13) > 0,
hence N = 5 or N ≥ 9.
If we can prove N ≤ 5 for any σ > 0 then the Lemma is completely proved.
To this end we set
y = 1− z
1+ z , y ∈ (0,+∞).
Hence, equation h(z) = 0 in the interval (−1,1) reduces to the equation of the form
pσ (y) = 0 where
pσ (y) = yσ
(
y2 + by + a) − (ay2 + by + 1)
= yσ+2 + byσ+1 + ayσ − ay2 − by − 1
and where
a = 1+ 2σ, b = 2− 2σ.
We remark that if N := N(pσ ) is the number of roots of the function pσ (y) for y ∈
(0,+∞) then the classical Rolle Theorem implies that
N(pσ ) ≤ N
(
dpσ
dy
)
+ 1. (57)
Hence
N := N(pσ ) ≤ N
(
dpσ
dy
)
+ 1≤ N
(
d2pσ
dy2
)
+ 2≤ N
(
d3pσ
dy3
)
+ 3 (58)
and thus we have only to estimate N(d
3pσ
dy3
). Since
d3pσ
dy3
= σyσ−3[(σ + 2)(σ + 1)y2 + b(σ + 1)(σ − 1)y + a(σ − 2)(σ − 1)]
then we can conclude that
N
(
d3pσ
dy3
)
≤ 2,
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from which
N := N(pσ ) ≤ 5 (59)
follows. 
In fact, we have proved, by means of perturbative techniques, that the stationary solutions
(both symmetric and antisymmetrical) are such that
θs = O˜(e−ργ/), zs = O˜(e−ργ/), (60)
and
θa = π + O˜(e−ργ/), za = O˜(e−ργ/).
Similarly we obtained that the asymmetrical stationary solutions are such that
θas = O˜(e−ργ/) or θas = π + O˜(e−ργ/).
By means of symmetric properties we are able to prove now that such exponentially small
errors are exactly zero. Indeed, concerning the symmetric solution ψsE = asRϕR +asLϕL +ψc
we remark that the corresponding level E is nondegenerate in the sense that we have only
this stationary solution corresponding to such value of E. On the other side, by means of a
symmetrical argument, then SψsE = asRϕL + asLϕR + Sψc is a solution associated to same
level E, too. Hence, ψsE and SψsE coincide, up to a phase factor. From this fact and from
(60) it turns out that θs and zs are exactly zero:
θs = 0 and zs = 0.
Similarly, it follows that
θa = π and za = 0
and
θas = 0 (respectively θas = π)
for negative value of η (resp. for positive value of η).
The proof of the theorem is so completed.
Remark 11 By means of a similar argument applied in the fina part of the proof of Theo-
rem 1 we can also conclude that the stationary solution is, up to a phase term, a real valued
function; indeed if ψ is a solution associated to a given level E, then ψ¯ is a solution associ-
ated to the same value E, too.
Remark 12 From Lemma 4 it turns out that when σ ≤ σthreshold then equation η′(z) = 0 has
only solution z = 0 and therefore, under such condition on σ , we only observe a bifurcation
of the stationary solution at |η| = η. On the other side, when σ > σthreshold then the number
of solutions (counting multiplicity) of equation η′(z) = 0 is 5, since the solution z = 0 has
multiplicity 3 then the other 2 solutions are ±z+, where z+ ∈ (0,1), and they are associated
to saddle points appearing at |η| = η+, where η+ = η(z+).
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Remark 13 We just point out that in the case of η < 0 then we can apply the same arguments;
we only have to emphasize that for negative values of η then equation f−(z, η) = 0 does not
have nonzero solutions and that bifurcations come from equation f+(z, η) = 0.
Remark 14 For large σ the roots y < 1 of the polynomial pσ (y) are asymptotically given
by the roots of equation
(1+ 2σ)y2 + (2− 2σ)y + 1= 0.
That is
y ∼ 1
1+ 2σ for σ  1.
Hence, the solution z+ of equation η′(z) = 0 is asymptotically given by
z+ ∼ 1− 1
σ
− 1
σ 2
and we have that
η+ = √2eσ [1+O(σ−1)]
in the limit of large σ .
Remark 15 The frequency λ of stationary solutions of (25) are thus given by
λ = +ωE
where E = E(z) is the multivalued function given by (51), where z = z(η) are the roots of
the equation f±(z) = 0. For the graph of the functions E(z), depending on η, we refer to
Fig. 2, Fig. 3 and Fig. 4. We observe the following behaviors (where we assume η < 0 for
argument’s sake):
– When −η < η < 0 for σ ≤ σthreshold , or −η+ < η < 0 for σ > σthreshold , then we only have
the linear stationary states.
– When η < −η and σ ≤ σthreshold , then the symmetric solution bifurcates at η = −η
and then we have 4 stationary solutions: the two linear stationary states and two new
asymmetrical stationary states; a similar picture actually occurs also when σ > σthreshold ,
but in this case the two new asymmetrical stationary solutions don’t come by a bifurcation
of the symmetric stationary solution, but they come from a branch of saddle points.
– When −η < η < −η+ and σ > σthreshold , then a couple of saddle points occurs and thus
we have 4 asymmetrical stationary solutions. Two of them, denoted as (as1), are much
more localized on a single well than the ones denoted by (as2).
4 Dynamical Stability
The time-dependent equation (24), when projected on the one-dimensional spaces spanned
by the single-well states ϕR and ϕL, and on the space cL2(Rd), takes the form
⎧
⎪⎨
⎪⎩
ia′R = −aL + rR,
ia′L = −aR + rL,
iψ ′c = 1ω [H0 −]ψc + rc,
(61)
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Fig. 2 In this figur we plot the
graph of the values of the
function E versus the
nonlinearity parameter η for
nonlinearity σ = 1< σthreshold .
For η = ±η , η = 2 for σ = 1, a
bifurcation occurs and a new
branch corresponding to the
asymmetrical stationary state
appears. Line (s) denotes the
symmetric stationary solutions,
line (a) denotes the
antisymmetric stationary
solutions, and (as) denote the
asymmetrical stationary solutions
Fig. 3 In this figur we plot the
graph of the values of E as
function of the nonlinearity
parameter η for critical
nonlinearity σ = σthreshold
where we have set ψ → e−iτ/ωψ(x, τ ). We call two-level approximation the system of
differential equations coming from (61) taking ψc = 0 and neglecting the exponential re-
mainder term in rR,L(aR, aL,0) (see Lemma 2); in such a case the two-level approximation
takes the form
{
ia′R = −aL + η|aR|2σ aR,
ia′L = −aR + η|aL|2σ aL,
|aR|2 + |aL|2 = 1. (62)
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Fig. 4 In this figur we plot the
graph of the values of the
function E versus the
nonlinearity parameter η for
nonlinearity σ = 5> σthreshold .
At |η| = η+ , η+ ≈ 4.41 for
σ = 5, a couple of saddle nodes
appear, and the corresponding
branches, denoted (as1) and
(as2), are associated to
asymmetrical stationary
solutions; asymmetrical solution
(as2) then disappears at |η| = η ,
η = 6.4 for σ = 5
We may remark that the two-level system (62) takes the Hamiltonian form
iA′ = ∂A¯H, A = (aR, aL),
with Hamiltonian function
H = −
[
(a¯RaL + a¯LaR)− η
σ + 1
(|aR|2(σ+1) + |aL|2(σ+1)
)
]
(63)
corresponding to the energy functional restricted to the two-dimensional space spanned by
the two single-well states. The stationary solutions of the two-level system (62) are asso-
ciated to stationary points of the energy functional H, then we can attribute them some
stability/instability properties in the sense of the theory of dynamical system. In particu-
lar, let θ = arg(aR) − arg(aL) be the difference between the phases of aR and aL, and let
z = |aR|2 − |aL|2 be the imbalance function, then system (62) takes the Hamiltonian form
{
θ˙ = ∂zH,
z˙ = −∂θ H,
(64)
where the Hamiltonian (63) takes now the form
H = −
√
1− z2 cos θ + η
σ + 1
[(
1+ z
2
)σ+1
+
(
1− z
2
)σ+1]
.
In order to study the stability properties of the stationary solutions of (64) we have to
consider the matrix
Hess =
(
∂2H
∂z∂θ
∂2H
∂z2
− ∂2H
∂θ2
− ∂2H
∂θ∂z
)
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at the stationary points. Since the trace of Hess is zero then we have that the stationary point
is a circle if detHess > 0, and it is a saddle point if detHess < 0.
4.1 Dynamical Stability of the Symmetric and Antisymmetric Stationary States
We consider, at f rst, the symmetric and antisymmetric stationary states corresponding to
θ = 0 and z = 0 (symmetric), and θ = π and z = 0 (antisymmetric). A straightforward
calculation gives that
detHess|θ=0, z=0 = 1+ η σ
2σ
and detHess|θ=π, z=0 = 1− η σ
2σ
.
Then, it follows that the symmetric stationary solution is dynamically stable for any
η > −η, and the antisymmetric stationary solution is dynamically stable for any η < η,
where η = 2σ /σ .
4.2 Dynamical Stability of the Asymmetrical Stationary Solutions
For argument’s sake let us assume η < 0. Then the symmetric stationary solution bifurcates
and new asymmetrical solutions appear, they correspond to θ = 0 and the values of z are the
nonzero solutions of the equation f+(z, η) = 0 (in fact, we have assumed η < 0; in the case
of η > 0, as considered in Sect. 3 for the sake of definiteness then the stationary solutions
corresponds to the roots z of equation f−(z, η) = 0). A straightforward calculation gives
that
detHess|θ=0 =
√
1− z2
[
(
1− z2)−3/2 + ησ
4
((
1+ z
2
)σ−1
+
(
1− z
2
)σ−1)]
.
By the relation η = η(z) implicitly define by the equation f+(z, η) = 0 it follows that
detHess|θ=0, η=η(z) = g(z)− g(−z)
(1− z2)[(1+ z)σ − (1− z)σ ]
where it has been already proved that the equation g(z)− g(−z) = 0 has a solution at z = 0
with multiplicity 3 (multiplicity 5 if σ = σthreshold). Since this equation has no other solution
for σ ≤ σthreshold , since q(z) = q(−z) and since
lim
z→1−
detHess|θ=0, η=η(z) = +∞
then
detHess|θ=0, η=η(z) > 0, ∀z = 0.
Then, the asymmetrical solutions, if there, are stable. On the other side, for σ > σthreshold
then the equation g(z) − g(−z) = 0 has three distinct solutions; hence, by means of the
same arguments as before, it follows that the branch (as2) is dynamically unstable and the
branch (as1) is dynamically stable.
We can collect all these results as follows (see also Fig. 1).
Theorem 2 Let us consider the stationary solutions of the two level approximation (62)
that coincide, up to an exponentially small term, with the solutions given in Theorem 1. The
symmetric and antisymmetric solutions of the two-level approximation are such that:
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– for any σ > 0, the symmetric stationary solution (s) is stable for any η ≥ −η, and it is
unstable for any η < −η;
– for any σ > 0, the antisymmetric stationary solution (a) is stable for any η ≤ η, and it is
unstable for any η > η.
The asymmetrical solutions of the two-level approximation are such that:
– for any σ ≤ σthreshold the asymmetrical stationary solution (as) is stable;
– for any σ > σthreshold the branch (as2) of the asymmetrical stationary solution there exists
for any η+ < |η| < η and it is unstable, the other branch (as1) of the asymmetrical
stationary solution there exists for any η+ < |η| and it is stable.
5 Orbital Stability
In this section our aim is to study the orbital stability of the stationary solutions of the
NLS (1). So far we have considered both cases of attractive and repulsive nonlinearity for
any couple of eigenvalues λ±. Hereafter we consider only the firs two eigenvalues and we
assume to be in the attractive nonlinearity, that is:
Hypothesis 4 Let λ± be the first two eigenvalues of H0. Let η = ω 〈ϕσ+1R ,gϕσ+1R 〉 be the
effective nonlinearity parameter in (14) where 〈ϕσ+1R , gϕσ+1R 〉 > 0; we assume that
 < 0 that is η < 0.
If we rescale the solution ψ as φ = ||1/2σψ , then (1) is equivalent to the equation
i
∂φ
∂t
= H0φ − g|φ|2σ φ, ‖φ‖ = ||1/2σ . (65)
The stationary solutions of the equation
H0φλ, − g|φλ, |2σ φλ, − λφλ, = 0, λ = +ωE, (66)
are associated, by means of the scaling, to the stationary solutions ψsE , ψ
a
E and ψ
as
E given in
Theorem 1 where E = E() is a multivalued function and where the stationary solutions are
now denoted by
φsλ, : symmetric stationary solution,
φaλ, : antisymmetric stationary solution,
φasλ, : asymmetrical stationary solution for σ ≤ σthreshold,
φas1λ, and φ
as2
λ, : asymmetrical stationary solutions for σ > σthreshold.
If we consider a general stationary state, we denote the solution by φλ, and ψE , but if we
want to distinguish the branches, we insist, in such above way, by denoting s, a, as, as1 and
as2, on each shoulder of solutions.
Here, we consider the orbital stability for the symmetric stationary solution φsλ, and for
the asymmetrical stationary solutions φasλ, that bifurcate from the symmetric one.
Definition 1 The family of nonlinear bound states {eiαφλ,, α ∈ R} is said to be orbitally
stable in H 1(Rd) if for any κ > 0 there exists a δ > 0 such that if φ0 satisfie
inf
α∈R
∥
∥φ0 − eiαφλ,
∥
∥
H 1
< δ, (67)
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then for all t ≥ 0, the solution φ(t) of (65) with φ(0) = φ0 exists and satisfie
inf
α∈R
∥
∥φ(·, t) − eiαφλ,
∥
∥
H 1
< κ.
Otherwise, it is said to be unstable in H 1(Rd).
The main result of this section is the following:
Theorem 3 Fix any  > 0 be sufficiently small such that  ∈ (0,3) for some 3 > 0 small
enough. Then, the following statements hold.
• Let σ ≤ σthreshold . The symmetric solution corresponding to zs = O˜(e−ρ/) is orbitally
stable in H 1 for |η| < η. At the bifurcation point η = η, there is an exchange of stability,
that is, for |η| > η, the asymmetric solution is stable in H 1 and the symmetric solution
is unstable.
• Let σ > σthreshold . By Theorem 1, two couples of new asymmetric stationary states, denoted
by ψas1 and ψas2 appears at |η| = η+. For |η| > η+, ψas1 is orbitally stable in H 1, ψas2
is unstable. On the other hand, the symmetric state is orbitally stable in H 1 for |η| < η,
and unstable for |η| > η.
As a standard method to prove the orbital stability of a stationary solution φλ, , the fol-
lowing proposition is well known. We f rst defin Lλ,+ and L
λ,
− , which are respectively
the real and the imaginary part of the linearized operators around a real valued stationary
solution φλ, :
Lλ,+ ≡ L+[φλ,] = H0 − λ− (2σ + 1)g|φλ, |2σ ,
Lλ,− ≡ L−[φλ,] = H0 − λ− g|φλ, |2σ .
It is clear that Lλ,− φλ, = 0 since φλ, is a solution of (66). Moreover, Lλ,+ and Lλ,− are
self-adjoint operators on L2(Rd) with domain H 2(Rd). The essential spectrum of these two
operators coincides with the interval [V −∞ − λ,∞) with V −∞ − λ > 0, since φλ, vanishes at
infinity indeed, V is bounded, and we can apply the proof of Theorem 1 in [14], regarding
the term V φλ, of (66) as one of nonlinear parts. There are also finitel many of discrete
spectrum and σd(L
λ,
± ) ⊂ (−∞,V∞ − λ) (see [4]).
In order to prove the orbital stability we make use of the following criteria (see, e.g., [17]
or Part I of [18, 19]).
Proposition 1 Suppose that Lλ,− is nonnegative. Let F(λ) = ‖φλ,‖2.
(1) If Lλ,+ has only one negative eigenvalue, and dF/dλ < 0, then, φλ, is stable in H 1(Rd).
(2) If Lλ,+ has only one negative eigenvalue, and dF/dλ > 0, then, φλ, is unstable in
H 1(Rd).
(3) If Lλ,+ has at least two negative eigenvalues, then, φλ, is unstable in H 1(Rd).
Remark 16 For the instability (3), it is enough to fin a vector p ∈ H 1 such that
〈
Lλ,+ p,p
〉
< 0, p ⊥ φλ, in L2 (68)
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(see for e.g., [7, 17]). As we will see below, “Lλ,− is nonnegative and L
λ,
+ has two negative
eigenvalues” occurs only for the symmetric stationary solution φsλ, . In this case, we can
fin the normalized antisymmetric solution
φaλ,
‖φaλ,‖ as the vector p satisfying the property
(68) for  small.
We shall therefore check the following properties:
• the number of negative eigenvalues of Lλ,+ ;
• Lλ,− is a nonnegative operator;
• (Slope condition) the sign of the function dF(λ)/dλ.
5.1 Number of Negative Eigenvalues of Lλ,+
First we consider the number of negative eigenvalues of Lλ,+ . We will prove that:
Lemma 5 Let  > 0 small enough as in Theorem 1; there exists 1 ∈ (0,) such that for
any  ∈ (0,1) the following statements are satisfied.
(i) Let λ be the energy level associated to the symmetric stationary state φλ, = φsλ, . Then,
L
λ,
+ admits only one negative eigenvalue provided that |η| < η. On the other hand,
L
λ,
+ admits two negative eigenvalues provided that |η| > η.
(ii) Let λ be the energy level associated to the asymmetrical stationary state φλ, = φasλ, if
σ ≤ σthreshold , and φλ, = φas1λ, and φλ, = φas2λ, , if σ > σthreshold . Then, Lλ,+ admits only
one negative eigenvalue.
Proof We set
φλ, = aλ,R ϕR + aλ,L ϕL + φλ,c ,
∣
∣a
λ,
R
∣
∣
2 + ∣∣aλ,L
∣
∣
2 + ∥∥φλ,c
∥
∥
2 = ||1/σ ,
∥
∥φλ,c
∥
∥ = ||1/2σ‖ψc‖, ψc = ψE −
(
aλRϕR + aλLϕL
)
,
where ψE is a stationary solution obtained in Theorem 1.
We consider the eigenvalue problem Lλ,+ u = (ωμ)u with u ∈ H 2(Rd) and where
|μω| ≤ C2. (69)
By setting u = aRϕR + aLϕL + uc with uc ∈ cL2, then the eigenvalue problem takes the
following form
⎧
⎪⎨
⎪⎩
ωμaR = aR− aLω − λaR − (2σ + 1)〈ϕR,g|φλ, |2σ u〉,
ωμaL = aL− aRω − λaL − (2σ + 1)〈ϕL,g|φλ, |2σ u〉,
ωμuc = (H0 − λ)uc −c(2σ + 1)g|φλ, |2σ u.
(70)
The last equation reads as
[
I − [H0 − λ−ωμ]−1c(2σ + 1)g|φλ, |2σ
]
uc
= (H0 − λ−ωμ)−1c(2σ + 1)g|φλ, |2σ (aRϕR + aLϕL).
Since H0 − λ ≥ C, when restricted to cL2, and since (69), then we have
∥
∥(H0 − λ−ωμ)−1c
∥
∥
L(L2→H 2) ≤ C1−1.
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Here, we recall that, from (20) and (36),
∥
∥g|φλ, |2σ
∥
∥ = ||∥∥g|ψE()|2σ
∥
∥ ≤ C||1−α0
with α0 = 1+ d(2σ−1)4 . Thus, if ωμ = O(2), we get from (17), for sufficientl small ,
∥
∥(H0 − λ−ωμ)−1c(2σ + 1)g|φλ, |2σ
∥
∥
L(L2→H 2) ≤ C2(2σ + 1)||−α0 ≤
1
2
.
Namely, if μ satisfie the condition (69) then the inverse of the operator
I − [H0 − λ−ωμ]−1c(2σ + 1)g|φλ, |2σ
exists. Accordingly, the third equation in (70) has a solution
uc := uc(μ,λ)
= Q[μ,φλ,](aRϕR + aLϕL),
where
Q[μ,φλ,] =
[
I − (H0 − λ−ωμ)−1c(2σ + 1)g|φλ, |2σ
]−1
× (H0 − λ−ωμ)−1c(2σ + 1)g|φλ, |2σ : L2
(
R
d
) → H 2(Rd),
and
∥
∥Q[μ,φλ,]
∥
∥
L(L2→H 2) ≤ Cσ ||−α0 .
The bound Cσ is uniform in  on D, where D is define in Lemma 3, and for any μ such
that |μω| ≤ C2. In fact, by the same arguments the same estimate holds true also for the
derivative of Q with respect to μ:
∥
∥
∥
∥
∂Q
∂μ
∥
∥
∥
∥
L(L2→H 2)
≤ C||−α′0 (71)
for some α′0 > 0.We insert this expression of uc into the system (70), and we have Lyapunov-
Schmidt reduction of (70) as follows,
{
ωμaR = aR− aLω − λaR − (2σ + 1)〈ϕR,g|φλ, |2σ (I +Q(μ,φλ,))(aRϕR + aLϕL)〉,
ωμaL = aL− aRω − λaL − (2σ + 1)〈ϕL,g|φλ, |2σ (I +Q(μ,φλ,))(aRϕR + aLϕL)〉.
This system can be rewritten under the following form.
(N +μI − νC)
(
aR
aL
)
=
(
0
0
)
, (72)
where we recall that λ = +ωE and where
N =
(
α, 1
1, β
)
, I =
(
1 0
0 1
)
, C =
(
C1, C2
C3, C4
)
,
α = E + (2σ + 1)|η|∣∣aλR
∣
∣
2σ
, β = E + (2σ + 1)|η|∣∣aλL
∣
∣
2σ
,
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and ν = e−γρ′/ for any ρ ′ ∈ (0, ρ) as in (45). For ν = 0, we have put
C1 = C1
(
aλR, a
λ
L,E,μ;
) = − (2σ + 1)||
νω
{〈
ϕR,g
(|ψE |2σ − |aλRϕR|2σ
)
ϕR
〉
+ 〈ϕR,g|ψE |2σQ(μ,φλ,)ϕR
〉}
,
C2 = C2
(
aλR, a
λ
L,E,μ;
) = − (2σ + 1)||
νω
{〈
ϕR,g|ψE |2σ
(
I +Q(μ,φλ,)
)
ϕL
〉}
,
C3 = C¯2,
C4 = C4
(
aλR, a
λ
L,E,μ;
) = − (2σ + 1)||
νω
{〈
ϕL,g
(|ψE |2σ −
∣
∣aλLϕL
∣
∣
2σ )
ϕL
〉
+ 〈ϕL,g|ψE |2σQ(μ,φλ,)ϕL
〉}
.
If ν = 0, then μ are the eigenvalues of N and they are the solutions of the equation
P (μ) = μ2 + (α + β)μ+ αβ − 1= 0,
which always has only two real different solutions μ1, μ2 since (α + β)2 − 4αβ + 4 =
(α −β)2 + 4> 0. In particular, these two real eigenvalues are both negative or both positive
if αβ > 1, or only one is negative in αβ < 1.
To investigate the sign of αβ−1, we consider, at f rst, the case of the symmetric stationary
solution corresponding to zλ = zs = 0 (see Theorem 1). Then (hereafter, for the sake of
simplicity, we denote by ∼ that we have an exponentially small term)
aλR = aλL =
1√
2
, E ∼ −1− |η| 1
2σ
and
α = β = E + |η|2σ + 1
2σ
∼ −1+ |η|2σ
2σ
.
Hence, condition αβ > 1 is equivalent to the condition |η| > η = 2σ
σ
(and in such a case both
solutions are negative), and condition αβ < 1 is equivalent to the condition |η| < η = 2σ
σ
;
provided  is small enough.
We consider next the case of the asymmetrical stationary solution corresponding to
zλ = 0. In such a case we set a = 12 |η|(pλ)2σ and b = 12 |η|(qλ)2σ , then
α ∼ E + 2(2σ + 1)a, β ∼ E + 2(2σ + 1)b
and
E ∼ −
√
1− (zλ)2 − 2[a(pλ)2 + b(qλ)2].
Hence, condition αβ < 1 is equivalent to the condition

(
zλ, σ
) − 1< 0,
where
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(z, σ ) := [
√
1− z2 + 2[(p2 − 2σ − 1)a + q2b]][
√
1− z2 + 2[ap2 + b(q2 − 2σ − 1)]]
∼ [(−1+ z + 4zσ)(1+ z)
σ + (1− z)σ+1]
(1− z2)[(1− z)σ − (1+ z)σ ]2
× [(1+ z + 4zσ )(1− z)σ − (1+ z)σ+1]
since
p ∼
√
1+ z
2
and q ∼
√
1− z
2
.
Then, a straightforward calculation gives that
(z, σ )− 1 ∼ 4zσ (1+ z)
2σ
(1− z2)[(1+ z)σ − (1− z)σ ]2
×
[
−z − 1− (z − 1) (1− z)
2σ
(1+ z)2σ + 2z(1+ 2σ)
(1− z)σ
(1+ z)σ
]
= 4zσ (1+ z)
2σ
(1− z2)[(1+ z)σ − (1− z)σ ]2
× 2
1+ y
[−1− y2σ+1 + (1+ 2σ)yσ − (1+ 2σ)yσ+1]
where we have set y = 1−z1+z ∈ [0,1]. We then consider the sign of the following polynomial
in the right hand side above,
q(y) := −1+ y2σ+1 + (1+ 2σ)yσ − (1+ 2σ)yσ+1.
It is in fact easy to conclude that q(y) ≤ 0 for any y ∈ [0,1]. Indeed,
q(y) ≤ −1+ (1+ 2σ)yσ − (1+ 2σ)yσ+1 ≤ 0.
Now, we wish to investigate the sign of eigenvalues for the case ν = 0. Recall that the
effective nonlinearity parameter η satisfie |η| ≤ C for some constant C > 0. Also there
exist 0 ∈ (0,), and a compact interval K0 such that the two eigenvalues of the matrix N ,
μ1 = 1
2
{−(α + β)−
√
(α − β)2 + 4}, μ2 = 1
2
{−(α + β)+
√
(α − β)2 + 4}
belong to K0 for any  ∈ (0,0). Then we see that Cj = Cj(aλR, aλL,E,μ,) are bounded,
together with their f rst derivatives, on D ×K0 uniformly for any  ∈ (0,0): indeed, there
exists a constant C > 0 such that
ν−1
∣
∣
〈
ϕL,g|ψE |2σ
(
I +Q(μ,φλ,)
)
ϕR
〉∣
∣
≤ ν−1[‖g‖L∞‖ϕRϕL‖L∞‖ψE‖2σL2σ + ‖g‖L∞‖φL‖‖φR‖2L4‖ψE‖4σL8σ
]
,
and this right hand side is bounded because of (14), (20) and (36). It also follows that if
1≤ 2σ ,
ν−1
∣
∣
〈
ϕR,g
(|ψE |2σ −
∣
∣aλRϕR
∣
∣
2σ )
ϕR
〉∣
∣ ≤ ν−1C(‖ϕRϕL‖ + ‖ψc‖
)(
1+ ‖ψE‖2σ−1L2(2σ−1)
)
,
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whose right hand side is bounded, noting (20), (21), (36) and (34). If 0< 2σ < 1,
∣
∣
〈
ϕR,g
(|ψE |2σ −
∣
∣aλRϕR
∣
∣
2σ )
ϕR
〉∣
∣ ≤ C
∫
ϕ2R|g|
∣
∣aλLϕL +ψc
∣
∣
2σ
dx
≤ C‖g‖L∞
∫
ϕ2R |ψc|2σ dx + ‖g‖L∞
∣
∣aλL
∣
∣
2σ
∫
ϕ2Rϕ
2σ
L dx.
The f rst integral is estimated as follows
∫
ϕ2R|ψc|2σ dx ≤
∥
∥ϕ2R
∥
∥
Lp
· ∥∥|ψc|2σ
∥
∥
Lq
= ‖ψc‖2σ‖ϕR‖2L2/(1−σ) (73)
by means of the Hölder inequality, where q = 1
σ
> 2 and p = 11−σ . Inequalities (34) and (14)
yield that this right hand side is exponentially small. Similarly, the estimate of the second
integral follows
∫
ϕ2Rϕ
2σ
L dx ≤ C−α
for some α > 0. As for the derivatives of Cj , the analyticity in μ of (H0−λ−ωμ)−1 ensures
their regularity, and the uniform boundedness follows from (71).
We come back to the problem (72). This problem is mapped to the problem to fin the
roots of the following characteristic equation,
D(aR, aL,E,μ, ν) = det(N +μI −C) = 0.
Concretely,
det(N +μI −C) = (α +μ− νC1)(β +μ− νC4)− (1− νC2)(1− νC3)
= μ2 + {(α + β)− ν(C1 +C4)
}
μ+ αβ − 1
− ν(C2 +C3 + αC4 + βC1)+ ν2(C1C4 −C2C3).
Putting S(μ, ν) = −(C1 +C4)μ− (C2 +C3 + αC4 + βC1)+ ν(C1C4 −C2C3), we have
D(μ,ν) = P (μ)− νS(μ, ν) = 0.
We note that by the above arguments, S(μ, ν) and ∂μP (μ) is uniformly bounded onD×K0
for any  ∈ (0,0). It is also seen that D(μ,ν) is a C1 function in (μ, ν),
D(μ1,0) = D(μ2,0) = 0,
∂D(μ1,0)
∂μ
= 2μ1 + α + β = 0, ∂D(μ2,0)
∂μ
= 2μ2 + α + β = 0.
By applying Implicit Function Theorem, there exists ε0 > 0 such that there exist two real
solutions μ1(ν) and μ2(ν) of D(μ,ν) = 0 for |ν| < ε0 and that
μ1(ν) = μ1 − ν S(μ1,0)
∂μP (μ1)
+O(ν2), (74)
μ2(ν) = μ2 − ν S(μ2,0)
∂μP (μ2)
+O(ν2). (75)
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Therefore, for any ε > 0 there exists 1 ∈ (0,0) such that |μ1(ν) − μ1| < ε, and that
|μ2(ν) −μ2| < ε and μ1(ν),μ2(ν) ∈ K0 for any  ∈ (0,1). We remark here that Lλ,+ has
at least one negative eigenvalue since 〈Lλ,+ φ,λ, φ,λ〉 < 0. As a consequence, for the sym-
metric solutions, Lλ,+ has two negative eigenvalues if |η| > η and has only one negative
eigenvalue if |η| < η. For the asymmetric solution, Lλ,+ has only one negative eigenvalue.
The proof of Lemma 5 has been completed. 
5.2 Lλ,− Is a Nonnegative Operator
Next our aim is proving that Lλ,− has no negative eigenvalues. Since the symmetric solution
ψsE , i.e. φ
s
,λ, is positive by means of a suitable choice of the phase, L
λ,
− [φs,λ] is nonnegative.
However, we do not know the sign of the asymmetric solutions and we repeat here the same
argument as in Lemma 5 for Lλ,− .
Lemma 6 Let φλ, be the symmetric and asymmetrical stationary solution associated to the
level λ. Then there exists 2 ∈ (0,1), where 1 has been defined in Lemma 5, such that for
any  ∈ (0,2), Lλ,− has no negative eigenvalues, more precisely, Lλ,− has a zero eigenvalue
and one positive eigenvalue ωμ = O(2).
Proof The eigenvalue problem Lλ,− u = (ωμ)u with u ∈ H 2(Rd), where |ωμ| ≤ C2, takes
the form
⎧
⎪⎨
⎪⎩
ωμaR = aR− aLω − λaR − aR〈ϕR,g|φλ, |2σ u〉,
ωμaL = aL− aRω − λaL − aL〈ϕL,g|φλ, |2σ u〉,
ωμuc = (H0 − λ)uc −cg|φλ, |2σ u,
where we put u = aRϕR + aLϕL + uc , uc ∈ cL2. We remind that μ = 0 is a solution
of the eigenvalue problem since Lλ,− φλ, = 0, we then apply again the same Lyapunov-
Schmidt reduction as in Lemma 5 in order to compute the other eigenvalues of Lλ,− such
that |μω| ≤ C2. This eigenvalue problem can be rewritten, assuming |ωμ| ≤ C2, as fol-
lows,
(
N ′ +μI − νC ′)
(
aR
aL
)
=
(
0
0
)
,
where
N ′ =
(
α′, 1
1, β ′
)
, C ′ =
(
C ′1, C
′
2
C ′3, C
′
4
)
, C ′3 = C¯ ′2,
α′ = E + |η|∣∣aλR
∣
∣
2σ
, β ′ = E + |η||aλL|2σ .
Remind that ν is define in Lemma 5. As in the proof of Lemma 5, it suffice to know
the sign of α′β ′ − 1. We compute the case of the asymmetric solutions corresponding to
zλ = 0 (in the case of the symmetric solution corresponding to zλ = 0 we follow the same
arguments). In this case,
α′ ∼ −
√
1− (zλ)2 − |η|{(pλ)2σ+2 + (qλ)2σ+2} + |η|(pλ)2σ ,
β ′ ∼ −
√
1− (zλ)2 − |η|{(pλ)2σ+2 + (qλ)2σ+2} + |η|(qλ)2σ ,
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|η| =
[(
1+ zλ
2
)σ
−
(
1− zλ
2
)σ]−1
× 2z
λ
√
1− (zλ)2 .
By direct computations it is not diff cult to obtain that
α′ ∼ z
λ − 1
√
1− (zλ)2 , β
′ ∼ − z
λ + 1
√
1− (zλ)2 .
Therefore, α′β ′ ∼ 1 and
α′ + β ′ ∼ − 2√
1− (zλ)2 ,
which implies μ1μ2 ∼ 0 and μ1+μ2 > 0 for the eigenvalues ofN ′. We may assume without
generality that |μ1| is very small and μ2 is positive. It follows from the same arguments as
in Lemma 5 that the perturbed matrix N ′ − νC ′ has two different eigenvalues μ1(ν) and
μ2(ν) verifying (74) and (75). Since we know that L
λ,
− has always zero eigenvalue, and
perturbed eigenvalues are continuous with respect to ν, we conclude that μ1(ν) = 0 and
μ2(ν) > 0. 
5.3 Slope Condition
In order to check the slope condition, we consider the following quantity.
F(λ) = ‖φλ,‖2 = ||1/σ
and we remark that
dF(λ)
dλ
=
[
dλ
d
]−1
d
d
(−)1/σ = − 1
ωσ
||(1−σ)/σ
[
dE
d
]−1
= − 1
CRσ
||(1−σ)/σ
[
dE
dη
]−1
.
Thus, we only have to check the sign of dE
dη
for the symmetric and asymmetrical stationary
solutions.
5.3.1 Estimate of the Stationary Solutions as Function of the Nonlinearity Parameter
The stationary solution
ψ = aRϕR + aLϕL +ψc,
of (25) associated to the energy level E depends on the value of the nonlinearity parameter
η = c/ω, where c = CR = CL is define in (30).
In particular, in Theorem 1 we have proved that, locally, there is a correspondence one-
to-one from η to the solution p, q , α, β and E (up to the gauge choice of the phase, where
we set θ = α − β) of (47) and ψc of (37); provided that η = ±η+ and η = ±η.
In order to see the sign of dE/dη, we wish to obtain the estimate of the firs derivative
of p, q , α, β , E and ψc as function of η. To this end, let
D′′ = {(p, q,α,β,E) ∈ [0,1]2 × [0,2π)2 × R : p2 + q2 ≤ 1, |ωE| ≤ C2}
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for some C > 0 f xed; and let
 : R ×H 2 ×D′′ → H 2 × R4,
(η,ψc,p, q,α,β,E) → (F (ψc),G),
where F(ψc) is define by (40) and where G is define by (47) with  replaced by
ωη/c; F(ψc) = F(η,ψc,p, q,α,β,E), and G = G(η,p,q,α,β,E) = (G1,G2,G3,G4).
For simplicity, we set y = (ψc,p, q,α,β,E) ∈ H 2 × D′′. Since the mapping ∂∂y (η, ·) :
H 2 × D′′ → H 2 × R2 is one-to-one at a point η = ±η,±η+, we obtain the unique so-
lution y = y(η) of equation (η,y) = 0 (up to the gauge choice of the phase). Furthermore,
(η,y) is C1, so the solution y(η) is C1 except for η = ±η,±η+, and we have
∂
∂η
+ ∂
∂y
y ′ = 0. (76)
Here, ′ denotes the derivative with respect to η, and we use this notation hereafter, too. We
will in fact see that ∂
∂y
(η, ·) is one-to-one for any η = ±η,±η+ in the proof of Lemma 8
below. Therefore we do not mention the details about this fact here.
The f rst equation of (76) takes the form
ωEψ ′c +ωE′ψc = [H0 −]ψ ′c +
ω
c
cv + ωη
c
cgW
(
a′RϕR + a′LϕL +ψ ′c
)
, (77)
where v = g|ψ |2σψ, and
W = [(σ + 1)|ψ |2σ + σψ2|ψ |2(σ−1)T ], T u := u¯;
actually, the stationary solution is a real valued function by means of a gauge choice (see
Remark 7).
In order to write the other equations of (76) we make use of the f rst two equations of
(28) and of the normalization condition:
⎧
⎪⎨
⎪⎩
EaR = −aL + ηc 〈ϕR, v〉,
EaL = −aR + ηc 〈ϕL, v〉,
|aR|2 + |aL|2 + 〈ψc,ψc〉 = 1.
(78)
Now, we get the estimate of the derivative of ψc in Lemma 7 and then the estimate of the
derivative of p,q,α,β and E in Lemma 8.
Lemma 7 Let (aR, aL,E) ∈ D and let η satisfying Hypotesis 3, let ψc be the solution of
(37). Then
∥
∥
∥
∥
∂ψc
∂η
∥
∥
∥
∥
H 2
=
[
1+max
(∣
∣
∣
∣
∂aR
∂η
∣
∣
∣
∣
,
∣
∣
∣
∣
∂aL
∂η
∣
∣
∣
∣
,
∣
∣
∣
∣
∂E
∂η
∣
∣
∣
∣
)]
O˜
(
e−ρ/
)
as  → 0. (79)
Proof Since (77) can be written as
[
(H0 −−ωE)c + cW
]
ψ ′c = ωE′ψc − cgW
(
a′RϕR + a′LϕL
) + ω
CR
cv
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then
ψ ′c =
[
I + (H0 −−ωE)−1 + cW
] [H0 −−ωE]−1
×
[
ωE′ψc − cgW
(
a′RϕR + a′LϕL
) + ω
CR
cv
]
and, by making use of the same ideas applied in the proof of Lemma 5, it turn out that the
inverse operator is bounded and (79) follows. 
Lemma 8 Let |η| = η and |η| = η+. Then
max
[∣
∣
∣
∣
∂p
∂η
∣
∣
∣
∣
,
∣
∣
∣
∣
∂q
∂η
∣
∣
∣
∣
,
∣
∣
∣
∣
∂α
∂η
∣
∣
∣
∣
,
∣
∣
∣
∣
∂β
∂η
∣
∣
∣
∣
,
∣
∣
∣
∣
∂E
∂η
∣
∣
∣
∣
]
≤ C (80)
for some C > 0.
Proof Now, in order to give an estimate of the derivative of p, q , α, β and E we write down
the corresponding equations of (76), that is we have to consider the derivate of (78). We
assume, for the sake of definiteness that the stationary solution corresponds to θ = 0 (that
is ψ is a symmetric or asymmetrical stationary solution). In fact, we rewrite aR = peiα and
aL = qeiβ by means of p, q , α and β (where we set θ = α − β); so that (78) takes the form
⎧
⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
Ep + q cos θ − η
CR
[〈ϕR, v〉e−iα] = 0,
q sin θ + η
CR
[〈ϕR, v〉e−iα] = 0,
Eq + p cos θ − η
CR
[〈ϕL, v〉e−iβ] = 0,
−p sin θ + η
CR
[〈ϕL, v〉e−iβ ] = 0,
p2 + q2 + ‖ψc‖2 = 1.
We take now the derivative of both sides with respect to η, obtaining that
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
E′p +Ep′ + q ′ cos θ − qθ ′ sin θ − η
CR
[〈ϕR, v′〉e−iα − iα′〈ϕR, v〉e−iα]
= 1
CR
[〈ϕR, v〉e−iα],
q ′ sin θ + qθ ′ cos θ + η
CR
[〈ϕR, v′〉e−iα − iα′〈ϕR, v〉e−iα] = − 1CR [〈ϕR, v〉e−iα],
E′q +Eq ′ + p′ cos θ − pθ ′ sin θ − η
CR
[〈ϕL, v′〉e−iβ − iβ ′〈ϕL, v〉e−iβ ]
= 1
CR
[〈ϕL, v〉e−iβ ],
−p′ sin θ − pθ ′ cos θ + η
CR
[〈ϕL, v′〉e−iβ − iβ ′〈ϕL, v〉e−iβ ] = − 1CR [〈ϕL, v〉e−iβ ],
2pp′ + 2qq ′ = −2〈ψc,ψ ′c〉.
We remark that
〈ψc,ψ ′c〉 = O
(
ν2
)
,
〈ϕR, v〉 = 〈ϕR,g|ϕR|2σ ϕR〉|aR|2σ aR + O˜(ν) = CRp2σ+1eiα + O˜(ν),
〈ϕL, v〉 = 〈ϕL,g|ϕL|2σ ϕL〉|aL|2σ aL + O˜(ν) = CLq2σ+1eiβ + O˜(ν),
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〈ϕR, v′〉 = 〈ϕR,gWϕR〉(p′ + piα′)eiα + q ′O˜(ν)+ β ′O˜(ν)+ O˜(ν),
〈ϕL, v′〉 = 〈ϕL,gWϕL〉(q ′ + qiβ ′)eiβ + p′O˜(ν)+ α′O˜(ν)+ O˜(ν),
where
ν = e−γρ/,
〈ϕR,gWϕR〉 = CR
[
(σ + 1)+ σei2α]p2σ + O˜(ν),
〈ϕL,gWϕL〉 = CL
[
(σ + 1)+ σei2β]q2σ + O˜(ν).
Therefore, the above system takes the form (where the asymptotics ∼ means that the re-
mainder term is of order O˜(ν))
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
E′p +Ep′ + q ′ cos θ − qθ ′ sin θ
− η
CR
[CR[(σ + 1)+ σe2iα]p2σ (p′ + ipα′)− iα′CRp2σ+1] ∼ p2σ+1,
q ′ sin θ + qθ ′ cos θ
+ η
CR
[CR[(σ + 1)+ σe2iα]p2σ (p′ + ipα′)− iα′CRp2σ+1] ∼ 0,
E′q +Eq ′ + p′ cos θ − pθ ′ sin θ
− η
CR
[CR[(σ + 1)+ σe2iβ ]q2σ (q ′ + iqβ ′)− iβ ′CRq2σ+1] ∼ q2σ+1,
−p′ sin θ − pθ ′ cos θ
+ η
CR
[CR[(σ + 1)+ σe2iβ ]q2σ (q ′ + iqβ ′)− iβ ′CRq2σ+1] ∼ 0,
2pp′ + 2qq ′ ∼ 0,
that is
M
(
1+ O˜(ν))
⎛
⎜
⎜
⎜
⎜
⎝
E′
p′
q ′
α′
β ′
⎞
⎟
⎟
⎟
⎟
⎠
=
⎛
⎜
⎜
⎜
⎜
⎝
p2σ+1
0
q2σ+1
0
0
⎞
⎟
⎟
⎟
⎟
⎠
where
M =
⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎝
p E − η[(σ + 1)+ σ cos(2α)]p2σ cos θ
0 ησp2σ sin(2α) sin θ
q cos θ E − η[(σ + 1)+ σ cos(2β)]q2σ
0 − sin θ ησq2σ sin(2β)
0 2p 2q
−q sin θ + ησp2σ+1 sin(2α) +q sin θ
q cos θ + ηp2σ+1σ [1+ cos(2α)] −q cos θ
−p sin θ +p sin θ + ησq2σ+1 sin(2β)
−p cos θ p cos θ + ηq2σ+1σ [1+ cos(2β)]
0 0
⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎠
.
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We consider now, separately, the symmetric and asymmetrical solutions.
Symmetric Solution In the case of the symmetric solution where θ = 0 we can choose
the common phase α = β = 0, by means of a gauge choice. Since p = q = 1√
2
, then a
straightforward calculation gives that the matrix M takes the form
det(M) = −8ση2−σ (1+ ησ2−σ ).
Hence, for η < 0 then det(M) = 0 provided that |η| = η. Hence, we have that (80) holds
true.
Asymmetrical Solution In the case of the asymmetrical solution corresponding to η < 0
then θ = 0, we can still choose the common phase α = β = 0 by means of a gauge choice,
and p =
√
1+z
2 and q =
√
1−z
2 satisfy equation f+(z, η) = 0. Then we can set
η = − 2z√
1− z2
[(
1+ z
2
)σ
−
(
1− z
2
)σ]−1
and
E ∼ −
√
1− z2 + η
[(
1+ z
2
)σ+1
+
(
1− z
2
)σ+1]
.
By means of a straightforward computation it turns out that
detM = 8σz2σ+1 [−(4σ + 2)z(1− z
2)σ + (1+ z)2σ+1 − (1− z)2σ+1][h(z)]
(1− z2)[(1+ z)σ − (1− z)σ ]3
where h(z) = g(z) − g(−z) enters in the definitio of η′ (see (51)). If we remark that the
function
Q(z) := [−(4σ + 2)z(1− z2)σ + (1+ z)2σ+1 − (1− z)2σ+1] (81)
is such that Q(0) = 0 and that
dQ
dz
= (2σ + 1)[4z2σ (1− z2)σ−1 + ((1− z)σ − (1+ z)σ )2] > 0, ∀z ∈ [−1,+1], z = 0,
then we can conclude that detM = 0 if, and only if, z = 0 and z is a zero of the function
h(z). Then, as in the case of symmetric solution then (80) holds true. The Lemma is so
proved. 
Remark 17 In fact, for symmetric solution a straightforward calculation gives that
⎛
⎜
⎜
⎜
⎜
⎝
E′
p′
q ′
α′
β ′
⎞
⎟
⎟
⎟
⎟
⎠
∼ M−1
⎛
⎜
⎜
⎜
⎜
⎝
p2σ+1
0
q2σ+1
0
0
⎞
⎟
⎟
⎟
⎟
⎠
=
⎛
⎜
⎜
⎜
⎜
⎝
2−σ
0
0
0
0
⎞
⎟
⎟
⎟
⎟
⎠
. (82)
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On the other hand, for asymmetrical solution corresponding to z = zas a straightforward
calculation gives also that
⎛
⎜
⎜
⎜
⎜
⎝
E′
p′
q ′
α′
β ′
⎞
⎟
⎟
⎟
⎟
⎠
∼ M−1
⎛
⎜
⎜
⎜
⎜
⎝
p2σ+1
0
q2σ+1
0
0
⎞
⎟
⎟
⎟
⎟
⎠
=
⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝
Q(z)
2σ+1h(z)
−
√
2[(1+z)σ −(1−z)σ ]2(1−z2)√1−z
2σ+3h(z)√
2[(1+z)σ −(1−z)σ ]2(1−z2)√1+z
2σ+3h(z)
0
0
⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠
(83)
where the function Q(z), def ned in (81), is such that Q(−z) = −Q(z), Q(0) = 0 and dQ
dz
>
0 for any z ∈ (0,1].
Now, we are ready to go back to the slope condition and to state the following.
Lemma 9 There exists 3 ∈ (0,2) such that for any  ∈ (0,3) the following statements
are satisfied. Let
Fs(λ) =
∥
∥φsλ,
∥
∥
2
where φsλ, is the symmetric stationary solutions. Then
d
dλ
Fs(λ) < 0.
Moreover,
(i) Let σ ≤ σthreshold and let
Fas(λ) =
∥
∥φasλ,
∥
∥
2
where ψasλ, is the asymmetrical stationary solutions. Then
d
dλ
Fas(λ) < 0.
(ii) Let σ > σthreshold and let
Fas1(λ) =
∥
∥φas1λ,
∥
∥
2
and Fas2(λ) =
∥
∥φas2λ,
∥
∥
2
where ψas1λ, and ψas2λ, are the asymmetric stationary solutions. Then
d
dλ
Fas1(λ) < 0 and
d
dλ
Fas2(λ) > 0.
Proof We consider, at f rst, the case of the symmetric stationary solution corresponding to
zλ = zs = 0. In such a case from (82) it follows that dE
dη
= 2−σ > 0 and thus dFs (λ)
dλ
< 0
proving so the firs statement.
Now, we consider the case of asymmetrical stationary solution corresponding to zλ = 0.
In such a case from (83) it follows that
dE
dη
= Q(z
λ)
2σ+1h(zλ)
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is an even function and where Q(zλ) · zλ > 0. Hence, the sign of dE
dη
only depends on the
sign of h(zλ). We have then showed all the statements in Lemma 9, recalling that (see the
results in Sect. 3)
If σ ≤ σthreshold , then the asymmetrical stationary solution φasλ, corresponding to zλ > 0
satisfie condition h(zλ) > 0;
If σ > σthreshold , then the asymmetrical stationary solution φas1λ, corresponding to z
λ > 0
satisfie condition h(zλ) > 0;
If σ > σthreshold , then the asymmetrical stationary solution φas2λ, corresponding to z
λ > 0
satisfie condition h(zλ) < 0. 
Remark 18 In the same way, the monotone decreasing behavior of
Fa(λ) =
∥
∥φaλ,
∥
∥
2
associated to the antisymmetric stationary solution follows.
Finally, collecting the results of Proposition 1 and of Lemmata 5, 6 and 9 then Theorem 3
follows.
Remark 19 In Theorem 3, in case of σ > σthreshold and |η| = η+, we did not obtain any
conclusion about the orbital stability. Recall that η+ ∈ (0,∞) is define by η+ = |η(z+)|
with z+ ∈ (0,1) such that η′(z+) = 0 (see Theorem 1). Let φλ+,+ be the corresponding
asymmetric stationary solution to λ+ = +ωE+ where
E+ ∼ −
√
1− (z+)2 + η+
[(
1+ z+
2
)σ+1
+
(
1− z+
2
)σ+1]
,
and + is given by ωη+/c. According to Remark 17, we see formally
dF(λ)
dλ
∣
∣
∣
∣
λ=λ+
= − 1
CRσ
||(1−σ)/σ
(
dE
dη
)−1∣
∣
∣
∣
|η|=η+
= 0, (84)
since η′(z+) = 0. Thus, we are required to prove the stability/instability for the case
dF/dλ = 0. In fact, this case would be included in (2) of Proposition 1, and we would
conclude that, when σ > σthreshold , at the transition point |η| = η+ from φas1λ, to φas2λ, , we
should have the instability. To show this fact exactly, it suffice to compute d
2F
dλ2
and prove
that it is not zero at λ = λ+, following the argument in Maeda [27] (see also some related
conditions in [9, 29]). At least “formally” this may be seen as follows: we note that the use
of the argument (57) ensures dλ(z)/dz ∼ negative for  small. By formal calculations,
d2F
dλ2
=
(
ω
CR
)1/σ{ 1
σ
(
1
σ
− 1
)
|η| 1σ −2
(
dη
dλ
)2
− 1
σ
|η| 1σ −1 d
2η
dλ2
}
,
dη
dλ
= η′(z)
/
dλ
dz
,
d2η
dλ2
=
{
η′′(z)
dλ
dz
− η′(z)d
2λ
dz2
}/(
dλ
dz
)3
.
We have seen in Sect. 3 that η′′(z+) = 0, which implies d2F
dλ2
|λ=λ+ = 0. However a rigorous
justificatio seems more complex and we do not pursue in this direction in the present paper.
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Appendix: Stationary States for a Nonlinear Toy Model
Here, we introduce, as a toy model, the semiclassical Schrödinger equation with two attrac-
tive symmetric Dirac’s δ which is partially investigated in [26].
i
∂ψ
∂t
= H0ψ + g|ψ |2σψ,
∥
∥ψ(·, t)∥∥ = 1, x ∈ R, t ∈ R, (85)
where
H0 = −2 d
2
dx2
+ βδ−a + βδ+a
for some a ∈ R and β < 0. Hereafter, for the sake of definiteness we assume that g ≡ 1.
Even though this operator H0 with Dirac measures do not satisfy the assumptions for
the potential V (x) in the Introduction, the two-level approximation used in the previous
sections is directly applicable to this example. In this section, we will give some remarks
for the properties of H0, and the general theory we have used in the previous sections, for
example, Cauchy problem and the orbital stability. We remark that a symmetric-breaking
phenomenon for the cubic nonlinear Schrödinger equation with double Dirac potential is
discussed in [21] too, but not in the semiclassical regime.
6.1 Spectrum of the Linear Operator
The spectral problem
[
−2 d
2
dx2
+ βδ−a + βδ+a
]
ψ = Eψ
for β < 0 is equivalent to the spectral problem
Hαψ = Eψ
where we set E = E/2 and where the linear operator
Hα = − d
2
dx2
, with α = β/2,
is self-adjoint on the domain
D(Hα) =
{
ψ ∈ H 2(R \ {±a}) ∩H 1(R) : dψ
dx
(±a + 0)− dψ
dx
(±a − 0) = αψ(±a)
}
.
Let us recall some basic properties of the spectrum of Hα (see, e.g., [2, 26] for details).
The essential spectrum of Hα is purely absolutely continuous and coincides with the
positive real axis:
σess(Hα) = σac(Hα) = [0,+∞).
The discrete spectrum consists of two eigenvalues, at least, given by means of the Lam-
bert’s special function W(x) such that W(x)eW(x) = x.
Author's personal copy
Bifurcation and Stability for Nonlinear Schrödinger Equations 1587
If α < 0 the discrete spectrum is not empty, in particular,
– if a ≤ − 1
α
, then the discrete spectrum of Hα consists of only one eigenvalue E1(a,α)
define as
E1(a,α) = − 1
4a2
[
W
(−aαeaα) − aα]2;
– if a > − 1
α
, then the discrete spectrum of Hα consists of two eigenvalues E1(a,α) and
E2(a,α) where
E2(a,α) = − 1
4a2
[
W
(+aαeaα) − aα]2.
The two associated eigenvectors take the form:
(i) Let
k1 =
√
E1 = i
2a
[
W
(−aαeaα) − aα]
then
ϕ1(x) = C1
⎧
⎪⎨
⎪⎩
e−ik1x, x < −a,
2k1+iα
2k1
(e−ik1x + eik1x), −a ≤ x ≤ +a,
e+ik1x, x > +a,
where C1 is the normalization constant given by
C1 = |k1|√
(2|k1| + α)(2|k1|a + aα + 1) .
(ii) Let
k2 =
√
E2 = i
2a
[
W
(+aαeaα) − aα]
then
ϕ2(x) = C2
⎧
⎪⎨
⎪⎩
e−ik2x, x < −a,
2k2+iα
2k2
(e−ik2x − eik2x), −a ≤ x ≤ +a,
−e+ik2x, x > +a,
where C2 is the normalization constant given by
C2 = |k2|√−(2|k2| + α)(2|k2|a + aα + 1) .
Remark 20 Recalling that the Lambert’s special function W(x) has the following asymp-
totic behavior
W(x) ∼ x − x2 + 3
2
x3 +O(x4)
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then it follows that the splitting is exponentially small, namely
|E1 − E2| ∼ 2α2eaα = β
2
2
eaβ/
2 = β
2
2
e−a|β|/
2
.
Remark 21 The resolvent formula for Hα is known: let h ∈ C∞0 (R), k2 ∈ ρ(Hα), and
k > 0. The resolvent is expressed as follows,
([
Hα − k2
]−1
h
)
(x) =
∫
R
Kα(x, y;k)h(y) dy,
with the kernel Kα having the following form
Kα(x, y;k) = K0(x, y;k)+
4
∑
j=1
Kjα(x, y;k)
where
K0(x, y;k) = i
2k
eik|x−y|,
K1α(x, y;k) =
α(2k + iα)
2k((2k + iα)2 + α2ei4ka) e
ik|x+a|+ik|y+a|,
K2α(x, y;k) =
−iα2e2ika
2k((2k + iα)2 + α2ei4ka) e
ik|x+a|+ik|y+a|,
K3α(x, y;k) = K2α(−x,−y;k),
K4α(x, y;k) = K1α(−x,−y;k).
We consider here the case a > −1/α with α < 0. In such a case we have that the linear
problem has two negative nondegenerate eigenvalues:
E1 < E2 < 0. (86)
6.2 Nonlinear Problem
The local existence of solution in H 1(R), and conservation laws of energy and L2 norm are
verifie in a similar way to [13]; the authors in [13] applied Theorem 3.7.1 of [5] to the case
of a = 0. In our case, we take −Hα + E1 for the operator A of Theorem 3.7.1 of [5]. Then
this operator A is a self adjoint operator on X = L2(R) with the domain D(A) = D(Hα),
and also A ≤ 0. We take XA = H 1(R) whose norm is equivalent to H 1(R) norm
‖v‖2XA =
∥
∥(d/dx)v
∥
∥
2 + (1−E1)‖v‖2 + α
(∣
∣v(a)
∣
∣
2 + ∣∣v(−a)∣∣2).
Condition (3.7.2) of Theorem 3.7.1 of [5] is satisfie with p = 2, and other conditions hold
since we are in one dimensional case.
For the existence of bifurcation of stationary solutions, it suffice to repeat the similar
arguments in Sect. 3 (Theorem 1), but in H 1(R) instead of H 2(R).
We can check the assumptions for the orbital stability/instability of stationary states in
H 1(R), as in Sect. 5, using the two level approximation. However, due to the singularity
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of Dirac potentials, we cannot consider the linearized problem with a more smooth domain
than H 1(R), as, for ex., was considered in [11]. Remark also that H 2 regularity allows us
simply to have the nonlinear instability assuming the existence of an unstable eigenvalue
(e.g. [7]). We thus give some explanations here.
We consider as follows the linearized problem around the real valued rescaled stationary
state φ,λ ( and λ are f xed here to discuss the general theory, so we denote it simply by φ
from now on).
dv
dt
= Av + F(v), v = (v1, v2) ∈ D(A) with v1 = v, v2 = v, (87)
where A(v1, v2) = (Lλ,− v2,−Lλ,+ v1). A is a linear operator in L2(R) with domain
D(A) =
{
v ∈ H2(R \ {±a}) ∩ H1(R) : dvj
dx
(±a + 0)− dvj
dx
(±a − 0) = αvj (±a),
j = 1,2
}
,
where Hm(R) = Hm(R)×Hm(R) for m ∈ Z. The nonlinear term is given by
F(v) = i{|φ + v|2σ (φ + v)− |φ|2σ+1 − (σ + 1)|φ|2σ v − σ |φ|2σ v¯}.
This operator A generates its C0-semigroup on L2 denoted by etA. Concerning the spec-
trum of A, we have the following Lemma. We note that we complexify the space when we
consider the spectrum problem of A.
Lemma 10 σess(A) ⊂ iR.
Proof The operator A can be rewritten in the following form (still denoted by A with abuse
of notation)
Av = −i{Hα − λ− (σ + 1)|φ|2σ − σ |φ|2σ T
}
v
where T v = v¯ is a nonsymmetric bounded linear operator. We consider the operator iA as
the operator A0 perturbed by the operator C, i.e.
iA = A0 +C,
where A0 = Hα − λ, and C = −(σ + 1)|φ|2σ − σ |φ|2σ T . It suffice to prove that
σess(iA) ⊂ R. To this end, we remark the following facts.
– Since φ ∈ H 1(R) ⊂ L∞(R), C is a bounded operator.
– It is known that σess(A0) = [−λ,+∞) ⊂ R.
– C[A0+λ+1]−1 is a compact operator; indeed, [A0+λ+1]−1 is an integral operator with
kernel given by K0α(x, y; i) +
∑4
j=1K
j
α(x, y; i). One can see, for e.g., that Kjα(x, y; i)
(j = 1,2,3,4) and |φ|2σK0α(x, y; i) are bounded on L2(R2, dx dy). This implies that
C[A0 + λ+ 1]−1 is Hilbert-Schmidt.
Then σess(A0) = σess(iA) by means of the Weyl criterion. 
As for eigenvalues ofA, there are f nitely many eigenvalues at the exterior of the essential
spectrum for  small. Indeed, λ < 0 for  small. Our aim is now to conclude the following
proposition.
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Proposition 2 Assume that A has an eigenvalue λm with λm > 0, and that for any ε > 0,
there exists M > 0 such that
∥
∥etAv
∥
∥
L2
≤ Me(1+ε)(λm)t‖v‖L2 , (88)
for any v ∈ L2(R) and for any t ≥ 0. Then, there exists ε0 > 0, such that for any δ > 0 there
exist a time T and an initial data u0 ∈ D(Hα) satisfying ‖u0−φ‖H 1 < δ, and infθ∈R ‖u(T )−
eiθφ‖ ≥ ε0.
Proposition 2 means that the linearized instability implies the nonlinear instability.
We may prove Proposition 2 as in the proof of Theorem 6.1 of Part II of [18, 19] or
in [17]. Note that we have the Dirac measures in the equation and we do not expect that
the solution is smooth as we have mentioned before, thus we make use rather of the time
derivative, mimicking the proof of [8], than of the way of [18, 19]. Here, for the sake of
completeness, we give an outline of proof.
Proof (Sketch of proof) Let zm be the associated eigenfunction to λm. Let uδ(t) be
the solution of (85) with initial data uδ(0) = φ + δzm. Since φ, zm ∈ D(Hα), uδ(·) ∈
C([0, T ],D(Hα)) ∩ C1([0, T ],L2) for some T > 0 (see Theorem 3.1 of [1]). Remark that
uδ(t) = e−iλt (φ + vδ(t)) with vδ(t) satisfying (87) with vδ(0) = δzm. vδ(t) satisfie the fol-
lowing integral equations for any t ∈ [0, T ],
vδ(t) = δeλmzm +
∫ t
0
e(τ−t)AF
(
vδ(τ )
)
dτ,
∂tvδ(t) = λmδeλmzm + etAF (δzm)+
∫ t
0
e(τ−t)A∂τF
(
vδ(τ )
)
dτ.
Since we are in the one dimensional case, it is easy to estimate the nonlinear term F(v) as
follows,
∥
∥∂tF
(
vδ(t)
)∥
∥ ≤ C(∥∥vδ(t)
∥
∥
H 1
+ ∥∥vδ(t)
∥
∥
2σ
H 1
)∥
∥∂tvδ(t)
∥
∥,
∥
∥F
(
vδ(t)
)∥
∥ ≤ C2
(∥
∥vδ(t)
∥
∥
H 1
+ ∥∥vδ(t)
∥
∥
2σ+1
H 1
)
.
Then, for some C0 > 0 and for some Tδ when δ is suff ciently small, we may estimate
∥
∥vδ(t)
∥
∥
H 1
+ ∥∥∂tvδ(t)
∥
∥ ≤ 2C0δeλmt ,
for any t ∈ [0, Tδ]. We apply this quantity ‖vδ(t)‖H 1 + ‖∂tvδ(t)‖ as Vδ(t) in Theorem 2
of [8]. We then repeat their arguments in [8] to get ‖vδ(Tδ)‖ ≥ (δ/2)‖zm‖. 
We complete our whole arguments with a verificatio of the existence of an eigenvalue
λm satisfying (88). It follows from [17] or Part I of [18, 19] that there exists a nonzero real
eigenvalue of the linearized operator A, if (2) or (3) of Proposition 1 in Sect. 5 hold. Let
λ0 be the maximal positive eigenvalue. Once we have proved the spectral mapping theorem
σ(eAt ) = eσ(A)t , the spectral radius of eAt is eλ0t . Thus we have (88) using Lemma 3 of [31].
This implies that we can take λ0 as λm in Proposition 2.
The spectral mapping theorem in fact follows from a resolvent estimate in Lemma 11
below, combined with the arguments in [15].
Author's personal copy
Bifurcation and Stability for Nonlinear Schrödinger Equations 1591
Lemma 11 Let z = a + iτ with a, τ ∈ R and a = 0. For |τ | sufficiently large, there exists a
constant Ca > 0, such that
∥
∥(z −A)−1∥∥L(L2) ≤ Ca.
Proof of Lemma 11 We begin with some preparations. For fi ed z = a + iτ with a ∈ R \ {0}
and τ ∈ R, we write the operator z −A as follows,
z −A = Mz −Bλ, =
(
z −Hα
Hα z
)
+
(
0 φ2σ + λ
−λ− (2σ + 1)φ2σ 0
)
= Mz
[
Id −M−1z Bλ,
]
.
Indeed, we see that z /∈ iR, therefore, by Remark 21, the inverse of H 2α + z2 = (Hα − iz)×
(Hα + iz) exists, thus the inverse of Mz exists too. We can express M−1z as follows,
M−1z =
(
z{(Hα)2 + z2}−1 Hα{(Hα)2 + z2}−1
−Hα{(Hα)2 + z2}−1 z{(Hα)2 + z2}−1
)
.
We estimate now the inverse M−1z by means of the following lemma.
Lemma 12 Let a = 0. There exist Ca , τ0 > 0 such that for any z = a + iτ with |τ | ≥ τ0, we
have
∥
∥M−1z
∥
∥
L(L2) ≤
Ca
1+ |τ | .
Proof of Lemma 12 We benefi from the explicit resolvent formula of Hα in Remark 21. Let
fα(x) =
([
Hα − k2
]−1
h
)
(x)
and consider k2 = iz = −τ + ia. First, we remark that
f0(x) =
∫
R
K0(x, y;k)h(y) dy = i
2k
(
eik|·|  h(·))(x)
may be estimated, by Young inequality, as follows,
‖f0‖ = 1
2|k|
∥
∥eik|·|  h(·)∥∥ ≤ 1
2|k|
∥
∥eik|·|
∥
∥
L1
‖h(·)‖ ≤ C|k||k| ‖h‖ ≤
C√
τ
‖h‖,
since
√
τ + ia = √τ
√
1+ ia
τ
= √τ + ia
2
√
τ
+Oτ−3/2, as |τ | → ∞,
and √τ + ia ∼ 12 a√τ for τ  1.
Next, we set
f jα (x) =
∫
R
Kjα(x, y;k)h(y) dy, j = 1,2,3,4.
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By this definition fα = f0 + ∑4j=1 f jα . Thus we estimate each term f jα . For example,
f 1α (x) =
α(2k + iα)
2k((2k + iα)2 + α2ei4ka) e
ik|x+a|
∫
R
eik|y+a|h(y)dy
and then, for sufficientl large |τ |,
∥
∥f 1α
∥
∥ ≤ C|k|2|k|
∣
∣
∣
∣
∫
R
eik|y+a|h(y)dy
∣
∣
∣
∣
≤ C|k|2|k|
∥
∥eik|·+a|h(·)∥∥
L1
≤ C|k|2|k|
∥
∥eik|·+a|
∥
∥‖h‖ ≤ C|k|2|k|2 ‖h‖ ≤
C
|τ | ‖h‖.
Similarly, the other terms f jα , j = 2,3,4, are estimated. Thus, it follows that for z = a
fi ed and z = −τ large enough, then
∥
∥[Hα − iz]−1h
∥
∥ ≤ 1|τ | ‖h‖
since Hα is a self-adjoint operator. Therefore, decomposing Hα{(Hα)2 + z2}−1 as
Hα
{
(Hα)
2 + z2}−1 = (H + iz)−1 + iz(H − iz)−1(H + iz)−1,
we also obtain, for large |τ |  1,
∥
∥Hα
{
(Hα)
2 + z2}−1∥∥L(L2) ≤
Ca
1+ |τ | .
Similarly, for large |τ |,
∥
∥z
{
(Hα)
2 + z2}−1∥∥L(L2) ≤
Ca
1+ |τ | .

We go back to the proof of Lemma 11. We put Tz = M−1z Bε,λ, and we write entries of
this operator Tz:
Tz =
(
Hα{(Hα)2 + z2}−1(−λ− (2σ + 1)φ2σ ) z{(Hα)2 + z2}−1(φ2σ + λ)
z{(Hα)2 + z2}−1(−λ− (2σ + 1)φ2σ ), −Hα{(Hα)2 + z2}−1(φ2σ + λ)
)
.
Since we are in one dimension, it follows that φ ∈ H 1(R) ⊂ L∞(R), thus we can estimate,
for example, as
∥
∥Hα
{
(Hα)
2 + z2}−1(φ2σ + λ)∥∥L(L2) ≤ C
∥
∥Hα
{
(Hα)
2 + z2}−1∥∥L(L2).
Therefore, combining with the above proof for Lemma 11, we have that for any τ with
|τ | ≥ τ0, ‖Tz‖L(L2) ≤ 1/2. This implies immediately for any u ∈ L2
∥
∥(Id − Tz)u
∥
∥
L2
≥ ‖u‖L2 − ‖Tzu‖L2 ≥ (1/2)‖u‖L2 ,
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that is, Id − Tz is invertible for |τ | ≥ τ0. Then, finall , we get that for any z = a + iτ with
|τ | ≥ τ0, a = 0,
∥
∥(z −A)−1∥∥L(L2) =
∥
∥(Id − Tz)−1M−1z
∥
∥
L(L2)
≤ ∥∥(Id − Tz)−1
∥
∥
L(L2)
∥
∥M−1z
∥
∥
L(L2) ≤ 2Ca.
The proof of Lemma 11 is then completed. 
Lastly, recall that the assumptions (2) or (3) of Proposition 1 in Sect. 5 ensure the exis-
tence of a positive real eigenvalue of A. As we checked in Sect. 5, the assumptions (2) or
(3) of Proposition 1 in Sect. 5 may be verified for small  > 0, depending on σ, η, and the
sort of stationary solution. Namely, Theorem 3 in Sect. 5 is valid for (85).
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