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Abstract 
Human influence has led to substantial changes to the Earth’s surface. One example of this 
is the deforestation of tropical rainforest to satisfy the increasing demand of the global 
economic markets for soy and beef. Land change models are widely applied to analyze such 
processes and to give recommendations for decision-making. These models are used to 
investigate which factors are relevant for current land change and which future developments 
are likely. Land change models are affected by uncertainties which have to be taken into 
account when interpreting their results. However, approaches which examine different 
sources of uncertainty with regard to their interdependencies and their influence on projected 
land change are rarely applied. The first objective of this thesis is therefore to develop a 
systematic approach which identifies major sources of uncertainty and the propagation to 
the resulting land change map. Another challenge in land change modeling is the estimation 
of the reliability of land change predictions when no reference data are available. This issue 
is frequently addressed with a qualitative comparison of different land change scenarios. In 
this approach, the level of uncertainty remains unknown. The second objective of this thesis 
is therefore to quantify the uncertainty about future land change. Bayesian Belief Networks 
were identified as a useful technique to reach the first objective. Moreover, the modeling 
steps of “model structure definition”, “data selection” and “data preprocessing” were 
detected as relevant sources of uncertainty. This thesis additionally observed that the 
uncertainty in the modeling process and the accuracy of the model output are not 
substantially interrelated. To address the second research objective, a set of measures based 
on probabilities were developed. They quantify uncertainty by means of a single predicted 
land change map without using a reference map. It is additionally possible to differentiate 
uncertainty into its spatial and quantitative components by means of these measures. This is 
especially useful in spatial applications such as land change modeling. However, even a 
certain model can be wrong and therefore useless. Therefore, an approach is suggested which 
estimates the relationship between disagreement and uncertainty in known time steps. This 
relationship can be used to assess the reliability of land change predictions when only the 
quantification of uncertainty is possible. Apart from the quantification of uncertainty based 
on one map, another approach which is based on the comparison of different land change 
predictions was developed in this dissertation. The approaches give important information 
for understanding the reliability of possible future development paths. Moreover, they are 
transferrable to other spatial research disciplines which are based on probabilities. 
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Zusammenfassung 
Der Einfluss des Menschen verändert die Erdoberfläche in gravierendem Maße. Ein Beispiel 
ist die Entwaldung von tropischen Regenwäldern um den steigenden Bedarf der globalen 
Märkte nach Soja und Rindfleisch zu decken. Die Anwendung von Landnutzungsmodellen 
ist etabliert, um derartige Prozesse zu analysieren und um Handlungsempfehlungen für 
Entscheidungsträger zu geben. Mit diesen Modellen wird untersucht, welche Faktoren für 
auftretende Änderungen der Landschaft wesentlich sind und welche zukünftigen 
Entwicklungen wahrscheinlich sind. Landnutzungsmodelle stehen unter dem Einfluss von 
Unsicherheiten, welche beim Interpretieren der Ergebnisse berücksichtigt werden müssen. 
Dennoch gibt es wenige Ansätze, die unterschiedliche Unsicherheitsquellen mit ihren 
Interdependenzen untersuchen und ihre Auswirkungen auf die projizierte Änderung der 
Landschaft analysieren. Aus diesem Grund ist das erste Ziel dieser Arbeit einen 
systematischen Ansatz zu entwickeln, der wesentliche Unsicherheitsquellen analysiert und 
ihre Fortentwicklung zur resultierenden Änderungskarte untersucht. Eine andere 
Herausforderung in der Landnutzungsmodellierung ist es, die Eignung von Projektionen 
abzuschätzen wenn keine Referenzdaten vorliegen. Dieses Problem wird häufig adressiert 
indem verschiede Szenarien in qualitativer Weise miteinander verglichen werden. Dabei 
bleibt die Höhe der Unsicherheit unbekannt. Das Quantifizieren von Unsicherheiten in 
zukünftigen Änderungen der Landschaft ist aus diesem Grund das zweite Ziel dieser Arbeit. 
Bayes’sche Netze wurden als eine vielseitige Methode identifiziert, um das erste Ziel zu 
erreichen. Darüber hinaus wurden die Modellierungsschritte „Definition der 
Modellstruktur“, „Auswahl der Eingangsdaten“ und „Weiterverarbeitung der Daten“ als 
wesentliche Unsicherheitsquellen identifiziert. In dieser Dissertation wurde zusätzlich 
beobachtet, dass die Unsicherheit im Modellierungsverlauf und die Genauigkeit des 
Modellergebnisses nicht zwangsläufig voneinander abhängig sind. Um das zweite Ziel zu 
adressieren wurde eine Auswahl an Maßzahlen entwickelt. Diese quantifizieren Unsicherheit 
mit Hilfe einer projizierten Änderungskarte und ohne den Vergleich mit Referenzdaten. Mit 
diesen Maßzahlen ist es zusätzlich möglich zwischen quantitativer und räumlicher 
Unsicherheit zu unterscheiden. Vor allem in räumlichen Anwendungen wie der 
Landnutzungsmodellierung ist diese Möglichkeit wertvoll. Dennoch kann auch ein absolut 
sicheres Modell gleichzeitig ein falsches und nutzloses Modell sein. Deswegen wird ein 
Ansatz empfohlen, der die Beziehung zwischen Unsicherheit und Genauigkeit in bekannten 
Zeitschritten schätzt. Diese Beziehung kann im Folgenden genutzt werden um die Eignung 
von Landschaftsprojektionen zu analysieren, wenn nur die Quantifizierung von 
Unsicherheiten möglich ist. Abgesehen von dieser Methodik wurde ein weiterer Ansatz in 
dieser Dissertation entwickelt. Dieser basiert auf einem Vergleich verschiedener 
Projektionen. Die entwickelten Ansätze geben wichtige Informationen um die Eignung von 
möglichen Entwicklungspfaden zu verstehen. Darüber hinaus sind sie übertragbar auf andere 
räumliche Forschungsströmungen, die auf Wahrscheinlichkeiten basieren. 
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1 Analyzing land change with models 
The Earth’s surface has changed over time. The rate of change has recently been increasing, 
above all as land uses have become more and more adapted to human needs. The accelerating 
change process started in industrialized countries, where natural or semi-natural ecosystems 
have been converted to urban areas, croplands or meadows (Foley et al. 2005). Multiple land 
use interests are motivations for humans to change the land, e.g. to enhance or to optimize 
their food and shelter supply. Today’s most rapid changes can be detected in emerging 
countries such as China or Brazil (Diniz et al. 2013). 
The land change processes addressed in this thesis imply changes to both land cover and 
land use. Land cover is related to the biophysical characteristics of the land surface, whereas 
land use refers to the specific anthropogenic utilization of the land cover in a certain area 
(Lambin and Geist 2006; Kim 2010). A single land cover type can be used in different ways 
by humans. While land cover can be detected by means of satellite imagery, land use cannot 
be derived directly from this source. Land use and land cover changes can lead to severe 
biophysical consequences such as increasing atmospheric CO2 level, biodiversity loss, 
increasing nutrient inputs in soils, or an increasing exposure to natural hazards. Moreover, 
land change processes have socioeconomic impacts. They can, for example, lead to 
increasing trade activities or a higher attraction for labor (Asselen and Verburg 2013).  
Land changes can be seen as both a cause and a consequence of human activities and are a 
part of the human-environment system (Verburg et al. 2010). Humans are on the one hand 
dependent on the vitality of the global ecosystem, and influence the vitality of this system 
on the other. The challenge is to obtain the necessary benefits from the ecosystem while 
simultaneously mitigating the negative impacts of land change activities (Foley et al. 2005). 
Therefore, it is crucial to understand the interactions within the land system (Geist and 
Lambin 2002; Pijanowski et al. 2002).  
Gaining insight into the land system is not a straightforward process. Human-induced land 
change processes are complex, due to feedbacks, loops, indirect effects or nonlinear behavior 
in the coupled human-environment system (Arima et al. 2011; Sloan and Pelletier 2012; 
Hagos et al. 2014; Richards et al. 2014). For example, land systems can persist in a stable 
situation for a long time period, followed by rapid unforeseeable changes until a new stable 
situation is reached. This movement from one equilibrium to another is termed a regime shift 
(Müller et al. 2014). Another example of complexity is the self-intensification of changes 
due to feedbacks. To understand these complex processes, land change models are used.  
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These models are mainly applied for two purposes: to explain already occurring land change 
processes and to project land change in unknown time steps or in unknown regions. The first 
purpose is connected to the identification of the relevant drivers of land change. In 
comparison, the second purpose is related to the projection of new land change. This can be 
done by assuming that the past conditions will be the same in the future (“business as usual”) 
(Kim 2010), or by including changes to the input variables to analyze the effect of changing 
circumstances (Soares-Filho et al. 2006; Batisani and Yarnal 2009). This second process is 
frequently termed scenario-based land change modeling (Guitierrez-Velez and Pontius 
2012). The results of a land change model are valuable for example for urban and spatial 
planning processes. Using land change models, decision-makers could anticipate possible 
land change consequences, evaluate effective mitigating strategies and choose appropriate 
regions to implement spatial planning strategies (Pontius et al. 2001). 
A variety of approaches to modelling land change have been developed which are based on 
different theoretical assumptions, have different aims and deliver different results. Following 
Brown et al. (2013), these approaches can be classified into five types: 
a) Machine learning approaches (e.g. Lakes et al. 2009) focus on projecting future 
patterns based on past trends. Frequently, such spatial projections rely on information given 
by spatial variables. 
b) Sector-based economic models (e.g. Hausman 2012) try to predict the demand for 
specific land-change classes in a certain region or sector. 
c) Spatially disaggregated economic models (e. g. Müller et al. 2012) are econometric 
approaches, and are frequently based on micro-economic theory which predicts spatially 
explicit land change. 
d) Agent-based models (e.g. Magliocca and Ellis 2013) express processes in an 
algorithmic form. They are frequently used to explore non-linear behavior and external 
shocks. 
e) Cellular approaches: This type of land change model is a widely applied multi-scale 
approach. This approach combines a spatially explicit regional or local view and a non-
spatial view of land change processes to project spatially explicit land change (Veldkamp 
and Lambin 2001; Diniz et al. 2013). Widely used land change models which follow this 
approach are the Land Use Scanner (Hilferink and Rietveld 1999), CLUE-S (Verburg et al. 
2002), CLUMONDO (Asselen and Verburg 2013) and the LandSHIFT model (Schaldach et 
al. 2011). This thesis uses this approach as well, as illustrated in Figure I-1.  
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Figure I-1: Cellular land change modeling approach which is used in this dissertation 
 
The motivation behind the cellular approach is that interactions within a land system are 
scale dependent. A certain driver could influence land change on a regional level but could 
be ineffective on a national level. For example, political incentives to encourage economic 
investments can be guided more efficiently on a smaller scale. 
It is frequently assumed that the quantity of land change is driven by large scale economic 
drivers whereas regional and local characteristics determine the specific location of change 
(Verburg et al. 2004). The quantity is termed “land change demand” and is estimated for the 
whole study area in the first step. The demand can be derived as a stand-alone output from 
external models (Arsanjani et al. 2013), e.g. by time series analysis or economic models. 
Also, scenarios of land change are frequently used to quantify the demand. One example is 
the business as usual case which extrapolates past trends into the future. Alternatives are 
economic progress or sustainability scenarios. The IPCC (Intergovernmental Panel on 
Climate Change) storylines of the “Special Report on Emissions Scenarios” are also widely 
applied to construct different scenarios (Nakicenovic and Swart 2000). Reasonable 
assumptions are made as the scientific base for such scenarios. The second spatial scale 
represents the influence of local drivers. A continuous raster is produced by means of these 
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drivers which quantifies whether a local entity, i.e. a pixel, is prone to future land change. 
Depending on the application and the author, the values of this raster are termed as 
probability, propensity, or suitability (Mas et al. 2013). The overlap between probabilities 
and propensities is that higher values characterize a higher chance of land change. In contrast 
to probabilities, propensities imply no information about the quantity of change. Suitability 
maps do not directly quantify the chance of one pixel to change. In this case, the change is 
additionally dependent on the suitability values of competitive classes. Following the 
development of the raster, an algorithm is defined which allocates the land change demand 
on the raster map according to local continuous values. The subsequent model output is a 
classified raster in which every pixel gets the class label of one land change transition.  
 
2 Uncertainty in land change models 
Uncertainty within the framework of land change models can substantially influence the 
reliability of these models. For example, uncertainty can disguise the existing risks of land 
change. Decision-makers tend to underestimate possible threats in this case. Moreover, 
uncertainty can affect the estimation of the effectiveness of mitigation strategies. For these 
reasons, land change models are evaluated. Among other evaluation subjects, land change 
modelers try to understand model uncertainties and validate projected land change patterns 
(Brown et al. 2013). The model validation covers two terms which are often used in the land 
change modeling literature: error and uncertainty. Messina et al. (2008) defined error as the 
difference between model estimates and measured reference data. Following these authors, 
uncertainty is a “degree of variability” which is attached to data values. Referring to these 
definitions, the terms are differentiated as follows in this thesis: Both error and uncertainty 
describe the deviation of the modeling output from the reality. The difference between the 
terms is the knowledge about reality. Error is the deviation from the known true value, 
whereas uncertainty is the deviation from an unknown true value. To quantify the error, a 
reference is necessary. In comparison, uncertainty tries to quantify the deviation without 
using any reference data. Another frequently used term is disagreement (Pontius and 
Millones 2011). In this dissertation, disagreement has the same meaning as error when 
modeled data and reference data are compared. Additionally, the term can be used when two 
model outputs are opposed. The term disagreement includes the meaning of error in the 
understanding of this study and is therefore used in the following chapters. 
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Uncertainties can have different sources. If land change modeling is understood as a process 
with different modeling steps, then a certain degree of uncertainty is connected to every 
modeling step (Walker et al. 2003). Three essential steps in land change modeling are: the 
definition of the model structure, the selection of appropriate data, and the preprocessing of 
these data. The first step deals with the identification of the relevant driving forces of land 
change. Moreover, relevant dependencies between the driving forces are included into the 
model. The second step is connected with the question of how many of the relevant drivers 
are used to construct an optimal land change model. Is a complex model with all of the 
relevant data the best choice or is a simple model with few divers the superior alternative? 
The best choice is a trade-off between using all the available information and a useful 
integration of the various sources. The third modeling step is concerned with the appropriate 
preparation of the required input data. One example is the question whether a simple 
Euclidean distance to a point of interest is the best possibility or whether a more sophisticated 
cost distance is more appropriate. Another example of a critical modelling issue is whether 
the original resolution of the data should be used or if it is beneficial to disaggregate the data 
into a finer resolution. Preprocessing work tries to approximate the input data to the 
imperfectly measurable reality; however, it is based on additional assumption and can 
include further uncertainty. 
The amount of uncertainty in one of the mentioned steps is dependent on the uncertainty of 
the other steps (Krayer von Krauss et al. 2006). When trying to reduce uncertainty in the 
model, it is therefore helpful to cover these dependencies. Otherwise, the reduction of one 
source could lead to an increase of uncertainty in a second source. The uncertainty which 
arises in the modeling process propagates and aggregates the total model outcome 
uncertainty (Goldewijk and Verburg 2013). It is possible that uncertainty increases or 
diminishes through the modeling process. Although the importance and complexity of the 
interaction between different uncertainty sources is known in the land change community, 
approaches which systematically take this into account are rare (Goldewijk and Verburg 
2013; Tayyebi, A.H. et al. 2014). Moreover, understanding about how the different 
uncertainty sources influence the reliability of the final model outcome is missing. The 
interaction of different uncertainty sources and their effect on the outcome accuracy is the 
first research gap which is addressed in this study. 
Once a land change model is calibrated and applied, it delivers a land change output. This 
output can be an estimation for unknown areas (projection in space) or unknown time steps 
(projection in time). In both cases, the estimated land change is frequently given in a pixel 
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based land change map. Therefore, a validation of the model output with reference data is 
completed in the majority of studies by summarizing agreeing and disagreeing pixels in a 
confusion matrix (Comber et al. 2012). A variety of accuracy measures, such as the overall 
disagreement, producer’s accuracy, user’ accuracy, Kappa, Fuzzy Kappa, or Receiver 
Operating Characteristics, are based on this matrix (e.g. Cohen 1960; Hagen-Zanker and 
Martens 2008; Diniz et al. 2013; Mas et al. 2013; van Vliet et al. 2013; Olofsson et al. 2014; 
Pontius and Parmentier 2014). Additionally, the quantity and allocation disagreement are 
widely used measures (Pontius and Millones 2011). They separate the total error into two 
parts. The first part refers to the disagreement of the quantity of the different land change 
categories in the model output and the reference data, while the second quantifies the spatial 
mismatch. This separation is especially useful when the modeling framework is based on the 
concept described above: e.g. specifying a regional land change demand on the one hand and 
estimating the local propensity of land change on the other hand. 
Although a variety of accuracy and uncertainty measures have been developed, in land 
change modeling an underuse of these methods can be identified. The major reason given by 
different authors is data restrictions (Wassenaar et al. 2007; Jantz et al. 2014). A comparison 
with true reference data is not possible in a large number of land change applications, e.g. in 
future projections. The decision if a model is right or wrong in predicting land change at a 
certain area cannot be made in these cases. Alternatively, it can be useful to know if the 
model is certain or uncertain in its prediction. Therefore, several approaches have been 
developed and become common in the land change community, e.g. giving confidence 
intervals (Olofsson et al. 2013) or a probability distribution (Sangermano et al. 2012). The 
probability distribution can be summarized into uncertainty measures (Bastin et al. 2012) 
such as the mutual information criterion (Shannon and Weaver 1949). This probabilistic 
uncertainty concept is useful in pixel based land change modeling as well. However, a 
separation similar to the separation of disagreement into quantitative and spatial components 
is missing. This separation is particularly valuable in spatially explicit land change 
projections (Veldkamp and Lambin 2001) and is therefore identified as a second important 
research gap which is addressed in this dissertation. 
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3 Study area 
The case study is situated in the Brazilian Amazon basin, in Pará and Mato Grosso state. The 
natural vegetation is tropical moist broadleaf forest and is home to a wealth of biodiversity 
(Eva et al. 2002). The climate is mainly the tropical wet climate (tropical rainforest, tropical 
monsoon, tropical savanna) following the Köppen-Geiger classification (Peel et al. 2007). A 
variety of rivers run through the region. The soils are predominantly acrisols and ferralsols 
with low fertility (Food and Agriculture Organization of the United Nations (FAO) 2015). 
The Brazilian Amazon is a sparsely populated area. The largest city in the chosen case study 
region is Itaituba with approximately 98.000 inhabitants (Instituto Brasileiro de Geografia e 
Estatística (IBGE) 2013). The BR-163 highway, which crosses the region from the south to 
north, is one of the most important roads in the area.  
The region has been a hotspot of tropical deforestation in the last decades. Tropical 
deforestation is referred to as one of the most severe global land change processes (de 
Espindola et al. 2012). 168,873 km2 of the Amazon rainforest were deforested between 2002 
and 2014 (Insituto Nacional de Pesquisas Espaciais (INPE) 2015), an area equivalent to 
nearly half of the area of Germany. 69 % of this area is located in the case study states Pará 
and Mato Grosso. The land system and deforestation process has been investigated in several 
studies and a lot of knowledge is already available about the rates, locations, drivers and 
spatial determinants of deforestation. Substantial infrastructure development and 
colonization projects in the Amazon region initiated the extensive deforestation processes 
especially for the use of cattle ranching in the 1970s (Barona et al. 2010; Celentano et al. 
2012). Subsequently, the increasing global demand for soybeans, beef, biofuels and timber 
have been identified as the most important drivers of the deforestation process (Arima et al. 
2011; Richards et al. 2014). A high percentage of the forest clearings were initiated by middle 
and large-sized farmers to increase the production of agricultural goods (Fearnside 2008). 
This led to an expansion of areas dominated by agricultural monoculture and by cattle 
industry. Recently, the rate of deforestation has decreased due to the effect of political 
incentives such as the Soy Moratorium, a reduction of poverty, and increasing prices for soy 
and beef (Boucher et al. 2013; de Fries et al. 2013; Gollnow and Lakes 2014). Most of the 
development of the deforestation activities in Brazil have been driven by the influence of 
global agricultural markets in the last decades (Meyfroidt et al. 2013). 
The region covers large parts of the Brazilian states Pára and Mato Grosso and includes 51 
municipalities. The land change is derived from PRODES (“Projeto de Monitoramento do 
Desmatamento na Amazônia Legal por Satélite”) data, the remote sensing based product of 
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annual deforestation produced by the governmental institution INPE (Insituto Nacional de 
Pesquisas Espaciais (INPE) 2015). These data were widely applied in deforestation case 
studies of Brazil and can be seen as the standard product (Barona et al. 2010; Aguiar et al. 
2012). Furthermore, a collection of 23 demographic, economic, biophysical and accessibility 
variables is used. These potential drivers of change were collected after a comprehensive 
literature review and in a close cooperation with the project CarBioCial (“Carbon 
sequestration, biodiversity, and social structures in Southern Amazonia”, 
http://www.carbiocial.de). 
 
4 Objectives and aims of this dissertation 
Figure I-2 gives an overview of the framework of this dissertation. The framework comprises 
a sequence of steps relevant for most land use models which are related to the model 
calibration, validation and prediction. First, the land change model is calibrated with historic 
data. The calibration process is exposed to different sources of uncertainty. Second, the 
calibrated model is used to model present land change. The result is again influenced by 
uncertainty. A useful land change model can subsequently be used to project future land 
change. Uncertainty is a crucial part of the whole framework and propagates through the 
different steps. The first research objective addresses the links within the calibration as well 
as the transfer from the calibration to the validation. The second objective is related to the 
transfer from the validation to the prediction. The result is a comprehensive investigation of 
the influence of uncertainty in land change modeling. The sequence of steps which is 
connected within this investigation is presented below. 
 
Chapter I 
10 
 
 
Figure I-2: Modeling and uncertainty framework of this dissertation 
 
More specifically, the first research objective is: To develop an approach to 
systematically identify and analyze uncertainties in land change modeling 
This objective is divided into the following specific steps:  
 
• Present an approach to quantify uncertainty in a land change model: A probabilistic land 
change modeling approach is chosen. The probabilities imply uncertainty about reality 
and are used for different uncertainty measures. Therefore, the probability distribution is 
summarized into meaningful values. 
 
• Analyze the importance of different uncertainty sources which are connected to single 
modeling steps: A set of imminent uncertainty sources is identified. Additionally, their 
isolated influence and the interactions between the sources are quantified. 
 
• Investigate how the uncertainty propagates throughout the modeling process and affects 
the accuracy of the model’s outcome: This thesis examines if important uncertainty 
sources of the calibration phase substantially influence the accuracy of the modeling 
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results as well. Therefore, real change data are compared with modeled land change maps 
when the different modeling steps are modified. 
 
The second research objective is: To develop methods to quantify uncertainty in land 
change projections which differentiate between spatial and quantitative uncertainty  
This objective is addressed by the following four specific steps:  
 
• Separate the uncertainty of the modeling results into different components: Land change 
modeling frequently combines different scales. Several models use the specified quantity 
of estimated change for a specific region or country and allocate this quantity on a finer 
scale. For that reason, it is useful to differentiate between quantity uncertainty and 
allocation uncertainty which are new measures developed in this thesis. 
 
• Quantify the relationship between uncertainty and disagreement in known time steps to 
allow conclusions about the future reliability of land change models: It is only possible 
to assess disagreement if some kind of reference data is available. The two uncertainty 
measures developed in this thesis use no reference data; however, they cannot quantify 
the goodness-of-fit of a land change model. Even an absolutely certain model can be an 
unreliable and wrong model. Therefore, one approach is suggested to investigate if a 
relationship between uncertainty and disagreement exists in known time steps. Such a 
relationship could be a hint for the reliability of land change predictions of the same model 
when only the quantification of uncertainty is possible.  
 
• Compare different projections and quantify their difference to assess the uncertainty of 
future land change: Land change projections are one possible future development. Only 
investigating single projections could give misleading indications about their probability 
to occur. This aim is therefore an alternative to the procedure presented in the previous 
research step. Different projections are taken into account to define an uncertainty range. 
If two projections based on reasonable assumptions are similar, then the uncertainty about 
the future development is low. Substantially different projections in this case would 
emphasize a high uncertainty about future land change processes. To quantify the 
difference between the chosen projections, this thesis uses three established disagreement 
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measures and develops three novel measures which adjust the disagreement with 
modeling uncertainty. 
 
• Give guidance which helps to decide about the importance of a quantified difference: 
Once a difference is quantified, the next challenge is to determine its meaning. Does a 
certain difference value between two projections mean that the modeled future is 
uncertain? This question depends on the chosen research problem. For example, a case 
study with a high amount of land change tends to have higher differences in two 
projections than a case study with few changes. The dissertation investigates this problem 
by suggesting a reference comparison. 
  
5 Structure 
This thesis is structured in five chapters. Subsequent to the introductory chapter, the second 
chapter addresses the first research objective. The second objective is investigated in chapter 
three and four. Chapters two, three and four contain articles which have been published or 
submitted to international peer-reviewed journals, and are therefore included as self-
contained parts of this thesis. Each of them has its own introduction, methods, results, 
discussion, and conclusion sections. For that reason, repetitions are inevitable among the 
different chapters. The chapters are: 
 
(I) Introduction: This chapter introduces why land change models are applied and why 
uncertainty is an important factor. Furthermore, the state-of-the-art, research gaps and main 
objectives of this thesis are given. 
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(II) Bayesian belief networks as a versatile method for assessing uncertainty in land 
change modeling: This article presents an approach based on probabilities to analyze 
uncertainties within the modeling process and their influence on the land change modeling 
results. 
Krüger, C., and Lakes, T., 2014. Bayesian belief networks as a versatile method for assessing 
uncertainty in land-change modeling. International Journal of Geographical Information 
Science, 29 (1), 111–131. DOI: http://dx.doi.org/10.1080/13658816.2014.949265.  
 
(III) Revealing uncertainties in land change modeling using probabilities: This chapter 
explains two newly developed uncertainty measures and their utilization for land change 
projections. 
Krüger, C., and Lakes, T., forthcoming. Revealing uncertainties in land change modeling 
using probabilities. Transactions in GIS. 
 
(IV) How similar are two land change projections?: This section deals with the 
assessment of uncertainty in future land change by means of a six-dimensional comparison 
of two or more land change projections. 
Krüger, C., and Lakes, T., submitted. How similar are two land change projections? 
 
(V) Synthesis: This chapter summarizes and discusses the findings of this dissertation in the 
context of the overarching research objectives. Additionally, the limitations of this study are 
identified and recommendations are given. 
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Abstract 
Land use and land cover change modeling helps us to understand the driving factors and 
impacts of human-induced land changes better, and depict likely future development paths. 
Uncertainty associated with various steps in the modeling process substantially influences 
the reliability of the results, but until now it has only rarely been addressed. In this study, we 
explore uncertainty in land change modeling using a probabilistic approach based on 
Bayesian belief networks. We apply this approach to a case study of deforestation in the 
Brazilian Amazon and identify three modelling steps as sources of uncertainty: model 
structure, variable selection, and data preprocessing. For these three steps, we quantify the 
uncertainty and the respective impact on the outcome accuracy. The results indicate 
remarkable uncertainties in each of the steps. We demonstrate that a higher uncertainty in 
the land change modeling process does not necessarily lead to a lower accuracy of the 
modeling outcome. Moreover, we show that the different uncertainty sources only slightly 
influence the ratio between quantity disagreement and allocation disagreement for the 
modeling outcome. We conclude that uncertainty is inherent in land change modeling, and 
that future studies should address this uncertainty more explicitly to improve the robustness 
of modeling outcomes for science and decision-making. 
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1 Introduction 
Rapid and spatially extensive land use and land cover change processes have dramatic 
impacts on the environment and society. One example is the hotspot of deforestation in the 
Brazilian Amazon, which imposes challenges on science and decision-making (Fearnside 
2008). To gain a better understanding of the complex human-environment interaction of land 
systems, land use and land cover models (land change models) are increasingly used to study 
the rates, patterns, drivers, consequences, and alternative future development paths of land 
change (Verburg et al. 2004, Messina et al. 2008). However, uncertainty associated with land 
change modeling has up to now only rarely been studied explicitly (Chen and Pontius 2010, 
Wallentin and Car 2013). 
While uncertainty is inherent in land change modeling, there may be differences in the 
sources of uncertainty, as well as in the effect of uncertainty on the reliability of land change 
modeling results. It is therefore of high importance to assess uncertainty, and its sources in 
land change modeling to adequately represent the robustness of modelling results for science 
and decision-making.  
Uncertainty is an umbrella term that is used in different contexts without a generic definition 
or typology in applied research (Ascough II et al. 2008). Although the term is frequently 
used as a synonym for error, uncertainty carries more meaning (Leyk et al. 2005), and is 
associated with a lack of knowledge or confidence (Aerts et al. 2003, Sigel et al. 2010). For 
example, Walker et al. (2003) define uncertainty as “any departure from the unachievable 
ideal of complete determinism”. Moreover, these authors differentiate four sources of 
uncertainty in decision support models: context, input, parameter, and output uncertainty. 
To our knowledge, a similar systematic framework does not exist for addressing uncertainty 
in land change modeling. However, several studies related to environmental modeling exist 
that address uncertainty extensively. Examples are Wallentin and Car (2013) who addressed 
uncertainty associated with model conceptualization, formalization, parameterization, 
analysis and validation for an ecological forest succession model, or Refsgaard et al. (2007) 
who formulated guidelines to deal with uncertainty in environmental modeling. Several land 
change modeling studies have been carried out that address a single source of uncertainty. 
For example, Crosetto et al. (2001) investigated uncertainty propagation on model outputs 
driven by remote-sensing input data. Pontius (2002) addressed the impacts of different 
spatial scales on model accuracy. Some effort has been undertaken to consider uncertainty 
in terms of the accuracy of land change results, and to investigate the predictive accuracy of 
Chapter II 
18 
land change models (Brown and Heuvelink 2007, Pontius and Neeti 2010). Batisani and 
Yarnal (2009) examined the influence of errors in input parameters on the uncertainty of 
urban sprawl simulations.  
Different methods are available to describe and assess uncertainty, ranging from descriptive 
qualitative methods (Refsgaard et al. 2007) to complex mathematical approaches (Pebesma 
et al. 2007). Most widely established land change modeling techniques such as regression 
approaches address uncertainty by calculating the significance of regression coefficients 
(Aguiar et al. 2007, Arima et al. 2011), by plotting receiver operating characteristic (ROC) 
curves (Temme and Verburg 2011), and by analyzing the explained variance of the model 
output (Lakes et al. 2009, Wyman and Stein 2010). Uncertainty of future land change results 
can be captured by means of scenario analysis when showing the spatial consequences of 
different underlying assumptions (Laurance et al. 2001, Soares-Filho et al. 2006). Another 
widely applied approach is error propagation modeling, in which a probability distribution 
of errors in the model input is defined and simulates the effect on the output distribution 
(Heuvelink et al. 1989). Sensitivity analysis, which accounts for variation in the model 
output due to variations in an individual model input, is also frequently applied (Crosetto 
and Tarantola 2001). Monte Carlo simulations can be used to numerically solve complex 
modeling problems and to determine uncertainty in spatial predictions (van Horssen et al. 
2002). Aldwaik and Pontius (2013) used intensity analysis to compute the minimal error 
related to input data, which could account for observed differences between two land change 
maps. 
Uncertainty can be represented by a probability distribution or measures which are derived 
from such a distribution. Bayesian belief networks (BBNs) (Pearl 1988, Neapolitan 2004) 
employ a probabilistic approach that allows the researcher to more accurately estimate 
uncertainty compared to using only expected values (Uusitalo 2007, Aguilera et al. 2011). 
In a BBN, different predictor variables are connected in a graphical network in which 
relationships are commonly quantified by conditional probability tables (Pearl 1988), others 
use, for example, conditional Gaussian nodes (Lauritzen and Jensen 2001). The probability 
distribution of the child node is conditioned on the probability distributions of the given 
parent nodes (Pollino et al. 2007). New information of a parent node influences the 
probability of a certain state of the child node. Through the probabilistic representation in a 
BBN, uncertainty is integrated within the model (Stassopoulou et al. 1998). High uncertainty 
is typically modeled by a uniform distribution (Uusitalo 2007), which assigns equal 
probability to every possible value. 
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BBNs have been successfully applied in land change studies because they make it possible 
to combine quantitative and qualitative sources of knowledge (Thomas et al. 2005, Pollino 
et al. 2007), develop scenarios with varying states of influencing factors, intuitively interpret 
the model and its results (Aguilera et al. 2011), and include nonspatial and spatially explicit 
variables. For example, BBNs have been successfully used to analyze how characteristics of 
land managers affect land change in Scotland (Aalders 2008), create a decision support tool 
for rangeland management in Australia (Bashari et al. 2008), model land change decision-
making in China (Sun and Müller 2013), manage willows in a river catchment in Florida 
(Wilkinson et al. 2013), and identify trade-offs between the development and conservation 
of landscape in the United States (Mc Closkey et al. 2011). 
While the concept of uncertainty has received increasing attention and several studies 
address selected aspects of uncertainty in land change modeling, systematic approaches and 
quantification of uncertainty and the effects on the model’s outcome in land change modeling 
are rare. The aim of this article is therefore to contribute to this research field by using BBNs 
to explicitly address and quantify uncertainty in land change modeling as captured by a case 
study on deforestation in the Brazilian Amazon. More explicitly we want to answer the 
following questions: 
1) How can uncertainty in a BBN land change model be quantified? 
2) What contribution do the three eminent land change modeling steps (model structure, 
variable selection, and data preprocessing) have on the modelling uncertainty? 
3) How does the effect of uncertainty propagate throughout the modeling process and affect 
the accuracy of the model’s outcome? 
 
2 Materials and methods 
2.1 Study area and data 
We model deforestation in the states of Pará and Mato Grosso, both of which are located in 
the Brazilian Amazon (Figure II-1). The region contains 68 % of the total area that was 
deforested within the Brazilian Amazon between 1998 and 2011 (Instituto Nacional de 
Pesquisas Espaciais (INPE) 2013). In this study, we refer to land use and land cover change 
(land change) when we model deforestation. We use PRODES data (“Projeto de 
Monitoramento do Desmatamento na Amazônia Legal por Satélite” (Instituto Nacional de 
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Pesquisas Espaciais (INPE) 2013)) to assess the forest cover of a pixel in a certain time step. 
Subsequently, a deforested pixel can change into different land uses, such as pasture and soy 
production. 
We focus on the deforestation process from 2002 to 2005 because these years have 
comparable political and economic conditions (Fearnside 2008). Based on the PRODES 
data, we derive a binary output. Each pixel that represents forest in 2002 and 2005 is labeled 
with 0 (= forest persistence, 95.73 % of all pixels). Each pixel representing forest in 2002 
and non-forest in 2005 is labeled with 1 (= deforestation, 4.27 % of all pixels). Those pixels 
that show non-forest in 2002 remain without exception non-forested.  
 
 
Figure II-1: Study area 
 
Therefore, we exclude those pixels from the analysis. While there is no quantitative accuracy 
assessment of the PRODES data available, the “residuo” class of the data gives some 
evidence about misses (real change, but not detected in the data). The class quantifies the 
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amount of deforestation, which is detected in 2012, but occurred before and cannot be 
assigned to any year. This class has a fraction of 0.34 % of our study area. Despite the 
described weakness, PRODES data have been used as a convenient data source (Barona et 
al. 2010) and are widely used in deforestation studies (Aguiar et al. 2012). Therefore, we 
assume that the data have no large systematic errors. 
Based on a comprehensive literature review, we use a selection of demographic, economic, 
accessibility, planning, and biophysical variables as input for our deforestation models 
(Table II-1). To harmonize all the data to the same spatial resolution of 90 × 90 m pixel size, 
we apply different preprocessing steps. We disaggregate the demographic and economic data 
that were provided at the municipality level by assuming equal values for all pixels within 
one municipality. Population density is an exception and will be used later in the article to 
show possible consequences of data preprocessing on the modelled uncertainty. The 
accessibility variables are calculated using the Euclidean distance. Protected and indigenous 
areas are available in vector format; pixels located inside these areas are classified as 1, and 
pixels outside are categorized as 0. Economic areas are digitized and classified into six 
different classes describing the dominant economic activity based on Coy and Klingler 
(2008). Elevation and slope are acquired from a Shuttle Radar Topography Mission (SRTM) 
dataset. Original shape data of precipitation, temperature, and soil fertility are converted into 
the raster format with 90 × 90 m resolution. 
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Table II-1: Data 
 Variable (dimension) Time Source 
 Deforestation (0/1) 2002-2005 INPE 
D
em
og
ra
ph
ic
 
Population density (inhabitants/km²) 2000 IPEA 
Share of rural population (%) 2000 IPEA 
Population growth (%) 1996-2000 IPEA 
Ec
on
om
ic
 
Cattle density (Cattle/km2) 2002 IPEA 
GDP per capita (GDP/inhabitants) 2002 IPEA 
Agricultural GDP per capita (Agricultural 
GDP/inhabitants) 2002 IPEA 
Fraction farming/pasture (%) 1995 IBGE 
Fraction of farms > 1000 ha (%) 1995 IBGE 
Employment share agricultural sector (%) 2002 IBGE 
Employment share secondary sector (%) 2002 IBGE 
A
cc
es
si
bi
lit
y 
Distance to waterways (km) 2010 MT 
Distance to major roads (km) 2007 IBGE 
Distance to Sao Paulo (km) 2007 IBGE 
Distance to airports (km) 2010 MT 
Distance to ports (km) 2010 DNIT 
Sp
ec
ifi
c 
ar
ea
s Protected areas (0/1) 2002 MMA 
Indigenous areas (0/1) 2002 MMA 
Economic areas (categories: 0-5): no special 
region, soy production, sawmill, 
smallholder, large-scale cattle 
ranching, former mineral extraction 
2011 (Coy and Klingler 2008) 
B
io
ph
ys
ic
 
Elevation (m) 2007 SRTM 
Slope (%) 2007 SRTM 
Soil fertility (categories: 0-3) 2002 MMA 
Yearly average temperature (°C) 1961-1990 SISCOM IBAMA 
Yearly sum of average precipitation (mm) 1961-1990 MMA 
DNIT-Departamento Nacional de Infraestrutura de Transportes; IBGE-Instituto Brasileiro de Geografia e Estatística 
INPE-Instituto Nacional de Pesquisas Espacias; IPEA-Instituto de Pesquisa Econômica Aplicada 
MMA-Ministerio do Meio Ambiente; MT-Ministerio do Transportes 
SISCOM IBAMA-Sistema Compartilhado de Informações Ambientais do Instituto Brasileiro do Meio Ambiente e dos 
Recursos Naturais Renováveis; SRTM- Shuttle Radar Topography Mission 
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2.2 Land change modeling with BBNs 
To model land change with a BBN, the target (deforestation) and the explanatory variables 
(see Table II-1) are represented in the directed acyclic graph as nodes connected by edges 
following dependencies. One variable is conditionally dependent on a second variable if 
there is an edge from variable 2 to variable 1. A BBN graphically represents the joint 
probability distribution (P(X1,…,Xn); Equation II-1) over the given variables (Xi) (Pearl 
1988). The probability of a state of a given child node is quantified conditioned on the states 
of the parent nodes. 
 
II-1 ∏
=
=
n
i
iin XParentsXPXXP
1
1 ))((),...,(  
 
 
 
Figure II-2: Example of a graphical structure and conditional probability table of a simple BBN 
 
The example of a simple BBN in Figure II-2 illustrates the dependency of “deforestation” 
on “population density”, and “indigenous areas”, that is, these nodes are parent nodes of 
“deforestation”, which is the child node. The conditional probability table specifies the 
probability of deforestation given that the population density is “low”, “medium”, or “high”.  
We use deforestation from 2002 to 2005 as the target variable, and all other variables in Table 
II-1 as potential explanatory variables. The continuous variables are discretized into five 
classes with the same number of observations, whereas the nominal variables retain their 
original number of classes. We set up the model structure by combining expert knowledge 
and learning from data. Expert knowledge was derived through a systematic literature review 
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and by an expert survey to identify relevant drivers, the confidence in those drivers, and the 
causal relationship between variables within the specific study area. We choose this study 
area and the expert survey because of a close cooperation with the ongoing project 
CarBioCial (“Carbon sequestration, biodiversity, and social structures in Southern 
Amazonia”, see http://www.carbiocial.de) which focuses on sustainable land management 
and its effect on ecosystem services. The 15 experts who participated in the survey are from 
different scientific backgrounds such as land change modeling, political science, landscape 
ecology, and agriculture. They were asked to decide for each of the given pairs of model 
variables if one variable is dependent on the other. Additionally, they were asked to include 
a confidence value about their decision between 1 = uncertain and 3 = certain. Only those 
links between two variables which were identified with a high confidence by 80% of the 
experts (e.g., the link between population density and deforestation) are enforced in the 
model. Furthermore, we assume that no variable is dependent on the deforestation variable 
and hence constrained the structure to have no children of the deforestation node. 
The remaining dependencies are learned from the data using the statistical R package 
“bnlearn” (Scutari 2010) with the grow–shrink algorithm (Margaritis 2003), which is a 
constraint-based learning algorithm. Subsequently, we apply the Bayesian parameter 
estimation in R to learn the conditional probability tables. To calibrate our model, 5000 
random samples are selected. We choose a minimum distance of 500 m between the samples 
as a compromise between reducing effects of spatial correlation and having a sufficient 
amount of training data. We then predict deforestation spatially for the whole study area for 
the time period from 2002 to 2005. To assess the goodness of fit of our calibration, we 
randomly sample an additional set of 5000 different points. Figure II-3 summarizes the 
described modeling procedure.  
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Figure II-3: Methodical procedure for uncertainty analysis with BBNs 
 
2.3 Uncertainty analysis with BBNs 
We study uncertainty in the modeling process by focusing on the three modeling steps of 
model structure, variable selection, and data preprocessing. Moreover, we study the effects 
of these uncertainties on the model’s outcome accuracy, that is, on the known change. For 
assessing the uncertainty, we compare different model settings and calculate measures of 
uncertainty in each modeling step (Table II-2).  
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Table II-2: Uncertainty and accuracy assessment 
Modeling step Model settings Measurements for uncertainty and accuracy 
 
Quantifying uncertainty 
Model structure 100 different samples for data driven learning 
Structure uncertainty; 95 %-
confidence interval of mutual 
information (Pearl 1988) 
Variable selection 
Entire variable set vs. subset 
derived from stepwise BBN 
construction 
Mutual information (Pearl 1988) 
Data pre-processing 
Model with original 
population density data vs. 
model with disaggregated 
population density data 
Mutual information (Pearl 1988) 
Quantifying accuracy 
Model outcome 
Multiple model runs with 
different settings for variable 
selection and pre-processing 
simultaneously 
Total error, hits, misses, false 
alarms, allocation disagreement 
quantity disagreement (Pontius 
and Millones 2011), ROC (Mas 
et al. 2013) 
 
 
The structure of the model is used to represent the real-world problem. The uncertainty 
related to the model structure is highlighted as one (if not the) major source of uncertainty 
in modeling (Refsgaard et al. 2006, Warmink et al. 2010). We address this source by 
comparing different versions of the graphical structure of the model. We use 100 different 
randomly selected samples of data of the study area with each having a size of 5000 pixels. 
One sample is selected with replacement out of 10,000 given observations. The automated 
learning process described in the previous section is run on each of these 100 data samples, 
resulting in 100 different BBNs. Since the number of resulting possible model structures is 
very high (24! ∙ 2), we focus on comparing the most crucial variables for the “deforestation” 
variable. Therefore, we focus on the question whether a variable is a parent node of 
“deforestation” and thus directly influences “deforestation” or not. No structure uncertainty 
is included by variables which are either never or always a parent node of “deforestation”. 
In contrast, variables that are a parent node in some model runs and not in others lead to 
structure uncertainty. The fraction of the number of such uncertain nodes (Nun) to the total 
number of nodes (Ntot) in the calibrated BBN is used to quantify structure uncertainty (SU, 
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Equation II-2). The closer the value is to 1, the higher is the proportion of uncertain nodes 
and the structure uncertainty, respectively. 
 
II-2 𝑆𝑆𝑆𝑆 = 𝑁𝑁𝑢𝑢𝑢𝑢
𝑁𝑁𝑡𝑡𝑡𝑡𝑡𝑡
 
 
Another approach to measure model structure uncertainty is to calculate the variation of the 
reduced uncertainty of a given variable in different model runs. High differences in reducing 
the uncertainty by one variable are a hint for high structure uncertainty. Uncertainty in this 
context is measured with the Entropy function (H(X), see Equation II-3) (Pearl 1988). In the 
case of our binary dataset with two classes (deforestation/no deforestation) and a base of the 
logarithm of 2, entropy shows a maximum of 1 if both classes have the same probability of 
0.5. In contrast, entropy is at the minimum of 0 if one class has a probability of 1, and the 
other class has a probability of 0. The advantages of using entropy for the whole probability 
distribution are that it is interpreted intuitively and it needs less storage capacity (van der 
Wel 2000). Based on the entropy, the mutual information (MI(Y;X), see Equation II-4) (Pearl 
1988) can be calculated. It is the potential of a variable X to reduce the uncertainty in the 
target variable Y. The mutual information criterion ranges from 0 (X and Y are independent) 
to H(X) (=maximum mutual information). 
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where x and y are possible values of the random variables X and Y, respectively. 
The mutual information is then averaged over the 100 different BBNs based on the 100 
different samples. Subsequently, we compute the 95 % confidence interval of this criterion 
to account for the robustness in different BBNs. If the confidence interval is narrow, the 
reduced uncertainty will be similar in the different model runs; this is a hint for low model 
structure uncertainty. However, it is possible that different structures have the same mutual 
information. The application of constraint-based learning algorithms such as the grow–
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shrink algorithm commonly delivers independence statements which can be satisfied by 
different BBNs (Margaritis 2003). 
We analyze uncertainty related to variable selection by comparing BBNs using the entire 
set of available variables to BBNs applying stepwise structure learning. The stepwise 
structure learning is applied by iteratively running the learning process: (1) Initialize the 
structure learning by selecting all variables. (2) Run the learning algorithm on the current set 
of variables. (3) If all variables have a mutual information greater than 0.01 % of the 
maximum mutual information, stop and report the current model. Otherwise, continue with 
Step 4. (4) Remove the variable with the lowest mutual information and go to 2. 
We analyze these reduced networks again with sensitivity analysis and compare the results 
to BBNs constructed with the full set of available variables.  
Uncertainty linked to data preprocessing is studied by focusing on disaggregating population 
data originally acquired on the municipality level with sizes of municipalities ranging up to 
160,000 km2. In many land change studies, uncertainty is assumed to be reduced by the 
disaggregation of spatial data; however, verifications are rare (e.g. Goerlich and Cantarino 
2013). In particular, population data are frequently a limiting factor in land change studies 
because its availability is limited to large administrative areas (Gallego 2010). At the same 
time, population is stressed as an influencing variable on deforestation in this region 
(Laurance et al. 2002), as well as by our expert survey. To test the effect of disaggregation, 
we first exclude areas covered by water bodies and then use nighttime light data (National 
Geophysical Data Center 2013) to spatially allocate population density dependent on the 
distance to nighttime lights, assuming that population density decreases linearly with 
increasing distances to nighttime lights. We therefore calculate the Euclidean distance to the 
nearest pixel with an average light intensity value above 0. We then run and compare the 
BBNs with original population density data with disaggregated data by using the mutual 
information. 
Finally, the effects of the different sources of uncertainty on the model outcome are analyzed 
by simultaneously using the different settings of the three modeling steps. We investigate 
whether a different amount of uncertainty substantially influences the accuracy of the model 
outcome. An accuracy assessment of the modeling results is possible because reference data 
are available. To calculate the accuracy, the modeled probabilities of “deforestation” are 
transferred into binary outcomes. We assume that every pixel with a probability of change 
below 50 % remains forest, whereas the remaining pixels change to non-forest. 
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Subsequently, modeled change and real change are compared using the metrics derived from 
the confusion matrix, which include hits (modeled as change and change in real map), misses 
(modeled as no change and change in real map), and false alarms (modeled as change and 
no change in real map). This approach allows us to differentiate the fraction of errors 
attributable to a wrong number of pixels assigned to a land change class (quantity 
disagreement (QD, see Equation II-5) from the fraction of errors due to incorrect spatial 
allocation (allocation disagreement (AD), see Equation II-6) (Pontius and Millones 2011). 
The highest possible error is equal the number of pixels in the study area, if every pixel is 
wrongly assigned, and the lowest possible error is 0. By dividing the errors by the number 
of pixels in the study area, we derive the errors in percentages. 
 
II-5 𝑄𝑄𝑄𝑄 =  𝑎𝑎𝑎𝑎𝑎𝑎(𝑀𝑀 –  𝐹𝐹𝐹𝐹) 
II-6 𝐹𝐹𝑄𝑄 =  2 ·  𝑚𝑚𝑚𝑚𝑚𝑚(𝑀𝑀;  𝐹𝐹𝐹𝐹) 
 
where M is the number of misses, FA is the number of false alarms, abs is the absolute value, 
and min is the minimum value. 
We then calculate the ROC curve which is an accuracy measure taking different choices of 
a threshold into account. It is a graphical plot which compares continuous values, such as 
the probabilities of land change, with true categorical values (Mas et al. 2013). The ROC 
curve allows the investigation of whether real change pixels are concentrated on modeled 
pixels with a relatively high probability. The relationship is quantified following Mas et al. 
(2013). 
 
3 Results 
The results of the analysis of uncertainty associated with the model structure are shown in 
Figure II-4. Apart from “population density”, which is included a priori as a parent node of 
“deforestation”, the variable “indigenous areas” is identified as a parent node in every model 
run. That means uncertainty associated with the influence of indigenous areas on 
deforestation is very low. Where indigenous areas exist, deforestation is certainly lower. 
“Distance to waterways”, “elevation”, “distance to Sao Paulo”, and “cattle density” represent 
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parent nodes in 6-47 % of the 100 samples. This means that for those uncertain nodes we 
cannot clearly state if one of them directly influences the land change variable. The other 
variables are never identified as a direct parent so that with low uncertainty we can exclude 
them from explaining deforestation in our deforestation model. The fraction of uncertain 
nodes to all nodes as a measure of structure uncertainty is 17.39 %. The standard deviation 
of the mutual information supports the findings about the uncertainty of the model structure. 
The uncertain nodes have the highest variation. In some model runs, they have a high 
potential to reduce uncertainty, whereas in some runs the potential is low. 
The analysis of the uncertainty related to variable selection shows that the uncertainty 
reduction as calculated by the mutual information criterion is more concentrated on fewer 
variables following the stepwise construction of the BBN (Figure II-5). Additionally, the 
stepwise learning process leads to a higher overall reduction of uncertainty compared to 
structure learning using the entire set of variables (23.72 % vs. 21.07 % of the maximum 
mutual information). 
 
 
Figure II-4: Structure uncertainty for the 10 variables with the highest average mutual information 
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Figure II-5: Reduced uncertainty of model variables for different variable selections 
 
The uncertainty analysis of data preprocessing is based on a comparison between model 
runs using original population density data on the municipality level and disaggregated 
population density data (Figure II-6). Including the disaggregated data leads to less reduction 
of uncertainty compared to including original data. Regarding the approach of stepwise net 
construction, for example, the mutual information is 0.59 % versus 2.54 % by comparing the 
effects of disaggregated versus original data. 
The simultaneous effect of the different uncertainty sources for various model settings is 
presented in Figure II-7. Structure uncertainty, indicated by the SU-bar, decreases through 
the stepwise net construction approach and when using disaggregated population density 
data. At the same time, the accumulated average mutual information of all variables 
increases. The reduction in the overall uncertainty is higher. Therefore, this measure 
indicates the same tendency as the SU-bar. 
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Figure II-6: Uncertainty due to data preprocessing 
 
 
Figure II-7: Uncertainty and accuracy 
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Analyzing the effects of the different uncertainty sources on the modeling outcome accuracy 
shows that the ratio of quantity disagreement to allocation disagreement varies only slightly 
among the three sources of uncertainty (Figure II-7). The ratio is determined by the number 
of misses and false alarms. The number of false alarms is substantially higher, independent 
of the model settings. Therefore, most of the error is due to quantity disagreement. However, 
the total error (misses + false alarms) exhibits considerable variation. The lowest total error 
(21.16 %) and the lowest rate of false alarms (19.94 %) are detected by using a subset of 
variables, and by including disaggregated population density data. For this model setting, no 
structure uncertainty given by the number of uncertain nodes is calculated. Additionally, the 
highest reduction of uncertainty given by the mean accumulated mutual information is 
measured (31.35 %). The fraction of hits has similar values of between 2.85 % and 3.05 % 
dependent on the different model settings. 
Since we assume that every pixel with a probability above 50 % is predicted as deforestation 
pixel, a total of 23.01 % of the pixels are modeled as deforestation, whereas 4.29 % are 
classified as deforested in the reference data. The difference between modelled deforestation 
and real deforestation leads to a high fraction of quantity disagreement. Figure II-8 points 
out that the areas with probabilities above 50 % are larger in comparison to the real change 
in Figure II-1. At the same time, the map shows a good spatial match between modeled and 
real deforestation. The ROC curve in Figure II-9 emphasizes the relationship that real change 
pixels are concentrated on modeled pixels with a high probability. The bold marked point 
symbolizes the 12.5 % fraction of all pixels with the highest probability. The true positive 
rate related to this point is 0.33 in comparison to the false positive rate of 0.11. The point is 
above the diagonal representing a random model. The detected errors of the land change 
model are slightly spatially correlated (Moran’s I of 0.21). 
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Figure II-8: Spatial distribution of modeled probabilities 
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Figure II-9: Receiver operating characteristic of modeled deforestation from 2002 to 2005; AUC-area under 
the curve 
 
4 Discussion 
This work presents a systematic approach for addressing and quantifying uncertainty in land 
change modeling using BBNs. We select the three essential modeling steps of model 
structure definition, variable selection, and data preprocessing. We therefore expand earlier 
studies that focus on a single step (Crosetto et al. 2001, Pontius 2002). Additionally, we 
analyze the effect of uncertainty on outcome accuracy. 
We evaluate BBNs as a suitable approach to investigate uncertainties in land change 
modeling (Research Question 1). Uncertainty from data and experts can be integrated 
(Bromley 2005), which is one major reason why they are increasingly applied in 
environmental modeling (Aguilera et al. 2011). The probabilistic relationships between 
variables are intuitively interpretable and express a degree of uncertainty. The probability 
distribution of the target node conditioned on the states of the input nodes is additionally 
calculated. Therefore, certain and uncertain land change in spatial areas can be identified. In 
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comparison to the widely applied ordinary least squares regression analysis, BBNs can 
include uncertain prior information (Fenton and Neil 2012). Thus, BBNs are suitable for 
dealing with incomplete or missing data by using this prior information, which itself reflects 
the state of knowledge before any analysis is done (Uusitalo 2007). However, one challenge 
of BBNs may be large conditional probability tables through a variety of parent variables of 
a certain node. One way to avoid this effect was suggested by following the guidelines of 
Marcot et al. (2006) or by Boutilier et al. (1996) who use context-specific independence. 
Once a BBN is compiled, it delivers fast responses to scenario or “what-if” analysis (Uusitalo 
2007). We can directly explore the consequences for the target node once an observed node 
is fixed at a certain state. Identifying the uncertainty contribution of different sources is 
therefore a straightforward task. The uncertainty analysis with the BBN approach is done in 
a spatial context. Relationships in complex human-environment interactions are not 
necessarily constant in an entire study area (Fotheringham et al. 2002). Our study addresses 
spatially varying relationships by using nodes representing geographic subareas. These 
nodes are “protected areas”, “indigenous areas”, and “economic areas”. Spatial interactions, 
however, have up to now hardly been addressed by BBNs (Duespohl et al. 2012). The degree 
of autocorrelation of spatial data is one indicator of these interactions. The calculated 
Moran’s I of the modeled errors points out a slight amount of spatial correlation. One 
possibility to further address this issue could be by means of graphical models with 
undirected arcs; however, exact inference is not possible in that case (Laskey et al. 2010). 
To answer our second research question (what contribution different modeling steps have on 
the modeling uncertainty), we focus on the three eminent land change modelling steps of 
model structure, variable selection, and data preprocessing. We suggest one approach to 
quantify structure uncertainty by means of BBNs and uncertain nodes. Our findings show 
that the amount of structure uncertainty is strongly dependent on the different model settings. 
However, the results additionally imply that most of the model variables are either always 
or never a parent node of land change in different model runs, which means that we assign 
no structure uncertainty regarding those variables. Instead, uncertainty is associated with the 
remaining variables. This is also reflected in the wider confidence interval of the mutual 
information criterion, because these variables are part of the model structure which may or 
may not influence land change. These variables are uncertain nodes. Other nodes that are not 
parent nodes could also include structure uncertainty because they can influence land change 
when no information about the parent nodes is given. Furthermore, we consider the effect of 
changing the states of one variable when we calculate the mutual information. Varying 
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different variables simultaneously could give additional insights. The confidence interval of 
the mutual information should serve as additional information describing structure 
uncertainty. Structure uncertainty is still possible when receiving the same mutual 
information because of different BBNs which can satisfy the same independence constrains. 
Nevertheless, we think that the chosen measures are a good compromise between the 
complexity of measuring different structures and the substance of the measures. From our 
study, we suggest to consider the two measures complementarily. Through the probabilistic 
representation of the model structure, we are able to expand earlier studies that qualitatively 
describe and stress uncertainty associated with model structure (Refsgaard et al. 2006) and 
can offer quantitative information for better dealing with uncertainty and risk (Uusitalo 
2007). 
We compare models with the full set of available variables with models based on a reduced 
set of variables derived by a stepwise model construction to analyze input uncertainty related 
to variable selection. Results indicate that the reduction in uncertainty is higher for the more 
important variables and marginally lower for the less important variables if we consider the 
models with a reduced subset. The reduction of uncertainty measured by the mutual 
information criterion is more unequally distributed in favor of about one-third of the 
variables. The uncertainty related to all variables is difficult to assign to a certain factor if all 
potential variables are included in the model. More variables do not necessarily lead to a 
decrease of uncertainty. These results also support the finding of Walker et al. (2003) that 
different sources of uncertainty are interrelated. While additional model variables may 
reduce uncertainty through additional information, they may also increase model structure 
uncertainty (Ascough II et al. 2008). 
We investigate input uncertainty related to the data preprocessing using the population 
density data as an exemplar. The disaggregated data lead to a lower reduction of uncertainty 
in comparison with the population density data, assuming equal values within the same 
municipality. We expect the disaggregated alternative to be a superior predictor if the local 
population in the direct neighborhood is predominantly responsible for deforestation. One 
potential reason for this counterintuitive result arises, when the population in the entire 
region indirectly influences deforestation. In that case, the original data might lead to better 
results. This indicates that a more complex model does not necessarily reduce uncertainty. 
We cannot rule out the possibility that disaggregating other drivers or taking a nonlinear 
decay function for population density may lead to an additional reduction of uncertainty. 
However, we can assess the aim to quantify the importance of a preprocessing step.  
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Our results show that uncertainty propagates throughout the modeling process and 
substantially influences the outcome error (Research Question 3). Additionally, the different 
uncertainty sources influence each other. Structure uncertainty is reduced by using fewer 
variables and disaggregated population density data, while the sum of reduced uncertainty 
increases. Less structure uncertainty also leads to less input uncertainty in our case study. In 
other words, parsimonious models may often be the preferred choice when the aim is to 
reduce outcome uncertainty in the land change model. Regarding the real implications of 
these uncertainty sources on the model’s accuracy, we see the lowest total error when the 
structure and input uncertainty are the lowest. We can also show how the different 
uncertainty sources influence the composition of the error. In this study, independent of the 
level of uncertainty, the difference between misses and false alarms remains high. The 
different models predict substantially more deforestation than accounted for in the reference 
map. Therefore, quantity disagreement is the dominant contributor to the overall error. We 
use a probability of 50 % as the threshold to decide if a pixel will be assigned into the class 
“no change” or “change”. We use a threshold to enable the application of the accuracy 
measures quantity disagreement and allocation disagreement. We are aware of the problem 
that another threshold could lead to other accuracy results. Therefore, future work will 
address how to use probabilities instead of a crisp classification to address errors due to an 
incorrect quantity and spatial allocation. 
Our model is predominately developed to predict land change spatially. Therefore, all 
uncertainty investigations are done for this calibration step. Future work will address 
uncertainty in temporal land change predictions. In our study, however, we are able to show 
that different steps in the modeling process potentially influence the degree of uncertainty 
and the effects on the model outcome. Early steps such as formulating the model’s structure 
broadly define the frame of the land change model, whereas subsequent steps refine the 
model. Therefore, early steps have a greater potential to include uncertainty and to influence 
the modeling results. Moreover, we confirm the findings of von Krayer von Krauss et al. 
(2006), who show that each modeling step depends on the steps preceding it, and that such 
a dependency may include unexpected complexities. Quantifying the uncertainty effects may 
be a helpful initial step toward developing adequate methods to deal with these dependencies. 
The quantification of uncertainty that is associated with our land change model and its results 
has shown to add important information for interpreting the applicability and reliability of 
the resulting maps. For the deforestation process in the Brazilian Amazon, we identified the 
variable “indigenous areas” which directly influences deforestation without any structure 
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uncertainty. Our findings hence confirm earlier studies of de Espindola et al. (2012) and 
Soares-Filho et al. (2006). Furthermore, “population density”, which is connected as a parent 
node of deforestation by means of expert knowledge, is identified as an important driver of 
deforestation associated with low uncertainty. “Distance to water ways” and “distance to Sao 
Paulo” are additional crucial drivers of deforestation in a large share of model runs. They 
represent accessibility variables which indicate that easily reachable areas are prone to 
deforestation. However, we are not completely certain about their influence on deforestation, 
because these variables are uncertain nodes. A clearer picture could motivate political 
decision-makers to enforce the constitution of protected areas in these locations to avoid 
further deforestation. Our results, hence, confirm the ambiguity of the effect of distance to 
infrastructure on deforestation that was also highlighted by the findings of de Espindola et 
al. (2012). They showed as well that easily accessible areas are more likely to be deforested 
(“distance to roads” is a major driver); however, that “distance to rivers” is less relevant. In 
addition, our study identified several variables which have a low influence on deforestation 
with a low structure uncertainty as well, such as “distance to roads”, “GDP per capita”, and 
“Slope”. “Distance to roads” is the variable of this set, which is mentioned as an important 
driver of deforestation in other studies (Aguiar et al. 2007). However, the interpretation of 
the association between the distance to roads and deforestation remains difficult because of 
the potential problem of endogeneity.  
Concerning the reliability of the overall model, we are relatively certain about the location 
which is close to previously deforested areas, but uncertain about the correct quantity of land 
change. In other words, we know which pixels are highly susceptible for deforestation, but 
we do not know the real amount which is highly dependent on global variables. The derived 
information about the uncertainty associated with the model of deforestation in the Brazilian 
Amazon adds important information for decision-makers and stakeholders. On the one hand, 
we know with a high certainty which areas are prone to deforestation, and therefore we can 
allocate ecological threats. On the other hand, we can evaluate which drivers are important 
for the deforestation process and show a low uncertainty. Incentives which try to reduce 
deforestation should especially consider these drivers. In contrast, potential drivers with a 
high uncertainty should be further analyzed. Moreover, a high uncertainty in the model 
outcome that includes an analysis of the uncertainty associated with the different modeling 
steps helps to effectively improve the land change model and therefore its results. In a next 
step, we can use the calibrated model with the known values of associated uncertainty to 
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predict different future development paths of deforestation by including different 
delineations of indigenous areas, for example. 
 
5 Conclusions 
In this article, we show that BBNs are a versatile method both for modeling land change and 
for explicitly addressing different sources of uncertainty in land change modeling and their 
effects on the accuracy of the model’s outcome. Moreover, we suggest a set of measures to 
quantify uncertainty by using the mutual information criterion and the number of uncertain 
nodes in a BBN. Additionally, accuracy of the modeling outcome is assessed by different 
indices. Our BBN-based uncertainty framework is a beneficial contribution for dealing with 
uncertainty in the land change modeling community, where systematic concepts are rare. 
Our study does not end at the quantification of uncertainty; we also investigate whether this 
uncertainty has real implications on the measurable accuracy of the modeling outcome. We 
focus our analysis on three different sources of uncertainty, which should not imply that no 
other sources can potentially have a substantial influence. We choose these three sources to 
cover the most frequently mentioned challenges in previous land change modeling studies. 
Our land change model analyzes deforestation in the Brazilian Amazon. Here, uncertainty is 
a substantial factor, stemming both from unknown and informal processes that lead to 
deforestation, as well as a data pool that is partially limited regarding its accuracy and 
spatiotemporal resolution. We suggest further testing of our approach in other case studies, 
since uncertainty is omnipresent in land change modeling. 
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Abstract 
Land change models are frequently used to analyze current land change processes and 
possible future developments. However, the outcome of such models is accompanied by 
uncertainties that have to be taken into account in order to address their reliability for science 
and decision-making. While a range of approaches exist that quantify the disagreement of 
land change maps, the quantification of uncertainty remains a major challenge. The aim of 
this paper is therefore to reveal uncertainties in land change modeling by developing two 
measures: quantity uncertainty and allocation uncertainty. We choose a Bayesian Belief 
Network modeling approach for deforestation in Brazil to develop and apply the two 
measures to the resulting probability surface. Quantity uncertainty describes the uncertainty 
about the correct number of cells in a land change map assigned to different land change 
categories and allocation uncertainty expresses the uncertainty about the correct spatial 
placement of a cell in the land change map. Thus, uncertainty can be quantified even in those 
cases where no reference data exist. Informing about uncertainty in probabilistic outcomes 
may be an important asset when land change projections are being used in science and 
decision-making and moreover, they may also be further evaluated for other spatial 
applications. 
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1 Introduction 
Most of the Earth surface has been altered by human activities such as agricultural expansion, 
deforestation or urbanization (Foley et al. 2005). Scientists and decision-makers strive to 
understand the underlying processes and impacts of these land use and land cover change 
(land change) processes. Therefore, different techniques (Pontius et al. 2008; Kim 2010; 
Brown et al. 2013; Tayyebi, A. et al. 2014) of land change modeling have been developed 
that aim to identify important drivers of land change (e.g. Lakes et al. 2009; Müller et al. 
2012; Gollnow and Lakes 2014), simulate likely future developments based on scenarios 
(e.g. Verburg et al. 2002; Asselen and Verburg 2013) and provide insights for decision-
making by informing about policy impacts (e.g. Schaldach et al. 2013). To avoid misleading 
interpretations, information about the reliability of land change model outcomes is of utmost 
interest (Tayyebi, A.H. et al. 2014). 
One common outcome of a land change model is a map which indicates areas where the 
process of change is likely. A specific value is assigned to every pixel in such an outcome 
map which frequently represents a propensity or probability of change (e.g. Mas et al. 2014). 
Propensity values express the chance of land change at a specific location in the grid in 
relation to other cells; they do not inform about the quantity of change. In comparison, the 
quantity of change is implied in the probabilities. Most often the continuous outcome values 
are assigned into different classes, e.g. “change” and “persistence”. 
To assess the accuracy of such modeling outcomes, a variety of measures have been 
developed to determine the agreement and disagreement of modeled land change by 
comparing expected with observed land change. Most of these measures are based on the 
confusion matrix, which compares modeled land change with land change in the reference 
data (see for example Olofsson et al. 2014 for detailed recommendations about using the 
confusion matrix to assess the accuracy of remote-sensing derived land change maps). The 
most commonly used measure derived from this matrix is the overall accuracy, i.e. the ratio 
between all correctly classified pixels and the total number of pixels. The user’s and 
producer’s accuracy are also widely established. The user’s accuracy gives the ratio between 
the correctly classified pixels of one class and the total number of classified pixels in this 
class. In comparison, the producer’s accuracy is the ratio between the correctly classified 
pixels in a specific class and the total number of pixels in this class in the reference data. An 
additionally widely applied measure is the Kappa coefficient (Cohen 1960), which quantifies 
the accuracy in relation to the expected agreement. The Fuzzy Kappa (Hagen 2003) extends 
this concept by considering spatial fuzziness and fuzziness between different land change 
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categories. An enhancement of the Fuzzy Kappa coefficient has been developed which 
includes the consideration of spatial autocorrelation (Hagen-Zanker 2009). Pontius (2000) 
developed two measures based on the original Kappa coefficient which represent an early 
attempt to differentiate between the different accuracy components of the correct location 
and the correct quantity of land change pixels. In a later study, Pontius et al. (2008) suggested 
similar separations of the overall disagreement. Pontius and Millones (2011) claimed that 
these measures should be used instead of the Kappa, mainly because Kappa uses a random 
baseline, which is not a realistic one in the majority of case studies. Van Vliet et al. (2011, 
2013) addressed this issue by the correction of the Kappa for the size of the land change 
classes. The receiver operating characteristic (ROC) is another measure which uses a random 
baseline as a reference comparison; however, it takes different possible class sizes into 
account. The graphical plot compares continuous values, such as the propensity of land 
change, with true categorical values (e.g. Mas et al. 2013). The Y-axis of the plot gives the 
rate of correctly classified pixels (true positives) for various threshold levels, whereas the X-
axis illustrates the rate of false alarms (false positives). To summarize the ROC, the area 
under the curve (AUC) is frequently calculated (e.g. Lakes et al. 2009). Lobo et al. (2008) 
summarized some problems that occur when only this value is given and in a recent article 
Pontius and Parmentier (2014) developed some additional recommendations for the 
interpretation of the ROC curve. Apart from the separation of the disagreement into quantity 
and spatial components, some accuracy studies specifically address the spatial variation of 
accuracies. Foody (2005) measured accuracies of different subregions and different thematic 
classes. Other studies used the Geographically Weighted Regression approach to present a 
spatial accuracy distribution (Comber et al. 2012; Comber 2013). They estimated a spatially 
explicit accuracy value as a function of the two-dimensional space. 
The limitation of each of the measures outlined above is that they require reference data 
representing the real land change. Therefore, they cannot inform about accuracies of land 
change modeling outcomes for future time steps when no reference data is available. 
However, to be able to assess the goodness of the modeling results, the concept of uncertainty 
can be explored. Uncertainty represents “any departure from the unachievable ideal of 
complete determinism” (Walker et al. 2003). This implies that a true value exists; however, 
the value is not known or is uncertain. Two general approaches are frequently applied to 
describe the true value under uncertainty: either a delimitation of the existing space likely 
containing the true value, or the probability distribution (e.g. Laskey et al. 2010; Mc Closkey 
et al. 2011) assigning a probability of being the true value to every possible value, is given. 
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The first approach can be implemented by giving the standard deviation, confidence interval, 
range, coefficient of variation or significance level (Gopal 2009; Malizia 2013). For the 
second approach, the probability distribution can be compressed to the entropy measure 
(Shannon and Weaver 1949), which is an uncertainty measure originating from information 
theory (van der Wel 2000). A variable with an equal probability of all states has a high 
uncertainty. In the case of a binary variable, a probability of 0.5 for both states leads to the 
maximum uncertainty represented by the entropy measure. The quadratic score (Glasziou 
and Hilden 1989) is an uncertainty measure similar to the entropy measure (van der Wel 
2000). Another alternative is to use the whole probability distribution for the uncertainty 
analysis. For example, Sangermano et al. (2012) compared the distribution of continuous 
probability values in areas of change and areas of persistence. 
Several land change studies addressed and quantified the accuracy of the modeling outcomes 
for the processes under investigation, such as deforestation, the land change process 
considered in this study. Kim (2010) compared different land change models in terms of their 
usability in predicting deforestation processes in a part of Bolivia. The author used accuracy 
measures based on the confusion matrix. Sangermano et al. (2012) used the AUC value to 
show the importance of different explanatory variables for deforestation in the same country. 
Mas et al. (2014) reviewed different land change models. They analyzed the outcome of four 
widely-used modeling software packages for a virtual deforestation case study. Similar to 
this study, they included the continuous model output as well as the classified land change 
maps in their comparison. Pontius et al. (2007) evaluated the output of a land change model 
in a part of the Amazon basin by means of spatial and quantity disagreement measures. This 
case study is similar to the area used in this article. Sloan and Pelletier (2012) performed a 
similar division of the overall disagreement for a national deforestation study in Panama. 
As outlined above, there are several measures available to characterize the agreement and 
disagreement in terms of spatial and quantity components. However, to our knowledge, no 
similar study has been undertaken to separate the uncertainty based on probabilistic data, 
which is an important challenge in spatially explicit land change modeling. The aim of this 
article is therefore to develop uncertainty measures for land change probability surfaces 
which differentiate between uncertainty of the correct quantity of a land change category and 
uncertainty of the spatial allocation of such a category. Moreover, we analyze the relationship 
in terms of a bivariate correlation between the proposed uncertainty and established 
disagreement measures, i.e. is high uncertainty associated with high disagreement? An 
existing relationship allows reasoning about the future reliability of land change models 
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when only the calculated uncertainty exists. We develop and test our measures for 
deforestation modeling using Bayesian Belief Networks (BBNs) in Brazil. 
 
2 Data and Methods 
We first introduce our case study and then the selected land change modeling approach of 
Bayesian Belief Networks. Since many land change modeling techniques produce 
propensities of change instead probabilities as an outcome, we convert these propensities 
into probabilities. For the resulting probability surfaces, we develop measures to describe 
the quantity uncertainty and the allocation uncertainty. Finally, we compare these values with 
established measures of disagreement (Pontius and Millones 2011). The methods described 
in this article are applicable for land change modeling techniques that return a propensity or 
probability surface of binary land change, i.e. “change” and “persistence”. 
 
2.1 Study area 
We develop and test our approach using a deforestation case study the Brazilian Amazon 
which is a hotspot of deforestation (de Espindola et al. 2012). In 2006, the accumulated 
deforested area in Brazil reached 17.8 % of the original forested area (Fearnside 2008). The 
study region is located in the two Brazilian states Pará and Mato Grosso and comprises 51 
municipalities (Figure III-1). The region covers an area of 668,393 km2 with forest as the 
main land cover type in 2002 (78 %). Between 2002 and 2005, 4.14 % of the forested land 
was deforested while no forest gain was detected in the PRODES input data (Instituto 
Nacional de Pesquisas Espaciais (INPE) 2013). Based on a thorough literature review, we 
select a set of 23 explanatory variables from socioeconomic, biophysical, political, and 
accessibility measures known to influence deforestation (Laurance et al. 2002; Coy and 
Klingler 2008; Araujo et al. 2009; Walker et al. 2009; Celentano et al. 2012; de Espindola 
et al. 2012) (Table II-1). Since we choose this case study experiment to illustrate the 
application of the uncertainty measures, we do not explain the selection of data in detail but 
instead refer to (Krüger and Lakes 2014). 
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Figure III-1: Study area 
 
2.2 Land Change Modeling with Bayesian Belief Networks 
We use a Bayesian Belief Network (Pearl 1988) to model deforestation in the case study 
region. A BBN is a graphical representation of conditional dependencies between nodes or, 
in other words, model variables which are quantified by conditional probability tables. It 
represents the joint probability distribution (P(X1,…,Xn)) of the given model variables (Xi) 
(Equation III-1). The probabilities of the two states “change” and “persistence” of the land 
change variable are based on the states on the parent nodes, which represent explanatory 
variables. 
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To develop a BBN, two major steps have to be performed: 1) defining the structure, i.e. 
where and in which direction do links between the given variables exist, and 2) defining the 
shape of the probability distribution. Both steps can be completed through the use of expert 
knowledge or data driven. BBNs have already been successfully applied in land change 
studies (e.g. Peter et al. 2009; Kocabas and Dragicevic 2013, Sun and Müller 2013). 
Advantages of using BBNs are, e.g., the representation of uncertainty by means of 
probabilities, the possible reasoning from causes to effects or from effects to causes, the 
intuitive graphical representation of dependencies, the possible integration of expert 
knowledge and empirical data, the possibility to deal with missing or incomplete data, and 
the incorporation of non-linear relationships and correlations between explanatory variables 
(Aguilera et al. 2011; Kocabas and Dragicevic 2013). 
We use the R package bnlearn (Scutari 2010) to model land change. For the calibration of 
our model we select a stratified sample of 10,000 pixels (90x90m resolution) of the target 
dataset (binary: deforestation yes/no between 2002-2005) and the explanatory dataset (23 
variables). After completing a set of test runs with different sample sizes, we chose 10,000 
pixels as a compromise between a computational efficiency and a sufficient amount of 
training data. Special economic areas are included as an explanatory variable (Coy and 
Klingler 2008: soy production, small scale farming, cattle ranching, mining or wood 
processing as dominant economic sectors) and reflect the spatial heterogeneity which is often 
a challenge in land change science (Fotheringham et al. 2002). The calibrated BBN is applied 
to model land change for the whole study area for the same time period 2002-2005, except 
for the 10,000 pixels, which are used for the calibration. The outcome of the model gives 
probabilities which indicate where deforestation in the study region is more likely. By means 
of the real change data, the amount of land change pixels can be specified. This is necessary 
to obtain a hard classification of the land change model output (as described below). The 
modeling strategy is done for the interpolation of land change in space. However, the 
uncertainty concepts are applicable in past, present and future modeling time steps. 
Additionally, more complex models are imaginable. However, we try to keep the modeling 
approach reasonable and easy to follow. This approach supports the focus on how to measure 
uncertainty. 
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2.3 From Propensities to Probabilities 
By means of the BBN-model, we derive propensities for the different transitions of the land 
change variable. We aim to use the probability of the modeled land change in each cell to 
calculate the uncertainty about the real land change. A value of 0 implies absolute certainty 
that no land change will occur, 1 implies absolute certainty that land change will occur and 
0.5 represents the maximum uncertainty about land change. The higher the difference to 0.5 
is, the higher the certainty about the real land change class is. 
Classifying all pixels with a propensity greater or equal 0.5 into the first class and the other 
pixels into the second class does not necessarily lead to a realistic proportion of these classes 
in the final land change map. If events are rare, it is possible that no pixel reaches a value 
above 0.5 even though some events exist (Marcot et al. 2006). 
Propensity values express only the chance of land change at the specific location in the grid 
in relation to other cells and do not inform about the quantity of change. A propensity above 
0.5 does not mean that “change” is more probable than “persistence”. To transfer a surface 
of continuous propensity values into a crisp classification of land change transitions we need 
to know the amount of change. Most frequently, the amount of change is defined externally 
from the model and then those pixels with the highest propensity values are classified as 
change pixels (Verburg and Veldkamp 2004; Müller et al. 2012). In our case, we derive the 
probabilities by means of the quantity of land change detected in the reference data. 
We transfer the propensities into probabilities following Pontius and Batchu (2003). The 
logic behind these calculations is as follows: The threshold will be reduced to 0.5 if the 
original propensity threshold is above 0.5. The range of propensity values above 0.5 is 
stretched to fit the probabilities of 0.5 to 1. The range of propensity values below 0.5 is 
adjusted to the probabilities of 0 to 0.5. Every propensity value above/below the threshold is 
multiplied with the same factor to stretch/adjust the range of propensity values. The 
calculations are vice versa if the original propensity threshold is below 0.5. 
Figure III-2 shows one example where we assume a quantity of 20 % of change. Point P1 
depicts that 80 % of all pixels have a propensity up to 0.8. Therefore, 20 % of the pixels 
should have a probability above 0.5 and 80 % of the pixels should have a probability below 
0.5. After applying the mathematical transformation, point P2 originates from point P1.  
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Figure III-2: Transferring propensities to probabilities (The gray and black graphs represent the propensity and 
probability dependent on the defined quantity of change pixels up to this value) 
 
2.4 Quantifying Uncertainty 
We develop our uncertainty measures for the probability surface following the disagreement 
approach of Pontius and Millones (2011) who divided the total disagreement (TD) of a 
categorical map, such as a land change map, into quantity disagreement (QD) and allocation 
disagreement (AD). The total disagreement is the sum of quantity and allocation 
disagreement. The equations are: 
 
III-2 𝑇𝑇𝑄𝑄 = 𝑀𝑀 + 𝐹𝐹𝐹𝐹 = 𝑄𝑄𝑄𝑄 + 𝐹𝐹𝑄𝑄 
III-3 𝑄𝑄𝑄𝑄 = 𝑎𝑎𝑎𝑎𝑎𝑎(𝑀𝑀 − 𝐹𝐹𝐹𝐹) 
III-4 𝐹𝐹𝑄𝑄 = 2 ∙ min (𝑀𝑀;𝐹𝐹𝐹𝐹) 
 
where TD = total disagreement, QD = quantity disagreement, AD = allocation disagreement, 
FA = proportion of false alarms (“change” in the prediction map and “persistence” in the 
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reference map) within the total number of modeled pixels, and M = proportion of misses 
(“persistence” in the prediction map and “change” in the reference map) within the whole 
number of modeled pixels. 
A crisp model outcome is compared to reference data. Every difference between these two 
maps is either a miss (“persistence” in the model outcome and “change” in the reference 
data) or a false alarm (“change” in the model outcome and “persistence” in the reference 
data). These differences are used to calculate the disagreement measures. Table III-1 gives a 
simple example of how to calculate the quantity, allocation and total disagreement for two 3 
x 3 pixel maps.  
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Table III-1: Disagreement vs. uncertainty 
 
Quantifying the disagreement  
(Pontius and Millones 2011) 
Quantifying the uncertainty  
(this paper) 
Definition 
The true value is known. The 
disagreement is the difference to this 
value, i.e. it is 0 or 1 in a binary case. 
The true value is not known. The 
uncertainty is reflected by probabilities 
which represent how likely it is that a 
given value is the true value.  
Required input data 
Two classified maps: One probability map: 
Basic measures 
 
Misses and false alarms 
Probability to be a  
Final measures 
Quantity-, allocation- and total 
disagreement 
Quantity-, allocation- and total 
uncertainty 
Interpretation 
The model has a high/ low predicting 
ability. 
The model is certain/ uncertain in its 
decision about occurring land change. 
m- miss, fa- false alarm, h- hit, cr- correct rejection 
QD- quantity disagreement, AD- allocation disagreement, TD- total disagreement, M- fractions of misses and the total number of modeled 
pixels, FA- Fraction of false alarms and the total number of modeled pixels 
QU- quantity uncertainty, AU- allocation uncertainty, TU- total uncertainty, PM- probability misses: sum of probabilities of all cells to be 
a miss, divided by the total number of modeled pixels, PF- probability false alarms: sum of probabilities of all cells to be a false alarm, 
divided by the total number of modeled pixels 
 
 
Model Reference 
gray- “land change“, white- “land persistence“ 
Model output 
miss false alarm 
𝑄𝑄𝑄𝑄 = 𝑎𝑎𝑎𝑎𝑎𝑎(𝑀𝑀 − 𝐹𝐹𝐹𝐹) = 𝑎𝑎𝑎𝑎𝑎𝑎 �19 − 29� = 19 
𝐹𝐹𝑄𝑄 = 2 ∙ 𝑚𝑚𝑚𝑚𝑚𝑚(𝑀𝑀;𝐹𝐹𝐹𝐹) = 2 ∙ 𝑚𝑚𝑚𝑚𝑚𝑚 �19 ; 29� = 29 
𝑇𝑇𝑄𝑄 = 𝑄𝑄𝑄𝑄 + 𝐹𝐹𝑄𝑄 = 19 + 29 = 39 
𝑄𝑄𝑆𝑆 = 2 ∙ 𝑎𝑎𝑎𝑎𝑎𝑎(𝑃𝑃𝑀𝑀 − 𝑃𝑃𝐹𝐹) = 0.18 
𝐹𝐹𝑆𝑆 = 4 ∙ 𝑚𝑚𝑚𝑚𝑚𝑚(𝑃𝑃𝑀𝑀;𝑃𝑃𝐹𝐹) = 0.36 
𝑇𝑇𝑆𝑆 = 𝑄𝑄𝑆𝑆 + 𝐹𝐹𝑆𝑆 = 0.54 
 Revealing Uncertainties in Land Change Modeling Using Probabilities 
55 
To calculate measures of uncertainty solely on the probability values without using reference 
data we need to transfer the understanding of misses and false alarms, which are the basis of 
the presented disagreement measures. We introduce the measure of a probability miss, which 
summarizes information given by the probability surface. A cell with a probability equal or 
greater 0.5 would be assigned to the “change” class. Therefore, the probability that the cell 
is a miss is 0. A cell with a probability of 0 has the highest certainty to be a “persistence” 
cell and the probability to be a miss is 0. The probability to be a miss increases from a given 
change-probability of 0 to 0.5. The slope is linear because the original probabilities are 
directly mirrored into the probability miss measure. This measure gives no indication about 
the correctness of the model; it specifies the certainty derived from the model’s outcome. A 
probability miss can reach values between 0 and 0.5 (Figure III-3). 
The probability of a false alarm can be defined analogously. The probability of a cell being 
a false alarm is 0 given a probability of land change below 0.5, because this cell would be 
classified as a “persistence” cell in a crisp map (Figure III-4). The probability of being a false 
alarm is highest at 0.5 and decreases to 0 when the change-probability is 1. A probability 
false alarm can reach values between 0 and 0.5.  
Probability misses and probability false alarms are not complementary. It is possible that a 
specific area has a high average value of probability misses and false alarms at the same 
time. However, the opposite is also possible when the model produces a high fraction of 
probabilities near 0 and 1. 
 
 
Figure III-3: Probability to be a miss dependent on the probability of land change 
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Figure III-4: Probability to be a false alarm dependent on the probability of land change 
 
Given the definitions of a probability miss and a probability false alarm, we can define the 
measures of total uncertainty, quantity uncertainty, and allocation uncertainty (Equation V to 
VII). 
 
 III-5 𝑇𝑇𝑆𝑆 =  2 ∙  (𝑃𝑃𝑀𝑀 +  𝑃𝑃𝐹𝐹)  =  𝑄𝑄𝑆𝑆 +  𝐹𝐹𝑆𝑆 
 III-6 𝑄𝑄𝑆𝑆 = 2 ∙ 𝑎𝑎𝑎𝑎𝑎𝑎(𝑃𝑃𝑀𝑀 − 𝑃𝑃𝐹𝐹) 
 III-7 𝐹𝐹𝑆𝑆 = 4 ∙ min (𝑃𝑃𝑀𝑀;𝑃𝑃𝐹𝐹) 
 
where TU = total uncertainty; QU = quantity uncertainty; AU = allocation uncertainty; PF = 
probability false alarms-sum of probabilities of all cells to be a false alarm (following Figure 
III-3), divided by the total number of modeled pixels; and PM = probability misses-sum of 
probabilities of all cells to be a miss (following Figure III-4), divided by the total number of 
modeled pixels. 
PM and PF are calculated by summing up all probability misses and probability false alarms 
(following Figure III-3 and Figure III-4) and dividing them through the total number of 
modeled pixels. PM and PF can reach values between 0 and 0.5. In contrast, M and FA in 
the disagreement equations have possible values between 0 and 1. Therefore, the uncertainty 
equations are multiplied with a factor twice as high as in the disagreement equations to have 
the same range of values. All three measures can reach values between 0 if no uncertainty 
exists, and 1 if uncertainty is maximal. Figure III-5 gives some examples of land change 
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probabilities and the calculated uncertainty. The following paragraphs explain why the 
different types of uncertainty are as high as they are in Figure III-5.  
Total uncertainty: The more pixels that are close to a probability of 0.5, the higher the total 
uncertainty. The total uncertainty reaches its maximum at 1 (Figure III-5, Example a). In 
contrast, a high fraction of values close to either 1 or 0 leads to a low total uncertainty close 
to 0 (Figure III-5, Example b).  
Quantity uncertainty: Quantity uncertainty is dependent on the sums of probability misses 
and probability false alarms. A high difference between these sums leads to a high quantity 
uncertainty (Figure III-5, Example a). In this case most of the uncertain pixels are assigned 
to one land change class. If all pixels have a probability of 0.5, every pixel will be classified 
into the “change” category. Now assume that a difference of +/- 0.01 of the probabilities is 
due to randomness and has no significant meaning. We could increase the probability of half 
of the randomly selected pixels by 0.01 and could decrease the other half by 0.01. Based on 
our assumption, there would be no significant difference of the probabilities between the 
original probability map and the altered probability map. However, the consequences for the 
classification into “change” and “persistence” pixels would be substantial. In Example a, 
half of the pixels would be classified into “persistence” instead of “change”. This has a strong 
influence on the quantity of modeled land change, which is why quantity uncertainty is high.  
Allocation uncertainty: A map with similar amounts of pixels equal or close to the threshold 
of 0.5 (both above and below) is dominated by allocation uncertainty (Figure III-5, 
Example d). An equal amount of these uncertain pixels is assigned to the classes “change” 
and “persistence”. Assuming again that a difference of +/- 0.01 of the probabilities is due to 
randomness, then in one possible example, one randomly chosen half of the pixels could be 
increased and the other half of the pixels could be decreased by 0.01 without a significant 
change of the probabilities. This change leads to approximately the same amount of 
reclassified pixels into the “persistence” class instead of the “change” class and vice versa. 
The quantity of land change remains approximately the same. In contrast, about half of the 
former “change” pixels are at a different location. Hence allocation uncertainty is high. 
Example c is a mixture of Example a and Example b. It has a high total uncertainty, with 
similar parts of quantity uncertainty and allocation uncertainty. 
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Figure III-5: Example probability maps and the respective uncertainty, QU-quantity uncertainty, AU-allocation 
uncertainty 
 
Finally, we test for an empirical relationship between the existing disagreement measures 
(Pontius and Millones 2011) and the newly developed uncertainty measures in our case 
study. An existing positive relationship between disagreement and uncertainty could allow 
conclusions about the reliability of a model in future time steps when no reference data exist 
and only the calculation of uncertainty is possible. We calculate the measures for 51 
municipalities in the study area and compare the quantified uncertainty with the 
disagreement using an ordinary least squares regression model (Equation VIII). The quantity 
of land change is obtained from the real change data for every municipality. The spatial 
allocation of the probabilities is done for every pixel. Subsequently, the disagreement and 
uncertainty measures are calculated and aggregated on municipality level. 
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 III-8 𝑆𝑆𝑖𝑖 = 𝑎𝑎 + 𝑎𝑎 ∙ 𝑄𝑄𝑖𝑖 + 𝑒𝑒𝑖𝑖 
 
where Ui = Uncertainty (quantity, allocation or total) in municipality i, Di = Disagreement 
(quantity, allocation or total) in municipality i, a, b = Estimated regression coefficients, and 
ei = Residue 
 
3 Results 
From the probability maps of deforestation for our study area we derived maps of probability 
misses and probability false alarms Figure III-6 and Figure III-7. The pixel-based probability 
values were aggregated for every municipality. A high value in Figure III-6 means that the 
average probability of a pixel to be miss is high. In contrast, high values in Figure III-7 
highlight those municipalities where the average probability of a pixel to be a false alarm is 
high. Based on the probability misses and probability false alarms, the uncertainty measures 
were calculated for every municipality (Table III-2). The total uncertainty was differentiated 
into quantity uncertainty and allocation uncertainty. We find a high quantity uncertainty 
especially in the western parts of the state Pará and the northern municipalities of the state 
Mato Grosso. Quantity uncertainty values of above 0.8 are concentrated in these areas of 
Mato Grosso. A dominant part of the uncertainty is due to the probability misses (Figure 
III-4) which exceed the sum of probability false alarms. That means, the chance of omitting 
real change in the modeling outcome is high. The areas with a low quantity uncertainty are 
allocated nearby the described municipalities with high values of quantity uncertainty. 
Municipalities in the center of Pará and Mato Grosso reach the lowest values of quantity 
uncertainty. In contrast, most of these areas have a high allocation uncertainty, up to 0.76. 
The majority of municipalities with a low allocation uncertainty are situated at the edges of 
our study area, especially in the northern parts.  
The disagreement measures which were additionally calculated for the investigated time 
period are shown in Table III-2. The spatial distributions of the disagreement measures show 
patterns similar to the patterns of the uncertainty measures. The relationship between 
disagreement and uncertainty is also emphasized by the positive correlations of 0.68 to 0.85. 
The modeled disagreement to the reference data is higher in areas where the calculated 
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uncertainty is high as well. This tendency is significant at the 0.001 level following the Wald 
statistics for each of the three uncertainty measures.  
 
Table III-2: Disagreement and uncertainty of modeled land change in the Brazilian case study: every gray shade 
represents a quintile (dark gray = high disagreement/uncertainty) 
Uncertainty Disagreement Relationship 
Quantity uncertainty Quantity disagreement 
 
 
R: 0.7442*** 
R2: 0.5538 
b: 0.6436*** 
 
Allocation uncertainty 
 
Allocation disagreement 
 
 
R: 0.8476*** 
R2: 0.7186 
b: 0.4347*** 
 
Total uncertainty 
 
Total disagreement 
 
 
R: 0.6838*** 
R2: 0.4676 
b: 0.7153*** 
 
R - Correlation coefficient; R2 - Coefficient of determination; b - empirical slope in a linear regression (Ui ~ 
a + b · Di + ei); , *** significant at 0.001 level 
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Figure III-6: Probability misses in the Brazilian case study, 2002-2005: every gray shade represents a quintile 
(dark gray = high values) 
 
 
 
Figure III-7: Probability false alarms in the Brazilian case study, 2002-2005: every gray shade represents a 
quintile (dark gray = high values) 
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4 Discussion 
Our findings show that the characterization of uncertainty for land use change modeling 
outcomes is possible by using the proposed measures of total uncertainty, quantity 
uncertainty and allocation uncertainty. They allow for the assessment of the degree of 
uncertainty associated with the probability-based outcome of a land change model. We test 
our uncertainty approach in a BBN modeling experiment to analyze deforestation. At the 
same time, our proposed measures are neither limited to a specific land change modeling 
technique nor to a specific kind of land change. Other modeling approaches such as Neural 
Networks or Classification and Regression Trees (Tayyebi, A. and Pijanowski 2014) which 
produce continuous output maps are additionally suitable. Irrespective of the chosen 
modeling technique, it is useful to carefully test the empirical relationship between 
uncertainty and disagreement in the chosen case study before applying the approach to future 
time steps.  
 
4.1 Understanding uncertainty 
The suggested uncertainty measures are a beneficial approach to evaluate the performance 
of a land change model by complementing established accuracy measures of goodness of 
modeling results. However, an entirely certain land change model which exclusively assigns 
probability values of either 0 or 1 can be a worthless model. Even with no uncertainty in the 
modeling results, every pixel value can be wrong. Based on the developed measures, we can 
only state whether a model is certain or uncertain. The decision about its goodness cannot 
be derived solely from its uncertainty. The relationship between the quantified uncertainty 
and disagreement in a known time step, however, may be used as a first hint for the 
disagreement in predicted time steps. In our case study, we quantified the relationship 
between disagreement and uncertainty. The expectation that a high disagreement occurs if 
the uncertainty is high is verified in this case study. Therefore, a high uncertainty in an 
unknown region/ time step without reference data would lead us to the conclusion that the 
model delivers unreliable results in this case. However, the strength of the empirical 
relationship for the different uncertainty and disagreement categories is dependent on the 
characteristics of the land change models and the chosen case study. The relationships should 
be tested in every case study in known time steps whenever possible before applying the 
uncertainty approach in unknown time steps. Therefore, reference data for the known time 
steps are useful to test the applicability of the uncertainty concepts in future time steps 
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without reference data. However, a positive relationship between disagreement and 
uncertainty in known time step does not guarantee a similar relationship in the future. Non-
stationary behavior of land change systems could influence the predicting model 
performance which is often based on a “business as usual scenario” (Müller et al. 2014). 
The calculated uncertainty values give an indication whether a modeling approach is reliable 
for the purpose of the user. However, it is not possible to define an uncertainty value which 
differentiates between beneficial and useless land change models. Beside the utility of the 
land change model, the reached disagreement additionally depends on the complexity and 
randomness of the modeled process. An exclusively random process cannot be predicted, 
even if the land change model is reliable. A suitable way to decide if a land change model is 
useful is to use an appropriate reference model. One example for the application in the land 
change community is to use a land change model which only includes the “distance to 
previously changed areas” as an independent variable. 
 
4.2 Separating uncertainty  
Separating the uncertainty into quantity and spatial components is particularly useful, 
because several land change models operate on these two dimensions. E.g. the CLUES 
model (Verburg et al. 2002) connects the land change demand for the whole study area with 
the spatial allocation of land change on the pixel level. Another example is the LandSHIFT 
model (Schaldach et al. 2011) which combines the regional and country levels. After the 
calculation of the distinct uncertainty measures, the land change modeler is able to decide 
where to improve the land change model. 
For our case study, we can identify areas with high quantity uncertainty. In combination with 
the illustration of probability misses and probability false alarms, it is possible to infer 
whether the model is prone to underestimate or overestimate real land change. This is most 
likely due to the effect of global variables or other variables which are important to quantify 
the demand of land change for the whole investigated region. Within our modeling exercise, 
the socioeconomic variables are constant within a municipality. Therefore, they influence 
solely the amount of deforested pixels assigned to a specific municipality. Model 
improvements which aim to reduce uncertainty in the model outcome should address these 
variables, e.g. by including alternative data sources or by disaggregating coarse scale 
variables to a finer resolution (Krüger and Lakes 2014).  
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Allocation uncertainty helps to identify where the model is uncertain about the placement of 
land change, even if the model input includes the exact amount of real land change. Variables 
which vary within a certain area mainly influence this uncertainty. Model improvements 
should focus on these variables and their parameters in the land change model when the 
allocation uncertainty is dominant.  
 
4.3 Limitations 
The described approach has some limitations. The uncertainty measures are developed to 
address binary land change problems only; however, at the same time such change studies 
are widely used not only for deforestation but also urbanization analyses. Moreover, the 
selected linear regression analysis is only one possibility to analyze a relationship between 
uncertainty and disagreement. This approach is limited in terms of a possible non-linear 
behavior. Machine learning approaches, such as Neural Networks, are alternatives. To 
investigate the relationship between disagreement and uncertainty, we decided to divide the 
study area using administrative boundaries. Many alternatives are possible, e. g. separating 
the study area into subareas with homogeneous spatial characteristics. 
 
5 Conclusions  
Our study contributes to an up-to-now rarely studied field of uncertainty analysis in land 
change modeling and spatial modeling in general. The measures we propose are calculated 
for modeled probabilities and are applicable when there is no reference information 
available. The calculated total uncertainty is differentiated into uncertainty which is caused 
by the wrong quantity of modeled land change and uncertainty caused by the incorrect spatial 
placement of land change. We applied this approach to a deforestation case study of Brazil 
and demonstrated the usability of this concept along with established disagreement 
measures. We propose to test for a relationship of the disagreement measures and calculated 
uncertainty in further case studies. In case of an existing relationship, the uncertainty of land 
change projections is a hint for the reliability of land change models. This study shows that 
quantifying uncertainty in land change modeling outcomes provides an important asset for 
land change modelers to gain new insights for revisiting and adjusting their land change 
models.  
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Future work will focus on the possibilities to compare different projections. Two projections 
can be very similar even if the underlying assumptions are substantially different (Pontius 
and Neeti 2010). Uncertainty in the projection outcome maps may hide a high fraction of 
such differences. 
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Abstract 
Contrasting alternatives of spatially explicit projections from land change models are often 
used to reveal the range of future development paths. The underlying qualitative storylines 
frequently vary substantially. The derived maps, however, are not necessarily different, 
because uncertainties may dominate differences associated with storylines. This article 
presents a methodical framework to analyze how similar two spatially explicit land change 
projections are. We consider two outputs of the land change model: the classified land change 
maps and the underlying probability maps of land change. We apply and develop measures 
which separate the disagreement into spatial and quantity components. Additionally, we 
define a reference which helps to decide if two projections are similar or not. Our proposed 
set of measures allows to compare different land change projections in a quantitative way. 
Such information is of importance for decision-makers and scientific modeling chains 
relying on different projections of land change and beyond. 
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1 Introduction 
A comparison between today’s Earth surface and the Earth’s surface 100 years ago yields 
very distinct pictures. Deforestation, urbanization, and agricultural expansion and 
intensification are some examples of processes which currently shape the landscape. The 
majority of the change processes are induced by humans to satisfy their needs for food, 
shelter, mobility, or recreation (Foley et al. 2005). Each of the mentioned processes has 
consequences, some of which have severe implications for the vitality of the land system, 
for example a loss of biodiversity, flooding of impervious surface or overfertilization of soils. 
Land change models can give some guidance about how to balance out the trade-offs 
between satisfying human needs on the one hand and mitigating the severe ecological 
implications on the other. These models estimate which factors are most important for the 
observed land change in the past or present, and project where land change is likely to occur 
in the future (Brown et al. 2013). Such estimations cannot represent the reality 100 %; a 
certain degree of uncertainty is always included. It is crucial to know and communicate the 
degree of uncertainty for political and economic decision-makers.  
Typically, a land change model is calibrated with land cover or land use maps representing 
at least two consecutive time steps t1 and t2. Subsequently, the calibrated model is used to 
project future land change up to the time step t3. Frequently, it is assumed that locations 
which were suitable for land change in the past are suitable for land change in the future as 
well. The result of the calibration process is a continuous, area-wide output raster where a 
specific value is assigned to each pixel (Müller et al. 2012; Mas et al. 2014). Depending on 
the modeling strategy, the research discipline, and the individual researcher, this value is 
interpreted as suitability, propensity, transition potential or probability. This continuous 
raster is then used for the spatial allocation of future land change pixels (Gollnow and Lakes 
2014; Krüger and Lakes 2014). The spatial allocation of a binary land change case means 
that one part of the pixels will be classified into the “land change” category for the future 
time step t3 and the other part will be classified into the “land persistence” category. 
Frequently, this classification is performed by using a given number of pixels that have to 
change, the so called “land change demand” (Verburg et al. 2002; Schaldach et al. 2011). 
Such a demand can be derived from different sources, e.g. economic models about market 
prices or based on different assumptions. The demand is related to the quantity of land 
change. Since the spatial allocation of land change pixels and the land change demand are 
frequently the subject of separated modeling components (Asselen and Verburg 2013), it is 
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reasonable to evaluate the uncertainty of these two components separately as well (Krüger 
and Lakes forthcoming).  
This article addresses the evaluation of land change projections, i.e. the specification of 
which pixels will be land change pixels in future time steps. The related output of the land 
change model cannot be compared with true land change data to assign the accuracy 
afterwards, because the future real land change does not exist. An alternative to evaluate the 
model output is to compare two different projections (Pontius and Neeti 2010; Alcamo et al. 
2011). In both projections we assume reasonable storylines, model settings and underlying 
assumptions. In this case, we receive two raster datasets as model outputs which project the 
location and quantity of land change for a future time step t3. The question whether one of 
these projections is correct or reaches a reasonable accuracy cannot be answered until t3 
becomes reality. However, we can obtain valuable information by comparing the two 
projections. If the projections are similar, we will increase our certainty about what will 
happen in the future. In contrast, if we get two substantially different projections, our 
uncertainty about the future is higher. Opposing different projections serves as an uncertainty 
range (Gutierrez-Velez and Pontius 2012). This leads to the questions of how to compare the 
two projections and which criteria can be used to decide if the projections are similar or not. 
In previous work, comparisons of different projections were frequently completed without 
giving any quantitative information about their differences (e.g. Verburg et al. 2010). 
Another established approach is to compare the classified output maps (e.g. Sohl et al. 2012). 
In this approach, the continuous model output is classified into a binary set of “land change” 
and “land persistence” pixels. Typically a confusion matrix is calculated by assessing the 
four possible states: a) land change in both projections P1 and P2, b) land persistence in both 
projections, c) land change in P1 and land persistence in P2, and d) land persistence in P1 and 
land change in P2. From this confusion matrix one can calculate the total disagreement, 
quantity disagreement, and allocation disagreement (Pontius and Millones 2011). This 
approach allows the differentiation whether the majority of the total disagreement is due to 
a different amount of land change pixels in both projections, or due to a different spatial 
placement.  
Figure IV-1 a) and b) give a simple example for comparing two projections following the 
disagreement approach described above. This figure provides the output of two projections. 
Both 5 x 5 pixel maps are classified into the two classes: “land change” in black and “land 
persistence” in white. P2 has two more land change pixels than P1 and thus the quantity 
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disagreement is 2. Additionally, every land pixel which is predicted to be “land change” in 
P1 is also “land change” in P2. There is no spatial shift between the two projections. This 
means that the allocation disagreement is 0. The total disagreement is the sum of both 
described components, which, in the example, is 2. Expressed as a fraction of the whole 
number of pixels, it is 0.08. The two maps seem to be quite similar. 
 
 
a) Projection P1 
 
 
b) Projection P2 
 
c) Projection P1 
 
d) Projection P2 
Figure IV-1: a and b) example comparison of two land change projections: binary, c and d) continuous 
probability values 
 
The original model outputs before classifying the pixels into two classes were continuous 
raster maps with pixel values between 0 and 1. We assume that these values represent 
probabilities of future land change, with 1 as a modeled probability of 100 %. The classified 
maps are obtained from the probability maps by assigning the “land change” category to 
every pixel with a probability equal or above 0.5, and by assigning the remaining pixels to 
the “land persistence” category. Figure IV-1 c) and d) give the original continuous output 
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maps of the example introduced above. When looking at these maps, different patterns seem 
to be obvious in contrast to the comparison of the classified maps. There is no clear answer 
to the straightforward question if the two projections are similar. For example, pixel C3 is 
different in the classified maps. At the same time, it has a relatively small difference in terms 
of probability of 0.1. In contrast, pixel A1 is classified in the “land change” category in both 
maps. However, the probabilities differ by 0.4.  
The objective of this article is hence to analyze the question of similarity of different land 
change projections. Therefore, the first aim is to develop and apply a set of measures that 
covers quantity, spatial, and total disagreement of both the classified maps and the 
continuous maps. The second aim is to analyze if there is certain disagreement threshold 
which helps to distinguish between similar and different projections. In the remaining 
chapters of the article we first describe the respective measures and then apply the approach 
to a land change modeling case study using SimWeight (Sangermano et al. 2010) which is 
implemented in the Land Change Modeler (IDRISI, Clark Labs) to project deforestation in 
Brazil. 
2 Methods 
To analyze the similarity of land change projection maps we first describe the measures 
which we use and develop. We than explain the case study for which we test the approach. 
2.1 Measuring the disagreement 
The confusion matrix which is the basis for a variety of agreement and disagreement 
measures (e.g. Hagen-Zanker 2009, Mas et al. 2013; Pontius et al. 2013) relies on the 
comparison of pixels. These pixels are at the same position in two classified maps. In a binary 
case, a pixel is either coded as 1 which represents “land change” or as 0 which represents 
“land persistence”. The comparison of two pixels leads to 4 possible combinations which 
are summed up in the confusion matrix for the whole number of compared pixels (Figure 
IV-2 a). The diagonal from the upper left to the lower right represents the agreement, whereas 
the diagonal from the lower left to the upper right represents the disagreement. The two 
disagreement fields in the binary case can be used to calculate the disagreement 
differentiated into quantity and spatial components following Pontius and Millones (2011).  
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a) b) 
Figure IV-2: Binary confusion matrix: a) classification of the binary maps, b) implicit classification of the 
continuous model outputs 
 
We assume probabilities as the original model output. These probabilities (p) have 0.5 as the 
threshold to decide which category will be assigned to a pixel in the classified map. To derive 
the described confusion matrix in Figure IV-2 a, the matrix in Figure IV-2 b is used implicitly. 
Therein, original substantial differences between two pixels can be condensed as an 
agreement when e.g. p1= 0 and p2 = 0.49. In comparison, slight differences between two 
pixels can be emphasized as a difference when e.g. p1 = 0.49 and p2 = 0.50. 
The idea behind the measures based on the continuous output is to use all the information 
given by the probabilities as it symbolized in Figure IV-3 a). Two pixels with probabilities 
near the diagonal from the upper left to the lower right are similar, whereas disagreement 
increases with increasing distance from this diagonal. We get a continuous disagreement 
space when using the continuous probabilities as basis for the comparison.  
As described above, the comparison of two classified pixels delivers four possible outputs, 
of which only one occurs. Instead, the comparison of two pixels with probabilities leads to 
four different probabilities as outputs for pixel i. We have two independent probability 
distributions of the compared projections P1 and P2. A probability of p1i that land change will 
occur in P1 implies that no land change will occur in P1 with a probability of 1 - p1i. 
Simultaneously, the probabilities for P2 are p2i and 1 – p2i. Multiplying the probabilities leads 
to the four following joined probabilities:  
1) p1i ∙ p2i: The joined probability for future land change in both projections 
2) p1i ∙ (1 - p2i): The joined probability for future land change in P1 and land persistence 
in P2 
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3) (1 - p1i) ∙ p2i: The joined probability for future land persistence in P1 and land change 
in P2 
4) (1 - p1i) ∙ (1 - p2i): The joined probability for future land persistence in both 
projections 
These probabilities can be assigned to a matrix similar to the confusion matrix which we 
name “probability confusion matrix” (Figure IV-3 b). Again, the diagonal from the lower left 
to the upper right represents the disagreement. The two fields in this diagonal are used to 
calculate the probability disagreement measures as described in detail below. 
 
a) b) 
Figure IV-3: Probability confusion matrix: a) continuous space, b) classified 
 
We use the following notation for the mathematical explanations given below:  
N  Number of pixels 
TD  Total disagreement 
QD  Quantity disagreement 
AD  Allocation disagreement 
TPD  Total probability disagreement 
QPD  Quantity probability disagreement 
APD  Allocation probability disagreement 
CP Sum of pixels with predicted “land change” in projection P1 and predicted “land 
persistence” in projections P2 
How similar are two land change projections? 
 
75 
PC Sum of pixels with predicted “land persistence” in projection P1 and predicted 
“land change” in projections P2 
pki  Probability for future “land change” in pixel i following projection k (1, 2) 
(1 – pki) Probability for future “land persistence” in pixel i following projection k (1, 2) 
PCP Probability of change in P1 vs. persistence in P2: Average of p1i ∙ (1 – p2i) over 
all pixels 
PPC Probability of persistence in P1 vs. change in P2: Average of (1 - p1i) ∙ p2i over all 
pixels 
 
The existing disagreement measures for classified maps (Chen and Pontius 2010) can be 
calculated as follows: 
 
IV-1 𝑄𝑄𝑄𝑄 = 𝑎𝑎𝑎𝑎𝑎𝑎(𝐶𝐶𝑃𝑃 − 𝑃𝑃𝐶𝐶) 
IV-2 𝐹𝐹𝑄𝑄 = 2 ∙ 𝑚𝑚𝑚𝑚𝑚𝑚 (𝐶𝐶𝑃𝑃;𝑃𝑃𝐶𝐶) 
IV-3 𝑇𝑇𝑄𝑄 = 𝑄𝑄𝑄𝑄 + 𝐹𝐹𝑄𝑄 
 
The developed probability disagreement measures refer to the probability confusion matrix 
instead of the original confusion matrix. Therefore, we replace CP and PC and receive the 
following equations: 
 
IV-4 𝑄𝑄𝑃𝑃𝑄𝑄 = 𝑎𝑎𝑎𝑎𝑎𝑎(𝑃𝑃𝐶𝐶𝑃𝑃 − 𝑃𝑃𝑃𝑃𝐶𝐶) 
IV-5 𝐹𝐹𝑃𝑃𝑄𝑄 = 2 ∙ 𝑚𝑚𝑚𝑚𝑚𝑚 (𝑃𝑃𝐶𝐶𝑃𝑃;𝑃𝑃𝑃𝑃𝐶𝐶)
 
IV-6 𝑇𝑇𝑃𝑃𝑄𝑄 = 𝑄𝑄𝑃𝑃𝑄𝑄 + 𝐹𝐹𝑃𝑃𝑄𝑄
 
 
QPD, APD and TPD can be rewritten as: 
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 IV-7 
𝑄𝑄𝑃𝑃𝑄𝑄 = 𝑎𝑎𝑎𝑎𝑎𝑎(�𝑝𝑝1𝑖𝑖 ∙ (𝑁𝑁 −�𝑝𝑝2𝑖𝑖) − (�𝑝𝑝2𝑖𝑖 ∙ (𝑁𝑁 −�𝑝𝑝1𝑖𝑖))) =
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
 
𝑎𝑎𝑎𝑎𝑎𝑎(𝑁𝑁�𝑝𝑝1𝑖𝑖 − 𝑁𝑁�𝑝𝑝2𝑖𝑖)
𝑖𝑖𝑖𝑖
 
 IV-8 𝐹𝐹𝑃𝑃𝑄𝑄 = 2 ∙ min (�𝑝𝑝1𝑖𝑖 ∙ (𝑁𝑁 −�𝑝𝑝2𝑖𝑖);�𝑝𝑝2𝑖𝑖 ∙ (𝑁𝑁 −�𝑝𝑝1𝑖𝑖)
𝑖𝑖𝑖𝑖
)
𝑖𝑖𝑖𝑖  
 
All three probability disagreement measures are scaled between 0 when the probability 
disagreement is lowest and 1 when the disagreement is maximal. Figure IV-4 depicts 5 
examples showing a comparison between two 3 x 3 pixel probability maps. The further the 
distance to the origin of ordinates is, the higher the total probability disagreement. The 
maximum of 1 is given by a dotted diagonal. The total probability disagreement approaches 
the maximum when the difference in probabilities for each pixel is close to one. That means 
that the majority of pixels has a probability close to one in one prediction and a probability 
close to 0 in the other prediction (Example 1 and 5).  
The total probability disagreement is separated in its components quantity probability 
disagreement and allocation probability disagreement. Quantity probability disagreement is 
predominant when the probabilities of “land change” are substantially higher in one 
projection in comparison to the second projection (Example 1 and 2). In comparison, 
allocation probability disagreement is substantial when most of the pixels with the highest 
probabilities are at different locations in both projections (Example 3, 4 and 5). Especially 
example 5 has a high allocation probability disagreement close to 1, because pixels with a 
probability of land change of 1 are at completely different locations in both projections. 
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Figure IV-4: Disagreement space of the probability disagreement measures and five examples 
 
2.2 Visualizing disagreement 
We summarize the 6 explained and developed measures of disagreement in a spider chart 
(Figure IV-5). One graph represents the calculated measures of disagreement for two 
different projections. Values close to the center of the chart represent sparse disagreement, 
whereas disagreement increases with increasing distance from the center. The blue graph 
depicts the example from chapter 1 in this article. The graph highlights that the disagreement 
of the classified maps is low; however, the disagreement of the probability maps is high. The 
allocation probability disagreement is considerable, whereas the allocation disagreement is 
0. 
Disagreement values for the proposed measures vary according to the fractions of the class 
sizes. The disagreement will be relatively low if one of the two land change classes is small. 
For example, if both projections assume a land change of 0.04, then the allocation 
disagreement and the total disagreement have their maximum at 0.08. For that reason, an 
appropriate reference comparison is needed to adequately represent the differences of the 
two projections. We choose a comparison with a random raster as a reference comparison. A 
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random raster in this case means a random allocation of a land change demand which was 
observed in the past. We divide each resulting disagreement value by the value resulting 
from the comparison with this random raster. Therefore, every ordinate in the spider diagram 
is scaled to the random reference in terms of a fraction of disagreement to the disagreement 
with a random raster. A disagreement of 1 in the spider chart means that P1 has the same 
disagreement with P2 as with a random raster. In that case, the disagreement between P1 and 
P2 is substantial. The red graph represents the former blue graph adjusted to the described 
ordinate division. In the following paragraphs, we refer to adjusted differences when we 
write about differences of two maps in general. 
 
 
Figure IV-5: Example disagreement spider chart 
 
2.3 Study area, data and land change model 
We chose a deforestation case study region in the Brazilian Amazon to test our approach for 
comparing land change projections. The area is situated in the Brazilian Amazon, in the two 
states Pará and Mato Grosso. During the last 15 years, the whole Brazilian Rainforest had 
yearly deforestation rates of between 4,656 km2 in 2012 and 27,772 km2 in 2004 (Börner et 
al. 2015), which is nearly the area of Belgium. The loss of original forested area has had 
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severe ecological impacts, such as overfertilization, soil erosion, loss of the biodiversity, and 
increasing atmospheric CO2 level (Fearnside 2008; de Espindola et al. 2012).  
We use PRODES land cover data (Instituto Nacional de Pesquisas Espaciais (INPE) 2013) 
from 2002 and 2005 to calibrate our land change models. The predictions are made for the 
year 2011. We decided to keep the land change models as simple as possible, since the major 
aim of this article is to present an approach to compare different land change projections. 
For that reason we use three different land change models, each one of which uses one of 
the following explanatory variables: 
a) “Fraction of large farms”: Fraction of the number of farms with a size > 1000 ha to the 
whole number of farms 
b) “Distance to populated places”: Euclidean distance to villages/cities 
c) “Elevation” 
These variables are differently shaped and lead to distinct projected patterns of land change. 
The data processing and the sources of these data is described in Krüger and Lakes (2014). 
We select the SimWeight (Sangermano et al. 2010) algorithm which is implemented in 
IDRISI. SimWeight is an algorithm similar to the k-nearest neighbor. It estimates a 
continuous transition potential for every unknown pixel dependent on the values of the 
known pixels. Therefore, the weight of a known pixel increases with decreasing distance to 
the unknown pixel. After the calibration of the land change model, we receive transition 
potentials as a model output which reflects where future land change is more probable. A 
pixel with a higher transition potential has a higher probability of future land change as well. 
However, it is not possible to conclude that a transition potential of 0.4 means a probability 
of future land change twice as high as a transition potential of 0.2. Without specifying the 
expected amount of future land change, these transition potentials represent only where 
future land change is more probable, but not how probable. Knowing or estimating the 
amount of future land change allows the transfer of the transition potentials to probabilities 
(Krüger and Lakes forthcoming). The amount of future land change is in this case obtained 
from real change data for the time period of 2006-2011. 
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2.4 Software Implementation 
The necessary raster calculations are implemented in an ArcGIS 10.2 (Esri) model (Figure 
IV-6). The model uses transition potentials of two projections as input data. Additionally, 
one threshold for each of the projections is required. The threshold specifies the transition 
potential value which separates the “land persistence” and “land change” pixels. The 
threshold is used to calculate probabilities with a threshold of 0.5 (Krüger and Lakes 
forthcoming). In a next step, the two probability maps are used to calculate the joined 
probabilities p1i ∙ (1 – p2i) and p2i ∙ (1 – p1i) for every pixel of the study area. These 
probabilities are summed up to PCP and PPC and subsequently used to calculate the 
uncertainty measures.  
 
 
Figure IV-6: ArcGIS Modeling framework 
 
As described above, the absolute values of the disagreement and uncertainty measures are 
dependent on the amount of “land change”. Therefore, we relate the comparison of two 
projections to a comparison with a random raster. The values are summed up in the spider 
chart.  
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3 Results 
After applying the SimWeight algorithm to our different land change models, we received 
maps of transition potentials (Figure IV-7 a and b). The transition potential maps are 
converted into probability maps and in maps with the joined probabilities of p1i ∙ (1 – p2i) 
and p2i ∙ (1 – p1i) afterwards. Figure IV-8 a and b give these probabilities for p1 = “fraction 
of large farms” and p2 = “distance to populated places”. These maps allow the investigation 
of where the difference between the given probabilities is largest (red color). 
 
a) b) 
Figure IV-7: Transition potential for the land change models based on a) “fraction of large farms” and b) 
“distance to populated places” 
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a) b) 
Figure IV-8: a) PCP and b) PPC of the projections based on "fraction of large farms" and "distance to 
populated places" 
 
The probability maps and additionally constructed binary land change projections are used 
to calculate the measures presented in this article. The measures are summarized in a spider 
chart (Figure IV-9 and Figure IV-10). In Figure IV-9 the projection based on the variable 
“fraction of large farms” is compared with the projections based on “distance to populated 
places” (C1) and “elevation” (C2). The comparison with a random prediction is the reference 
comparison (CR). CR is highlighted by a black line and has a value of 1 in every dimension. 
A value of 0.5 in the spider chart means that one projection has half of the disagreement with 
another projection in comparison to the disagreement with a random raster. 
The red graph shows the comparison C1. The graph is close to the comparison CR with a 
random projection in four disagreement dimensions close to the comparison CR with a 
random projection. That means that there are sharp differences between these two 
projections. The quantity disagreement is the same in C1 and CR because all projections rely 
on the same specified land change demand. (The demand is the same in all projections. 
Therefore, the number of land change pixels is the same. A quantity disagreement in 
comparison CR of 0 leads to a division by 0 and to a non-defined value for the weighted 
quantity disagreement. We set the value to 0 because the unweighted quantity disagreement 
is 0 in every comparison.) The quantity probability disagreement is the only dimension with 
weaker differences in C1. The blue graph represents comparison C2. The differences in C2 
are weaker in terms of allocation disagreement and total disagreement than the difference in 
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C1 described before. The difference with the random comparison is higher. At the same time, 
the difference in C2 in terms of the probability disagreement measures is higher than C1. The 
binary and continuous disagreement measures provide different results. 
 
 
Figure IV-9: Comparison of land change projections with different explanatory variables 
 
Figure IV-10 shows the comparison of a projection based on the variable “fraction of large 
farms” with a projection based on the same explanatory variable; however, the specified land 
change demand is triple as high as in the former projection (C3). In that comparison, the 
allocation disagreement is 0. However, the allocation probability disagreement is close to 
the value of CR. The quantity disagreement of C3 is not defined. At the same time, the 
quantity probability disagreement is clearly above the CR value. 
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Figure IV-10: Comparison of land change projections with different demands of land change 
 
4 Discussion 
4.1 Binary or continuous? 
In this article we propose the use of six different disagreement measures to compare two 
land change projections. We divided these measures into two different levels. Both of these 
levels include the two disagreement components of quantity and space. The third component 
is the sum of the first two disagreement components in both levels. Many studies have 
highlighted that the differentiation of the disagreement into quantity and spatial components 
is useful (e.g. Veldkamp and Lambin 2001; Pontius and Millones 2011) to identify the 
strengths and weaknesses of the land change model. A comparison of classified or binary 
future land change is the most common approach (Brown et al. 2013). In contrast, comparing 
land change probabilities is rarely applied (e.g. Foody 2006; Sangermano et al. 2012). 
However, is it beneficial to investigate the two mentioned levels of comparing classified and 
probability maps at the same time?  
How similar are two land change projections? 
 
85 
Our findings show differing results for the quantity and location disagreement depending on 
the disagreement level. The comparison “fraction of large farms” to “distance to populated 
places” has a higher disagreement than the comparison “fraction of large farms” to 
“elevation” when considering the binary disagreement level. The continuous disagreement 
level shows the opposite result. As mentioned in our introductory example, a large difference 
of the probabilities of 0.4 can have the same label in both binary land change maps and a 
small difference of the probabilities of 0.1 can lead to the same land change category in both 
projections. Both disagreement levels address different issues. Therefore, the correlation of 
these levels is below 1. Both levels give a certain degree of information. 
On the one hand, classified maps are derived from the continuous model outputs. It is a 
process of aggregation and thus a loss of information. The results are especially dependent 
on the chosen threshold which is used to differentiate between change and persistence pixels 
(Lobo et al. 2008). For that reason, it makes sense to compare the original model outputs. 
On the other hand, we are interested if land change can be expected or not. If a certain level 
of suitability of a pixel is exceeded, this pixel will be converted into another class, no matter 
if the original continuous value was 0.5 or 0.9. 
Comparing the classified land change maps is especially valuable when we are interested in 
real impacts. It is not crucial how suitable a pixel is, it is only important if the suitability 
value is below or above a defined threshold. In terms of probabilities, it is only important if 
the probability of land change is below, equal to or above 0.5. When comparing the classified 
maps, the predictive ability is evaluated.  
Comparing the continuous probability maps is especially valuable when we are interested in 
comparing the tendencies to project land change. We know that every projection has a certain 
degree of uncertainty which is implied in the probabilities (Krüger and Lakes 2014). The 
probabilities of 0.1 and 0.4 lead to the same decision about projected land change; however, 
0.1 has less uncertainty. The closer the value to 0.5, the more uncertainty is implied. We can 
interpret the comparison of continuous land change maps as the comparison of the binary 
maps weighted with uncertainty. More uncertain differences are weakened and less uncertain 
differences are highlighted in the calculation of the probability disagreement measures. 
Moreover, comparing the continuous maps gives evidence about the discriminative ability 
of a model, i.e. the distinction between change and persistence pixels.  
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4.2 What does similar mean? 
One intention in the comparison of different projections is the investigation of the 
uncertainty of future projections. It is not possible to compare the model output with any 
true land change data until the projected future point in time has happened. Therefore, we 
compare two different projections, both of them based on realistic assumptions. No 
disagreement in the produced land change output maps would substantiate the expectation 
that there is little uncertainty in the modeled future land change. By comparison, 
considerable differences would be an indicator for high uncertainty in the modeled land 
change. 
Given the presented disagreement dimensions in this article, we get a certain disagreement 
in any of these dimensions, e.g. 0.5. Is 0.5 a strong difference? To approach this question, 
we chose a random land change raster as a reference map. A random raster has no 
explanatory potential for a systematic land change process. At the same time, we assume a 
certain degree of explanatory potential for an applied land change model. The output of the 
land change model is a result of the given systematic input data. Thus, the agreement 
between the unsystematic random raster and the systematic modeled raster is only chance. 
The disagreement is high. Therefore, a disagreement of equal or more than the disagreement 
with the random raster is considerable. Some comparison results in this article have such a 
high disagreement value. In these cases, the uncertainty about future land change is high. In 
the case of a disagreement of 0 between the two projections, there is clearly no uncertainty 
about future land change given the two projections. However, how can we address the 
interval between 0 and 1 as a fraction of the disagreement with a random raster? Is it possible 
to set a threshold to differentiate minor differences from considerable differences?  
There is no universally valid answer to this question. The meaning of similarity depends on 
the chosen research problem. A disagreement of 0.5 between two projections in the presented 
spider chart means that half of the disagreement which is termed considerable is substituted 
by agreement. Half of the uncertainty about future land change is still present. This statement 
helps to interpret different modeling results. 
It is possible to use other reference comparisons such as the one used in this article. We 
proposed a comparison based on a random allocation of a given demand. This demand is 
additionally used for most of the presented land change projections. Therefore, the quantity 
disagreement is 0 in these cases. Alternatives would be to choose a purely random raster with 
randomly set proportions of the land change classes, a model which predicts “land 
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persistence” at every pixel (Pontius et al. 2008), or a model which predicts deforestation 
near former deforested areas (Diniz et al. 2013).  
 
4.3 Limitations and recommendations 
One limitation of this study is the restriction to binary land change examples. However, these 
binary problems are widely applied in the land change community (e.g. Lakes et al. 2009). 
Moreover, a multi-class land change problem can be translated into several two-class land 
change problems. In this case, the uncertainty statement is valid for one land change 
transition instead of the whole case study problem.  
Furthermore, the effect of the chosen storylines on the quantified uncertainty has to be 
considered. Two contrasting storylines will most likely lead to substantially different land 
change outputs. Following the logic of this study, the uncertainty about future land change 
would be very high. This conclusion is biased if at least one of the storylines is really 
unrealistic. Therefore, interpretations about the uncertainty depend on the reasonability of 
the underlying storylines.  
In the land change modeling community there are two opposing research directions about 
how to use projections of future land change. Studies belonging to the first direction intend 
to reveal possible future developments without quantifying any uncertainty. The aim of these 
studies is to show what could happen if certain circumstances are given (e. g. a specific law 
of environmental protection would be enacted). Following Pontius and Neeti (2010) the 
results of these studies are frequently termed as scenarios which are mainly determined by 
the qualitative storylines. A quantification of uncertainty makes no sense in these cases. Our 
approach is useful for the second research direction. Therein, projections are based on a 
predictive model. Storylines are solely the frame of the projection and the shape of the 
projected land change is an output of the calibrated model.  
 
5 Conclusions 
Land change modelers would like to know if their models deliver useful results. Therefore, 
models are frequently validated with true reference data. If a land change model is used to 
project the quantity and location of future land change, this kind of reference does not exist. 
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In this article, we suggest the use of a second projection and compare these two projections. 
Given that both projections are based on reasonable assumptions, substantial differences 
imply a high uncertainty in the projection of future land change. In comparison, weak 
differences substantiate a lower degree of uncertainty. We propose the use of six different 
uncertainty measures to cover the disagreement of quantity versus the disagreement of space, 
and the disagreement of real land change implications versus the disagreement of the general 
land change tendency adjusted for uncertainty. Moreover, we present a useful reference 
comparison which helps to differentiate similar and different map pairs in the projection. 
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Chapter V: 
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1 Summary of the main contributions 
Uncertainty is a crucial part of land change modeling. It emerges in every modeling step and 
propagates itself through the remaining framework of the land change model application: 
from the model calibration to the validation to the projection. This work addressed the 
distinct steps within this modeling process by means of two research objectives. 
 
Research objective 1 was to develop an approach to systematically identify and 
analyze uncertainties in land change modeling. This thesis addressed this in the 
following way: 
• This thesis identified Bayesian Belief Networks (BBNs) as a valuable modelling 
approach to involve an uncertainty investigation in land change modeling. Furthermore, 
uncertainty measures based on this modeling approach were created and adopted to 
address different uncertainty sources.  
 
BBNs reflect uncertainties by means of probabilities. BBNs are a graphical representation 
of the dependencies between variables. Assume that a node “land change” is dependent on a 
node “population density” which was one result of an applied expert survey. Technically, a 
link between “population density” and “land change” is included. This link expresses the 
conditional dependency between the two variables. Every state of the “land change” node is 
conditionally dependent on the states of the “population density” node and therefore a 
specific probability is assigned. This probability reflects uncertainty and can be used to 
analyze the effect of uncertainty on the modeling outcome. A uniform probability 
distribution describes the highest possible uncertainty. In a two-classes-problem, the 
maximum uncertainty is a 0.5 probability for the first class and a 0.5 probability for the 
second class. In this thesis, the probability distribution was summarized using the Mutual 
information Criterion. This measure is further used to quantify the uncertainty of different 
modeling steps. Moreover, the measure of “uncertain node” was developed and derived from 
the model building process to address structural uncertainty. The Mutual information 
Criterion was used to assess the uncertainty in land change application before (e.g. Foody 
2006); however, this study utilized the measure adjusted for different land change 
uncertainty sources within one application. 
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• The three eminent uncertainty sources connected to the modeling steps of model structure, 
variable selection and data preprocessing were comprehensively investigated.  
 
Investigating different uncertainty sources in one case study is frequently performed by 
means of a sensitivity analysis which addresses the influence on the modeling outcome 
(Lilburne and Tarantola 2009; Alcamo et al. 2011). Most studies focus on exploring the 
output uncertainty when changing the input parameters under one specific model structure 
(Verburg et al. 2013). Therein lies one of the important added values of this dissertation’s 
uncertainty methodology. The effects of different uncertainty sources can be analyzed in the 
light of different model structures. By means of the presented BBN approach, it is 
additionally possible to analyze the dependencies between different uncertainty sources 
within the model calibration process. In the Brazilian case study, only few variables were 
identified as uncertain nodes, i.e. the fundamental structure of the land change model is 
relatively certain. However, the individual influence varied, even in two learned models with 
the same structure. Therefore, model structure uncertainty is not negligible. This thesis 
further identified that most of the ability to reduce uncertainty was concentrated on only few 
variables. Moreover, a model with a subset of variables led to less remaining uncertainty 
about land change than a model with all available variables. This highlights the fact that a 
complex model is not the best choice in every case study. The same conclusion is valid with 
regard to data preprocessing uncertainty. The exemplarily used variant of disaggregated 
population density data led to more remaining uncertainty in the model.  
 
• An approach was developed to analyze the effect of single uncertainty sources on the type 
of disagreement in the modeling outcome, i.e. a separation into an incorrect spatial 
allocation of land change pixels and an incorrect quantity of the land change class. 
 
Bayesian Belief Networks were previously used to investigate the propagation of uncertainty 
with regard to a final land change outcome (Laskey et al. 2010). However, a consideration 
whether the uncertainty has predominantly spatial or quantitative effects on the land change 
projections is missing. The thesis closed this gap. First, it was identified that the amount of 
uncertainty dedicated to a specific source and its importance for the accuracy of the modeling 
results do not have to be connected in every case. Different uncertainty sources are 
interdependent and can mitigate or enhance each other through propagation from the source 
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to the final land change map. Furthermore, for the case study this study identified that the 
ratio of the disagreement due to an incorrect quantity of land change and the disagreement 
due to an incorrect spatial localization was not dependent on the amount of uncertainty of 
the three analyzed sources. This is a case study specific result. It is possible that the ratio 
between spatial and quantity disagreement in the model output is sensitive to the amount of 
uncertainty of a certain input source. By means of the proposed uncertainty investigation, 
model result recipients get an impression about how model weaknesses can influence the 
reliability of the output. 
 
The second research objective was to develop methods to quantify uncertainty in land 
change projections which differentiate between spatial and quantitative uncertainty. 
The following problems are solved in the context of this objective: 
• Two new measures of uncertainty were created which separate the total uncertainty into 
quantity and spatial components.  
 
These measures are based on probabilities and only need one land change map, given in its 
original continuous shape. When the original outputs of the model are propensities, which 
give no information about the quantity of change, it is possible to transfer this output into 
probabilities. The developed uncertainty measurement has similarities to some existing 
concepts. Van Vliet et al. (2013) used a fuzzy approach to include a degree of thematic and 
spatial uncertainty. Additionally, Pontius and Millones (2011) used separation of the 
disagreement into spatial and quantity disagreement as performed in this thesis. The benefit 
of the newly developed uncertainty measures is that they are calculated without reference 
data, and are therefore applicable in future time steps. The created measures help to identify 
if a future process is certain or uncertain. However, they cannot determine the goodness-of-
fit of the land change projections. Even an absolutely certain land change model can be 
totally wrong.  
 
• A framework on how to use the quantified uncertainty was developed to estimate the 
reliability of future land change projections. 
 
The accuracy of future land change projections cannot be calculated. Some authors 
suggested estimating the reliability of land change predictions by extrapolating the accuracy 
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decay in known time steps into the future (Pontius and Spencer 2005; Pontius and Neeti 
2010). The problem with this approach is that unsystematic developments are not 
incorporated. Chapter (III) gives another possible solution to the dilemma described in the 
paragraph above. This dissertation proposes the quantification of the relationship between 
disagreement and uncertainty in known time steps when all measures are applicable. In cases 
when high uncertainty and high disagreement (and vice versa) are detected under the same 
circumstances (e.g. subregions, time intervals, external circumstances), it is reasonable to 
assume that this relationship is still valid in land change projections. Unsystematic changes 
are included in this approach when the calculated uncertainty reflects an unsystematic 
development over time. Nevertheless, projecting past relationships or trends into the future 
is not necessarily realistic in every case study (Müller et al. 2014). However, this is evidence 
for the reliability of the land change model for future projections. 
 
• An additional approach was developed to quantify future uncertainty about land change 
based on a comparison of different land change projections. 
 
Another possibility for addressing future uncertainty is given in chapter (IV) which is based 
on the comparison of two projections. Previous studies addressed uncertainty in future land 
change projections either without giving any quantitative information about their differences 
(e.g. Verburg et al. 2010), by calculating the different rates of change (Hoymann 2011; 
Rodríguez Eraso et al. 2013; Schmitz et al. 2014), or by measuring the differences of 
different classified projections (Sohl et al. 2012). However, Pontius and Neeti (2010) 
identified that future uncertainty can obscure a high fraction of differences. This means that 
the classified output maps can be substantially different due to different underlying 
storylines; however, classified pixels adjusted for uncertainty can be similar at the same time. 
Therefore, the methods in this thesis augment the previously applied approaches of 
investigating uncertainty of future land change. A six-dimensional comparison was 
developed which is summarized in a spider chart. This comparison was applied on different 
reasonable projections to outline an uncertainty range. Three known dimensions address the 
disagreement of the classified outputs and reflect the disagreement in the real implications 
of projected land change. The drawback of such disagreement measures is that they are 
dependent on a chosen threshold separating land use change from land use persistence (Lobo 
et al. 2008). Therefore, three dimensions newly developed in this thesis quantify the 
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differences in the modeled probabilities. These dimensions reflect the differences in land 
change tendencies which are adjusted for the modeled uncertainty. This implies a 
comparison of the ability to discriminate between land change classes. 
 
• The thesis gives guidance on how to interpret differences between two projections by 
means of useful reference comparisons.  
 
Once the differences between two or more projections are detected, we have to decide if 
these differences are substantial and if the uncertainty about future land change processes is 
high. A detected disagreement should be related to the amount or variability of change in the 
study area (Brown et al. 2005; Diniz et al. 2013). For this purpose, a reference comparison 
was developed. This study proposes a random process without useful information about 
future land change. Differences between a projection and the random reference help to range 
differences between this particular projection and a second one. The spider chart with the six 
dimensions is adjusted to the reference comparison. A difference of one means that the 
difference is as high as with a random land change map. This is helpful when classifying 
similarity and difference. An alternative reference comparison is a projection which is based 
only on the distance to previously changed areas. There are other published studies which 
emphasize the importance of relating the measured uncertainty to the amount of uncertainty 
which can be expected (e.g. van Vliet et al. 2011). One added value of this dissertation is 
that the user is flexible in the choice of the reference comparison. Therefore, the proposed 
uncertainty measurement leaves room to include the requirements of the specific application. 
 
2 Limitations and recommendations 
The methods developed and applied in this thesis have limitations. No methodology is 100 % 
valid in every possible case study. However, the land change modeler must to be aware of 
the opportunities and challenges of the chosen approach. Therefore, potential difficulties are 
given along with suggestions about how to deal with them.  
Concerning the first research objectives, some drawbacks of using BBNs have been 
discussed in previous studies. BBNs are graphical representations of the dependencies 
between input variables; the dependencies are quantified with conditional probability tables. 
These probability tables can become very large if one variable directly depends on a number 
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of other variables. This challenge can be addressed by following the guidelines for 
constructing BBNs given in Marcot et al. (2006). Another concern regarding BBNs is the 
limited ability for representing complex processes. It is difficult to consider feedbacks and 
loops between variables or to incorporate a temporal or spatial dynamic (Uusitalo 2007). 
Nevertheless, BBNs are increasingly applied in environmental modeling, among others 
because of their explicit and intuitively accessible representation of uncertainty (Aguilera et 
al. 2011). Moreover, BBNs allow the integration of different knowledge sources and the 
straightforward assessment of what-if scenarios, e.g. what is the probability of land change 
if population density increases. The drawbacks and advantages of BBNs have to be weighed 
before applying this method. This thesis identified that BBNs are especially versatile when 
a comprehensive uncertainty investigation is needed. However, BBNs show their limitations 
in case studies where the entire complexity of land change processes should be represented 
in the model. One recommendation would therefore be to use BBNs in combination with 
other approaches. Complex presses can be represented in submodels which are integrated 
with a BBN. In this way, the strengths of different modeling approaches can be combined.  
The measures which were developed in this thesis are related to a binary case study, i.e. the 
separation into land use change and land use persistence. However, several land change 
classes are possible within one application. For example, a change from forest to pasture or 
cropland is possible. This challenge can be addressed by breaking the multi-class problems 
down into several two-class problems. Every possible transition is transferred to the decision 
of either the change into one specific class or no change. The three-class example becomes 
a two-times-two-class application. Therefore, the developed uncertainty measures are still 
applicable. However, they have a modified meaning. The measures represent the spatial and 
quantitative uncertainty connected to one specific transition rather than the uncertainty of 
the whole application. 
In this thesis, spatial and quantity uncertainties have been investigated. Moreover, other 
dimensions of uncertainty affect the reliability of land change modeling results. Temporal 
uncertainty, which is the uncertainty about the specific point in time when land change will 
occur, is one further dimension. It is possible that a model predicts land change in time step 
t1 and no land change occurs in this time step, even when land changes shortly after t1. This 
dimension could be a subject of future work. However, it can be reasoned that temporal 
uncertainty is already implicitly included in quantity uncertainty. Following the demand and 
spatial allocation modeling approach of this dissertation, a certain location can be estimated 
as land change when the probability of land change is higher as 1 minus demand, assuming 
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that the demand is a function over time. For example, in most business-as-usual scenarios, 
the demand increases over time. The specification of the demand and the question when land 
will change are interrelated. Another uncertainty dimension is thematic uncertainty. It is 
certain that land change will occur; however, the specific transition in a multi-class 
application is uncertain. This type of uncertainty can be explored when transition specific 
uncertainties are calculated as recommended above. In cases where several transitions have 
a similar probability, thematic uncertainty is high.  
This thesis investigated different uncertainty sources and applied a set of newly developed 
measures to quantify the effects of these sources. One essential part of the modeling strategy 
applied in this dissertation is the definition of the land change demand which itself is subject 
to uncertainty. One possibility is the estimation of the demand by means of global economic 
models, which are prone to the same uncertainty sources defined by Walker et al. (2003). An 
alternative approach is to define the demand based on storylines such as the IPCC storylines 
(Nakicenovic and Swart 2000). The quantification of land change based on qualitative 
storylines is however again a source of uncertainty. Different experts translate the storylines 
into a different amount of future land change (Verburg et al. 2013). Land change studies 
could address the issue by including different expert opinions or by requesting the level of 
confidence in the defined demand. Such a level of confidence could be included into the 
model, for example as an additional node in a BBN. Then different possible demands could 
be assigned a respective probability.  
Major parts of this thesis dealt with the quantification of future uncertainty. In the land 
change modeling community there are two opposing views about how to address future 
uncertainty. Some researchers use scenarios to show plausible future developments given 
several underlying assumptions (Mancosu et al. 2015). This kind of analysis has the 
characteristic of an if-then consideration. Different scenarios should show the rage of future 
uncertainty without explicitly quantifying the uncertainty. This research stream considers 
future land change as strongly dependent on the underlying assumptions which are made for 
the modeling approach. Since most of the uncertainty is covered by these assumptions, it 
makes no sense to quantify the uncertainty of one scenario (Pontius and Neeti 2010). Another 
point of view is to categorize modeling results for future land change as a projection 
(Verstegen et al. 2015), as it has been done in this thesis. Given assumptions or storylines 
are only the foundation of one projection. The specific shape of the land change is the result 
of the predictive land change model. Such a model is calibrated with quantitative data and 
quantitatively applied in future time steps. Therefore, a deviation to the truth could be applied 
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if the truth becomes reality. Until this will happen, the identification of the deviation to the 
unknown truth makes sense. That means, the quantification of uncertainty is useful in these 
cases. 
The methods of this thesis leave room for misinterpretations. When uncertainty is measured, 
nothing is said about the model’s goodness-of-fit. A certain land change model can predict 
every pixel wrong and vice versa. Nevertheless, this thesis deduced that uncertainty can be 
an indicator for accuracy. It is comprehensible that highly uncertain environmental processes 
are difficult to predict. Therefore, the hypothesis at the beginning of every land change study 
could be that disagreement is dependent on uncertainty. This dependency can be analyzed 
empirically and subsequently used to reason about future disagreement. However, the 
additional assumption is implied that an identified relationship between uncertainty and 
disagreement is stationary in time. This assumption is not necessarily realistic. In their 
Amazon case study, Rosa et al. (2015) identified that the reliability of land change 
projections is strongly dependent on the chosen calibration time interval. The fact remains 
that future disagreement is not measurable. However, measured uncertainty can be a basis 
for estimating disagreement. This disagreement increases in time in most applications and 
modelers are aware that the reliability of land change predictions decreases in future time 
steps (Chaudhuri and Clarke 2014; Qiang and Lam 2015) though the decreasing rate is 
unknown. Depending on the application, there is a certain point in time when land change 
predictions no longer give useful information for decision-making. The approaches 
developed in this thesis could help to identify this unknown point in time.  
Another misinterpretation can emerge when comparing the uncertainty of different 
applications. In situations with a lot of unsystematic variability, land change models are 
necessarily less certain in their prediction than in deterministic cases. Certainty is unequal 
to reliability in such investigations of different case studies. However, in an application of 
different model settings or modeling approaches within one case study, uncertainty gives 
evidence about reliability. Then, it is reasonable to conclude that a certain model is more 
reliable than an uncertain model. That is the procedure suggested in chapter four. 
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3 Conclusions 
Land change modeling is crucial to understand the complex processes in the human-
environment system. It gives important guidance for land use planning and decision-making. 
On the one hand, it is necessary that decision-makers have confidence in the utility of land 
change modeling outputs; on the other hand, they have to be aware of model weaknesses in 
order to avoid misinterpreting the results. Therefore, it is of utmost importance to give 
information about uncertainty within the modeling process and in the model results. This 
work presented a comprehensive approach about how to identify and evaluate the 
uncertainties in the model calibration. The approach is additionally a profound basis to assess 
the effects of different uncertainty sources on the reliability of the model’s outcome. It turned 
out in this thesis that such effects are complex and hard to predict without a quantitative 
uncertainty assessment. Furthermore, two procedures to quantify uncertainty of land change 
projections in future time horizons were developed. Many land change applications express 
the expectation that uncertainty increases when going further into the future; however, this 
work fills the quantitative gap of these expectations. Moreover, the developed approaches 
allow the differentiation of uncertainty in spatial and quantitative components, which is an 
important asset in spatial applications such as land change modeling. 
A dissertation, such as this one, is like a telescope focusing on a specific part of the dark sky. 
Within this dissertation, the focus was on uncertainties relying on probabilities and on a 
differentiation of these uncertainties into spatial and quantity uncertainty. That is only a tiny 
part of the widespread topic of uncertainty in spatial modeling, and it is even only a tiny part 
of the more specific topic of uncertainty in land change modeling. Nevertheless, I believe 
that I could find at least one bright star which brought some light into the dark sky. With a 
certain distance, one star looks quite similar to the uncountable number of neighboring 
stars…   
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„Das Interessante am Sternenhimmel sind nicht die Sterne, sondern die Zwischenräume.“ 
(Gerald Dunkl (*1959), österreichischer Psychologe und Aphoristiker) 
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