Computational auditory scene analysis is gaining interest in the last years. Trailing behind the more mature field of speech recognition, it is particularly general sound event detection that is attracting increasing attention. Crucial for training and testing reasonable models is having available enough suitable data -until recently, general sound event databases were hardly found. We release and present a database with 714 wav files containing isolated high quality sound events of 14 different types, plus 303 "general" wav files of anything else but these 14 types. All sound events are strongly labeled with perceptual on-and offset times, paying attention to omitting in-between silences. The amount of isolated sound events, the quality of annotations, and the particular general sound class distinguish NIGENS from other databases.
I. INTRODUCTION
S OUND-related modeling is receiving increasing attention through the last years. Compared to speech recognition, which is more mature (and still one of the most active domains of applied machine learning research), general sound event detection (SED) is only recently picking up pace. This is also reflected in the availability of general sound event databases, which are still scarce ( [6] - [10] ) and have their limitations, see Section V.
We have built the NIGENS -Neural Information processing group GENeral Sounds -database as the TWO!EARS project 1 [5] was in need for a database of isolated high quality sound events, big enough for simulating complex acoustic scenes and the development of robust sound event detection models. To enable training of models which are able to cope with disturbances of unknown type, we included a large collection of "general" sounds of all kinds and sorts in addition to sounds of the detector target classes. Sounds were collected to the largest part from StockMusic [11] , who in the meantime kindly have authorized redistribution under a non-commercial-license, such that we can now release NIGENS to the public for further research on sound-related modeling.
II. NIGENS CONTENTS NIGENS is publicly accessible at [1] . It contains 1017 stereo wav files of various lengths (between 1s and 5mins), in total comprising 4h:45m of sound material. Mostly, sounds are provided with 32-bit precision and 44100 Hz sampling rate. The files contain isolated sound events, that is, without superposition of ambient or other foreground sources.
Fourteen distinct sound classes are included: alarm, crying baby, crash, barking dog, running engine, burning fire, footsteps, knocking on door, female and male speech, female and male scream, ringing phone, piano. Additionally, there is the general (anything else) class. Table I provides descriptions and statistics for all classes. Fig. 1 shows persistence spectra for all classes, averaged over all sounds of each class. Persistence spectra display temporal "density", rate of occurrence, over frequency and power. They are computed based on short-time FFT spectrograms, but in contrast to them can be reasonably averaged. Compared to pure power spectra, they are able to also depict structure of sounds. Note, for instance, the similar structure of alarm and phone, versus the similar structures of engine and fire. Looking at these spectra, one can see that there are classes of very different quality as well as similar ones provided. The general (Fig. 1o) class shows, as expected, a broadband, unstructured spectrum, since there are so many different types of sounds included. It is described in the section below.
Sounds for all but the speech and scream (and few general) classes were attained from StockMusic [11] , the online redistributor of the Sound Ideas sounds library, offering individual files rather than pre-compiled collections. Scream and the remaining general sounds were collected from Freesound.org [14] .
"General" Sound Class
Often, sound event detectors are trained to discriminate between a target class and all other target classes, sometimes added by broadband-like ambient noise. If testing is done the same way, this certainly produces highest performances. However, this approach lacks a real-world circumstance: there will always be a lot of sound events occurring that were not part of any target training class, many of them discrete and not noise-like. To explicitly take this into account, and help better define target detector models against sounds different from other target classes, we collected the general class. This class contains sounds intended both as "disturbance" sound events (superposing) and as counterexamples to the target sound classes.
The general class is a pool of sound events other than the 14 distinguished target sound classes, containing as heterogeneous sounds as possible (303 in total). For example, it includes nature sounds such as wind, rain, or animals, sounds from human-made environments such as honks, doors, or guns, as well as human sounds like coughs. Speech sound files The database contains female and male speech sounds, which were compiled from the GRID [12] and TIMIT [13] copora. The latter one unfortunately is attached with a restrictive license, preventing us from redistributing the respective files. The associated event on-and offset time annotations created by us, however, are made available by us; and in [1] , we list the TIMIT files used, leaving anybody with the possibility to get hold of these files by themselves.
Event On-and Offset Times
In order to effectively train models that identify sound events of particular classes, sounds have been annotated by time stamps indicating perceptual on-and offsets of occurring sound events. Wave files are thus accompanied by an annotation (.txt) file that includes on-and offset times of that file's sound events. The general sounds do not come with on-and offset time annotations, since these files do not constitute any coherent sound class (to the contrary, by design) and are not intended to be positive examples for classifiers.
In contrast to other SED data sets, we have decided to label only active sound as respective sound events, that is, times of silence are not part of sound events with our labeling. Positive labeling across "gaps" in sound events is more of a semanticlogical labeling (referring to a series of individual phone rings as "phone ringing", for example), but we believe that this complicates training since the direct correlation of physical features and label gets lost.
Since each sound file may contain an arbitrary number of instances of the same event class, the list of on-and offset times (in seconds) for each sound file is stored in a separate text file: 
File Lists
For easy parsing and better comparability of results based on this data set, we provide the following file lists: all.flist is a text file containing a list of all included sounds. NIGENS_8-foldSplit_fold<x>.flist are lists of eight disjunct folds of equal size. If you do only one train-test-set split for model training and evaluation of generalization performance, we suggest using fold 1-6 for training (and do cross-validation on them, if applicable) and 7-8 for testing. Using the same train-test-set splits across works will increase comparability.
The same file lists are provided as versions without TIMIT files included, in case you don't have access to these. In [2] , we have developed and analyzed a robust binaural sound event detection training scheme on NIGENS sounds. In [3] , this work was extended in order to join sound event detection and localization. Both works were done utilizing the Auditory Machine Learning Training and Testing Pipeline [4] , AMLTTP, which can process the file lists, on-and offset time annotation files and sounds provided by NIGENS out of the box. AMLTTP is particularly suited for sound event detection model training; among other features, it enables straight-forward generation of complex spatial polyphonic sound scenes together with polyphonic annotations, from databases with isolated sounds like NIGENS.
V. OTHER DATA SETS In the following, we list other datasets we are aware of that contain more or less isolated sound events, which enables generation of well-defined acoustic scenes of specific complexity.
• The DCASE 2016 [6] task 2 (synthetic audio sound event detection) data set consists of 20 mono sound files for each of 11 sound classes (from office environments, like clearthroat, drawer, or keyboard), each file containing one sound event instance. Sound files are annotated with event on-and offset times, however silences between actual physical sounds (like with a phone ringing) are not marked and hence "included" in the event.
• The DCASE 2017 [7] rare sound events task data set contains isolated sound events for three classes: 148 crying babies (mean duration 2.25s), 139 glasses breaking (mean duration 1.16s), and 187 gun shots (mean duration 1.32s). As with the DCASE 2016 data, silences are not excluded from active event markings in the annotations.
• The UrbanSound and UrbanSound8k datasets [8] provide a large database with 1302 different sound files (containing 27h of audio) distributed across ten classes of urban environments, like car horn, dog bark, or jackhammer. Sounds originally came from Freesound.org and were enhanced by manual annotations of sound event starting and ending times. Unfortunately, sound events are not necessarily isolated, but instead marked with a salience annotations whether the respective event is perceived to be in the foreground or background. Using the UrbanSound8k dataset, which is a subset of UrbanSound with slices of 4s length, and constraining to foreground instances, could be a way to at least obtain events that are perceived dominant.
• The ESC-50 dataset [9] comprises 2000 5s-clips of 50 different classes across natural, human and domestic sounds, again, drawn from Freesound.org. While the extracted sounds were tried be restricted to foreground events with limited background noise, events are not truly isolated. Also, events are not annotated with event on-and offset times.
• The Freesound Datasets [10] consist of audio samples from Freesound.org, organized in a hierarchy based on the AudioSet Ontology, with verified event labels. It is an ongoing project (albeit a very large one already) more than a completed dataset, aiming to increase the number of audio files with (through crowd-sourcing) verified labels. However, these annotations are weak labels, as they only provide information about the existence of a sound event throughout the file, but no information about when it occurs. As with UrbanSound, events are not necessarily isolated, but are labeled to be predominant or not.
As of presented in [10] , 20206 audio clips (92.5h) are already labeled and verified with predominant events.
VI. ATTRIBUTION The largest part of the sounds was acquired from and kindly granted redistribution for research under above license by StockMusic.com [11] . These files have been watermarked to enable misuse detection. Please comply with the license. Speech sounds were compiled from the GRID [12] and TIMIT [13] copora. Several sounds were downloaded and included from https://freesound.org [14] under attribution licenses, a list can be found in [1] .
VII. FUNDING The collection of this dataset was partly funded from the European Unions Seventh Framework Programme for research, technological development and demonstration under grant agreement no 618075.
