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Awide class of binary-state dynamics on networks—including, for example, the voter model, the Bass
diffusion model, and threshold models—can be described in terms of transition rates (spin-flip proba-
bilities) that depend on the number of nearest neighbors in each of the two possible states. High-accuracy
approximations for the emergent dynamics of such models on uncorrelated, infinite networks are given by
recently developed compartmental models or approximate master equations (AMEs). Pair approximations
(PAs) and mean-field theories can be systematically derived from the AME. We show that PA and AME
solutions can coincide under certain circumstances, and numerical simulations confirm that PA is highly
accurate in these cases. For monotone dynamics (where transitions out of one nodal state are impossible,
e.g., susceptible-infected disease spread or Bass diffusion), PA and the AME give identical results for the
fraction of nodes in the infected (active) state for all time, provided that the rate of infection depends
linearly on the number of infected neighbors. In the more general nonmonotone case, we derive a
condition—that proves to be equivalent to a detailed balance condition on the dynamics—for PA and
AME solutions to coincide in the limit t! 1. This equivalence permits bifurcation analysis, yielding
explicit expressions for the critical (ferromagnetic or paramagnetic transition) point of such dynamics,
that is closely analogous to the critical temperature of the Ising spin model. Finally, the AME for threshold
models of propagation is shown to reduce to just two differential equations and to give excellent
agreement with numerical simulations. As part of this work, the Octave or Matlab code for implementing
and solving the differential-equation systems is made available for download.
DOI: 10.1103/PhysRevX.3.021004 Subject Areas: Complex Systems
I. INTRODUCTION
Binary-state dynamics on complex networks are fre-
quently used as simple models of social interaction
[1–4]. Each node in a network is considered to be in one
of two possible states (e.g., susceptible or infected, inactive
or active) at each moment of time. Switching of nodes to
the opposite state occurs stochastically, with probabilities
that depend on the state of the updating node and on the
states of its neighbors. Examples include models for com-
petition between two opinions in a network-based popula-
tion, such as the voter model [5,6] and the majority-vote
model [5,7,8]. Models for rumor propagation, adoption of
new technologies, or the spreading of behavior are often
based on generalizations of disease-spread [9–11] or
individual-threshold [12–15] dynamics. Recently, data
from online social networks have been mined to help
increase the understanding of how individuals are influ-
enced by their network neighbors [16–21]; further insight
is provided by experiments where the network topology
and social interactions are carefully controlled [22].
Binary-state dynamics provide the simplest test for newly
developed models [23,24]; interest is often focused on the
critical parameters where the behavior of the model
changes qualitatively, as at the paramagnetic or ferromag-
netic phase transition that occurs in the Ising spin model at
the critical temperature [25–27].
All these models, and many others, can be considered as
special cases of a general formulation for stochastic
binary-state dynamics. Letting k be the degree (number
of network neighbors) of a node X in an unweighted,
undirected, uncorrelated, static network, we denote by m
the number of neighbors of X that are in state 1, i.e.,
infected or active or spin-up, depending on the model
context. If node X itself is in state 0 (i.e., susceptible or
inactive or spin-down), then the rate Fk;m is defined by
letting Fk;mdt be the probability that X will switch from
state 0 to state 1 in an infinitesimally small time interval dt.
On the other hand, if node X is in state 1, then Rk;mdt is
the probability that node X will switch to state 0 within the
time interval dt. We call the functions Fk;m and Rk;m the
infection rate and recovery rate, respectively; collectively,
they are also called the transition rates or spin-flip rates of
the dynamics. These rates depend (only) on the degree k of
node X and on the number m of neighbors of X that are in
state 1; we also assume that the rates Fk;m and Rk;m do not
vary in time. In Sec. II (see Table I), we show that many
stochastic binary-state social-interaction models can be
expressed in terms of suitable Fk;m and Rk;m functions
[29,30]. Deterministic threshold models [12–14]—where
*james.gleeson@ul.ie
Published by the American Physical Society under the terms of
the Creative Commons Attribution 3.0 License. Further distri-
bution of this work must maintain attribution to the author(s) and
the published article’s title, journal citation, and DOI.
PHYSICAL REVIEW X 3, 021004 (2013)
2160-3308=13=3(2)=021004(20) 021004-1 Published by the American Physical Society
nodes change state (become active) only when the number
m of active neighbors exceeds a predefined threshold
level—may also be put into this form (see Sec. VII).
Approximations for macroscopic quantities of interest—
such as the expected fraction of active nodes in the network
at a given time—are needed in order to understand how the
combination of network topology (e.g., the degree distri-
bution Pk) and the microscopic dynamics (defined by the
rates Fk;m and Rk;m) affects the emergent dynamics at the
macroscopic level. In the limit of infinite network size,
systems of deterministic differential equations may be
derived to describe such macroscopic quantities at various
levels of approximation. The most common analytical
approach for dynamics on complex networks is mean-field
(MF) theory. Mean-field theories are typically derived
under a number of assumptions, the most important of
which for the current discussion is the assumed lack of
dynamical correlations [31]. Under this assumption, the
neighbors of a node A are considered to be active (i.e., in
state 1) with a probability that is determined by the overall
fraction of active nodes (of same degree) across the net-
work as a whole. In particular, the probability of a neighbor
of A being active is assumed to be independent of the state
of node A: Thus, there is assumed to be no correlation
between the state of A and the state of A’s neighbors.
Examples of MF theories for binary-state dynamics are
found in Refs. [3,6,9,34], and the validity of the assump-
tions of mean-field theories on networks is considered in
detail in Refs. [35,36]. Mean-field theories, although rela-
tively simple to derive and solve, are often quite inaccurate,
especially on sparse networks (with low mean degree z)
and near to critical points of the dynamics. Pair-
approximation (PA) theories improve upon the accuracy
of MF theories—at the cost of extra complexity in the
resulting system of differential equations—by including
dynamical correlations at a pairwise level [28,37–43]. In
addition to the fraction of active nodes in each degree class
(as in the MF), PA theories account for the fraction of
edges in the network that link active nodes to active nodes
(called I-I edges here), inactive nodes to inactive nodes
(S-S edges), and inactive to active nodes (S-I edges).
However, dynamical correlations beyond nearest neigh-
bors are not captured by PA theories. If node A is inactive,
for example, the probability that each of its neighbors is in
the active state is approximated in PA theory by the relative
preponderance of S-I edges over S-S edges in the whole
network. Moreover, each neighbor of A is considered to be
independent of every other neighbor of A; thus, if m is the
number of A’s neighbors that are in the active state, m is
assumed to have a binomial distribution.
TABLE I. Infection and recovery rates for some examples of binary-state dynamics on networks: k is the node’s degree, m is its
number of infected neighbors, and z is the mean degree hki ¼ PkkPk of the network. The parameters of the various models are
described in Sec. II. Symmetric models are those with rates that obey condition (23); equilibrium models obey condition (17).
Process or model Infection rate Fk;m Recovery rate Rk;m Symmetric model Equilibrium model
SIS m  No No
SI m 0 No No
Bass cþ dm 0 No No
Kirman c1 þ dm c2 þ dðkmÞ No No
Voter
m
k
km
k Yes No
Link-update voter mz
km
z Yes No
Nonlinear voter on four-regular
random graph [28]
8>>>>>><
>>>>>>:
F4;0 ¼ 0
F4;1 ¼ 1
F4;2 ¼ 2
F4;3 ¼ 1 2
F4;4 ¼ 1 1
8>>>>>><
>>>>>>:
R4;0 ¼ 1 1
R4;1 ¼ 1 2
R4;2 ¼ 2
R4;3 ¼ 1
R4;4 ¼ 0
Yes No
Language model sðmkÞ ð1 sÞðkmk Þ Yes, if s ¼ 12 No
Majority vote
8><
>:
Q if m< k=2
1=2 if m ¼ k=2
1Q if m> k=2
8><
>:
1Q if m< k=2
1=2 if m ¼ k=2
Q if m> k=2
Yes No
Ising Glauber 1
1þexp½2JT ðk2mÞ
exp½2JT ðk2mÞ
1þexp½2JT ðk2mÞ
Yes Yes
Ising Metropolis
8<
: e2J=Tð2mkÞ if m< k=21 if m  k=2
8<
: 1 if m  k=2e2J=Tðk2mÞ if m> k=2 Yes Yes
Threshold
8<
: 0 if m<Mk1 if m  Mk 0 No No
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Higher-order accuracy, beyond the PA level, has been
obtained recently using compartmental models or approxi-
mate master equations (AMEs) [44–47]. These approaches
consider the state of nodes and their immediate neighbors,
generating large systems of differential equations that bet-
ter capture the (nonbinomial) distributions of the number
of active neighbors of updating nodes. The increased com-
plexity of the differential-equation systems gives improved
accuracy over PA and MF, particularly near critical points
of the dynamics [46].
In this paper, we investigate the possibility of, for
certain classes of dynamics, reducing the dimensionality
of the full AME system to obtain a simpler set of differ-
ential equations, but without any loss of accuracy. Ideally,
the reduced-dimension system would permit analytical
solutions, but, even if closed-form solutions are not pos-
sible, the smaller system is less computationally expen-
sive to solve. We restrict our attention to static networks
but note that AME approaches have also been success-
fully used for models where the network structure co-
evolves with the dynamics [44,48,49]. We also assume
here that the networks are generated by the configuration
model [4,32,33], and so they have zero clustering (tran-
sitivity) in the infinite-size limit. These simplifications
enable us to focus on the types of dynamics for which
the AME can be exactly reduced to a simpler (e.g., pair-
approximation) system; we anticipate that complicating
factors such as nonzero clustering can be studied in sub-
sequent work, for example, by employing the models of
Refs. [50–53].
The remainder of the paper is organized as follows. In
Sec. II, we give examples of binary-state dynamics, and in
Sec. III we briefly review the approximate-master-
equation approach of Ref. [46], showing how the equa-
tions of PA and MF theories can be derived as systematic
approximations of the full AME. In Sec. IV, the AME and
PA solutions are shown to give identical results for certain
macroscopic quantities within the class of dynamics we
call monotone. In Sec. V, a more general class of dynam-
ics (corresponding to equilibrium spin systems that obey a
detailed balance) is shown to have AME and PA solutions
that are equal in the steady-state limit t! 1 but not at
finite t. Focusing on equilibrium models with up-down
symmetry, this result enables us to derive—in Sec. VI—
an analytical result for the critical point of such dynamics,
i.e., the bifurcation point marking the phase transition
from paramagnetic (disordered) to ferromagnetic (or-
dered) behavior, as in the Ising model on complex net-
works [25,26]. Finally, in Sec. VII, we show that
(monotone) threshold models may be accurately approxi-
mated using an extended version of the AME, and that the
large system of equations may be reduced to just two
differential equations to determine the expected fraction
of active nodes. Details of some mathematical derivations
are contained in the Appendixes.
II. EXAMPLES OF BINARY-STATE DYNAMICS
Here, we briefly examine some of the binary-state mod-
els that can be described using transition rates Fk;m and
Rk;m; see Table I and the schematic Fig. 1. Note that in
many of the models described here, a single randomly
chosen node is updated at each time step, for which the
time increment is dt ¼ 1=N, where N is the number of
nodes in the network (and we take the N ! 1 limit). In
such a model,Fk;m is the probability that a spin-down node,
when selected for updating, flips to spin-up, while Rk;m is
the corresponding probability of a node flipping from spin-
up to spin-down [54].
The susceptible-infected-susceptible (SIS) disease-
spread model [55–57] assumes that infected individuals
transmit disease to each of their network neighbors at a rate
. Thus, if a susceptible node hasm infected neighbors, the
probability of it remaining susceptible for a time interval dt
is ð1 dtÞm. Therefore, its probability of infection is 1
ð1 dtÞm, and in the limit dt! 0 this probability is
mdt, giving the Fk;m rate for SIS dynamics in Table I.
The recovery rate in the SIS model is a constant , and in
the case of ¼ 0, recovery is impossible; this special case
is called the SI model.
The Bass model [58–60] for diffusion of technological
innovations is an extension of the SI model and may be
similarly specialized to a network context. In the Bass
model, nodes move from the susceptible (nonadopted)
state to the infected (adopted) state with the rate Fk;m ¼
cþ dm. The parameter c represents individual action,
independent of the influence of neighbors, while the pa-
rameter d quantifies the ‘‘herding behavior,’’ whereby
individuals copy the actions of their neighbors: In this
case, they do so by adopting the innovation when m of
their neighbors have already done so. Transitions from the
adopted state to the nonadopted state are not permitted, so
Rk;m  0. Kirman’s ant colony model [61–63] for choice
between stock market trading strategies has similar herding
effects but with switching permitted between both states
(strategies). A node with m of its k neighbors infected has
km neighbors in the susceptible state, so the rate for
transitions of such a node from infected to susceptible is
Rk;m ¼ c2 þ dðkmÞ. Note that mean-field theory [see
Eq. (5) below] for the complete-graph case Pk ¼ k;N—
where all nodes are connected to all other nodes—gives the
standard population-level version of the Bass and Kirman
models [58,61].
In the voter model [5,6], a node is chosen at random in
each time step (dt ¼ 1=N) and it adopts the same state of
one of its (randomly chosen) neighbors. If m of the node’s
k neighbors are in the active state, the node thus becomes
active with probability m=k and becomes inactive with
probability ðkmÞ=k, these probabilities being the frac-
tions of its neighbors in the respective states. Many variants
of the voter model have been studied [1,3]. In the link-
update voter model, for example, an edge (rather than a
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node) is chosen at random in each time step, and one of the
end nodes of the chosen edge then copies the state of the
other. Nonlinear voter models and other variants have been
examined by a number of authors [28,30,64,65]. In
Ref. [28], for example, the current state of the node is
incorporated into the probabilities for switching state,
lending an effective inertia to the dynamics: See the tran-
sition rates for this case (on four-regular random graphs) in
Table I. The language model of Ref. [65] has been exam-
ined in detail in Ref. [42]; in this model, the two states
represent the primary language choice of a person (node),
and the probability of switching states is proportional to the
fraction of speakers in the locality, raised to the power ,
multiplied by the status parameter s or 1 s of the re-
spective language. (s ¼ 1=2 for the symmetric case of
equal-status languages;  ¼ 1 then gives the voter model.)
Many models of opinion dynamics are based on the
classical Ising model of magnetic spins. Here, each node
is in either the spin-up or spin-down state, and transitions
occur according to dynamical rules that minimize the
Hamiltonian of ferromagnetic interactions [3,66]. Letting
T represent the temperature of the heat bath and J the
ferromagnetic-interaction parameter, the transition rates
for Glauber [67] and Metropolis [68] dynamics are shown
in Table I. The majority-vote model [5,7] is a nonequilib-
rium spin model, with spins tending to align with the local
neighborhood majority but with a noise parameter Q giv-
ing the probability of misalignment.
As a final example, we consider threshold models
[12–14,69], which are used to model the diffusion of
fads, collective action, or adoption of innovations [11].
Each node has a (frozen) threshold level, which may
depend on the degree of the node. In each time step, a
fraction dt of the N nodes in the network is updated. When
updated, a node compares the number m of its active
neighbors to its threshold and activates (with probability
1) if m is greater than or equal to its threshold. Similarly to
the Bass model of innovation diffusion, no recovery is
usually permitted in this model [11,18] (but see Ref. [15]
for a recent extension that includes recovery). Note that a
coordination game, modeling the diffusion of new behav-
ior through a network, can also be written as a threshold
model of this type [18,70,71]. Threshold models, and the
extension of the AME required to describe them, are
considered below in Sec. VII.
III. APPROXIMATE MASTER EQUATIONS, PAIR
APPROXIMATIONS, AND MEAN-FIELD THEORY
For completeness, we here briefly recapitulate the AMEs
introduced in Ref. [46]. These equations were derived by
generalizing the approach used in Refs. [44,45] for SIS
dynamics; see Appendix A for details. Let sk;mðtÞ [respec-
tively, ik;mðtÞ] be the fraction of k-degree nodes that is
susceptible (respectively, infected) at time t and have m
infected neighbors. Then, the fraction kðtÞ of k-degree
nodes that is infected at time t is given by kðtÞ ¼P
k
m¼0 ik;m ¼ 1
P
k
m¼0 sk;m, and the fraction of infected
nodes in the whole network is found by summing over all k
classes: ðtÞ ¼ hkðtÞi  PkPkkðtÞ. (Recall that Pk is the
FIG. 1. Schematic of the infection rate Fk;m and recovery rate Rk;m as defined in the text. Here—and in Figs. 9 and 10—white nodes
are susceptible or inactive or spin-down and black nodes are infected or active or spin-up. Examples of the dependence of the rates on
the number m of infected neighbors include (a) the susceptible-infected-susceptible disease-spread model, (b) Glauber dynamics for
the Ising model, and (c) a stylized ‘‘friend-saturation’’ model. Case (c) is motivated by the data analysis of social contagion for Digg
stories in Fig. 4 of Ref. [17], where the probability of, for example, becoming infected (voting on a Digg story) initially increases with
the number of infected neighbors but then saturates and eventually decreases, giving a function that is roughly symmetric about
m ¼ k=2.
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degree distribution, i.e., the probability that a randomly
chosen node has k neighbors.)
The approximate master equations for the evolution of
sk;mðtÞ and ik;mðtÞ are [46]
d
dt
sk;m ¼ Fk;msk;m þ Rk;mik;m  sðkmÞsk;m
þ sðkmþ 1Þsk;m1  smsk;m
þ sðmþ 1Þsk;mþ1; (1)
d
dt
ik;m ¼ Rk;mik;m þ Fk;msk;m  iðkmÞik;m
þ iðkmþ 1Þik;m1  imik;m
þ iðmþ 1Þik;mþ1 (2)
for each m in the range 0; . . . ; k and for each k class in
the network, with s ¼ hPkm¼0ðkmÞFk;msk;mi=
hPkm¼0ðkmÞsk;mi, s ¼ hPkm¼0ðk  mÞRk;mik;mi=
hPkm¼0ðk  mÞik;mi, i¼hPkm¼0mFk;msk;mi=hPkm¼0msk;mi,
and i ¼ hPkm¼0mRk;mik;mi=hPkm¼0mik;mi. Equations (1)
and (2), with the time-dependent rates s, s, i, and i
(defined as nonlinear functions of sk;m and ik;m), form a
closed system of deterministic equations that can be solved
numerically using standard methods; Octave or Matlab
scripts are available from the author’s Web site [72].
Assuming that a randomly chosen fraction ð0Þ of nodes
is initially infected, the initial conditions are sk;mð0Þ ¼
½1 ð0ÞBk;m½ð0Þ and ik;mð0Þ ¼ ð0ÞBk;m½ð0Þ, where
Bk;mðqÞ denotes the binomial factor
Bk;mðqÞ ¼
k
m
 !
qmð1 qÞkm: (3)
For dynamics on a general network, with nonempty
degree classes from k ¼ 0 up to a cutoff kmax, the number
of differential equations in the system (1) and (2) is
ðkmax þ 1Þðkmax þ 2Þ, and so grows with the square of the
largest degree. Some approximation is therefore necessary
if it is desirable to reduce the AME to a lower-dimensional
system. One possibility is to consider the parameters pkðtÞ
[respectively, qkðtÞ], defined as the probability that a
randomly chosen neighbor of a susceptible (respectively,
infected) k-degree node is infected at time t. Noting
that pkðtÞ can be expressed in terms of sk;m asP
k
m¼0msk;m=
P
k
m¼0 ksk;m, an evolution equation for pk
may be derived by multiplying Eq. (1) by m and summing
over m. The right-hand side of the resulting equation
contains higher moments of sk;m, so a closure approxima-
tion is needed to proceed. If we make the ansatz that sk;m
and ik;m are proportional to binomial distributions sk;m 
ð1 kÞBk;mðpkÞ and ik;m  kBk;mðqkÞ, we obtain the PA
that consists of the 3kmax þ 1 differential equations
d
dt
k ¼ k
Xk
m¼0
Rk;mBk;mðqkÞ þ ð1 kÞ
Xk
m¼0
Fk;mBk;mðpkÞ;
d
dt
pk ¼
Xk
m¼0

pk mk

Fk;mBk;mðpkÞ  k1 k Rk;mBk;mðqkÞ

þ sð1 pkÞ  spk;
d
dt
qk ¼
Xk
m¼0

qk mk

Rk;mBk;mðqkÞ  1 kk Fk;mBk;mðpkÞ

þ ið1 qkÞ  iqk
(4)
for each k class. The rates here are given by inserting
the binomial ansatz into the general formulas, so that
s, for example, is hð1 kÞ
P
mðkmÞFk;mBk;mðpkÞi=
hð1 kÞkð1 pkÞi; the initial conditions are kð0Þ ¼
pkð0Þ ¼ qkð0Þ ¼ ð0Þ.
A cruder, MF approximation results from replacing both
pk and qk with !: sk;m  ð1 kÞBk;mð!Þ and ik;m 
kBk;mð!Þ, where ! ¼ hkz ki is the probability that one
end of a randomly chosen edge is infected, and z ¼ hki is
the mean degree of the network. Using this ansatz in the
master equations yields a closed system of kmax þ 1 dif-
ferential equations for the fraction k of infected k-degree
nodes:
d
dt
k¼k
Xk
m¼0
Rk;mBk;mð!Þþð1kÞ
Xk
m¼0
Fk;mBk;mð!Þ;
(5)
with kð0Þ ¼ ð0Þ.
In Ref. [46], we showed that the AME system (1) and (2)
generally gives improved accuracy over the approxima-
tions (4) and (5). Moreover, the general Eqs. (4) and (5) for
pair approximation and mean-field theory reduce to pre-
viously studied equations when the specific rates Fk;m and
Rk;m are selected from Table I. In this paper, we concen-
trate on finding dynamics for which the AME system can
be reduced exactly to lower-dimensional systems, for in-
stance, to the PA equations.
IV. MONOTONE DYNAMICS
We first consider the case where Rk;m ¼ 0 for all k
and m, with Fk;m nonzero for at least some arguments.
The zero-recovery rate means that it is impossible for
nodes to switch from the infected state to the susceptible
state, and so we call this type of dynamics monotone
[73]. In this case, the sk;m equations of the AME system
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are decoupled from the ik;m equations, with Eq. (1)
reducing to
d
dt
sk;m ¼ Fk;msk;m  sðkmÞsk;m
þ sðkmþ 1Þsk;m1; (6)
and the fraction of infected nodes is given by ðtÞ ¼
1PkPkPkm¼0 sk;mðtÞ. Thus, several important macro-
scopic quantities (although not all) can be found by
solving Eq. (6) for sk;mðtÞ, without considering the
ik;mðtÞ variables.
Now, consider whether or not the pair-approximation
ansatz sk;mðtÞ ¼ ½1 kðtÞBk;m½pkðtÞ—that was used to
derive Eqs. (4)—could be an exact solution of Eq. (6).
Inserting the PA ansatz into Eq. (6) and dividing by
ð1 kÞBk;mðpkÞ gives the condition
 1
1 k
dk
dt
þ

m
pk
 km
1 pk

dpk
dt
¼ Fk;m  sðkmÞ þ s 1 pkpk m; (7)
where the identities
d
dp
Bk;mðpÞ ¼

m
p
 km
1 p

Bk;mðpÞ (8)
and
ðkmþ 1ÞBk;mðpÞ ¼ 1 pp mBk;mðpÞ (9)
have been, respectively, utilized on the left-hand side and
the right-hand side of Eq. (7).
Equation (7) can be viewed as a condition on the forms
of the infection rate Fk;m for which the PA ansatz on sk;m is
an exact solution of the corresponding approximate master
equation. Note that all terms in Eq. (7) are linear in m, so
Fk;m is necessarily of the form
Fk;m ¼ ck þ dkm (10)
for (possibly k-dependent) constants ck and dk. Using this
form in (4) confirms that the solutions of the AME for sk;m
are given by the PA ansatz, with k and pk being the
solutions of the reduced system
d
dt
k ¼ ð1 kÞðck þ kpkdkÞ;
d
dt
pk ¼ dkpkð1 pkÞ þ sð1 pkÞ;
(11)
where s¼fPkPkð1kÞkð1pkÞ½ckþðk1Þpkdkg=
½PkPkð1kÞkð1pkÞ. For the special case of z-regular
random graphs or Bethe lattices (i.e., Pk ¼ k;z for integer
z), system (11) can be solved analytically to give the
explicit solution for the infected fraction as
ðtÞ ¼ 1 ½1 ð0ÞeðcþzdÞt

1 ½1 ð0Þdðz 2Þ
cþ dðz 2Þ
 ð1 e½cþdðz2ÞtÞ
z=ðz2Þ
: (12)
In Fig. 2, we show results for SI dynamics (see Table I),
which are monotone, and of form (10) with ck ¼ 0 and
dk ¼  for all k. Note the exact match between the AME
and PA solutions for ðtÞ and for the fraction of S-I edges
[see Eqs. (A4) and (C3)] in the network and the excellent
agreement with numerical simulation on networks of size
N ¼ 105 [74].
The parameters dk in (10) may be negative (provided
that all Fk;m values are non-negative). As an example,
consider the Bass diffusion model on a z-regular random
graph with c ¼ 1 and d ¼ 1=z. This rate might model,
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FIG. 2. SI dynamics (with transmission rate  ¼ 1) on a truncated scale-free network, with degree distribution given by Pk / k2:5
for degrees in the range 3  k  20 and with Pk ¼ 0 otherwise. The initial infected fraction is ð0Þ ¼ 102. Here, and in all
subsequent figures, the symbols show the results of numerical simulations on networks of size N ¼ 105, using the time step dt ¼ 104.
The results are averages over 24 realizations; the error bars indicate the mean 1 standard deviation (but note that the error bars are
smaller than the symbols in this example).
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for example, the adoption by indie music fans of a new
band, where the attractiveness of the band decreases as the
number of neighbors m who have already ‘‘jumped on the
bandwagon’’ increases; see Ref. [15] for another approach
to this aspect of social contagion modeling, which they call
‘‘limited imitation contagion.’’ The expected fraction of
fans ðtÞ is given explicitly by Eq. (12); note that for these
parameters the entire network does not become infected;
see Fig. 3.
It is interesting to note that, while, in the monotone case
(10), the AME solutions for sk;mðtÞ are exactly reproduced
by the PA equations, the corresponding ik;mðtÞ variables are
not necessarily equal to their respective PA ansatz
kðtÞBk;m½qkðtÞ. Focusing on the SI model, the effect of
the nonbinomial m distribution in ik;m is not visible in
Fig. 2, as the quantities shown there can be written in terms
of sk;m only; indeed, it is necessary to examine connected
triples of nodes to demonstrate this effect [40]. Figure 4
shows the fraction of connected triples (defined by choos-
ing a node at random, then randomly choosing two of its
neighbors) that are of type S-I-S, the chosen (middle) node
being infected while both chosen neighbors are suscep-
tible. In the AME formulation, this fraction is given by
2
P
kPk
P
k
m¼0ðkmÞðkm 1Þik;m=hkðk 1Þi, whereas
the corresponding PA version is 2
P
kPkkkðk 1Þ
ð1 qkÞ2=hkðk 1Þi. The differences seen in Fig. 4—
and the close fit of AME results to numerical
simulations—indicate that the match between AME and
PA results in Figs. 2 and 3 is due to the binomial m
distribution sk;m for susceptible nodes, but the correspond-
ing distribution ik;m for infected nodes is not binomial inm.
V. GENERAL DYNAMICS AND EQUILIBRIUM
SPIN MODELS
We consider in this section the more general case of
nonmonotone dynamics, where none of the rates Fk;m and
Rk;m are identically zero. Inserting the PA ansatz for sk;m
and ik;m into the AME Eqs. (1) and (2), we find, after
dividing by ð1 kÞBk;mðpkÞ, the condition
 Fk;m þ Rk;m k1 k
Bk;mðqkÞ
Bk;mðpkÞ ¼ c
ð1Þ
k þ cð2Þk m; (13)
where cð1Þk and c
ð2Þ
k represent combinations of terms that
depend on t and k but are independent of m. Similarly,
using the PA ansatz in the AME equation for ik;m yields
Fk;m
1 k
k
Bk;mðpkÞ
Bk;mðqkÞ  Rk;m ¼ c
ð3Þ
k þ cð4Þk m; (14)
where, like Eq. (13), the left-hand side is an exponential
function of m [because of the presence of the Bk;m func-
tions; see Eq. (3)], while the right-hand side is linear in m.
Bearing in mind that the transition rates Fk;m and Rk;m are
time independent, it is not generally possible to simulta-
neously solve Eqs. (13) and (14) to obtain constant
transition rates. We conclude that in this general case,
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FIG. 3. Bass diffusion dynamics on a four-regular random graph (or Bethe lattice, Pk ¼ k;4), with parameters c ¼ 1 and
d ¼ 1=4 and initial condition ð0Þ ¼ 102. The AME and PA solutions for the fraction of adopted nodes are both given by the
explicit formula (12).
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FIG. 4. Fraction of triples that are of the S-I-S type, for SI
dynamics on a three-regular random graph.
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AME solutions are not exactly equal, for all times, to the
corresponding PA solutions.
However, an important special case occurs if we restrict
our attention to the steady-state limit t! 1. The AME
solutions and PA solutions can be identical in the limit
t! 1 (despite being different at finite t) if Eqs. (13) and
(14) are simultaneously satisfied in the steady state. The m
dependence of the left- and right-hand sides then requires
that
Fk;m
Rk;m
¼ k
1 k
Bk;mð qkÞ
Bk;mð pkÞ ; (15)
and cð1Þk ¼ cð2Þk ¼ cð3Þk ¼ cð4Þk ¼ 0, where the overbar de-
notes the steady-state limit of the corresponding variable,
e.g., pk ¼ limt!1pkðtÞ.
The conditions cð1Þk ¼ cð2Þk ¼ 0 can be shown to imply
that pk=ð1 pkÞ ¼ s= s, and the k independence of the
right-hand side implies that pk must, in fact, be indepen-
dent of k:
p k ¼ p for all k: (16)
Similarly, an analysis of the conditions cð3Þk ¼ cð4Þk ¼ 0
shows that the steady-state values of qk must also be
independent of k; i.e., qk ¼ q for all k.
Replacing pk and qk in Eq. (15) with these simplifica-
tions, we can rewrite the condition on the rates as
Fk;m
Rk;m
¼ bkam; (17)
where
bk ¼ k1 k

1 q
1 p

k
(18)
and
a ¼ qð1 pÞ
pð1 qÞ : (19)
It is demonstrated in Appendix B that Eq. (17) is precisely
the condition for microscopic reversibility (detailed bal-
ance) of the stochastic dynamics, i.e., for the dynamics to
correspond to an equilibrium spin-flip model. Moreover,
we show in Appendix C that the steady solution of the
AME for transition rates obeying condition (17) can be
fully specified in a simple manner, by the equation
 k ¼ bk
bk þ ð1 pþ paÞk
; (20)
where p is a solution of the algebraic equation
pð1 pþ paÞ
1 p2 þ p2a ¼
X
k
k
z
Pk
bk
bk þ ð1 pþ paÞk
: (21)
As an example of dynamics obeying condition (17), we
introduce a modified model of the susceptible-infected-
susceptible type, with
Fk;m ¼ m and Rk;m ¼  (22)
for positive constants  and . Like the standard SIS
disease-spread model (see Table I), recovery of infected
nodes occurs at a constant rate . However, in contrast to
the linear-in-m dependence of the SIS infection rate Fk;m,
here the probability of infection is assumed to grow ex-
ponentially with m. While admittedly artificial, such dy-
namics might find an application in fitting data from social
contagion experiments on networks, where the dependence
of the rates ofm is not yet clear [16,21,22]. Figure 5 shows
that the AME solutions and PA solutions indeed agree as
t! 1, despite being different for finite t.
Other important examples of equilibrium models obey-
ing (17) are given by the Glauber and Metropolis dynamics
for the Ising spin model (see Table I and Fig. 6), which both
have a ¼ e4J=T and bk ¼ eð2J=TÞk in Eq. (17). These
models are examples of spin models with up-down sym-
metry and are considered in greater detail below in Sec. VI.
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FIG. 5. Modified SIS-type model described by the rates (22) on a three-regular random graph. The parameters are  ¼ 6 and  ¼ 3;
the initial state has ð0Þ ¼ 102.
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VI. MODELS WITH UP-DOWN SYMMETRY
Models with up-down symmetry have dynamics that are
invariant to the swap of state labels (susceptible to infected,
and vice versa) for all nodes. In Refs. [29,30], this sym-
metry is called ‘‘Z2 symmetry.’’ It is characteristic of the
voter model and other opinion dynamics models; see the
fourth column of Table I. In terms of the transition rates,
the symmetry condition implies that
Rk;m ¼ Fk;km for m ¼ 0; . . . ; k and for all k: (23)
Note that for such dynamics, the AME system (1) and (2) is
invariant under the change of variables sk;m  ik;km and
ik;m  sk;km. Since the expected fraction of degree-k
nodes can be written as k ¼ Pkm¼0 ik;m ¼ 1P
k
m¼0 sk;m, this symmetry condition implies that a solution
exists of the AME with kðtÞ ¼ 1=2 for all t. However, this
solution may not be the only one possible: Depending on
the initial condition ð0Þ and on the parameter regime,
other solutions of the AME may also be found.
Focusing first on equilibrium spin models with up-down
symmetry, which obey condition (17) in addition to (23),
we investigate the stability of the symmetric solution with
k ¼ 1=2. First, note that there is only a single parameter
in these models: Putting m ¼ k=2 for even k, or, for odd k,
m ¼ ðk 1Þ=2 and then m ¼ ðkþ 1Þ=2 into Eq. (17) and
imposing condition (23) immediately yields the necessary
relation
bk ¼ ak=2 (24)
between the parameters of equilibrium spin models. Using
the steady-state solution of Sec. V, it is possible to show
that a critical value ac of the parameter a exists: In the
language of dynamical systems, this value is a (pitchfork)
bifurcation point [75]. For parameter values a with a < ac,
the symmetric solution  ¼ 1=2 is stable, meaning that if
ð0Þ is close to 1=2, the steady-state solution will be  ¼
1=2. In spin models (where the magnetization can be
written as M ¼ j2 1j), this regime is the paramagnetic
(disordered) phase; for opinion models in this regime, the
two opinions coexist equally on the network. However, if
the parameter a exceeds the critical value ac, then the
symmetric solution  ¼ 1=2 is unstable, and two other
stable solutions, symmetric about  ¼ 1=2, exist. This
regime is the ferromagnetic (ordered) phase; for opinion
models, one of the two opinions dominates the other. The
critical value ac gives the phase transition point, and the
behavior of  near ac can be determined from Eq. (21) (see
Appendix D for details) in a very similar fashion to the
analysis of the Ising model in Refs. [25,26]; see also
Ref. [76]. The results of such an analysis (see
Appendix D) may be summarized as follows. If the degree
distribution Pk possesses a finite fourth moment hk4i ¼P
kk
4Pk, then the phase transition is of the mean-field type,
with a critical parameter
ac ¼
 hk2i
hk2i  2hki

2
(25)
and with  1=2	ða acÞ1=2 as a! ac from above.
Following Refs. [25,26] (see Appendix D), if the network
has a scale-free degree distribution Pk 	 k as k! 1,
then, for exponents  in the range 2<< 3, the critical
point is ac ¼ 1, with  1=2	ða acÞ1=ð3Þ, while,
for exponents with 3<< 5, we have ac given again by
Eq. (25), but with near-criticality scaling of  1=2	
ða acÞ1=ð3Þ as a! ac. The case  ¼ 3 shows an
infinite order transition at a ¼ 1, as is discussed in
Ref. [25].
As is mentioned at the end of Sec. V, the Ising model
(Glauber or Metropolis dynamics) is of type (23), with
temperature T related to the parameter a via T ¼
4J= lna, so a ¼ 1 corresponds to infinite temperature. A
social-influence model of this type might be given, for
example, by transition rates with the properties
Rk;m¼Fk;km¼Fk;m form¼0; . . . ;k and all k: (26)
Here, all Fk;m values for m ¼ 0 to bk2c are free parameters;
for example, the rates Fk;m and Rk;m could be given by
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FIG. 6. Glauber dynamics for the Ising spin model dynamics on a Poisson (Erdo¨s-Re´nyi) random graph with mean degree z ¼ 7. The
interaction parameter J is set to 1, the temperature T is 2= logð2:5Þ  2:18, and the initial fraction of spin-ups is 0.51.
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Fig. 1(c), which is motivated by the data analysis in Fig. 4
of Ref. [17]. In any model satisfying (26), the parameter a
of (17) is equal to 1, and by the results above the model is
in the paramagnetic (disordered) phase for all network
topologies. However, Eq. (25) shows that a ¼ 1 is near
the critical point of the system if the degrees in the network
are very heterogeneous (so that hk2i 
 hki), and indeed the
model is poised precisely at criticality (ac ¼ 1) on scale-
free networks with infinite-variance degree distributions.
For symmetric models that do not obey the equilibrium
condition (17), the PA and AME solutions are different,
even as t! 1; see Fig. 7 for an example using majority-
vote dynamics. The solutions of the PA equation are there-
fore of limited usefulness, but it is nevertheless interesting
that for z-regular graphs an expression for the critical point
can be explicitly obtained. In Appendix E, we show that the
PA critical point of symmetric models on such networks
occurs precisely when the steady-state PA parameter p has
the value
p c ¼ z 22z 2 ; (27)
and the location of the critical point in parameter space is
given by the solutions Fz;m (for m ¼ 0; . . . ; z) of the im-
plicit equation
Xz
m¼0

1 2m
z

Fz;mBz;m

z 2
2z 2

¼ 0: (28)
Using the infection rate Fk;m for the majority-vote model
(see Table I), for example, in Eq. (28), gives an explicit
expression for the PA critical noise parameter Q:
Qc ¼
2
41
Pbz12 c
m¼0ð1 2mz ÞBz;mð z22z2ÞPz
m¼dzþ12 e
ð1 2mz ÞBz;mð z22z2Þ
3
51: (29)
Equation (28) can similarly be used to obtain analytical
expressions for the PA critical points in other models on
z-regular random graphs, e.g., Fig. 12 of Ref. [28], Fig. 1 of
Ref. [39], or Fig. 1 of Ref. [77].
VII. THRESHOLD DYNAMICS
Threshold models are often used to model the propaga-
tion of fads or collective action through a population
[12–14,18,69,78]. Each node has a (frozen) threshold level;
these thresholds may be chosen at random (e.g., from a
Gaussian distribution) or assigned in some other way (per-
haps depending on the degree of the node). In the
asynchronous-updating version of these models, a fraction
dt of nodes is randomly chosen for updating in each time
step [79]. When chosen for updating, an inactive node
becomes active (with probability 1) if m, the number of
its neighbors that are active, exceeds the node’s threshold
[80]. Once activated, nodes cannot subsequently become
inactive, so the dynamics are monotone; cf. Sec. IV. Unlike
in Eq. (10) of Sec. IV, however, the transition rate is not
linear in m; in fact, it is given by
Fk;m ¼

0 if m<Mk
1 if m  Mk (30)
to reflect the deterministic activation of a node (once it is
chosen for updating) when m exceeds the threshold level
Mk. We have introduced here the vector k to encode
two properties that define a class of node: their degree k
(a scalar) and their type r, which together determine the
thresholdMk for such nodes. The types are assumed to be
from a discrete set of possibilities: All nodes of type r ¼ 1,
for example, might have the same threshold M1, with all
nodes of type r ¼ 2 having a common threshold M2, with
M2  M1. In this way, the set of all nodes may be parti-
tioned into disjoint sets that are labeled by their degree and
their type; in mathematical notation, we combine these
labels into a two-vector, defining k ¼ fk; rg for the k class
of nodes. All nodes in the same k class have the same
degree and the same type, and therefore all share the same
threshold Mk. We generalize the degree distribution Pk to
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FIG. 7. Majority-vote model on a three-regular random graph, with ð0Þ ¼ 0:55 and noise parameterQ ¼ 0:07. This nonequilibrium
model does not obey condition (17), and the AME and PA solutions are not equal, even as t! 1, in contrast to Figs. 5 and 6.
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the distribution Pk, which gives the probability that a
randomly chosen node has vector k (i.e., has degree k
and type r). For example, if the thresholds of the nodes
are randomly chosen, independent of their degrees, then
the Pk distribution can be written as Pk ¼ PkPr, where Pk
is the degree distribution and Pr is the probability that a
node is of type r. By taking the discrete set of types to be
sufficiently large, it is possible to approximate a continu-
ous distribution of types or thresholds with a desired level
of accuracy. With this extended notation, the AME ap-
proach can be generalized in an obvious manner, essen-
tially replacing the scalar degree k by the vector k as
appropriate in Eq. (6), to yield
d
dt
sk;m¼Fk;msk;msðkmÞsk;m
þsðkmþ1Þsk;m1 form¼0;...;k; (31)
with the rate s given by s¼
½PkPkPkm¼0ðkmÞFk;msk;m=½PkPkPkm¼0ðkmÞsk;m.
Note that the sums here are over all k classes, i.e., over all
degrees k and all types r:
P
k :¼
P
k
P
r .
In Ref. [81] (see also Ref. [82]), it is argued that for no-
recovery threshold models of the type (30) and (31) de-
scribed above, the fraction ðtÞ of active nodes at times t
can be found by solving just two differential equations:
d
dt
 ¼ hðÞ  ;
d
dt
 ¼ gðÞ ; with ð0Þ ¼ ð0Þ ¼X
k
Pkkð0Þ;
(32)
where
hðÞ ¼X
k
Pk

kð0Þ þ ½1 kð0Þ
X
mMk
Bk;mðÞ

(33)
and
gðÞ ¼X
k
k
z
Pk

kð0Þ þ ½1 kð0Þ
X
mMk
Bk1;mðÞ

:
(34)
Here, kð0Þ is the fraction of nodes with vector k that are
activated (infected) at time t ¼ 0; as in Ref. [82], we
generalize the usual infected fraction ð0Þ—that is used
elsewhere in this paper—to allow for possible dependence
on the degree or type of the nodes chosen to ‘‘seed’’ the
contagion.
In Appendix F, we demonstrate that Eqs. (30) and (31)
reduce to (32)–(34) through an exact solution of (31)
given by
sk;mðtÞ ¼ ½1 kð0ÞBk;mðÞ for m<Mk: (35)
The distribution of sk;m for m  Mk is, in general, not of
the binomial form (35), but it can nevertheless be given
explicitly, as is detailed in Appendix F. The nonbinomial
form of sk;m means that the reduced-dimension system (32)
is not precisely of the PA type (4), but it enables an efficient
and very accurate solution of threshold-dynamics models;
see the example in Fig. 8.
VIII. CONCLUSIONS
We have pointed out that many stochastic binary-state
dynamical systems on networks can be described using the
transition rates Fk;m and Rk;m that were introduced in Sec. I.
The main results of this paper are the identification of
dynamics for which the full approximate-master-equation
system (1) and (2) can be reduced, without loss of accu-
racy, to a lower-dimensional system of equations,
occasionally even yielding closed-form solutions [such as
Eqs. (12) and (28)]. We showed in Sec. IV that the pair-
approximation system exactly matches the AME results for
nodes in one state (e.g., the susceptible state) if the dy-
namics are monotone (i.e., the recovery rate Rk;m is iden-
tically zero) and the infection rate is linear in the number of
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FIG. 8. Threshold model on a five-regular random graph, with all nodes having the same threshold M ¼ 2; the initial condition is
ð0Þ ¼ 0:05. The AME solution is identical to the solution of the two-dimensional system (32).
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infected neighbors (Fk;m ¼ ck þ dkm). The classical SI
model and the Bass diffusion model are of this type—see
Figs. 2 and 3—and for Bethe lattices (z-regular random
graphs) Eq. (12) explicitly gives the expected fraction of
infected nodes. Interestingly, the PA solution is not exactly
equal to the AME for nodes in the infected state; see Fig. 4.
In Sec. V, we showed that if both sets of transition rates
Fk;m and Rk;m are nonzero, then the AME solutions cannot,
in general, be given exactly by the PA ansatz for all time t.
However, in the special case defined by Eq. (17), which
corresponds to equilibrium stochastic dynamics, i.e., those
dynamics that obey a detailed balance (microscopic revers-
ibility) condition, the AME solutions reduce to the PA
solution in the limit t! 1; see Figs. 5 and 6. This property
allows us to perform bifurcation analysis for systems with
up-down (Z2) symmetry [i.e., for dynamics obeying con-
dition Eq. (23)], giving the explicit expression (25) for the
critical point where the steady-state limit of  changes
from the disordered (paramagnetic) state  ¼ 1=2 to an
ordered (ferromagnetic) state with   1=2. The Glauber
and Metropolis dynamics for the Ising spin model are
important examples that obey both conditions (17) and
(23), and our results reproduce the critical Ising tempera-
ture that was found using very different methods (replica
trick, recursion approach) in Refs. [25,26]. The analysis of
Refs. [25,26] for the critical behavior on scale-free net-
works can also be applied here and gives results described
in Sec. VI and Appendix D. We highlight the fact that the
critical point a ¼ 1 for networks with infinite-variance
degree distributions is attainable in plausible social-
influence models of this type, as is the case a < 1, although
for the Ising model a ¼ 1 corresponds to infinite tempera-
ture and the regime a < 1 is unphysical. We also give an
explicit expression [Eq. (28)] for the critical point (pitch-
fork bifurcation point) predicted by pair approximation of
models with up-down symmetry—including nonequilib-
rium dynamics that obey (23) but not necessarily (17)—
on z-regular random graphs, with the caveat that this PA
critical point is not identical to the AME critical point
except for the class of equilibrium models that obey (17)
as well as (23). Finally, in Sec. VII, we showed that the
AME approach can be extended to include threshold mod-
els of adoption or fad diffusion and that the AME system
can be reduced to a system of only two differential equa-
tions; see Eqs. (32) and Fig. 8.
The exact agreement of AME and PA solutions—
whether for all time as in Sec. IV or in the steady state as
in Sec. V—implies that higher-order correlations (beyond
nearest neighbor) are correctly captured by PA in the cases
we have identified. Indeed, the agreement of the theory
curves with numerical simulation results in all these cases
(for all time in Figs. 2 and 3, and as t! 1 in Figs. 5 and 6)
is excellent. We interpret this agreement as indicating that
for the classes of dynamics where PA is equal to AME, the
results of PA are essentially exact. In contrast, in cases
where PA and AME are not equal, as in Fig. 7, for example,
it is necessary to solve the full AME system to obtain high-
accuracy approximations.
The present work is focused only on infinite, uncorre-
lated networks with negligible levels of clustering (transi-
tivity). Generalizing the AME approach to clustered
network models and/or to networks with degree-degree
correlations remains a challenge, as the added complexities
will lead to even larger differential-equation systems than
needed for configuration-model networks. Nevertheless,
we hope the insights gained here may assist in generating
and analyzing pair approximations for dynamics on such
networks. Another direction for further work is to consider
the effects of finiteN upon the various approximations used
here. Although the local (node-level) dynamics are sto-
chastic, the differential equations derived for the emergent
dynamics are deterministic because we assume the N ! 1
limit. On smaller networks, stochastic effects will be im-
portant even at the global level, and different approaches—
such as branching processes [83]—will be required to
describe the variability of results across realizations.
ACKNOWLEDGMENTS
This work was partly funded by Science Foundation
Ireland (Grants No. 11/PI/1026 and No. 09/SRC/E1780)
and by the European Commission through FET-Proactive
Project PLEXMATH (FP7-ICT-2011-8; Grant
No. 317614). I acknowledge the SFI/HEA Irish Centre
for High-End Computing (ICHEC) for the provision of
computational facilities, and Sean Lyons, Davide Cellai,
Sergey Melnik, Adam Hackett, and Peter Fennell for help-
ful discussions.
APPENDIX A: DERIVATION
OF MASTER EQUATIONS
We consider binary-state dynamics on static, undirected,
connected networks in the limit of infinite network size
(i.e., N ! 1, where N is the number of nodes in the
network). For convenience, we call the two possible node
states susceptible and infected, as is common in disease-
spread models. However, this approach also applies to
other binary-state dynamics, such as spin systems [39],
where each node may be in the þ1 (spin-up) or the 1
(spin-down) state. The networks have degree distribution
Pk and are generated by the configuration model [4,32,33].
Dynamics are stochastic and are defined by infection and
recovery probabilities Fk;m and Rk;m, which depend on the
degree k of a node and on the current numberm of infected
neighbors of the node; see Sec. II.
We now proceed to derive the approximate master equa-
tions for dynamics of this type, closely following the
approach used in Refs. [44,45] for SIS dynamics.
Let Sk;m (respectively, Ik;m) be the set of nodes that are
susceptible (respectively, infected), have degree k, and
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have m infected neighbors. To quantify the size of these
sets, define sk;mðtÞ [respectively, ik;mðtÞ] as the fraction of
k-degree nodes that are susceptible (respectively, infected)
at time t and have m infected neighbors. Then, the fraction
kðtÞ of k-degree nodes that are infected at time t is
given by
kðtÞ ¼
Xk
m¼0
ik;m ¼ 1
Xk
m¼0
sk;m; (A1)
and the fraction of infected nodes in the whole network is
found by summing over all k classes:
ðtÞ ¼X
k
PkkðtÞ: (A2)
If a randomly chosen fraction ð0Þ of nodes is initially
infected, then the initial conditions for sk;m and ik;m are
easily seen to be
sk;mð0Þ ¼ ½1 ð0ÞBk;m½ð0Þ;
ik;mð0Þ ¼ ð0ÞBk;m½ð0Þ;
(A3)
where Bk;mðqÞ is the binomial distribution introduced in
Eq. (3). Note that we can also calculate the number of
edges of various types using this formalism. For example,
the number of edges in the network that join a susceptible
node to an infected node (we call these S-I edges for short)
can be expressed in two equivalent ways:
N
X
k
Pk
Xk
m¼0
msk;m or N
X
k
Pk
Xk
m¼0
ðkmÞik;m: (A4)
The first of these expressions, for example, follows from
noting that in a sufficiently large network there are NPk
nodes of degree k, of which a fraction sk;m is susceptible
and has m infected neighbors. Each such node contributes
m edges to the total number of S-I edges. Similar expres-
sions may also be given for the number of S-S and I-I
edges in the network. We note that the equivalence of the
two expressions in (A4) is preserved by the evolution
equations that are described below.
Next, we examine how the size of the Sk;m set changes in
time. We write the general expression
sk;mðtþ dtÞ ¼ sk;mðtÞ WðSk;m ! Ik;mÞsk;mdtþWðIk;m ! Sk;mÞik;mdtWðSk;m ! Sk;mþ1Þsk;mdt
þWðSk;m1 ! Sk;mÞsk;m1dtWðSk;m ! Sk;m1Þsk;mdtþWðSk;mþ1 ! Sk;mÞsk;mþ1dt (A5)
to reflect all the transitions whose rate is linear in dt (all
other state transitions are negligible in the dt! 0 limit);
see Fig. 9. Here, WðSk;m ! Ik;mÞdt, for example, is the
probability that a node in the Sk;m set at time t moves to
the Ik;m set by time tþ dt. It is clear from the definitions
above that
WðSk;m ! Ik;mÞ ¼ Fk;m and WðIk;m ! Sk;mÞ ¼ Rk;m:
(A6)
A node moves from the Sk;m1 set to the Sk;m set if it
remains susceptible, while one of its susceptible neighbors
becomes infected. Note that this event means that an S-S
edge changes to an S-I edge. If we suppose that S-S edges
change to S-I edges at a (time-dependent) rate s, we can
write [84]
WðSk;m ! Sk;mþ1Þ ¼ sðkmÞ and
WðSk;m1 ! Sk;mÞ ¼ sðkmþ 1Þ;
(A7)
since nodes in the Sk;m set have km susceptible neigh-
bors, while those in the Sk;m1 set have kmþ 1 suscep-
tible neighbors. To calculate s, we count the number of
S-S edges in the network at time t and then count the
number of edges that switch from being S-S edges to S-I
edges in the time interval dt; the probability sdt is given
by taking the ratio of the latter number to the former, i.e.,
sdt ¼
P
k Pk
P
k
m¼0ðkmÞFk;msk;mdtP
k Pk
P
k
m¼0ðkmÞsk;m
: (A8)
A similar approximation is used to define s, the rate at
which S-I edges change to S-S edges because of the
recovery of an infected node,
s ¼
P
k Pk
P
k
m¼0ðkmÞRk;mik;mP
k Pk
P
k
m¼0ðkmÞik;m
; (A9)
and we then write
WðSk;m ! Sk;m1Þ ¼ sm and
WðSk;mþ1 ! Sk;mÞ ¼ sðmþ 1Þ:
(A10)
Taking the limit dt! 0 of Eq. (A5) gives the master
equation for the evolution of sk;mðtÞ (see Fig. 9):
d
dt
sk;m¼Fk;msk;mþRk;mik;msðkmÞsk;m
þsðkmþ1Þsk;m1
smsk;mþsðmþ1Þsk;mþ1; (A11)
where m is in the range 0; . . . ; k for each k class in the
network (and adopting the convention sk;1  sk;kþ1  0).
Applying identical arguments, mutatis mutandis, to the set
Ik;m, we derive the corresponding system of equations for
ik;mðtÞ:
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ddt
ik;m¼Rk;mik;mþFk;msk;miðkmÞik;m
þiðkmþ1Þik;m1imik;mþiðmþ1Þik;mþ1
(A12)
for m ¼ 0; . . . ; k and for each k class in the network, with
time-dependent rates i and i defined through sk;m and
ik;m as
i ¼
P
k Pk
P
k
m¼0mFk;msk;mP
k Pk
P
k
m¼0msk;m
and
i ¼
P
k Pk
P
k
m¼0mRk;mik;mP
k Pk
P
k
m¼0mik;m
:
(A13)
The approximate master equations (A11) and (A12),
with the time-dependent rates s, s, i, and i (defined
as nonlinear functions of sk;m and ik;m), form a closed
system of deterministic equations that, along with initial
conditions (A3), can be solved numerically using standard
methods [72]. Note that the evolution equations are com-
pletely prescribed by the functions Fk;m and Rk;m, and so
this method can be applied to any stochastic dynamical
process defined by transition rates Fk;m and Rk;m. For the
SIS model, Eqs. (A11) and (A12) were derived in Ref. [44]
(see also Refs. [45,85]), with additional terms to study the
adaptive rewiring of the network.
APPENDIX B: MICROSCOPIC REVERSIBILITY
IN EQUILIBRIUM MODELS
We consider transition rates Fk;m and Rk;m for which a
detailed balance holds, i.e., for which the dynamics exhibit
microscopic reversibility [3]. Figure 10 shows a pair of
connected nodes: Node 1—on the left—has degree k1, and
node 2—on the right—has degree k2. We assume that m1
neighbors of node 1, other than node 2, are in the active
(infected) state; similarly, m2 is the number of infected
neighbors, other than node 1, of node 2.
Starting from the state at the top of Fig. 10, where both
node 1 and node 2 are in the susceptible state, we consider
possible cycles of state transitions for the node pair, assum-
ing that m1 and m2 remain unchanged. The transition from
the fS; Sg state (top of the figure) to the fS; Ig state (right of
the figure), for example, occurs at the rate Fk2;m2 , since
node 2 becomes infected while it has m2 infected neigh-
bors. The transition from fS; Ig (right of the figure) to fI; Ig
(bottom of the figure) occurs at the rate Fk1;m1þ1, since
node 1 is required to become infected at a time when it has
m1 þ 1 infected neighbors. The other rates are derived
similarly.
For microscopic reversibility, it is necessary that the
product of the rates around a closed cycle is independent
of the direction of rotation around the cycle [3,39,66].
From Fig. 10, this condition means we must have
Fk2;m2Fk1;m1þ1Rk2;m2þ1Rk1;m1
¼ Fk1;m1Fk2;m2þ1Rk1;m1þ1Rk2;m2 : (B1)
Rearranging gives the condition
FIG. 10. Rates for state transitions of a connected pair of
nodes, assuming that the states of all their other neighbors
remain unchanged. Node 1 (left-hand node) has degree k1 and
hasm1 infected neighbors that are not shown. Node 2 (right-hand
node) has degree k2 and has m2 neighbors—other than node
1—that are infected.
FIG. 9. Schematic of transitions to or from the Sk;m and Ik;m
sets, as described in Eqs. (A5)–(A13). For each set, the central
(ego) node is shown along with some of its neighbors: White
nodes are susceptible or inactive or spin-down, and black nodes
are infected or active or spin-up. See also Fig. 1 of Ref. [44].
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Fk1;m1þ1
Fk1;m1
Rk1;m1
Rk1;m1þ1
¼ Fk2;m2þ1
Fk2;m2
Rk2;m2
Rk2;m2þ1
: (B2)
Since k1 and k2 (and m1 and m2) are independent, this
condition requires that
Fk;mþ1
Fk;m
Rk;m
Rk;mþ1
¼ a for all k and all m  k; (B3)
where a is a constant. Defining um ¼ Fk;m=Rk;m, this equa-
tion can be written as the first-order difference equation
umþ1 ¼ aum; (B4)
with the solution um ¼ amu0. In terms of the rates, this
solution means that detailed balance requires that
Fk;m
Rk;m
¼ am Fk;0
Rk;0
: (B5)
Identifying bk as Fk;0=Rk;0 yields Eq. (17).
APPENDIX C: DERIVATION OF EQUATION (20)
Here, we manipulate Eqs. (18) and (19) for equilibrium
models to produce the solution (20) and the algebraic
equation (21) for p. Starting with Eq. (19), we can solve
for q, yielding
q ¼ pa
1 pþ pa : (C1)
Solving (18) for k yields
 k ¼ bk
bk þ

1 q
1 p

k
: (C2)
Inserting expression (C1) into (C2) gives the desired
Eq. (20).
Next, we consider the identity (A4), for which the PA
ansatz givesX
k
Pkð1 kÞk pk ¼
X
k
Pk kkð1 qkÞ: (C3)
Since pk and qk are independent of k for the case consid-
ered here—see Eq. (16)—we obtain the simpler expression
pð1 !Þ ¼ !ð1 qÞ; (C4)
where ! ¼ hkz ki. Solving Eq. (C4) for ! and using
Eq. (C1) gives
! ¼ pð1 pþ paÞ
1 p2 þ p2a ; (C5)
and equating this expression to
P
k
k
z Pk k, with Eq. (20),
gives Eq. (21).
APPENDIX D: CRITICAL POINT
OF EQUILIBRIUM MODELS WITH
UP-DOWN SYMMETRY
Equilibrium spin models with up-down symmetry are
discussed in Sec. VI, and it is shown there that they con-
stitute a special case of the class of models defined by
relation (17). The up-down symmetry imposes condition
(24) on the parameters in the solution (20), so that k can
be expressed in the form
 k ¼ 1
1þ
 ffiffi
a
p
1 pþ pa

k
: (D1)
Recall from Sec. VI that a symmetric solution of the AME
with k ¼ 1=2 exists for all t; comparison with (D1) shows
that this solution corresponds to the case with p ¼
1=ð1þ ffiffiffiap Þ. Inserting this solution into expression (C5)
for !—the probability that one end of a randomly chosen
edge is infected—gives ! ¼ 1=2 for the symmetric solution.
Next, we investigate the possibility of other solutions
lying near the symmetric solution; in the language of
dynamical systems, we construct the normal form of the
bifurcation [75]. We choose ! as the order parameter and
let ! ¼ 12þ 	, for small 	, to explore the neighborhood of
the symmetric solution. Equation (C5) can then be inverted
to give p in terms of 	, and inserting the resulting expres-
sion into Eq. (21) leads to a self-consistent equation for 	:
	þ 1
2
¼X
k
k
z
Pk
2
41þ
0
@2	þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiaþ 4ð1 aÞ	2p
ð1þ 2	Þ ffiffiffiap
1
Ak
3
51:
(D2)
After some rearrangement, this equation can be written as
	 ¼ 1
2
X
k
k
z
Pk tanh
2
4 k
2
ln
0
@2	þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiaþ 4ð1 aÞ	2p
ð1þ 2	Þ ffiffiffiap
1
A
3
5;
(D3)
and, in the case a ¼ e4J=T , this expression is very similar to
Eq. (13) of Ref. [25] and Eq. (28) of Ref. [26], which were
derived—using very different methods (the recursion
method and the replica trick)—for the Ising model.
It follows that the structure of the solutions of Eq. (D3)
near the critical point (bifurcation point) can be analyzed—
for the class of models obeying both (17) and (23)—using
the same methods for (D3) as used in Refs. [25,26]. If Pk
has a finite fourth moment, for example, the right-hand side
of (D3) can be expanded as a Taylor series in small 	,
giving
		 c1	þ c3	3 þOð	5Þ as 	! 0; (D4)
where c1 ¼ hk2i2z ð1 1ffiffiap Þ, and c3 is a coefficient involving
moments of Pk up to the fourth. Equation (D4) possesses
the symmetric solution 	 ¼ 0 for all parameter values, but
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solutions with nonzero 	 can also be found, if leading-
order terms balance such that
c1  1þ c3	2 ¼ 0: (D5)
The 	-independent coefficient c1  1 in this equation is
negative for small values of the parameter a, but it is
positive when a exceeds the value ac given by Eq. (25),
while c3 is negative at a ¼ ac. Thus, Eq. (D5) has real-
valued solutions for 	, provided that a  ac, and so ac
marks the pitchfork bifurcation point (the critical point).
The case Pk 	 k can be examined in the same fashion
as in Refs. [25,26]. The small-	 expansion of (D3) has
leading-order terms of the form
		 c1	þ c3	3 þ c0	2 as 	! 0: (D6)
If  is in the range 2<< 3, the 	2 term dominates
both the linear and cubic terms, and the critical point is
determined by the vanishing of the coefficient c0:
This critical value occurs at a ¼ ac ¼ 1. For exponents
in the range 3< < 5, the linear term dominates the 	2
term, and the critical point is again (25) but with a different
scaling near criticality. For  > 5, we recover the case (D4)
.
APPENDIX E: PA CRITICAL POINT OF
SYMMETRIC MODELS ON z-REGULAR
RANDOM GRAPHS
For models with the symmetry (23) but not necessarily
possessing the equilibrium property (17), we focus here on
the steady state of the PA equations (4) on z-regular graphs.
In particular, we suppose that the dynamics (through the
rates Fk;m) depend on a parameter Q, and we derive the
condition (28) determining the critical value (the bifurca-
tion point) of this parameter.
We begin by noting that the property (23) means that
 ¼ 1=2 is always a steady-state solution of (4). Using this
value and property (23) on the right-hand side of the first of
the PA equations (4) gives the steady-state relation
0 ¼  1
2
Xz
m¼0
Fz;zmBz;mð qÞ þ 12
Xz
m¼0
Fz;mBz;mð pÞ
¼  1
2
Xz
m¼0
Fz;m½Bz;mð1 qÞ  Bz;mð pÞ; (E1)
which is satisfied—as are the other steady PA equations—
if q ¼ 1 p in the symmetric state. Using this condition
to replace q in the second of the PA equations gives, after
some
manipulation, the implicit relation for the steady-state
value of p:
Xz
m¼0

1 2m
z

Fz;mBz;mð pÞ ¼ 0: (E2)
Next, we consider the possibility of steady states that are
distinct from the symmetric state solution discussed above;
we introduce the symbol 
 as a convenient shorthand for
the symmetric state: 
 ¼ f  ¼ 1=2, p solves (E2), q ¼
1 pg. For a general—possibly nonsymmetric—steady
state, the first of the PA equations is
0 ¼   Xz
m¼0
Fz;mBz;mð1 qÞ þ ð1 Þ
Xz
m¼0
Fz;mBz;mð pÞ:
(E3)
We now treat , p, and q as implicit functions of Q, the
parameter defining the rates Fz;m. Differentiating both
sides of Eq. (E3) with respect to Q, evaluating at the
symmetric state 
, using the relations qj
 ¼ 1 pj
,
and, from (C4),
@
@Q
q
								
¼ 
@
@Q

1 

p
								
¼ 4
@ 
@Q
								
 pj
 
@ p
@Q
								
;
(E4)
leads eventually to the relation
0 ¼ 2 @ 
@Q

1þ z
2
2 p 1
1 p
 Xz
m¼0
Fz;mBz;mð pÞ; (E5)
where all terms are evaluated at the symmetric state 
. For
this equation to be true, we must either have @ =@Q ¼ 0 or
the term in square brackets must vanish. (Note that the
third term is a sum of positive terms, so it cannot be zero.)
The symmetry-breaking bifurcation points correspond to
the vanishing of the square bracketed term, and this con-
dition gives the critical value of p:
p c ¼ z 22z 2 : (E6)
Finally, inserting this value into the general steady-state
solution (E2) gives the criticality condition (28) on the rate
Fz;m ( ¼ Rz;zm) of the PA dynamics.
APPENDIX F: DERIVATION OF
REDUCED-DIMENSION EQUATIONS
FOR THRESHOLD MODELS
Our goal here is to demonstrate that Eqs. (30) and (31)
reduce to Eqs. (32)–(34) through an exact solution of (31)
given by (35).
We proceed to insert the ansatz (35) into the AME (31)
for m<Mk (for which m values we have Fk;m ¼ 0). The
left-hand side of (31) then gives, after some rearrangement,
_s k;m ¼ ½1 kð0Þ

m

 km
1

Bk;mðÞ _; (F1)
where dots denote time derivatives. Using the identity
Bk;m1ðÞ ¼ 1
m
kmþ 1Bk;mðÞ (F2)
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on the right-hand side of Eq. (31) yields the condition
_ ¼ sð1Þ (F3)
on the function ðtÞ for the ansatz (35) to be an exact
solution of (31). From the initial condition on sk;m, we also
obtain
ð0Þ ¼ ð0Þ ¼X
k
k
z
Pkkð0Þ: (F4)
Comparing (32) and (F3), we see that it remains for us to
show that
s ¼ gðÞ 
1 : (F5)
We first prove a preliminary and rather general result, as
follows. Multiplying the AME (31) by ðkmÞPk and
summing over m ¼ 0; . . . ; k and over the k classes gives
d
dt
X
k
Pk
X
m
ðkmÞsk;m ¼ 
X
k
Pk
X
m
Fk;mðkmÞsk;m
 sX
k
Pk
X
m
½ðkmÞ2sk;m
 ðkmÞðkmþ 1Þsk;m1:
(F6)
Note that the second term on the right-hand side is a
telescoping series that reduces to
 sX
k
Pk
X
m
ðkmÞsk;m (F7)
and that the definition of s enables us to express the first
term on the right-hand side as
 sX
k
Pk
X
m
ðkmÞsk;m: (F8)
Therefore, (F6) can be solved for s to yield
s ¼ 
1
2
d
dt
P
k Pk
P
mðkmÞsk;mP
k Pk
P
mðkmÞsk;m
¼  1
2
d
dt
ln
X
k
Pk
X
m
ðkmÞsk;m

: (F9)
Rewriting (F3) as s ¼  ddt lnð1Þ and comparing
with (F9) gives the result that
P
kPk
P
mðkmÞsk;m and
ð1Þ2 are equal, up to a multiplicative constant. Using
the initial conditions on sk;m and  determines the con-
stant, givingX
k
Pk
X
m
ðkmÞsk;m ¼ zð1Þ2: (F10)
We now use this result and the definition of s to prove
(F5). For the infection probabilities (30), s is given by
s ¼
P
kPk
P
mMkðkmÞsk;mP
kPk
P
mðkmÞsk;m
¼
P
kPk
P
mðkmÞsk;m
P
kPk
P
m<Mk
ðkmÞsk;mP
kPk
P
mðkmÞsk;m
¼ zð1Þ
2PkPkPm<MkðkmÞ½1kð0ÞBk;m
zð1Þ2 ;
(F11)
where the final line uses (F10) twice and the ansatz (35).
Dividing the numerator and denominator by zð1Þ and
using the identities ðkmÞBk;mðÞ ¼ kð1ÞBk1;mðÞ
and
P
m<Mk
Bk1;mðÞ ¼ 1PmMkBk1;mðÞ leads to
s ¼ gðÞ 
1 ; (F12)
as claimed.
Finally, let us show that the fraction ðtÞ of active nodes
given in the AME as ðtÞ ¼ 1PkPkPmsk;m obeys
Eqs. (32) and (33). Multiplying Eq. (31) by Pk and sum-
ming over m and over k classes gives
X
k
Pk
X
m
_sk;m¼
X
k
Pk
X
m
Fk;msk;m
sX
k
Pk
X
m
½ðkmÞsk;m
ðkmþ1Þsk;m1; (F13)
where the second term on the right-hand side is easily seen
to telescope to zero. Thus, we have
_ðtÞ ¼X
k
Pk
X
m
Fk;msk;m
¼X
k
Pk
X
m
sk;m 
X
k
Pk
X
m<Mk
sk;m
¼ 1 X
k
Pk½1 kð0Þ

1 X
mMk
Bk;mðÞ

;
(F14)
using (35). It is straightforward to verify that this equation
reduces to Eqs. (32) and (33).
For completeness, note that the distribution of sk;m for
m  Mk is, in general, not of the binomial form (35),
which applies only to m values below the threshold Mk.
To obtain the values of sk;m for these m values, note that
Eq. (31) has a solution giving sk;m explicitly in terms of
sk;m1 by using the integrating factor
exp

tþ ðkmÞ
Z
sdt

¼ etð1ÞðkmÞ (F15)
and using (F3) for s. Then, we have
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sk;mðtÞ ¼ sk;mð0Þet

1ðtÞ
1ð0Þ

km þ ðkmþ 1Þ
 etð1Þkm
Z t
0
e½1ðÞðkmÞ
 sðÞsk;m1ðÞd; (F16)
which can be solved recursively for m ¼ Mk to
m ¼ k.
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