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one but robust enough to be used as a simulator. The paper also
discusses the interpretative potential offered by such a model, as testedReceived April 16, 2001; published online January 22, 2002
Models of the dynamics of complex metabolic systems offer potential
benefits to the deep comprehension of the system under study as
well as for the performance of certain tasks. Unfortunately, dynamic
modeling of a great deal of metabolic systems may be problematic due
to the incompleteness of the available knowledge about the underlying
mechanisms and to the lack of an adequate observational data set. In
theory, a valid alternative to classical structural modeling through
ordinary differential equations could be represented by input–output
approaches. But, in practice, such methods, which learn the nonlinear
dynamics of the system from input–output data, fail when the experi-
mental data set is poor either in size or in quality. Such a situation is
not rare in the case of metabolic systems. This paper deals with a
hybrid approach which aims at overcoming the problems addressed
above. More specifically, it allows us to solve the identification prob-
lems of the intracellular thiamine kinetics in the intestine tissue. The
method, which is half way between the structural and input–output
approach, uses the outcomes of the simulation of a qualitative structural
model to build a good initialization of a fuzzy system identifier. Such
an initialization allows us to efficiently cope with both the incom-
pleteness of knowledge and the inadequacy of the available data set,
and to derive an input–output model of the intracellular thiamine
kinetics in the intestine tissue. The comparison of the predictions of
the intracellular thiamine kinetics obtained by the application of such
a model with those obtained by traditional approaches, namely compart-
mental models, neural networks, and fuzzy systems, highlighted a better
performance of our model. As the structural assumptions are relaxed,
we obtained a model slightly less informative than a purely structural
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1. INTRODUCTION
The identification of quantitative structural models of the
dynamics of complex metabolic systems offers potential
benefits both to the comprehension of the system being
studied and to the performance of certain clinical tasks. Such
models serve several functions: (i) they provide a concise
description of complex dynamics; (ii) they allow for the
calculation of physiological quantities that cannot be directly
measured; (iii) they allow the physiologist to formulate
hypotheses which deal with the physiological and biochemi-
cal structure of the system; (iv) they help the clinician to
formulate and test diagnostic hypotheses, and to plan therapy.
Unfortunately, structural modeling of a large number of
pathophysiological mechanisms may be hampered by the
incompleteness of the available knowledge of the underlying
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nonlinear dynamics. In such cases, the system dynamics is
often studied under the hypothesis that minimal perturba-
tions affect the system: from a modeling point of view, this
means that the system dynamics may be assumed to be
linear. Although the resulting model captures limited aspects
of the system dynamics, it may provide useful information;
however, even the linear formulation may be prohibitive, as
identifiability problems may still occur.
A valid, although weaker, alternative solution to structural
identification of the nonlinear system dynamics deals with
black-box approaches, which aim at the reconstruction of a
functional relationship f : X # Rn fi R between the input–
output variables only from the available data samples.2 The
reconstruction of f (?) is a nonlinear regression problem
which can be solved by assuming that f belongs to opportune
classes of approximation schemes, which range from neural
networks, to spline models, to fuzzy logic systems. Although
these approaches have been successfully applied to a variety
of domains, they are affected by two main drawbacks that
may prove to be particularly serious in the identification of
specific systems, namely the choice of the scheme complex-
ity and the accuracy of the result [1]. A nonparametric ver-
sion of these approximation models has been introduced to
overcome the mentioned problems, but the computational
complexity still remains a severe limitation in most cases
[2, 3], and, even more important, nonparametric methods
are more suitable for dealing with signal filtering and decon-
volution problems than with modeling ones.
The difficulty in modeling the dynamics of intracellular
thiamine (Th) in the intestine tissue investigated in this paper,
as well as the difficulty in modeling the dynamics of a great
deal of metabolic systems [4, 5], motivated us to design
and implement a hybrid method. Such a method uses the
available, although incomplete, a priori structural knowl-
edge to produce a good estimate of the unknown nonlinear
map f [6]. It is domain-independent and derives from the
combination of qualitative differential equations, repre-
sented in the “QSIM” formalism [7], and fuzzy systems [8].
A qualitative differential equation is an abstraction of an
ordinary differential equation, where (i) the values of vari-
ables are defined in terms of a finite ordered set of qualita-
tively significant “landmark” values, (ii) the relationships
between variables are defined in terms of monotonicity re-
gions, and (iii) the arithmetic and differential operators are
qualitatively defined. The QSIM approach provides both a
representation language for qualitative differential equations
2For the sake of simplicity but without loss of generality, here we
consider multiple–input single–output systems.BELLAZZI ET AL.
and a simulation algorithm. It allows us to qualitatively
formulate a structural model despite the incompleteness of
knowledge, and to derive all of the qualitative behavioral
distinctions of the dynamics of the system under study from
one of its initial states. On the other hand, many classes of
fuzzy systems have been proved to be excellent candidates
for identification purposes [9, 10] because (i) they hold the
universal approximation property [8], (ii) they are able to
handle data samples, and (iii) they are able to exploit the
qualitative and uncertain a priori knowledge about the un-
known system dynamics, which is expressed by inferential
linguistic information in the form of IF–THEN rules. The
latter property makes it possible to combine the QSIM and
fuzzy approximation frameworks: the dynamics of the sys-
tem derived from the qualitative structural model is exploited
to automatically generate a fuzzy rule-base, where each rule
may be seen as a measure of the possible transition from
system states to the next ones. The mathematical interpreta-
tion of the rule-base defines both the complexity and the
analytical expression of the nonlinear fuzzy approximator f,
which is then identified with the desired accuracy by the
tuning of its parameters to the input–output data.
From here on we refer to the method proposed as FS–QM
(Fuzzy Systems–Qualitative Models). The application of
FS–QM to model the intracellular Th kinetics in intestine
tissue has highlighted improvements in performance on tra-
ditional approximation schemes, in terms of both efficiency
and robustness. The good initialization of both f and its
parameters, built by embedding all the available a priori
knowledge, is the main reason of such a good performance.
This paper follows, step-by-step, all the modeling path
we have traced to derive the final input–output model. We
refer to different modeling frameworks: compartmental
models [4], qualitative models [7], neural networks [1], and
fuzzy systems [8, 9]. In Section 2, we introduce the physio-
logical system. In Section 3, we formulate and discuss the
identification results of a compartmental model. Section 4
focuses on the formulation of a nonlinear regression model
of the Th kinetics and discusses the identification results
derived from the application of different approximation
schemes, namely a feedforward neural network and two
classes of conventional fuzzy identifiers. A short description
of FS–QM as well as the model and the results obtained by
its application is given in Section 5. Section 6 discusses the
potential use of FS–QM models to interpret the effects of
diabetes mellitus on intracellular Th metabolism in intes-
tine tissue.
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2. THE PHYSIOLOGICAL SYSTEM
Thiamine, also known as vitamin B1, is one of the basic
micronutrients present in food and essential for health.
Within the cells, Th participates in the carbohydrate metabo-
lism, in the central and peripheral nerve cell function, and
in the myocardial function. Deficiency of Th causes beriberi
with peripheral neurologic, cerebral and cardiovascular man-
ifestations [11].
The chemical pathway that describes the intracellular Th
kinetics is described in Fig. 1. After its absorption into the
intestinal mucosa, Th is released into plasma for distribution
to other tissues, either in its original chemical form (Th) or
in a monophosphorylated one (ThMP); Th is then directly
transformed into a higher energy compound, thiamine pyro-
phosphate (ThPP); ThPP is dephosphorylated into ThMP,
and it is transformed in a reversible way into thiamine tri-
phosphate (ThTP). The chemical reactions are enzyme-me-
diated, and, therefore, their products saturate as the input
quantities increase. Moreover, the transport through the cel-
lular membrane is a nonlinear saturable process.
The considered class of experimental studies is related to
the quantitative assessment, around the steady-state condi-
tion, of the normal and pathological conditions underlying
Th chemical transformations, and cellular uptake and re-
lease. In particular, from an experimental viewpoint, we
consider animal tracer experiments, in which a small amount
of labeled Th is injected into the peritoneum of a group
of rats; the specific activity of labeled Th is subsequently
measured in plasma and in the cells of different tissues. TheFIG. 1. The chemical pathway of Th within cells. Th transforms
into ThPP; ThPP transforms into ThMP that is then transformed back
into Th. ThPP also transforms in a reversible way into ThTP.FIG. 2. (A) The physiological route of Th absorption in the intes-
tine tissue; (B) the route of the tracer injected into the peritoneum.
measurements obtained in the four rats; the measurement
precision is finally calculated as the standard error.
In this paper, we will consider the experiments related to
the study of Th intestine tissue metabolism in normal sub-
jects and in subjects suffering from diabetes, both insulin
treated and untreated. The main purpose of the study is to
quantitatively evaluate the differences in Th metabolism
between the three different classes of subjects; on the basis
of this evaluation it would also be possible to understand
whether insulin treatment is effective in reestablishing the
Th metabolism to quasi-normal conditions.
It is important to remark that the tracer experiment related
to the intestine tissue presents some peculiar characteristics
which hamper completely reproducing the actual physiologi-
cal conditions of the Th cellular distribution.
In the physiological pathway, shown in Fig. 2A, Th is
absorbed by the intestinal mucosa from the food and is
subsequently released into the plasma tissue. In the tracer
experiment, the intracellular labeled Th is injected as a bolusexperimental procedure, described in [12], may be applied
only in animals, as it involves destructive sampling: at each
sample time, four genetically identical rats are sacrificed.
Applying a standard procedure to each rat, the intracellular
specific activity (nCi/g) of the different chemical forms is
measured in all interesting tissues, together with the plas-
matic specific activity (nCi/ml) of Th and ThMP. The mean
value is then calculated for each tissue by averaging the223through the peritoneal route and reaches the intestine cells
from plasma; this absorption pathway is shown in Fig. 2B.
Unfortunately, the mechanisms that regulate the Th absorp-
tion from plasma into the intestine tissue are unknown. To
this end, to obtain a robust mathematical description of
Th metabolism in the intestine tissue, we investigated a
collection of different modeling approaches, which range
from compartmental models to nonlinear regressions.
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The evaluation of these approaches has been based on a
two-step procedure:
1. Identification. We identified the system on a first set
of 17 measurements collected on normal subjects for each
chemical form. From here on we will refer to this set indiffer-
ently as either the identification set or the training set.2. Validation. We then tested the identified system model
on another set, the validation set. Such a set consists of 12
measurements from an independent experiment on normal
subjects, carried out under the same conditions applied when
collecting the training set. The choice of an independent
data set improves the validation procedure by reducing bias
and supporting the predictive robustness of the model.
3. THE STRUCTURAL MODELING APPROACH
In several tissues, the intracellular Th kinetics has been
studied [12, 13] by applying the compartmental modeling
methodology [4, 14]. Under suitable assumptions, the mathe-
matical model of a compartmental structure consists of a set
of Ordinary Differential Equations (ODE). As a first attempt,FIG. 3. The compartmental model of the Th metabolism within
cells. The inputs of the system are the plasma specific activity (nCi/
ml) of Th, and ThMP (u1, u2, respectively). The state variables are
the specific activity (nCi/g) of Th, ThPP, and ThMP (q1, q2 and q3,
respectively). The flows between the compartments reflect the chemical
pathway described in Fig. 1.BELLAZZI ET AL.
q˙1 5 k10u1 1 k13q3 2 (k01 1 k21)q1
q˙2 5 k21q1 2 k32q2 (1)
q˙3 5 k30u2 1 k32q2 2 (k03 1 k13)q3,
where the qi’s and ui’s are, respectively, the specific activities
of the different Th chemical forms in the cell and in the
plasma. More precisely, q1 indicates the intracellular Th, q2
indicates the intracellular ThPP, q3 indicates the intracellular
ThMP; u1 refers to the plasmatic Th, and u2 refers to the
plasmatic ThMP. Finally, the parameters kij are constants
that define the transfer rate coefficients to be estimated from
data. Let us observe that the ThTP form (see Fig. 1) has not
been considered in the model since this quantity is negligible.
As for the plasma activity profiles of the system inputs, u1
and u2, shown in Fig. 4, let us note that the Th input acts
as a bolus, since its decay occurs very rapidly between 0 h
and 0.5 h, whereas the ThMP input is distributed over the
entire time span.
The model (1) satisfies the a priori structural identifiabil-
ity conditions of compartmental models as defined in [4,
15]. The compartmental model identification and validation
were carried out using the SAAM II [16] software tool. The
results obtained are the following:
Identification. The identification procedure was unsuc-
cessful, both in terms of data fitting and numerical stability,
as the estimation procedure of the values of the parameters
kij’s in Eq. (1) did not converge under different initial condi-
tions and guesses of the parameter values. To obtain better
parameter estimates we reduced the complexity of the esti-
mation procedure by assuming that k03 is equal to zero. Such
an assumption is grounded on the physiological knowledge
about the relatively small flux of ThMP from cells to plasma.
In this case, although the fitting results are not satisfactory,
we achieved numerical stability. Table 1 shows the parameter
estimation results, and Fig. 5 shows the plots obtained for
the three chemical forms.
An analysis of the coefficients of variations (CV)3 high-
lights that the estimated value of the parameter k10 is unrelia-
ble. Unfortunately, this parameter plays a crucial role in the
thiamine kinetics since it models the absorption process
from plasma.we adopted a linear ODE model, whose structure is shown
in Fig. 3. The linearity of the model is justified by the
steady-state condition assumption and by the relatively small
quantities involved in the tracer experiments: the injected
tracer quantity is two orders of magnitude smaller than the
steady-state plasmatic Th quantity. The model ODE’s are
reported belowValidation. The results of the validation of the identified
3The coefficient of variation of the parameter kij is computed as
std(kij)
kij
, where std(kij) is the standard deviation of the estimate and kij
is the estimated value.
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smaFIG. 4. The evolution over time of the plamodel are shown in Fig. 6. These plots clearly confirm the
k03 0 — —
k10 0.011 8.17430 3 1023 73.65
k30 1.869 1.08150 3 1021 5.79
k21 38.620 4.31347 11.17
k32 7.241 1.52469 21.05
k13 17.446 1.91142 10.96
Note. Std is the standard deviation of the parameter, and CV is its
coefficient of variation.specific activity of Th (A) and ThMP (B).
intracellular Th kinetics. A first possible explanation of this
failure deals with the inadequacy of the proposed model.
Therefore, we explored other modeling assumptions. Within
a linear context, we also took into account the ThTP compart-
ment and two hypothetic compartments that model a possible
delay in the transport process due to the cellular wall. This
attempt failed to provide reliable parameter estimates. An
explanation of the failure of the linear models may be the
fact that the considered quantities might not lie in a region
where linearization is feasible; on the other hand, the diffi-
culty of the experiment does not allow us to collect enough
data to enrich available knowledge about the quantitative
relationship between the plasmatic Th and its absorption
into the intestine cells. Such a lack of knowledge preventedING OF METABOLIC SYSTEMSweakness of the results obtained in the identification phase.
The faster dynamics components of Th and ThMP are not
captured by the identified model, and the corresponding
peaks are not properly reproduced.
In both phases, the lack of reliable results hampers the
exploitation of this compartmental model to describe the
TABLE 1
Parameter Estimation Results
Parameter Value Std CV (%)
k01 3.932 5.06820 3 1021 12.89us from carrying out a sound linearization. In pursuance of
our aim, we also tried to guess the kinds of nonlinearities
to represent the saturable absorption mechanisms. Again,
the lack of knowledge made all these attempts, not reported
in this paper, fail.
We therefore decided to transfer our investigation to the
so-called nonlinear regression techniques.
226 BELLAZZI ET AL.mo
a hi
FIG. 5. Identification results of the linear compartmental model. The
with the actual values (* ). The dotted line has been introduced to give
4. NONLINEAR REGRESSION TECHNIQUES
The general nonlinear parametric regression model is
described by an equation where the observable output y
measured at time k is a real-valued function of an n-dimen-
sional input vector xk:
yk 5 f (xk, u ) 1 «k (2)
where f (?) expresses the functional relationships between
the output and the input vector, u is the vector of model
parameters, and the terms «k’s, which account for the meas-
urement errors, are independent, zero mean random vari-
ables. The expected value y˜k of yk is directly derived from
(2) as f (xk , u ).
When the function f (?) can be derived from the physiologi-
cal knowledge, the Eq. (2) turns out to be equivalent to the
general structural modeling approach, where y˜k is the solu-
tion of a differential equation computed at time k. In this
context, the solution of the regression problem consists indel predictions (+) of each intracellular Th chemical forms are compared
nt of the predicted dynamic profiles.
the identification of the unknown model parameters u on
the basis of the training samples {xk , yk}, k 5 1, . . . , N.
When f (?) is unknown, the regression problem turns out
to be the reconstruction of the underlying model of the
system; this problem is usually solved by first selecting an
appropriate functional form for f (?), and then by identifying
its parameters u. f (?) is usually searched for in a functional
space that is known to possess good approximation proper-
ties. Among the possible classes of nonlinear functions, a
straightforward choice is represented by the so-called “basis
function expansion,” in which the function f (?) is written
as a linear combination of M basis functions [17]:
f (x, u ) 5
M
w F (x, u ). (3)oj5i j j
For several choices of the functions Fj it is possible to
derive nonlinear regression models that possess the universal
approximation property; i.e., any continuous function can
be approximated with an arbitrary degree of accuracy if a
sufficient number of basis functions is used [2, 18]. Methods
st
(*FIG. 6. Validation results: the identified compartmental model is te
forms. The model predictions (+) are compared with the actual values
recently proposed for constructing f and identifying u, also
known as nonlinear Black-Box methods (BB), include feedf-
orward neural networks, radial basis functions, wavelet func-
tions, and fuzzy systems.
In this paper, we have studied the Th metabolism as a
nonlinear regression problem, and we tested some of the
above-mentioned methods for reconstructing the intracellu-
lar Th dynamics. In this context, nonlinear regression may
be viewed as a discrete-time dynamic system where the
output y at time k is a function of a regressor vector, which
also includes the output variable, measured at time k 2 1.
The outputs of the model (1) are the three Th chemical
forms, q1, q2 and q3, obtained in response to the tracer input
signals, u1 and u2. The whole system can be modeled by
three decoupled subsystems, each of them associated with
a Th chemical form and represented by a nonlinear regres-
sion model
y1k 5 f1(x1k21, u1) 1 «1k (4)
y2k 5 f2(x2k21, u2) 1 «2k (5)ed on the validation data sets related to the three intracellular Th chemical
).
y3k 5 f3(x3k21, u3) 1 «3k, (6)
where yik denotes the kth measurement of the variable qi , and
x1k21 5 {y1k21, y3k21, u1k21} (7)
x2k21 5 {y2k21, y1k21} (8)
x3k21 5 {y3k21, y2k21, u2k21}. (9)
Each model f1, f2, f3 has been independently identified using
the so-called “series-parallel” scheme, in which y˜ik11 is calcu-
lated on the basis of the actual measurements of its re-
gressors [8].HYBRID MODELING OF METABOLIC SYSTEMS 2274.1. Feedforward Neural Networks
Feedforward Neural Networks (FNN) are probably the
type of neural networks that has been most widely applied
for both classification and nonlinear regression purposes [1].
Optimal FNN Structures for Each Thiamine Chemical Form, Where
M and p Represent the Number of Hidden Nodes and228
Within the FNN context, we have used a single hidden
layer with a log-sigmoid activation function, and an output
layer with a linear sum; thus, the function Fj (x, u ) in Eq.
(3) assumes the form
Fj (x, u ) 5 g1bj 1 o
n
i51
wijxi2, (10)
where j 5 1, . . . , M, M being the number of hidden nodes,
n is the number of regressors, g(x) 5 1/(1 1 e2x), and u 5
{wj , wij , bj}. Let us observe that wij and wj are the unknown
connection weights, and bj are the bias factors of the log-
sigmoid functions of the hidden units. The results obtained
with this approach are presented in the following:
Identification. One of the main drawbacks of BB ap-
proaches is represented by the selection of the optimal model
structure in order to reliably approximate the system dynam-
ics. In the case of FNN, such a choice means fixing the
parameter M, i.e., the number of hidden nodes. The selection
of the “best” M has been performed on the basis of a well-
known model selection index, called Akaike Information
Criterion (AIC), defined as
AIC( p) 5 N log V 1 2 p, (11)
where N is the number of available data, p is the number
of model parameters, and V is the value of the loss function
(in our case, the sum of squared errors) in correspondence
with the optimal estimate of u. We compared different net-
works obtained by increasing the number of hidden nodes,
and finally we chose the structure that minimizes the AIC
index.
In each of the three regression problems, the relative error,
calculated as the mean squared error, was required to be
lower or equal to 0.0001, and the algorithm used was the
back-propagation with Levenberg–Marquart optimization.
The stopping criteria were given either by a minimum gradi-
ent equal to 0.0001 or by a number of back-propagation
loops equal to 1000. The model structures that achieved the
lowest AIC indexes are shown in Table 2.
The results obtained in the identification phase are shown
in Fig. 7. The identified FNN’s overfit the data. Let us
observe that data overfitting persists even if the stopping
criteria are relaxed.
Validation. Figure 8 shows the results obtained on the
validation set.
Remark: The validation set contains less data than the
identification one because in the temporal interval [0.05h,Parameters, Respectively
Chemical form M p
Th 3 15
ThPP 4 16
ThMP 4 20
0.2h] the samples have not been measured. Since the first
indicative sample for prediction is the one measured at t 5
0.25h, the comparison between the validation results is
meaningful if we analyze the plots starting from t 5 0.5h.
However, the sample in t 5 0 has been added to give an
idea of the entire evolution over time.
The dynamics of both ThPP and ThMP are correctly
predicted by the FNN only from 24h to 240h, while the first
part of the curve is not properly fitted. Moreover, the results
obtained on the Th compound were highly unsatisfactory,
particularly the negative values and unexpected oscillations.
Therefore, the derived model was not judged reliable enough
to describe and simulate the overall Th metabolism.
4.2. Fuzzy Systems
Fuzzy-neural models have been recently proposed [9, 10,
19] as a suitable alternative to FNN schemes. First, they are
able to use prior knowledge, expressed in a linguistic form,
to define the neural network structure, i.e., the functional
form of f (?), and second, to provide a good initial guess for
the network parameter, i.e., the initial values of the parameter
vector u. This capability may allow us to reduce the identifi-
cation time by speeding-up the convergence of the nonlinear
optimization algorithms.
The theory on fuzzy sets is quite complex, but for the
purposes of this paper we will only concentrate on the con-
cepts that are suitable for system identification. Within this
context, a Fuzzy System (FS) is a system whose variables
range over states that are fuzzy numbers. Labeled by a
linguistic term, a fuzzy number captures the intuitive con-BELLAZZI ET AL.
TABLE 2cepts of approximate numbers or intervals as those quantities
that are either close to a real number or around a given
interval of real numbers. More precisely:
Definition 1. A fuzzy number F is a set characterized by
a membership function mF : R fi [0,1]; mF (x) represents
the degree of membership of x P R to the set F, and is
defined as
H 29
The
the singleton fuzzifier [8], an FS described by M rules isFIG. 7. Identification results obtained with the FNN approach.
mF (x) 5 5
h(x) P [0, «1) x P (2‘, c 2 d1)
l(x) P [«1, 1) x P [c 2 d1, c)
1 x P [c, d ]
m(x) P [«2, 1] x P (d, d 1 d2]
s(x) P [0, «2) x P (d 1 d2, 1‘),
(12)
where h(x), l(x) are monotonically increasing, continuous
from the right, and m(x), s(x) are monotonically decreasing,
continuous from the left, «1, «2 ¿ 1, and d1, d2, nonnegative
values, depend on «1, «2, respectively; h(x) (s(x)) vanishes
as x goes to 2‘(1‘).
Here we slightly relaxed the usual definition of fuzzy
numbers [20] to admit function shapes that are particularly
suitable for function approximation, such as “bell”-like and
Gaussian-like functions, that are symmetric and continu-
ously differentiable. In particular, in the following we will
consider Gaussian membership functions.
The knowledge about the relations between input-output
variables is expressed through IF-THEN rules
IF x1 IS F1 AND … AND xn IS Fn, THEN y IS Fy,model predictions (+) are compared with the actual values (* ).
where the antecedents xi are the components of the input
vector, the consequent y is the output, Fi are fuzzy numbers,
and Fy may be either a fuzzy or a real number. The dynamics
of a system is described by a collection of M Fuzzy Rules
(FR’s), called Fuzzy Rule Base (FRB).
In order to make inferences, it is necessary to resort to
machinery that gives a precise interpretation of the terms
IS, AND, THEN that appear in a fuzzy rule. The Fuzzy
Inference Engine (FIE) performs such a task by applying
the fuzzy logic principles to translate the rules of the FRB
into a mathematical language, with the final goal of obtaining
the system output. Finally, the FS output is calculated by
combining the output of all the rules, according to a given
operator. For a thorough understanding of these issues see
[8, 20]. By choosing the FIE product-inference rule, andYBRID MODELING OF METABOLIC SYSTEMS 2mathematically defined as a basis function expansion:
f (x, u ) 5 o
M
j51
yˆj
Pni51 mFij (xi)
oMj51 Pni51 mFij (xi)
. (13)
If we choose Gaussian-shaped membership functions to rep-
resent variable values, the term mFij (xi), which represents
roacFIG. 8. Validation results of the model identified with the FNN app
the fuzzy numbers that the variable xi assumes in the jth
rule, is
mFij (xi) 5 exp 121xi 2 xˆi
j
s ij 2
2
2, (14)
where xˆij and sij are the parameters, namely the mean and
standard deviation.4 The term yˆj assumes different meanings
in accordance with the operator that interprets the rule conse-
quent Fy .
In this paper we will analyze the performance of two
different classes of the FS’s that have been widely used in the
literature, the Takagi–Sugeno [10] and the Center Average
Defuzzifier [21]. Differing only in the way Fy is defined,
these approaches are known to guarantee that the universal
approximation property is satisfied.
In fuzzy-based system identification the crucial issue is
concerned with the definition of the optimal FRB, capable
4With reference to definition (12), c [ d 5 xˆ, d1 5 d2 5 ks, «1 5
«2 5 exp(2k2), k is a constant which is defined in accordance with
the a priori knowledge.h. The model predictions (+) are compared with the actual values (* ).
of properly describing the system dynamics. Fuzzy inference
rules can be derived on the basis of the domain expert
knowledge; but, as a matter of fact, the information provided
by the expert may be very poor and incomplete, and the
formulation of a meaningful rule-base could be difficult or
even impracticable. A common alternative solution is to
resort to experimental data, exploited both to build the fuzzy
rules and to initialize the values of the parameters in u [8, 22].
4.2.1. Takagi–Sugeno Fuzzy Systems (ANFIS)
In the first order Takagi–Sugeno FS, a rule is expressed
in the form
IF x IS F AND … AND x IS F THEN y 5 c 1 c x230 BELLAZZI ET AL.1 1 n n 0 1 1
1 ??? 1 cn xn,
where ci , i 5 0, . . . , n are real-valued parameters. The
output of each rule is hence a real number obtained as a
linear combination of the input (crisp) values.
In this case, the nonlinear regression problems (4)–(6)
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can be viewed as the problem of identifying the parameter
set {c j0, c ji, xˆ ji, s ji, i 5 1, . . . , n, j 5 1, . . . , M } from data.
In particular, we adopted an identification strategy based on
the iterative application of linear least squares and back-
propagation that has been successfully implemented and
tested in [9] with the name of Adaptive Neuro-Fuzzy Infer-
ence System (ANFIS). The results obtained from our data
sets are summarized as follows:
Identification. To identify the FS’s which model the in-
tracellular Th kinetics we used a relative error equal to
0.0001, and a maximum number of back-propagation loops
equal to 1000. The membership function parameters are
initialized from data, and the rules are built by determining
all the possible combinations of the membership functions
which represent all possible values of the antecedent vari-
ables. In order to properly choose the number of the member-
ship functions associated with each variable we have adopted
a model-selection strategy based on the calculation of the
AIC index. Table 3 summarizes the complexity indexes of
the optimal models obtained. The results are shown in Fig.
9: as with FNN, the training set is overfitted.
Validation. As shown in Fig. 10, the global performance
obtained on the validation set was very bad. Specifically
due to its oscillatory behavior, the prediction of the Th
compound is unrealistic. Even worse are the results dealing
with ThPP: negative values and spurious oscillations are
present. Finally, only the dynamics of ThMP is captured by
the derived model. The overall results are clearly not suffi-
cient to exploit the identified nonlinear regression models.4.2.2. Fuzzy Systems with Center-Average Defuzzifier
Chemical form m p
Th 2 44
ThPP 3 39
ThMP 2 44
Note. The second and third column report the number of the member-
ship functions which define the values of the associated variable and
of the parameters, respectively.231
With regard to Th metabolism, each fi in Eqs. (4) to (6)
was built and identified directly from the training data set.
The parameter set to be estimated is {xˆ ji, s ji, i 5 1, . . . , n,
j 5 1, . . . , M }. The obtained results are reported below:
Identification. The fuzzy rules and the initial values of
parameters were set by using a data-driven approach ac-
cording to the procedure described in [8]. From here on, the
FS-CAD system initialized in such a way will be referred
to as FS-DD. The complexity of each fuzzy identifier fi , or
equivalently the choice of the optimal number of rules M,
was carried out on the basis of the AIC model selection
index. More precisely, we considered increasing values of
M, starting from M 5 2.
For each different initialization, we identified the parame-
ters by using the back-propagation algorithm, following the
procedure detailed in [8]. The identification error was re-
quired to reach a threshold equal to 0.0001; however, the
algorithm stops if either the decrease in the loss function is
lower than 1028 or the maximum number (1000) of BP-
loops is reached without getting the desired accuracy.
Table 4 shows the complexity indexes of the fuzzy identi-
fiers characterized by the minimum AIC value (see Table
4). Figure 11 shows the identification results obtained for
each chemical form: we can observe a good fit of model
predictions against experimental samples.
Validation. The approximation accuracy of the models
identified above was evaluated on the validation set: the
results, reported in Fig. 12, are unsatisfactory. First, the
predicted Th curve shows an unrealistic oscillatory behavior
in the interval [0.5h, 96h]; and second, the ThPP profile is
badly approximated, especially from t 5 2h to t 5 144h.
The only acceptable results concern the ThMP compound,
whose dynamics is predicted with quite a satisfactory degree
of accuracy. We could conclude that, even though the FS-
DD approach performs slightly better than the FNN and the
ANFIS regression schemes, the overall performance still
remains unsatisfactory.
4.3. Discussion of the Results: The Need for a New
ApproachIn FS with Center Average Defuzzifier (FS-CAD), Fy is
a fuzzy number. Under the assumption that mFjy is symmetric,
Fy is defuzzified into the real number yˆj , which is the center
of mFjy, i.e., the value (c 1 d )/2.
TABLE 3
Results of the Akaike Selection Criterion for the ANFIS ModelsThe failure of standard nonlinear regression techniques
seems mainly related to the difficulty of deriving a function
f (?) that is able to properly predict the intracellular thiamine
kinetics, particularly Th and ThPP compounds. The Th non-
linear regression is especially critical, since the input plas-
matic Th is characterized by a high-valued fast decreasing
.h. TFIG. 9. Identification results obtained with the ANFIS approac
profile. However, a serious problem affects the overall model
generalization capabilities: the number of parameters used
in the nonlinear regression schemes is much higher than the
number of data. This fact causes the models to overfit the
data; i.e., they also learn the noise present in the data them-
selves. Therefore, the problem suffers from ill-posedness
and may require the use of some regularization techniques
to improve the smoothness of the fitted curves. For these
reasons, we performed other tests, although not reported in
this paper, in which we used methods based on regularization
theory [2, 23], such as Bayesian regularization [24]; unfortu-
nately, these methods did not help improve the generalization
properties of the regression models either. This failure may
be explained by two main factors:
1. The curves present at least two different “regularity”
regions: a first phase characterized by an abrupt change in
Th specific activity and a second phase that shows a long
decay of the Th profiles. Regularization methods, that usu-
ally use one regularization parameter, do not efficiently cope
with this problem.
2. Usually, regularization is applied to solve interpolationhe model predictions (+) are compared with the actual values (* ).
problems, i.e., the problem of obtaining a “regular” curve
that fits noisy data. In contrast, in our problem, we want to
derive a nonlinear regression model able to predict the output
variables obtained in another, although similar, experiment.
In other words, we want to derive a model of the dynamic
process underlying the data.
As confirmed by the results reported in this section, it
seems not possible to effectively solve our regression prob-
lem without exploiting any information from the available
structural knowledge. Additional knowledge should then be
used to properly define the function f (?), and to provide an
initialization of the model parameters, and, therefore, to give232 BELLAZZI ET ALa way of coping with ill-posedness of the estimation problem.
To this end, we need a new methodology that embeds the
available, but incomplete, structural knowledge into the ini-
tialization of the function f (?). FS’s are initialized from rules
which express the transition from one state to the next one,
and, then, to some extent, from “structural” knowledge.
Therefore, they seem to be the best candidate scheme for
our purpose.
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5. A HYBRID MODELING METHODTo model the Th kinetics we herein propose FS-QM, the
Optimal FS-DD Structures for Each Thiamine Chemical Form
Chemical form M p
Th 6 42
ThPP 4 20
ThMP 3 21
Note. M represents the number of rules, and p represents the number
of parameters.ach. The model predictions (+) are compared with the actual values (* ).
of both its expressive power to represent differential equa-
tions in case of incomplete knowledge, and its reasonable
predictive capacity; as fuzzy approximator we chose the
FS-CAD approach instead of the Takagi–Sugeno one. The
ANFIS approach is not suitable for easily encoding qualita-
tive information on the input–output relations, since it re-
quires an explicit choice of the mathematical function used
to express the rule consequents. In contrast, FS-CAD is able
to preserve the fuzzy nature of the input–output rules and
may therefore be used to encode qualitative descriptions of
the dynamic behaviors. Moreover, it is interesting to note
that the output equation of the FS-CAD with Gaussian mem-
bership functions can be viewed as the general case of twohybrid approach that results from the integration of both
qualitative models and fuzzy systems. Both modeling frame-
works have been introduced to cope with the system com-
plexity; then it is our belief that their combination should
benefit from the analytical power of the former, as well
as from the approximation properties of the latter. As the
qualitative modeling formalism we chose QSIM [7] because
TABLE 4
well-known nonlinear regression approaches, namely kernel
regression and normalized radial basis functions [1].
The idea underlying FS-QM is quite simple: the set of
behaviors derived from the simulation of the QSIM model
is mapped into FR’s which, as a whole, capture the entire
system dynamics. The emphasis of this paper is not on the
methodological aspects of FS-QM but rather on its applica-
tion to a modeling problem; however, its concise description,
L.
h. TFIG. 11. Identification results obtained with the FS-DD approac
as well as the related background, is needed to understand
the different model building phases.
5.1. QSIM-Based System Representation
In QSIM, a system S is modeled by a set SV 5 {xi , i 5
1, . . . , N } of variables, which are continuously differenti-
able functions of time defined on a closed interval [a, b] #
R, with a finite number of critical points in [a, b] and
derivatives continuous at the endpoints of the domain. Let
us denote the images of xi (t) by Xi # R. Such variables are
constrained by a set of Qualitative Differential Equations
(QDE). A QDE is the qualitative representation of an Ordi-
nary Differential Equation where (i) the values of variables,
as well as operators constraining them, are qualitatively
expressed, and (ii) the functional relationships between vari-
ables are described in terms of regions of monotonicity.
Qualitative values. The representation of qualitative val-
ues is landmark-based. Each xi is associated with a finite
totally ordered set QLxi 5 {lk, (lk, lk11), k 5 1, . . . , n} calledhe model predictions (+) are compared with the actual values (* ).
qualitative quantity–space, whose elements alternate land-
mark values, lk , with open intervals, (lk ,lk+1), bounded by
two adjacent landmark values. The real number zero is re-
quired to belong to QLxi.
Definition 2. The qualitative value of xi (t) is defined by
a mapping qv: Xi fi QLxi, as follows:
qv(xi (t)) :5 Hlk if xi (t) 5 lk(lk, lk11) if xi (t) P (lk, lk11) (15)
A landmark value lk is a symbolic name for a particular real
number, whose value may be either not precisely known or
unknown, which defines regions where qualitative system
properties hold. In many applications, a landmark value may234 BELLAZZI ET Anot necessarily refer to a precise real value, but rather to a
range of real values. Because they are defined only by their
order relations with the elements of QLxi, the landmark-based
representation allows us to express incomplete knowledge
about values of variables.
Let us observe that the variable t has its own quantity
space Txi, whose elements are time points and time intervals
pro
description of its structure (QDE) and an initial state QS(t0).
Definition 3. A qualitative state of the system S at time
t, QS(t), is defined by the pair ^QV, QDIR& which is consis-FIG. 12. Validation results of the model identified with the FS-DD ap
generated during the simulation. A time instant t P [a, b]
is a time point of xi if it is a boundary element of the set
{t P [a, b] . qv(xi (t)) 5 l, l P QLxi}. Then, the time–quantity
space Txi 5 {t0, (t0, t1), . . . ., tn} is a finite ordered set where
t0 [ a and tn [ b, and landmark time points alternate with
time intervals. The time–quantity space of a system S, TSV ,
is given by the union of all Tx i, providing that the order
is kept.
Qualitative operators. The description of a system struc-
ture is given by a set of qualitative constraint equations
applied to the variables that represent the system state. The
constraint notation has a straightforward correspondence
with differential equations by making explicit all the func-
tions and operators in the equation. Therefore, arithmetic
and derivative constraints are qualitatively defined in QSIM.Functional relationships. Although very often not
enough to explicitly define the functional dependencies be-
tween system variables, the available knowledge about the
system at study is sufficient to characterize their monoton-
icity properties. QSIM represents the functional relationships
in terms of regions of monotonicity. Herein, given the kind
of knowledge about the nonlinear processes involved, it isach. The model predictions (+) are compared with the actual values (* ).
useful to consider the class M + (M 2) of strictly increasing
(decreasing) monotonic functions, and the class S+ (S2) of
monotonic functions with saturation, i.e., functions which
are monotonically increasing (decreasing) over an interval
and are constant elsewhere.
5.1.1. Qualitative Simulation
Landmark-based descriptions and monotonicity relations
capture enough information to allow for qualitative simula-
tion: qualitative descriptions of the possible behaviors of
a system, {B1, . . . , Bm}, can be drawn from a qualitativeHYBRID MODELING OF METABOLIC SYSTEMS 235tent with the QDE, where QV 5 {qv(xi (t)), i 5 1, . . . , N },
QDIR 5 {qdir(xi (t)), qdir (xi (t)) 5 sign1dxi (t)dt 2, i 5 1,
. . . , N }.5
5qdir(xi (t)) is the direction of change of xi (t) and can be decreasing,
steady, or increasing; i.e., qdir(xi (t)) P {2, 0, 1}.
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QSIM infers a tree of behaviors {B1, . . . , Bm}, rooted in
QS(t0), by applying transition rules based on the Intermediate
Value and Mean Value Theorems, and by checking their
consistency with the equations. Such a tree includes all
possible behaviors of systems described by the QDE and
QS(t0).
Definition 4. Each behavior Bi is a finite sequence of
qualitative states, linked by successor relations
Bi :5 QS(t0 ) fi QS(t0 , t1 ) fi QS(t1) fi (16)
??? fi QS(tn21, tn) fi QS(tn),
where t0 5 a, tn 5 b. Such a sequence, a possible temporal
evolution of the system, alternatively represents states in
time points QS(tk), and in time intervals QS(tk , tk +1). Since
states in time intervals are qualitatively constant, each behav-
ior (16) can be viewed as a discrete-time description of a
possible system dynamics, where each state clearly identifies
its predecessors and successors.
The plot of the qualitative behavior of an individual vari-
able, given in Fig. 13, exemplifies the definitions given
above: the qualitative behavior of the variable x is defined
FIG. 13. Plot of a qualitative behavior.BELLAZZI ET AL.
› , + fl denote the direction of change increasing, steady and
decreasing, respectively.
As the generation of each state depends solely on its
immediate predecessor(s), the information propagation from
the initial state is a local procedure. Therefore, some global
system properties may be lost during the simulation with a
possible consequent generation of spurious behaviors. The
application of proper filtering methods significantly reduces
the number of spurious behaviors but does not guarantee
their complete elimination.
5.2. Fuzzy-Based System Representation
A fuzzy-based representation of values is another way of
describing qualitative regions. In such a framework, the
qualitative regions are labeled by linguistic terms and are
characterized by membership functions which give a meas-
ure of the appropriateness of applying a qualitative descriptor
to a quantitatively defined system state.
Let X # R be the set of values a variable x(t) may assume,
and let us consider a finite set of non-empty intervals [ck , dk]
such that (i) {ck}, {dk} are increasing finite sequences of
real numbers in X, and (ii) [ck , dk] ø [cl , dl] 5 Ø, " k Þ l.
Let the set {[ak , bk], k 5 1, . . . , k} be an arbitrary but finite
discretization of X, such that ak 5 ck 2 dk , bk 5 dk 1 dk ,
X 5 łkk51 [ak, bk], and (ak , bk) ø (al, bl) 5 Ø iff .k 2 l. .
1. Let us call fuzzy quantity–space the ordered set QFx 5
{Fk , k 5 1, …, k} whose elements Fk 5 {(x(t), mFk(x(t)))}
are fuzzy numbers defined around [ck , dk] as in (12). By
analogy with the landmark-based representation, the real
number zero is required to belong to QFx .
Definition 5. The fuzzy-qualitative value of x(t) is defined
by a mapping qvf : X fi QFx as follows:
qvf (x(t)) :5 Fk if x(t) P [ak, bk].
Let us observe that qvf (x(t)) is not univocally defined but
may take both the values Fk and Fk+1 when x(t) P [ak , bk]
ø [ak+1, bk+1]. This nonexclusivity of values is an important
aspect of fuzzy variables as it facilitates a gradual transition
between regions and, consequently, exhibits an intrinsicon the time set Tx 5 {t0, (t0, t1), t1, (t1, t2), t2}, represented
along the horizontal axis by the sequence of qualitative
values in t P Tx :^l1, › &, ^(l1,l2), › &, ^l2, + &, ^(l1, l2), fl &,
^l1, + &}, where l1, l2 , arranged on the vertical axis, are the
landmark values in the quantity space QLx , and the symbolscapability to deal with observation uncertainties. As a matter
of fact, the fuzzy representation allows us to describe the
information expressed by a well-determined real number or
interval, as well as the knowledge embedded in the neighbor-
hood of a real number and in the “soft” boundaries of an
interval. This is achieved by a gradual rather than steep
change in the degree of membership of x to Fk .
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Definition 6. The fuzzy-qualitative state of x at time t is
given by qvf (x (t)). Let X 5 {x i , i 5 1, . . . , n # N } # SV
be the set of the input–output variables. The fuzzy-qualitative
state of a system at time t is defined by the set QSf (t) 5
{qvf (x i (t)), x i P X, i 5 1, . . . , n}.
Definition 7. The fuzzy-qualitative behavior of a system
is given by M fuzzy rules, where the current state of the
system QSf (t) appears in the antecedent part of the rule,
and the next state of the output variable y P X, qvf ( y(t 1
1)), appears in the consequent part.
Therefore, the system dynamics is represented by a set
of rules, each of them giving a measure of the possible
transition from one state to the next one. The mathematical
interpretation of such a rule base allows us to initialize a
functional input–output relation which, after refinement by
appropriate parameter estimation procedure, may be consid-
ered an approximated model of the system dynamics. In
the QSIM framework the system dynamics as a whole is
represented through a structural model, and the system be-
haviors, derived through its simulation, are the model solu-
tions which depend on a given initial state. Whereas in the
fuzzy context, we start from “pieces” of dynamic behaviors
to construct the model. Then, the crucial issue here deals
with the definition of both the number M of rules necessary
to describe the system dynamics and the antecedents and
consequent of the rules.
5.3. From QSIM Models to Fuzzy Identifiers
The method FS-QM aims at solving the central problem
of the construction of a fuzzy structure adequate to approxi-
mate the system dynamics. It is applicable whenever the
incompleteness of the available knowledge is such that it
allows us to:
x write a QDE model;
x give a semiquantitative representation of all the ele-
ments in QLxi, " xi P X, in terms of range of values. As we
are dealing with systems where precise numerical informa-
tion about lk is unavailable, it is reasonable to assume that
landmarks are better represented by intervals with “soft”
boundaries rather than with precise boundaries.
Under such assumptions, which are quite realistic in many
applications, QFxi may be easily built as an image of a bijec-
tive mapping v of QLxi. More precisely, if the interval [ak , bk]
represents either the partially known landmark lk or the
interval between two adjacent landmarks (lk , lk+1),
v(qv[ak , bk]) 5 Fk , where the parameters which define237
mFk are initialized in accordance with the width of the inter-
vals [ak , bk]; in particular, as we assume symmetric mFk with
respect to its maximum value, mFk(x) 5 1 when x 5
(ak 1 bk)/2. Let us remember that in general, mFk(x) 5 1
might also hold in a neighbor [ck , dk] of x 5 (ak 1 bk)/2,
the width of which is fixed in accordance with the available
knowledge. Figure 14 exemplifies how QLx 5 {l1, (l1, l2),
l2, (l2, l3), l3} is mapped into QFx. The mapping v states a
one-to-one correspondence between the landmark-based and
the fuzzy-based representation of the real values.
5.3.1. Mapping Simulated Qualitative Behaviors into
Fuzzy Rules
Let us consider the generic behavior Bi defined by the
sequence (16), where each state clearly identifies its prede-
cessors and successors. Let TX # TSV be the time–quantity
space obtained by the union of the time–quantity spaces of
the variables xi P X. Let us consider, for each element QS(t)
in the sequence (16), the set QV(t) where t may indicate
either a time point or a time interval. If the cardinality of
TX is equal to 2n 1 1, we map Bi into a set of 2n rules
as follows:
x " tk P TX \{tn}, where tn indicates the final element in
TX , let us
—consider QV(tk) and QV(tk+1);
—take out from QV(tk) and QV(tk+1), respectively, the
sets QVX (tk) 5 {qv(xi(tk)).xi P X } and QVX (tk+1) 5
{qv( y(tk+1)).y P X };
—map each element in QVX (tk) and the element in
QVX (tk+1) into their fuzzy representation, i.e, v:
QVX (tk) fi QSf (tk), and v: qv( y(tk+1)) fi qvf ( y(tk+1));
x build the rule:FIG. 14. Mapping QLx into QFx.
of behaviors generated by the simulation of a QDE which
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IF x1 IS F1 AND … AND xn IS Fn THEN y IS Fy
where Fi and Fy are the fuzzy-qualitative state of xi at time
tk and the fuzzy-qualitative state of y at the next time tk+1,
respectively.
Remark 1. The information on the qualitative magnitude
and derivative of observable variables, captured by QS(t),
is only partially exploited as, in general, the measurements
of their magnitude are more reliably assessed than those of
their rate of change. However, when this is not the case, it
could be convenient to include x˙i into the set X. In such a
situation, the qualitative values of x˙i could be taken either
directly from the set QDIR, when only the sign is assessed,
or from a qualitative quantity space specifically defined for
x˙i in the QSIM model.
The automated translation into the fuzzy formalism of the
whole tree of behaviors allows us to define a rule base which
captures the entire range of possible system dynamics. The
problem here is that a straightforward translation of the tree
may result in a base too large to be effectively used. As a
matter of fact, in our specific application context, as we
simulate the dynamics of a system perturbed by the injection
of a tracer, we are interested in those behaviors that reach
the system quiescent state. The translation of the generated
Quiescent Qualitative Behaviors (QQB) into fuzzy rules is
conveniently preceded by their analysis with the goal of
eliminating spurious behaviors as well as further reducing
the dimension of the portion of the tree to be considered. To
this end, a number of spurious behaviors may be significantly
filtered by exploiting additional knowledge about the system
which is not explicitly represented in the qualitative model.
Moreover, in the set of the remaining QQB’s a number of
behaviors may not present any difference with regard to the
input–output variables: such behaviors are aggregated with
the aim of only taking the significant distinctions out of
the tree. In accordance with the given procedure, all the
remaining Admissible Behaviors (AQB) are automatically
mapped into sets of fuzzy rules, the union of which results
in a rule-base that captures the structural knowledge embed-
ded in the qualitative model. The M rules are then interpreted
mathematically through the chosen inference engine, FS-
CAD, along with the a priori knowledge-based good initial-
ization of the Gaussian membership function parameters.Remark 2. Although filtering procedures are applied to
the behavior tree, the AQB set may still include spurious
behaviors. It can be easily proved that such behaviors, al-
though they reduce the computational efficiency, do not
influence the approximation capability of the fuzzy system.
Let us observe that filtering procedures are also applied to
the rule base: identical rules may be generated since variablesBELLAZZI ET AL.
may take the same qualitative value at different times; such
rules are grouped into equivalent classes and only one of
them is kept as representative of an input–output relation.
In analogy with the outcomes of the QSIM simulation, the
resulting M rules do exhaustively describe the system dy-
namics, but they are not guaranteed to be the minimal
number.
Remark 3. The rule-base may contain conflicting rules
as two or more rules may differ only in the consequent part:
in such a case conflicts are solved on the basis of the degree
of a rule calculated on the input–output data pairs as defined
in [8].
5.4. A FS-QM Model of Thiamine Kinetics
Figure 15 summarizes the main steps of FS-QM: the setmodels the system at study is mapped into M rules which
as a whole, capture the structural and behavioral knowledge
of the system dynamics. Such a mapping is grounded on
the definition of the correspondence, stated in accordance
with the available knowledge, between QLx and QFx, " x P
X. The mathematical interpretation of the rules through theFIG. 15. Main steps of the FS-QM method.
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FIE initializes a nonlinear regression equation. Therefore,
the construction of each fi in Eqs. (4) to (6) requires: (i) the
formulation of the QSIM model of each decoupled subsys-
tem associated with a particular Th chemical form, and (ii)
the definition of the fuzzy representation of the elements
QLx, " x P X 5 {q1, q2, q3, u1, u2}.
5.4.1. Construction of the Fuzzy Identifiers
All the variables in X assume values in R+, and their
qualitative representations in both QSIM and FS frameworks
are defined by their respective QL’s and QF’s. Table 5 summa-
rizes the QL’s and QF’s of each qi and ui , and highlights
the one-to-one correspondence between each QL and the
respective QF . Based on the knowledge of the qualitative
behavior of the tracer in the cells, for each specific activity
of labeled intracellular Th, qi , a significant landmark, in
addition to the value zero, is the maximum value it may
assume. As for the input signals ui , a significant landmark
(U1s, 1‘) V–H 3000 570
u2 0 L 10 160
(0, U2s) M 300 100
U2s H 470 70
(U2s, 1‘) V–H 600 60
Note. The second column reports the values of each QL; the last
three columns report the fuzzy number labels, and, respectively, the
values of xˆ and s, given in their own unit measure.FIG. 16. The intracellular Th subsystem is highlighted by the solid
lines, Fij represents either the Th transfer from plasma or the chemical
transformation of the form j into the form i.
the parameters which define the related membership func-
tions. In our context, such parameters are the mean values
(xˆ ) and standard deviations (s ), and have been fixed on
the basis of the available physiological knowledge. Let us
observe that the fuzzy representation of the first and last
elements in each QL is given, respectively, by the member-
ship functions m0(x) and ml(x) such that m0(x) 5 1 " x P
[0, xˆ ], and ml(x) 5 1 " x P [xˆ, 1‘].
The dynamics of each subsystem is modeled by a single
Qualitative Differential Equation. Let us focus on the intra-
cellular Th subsystem highlighted in Fig. 16. From a struc-
tural viewpoint, it is modeled by the mass-balance equation
q˙1 5 F10(u1) 1 F31(q3) 2 (F01(q1) 1 F21(q1)), (17)
where - F10(u1) represents the absorption process which
governs the transfer of plasmatic Th into the intestinal cells.
It is a nonlinear saturable relationship: this assumption is
justified by the limited quantity of the mediating enzyme in
the time unit. In the QSIM formalism such a kind of relation-
ship is simply expressed as S+(u1); - F31(q3) models the
chemical reaction of ThMP into Th, which reasonably occurs
monotonically increasing with the quantity q . In QSIM,3deals with Uis , the saturation value of the absorption process
of Th from plasma. All the real values greater than Uis are
given the same qualitative value (Uis , 1‘).
On the fuzzy side, the elements of each QF are labeled
by linguistic terms, but are characterized by the values of
TABLE 5
Mapping between QL and QF Related to Each Input–Output Variable
QF
Variables QL xˆ s
q1 0 L 0 15
(0, Th*) M 30 20
Th* H 60 15
q2 0 L 5 40
(0, ThPP*) M 80 45
ThPP* H 165 50
q3 0 L 0 25
(0, ThMP*) M 55 35
ThMP* H 130 50
u1 0 L 20 570
(0, U1s) M 1000 570
U1s H 2000 570239such assumption is expressed through the relation M +(q3),
which qualitatively represents possible nonlinearities as
well. The variable q3 must be viewed as an input signal to
the subsystem, and it is modeled as a triangular-shaped
function according to the experimental knowledge.
Both F01(q1) and F21(q1) represent losses from the Th
subsystem toward the external world and the intracellular
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ThPP, respectively. Both relations are monotonically increas-
ing with q1. From a qualitative viewpoint the total losses
may be represented by M +(q1).
Analogous considerations allow us to formulate the
QDE’s describing the dynamics of the other two subsystems.
Therefore, the three QSIM models are given by:
q˙1 5 S1(u1) 1 M 1(q3) 2 M 1(q1) (18)
q˙2 5 M 1(q1) 2 M 1(q2) (19)
q˙3 5 S1(u2) 1 M 1(q2) 2 M 1(q3). (20)
Each model (18) to (20) is then simulated starting from an
initial state QS(0). Since the three data sets used for parame-
ter estimation come from tracer experiments, qv(qi (0)) 5 0,
qdir(qi (0)) 5 1, whereas the initial state for the input signals
are given by qv(u1(0)) 5 (U1s , 1‘), qdir(u1(0)) 5 2,
qv(u2(0)) 5 0, qdir(u2(0)) 5 0. Before proceeding to the
translation of the simulated behaviors into fuzzy rules, each
tree is analyzed with the goal of taking out all the significant
behavioral distinctions. For each model, Table 6 summarizes
the results of both the analysis of the generated trees and
the rule generation, namely the number of QQB’s, of AQB’s,
and of the generated IF–THEN rules. The set of AQB’s
does not include spurious behaviors, which, on the other
hand, would have been easily filtered on the basis of the a
priori knowledge of the admissible experimental profiles.
With the goal of exemplifying the mapping of qualitative
behaviors into a fuzzy rule base, in Fig. 17 and in Table 7,
respectively, we show the admissible behaviors for the Th
of Both Generated QQB’s and AQB’s
Subsystem QQB’s AQB’s M
1 20 2 11
2 6 6 9
3 42 7 12
Note. The number M of the generated IF–THEN rules from the
translation of the AQB’s into the fuzzy framework is also reported.subsystem and the fuzzy rule-base derived from them.
The mathematical interpretation of each set of rules, in
accordance with the choices underlying the FS-CAD
scheme, allows us to build a fuzzy structure for each fi ,
adequate to approximate the system dynamics. The vector
of parameters in each approximator, initialized in accordance
TABLE 6
Results of the Analysis of the Behavior Trees Generated by the
Qualitative Simulation of Each Model, in Terms of the Numberwith the values in Table 5, provides a good initial guess for
the optimization procedure for parameter estimation from
data.
5. RESULTS
The results obtained by refining on the experimental data
sets the three identifiers fi are satisfactory, in terms of both
efficiency and robustness, especially when compared with
the results obtained with the FS-DD approach. Let us recall
that the validation results have been obtained by applying
the series-parallel scheme; i.e., the next output value y˜ik11
has been calculated on the basis of the actual current value
of its regressors: within this context, when measurement
errors affect data, they could propagate and corrupt the calcu-
lation of the output. To avoid this drawback, and also to
demonstrate the robustness of the identifiers obtained with
our method, we also validated the models by exploiting the
so-called parallel scheme: the good results obtained allow
us to use the model as a simulator of the overall system dy-
namics.
Identification. The parameter estimation algorithm used
is based on back-propagation [8], with a threshold error equal
to 0.0001; with the initialization provided by our method the
identification procedure ends successfully for each identifier.
Moreover, even though the number M of rules in Table 6,
or equivalently the dimension of u i , is much higher than
the one in Table 4, the required accuracy is achieved in a
much lower number of BP loops (Table 8): this is due to
the good initialization of both the structure of the identifiers
and the values of parameters. Figure 18 confirms the good
fit of the predicted dynamics compared with the experimen-
tal data.
Validation. The reliability of the approximators obtained
so far is strengthened by the results reported in Fig. 19. The
predicted dynamics of the three chemical forms are globally
more accurate than the profiles obtained with the approaches
studied in Section 4. In particular, we can observe a signifi-
cant improvement in the prediction of the Th compound.Table 8 compares the performance of the fuzzy identifiers
initialized with our method and those initialized directly
from data (FS-DD). We did not report similar tables for the
other applied methods since they are not significant: in those
cases, the models were not acceptable as highlighted by the
discussion of the related validation results.
Simulation. In the parallel scheme, y˜ik11 is calculated by
veFIG. 17. Admissible qualitatiusing the predicted values y˜ik , and the only actual values of
the system inputs u and u . More precisely, we can define
t t 1t t+1
4. “If Tht is M and ThMPt is M and u1t is H, then Tht+1 is M”
5. “If Tht is M and ThMPt is M and u1t is M, then Tht+1 is M”
6. “If Tht is M and ThMPt is H and u1t is M, then Tht+1 is M”
7. “If Tht is M and ThMPt is M and u1t is L, then Tht+1 is M”
8. “If Tht is M and ThMPt is L and u1t is L, then Tht+1 is M”
9. “If Tht is M and ThMPt is L and u1t is L, then Tht+1 is L”
10. “If Tht is M and ThMPt is M and u1t is M, then Tht+1 is H”
11. “If Tht is H and ThMPt is M and u1t is M, then Tht+1 is M”behaviors for the Th subsystem.
y˜3k11 5 f3( y˜3k , y˜2k ,u2k , u3). (23)
The simulation results are shown in Fig. 20, which highlights
the really satisfactory performance of our method as a simu-
lator. Thus, its exploitation will allow us to obtain a betterHYBRID MODELING OF METABOLIC SYSTEMS 241comprehension of the discrepancies in the Th metabolism1k 2k
the Th kinetics simulator as follows:
y˜1k11 5 f ( y˜1k , y˜3k , u1k , u1) (21)
y˜2k11 5 f2( y˜2k , y˜1k , u2) (22)
TABLE 7
The FRB Derived from the Simulated Behaviors in Fig. 17
1. “If Tht is L and ThMPt is L and u1t is V–H, then Tht+1 is L”
2. “If Tht is L and ThMPt is L and u1t is V–H, then Tht+1 is M”
3. “If Th is M and ThMP is M and u is V–H, then Th is M”between different classes of subjects by comparing simulated
results with the actual data.
Remark 4. The first sample (t 5 0) in Fig. 20 has been
added to give the idea of the evolution over time of thiamine
kinetics. Actually the simulation starts from the second
sample measured at t 5 0.25h.6. EXPLOITING FS-QM TO STUDY THE EFFECT
OF DIABETES MELLITUS ON THE THIAMINE
METABOLISM
From a physiological viewpoint, it is of great interest to
quantitatively assess both the impact of diabetes mellitus
Comparison of Performance of the FS-DD Approach against the FS-QM One
No. of BP-loops Identification error Validation error
102
102
102
meaChemical form FS-DD FS-QM FS-DD
Th 523 64 1.295 3
ThPP 308 32 1.619 3
ThMP 172 32 1.431 3
Note. Both identification and validation errors are calculated as the
and the effect of the insulin treatment on the thiamine intra-
cellular metabolism in the intestine tissue. As a matter of
fact, diabetes mellitus is a major disturbance of carbohydrate
FIG. 18. Identification results obtained with the FS-QM approach.FS-QM FS-DD FS-QM
4 9.862 3 1025 1.736 3 1022 4.6 3 1023
4 9.376 3 1025 1.61 3 1022 1.15 3 1022
4 7.472 3 1025 2.574 3 1023 2.41 3 1023
n squared error.
is strongly modified by the disease: compared to the normal
case, the overall thiamine metabolism is slackened, and242 BELLAZZI ET AL.
TABLE 8lower peaks and higher elimination constants are present.
is
le
d
in
-
le
alAs described in Section 3, the compartmental modelmetabolism, where thiamine plays a crucial role. For this
reason, as already mentioned in Section 2, the data have not identifiable; in other words, we do not have a reliab
ODE model to use for predictions. To this end, we appliebeen collected on normal subjects, and diabetic treated and
untreated subjects. Figure 21 shows the intracellular thia- FS-QM to simulate the dynamics of the Th compounds
response to different plasmatic inputs: the simulated dynammine specific activities, while Fig. 22 depicts the plasma
specific activity of Th and ThMP. From a visual analysis of ics allows us to obtain a meaningful analysis of the availab
data, and consequently an insight into the pathophysiologicsuch data we can easily note that the thiamine distributionThe model predictions (+) are compared with the actual data (* ).
pproFIG. 19. Validation results of the model identified with the FS-QM a
process. The FS-QM models have been applied as de-
scribed below:
1. We assumed that the nonlinear regression functions f 1 ,
f 2 , f 3 identified in the normal subjects and validated in
the previous section, express the mathematical model of
thiamine kinetics in normal subjects.
2. We run such models with the inputs u1 and u2 as
measured in the untreated and treated subjects.
3. We compared the obtained profiles with the actual data.
If the effect caused by the disease dealt with the input profiles
only, then FS-QM models should “correctly” forecast the
data. Clearly, the approximation capability gets worse and
worse as other effects, such as an alteration of the absorption
process, occur.
The results are reported in Fig. 23. In Fig. 23A, related
to the untreated subjects, the inadequacy of the model predic-
tions is apparent for all compounds. It can be inferred that
diabetes mellitus heavily alters the Th metabolism. There-
fore, the model characterized by the equations f 1 , f 2 , f 3 does
not capture the dynamics of Th in diabetes because theach. The model predictions (+) are compared with the actual data (* ).
underlying qualitative models do not describe the pathologi-
cal states at all.
In contrast, the model provides acceptable predictions of
the data related to the treated subjects (Fig. 23B). Th is very
well forecasted, at least for the first 12 hours. As in the first
part of its dynamics, Th is mainly influenced by the input
u1; we can deduce that the absorption from plasma is normal-
ized. Afterward, the Th dynamics is influenced by the other
chemical reactions, namely the transformation of ThPP into
ThMP, and ThMP into Th. The overestimation of both ThPP
and ThMP compounds confirms that their actual chemical
reaction rates are increased compared to the normal situation.
Finally, the simulation results do not allow us to draw anyHYBRID MODELING OF METABOLIC SYSTEMS 243physiologically reliable conclusion on the effect of insulin
treatment on the absorption of plasmatic ThMP (u2) from
plasma. However, we can infer that insulin normalizes the
Th absorption from plasma but seems able to partially restore
the intracellular transformations. On the other hand, a com-
plete restoration could not occur since both the dosage and
the delivery of insulin are not related to physiological stimuli,
and, even more important, the therapeutical treatment is
244 BELLAZZI ET AL.FIG. 20. Simulation results obtained with the model identified with th
actual data (* ).supplied when the disease has already heavily altered the
physiological mechanisms.
7. CONCLUSIONS
The main contribution of the present work deals with the
application of the FS-QM method to the construction of a
nonlinear model of the intracellular thiamine kinetics in the
intestine tissue. The quantitative assessment of different Th
chemical forms is a necessary step for an insightful interpre-
tation of thiamine metabolism either in normal situations or
in altered conditions due to both pathological mechanisms
and therapeutical treatments. The classical structural ap-
proach to metabolic system modeling revealed to be inappli-
cable here for the incompleteness of the available knowledge
and for the difficulty of gathering an experimental data set
rich enough to guarantee the well-posedness of the parameter
estimation procedure. In pursuance of our aim, as an alterna-
tive to structural models, we investigated traditional nonlin-
ear regression approaches that reconstruct the system dy-
namics from the available data set through functionale FS-QM approach. The model predictions (+) are compared with the
relationships between input–output variables. However,
these methods are affected by two main drawbacks: (i) a
large amount of data is required; and (ii) the built identifier
does not embed prior knowledge. Consequently, these ap-
proaches seem inadequate to model the thiamine system as
well as to provide an interpretative key of the underlying
mechanisms. In more general terms, this is true for metabolic
systems which are often characterized by an intrinsic diffi-
culty in performing experiments and in measuring the values
of the variables of interest.
Because it naturally leads to a model whose formulation
results from a compromise between the structural and black-
box approach, the modeling framework FS-QM is capable
of overcoming the problems addressed above: the regression
model is built by encoding the system dynamics captured
by the simulation outcomes of a qualitative structural model.
The embedment of all available prior knowledge into the
regression functions compensates for the small data set and
allows us to efficiently identify a robust model of thiamine
metabolism, as well as of other metabolic systems. This
goal can be achieved because, when dealing with metabolic
systems, the available structural knowledge is usually rich
enough to allow us to properly formulate a qualitative model,
fic aFIG. 21. Experimental data related to intracellular thiamine speci
subjects (+).
in terms of both landmark values and functional relation-
ships.
The range of applicability of FS-QM to study metabolic
systems is quite large as shown by the results of its applica-
tion to study a dynamic pathological system in response to
exogenous perturbations, namely the blood glucose level in
insulin-dependent diabetes mellitus patients in response to
insulin therapy and meal ingestion [5]. However, the quality
of such available structural knowledge determines the degree
of either its efficiency or approximation capability. Also in
the presence of very incomplete information, the qualitative
model is error-free in its assumptions because it is built on
the basis of the actual available knowledge. However, if the
system dynamics is underconstrainted, spurious behaviors
are more likely to be generated during the simulation with
a consequent reduction in computational efficiency. A more
serious problem, which could affect the approximation capa-
bility of the identified FS-QM model, may occur when all
the information on the system dynamics is known at a pure
symbolic level. In this case, although unusual for metabolic
systems, the definition of the membership functions and the
initialization of their parameters could be problematic.ctivities in normal subjects (x), in diabetic treated (*) and untreated
Let us observe that FS-QM, although it is an input–output
predictive tool, preserves the diagnostic capability offered
by structural models. For instance, its potential in hypothesis
testing could be efficiently exploited. In the case of thiamine
metabolism, several models based on different pathological
assumptions are necessary to explain the complexity of the
disturbances caused by diabetes mellitus. Such FS-QM mod-
els are obtainable by different QSIM models derived either
by introducing structural variations in the underlying physio-
logical QSIM model or by perturbing the normal state of
the system, in accordance with the strategy proposed in
[25]. The validation of the different model predictions would
allow us to derive the most plausible model, and then the
most plausible causal explanation. For example, we couldHYBRID MODELING OF METABOLIC SYSTEMS 245verify our explanation about the damage on the ThPP com-
pound dynamics caused by diabetes, and only partially re-
covered by the insulin therapy, by building the model f2
from a structural variation of the QSIM model (19) which
expresses the increased rate, compared to the normal one,
of its chemical transformation into ThMP compound.
The primary task of our work was to build a robust model
246 BELLAZZI ET AL.FIG. 22. Experimental data of : (A) Th plasma specific activity; (B) ThMP plasma specific activity. The data are related to normal subjects
(x), to diabetic treated (* ) and untreated subjects (+).
HYBRID MODELING OF METABOLIC SYSTEMS 247FIG. 23. Simulation results obtained with FS-QM in response to Th and ThMP plasmatic inputs as measured in untreated (A) and treated
subjects (B). The actual data are represented by * and the simulated ones are represented by +.
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11. Merck-Sharp and Dohme. The Merck manual. Merck Sharp andof the complex dynamics of intracellular thiamine, not ob-
tainable with traditional approaches. The reliability of our
methodology for building a model of such a system makes
possible the investigation of its effective potential for a
causal explanation of the differences in Th intestine tissue
metabolism in normal subjects and in subjects suffering from
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