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ON THE MICROSCOPIC SPACETIME CONVEXITY PRINCIPLE FOR
FULLY NONLINEAR PARABOLIC EQUATIONS I: SPACETIME CONVEX
SOLUTIONS
CHUANQIANG CHEN
Abstract. Spacetime convexity is a basic geometric property of the solutions of parabolic equa-
tions. In this paper, we study microscopic convexity properties of spacetime convex solutions
of fully nonlinear parabolic partial differential equations and give a new simple proof of the
constant rank theorem in [11].
1. Introduction
Spacetime convexity is a basic geometric property of the solutions of parabolic equations. In
[6, 7, 8], Borell used the Brownian motion to study certain spacetime convexities of the solutions of
diffusion equations and the level sets of the solution to a heat equations with Schro¨dinger potential.
Ishige-Salani introduced some notions of parabolic quasiconcavity in [19, 20] and parabolic power
concavity in [21], which are some kinds of spacetime convexity. In [19, 20, 21], they studied the
corresponding parabolic boundary value problems using the convex envelope method, which is a
macroscopic method. At the same time, Hu-Ma [18] established a constant rank theorem for the
space-time Hessian of space-time convex solutions to the heat equation, which is the microscopic
method. Chen-Hu [11] generalized the microscopic spacetime convexity principles to fully nonlinear
parabolic equations. In this paper we give a new proof of the constant rank theorem in [11].
The convexity of solutions of partial differential equations has been largely investigated by
means of several different methods, which can be grouped into two general families: macroscopic
and microscopic methods.
For the macroscopic convexity argument, Korevaar made breakthroughs in [25, 26], where he
introduced a concavity maximum principle for a class of quasilinear elliptic equations. The results
of Korevaar were later improved by Kennington [23] and Kawohl [22]. The theory was further
developed to its great generalization by Alvarez-Lasry-Lions [1]. There are some related results on
the spacetime convexity of the solutions of parabolic equations in [24, 32] using the similar elliptic
macroscopic convexity technique in Kennington [23] and Kawohl [22].
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The key of the study of microscopic convexity is a method called constant rank theorem, which
is a very useful tool to produce convex solutions in geometric analysis. The constant rank the-
orem technique was introduced in dimension 2 by Caffarelli-Friedman [9] (see also the work of
Singer-Wong-Yau-Yau [33] for a similar approach). Later the result in [9] was generalized to high
dimensions by Korevaar-Lewis [28]. Recently the constant rank theorem was generalized to fully
nonlinear elliptic and parabolic equations in [10, 2, 3]. For parabolic equations, the constant rank
theorems in [10, 2] are only about the spatial hessian of the solution. As geometric applications of
the constant rank theorem, the Christoffel-Minkowski problem and the related prescribing Wein-
garten curvature problems were studied in [14, 13, 15]. The preservation of convexity for the
general geometric flows of hypersurfaces was given in [2]. Soon after, a constant rank theorem for
the level sets was established in [4], where the result is a microscopic version of [5] (also it was
studied in [27]). The existence of the k-convex hypersurfaces with prescribed mean curvature was
given in [17] recently. Related results are also in [30, 31].
In this paper, we consider the following fully nonlinear parabolic equation
(1.1)
∂u
∂t
= F (D2u,Du, u, x, t), (x, t) ∈ Ω× (0, T ],
where F = F (A, p, u, x, t) ∈ C2,1(Sn+×R
n×R×Ω×[0, T ]),D2u = ( ∂
2u
∂xi∂xj
)n×n,Du = (ux1 , · · · , uxn),
and F is elliptic in the following sense
(1.2) (
∂F
∂uij
) > 0, for all (x, t) ∈ Ω× (0, T ].
where Sn+ denotes the set of all the semipositive definite n× n matrices. We say equation (1.1) is
parabolic if F is elliptic in the sense of (1.2).
In [2], Bian-Guan consider the (spatial) Hessian of the (spatial) convex solutions of (1.1) and
get the following result.
Theorem 1.1. Suppose F (A, p, u, x, t) ∈ C2,1(Sn+ × R
n × R × Ω × [0, T )). Assume F satisfies
condition (1.2) and
(1.3) F (A−1, p, u, x, t) is locally convex in (A, u, x) for each pair (p, t).
Let u ∈ C2,1(Ω× [0, T )) be a convex solution of the equation
∂u
∂t
= F (D2u,Du, u, x, t).
For each t ∈ (0, T ), let l(t) be the minimal rank of (D2u(x, t)) in Ω, then the rank of (D2u(x, t))
is constant l(t) and l(s) ≤ l(t) for all s ≤ t < T . For each 0 < t ≤ T , x0 ∈ Ω there exist a
neighborhood U of x0 and (n − l(t)) fixed directions V1, · · · , Vn−l(t) such that D
2u(x, t)Vj = 0 for
all 1 ≤ j ≤ n − l(t) and x ∈ U . Furthermore, for any t0 ∈ [0, T ), there is a δ > 0, such that the
null space of (D2u(x, t)) is parallel in (x, t) for all x ∈ Ω, t ∈ (t0, t0 + δ).
Naturally, one can consider the spacetime Hessian of the spacetime convex solutions of (1.1)
and establish the corresponding constant rank theorem. Hu-Ma [18] established the spacetime
constant rank theorem for the heat equation in Rn, and Chen-Hu [11] extended it to fully nonlinear
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parabolic equations with the ”inverse convex” structural condition. But the proof of the spacetime
constant rank theorem is very complicate due to the choice of spacetime coordinates. As before,
we can always choose a suitable (spatial) coordinate system such that the matrix (e.g. the Hessian
matrix or the second fundamental form of the level sets) is diagonal at each fixed point, which
can simplify the calculations. For the spacetime Hessian matrix and the fundamental forms of
the spacetime level sets, we cannot diagonalize them by choosing the spatial coordinates, and the
parabolic equation may change the form if we rotate the spacetime coordinates. In [18, 11, 12],
the calculations are based on a good choice of spatial coordinates and the fixed equation form, but
it is very hard. In fact, the difficulty is essential.
First, we give the definition of the spacetime convexity of a function u(x, t).
Definition 1.2. Suppose u ∈ C2(Ω × (0, T ]), where Ω is a domain in Rn, then u is spacetime
convex if u is convex for every (x, t) ∈ Ω× (0, T ], i.e
D2x,tu =
(
D2u (Dut)
T
Dut utt
)
≥ 0
In this paper and a successive paper, we will rotate the spacetime coordinates so that the
spacetime matrix is diagonal at each fixed point as before, but there are other difficulties in the
calculations. We introduce some new techniques and inequalities to overcome the difficulties. Our
main result is the following constant rank theorem, which is also the main theorem of [11].
Theorem 1.3. Suppose Ω is a domain in Rn, F = F (A, p, u, x, t) ∈ C2,1(Sn+×R
n×R×Ω×(0, T ])
and u ∈ C2,1(Ω × (0, T ]) is a spacetime convex solution of (1.1). If F satisfies (1.2) and the
following condition
F (A−1, p, u, x, t) is locally convex in (A, u, x, t) for each fixed p ∈ Rn,(1.4)
then D2x,tu has constant rank in Ω for each fixed t ∈ (0, T ]. Moreover, let l(t) be the minimal rank
of D2x,tu in Ω, then l(s) 6 l(t) for all 0 < s 6 t 6 T .
As it is well known, one needs to choose a suitable coordinate system in order to to simplify
the calculations in the proof of a constant rank theorem. In [18, 11], the proof is based on the
coordinate system such that D2xu is diagonalized at each point. In this paper, we give another
proof using a coordinate system such that D2x,tu is diagonalized at each point.
Remark 1.4. The same techniques can be used to obtain a Constant Rank Theorem of spacetime
second fundamental form of space-time convex level sets.
The rest of the paper is organized as follows. Section 2 contains some preliminaries. In Section
3, we prove a special case: heat equation, introduce the new ideas and new difficulties. In Section
4, we give a new simple proof of the Constant Rank Theorem 1.3.
2. PRELIMINARIES
In this section, we do some preliminaries.
4 CHUANQIANG CHEN
2.1. elementary symmetric functions. First, we recall the definition and some basic properties
of elementary symmetric functions, which could be found in [14, 29].
Definition 2.1. For any k = 1, 2, · · · , n, we set
σk(λ) =
∑
1≤i1<i2<···<ik≤n
λi1λi2 · · ·λik , for any λ = (λ1, · · · , λn) ∈ R
n.
We also set σ0 = 1 and σk = 0 for k > n.
We denote by σk(λ |i ) the symmetric function with λi = 0 and σk(λ |ij ) the symmetric function
with λi = λj = 0.
The definition can be extended to symmetric matrices by letting σk(W ) = σk(λ(W )), where
λ(W ) = (λ1(W ), λ2(W ), · · · , λn(W )) are the eigenvalues of the symmetric matrix W . We also
denote by σk(W |i ) the symmetric function with W deleting the i-row and i-column and σk(W |ij )
the symmetric function withW deleting the i, j-rows and i, j-columns. Then we have the following
identities.
Proposition 2.2. Suppose W = (Wij) is diagonal, and m is a positive integer, then
∂σm(W )
∂Wij
=
{
σm−1(W |i), if i = j,
0, if i 6= j.
(2.1)
and
∂2σm(W )
∂Wij∂Wkl
=

σm−2(W |ik ), if i = j, k = l, i 6= k,
−σm−2(W |ik ), if i = l, j = k, i 6= j,
0, otherwise .
(2.2)
We need the following standard formulas of elementary symmetric functions.
Proposition 2.3. Let λ = (λ1, . . . , λn) ∈ R
n and k = 0, 1, ..., n, then
σk(λ) = σk(λ|i) + λiσk−1(λ|i), ∀ 1 ≤ i ≤ n,(2.3) ∑
i
λiσk−1(λ|i) = kσk(λ),(2.4) ∑
i
σk(λ|i) = (n− k)σk(λ).(2.5)
2.2. rank of spacetime Hessian. To study the rank of the spacetime Hessian D2x,tu, we need
the following simple lemma.
Lemma 2.4. Suppose D2x,tu ≥ 0, and l = rank{D
2
x,tu(x0, t0)}, and D
2u(x0, t0) is diagonal with
u11 ≥ u22 ≥ · · · ≥ unn, then at (x0, t0),there is a positive constant C0 such that
CASE 1:
u11 ≥ · · · ≥ ul−1l−1 ≥ C0, ull = · · · = unn = 0,
utt −
l−1∑
i=1
u2it
uii
≥ C0, uit = 0, l 6 i 6 n.
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In particular, σl(D
2u(x0, t0)) = 0.
CASE 2:
u11 ≥ · · · ≥ ull ≥ C0, ul+1l+1 = · · · = unn = 0,
utt =
l∑
i=1
u2it
uii
, uit = 0, l + 1 6 i 6 n.
In particular, σl(D
2u(x0, t0)) > 0.
Proof: Set M = D2u(x0, t0) = diag(u11, u22, · · · , unn) ≥ 0 and we can assume Rank{M} = k,
then we can obtain k = l − 1 or k = l. Otherwise, if k < l− 1, we know
ul−1l−1 = · · · = unn = 0 at (x0, t0),
and from D2x,tu(x0, t0) ≥ 0, we get
ul−1t = · · · = unt = 0 at (x0, t0).
So Rank{D2x,tu} ≤ l − 1, contradiction. If k > l, we have
l = Rank{D2x,tu} ≥ Rank{M} = k ≥ l + 1 at (x0, t0).
This is impossible.
For k = l − 1, we know at (x0, t0)
u11 ≥ · · · ≥ ul−1l−1 > 0, ull = · · · = unn = 0,
and due to D2x,tu(x0, t0) ≥ 0, we get
ult = · · · = unt = 0.
Since Rank{D2x,tu} = l, then σl(D
2
x,tu) > 0. Direct computation yields
σl(D
2
x,tu) = uttσl−1(M)−
l−1∑
i=1
utiuitσl−2(M |i) = σl−1(M)[utt −
l−1∑
i=1
u2it
uii
] > 0,
so we have
utt −
l−1∑
i=1
u2in
uii
> 0,
This is CASE 1.
For k = l, we know at (x0, t0)
u11 ≥ · · · ≥ ull > 0, ul+1l+1 = · · · = unn = 0,
and due to D2x,tu(x0, t0) ≥ 0, we get
ul+1t = · · · = unt = 0.
Since Rank{D2x,tu} = l, then σl+1(D
2
x,tu) = 0. Direct computation yields
σl+1(D
2
x,tu) = uttσl(M)−
l∑
i=1
utiuitσl−1(M |i) = σl(M)[utt −
l∑
i=1
u2it
uii
] = 0,
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so we have
utt −
l∑
i=1
u2it
uii
= 0,
This is CASE 2. 
2.3. structure condition (1.4). Now we discuss the structure condition (1.4). For any given
X˜ = ((Xαβ), Y, (Zi), D) ∈ S
n × R× Rn × R, we define a quadratic form
Q∗(X˜, X˜) =
n∑
a,b,c,d=1
F ab,cdXabXcd + 2
n∑
a,b,c,d=1
F abAcdXadXbc + 2
n∑
a,b=1
F ab,uXabY
+ 2
n∑
a,b=1
n∑
i=1
F ab,xiXabZi + 2
n∑
a,b=1
F ab,tXabD + F
u,uY 2 + 2
n∑
i=1
Fu,xiY Zi
+ 2Fu,tY D +
n∑
i,j=1
F xi,xjZiZj + 2
n∑
i=1
F xi,tZiD + F
t,tD2,(2.6)
where the derivative functions of F are evaluated at (A, p, u, x, t) and (Aab) = A−1.
Through direct calculations, we can get
Lemma 2.5. F satisfies the condition (1.4) if and only if for each p ∈ Rn
Q∗(X˜, X˜) > 0, ∀ X˜ = ((Xαβ), Y, (Zi), D) ∈ S
n × R× Rn × R,(2.7)
where the derivative functions of F are evaluated at (A, p, u, x, t), and Q∗ is defined in (2.6).
The proof of Lemma 2.5 is similar to the discussion in [2], and we omit it.
2.4. an auxiliary lemma. Similarly to the Lemma 2.5 in Bian-Guan[2], we have
Lemma 2.6. Suppose W (x) = (Wij(x)) ≥ 0 for every x ∈ Ω ⊂ R
n, and Wij(x) ∈ C
1,1(Ω),
then for every O ⊂⊂ Ω, there exists a positive constant C depending only on the dist{O, ∂Ω} and
‖W‖C1,1(Ω) such that
(2.8) |∇Wij | 6 C(WiiWjj)
1
4 ,
for every x ∈ Ω and 1 ≤ i, j ≤ n.
Proof: The same arguments as in the proof of Lemma 2.5 in [2] carry through with a small
modification since W is a general matrix instead of a Hessian of a convex function.
It’s known that for any nonnegative C1,1 function h, |∇h(x)| ≤ Ch
1
2 (x) for all x ∈ O, where C
depends only on ||h||C1,1(Ω) and dist{O, ∂Ω} (see [34]).
Since W (x) ≥ 0, so we choose h(x) =Wii(x) ≥ 0. Then we can get from the above argument
|∇Wii| 6 C1(Wii)
1
2 = C1(WiiWii)
1
4 ,
(2.8) holds for i = j.
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Similarly, for i 6= j, we choose h =
√
WiiWjj ≥ 0, then we get
(2.9)
∣∣∣∇√WiiWjj ∣∣∣ 6 C2(√WiiWjj) 12 = C2(WiiWjj) 14 .
And for h =
√
WiiWjj −Wij , we have
(2.10)
∣∣∣∇(√WiiWjj −Wij)∣∣∣ 6 C3(√WiiWjj −Wij) 12 ≤ C3(WiiWjj) 14 .
So from (2.9) and (2.10), we get
|∇Wij | =
∣∣∣∇√WiiWjj −∇(√WiiWjj −Wij)∣∣∣
≤
∣∣∣∇√WiiWjj ∣∣∣+ ∣∣∣∇(√WiiWjj −Wij)∣∣∣
≤(C2 + C3)(WiiWjj)
1
4 .
So (2.8) holds for i 6= j. 
3. The constant rank theorem for the heat equation
In this section, we consider a special case: heat equation. This is a new proof of the main result
in [18], and the idea is from [16].
Our main result is the following theorem.
Theorem 3.1. Suppose Ω is a domain in Rn, and u ∈ C2,1(Ω × (0, T ]) is a spacetime convex
solution of the heat equation
ut = ∆u in Ω× (0, T ].(3.1)
Then D2x,tu has a constant rank in Ω for each fixed t ∈ (0, T ]. Moreover, let l(t) be the minimal
rank of D2x,tu in Ω, then l(s) 6 l(t) for all 0 < s 6 t 6 T .
Proof. Following the assumptions of Theorem 3.1, we know D2x,tu ≥ 0. By the regularity theory,
we can get u ∈ C3,1(Ω× (0, T ]). Suppose D2x,tu attains its minimal rank l at some point (x0, t0) ∈
Ω× (0, T ]. We pick a small open neighborhood O× (t0 − δ, t0] of (x0, t0). And for any fixed point
(x, t) ∈ O × (t0 − δ, t0], we rotate coordinates (x, t) with
y = (y1, · · · , yn, yn+1) = (x, t)P,
such that the matrix D2x,tu is diagonal, where P = (Pαβ)n+1×n+1 is an orthogonal matrix. For con-
venience, we will use i, j, k, l = 1, · · · , n to represent the x coordinates, t still the time coordinate,
and α, β, γ, η = 1, · · · , n+ 1 the y coordinates. And we have
∂yα
∂xi
= Piα,(3.2)
∂yα
∂t
= Pn+1α,(3.3)
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In the following, we always denote
ui =
∂u
∂xi
, ut =
∂u
∂t
, uα =
∂u
∂yα
, un+1 =
∂u
∂yn+1
,
uij =
∂2u
∂xi∂xj
, uit =
∂2u
∂xi∂t
, utt =
∂2u
∂t2
, uiα =
∂2u
∂xi∂yα
,
uαt =
∂2u
∂yα∂t
, uαβ =
∂2u
∂yα∂yβ
, etc.
At (x, t), the matrix D2x,tu is diagonal in the y coordinates, so without loss of generality we
assume uαα ≥ uββ for arbitrary 1 ≤ α < β ≤ n + 1. Then there is a positive constant C > 0
depending only on ‖u‖C3,1 , such that
∂2u
∂y1∂y1
> · · · > ∂
2u
∂yl∂yl
> C > 0 for all (x, t) ∈ O× (t0− δ, t0].
For convenience we denote G = {1, · · · , l} and B = {l + 1, · · · , n, n + 1} which means good
terms and bad ones in indices respectively. Without confusion we will also simply denote G =
{ ∂
2u
∂y1∂y1
, · · · , ∂
2u
∂yl∂yl
} and B = { ∂
2u
∂yl+1∂yl+1
, · · · , ∂
2u
∂yn∂yn
, ∂
2u
∂yn+1∂yn+1
}.
Set
φ = σl+1(D
2
x,tu),(3.4)
In the following, we will prove a differential inequality
∆xφ− φt ≤ C(φ+ |∇xφ|) in O × (t0 − δ, t0].(3.5)
Then by the strong maximum principle and the method of continuity, we can prove the theorem.
In the y coordinates, we have
φ = σl+1(D
2
yu) ≥ σl(G)σ1(B) ≥ 0,
so we get
uαα = O(φ), α ∈ B.(3.6)
Taking the first derivatives of φ in x, t, we have
φi =
∂φ
∂xi
=
n+1∑
α=1
σl(D
2
yu|α)uααi = σl(G)
∑
α∈B
uααi +O(φ),(3.7)
φt =
∂φ
∂t
=
n+1∑
α=1
σl(D
2
yu|α)uααt = σl(G)
∑
α∈B
uααt +O(φ),(3.8)
so from (3.7), we get ∑
α∈B
uααi = O(φ + |∇xφ|).(3.9)
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Taking the second derivatives of φ in y coordinates, we have
φαβ =
∂2φ
∂yα∂yβ
=
n+1∑
γ=1
∂σl+1(D
2
yu)
∂uγγ
uγγαβ +
∑
γ 6=η
∂2σl+1
∂uγγ∂uηη
uγγαuηηβ +
∑
γ 6=η
∂2σl+1
∂uγη∂uηγ
uγηαuηγβ
=
n+1∑
γ=1
σl(D
2
yu|γ)uγγαβ +
∑
γ 6=η
σl−1(D
2
yu|γη)uγγαuηηβ −
∑
γ 6=η
σl−1(D
2
yu|γη)uγηαuηγβ,(3.10)
where
n+1∑
γ=1
σl(D
2
yu|γ)uγγαβ =
∑
γ∈B
σl(D
2
yu|γ)uγγαβ +
∑
γ∈G
σl(D
2
yu|γ)uγγαβ
=σl(G)
∑
γ∈B
uγγαβ +O(φ),(3.11)
∑
γ 6=η
σl−1(D
2
yu|γη)uγγαuηηβ =
∑
γη∈B
γ 6=η
σl−1(D
2
yu|γη)uγγαuηηβ +
∑
γ∈B
η∈G
σl−1(D
2
yu|γη)uγγαuηηβ
+
∑
γ∈G
η∈B
σl−1(D
2
yu|γη)uγγαuηηβ +
∑
γη∈G
γ 6=η
σl−1(D
2
yu|γη)uγγαuηηβ
=O(φ) +
∑
η∈G
σl−1(G|η)uηηβ
∑
γ∈B
uγγα +
∑
γ∈G
σl−1(G|γ)uγγα
∑
η∈B
uηηβ
=σl(G)[
∑
η∈G
uηηβ
uηη
∑
γ∈B
uγγα +
∑
γ∈G
uγγα
uγγ
∑
η∈B
uηηβ ] +O(φ),(3.12)
and
∑
γ 6=η
σl−1(D
2
yu|γη)uγηαuηγβ =
∑
γη∈B
γ 6=η
σl−1(D
2
yu|γη)uγηαuηγβ +
∑
γ∈B
η∈G
σl−1(D
2
yu|γη)uγηαuηγβ
+
∑
γ∈G
η∈B
σl−1(D
2
yu|γη)uγηαuηγβ +
∑
γη∈G
γ 6=η
σl−1(D
2
yu|γη)uγηαuηγβ
=O(φ) +
∑
γ∈B
η∈G
σl−1(G|η)uγηαuηγβ +
∑
γ∈G
η∈B
σl−1(G|γ)uγηαuηγβ
=2σl(G)
∑
γ∈B
η∈G
uγηαuηγβ
uηη
+O(φ).(3.13)
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So from (3.10)-(3.13), we get
φαβ =σl(G)
∑
γ∈B
uγγαβ − 2σl(G)
∑
γ∈B
η∈G
uγηαuηγβ
uηη
+ σl(G)[
∑
η∈G
uηηβ
uηη
∑
γ∈B
uγγα +
∑
γ∈G
uγγα
uγγ
∑
η∈B
uηηβ ] +O(φ).(3.14)
Then we get
∆xφ =
n∑
i=1
φii =
n∑
i=1
n+1∑
αβ=1
PiαPiβφαβ
=σl(G)
n∑
i=1
∑
γ∈B
[
n+1∑
αβ=1
PiαPiβuγγαβ]− 2σl(G)
n∑
i=1
∑
γ∈B
η∈G
[
n+1∑
α=1
Piαuγηα][
n+1∑
β=1
Piβuηγβ]
uηη
+ σl(G)
n∑
i=1
[
∑
η∈G
n+1∑
β=1
Piβuηηβ
uηη
∑
γ∈B
n+1∑
α=1
Piαuγγα +
∑
γ∈G
n+1∑
α=1
Piαuγγα
uγγ
∑
η∈B
n+1∑
β=1
Piβuηηβ ] +O(φ)
=σl(G)
n∑
i=1
∑
γ∈B
uγγii − 2σl(G)
n∑
i=1
∑
γ∈B
η∈G
uγηiuηγi
uηη
+ 2σl(G)
n∑
i=1
∑
η∈G
uηηi
uηη
∑
γ∈B
uγγi +O(φ).
By (3.9), it holds
∆xφ = σl(G)
∑
γ∈B
∆xuγγ − 2∑
η∈G
n∑
i=1
u2γηi
uηη
+O(φ + |∇xφ|)(3.15)
By (3.8), (3.15) and the equation (3.1), we can obtain
∆xφ− φt =σl(G)
∑
γ∈B
(∆xuγγ − uγγt)− 2∑
η∈G
n∑
i=1
u2γηi
uηη
+O(φ+ |∇xφ|)
=− 2σl(G)
∑
γ∈B
∑
η∈G
n∑
i=1
u2γηi
uηη
+O(φ + |∇xφ|)
≤C(φ+ |∇xφ|).(3.16)
Then (3.5) holds, and we prove Theorem 3.1. 
Remark 3.2. In the proof, we rotate the spacetime coordinates (x, t) such that D2x,tu is diagonal,
and the heat equation in (x, t) is a new linear equation in y coordinates. While, the idea in [18]
is only to rotate the spatial coordinates x such that D2xu is diagonal, and keep the heat equation
invariant. This proof is easier than [18], and it can be applied to linear parabolic equations.
Remark 3.3. For fully nonlinear parabolic equations, the above test function φ = σl+1(D
2
x,tu) is
not good enough. If we choose Bian-Guan’s test function φ = σl+1(D
2
x,tu) +
σl+2(D
2
x,tu)
σl+1(D2x,tu)
as in [2]
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and rotate the spacetime coordinates (x, t) such that D2x,tu is diagonal, we should use |∇xφ|, not
|∇yφ| = |Dx,tu| to control the bad terms
∑
αβ∈B
|uαβγ|. This is very easy.
4. Proof of Theorem 1.3
In this section, we will prove the constant rank theorem of spacetime Hessian for the fully non-
linear parabolic equations, Theorem 1.3. In fact, we will use a new idea to simplify the calculations.
The key is to use the constant rank properties of the spatial Hessian D2u.
Suppose W (x, t) = D2x,tu attains the minimal rank l at some point (x0, t0) ∈ Ω × (0, T ]. We
may assume l 6 n, otherwise there is nothing to prove. From lemma 2.4, we can transform the x
coordinates such that D2u(x0, t0) is diagonal with u11 ≥ u22 ≥ · · · ≥ unn, then at (x0, t0), there is
a positive constant C0 such that
CASE 1:
u11 ≥ · · · ≥ ul−1l−1 ≥ C0, ull = · · · = unn = 0,
utt −
l−1∑
i=1
u2it
uii
≥ C0, uit = 0, l 6 i 6 n.
In particular, σl(D
2u(x0, t0)) = 0.
CASE 2:
u11 ≥ · · · ≥ ull ≥ C0, ul+1l+1 = · · · = unn = 0,
utt =
l∑
i=1
u2it
uii
, uit = 0, l + 1 6 i 6 n.
In particular, σl(D
2u(x0, t0)) > 0.
In the following, we denote
F ij =
∂F
∂uij
, Fui =
∂F
∂ui
, Fu =
∂F
∂u
, F t =
∂F
∂t
,
F ij,kl =
∂2F
∂uij∂ukl
, F ij,uk =
∂2F
∂uij∂uk
, F ij,u =
∂2F
∂uij∂u
,
Fuiuj =
∂2F
∂ui∂uj
, Fui,u =
∂2F
∂ui∂u
, Fu,u =
∂2F
∂u∂u
,
where 1 6 i, j, k, l 6 n.
In order to prove Theorem 1.3, we will firstly consider the constant rank theorem of D2u, which
is all from [2], and state some important results. Then we prove Theorem 1.3 under the above
CASE 1 and CASE 2, respectively.
4.1. The constant rank properties of D2u. Following the assumptions of Theorem 1.3, we
know D2u ≥ 0. If F satisfies (1.4), then F satisfies (1.3) and Theorem 1.1 holds. Suppose D2u
attains its minimal rank l at some point (x0, t0) ∈ Ω× (0, T ]. We pick a small open neighborhood
O×(t0−δ, t0] of (x0, t0), and for any fixed point (x, t) ∈ O×(t0−δ, t0], we rotate the x coordinates
such that the matrix D2u(x, t) is diagonal and without loss of generality we assume u11 > u22 >
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· · · > unn. Then there is a positive constant C > 0 depending only on ‖u‖C3,1 , such that u11 >
· · · > ull > C > 0 for all (x, t) ∈ O × (t0 − δ, t0]. For convenience we denote G = {1, · · · , l}
and B = {l + 1, · · · , n} which means good terms and bad ones in indices respectively. Without
confusion we will also simply denote G = {u11, · · · , ull} and B = {ul+1l+1, · · · , unn}.
Set
(4.1) q(W ) =
{
σl+2(W )
σl+1(W )
, if σl+1(W ) > 0,
0, if σl+1(W ) = 0.
And denote
(4.2) φ = σl+1(D
2u) + q(D2u).
In [2], Bian-Guan got the following differential inequality,
(4.3)
n∑
ij=1
F ijφij(x, t)− φt(x, t) 6 C(φ(x, t) + |∇φ(x, t)|)− C2
∑
i,j∈B
|∇uij |,
where C1,C2 are two positive constants and (x, t) ∈ O × (t0 − δ, t0]. Together with
(4.4) φ(x, t) ≥ 0, (x, t) ∈ O × (t0 − δ, t0], φ(x0, t0) = 0,
we can apply the strong maximum principle of parabolic equations, and we obtain
(4.5) φ(x, t) ≡ 0, (x, t) ∈ O × (t0 − δ, t0],
and
(4.6)
∑
i,j∈B
|∇uij | ≡ 0, (x, t) ∈ O × (t0 − δ, t0].
By the argument in [2], the null space of D2u is parallel for all x ∈ Ω, t ∈ (t0 − δ, t0]. So we can
fix el+1, · · · , en in (x, t) ∈ Ω× (t0− δ, t0]such that uii(x, t) ≡ 0, for any (x, t) ∈ O× (t0− δ, t0] and
i ∈ B.
So we can get the following constant rank properties.
Proposition 4.1. Under above assumptions, we can get
uii(x, t) ≡ 0, for (x, t) ∈ O × (t0 − δ, t0] and i ∈ B,(4.7) ∑
i,j∈B
|∇uij |(x, t) ≡ 0, for (x, t) ∈ O × (t0 − δ, t0].(4.8)
4.2. CASE 1. In this subsection, we will prove Theorem 1.3 under CASE 1. Suppose W (x, t) =
D2x,tu attains the minimal rank l at some point (x0, t0) ∈ Ω × (0, T ]. We may assume l 6 n,
otherwise there is nothing to prove. Then from lemma 2.4, there is a neighborhood O× (t0− δ, t0]
of (x0, t0), such that u11 ≥ · · · ≥ ul−1l−1 > C > 0 and utt−
l−1∑
i=1
u2it
uii
≥ C for all (x, t) ∈ O×(t0−δ, t0].
And for any fixed point (x, t) ∈ O × (t0 − δ, t0], we rotate the x coordinate such that the matrix
D2u is diagonal, and without loss of generality we assume u11 ≥ u22 ≥ · · · ≥ unn. We can denote
G = {1, · · · , l− 1} and B = {l, · · · , n} .
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In order to prove the main theorem, we just need to prove
(4.9) σl+1(D
2
x,tu) ≡ 0, for every (x, t) ∈ O × (t0 − δ, t0].
In fact, when D2u is diagonal at (x, t), we have
σl+1(D
2
x,tu) =σl+1(D
2u) + uttσl(D
2u)−
n∑
i=1
u2itσl−1(D
2u|i)
≤σl+1(D
2u) + uttσl(D
2u).(4.10)
Under CASE 1, the spatial Hessian D2u attains the rank l− 1. From [2], the constant rank the-
orem holds for the spatial Hessian D2u of the solution u for the equation ut = F (D
2u,Du, u, x, t),
so we can get,
(4.11) σl+1(D
2u) = σl(D
2u) ≡ 0, for every (x, t) ∈ O × (t0 − δ, t0].
Then
0 ≤ σl+1(D
2
x,tu) ≤ σl+1(D
2u) + uttσl(D
2u) = 0.(4.12)
Hence (4.9) holds.
By the continuity method, Theorem 1.3 holds under CASE 1.
4.3. CASE 2. In this subsection, we will prove Theorem 1.3 under CASE 2. Suppose W (x, t) =
D2x,tu attains the minimal rank l at some point (x0, t0) ∈ Ω × (0, T ]. We may assume l 6 n,
otherwise there is nothing to prove. Under CASE 2, l is also the minimal rank of D2u in Ω ×
(t0 − δ, t0], we obtain from the discussions in Subsection 4.1, we can fix el+1, · · · , en in (x, t) ∈
O× (t0− δ, t0] such that uii(x, t) ≡ 0, for any (x, t) ∈ O× (t0− δ, t0] and i = l+1, · · · , n. For each
fixed (x, t) ∈ O × (t0 − δ, t0], we choose the coordinates e¯1, · · · , e¯l, e¯n+1 so that D
2
x,tu is diagonal
in the coordinates {e¯1, · · · , e¯l, el+1, · · · , en, e¯n+1} . In fact, the new coordinate is
y = (y1, · · · , yn, yn+1) = (x, t)P,(4.13)
where P is an orthornormal matrix with
P = (Pαβ)n+1×n+1 =

P11 · · · P1l 0 · · · 0 P1n+1
...
. . .
...
...
. . .
...
...
Pl1 · · · Pll 0 · · · 0 Pln+1
0 · · · 0 1 · · · 0 0
...
. . .
...
...
. . .
...
...
0 · · · 0 0 · · · 1 0
Pn+11 · · · Pn+1l 0 · · · 0 Pn+1n+1

.(4.14)
Without loss of generality, we can assume ∂
2u
∂y1∂y1
> · · · > ∂
2u
∂yl∂yl
> C > 0 for all (x, t) ∈ O ×
(t0 − δ, t0], where the positive constant C > 0 depending only on ‖u‖C3,1 . For convenience we
denote G = {1, · · · , l} and B = {l + 1, · · · , n} which means good terms and bad ones in indices
respectively. Without confusion we will also simply denote G = { ∂
2u
∂y1∂y1
, · · · , ∂
2u
∂yl∂yl
} and B =
{ ∂
2u
∂yl+1∂yl+1
, · · · , ∂
2u
∂yn∂yn
}.
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For simplify, we will use i, j, k, l = 1, · · · , n to represent the x coordinates, t still the time
coordinate, and α, β, γ, η = 1, · · · , n+ 1 the y coordinates. And we have
∂yα
∂xi
= Piα(4.15)
∂yα
∂t
= Pn+1α(4.16)
In the following, we always denote
ui =
∂u
∂xi
, ut =
∂u
∂t
, uα =
∂u
∂yα
, un+1 =
∂u
∂yn+1
,
uij =
∂2u
∂xi∂xj
, uit =
∂2u
∂xi∂t
, utt =
∂2u
∂t2
, uiα =
∂2u
∂xi∂yα
,
uαt =
∂2u
∂yα∂t
, uαβ =
∂2u
∂yα∂yβ
, etc.
From the discussion in Subsection 4.1,
uαα =
∂2u
∂yα∂yα
=
∂2u
∂xα∂xα
= 0, ∀α ∈ B.(4.17)
Set
φ = σl+1(D
2
x,tu),(4.18)
In the following, we will prove a differential inequality
n∑
ij=1
F ijφij − φt ≤ C(φ + |∇xφ|) in O × (t0 − δ, t0].(4.19)
Then by the strong maximum principle and the method of continuity, we can prove Theorem 1.3
under CASE 2.
In the y coordinates, we have from (4.17)
φ = σl+1(D
2
x,tu) = σl+1(D
2
yu) = σl(G)uyn+1yn+1 ≥ 0,
so we have
uyn+1yn+1 = O(φ).(4.20)
Taking the first derivatives of φ in x, we have
φi =
∂φ
∂xi
=
n+1∑
α=1
σl(D
2
yu|α)uααi
=
∑
α∈G
σl(D
2
yu|α)uααi +
∑
α∈B
σl(D
2
yu|α)uααi +
∑
α=n+1
σl(D
2
yu|α)uααi
=σl(G)uyn+1yn+1xi +O(φ),
so
uyn+1yn+1xi = O(φ + |∇xφ|),(4.21)
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Similarly, taking the first derivatives of φ in t, we have
φt =
∂φ
∂t
=
n+1∑
α=1
σl(D
2
yu|α)uααt = σl(G)uyn+1yn+1t +O(φ)(4.22)
Taking the second derivatives of φ in y coordinates, we have
φαβ =
∂2φ
∂yα∂yβ
=
n+1∑
γ=1
∂σl+1(D
2
yu)
∂uγγ
uγγαβ +
∑
γ 6=η
∂2σl+1
∂uγγ∂uηη
uγγαuηηβ +
∑
γ 6=η
∂2σl+1
∂uγη∂uηγ
uγηαuηγβ
=
n+1∑
γ=1
σl(D
2
yu|γ)uγγαβ +
∑
γ 6=η
σl−1(D
2
yu|γη)uγγαuηηβ −
∑
γ 6=η
σl−1(D
2
yu|γη)uγηαuηγβ(4.23)
where
n+1∑
γ=1
σl(D
2
yu|γ)uγγαβ =
∑
γ∈G
σl(D
2
yu|γ)uγγαβ +
∑
γ=n+1
σl(D
2
yu|γ)uγγαβ
=σl(G)un+1n+1αβ +O(φ),(4.24)
∑
γ 6=η
σl−1(D
2
yu|γη)uγγαuηηβ =
∑
γη∈G
γ 6=η
σl−1(D
2
yu|γη)uγγαuηηβ +
∑
γ=n+1
η∈G
σl−1(D
2
yu|γη)uγγαuηηβ
+
∑
γ∈G
η=n+1
σl−1(D
2
yu|γη)uγγαuηηβ
=O(φ) +
∑
η∈G
σl−1(G|η)uηηβun+1n+1α +
∑
γ∈G
σl−1(G|γ)uγγαun+1n+1β
=σl(G)[
∑
η∈G
uηηβ
uηη
un+1n+1α +
∑
γ∈G
uγγα
uγγ
un+1n+1β] +O(φ),(4.25)
and∑
γ 6=η
σl−1(D
2
yu|γη)uγηαuηγβ =
∑
γη∈G
γ 6=η
σl−1(D
2
yu|γη)uγηαuηγβ +
∑
γ=n+1
η∈G
σl−1(D
2
yu|γη)uγηαuηγβ
+
∑
γ∈G
η=n+1
σl−1(D
2
yu|γη)uγηαuηγβ
=O(φ) +
∑
η∈G
σl−1(G|η)un+1ηαuηn+1β +
∑
γ∈G
σl−1(G|γ)uγn+1αun+1γβ
=2σl(G)
∑
η∈G
un+1ηαuηn+1β
uηη
+O(φ).(4.26)
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So we have
φαβ =σl(G)un+1n+1αβ − 2σl(G)
∑
η∈G
un+1ηαuηn+1β
uηη
+ σl(G)[
∑
η∈G
uηηβ
uηη
un+1n+1α +
∑
γ∈G
uγγα
uγγ
un+1n+1β ] +O(φ).(4.27)
Then
n∑
ij=1
F ijφij =
n∑
ij=1
F ij
n+1∑
αβ=1
PiαPjβφαβ
=σl(G)
n∑
ij=1
F ij
n+1∑
αβ=1
PiαPjβun+1n+1αβ − 2σl(G)
n∑
ij=1
F ij
∑
η∈G
[
n+1∑
α=1
Piαun+1ηα][
n+1∑
β=1
Pjβuηn+1β]
uηη
+ σl(G)
n∑
ij=1
F ij [
∑
η∈G
n+1∑
β=1
Pjβuηηβ
uηη
n+1∑
α=1
Piαun+1n+1α +
∑
γ∈G
n+1∑
α=1
Piαuγγα
uγγ
n+1∑
β=1
Pjβun+1n+1β ] +O(φ)
=σl(G)
n∑
ij=1
F ijun+1n+1ij − 2σl(G)
n∑
ij=1
F ij
∑
η∈G
un+1ηiuηn+1j
uηη
+ σl(G)
n∑
ij=1
F ij [
∑
η∈G
uηηj
uηη
un+1n+1i +
∑
γ∈G
uγγi
uγγ
un+1n+1j ] +O(φ)
(4.28)
By (4.21), we have
n∑
ij=1
F ijφij = σl(G)
 n∑
ij=1
F ijun+1n+1ij − 2
∑
η∈G
n∑
ij=1
F ij
un+1ηiuηn+1j
uηη
+O(φ + |∇xφ|)(4.29)
From (4.22) and (4.29), we have
n∑
ij=1
F ijφij − φt =σl(G)
[
(
n∑
ij=1
F ijun+1n+1ij − un+1n+1t)− 2
∑
η∈G
n∑
ij=1
F ij
un+1ηiuηn+1j
uηη
]
+O(φ + |∇xφ|)(4.30)
For the first term in the right hand side of (4.30), we use the equation
ut = F (∇
2u,∇u, u, x, t)
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Taking the second derivative in yn+1, we have
un+1n+1t =
n∑
ij=1
F ijun+1n+1ij +
n∑
i=1
Fuiun+1n+1i + F
uun+1n+1
+
n∑
ijkl=1
F ij,kluijγuklγ + 2
n∑
ijk=1
F ij,ukuijγukγ + 2
n∑
ij=1
F ij,uuijn+1un+1
+ 2
n∑
ijk=1
F ij,xkuijn+1
∂xk
∂yn+1
+ 2
n∑
ij=1
F ij,tuijn+1
∂t
∂yn+1
+
n∑
ij=1
Fui,ujuin+1ujn+1
+ 2
n∑
i=1
Fui,uuin+1un+1 + 2
n∑
ik=1
Fui,xkuin+1
∂xk
∂yn+1
+ 2
n∑
i=1
Fui,tuin+1
∂t
∂yn+1
+ Fu,uu2n+1 + 2
n∑
k=1
Fu,xkun+1
∂xk
∂yn+1
+ 2Fu,tun+1
∂t
∂yn+1
+
n∑
ik=1
F xi,xk
∂xi
∂yn+1
∂xk
∂yn+1
+ 2
n∑
i=1
F xi,t
∂xi
∂yn+1
∂t
∂yn+1
+ F t,t
(
∂t
∂yn+1
)2
(4.31)
From (4.17), (4.20) and (4.21), we have
un+1n+1i = O(φ + |∇xφ|), ∀i = 1, · · · , n;(4.32)
uαα = 0, ∀α ∈ B;un+1n+1 = O(φ),(4.33)
uin+1 =
∂un+1
∂xi
=
n+1∑
η=1
∂un+1
∂yη
∂yη
∂xi
=
n+1∑
η=1
un+1ηPiη = un+1n+1Pin+1 = O(φ).(4.34)
And from (4.17) and Lemma 2.6, we have for i or j ∈ B
|uijn+1| ≤ C(uiiujj)
1
4 = 0,
so we have
uijn+1 = 0.(4.35)
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Then
un+1n+1t −
n∑
ij=1
F ijun+1n+1ij
=
n∑
ijkl=1
F ij,kluijn+1ukln+1 + 2
n∑
ij=1
F ij,uuijn+1un+1 + 2
n∑
ijk=1
F ij,xkuijn+1
∂xk
∂yn+1
+ 2
n∑
ij=1
F ij,tuijn+1
∂t
∂yn+1
+ Fu,uu2n+1 + 2
n∑
k=1
Fu,xkun+1
∂xk
∂yn+1
+ 2Fu,tun+1
∂t
∂yn+1
+
n∑
ik=1
F xi,xk
∂xi
∂yn+1
∂xk
∂yn+1
+ 2
n∑
i=1
F xi,t
∂xi
∂yn+1
∂t
∂yn+1
+ F t,t
(
∂t
∂yn+1
)2
+O(φ)
=
∑
ijkl∈G
F ij,kluijn+1ukln+1 + 2
∑
ij∈G
F ij,uuijn+1un+1 + 2
∑
ij∈G
F ij,xkuijn+1
∂xk
∂yn+1
+ 2
∑
ij∈G
F ij,tuijn+1
∂t
∂yn+1
+ Fu,uu2n+1 + 2
n∑
k=1
Fu,xkun+1
∂xk
∂yn+1
+ 2Fu,tun+1
∂t
∂yn+1
+
n∑
ik=1
F xi,xk
∂xi
∂yn+1
∂xk
∂yn+1
+ 2
n∑
i=1
F xi,t
∂xi
∂yn+1
∂t
∂yn+1
+ F t,t
(
∂t
∂yn+1
)2
+O(φ + |∇xφ|).(4.36)
For the second part in the right hand side of (4.30), we have the following CLAIM:∑
η∈G
n∑
ij=1
F ij
un+1ηiuηn+1j
uηη
≥
∑
kl∈G
∑
ij∈G
F ijun+1kiun+1lju
kl +O(φ + |∇xφ|)(4.37)
If the CLAIM holds, denote
Q =
∑
ijkl∈G
F ij,kluijn+1ukln+1 +
∑
kl∈G
∑
ij∈G
F ijun+1kiun+1lju
kl
+ 2
∑
ij∈G
F ij,uuijn+1un+1 + 2
∑
ij∈G
F ij,xkuijn+1
∂xk
∂yn+1
+ 2
∑
ij∈G
F ij,tuijn+1
∂t
∂yn+1
+ Fu,uu2n+1 + 2
n∑
k=1
Fu,xkun+1
∂xk
∂yn+1
+ 2Fu,tun+1
∂t
∂yn+1
+
n∑
ik=1
F xi,xk
∂xi
∂yn+1
∂xk
∂yn+1
+ 2
n∑
i=1
F xi,t
∂xi
∂yn+1
∂t
∂yn+1
+ F t,t
(
∂t
∂yn+1
)2
.(4.38)
By the structural condition (1.4) ( that is Lemma 2.5), we have
Q ≥ 0.(4.39)
Then by (4.30), (4.36), (4.37) and (4.39), we have
n∑
ij=1
F ijφij − φt ≤− σl(G)Q +O(φ + |∇xφ|) ≤ C(φ + |∇xφ|).(4.40)
So (4.19) holds, and Theorem 1.3 holds under CASE 2. 
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4.4. Proof of the CLAIM (4.37). Now we give the proof of the CLAIM (4.37) as follows.
First, we consider a special case: F ij = δij . That is, we need to prove∑
η∈G
n∑
i=1
u2n+1ηi
uηη
≥
∑
kl∈G
∑
i∈G
un+1kiun+1liu
kl +O(φ + |∇xφ|).(4.41)
Form (4.35) and (4.21), we have
un+1ηi = 0, η ∈ B or i ∈ B,
un+1n+1i = O(φ + |∇xφ|).
Since D2yu is diagonal, by the approximation, we have for i ∈ G∑
η∈G
un+1ηiuηn+1i
uηη
= lim
ε→0+
(Dyun+1i)
(
D2yu+ εI
)−1
(Dyun+1i)
T +O(φ + |∇xφ|),(4.42)
where
(Dyun+1i)
(
D2yu+ εI
)−1
(Dyun+1i)
T =(Dx,tun+1i)P
T
(
D2yu+ εI
)−1
P (Dx,tun+1i)
T
=(Dx,tun+1i)
(
D2x,tu+ εI
)−1
(Dx,tun+1i)
T .(4.43)
Denote
C := utt + ε−
l∑
i=1
u2xit
uxixi + ε
> 0,(4.44)
then(
D2x,tu+ εI
)−1
=diag(
1
ux1x1 + ε
, · · · ,
1
uxlxl + ε
,
1
ε
, · · · ,
1
ε
, 0)
+
1
C
(−
ux1t
ux1x1 + ε
, · · · ,−
uxlt
uxlxl + ε
, 0, · · · , 0, 1)T (−
ux1t
ux1x1 + ε
, · · · ,−
uxlt
uxlxl + ε
, 0, · · · , 0, 1)
≥diag(
1
ux1x1 + ε
, · · · ,
1
uxlxl + ε
, 0, · · · , 0, 0).
So
(Dyun+1i)
(
D2yu+ εI
)−1
(Dyun+1i)
T ≥
∑
k∈G
un+1kiun+1ki
uxkxk + ε
.(4.45)
Then we have for i ∈ G∑
η∈G
un+1ηiuηn+1i
uηη
≥ lim
ε→0+
∑
k∈G
un+1kiun+1ki
uxkxk + ε
+O(φ + |∇xφ|)
=
∑
k∈G
un+1kiun+1ki
uxkxk
+O(φ + |∇xφ|)
=
∑
kl∈G
un+1kiun+1liu
kl +O(φ+ |∇xφ|).(4.46)
Hence, (4.41) holds.
For the general case, the CLAIM also holds following the above proof.
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5. Discussions
In fact, there are many equations satisfying the conditions (1.4).
Proposition 5.1. (1) All the linear operators satisfy conditions (1.4).
(2)the Hessian operators σ
1
k
k and (
σk
σl
)
1
k−l (k > l > 0) satisfy the condition (1.4) for the convex
admissible solutions ( that is D2u ≥ 0, and D2u ∈ Γk on Ω× (0, T ]).
(3) If g is a non-decreasing and convex function and F1, · · · , Fm satisfy condition (1.4), then
F = g(F1, · · · , Fm) also satisfies condition (1.4). In particular, if F1 and F2 are in the class, so
are F1 + F2 and F
α
1 ( where F1 > 0) for any α > 1.
Through a direct calculation and using (2.7), we can get the proof. Also we can find the proof
of Proposition 5.1 easily from [2, 3, 11].
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