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摘要
近年来，中美等国家、谷歌等高科技公司纷纷加大对人工智能的投入，深度
学习是目前人工智能的重点研究领域之一，本文对深度学习最新进展及未来研究
方向进行了分析和总结．首先概述了三类深度学习基本模型，包括多层感知器、
卷积神经网络和循环神经网络．在此基础上，进一步分析了不断涌现出来的新型
卷积神经网络和循环神经网络．然后本文总结了深度学习在人工智能众多领域中
的应用，包括语音处理、计算机视觉和自然语言处理等．最后探讨了深度学习目
前存在的问题并给出了相应的可能解决方法．
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０　引言
２０１６年３月，“人工智能”一词被写入中国“十三五”
规划纲要，２０１６年１０月美国政府发布《美国国家人工智能
研究与发展战略规划》文件．Ｇｏｏｇｌｅ、Ｍｉｃｒｏｓｏｆｔ、Ｆａｃｅｂｏｏｋ、
百度、腾讯、阿里巴巴等各大互联网公司也纷纷加大对人
工智能的投入．各类人工智能创业公司层出不穷，各种人
工智能应用逐渐改变人类的生活．深度学习是目前人工智
能的重点研究领域之一，应用于人工智能的众多领域，包
括语音处理、计算机视觉、自然语言处理等．
１９４３年，ＭｃＣｕｌｏｃｈ和 Ｐｉｔｓ［１］提出 ＭＰ神经元数学模
型．１９５８年，第一代神经网络单层感知器由 Ｒｏｓｅｎｂｌａｔ［２］
提出，第一代神经网络能够区分三角形、正方形等基本形
状，让人类觉得有可能发明出真正能感知、学习、记忆的
智能机器．但是第一代神经网络基本原理的限制打破了人
类的梦想，１９６９年，Ｍｉｎｓｋｙ［３］发表感知器专著：单层感知
器无法解决异或ＸＯＲ问题；神经网络的特征层是固定的，
是由人类设计的，此与真正智能机器的定义不相符．１９８６年，
Ｈｉｎｔｏｎ等［４］提出第二代神经网络，将原始单一固定的特征
层替换成多个隐藏层，激活函数采用 Ｓｉｇｍｏｉｄ函数，利用
误差的反向传播算法来训练模型，能有效解决非线性分类
问题．１９８９年，Ｃｙｂｅｎｋｏ和 Ｈｏｒｎｉｋ等［５－６］证明了万能逼近
定理（ｕｎｉｖｅｒｓａｌａｐｐｒｏｘｉｍａｔｉｏｎｔｈｅｏｒｅｍ）：任何函数都可以被
三层神经网络以任意精度逼近．同年，ＬｅＣｕｎ等［７－８］发明
了卷积神经网络用来识别手写体，当时需要３天来训练模
型．１９９１年，反向传播算法被指出存在梯度消失问题．此
后十多年，各种浅层机器学习模型相继被提出，包括１９９５年
Ｃｏｒｔｅｓ与Ｖａｐｎｉｋ［９］发明的支持向量机，神经网络的研究被
搁置．２００６年，Ｈｉｎｔｏｎ等探讨大脑中的图模型［１０］，提出自
编码器（ａｕｔｏｅｎｃｏｄｅｒ）来降低数据的维度［１１］，并提出用预训
练的方式快速训练深度信念网［１２］，来抑制梯度消失问题．
Ｂｅｎｇｉｏ等［１３］证明预训练的方法还适用于自编码器等无监
督学习，Ｐｏｕｌｔｎｅｙ等［１４］用基于能量的模型来有效学习稀疏
表示．这些论文奠定了深度学习的基础，从此深度学习进
入快速发展期．２０１０年，美国国防部 ＤＡＲＰＡ计划首次资
助深度学习项目．２０１１年，Ｇｌｏｒｏｔ等［１５］提出 ＲｅＬＵ激活函
数，能有效抑制梯度消失问题．深度学习在语音识别上最
先取得重大突破，微软和谷歌［１６－１７］先后采用深度学习将
语音识别错误率降低至２０％～３０％，是该领域１０年来最大
突破．２０１２年，Ｈｉｎｔｏｎ和他的学生将 ＩｍａｇｅＮｅｔ［１８］图片分类
问题的Ｔｏｐ５错误率由２６％降低至１５％［１９］，从此深度学习
进入爆发期．Ｄａｕｐｈｉｎ等［２０］在２０１４年，Ｃｈｏｒｏｍａｎｓｋａ等［２１］
在２０１５年分别证明局部极小值问题通常来说不是严重的问
题，消除了笼罩在神经网络上的局部极值阴霾．深度学习发
展历史如图１所示．图１中的空心圆圈表示深度学习热度
上升与下降的关键转折点，实心圈圈的大小表示深度学习
在这一年的突破大小．斜向上的直线表示深度学习热度正
处于上升期，斜向下的直线表示深度学习热度处于下降期．
图１　深度学习发展历史
Ｆｉｇ．１　Ｔｈｅｈｉｓｔｏｒｙｏｆｄｅｅｐｌｅａｒｎｉｎｇ
　　深度学习其实是机器学习的一部分，机器学习经历了
从浅层机器学习到深度学习两次浪潮［２２］．深度学习模型
与浅层机器学习模型之间存在重要区别．浅层机器学习模
型不使用分布式表示（ｄｉｓｔｒｉｂｕｔｅｄｒｅｐｒｅｓｅｎｔａｔｉｏｎｓ）［２３］，而且
需要人为提取特征，模型本身只是根据特征进行分类或预
测，人为提取的特征好坏很大程度上决定了整个系统的好
坏．特征提取需要专业的领域知识，而且特征提取、特征
工程需要花费大量时间．深度学习是一种表示学习［２４］，能
够学到数据更高层次的抽象表示，能够自动从数据中提取
特征［２５－２６］．而且深度学习里的隐藏层相当于是输入特征
的线性组合，隐藏层与输入层之间的权重相当于输入特征
在线性组合中的权重［２７］．另外，深度学习的模型能力会随
着深度的增加而呈指数增长［２８］．
１　基本网络结构
１．１　多层感知器
多层感知器（ｍｕｌｔｉｌａｙｅｒｐｅｒｃｅｐｔｉｏｎ，ＭＬＰ）［２］也叫前向
传播网络、深度前馈网络，是最基本的深度学习网络结
构．ＭＬＰ由若干层组成，每一层包含若干个神经元．激活
函数采用径向基函数的多层感知器被称为径向基网络（ｒａ
ｄｉａｌｂａｓｉｓｆｕｎｃｔｉｏｎｎｅｔｗｏｒｋ）．多层感知器的前向传播如图２
所示．
图２　多层感知器的前向传播
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ＭＬＰ的前向传播公式如式（１）、式（２）所示：
ｚｌ＋１ｉ ＝∑
ｊ
Ｗｌｊｉｙ
ｌ
ｊ＋ｂ
ｌ
ｉ　 （１）
ｙｌ＋１ｉ ＝ｆ（ｚ
ｌ＋１
ｉ ） （２）
其中，ｙｌｊ是第ｌ层的第ｊ个神经元的输出，ｚ
ｌ＋１
ｉ 是第ｌ＋１层
的第ｉ个神经元被激活函数作用之前的值，Ｗｌｊｉ是第 ｌ层的
第ｊ个神经元与第ｌ＋１层的第 ｉ个神经元之间的权重，ｂｌｉ
是偏置，ｆ（·）是非线性激活函数，常见的有径向基函数、
ＲｅＬＵ、ＰＲｅＬＵ、Ｔａｎｈ、Ｓｉｇｍｏｉｄ等．
如果采用均方误差（ｍｅａｎｓｑｕａｒｅｄｅｒｏｒ），则损失函数为
Ｊ＝ １２∑ｉ （ｙ
Ｌ
ｉ－ｙｉ）
２　 （３）
其中，ｙＬｉ是神经网络最后一层第 ｉ个神经元的输出，ｙｉ是
第ｉ个神经元的真实值．神经网络训练的目标是最小化损
失函数，优化方法通常采用批梯度下降法．
１．２　卷积神经网络
卷积神经网络（ｃｏｎｖｏｌｕｔｉｏｎａｌｎｅｕｒａｌｎｅｔｗｏｒｋ，ＣＮＮ）［２９］
适合处理空间数据，在计算机视觉领域应用广泛．一维卷
积神经网络也被称为时间延迟神经网络（ｔｉｍｅｄｅｌａｙｎｅｕｒａｌ
ｎｅｔｗｏｒｋ），可以用来处理一维数据．ＣＮＮ的设计思想受到
了视觉神经科学的启发，主要由卷积层（ｃｏｎｖｏｌｕｔｉｏｎａｌｌａｙ
ｅｒ）和池化层（ｐｏｏｌｉｎｇｌａｙｅｒ）组成．卷积层能够保持图像的
空间连续性，能将图像的局部特征提取出来．池化层可以
采用最大池化（ｍａｘｐｏｏｌｉｎｇ）或平均池化（ｍｅａｎｐｏｏｌｉｎｇ），
池化层能降低中间隐藏层的维度，减少接下来各层的运算
量，并提供了旋转不变性．卷积与池化操作示意图如图３
所示，图中采用３×３的卷积核和２×２的ｐｏｏｌｉｎｇ．
最早期的卷积神经网络模型是 ＬｅＣｕｎ等［２９］在１９９８年
提出的ＬｅＮｅｔ５，其结构图如图４所示．输入的 ＭＮＩＳＴ图
片大小为３２×３２，经过卷积操作，卷积核大小为５×５，得
到２８×２８的图片，经过池化操作，得到１４×１４的图片，
然后再卷积再池化，最后得到５×５的图片．接着依次有
１２０、８４、１０个神经元的全连接层，最后经过 Ｓｏｆｔｍａｘ函数
作用，得到数字０～９的概率，取概率最大的作为神经网络
的预测结果．随着卷积和池化操作，网络越高层，图片大
小越小，但图片数量越多．
图３　卷积与池化操作示意图
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图４　ＬｅＮｅｔ５结构图
Ｆｉｇ．４　ＴｈｅｓｔｒｕｃｔｕｒｅｏｆＬｅＮｅｔ５
　　ＣＮＮ提供了视觉数据的分层表示，ＣＮＮ每层的权重实
际上学到了图像的某些成分，越高层，成分越具体．ＣＮＮ将
原始信号经过逐层的处理，依次识别出部分到整体．可以对
ＣＮＮ进行可视化来理解 ＣＮＮ［３０］：ＣＮＮ的第二层能识别出
拐角、边和颜色；第三层能识别出纹理、文字等更复杂的不
变性；第四层能识别出狗的脸、鸟的腿等具体部位；第五层
能识别出键盘、狗等具体物体．比如说人脸识别，ＣＮＮ先是
识别出点、边、颜色、拐角，再是眼角、嘴唇、鼻子，再是整
张脸．ＣＮＮ容易在 ＦＰＧＡ等硬件上实现并获得加速［３１］；
ＣＮＮ同一卷积层内权值共享，都为卷积核的权重．ＣＮＮ的局
部连接、权值共享、池化操作等特性减少了模型参数［３２］，降
低了网络复杂性，也提供了平移、扭曲、旋转、缩放不变性．
１．３　循环神经网络
循环神经网络（ｒｅｃｕｒｅｎｔｎｅｕｒａｌｎｅｔｗｏｒｋｓ，ＲＮＮ）［４］适合
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处理时序数据，在语音处理、自然语言处理领域应用广
泛，人类的语音和语言天生具有时序性．ＲＮＮ及其展开图
如图５所示．
图５　ＲＮＮ及其展开图
Ｆｉｇ．５　ＲＮＮａｎｄｉｔｓｕｎｆｏｌｄｉｎｇ
ＲＮＮ的前向传播公式如式（４）～（６）所示：
ｚｔｈ ＝∑
Ｉ
ｉ＝１
ｗｉｈｘ
ｔ
ｉ＋∑
Ｈ
ｈ′＝１
ｗｈ′ｈａ
ｔ－１
ｈ′ 　 （４）
ａｔｈ＝ｆｈ（ｚ
ｔ
ｈ） （５）
ｙｔｋ ＝∑
Ｈ
ｈ＝１
ｗｈｋａ
ｔ
ｈ （６）
其中，ｘｔｉ是ｔ时刻输入层的第ｉ个神经元，ａ
ｔ－１
ｈ′是ｔ－１时刻
隐藏层的第ｈ′个神经元，ｚｔｈ是ｔ时刻隐藏层第 ｈ个神经元
被激活函数作用之前的值，ｙｔｋ是 ｔ时刻输出层的第 ｋ个神
经元，ｗｉｈ、ｗｈ′ｈ、ｗｈｋ分别是输入层与隐藏层、隐藏层与隐
藏层、隐藏层与输出层之间的权重，ｆｈ（·）是非线性激活
函数．
ＲＮＮ将上一时刻隐藏层的输出也作为这一时刻隐藏
层的输入，能够利用过去时刻的信息，即 ＲＮＮ具有记忆
性．ＲＮＮ在各个时间上共享权重，大幅减少了模型参数．
但ＲＮＮ训练难度依然较大，因此 Ｓｕｔｓｋｅｖｅｒ等［３３］和 Ｐａｓｃａ
ｎｕ等［３４］都对ＲＮＮ的训练方法进行了改进．
２　网络结构改进
２．１　卷积神经网络改进
ＩｍａｇｅＮｅｔ［１８］比赛（ＩｍａｇｅＮｅｔｌａｒｇｅｓｃａｌｅｖｉｓｕａｌｒｅｃｏｇｎｉｔｉｏｎ
ｃｏｍｐｅｔｉｔｉｏｎ，ＩＬＳＶＲＣ）极大促进了卷积神经网络的发展，不
断有新发明的卷积神经网络刷新了 ＩｍａｇｅＮｅｔ成绩．从
２０１２年的ＡｌｅｘＮｅｔ［１９］，到２０１３年的 ＺＦＮｅｔ［３０］，２０１４年的
ＶＧＧＮｅｔ［３５］、ＧｏｏｇＬｅＮｅｔ［３６］，再到２０１５年的 ＲｅｓＮｅｔ［３７］，网
络层数不断增加，模型能力也不断增强．ＡｌｅｘＮｅｔ第一次展
现了深度学习的强大能力，ＺＦＮｅｔ是可视化理解卷积神经
网络的结果，ＶＧＧＮｅｔ表明网络深度能显著提高深度学习
的效果，ＧｏｏｇＬｅＮｅｔ第一次打破了卷积层池化层堆叠的模
式，ＲｅｓＮｅｔ首次成功训练了深度达到１５２层的神经网络．
ＣＮＮ应用于物体检测的主流方法是 ＲＣＮＮ［３８］及其之后的
改进 ＦａｓｔＲＣＮＮ［３９］、ＦａｓｔｅｒＲＣＮＮ［４０］、ＭａｓｋＲＣＮＮ［４１］．
改进的过程其实是用深度学习模型来替代浅层机器学习模
型的过程，实现端到端的训练，速度也越来越快．另外，
网中网结构［４２］创新性地提出在网络里嵌套网络的想法；
空间变换网络［４３］说明模型效果的提升不一定需要改变网
络结构，还可以通过对输入数据进行变换．
１）ＡｌｅｘＮｅｔ．Ｈｉｎｔｏｎ为了验证深度学习的有效性，２０１２年
参加ＩＬＳＶＲＣ并取得第一名，所用到的神经网络模型被称为
ＡｌｅｘＮｅｔ．ＡｌｅｘＮｅｔ网络包含 ５层卷积层、ｍａｘｐｏｏｌｉｎｇ层和
ｄｒｏｐｏｕｔ层，接着连接３层全连接层，最后输出层有１０００个
神经元，对应１０００个分类，经过Ｓｏｆｔｍａｘ函数作用后得到
每一类的概率．ＡｌｅｘＮｅｔ采用平移、翻转、截取图片一部分
等方式来增加训练数据，用ｄｒｏｐｏｕｔ来防止过拟合，用带有
动量和权重衰减的批梯度下降方法来训练模型．ＡｌｅｘＮｅｔ
用两块ＧＰＵ并行训练了６天，而且采用ＲｅＬＵ作为激活函
数比用Ｔａｎｈ训练时间缩短了６倍．ＡｌｅｘＮｅｔ所采用的这一
系列技术现在仍然被广泛使用．
２）ＺＦＮｅｔ．ＺＦＮｅｔ是 ＩＬＳＶＲＣ２０１３冠军，错误率为
１１．２％，ＺＦＮｅｔ可以认为是ＡｌｅｘＮｅｔ的微调，网络层数仍为
８．Ｚｅｉｌｅｒ和Ｆｅｒｇｕｓ利用反卷积网络对 ＣＮＮ进行可视化来
理解ＣＮＮ每一层的作用，可视化帮助找到了比ＡｌｅｘＮｅｔ效
果更好的网络结构 ＺＦＮｅｔ．ＺＦＮｅｔ所需的训练数据更少，
ＡｌｅｘＮｅｔ用１５００万张图片来训练模型，而 ＺＦＮｅｔ只用了
１３０万张图片．ＡｌｅｘＮｅｔ第一层卷积核为１１×１１，而ＺＦＮｅｔ
为７×７，卷积核变小使得 ＺＦＮｅｔ在第一层能保留更多的
相关信息．
３）ＶＧＧＮｅｔ．Ｓｉｍｏｎｙａｎ等逐次在 ＡｌｅｘＮｅｔ中增加卷积
层，比较６种不同深度的网络，研究网络深度的影响．结
果表明神经网络越深，效果越好，当增加到１６、１９层时，
效果提升明显，１９层的网络被称为ＶＧＧ１９．ＶＧＧＮｅｔ严格
采用３×３的卷积核，步长（ｓｔｒｉｄｅ）和填补（ｐａｄｄｉｎｇ）都为１；
采用２×２的ｍａｘｐｏｏｌｉｎｇ，步长为２．相比于ＺＦＮｅｔ７×７的
卷积核，ＶＧＧＮｅｔ卷积核大小只有３×３，使得模型参数更
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少，而且连续两层的卷积层使其有７×７卷积核的效果，之
后人们通常也使用３×３的卷积核．ＶＧＧＮｅｔ模型用 Ｃａｆｅ
来实现，利用图片抖动来增加训练数据，在图片分类和物
体定位任务方面都有很好的效果．
４）ＧｏｏｇＬｅＮｅｔ．ＧｏｏｇＬｅＮｅｔ是ＩＬＳＶＲＣ２０１４冠军，ｔｏｐ５错
误率为６．７％，其网络层数为２２层．ＧｏｏｇＬｅＮｅｔ表明 ＣＮＮ
不一定是要将卷积层、池化层依次堆叠起来．ＧｏｏｇＬｅＮｅｔ
采用Ｉｎｃｅｐｔｉｏｎ模块，模块里的卷积层、池化层是并行的，
所以不用选择这一层是用卷积层还是池化层．在 Ｉｎｃｅｐｔｉｏｎ
模块的最后不直接将所有神经元“拉直”排成一排，而是采
用池化将７×７×１０２４变成１×１×１０２４，参数量减少到１／４９，
ＧｏｏｇＬｅＮｅｔ总的参数量只有 ＡｌｅｘＮｅｔ的１／１２．使用训练好
的模型对图片进行分类时，对同一张图片的多张变形图片
输出Ｓｏｆｔｍａｘ概率后求平均作为此图片的概率．
５）深度残差网络（ＲｅｓＮｅｔ）．ＲｅｓＮｅｔ是 ＩＬＳＶＲＣ２０１５
冠军，同一网络赢得图片分类、物体定位、物体检测三项
任务冠军，图像分类任务错误率为３．５７％，超过人类错误
率５．１％．ＲｅｓＮｅｔ网络层数达到１５２层，甚至１０００层．深
层网络有梯度消失的问题，ＲｅｓＮｅｔ在两层或多层之间直接
加上线性连通通路，即构成了残差模块，保证梯度能通过
线性通路传到底层，也使得输入层的信息能直接保留到后
面网络层．
６）ＲＣＮＮ．Ｇｉｒｓｈｉｃｋ等提出ＲＣＮＮ用于完成计算机视
觉中的物体检测任务．物体检测目标是将图片中所有物体
用方框框出来，此任务可以分成两个子任务，首先是生成方
框将物体框出来，然后对框出来的物体进行分类判断是具
体哪个物体．ＲＣＮＮ采用选择性搜索（ｓｅｌｅｃｔｉｖｅｓｅａｒｃｈ）方法
生成大约２０００个方框，用已训练好的 ＣＮＮ比如 ＡｌｅｘＮｅｔ
对每一个方框内的图片提取出特征，再将特征放进 ＳＶＭ
进行分类，同时将特征放入回归器中得到更精确的候选
方框．
７）ＦａｓｔＲＣＮＮ．ＦａｓｔＲＣＮＮ将ＲＣＮＮ中ＣＮＮ提取特
征、ＳＶＭ分类、回归这三个过程放在一起，形成端到端整
体的模型，速度和准确率都得到提升．ＦａｓｔＲＣＮＮ的输入
数据是整张图片和若干方框．首先用若干卷积层、池化层
处理整张图片得到特征图（ｆｅａｔｕｒｅｍａｐ）；用兴趣区域池化
层（ｒｅｇｉｏｎｏｆｉｎｔｅｒｅｓｔｐｏｏｌｉｎｇｌａｙｅｒ）处理每个方框得到固定大
小的特征图．然后接若干全连接层，最后同时输出是某个
类别的概率、确定每个类的方框的４个值．
８）ＦａｓｔｅｒＲＣＮＮ．ＦａｓｔｅｒＲＣＮＮ首先用卷积层、池化
层处理整张图片得到特征图，在此特征图上用 ｒｅｇｉｏｎｐｒｏ
ｐｏｓａｌｎｅｔｗｏｒｋ来生成方框，其它操作跟 ＦａｓｔＲＣＮＮ一样．
即ＦａｓｔｅｒＲＣＮＮ将生成方框的方法也换成了深度学习模
型，并由原来在整张图上生成改成在更小的特征图上生
成，使得模型训练速度进一步加快．
９）ＭａｓｋＲＣＮＮ．ＭａｓｋＲＣＮＮ在ＦａｓｔｅｒＲＣＮＮ基础上
增加语义分割的并行分支，在原来生成方框、分类、回归
任务基础上增加分割任务，能同时实现物体检测和语义分
割．ＭａｓｋＲＣＮＮ的基础网络使用ＲｅｓＮｅＸｔ１０１和ＦＰＮ（ｆｅａ
ｔｕｒｅｐｙｒａｍｉｄｎｅｔｗｏｒｋ）［４４］．语义分割任务的误差由基于单像
素Ｓｏｆｔｍａｘ多项式交叉熵变成了基于单像素Ｓｉｇｍｏｉｄ二值交
叉熵．ＭａｓｋＲＣＮＮ加入了 ＲｏＩＡｌｉｇｎ层，相当于对特征图
进行插值．
１０）网中网结构（ｎｅｔｗｏｒｋｉｎｎｅｔｗｏｒｋ，ＮＩＮ）．网中网结
构用微型神经网络比如多层感知器，来代替 ＣＮＮ中的卷
积核，形成了神经网络里嵌套着微型神经网络的结构．因
为已经用微型网络进行了复杂的局部建模，所以 ＣＮＮ中
最后的全连接层可以由全局 ｍｅａｎｐｏｏｌｉｎｇ来代替．这使得
模型参数大大减少，防止了过拟合，也增加了可解释性，
ＮＩＮ的参数有２９００万个，是ＡｌｅｘＮｅｔ的１／１０．
１１）空间变换网络（ｓｐａｔｉａｌｔｒａｎｓｆｏｒｍｅｒｎｅｔｗｏｒｋｓ，ＳＴＮｓ）．
空间变换网络通过变换输入的图片来提升准确率，而不是
通过改变网络结构．ＳＴＮｓ里主要包含空间变换模块，其又
由本地化网络（ｌｏｃａｌｉｚａｔｉｏｎｎｅｔｗｏｒｋ）、网格生成器（ｇｒｉｄｇｅｎ
ｅｒａｔｏｒ）、采样器（ｓａｍｐｌｅｒ）三部分组成．ＳＴＮｓ对于输入的图
片，先用本地化网络来预测需要进行的变换，然后网格生
成器和采样器对图片实施变换，变换得到的图片被放到
ＣＮＮ中进行分类．ＳＴＮｓ的鲁棒性很好，具有平移、伸缩、
旋转、扰动、弯曲等空间不变性．
１２）其它卷积神经网络改进．此外，还有其它卷积神
经网络改进，包括ｄｅｃｏｎｖｏｌｕｔｉｏｎａｌｎｅｔｗｏｒｋｓ［４５］、ｓｔａｃｋｅｄｃｏｎ
ｖｏｌｕｔｉｏｎａｌａｕｔｏｅｎｃｏｄｅｒｓ［４６］、ＳＲＣＮＮ［４７］、ＯｖｅｒＦｅａｔ［４８］、Ｆｌｏｗ
Ｎｅｔ［４９］、ＭｒＣＮＮ［５０］、ＦＶＣＮＮ［５１］、ＤｅｅｐＥｄｇｅ［５２］、ＤｅｅｐＣｏｎ
ｔｏｕｒ［５３］、ｄｅｅｐｐａｒｓｉｎｇｎｅｔｗｏｒｋ［５４］、ＢｏｘＳｕｐ［５５］、ＴＣＮＮ［５６］、
３维ＣＮＮ［５７］等．
２．２　循环神经网络改进
循环神经网络存在梯度消失或者梯度爆炸问题［５８］，
无法利用过去长时间的信息，例如当激活函数是 Ｓｉｇｍｏｉｄ
函数时，其导数是个小于１的数，多个小于１的导数连乘
就会导致梯度消失问题．ＬＳＴＭ［５９］、分层ＲＮＮ［６０－６１］都是针
对这个问题的解决方案．ＲＮＮ一般只能处理时间序列等一
维数据，多维ＲＮＮ［６２］被提出来处理图像等多维数据．针
对很多自然语言处理任务都需要利用上下文信息，双向
ＲＮＮ［６３］通过双向处理同一个序列来利用上下文信息．
ＲＮＮ存在训练算法复杂、计算量大的问题，回声状态网
络［６４］不需要反复计算梯度就能达到很高的精度，为 ＲＮＮ
的训练提供了新思路．循环神经网络缺乏推理功能，无法
完成需要推理的任务，神经图灵机［６５］与记忆网络［６６］通过
增加记忆模块来解决此问题．
１）长短时记忆网络（ｌｏｎｇｓｈｏｒｔｔｅｒｍｍｅｍｏｒｙ，ＬＳＴＭ）．
长短时记忆网络用ＬＳＴＭ单元替代ＲＮＮ中的神经元，在输
入、输出、忘记过去信息上分别加了输入门、输出门、遗
忘门来控制允许多少信息通过．ＬＳＴＭ有单元状态（ｃｅｌ
ｓｔａｔｅ）和隐藏状态（ｈｉｄｄｅｎｓｔａｔｅ）两个传输状态，单元状态
随时刻改变缓慢，而不同时刻的隐藏状态可能会很不同．
ＬＳＴＭ建立了门机制来达到旧时刻输入与新时刻输入之间
的权衡，本质是根据训练目标，调整出记忆的重点然后进
行整串编码．ＬＳＴＭ能够记住需要长时间记忆的，忘记不
重要的，能缓解梯度消失、梯度爆炸问题，在较长的序列
上比ＲＮＮ有更好的表现．
９８３４期 张荣，等：深度学习研究综述
２）ＧＲＵ（ｇａｔｅｄｒｅｃｕｒｅｎｔｕｎｉｔ）．ＧＲＵ［６７］是 ＬＳＴＭ的轻
量级变体，只有两个门：更新门和重置门．更新门决定保
留过去多少信息，以及从输入层输入多少信息；重置门与
ＬＳＴＭ里的遗忘门类似．ＧＲＵ没有输出门，所以总是输出
完整状态．ＧＲＵ在所有的地方使用了更少的连接，参数更
少，所以训练速度更容易更快．
３）分层ＲＮＮ（ｈｉｅｒａｒｃｈｉｃａｌＲＮＮ）．分层ＲＮＮ利用了时间
依赖是分层结构化的先验知识，长时间依赖能够由一个变量
来表示．分层多尺度 ＲＮＮ（ｈｉｅｒａｒｃｈｉｃａｌｍｕｌｔｉｓｃａｌｅＲＮＮ）［６１］
通过编码不同时间尺度的时间依赖来捕捉序列中潜在的分
层结构．分层ＲＮＮ、分层多尺度 ＲＮＮ都能缓解梯度消失
问题．
４）双向ＲＮＮ（ｂｉｄｉｒｅｃｔｉｏｎａｌＲＮＮ）．双向ＲＮＮ向前、向
后双向处理同一个序列，相当于有两个ＲＮＮ，然后接着同
一个输出层．向前和向后隐藏层之间没有连接，避免形成信
息回路．比如对于自然语言处理任务，单词的上文跟下文都
会对单词有影响，双向ＲＮＮ就能利用单词的上下文信息．
双向ＲＮＮ能同时捕捉到前后的信息，双向ＬＳＴＭ［６８－６９］、双
向ＧＲＵ［７０］也被证明非常有效．
５）多维ＲＮＮ（ｍｕｌｔｉｄｉｍｅｎｓｉｏｎａｌＲＮＮ）．ＲＮＮ适合处理
时间序列等一维数据，多维ＲＮＮ能够处理多维数据，包括
图像、视频、医学成像等．多维ＲＮＮ的思想是将多维数据
按照一定顺序排列成一维数据，进而能用ＲＮＮ处理，当然
这种排列顺序需要保持多维数据的空间连续性．
６）回声状态网络（ｅｃｈｏｓｔａｔｅｎｅｔｗｏｒｋ，ＥＳＮ）．ＥＳＮ将
ＲＮＮ中的隐藏层变成了存储池，存储池内的神经元之间随
机连接，存储池即隐藏层不是整齐划一的神经元网络层．
输入会回荡在存储池中，就像有回声一样，故此网络被称
为回声状态网络．ＥＳＮ输入层到隐藏层、隐藏层到隐藏层
的权重随机初始化后固定不变．模型训练的时候，只更新
隐藏层到输出层的权重，即变成了线性回归问题，所以训
练速度快．
７）神经图灵机（ｎｅｕｒａｌＴｕｒｉｎｇｍａｃｈｉｎｅｓ）．神经图灵机
本质是使用外部存储矩阵来进行交互的ＲＮＮ，整体系统与
图灵机类似，用神经网络的方法建立了“输入纸带到输出
纸带的映射”．控制器网络（ｃｏｎｔｒｏｌｅｒｎｅｔｗｏｒｋ）通过并行的
读写头改变外部存储矩阵的值来读取或写入记忆．控制器
网络会接收ＲＮＮ的输入，也会输出给ＲＮＮ．
８）记忆网络（ｍｅｍｏｒｙｎｅｔｗｏｒｋｓ）．记忆网络主要包含记
忆单元和输入、生成、输出、应答四个模块．记忆单元其实
是一个数组，数组的每一个元素保存一句话的记忆．记忆网
络可以回答需要复杂推理的问题［７１］，实现自动问答．输入
的文本被输入模块编码成特征向量，生成模块根据此向量
对记忆单元进行读写操作，对记忆进行更新．输出模块会将
记忆按照与问题的相关程度加权组合得到输出向量，最终
应答模块根据输出向量编码生成问题的答案．神经图灵机
与记忆网络都适合完成需要推理与符号处理的任务．
９）其它循环神经网络改进．其它循环神经网络改进
也主要是两个方向，一个是改进网络结构，另一个是额外
加入记忆模块．结构方面有：ＧＦＲＮＮ［７２］、ｓｔａｃｋｅｄＲＮＮ［７３］、
ＴｒｅｅＳｔｒｕｃｔｕｒｅｄＬＳＴＭ［７４］、ｇｒｉｄＬＳＴＭ［７５］、ｓｅｇｍｅｎｔａｌＲＮＮ［７６］、
ｓｅｑ２ｓｅｑｆｏｒｓｅｔｓ［７７］等．记忆方面有：ｎｅｕｒａｌＧＰＵ［７８］、ｐｏｉｎｔｅｒ
ｎｅｔｗｏｒｋ［７９］、ｄｅｅｐａｔｅｎｔｉｏｎｒｅｃｕｒｅｎｔＱＮｅｔｗｏｒｋ［８０］、ｄｙｎａｍｉｃ
ｍｅｍｏｒｙｎｅｔｗｏｒｋｓ［８１］等．
２．３　其它改进
有些创新能同时改进卷积神经网络和循环神经网络，
比如批标准化与ａｔｅｎｔｉｏｎ等．另外有些有意思的应用同时
用到了卷积神经网络与循环神经网络．
１）批标准化（ｂａｔｃｈｎｏｒｍａｌｉｚａｔｉｏｎ）．训练过程权重更新
会改变网络层输入的分布，导致需要更低的学习率与精细
的权重初始化，训练时间也会变长．对每一网络层的输入
进行批标准化能保证输入分布的统一，并在一定程度上能
替代ｄｒｏｐｏｕｔ．批标准化首先被应用于卷积神经网络［８２］，
而后也被应用于循环神经网络［８３］中．
２）基于 ａｔｅｎｔｉｏｎ的模型［８４］．人在看东西时目光会集
中于感兴趣的部分，当翻译文章时我们关注当前翻译的那
部分，而不是整篇文章，这些都说明人类系统中存在注意
力（ａｔｅｎｔｉｏｎ）．类似地，ａｔｅｎｔｉｏｎ机制使得深度学习模型能
够只集中关注输入数据中最为重要的一部分，相应的模型
有基于ａｔｅｎｔｉｏｎ的 ＣＮＮ［８５］、基于 ａｔｅｎｔｉｏｎ的 ＲＮＮ［８６］和基
于ａｔｅｎｔｉｏｎ的ＬＳＴＭ［８７］．Ａｔｅｎｔｉｏｎ其实是在网络中加入了关
注区域的移动、缩放、旋转机制，此采用强化学习来实现．
３）卷积神经网络与循环神经网络结合．卷积神经网
络与循环神经网络结合可以做出很有意思的应用，比如根
据图片生成描述文字［８８］等．根据图片生成描述文字，首先
是用卷积神经网络对图片信息进行编码，得到其固定长度
的向量表示．然后用循环神经网络对此向量进行解码，生
成图片对应的描述文字．
３　深度学习典型应用
３．１　语音处理
深度学习最先在语音处理领域取得突破性进展［１６］，
无论是在标准小数据集上［８９］还是大数据集上［１７］．语音处
理领域主要有两大任务：语音识别和语音合成．深度学习
广泛应用于语音识别［９０］中，Ｇｏｏｇｌｅ［９１］推出端到端的语音识
别系统、百度［９２］推出语音识别系统ＤｅｅｐＳｐｅｅｃｈ２．２０１６年，
微软［９３］在日常对话数据上的语音识别准确率达到５．９％，
首次达到人类水平．各大公司也都用深度学习来实现语音
合成，包括 Ｇｏｏｇｌｅ［９４］、Ａｐｐｌｅ［９５］、科大讯飞［９６］等．Ｇｏｏｇｌｅ
ＤｅｅｐＭｉｎｄ［９７］提出并行化 ＷａｖｅＮｅｔ模型来进行语音合成，
百度［９８］推出产品级别的实时语音合成系统ＤｅｅｐＶｏｉｃｅ３．
３．２　计算机视觉
深度学习被广泛应用于计算机视觉各种任务，包括交
通标志检测和分类［９９］、人脸识别［１００］、人脸检测［１０１］、图像
分类［３７］、多尺度变换融合图像［１０２］、物体检测［４１］、图像语
义分割［１０３］、实时多人姿态估计［１０４］、行人检测［１０５］、场景
识别［１０６］、物体跟踪［５６］、端到端的视频分类［１０７］、视频里的
人体动作识别［１０８］等．另外，还有一些很有意思的应用，如
给黑白照片自动着彩色［１０９］、将涂鸦变成艺术画［１１０］、艺术
风格转移［１１１］、去掉图片里的马赛克［１１２］等．牛津大学和
０９３ 信息与控制　　　　　　　　　　　　　　　　　　４７卷
ＧｏｏｇｌｅＤｅｅｐＭｉｎｄ［１１３］还共同提出了 ＬｉｐＮｅｔ来读唇语，准确
率达到９３％，远超人类５２％的平均水平．
３．３　自然语言处理
ＮＥＣＬａｂｓＡｍｅｒｉｃａ［１１４］最早将深度学习应用于自然语
言处理领域．目前处理自然语言时通常先用 ｗｏｒｄ２ｖｅｃ［１１５］
将单词转化成词向量，其可以作为单词的特征［４］．自然语
言处理领域各种任务广泛用到了深度学习技术，包括词性
标注［８１］、依存关系语法分析［１１６］、命名体识别［１１７］、语义角
色标注［１１８］、只用字母的分布式表示来学习语言模型［１１９］、
用字母级别的输入来预测单词级别的输出［１１９］、Ｔｗｉｔｅｒ情
感分析［１２０］、中文微博情感分析［１２１］、文章分类［１２２］、机器翻
译［１２３］、阅读理解［１２４］、自动问答［７１－８１］、对话系统［１２５］等．
３．４　其它
在生物信息学方面，深度学习能够被用来预测药物分
子的活动［１２６］，预测人眼停留部位［１２７］，预测非编码 ＤＮＡ
基因突变对基因表达与疾病的影响［１２８］．金融行业积累了
大量的数据，故深度学习在金融方面也有众多应用，包括
金融市场预测［１２９］、证券投资组合［１３０］、保险流失预测［１３１］
等，也相应涌现出一批金融科技创业公司．另外，基于深
度学习的实时发电调度算法［１３２］能在满足实时发电任务的
前提下，使机组总污染物排放量降低，达到节能减排的目
的．深度学习还可以诊断电动潜油柱塞泵的故障［１３３］，避
免故障事故的发生，有效延长检泵周期．深度学习应用于
强非线性、复杂的化工过程软测量建模［１３４］中也能获得很
好的精度．
４　深度学习目前问题及进一步研究方向
虽然深度学习使得诸多领域取得突破性进展，但是深
度学习仍然存在一些问题，攻克解决这些问题是学者们的
进一步研究方向，本文针对这些问题也探讨了相应的可能
解决思路．问题被分为训练问题、落地问题、功能问题和
领域问题，训练问题指的是深度学习训练时间太长等问
题，落地问题指的是限制了深度学习实际落地应用的问
题，功能问题指的是深度学习目前还不能很好完成的任
务，领域问题指的是针对计算机视觉和自然语言处理特定
领域的问题．
４．１　训练问题
１）训练时间太长，需要大量训练计算资源．在ＷＭＴ′１４
英语到法语的数据集上，Ｇｏｏｇｌｅ［１３５］用９６块ＮＶＩＤＩＡＫ８０ＧＰＵ
需要训练６天来得到基本的机器翻译模型，另外还需要
３天来微调进一步改进模型．这还只是训练一次模型，再
加上需要调各种超参数，总的训练时间非常长，而且９６块
Ｋ８０ＧＰＵ成本也非常高．深度学习模型需要的计算资源太
多了，训练时间也太长了，需要全新的硬件、算法、系统
设计来加速模型的训练．例如硬件方面不只采用具有通用
性的ＧＰＵ，还可以采用高性能低功耗的可编程可配置型
ＦＰＧＡ芯片、为了某种特定需求而专门定制的 ＡＳＩＣ芯片．
Ｇｏｏｇｌｅ为ＴｅｎｓｏｒＦｌｏｗ深度学习框架专门设计了 ＡＳＩＣ芯片
ＴＰＵ及二代ＣｌｏｕｄＴＰＵ．自动驾驶领域也倾向于采用 ＡＳＩＣ
芯片，Ｎｖｉｄｉａ发布针对Ｌ５级全自动驾驶的ＡＩ处理器Ｄｒｉｖｅ
ＰＸＰｅｇａｓｕｓ．
２）梯度消失问题，训练难度大．深层模型的训练难度
非常大，网络层数太多的模型存在梯度消失问题．激活函
数例如Ｓｉｇｍｏｉｄ函数的导数是个很小的数，多个很小的数
连乘之后几乎为０，则梯度无法从输出层传到输入层．可
以从训练方法、技巧、网络结构等方面来缓解梯度消失问
题．训练方法上：Ｈｉｎｔｏｎ等［１２］提出先预训练后微调的训练
方法，先无监督逐层预训练，再用反向传播算法对整个网
络进行微调训练，预训练每次只训练一层隐藏层避免了梯
度消失问题．技巧上：用ＲｅＬＵ［１５］来代替Ｓｉｇｍｏｉｄ作为激活
函数、使用ｄｒｏｐｏｕｔ、批标准化（ｂａｔｃｈｎｏｒｍａｌｉｚａｔｉｏｎ）［８２］，这
些技巧都能缓解梯度消失问题．网络结构上：ＬＳＴＭ采用
门机制，加了输入门、输出门、遗忘门来控制允许多少信
息通过；ｈｉｇｈｗａｙｎｅｔｗｏｒｋｓ［１３６］加入携带门（ｃａｒｙｇａｔｅ）和转
化门（ｔｒａｎｓｆｏｒｍｇａｔｅ）使得输出由直接输入和转化后的输入
两部分组成；ＲｅｓＮｅｔ［３７］在在两层或多层之间直接加上线性
连通通路，保证梯度能通过线性通路传到底层．
３）依赖大规模带标签训练数据．深度学习严重依赖
大规模带标签数据来训练模型．人工数据标注耗时耗力，
代价高昂；某些特定领域如疑难杂症等，几乎不可能收集
到足够多的带标签数据．因此无监督学习是深度学习接下
来的一个重要研究方向，目前已经有一些成果，包括
Ｇｏｏｄｆｅｌｏｗ等［１３７］提出的生成对抗网络（ｇｅｎｅｒａｔｉｖｅａｄｖｅｒｓａｒｉ
ａｌｎｅｔｓ，ＧＡＮｓ）、微软［１３８］提出的新的学习范式对偶学习．
４）分布式训练问题．深度学习模型在单机上训练时
间过长，尤其是当训练数据太多时，而且规模过大的模型
也无法放入一台机器里．所以需要进行大规模分布式训练
深度学习模型．分布式并行训练可以分为数据并行、模型
并行和混合并行．混合并行里同时使用了数据并行和模型
并行，例如可以在不同机器间使用数据并行，同一台机器
上使用模型并行．数据并行是目前多数分布式系统的首
选，各种数据并行方法的区别在于是参数平均法还是更新
式方法、是同步更新还是异步更新、是中心化同步还是分
布式同步．参数平均法是传输各节点的参数到参数服务
器，然后所有参数求平均得到全局参数，更新式方法传输
的不是参数，而是参数的更新量．微软［１３９］提出延迟补偿
的异步更新方法，在同步更新与异步更新中寻找合适的平
衡，并开源了参数服务器框架 Ｍｕｌｔｉｖｅｒｓｏ．Ｓｔｒｏｍ［１４０］去掉中
心的参数服务器，平等地在各节点间传输参数更新量，高
度压缩节点间的更新使得网络通信减少了３个数量级．
４．２　落地问题
１）对抗性样本攻击．Ｓｚｅｇｅｄｙ等［１４１］发现深度学习会
被对抗性样本攻击，即本来正确分类的图片加上小的扰动
能使深度学习模型误判成别的类别．知道神经网络结构的
攻击被称为白盒攻击（ｗｈｉｔｅｂｏｘａｔａｃｋ）；对抗性样本还可
以迁移，一个模型产生的对抗性样本也会被另一模型错误
分类，此为黑盒攻击（ｂｌａｃｋｂｏｘａｔａｃｋ）．对抗性样本攻击
说明深度学习并没有那么可靠，Ｇｏｏｄｆｅｌｏｗ等［１４２］认为这是
由于深度学习模型在高维空间中的线性性质导致的．为了
防止对抗性样本攻击，可以进行对抗性训练，将对抗性样
１９３４期 张荣，等：深度学习研究综述
本跟普通样本都作为训练数据来训练模型，使用对抗目标
函数，能使模型更加正则化．
２）鲁棒性差．即使深度学习的平均准确率很高，但在
某些测试用例上的预测效果可能很差．高可靠性系统如无
人车，远程外科手术，卫星发射等，不允许出现某个很离
谱的结果．故需要提高深度学习的鲁棒性，保证坏的时候
不至于太坏，使得深度学习的应用领域更广泛．
３）太多的超参数．针对实际问题，如何设计一个最适
合的深度模型？深度学习有太多的超参数，包括如何进行
数据采集、生成、选择、划分；神经网络结构是用 ＭＬＰ、
ＣＮＮ还是ＲＮＮ；神经网络层数、每层的神经元数量；权重
初始化方法；正则项系数（ｗｅｉｇｈｔｄｅｃａｙ）；动量（ｍｏｍｅｎ
ｔｕｍ）、学习率、ｌｅａｒｎｉｎｇｒａｔｅｄｅｃａｙ、ｄｒｏｐｏｕｔ；迭代次数、
ｂａｔｃｈ；模型更新规则是用 ＳＧＤ还是 Ａｄａｍ；分布式训练结
果如何聚合等等．可以用另一个神经网络来学习这些超参
数，让神经网络设计变得自动化．ＧｏｏｇｌｅＤｅｅｐＭｉｎｄ［１４３］采
用Ｌｅａｒｎｉｎｇｔｏｌｅａｒｎ算法，用另一个网络来调整学习率，使
得收敛更快．Ｇｏｏｇｌｅ发布了能自动搜索最优网络结构的
ＣｌｏｕｄＡｕｔｏＭＬ．韩红桂等［１４４］提出利用竞争机制来动态增
加或删减隐藏层神经元，动态优化神经网络结构．张昭昭
等［１４５］提出多层自适应模块化神经网络结构设计方法．
４）可解释性差．深度学习模型的可解释性差，是典型
的黑箱算法，模型复杂，通常包含上亿个参数．线上应用
模型后，如果对某个用户造成严重影响，无法确定是哪个
参数出了问题，从而无法针对性地调整某个参数来解决此
用户的问题．而且模型的可解释性问题限制了其在医学、
自动驾驶、军事、航天等重要领域的应用．可以尝试将深
度学习与符号学习、可解释性算法进行结合，使其既有深
度学习强大的表达能力，又有一定的可解释性．微软用图
学习机（ＧｒａｐｈＥｎｇｉｎｅ）来统一机器学习与知识图谱．Ｓｔａｎ
ｆｏｒｄ博士生Ｗｕ等［１４６］将深度学习与可解释性决策树算法
结合起来，用树正则化方法来提高深度学习的可解释性．
５）模型太大．深度学习模型本身非常大，不方便放在
ＧＰＵ中，更不方便在移动端使用．特别对于语言模型来
说，词表非常大，输出神经元很多，导致模型非常大．所
以需要在保证准确率的前提下，进行模型压缩，将模型变
小．模型压缩方法主要有参数修剪和共享［１４７］、低秩分
解［１４８］、压缩卷积滤波器［１４９］、知识精炼［１５０］四类［１５１］．参数
修剪和共享是去除对准确率没有提升的冗余参数，根据减
少信息冗余或参数空间冗余的方式，参数修剪和共享又可
以细分为量化和二进制、剪枝和共享、设计结构化矩阵三
类．低秩分解是用矩阵分解或张量分解来评估最具信息量
的参数；压缩卷积滤波器是设计特殊结构的卷积滤波器来
减少存储和计算的复杂度；知识精炼是提取大型模型里的
知识来训练更小更紧凑的模型．
４．３　功能问题
１）不能像人类一样进行小样本学习．深度学习需要
大规模的训练数据，样本利用率不高，但是人类的学习只
需要极少几个样本．其实小孩在学习过程中，利用了大人
传授的知识．目前还缺乏统一的框架向深度学习模型提供
领域先验知识．要像人类一样进行小样本学习，可以尝试
将深度学习与知识图谱、逻辑推理、符号学习等结合在一
起，同时利用好数据与知识．
２）不能很好完成动态决策性任务．决策性任务会随
着时间而改变，是动态的；而且往往与环境有复杂的交
互，各种因素互相影响．金融股票预测是个典型的动态决
策性任务，同一股票同一价格在不同的时间可能就需要进
行相反的买卖操作；一只股票的涨跌会对其他股票产生影
响．动态决策性任务内部之间互相博弈，可以尝试将深度
学习与博弈论结合来完成动态决策性任务．
３）不能很好完成逻辑推理任务．深度学习目前只是
在图像识别、语音识别等感知层面的任务有较好的表现，
缺乏逻辑推理能力，无法很好地完成需要逻辑推理的任
务．可以考虑将深度学习与擅长逻辑推理的符号学习、存
储了知识的知识图谱结合；另外还可以给深度学习模型增
加记忆模块，如神经图灵机［６５］与记忆网络［６６］等．
４）不能很好处理已有特征的小数据问题．深度学习
由于能够自动提取特征，所以在图像识别等人为很难提取
特征的任务上表现很好．但是一些任务如保险用户流失预
测等，人工能够很好地提取有效特征，而且训练数据较
少．深度学习在这些已有特征的小数据问题上效果还不如
ＧＢＤＴ、ＸＧＢｏｏｓｔ、ＬｉｇｈｔＧＢＭ［１５２］等集成学习算法，甚至不如
普通的浅层机器学习算法［１５３］．
５）无法同时处理多任务．人脑是多才多艺的，能同时
识别语音，识别图像，理解文字等．而目前深度学习模型
都是针对某一特定任务用特定数据集训练的，训练得到的
模型也只能完成这一特定任务．为了能完成多任务，进一
步实现通用人工智能，可以尝试将不同功能的神经网络以
某种方式连接成更大的神经网络．Ｇｏｏｇｌｅ［１５４］通过稀疏门
矩阵将多个多层感知器子网络组合成超大网络，用反向传
播同时训练所有子网络．
６）终极算法．机器学习有五大流派：符号主义、连接
主义、进化主义、贝叶斯主义、分析主义，深度学习属于
连接主义．深度学习的扩展性很强，可以尝试以深度学习
为基础，将其他流派包含进来，形成集成了五大流派的终
极算法（ｍａｓｔｅｒａｌｇｏｒｉｔｈｍ）［１５５］．ＯｐｅｎＡＩ［１５６］发现用进化主义
的遗传算法替代反向传播算法来训练深度强化学习能更快
收敛．Ｇｏｏｇｌｅ［１５７］开源了概率建模推理库 Ｅｄｗａｒｄ，清华大
学［１５８］开源了贝叶斯深度学习的概率编程库ＺｈｕＳｕａｎ，Ｕｂｅｒ
和Ｓｔａｎｆｏｒｄ开源了深度概率编程库 Ｐｙｒｏ，这些都证明了贝
叶斯主义与深度学习可以结合在一起．另外，深度学习还
可以跟逻辑回归等广义线性模型结合［１３１］．
４．４　领域问题
１）图像理解问题．深度学习目前在图像识别等感知
任务有较好的表现，但在图像理解如视觉关系理解、图片
内容问答、视觉注意点预测等方面成果还并不多．视觉关
系理解首先需要检测出关键对象，然后预测对象之间的关
系．图片内容问答是根据给定的图片，回答相应的问题．
视觉注意点预测是对于给定的图片，预测人最感兴趣图片
的哪一部分．这些都需要对图像内容有很好的理解，图像
２９３ 信息与控制　　　　　　　　　　　　　　　　　　４７卷
理解问题需要学者们的进一步探索．
２）自然语言处理问题．语言其实是比语音、图像更高
级的非自然信号，是完全由人脑产生和处理的符号系统．
深度学习在自然语言处理上的效果还不像语音、图像那么
显著，但是深度学习是受人脑启发得到的算法，相信深度
学习接下来会在自然语言处理领域有更多的成果．
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