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Resumen
Las Actividades de la Vida Diaria (AVD) son
aquellas actividades orientas al cuidado, produc-
tividad y ocio. Las tareas básicas de una persona,
que consisten en el cuidado personal, se pueden
ver afectadas por una enfermedad degenerativa o
el sufrimiento de un accidente cerebrovascular. Por
este motivo, el proyecto “Adaptive Multimodal In-
terfaces to Assist Disabled People in Daily Activi-
ties (AIDE)” pretende realizar un sistema multi-
modal capaz de extraer información relevante del
comportamiento e intención del usuario, extraer
información de las capacidades motoras residua-
les y del análisis del entorno con el objetivo de
mejorar la independencia de estas personas. Pa-
ra ello se ha realizado el estudio de dos técnicas
de aprendizaje automático: campos aleatorios con-
dicionales (CRF) y redes neuronales temporales
(TDNN), para predecir la actividad que el usua-
rio desea realizar estudiando también la adapta-
ción de los métodos a la rutina del usuario. De
este modo, y usando un entorno virtual, se ha ad-
quirido la información necesaria de un usuario du-
rante cinco d́ıas bajo las condiciones del proyecto
AIDE obteniendo una tasa de acierto de más del
90 % en ambos métodos, llegando al 100 % de pre-
cisión en algunas actividades usando CRF. Por lo
tanto, mediante esta técnica seremos capaces de
ayudar a estas personas actuando sobre el hogar,
adaptándonos a sus necesidades y rutinas.
Palabras clave: AVD, Movilidad Reducida,
Entornos Inteligentes, Predicción, CRF, TDNN.
1. INTRODUCCIÓN
Las Actividades de la Vida Diaria (AVD) se de-
finen como aquellas actividades orientadas al cui-
dado, productividad y ocio. Estas actividades se
pueden dividir en dos grupos: las tareas básicas,
consisten en el cuidado personal como pueden ser
comer, beber o bañarse; y las tareas instrumen-
tales, aquellas actividades que permiten una vida
independiente en una comunidad como preparas
comida, hacer la compra o el cuidado de perso-
nas [1].
El incremento de las técnicas de aprendizaje au-
tomático ha causado un gran interés en el desa-
rrollo de entornos inteligentes de asistencia con
funciones muy importantes como pueden ser la
monitorización e intervención remota en ámbitos
relacionados con el cuidado y la salud. En la lite-
ratura podemos encontrar estudios sobre el reco-
nocimiento de actividades mediante entornos inte-
ligentes, mediante técnicas de visión por compu-
tador a través de cámaras en primera persona o
también realizando combinaciones entre cámaras
y sensores de radiofrecuencia (RFID). Estas técni-
cas se centran en la ayuda de ancianos o personas
con demencia [2][3][4][5].
Por otro lado, existen casas inteligentes con sen-
sores embebidos capaces de generar información
útil mientras un residente realiza su rutina dia-
ria [6][7]. A partir de esta información, se pue-
den realizar técnicas de aprendizaje automático
para predecir la actividad que el usuario está rea-
lizando aplicando modelos de aprendizaje que ten-
gan en cuenta la información temporal de los da-
tos. Estos modelos pueden ser modelos ocultas de
Markov (HMM), campos aleatorios condicionales
(CRF) o redes neuronales temporales (TDNN) en-
tre otras [8][9].
En este trabajo se van a realizar técnicas de apren-
dizaje automático mediante dos modelos de pre-
dicción: CRF y TDNN. Estos modelos se estudia-
ran bajo las condiciones descritas en el proyecto
“Adaptive Multimodal Interfaces to Assist Disa-
bled People in Daily Activities (AIDE)” para rea-
lizar una predicción sobre la intención del usuario.
Este proyecto pretende crear un sistema multimo-
dal capaz de extraer información relevante de las
capacidades motoras residuales, comportamiento
e intención del usuario, del análisis del entorno y
de factores de contexto para ayudar a personas con
movilidad reducida que hayan sufrido algún daño
cerebral o que tengan alguna enfermedad degene-
rativa. A través de una plataforma de simulación
seremos capaces de obtener la localización del su-
jeto, los objetos con los que interactúa, la lumino-
sidad de la estancia, la temperatura y la actividad
que se está realizando necesarias para el entrena-
miento de los modelos seleccionados.
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Tabla 1: Tabla que relaciona las 10 actividades que se pueden realizar con los objetos a interactuar en
cada una de ellas. Además, se muestran los objetos mı́nimos necesarios para realizar una correcta tarea.
ID Actividad Objeto Objetos mı́nimos
1 Comer
Plato, tenedor, cuchillo, nevera,
microondas
Plato y cuchillo
2 Beber Vaso, botella, nevera Vaso






Televisión, mando a distancia Mando a distancia
5 Entretenimiento equipo de música, libros
Libros ó equipo de
música








Cepillo de dientes, grifo Cepillo de dientes
9 Lavarse la cara Toalla, grifo Toalla
10 Nada - -
2. ENTORNO VIRTUAL
Los datos necesarios para entrenar los modelos se-
leccionados se obtienen mediante una plataforma
virtual capaz de simular la una rutina diaria con-
trolada. Este entorno virtual se ha realizado den-
tro del proyecto AIDE, la Figura 1 muestra un
frame del entorno virtual mientras se está reali-
zando la tarea de comer. Como se puede observar,
aparece un reloj que simula la hora del d́ıa en la
que nos encontramos, avanzando a razón de un mi-
nuto por segundo. También realiza una detección
automática de la localización del usuario dentro
de la casa y del objeto que está observando. La
actividad que se realiza se selecciona manualmen-
te.
Además de esta información necesitamos conocer
la luminosidad de la habitación y si el control de
temperatura ha sido conectado o no. Esta informa-
Figura 1: Frame del entorno virtual mientras se
realiza la actividad de comer.
ción se obtiene a posteriori analizando los objetos
con los que ha interactuado el usuario, obteniendo,
de esta manera, la evolución de los dos parámetros
a lo largo de la simulación. Las actividades, defini-
das en el proyecto, que se pueden realizar en cada
estancia son
Habitación: Enchufar/apagar la luz, levantar-
se, acostarse, subir/bajar persianas, interac-
ción con la cama.
Salón: Enchufar/apagar la luz, interacción
con la televisión, interacción con el equi-
po de música, subir/bajar persianas, acti-
var/desactivar temperatura.
Baño: Enchufar/apagar la luz, lavarse la cara,
lavarse los dientes.
Cocina: Enchufar/apagar la luz, beber, co-
mer, abrir/cerrar nevera, abrir/cerrar micro-
ondas.
En el entorno simulado se han simplificado las ac-
tividades para que resulte mas fácil su uso simplifi-
cando el entorno virtual. Nos referiremos a las ac-
tividades ‘abrir/cerrar nevera’y ‘abrir/cerrar mi-
croondas’se asumen dentro las actividades de co-
mer y beber y se ha creado una actividad llamada
entretenimiento a las actividades que se pueden
realizar en el salón que no sean la interacción con
la TV. Las actividades ‘levantarse’, ‘acostarseé ‘in-
teracción con la cama’ han sido eliminadas. En la
Tabla 1 se reflejan los objetos mı́nimos con los que
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Figura 2: Muestra de captura de datos.
se debe interactuar para realizar una actividad de
manera correcta.
Mediante la Tabla 1 un usuario puede simular ac-
tividades que realizaŕıa en su d́ıa a d́ıa y el sis-
tema es capaz de almacenar esa información para
después ser usada para entrenar el modelo de pre-
dicción deseado (ver Figura 2). Por lo tanto, este
entorno de simulación es capaz de capturar cua-
tro variables de entrada: e, objeto, temperatura y
luminosidad; y una variable de salida: actividad.
3. MODELOS DE PREDICCIÓN
Para el reconocimiento de las actividades que un
usuario realiza y adaptarnos a su rutina diaria se
necesitan modelos de aprendizaje automático que
tenga en cuenta la información temporal de los
datos que se han generado. Estos modelos se ba-
san en el aprendizaje supervisado ya que, para un
conjunto de datos de entrada, se conoce la clase a
la que pertenece. Por lo tanto, se han elegido dos
modelos de aprendizaje: CRF y TDNN.
Los CRF son un modelo probabiĺıstico muy
utilizado para segmentación y clasificación de
datos[10]. Este modelo discriminativo tiene en
cuenta no solo el estado actual sino que también
utiliza los estados previos para realizar la predic-
ción. Un modelo condicional calcula las probabi-
lidades de una posible secuencia clasificada dada
un conjunto de observaciones evitando aśı la res-
tricción de independencia que asumen los modelos
generativos como pueden ser los HMM[11].
Por otro lado, los TDNN son unas redes neuro-
nales que trabajan sobre datos secuenciales. Esos
operan, como otras redes neuronales, mediante
múltiples capas de conexiones implementadas co-
mo una red neuronal feedforward en vez de como
una red neuronal recurrente [12]. La principal ca-
Figura 3: Estructura del TDNN con un tamaño de
capa oculta de 10 y un retardo de 5 muestras.
racteŕıstica de este tipo de redes es la habilidad
de expresar la relación entre las entradas de una
secuencia temporal. Se van a usar las redes deno-
minadas Nonlinear Autoregressive with Exogenous
input (NARX), una red de arquitectura dinámi-
ca [13]. La estructura del TDNN se puede observar
en la Figura 3, donde se ha selecionado un tamaño
de capa oculta de 10 y un retardo de 5.
4. PRECISIÓN DE LOS
MODELOS
Para probar los modelos seleccionados se ha usado
el entorno virtual para generar datos. Estos datos
representan a un usuario realizando actividades
durante cinco d́ıas, 16 horas de actividad y 8 horas
de descanso nocturno, intentando seguir la misma
rutina todos los d́ıas. No hab́ıa ningún requisito es-
pećıfico en el orden de interacción con los objetos
a la hora de realizar una actividad espećıfica. Por
otro lado, los datos de entrada y salida de nuestro
sistema se han clasificado en 5 estancias; un total
de 24 objetos; temperatura activada o desactiva-
da; luminosidad natural, artificial o sin luz; y un
total de 10 tareas. En la Figura 4 se muestra la
media de cada actividad con respecto a los cinco
d́ıas y su desviación.
Como se pretende observar el comportamiento de
los modelos con respecto a la rutina, se han reali-
zado cuatro casos:
Figura 4: Media y desviación t́ıpica de las tareas
con respecto a los 5 dias.
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(a) TDNN (b) CRF
Figura 5: Matriz de confusión obtenida con los datos de test para los modelos en el caso 4vs1.
1. Un d́ıa para entrenamiento del modelo y un
d́ıa para test del modelo (1vs1).
2. Dos d́ıas para entrenamiento del modelo y un
d́ıa para test del modelo (2vs1).
3. Tres d́ıas para entrenamiento del modelo y un
d́ıa para test del modelo (3vs1).
4. Cuatro d́ıas para entrenamiento del modelo y
un d́ıa para test del modelo (4vs1).
La salida del TDNN se ha modificado de manera
que sea un vector de dimensión 10 donde la salida
correspondiente vale 1 y 0 en el resto de los casos.
Los resultado de los distintos métodos implemen-
tados se muestra en la Tabla 2.
Se puede observar que el TDNN tiene una buena
precisión mayor al 90 % desde el primer d́ıa, sin
embargo, el CRF es más susceptible a cambios en
la realización de las tareas, variando su precisión a
lo largo de los d́ıas. Sin embargo, el mayor porcen-
taje de acierto se obtiene en el caso 4vs1 mediante
el CRF. En la Figura 5 se muestran dos matrices
de confusión para el caso 4vs1 obtenida a partir
de los datos de test para cada uno de los modelos.
Mediante la Figura 5 podemos ver fácilmente la
Tabla 2: Precisión de los modelos en cada caso.
Modelo 1vs1 2vs1 3vs1 4vs1
TDNN 92,6 % 93,1 % 93,1 % 92,5 %
CRF 84,5 % 92,3 % 86 % 93,9 %
debilidad de estos algoritmos. Podemos ver que
las tareas de (1)comer y (1)beber, al ser muy pa-
recidas, el TDNN comete un pequeño error mien-
tras que el CRF no. Por otro lado, se puede obser-
var que la tarea (7)Enchufar/apagar la luz se con-
funde fácilmente con la tarea (10)Nada en ambos
caso, esto puede ser debido a que esta actividad
puede ocurrir en cualquier estancia y en cualquier
momento del d́ıa y, además, la única diferencia con
respecto a la tarea (10) es la interacción con el in-
terruptor. En ambos modelos, se puede observar
que la predicción de las actividades que menos se
realizan, como puede ser la que actividad (3)Tem-
peratura, el TDNN tiene menor tasa de acierto que
el CRF. Cabe añadir que, aunque la diferencia de
precisión entre ambos métodos es pequeña, el CRF
llega a tener un porcentaje de acierto del 100 % en
varias de las actividades mientras que el TDNN
no.
5. CONCLUSIÓN
Este trabajo presenta una comparación de dos
técnicas de aprendizaje automático con el objeti-
vo de reconocer actividades de la vida diaria bajo
las condiciones del proyecto AIDE. Los métodos
que se han usado, CRF y TDNN, se basan en
aprovechar la información temporal de los datos
para obtener un mejor resultado. Se ha observa-
do que ambos métodos tienen una gran tasa de
acierto, por encima del 90 % cuando se entrenan
con cuatro d́ıas y se testea con un d́ıa. Sin em-
bargo, el TDNN se adapta mejor a la rutina del
usuario desde el primer d́ıa. Cabe destacar que,
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aunque ambos modelos tengan una gran porcen-
taje de acierto, solamente el CRF llega a tener un
100 % de acierto en algunas actividades mientras
que el TDNN solo alcanza un 97,4 % como máxi-
mo en la actividad (4)Interacción con la TV. Es-
to indica que el CRF es capaz de determinar con
exactitud algunas actividades sin ninguna confu-
sión y el TDNN tiene siempre un pequeño error
de detección.
A partir de este trabajo podemos destacar que am-
bos métodos son muy buenos con respecto a la
predicción de AVD en un entrono inteligente que
sea capaz de extraer información sobre el compor-
tamiento e intención del usuario, del análisis del
entorno y de factores de contexto. De este modo,
podremos ser capaces de ayudar a personas con
movilidad reducida o con enfermedades degenera-
tivas actuando sobre el hogar adaptándonos a las
necesidades y rutinas de cada persona.
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