The Laplacian spread of a graph G is defined as the difference between the largest and the second smallest eigenvalue of the Laplacian matrix of G. In this work, an upper bound for this graph invariant, that depends on first Zagreb index, is given. Moreover, another upper bound is obtained and expressed as a function of the nonzero coefficients of the Laplacian characteristic polynomial of a graph.
Notation and Preliminares
By an (n, m)-graph G = (V (G) , E (G)), for short G = (V, E), we mean an undirected simple graph on |V| = n vertices and m = |E| edges. If e ∈ E is the edge connecting vertices u and v we say that u and v are adjacent and the edge is denoted by {u, v}. The notation u ∼ v means that {u, v} ∈ E. For u ∈ V the set of neighbors of u, N G (u), is the set of vertices adjacent to u. The cardinality of N G (u), d u , is called the vertex degree of u. The smallest and largest vertex degree of G are denoted by δ and ∆, respectively.
A graph in which all vertex degrees are equal to p is regular of degree p (or p-regular). The path and the star with n vertices are denoted by P n and S n , respectively. A caterpillar graph is a tree of order n ≥ 5 such that by removing all the pendant vertices one obtains a path with at least two vertices. In this context the caterpillar, T (q 1 , . . . , q k ) is obtained from a path P k , with k ≥ 2, by associating the central vertex of the star S q i (1 ≤ i ≤ k) to the i-th vertex of the path P k . The adjacency matrix A (G) of a graph G with V = {v 1 , v 2 , . . . , v n } is the square matrix of order n, whose (i, i)-entry is equal to 1 if v i and v j are adjacent, and 0 otherwise. The Laplacian matrix of G is given by L(G) = D(G)−A(G) where D(G) is the diagonal matrix whose (i, i)-entry is equal to the degree of v i ∈ V. This matrix is positive semidefinite and 0 is always a Laplacian eigenvalue whose multiplicity corresponds to the number of connected components of G with e, the all ones vector, as an associated eigenvector. For spectral results on this matrix see, for instance, [6, 8] . There are numerous results in the literature concerning upper and lower bounds on the largest eigenvalue of L (G), see [15, 19] .
If B is a real symmetric matrix, β i (B) (or simply β i ) and σ B denote the i -th largest eigenvalue of B and the set of eigenvalues of B, respectively. The set of eigenvalues of L(G) is denoted by σ L (G) and called the Laplacian spectrum of G. If β is an eigenvalue of B and x one of its eigenvectors the pair (β, x) is an eigenpair of B. From now on we represent the Laplacian eigenvalues of G by µ 1 ≥ µ 2 ≥ · · · ≥ µ n = 0. An important result in graph theory, see [19] , states that if G has at least one edge, ∆ + 1 ≤ µ 1 , and if G is connected the equality is attained if and only if ∆ = n − 1. Considering G, an upper bound on Laplacian eigenvalues can be easily obtained, µ 1 ≤ n, see [2] . Among the most important Laplacian eigenvalues is the algebraic connectivity of G, defined as the second smallest Laplacian eigenvalue µ n−1 , [10] . Recently, the algebraic connectivity has received much attention, see [1, 19, 22, 23] and the references cited therein. A graph is connected if and only if µ n−1 > 0, [10] .
The Laplacian spread of an arbitrary graph and some motivation
Let B be an n × n complex matrix with eigenvalues β 1 , β 2 , . . . , β n . The spread of B (or matricial spread) is defined by
where the maximum is taken over all pairs of eigenvalues of B. There is a considerable literature on this parameter, see for instance [13, 18, 21] . Suppose that B ∈ C n×n is a Hermitian complex matrix. For x, y ∈ C n , we denote by x, y = x * y, the inner product in C n and by x = x, x the norm of x. Here, |B| = trace(B * B) is the Frobenius matrix norm of B, where B * represents the transconjugate of B. Since the Frobenius matrix norm is a unitarily invariant matrix norm,
the following upper bound for the spread of a square matrix B was given in [18] 
The Laplacian spread of G, [26] , is defined as
Note that in this definition we avoid the eigenvalue 0, so the spread becomes equal to the largest minus the second smallest eigenvalue. There are several results in literature related to this graph invariant. For instance, Fan et al. [26] showed that the star S n and the path P n are, respectively, the trees with the maximal Laplacian spread and the minimal Laplacian spread among all trees of order n. Recently the unicyclic graphs with maximum and minimum value of the Laplacian spread were studied in [5, 16] and [24] , respectively. The maximum Laplacian spread of bicyclic graphs and tricyclic graphs of a given order were presented in [9, 17] and [7] , respectively. In [27] bounds for the Laplacian spread of graphs were obtained. In particular, for an (n, m)-graph with minimum and maximum degree δ and ∆, the authors presented an upper bound that depends on the clique number of the graph and its complement and of the previous parameters (see [27, Theorem 4.3] ). By definition of Laplacian spread the next upper bound was also presented in [27] . 
Here, for a non-trivial upper bound on spr L (G) we mean any upper bound l ≥ 0, such that l < n. On the contrary case we call trivial upper bound.
In this paper we present two upper bounds for the Laplacian spread of connected graphs. In the next section, using a theorem due to Brauer we obtain a new matrix whose matricial spread coincides with the Laplacian spread of G. Regarding this fact, we obtain an upper bound for the Laplacian spread that depends on the first Zagreb index. Also, we present in Section 4 an upper bound in function of the nonzero coefficients of the Laplacian characteristic polynomial of a graph. In Section 5 some computational experiments to verify the behavior of the obtained upper bounds (compared with the published ones) are presented.
3. An upper bound for the Laplacian spread using a rank one perturbation on the Laplacian matrix
We start this section recalling a well known theorem due to Brauer, (see [4] ) that relates the eigenvalues of an arbitrary matrix and the matrix resulting from it by a rank one additive perturbation. This theorem plays an important role in the study of the nonnegative eigenvalue problem.
Theorem 3.1.
[4] Let B be an arbitrary n×n matrix with eigenvalues β 1 , β 2 , . . . , β n . Let x k be an eigenvector of B associated with the eigenvalue β k , and let q be any n-dimensional vector. Then the matrix B + x k q t has eigenvalues
Using this theorem, a new matrix whose matricial spread coincides with the Laplacian spread of G can be obtained.
If ξ = α n , for any given value α such that
using Theorem 3.1, we can conclude
Using a rank one perturbation on the Laplacian matrix we present an upper bound for the Laplacian spread that depends on first Zagreb index.
Let us recall the number
also known as the first Zagreb index of G, [11] .
If M = (m ij ) is the matrix defined in (4), then
Using inequality in (2) we get the following result.
Theorem 3.3. Let G be a graph on n vertices with m edges and M the matrix defined in (4). Then
Proof. We shall use the upper bound (2) for the matrix M in (4). Taking into account the entries m ij in (7), and that |M | 2 = trace(M * M ) we obtain
and by a direct computation we have
Applying the lower bound (2) for M we have
By elementary algebra, the term on the right hand side of the previous inequality can be written as the upper bound in (8) .
If ξ = α n , the next equality
is obtained from (10) . Thus the result follows.
Remark 3.4. In [25] it was conjectured that for a graph G with n vertices, spr L (G) ≤ n − 1 with equality if and only if G or G are isomorphic to the join of an isolated vertex and a disconnected graph with n − 1 vertices. If G is a p-regular graph with n ≥ 2 vertices then µ n−1 ≤ p ≤ µ 1 , see e.g. [3] . Considering α = p and m = np 2 in (9) one obtains
The last inequality is a direct consequence of replacing x = p n as an argument into the function f (x) = −2 1 + 1 n
Remark 3.5. Using (6) and α = µ 1 the upper bound in (9) becomes
For α = µ n−1 the upper bound in (9) becomes
Remark 3.6. For the graph G with 7 vertices
is, the join with K2U K2U K2 and
However, the upper bounds in (11) and (12) are 8. 685 and 7.4066, respectively. Therefore one can see that the upper bound obtained in Theorem 3.3 is tighter in some cases (as in the cases of regular graphs) and in other cases it appears as a trivial bound. Then it make sense to continue searching for non-trivial bounds.
An upper bound as a function of the nonzero coefficients of characteristic polynomial of Laplacian matrix
The next upper bound for the Laplacian spread uses the coefficients of the Laplacian characteristic polynomial of a graph. We present here some remarks based on the existing literature, see, for instance, [8] .
Remark 4.1. It is helpful to express the characteristic polynomial of any square matrix in terms of its principal minors. Recall that an r × r principal submatrix of an n × n matrix B is a submatrix of B that lies on the same set of r rows and columns, and an r × r principal minor is the determinant of an r × r principal submatrix. There are n r = n! (n−r)!r! such minors. If
Remark 4.2. One of the earliest uses of the matrix L (G)
is the MatrixTree Theorem, due to Kirchhoff (see [8] ). It states that any (n − 1) × (n − 1) cofactor (minor with corresponding signs) of L (G) gives the number of spanning trees of the graph. For notation, let L [i,j] be the submatrix of L (G) with the i th row and j th column removed. Denote the number of spanning trees of G by t (G). Then the next lemma can be established.
By using Remarks 4.1 and 4.2 together with Lemma 4.3 it can be concluded (see [8] ) that
In particular when G is a tree we obtain t (G) = 1 which implies (−1) n−1 f n−1 = n.
In [8, 12] there is a more general result concerning the coefficients of the characteristic polynomial of L (G).
where t (G J ) stands for the number of spanning trees of a graph G J obtained from G.
We now present a lower bound for the algebraic connectivity of G in order to establish an upper bound on the Laplacian spread of a graph. Proposition 4.6. Let B be an n×n positive definite matrix with eigenvalues
Proof. The proof is an immediate consequence of
.
From now on we let G be a connected graph.
Remark 4.7. Let ξ be equal to α n , where α satisfies the condition in Remark 3.2. If M is the matrix defined in (4), then it is an n × n symmetric matrix with (only) positive eigenvalues λ 1 (M ) ≥ λ 2 (M ) ≥ · · · ≥ λ n (M ) > 0, where λ 1 (M ) = µ 1 and λ n (M ) = µ n−1 . By Proposition 4.6 we conclude that
Remark 4.8. To compute the left hand term in (14) we use the coefficients in the characteristic equation of M . Therefore, in the characteristic polyno-
we consider χ k (M ) , the k th symmetric function of the eigenvalues λ 1 (M ),
Since the eigenvalues λ 1 (M ) , λ 2 (M ) , . . . , λ n (M ) are positive we check that the signs of c 1 , c 2 , . . . , c n alternate.
Remark 4.9. Similarly, replacing M by L (G) in the previous considerations and taking into account the polynomial in (13) we have
From both relations (17), (18) and defining f 0 ≡ 1, f n ≡ 0 one can see that,
Proposition 4.10. Let µ n−1 be the algebraic connectivity of G. Let ξ be as in Remark 3.2. If M is as in (4), with characteristic polynomial p (λ) as in (15) , then − c n c n−1 ≤ µ n−1 .
Proof. Using Eqs. (16) and (17) we obtain
From Remark 4.7 the result follows. From Proposition 4.10 and (19) the next result follows.
Corollary 4.11. Let µ n−1 be the algebraic connectivity of G.
Let G be a graph with vertices v 1 , . . . , v n and d 1 , d 2 , . . . , d n the corresponding degrees. Let m 1 , m 2 , . . . , m n be define as
The following result is due to R. Merris and gives an upper bound for µ 1 .
Lemma 4.12.
[20] Let G be a graph with vertices v 1 , . . . , v n . Let d 1 , d 2 , . . . , d n be the corresponding degrees of the vertices. Let C be as above. Then
The equality holds if and only if G is bipartite regular or semiregular.
Theorem 4.13. Let G be a connected graph with Laplacian eigenvalues
where f 1 , f 2 , . . . , f n−1 are the nonzero coefficients of the Laplacian characteristic polynomial.
Proof. By a direct consequence of Proposition 4.10 we have
Taking into account (19) , and setting α = µ 1 , (23) holds.
Corollary 4.14. Let G be a connected graph with Laplacian eigenvalues
where the sequence f 1 , f 2 , . . . , f n is defined as in Remark 4.8. Moreover,
Proof. Note that the upper bound to be obtained is nontrivial. By a direct consequence of Proposition 4.10 and Lemma 4.12 we have
On the other hand, µ 1 ≤ n implies that
Taking into account (19) , and setting α = µ 1 , (24) holds.
Remark 4.15. In Corollary 4.14 the parameter α can be equal to µ n−1 however, the function ϕ (x) = xf n−1 xf n−2 − f n−1 is non-increasing, as ϕ (
Thus, by considering the largest known α in [µ n−1 , µ 1 ] (for example α = ∆ + 1 or α = µ 1 ) it is possible to get a tight upper bound for the Laplacian spread.
Comparing bounds and final remarks
In this section we present some computational experiments to compare our new upper bounds to previously published upper bounds for certain connected graphs. We compare the estimates obtained by Theorem 3.3 (Th. In the following tables, ee is the relative error, defined as usual: Analyzing the above examples, we observe the following:
• The upper bound in [27, Theorem 4.3] depends on the computation the clique number of the graph (and of its complement) which is an NP-hard problem. Therefore these are theoretical bounds, but for the graphs in the DIMACS collection, [14] , these clique numbers have been computed.
• In all our test cases our bounds were better than existing bounds in the second table.
• For paths, the upper bound given by Corollary 4.14, is the best when n is even and for n odd, the upper bound given by Theorem 4.13 is the best.
• For stars, the best results are obtained by Corollary 4.14.
• For caterpillars, the best results are obtained by Theorem 4.13 and by Corollary 4.14.
