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Abstract
In this article we construct a new family of linear maximum rank distance (MRD) codes for all
parameters. This family contains the only known family for general parameters, the Gabidulin codes,
and contains codes inequivalent to the Gabidulin codes. This family also contains the well-known family
of semifields known as Generalised Twisted Fields. We also calculate the automorphism group of these
codes, including the automorphism group of the Gabidulin codes.
1 Preliminaries
1.1 Rank metric codes
Delsarte introduced rank metric codes in [10]. A rank metric code C is a subset of a matrix space M =
Mm×n(F), m ≤ n, F a field, equipped with the distance function d(X,Y ) := rank(X − Y ). A rank metric
code is calledK-linear if it forms anK-subspace ofM for some subfieldK ≤ F. Amaximum rank distance code
(MRD-code) is a rank metric code over a finite field Fq meeting the Singleton-like bound |C| ≤ qn(m−d+1),
where d is the minimum distance of C. If C is an Fq0 -linear MRD code in Mm×n(Fq) with d = m− k+ 1 for
a subfield Fq0 of Fq, we say that C has parameters [nm, nk,m− k + 1]q0 , with the subscript omitted when
there is no ambiguity. If a code is closed under addition (which coincides with the definition of Fp-linear,
where p is prime and q = pe), we say it is additive.
Delsarte [10] and Gabidulin [14] constructed linear MRD-codes over the finite field Fq for every k,m and n.
In the literature these are usually called (generalised) Gabidulin codes, although the first construction was
by Delsarte. When n = m and k = 1, MRD-codes correspond to algebraic structures called quasifields, see
Subsection 1.2. Cossidente-Marino-Pavese [8] recently constructed non-linear MRD-codes for n = m = 3,
k = 2. When n = m and 1 < k < n − 1, no other linear MRD-codes were known. In this paper we will
construct a new family of linear MRD-codes for each k, and we will show that they contain codes inequivalent
to the generalised Gabidulin codes.
A good overview of MRD-codes can be found in [36]. Similar problems for symmetric, alternating and
hermitian matrices have been studied in for example [16], [38], [20], [18].
1.2 (Pre)semifields and quasifields
A finite presemifield is a division algebra with a finite number of elements in which multiplication is not
necessarily associative; if a multiplicative identity element exists, it is called a semifield. We refer to [25] for
background, definitions, and terminology. Presemifields are studied in equivalence classes known as isotopy
classes. Presemifields of order qn with centre containing Fq0 ≤ Fq and left nucleus containing Fq are in one-
to-one correspondence with [n2, n, n]q0 MRD-codes in Mn(Fq) (i.e. Fq0 -linear MRD-codes with k = 1). In
the theory of semifields, such spaces are called semifield spread sets. Many constructions for finite semifields
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are known, see for example [22] and [25]. There are two important operations defined on presemifields; the
dual, which is the opposite algebra, and the transpose. These together form a chain of six (isotopy classes
of) semifields, known as the Knuth orbit.
A quasifield is an algebraic structure satisfying the axioms of a division algebra, except perhaps left distribu-
tivity. Quasifields are in one-to-one correspondence with MRD-codes with k = 1 which are not necessarily
linear (see [11]). Explicit statements of the correspondence between semifields, quasifields and MRD-codes
can be found in [9].
1.3 Equivalence
There are different concepts of equivalence for rank metric codes, see for example [40], [5], [33]. In this
paper, two rank metric codes C, C′ ⊂ Mn(Fq) will be said to be equivalent if there exist invertible Fq-linear
transformations A,B and a field automorphism ρ ∈ Aut(Fq) such that C′ = ACρB := {AXρB : X ∈ C}
whereXρ is the matrix obtained fromX by applying ρ to each entry. These are precisely the linear isometries
for the rank-metric, as in [40]. Note that each of these operations preserve the rank distance, and they form
a group. The subgroup fixing C will be called the automorphism group of C, and is denoted by Aut(C).
We call the set Cˆ := {Xˆ : X ∈ C} the adjoint of C, where Xˆ denotes the adjoint of X with respect to some
non-degenerate symmetric bilinear form. This form is often chosen so that the adjoint is precisely matrix
transposition, though we will not assume this. Note that taking the adjoint also preserves rank distance,
and is often included in the definition of equivalence. However we find it more convenient to omit it, and if
C is equivalent to Cˆ′, we say that C and C′ are adjoint-equivalent.
When k = 1 and C1, C2 are linear, equivalence corresponds precisely to the presemifields associated to
each code Ci being isotopic, while adjoint-equivalence corresponds to one presemifield being isotopic to the
transpose of the other.
1.4 Subspace codes
A subspace code is a set of subspaces of a finite vector space, with the distance function ds(U, V ) = dim(U)+
dim(V )−2dim(U ∩V ). If all elements of the code have the same dimension, it is called a constant dimension
code. These codes were introduced by Koetter and Kschischang [23], and have applications in random
network coding. Rank metric codes define constant dimension subspace codes in the following way (see for
example [17]). Given an m×n matrix X we define the subspace SX = {(u,Xu) : u ∈ Fnq } of F
n+m
q . Clearly,
each SX is n-dimensional, and ds(SX , SY ) = 2rank(X − Y ). Hence an MRD-code with minimum distance d
defines a subspace code with minimum distance 2d. This is known as a lifted MRD-code [39]. However, not
every subspace code defines an MRD-code when d < n, see for example [21], [27]. Many of the best known
constructions are constructed by perturbing a lifted Gabidulin code [1]. In the case d = n, we have the
well-known correspondence between spreads and quasifields, and in the linear case between semifield spreads
and semifields.
1.5 Delsarte’s duality theorem
Define the symmetric bilinear form b on Mm,n(F) by
b(X,Y ) := tr(Tr(XY T )),
where Tr denotes the matrix trace, and tr denotes the absolute trace from Fq to Fp, where p is prime and
q = pe. Define the Delsarte dual C⊥ of an Fp-linear code C by
C⊥ := {Y : Y ∈Mm,n(Fq), b(X,Y ) = 0 ∀X ∈ C}.
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We choose the name Delsarte dual to distinguish from the notion of dual in semifield theory. Delsarte [10,
Theorem 5.5] proved the following theorem, using the theory of association schemes. An elementary proof
can be found in [36].
Theorem 1. [10, Theorem 5.5] Suppose C is an [nm, nk,m− k + 1]p MRD code in Mm×n(Fq). Then the
Delsarte dual C⊥ is an [nm, n(m− k), k + 1]p MRD code in Mm×n(Fq).
Note that when n = m = 2, k = 1, both C and C⊥ are semifield spread sets (and correspond to rank two
semifields, see [25]). In the context of semifields, this operation is known as the translation dual, see [28],
and is a special case of the switching operation defined in [4].
It is clear that two codes C and C′ are equivalent if and only if C⊥ and C′⊥ are equivalent; this was shown in
[28] for semifield spread sets, the same proof works for this more general statement. Hence the classification
of [n2, n2 − n, 2]q0 -codes is equivalent to the classification of semifields of order q
n with nucleus containing
Fq and centre containing Fq0 up to isotopy.
1.6 Known classifications and computational results
The only known classification results for MRD codes are those that follow from classifications of semifields.
Semifields of order q3 with centre containing Fq have been fully classified by Menichetti [32]; they are the
spread sets corresponding to either a field or a generalised twisted field. Because of Section 1.5, we have a full
classification of all Fq-linear MRD codes in M3(Fq): they are the spread sets corresponding to either a field
or a generalised twisted field (minimum distance 3), or the Delsarte dual of one of these (minimum distance
2). Precise conditions for the equivalence of spread sets arising from generalised twisted fields can be found
in [6]. As an example, there are precisely two classes of semifields of order 27, and so two equivalence classes
of codes in M3(F3) with parameters [9, 3, 3], and two with parameters [9, 6, 2].
Further computational classifications of semifields of order qn, and hence MRD codes with parameters
[n2, n, n] and [n2, n2−n, 2], have been performed for small values of q and n; namely qn ∈ {24, 25, 26, 34, 35, 54, 74}.
See [37, Table 4] for a referenced up-to-date summary. Explicit matrix representation for some of these can
be found at [12].
When n = 4, q = 2, there are three isotopy classes of semifields of order 16, and so three equivalence classes
of MRD-codes inM4(F2) with minimum distance 4 (and with minimum distance 2, by duality). It remains to
classify those with minimum distance 3, i.e. 8 dimensional subspaces of M4(F2) where all nonzero elements
have rank at least 3. A computation with the computer algebra package MAGMA shows that there is only
one MRD-code with k = 2 containing a semifield spread set; the Gabidulin code, an 8-dimensional code of
minimum distance 3. The only semifield spread sets it contains are all isotopic to F16. Of the other two
semifield spread sets, one is maximal as a rank metric code of minimum distance 3; that is, if we extend it
by any other matrix, the resulting 5-dimensional code will always contain an element of rank at most 2. The
spread set corresponding to the final semifield is contained in a 5-dimensional code of minimum distance 3,
but not any 6-dimensional code of minimum distance 3.
However, this does not complete the classification of such MRD-codes. In [13] it was shown that the set of
elements of minimum rank in an MRD-code is partitioned into constant rank subspaces of dimension n, each
lying in the annihilator of a subspace of dimension k − 1. Hence an MRD-code with k = 2 must contain an
n-dimensional constant rank n − 1 subspace of Ann(u) for each u. However it is not clear whether such a
code must contain an n-dimensional constant rank n subspace, i.e. a semifield spread set. This remains an
open problem.
2 Linearized polynomials, and properties of the Gabidulin code
Let us consider an n-dimensional vector space over Fq, which we will denote by V (n, q). We will often identify
V (n, q) with the elements of the field extension Fqn . It is well known that every Fq-linear transformation
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from Fqn to itself may be represented by a unique linearized polynomial of q-degree at most n− 1: that is,
Mn(Fq) ≃ Ln := {f0x+ f1x
q + . . .+ fn−1x
qn−1 : fi ∈ Fqn}.
Recall that the q-degree of a non-zero polynomial is the maximum i such that fi 6= 0. These linearized
polynomials form a ring isomorphic to Mn(Fq), with the multiplication being composition modulo x
qn − x
(which we will denote by ◦). The foundations of this theory can be found in [34].
It is straightforward to see that linearized polynomial of q-degree k has rank at least n − k. This follows
from the fact that such a polynomial can have at most qk roots, and hence its kernel (when viewed as a
linear transformation) has dimension at most k, implying that its rank is at least n− k. In fact, this turns
out to be a special case of the following more general non-trivial result [20, Theorem 5].
Theorem 2 ([20]). Let L be a cyclic Galois extension of a field F of degree n, and suppose that σ generates
the Galois group of L over F. Let k be an integer satisfying 1 ≤ k < n, and let f0, f1, . . . fk−1 be elements of
L, not all zero. Then the F-linear transformation defined as
f(x) = f0x+ f1x
σ + · · ·+ fn−1x
σk−1
has rank at least n− k.
Taking L = Fqn , F = Fq, and x
σ = xq returns the above statement about linearized polynomials. Further-
more, if we take xσ = xq
s
for some s relatively prime to n, then we get that a linearized polynomial of the
form
f0x+ f1x
qs + . . .+ fk−1x
qs(k−1)
has rank at least n− k. Thus letting Gk,s denote the set of linearized polynomials of this form, for a fixed s
and k, will give us an MRD-code.
Gk,s := {f0x+ f1x
qs + . . .+ fk−1x
qs(k−1) : ai ∈ Fqn}.
These are the generalised Gabidulin codes [15], and are MRD-codes with dimension nk and minimum rank-
distance n− k + 1.
We define Gk = Gk,1, which is then the set of linearized polynomials of degree at most k − 1, i.e.
Gk := {f0x+ f1x
q + . . .+ fk−1x
qk−1 : ai ∈ Fqn}.
These were first constructed by Delsarte [10], though in much of the literature they are referred to as
Gabidulin codes. For much of the remainder of this paper, we will restrict ourselves to considering the
family Gk, though analogous results hold for Gk,s. Each code G1,s is a semifield spread set, and all are
equivalent and correspond to the field Fqn .
Remark 1. It should be noted that the map
f0x+ f1x
q + · · ·+ fn−1x
qk−1 7→ f0x+ f1x
qs + . . .+ fk−1x
qs(k−1)
does not preserve the rank distance. It was shown in [15] that there exist codes in Gk,s inequivalent to any
in Gk for particular values of k, s and q. The question of equivalence between generalised Gabidulin codes
will be further addressed in Remark 8.
Remark 2. Rank metric codes are sometimes viewed as codes in (Fqn)
m. The theories are basically identical
(see e.g. [33]), and the correspondence is as follows. If we choose m elements e0, e1, . . . , em−1 of Fqn , linearly
independent over Fq and spanning a subspace U , then we identify the linearized polynomial f with the
m-tuple
vf := (f(eo), f(e1), . . . , f(em−1)) ∈ (Fqn)
m.
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Then the corresponding weight function on (Fqn)
m is given by w(v0, . . . , vm−1) = dimFq〈v0, . . . , vm−1〉. It is
straightforward to check that the weight of vf is then equal to the rank of the restriction of f to U .
The main difference between the two settings is that a code in (Fqn)
m with this weight function are called
linear if it is an Fqn -subspace, which corresponds to the set of linearized polynomials forming an Fqn -subspace
of Ln. Clearly the generalised Gabidulin codes are all Fqn -linear. Note however that Fqn -linearity is not
preserved by the equivalence as defined in this paper.
The actions of GL(n, q)×GL(n, q) and Aut(Fq) on Mn(Fq) (as defined in Section 1.3) can be translated to
an actions on Ln as follows. Given a pair of linearized polynomials (g, h) ∈ Ln × Ln, where both g and h
are invertible as linear transformations on Fqn (i.e. have no nontrivial roots in Fqn), we define a map from
Ln to itself by
f (g,h) := g ◦ f ◦ h mod xq
n
− x.
Given a linearized polynomial f and an automorphism ρ of Fq, we define f
ρ(x) = f(xρ
−1
)ρ mod xq
n
− x.
Note that fρ can be obtained by simply applying ρ to each of the coefficients of f . If q = pe for p a prime,
and xρ = xp
i
, then fρ = xp
i
◦ f ◦ xp
ne−i
. Hence, extending the above notation in a natural way, any
automorphism of a code C can be written as (g ◦ xp
i
, xp
ne−i
◦ h) for some linearized polynomials g, h.
The set S := {αx : α ∈ F×qn} is a subgroup of GL(n, q) isomorphic to F
×
qn , and is what is known as a Singer
cycle. Then Gk,s is fixed under the actions of S defined by f 7→ (αx) ◦ f and f 7→ f ◦ (αx), for α ∈ F
×
qn . It
is also fixed by f 7→ xp ◦ f ◦ xp
ne−1
, and hence by the group
{(αxp
i
, βxp
ne−i
) : α, β ∈ F×qn , i ∈ {0, . . . , ne− 1}}.
We will show later that this is in fact the full stabiliser of Gk for each k.
The adjoint of a linearized polynomial a =
∑n−1
i=0 aix
qi with respect to the symmetric bilinear form (a, b) 7→
Tr(ab) (where Tr denotes the absolute trace from Fqn to Fp) is given by aˆ =
∑n−1
i=0 a
qi
n−ix
qi . It is easy to
check that xq
k
◦ Gˆk = Gk, and hence we have the following.
Lemma 1. Each Gabidulin code Gk is equivalent to its adjoint Gˆk.
We define the symmetric bilinear form b on linearized polynomials by
b
(
n−1∑
i=0
fix
qi ,
n−1∑
i=0
gix
qi
)
= Tr
(
n−1∑
i=0
figi
)
.
We may choose an Fq-basis for Fqn in such a way that this bilinear form coincides with the form introduced
in Section 1.5, which motivates the use of the same symbol b. Note that
∑n−1
i=0 figi is the coefficient of x in
f gˆ. The following Lemma is immediate.
Lemma 2. The Delsarte dual G⊥k of a Gabidulin code Gk is equivalent to Gn−k−1.
Note also that the Gabidulin codes form a chain:
G1 ≤ G2 ≤ · · · ≤ Gn−1 ≃Mn(Fq).
We now consider which subspaces of a Gabidulin code Gk are equivalent to another Gabidulin code Gr.
Theorem 3. A subspace U of Gk, k ≤ n−1, is equivalent to Gr if and only if there exist invertible linearized
polynomials f, g such that U = G
(f,g)
r = {f ◦ a ◦ g : a ∈ Gr}, where f0 = 1, and degq(f) + degq(g) ≤ k − r.
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Proof. Clearly if f and g are invertible linearized polynomials satisfying the condition on degrees, then U is
contained in Gk, and isotopic to Gr.
Note that for any 0 6= β ∈ Fqn and any j ∈ {0, . . . , n− 1}, we have that {f ◦ a ◦ g : a ∈ Gr} = {f ◦ (βxq
j
) ◦
a ◦ (β−1x)q
n−j
◦ g : a ∈ Gr}, and hence we may assume without loss of generality that f0 = 1.
Consider f ◦ αxq
j
◦ g, where α ∈ Fqn . Then the coefficient of x
qm is
am,j(α) :=
n−1∑
i=0
fig
qi
m−i−jα
qi ,
where indices are taken modulo n. If U is contained in Gk, we must have that for each m ≥ k, j ≤ r − 1,
am,j(α) is zero for every α ∈ Fqn . Hence for all m ≥ k, j ≤ r − 1 and i ∈ {0, . . . , n− 1} we have that
figm−i−j = 0.
As f0 6= 0, we get that gm = 0 for all m ≥ k. Let degq(f) = s, degq(g) = t, and so fsgt 6= 0. Then
gm−s−r+1 = 0 for all m ∈ {k, . . . , n− 1} 6= ∅, and hence t ≤ k − s− r, proving the claim.
In [33, Proposition 6] it was shown that the group {(αx, βx) : α, β ∈ F×qn} is a subgroup of the automorphism
group of Gk. Note that the result in [33, Theorem 4] refers to a different definition of equivalence to the
definition used in this paper. We now give a complete description of the automorphism group of the Gabidulin
codes.
Theorem 4. The automorphism group of the Gabidulin code Gk is given by
{(αxp
i
, βxp
ne−i
) : α, β ∈ F×qn , i ∈ {0, . . . , n− 1}}.
Proof. Clearly the given group is a subgroup of the automorphism group of Gk. Suppose (G
ρ
k)
(f,g) = Gk
for some invertible linearized polynomials f, g and some ρ ∈ Aut(Fq). As G
ρ
k = Gk for all ρ ∈ Aut(Fq), we
may assume that ρ is the identity. Then f = f ′ ◦ (αxq
i
) for some α ∈ F×qn , i ∈ {0, . . . , n − 1}, where f
′
such that f ′0 = 1. Let g
′ = xq
i
◦ g. Then G
(f ′,g′)
k = Gk, and by the proof of Theorem 3, we must have
degq(f
′) + degq(g
′) = 0. Hence f ′ = x and g′ = βq
i
x for some β ∈ F×qn , and so (f, g) = (αx
qi , βxq
n−i
),
proving the claim.
Remark 3. An analogous proof shows that the automorphism group of any generalised Gabidulin code Gk,s
is equal to the automorphism group of Gk.
3 Construction of new linear MRD-codes
The following Lemma is key to our construction. The result follows from [19, Theorem 10], and in the case
where q is prime from [34]. We give a proof for completeness. We denote the field norm from Fqn to Fq by
N , i.e. N(x) = x
qn−1
q−1 .
Lemma 3. Suppose f is a linearized polynomial of q-degree k. If f has rank n − k, then N(f0) =
(−1)knN(fk).
Proof. For any k-dimensional Fq-subspace U of Fqn , there is a unique monic linearized polynomial of q-degree
k that annihilates U (that is, contains U in its set of roots). We denote this by mU and call it the minimal
polynomial of U ,. Every linearized polynomial of degree k annihilating U is an Fqn -multiple of mU , and
hence it suffices to prove the result for any particular linearized polynomial of degree k annihilating U .
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Choose an Fq-basis {u0, u1, . . . , uk−1} of U , and define a linearized polynomial f as the determinant of a
(k + 1)× (k + 1) matrix as follows:
f(x) := det


x xq · · · xq
k
u0 u
q
0 · · · u
qk
0
...
...
. . .
...
uk−1 u
q
k−1 · · · u
qk
k−1

 = f0x+ f1xq + · · · fkxk.
Then it is clear to see that f annihilates U , because plugging in any u ∈ U for x, we get that the top row
is an Fq-linear combination of the remaining rows. Furthermore, expanding along the top row we see that
f0 = (−1)kf
q
k , and so N(f0) = (−1)
knN(fn), proving the claim.
Note that the converse is not true for k > 1; that is, N(f0) = (−1)knN(fk) does not imply that f has rank
n− k.
Theorem 5. Let Hk(η, h) denote the set of linearized polynomials of q-degree at most k ≤ n− 1 satisfying
fk = ηf
qh
0 , with η such that N(η) 6= (−1)
nk, i.e.
Hk(η, h) := {f0x+ f1x
q + . . .+ fk−1x
qk−1 + ηf q
h
0 x
qk : fi ∈ Fqn}.
Then each Hk(η, h) is an MRD-code with the same parameters as Gk.
Proof. It is clear that Hk(η, h) has dimension nk over Fq. As deg(f) ≤ qk for all f ∈ Hk(η, h), we have that
rank(f) ≥ n − k. By Lemma 3, rank(f) > n − k, and hence rank(f) ≥ n − k + 1 for all f ∈ Hk(η, h). It
follows that Hk(η, h) is an MRD-code with parameters [n2, nk, n− k + 1], as claimed.
Theorem 6. The adjoint of Hk(η, h) is equivalent to Hk(η−q
k−h
, k − h), and the Delsarte dual satisfies
Hk(η, h)⊥ = Hn−k(−ηq
n−h
, n− h).
Proof. This follows from a straightforward calculation.
Note that Hk(0, h) = Gk, so this family includes the Gabidulin codes. We now prove that there are new
MRD-codes in this family. First we require the following lemma.
Lemma 4. Suppose η 6= 0. Then there is a unique subspace of Hk(η, h) equivalent to Gk−1, unless k ∈
{1, n− 1}, or k = 2 and h ≤ 2.
Proof. Note that Hk(η, h) is contained in Gk+1. Suppose U is a subspace of Hk(η, h) equivalent to Gk−1.
Then by Theorem 3, U = G
(f,g)
k−1 for some f, g with f0 6= 0 and deg(f) + deg(g) ≤ 2.
If deg(f) = s, then deg(g) ≤ 2−s. Let b =
∑k−2
i=0 bix
qi be a generic element of Gk−1. Then the coefficient of x
in f ◦b◦g is b0f0g0, while the coefficient of xq
k
is aq
s
k−2fsg
qs
2−s. Hence we must have η(b0f0g0)
qh = bq
s
k−2fsg
qs
2−s
for all b0, bk−2 ∈ Fqn . As η 6= 0 and f0, fs 6= 0, if k > 2 this is possible if and only if g0 = g2−s = 0. Hence
s = 0, g = g1x
q, implying U = Gk−1 ◦ xq, proving the claim.
If k = 2, we get η(b0f0g0)
qh = bq
s
0 fsg
qs
2−s for all b0 ∈ Fqn , which is possible only if h = s ≤ 2.
This lemma allows us to calculate the automorphism group, and hence prove that the familyHk(η, h) contains
codes inequivalent to any generalised Gabidulin code, and therefore contains new MRD codes.
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Theorem 7. Suppose k /∈ {1, n− 1}, η 6= 0. Then the automorphism group of Hk(η, h) is
{(αxp
i
, βxp
−i
) : α, β ∈ Fqn , α
1−qh(βq
k−qh )p
i
ηp
i
= η}
Hence Hk(η, h) is not equivalent to Gk,s unless k ∈ {1, n − 1} and h ∈ {0, 1}. Furthermore, Hk(η, h) is
equivalent to Hk(ν, j) if and only if j = h and there exist α, β ∈ Fqn such that ν = α1−q
h
(βq
k−qh)p
i
ηp
i
.
Proof. Suppose first that k 6= 2. By Lemma 4, there is a unique subspace of Hk(η, h) equivalent to Gk−1.
Hence any isomorphism from Hk(η, h) to Hk(ν, j) is also an automorphism of Gk−1. By Theorem 4, these
are all of the form (αxp
i
, βxp
ne−i
) for some α, β ∈ F×qn , i ∈ {0, . . . , ne− 1}.
Now the coefficient of x in a generic element of (αxp
i
) ◦ Hk(η, h) ◦ (βxp
ne−i
) is equal to αβp
i
fp
i
0 , while
the coefficient of xq
k
is αβp
ke+i
(ηf q
h
0 )
pi . Hence for this to lie in Hk(ν, j) we must have αβp
ke+i
(ηf q
h
0 )
pi =
ν(αβp
i
fp
i
0 )
qj for all f0 ∈ Fqn . This occurs if and only if j = h and αβp
ke+i
ηp
i
= ν(αβp
i
)q
h
, proving the last
claim. Setting η = ν gives the automorphism group of Hk(η, h).
If k = 2 < n − 1, then the result follows by taking into account Theorem 6, and noting that Aut(C⊥) =
{(fˆ , gˆ) : (f, g) ∈ Aut(C)}.
It is clear that Aut(Hk(η, h)) is strictly smaller than Aut(Gs,k), unless η = 0, proving that Hk(η, h) is not
equivalent to Gk,s for k /∈ {1, n− 1}.
When k = 1, the code Hk(η, h) is a semifield spread set corresponding to a generalised twisted field, as
introduced by Albert [2], i.e a presemifield with multiplication x ◦ y = xy + ηxq
h
yq, where N(−η) 6= 1.
The equivalence and automorphisms of these follow from [6]. By duality, we get the result for k = n − 1,
completing the proof.
Note that Aut(Hk(η, h)) contains the Singer cycle {(αx, x) : α ∈ Fqn} if h = 0. In fact, Hk(η, h) is Fqn -
linear in this case, showing that there exist Fqn -linear MRD-codes which are not equivalent to generalised
Gabidulin codes. This was also proved by computer calculation in [31] for n = 4, k = 2, q = 3. When h = k,
Aut(Hk(η, h)) contains the Singer cycle {(x, βx) : β ∈ Fqn}. However this code is not Fqn -linear.
Remark 4. As noted in the proof above, when k = 1, the code Hk(η, h) is a semifield spread set corre-
sponding to a generalised twisted field, see [2]. Indeed, it was the construction of these twisted fields that
provided the inspiration for this new family. For this reason we propose to name this family of codes twisted
Gabidulin codes.
Remark 5. Note that when we view Hk(η, h) as a code in (Fqn)n, it is Fqn -linear if and only if h = 0.
Remark 6. The special case H2(η, 1) was discovered independently in [35].
Remark 7. Let φ1, φ2 be linearized polynomials. Define Hk(φ1, φ2) to be the set of linearized polynomials
of degree at most k with f0 = φ1(a), fk = φ2(a); i.e
Hk(φ1, φ2) = {φ1(a)x+ f1x
q + · · ·+ fk−1x
qk−1 + φ2(a)x
qk : a, f1, . . . , fk−1 ∈ Fqn}.
Then Hk(φ1, φ2) is an MRD-code with parameters [n2, nk, n− k + 1] if and only if
N(φ1(x)) 6= (−1)
knN(φ2(x))
for all x ∈ F×qn . This is equivalent to finding an (n− 1)-dimensional subspace in PG(2n− 1, q) disjoint from
the projective hypersurface Qn−1,q induced by the set
{(x, y) : x, y ∈ Fqn , N(x) = N(y)}.
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This hypersurface was studied in detail in [26]. The only known pairs of functions (φ1, φ2) satisfying this
condition are equivalent to the pair (x, ηxq
h
), andH(x, ηxq
h
) = H(η, h) by definition. Note that for each pair
(φ1, φ2), the codeHk(φ1, φ2) is contained in Gk+1 and containsGk−1◦xq, and every MRD-code satisfying this
property is of the form Hk(φ1, φ2) for some φ1, φ2. Note also that every such (φ1, φ2) defines a presemifield,
with multiplication
xφ1(y) + x
qhφ2(y).
Remark 8. Suppose L is a cyclic Galois extension of a field F, and σ a generator of the Galois group
Gal(K : F). As mentioned in Theorem 2, an analogous result regarding the rank of endomorphisms of the
form f(x) =
∑n−1
i=0 fix
σi , fi ∈ L, holds. Thus MRD-codes exist in Mn(F) over any field F which admits
a cyclic Galois extension of degree n. When L = Fqn , F = Fq, x
σ = xq
s
, this coincides precisely with the
generalised Gabidulin codes. These codes in characteristic zero were studied in [3], and have applications to
space-time coding.
Because of [19, Theorem 10], the generalisation of Lemma 3, we can similarly define MRD-codes Hk(η, h;σ)
as
Hk(η, h;σ) = {f0x+ f1x
σ + . . .+ fk−1x
σk−1 + ηfσ
h
0 x
σk : fi ∈ L} ⊂ EndF(L),
where η ∈ L satisfies η1+σ+···+σ
n−1
6= 1.
Then Hk(η, h;σ) is also a MRD-code, and an analogous proof shows that is inequivalent to the Gabidulin
codes. When L = Fqn , F = Fq, x
σ = xq
s
, we denoteHk(η, h;σ) := H(η, h; s), and thenHk(η, h) = Hk(η, h; 1)
by definition.
Subsequent to the original submission of this paper, the question of equivalence for H(η, h; s), s 6= 1 was
addressed in [30].
Remark 9. Given an MRD-code C in Mn(F), one can define a code C in Mm×n(F) by deleting the last
(n−m) rows from each element of C. This turns out to also be an MRD-code, known as a punctured code.
However it does not necessarily hold that if C and C′ are inequivalent then C and C′ are inequivalent. It
is not clear whether or not the punctured codes obtained from Hk(η, h) are inequivalent to those obtained
from generalised Gabidulin codes.
4 Representations as matrices and vectors
In order to transfer between a set of linearized polynomials and a set of matrices, we choose an Fq-basis
for Fqn , and find the matrix A corresponding to multiplication by a primitive element α, and the matrix S
corresponding to the Frobenius automorphism x 7→ xq, with respect to this basis. Then the set
{AiSj : i, j ∈ {0..n− 1}}
is a basis for Mn(Fq). For a linearized polynomial f(x) =
∑
i fix
qi , we define ri such that fi = α
ri for all i
such that fi 6= 0. Then f corresponds to the matrix∑
fi 6=0
AriSi.
Choosing the basis {1, α, . . . , αn−1} will make the matrixA easy to work with (it will be the companion matrix
of the minimal polynomial of α), while choosing α to be a normal element and the basis {α, αq, . . . , αq
n−1
}
will make the matrix S easy to work with (it will be a permutation matrix). We will choose the former in
this paper. We will give some example in the case q = 3, n = 4. We choose an element α of F81 satisfying
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α4 = α+1. We will write the coordinates of an element of F81 with respect to this basis as columns. In this
case we have
A =


0 0 0 1
1 0 0 0
0 1 0 0
0 0 1 1

 , S =


1 0 1 0
0 0 1 2
0 0 1 1
0 1 1 1

 ,
Then for the Gabidulin code G2 with minimum distance 3, which is an 8-dimensional space, we have a basis
{AiSj : i ∈ {0, . . . , 3}, j ∈ {0, 1}}. Explicitly, this is

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 ,


0 0 0 1
1 0 0 0
0 1 0 0
0 0 1 1

 ,


0 0 1 1
0 0 0 1
1 0 0 0
0 1 1 1

 ,


0 1 1 1
0 0 1 1
0 0 0 1
1 1 1 1

 ,


1 0 1 0
0 0 1 2
0 0 1 1
0 1 1 1

 ,


0 1 1 1
1 0 1 0
0 0 1 2
0 1 2 2

 ,


0 1 2 2
0 1 1 1
1 0 1 0
0 1 0 1

 ,


0 1 0 1
0 1 2 2
0 1 1 1
1 1 1 1

 .
The first four matrices form a basis for G1, corresponding to the field F81. As a code in F481, performing the
procedure described in Remark 2 on the F81-basis {x, x
q} give the generator matrix(
1 α α2 α3
1 α3 α6 α9
)
.
For the new twisted Gabidulin code H2(α, 1) = {ax+ bx3 + αa3x9 : a, b ∈ F81}, we can take a basis
{Ai +A3i+1S2 : i ∈ {0, . . . , 3}} ∪ {AiS : i ∈ {0, . . . , 3}}.
Explicitly we get

1 1 0 1
1 1 2 1
0 2 1 0
0 2 2 1

 ,


1 1 1 2
1 1 2 0
0 0 2 0
1 2 2 0

 ,


2 2 1 2
1 1 0 0
2 2 1 2
2 1 1 1

 ,


1 1 2 2
0 2 2 0
2 0 0 1
0 0 1 1

 ,


1 0 1 0
0 0 1 2
0 0 1 1
0 1 1 1

 ,


0 1 1 1
1 0 1 0
0 0 1 2
0 1 2 2

 ,


0 1 2 2
0 1 1 1
1 0 1 0
0 1 0 1

 ,


0 1 0 1
0 1 2 2
0 1 1 1
1 1 1 1

 .
In this case the first four matrices form a basis for H1(α, 1), corresponding to a generalised twisted field.
As a code in F481, H2(α, 1) is not F81-linear, but only F3-linear. The codewords are then all F3-linear
combinations of the rows of the matrix 

α28 α13 α17 α5
α5 α61 α54 2
α13 α55 α30 α50
α65 α α α
1 α3 α6 α9
α α4 α7 α10
α2 α5 α8 α11
α3 α6 α9 α12


.
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As a code in F481, the code H2(α, 0) is F81-linear, and inequivalent to G2. It has generator matrix(
1 α3 α7 α9
α28 α13 α17 α5
)
.
Classification of all 8-dimensional spaces ofM4(F3) with minimum rank-distance 3 remains an open problem.
Recent work on F81-linear codes can be found in [31].
5 MRD-codes, scattered subspaces and scattered linear sets
The desarguesian spread D in the vector space V (2n, q) is the set of n-dimensional subspaces obtained by
considering 1-dimensional Fqn -subspaces of V (2, q
n) as Fq-subspaces in V (2n, q). It partitions the nonzero
vectors, and any pair of elements of D intersect trivially.
A subspace U ≤ V (2n, q) is said to be scattered with respect to D if U intersects any element of D in a
subspace of dimension at most 1. The maximum dimension of such a subspace is n, and a subspace meeting
this bound is called a maximum scattered subspace. The stabiliser of D in ΓL(2n, q) is ΓL(2, qn), and so it is
natural to consider subspaces of V (2n, q) up to ΓL(2, qn)-equivalence. These concepts were first introduced
in [7]. Scattered subspaces have interesting connections to many topics, see for example [24].
The elements of D can be identified with the projective line PG(1, qn). A linear set of rank r is a set
L(U) := {〈u〉Fqn : u ∈ U
×} ⊂ PG(1, qn), where U is an Fq-subspace of V (2, qn) of dimension r. A linear set
is said to be scattered if |L(U)| = q
r−1
q−1 ; this coincides with the subspace U being scattered with respect to D.
Two linear sets L(U) and L(U ′) are said to be equivalent if there exists an element of PΓL(2, qn) mapping
L(U) to L(U ′). Clearly equivalence of subspaces implies the equivalence of the corresponding linear sets.
However, the converse is not true, as will be illustrated at the end of this section.
Given a linearized polynomial f , define Uf := {(y, f(y)) : y ∈ Fqn} ≤ V (2n, q). Note that every subspace
of dimension n is equivalent under GL(2, qn) to a space of the form Uf . Then Uf is scattered if and only if
rank(f −βx) ≥ n− 1 for all β ∈ Fqn . This occurs if and only if rank(αf −βx) ≥ n− 1 for all α, β ∈ Fqn . We
will call such a polynomial a scattered polynomial. Hence the set Cf := {αf − βx : α, β ∈ Fqn} = 〈x, f〉Fqn
is an MRD-code of dimension 2n and minimum distance n − 1, i.e. k = 2. Furthermore, Cf contains
the identity map, and is an Fqn -subspace of Ln. Indeed, such codes are in one-to-one correspondence with
scattered subspaces of dimension n with respect to D. We show now that the notions of equivalence coincide.
It is straightforward to check that the linear sets Uf and Ug are equivalent if and only if g = (αf
ρ+βx)(γfρ+
δx)−1 for some α, β, γ, δ ∈ Fqn , ρ ∈ Aut(Fq), with αδ − βγ 6= 0 and (γfρ + δx) invertible. Hence if Uf and
Ug are equivalent, then Cf and Cg are equivalent, as
Cg = 〈x, g〉Fqn = 〈x, (αf
ρ + βx)(γfρ + δx)−1〉Fqn
= 〈αfρ + βx, γfρ + δx〉Fqn (γf
ρ + δx)−1
= 〈x, f〉ρ
Fqn
(γfρ + δx)−1 = (Cf )
ρ(γf + δx)−1.
For the converse, it can be shown that if X is an invertible linear map, then XCf is an Fqn -subspace if
and only X(x) = αxρ for some α ∈ Fqn and ρ ∈ Aut(Fq), whence XCf = Cfρ . Hence if Cg = XCfY , then
Cg = CfρY . As the identity is in Cg, we get that Y = Cfρ(γfρ + δx)−1 for some γ, δ ∈ Fqn , and so Cf is
equivalent to Cg if and only if Cg = (Cf )ρ(γfρ + δx)−1. Then the argument from the preceding paragraph
can be reversed to show that Uf is equivalent to Ug. Hence we have shown the following.
Theorem 8. Let f and g be scattered linearized polynomials. Then Uf and Ug are equivalent if and only if
Cf and Cg are equivalent as MRD-codes.
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Note that this does not imply that the linear sets L(Uf ) and L(Ug) are equivalent if and only if Cf and Cg are
equivalent; it is possible that two subspaces Uf and Ug define the same linear set, without being equivalent.
For example, taking f(x) = xq
s
, g(x) = xq
t
, the linear sets L(Uf) and L(Ug) are equal if gcd(n, s) = gcd(n, t),
while the subspaces Uf and Ug, and hence the generalised Gabidulin codes Cf = G2,s and Cg = G2,t, are
inequivalent unless s = t or s+ t = n.
As far as the author is aware, there are only two known constructions for scattered subspaces of dimension n
in V (2n, q). They are those defined by f(x) = xq
s
, (n, s) = 1 (Blokhuis-Lavrauw [7]), and f(x) = xq+ηxq
n−1
,
with N(η) 6= 1 (Lunardon-Polverino [29]). The first family leads to generalised Gabidulin codes G2,s, while
the second lead to codes equivalent to H2(η, 1). These are the only Fqn -linear codes in the family H2, and
so we do not obtain any new scattered linear sets from this construction.
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