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Abstract
We study a class of nonlinear evolution systems of time fractional partial differential equations using Lie
symmetry analysis. We obtain not only infinitesimal symmetries but also a complete group classification
and a classification of group invariant solutions of this class of systems. We find that the class of systems of
differential equations studied is naturally divided into two cases on the basis of the type of a function that
they contain. In each case, the dimension of the Lie algebra generated by the infinitesimal symmetries is
greater than 2, and for this reason we present the structures and one-dimensional optimal systems of these
Lie algebras. The reduced systems corresponding to the optimal systems are also obtained. Explicit group
invariant solutions are found for particular cases.
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1. Introduction
Lie group analysis provides an efficient algorithmic approach for studying the symmetry of ordinary
and partial differential equations and for solving such equations [1–8]. Recently, the methods of symmetry
analysis have been extended to solving fractional partial differential equations (FPDE) [9–15] and systems
thereof [16–18]. In recent years, there has been growing interest in FPDEs in fields of both pure and applied
mathematics. In particular, FPDEs have been studied in the contexts of fractals, acoustics, control theory
and signal processing.
In this article, we consider the class of time fractional nonlinear systems of the following form:{
∂αu
∂tα
= vx,
∂αv
∂tα
= b2(u)ux,
(1)
where α is a positive non-integer number and b(u) is a non-constant, sufficiently differentiable function.
Here, fractional differentiation is defined in the Riemann-Liouville manner:
∂αu(x, t)
∂tα
:=
{
∂nu
∂tn
, for α ∈ N,
1
Γ(n−α)
∂n
∂tn
∫ t
0
u(x,s)
(t−s)α−n+1 ds, for α ∈ (n− 1, n), with n ∈ N.
(2)
In [16], the class of time fractional linear evolution systems{
∂αu
∂tα
= C2(x)vx,
∂αv
∂tα
= ux
(3)
where C(x) is a sufficiently differentiable function and α is a positive non-integer number, is investigated
using Lie symmetry analysis. Also, in [17], the nonlinear model of stationary transonic plane-parallel gas
flows {
∂αu
∂tα
= vx,
∂αv
∂tα
= −uux,
(4)
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with 0 < α < 1, was studied using Lie symmetry analysis. The Lie symmetries, some reduced systems of
ODEs and some partial solutions of the system (4) are obtained in [17]. Substituting u¯(x, t) = −u(x, t) and
v¯(x, t) = −v(x, t) into (4), we obtain the following equivalent fractional system:{
∂αu¯
∂tα
= v¯x,
∂αv¯
∂tα
= u¯u¯x.
This corresponds to the particular case b(u) =
√
u for the system given in (1). It is thus seen that (1)
can be viewed as a nonlinear version of (3) and a generalization of (4) with respect to the above-mentioned
substitution. Hence, the results of this paper generalize the results of [17].
The importance of finding exact solutions of (1) lies in the fact that if (u(x, t), v(x, t)) solves (1), then
u(x, t) solves the sequential equation
∂α
∂tα
∂α
∂tα
u =
(
b2(u)ux
)
x
. (5)
For example, in the case α = 1, the equation (5) becomes the well-known nonlinear wave equation and in
the case α = 12 , the component u(x, t) of the solutions of (1) with t > 0 is a solution to the nonlinear heat
equation with source
ut =
(
b2(u)ux
)
x
+
1√
π
g(x)√
t
, g(x) =
1√
π
∫ t
0
u(x, τ)√
t− τ dτ
∣∣∣∣
t=0
, t > 0,
by virtue of the formula [20]
∂p
∂tp
∂q
∂tq
f(x, t) =
∂p+qf(x, t)
∂tp+q
−
n∑
j=1
[
∂q−jf(x, t)
∂tq−j
]∣∣∣∣
t=0
tm−p−j
Γ(1 +m− p− j) , with m−1 ≤ p < m, n−1 ≤ q < n.
However, it should be noted that, in general, the Lie group of point transformations that leaves the system
in (1) invariant, does not necessarily correspond to a Lie group of point transformations that leaves the
single equation in (5) invariant.
We study the system given in (1) using Lie symmetry analysis. More explicitly, we present a complete
group classification depending on the function b(u) and describe the structure of Lie algebras generated by
the infinitesimal symmetries of (1). After obtaining the group classification of (1), we proceed to finding
optimal systems of Lie algebras and the reduced systems of ODEs. Using these optimal systems, we also
classify the group invariant solutions corresponding to the infinitesimal symmetries for 0 < α < 1.
The organization of this paper is as follows. In Section 2, we present a simple introduction to the Lie
symmetry analysis of systems of FPDEs and provide formulas useful in studying (1). In Section 3, we carry
out a complete group classification with respect to the function b(u). In Section 4, we further investigate the
structure of the corresponding Lie algebras of infinitesimal symmetries and determine the optimal systems.
We also reduce (1) to systems of fractional and non-fractional ODEs in accordance with these optimal
systems. For particular cases, some explicit solutions are given in Section 5.
2. Lie symmetry analysis for a system of fractional partial differential equations
To begin, we present the basic definitions and formulas needed to carry out the Lie symmetry analysis of
a system of FPDEs. The general form of a system of time fractional PDEs with two independent variables
x and t is as follows: {
∂αu(x,t)
∂tα
= F1(x, t, u, ux, uxx, . . . , v, vx, vxx, . . .),
∂αv(x,t)
∂tα
= F2(x, t, u, ux, uxx, . . . , v, vx, vxx, . . .),
(6)
where the subscripts denote partial derivatives and α is a positive real number. In the Lie symmetry analysis,
the infinitesimal generator of (6) is given by
X = ξ
∂
∂x
+ τ
∂
∂t
+ µ
∂
∂u
+ φ
∂
∂v
,
2
and the corresponding prolonged infinitesimal generator is
X˜ = X + µ(α)
∂
∂utα
+ µ(1)
∂
∂ux
+ · · ·+ φ(α) ∂
∂vtα
+ φ(1)
∂
∂vx
+ · · · , (7)
where τ, ξ, µ and φ are infinitesimals and µ(α), µ(n), φ(α) and φ(n) (n = 1, 2, . . .) are extended infinitesimals.
Explicitly, µ(n) and φ(n) are given by
µ(1) = Dx(µ)− uxDx(ξ)− utDx(τ),
µ(2) = Dx(µ
(1))− uxxDx(ξ)− uxtDx(τ),
...
φ(1) = Dx(φ) − vxDx(ξ) − vtDx(τ),
φ(2) = Dx(φ
(1))− vxxDx(ξ)− vxtDx(τ),
... (8)
where Dx is the total derivative operator defined as
Dx :=
∂
∂x
+ ux
∂
∂u
+ uxx
∂
∂ux
+ · · ·+ vx ∂
∂v
+ vxx
∂
∂vx
+ · · · .
The αth order extended infinitesimals have the following forms [16, 18]:
µ(α) = Dαt (µ)− αDt(τ)
∂αu
∂tα
−
∞∑
n=1
(
α
n
)
Dnt (ξ)D
α−n
t (ux)−
∞∑
n=1
(
α
n+ 1
)
Dn+1t (τ)D
α−n
t (u),
φ(α) = Dαt (φ)− αDt(τ)
∂αv
∂tα
−
∞∑
n=1
(
α
n
)
Dnt (ξ)D
α−n
t (vx)−
∞∑
n=1
(
α
n+ 1
)
Dn+1t (τ)D
α−n
t (v). (9)
Here, Dt is the total derivative operator defined as
Dt :=
∂
∂t
+ ut
∂
∂u
+ uxt
∂
∂ux
+ · · ·+ vt ∂
∂v
+ vxt
∂
∂vx
+ · · · .
Because the lower limit of the integral in (2) is fixed, it should be invariant with respect to point transfor-
mations. We thus arrive at the initial condition
τ(x, t, u, v)|t=0 = 0. (10)
We should note that the last three terms on the right-hand side of each equation in (9) are already in
factored forms with respect to the partial derivatives of u and v. Hence, we need only consider the first
terms, Dαt (µ) and D
α
t (φ).
In the following lemma, we present explicit forms of the extended infinitesimals µ(α), φ(α) that are readily
computed.
Lemma 1. The extended infinitesimals µ(α) and φ(α) in (9) can be re-written as
µ(α) =
∂αµ
∂tα
− u∂
αµu
∂tα
− v ∂
αµv
∂tα
+ (µu − αDt(τ)) ∂
αu
∂tα
+ µv
∂αv
∂tα
−
∞∑
n=1
(
α
n
)
Dnt (ξ)D
α−n
t (ux)
+
∞∑
n=1
[(
α
n
)
∂nµu
∂tn
−
(
α
n+ 1
)
Dn+1t (τ)
]
Dα−nt (u) +
∞∑
n=1
(
α
n
)
∂nµv
∂tn
Dα−nt (v) + µ1, (11)
3
φ(α) =
∂αφ
∂tα
− v ∂
αφv
∂tα
− u∂
αφu
∂tα
+ (φv − αDt(τ))∂
αv
∂tα
+ φu
∂αu
∂tα
−
∞∑
n=1
(
α
n
)
Dnt (ξ)D
α−n
t (vx)
+
∞∑
n=1
[(
α
n
)
∂nφv
∂tn
−
(
α
n+ 1
)
Dn+1t (τ)
]
Dα−nt (v) +
∞∑
n=1
(
α
n
)
∂nφu
∂tn
Dα−nt (u) + φ1, (12)
where
µ1 =
∞∑
n=2
n∑
m1+m2=2
∑
k1=0,..,m1
k2=0,..,m2
k1+k2≥2
k1∑
r1=0
k2∑
r2=0
(
α
n
)(
n
m1
)(
n−m1
m2
)(
k1
r1
)(
k2
r2
)
1
k1!k2!
tn−α
Γ(n+ 1− α)
×(−u)r1(−v)r2 ∂
m1uk1−r1
∂tm1
∂m2vk2−r2
∂tm2
∂n−m1−m2+k1+k2µ
∂tn−m1−m2∂uk1∂vk2
,
and
φ1 =
∞∑
n=2
n∑
m1+m2=2
∑
k1=0,..,m1
k2=0,..,m2
k1+k2≥2
k1∑
r1=0
k2∑
r2=0
(
α
n
)(
n
m1
)(
n−m1
m2
)(
k1
r1
)(
k2
r2
)
1
k1!k2!
tn−α
Γ(n+ 1− α)
×(−u)r1(−v)r2 ∂
m1uk1−r1
∂tm1
∂m2vk2−r2
∂tm2
∂m−m1−m2+k1+k2φ
∂tn−m1−m2∂uk1∂vk2
.
Proof. It is sufficient to prove the formula for µ(α). This can be done by carrying out an expansion of
the first term Dαt (µ) in (9) by applying a generalized Leibniz rule and a generalized chain rule [19, 20], as
follows:
Dαt (µ) =
∞∑
n=0
(
α
n
)
tn−α
Γ(n+ 1− α)D
n
t (µ)
=
∞∑
n=0
n∑
m1+m2=0
(
α
n
)
tn−α
Γ(n+ 1− α)
(
n
m1
)(
n−m1
m2
) [
∂n−m1−m2∂m1∂m2µ(x, t, u(x, t1), v(x, t2))
∂tn−m1−m2∂tm11 ∂t
m2
2
]∣∣∣∣t1=t
t2=t
=
∞∑
n=0
n∑
m1+m2=0
m1∑
k1=0
k1∑
r1=0
m2∑
k2=0
k2∑
r2=0
(
α
n
)
tn−α
Γ(n+ 1− α)
(
n
m1
)(
n−m1
m2
)(
k1
r1
)(
k2
r2
)
1
k1!k2!
× (−u)r1(−v)r2 ∂
m1uk1−r1
∂tm1
∂m2vk2−r2
∂tm2
∂n−m1−m2+k1+k2µ
∂tn−m1−m2∂uk1∂vk2
. (13)
Because µ1 is equal to the partial sum obtained from (13) by retaining only the terms for which the sum of
k1 and k2 is greater than 1, we need to examine only the case in which k1+k2 ≤ 1. All possible summations
over values of (m1,m2, k1, k2, r1, r2) satisfying this inequality can be divided into five cases, which we index
by i. We write the resulting sum Dαt (µ)i). These quantities are listed in the following table.
Subcase i (m1,m2, k1, k2, r1, r2) D
α
t (µ)i)
1) (0, 0, 0, 0, 0, 0) Dαt (µ)1) =
∞∑
n=0
(
α
n
)
Dα−nt 1 · ∂
nµ
∂tn
= ∂
αµ
∂tα
2) (0, 0, 1, 0, 1, 0) Dαt (µ)2) =
∞∑
n=0
(
α
n
)
Dα−nt 1(−u)∂
n+1µ
∂tn∂u
= −u∂αµu
∂tα
3) (0, 0, 0, 1, 0, 1) Dαt (µ)3) = −v ∂
αµv
∂tα
4) (m1, 0, 1, 0, 0, 0) D
α
t (µ)4) = µu
∂αu
∂tα
+
∞∑
n=1
(
α
n
)
∂nµu
∂tn
Dα−nt u
5) (0,m2, 0, 1, 0, 0) D
α
t (µ)5) = µv
∂αv
∂tα
+
∞∑
n=1
(
α
n
)
∂nµv
∂tn
Dα−nt v
4
The explicit form of µ(α) given in the statement of the lemma can be obtained by substituting the sum
of Dαt (µ)i) in the above five cases and µ1 into (9). The formula for ϕ
(α) can be obtained similarly. 
Note: If µ(α) or φ(α) is linear in u and v, then µ1 = 0 and φ1 = 0, respectively.
The infinitesimal invariance criterion in the Lie symmetry analysis for the system given in (6) is

X˜(utα − F1(x, t, u, ux, uxx, . . . , v, vx, vxx, . . .))
∣∣∣
(6)
= 0,
X˜(vtα − F2(x, t, u, ux, uxx, . . . , v, vx, vxx, . . .))
∣∣∣
(6)
= 0,
(14)
where X˜ is given by (7), (8), (11) and (12). We are now ready to investigate the infinitesimal symmetries
of the system in (1) following the above-mentioned Lie symmetry analysis of the time fractional system.
3. Lie symmetry analysis of the fractional nonlinear evolution system given in (1)
In this section, we study (1) using the formulas obtained in the previous section. There are two cases
regarding the symmetry group of (1), as determined by the form of the function b(u), one in which b(u)
possesses the form of a power function, and one in which it does not. The only difference between these
cases is that in the former case, the symmetry group of (1) possesses an additional symmetry that does not
exist in the latter case. For each cases we obtain the infinitesimal symmetries.
From (14), we obtain the following invariance criterion for (1):{
X˜(utα − vx)|(1) = 0,
X˜(vtα − b2(u)ux)|(1) = 0.
In explicit form, this is {(
µ(α) − φ(1))∣∣
(1) = 0,
(φ(α) − 2µbb′ux − b2µ(1))
∣∣
(1) = 0.
(15)
From (15), we obtain the following (overdetermined) system of determining equations by setting the coef-
ficients of the linearly independent partial derivatives Dα−nt u, D
α−n
t v, D
α−n
t ux, D
α−n
t vx, vx, ux, vt, uxvt,
vxvt, uxvx and v
2
x equal to zero:(
α
n
)
∂nµu
∂tn
−
(
α
n+ 1
)
Dn+1t τ = 0, n = 1, 2, . . . ,
∂nµv
∂tn
= 0, n = 1, 2, . . . ,
Dnt (ξ) = 0, n = 1, 2, . . . ,
µu − αDt(τ) − φv + ξx = 0,
b2µv − φu = 0,
∂αµ
∂tα
− v ∂
αµv
∂tα
− u∂
αµu
∂tα
− φx + µ1 = 0,
∂nφu
∂tn
= 0, n = 1, 2, . . . ,(
α
n
)
∂nφv
∂tn
−
(
α
n+ 1
)
Dn+1t τ = 0, n = 1, 2, . . . ,
b2φv − αb2Dt(τ) − 2bb′µ− b2µu + b2ξx = 0,
∂αφ
∂tα
− v ∂
αφv
∂tα
− u∂
αφu
∂tα
− b2µx + φ1 = 0,
τx = τu = τv = 0,
ξu = ξv = 0.
5
Analyzing the above overdetermined system with the initial condition (10), we are able to deduce the
following infinitesimal symmetries:
Case 1. This is the generic situation, which applies to all forms of b(u), except b(u) = kum (with k,m 6= 0).
In this case, the infinitesimals are
τ =
s1
α
t, ξ = s1x+ s2, µ = 0, φ = s(t),
where s1 and s2 are arbitrary constants, and s(t) is a solution of the equation
dαs(t)
dtα
= 0. With these
infinitesimals, we have the following infinitesimal symmetries:
X1 =
∂
∂x
, X2 = s(t)
∂
∂v
, X3 = x
∂
∂x
+
t
α
∂
∂t
.
Case 2. In the special case that b(u) takes the form kum (with k,m 6= 0), the infinitesimal are
τ =
s1
α
t, ξ = (s1 + s3)x+ s2, µ =
s3
m
u, φ =
(1 +m)s3
m
v + s(t),
where s1, s2 and s3 are arbitrary constants, and s(t) is a solution of the equation
dαs(t)
dtα
= 0. Thus, in
this case, along with X1, X2 and X3 given above, there is the following additional symmetry:
X4 = x
∂
∂x
+
u
m
∂
∂u
+
1 +m
m
v
∂
∂v
.
Because we now have a complete group classification of (1), we are in a position to investigate the one-
dimensional optimal systems of Lie algebras of its infinitesimal symmetries and the classification of group
invariant solutions. However, before moving on to the next section, we note that the solution of the equation
dαs(t)
dtα
= 0 is
s(t) = c1t
α−1 + c2tα−2 + · · ·+ cntα−n,
where ci are arbitrary constants and n is a positive integer satisfying n− 1 < α < n.
4. Optimal systems and the classification of invariant solutions
An infinitesimal symmetry of a system of FPDEs generates a one-parameter group Ga of transformations.
The group Ga maps any solution of the system in (6) to a solution of the same system. An invariant
solution of (6) is a solution that remains unaltered under any transformation in the group Ga. The solution
(u(x, t), v(x, t)) of (6) is an invariant of the group Ga with the infinitesimal symmetry X = ξ
∂
∂x
+ τ ∂
∂t
+
µ ∂
∂u
+ φ ∂
∂v
if and only if it solves the invariance surface condition [6]{
ξ ∂u
∂x
+ τ ∂u
∂t
− µ = 0,
ξ ∂v
∂x
+ τ ∂v
∂t
− φ = 0.
In this section, we classify the group invariant solutions of (1) corresponding to infinitesimal symmetries
for the case 0 < α < 1. The invariant solutions of (1) corresponding to any infinitesimal symmetry can
be obtained using Lie symmetry transformations applied to the invariant solutions corresponding to the
infinitesimal symmetries of any optimal system of one-dimensional subalgebras of infinitesimal symmetries
[7]. The optimal systems of low-dimensional Lie algebras are determined in [21]. For this reason, we need
only to describe the invariant solutions corresponding to the infinitesimal symmetries of the optimal system.
More explicitly, we express the invariant solutions as solutions of reduced systems of ODEs. We choose
optimal systems, which lead us to simpler reduced systems, by using the results given in [21]. In the
following two subsections, we determine the optimal systems and corresponding reduced systems for Cases
1 and 2 specified above.
6
4.1. Case 1.
From the discussion above, we know that in this case, for α satisfying 0 < α < 1, the system in (1)
possesses the following infinitesimal symmetries:
X1 =
∂
∂x
, X2 = t
α−1 ∂
∂v
, X3 = x
∂
∂x
+
t
α
∂
∂t
.
The commutator table for the Lie algebra generated by these infinitesimal symmetries is given below (where
i and j index the row and column).
[Xi, Xj] X1 X2 X3
X1 0 0 X1
X2 0 0
1−α
α
X2
X3 −X1 − 1−αα X2 0
Table 1: Commutator table for Case 1.
We see from this table that the Lie algebra in this case is identical to the Lie algebra A3,5 given in [21].
Thus, the one-dimensional optimal system of the Lie algebra generated by X1, X2 and X3 is that obtained
in [21],
U1 = X1 + aX2 ( with a = 0, 1,−1), U2 = X3, U3 = X2.
Then, using the standard characteristic method, we obtain the invariant solutions and reduced systems of
ODEs of (1) corresponding to each symmetry Uj . These are given below.
Uj Invariant solutions (uj(x, t), vj(x, t)) Reduced systems of ODEs
U1
{
u(x, t) = ϕ(t),
v(x, t) = ψ(t) + atα−1x,
{
dαϕ
dtα
= atα−1,
dαψ
dtα
= 0,
a = 0, 1,−1
U2
{
u(x, t) = ϕ(z),
v(x, t) = ψ(z),
with z = tx−
1
α
{
dαϕ
dzα
= − 1
α
zψ′,
dαψ
dzα
= − 1
α
zb2(ϕ)ϕ′,
U3 There are no invariant solutions.
Table 2: The optimal systems and reduced systems of (1) for Case 1
We consider the reduced systems of ODEs corresponding to U1 in subsequent sections. The reduced
system of ODEs corresponding to U2 depends on b(u), and for this reason, we do not solve it.
4.2. Case 2.
To obtain the optimal systems for this case, here we construct both the commutator and adjoint tables
for the Lie algebras of infinitesimal symmetries. The adjoint table is given by
Ad(e(εYi))Yj = Yj − ε[Yi, Yj ] + ε
2
2
[Yi, [Yi, Yj ]]− . . . , where ε ∈ R.
In the present case, for α satisfying 0 < α < 1, the system in (1) becomes{
∂αu
∂tα
= vx,
∂αv
∂tα
= k2u2mux,
(16)
and the corresponding infinitesimal symmetries are
X1 =
∂
∂x
, X2 = t
α−1 ∂
∂v
, X3 = x
∂
∂x
+
t
α
∂
∂t
, X4 = x
∂
∂x
+
u
m
∂
∂u
+
m+ 1
m
v
∂
∂v
.
The optimal systems of a given Lie algebra depend on the structure of that Lie algebra. Because the
structure of the Lie algebra generated by the above X1, X2, X3 and X4 depends on the parameters m and
α, we study (16) in two subcases characterized by the relations 2mα+ α−m 6= 0 and 2mα+ α−m = 0.
7
Case 2.1.
Let us consider the case 2mα + α −m 6= 0. Then, for the Lie algebra generated by the symmetries Xi
(i = 1, . . . , 4), we choose a new basis Yi (i = 1, . . . , 4) such that the Lie algebra consists of the direct sum
of two subalgebras L1 and L2, where L1 is generated by Y1 and Y2, and L2 is generated by Y3 and Y4. We
choose this new basis as follows:
Y1 = − (m+ 1)α
2mα+ α−mX3 −
m(α− 1)
2mα+ α−mX4, Y2 = −X1, Y3 =
mα
2mα+ α−m(X3 −X4), Y4 = −X2.
The commutator and adjoint tables for Yi (i = 1, . . . , 4) are given below (where i and j index the row and
column).
[Yi, Yj ] Y1 Y2 Y3 Y4
Y1 0 Y2 0 0
Y2 −Y2 0 0 0
Y3 0 0 0 Y4
Y4 0 0 −Y4 0
Table 3: Commutator table for Case 2.1.
Ad(e(εYi))Yj Y1 Y2 Y3 Y4
Y1 Y1 e
−ǫY2 Y3 Y4
Y2 Y1 + ǫY2 Y2 Y3 Y4
Y3 Y1 Y2 Y3 e
−ǫY4
Y4 Y1 Y2 Y3 + ǫY4 Y4
Table 4: Adjoint table for Case 2.1.
We choose the following optimal system for the Lie algebra generated by Yi (i = 1, . . . , 4) to simplify the
reduced systems of FODEs:
U1 = Y2 + aY4 = −X1 − aX2, a = 0, 1,−1,
U2 = Y2 +
(2mα+α−m)a
mα
Y3 = −X1 + aX3 − aX4, a = 1,−1,
U3 = (2mα+ α−m)Y1 + aY4 = −aX2 − (m+ 1)αX3 −m(α− 1)X4, a = 1,−1,
U4 = Y1 +
(2mα+α−m)a−mα+m
mα
Y3 = (a− 1)X3 − aX4, a ∈ R,
U5 =
2mα+α−m
mα
Y3 = X3 −X4,
U6 = Y4 = −X2.
Remark 1. We see from Table 3 that this Lie algebra is identical to the Lie algebra 2A2 given in [21]. If
we act on U2 and U3 with Ad(e
ǫY1) and Ad(eǫY3), respectively, with suitable ǫ, we obtain the equivalences
U2 ∼ Y1 + aY3 and U3 ∼ Y1 + aY4 (a = ±1). This demonstrates the correspondence between the optimal
system chosen here and the optimal system in [21].
In Tables 5 and 6, we display the similarity variables zj , invariant solutions (uj(x, t), vj(x, t)) expressed
as solutions (ϕ(z), ψ(z)) of the reduced systems of ODEs, and the reduced system of ODEs corresponding
to Uj in the optimal system. Note that due to the divergence of the integral in the definition (2) of the
Riemann-Liouville derivative, d
α
dtα
(tp) is not defined for p ≤ −1 [19]. For this reason, here we need an
additional assumption, which is expressed in Table 5, regarding invariant solutions corresponding to the
symmetry U5.
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Uj zj Invariant solutions (uj(x, t), vj(x, t))
U1 t
{
u(x, t) = ϕ(t),
v(x, t) = ψ(t) + axtα−1,
a = 0, 1,−1
U2 t exp
(
a
α
x
) {u(x, t) = exp ( amx)ϕ(z),
v(x, t) = a exp
(
(m+1)a
m
x
)
ψ(z),
a = 1,−1
U3 tx
− m+12mα+α−m
{
u(x, t) = x
α−1
2mα+α−mϕ(z),
v(x, t) = x
(m+1)(α−1)
2mα+α−m ψ(z) + a2mα+α−m t
α−1 ln(x),
a = 1,−1
U4 tx
a−1
α
{
u(x, t) = x
a
mϕ(z),
v(x, t) = x
(m+1)a
m ψ(z),
a ∈ R
U5 x
{
u(x, t) = t−
α
mϕ(x),
v(x, t) = t−
(m+1)α
m ψ(x),
m < 0 or m > α1−α
U6 There are no invariant solutions.
Table 5: Similarity variables zj and invariant solutions (uj , vj) for Case 2.1.
Uj Reduced system of ODEs
U1
{
dαϕ(t)
dtα
= atα−1,
dαψ(t)
dtα
= 0,
a = 0, 1,−1
U2
{
dαϕ
dzα
=
(
m+1
m
ψ + 1
α
zψ′
)
,
dαψ
dzα
= k2ϕ2m
(
1
m
ϕ+ 1
α
zϕ′
)
,
U3
{
dαϕ
dzα
= m+12mα+α−m ((α− 1)ψ − zψ′) + a2mα+α−mzα−1,
dαψ
dzα
= k
2
2mα+α−mϕ
2m ((α− 1)ϕ− (m+ 1)zϕ′) , a = 1,−1
U4
{
dαϕ
dzα
= (m+1)a
m
ψ + a−1
α
zψ′,
dαψ
dzα
= k2ϕ2m
(
a
m
ϕ+ a−1
α
zϕ′
)
,
a ∈ R
U5


ψ′(x) =
Γ(1− αm )
Γ(1− (m+1)αm )
ϕ(x),
k2ϕ2mϕ′(x) =
Γ(1− (m+1)αm )
Γ(1− (2m+1)αm )
ψ(x),
m < 0 or m > α1−α
Table 6: Reduced systems of ODEs for Case 2.1.
Case 2.2.
Next, let us consider the case 2mα+α−m = 0. In this case, we obtain m = α1−2α with α 6= 12 . Then, for
the Lie algebra generated by the symmetries Xi (i = 1, . . . , 4), we again choose a new basis Yi (i = 1, . . . , 4)
such that the Lie algebra consists of the direct sum of two subalgebras L1 and L2. However, in this case L1
is generated by Y1, Y2 and Y3, and L2 is generated by Y4. The new basis is
Y1 = X1, Y2 = X2, Y3 = X4, Y4 = X4 −X3.
The commutator and adjoint tables for Yi (i = 1, . . . , 4) are given below:
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[Yi, Yj ] Y1 Y2 Y3 Y4
Y1 0 0 Y1 0
Y2 0 0
1−α
α
Y2 0
Y3 −Y1 − 1−αα Y2 0 0
Y4 0 0 0 0
Table 7: Commutator table for Case 2.2.
Ad(e(εYi))Yj Y1 Y2 Y3 Y4
Y1 Y1 Y2 Y3 − εY1 Y4
Y2 Y1 Y2 Y3 − 1−αα εY2 Y4
Y3 e
εY1 e
1−α
α
εY2 Y3 Y4
Y4 Y1 Y2 Y3 Y4
Table 8: Adjoint table for Case 2.2.
We choose the following optimal system in the new and original bases:
U1 = Y1 + aY2 = X1 + aX2, a = 0, 1,−1,
U2 = Y1 + a1Y2 + a2Y4
= X1 + a1X2 − a2X3 + a2X4, (a1, a2) ∈ {(a,±1)|a ∈ R},
U3 = Y3 + (a− 1)Y4 = (1− a)X3 + aX4, a ∈ R,
U4 = aY2 + Y4 = aX2 −X3 +X4, a = 0, 1,−1,
U5 = Y2 = X2.
We see from Table 7 that this Lie algebra is identical to the Lie algebra A3,5 ⊕ A1 given in [21]. Hence,
considering the following equivalences regarding the actions of Ad(eǫY3) on U2, it is seen that our optimal
system of this Lie algebra corresponds bijectively to that given in [21].
a) For any a > 0, there exists b > 0 such that Y1 + aY2 + Y4 ∼ Y1 + Y2 + bY4,
b) For any a > 0, there exists b < 0 such that Y1 + aY2 − Y4 ∼ Y1 + Y2 + bY4,
c) For any a < 0, there exists b > 0 such that Y1 + aY2 + Y4 ∼ Y1 − Y2 + bY4,
d) For any a < 0, there exists b < 0 such that Y1 + aY2 − Y4 ∼ Y1 − Y2 + bY4.
In the following Table 9, we display the similarity variables zj and invariant solutions (uj(x, t), vj(x, t)),
which are expressed as solutions of reduced systems. Then, in Table 10, we present the reduced systems of
ODEs corresponding to the above optimal system.
10
Uj zj Invariant solutions (uj(x, t), vj(x, t))
U1 t
{
u(x, t) = ϕ(t),
v(x, t) = ψ(t) + axtα−1,
a = 0, 1,−1
U2 t exp(
a2
α
x)


u(x, t) = exp
(
a2(1−2α)
α
x
)
ϕ(z),
v(x, t) = a2 exp
(
a2(1−α)
α
x
)
ψ(z) + a1xt
α−1,
(a1, a2) ∈ {(a,±1)|a ∈ R}
U3 tx
a−1
α
{
u(x, t) = x
a(1−2α)
α ϕ(z),
v(x, t) = x
a(1−α)
α ψ(z),
a ∈ R
U4 x
{
u(x, t) = t2α−1ϕ(x),
v(x, t) = tα−1ψ(x) − aαtα−1 ln(t), a = 0, 1,−1
U5 There are no invariant solutions.
Table 9: Similarity variables zj and invariant solutions (uj , vj) for Case 2.2.
Uj Reduced system of ODEs
U1
{
dαϕ(t)
dtα
= atα−1,
dαψ(t)
dtα
= 0,
a = 0, 1,−1
U2
{
dαϕ
dzα
= 1
α
((1− α)ψ + zψ′) + a1zα−1,
dαψ
dzα
= k
2
α
ϕ
2α
1−2α ((1− 2α)ϕ+ zϕ′) , a1 ∈ R
U3
{
dαϕ
dzα
= 1
α
(a(1− α)ψ + (a− 1)zψ′) ,
dαψ
dzα
= k
2
α
ϕ
2α
1−2α (a(1− 2α)ϕ+ (a− 1)zϕ′) , a ∈ R
U4
{
ψ′(x) = Γ(2α)Γ(α) ϕ(x),
k2ϕ
2α
1−2αϕ′(x) = −aΓ(α+ 1), a = 0, 1,−1,
Table 10: Reduced systems of ODEs for Case 2.2.
With the above results for the optimal systems in Cases 2.1 and 2.2, we arrive at the following three
conclusions for the case m = α1−2α .
1. The two invariant solutions corresponding to U1 in Cases 2.1 and 2.2 coincide.
2. The invariant solutions corresponding to U3 in Case 2.1 coincide with the invariant solutions corre-
sponding to U4 in Case 2.2.
3. The invariant solutions corresponding to U4 in Case 2.1 coincide with the invariant solutions corre-
sponding to U3 in Case 2.2.
Even though the elements of the optimal systems in Cases 2.1 and 2.2 correspond to each other, except for
the element U2, the reduced systems of ODEs in Cases 2.1 and 2.2 generally differ, possessing a relationship
determined by the choice of the similary variable z.
In the next section, we derive several explicit invariant solutions of the fractional system in (1) by solving
the reduced systems of ODEs obtained in this section.
5. Explicit solutions of the fractional nonlinear evolution system given in (1)
In the general case, solving fractional order nonlinear systems of ODEs is a challenging problem. However,
here we are able to derive several explicit solutions of the reduced systems of ODEs obtained in the previous
section. Then, using these solutions, we obtain several group invariant solutions of (1).
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5.1. Reduced system of ODEs corresponding to U1
The reduced systems of ODEs corresponding to U1 are essentially the same in all three cases. The
following is the solution to each of these:{
ϕ(t) = aΓ(α) t
2α−1 + c1tα−1,
ψ(t) = c2t
α−1,
where c1 and c2 are arbitrary constants. With the above, we obtain the following for the invariant solution
of (1): {
u(x, t) = aΓ(α) t
2α−1 + c1tα−1,
v(x, t) = (c2 + ax)t
α−1.
(17)
5.2. Reduced system of ODEs corresponding to U4 in Case 2.1
The reduced system of ODEs corresponding to U4 in Case 2.1 has the general form{
dαϕ
dzα
= a1ψ + a2zψz,
dαψ
dzα
= ϕ2m(b1ϕ+ b2zϕz),
(18)
where a1, a2, b1 and b2 are constants. We formulate the following lemma with respect to a solution of the
system given in (18).
Lemma 2. Let us assume that the parameter m satisfies m < 0 or m > α1−α . Then, if the inequalities
m 6= α
1− 2α, a1 −
m+ 1
m
a2α 6= 0, b1 − 1
m
b2α 6= 0
hold, the system in (18) has a solution of the form ϕ(z) = c1z
λ1 , ψ(z) = c2z
λ2 , where
λ1 = − α
m
, λ2 = − (m+ 1)α
m
,
c1 =
(
Γ
(
1− α
m
)
m2
Γ
(
1− (2m+1)α
m
)
(ma1 − (m+ 1)a2α)
1
(mb1 − b2α)
) 1
2m
,
c2 =
1
Γ
(
1− (m+1)α
m
)
(
Γ
(
1− α
m
)2m+1
m2m+2
Γ
(
1− (2m+1)α
m
) 1
(ma1 − (m+ 1)a2α)2m+1(mb1 − b2α)
) 1
2m
.
Proof. Directly substituting ϕ(z) = c1z
λ1 and ψ(z) = c2z
λ2 into (18) we obtain{
c1
Γ(1+λ1)
Γ(1+λ1−α)z
λ1−α = c2(a1zλ2 + a2λ2zλ2),
c2
Γ(1+λ2)
Γ(1+λ2−α)z
λ2−α = c2m+11 z
2λ1m(b1z
λ1 + b2λ1z
λ1).
(19)
The powers of z appearing here should be equal in the two equations. From this observation, we have
λ1 = − α
m
, λ2 = − (m+ 1)α
m
.
Next, by the assumption of the lemma, we see that λ1 > −1 and λ2 > −1. From these results for λ1 and
λ2, c1 and c2 are obtained as in the statement of the lemma. 
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The reduced system of ODEs corresponding to U4 in Case 2.1 satisfies the conditions of Lemma 2, which
implies that there exists a solution (ϕ(z), ψ(z)) as in the lemma. Then, from Tables 5 and 6, we obtain the
following explicit invariant solution to (1) with the condition that m satisfies either m < 0 or m > α1−α :

u(x, t) =
[
m2
k2(m+1)(2m+1)
Γ(− α
m
)
Γ(− (2m+1)α
m
)
] 1
2m
x
1
m t−
α
m ,
v(x, t) =
[
m2m+2
k2(m+1)4m+1(2m+1)
Γ(− αm )
2m+1
Γ(− (m+1)αm )
2m
Γ(− 2m+1m α)
] 1
2m
x
m+1
m t−
(m+1)α
m .
(20)
Finally, note that even though the reduced systems corresponding to U2 in Case 2.1 and U3 in Case 2.2 are
of the form (18), these systems do not satisfy the conditions of Lemma 2.
5.3. Reduced system of ODEs corresponding to U5 in Case 2.1
By direct integration of the reduced system in this case, we obtain the following implicit solution with
the condition m < 0 or m > α1−α :

x =
(
k2
(m+1)
Γ(1− (m+1)αm )
2m
Γ(1− (2m+1)αm )
Γ(1− αm )
2m+1
) 1
2m+2
∫ ψ
ψ0
dθ
(θ2 + c1)
1
2m+2
+ c2,
ϕ =
(
m+1
k2
Γ(1− (m+1)αm )
2
Γ(1− αm )Γ(1−
(2m+1)α
m )
(
ψ2 + c1
)) 12m+2
.
(21)
Here ψ0 is an appropriately chosen lower bound, and c1 and c2 are constants. The invariant solution
(u(x, t), v(x, t)) can be obtained from the above implicit solution and the form corresponding to U5 given in
Table 5. Integrating the above solution explicitly is difficult, but for some particular values of the parameters
c1, c2 and m, explicit invariant solutions can be readily obtained. For example, for c1 = 0, we obtain the
invariant solution

u(x, t) =
(
m2
k2(m+1)(2m+1)
Γ(− αm )
Γ(− (2m+1)αm )
) 1
2m
(x− c2) 1m t− αm ,
v(x, t) =
(
m2m+2
k2(m+1)4m+1(2m+1)
1
Γ(− (m+1)αm )
2m
Γ(− αm )
2m+1
Γ(− (2m+1)αm )
) 1
2m
(x− c2)m+1m t−
(m+1)α
m ,
(22)
which is identical to that obtained in [17] for m = 12 and k = 1. Note that (20) is invariant under the
transformations corresponding to X2 and X4. This implies that (22) is an invariant solution not only of
the system of ODEs corresponding to U5 but also of the system of ODEs corresponding to U4 when c2 = 0.
Substituting m = − 12 and c1 6= 0 into (21), we obtain another explicit invariant solution,

u(x, t) = c12k2
Γ(1+α)2
Γ(1+2α) t
2α
[
tan2
(√
c1
2k2 Γ(1 + α)(x − c2)
)
+ 1
]
,
v(x, t) =
√
c1t
α tan
(√
c1
2k2 Γ(1 + α)(x − c2)
)
.
(23)
5.4. Reduced system of ODEs corresponding to U2 in Case 2.2
It can be easily shown that the reduced system in this case has the solution{
ϕ(z) = a1
Γ(α)
Γ(2α)z
2α−1,
ψ(z) = czα−1.
Then, we obtain the following invariant solution of (1) using the form of U2 given in Table 9:{
u(x, t) = a1
Γ(α)
Γ(2α) t
2α−1,
v(x, t) = a2ct
α−1 + a1xtα−1,
(24)
where c is a constant.
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5.5. Reduced system of ODEs corresponding to U4 in Case 2.2
The solution to the reduced system in this case is

ϕ(x) =
(
− aΓ(α+1)
k2(1−2α)x+ c1
)1−2α
,
ψ(x) = k
2(2α−1)
2a(1−α)
Γ(2α)
Γ(α)Γ(α+1)
(
aΓ(α+1)
k2(2α−1)x+ c1
)2(1−α)
+ c2.
With this and the form of U4 given in Table 9, we obtain the following explicit invariant solution:

u(x, t) =
(
− aΓ(α+1)
k2(1−2α)x+ c1
)1−2α
t2α−1,
v(x, t) =
(
k2(2α−1)
2a(1−α)
Γ(2α)
Γ(α)Γ(α+1)
(
aΓ(α+1)
k2(2α−1)x+ c1
)2(1−α)
− αa ln(t) + c2
)
tα−1.
(25)
We have thus found the group invariant solutions in all cases except for those corresponding to U2 and
U3 in Case 2.1 and U3 in Case 2.2.
6. Conclusion
In this work, we have studied a class of nonlinear evolution systems of time fractional partial differential
equations through application of Lie symmetry analysis. We presented a complete group classification of
the system. Also, we derived one-dimensional optimal systems of Lie algebras of infinitesimal symmetries
and reduced systems of fractional partial differential equations to fractional and non-fractional systems of
ordinary differential equations corresponding to the symmetries of the optimal systems in the case that the
order of the partial differential equations, α satisfies 0 < α < 1. Furthermore, exact invariant solutions of
the studied systems were obtained with the help of the reduced systems.
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