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Durante rnuchos alios, me han intrigado dos problemas referentes al conoci-
miento humane, El primcro cs el de explicar came conocerncs tanto, a partir
de una, experiencia tan limit.ada. E! segundo es el problema. de ~"t(plic!u'




Uno de los grandes pioneros de 130 teoria cognitiva es el profesor nortea-
mericano Noam Chomsky. En este ensayo presentaremos algunos de sus
muy numerosos aportes 301 desarrollo de esta nueva teoria, limitando la
atencion a las relaciones entre gramaticas y algoritmos.
Una manera muy sugestiva de abordar las relaciones entre los algoritmos
matematicos y las gramaticas de la teoria llngiiistica, 130 ofrece el propio
Noam Chomsky en su importante trabajo "El conocimiento del lenguaje" ,
publicado en espafiol por Alianza Universidad en 1989. Nos plantea en este
texto el Profesor Chomsky, dos problemas "perpendiculares" 0 "duales"
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y cuya solucion , al parecer, es la misma. De una parte, el problema de
Platen y de otra, el problema de Orwell. En palabras del propio autor,
estos problemas se formularian en la siguiente forma:
"Asi pues, el problema de Platen consiste en explicar como conocemos
tanto teniendo en cuenta que los datos de los que disponemos son tan
escasos. El problema de Orwell consiste en explicar como conocemos y
comprendemos tan poco, a pesar de que disponemos de unos datos tan
ricos" .J
En un extrema tendrfamos la "sabidurfa", y en el otro la "ignorancia"
y el "dogmatismo". No debe extraiiarnos que se llame al primero el "pro-
blema de Plat on" , y al segundo el "problema de Orwell" j Plat6n con su
teorfa de las "ideas", nos ofrece ejemplos claros de como "uno" -una idea-
se refiere a infinitos; George Orwell por su parte, en su novel a "1984", nos
ha hecho una descripcion alarrnante de 10 que es el dogmatismo y a 10 que
nos puede conducir - Lnos ha conducido?-.
Siguiendo la linea de pensamiento platonico, la idea "casa", a la cual
todo sujeto humane llega despues de conocer tres 0 cuatro casas concretas,
nos da la "sabiduria total" sobre las casas: Lcomo es esto posible? Sin
embargo, y al mismo tiempo, esta idea de casa que nos hace tan sabios, nos
vuelve tambien ignorantes y dogmaticos, pues nuestra "cultura occidental",
pongamos por caso, nos impide aceptar otras modalidades de vivieuda como
casas: una maloca tal vez no es una casa, i,Como es esto posible?
Segiin Chomsky, si entendemos los sujetos humanos como constructores
y manejadores de algoritmos y gramaticas, encontraremos una posible res-
puesta a estos dos problemas que se vuelven entonces uno solo: el hommo
algoritmo-gramatical es a la vez sabio e ignorante.
Para entenderlo, debemos ver algunos asuntos previos.
Aunque la palabra "algoritmo" es de origen arabe -siglo IX- los algorit-
mos son tan antiguos como el pensamiento rnatematico rnismo. Los pro-
cedimientos que utilizamos corrientemente para sumar y multiplicar , son
1 Chomsky, Noam. El Conocimiento del Lenguaje. Alianza Universidad.
Madrid, 1989.
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algoritmos inventados por las culturas babilonicas alrededor del aiio 2000
antes de nuestra era. Sin embargo, una definicion de este concepto surgio
apenas a comienzos de este siglo, y en ella participaron , entre otros, autores
como A.A. Markov, Emil Post y Alan Turing.
La teoria de algoritrnos adquirio un impulso muy import ante despues de
la forrnulacion del decimo problema de Hilbert. David Hilbert en el Con-
greso Internacional de Matematicas de 1900, celebrado en Paris, formula
una lista de 21 problemas que el ilustre matematico aleman consideraba
como los mas import antes en el momento. El problema mimero diez, plante-
aba encontrar un algoritmo para decidir las ecuaciones diofanticas". Este
problema fue resuelto en 1972, independientemente, por dos matematicos
sovieticos -Grigory Chudnovsky y Yury Matijasevich- de una manera que
Hilbert nunca imagine: no existe tal algoritrno.
Tan extraordinario result ado consolido definitivamente la teorfa de algo-
ritrnos, transformandose en una rama de las matematicas muy productiva,
la cual se ha convertido en uno de los fundamentos de 1a informatica y la
ingenierfa de sistemas.
La historia del concepto de gramatica es igualmente rica y larga. La
gramatica de Panini sobre el sanscrito, data del siglo IV antes de nues-
tra era, aproximadamente. Por su parte, la inftuyente obra de Ferdinand
de Saussure fue precedida de grandes descubrimientos como los de Jacob
Grimm, los de Karl Verner, y aquellos de los "jovenes gramaticos" de la
edad de oro de la filologfa, La escuela polaca de Roman Jacobson dio
piso solido a la moderna fonologia deterrninando, entre otras, las reglas
que distinguen los fonemas basicos de todo lengua, Este, y muchos otros
episodios, abrieron el camino para que el estructuralismos norteamericano
colocara a la lingiiistica teorica al borde de uno de sus mas influyentes
descubrimientos: lasrelaciones de equivalencia entre las gramaticas y los
algoritmos.
La obra pionera de Chomsky, de los anos cincuenta, bien puede ser
2 Una ecuacion diofantica es de la forma P :::0, donde P es un polinomio
con coeficientes enteros y las soluciones que se buscan son numeros enteros.
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objet ada por los lingiiistas; pero, de cualquier manera, su descubrimiento de
la jerarqufa gramatico- algorftmica forma parte sustancial del pensamiento
maternatico contemporaneo, y constituye uno de los capitulos centrales de
la teorfa cognitiva.
Retomando el motivo planteado al comienzo, debemos partir del asom-
broso hecho siguiente: la cantidad de oraciones -bien formadas- del espafiol
(0 decualquier otra lengua) es infinita. En efecto, supuesto 10 contrario,
existiria una oracion, llamemosla X, cuya longitud -en cantidad de fonemas-
es la mayor posible; X serfa entonces una de las oraciones "mas largas'?".
Esto es contradictorio pues la oracion "la oracion X es una de las oraciones
mas largas", nos daria otra estrictamente mas larga. Ahora bien, como
10 han mostrado Jacobson y sus colaboradores, la cantidad de fonemas de
una lengua es finita -33 para el caso del espafiol- 10 que nos da una doble
situacion a explicar: de un a parte, no toda secuencia finita de fonernas -
ex presion- es una oracion y de otra, aunque la cantidad de fonemas y reglas
gramaticales es finita, la de oraciones es infinita.
Tenemos asi, en cada lengua, un caso tipico del problema de Platen: una
colecci6n finita -Ios fonemas y las reglas gramaticales- nos permite manejar
una coleccion infinita- las oraciones-. Este, tambien, es un ejemplo para
el problema de Orwell: el manejo de una lenguaje se vuelve un habito
y no parece necesario el uso de otra diferente; pongamos por caso, nos
acostumbrarnos al espafiol yresulta entonces diffcil acceder al ingles, al
frances, al aleman, etc. De hecho, en el espafiol hay suficiente espacio
-infinito- como para perrnanecer en el indefinidamente.
La clave d~ todo esto, segiin Chomsky, radica en "la gramaticalidad":
de una parte, Ia gramatica separa las expresiones en "buenas" y "malas" y
de otra, las expresiones buenas 0 gramaticales 0 bien formadas, construidas
a partir de un alfabeto finito y con ayuda de una cantida finita de reglas,
conforman una coleccion infinita. En total, cad a gramatica perrnite el
manejo desde 1a finitud, de una infinitud, 10 cual nos darfa una primera
respuesta al problema de Platen; pero, al mismo tiempo, una gramatica
3 Podrfan existir otras oraciones con longitud igual a la de X.
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introduce cierta idea de "correccion" 0 de que las cosas andan "bien", 10
cual produce un determinado apego y una gran limitacion y, tendriamos
asi una explicaci6n inicial para el problema de Orwell.
Vea.mos ahora algunas de las ideas basicas e iniciales de Chomsky.
LA JERARQUIA CHOMSKIAN A
El diagrama que sigue es la representaci6n plana de un "algoritmo re-
gular" 81:
Figura 1
La anterior estructura matematica esta constituida por: un alfabeto
terminal 8 = {a,b,c}, un alfabeto auxiliar C = {50, 5J, 52, 53}, y unas
reglas de transformaci6n indicadas por las fiechas. Los elementos de 8 se.
denominan "estimulos" 0 segiin el caso "fonernas", "palabras" 0 "simbolos
terminales"; los de C reciben el nombre de "estados" 0 simbolos auxiliares
uno de los cuales - 50 - se denomina est.ado inicial y algunos otros, estados
finales - en el ejemplo hay s6lo un est ado inicial y coincide con 50-, situaci6n
que se sefiala con un doble circulo.
Las reglas se traducen en cambios de un estado a otro; asi la fiecha
vertical marcada con b en la figura 1, y que va desde 51 a 53, 10 cual
podriamos representar tambien sf: (b,51) -'r 33, 0 simplernente E5I53, se
lee asi: Si se recibe el estimulo b en estado 51, se pasa al estado 53.
Este algoritmo distingue secuencias finitas. Pongamos por caso, la ex-
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presion "aaaccabb" es una "oracion" 0 "expresion bien forrnada", pues
partiendo del estado inicial 50 Y recorriendo la secuencia de estfmulos de
izquierda a derecha como un "oyente", se sigue el camino 50 ......51 ......50 ........
51 ......51 ........51 ........50 ......52 ........50 que culmina en el estado final 50· Por
el contrario, la secuencia "accabacc" no es "correct a" , dado que deja el
algoritrno en el estado 52 que no es terminal. Este primer ejemplo muestra
claramente las dos situaciones previa.mente cornentadas: el conjunto E de
todas las expresiones se particiona en dos E = BUM, donde el de las
"buenas" expresiones es B y el de aquellas que son "malas" es M; ademas,
el conjunto B de las buenas expresiones es infinito.
Desde la perspectiva del "hahlante", la sit uacion anterior se puede












Una gramatica regular es tambien una estructura matematica. En el ejem-
plo anterior, se tiene un alfabeto terminal B = {a, b, c}, un alfabeto auxiliar
C = {.)0,.)1,52,.)3},y unas "reglas gramaticales regulares". Como en el
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caso de los algoritmos regulares, los elementos de B se denominan tambien
"fonernas", "simbolos terminales", etc.
EI simbolo auxiliar 50 recibe el apelativo de "axioma", pues al igual
que en las teorias axiomaticas, se comienza con este simbolo el proceso de
producci6n 0 generaci6n de una oraci6n. En general, una regIa gramatical
tiene la forma. a -+ (3 donde a y f3 son expresiones arbitr arias del alfabeto
B u C , y se lee " f3 reemplaza a". Cuando a y f3 tienen alguna forma
especial, la regIa recibe, a su vez , un apelativo especial. En e1 ejemplo en
consideraci6n, a es un simbolo auxiliar, y f3 es, 0 bien un simbolo terminal
o nn sfrnbolo auxiliar seguido de un sfrnbolo terminal. En tal caso la regla
se denomina regular, y cuando todas las reglas son regulares la gr amatica
se llama entonces regular, como sucede en el caso de nuestro ejemplo.
Una gramatica produce 0 genera "oraciones"; un ejemplo para el caso
SS1 es el siguiente:
So -+ as! -+ aaSo -+ aaa Sv >« aaac51 -+ aaaccii, -+ aaacco.Si, -+
aaaccab52 -+ aaaccabb
El proceso anterior trae a la mente el recuerdo de una "demostracion
matematica": se inicia COIl el axioma So y cada vez se aplica una "regia de
deducci6n", que en el caso que estamos tratando es una "regIa gramatical" .
















La gramatica SS1, produce las mismas oraciones que distingue el algo-
ritrno B1, y son por 10 tanto equivalentes. Este Sue uno de los descubri-
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mientos cruciales de Noam Chomsky: traducir cada tipo de algoritrno en
una clase especial de gramatica y redprocamente, 10 que origina una fuerte
relacion entre lingiiistica y matematica,
Chomsky tuvo un motivo adicional para el desarrollo de sus investiga-
ciones: el debate con el conductismo. No es casual el hecho de haber uti-
lizado la palabra "estimulo" en la descripcion de los algoritmos regurales,
llamados tambien automatas regulares. Charles Hockett, conocido lingiiista
seguidor del conductismo, habia lanzado la hipotesis segun la cual Ia con-
duct a Iingiiistica serfa explicable mediante un algoritmo regular, analogo a
como seria el comportamiento de un raton frente ala consecucion de ali-
mento. Una argumentacion sencilla, pero elegante, permite conduir la im-
posibilidad de capturar la riqueza de los lenguajes comunes mediante los al-
goritmos regulates. En efecto, las oraciones del tipo "Dabale arroz a la zona
el abaci", "Anita lava la tina", 0 "Las Nemocon no comen sal" cuya estruc-
tura "especular" es de gran complejidad, son muy frecuentes en los lengua-
jes cornunes. Las estructuras de este tipo de oraciones se describen, respec-
tivarnente, mediante los lenguajes forrnales £1 = {aca, abcba, abacaba, ... }
Y £2 = {aa, abba, abaaba, ... }. Los automatas regulares no pueden re-
conocer ninguno de estos lenguajes. En el primer caso, se tendrian las
estructuras especulares con espejo c, mientras en el segundo, se estarfan
describiendo las estructuras espectaculares sin espejo.
Para demostrar que [1 no es distinguible mediante automat as regulares
supongamos 10 contrario. Existirfa entonces un automata regular B cuyo
lenguaje -conjunto de expresiones distinguidas por B - es precisamente [i.
Escojamos una oracion cualquiera de [1 - xcx'- donde x es una secuencia
de simbolos a y b, y z' la secuencia x invertida. Para cada secuencia
de xcx', existe un est ado Sx de tal manera que, iniciando en el est ado
So el automata B lee x, llega luego a Sx despues de leer x y culmina
en un est ado final leyendo x'. Ahora bien, si x f= y, entonces Sx f= Sy
pues de otra manera el automata B leerfa la secuencia xcy' que no es
espectacular. Esto significa que el automata B deberfa tener un conjunto
infinito de estados, 10 que contradice el caracter finito de estas estructuras
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matematicas. En conclusion, £1 no es un lenguaje regular, mucho menos los
lenguajes comunes cuya riqueza en construcciones espectaculares es muy
amplia. POI' 10 tanto, los lenguajes comunes no son regulares y asi, la
conducta Iingiiisticas no serfa similar a la conducta ratonil.
La erudicion matematica de Chomsky, quien conoda los trabajos de
Turing y de Post, condujo a que relacionara otro tipo de algoritmos con
las grarnaticas "ahorrnacionales" (0 estructuras "parsing" en Ingles], des-
cubriendo asi un nuevo nivel en la jerarquia algoritrnico-gramatical.




y el "algoritrno con memoria" 82 (Zo representa la memoria);







describen ambos el lenguaje espectacular £1. Para ilustrar 10 que esto
significa, consideremos como ejemplo la "correcci6n" de la expresion
"ababcbaba":
a) Mediante la demostraci6n:
a ~ aSa --.. abSba --.. abaSaba --.. ababSbaba --.. ababcbaba.
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c) Mediante el algoritmo con memoria:




ii) Se recibe el estfmulo a y se aplica la instruccion (a, So, e) --4
(So, a), que se lee: "si se recibe el estfmulo a en estado So, no
import a que se tenga en la memoria (de esta manera se lee el
sfmbolo e), se pasa al est ado So y se coloca a en memoria":
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iii) Al recibir los estfmulos b, a, b se aplican las dos primeras in-








iv) Con la llegada del estfmulo c se aplica la instruccion (c, So, e)
-+ (Sl, e), con 10 cual se cambia de estado y no se modifica
la memoria. La instrucion anterior se lee como sigue: "si en
estado 50 se recibe el estimulo c, sin irnportar 10 que se tiene
en la memoria (e), se pasa al est.ado 51 y no se modifica 10
registrado en la memoria (e)".
v) Al aparecer b se aplica la instruccion (b,Sl,b) -+ (51,0-) que
se lee: "al recibir el estfmulo b en est ado 51 yean b en la
memoria, se pasa al est ado 51 y se borra ( 0- es el sfmbolo
para borrar) el simbolo que aparece en la parte superior de la
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vi) Con la aparicion subsiguiente de los estimulo a, b, a, se per-
manece en el estado 51 y se van borrando estos simbolos en
la memoria, la cual queda despues de tres pasos, como sigue:
vii) Finalmente, se aplica la instruccion (e, 51, Zo) --+ (52, a), que
deja la memoria "inactiva" y se l1ega al estado final 52. Esta
Ultima instruccion se lee de la siguiente manera: estando en
estado 51 con Zo en la memoria; sin recibir ningiin estimulo
(e), se pasa al estado 52 y se borra Zo en la memoria.
Como Be llcgo a un estado final, y la memoria quedo inactiva, el algoritmo
reconoce la expresion dada.
Todo 10 anterior ilustra varios puntas importantes:
1) Las gramaticas libres de contexto utilizan reglas en las euales la ex-
presion 0' es un simbolo auxiliar y la expresion f3 es arbitraria. Este
tipo de reglas se l1aman lib res de eontexto, y aquellas gramaticas en
las euales toda regla es' de esta forma, se Haman "libres de contexto"
o "ahormacionales''. Las reglas regulares son casas particulares de
reglas ahormacionales; por 10 tanto, toda grarnatica regular es una
gramatica ahormacional.
2) Las gramaticas ahormacionales son equivalentes a los algoritmos
con memoria.
3) El lenguaje L1 es ahormacional, vale decir distinguible por una
gramatiea ahormacional; pero, como ya se cornento, L1 no es re-
gular. Combinando esto con la observacion 1) es posible conduir
ahora que las gramaticas libres de contexto son mas potentes que
las regulares. Equivalentemente los algoritmos con memoria tienen
mayor capacidad que los regulares.
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Se podria conjeturar ahora que el espafiol, 0 cualquier otroJenguaje cormin
es ahormacional. Sin embargo, las gramaticas de los lenguajes comunes uti-
lizan reglas "sensibles al contexto" del tipo *0' \If --* *13 \If, en las cuales f3
reemplaza a a siernpre y cuando a se encuentre entre * y \If. Una gramatica
clande toda regIa sea sensible al contexte, se denomina "sensible al con-
texto". Tal es el caso de la siguiente gramatica:
S ~ AB, A --* AA, B ~ BB, AB ~ aB, AB ~ eB, Aa ~ aa,
aB--*aj, cB~Cg, Ae~ce, fB~ff, gB-+gg.
Como en el caso regular, las gramaticas sensibles al contexto son"equiva-
lentes a otro tipo de algoritrnos llamados linealrnente acotados, y son mas
potentes que las gramaticas libres de contexto.
El Cuadro No. 1 que se muestra a continuacion, cornpleta la jerarquia
chomskiana construida en los afios 50. Hoy en dia est a jerarquia ha sido
ampliada y notablemeute enriquecida.
II GRAMATICASReO'111ar _A_L_G_'O_R--.,.-~I_T_M_O_S~IIIR ezu 1are"
I ~ 0-- - I ~~~o ••
v IILibres de Contexte Can memoria
Sensibles al contexto Linealmente acotados
Transforrnacionales De Turing
Cuadro No.1
Los siguientes son ejemplos, respectivamente, de una gramatica trans-
forrnacional y de un algoritmo de Turing.
l~3:S -+ aSBe, S ~ abc
eB --* Be, bB ~ bb
La forma de leer las instrucciones del algoritrno de Turing se ilustran con
los siguientes casos:
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SobDSo : Si en estado So se recibe el estimulo de b, se queda en estado So
y se desplaza un lugar ala derecha (D).
SI aI S2 : Si en est ado SI se recibe el estimulo de a, se cambia el estado S2
y se desplaza un lugar ala izquierda (I).
SOcaSl : Si en estado So se recibe el estimulo de c, se cambia al estado SI
y se cambia c par a.
Una prod ucci6n de ~3 seria como sigue : S ---+ as B c ---+ aaS B B cc ---+
aaaSBBBccc ---+ aaaabcBBBccc ---+ aaaaBcBBcc ---+ aaaabBBcBccc ---+
aaaabBBBcccc ---+ aaaabbBBcccc ---+ aaaabbbBcccc ---+ aaaabbbbcccc.
Una producci6n de ~3 es por ejemplo : Sobac ---+ bSoac ---+ baSoc ---+
bo.S, a --+ bS2aa.
Aqui, la expresi6n bac se convirti6 en baa.
El c6mputo que se muestra a continuaci6n ilustra el papel especial del
sim bolo b (blanco) en los algori tmos de Turing y una caracteristica parti-
cular de estos algoritmos.
cScbaa ---+ cbSoaa ---+ cbaSoa ---+ cbaa Sob --+ cbaabSob ...
Como se ve, el c6mputo no terrnina, 10 cual ilustra una diferencia no-
table de los algoritmos de Turing respecto de los otros tipos de algoritmos.
El simbolo b funciona como "blanco", es decir, no hay estimulo. (Esta
caracteristica es import ante porque muestra que el compute mediante un
algoritmo puede ser interminable).
La informacion que suministra el Cuadro No. 1 es doble: establece la
equivaleneia entre tip os de gramaticas y tipos de algoritmos, y cada uno
de estos aparece en la jerarquia segun su capacidad. Se pueden hacer
entonces afirrnaciones del siguiente tenor: todo lenguaje generado por una
gramatica transformacional es reconocido por algun algoritmo de Turing
y reciprocamente; todo lenguaje reconocido por un algoritmo linealmente
acotado, es reconocido por algiin algoritmo de Turing; exist en lenguajes
generados por gramaticas sensibles al contexto, que no son generados por
gramaticas lib res de contexto, etc.
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Precisando un poco, podemos establecer ahora una definicion de "grama-
tica transformacional". Obviamente, segiin la informacion del Cuadro No.1,
es una estructura matematica equivalente a los algoritmos de Turing.
Dado el alfabeto terminal B (conjunto finito de simbolos), una gramatica
transformacional ~ es una estructura (C, {S}, r) en la eual C es un eonjunto
finito euyos elementos se Ilaman simbolos auxiliares, S es un simbolo auxi-
liar especial llamado "el axioma" de la gramatica y, r un conjunto finito de
reglas de la forma a ......f3 (donde a, f3 son expresiones del alfabeto B U C).
Entre las reglas de r ,unas de elias tiene la forma S ......f3 ( una producci6n
o dernostracion se inicia siempre con el axioma).
Una "demostracion" 0 "generaci6n" de la gramatica ~, es una seeueneia
finita (aI, a2, ... , an) de expresiones, de manera tal que a1 = S y, cada ak
se deduce mediante la aplicacion de una de las reglas de bJ de alguna de
las expresiones anteriores all' .. ,ak-l' Una "generaci6n" 0 "produeci6n"
6 "construccion", es una dernostracion en la cual la ultima expresion an no
contiene sfrnbolos auxiliares.
£1 lenguaje L generado <'> construido por la gramatica ~, es el conjunto
de todas las expresiones del alfabeto B que aparecen como ultimo elemento
de una construccion- demostraci6n.
Asf pues, las expresiones del alfabeto B se particionan en dos conjun-
tos: I: (lenguaje construido por R) y M (expresiones agramaticales 0 mal
construidas). El conjunto £ es evidentemente infinito, 10 que deja "rnucho
espaeio" para las construeciones con la grarnatica ~.
Desde esta perspectiva, tal vez no la del propio Chomsky, es posible
ahora retomar mas claramente una de las afirmaeiones del comienzo de este
eserito: el ser humano crea gramaticas transformacionales (10 que Ie permite
el manejo de infinidades mediante instrument ales finitos - el alfabeto y el
eonjunto de reglas- ) pero, cada gramatica asi ereada permite construcciones
infinitas ( 10 cual "impide" 0 al menos dificulta el paso a otras gramaticas).
Quedan, sin embargo, muchos interrogantes. Uno de elios particular-
mente import ante es el siguiente: Lexisten gramaticas mas poderosas que
las grarnaticas transformacionales ? Diseutiremos esto en la siguiente sec-
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cion.
LA HIPOTESIS DE PUTNAM
No hace much os afios el filosofo y rnatematico norteamericano Hilary
Putnam, plant eo la conjetura sobre la generalidad y universalidad de las
grarnaticas transformacionales la cual todavfa hoy no tiene una respuesta
definitiva. Segiin Putnam, todo lenguaje cormin es "recursivamente enu-
merable"; vale decir, el conjunto de las oraciones (bien formadas) de una
lengua, es generado por alguna gramatica transformacional. Escogiendo,
mediante algun criterio de simplicidad, la mejor gramatica transformacional
que genera las oraciones de una lengua, p.e. el espafiol, esta'serfa entonces
la grarnatica de dicha lengua.
No es diffcil hacer un listado de las objeciones esgrirnidas contra la
hipotesis de Putnam y contra la propia teorfa Chomskiana. POl' ejern-
plo, ic6mo establecer de antemano las oraciones de una lengua? Este tipo
de critica es tan severa como la de quienes seiialan que el concepto de
gramatica planteado hasta el momento es meramente combinatorio (sin-
tactico) y, no tiene en cuenta la sernantica ni los usos de una lengua
(pragmatica) .
La validez relativa de todas estas objeciones, no disminuye el interes en
la hipotesis de Putnam. Hay todavia mucho trabajo por hacer.
En este ensayo hemos elegido mostrar los aspectos positivos del plantea-
miento y asi, haremos mas bien un pequeiio repaso de aquellos hechos en
los cuales se fundamenta la propuesta de Putnam. (Con esto hacemos una
declaracion de dogmatismo: preferimos jugal' al juego de Chomsky).
Ante todo, retomemos la historia de la teorfa de algoritmos. Un episodio
interesante en este proceso, 10 constituye todo el trabajo de investigaci6n
relacionado con otra hipotesis import ante reconocida con el nombre de
"Tesis de Church" (pOI' el logico Alonzo Church). Hay varias formas de
plantear esta conjetura; una. muy interesante nos perrnitira relacionarla con
la de Putnam: Todo 10 que sea intuitivamente computable, 10 es mediante
algiin algoritmo de Turing.
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Un plantearniento como el anterior, surge de manera muy natural cuando
se trata de precisar (definir) un concepto tan import ante como el de algo-
ritmo. LQue es un algoritmo? Mencionamos en la secci6n anterior cuatro
variantes distintas: los algoritrnos regulares, los algoritrnos con memoria,
los linealmente acotados y, los de Turing. Sin embargo, todos ellos son
clases particulates de algoritmos de Turing. Otros investigadores como
A.A. Markov y Emil Post, propusieron definiciones diferentes (algoritmos
de Markov y algoritmos de Post), que resultaron asimilables a la definicion
de Turing.
Otra familia interesante de algoritmos son los llamados "algoritmos celu-
lares". El de John Conway, conocido como "juego de la vida", es de mucho
interes.y ha suscitado numerosas investigaciones en los iiltimos afios, Aqui,
una vez mas, estas definiciones result an tarnbien identificables como algo-
. d 'D.' 4ritrnos e Lurmg.
La manera como esta identificaci6n se ha venido logrando, ha COJ] sis-
tido en tradudr e1 concepto de algoritmo al de "funcion compu table" 0
"recursive" .
Veamos un ejemplo.
El siguiente algoritmo de Turing es una surnadora:
Un c6mputo sencillo deja entender el par que:
So I II b II I ---+ s, II b I II -+ bS1 lib II II ---+ bib II I I -+
b IIS2b III I -+ b II bS3 II Ii b I bs3b ! I I .
En este caso, el alfabeto terminal {b, I} permite codificar los mirneros y las
parejas de numerus en la forma siguiente :
0= I,
(0,0) = I b I ,
1= II, 2= 111, .. ·
(2, 1) = I I I b I I ,( 2, 3) = I I I b I I I ,...
4 En el hermoso libro de Gardner, reseniiado aJ final, se encuentra una
explicaci6n de 10 que es el "juego de la vida" .
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En el computo efectuado, la pareja (2,3) se ha convertido en una expresion
en Iacual aparecen cinco "palitos", 10 que significa entonces que 2 + 3 es
igual a cinco"; hecho que todos ya sabiamos, solo que 10 anterior muestra




es Turing-computable; es decir, existe un algoritmo de Turing que computa
esta funcion -el algoritmo del ejemplo anterior.
Esto define el conjunto C de todas la funciones Turing-computables; 0
sea, las funciones f de dominio Nn para algiin n ~ 0 y codominio N, y
para las cuales existe un algoritmo de Turing que computa f. Lo que se
ha descubierto es que este conjunto C puede definirse independientemente
del concepto de algoritrno de Turing y por ello, se le denomina conjunto de
r· .tuncioues recursrvas.
Lo que se postula entonces -y esta es otra forma de plantear la tesis de
Church- es que el conjunto de las funciones recursivas cuya definicion no
depende del concepto de algoritmo, es identico al conjunto de las funciones
computables, en el senti do de Turing, 0 de Markov 0 de Post. Este result ado
es de una gran riqueza y sugiere claramente que la definicion de Turing
es una "buena" definicion: capturaria el concepto intuitivo de calculabi-
lidad 0 computabilidad. Es posible formular 10 anterior de otra manera:
todo calculo realizable en un computador, puede efectuarse mediante algiin
algoritmo de Turing.
Ahora bien, los algoritmos de Turing poseen otra caracteristica crucial:
existen algoritmos de Turing universales. Esto ultimo significa 10 siguiente:
para cada n ~ 0 existe un algoritmo de Turing ~n de tal manera que, si
f : Nn --+N es una funcion recursiva. ~n computa f y ese procedimiento
5 En la respuesta 0 resultado, el convenio para identificar mimeros es difer-
ente: el mimero de palitos es el mimero que resulta.
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de existencia es algoritmico.
Estas propiedades de los algoritmos de Turing, son "curiosamente" similares
a otras muy caracteristicas de los lenguajes comunes: pues estos iiltimos
son universales; vale decir, son instrumentos muy eficientes para la cornu-
nicacion -un poco en contravia con Wittgenstein, todo 10 decible se puede
decir- y ademas, con ellos se puede hablar acerca de elias mismos.
Reformulemos ahora la hipotesis de Putnam.
Un subconjunto C C N de mimeros naturales es recursivamente enume-
rable, si existe una funcion f : N -+ N recursiva (Turing-computable), de
tal manera que C = {f( n) I n E N} = f(N). Ahora bien, codificando los
fonemas del espafiol (0 de cualquier otra lengua) es posible asignar a cada
secuencia de fonemas un mimero, y en esta forma cada expresion espanola
(secuencia finita de fonemas en espafiol] se convierte en un mimero. Asi las
casas, el conjunto E de las oraciones del espaiiol (este seria propiamente
el espaiiol) es un subconjunto de N y entonces, 10 que est aria afirrnando
Putnam es que E es un conjunto recursivarnente enumerable. a sea, el
conjunto E (las oraciones del espaiiol), se podria colocar algoritmicamente
en una lista infinita. Una buena version sobre 10 que hacen las gramaticas,
y ademas una buena hipotesis para tratar de meter un lenguaje cormin en
un disquete.
Lo anterior, claro esta, supone que un lenguaje cormin permanece esta-
tieo 0 como 10 decia Saussure, en sincronia. De todas maneras, el cambio
de lenguajes con el tiempo, no afecta el alcance de la hipotesis de Putnam.
La hipotesis es discutible des de angulos como los mencionados en la seccion
anterior; sin embargo, el animo de quienes persiguen encajonar la mente
en el "silicic" la ha escogido como la mejor de las guias para el trabajo que
desarrollan.
UN COMENTARIO FINAL
Con la definicion de algoritmo en el "bolsillo" (algoritmo = algoritmo de
Turing = gramatica generativa), resulta posible retomar cuestiones como la
planteada por Hilbert sobre las ecuaciones diofaiiticas. Fue este el metoda
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que aplicaron Matijasevich y Chudnovsky para probar que no existe ningiin
algoritmo para decidir si una ecuacion diofantica tiene 0 no solucion. La
teorfa es entonces "rnaravillosarnente cerrada": los algoritmos no pueden
con todo, y es por 10 tanto una teoria "sabia", "no dogmatica", De hecho,
reconoce "10 otro", admite la existencia de un "afuera". Por eso, no debe
resultar extraiio que las grarnaticas generativas no puedan dar cuenta de
toda la riqueza de los lenguajes comunes.
CHOMSKY,
UNO DE LOS CREADORES DE LA TEORIA COGNITIVA
No en vano Nearn Chomsky aparece como uno de los ere adores de la
teoria cognitiva: tratando de encontrar respuesta a sus dos grandes pro-
blernas (tipicos de la teorfa cognitiva) nos ha conducido a grandes descubri-
mientos. Mencionemos algunos de ellos:
1. No es posible ser sabio sin al mlsmo tiempo ser dogmatico, En rea-
lidad podriamos decir 10 mismo positivamente: para evitar el dog-
matismo es indispensable manejar al menos dos gramaticas (0 al-
goritmos) diferentes. En ellenguaje de Basil Bernstein, esto podria
forrnularse asi: muevete dentro de varios codigos, sin que te vuelvas
un oportunista.
2. Tendrfamos dos grandes modalidades de creatividad: fuerte y debil,
Un sujeto fuertemente creativo construye gramaticas (0 algoritmos).
Un sujeto debilmente creativo maneja gramaticas (algoritmos) cons-
truidas' por otros. Habrfa entonces, dos grandes modalidades de
investigacion: una al interior de un "paradigma" dado y la otra
construyendo nuevos "paradigm as" .
3. Cierto tipo de estructuras cognitivas requieren "memoria". Tal seria
el caso de las estructuras especulares.
4. £1 mas importante de todos: las destrezas algoritmico-gramaticales
son instrumentos cognitivos de gran capacidad y utili dad , perc
deb en existir otras habilidades, pues las prirneras son limitadas.
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·5. La Iingiifstica y la matematica no son teorias extraiias; vale de-
cir , las destrezas lingiifsticas y logicas no son ajenas las unas a las
otras. Construir una oracion- estructuralmente - es 10 mismo que
demostrar un teorema. (Resulta entonces bastante dificil de acep-
tar que la logica rnatematica aparezca tan complicada cuando es
tan facil aprender a hablar).
6. Desde el punto de vista didactico, encontramos en esta historia y
con esta teorfa, una herramienta poderosa: las dificultades en el
aprendizaje de nuevas "teorfas" 0 "algoritrnos-gramaticas" obed e-
cen, simplemente, a que se conoce, comprende y utiliza otra u ot ras
"teorfas" 6 "algoritrnos-gramaticas".
Hay aqui una coincidencia muy profunda entre Piaget (estruc-
turas cognitivas), Chomsky (algoritrnos-gramaticas}, Kuhn (para-
digmas), Bachelard (concepciones), Foucault (epistemes), Vigotsky
(zonas de desarrollo proximo), y Von Foester (No se puede ver
que no se v« 10 que no se vel todos ellos coinciden en plantear
el aprendizaje como un proceso que exige "descquilibrar' para des-
pues volver a "equilibrar".
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