Efficient Neural Interaction Function Search for Collaborative Filtering by Yao, Quanming et al.
Searching for Interaction Functions
in Collaborative Filtering
Quanming Yao1,3 Xiangning Chen2 James T. Kwok3 Yong Li2
14Paradigm Inc, China
2Department of Electronic Engineering, Tsinghua University, China
3Department of Computer Science and Engineering,
Hong Kong University of Science and Technology, Hong Kong SAR
email: yaoquanming@4paradigm.com
Abstract
Interaction function (IFC), which captures interactions among items and users,
is of great importance in collaborative filtering (CF). The inner product is the
most popular IFC due to its success in low-rank matrix factorization. However,
interactions in real-world applications can be highly complex. Many other opera-
tions (such as plus and concatenation) have also been proposed, and can possibly
offer better performance than the inner product. In this paper, motivated by the
success of automated machine learning, we propose to search for proper interaction
functions (SIF) for CF tasks. We first design an expressive search space for SIF by
reviewing and generalizing existing CF approaches. We then propose to represent
the search space as a structured multi-layer perceptron, and design a stochastic
gradient descent algorithm which can simultaneously update both architectures and
learning parameters. Experimental results demonstrate that the proposed method
can be much more efficient than popular AutoML approaches, and also obtain
much better prediction performance than state-of-the-art CF approaches.
1 Introduction
Collaborative filtering (CF) [16, 34] is an important topic in both machine learning and data mining.
By capturing interactions among rows and columns in a data matrix, CF predicts the missing entries
based on the observed elements. The most famous CF application is the recommender system [24].
The task is to estimate users’ preference on items they have not yet explored. For this data matrix,
rows correspond to users, columns are the items, and the entries are ratings collected. Since users
usually only interact with a few items, there will be lots of missing entries in the rating matrix.
Besides, CF also has been used in applications such as image inpainting in computer vision [19] and
link prediction in social networks analysis [22]. More recently, it is extended to handle tensor data
(i.e., higher-order matrices) [20, 25].
In the last decade, low-rank matrix factorization [24, 29] has been the most popular approach to CF.
It can be formulated as the following optimization problem:
min
U,V
∑
(i,j)∈Ω `
(
u>i vj ,Oij
)2
+ λ/2‖U‖2F + λ/2‖V‖2F , (1)
where ` is a loss function, the observed elements are indicated by Ω with values given by the
corresponding positions in matrix O ∈ Rm×n, λ ≥ 0 is a hyper-parameter, and ui ∈ Rk and
vj ∈ Rk are embedded vectors for user i and item j, respectively. Note that (1) captures interactions
between user ui and item vj by the inner product. This achieves good empirical performance, enjoys
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Table 1: Popular human-designed interaction functions (IFC) for CF, where H is a parameter to be
trained. SIF searches a proper IFC from the validation set, while others are all designed by experts.
IFC operation space predict time recent examples
〈ui,vj〉 inner product O((m+ n)k) O(k) MF [24], FM [33]
human- ui − vj plus (minus) O((m+ n)k) O(k) CML [17, 40]
designed max(ui,vj) max, min O((m+ n)k) O(k) ConvMF [21]
σ([ui;vj ]) concat O((m+ n)k) O(k) Deep&Wide [8]
σ(uivj+H[ui;vj ]) multi, concat O((m+ n)k) O(k2) NCF [15]
ui ∗ vj conv O((m+ n)k) O(k log(k)) ConvMF [21]
ui ⊗ vj outer product O((m+ n)k) O(k2) ConvNCF [14]
AutoML SIF (proposed) searched O((m+ n)k) O(k) ——
sound statistical guarantees [7, 32] (e.g., the data matrix can be exactly recovered when O satisfies
certain incoherent conditions and the missing entires follow some distributions), and fast training
[29, 12] (e.g., can be trained end-to-end by stochastic optimization).
While the inner product has many benefits, it may not yield the best performance for various CF tasks
due to the complex nature of user-item interactions. For example, the plus operation, which quantizes
the users’ preference based on ui − vj , has been explored in [15, 17]. The motivation is that the
embedded vectors obtained from inner product do not satisfy the triangle inequality, while those
from the plus operation can. Other operations (such as concatenation and convolution) have also
outperformed the inner product on many CF tasks [33, 21, 14]. Due to the success of deep networks
[13], the multi-layer prceptron (MLP) is also recently used as the interaction function (IFC) in CF
[8, 15, 38], and achieves good performance. However, choosing and designing an IFC is not easy.
Using one simple operation, such as the inner product or plus, may not be expressive enough to ensure
good performance. On the other hand, directly using a MLP leads to the difficult and time-consuming
task of architecture selection [41, 2].
Recently, there have been a lot of interests in automated machine learning (AutoML) [39, 18], which
involves searching for an appropriate network architecture by reinforcement learning [2, 41, 42], and
the fine-tuning of a classifier ensemble by Bayes optimization [11]. In this paper, motivated by the
success of AutoML, we consider formulating the search for interaction functions (SIF) as an AutoML
problem. Inspired by observations on existing IFCs, we first generalize the CF objective and define the
SIF problem. These observations also help to identify a domain-specific and expressive search space,
which not only includes many human-designed IFCs, but also covers new ones not yet explored in the
literature. We further represent the SIF problem, armed with the designed search space, as a structured
MLP. This enables us to derive an efficient search algorithm based on differentiable architecture
search [26, 37] and proximal algorithm [30]. The algorithm can jointly train the embedding vectors
and search IFCs in a stochastic end-to-end manner. It can be extended to handle tensor data. Finally,
we perform experiments on CF tasks with both matrix and tensor data. Compared with the existing
AutoML approaches, we show that the proposed algorithm can find better IFCs and is much more
efficient. Compared with the human-designed CF methods, the proposed algorithm can achieve much
better performance, while the search cost is within 5 times of human effort.
Notations. Vectors are denoted by lowercase boldface, and matrices by uppercase boldface. For
two vectors x and y, 〈x,y〉 is the inner product, x  y is the element-wise product, x ⊗ y is the
outer product, [x;y] concatenates (denoted “concat”) two vectors to a longer one, and x ∗ y is the
convolution (denoted “conv”). Tr(X) is the trace of a square matrix X, and ‖X‖F is the Frobenius
norm. ‖x‖2 is the `2-norm of a vector x, and ‖x‖0 counts its number of nonzero elements.
2 Related Works
2.1 Interaction Functions (IFCs) for Collaborative Filtering
As mentioned in Section 1, the IFC is key to CF, with the inner product being the most popular
operation [24, 7, 29]. However, due to the complex interactions among users and items, many
CF models other than low-rank matrix factorization have been proposed. Examples include the
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factorization machine (FM) [33], collaborative metric learning (CML) [17], convolutional matrix
factorization (ConvMF) [21], Deep & Wide [8], neural collaborative filtering (NCF) [15], and
convolutional neural collaborative filtering (ConvNCF) [14]. These models are summarized in
Table 1, As can be seen, many operations other than the simple inner product have been used, and
have achieved better performance than matrix factorization on many CF tasks. Moreover, they all have
the same space complexity, which grows linearly w.r.t. m, n and k, but with different computation
complexities. While the design of IFCs is very important, this depends highly on the given data and
task, and there is no single model in Table 1 that consistently outperforms the rest across all CF tasks
[34, 1]. Thus, it is of great importance to select a proper IFC from a set of customized IFC’s designed
by humans, or to design a new IFC which has not been visited in the literature.
2.2 Automated Machine Learning (AutoML)
To ease the usage and design of better machine learning models, automated machine learning
(AutoML) [18, 39] has become a recent hot topic. AutoML can be seen as a black-box optimization
problem, as we need to search for hyper-parameters or design issues for the underneath learning
model. The success of AutoML hinges on two important questions: (i) what to search, and (iii) how
to search efficiently?
In AutoML, the choice of the search space is extremely important. On the one hand, the space needs
to be general enough, meaning that it should include human wisdom as special cases. On the other
hand, the space cannot be too general, otherwise the cost of searching in such a space can be too
expensive [42, 26]. For example, early works in neural architecture search (NAS) use reinforcement
learning (RL) to search among all possible designs of a convolution neural network (CNN) [2, 41].
This takes more than one thousand GPU days to obtain an architecture with comparable performance
to human-designed ones. Later, the search space is cut into blocks [42], which helps reduce the cost
of RL to several weeks. Once the search space is determined, the search algorithm then matters.
Unlike convex optimization, there is no universal and efficient optimization for AutoML [39, 18].
We need to invent efficient algorithms to find good designs in the space. Recently, gradient descent
is adapted for NAS, and DARTS [26] allows joint update of the architecture weights and learning
parameters. This further cuts down the search cost to one GPU day.
3 Proposed Method
In Section 2, we have witnessed the importance of IFCs, and the difficulty of choosing or designing
one for the given task and data. Similar observations have also been made in designing neural
networks, which motivates NAS methods for deep networks [2, 41]. Moreover, NAS has been
developed as a replacement of humans, which can discover data- and task-dependent architectures
with better performance. These inspire us to search for proper IFCs in CF by AutoML approaches.
3.1 Problem Definition
First, we define the AutoML problem here and identify an expressive search space for IFCs, which
includes the various operations in Table 1. Inspired by generalized matrix factorization [15, 38] and
objective (1), we propose the following generalized CF objective:
minF (U,V,w) ≡
∑
(i,j)∈Ω `
(
w>f (ui,vj) ,Oij
)2
+
λ
2
‖U‖2F +
λ
2
‖V‖2F : ‖w‖2 ≤ 1, (2)
where f is the IFC (which takes the user embedding vector ui and item embedding vector vj as
input, and outputs a vector), and w is a learning parameter. Obviously, all the IFCs in Table 1 can be
represented by using different f ’s. The following Proposition shows that the constraint ‖w‖2 ≤ 1 is
necessary to ensure existence of a solution.
Proposition 3.1. If f is an operation shown in Table 1 and the `2 constraint on w is removed, then
F in (2) has no nonzero optimal solution when λ > 0.
Next, we introduce the definition of searching interaction functions (SIF) for CF.
Definition 3.1 (SIF). Let M be a performance measure (the lower the better) defined on the
validation set Ω¯, and F be a family of vector-valued functions with two vector inputs. The problem of
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searching to complete (SIF) low-rank matrix is to find an interaction function f∗ such that
f∗=arg min
f∈F
∑
(i,j)∈Ω¯M
(
f(u∗i ,v
∗
j )
>w∗,Oij
)
s.t. [U∗,V∗,w∗]=arg min
U,V,w
F (U,V,w), (3)
where u∗i (resp. v
∗
j ) is the ith column of U
∗ (resp. jth column of V∗).
Similar to other AutoML problems (such as auto-sklearn [11] and NAS [2, 41]), SIF is a bi-level
optimization problem [9]. On the top level, a good architecture f is searched based on the validation
set. On the lower level, we find the model parameters using F on the training set. Due to the nature
of bi-level optimization, AutoML problems are difficult to solve in general.
In the following, we show how to design an expressive search space (Section 3.2), propose an efficient
search algorithm (Section 3.3), and extend the proposed method to tensor data (Section 3.4).
3.2 Designing a Search Space
Because of the powerful approximation capability of deep networks [31], NCF [15] and Deep&Wide
[8] use a MLP as f . SIF then becomes searching a suitable MLP from the family F based on the
validation set, where both MLP’s architectures and weights can be searched. However, a direct search
of this MLP can be expensive and difficult, since determining its architecture is already an extremely
time-consuming problem as observed in the NAS literature [42, 28, 26]. Thus, as in Section 2.2, it is
preferable to use a simple but expressive search space that exploits domain-specific knowledge from
experts.
Notice that the operations in Table 1 can be either (i) a possibly nonlinear function operating on
individual elements; or (ii) operators that operate on the whole input vector. Inspired by previous
attempts that divide the NAS search space into blocks [42, 26], we propose to first search for a
nonlinear transform on each single element, and then combine these element-wise operations on the
vector level. Let O be an operator selected from {multi, plus,min,max, concat}, g(β;x) ∈ R be a
simple nonlinear function with input β ∈ R and x. We construct a search space F for (3), where
each f is expressed as:
f(ui,vj) = O(u˙i, v˙j) with [u˙i]l = g ([ui]l ;p) and [v˙j ]l = g
(
[vj ]l ;q
)
, (4)
where [ui]l (resp. [vj ]l) is the lth element of ui (resp. [vj ]l). In the sequel, we omit the convolution
and outer product from O (vector-wise operations) in (4), as they need significantly more computa-
tional time and have inferior performance than the rest (see Section 4.3). Besides, we parameterize g
with a very small MLP with fixed architecture (single input, single output, five sigmoid hidden units)
for element-wise level in (4), and the `2-norm of the weight is constrained to be no larger than 1.
This search space F meets the requirements for AutoML
in Section 2.2. First, as it involves an extra nonlinear trans-
formation, it contains operations that are more general than
those designed by experts in Table 1. Such expressiveness
leads to better performance than human designed mod-
els in the experiments (Section 4.2). Second, the search
space is much more constrained than of a general MLP
mentioned above, as we only need to select an operation
for O and determine the weights for a small MLP fixed
architecture (see Section 4.1).
Figure 1: Representing the search space
as a structured MLP.
3.3 Efficient Search Algorithm
Usually, AutoML problems are expensive to search, as full model training is required. In this
section, we propose an efficient algorithm, which only approximately trains the models, to search the
space in an end-to-end and stochastic manner. Our algorithm is motivated by the recent success of
differentiable architecture search [26, 37] and proximal algorithm [30].
3.3.1 Continuous Representation of the Space
Note that the search space introduced by (4) is discrete, which is generally inefficient to conduct
search. Motivated by differentiable search in NAS [26, 37], we propose to relax the choices among
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operations as a sparse vector in a continuous space. Specifically, we transform f in (4) as
fα(ui,vj) ≡
∑|O|
o=1
αoOo(u˙i, v˙j) s.t. a ∈ C, (5)
where a = [αo] and C = {a | ‖a‖0 = 1, 0 ≤ αo ≤ 1} enforces that only one operation being selected.
Let T = {U,V,w} be the parameters to be determined by the training dataset, and S = {a,p,q}
be the hyper-parameters to be determined by the validation set. Combining fα with (3), we propose
the following objective:
min
T,S
H(T,S)≡
∑
(i,j)∈Ω¯M
(
fα(u
∗
i ,v
∗
j )
>w∗,Oij
)
s.t. a ∈ C and T∗=arg min
T
Fα(T;S). (6)
Here, Fα is obtained by replacing f in (2) with fα, and T∗ = {U∗,V∗,w∗}. Moreover, objective
(6) can be expressed as a structured MLP (Figure 1). Compared with the general MLP mentioned in
Section 3.2, the architecture of this structured MLP is fixed and its total number of parameters is very
small. After solving (6), we keep p and q for element-wise non-linear transformation, and pick the
operation which is indicated by the nonzero position in the vector a for vector-wise interaction. Then,
we re-train the model to obtain the final user- and item-embedded vectors.
3.3.2 Searching Architecture by Stochastic Optimization
Here, we present a stochastic algorithm to optimize the structured MLP in Figure 1. Since T is an
implicit function on S due to constraint (6), the gradient of H w.r.t. T on the validation set is difficult
to compute. Fortunately, a good approximation to the gradients of hyper-parameters is recently
proposed in [27, 26]. Let Tˆ = T − ε∇TM(S,T) and ε > 0 be the stepsize. The gradient of H
w.r.t. a can be computed as
∇aH(T,S) ' ∇aH(Tˆ,S)− ε∇2a,TFα(T;S)∇TˆH(Tˆ,S). (7)
Based on the approximation to the gradient in (7), the proposed SIF algorithm, which is derived
from the proximal algorithm [30], is shown in Algorithm 1. In step 3, we need to compute the
proximal step w.r.t. C, i.e., proxC (a) ≡ arg minx 12‖x − a‖22 : a ∈ C. The closed-form solution
of this proximal step is provided in Proposition 3.2. Note that we use lazy updates of the proximal
step [36]. Specifically, we first obtain the projection of a to C by the proximal step, and then use the
gradient w.r.t. the discretized ab (not a) to update a. This is important as C forces a to be discrete.
Standard proximal iteration (i.e., a← proxC (a− ε∇aH(T,S))) will not generate a stable a. Lazy
updates have been used previously in training binary networks [10], where the network’s weights can
be either 0 or 1. Empirically, it produces much better solution than the standard one.
Algorithm 1 Searching Interaction Function (SIF) algorithm.
1: a search space F represented by the structured MLP (Figure 1);
2: for epoch t = 1, · · · , T do
3: perform lazy-proximal step ab ← proxC (a);
sample a mini-batch on validation data set
4: update a for vector-wise MLP by a← a− ε∇abH(T,S);
5: update p for element-wise MLP by p← p− ε∇pH(T,S) (same fo q);
sample a mini-batch on training data set
6: update embeddings T by stochastic gradient w.r.t. Fα;
7: end for
8: return searched interaction function (parameterized by a, p and q).
Proposition 3.2. proxC (a) = proxC1
(
proxC2 (a)
)
, where C1 = {a | ‖a‖0 = 1} and C2 =
{a | 0 ≤ αk ≤ 1}, i.e., C = C1 ∩ C2.
In the AutoML literature, the most closely related work with the proposed Algorithm 1 is DARTS [26].
While SIF and DARTS both adopt (7) to approximate gradients, the search spaces are fundamentally
different. DARTS searches connections in a cell of a deep network, but we search IFCs for CF.
Besides, sparsity constraint is not considered in DARTS, SIF introduces C with lazy proximal steps
to select the proper operations. This not only makes SIF faster than DARTS, but also improves
the search performance over DARTS. Finally, while there is no theoretical guarantee that SIF can
converge to a locally optimal solution, as observed in [27, 26], approximation gradients with (7) lead
to good empirical solutions.
5
3.4 Extension to Tensor Data
As mentioned in Section 1, CF methods have also been used to handle tensor data. For example,
low-rank matrix factorization is extended to tensor factorization, where two types of decomposition
formats, i.e., CP and Tucker [23], are popularly used. These two methods are also based on the inner
product. Besides, the factorization machine [33] is also recently extended to handle data cube [6].
These motivate us to extend the proposed SIF algorithm for tensor data. In the sequel, we focus on
the 3-order tensor. Higher-order tensors can be handled in a similar way.
For tensors, we need to maintain three embedded vectors, ui, vj and sl. First, we modify f to take
three vectors as input and output another vector, and each candidate in search space (4) subsequently
becomes f = O(u˙i, v˙j , s˙l), where u˙i’s are obtained from element-wise MLP from ui (and similarly
for v˙j and s˙l). However, O is no longer a single operation, as three vectors are involved. O
enumerates all possible combinations from basic operations in the matrix case. For examples, if only
max and are allowed, thenO contains max(ui,vj)sl, max(max(ui,vj), sl), uimax(vjsl)
and uivj  sl. With the above modifications, it is easy to see that the space can still be represented
by a structured MLP similar to that in Figure 1. Moreover, the proposed Algorithm 1 can still be
applied. Note that the search space is much larger for tensor than matrix.
4 Experiments
MovieLens (matrix data) and Youtube (tensor data) are used. These are benchmark data sets popularly
used in the literature [29, 12, 25]. We uniformly and randomly select 50% of the ratings for training,
25% for validation and the rest for testing. Except for IFCs, other hyper-parameters are all tuned with
grid search on the validation set.
The task is to predict missing ratings given the training data set. We use the squared loss for
bothM and `. For performance evaluation, we use (i) the testing RMSE as in [29, 12]: RMSE =
[1/Ω˜
∑
(i,j)∈Ω˜ w
>f(ui,vj)]
1/2 , where f is the operation chosen by the algorithm, and w, ui’s and
vj’s are parameters learned from the training set; and (ii) clock time (in seconds) as in [2, 26]. All
codes are implemented in PyTorch, and run on a GPU cluster with eight Titan-XP GPUs.
4.1 Comparison with state-of-the-arts AutoML approaches
The following popular AutoML approaches are compared: (i) “Random”: Both operations and
weights (for the small and fixed MLP) in the designed search space (in Section 3.2) are uniformly
and randomly set (specifically, random search [4] is used). Following [41, 42], we use reinforcement
learning (“RL”) [35] to search the designed space; (ii) “Bayes”: the designed search space is optimized
by HyperOpt [5], which is a popular Bayesian optimization approach for hyperparameter tuning;
and (iii) the proposed Algorithm 1 (denoted “SIF”) and its variant in which parameter S for IFCs
are also optimized with training data (denoted “SIF(no-auto)”). Besides, using a MLP as a general
approximator (“Gen-approx”), as described in Section 3.2, to approximate the search space is also
compared. The MLP is updated with gradient descent [3] using the validation set. Since searching
network architectures is expensive [41, 42], the structure of the MLP is fixed for Gen-approx.
(a) MovieLens-100K. (b) MovieLens-1M. (c) Youtube.
Figure 2: Comparison of testing RMSEs between SIF and other AutoML approaches with different
embedding dimensions. Gen-approx is slow with bad performance, thus is not run on Youtube.
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Effectiveness. Testing RMSEs of the various AutoML approaches are shown in Figure 2. Note that
MovieLens-10M is not tested as other methods (except SIF) are too slow (Figure 3). First, we can
see that designing the search space with a general approximator is undesirable, as the performance of
Gen-approx is worse than Random, RL and Bayes. SIF(no-auto) is worse than SIF as IFCs is purely
search by the training set. Among all methods, the proposed SIF is the best. It can find good IFCs,
leading to lower testing RMSEs than all other methods under different embedding dimensions.
(a) MovieLens-100K. (b) MovieLens-1M. (c) Youtube.
Figure 3: Comparison of search efficiency among SIF and other AutoML approaches when embedded
dimension is 8 (plots for the other embedded dimensions are similar thus are not shown).
Efficiency. Efficiency of the various AutoML approaches are compared in Figure 3. First, due to
the large search space introduced by a general approximator, Gen-approx can be even slower than
Random. Moreover, since the search space for tensor data is larger than that for matrix data, all
algorithms become slower on Youtube. Besides, SIF is much faster than all the other methods and
has lower testing RMSEs. The gap is larger on the Youtube dataset. Finally, SIF can find IFCs within
5 times of clock times from humans’ fine-tuning of existing CFs.
Searched interaction functions (IFCs). To explain why a lower RMSE can be achieved by the
proposed method, we show the searched IFCs by various AutoML methods. Results on MovieLens-
100K are shown in Figure 4(a). We can see that Random, RL and Bayes fail to pick the best operation
identified by SIF. Besides, we also show in Figure 4(b) the searched nonlinear transformation for
each element. We can see that SIF can find more complex transformations than the other AutoML
methods.
(a) Operations (vector-wise). (b) Non-linear transformation (element-wise).
Figure 4: Searched IFCs on MivienLens-100K with embedded dimension equals 8. Only Random is
shown in the figure on the right, as it is the second best on MovienLens-100K.
4.2 Comparison with State-of-the-Art CF Approaches
For matrix data: With the searched IFCs in Section 4.1, here we compare SIF with popular CF
approaches. The following methods for matrix data are compared: (i) alternative gradient descent
(“AltGrad”) [24]: This is the most popular CF method, which is based on matrix factorization (i.e.,
inner product operation). We use gradient descent for optimization; (ii) factorization machine (“FM”)
[33]: This extends linear regression with matrix factorization to capture second-order interactions
among features; (iii) Deep&Wide [8]: This is a recent CF method, which first embeds discrete features
and then concatenates them for prediction; (iv) Neural collaborative filtering (“NCF”) [15]: This is
another recent CF method, which models the IFC by neural networks.
For tensor data: Deep&Wide and NCF can be easily extended to handle tensor data. Since the rank
for the tensor is not uniquely defined, Thus, the following CF methods for tensor data are considered:
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Two types of popularly used low-rank factorization of tensor are used, i.e., “CP” and “Tucker” [23],
and gradient descent is used for optimization; “HOFM” [6]”: a fast variant of FM, which can capture
high-order interactions among features.
(a) MovieLens-100K. (b) MovieLens-1M. (c) Youtube.
Figure 5: Comparison of testing RMSEs between SIF and other CF approaches with different
embedding dimension.
Effectiveness. Comparison on the testing RMSEs is shown in Figure 5. First, as the embedding
dimension gets larger, all methods gradually overfit and the testing RMSEs get higher. SIF(no-auto)
is slightly better than the other CF approaches, which demonstrates the expressiveness of the designed
search space. Finally, with the searched IFCs, SIF consistently obtains lower testing RMSEs than all
other CF approaches.
Efficiency. As mentioned in [39], training algorithms are likely to have faster convergence if the
hyperparameters can better capture properties in the data set. We show the training efficiency with the
searched interactions vs human-designed CF methods in Figure 6. As can be seen, the searched IFC
can be more efficiently trained, which further shows the superiority of searching IFCs from the data.
(a) MovieLens-100K. (b) MovieLens-1M. (c) Youtube.
Figure 6: Comparison of the convergence between SIF (with searched IFC) and other CF methods
when embedded dimension is 8. FM and HOFM are not shown as their code donot support a callback
to record testing performance.
4.3 Comparison with Single Operation
To further demonstrate the need of AutoML and effectiveness of SIF, we show the performance of
each single operation in Figure 7(a). It can be seen that while some operations can be better than
others (e.g., plus is better than conv), there is no clear winner among all operations; and the best
operation may depends on embedded dimensions as well. These verify the need of AutoML. Besides,
SIF achieves consistently lower testing RMSEs than all single operations, and converges faster as
well. Note that SIF in Figure 4(a) may not select the best single operation in Figure 7(a), due to the
learned non-linear transformation (Figure 4(b)).
4.4 Comparison with DARTS
In Section 3.3, we have shown that DARTS and proximal algorithm (PA) are motivations to the
proposed SIF. Here, we demonstrate that these two baseline algorithms are inferior to SIF. For PA, a
is updated with a← proxC (a− ε∇aH(T,S)), while the other steps are the same as Algorithm 1.
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(a) Single operations. (b) SIF v.s DARTS. (c) SIF v.s DARTS.
Figure 7: Left: performance of each single operation on MovieLens-100K. Middle and right:
comparison of standard proximal algorithm (PA), DARTS and SIF on MovieLens1M and Youtube.
MovieLens-100K is used and the embedding dimension is set as 8. The comparison is in Figures 7(b)-
(c). We can see that, as explained in Section 3.3.2, standard PA algorithm which directly maintains a
discrete a indeed leads to poor performance. Besides, while all operations are activated for DARTS,
only one single operation is activated for SIF when updating embeddings. This helps SIF to be much
faster and better than DARTS.
5 Conclusion
In this paper, we propose an AutoML approach to search interaction functions for CF. The keys
are an expressive search space, a continuous representation of the space, and an efficient algorithm
which can jointly search interaction functions and update embedded vectors in a stochastic manner.
Experimental results demonstrate that the proposed method is much more efficient than popular
AutoML approaches, and also obtains much better learning performance than human-designed CF
approaches.
References
[1] C. Aggarwal. Recommender systems: the textbook. Springer, 2017.
[2] B. Baker, O. Gupta, N. Naik, and R. Raskar. Designing neural network architectures using
reinforcement learning. In ICLR, 2017.
[3] Y. Bengio. Gradient-based optimization of hyperparameters. Neural Computation, 12(8):1889–
1900, 2000.
[4] J. Bergstra and Y. Bengio. Random search for hyper-parameter optimization. JMLR,
13(Feb):281–305, 2012.
[5] J. Bergstra, B. Komer, C. Eliasmith, D. Yamins, and D. Cox. Hyperopt: a python library
for model selection and hyperparameter optimization. Computational Science & Discovery,
8(1):014008, 2015.
[6] M. Blondel, A. Fujino, N. Ueda, and M. Ishihata. Higher-order factorization machines. In NIPS,
pages 3351–3359, 2016.
[7] E. Candès and B. Recht. Exact matrix completion via convex optimization. Foundations of
Computational mathematics, 9(6):717, 2009.
[8] H.-T. Cheng, L. Koc, J. Harmsen, T. Shaked, T. Chandra, H. Aradhye, G. Anderson, G. Corrado,
W. Chai, and M. Ispir. Wide & deep learning for recommender systems. Technical report,
Recsys Workshop, 2016.
[9] B. Colson, P. Marcotte, and G. Savard. An overview of bilevel optimization. Annals of
Operations Research, 153(1):235–256, 2007.
[10] M. Courbariaux, Y. Bengio, and J.-P. David. Binaryconnect: Training deep neural networks
with binary weights during propagations. In NIPS, pages 3123–3131, 2015.
[11] M. Feurer, A. Klein, K. Eggensperger, J. Springenberg, M. Blum, and F. Hutter. Efficient and
robust automated machine learning. In NIPS, pages 2962–2970, 2015.
9
[12] R. Gemulla, E. Nijkamp, P. Haas, and Y. Sismanis. Large-scale matrix factorization with
distributed stochastic gradient descent. In SIGKDD, pages 69–77, 2011.
[13] I. Goodfellow, Y. Bengio, and A. Courville. Deep learning. MIT press, 2016.
[14] X. He, X. Du, X. Wang, F. Tian, J. Tang, and T.-S. Chua. Outer product-based neural collabora-
tive filtering. In IJCAI, pages 2227–2233, 2018.
[15] X. He, L. Liao, H. Zhang, L. Nie, X. Hu, and T.-S. Chua. Neural collaborative filtering. WWW,
2017.
[16] J. Herlocker, J. Konstan, A. Borchers, and J. Riedl. An algorithmic framework for performing
collaborative filtering. In SIGIR, pages 230–237, 1999.
[17] C.-K. Hsieh, L. Yang, Y. Cui, T.-Y. Lin, S. Belongie, and D. Estrin. Collaborative metric
learning. In WWW, pages 193–201. International World Wide Web Conferences Steering
Committee, 2017.
[18] F. Hutter, L. Kotthoff, and J. Vanschoren, editors. Automated Machine Learning: Methods,
Systems, Challenges. Springer, 2018.
[19] H. Ji, C. Liu, Z. Shen, and Y. Xu. Robust video denoising using low rank matrix completion. In
CVPR, pages 1791–1798, 2010.
[20] A. Karatzoglou, X. Amatriain, L. Baltrunas, and N. Oliver. Multiverse recommendation: n-
dimensional tensor factorization for context-aware collaborative filtering. In Recsys, pages
79–86, 2010.
[21] D. Kim, C. Park, J. Oh, S. Lee, and H. Yu. Convolutional matrix factorization for document
context-aware recommendation. In RecSys, pages 233–240, 2016.
[22] M. Kim and J. Leskovec. The network completion problem: Inferring missing nodes and edges
in networks. In SDM, pages 47–58. SIAM, 2011.
[23] T.G. Kolda and B. Bader. Tensor decompositions and applications. SIAM Review, 51(3):455–
500, 2009.
[24] Y. Koren. Factorization meets the neighborhood: a multifaceted collaborative filtering model.
In KDD, 2008.
[25] T. Lei, X. Wang, and H. Liu. Uncoverning groups via heterogeneous interaction analysis. In
ICDM, pages 503–512, 2009.
[26] H. Liu, K. Simonyan, and Y. Yang. DARTS: Differentiable architecture search. In ICLR, 2018.
[27] J. Luketina, T. Raiko, M. Berglund, and K. Greff. Scalable gradient-based tuning of continuous
regularization hyperparameters. In ICML, 2016.
[28] R. Luo, F. Tian, T. Qin, E. Chen, and T.-Y. Liu. Neural architecture optimization. In NeurIPS,
2018.
[29] A. Mnih and R. Salakhutdinov. Probabilistic matrix factorization. In NIPS, pages 1257–1264,
2008.
[30] N. Parikh and S.P. Boyd. Proximal algorithms. Foundations and Trends in Optimization,
1(3):123–231, 2013.
[31] M. Raghu, B. Poole, J. Kleinberg, S. Ganguli, and J. Dickstein. On the expressive power of
deep neural networks. In ICML, pages 2847–2854, 2017.
[32] B. Recht, M. Fazel, and P. Parrilo. Guaranteed minimum-rank solutions of linear matrix
equations via nuclear norm minimization. SIAM review, 52(3):471–501, 2010.
[33] S. Rendle. Factorization machines with LibFM. TIST, 3(3):57, 2012.
[34] X. Su and T. Khoshgoftaar. A survey of collaborative filtering techniques. Advances in Artificial
Intelligence, 2009, 2009.
[35] R. Sutton and A. Barto. Reinforcement learning: An introduction. MIT press, 1998.
[36] L. Xiao. Dual averaging methods for regularized stochastic learning and online optimization.
JMLR, 11(Oct):2543–2596, 2010.
[37] S. Xie, H. Zheng, C. Liu, and L. Lin. SNAS: stochastic neural architecture search. In ICLR,
2018.
10
[38] H.-J. Xue, X. Dai, J. Zhang, S. Huang, and J. Chen. Deep matrix factorization models for
recommender systems. In IJCAI, 2017.
[39] Q. Yao, M. Wang, Y. Chen, W. Dai, Y. Hu, Y. Li, W. Tu, Q. Yang, and Y. Yu. Taking human
out of learning applications: A survey on automated machine learning. Technical report, arXiv,
2018.
[40] F. Zhang, J. Yuan, D. Lian, X. Xie, and W.-Y. Ma. Collaborative knowledge base embedding
for recommender systems. In KDD, 2016.
[41] B. Zoph and Q. Le. Neural architecture search with reinforcement learning. In ICLR, 2017.
[42] B. Zoph, V. Vasudevan, J. Shlens, and Q. Le. Learning transferable architectures for scalable
image recognition. In CVPR, 2017.
11
