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DEGREE BOUNDS FOR LOCAL COHOMOLOGY
ANDREW R. KUSTIN, CLAUDIA POLINI, AND BERND ULRICH
ABSTRACT. Let R be a non-negatively graded Cohen-Macaulay ring with R0 a Cohen-Macaulay
factor ring of a local Gorenstein ring. Let d = dimR, m be the maximal homogeneous ideal of R, and
M be a finitely generated graded R-module.
It has long been known how to read information about the socle degrees of the local cohomology
module H0
m
(M) from the twists in position d in a resolution of M by free R-modules. It has also
long been known how to use local cohomology to read valuable information from complexes which
approximate resolutions in the sense that they have positive homology of small Krull dimension. The
present paper reads information about the maximal generator degree (rather than the socle degree) of
H0
m
(M) from the twists in position d−1 (rather than position d) in an approximate resolution of M.
We apply the local cohomology results to draw conclusions about the maximum generator degree
of the second symbolic power of the prime ideal defining a monomial curve and the second symbolic
power of the ideal defining a finite set of points in projective space.
There is an application to general hyperplane sections of subschemes of projective space over
an infinite field k. Let V be the subscheme of Pd−1k defined by the homogeneous ideal I in R =
k[x1, . . . ,xd ] and H be a linear subspace of Pd−1k defined by c general linear forms in R, for some
c with 1 ≤ c ≤ dimV . The local cohomology techniques lead to an upper bound for the maximal
generator degree of the saturated ideal defining V ∩H in terms of information that can be read from
the minimal homogeneous resolution of R/I.
There is an application of the local cohomology techniques to partial Castelnuovo-Mumford reg-
ularity. There is a further application to the ideals generated by the lower order Pfaffians of an
alternating matrix.
One additional application is to the study of blow-up algebras. The techniques of the present
paper are the main tool used in [13] to identify the defining equations, or bounds on the degrees of
the defining equations, for Rees algebras of ideals.
1. INTRODUCTION.
For the time being, let R be a non-negatively graded polynomial ring in d variables over a field
and M be a finitely generated graded R-module of depth zero. It is well known how to
(1.0.1) read the socle degrees of M from the twists at the end of
a minimal homogeneous finite free resolution of M.
Of course, the socle of M is the socle of the local cohomology module H0m(M), where m is the max-
imal homogeneous ideal of R. In this paper we find bounds on the degrees of interesting elements
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of Him(M) in terms of information about the ring R and information that can be read from a homo-
geneous complex of finitely generated R-modules C• : · · · →C2 →C1 →C0 → 0 with H0(C•) = M.
The ring R need not be a polynomial ring, the complex C• need not be finite, need not be acyclic, and
need not consist of free modules, and the parameter i need not be zero. Instead, we impose hypothe-
ses on the Krull dimension of H j(C•) and the depth of C j in order make various local cohomology
modules Hℓm(H j(C•)) and Hℓm(C j) vanish.
Our most general algebraic statement is Proposition 5.1. Numerical applications of Proposi-
tion 5.1 appear as Corollaries 5.3, 5.5, and 5.7. In Corollary 5.3 we bound the maximum generator
degree of Him(M) in terms of the maximum generator degree of C j for appropriately related i and j.
In particular, in Corollary 5.5, we bound the maximum generator degree of H0m(M) in terms of the
maximum generator degree of Cd−1. The hypotheses of Corollary 5.5 hold if C• is a resolution of
M; consequently, this result is completely analogous to (1.0.1) where max{r | [H0m(M)]r 6= 0} is read
from the generator degrees of Cd . Corollary 5.7 is an intriguing generalization of the well-known
fact that a maximal Cohen-Macaulay module over a polynomial ring is free.
Corollary 5.5 is precisely the result that we use in [13] to identify the torsion submodule of the
symmetric modules Symℓ(I) where I is a grade three Gorenstein ideal in an even-dimensional poly-
nomial ring. A more elementary result (Lemma 3.2) may be used to identify the torsion submodule
of Symℓ(I) when I is a grade three Gorenstein ideal in an odd-dimensional polynomial ring. It turns
out that Lemma 3.2 may be derived in full generality from the techniques involved in the proof
of Proposition 5.1; see Remark 4.5. We devote Section 3 to the statement of Lemma 3.2 and the
deduction of a few numerical consequences. We view this lemma as a model for the main results in
the present paper.
Section 4 is rather audacious. We relate the cohomology of Hom(C•,N) to Ext•(M,N), where C•
is a complex with H0(C•) = M and M and N are arbitrary modules. In spite of the a priori lack of
hypotheses we obtain a significant, multi-faceted, result which is the basis for Section 5; and hence
the rest of the paper.
In Section 6, we apply the local cohomology techniques of Section 5 to draw conclusions about
geometric situations. Corollary 6.2 shows that if p is the prime ideal which defines the monomial
curve associated to a numerical semigroup H , then the maximal generator degree of the second
symbolic power of p satisfies
b0(p(2))≤max{b0(p)+ the maximal generator of H + the Frobenius number of H,2b0(p)}.
(The function b0 represents “maximum generator degree”, see 2.2.) Corollary 6.4 shows that if I is
the ideal which defines a finite set of points in projective space, then
b0(I(2))≤ b0(I)+ p(P/I)+2,
where p(P/I) is the postulation number of the homogeneous coordinate ring of the set of points.
Corollary 6.7 is about general hyperplane sections of subschemes of projective space. Let V be
the subscheme of Pd−1k defined by the homogeneous ideal I in R = k[x1, . . . ,xd ] and H be a linear
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subspace of Pd−1k defined by c general linear forms in k[x1, . . . ,xd ], for some c with 1 ≤ c ≤ dimV .
We produce an upper bound for the maximal generator degree of the saturated ideal defining the
subscheme V ∩H of H , in terms of information that can be read from the minimal homogeneous
resolution of R/I. If V is arithmetically Cohen-Macaulay, then this information can be obtained by
way of the well-known technique of Artinian reduction. However, if V is not arithmetically Cohen-
Macaulay, then the bounds that we obtain appear to be new. In particular, we have highlighted the
case when V ∩H is a zero dimensional scheme.
Section 8 contains applications of our local cohomology techniques to ideals generated by lower
order Pfaffians and to residual intersections of grade three Gorenstein ideals. Let k be an infinite
field, d and n be integers with 3 ≤ d ≤ n and n odd, R be the standard graded polynomial ring
k[x1, . . . ,xd ], ϕ be an n×n alternating matrix with homogeneous linear entries from R. Let I denote
the ideal Pfn−1(ϕ) and m denote the maximal homogeneous ideal of R. Assume that I has height
three and satisfies F0 on the punctured spectrum of R. (See Remark 8.2 for a definition.) Then the
following statements hold.
(a) The ideal Pft(ϕ) is equal to mt/2 for all even integers t with 2≤ t ≤ n−d +1.
(b) The sum of all homogeneous d-residual intersections of I is m⌈ n−d2 ⌉.
In part (b) if d = 3, then the sum of all homogeneous links of I is equal to m n−32 ; indeed, the links
of the ideal I are precisely its 3-residual intersections. Sums of all links of a given ideal have been
used before to study the entire linkage class of the ideal; see for instance [17, 19].
2. CONVENTIONS, NOTATION, AND PRELIMINARY RESULTS.
2.1. If M and N are modules over the ring R, then N is a subquotient of M if N is isomorphic to a
submodule of a homomorphic image of M; that is, if there exists an R-module P with
M

N 

// P.
Of course, N is also a subquotient of M if N is isomorphic to a homomorphic image of a submodule
of M. The property of being a subquotient is transitive in the sense that if M1 is a subquotient of M2
and M2 is a subquotient of M3, then M1 is a subquotient of M3.
2.2. We collect names for some of the numbers associated to a graded module. Let R be a graded
Noetherian ring and M be a graded R-module. Define
topdeg M = inf{τ |M j = 0 for all j with τ < j},
indeg M = sup{τ | M j = 0 for all j with j < τ}, and
b0(M) = inf
{
τ
∣∣R(⊕ j≤τ M j)= M} .
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If R is non-negatively graded, R0 is local, m is the maximal homogeneous ideal of R, and i is a
non-negative integer, then also define
ai(M) = topdeg Him(M) and
bi(M) = topdeg TorRi (M,R/m).
Observe that both definitions of the maximal generator degree b0(M) give the same value. The
expressions “topdeg”, “indeg”, and “bi” are read “top degree”, “initial degree”, and “maximal i-th
shift in a minimal homogeneous resolution” respectively. If M is the zero module, then
topdeg(M) = b0(M) =−∞ and indeg M =+∞.
We often use the data of 2.3.
2.3. Let R be a non-negatively graded Noetherian ring with R0 local and let m be the maximal
homogeneous ideal of R.
2.4. Take R,R0,m as described in 2.3. For a minimal homogeneous generating set y1, . . . ,yn of m,
with degy1 ≥ degy2 ≥ ·· · ≥ degyn, let Θt = ∑tj=1 degy j.
2.5. Take R,R0,m as described in 2.3. If M is a graded R-module, then recall that the socle of M is
the graded R-module
0 :M m= {x ∈M |m · x = 0}= HomR(R/m,M).
2.6. Take R,R0,m as described in 2.3. Assume further that R is Cohen-Macaulay and R0 is a Cohen-
Macaulay factor ring of a local Gorenstein ring. Let S = R0[x1, . . . ,xn] be a graded polynomial ring
which maps homogeneously onto R. If g is the codimension of R as an S-module, then the graded
canonical module of R is
ωR = ExtgS(R,ωR0 ⊗R0 S)(−∑degxi),
where ωR0 is the canonical module of R0
2.7. Take R,R0,m as described in 2.3 with dimR = d. Recall the numerical functions of 2.2. The
a-invariant of R is
a(R) = ad(R).
Furthermore, if ωR is the graded canonical module of R (see 2.6), then
a(R) =− indeg ωR.
2.8. The graded ring R =
⊕
i≥0
Ri is a standard graded R0-algebra if R is generated as an R0-algebra
by R1 and R1 is finitely generated as an R0-module.
2.9. Let R be a standard graded polynomial ring over a field k, m be the maximal homogeneous
ideal of R, and M be a finitely generated graded R-module. Recall the numerical functions of 2.2.
The Castelnuovo-Mumford regularity of M is
regM = max{ai(M)+ i}= max{bi(M)− i}.
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2.10. Let R be a Noetherian ring, I be a proper ideal of R, and M be a finitely generated R-module.
The grade of I is the length of a maximal regular sequence on R which is contained in I. (If R is
Cohen-Macaulay, then the grade of I is equal to the height of I.) The R-module M is called perfect
if the grade of the annihilator of M (denoted annM) is equal to the projective dimension of M. (The
inequality grade(ann M)≤ pdR M holds automatically if M 6= 0.) The ideal I in R is called a perfect
ideal if R/I is a perfect R-module. A perfect ideal I of grade g is a Gorenstein ideal if ExtgR(R/I,R)
is a cyclic R-module.
2.11. If ϕ is a matrix, then ϕt is the transpose of ϕ. If ϕ is a matrix (or a homomorphism of free
R-modules), then Ir(ϕ) is the ideal generated by the r× r minors of ϕ (or any matrix representation
of ϕ). If ϕ is an alternating matrix, then Pfr(ϕ) denotes the ideal generated by the the Pfaffians of
principal r× r alternating submatrices of ϕ.
2.12. Let q be an integer and R be a ring. A complex of finitely generated free R-modules
0→Cℓ →Cℓ−1 → ··· →C0 → 0
is called q-linear if Ci = R(−q− i)βi , for some βi, for all i with 0 ≤ i≤ ℓ.
3. A MODEL.
The present paper generalizes Lemma 3.2, which is a well-known and very useful trick involv-
ing local cohomology. The idea goes back to Gruson, Lazarsfeld, and Peskine [7, 1.6], at least.
The statement is general and precise. Furthermore, the proof is short and not technical. We apply
Lemma 3.2 in [13], where we compute the multiplicity of the special fiber ring of linearly pre-
sented grade three Gorenstein ideals. We explain in Remark 4.5 why Lemma 3.2 follows from the
techniques of the present paper.
Data 3.1. Let R be a non-negatively graded algebra over a local ring R0 with dimR = d, m be the
maximal homogeneous ideal of R, M be a graded R-module, and
C• : . . .−→C1 −→C0 −→ 0
be a homogeneous complex of finitely generated graded R-modules with H0(C•) = M.
Recall the numerical functions of 2.2.
Lemma 3.2. Adopt Data 3.1. Fix an integer i with 0 ≤ i≤ d. Assume that
(a) i+ j+1≤ depthC j, for all j with 0≤ j ≤ d− i−1, and
(b) dimH j(C•)≤ j+ i , for all j with 1 ≤ j.
Then
(1) Him(M) is a graded subquotient of Hdm(Cd−i) and
(2) ai(M)≤ b0(Cd−i)+a(R).
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Remark 3.3. Typically, one applies Lemma 3.2 when the modules C j are maximal Cohen-Macaulay
modules (for example, free modules over a Cohen-Macaulay ring), because, in this case, hypothesis
(a) about depthC j is automatically satisfied. Similarly, if
(3.3.1) Hℓ(C•)p = 0 for all ℓ and p with 1≤ ℓ≤ d− i−1, p ∈ Spec(R), and i+2≤ dimR/p,
then hypothesis (b) is also satisfied.
Proof. (1) Write B•, Z•, H• for boundaries, cycles, homology of C•, respectively; and consider the
two homogeneous exact sequences
0−→B0 −→C0 −→M −→ 0(3.3.2)
0−→H1 −→C1/B1 −→ B0 −→ 0 .(3.3.3)
We use descending induction on i beginning with i = d. The short exact sequence (3.3.2) gives
rise to the surjection
Hdm(C0) // // Hdm(M)
since Hd+1m (B0) = 0.
Now assume that i < d. The short exact sequence (3.3.2) gives rise to
Him(M)
  // Hi+1m (B0)
because i+1≤ depthC0, and (3.3.3) yields
Hi+1m (C1/B1) // // Hi+1m (B0)
since dimH1 ≤ i+1. Thus, Him(M) is a graded subquotient of Hi+1m (C1/B1). We apply the induction
hypothesis to the module C1/B1 and notice that a subquotient of a subquotient is a subquotient.
(2) Apply (1) to see that
ai(M)≤ ad(Cd−i).
Let F be a finitely generated graded free R-module which maps surjectively onto Cd−i so that
b0(F) = b0(Cd−i). The long exact sequence of local cohomology gives a surjection
Hdm(F) // // Hdm(Cd−i) ,
which shows that
ad(Cd−i)≤ ad(F) = b0(F)+a(R) = b0(Cd−i)+a(R).

Corollary 3.4. Adopt the hypotheses of Lemma 3.2, with i = 0. Then the following statements hold.
(a) If Cd = 0, then H0m(M) = 0.
(b) If Cd 6= 0, then
[H0m(M)]ℓ = 0 for all ℓ with b0(Cd)+a(R)< ℓ.

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Reminder. Keep in mind that the hypotheses of Lemma 3.2 are satisfied if the conditions of Re-
mark 3.3 are in effect.
Corollary 3.5. Adopt the hypotheses of Lemma 3.2, with i= 0. Assume further that R= k[x1, . . . ,xd ]
is a standard graded polynomial ring and that the subcomplex
Cd −→ . . .−→C1 −→C0 −→ 0
of C• is a q-linear complex of free R-modules, for some integer q (that is, C j ≃ R(−q− j)b j , for
some b j, for 0 ≤ j ≤ d). Then H0m(M) is concentrated in degree q; that is, [H0m(M)]ℓ = 0 for all ℓ
with ℓ 6= q.
Reminder. Keep in mind that the hypotheses of Lemma 3.2 are satisfied if the conditions of Re-
mark 3.3 are in effect.
Proof. Apply Corollary 3.4. We may assume that Cd 6= 0 and we see that [H0m(M)]ℓ = 0 for ℓ with
b0(Cd)+a(R)< ℓ. But
b0(Cd)+a(R) = (q+d)−d = q;
so [H0m(M)]ℓ = 0 for q < ℓ. On the other hand, H0m(M) is a graded submodule of M and [M]ℓ = 0
for all ℓ with ℓ < q. 
4. AN ELEMENTARY CALCULATION.
Our most general algebraic statement is Proposition 5.1. Lemma 4.2 is the first step in the proof
of Proposition 5.1. In Lemma 4.2 we relate the cohomology of Hom(C•,N) to Ext•(M,N), where
C• is a complex with H0(C•) = M and N is an arbitrary module.
Setup 4.1. Let R be a graded ring, M and N be graded R-modules, and
C• : . . .−→C1 −→C0 → 0
be a homogeneous complex of graded R-modules with H0(C•) = M. Fix a positive integer i. We
consider four hypotheses which can be imposed on the above data:
• The data satisfies Htop,i if Exti− j(H j(C•),N) = 0 for all integers j with 1 ≤ j ≤ i.
• The data satisfies Hbot,i if Exti− j−1(H j(C•),N) = 0 for all integers j with 1≤ j ≤ i−1.
• The data satisfies Ctop,i if Exti− j(C j,N) = 0 for all integers j with 0≤ j ≤ i−1.
• The data satisfies Cbot,i if Exti− j−1(C j,N) = 0 for all integers j with 0≤ j ≤ i−2.
Lemma 4.2. In the setup of 4.1, the following statements hold.
(a) If the hypotheses Htop,i, Hbot,i, Ctop,i, and Cbot,i all are in effect, then there is a natural homoge-
neous isomorphism Hi(Hom(C•,N))≃ Exti(M,N).
(b) If the hypotheses Htop,i, Ctop,i, and Cbot,i are in effect, then there is a natural homogeneous
surjection
Exti(M,N) // // Hi(Hom(C•,N)) .
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(c) If the hypotheses Htop,i, Hbot,i, and Ctop,i are in effect, then there is a natural homogeneous
surjection
Hi(Hom(C•,N)) // // Exti(M,N) .
(d) If the hypotheses Htop,i, Hbot,i, and Cbot,i are in effect, then there is a natural homogeneous
injection
Hi(Hom(C•,N)) 

// Exti(M,N) .
(e) If the hypotheses Hbot,i, Ctop,i, and Cbot,i are in effect, then there is a natural homogeneous
injection
Exti(M,N) 

// Hi(Hom(C•,N)) .
(f) If the hypotheses Htop,i and Cbot,i are in effect, then Hi(Hom(C•,N)) is a natural homogeneous
subquotient of Exti(M,N).
(g) If the hypotheses Hbot,i and Ctop,i are in effect, then Exti(M,N) is a natural homogeneous sub-
quotient of Hi(Hom(C•,N)).
Proof. Write B•, Z•, H• for boundaries, cycles, homology of C•, respectively. It is appropriate to
define B−1 to be M. Consider the two homogeneous exact sequences
0 −→B j −→ Z j −→ H j −→ 0, for 0 ≤ j, and(4.2.1)
0 −→Z j −→C j −→ B j−1 −→ 0, for 1 ≤ j.(4.2.2)
Notice that (4.2.1) with j = 0 is the same as
0→ B0 →C0 →M → 0.
Let (−)∨ denote the functor HomR(−,N) = Hom(−,N). Apply the functor (−)∨ to (4.2.1) and
(4.2.2) to obtain the following homogeneous long exact sequences of cohomology
· · · → Extℓ(H j,N)→ Extℓ(Z j,N)→ Extℓ(B j,N)→ Extℓ+1(H j,N)→ . . . , for 0 ≤ j,(4.2.3)
· · · →Extℓ(C j,N)→ Extℓ(Z j,N)→ Extℓ+1(B j−1,N)→ Extℓ+1(C j,N)→ . . . , for 1 ≤ j.(4.2.4)
When 2 ≤ i, it is helpful to combine the exact sequences
0→ B∨i−1 →C∨i → Z∨i and C∨i−1 → Z∨i−1 → Ext1(Bi−2,N),
which are part of (4.2.4), with j = i and j = i−1, respectively, into the picture
(4.2.5) C∨i−1
∂∨i //
!!❉
❉❉
❉❉
❉❉
❉
C∨i
∂∨i+1 //
❄
❄❄
❄❄
❄❄
❄
C∨i+1
Z∨i−1 //
%%▲
▲▲
▲▲
▲▲
▲▲
▲
B∨i−1
+

99sssssssssss
Z∨i // B∨i
.

>>⑤⑤⑤⑤⑤⑤⑤⑤
Ext1(Bi−2,N).
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When i = 1, one combines the exact sequences
0 → B∨0 →C∨1 → Z∨1 and C∨0 → B∨0 → Ext1(M,N),
into the picture
(4.2.6) C∨0
∂∨1 //
❅
❅❅
❅❅
❅❅
C∨1
∂∨2 //
$$❏
❏❏
❏❏
❏❏
❏❏
❏❏
C∨2
B∨0
,

::ttttttttttt
$$❏
❏❏
❏❏
❏❏
❏❏
❏ Z
∨
1
// B∨1
/

??⑦⑦⑦⑦⑦⑦⑦
Ext1(M,N).
The hypothesis Htop,i guarantees the following information about the natural maps from the long
exact sequence (4.2.3):
Exti− j−1(Z j,N) // // Exti− j−1(B j,N) is a surjection, for 1≤ j ≤ i−1, and(4.2.7)
Exti− j(Z j,N) 

// Exti− j(B j,N) is an injection, for 1≤ j ≤ i.(4.2.8)
In particular, for j = i, (4.2.8) yields Z∨i 

// B∨i . Now (4.2.5) and (4.2.6) imply
(4.2.9) ker ∂∨i+1 = ker(C∨i → Z∨i ) = im(B∨i−1 

// C∨i ) .
If 2 ≤ i, then for j = i−1, (4.2.7) yields:
Z∨i−1 // // B∨i−1
(4.2.5)
+3 coker(C∨i−1 → Z∨i−1) // // coker(C∨i−1 → B∨i−1)≃ Hi(C∨• ) ,
where the last isomorphism follows from (4.2.9). Thus,
(4.2.10) Htop,i =⇒ the natural map coker(C∨i−1 → Z∨i−1) // // Hi(C∨• ) is a surjection for 2 ≤ i.
Similarly, when i = 1, (4.2.6) shows that there always is a natural injection
(4.2.11) coker(C∨0 → B∨0 ) 

// H1(C∨• ) ;
furthermore, when Htop,1 is in effect, then this injection is an isomorphism by (4.2.9).
The hypothesis Hbot,i guarantees the following information about the natural maps from the long
exact sequence (4.2.3):
Exti− j−1(Z j,N) 

// Exti− j−1(B j,N) is an injection, for 1 ≤ j ≤ i−1, and(4.2.12)
Exti− j−2(Z j,N) // // Exti− j−2(B j,N) is a surjection, for 1 ≤ j ≤ i−2.(4.2.13)
In particular, if 2 ≤ i and j = i−1, then (4.2.12) yields Z∨i−1 

// B∨i−1 which in turn implies
coker(C∨i−1 → Z∨i−1)
  // coker(C∨i−1 → B∨i−1)
≃
nat
// B
∨
i−1
im∂∨i
 always
(4.2.5)
// ker∂
∨
i+1
im ∂∨i
= Hi(C∨• );
hence,
(4.2.14) Hbot,i =⇒ coker(C∨i−1 → Z∨i−1) 

// Hi(C∨• ), for 2≤ i.
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If 1 ≤ i, then the hypothesis Ctop,i guarantees the following information about the natural maps
from the long exact sequence (4.2.4), when 1 ≤ j, and from the long exact sequence (4.2.3), when
j = 0. (Keep in mind that C0 = Z0 and H0 = M).
Exti−1(B0,N) // // Exti(M,N) is a surjection,(4.2.15)
Exti− j−1(Z j,N) // // Exti− j(B j−1,N) is a surjection, for 1 ≤ j ≤ i−1.(4.2.16)
In particular, if 2 ≤ i, then (4.2.16), with j = i−1, is Z∨i−1 // // Ext1(Bi−2,N) . Combine this fact
with (4.2.5) to see that
(4.2.17) Ctop,i =⇒ Ext1(Bi−2,N) ≃nat // coker(C∨i−1 → Z∨i−1) .
Furthermore, if i = 1, then (4.2.6) shows that there is a natural homogeneous injection
(4.2.18) coker(C∨0 → B∨0 ) 

// Ext1(M,N)
and this injection is an isomorphism when Ctop,1 is in effect.
If 2 ≤ i, then the hypothesis Cbot,i guarantees the following information about the natural maps
from the long exact sequence (4.2.4), when 1 ≤ j, and from the long exact sequence (4.2.3), when
j = 0. (Recall that C0 = Z0 and H0 = M).
Exti−1(B0,N) 

// Exti(M,N) is an injection,(4.2.19)
Exti− j−1(Z j,N) 

// Exti− j(B j−1,N) is an injection, for 1 ≤ j ≤ i−2.(4.2.20)
If Hbot,i and Ctop,i are both in effect, then the homogeneous natural maps from the long exact
sequences (4.2.3) and (4.2.4) satisfy
(4.2.21) Hi(C∨• ) oo
Hbot,i
(4.2.14)
? _ coker(C∨i−1 → Z∨i−1) oo
Ctop,i
≃
(4.2.17)
// Ext1(Bi−2,N) oo
Hbot,i
(4.2.12)
? _Ext1(Zi−2,N)
Ctop,i
(4.2.16)
// // Ext2(Bi−3,N) oo
Hbot,i
(4.2.12)
? _ · · ·
Ctop,i
(4.2.16)
// // Exti−1(B0,N)
Ctop,i
(4.2.15)
// // Exti(M,N), if 2 ≤ i, and
H1(C∨• ) oo
always
(4.2.11)
? _ coker(C∨0 → B∨0 )
Ctop,1
(4.2.18)
// // Ext1(M,N), if i = 1;
and therefore, Exti(M,N) is a natural subquotient of Hi(C•). The proof of (g) is complete.
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If Htop,i and Cbot,i are both in effect, then the homogeneous natural maps from the long exact
sequences (4.2.3) and (4.2.4) satisfy
(4.2.22) Hi(C∨• ) oooo
Htop,i
(4.2.10)
coker(C∨i−1 → Z∨i−1)
 always
(4.2.5)
// Ext1(Bi−2,N) oooo
Htop,i
(4.2.7)
Ext1(Zi−2,N)
 
Cbot,i
(4.2.20)
// Ext2(Bi−3,N) oooo
Htop,i
(4.2.7)
· · · 
 Cbot,i
(4.2.20)
// Exti−1(B0,N)
 
Cbot,i
(4.2.19)
// Exti(M,N), if 2 ≤ i, and
H1(C∨• ) oooo
Htop,1
(4.2.11)
coker(C∨0 → B∨0 )
 always
(4.2.18)
// Ext1(M,N), if i = 1;
and therefore, Hi(C∨• ) is a natural subquotient of Exti(M,N). The proof of (f) is complete.
It is important to keep in mind that the natural homogeneous maps which appear in (4.2.21)
are exactly the same as the natural homogeneous maps which appear in (4.2.22) because all of
these maps come from the long exact sequences of homology (4.2.3) and (4.2.4) and the pictures
(4.2.5) and (4.2.6). In particular, if the conditions Hbot,i, Ctop,i, and Cbot,i all are in effect, then a
quick comparison of (4.2.21) and (4.2.22) shows that the maps labeled “Ctop,i” in (4.2.21) are all
isomorphisms; hence (4.2.21) provides an injection
Hi(C∨• ) oo ?
_ Exti(M,N),
and (e) is established.
Similarly, if the conditions Htop,i, Hbot,i, and Cbot,i all are in effect, then a quick comparison of
(4.2.21) and (4.2.22) shows that the maps labeled “Htop,i” in (4.2.22) are all isomorphisms; hence
(4.2.22) provides an injection
Hi(C∨• )
  // Exti(M,N),
and (d) is established.
If the conditions Htop,i, Hbot,i, and Ctop,i all are in effect, then the maps labeled “Hbot,i” in (4.2.21)
are all isomorphisms; hence (4.2.21) provides a surjection
Hi(C∨• ) // // Exti(M,N),
and (c) is established.
If the conditions Htop,i, Ctop,i, and Cbot,i all are in effect, then the maps labeled “Cbot,i” in (4.2.22)
are all isomorphisms; hence (4.2.22) provides a surjection
Hi(C∨• ) oooo Exti(M,N),
and (b) is established.
Assertion (a) follows from (c) and (b). 
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Proposition 5.1 is the main algebraic result of the paper. Observation 4.4 shows how to convert
the hypotheses of 5.1 into the conditions of 4.1 which are used in the proof of 5.1.
Setup 4.3. Let R be a non-negatively graded Cohen-Macaulay ring with R0 a Cohen-Macaulay
factor ring of a local Gorenstein ring. Let d be the dimension of R, m be its maximal homogeneous
ideal, k = R/m its residue field, and ω = ωR its graded canonical module; see 2.6. Let
(C•,∂•) : · · · ∂3−→C2 ∂2−→C1 ∂1−→C0 → 0
be a graded complex of finitely generated graded R-modules. Write M = H0(C•) and H• = H•(C•).
Let (−)∨ denote the functor HomR(−,ω).
Observation 4.4. Adopt the setup of 4.3 and use the hypotheses Htop,i, Hbot,i, Ctop,i, and Cbot,i of 4.1
with N = ω.
(a) Fix an integer i with 1≤ i≤ d. If dimH j ≤ d− i+ j for every j with 1≤ j ≤ i−1, then the data
satisfies condition Hbot,ℓ for all ℓ with 1 ≤ ℓ ≤ i and the data satisfies condition Htop,ℓ for all ℓ
with 1 ≤ ℓ≤ i−1.
(b) Fix integers r and s with 1 ≤ r ≤ s ≤ d. If min{d,d − r+ j+ 1} ≤ depthC j for every j with
0≤ j≤ s−1, then the data satisfies condition Ctop,ℓ for all ℓ with r≤ ℓ≤ s and the data satisfies
condition Cbot,ℓ for all ℓ with r+1≤ ℓ≤ s+1.
Proof. We may assume that the local ring R0 is complete. In the setting of (a), we have Hℓm(H j) = 0
for every ℓ with d− i+ j+1≤ ℓ; that is, d−(i− j−1)≤ ℓ. By local duality, this gives ExthR(H j,ω)=
0 for every h with h ≤ i− j−1. In (b), we have Hℓm(C j) = 0 whenever
ℓ≤min{d,d− r+ j+1}−1 = d−max{1,r− j},
which gives ExthR(C j,ω) = 0 for every h with max{1,r− j} ≤ h. 
Remark 4.5. By completing, using the Cohen structure theorem, and applying local duality, one can
obtain Lemma 3.2 in full generality as a consequence of Observation 4.4 and Lemma 4.2. Indeed,
when the hypotheses of Lemma 3.2 are inserted into Observation 4.4, one obtains, in particular, that
the conditions Hbot,d−i and Ctop,d−i hold; so Lemma 4.2.g guarantees that Extd−i(M,ω) is a graded
subquotient of Hd−i(Hom(C•,ω)) which is a graded subquotient of Hom(Cd−i,ω). Local duality
yields Him(M) is a graded subquotient of Hdm(Cd−i). Nonetheless, the original proof of Lemma 3.2
is so elementary and non-technical that we have included both proofs.
5. THE MAIN ALGEBRAIC STATEMENT.
Proposition 5.1 is the main algebraic result of the section. The rest of the paper consists of
consequences of this result. In particular, numerical applications of 5.1 appear as Corollaries 5.3,
5.5, and 5.7.
Proposition 5.1. Adopt the setup of 4.3. Fix integers i and t with 1 ≤ t ≤ i≤ d. Assume
(1) d− i+ t ≤ depth M/H0m(M),
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(2) dimH j(C•)≤ d− i+ j, for all j with 1 ≤ j ≤ i−1,
(3) min{d,d− i+ t+ j+1} ≤ depthC j, for all j with 0≤ j ≤ i−1, and
(4) i− j+1≤ depthC∨j , for all j with i− t +1≤ j ≤ i.
Then there is a natural homogeneous injection
socle(ExtiR(M,ωR))
  // ExttR(k, im(∂∨i−t+1)) .
Moreover, t ≤ depth(im(∂∨i−t+1)), and equality holds if depth ExtiR(M,ωR) = 0.
Remark 5.2. As observed in Remark 3.3, one typically applies Proposition 5.1 when the modules
C j are maximal Cohen-Macaulay modules, because, in this case, hypotheses (3) and (4) are auto-
matically satisfied. Hypothesis (1) is always satisfied when t = 1 and i = d, and hypothesis (1) is
satisfied for any t and i if M/H0m(M) is the zero module. If
H j(C•)p = 0 for all j and p with 1≤ j ≤ i−1 and 2≤ dimR/p,
then hypothesis (2) is also satisfied.
Proof. We may assume R0 is complete. The parameter t is positive; consequently, hypotheses (2)
and (3) and Observation 4.4 imply that
the conditions Hbot,i, Ctop,i, and Cbot,i of 4.1 all hold, and that(5.2.1)
the conditions Htop,h, Hbot,h Ctop,h, and Cbot,h of 4.1 all hold, when i− t +1≤ h≤ i−1.(5.2.2)
Use (5.2.1) and Lemma 4.2.e in order to conclude that there is a natural homogeneous injection
(5.2.3) Exti(M,ω)   // Hi(C∨• ) .
Combine (5.2.3) and the natural inclusion Hi(C∨• ) 

// coker(∂∨i ) to see that
socle(ExtiR(M,ω))
  // socle(coker(∂∨i )) .
Assumption (1) guarantees that Hℓm(M) = 0 for 1 ≤ ℓ≤ d− i+ t−1. Therefore,
ExthR(M,ω) = 0 for i− t+1≤ h ≤ d−1.
Use (5.2.2) and Lemma 4.2.a to conclude that Hh(C∨• ) ≃ Exth(M,ω) for i− t +1 ≤ h ≤ d−1; and
therefore
Hh(C∨• ) = 0 for i− t +1≤ h ≤ i−1.
It follows that the complex
(5.2.4) C∨i−t
∂∨i−t+1
−−−→C∨i−t+1
∂∨i−t+2
−−−→ ·· ·
∂∨i−1
−−→C∨i−1
∂∨i−→C∨i −→ coker(∂∨i )→ 0
is exact. Assumption (4) yields ExthR(k,C∨i−h) = 0 for 0≤ h≤ t−1. Long exact sequences associated
to Ext•R(k,−) then show that
socle(coker(∂∨i ))≃ HomR(k,coker(∂∨i )) 

// ExttR(k, im(∂∨i−t+1)).
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Moreover, t ≤ depth(im(∂∨i−t+1)) by the exact complex (5.2.4). Equality holds unless
ExttR(k, im(∂∨i−t+1)) = 0,
which means socle(ExtiR(M,ω)) = 0, hence 0 < depth(ExtiR(M,ω)). 
Corollary 5.3. Adopt the setup of 4.3 and the hypotheses of 5.1, and assume in addition that R0 is
Artinian. Let a(R) denote the a-invariant of R and let Θt be the invariant of R from 2.4. Assume that
Hd−im (M) is finitely generated as an R-module. Then
b0(Hd−im (M))≤ b0(Ci−t)+Θt +a(R).
Reminder. Keep in mind that the hypotheses of Lemma 5.1 are satisfied if the conditions of Re-
mark 5.2 are in effect.
Proof. We may assume that the residue field k is infinite. Graded duality and Hom-tensor adjoint-
ness give an isomorphism of k-vector spaces
(5.3.1) Homk(k⊗R Hd−im (M),k)≃ socle(ExtiR(M,ω)).
If Ci−t = 0, then, in the language of Proposition 5.1, im(∂∨i−t+1) = 0; hence, socle(ExtiR(M,ω)) = 0
by Proposition 5.1 and Hd−im (M) = 0 by (5.3.1) and the assertion holds. Henceforth, we assume
Ci−t 6= 0. There is nothing to show unless Hd−im (M) is also non-zero.
The module Hd−im (M) is finitely generated; therefore we obtain
b0(Hd−im (M)) =− indeg(socle ExtiR(M,ω)).
Thus, it remains to prove that
indeg(socle(ExtiR(M,ω))≥−b0(Ci−t)−Θt −a(R).
From Proposition 5.1 we have a homogeneous embedding
socle(ExtiR(M,ω))
  // ExttR(k,N),
where N = im(∂∨i−t+1). By the same Proposition, t ≤ depth N and hence there exists a homogeneous
N-regular sequence x = x1, . . . ,xt with ∑tj=1 degxi = Θt . (The sequence x exists because R is a
non-negatively graded ring with R0 an Artinian local ring.) Write N = N⊗R R/(x). We have
ExttR(k,N)≃ HomR(k,N)(Θt)≃ socle(N)(Θt).
Let F be a graded free R-module of finite rank, with b0(F) = b0(Ci−t), that maps homogeneously
onto Ci−t . We obtain a homogeneous inclusion C∨i−t
  // F∨ . On the other hand, C∨i−t maps onto
im(∂∨i−t+1) = N and hence onto N. Thus:
C∨i−t(Θt)
  //

F∨(Θt)
socle(N)(Θt) 

// N(Θt).
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We conclude that socle(ExtiR(M,ω)) is a subquotient of F∨(Θt). Therefore,
indeg socle(ExtiR(M,ω)) ≥ indeg F∨(Θt)
= indeg F∨−Θt
= −b0(F)+ indegω−Θt
= −b0(Ci−t)−a(R)−Θt .

Corollary 5.4 is a self-contained reformulation of Corollary 5.3. The purpose of this reformu-
lation is to obtain one simultaneous bound for topdeg Hrm(M) (which is the subject of Lemma 3.2)
and b0(Hsm(M)) (which is the subject of Corollary 5.3) for appropriately related r and s. We resume
this theme in Section 7.
Corollary 5.4. Let R be a non-negatively graded Cohen-Macaulay ring with R0 an Artinian local
ring. Denote the maximal homogeneous ideal of R by m and dimR by d. Let
C• : · · · −→C2 −→C1 −→C0 → 0
be a graded complex of finitely generated graded R-modules. Write M = H0(C•). Fix integers i
and t with 1 ≤ t ≤ i ≤ d. Assume that Hi−tm (M) is finitely generated as an R-module. Let Θt be the
invariant of R from 2.4. Assume
(1) i≤ depth M/H0m(M),
(2) dimH j(C•)≤ i+ j− t, for all j with 1 ≤ j ≤ d−1− i+ t,
(3) C j is a maximal Cohen Macaulay module for all j with 0 ≤ j ≤ d− i+ t.
Then
max{b0(Hi−tm (M))−Θt ,ai(M)} ≤ b0(Cd−i)+a(R).
Proof. Apply Corollary 5.3 (with i replaced by d− i+ t) and Lemma 3.2.2. 
Corollary 5.5 is the numerical consequence of Proposition 5.1 that we apply most often.
Corollary 5.5. Let R= k[x1, . . . ,xd ] be a standard graded polynomial ring over a field, with maximal
homogeneous ideal m, let
C• : · · · →C2 →C1 →C0 → 0
be a graded complex of finitely generated graded R-modules, and M = H0(C•). Assume that
dimH j(C•)≤ j whenever 1≤ j ≤ d−1 and that min{d, j+2} ≤ depthC j whenever 0≤ j ≤ d−1.
Then
b0(H0m(M))≤ b0(Cd−1)−d+1.
Proof. Apply Corollary 5.3 with i = d and t = 1. 
The next result is analogous to Corollary 3.5. The hypothesis in 5.6 is a little weaker than the
hypothesis in 3.5 because we do not require that the complex C• be linear quite as far in the present
result. Alas, the conclusion is also weaker. We conclude that the generators of H0m(M) are concen-
trated in one degree rather than learning that all of H0m(M) is concentrated in one degree.
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Corollary 5.6. Let R= k[x1, . . . ,xd ] be a standard graded polynomial ring over a field, with maximal
homogeneous ideal m,
C• : · · · →C2 →C1 →C0 → 0
be a graded complex of finitely generated graded free R-modules, and M = H0(C•). Assume that
dimH j(C•)≤ 1 for all positive j and that the subcomplex
Cd−1 → ··· →C0 → 0
of C• is q-linear for some integer q. Assume also that H0m(M) is not zero. Then every minimal
homogeneous generator of H0m(M) has degree q.
Proof. Apply Corollary 5.5 to conclude
b0(H0m(M))≤ b0(Cd−1)−d+1 = q.
On the other hand, H0m(M) is a submodule of M and every minimal homogeneous generator of M
has degree q. 
Corollary 5.7 is well known and easy to prove if R is a standard graded polynomial ring over a
field because, in this case, the Cohen-Macaulay module M/H0m(M) is a free module, H0m(M) is a
summand of M, the sum Θd +a(R) is zero, and it is true and clear that
b0(H0(M))≤ b0(M).
On the other hand, the result in the stated generality is new and intriguing.
Corollary 5.7. Let R be a non-negatively graded Cohen-Macaulay ring with R0 an Artinian local
ring. Denote the maximal homogeneous ideal of R by m and dimR by d. Let M be a finitely gen-
erated graded R-module of depth zero and assume that M/H0m(M) is a maximal Cohen-Macaulay
R-module. Then
b0(H0m(M))≤ b0(M)+Θd +a(R),
where Θd is defined in 2.4 and a(R) is the a-invariant of R.
Proof. Apply Corollary 5.3 with i = t = d and C• a free resolution of M. 
6. GEOMETRIC APPLICATIONS.
We apply the local cohomology techniques of Section 5 to draw conclusions about the generator
degrees of the second symbolic power of the prime ideal which defines a monomial curve in affine
space; of the second symbolic power of the ideal which defines a finite set of points in projective
space; and of the saturated ideal defining the intersection of a projective scheme with a general
linear subspace.
Recall that if I is an ideal in a Noetherian ring R, then the t-th symbolic power of I is ItRW ∩R,
where W is the complement of the union of the associated primes of I and RW is the localization of
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R at the multiplicative system W ; see [12]. The first two applications in this section make use of
local cohomology by way of the following lemma.
Lemma 6.1. Let P be a non-negatively graded Noetherian ring with P0 an Artinian local ring. Let
I be a homogeneous ideal in P with P/I a Cohen-Macaulay ring of dimension one. Write R = P/I
and denote the maximal ideal of R by m. Then
b0(I(2))≤max{b0(I)+b0(m)+a(R),2b0(I)}.
Proof. Let M be the R-module I/I2. Notice that H0m(M) = I(2)/I2. If M/H0m(M) is the zero module,
then I(2) = I and the degree bounds hold automatically. Otherwise, M/H0m(M) has positive depth
and is a maximal Cohen-Macaulay R-module. Apply Corollary 5.7 to the R-module M to conclude
that
(6.1.1) b0(H0m(I/I2))≤ b0(I/I2)+Θ1 +a(R).
Nakayama’s Lemma guarantees that b0(I/I2) = b0(I). In the present situation, Θ1, which is defined
in (2.4), is equal to b0(m). Thus,
b0(I(2))≤max
{
b0
(
I(2)/I2
)
,b0(I2)
}
= max
{
b0
(
H0m(I/I2)
)
,b0(I2)
}
≤max{b0(I)+b0(m)+a(R),2b0(I)}.

Our first application of Lemma 6.1 is to monomial curves. The hypothesis in Corollary 6.2 that
H is a numerical semigroup includes the requirement that all large positive integers are in H . The
Frobenius number of H , denoted F(H), is the largest integer b with b /∈ H . One way to see the
connection between F(H) and the language of Lemma 6.1 is described below.
Let R be a non-negatively graded ring over a field. Denote the maximal homogeneous ideal of
R by m and the dimension of R by d. A well known theorem of Serre, see for example, [1, 4.3.5],
shows that
max{n|Hilbert FunctionR(n) 6= Hilbert quasi-PolynomialR(n)}
=max
{
n
∣∣∣∣∣ d∑i=0(−1)i dimHim(R)n 6= 0
}
.(6.1.2)
If R is Cohen-Macaulay, then the number on the right side of (6.1.2) is equal to the a-invariant of
R. If R⊆ k[t] is the homogeneous coordinate ring of a monomial curve, then the number on the left
side of (6.1.2) represents the largest power n with tn /∈ R. If R is a standard graded ring, then the
number on the left is often called the postulation number of R.
Corollary 6.2. Let k be a field, H be a numerical semigroup minimally generated by the positive
integers h1 < h2 < · · · < hℓ, P be the polynomial ring k[x1, . . . ,xℓ], and p ⊆ P be the prime ideal
which defines the monomial curve
{(τh1 , . . . ,τhℓ)⊆ Aℓk | τ ∈ k}.
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Then the maximal generator degree of the second symbolic power of p satisfies
b0(p(2))≤max{b0(p)+ the maximal generator of H + the Frobenius number of H,2b0(p)}.
Proof. View P as a graded ring with degxi = hi. Then p is the kernel of the homogeneous ring
homomorphism P → k[t] with xi 7→ thi . Let R = P/p and m denote the maximal homogeneous
ideal of R. We see that R is a one-dimensional Cohen-Macaulay domain, the a-invariant of R is the
Frobenius number of H , and b0(m) = hℓ is the maximal generator of H . The assertion follows from
Lemma 6.1. 
Example 6.3. In the language of Corollary 6.2, if H =<3,4,5>, then
b0(p)+b0(m)+F(H) = 10+5+2 = 17, b0(p(2)) = 18, and 2b0(p) = 20;
so there are situations where some minimal generator of p2 of degree more than
b0(p)+b0(m)+F(H)
is also a minimal generator of p(2). The calculation of b0(p(2)) was made in Macaulay2 [6] over the
field of rational numbers.
Our second application of Lemma 6.1 applies to the ideal of a finite set of points in projective
space and to other similar ideals. In the situation of Corollary 6.4,
reg(R) = a(R)+1 = the postulation number of P/I plus one;
see the discussion surrounding (6.1.2).
Corollary 6.4. Let P be a standard graded polynomial ring over a field and I be a homogeneous
ideal in P with R = P/I Cohen-Macaulay of dimension one. Then
b0(I(2))≤ b0(I)+ reg(R)+1.
Furthermore, if, in addition to the above hypotheses, the minimal homogeneous resolution of I by
free P-modules is not linear, then
(6.4.1) b0(I(2))≤ b0(I)+ reg(R).
Proof. The ring R is a standard graded ring over a field; so every minimal generator of the maximal
homogeneous ideal m of R has degree one; furthermore 1+ a(R) = reg(R). Apply Lemma 6.1 to
obtain
b0(I(2))≤max{b0(I)+b0(m)+a(R),2b0(I)} ≤max{b0(I)+ reg(R),2b0(I)}
= b0(I)+max{reg(R),b0(I)}.
In the general case,
b0(I)≤ reg(I) = reg(R)+1.
On the other hand, if the minimal homogeneous resolution of I by free P-modules is not linear, then
b0(I)< reg(I) = reg(R)+1;
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hence b0(I)≤ reg(R). 
Example 6.5. If P =Q[x,y,z] and I is the ideal of P generated by the 2×2 minors of[
x y z
y z x
]
,
then R = P/I is a one dimensional Cohen-Macaulay ring, the minimal homogeneous resolution of I
by free P-modules is linear,
b0(I)+ reg(R) = 2+1 = 3, and b0(I(2)) = 4;
so the inequality (6.4.1) does not hold in the general case. Again, b0(I(2)) was computed using
Macaulay2 [6].
Remark 6.6. If one re-does the calculation of Corollary 6.4 starting at (6.1.1), then one can read
the conclusion of Corollary 6.4 as
(6.6.1) b0(I(2)/I2)≤ b0(I)+ reg(R).
Indeed,
b0(I(2)/I2) = b0(H0m(I/I2))≤ b0(I/I2)+Θ1 +a(R) = b0(I)+1+a(R) = b0(I)+ reg(R).
The formulation (6.6.1) affords a direct comparison with the relevant part of [4, Cor 7.8]:
topdeg(I(2)/I2)≤ b1(I)−1+ reg(R).
Observe that b0(I(2)/I2) ≤ topdeg(I(2)/I2) and b0(I) ≤ b1(I)− 1. (Recall the meaning of bi from
(2.2).)
Corollary 6.7 is about general hyperplane sections of subschemes of projective space over an infi-
nite field k. Let V be the subscheme of Pd−1k defined by the homogeneous ideal I in R = k[x1, . . . ,xd ]
and H be a linear subspace of Pd−1k defined by c general linear forms in k[x1, . . . ,xd ], for some c with
1≤ c≤ dimV . We produce an upper bound for the maximal generator degree of the saturated ideal
defining V ∩H , in terms of information that can be read from the minimal homogeneous resolution
of R/I. Notice that the saturated ideal of V ∩H is the ideal of polynomials vanishing on V ∩H if
I is radical [5, 5.2]. If V is arithmetically Cohen-Macaulay, then this information can be obtained
by way of the well-known technique of Artinian reduction. However, if V is not arithmetically
Cohen-Macaulay, then the bounds that we obtain are new and interesting. In particular, we have
highlighted the case when V ∩H is a zero dimensional scheme.
Corollary 6.7. Let R = k[x1, . . . ,xd ] be a standard graded polynomial ring over an infinite field k, I
be a homogeneous ideal of R, c be an integer with 1≤ c≤ dim(R/I)−1, ℓ1, . . . , ℓc be general linear
forms in R, ¯I be the image I in ¯R = R/(ℓ1, . . . , ℓc), and J be the saturation J = ¯Isat of ¯I. Then
b0(J)≤max{b0(I),bd−c−2(I)−d+ c+1}.
20 ANDREW R. KUSTIN, CLAUDIA POLINI, AND BERND ULRICH
Furthermore, if c = dim(R/I)−1, then
b0(J)≤ bd−c−2(I)−d + c+2.
Proof. Denote the maximal homogeneous ideal of R by m and the maximal homogeneous ideal of
¯R by m¯. The ideal J of ¯R is equal to
J =
⋃
i
( ¯I :
¯R m¯
i);
therefore
J/ ¯I = H0m¯( ¯R/ ¯I)
and
b0(J)≤max{b0( ¯I),b0(H0m¯( ¯R/ ¯I))} ≤max{b0(I),b0(H0m¯( ¯R/ ¯I))}.
We now bound b0(H0m¯( ¯R/ ¯I). Let C• be a minimal homogeneous resolution of R/I by free R-
modules. Consider the complex ¯C•=C•⊗R ¯R. The linear forms ℓ1, . . . , ℓc are general so TorRi (R/I, ¯R)
has finite length for all positive i. (See [20, 2.3] for a proof and [15, above 2.2] for an explanation;
or prove the assertion directly using an argument in the style of the proof of Lemma 8.14.) Keep
in mind that ¯R is a polynomial ring of dimension d− c. Apply Corollary 5.5 to the complex ¯C• to
obtain
b0(H0m¯( ¯R/ ¯I))≤ b0(Cd−c−1)− (d− c−1) = bd−c−1(R/I)− (d− c−1)
= bd−c−2(I)− (d− c−1).
This completes the proof of the general case.
If c = dim(R/I)−1, then d− c−1 = ht I = grade I and
b0(R/I)< b1(R/I)< · · ·< bd−c−1(R/I)
because
0 →C∗0 → ··· →C∗d−c−1
is a minimal resolution. It follows that
b0(I)< · · ·< bd−c−2(I);
and therefore, b0(I)≤ bd−c−2(I)−d+ c+2. 
7. APPLICATION TO PARTIAL CASTELNUOVO-MUMFORD REGULARITY.
Various forms of partial regularity appear in the literature; see, for example, [11, 2, 16]. Recall
from (2.9) that
regM = max{ai(M)+ i | 0≤ i}.
The number reg(M/H0m(M)) which appears on the left side of (7.1.1) is equal to the partial regu-
larity
(7.0.1) max{ai(M)+ i | 1≤ i}
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of M. We obtain the right side of (7.1.1) as an upper bound for the partial regularity (7.0.1) of M.
Then we show that the maximal generator degree of the submodule H0m(M) of M that is ignored in
the calculation of (7.0.1) satisfies the same bound.
We also offer the following interpretation of the right side of (7.1.1). If C• had been a minimal
resolution of M by free R-modules then b0(Ci) would equal bi(M). Of course,
max{bi(M)− i | 0≤ i ≤ d− t}
is another partial regularity of M. The regularity reg(R) measures how far R is from being a poly-
nomial ring.
Corollary 7.1. Let R be a Cohen-Macaulay standard graded ring with R0 a field. Denote the
maximal homogeneous ideal of R by m and dimR by d. Let
C• : · · · −→C2 −→C1 −→C0 → 0
be a graded complex of finitely generated graded R-modules. Write M = H0(C•). Fix an integer t
with 1 ≤ t ≤ d. Assume
(1) t ≤ depth M/H0m(M),
(2) dimH j(C•)≤ j, for all j with 1 ≤ j ≤ d−1, and
(3) C j is a maximal Cohen Macaulay module for all j with 0 ≤ j ≤ d−1.
Then
(7.1.1) max{b0(H0m(M)), reg(M/H0m(M))} ≤max{b0(Ci)− i | 0 ≤ i≤ d− t}+ reg(R).
Proof. The assumption on the depth of M/H0m(M) implies that
Him
(
M/H0m(M)
)
= 0 for 0≤ i ≤ t−1.
Therefore
reg(M/H0m(M)) = max{ai(M)+ i | t ≤ i≤ d}
≤max{b0(Cd−i)+a(R)+ i | t ≤ i ≤ d} by Lemma 3.2.2
= max{b0(Ci)+a(R)+d− i | 0≤ i ≤ d− t}.
Apply Corollary 5.3 with i = d to obtain
b0(H0m(M))≤ b0(Cd−t)+ t +a(R).
The invariant Θt from 5.3 and 2.4 is t because R is standard graded, and a(R)+d = reg(R) for the
same reason. 
8. APPLICATIONS TO IDEALS GENERATED BY LOWER ORDER PFAFFIANS AND TO RESIDUAL
INTERSECTIONS OF GRADE THREE GORENSTEIN IDEALS.
This section is motivated by the following question: Given an n×m matrix ϕ of linear forms
from a standard graded polynomial ring R = k[x1, . . . ,xd ], when is it true that an ideal of minors
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It(ϕ) is a power of the maximal homogeneous ideal m? An obvious necessary condition is that It(ϕ)
has height d, and sometimes this condition is also sufficient. As is well known, if ht Im(ϕ) = d =
n−m+1, then Im(ϕ), the ideal of maximal minors, is equal to mm.
To deal with ideals of non-maximal minors, assume that
(8.0.1) m− i+1≤ ht Ii(ϕ) for m−d+1≤ i≤ m.
This assumption predicts that ht It(ϕ) = d precisely when 1 ≤ t ≤ m−d+1, and indeed,
(8.0.2) It(ϕ) =mt for 1≤ t ≤ m−d+1.
To see this, we may assume that the field k is infinite. Let M be the cokernel of ϕ and N be a
submodule generated by n−m+ d− 1 homogeneous minimal generators of M. The above height
inequalities for the ideals Ii(ϕ) mean that µ(Mp) ≤ dimRp + n−m for every p ∈ Spec(R) with
dimRp ≤ d − 1. Proposition 8.13 below shows that after a k-linear change of generators of M,
(M/N)p = 0 whenever dimRp ≤ d−1. The module M/N is presented by a submatrix ϕ′ of ϕ with
n− (n−m+ d − 1) = m− d + 1 rows and m columns. Since the module M/N has codimension
d, it follows that ht Im−d+1(ϕ′) = d = m− (m− d+ 1)+ 1. Thus, as explained above, the ideal of
maximal minors Im−d+1(ϕ′) is equal to mm−d+1. It follows that, in particular, Im−d+1(ϕ) =mm−d+1.
To see that It = mt for t ≤ m− d + 1, one employs a deformation argument as in the proof of
Theorem 8.3.a below.
8.1. The condition (8.0.1) was employed in the above proof to apply basic element theory and to
deduce that the height of an ideal of minors does not change if we pass from the matrix ϕ to a suitable
submatrix ϕ′. The condition (8.0.1) appears prominently in the study of symmetric algebras of ideals
and modules. A further essential ingredient in the above proof is the fact that the ideal of maximal
minors of ϕ′ has a linear resolution, which implies that it is a power of the maximal ideal and hence
is equal to the corresponding ideal of minors of ϕ. The equality of these ideals has been called the
row condition in the literature and has been shown to be related to the Cohen-Macaulayness of Rees
algebras.
In this section we prove a statement analogous to (8.0.2) for ideals of Pfaffians of alternating
matrices. The method of proof outlined above cannot work in this setting because the relevant
resolutions are not completely linear and their duals are not acyclic. Moreover, the row condition
does not hold anymore because Rees algebras of ideals generated by Pfaffians tend not to be Cohen-
Macaulay. The proofs are more involved, and require the results of the present paper, most notably
Corollary 5.6, and the resolutions worked out in [14].
Thus let ϕ be an n×n alternating matrix of linear forms from a standard graded polynomial ring
R = k[x1, . . . ,xd ]. Suppose that Pfn−1(ϕ) is a height three Gorenstein ideal. Notice that rank ϕ =
n−1. As above we require that n− i≤ ht Ii(ϕ) for n−d ≤ i≤ n−1. This assumption has equivalent
characterizations that we will use throughout this section:
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Remark 8.2. Let R be a Cohen-Macaulay ring, s and n be integers with 3 ≤ n and n odd, and ϕ be
an n× n alternating matrix with entries from R. Let I denote the ideal Pfn−1(ϕ) and assume that I
has height three. The following conditions are equivalent:
(a) µ(Ip)≤ dimRp+1 for every p ∈V (I) with dimRp ≤ s−1;
(b) n− i≤ ht Ii(ϕ) for every i with n− s≤ i ≤ n−1;
(c) n− i+1≤ ht Pfi(ϕ) for every even i with n− s+1≤ i≤ n−1 and in addition, if n− s is even,
n− s≤ ht Pfn−s(ϕ).
Proof. The equivalence of (a) and (b) follows from [3, 20.6], and the equivalence of (b) and (c) is
proved in [14, 5.11.a]. 
Condition (a) of Remark 8.2 means that I satisfies F0, in the sense of [10], locally up to codimen-
sion s−1, whereas conditions (b) and (c) appeared in [14, 5.8, 5.9] and were named WMCn−s and
WPCn−s, respectively. These conditions are used, for instance, to guarantee the acyclicity of certain
complexes, like approximation complexes ([8, 5.3] or [9, proof of 6.10]) and the complexes of [14].
The main result in this section is Theorem 8.3, where ϕ is an n× n alternating matrix of linear
forms from a standard graded polynomial ring R = k[x1, . . . ,xd ]. We require the equivalent condi-
tions of Remark 8.2 for s = d. This hypothesis ensures that Pft(ϕ) has height d precisely when t is
even with 2 ≤ t ≤ n− d + 1, and we prove in the theorem that Pft(ϕ) is a power of m in the same
range.
Theorem 8.3 also describes the sum of all homogeneous d-residual intersections of Pfn−1(ϕ).
In discussion 8.1, where ϕ was an arbitrary matrix, if we assume further that the cokernel of ϕ is
an ideal I, then the ideal generated by the maximal minors of ϕ′ is a d-residual intersection of I.
As we have seen, this particular residual intersection is a power of m and hence is independent of
the choice of ϕ′. When ϕ is an alternating matrix and I = Pfn−1(ϕ), then the analogues d-residual
intersections of I are not a power of the maximal ideal, but their sum is.
Recall that for an ideal I in a Noetherian ring R and an integer s with ht I ≤ s, an ideal K of R is
called an s-residual intersection of I if there exists an s-generated ideal a⊆ I such that K = a : I and
s ≤ htK. The s-residual intersection is called geometric if s+1 ≤ ht(I +K) and homogeneous if a
and I are homogeneous ideals in the graded ring R.
Theorem 8.3. Let k be an infinite field, d and n be integers with 3 ≤ d ≤ n and n odd, R be the
standard graded polynomial ring k[x1, . . . ,xd ], ϕ be an n×n alternating matrix with homogeneous
linear entries from R. Let I denote the ideal Pfn−1(ϕ) and m denote the maximal homogeneous ideal
of R. Assume that I has height three and satisfies the equivalent conditions of Remark 8.2 for s = d.
Then the following statements hold.
(a) The ideal Pft(ϕ) is equal to mt/2 for all even integers t with 2 ≤ t ≤ n−d+1.
(b) The sum of all homogeneous d-residual intersections of I is m⌈ n−d2 ⌉.
The proof of Theorem 8.3.a appears in 8.8 and the proof of Theorem 8.3.b appears in 8.15. The
result which connects the local cohomology of Section 5 and the present situation is Lemma 8.4.
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When d is even, we apply Lemma 8.4 to the complex Dd−1• (ϕ) of [14] in Lemma 8.5 and learn that
Pft(ϕ) =mt/2 for the unique value t = n−d+1. We deform Pfn−1(ϕ) in order to draw conclusions
about Pft(ϕ) for even t with t < n−d+1. The main deformation result is Lemma 8.7.
A generating set for each residual intersection of a grade three Gorenstein ideal is given in [14].
We deduce (b) from (a) by showing that
(8.3.1) Pf2⌈ n−d2 ⌉(ϕ)⊆∑J ⊆m⌈
n−d
2 ⌉,
where the sum is taken over all homogeneous d-residual intersections of I.
Lemma 8.4 is a continuation of Corollary 5.6, except we have added the hypothesis that the
complex C• has length d; notice that C• is acyclic in this case, by the Acyclicity Lemma.
Lemma 8.4. Let k be a field and R = k[x1, . . . ,xd ] be a standard graded polynomial ring with
maximal homogeneous ideal m. Suppose that
C• : 0 →Cd → ··· →C0 → 0
is a homogeneous acyclic complex of finitely generated non-zero free R-modules and that the sub-
complex
0→Cd−1 → ··· →C0 → 0
of C• is a q-linear complex, for some integer q. Let M = H0(C•) and N = b0(Cd)−q−d+1. Then
the following conclusions hold.
(a) The product mN ·H0m(M) is equal to zero.
(b) If all of the minimal generators of Cd have the same degree, then
m
N = annR H0m(M).
Proof. Let ωR ≃ R(−d) be the graded canonical module of R and let (−)∨ denote the functor
HomR(−,ωR). Apply graded local duality in the form:
(8.4.1) The graded R-modules H0m(M) and ExtdR(M,ωR) are k-dual to one another,
see, for example, [1, 3.6.19]. If H0m(M) = 0, then N = 0 and the assertions are true. Henceforth we
assume H0m(M) 6= 0. From Corollary 5.6 we know that every minimal homogeneous generator of
H0m(M) has degree q. Hence by (8.4.1) every socle element of ExtdR(M,ωR) has degree −q. Further-
more, (8.4.1) shows that ExtdR(M,ωR) is an R-module of finite length with the same annihilator as
H0m(M).
Let ∂d denote the differential ∂d : Cd →Cd−1. The definition of Ext yields an exact sequence
C∨d−1
∂∨d−→C∨d −→ ExtdR(M,ωR)→ 0 .
The minimal homogeneous generators of C∨d have degrees at least −b0(Cd)+ d and ExtdR(M,ωR)
is a module of finite length with socle in degree −q. It follows that that [ExtdR(M,ωR)]i = 0 except
when −b0(Cd)+d ≤ i ≤−q. Hence ExtdR(M,ωR) is annihilated by m−q−(−b0(Cd)+d)+1 =mN .
This completes the proof of (a).
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We now prove (b). The homogeneous basis elements of C∨d−1 and of C∨d have degrees
−(q+d−1)+d =−q+1 and −b0(Cd)+d,
respectively. It follows that
im∂∨d ⊆m−q+1−(−b0(Cd)+d)C∨d =mNC∨d .
On the other hand, since mN annihilates ExtdR(M,ωR)≃ coker ∂∨d , we have
m
NC∨d ⊆ im∂∨d .
We conclude that im∂∨d = mNC∨d , and therefore ExtdR(M,ωR) ≃ R/mN ⊗R C∨d . Now (b) follows
because C∨d is a non-zero free R-module. 
When d is even, we apply Lemma 8.4 to the complex Dd−1• (ϕ) of [14] in Lemma 8.5 and learn
that Pft(ϕ) =mt/2 for the unique value t = n−d +1.
Lemma 8.5. Let d and n be integers with 3 ≤ d ≤ n, n odd, and d even. Let R be a non-negatively
graded Gorenstein ring with R0 a local Cohen-Macaulay ring. Denote the maximal homogeneous
ideal of R by m and dimR by d. Let ϕ be an n× n alternating matrix of linear forms from R and
I = Pfn−1(ϕ). Assume that I has height three and satisfies the equivalent conditions of Remark 8.2
for s = d. Then the following statements hold.
(a) The annihilator of H0m(Symd−1(I)) is equal to Pfn−d+1(ϕ).
(b) If R is a standard graded polynomial ring over a field, then Pfn−d+1(ϕ) =m n−d+12 .
Proof. Consider the complex
D
d−1
• (ϕ) : 0 →Dd−1d
∂d−→Dd−1d−1
∂d−1
−−→ . . .
∂1−→Dd−10 ,
from [14, Def. 2.15 and Fig. 4.7] that is associated to the alternating matrix ϕ. The zero-th homology
of Dd−1• (ϕ) is Symd−1(I); see [14, 4.13.b]. The complex Dd−1• (ϕ) is acyclic since I satisfies condi-
tion (c) of Remark 8.2 with s = d; one sees this by applying [14, 6.2] with g = n and r = n−d. The
complex Dd−1• (ϕ) is a homogeneous complex of finitely generated free R-modules and all maps are
linear except for ∂d ; see [14, 2.15.d]. The map ∂d : Dd−1d
∂d−→Dd−1d−1 is given explicitly in [14, 2.15.c
and 2.15.f]; the free module Dd−1d has rank one and, after bases are chosen, ∂d is a column vector
whose entries are the Pfaffians of the principal (n−d +1)× (n−d +1) alternating submatrices of
ϕ. It follows that
ann(coker ∂∨d ) = Pfn−d+1(ϕ),
where (−)∨ denotes dualizing into the graded canonical module ωR ≃ R(a).
Notice that coker ∂∨d ≃ ExtdR(Symd−1(I),ωR). Moreover by (8.4.1), the R-modules ExtdR(M,ωR)
and H0m(M) have the same annihilator. Hence Pfn−d+1(ϕ) is also the annihilator of H0m(Symd−1(I)).
This completes the proof of (a).
Assertion (b) is established by comparing (a) and Lemma 8.4.b. The discussion at the beginning
of this proof shows that the complex Dd−1• (ϕ) satisfies the hypotheses of Lemma 8.4.b with N =
(n−d+1)/2. 
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We now prove Lemma 8.7 which is crucial to our proof of Theorem 8.3. In Lemma 8.7 we deform
a height three Gorenstein ideal which satisfies the equivalent conditions of Remark 8.2, for some s,
into a height three Gorenstein ideal which satisfies the equivalent conditions of Remark 8.2 for s+1
at the expense of adjoining a polynomial variable to the ambient ring. The deformation theory of
Pfaffian schemes is well understood. We include an essentially complete proof in the language we
are using. Observation 8.6 is very elementary; we suppress the proof.
Observation 8.6. Let R be a universally catenary, locally equidimensional Noetherian ring, R˜ =
R[T ] be a polynomial ring in one variable over R, I be an ideal of R, I˜ be an ideal of R˜. Suppose
that the ideals (I,T ) and (I˜,T ) of R˜ are equal. Then htR I ≤ htR˜ I˜.
In order to extend the conclusion of Lemma 8.5 from a result about Pfn−d+1(ϕ) to a result about
Pft(ϕ) for all even t, with 2≤ t ≤ n−d+1, we deform ϕ. The main deformation result is Lemma 8.7.
Lemma 8.7. Let k be an infinite field and R be a standard graded Cohen-Macaulay ring with R0 = k.
Denote the dimension of R by d. Let s and n be integers with 3≤ n and n odd, and let ϕ be an n×n
alternating matrix with homogeneous linear entries from R. Suppose that
(a) d < (s+22 ),
(b) 3≤ htPfn−1(ϕ), and
(c) Pfn−1(ϕ) satisfies the equivalent conditions of Remark 8.2.
Then there exists an n×n alternating matrix Φ with homogeneous linear entries from the standard
graded k-algebra R[xd+1] which satisfies
(1) Φ specializes to ϕ under xd+1 7→ 0,
(2) 3≤ htPfn−1(Φ), and
(3) Pfn−1(Φ) satisfies the equivalent conditions of Remark 8.2 for s+1.
Proof. We write Φ = ϕ+ xd+1ϕd+1 for some n×n alternating matrix of constants ϕd+1 which has
not yet been determined. Since ϕ satisfies condition (b) of Remark 8.2, we obtain n− i ≤ ht Ii(ϕ)
for every i with n− s ≤ i ≤ n− 1. Hence Observation 8.6 shows that n− i ≤ ht Ii(Φ) for every i
with n− s≤ i ≤ n−1, and it remains to choose ϕd+1 in such a way that
(8.7.1) s+1≤ ht In−s−1(Φ).
For this we may assume that 1 ≤ n− s−1.
Let {zi, j} represent the set of indeterminates {zi, j | 1 ≤ i < j ≤ n} and Z represent the n× n
alternating matrix with zi, j in row i and column j for 1 ≤ i < j ≤ n. Notice that ϕ+Z is a generic
alternating n×n matrix with entries in the ring R[{zi, j}]. Let c be the smallest positive integer with
n− s−1≤ 2c. We obtain √
In−s−1(ϕ+Z)⊇ Pf2c(ϕ+Z),
and the latter ideal has height
(
n−2c+2
2
)
according to Room [18]. It follows that(
n−2c+2
2
)
≤ ht In−s−1(ϕ+Z).
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Since d <
(
s+2
2
)
by hypothesis (a) and 2c ≤ n− s by the choice of c, we conclude that
(8.7.2) d < ht In−s−1(ϕ+Z).
Consider the homomorphism of standard graded k-algebras
θ : A = k[{zi, j}]−→ B =
R[{zi, j}]
In−s−1(ϕ+Z)
.
One has
dimθ(A)≤ dim B < dim A ,
where the first inequality can be seen by comparing the Hilbert functions of the two algebras, for
instance, and the second inequality is a consequence of (8.7.2). It follows that θ can not be an
injection.
Let f in k[{zi, j}] be a non-zero element of the kernel of θ. So,
(8.7.3) f ∈ In−s−1(ϕ+Z).
The field k is infinite; so there is an element (ζi, j) ∈ k(n2) with f (ζi, j) 6= 0 in k. Let ϕd+1 be the
matrix of constants that is obtained from Z by replacing zi, j with ζi, j for all i and j. Substitute ζi, j
in for zi, j in (8.7.3) in order to see that
f (ζi, j) ∈ In−s−1(ϕ+ϕd+1) in R.
Of course, f (ζi, j) is a unit in k; so,
1 ∈ In−s−1(ϕ+ϕd+1) in R.
Homogenize using the variable xd+1 and conclude
xn−s−1d+1 ∈ In−s−1(ϕ+ xd+1ϕd+1) in R.
It follows that
xd+1 ∈
√
In−s−1(ϕ+ xd+1ϕd+1);
and therefore, √
(xd+1)+ In−s−1(ϕ) =
√
In−s−1(ϕ+ xd+1ϕd+1).
Since In−s−1(ϕ) ⊃ In−s(ϕ) and the latter ideal has height at least n− s in R by assumption (c), we
conclude that
s+1≤ ht
√
In−s−1(ϕ+ xd+1ϕd+1);
so, (8.7.1) is established and the proof is complete. 
8.8. Proof of Theorem 8.3.a. Fix an even integer q with d ≤ q≤ n−1. Apply Lemma 8.7 multiple
times to obtain an n× n alternating matrix Φq with homogeneous linear entries from the standard
graded polynomial ring Rq = R[xd+1, . . . ,xq] such that
(1) Φq specializes to ϕ under the R-algebra homomorphism θq : Rq → R which sends xi to 0 for
all i with d+1≤ i ≤ q,
(2) 3≤ ht Pfn−1(Φq), and
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(3) Pfn−1(Φq) satisfies the equivalent conditions of Remark 8.2 with s = q.
Notice that hypothesis (a) of Lemma 8.7 is automatically satisfied at each application of 8.7 because
each time the values of “d” and “s” (in the language of 8.7) are equal. Now apply Lemma 8.5.b to
conclude that
Pfn−q+1(Φq) = (x1, . . . ,xq)(n−q+1)/2
in Rq. The specialization homomorphism θq carries the most recent equality to
Pfn−q+1(ϕ) =m(n−q+1)/2
in R. Let t be the even integer n−q+1. Notice that
d ≤ q ≤ n−1 ⇐⇒ 2≤ t ≤ n−d+1.
This completes the proof of Theorem 8.3.a. 
We outlined the proof of (b) at (8.3.1). Now we fill in the details. The residual intersections that
we consider all arise from an almost alternating matrix. If p and q are integers with p positive and q
non-negative, then a p×(p+q) matrix ρ is called almost alternating if the left-most p columns of ρ
form an alternating matrix. We are interested in non-square almost alternating matrices. Let R be a
commutative Noetherian ring, p and q be positive integers, and ρ be a p×(p+q) almost alternating
matrix with entries in R. The matrix ρ gives rise to an ideal J(ρ) in R, see (8.9). It is shown in [14,
8.3 and 8.9] that grade J(ρ) ≤ q and if grade J(ρ) = q, then J(ρ) is a perfect ideal in R. (Once a
candidate for a residual intersection is known to be perfect, then it is not difficult to show that the
candidate really is a residual intersection; see [14, 8.3 and 8.9].) It is also shown in [14, 10.2] (see
8.10 and 8.11) that, once minor hypotheses are imposed, then every residual intersection of a grade
three Gorenstein ideal is equal to J(ρ) for some almost alternating matrix ρ. The precise residual
intersection calculation that we use in the proof of 8.3.b is contained in Example 8.12. Lemma 8.14
is a technical result that allows us to apply the technique of Example 8.12 to any appropriately sized
subset of one given minimal generating set for I.
8.9. Let R be a commutative Noetherian ring and ρ = [X Y ] be an almost alternating matrix with
entries from R and X square. Define J(ρ) to be the ideal of R generated by the Pfaffians of all
principal submatrices of [
X Y
−Y t 0
]
which contain X .
Lemma 8.10 is an immediate consequence of [14, 10.2].
Lemma 8.10. Let R be a non-negatively graded Cohen-Macaulay ring with R0 a field, I be a height
three Gorenstein ideal in R which is presented by an alternating matrix of linear forms, a be a sub-
ideal of I minimally generated by q homogeneous elements for some q with 3≤ q, and J be the ideal
a :R I. Assume that
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(1) the minimal number of generators of I/a is p for some positive integer p, and
(2) the ideal J is a q-residual intersection of I (that is, q≤ grade J).
If either
(i) the ring R is Gorenstein, or else,
(ii) the residual intersection J = a :R I is geometric,
then J = J(ρ′) for some almost alternating p× (p+q) matrix ρ′ of homogeneous forms of positive
degree.
8.11. We explain how the relevant p× (p + q) almost alternating matrix ρ′ arises because it is
crucial that we know that the alternating portion of ρ′ is a principal submatrix of some minimal
homogeneous alternating presentation matrix for I. Let n be the minimal number of generators of
I. One starts with an n× n matrix X of linear forms which presents I and a n× q matrix Y which
expresses the generators of a in terms of the generators of I in a homogeneous manner. One can
arrange this data so that the matrix Y has the form
Y =
[
Y ′ 0
0 In−p
]
,
where the entries of Y ′ are homogeneous forms of positive degree and In−p is the identity matrix
with n− p rows and columns. The ideal J is J(ρ), where ρ is the n× (n+ q) almost alternating
matrix
[
X Y
]
. The ideal J is also J(ρ′), where ρ′ =
[
X ′ Y ′
]
is the p× (p+q) almost alternating
matrix of homogeneous forms of positive degree which is obtained from ρ by deleting the last n− p
rows and columns of ρ.
Example 8.12. Let I be a grade three Gorenstein ideal in a ring R with I presented by the n× n
alternating matrix ϕ for some odd integer n. Let g= [g1, . . . ,gn] be the row vector of signed maximal
order Pfaffians of ϕ. (In particular, I is generated by the entries of g and the matrix product g ·ϕ is
zero.) Suppose that the ideal a=(gn−t+1, . . . ,gn) has the property that a : I is a t-residual intersection
of I. (In other words, suppose that t ≤ ht(a : I).) Then{
({pi | n− t +1≤ i ≤ n})⊆ (a : I), if t is even, and
(p)⊆ (a : I), if t odd,
where pi is the Pfaffian of the principal submatrix of ϕ which involves rows and columns
1, . . . ,n− t, i,
and p is the Pfaffian of the principal submatrix of ϕ which involves rows and columns
1, . . . ,n− t.
Proof. We follow the procedure of (8.11). The ideal a : I is equal to J(ρ), where ρ is the n× (n+ t)
almost alternating matrix
ρ =
[
ϕ 0(n−t)×tIt×t
]
.
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It is convenient to partition ϕ into four submatrices:
ϕ =
[
Φ1,1 Φ1,2
Φ2,1 Φ2,2
]
,
where Φ1,1 is (n− t)× (n− t), Φ1,2 is (n− t)× t, Φ2,1 is t× (n− t), and Φ2,2 is t× t. It follows that
a : I = J(ρ) = J
([
ϕ 0I
])
= J
([
Φ1,1 Φ1,2 0
Φ2,1 Φ2,2 I
])
= J
([
Φ1,1 Φ1,2
])
= the ideal generated by the Pfaffians of the principal
submatrices of
[
Φ1,1 Φ1,2
−Φt1,2 0
]
which contain Φ1,1.
In particular, p, which is equal to the Pfaffian of Φ1,1, is in a : I if t is odd; and, if t is even, then pi,
which is equal to the Pfaffian of Φ1,1
ϕ1,i
.
.
.
ϕn−t+1,i
−ϕ1,i . . . −ϕn−t+1,i 0
 ,
is in a : I, for each i with n− t+1≤ i≤ n, where ϕi, j is the entry in the matrix ϕ in row i and column
j. 
The next two results come from Basic Element Theory and are essentially known. Proposition
8.13 was mentioned in the introduction to this section. We were unable to find a suitable statement
and proof in the literature. The work takes place in the proof of the proposition. Lemma 8.14 is an
application of the proposition and is used in the proof of Theorem 8.3.b.
Proposition 8.13. Let k be an infinite field, R be a non-negatively graded Noetherian ring with
R0 = k, and M be a graded R-module generated by homogeneous elements m1, . . . ,mn of the same
degree. For fixed integers r and s, assume that
µ(Mp)≤max{0,dimRp+ r}
whenever p ∈ Spec(R) with dimRp ≤ s− 1. Then for a general k-general linear combination x of
m1, . . . ,mn ,
µ((M/Rx)p)≤max{0,dim Rp+ r−1}
whenever p ∈ Spec(R) with dimRp ≤ s−1.
Proof. The assumption on the local number of generators of M translates into the inequality of
heights of Fitting ideals
i− r+1≤ Fitti(M)
for every i with 0 ≤ i≤ s+ r−1; see [3, 20.6].
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Let
P =
s+r−1⋃
i=0
Min(Fitti(M)),
where Min(I) denotes the set of minimal primes of an ideal I. Notice that P is finite subset of the
support of M. Thus, since k is an infinite field, a general k-linear combination x of m1, . . . ,mn has
the property that x1 is a minimal generator of Mp for every p ∈ P . In particular,
µ((M/Rx)p)≤max{0,dim Rp+ r−1},
whenever p ∈ P and dimRp ≤ s−1.
Now let p ∈ Supp(M) \ P with dimRp ≤ s− 1. In this case µ(Mp) = i + 1 for some i with
0≤ i≤ s+ r−1, hence p ∈V (Fitti(M)). Since p 6∈Min(Fitti(M)), there exists q∈V (Fitti(M)) with
q ( p. Notice that µ(Mq) = i+1 = µ(Mp). Thus
µ((M/Rx)p)≤ µ(Mp) = µ(Mq)≤max{0,dim Rq+ r} ≤max{0,dim Rp−1+ r}.

In the next result we apply Proposition 8.13 to show that there exists a minimal generating set
of an ideal I such that any appropriate subset of this minimal generating set gives rise to a residual
intersection.
Lemma 8.14. Let k be an infinite field, R be a non-negatively graded Noetherian ring with R0 = k, I
be a homogeneous ideal of R generated in one degree, and s be a non-negative integer. Assume that
µ(Ip)≤ dimRp+1 for every p∈V (I) with dimRp≤ s−1. Then there exists a minimal homogeneous
generating set f = f1, . . . , fn for I so that for each integer t with ht I ≤ t ≤ s and each t-element
subset fν1 , . . . , fνt of f , the ideal ( fν1 , . . . , fνt ) : I is a t-residual intersection of I; in other words,
t ≤ ht(( fν1 , . . . , fνt ) : I).
Proof. We apply Proposition 8.13 with r = 1 and M various factor modules of I. We construct
f1, . . . , fi by induction on i for 1 ≤ i ≤ n. The element f1 is a general element x that satisfies the
assertion of Proposition 8.13 for M = I and is a minimal generator. If 1 ≤ i ≤ n− 1, we choose
fi+1 to be a general element x that satisfies the assertion of Proposition 8.13 for each of the finitely
many modules M = I/( fν1 , . . . , fν j), where 0 ≤ j ≤ t− 1 and { fν1 , . . . , fν j} ⊂ { f1, . . . , fi}; we also
require that fi+1 is a minimal generator of I/( f1, . . . , fi). Now Proposition 8.13 shows that for every
p ∈ Spec(R) with dimRp ≤ t−1,
µ(
(
I/( fν1 , . . . , fνt )
)
p
)≤max{0,dim Rp+1− t}= 0.
Thus Ip = ( fν1 , . . . , fνt )p whenever dimRp ≤ t−1, which proves the assertion. 
8.15. Proof of Theorem 8.3.b. As stated in (8.3.1), it suffices to prove
Pf2⌈ n−d2 ⌉(ϕ)⊆∑J ⊆m⌈
n−d
2 ⌉,
32 ANDREW R. KUSTIN, CLAUDIA POLINI, AND BERND ULRICH
where the sum is taken over all homogeneous d-residual intersections of I. The inclusion on the
right is a consequence of Lemma 8.10 because each residual intersection J under consideration is
generated by Pfaffians of various principal submatrices of a homogeneous alternating matrix with
entries of positive degree. The submatrices that are used have even size and that size is at least
2
⌈
n−d
2
⌉
.
The inclusion on the left follows from Lemma 8.14 and Example 8.12. Indeed, Lemma 8.14 pro-
duces a generating set f1, . . . , fn for I with the property that ( fν1 , . . . , fνd ) : I is a residual intersection
of I for all choices of ν1 < · · · < νd with 1 ≤ ν1 and νd ≤ n. Replace ϕ with the n× n alternating
matrix ϕ˜ whose row vector of signed maximal order Pfaffians is equal to (a unit times) [ f1, . . . , fn].
(We explained this language in Example 8.12.) Of course, Pf2⌈ n−d2 ⌉(ϕ˜) = Pf2⌈ n−d2 ⌉(ϕ). Apply Exam-
ple 8.12 many times to see that the Pfaffian of each (2⌈n−d2 ⌉)× (2⌈
n−d
2 ⌉) principal submatrix of ϕ˜
is in some d-residual intersection of I. 
Remark 8.16. If d = 3, then Theorem 8.3.b says that the sum of all homogeneous links of I is equal
to m
n−3
2 ; indeed, the links of the ideal I are precisely its 3-residual intersections.
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