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Résumé 
Un système photovoltaïque comme tout processus industriel, peut être soumis à diverses 
défaillances et anomalies au cours de son fonctionnement. De tels problèmes conduiront, par 
conséquent, à la diminution des performances du système et à son indisponibilité. Diverses 
recherches ont été apportées pour identifier ces défauts et leurs sources. D'autres se sont 
focalisées sur des algorithmes d'utilisation, de détection et de diagnostic, tels que les 
algorithmes basés sur l'intelligence artificielle afin de prédire la sortie du système et ses 
défauts. Plus le défaut est prévisible tôt, plus le temps de maintenance est moins élevé et plus 
le rendement du système est meilleur. 
L'objectifprincipal de ce projet de recherche est de modéliser une centrale photovoltaïque 
avec ces défauts, qui servira d'outil de base pour la conception d'une plateforme de 
supervision. La plateforme est un outil de surveillance en temps réel, avec l'intégration des 
algorithmes d'intelligence artificielle pour analyser les données collectées et pour déduire et 
alerter de tous les éventuels défauts survenant dans le système. Cela garantit une meilleure 
efficacité dans les opérations de maintenance et la productivité. Le réseau photovoltaïque est 
les défauts sont modélisés sous les logiciels Simulink / Matlab. La plateforme est construite 
à l'aide du logiciel Lab VIEW. 
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Chapitre 1 - Introduction 
Au cours des 20 dernières années, le marché photovoltaïque a connu un essor dû aux 
incitations des gouvernements et aux investissements majeurs dans le domaine de la 
production d'énergie propre en plus de la réduction des coûts de production. Au fur et à 
mesure que la taille des champs photovoltaïques augmente et que les installations sont 
éloignées, la présence d'un système de surveillance est requise. De plus, semblables à tout 
processus industriel, les champs photovoltaïques peuvent rencontrer des dysfonctionnements 
au cours de leur exploitation, ce qui augmente la nécessité d'un système de détection et de 
diagnostic de défauts. Ce mémoire vise à fournir une solution pour la supervision et le 
diagnostic des pannes d'un système photovoltaïque connecté au réseau électrique utilisant un 
algorithme d'intelligence artificielle. 
1.1 Problématique 
Un système photovoltaïque (PV) connecté au réseau électrique est composé de 
différentes parties, la partie continue contenant le champ PV et le régulateur de courant 
contenu (MPPT), et la partie alternative représentée par l'onduleur, en plus des équipements 
de protection. Dans la plupart des systèmes récents, le MPPT est intégré à l'onduleur. La 
gestion de l'onduleur est mise en œuvre en interne par les fabricants et peut être supervisée 
directement. D'autre part, le générateur photovoltaïque (GPV) est personnalisé pour chaque 
système et doit être supervisé séparément qui est la préoccupation de ce travail. D'après cette 
problématique, certaines questions de recherche émergent comme: 
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• Peut-on modéliser le fonctionnement du système photovoltaïque en utilisant une 
méthode simple et efficace? 
• Comment superviser en temps réel et classer l'état du système? 
• Comment présenter l'état et les données du système de manière claire et cohérente? 
1.2 Objectifs 
Le but de ce projet est de représenter le fonctionnement de la partie continue du système 




Modélisation de générateur photovoltaïque pour un fonctionnement sain; 
Élaboration de défauts pouvant survenir dans le système et modélisation des défauts 
sélectionnés; 
• Sélection et implémentation de méthode de classification de défauts; 
L'objectif final est de développer et de tester une interface de supervision et de détection 
de défauts pour un système photovoltaïque connecté au réseau. 
1.3 Méthodologie 
Afin de parvenir à ces objectifs, il est nécessaire d'adopter une chronologique tout au 
long de ce projet. La méthodologie à suivre dans cette étude se répartit principalement en 
cinq points : 
• Collecte de données de système réelles étudier: dans cette étape la base de données 
d'opération pendant quelques jours du système PV installé au Centre de 
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développement des énergies renouvelables (CDER) en Algérie a été prise comme 
référence et utilisée dans ce mémoire. Afin de surveiller le système photovoltaïque et 
d'obtenir ses données, un ensemble de capteurs connectés à des circuits de 
conditionnement a été mis en place. L'éclairage et la température sont les variables 
météorologiques collectées tandis que le courant et les tensions des circuits CC et CA 
sont les variables électriques. Les circuits d'acquisition sont connectés à un ordinateur 
de supervision ou les données collectées sont enregistrées dans un fichier pour servir 
à ce projet. 
• Modélisation du système à partir d'un module vers l'ensemble du champ PV et 
validation du modèle à partir des données réelles collectées: dans cette étape, le 
modèle à une diode est utilisé pour sa simplicité et son efficacité dans la 
représentation du module PV, puis il a été validé à l'aide des données réelles 
mesurées. Puis une représentation sur Simulink du générateur photovoltaïque est 
établie par l'interconnexion de différents modules. 
• Modélisation de défauts et génération d'une base de données: une représentation 
empirique de chaque défaut a été établie à l'aide des équations de performance des 
laboratoires Sandia. Les défauts sont recréés sur Simulink et une base de données est 
établie et utilisée pour l'estimation des paramètres des modèles empiriques. 
• Sélection de l'algorithme de classification: après avoir exploré différentes méthodes 
de classification, le PNN a été choisi en raison de sa vitesse de convergence et de sa 
précision, ainsi que de sa facilité d'utilisation dans Matlab. L'algorithme PNN utilise 
les représentations empiriques des défauts comme base puis il est appliqué 
directement à notre interface pour traiter des données réelles. 
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• Développement et validation de l'interface et l'algorithme de classification. 
1.4 Structure du mémoire 
Ce mémoire se base sur six chapitres comme suit : le deuxième chapitre indique des 
informations générales concernant le système photovoltaïque et sa supervision. Le troisième 
chapitre présente certains défauts qui peuvent survenir dans le générateur photovoltaïque. De 
nombreux articles et recherches ont été effectués sur le sujet du diagnostic et de la détection 
des défauts, dont certains des principaux sont déjà présentés dans ce chapitre. Le modèle du 
champ photovoltaïque est extrait et une représentation des défauts choisis a été établie dans 
le quatrième chapitre. Après avoir présenté et comparé différentes méthodes de diagnostic de 
défauts basées sur l'intelligence artificielle, le réseau neuronal probabiliste a été choisi dans 
le cinquième chapitre. Dans le sixième chapitre, l'interface de supervision est présentée et 
trois études de cas sont réalisées pour valider les performances de l'algorithme de détection 
et de diagnostic implémenté qui montre que notre objectif final est atteint. Le mémoire se 
termine par une conclusion générale donnent une synthèse sur le travail effectué et résume 
les principaux résultats obtenus ainsi que les perspectives envisagées. 
Chapitre 2 - Les systèmes photovoltaïques et leur 
supervision 
2.1 Introduction 
L'énergie électrique est l'une des fonnes d'énergie les plus étudiées et les plus faciles à 
transfonner, elle peut s'adapter à chaque besoin. Elle est largement utilisée aujourd'hui dans 
tous les domaines de la vie dont on ne peut pas imaginer une société techniquement avancée 
qui ne l'utilise pas. La plupart de nos appareils à usage quotidien fonctionnent 
essentiellement à l'énergie électrique, soit sous fonne de courant continu à basse tension, ou 
sous fonne de courant alternatif à tension plus élevée. 
L'énergie électrique elle-même est obtenue à partir d'autres sources d'énergie. C'est une 
préoccupation de la société humaine de nos jours que ces sources soient propres, 
renouvelables et sûres comme l'énergie solaire. Il existe fondamentalement deux méthodes 
pour convertir l'énergie solaire en électricité: 
• Systèmes indirects en uti lisant la conversion thennodynamique [1] [2]; 
• Systèmes directs, fondés sur les interactions physiques entre les photons de la 
radiation incidente et les électrons du matériau, nommé l'effet photovoltaïque [1] ; 
2.2 Électricité photovoltaïque 
L'effet photovoltaïque a été découvert en 1839 par le physicien français Alexander 
Edmond Becquerel [1] . Le tenne photovoltaïque signifie la conversion directe des photons 
6 
de la lumière incidente en énergie électrique en utilisant des matériaux semi-conducteurs [1]. 
En 1905, Albert Einstein a écrit un article expliquant le processus photovoltaïque [3]. 
Néanmoins, les cellules photovoltaïques modernes avec une efficacité acceptable n'ont vu le 
jour qu'en 1954 dans les laboratoires de Bell Téléphone du New Jersey [4]. À partir de là, 
l'efficacité d'une cellule solaire a augmenté et différents matériaux et structures ont été 
utilisés. 
En raison du coût élevé de développement et de production, les premières applications 
pratiques de l'électricité photovoltaïque ont été financées par l'armée, principalement des 
engins spatiaux et des satellites, pour alimenter des équipements de contrôle, de mesure et de 
transmission de données [5] . Plus tard, avec l'apparition des cellules à base de silicium 
monocristallin et polycristallin, la production industrielle de panneaux d'applications 
domestiques a commencé. Bien que l'utilisation, au départ, se soit limitée à l'électrification 
de lieux isolés et pour les recherches, avec le soutien des gouvernements et les gros 
investisseurs, d'autres développements ont été réalisés et se poursuivent à un bon rythme [5]. 
De nos jours, l'électricité photovoltaïque est connue et largement utilisée dans, et des projets 
industriels et domestiques. 
2.2.1 L 'Effet photovoltarque 
En raison de la structure des cellules photovoltaïques, lorsque les photons du 
rayonnement lumineux incident entrent en collision avec le matériau semi-conducteur dans 
les cellules, l'énergie électrique est produite, c'est ce qu'on appelle l'effet photovoltaïque. 
Fondamentalement, la cellule solaire contient deux couches de silicium dopées 
différemment résultant en une jonction (P-N). La figure 2-1 montre la structure et le principe 
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de fonctionnement d'une cellule solaire [6]. La couche qui fait face à la lumière est dopée 
négativement avec un semi-conducteur de type N (par exemple le Phosphore (P)) . La couche 
ci-dessous est dopée positivement avec un semi-conducteur de type P (par exemple le Bore 
(Br)). Au niveau de la jonction (P-N), un champ électrique est produit ce qui conduit à la 
séparation des charges (électrons et trous) libérées par le matériau semi-conducteur. Sous 
l'effet du rayonnement photonique, les paires électron-trou générées dans la barrière de 
potentiel sont séparées par le champ électrique qui y règne. Les trous sont accélérés vers la 
zone dopée (P) et les électrons vont vers la zone dopée (N). Les trous et les électrons 
deviennent alors majoritaires sur les faces externes des zones (P) et (N) [7]. 
Afin d'extraire l'énergie de la cellule solaire, des contacts métalliques (pâte d'aluminium 
ou d'argent) sont fixés à l'avant et à l'arrière de la cellule. La sérigraphie est normalement 
utilisée à cet effet. Les contacts avant doivent laisser passer autant de lumière que possible. 
De plus, si une charge est connectée aux bornes de la cellule PV, un courant continu 
commence à circuler. Les pertes se produisent au niveau de la cellule solaire en raison de la 
recombinaison, de la réflexion et de l'ombrage causés par les contacts avant. De plus, une 
grande partie de l'énergie de rayonnement de longueur d'onde courte et longue ne peut pas 
être utilisée. La grandeur de ces pertes détermine l'efficacité de la cellule PV. Selon la théorie 
de la physique quantique, un rendement de 26 % peut être obtenu pour la cellule de silicium, 
mais les cellules commerciales ne dépassent pas 17 %, ces valeurs montrent qu'une seule 
petite partie de l'énergie solaire peut être utilisée efficacement pour produire de l'électricité 
[7] . 
Lumière 
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Figure 2-1 Schéma synoptique de l'effet photovoltaïque [6] 
2.2.2 La cellule photovoltaïque 
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Les cellules solaires commerciales sont construites à partir de semi-conducteurs tels que 
le silicium (Si), l'arséniure de gallium (GaAs), le tellurure de cadmium (CdTe) et le séléniure 
de cuivre-indium-gallium (CIGS). Ils peuvent être amorphe, monocristallins à réseau 
cristallin uniforme ou polycristallins contenant des structures cristallines différentes [8]. La 
tension générée dans une cellule peut varier de 0,3 V à 0,7 V en fonction de la valeur de la 
bande d'énergie du matériau dont elle provient et de son arrangement ainsi que de la 
température de fonctionnement et du vieillissement de la cellule. La taille de chaque cellule 
varie de quelques centimètres carrés à 100 cm2 ou plus. La figure 2-2 illustre un exemple de 
cellule PV au silicium. 
Lorsqu'elle est soumise à la lumière, si une cellule n'est pas connectée dans un circuit, 
une différence de potentiel caractérisant est notée comme une tension en circuit ouvert (Vco) 
apparaît entre ses bornes, très dépendante de la température (T). D'un autre côté, si les deux 
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bornes sont court-circuitées, un courant maximal caractérisant appelé courant de court-circuit 
(Icc) est atteint, dépendant fortement de l'irradiance incidente (G). 
Les cellules sont connectées en série comme montré dans à la figure 2-2, permettant aux 
électrons générés dans une cellule de s'accumuler avec la cellule suivante menant à 
l'augmentation de la différence de potentiel totale entre les bornes de la première et de la 
dernière cellule. Le but est d'atteindre un potentiel de 6 à 24 volts par module. 
(A) (B) (C) 
Figure 2-2 Exemples des cellules et de module photovoltaïque: (A) Cellule PV 
élémentaire, (B) Générateur photovoltaïque, (C) Photo d'un générateur 
PV polycristallin commercial 
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2.3 Modèle équivalent d'une cellule PV 
Différents modèles ont été développés pour représenter la cellule solaire. Le plus simple 
et le plus utilisé est le modèle à une seule diode présentée par la figure 2-3. Les composants 
principaux sont une source de courant qui produit le courant photoélectrique (Iph) et la diode 
(représentant lajonction PN). Le niveau de courant Iph dépend de l'irradiance incidente. Une 
chute de tension se produit lorsque les porteurs de charge migrent du semi-conducteur vers 
les contacts électriques. Ceci est décrit par la petite résistance série Rs. De plus, les courants 
de fuite sont décrits par une grande résistance parallèle Rsh [1]. 
COIl"ont .-----+------ ..-----'J!Jv ___ I_)'iI--_ o 
photo 
~lLdrl.qu 
/ph D Rsh v 
JunctiOll P 
Cou"onts dt fUitt 
Figure 2-3 Schéma équivalent d'une cellule photovoltaïque. 
La cellule PV peut se modéliser à partir de l'équation: 
1 = Iph - ID - IRsh 
Où: 
G 
Iph = Ipho -Go 
( 
q .(V +Rs . 1) ) 
ID = IDO e n.K.T - 1 
1 _ V +Rs. 1 








q.(V +Rs. 1) ) V +Rs . 1 
1 = Iph - IDo e n .K .T - 1 - -R-Sh- (2 .5) 
Avec: 
ID (A) : Courant de saturation; 
K (J.K): Constante de Boltzmann (1.380* 1 0-23 J/K) ; 
T (K) : Température effective de la cellule; 
q : Charge de l'électron (1.602* 10- 19 C); 
n : Facteur de non-idéalité de lajonction; 
1 (A) : Courant fourni par la cellule; 
v (V) : Tension aux bornes de la cellule; 
Iph (A): Courant de court-circuit de la cellule dépendant de l'ensoleillement et de la 
température; 
Rsh (Q): Résistance shunt caractérisant les courants de fuite de la jonction; 
Rs (Q) : Résistance série représentant les diverses résistances des contacts et de 
conneXIOn; 
Le point de fonctionnement de la cellule peut être déterminé par la résolution de 
l'équation (2.5), ceci consiste à calculer la valeur d'une des inconnues (Vou 1) en fonction 
de l'autre en supposant que les autres paramètres de cette équation sont connus. Il est 
préférable de calculer 1 à partir de V. La caractéristique courant-tension (1-V) d'une cellule 
peut être obtenue en calculant 1 pour plusieurs valeurs de V sur une plage souhaitée. 
L'équation (2.5) ne peut être résolue analytiquement, cependant elle peut être mise sous la 
forme f(l, V) = O. La résolution de l'équation de cette forme peut être effectuée en utilisant 
des méthodes d'analyse numérique comme la méthode de Newton-Raphson classique. 
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2.4 Le module PV et ses performances 
Un module photovoltaïque est constitué d'un ensemble de cellules photovoltaïques 
élémentaires montées en série et/ou parallèle afin d'obtenir des caractéristiques électriques 
désirées tels que la puissance, le courant de court-circuit ou la tension en circuit ouvert [7]. 
2.4. J Caractéristique courant-tension 
La figure 2-4 représente la caractéristique statique courant-tension (1-V) d'un panneau 
photovoltaïque typique dans des conditions météorologiques constantes d'irradiation et de 
température. 







~ :.. ::: 
~ 
0 Vm Vco 
Tension (J1 
Figure 2-4 Caractéristique (1-V) et (P-V) d'un panneau photovoltaïque 
Comme montré par la figure 2-3, la cellule et le panneau photovoltaïque ne sont pas 
caractérisés en tant que source de courant ou de tension indépendante. Plutôt, peut être 
considérée comme une source de puissance. Selon la courbe caractéristique sur la figure 2-4, 
on peut remarquer l'existence d'un point Pm où la puissance générée est à son maximum. 
C'est pourquoi certains régulateurs solaires effectuent une adaptation d'impédance afin d'être 
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proches de ce point de puissance de crête Pm à tout moment, qui est appelé Maximum Power 
Point Tracking (MPPT). 
Dans le même temps, La caractéristique (1-V) peut signaler l'existence de différents 
points de caractérisation et déterminer l'effet des conditions de mesure sur la réponse du 
panneau solaire. 
2.4.1.1 Courant de court-circuit (Icc) 
C'est le courant obtenu en court-circuitant les bornes des cellules comme le montre la 
figure 2-5. Il est lié linéairement à l'intensité d'éclairage de la cellule qui dépend de la surface 
éclairée, de la longueur d'onde du rayonnement, de la mobilité des porteurs à l'intérieur de la 
cellule et de la température. 
Figure 2-5 Schéma équivalent d'une cellule photovoltaïque en court-circuit 
De l'équation (2.5) en mettant V = 0, on obtient: 
Icc = Ipho (2.6) 
2.4.1.2 Tension à circuit ouvert (V co) 
La tension en circuit ouvert est obtenue par l'isolation des bornes de la cellule d'une 
charge comme le montre la figure 2-6, ce qui entraîne un courant global nul à travers la 
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cellule. Elle dépend fortement de la barrière énergétique et diminue avec la température. Elle 
ne dépend que légèrement de l'intensité lumineuse. 
. Rs 
D Rsh Veo 
IRsh 
Figure 2-6 Schéma équivalent d ' une cellule photovoltaïque en circuit ouvert 
De l'équation (2.5) en mettant 1= 0, on obtient: 
V co = n.K.T ln (lPh + 1) 
q lD o 
(2.7) 
2.4.1.3 La résistance série (Rs) 
La résistance Rs caractérise les pertes par l ' effet Joule spécifique aux contacts entre les 
différentes régions constitutives de la cellule, notamment les contacts métalliques et les 
grilles de collecte. Rs est très important en tant que caractéristique d'une cellule. La figure 
2-7 montre l'effet de Rs sur la courbe caractéristique Où Rs est la pente de la courbe 1-V 
lorsque la tension est égale à Vco. 
2.4.1.4 La résistance parallèle (Rsh) 
La résistance parallèle (ou shunt) caractérise les pertes dues à la recombinaison, à 
l'épaisseur des régions dopées et à la construction de lajonction P-N dans la cellule. Elle est 
alors directement liée au processus de fabrication et à l'existence de toute déformation ou 
défaut de la structure. La figure 2-7 montre l'effet de Rsh sur la courbe caractéristique. 
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Caractéristique (1- J1 
Icc Rsh 
Tension (J1 Vco 
Figure 2-7 Détermination graphique des résistances série (Rs) et parallèle (Rsh) sur 
la courbe (I -V) 
Graphiquement, les résistances (Rs- Rsh) peuvent être obtenues comme: 
Rs - (tN) 
LH V=Vco 
(2.8) 
Rsh = (I:1V) 
1:11 I=Icc 
(2.9) 
2.4.2 Influence de l 'éclairement 
La figure 2-8 présente des courbes courant-tension pour une température constante et 
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Figure 2-8 Caractéristique I=f(v) en fonction de l'éclairement 
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Le courant de court-circuit est directement proportionnel au niveau d'éclairage. D'autre 
part, la tension en circuit ouvert ne présente pas le même niveau de variation. L'irradiation 
standard, internationalement acceptée pour mesurer la réponse des panneaux photovoltaïques 
est une intensité rayonnante de 1000 W 1m2 a une température de 25 oc. 
2.4.3 Influence de la température 
La figure 2-9 présente des courbes courant-tension pour un niveau d'éclairage constant et 
différentes températures de fonctionnement. 
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Figure 2-9 La caractéristique I=f(v) en fonction de la température 
Le courant de court-circuit est légèrement affecté par le changement de température. En 
revanche, la tension en circuit ouvert diminue fortement à mesure que la température 
augmente. Ce facteur doit être pris en compte lors de la conception d'une installation solaire. 
Il est important de savoir que la puissance du panneau diminue environ de 0,5 % par chaque 
degré d'augmentation de la température de la cellule au-dessus de 25 oC. 
2.4.4 Regroupement des cellules en série 
Une association en série de cellules donne lieu à augmenter la tension du générateur 
photovoltaïque, car la tension finale du groupe est la somme de toutes les tensions 
individuelles pour chaque cellule. Les cellules sont alors traversées par le même courant et 
la caractéristique résultant du groupement série est obtenue par addition des tensions 
élémentaires de chaque cellule [9]. 
La figure 2-10 montre la caractéristique résultante (IcCNs, V CONs) obtenue en associant Ns 
cellules identiques en série (Icc, Vco). 
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ICCNs = [cc (2.10) 
VCONs Ns. Vco (2 .11 ) 
[cc 
Caractéristique (I-V) 
Icc t----~----_ Cellule Ns t Vco 
1 
1 
Cellule2 t Vco Ns*Vco 
Cellule1 t Vco 
Ns·Vco 
Tel/siol/ (V) 
Figure 2-10 Caractéristique (1-V) de Ns cellules en série 
2.4.5 Regroupement des cellules en parallèle 
Une association en parallèle de cellules permet d'accroitre le courant de sortie du 
générateur photovoltaïque, car le courant final du groupe est la somme de tous les courants 
individuels pour chaque cellule. Dans un groupement de cellules identiques connectées en 
parallèle, les cellules sont soumises à la même tension et la caractéristique résultante du 
groupement est obtenue par addition des courants [9]. La figure 2-11 montre la 
caractéristique résultante (ICCNp, VCONp) obtenue en associant Np cellules identiques en 
parallèle (Icc, Vco). 
ICCNp Np. [cc (2.12) 
VCONp Vco (2.13) 
Caractéristique (1- '1 
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Figure 2-11 Caractéristique (I-V) de Np cellules en parallèle 
2.4.6 Rendement énergétique 
Le rendement énergétique est défini comme le rapport entre la puissance électrique 
maximale fournie par la cellule Pm = (Ip * Vp) et la puissance d'illumination incidente (Pinc). 
Il reflète la qualité de conversion de l'énergie solaire en énergie électrique. Il est donné par 
l'équation (2.14). 
Pm 
rJ = Pinc 
Ip. Vp 
Pinc 
2.4.7 Facteur de forme: 
(2.14) 
Le facteur de forme (FF) ou facteur de remplissage est le rapport entre la puissance 
maximum fournie par la cellule Pm et la puissance maximale d'une cellule idéale (Icc * Vco). 
Il indique la qualité de la cellule. Il diminue avec la température. Il traduit aussi l'influence 
des pertes par les deux résistances Rs et Rsh. Il est donné par l'équation (2.15). 
Pm 
FF = Pideal 
Ip . Vp 
Icc . Vco 
(2.15) 
2.5 Fonctionnement d'un générateur photovoltaïque à sa puissance maximale 
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Le générateur photovoltaïque (OPV) est l'unité de production d'énergie électrique sous 
fonne de courant continu avec une puissance et une tension convenable. Il est composé de 
modules photovoltaïques connectés dans une fonnation de chaînes (String - en série) puis les 
chaînes sont connectées ensemble en parallèle (figure 2-12), ou en configuration totalement 
croisée, ou une connexion de pont lié [10] . Dans chaque configuration, les modules 
photovoltaïques doivent être protégés. 
2.5.1 Protections classiques d 'un GPV 
Deux types de diodes sont connectées à des endroits spécifiques afin de garantir la 
protection du OPV. La diode de by-pass qui est connectée en antiparallèle avec un groupe de 
cellules protège les cellules contre leur fonctionnement dans le régime inverse. La diode anti-
retour est placée au bout de chaque string pour isoler chaque chaîne et éviter les courants 
inverses provenant d'une chaîne avec une tension plus élevée à une autre chaîne. La figure 
2-12 montre l'une des configurations possibles et l'emplacement des diodes de protection qui 








Figure 2-12 Interconnexion d'un opy et protection avec diode anti-retour (by-pass) 
2.5.2 Étage d 'adaptation entre un GPVet une charge 
La conception d'un système photovoltaïque optimisé est honnêtement très difficile. En 
effet côté source, pour un OPY, la production d'énergie varie fortement en fonction des 
conditions méthodologiques, notamment de l'éclairage et de la température, la position 
géographique et le vieillissement global du système. Du côté de la charge, qu'elle soit 
continue (CC) ou alternative (CA) a un comportement variable, selon l'application. Si une 
connexion directe est établie entre le générateur photovoltaïque et la charge, la tension de 
fonctionnement sera imposée par la charge, qu'elle soit résistive ou source, ce qui signifie 
que la puissance de fonctionnement OPY ne correspondra pas toujours au point de puissance 
maximale (MPP). Cela soulève le besoin d'une étape intermédiaire qui peut optimiser la 
relation générateur - charge, forçant le OPY à toujours opérer autour le MPP quel que soit le 
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besoin de charge comme décrit dans la figure 2-13. Généralement, il s'agit d'un convertisseur 
statique contrôlé par une commande MPPT (hacheur, onduleur) . De nombreux algorithmes 
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Figure 2-13 Étage d'adaptation jouant le rôle d'interface de puissance entre un GPV 
2.6 Application des systèmes photovoltaïques 
Les systèmes photovoltaïques peuvent être regroupés en fonction de leur connexion au 
réseau électrique public en trois types: les systèmes autonomes, hybrides et connectés au 
réseau. Chaque type est choisi en fonction des besoins, du lieu d'installation et du budget. 
2.6.1 Systèmes autonomes 
Les systèmes autonomes sont complètement indépendants d' autres sources d'énergie. Ils 
ont été les premières applications rentables pour le photovoltaïque. Partout où il n'est pas 
possible d'installer une alimentation électrique à partir du réseau électrique public, ou lorsque 
cela n'était pas rentable ou indésirable, des systèmes photovoltaïques autonomes pouvaient 
être installés. Ils sont principalement utilisés pour alimenter des maisons, des chalets ou des 
camps dans les zones de banlieue où il n'y a pas de réseau. Ainsi que d'autres applications 
telles que la télésurveillance et l'irrigation. La gamme d'applications est en constante 
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augmentation. Dans la majorité des cas, un système autonome eXigera des batteries 






Figure 2-14 Système photovoltaïque autonome 
2.6.2 Systèmes hybrides 
Les systèmes hybrides reçoivent une partie de leur énergie d'une ou de plusieurs sources 
supplémentaires. En pratique, les modules de systèmes PY sont souvent combinés avec une 
éolienne ou à une génératrice à combustible. De tels systèmes ont habituellement des 








Figure 2-15 Système hybride photovoltaïque éolien 
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2.6.3 Systèmes connectés au réseau électrique 
Ce système fournira la plus grande économie de facture à l'utilisateur. Étant donné que 
les pannes de services publics sont rares, en cas de panne, le système est conçu pour s'arrêter 
jusqu'à ce que l'alimentation secteur soit rétablie. Ce problème peut être évité en ajoutant un 
système de stockage. Le système gère également des fonctions de commande et de réglage 







Figure 2-16 Système photovoltaïque raccordé au réseau électrique 
2.7 Supervision du système photovoltaïque 
Il est vraiment important d'avoir des outils qui permettent d'accéder à distance et de 
contrôler la production des systèmes en tenant compte des demandes des consommateurs et 
du coût de production pour chaque source. Les systèmes intelligents ont vu le jour ces 
dernières années et continuent de se développer grâce aux innovations dans les systèmes de 
communication et des outils de collecte et d'analyse de données. Cela a conduit au 
développement de réseaux flexibles capables de gérer les transferts d'énergie en temps réel. 
Le système de supervision décrit dans ce projet peut être considéré comme un système de 
contrôle et de supervision intelligent pour une centrale de génération photovoltaïque. 
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Ces systèmes de contrôle et de supervision sont principalement utilisés pour augmenter 
le rendement. En fournissant des données de mesures en temps réel, en gérant le transfert 
d'énergie et en utilisant des méthodes d'analyse intelligentes pour identifier et signaler les 
éventuels défauts, ces systèmes conduisent finalement à augmenter la production globale, la 
sécurité et la longévité du système de génération et de transmission installé et minimiser le 
coût de l'ensemble du processus. La figure 2-17 montre les éléments de construction d'un 
système de supervision efficace. 





des données et 
notification d'alarme 
Figure 2-17 Organigramme du système de supervision 
Dans ce chapitre, nous avons présenté l'effet photovoltaïque et comment il est utilisé pour 
générer de l'énergie électrique grâce à l'utilisation de cellules photovoltaïques. Pour ce 
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dernier, nous avons vu la configuration de base, la modélisation et l'effet de différents 
paramètres sur la réponse de la cellule. En plus de la mise à l'échelle des cellules pour obtenir 
des systèmes capables de générer suffisamment d'énergie électrique pour un usage 
domestique ou industriel. Nous avons également vu la configuration de base des installations 
photovoltaïques et le schéma général des systèmes de surveillance. 
Dans le prochain chapitre, nous allons présenter les défauts pouvant survenir dans 
l'installation photovoltaïque et un état de l'art sur le diagnostic des défauts. 
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Chapitre 3 - Diagnostic de défauts: Etat de l'Art 
3.1 Introduction 
Les systèmes photovoltaïques peuvent généralement être considérés comme fiables , mais 
en tant que processus industriel, des dysfonctionnements peuvent se produire pendant la 
production, ce qui peut affecter de manière significative le rendement global du système. En 
d'autres termes, chaque événement qui se traduit par une production d'énergie inférieure à 
celle attendue est considéré comme un défaut. Il est possible de classer ces défaillances en 
considérant différents aspects, y compris le composant qui présente la défaillance, les causes, 
les effets et la réponse du système. Nous allons d'abord passer à l'identification des différents 
défauts présentés dans le système pv. 
3.2 Le système photovoltaïque et ses défauts 
La configuration simple du système PV donne l'impression aux propriétaires qu'il est sans 
défaut et ne nécessite aucun entretien [12]. En réalité, de nombreuses inspections sur site, 
comme les études de 19 systèmes PV différents en Turquie [13] et plusieurs centrales 
photovoltaïques en Italie [14], en plus des deux centrales photovoltaïques aux États-Unis (La 
centrale photovoltaïque de 383 kWc à Bakersfield (figure 3-1), Californie et une centrale 
électrique de 1,208 MWc à Mount Holly, Caroline du Nord (figure 3-2 » qui ont été brûlées 
en 2009 et 20 Il [15], [16], ont indiqué que la majorité des défauts du système PV nécessitent 
une intervention même lors du remplacement des composants. Tout événement entraînant 
une baisse de la production totale estimée pourrait être associé à une certaine faute. Les 
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défauts peuvent être classés en fonction de différents aspects, en particulier: le composant 
directement affecté par celui-ci, les causes, les effets et la réponse du système. 
Figure 3-1 Centrale photovoltaïque de 383 kWc à Bakersfield brûlée en 2009 [16] 
Figure 3-2 Centrale électrique de 1,208 MWc à Mount Holly, Caroline du Nord 
brûlée en 2011 [16]. 
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Afin de classer les défauts, il est convenable de diviser le système PV en trois parties: le 
côté CA, le côté CC et l'onduleur entre eux. 
Si une défaillance est enregistrée sur le côté CA, les sources possibles sont le déséquilibre 
du réseau, un problème dans la liaison avec l' onduleur ou la charge et aussi au point de 
raccordement [17]. 
L'onduleur est l'élément central du système photovoltaïque connecté au réseau et sa partie 
la plus faible. Des erreurs internes peuvent survenir pour différentes raisons et elles 
augmentent avec le vieillissement des composants. 'Ces défauts peuvent être liés à ses 
composants internes, principalement les interrupteurs, le ventilateur, le MPPT ou les 
varistances. La plupart des onduleurs sur le marché ont maintenant un système de détection 
de pannes très sophistiqué qui peut identifier le problème et générer un code d'erreur 
correspondant. Bien que l'onduleur ait été le composant présentant le plus grand nombre de 
défauts, c'est également celui qui a été amélioré grâce aux recherches sur les semi-
conducteurs d'électronique de puissance. En regardant les données statistiques, il est évident 
que les réponses des défauts liés à l'onduleur sont celles qui diminuent le plus 
significativement. D'autres sources de problèmes d'onduleurs sont l'effet de surtension 
résultant des orages, de la commutation du réseau, du vieillissement ou des charges 
thermiques [16][18] . 
Bien que le côté CC soit celui qui présente la plus faible quantité d'échecs, il est plus 
compliqué d'analyser et de détecter les origines des défauts en raison du nombre de 
composants inclus et des caractéristiques de sortie non linéaires des panneaux 
photovoltaïques. Cela rend les défauts difficiles à distinguer [19] . Pour simplifier le 
diagnostic des défauts, une distinction doit être faite entre les défauts qui amènent à un arrêt 
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complet d'une chaîne entière ou de l'installation complète et ceux qui ne conduisent qu'à une 
réduction de la puissance produite soit temporaire ou permanente. 
Parmi les facteurs qui peuvent conduire à la déconnexion totale d'un module, une chaîne 
ou le générateur photovoltaïque sont des problèmes survenant dans le câblage et la connexion 
ou le générateur comme la corrosion, la mise à la terre, le court-circuit. Autres problèmes qui 
peuvent survenir sont dus aux équipements de protection comme la panne des diodes ou des 
relais de protection [19]- [21]. D'autre part, les facteurs qui se traduisent par une diminution 
de la puissance produite sont principalement la dégradation ou la rupture d'une cellule ou 
d'un module et les phénomènes d'ombrage [22]- [26]. Les phénomènes d'ombrage peuvent 
être liés à la présence d' obstacles qui ne permettent pas au rayonnement solaire d'atteindre 
les panneaux. Un autre facteur peut être une surface sale des panneaux comme la salissure et 
l'enneigement [27] , [28]. Le tableau 3-1 résume les principaux défauts d'un générateur 
photovoltaïque. 
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Tableau 3-1 Principaux défauts et anomalies rencontrées dans un générateur PV 
Composant du Origines des défauts et d'anomalies 
système 
photovoltaïque 
Générateur PV - Feuilles d'arbre, excréments, pollution, sable, neige, etc. 
[22]. 
- Détérioration des cellules, fissure, échauffement des cellules 
[22][23]. 
- Pénétration de l'humidité, dégradation des interconnexions, 
corrosion des liaisons entre les cellules [22]. 
- Modules de performances différentes [22] . 
- Module arraché ou cassé. 
- Modules court-circuités, modules inversés [22]. 
Câblage et Boîte de - Court-circuit du circuit électrique [22]. 
jonction - Destruction de la liaison. 
- Corrosion des connexions [23]. 
-Rupture du circuit électrique, circuit ouvert [22]. 
Diode de protection -Destruction des diodes [23] 
(diode de bypass et -Absence ou non-fonctionnement de diodes 
diode antiretour) -Inversion de la polarité des diodes au montage, diode mal 
connectée. 
3.3 Méthodes de diagnostic d'un champ PV 
Pour assurer la production d'énergie optimale des systèmes photovoltaïques connectés au 
réseau, les contrôles de performance réguliers sont nécessaires. Ils fournissent la détection et 
le diagnostic précoce des défauts pour éviter des pertes d'énergie et financières ultérieures. 
L'objectif des systèmes de diagnostic est de fournir des informations sur la source de 
défaillance la plus probable. Il existe actuellement des méthodes industrialisées et d'autres 
proposées dans la littérature. On peut distinguer deux catégories de méthodes de diagnostic: 
les méthodes basées sur l'analyse de courant et de tension appelées méthodes électriques et 
les méthodes basées sur l'analyse d'autres variables nommées méthodes non électriques. 
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3.3.1 Méthodes non électriques 
Il existe plusieurs méthodes non électriques, destructives ou non destructives, pour 
diagnostiquer les défauts. On peut citer comme méthodes: les essais mécaniques de flexion 
[29], l'imagerie par photoluminescence [30] et électroluminescence [31] et les tests de 
thermographie[ 14]. 
L'imagerie thermique infrarouge est la méthode la plus utilisée dans l'industrie. Elle est 
basée sur la capture du rayonnement spectral infrarouge émis par les modules PV et 
également les composants électriques sous un rayonnement adéquat à l'aide de caméras 
spéciales. L'inspection thermique peut être réalisée en prenant des images infrarouges à haute 
définition par soit les travailleurs sur place en marchant, en utilisant une grue, en utilisant des 
drones (véhicules aériens sans pilote), ou en utilisant des images satellites [13], [14], [32]. 
En examinant la distribution de la température aux niveaux des modules PV ou les 
composants électriques, des anomalies (si elles ont eu lieu) peuvent être localisées. Les 
défauts les plus courants constatés par cette méthode sont: diodes de protection ou fusibles 
ou disjoncteurs surchauffés ou endommagés (figure 3-3 (a)), points chauds sur les modules 
photovoltaïques en raison de défauts de fabrication ou de dégradation (figure 3-3 (b)), 
modules ou chaînes ne fonctionnant pas ou inversement connectés (figure 3-3 (c)), câbles et 
points d'interconnexion anormalement chauffés (figure 3-3 (d)) [13] . 
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(c) (d) 
Figure 3-3 Quelques exemples de la localisation de défauts par la caméra thermique [13]. 
3.3.2 Méthodes électriques 
Les méthodes électriques sont basées sur l'acquisition et l'analyse des données du système 
PV. Les données peuvent être collectées au niveau des modules, des chaînes, des générateurs 
ou au niveau des onduleurs. Les données au niveau de l'onduleur étant les plus utilisées et les 
plus rentables. Les courants, tensions et fréquences sur les côtés CA et CC de l'onduleur PV, 
en plus des données météorologiques telles que la température ambiante et l'ensoleillement 
du site sont capturés à l'aide de capteurs spécifiques (sonde de température et cellule de 
référence ou pyranomètre). Les informations sont ensuite traitées localement ou à distance 
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sur une ou plusieurs installations. Il existe plusieurs méthodes électriques qui peuvent être 
classées selon les types suivants: 
• Analyse des caractéristiques 1-V; 
• Analyse des pertes de puissance; 
• Approches basées sur le traitement du signal et les statistiques; 
• Méthodes basées sur des mesures de tension et de courant; 
• Méthodes d'intelligence artificielle et d'apprentissage automatique; 
3.3.2.1 Analyse des caractéristiques I-V 
Le champ photovoltaïque peut être décrit par sa caractéristique courant/tension statique 
(caractéristique 1-V). La modification d'une telle caractéristique peut être attendue en cas de 
changement de l'état du champ PV provoqué par un changement des conditions de 
fonctionnement (ensoleillement et température) ou par l'apparition d'un ou plusieurs défauts 
sur le terrain. Stellbogen [33] a d'abord introduit une méthode basée sur l'analyse des 
caractéristiques courant-tension pour la détection des défauts dans les systèmes 
photovoltaïques. Cette méthode est basée sur la comparaison des paramètres électriques 
attendus et réels obtenus à partir des caractéristiques 1-V, et peut identifier différents défauts, 
en particulier les problèmes de déconnexion. La nature des caractéristiques I-V ne peut pas 
toujours détecter la présence de défauts, d'où Miwa et al. [34] ont proposé une méthode basée 
sur des caractéristiques 1-V différentielles, c'est-à-dire des courbes (dIldV), qui sont efficaces 
pour détecter la baisse de la production d'électricité. Daliento et al. [35] ont analysé la 
première et la deuxième dérivation de la courbe 1-V afin de détecter d'éventuels défauts dans 
la résistance série et la diode de dérivation. 
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Chao et al. [36] ont proposé une méthode basée sur la fonction de corrélation étendue et 
le modèle élément-matière pour identifier certains défauts dans un petit système PV et les 
résultats indiquent qu'il peut détecter les types de dysfonctionnements correctement et 
rapidement. Kaplanis et al. [37] ont calculé le facteur de forme, Rs et Rsh pour les 
caractéristiques 1-V sur la base de la lumière incidente, l'analyse de ces indicateurs donne une 
indication de la dégradation du module dans le temps. Le travail effectué par Kang et al. [38] 
ont présenté une nouvelle méthode pour diagnostiquer la baisse de la puissance de sortie dans 
les panneaux photovoltaïques, basée sur l'ajustement de la relation 1-Ven utilisant des filtres 
de Kalman. Cette méthode peut être utilisée pour détecter des défauts d'ombrage partiels. 
Tina et al. [39] ont proposé une méthode basée sur l'estimation et la comparaison des 
paramètres clés d'un module PV. Les paramètres calculés sont utilisés pour détecter les 
défauts à long terme (par exemple vieillissement, semelle, délaminage, etc.), et pour 
construire une référence de courbe 1-V quand un défaut inattendu se produit (par exemple 
ombrage, diode de panne, etc.). Chine et al. [40] ont proposé une technique automatique 
simple pour le diagnostic des défauts dans les panneaux PV, basée sur l'analyse des anomalies 
observées sur la caractéristique 1-V. Les résultats démontrent que la technique fonctionne 
bien et identifie avec précision les classes de défauts étudiées liées aux problèmes de 
connexion, aux diodes ombrées et aux pannes. 
Hu et al. [41] ont introduit une méthode de diagnostic de panne de générateur 
photovoltaïque en ligne à faible coût avec des emplacements de capteurs de tension 
optimisés. Rezgui et al. [42] ont introduit un nouvel algorithme de détection de défauts 
capable de modéliser les modules PV en un fonctionnement sain et défectueux et de détecter 
les défauts de court-circuit, de circuit ouvert, d'impédance et de polarité inversée. 
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Hachana et al. [43] ont développé un outil de diagnostic pour la construction de systèmes 
PV intégrés, basé principalement sur une table de consultation, en analysant les 
caractéristiques 1-V. La diode de dérivation, l'effet d'ombrage, les scénarios de défauts de 
sous-chaîne déconnectés et court-circuités ont été étudiés. L'efficacité du système est 
augmentée en utilisant un onduleur centralisé. Wang et al. [44] ont utilisé la technique 
d'optimisation des essaims de particules modifiées pour extraire les paramètres intrinsèques 
des caractéristiques dynamiques de 1-V, puis l'ont utilisée pour détecter les modules PV 
fissurés. Selon les auteurs, le concept proposé permet l'évolutivité et la télédétection sans 
modifier l'infrastructure existante [45]. 
Comme mentionné, l'utilisation de la caractéristique 1-V pour détecter et localiser les 
défauts a été réalisée dans de nombreux travaux. D'autre part, l'analyse dans le sens opposé 
a été réalisée par de nombreuses autres études. Une telle analyse consiste à étudier l'impact 
des différents défauts (dans la cellule, le module, la chaîne et le champ) sur les performances 
du champ PV et sa caractéristique 1-V. 
3.3.2.2 Analyse des pertes de puissance 
Les systèmes de surveillance affichent et comparent graphiquement les valeurs de la 
puissance réelle et simulée pour renvoyer les paramètres de performance, les rendements et 
les pertes du système PV. La puissance simulée est calculée à l'aide d'un modèle de 
simulation qui estime la puissance attendue comme la puissance que l'installation PV devrait 
produire dans certaines conditions météorologiques. Une fois la puissance estimée calculée, 
elle doit être comparée à la puissance réelle (mesurée). La différence entre ces deux valeurs 
représente les pertes dans le système. Quatre facteurs ont été établis par le programme de 
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système d'énergie photovoltaïque de l'Agence internationale de l'énergie (AIE) et ils sont le 
rendement de référence, le rendement du réseau, le rendement final et le rapport de 
performance. Le rapport de puissance est des types suivants: pertes de capture, pertes de 
système, pertes de capture thermique et pertes de capture diverses. En utilisant les pertes, 
nous pouvons détecter si le défaut s'est produit ou non et en utilisant le rapport de 
performance, c'est-à-dire le rapport actuel et le rapport de tension. Nous pouvons aussi 
détecter un défaut particulier et son emplacement [46]. 
Dans le travail de Chao et al. [36], l'ampleur de la baisse de la puissance produite a été 
évaluée. En fonction de l'amplitude de la chute et des conditions de fonctionnement 
correspondantes (ensoleillement et température), le nombre de chaînes et le nombre de 
modules par chaîne défaillants peuvent alors être détectés. Dans [19], Chouder et al. ont 
proposé une procédure de supervision automatique et de détection de défauts, qui permet 
d'identifier les modules ou chaînes défectueux, l'ombrage partiel, le vieillissement et les 
erreurs MPPT. Il est basé sur l'analyse des pertes de puissance présentes dans le côté DC du 
générateur photovoltaïque et les pertes de capture (différence entre la référence et le 
rendement du générateur). Deux types de pertes par capture ont été introduits: les pertes par 
capture thermique et divers. 
Sol6rzano et Egido, ont proposé dans [47] une procédure de diagnostic des défauts dans 
les systèmes PV avec MPPT distribué au niveau du module, optimiseurs de puissance DC-
DC ou micro-onduleurs DC-AC. Il peut distinguer de nombreux défauts, notamment 
l'ombrage des objets fixes, les points chauds, la dégradation, la saleté et les pertes de câbles. 
La méthode a été vérifiée expérimentalement. D'autre part, Stauffer et al. [48] sont venu 
avec une méthode simple et rentable basée sur la comparaison continue de la puissance 
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mesurée avec celle simulée puis sur un indicateur de défaut si un écart est constaté, mais sans 
identifier le type de défaut ou son emplacement. Une autre étude réalisée par Dhimish M. et 
Holmes V. [49] ont proposé un algorithme pour détecter plusieurs défauts à l'aide de deux 
indicateurs de rapport de puissance et de rapport de tension afin de déterminer le type de 
défaut, l'heure et l'emplacement où ce défaut s'est produit dans le système PV. La méthode 
est également basée sur une analyse statistique de données et de seuils théoriques [45]. 
3.3.2.3 Approches basées sur le traitement du signal et les statistiques 
Les méthodes de traitement du signal sont principalement basées sur l'analyse des 
signaux d'onde; par exemple, la réflectométrie dans le domaine temporel (TDR), le TDR à 
spectre lancé (SSTDR) et la mesure de la capacité de la terre (ECM) sont des méthodes 
populaires utilisées pour détecter et localiser les défauts dans les systèmes photovoltaïques. 
La réflectométrie consiste à envoyer un signal dans le système ou le milieu à diagnostiquer. 
Ce signal se propage selon la loi de propagation du milieu étudié et lorsqu'il rencontre une 
discontinuité, une partie de son énergie est renvoyée vers le point d ' injection. L'analyse du 
signal réfléchi pennet de déduire des informations sur le système ou le milieu considéré [50]. 
Schirone et al. [51] [52] ont utilisé l'analyse de la fonne d'onde résultante de la tension de 
sortie après avoir appliqué une excitation pulsée à une chaîne PV. La méthode a pu détecter 
les ruptures du circuit, les défauts d'isolement, les anomalies de câblage dans les chaînes, y 
compris les circuits ouverts et la polarité inversée. Takashima et al.[53][54][55] ont proposé 
plusieurs méthodes basées sur le TDR et l'ECM pour détenniner et localiser certains défauts 
dans un générateur photovoltaïque. L'ECM détecte les positions de déconnexion entre les 
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modules de la chaîne, tandis que le TDR détecte la position du défaut de dégradation, comme 
l'augmentation de la résistance de shunt entre les modules. 
Johnson et coll. [56][57] ont proposé un système composé d'un analyseur de réponse en 
fréquence afin de mesurer la propagation de radiofréquences (RF) à travers des panneaux 
photovoltaïques pour différentes intensités lumineuses. Les fréquences de détection 
recommandées sont inférieures à 100 kHz basé sur les effets des radiofréquences sur les 
systèmes PV. Il a été testé et son efficacité a été démontrée par Corporation Eaton (EC) et 
Laboratoires Nationale de Sandia (SNL) pour la détection d'arcs photovoltaïques. 
Dini et al. [58] ont proposé une technique qui peut être utilisée pour détecter et 
interrompre les défauts d'arc dans les circuits de source et de sortie PV à courant continu. Le 
défaut d'arc détecté résulte du non-fonctionnement des composants du système. II-Song [59], 
[60] a proposé une méthode de détection de défaut utilisant la transformée en ondelettes (WT) 
qui utilise des calculs simples pour diagnostiquer avec précision les défauts. Wangand et 
Balog [61], ont utilisé la transformée de Fourier rapide (FFT) pour détecter les défauts d'arc 
et les ont validés expérimentalement avec de bons résultats. La méthode s'est avérée moins 
significative que la transformée en ondelettes, en particulier le problème de définition d'un 
seuil de défaut d'arc. 
Garoudja et al. [62] ont développé une méthode statistique nommée graphique à moyenne 
mobile exponentiellement pondérée (EWMA) pour étudier les défauts suivants: court-circuit, 
circuit ouvert et ombrage dans les systèmes PV. La même méthode a été améliorée pour les 
multivariés (MEWMA) et appliquée par Harrou et al.[63] pour la détection et l'identification 
des défauts côté DC du système PY. Les méthodes ont été testées pour un système PV et ont 
montré des résultats intéressants [45]. 
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3.3.2.4 Méthodes basées sur des mesures de tension et de courant 
Zhao et al. [46] ont développé un modèle d'apprentissage semi-supervisé basé sur des 
graphiques pour la détection et la classification des défauts dans les panneaux 
photovoltaïques. Le modèle d'apprentissage proposé peut détecter correctement les défauts 
de ligne à ligne et les défauts de circuit ouvert. 
Silvestre et al. [64] ont défini de nouveaux indicateurs de courant et de tension (nommés: 
NRc et NRv) ainsi que les seuils pour les deux paramètres afin d'identifier les défaillances 
de la chaîne PV et de l'onduleur. Selon les auteurs, la méthode proposée peut identifier les 
chaînes défectueuses et les modules contournés simplement, mais efficacement tout en 
considérant le nombre minimum de capteurs et minimise le système de surveillance et de 
supervision, qui peut être effectué en temps réel par l'onduleur lui-même. 
Gokmen et al. [65] ont proposé une méthode pour détecter le nombre de défauts de circuit 
ouvert et de court-circuit, et les différencier entre eux et la condition d'ombrage partiel basée 
sur la mesure de la tension de fonctionnement de la chaîne PV et de la température ambiante. 
La méthode a été mise en œuvre sur un générateur photovoltaïque et les résultats ont montré 
que l'algorithme est capable d'identifier la panne réelle du système avec une forte probabilité. 
Chen et Wang [66] ont mis au point une méthode adaptative de localisation rapide des 
défauts basée sur la puissance et la tension mesurées. Les défauts étudiés sont les défauts de 
ligne, les défauts de terre et l'ombrage. La méthode ne nécessite pas d'équipement 
supplémentaire, mais peut localiser un défaut jusqu'au niveau de chaîne PY. Dhar et al. [67] 
ont proposé une nouvelle détection rapide basée sur le courant différentiel et une estimation 
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précise de l'emplacement des défauts. La méthode est principalement utilisée pour 
l'identification des défauts d'arc [45]. 
3.3.2.5 Méthodes d'intelligence artificielle et d'apprentissage 
automatique 
Au cours de la dernière décennie, les techniques d'intelligence artificielle ont prouvé leur 
capacité de modélisation, de contrôle, de prédiction et de prévision dans les systèmes PV 
[68]. Plusieurs articles ont été écrits et de nombreuses méthodes basées sur l'intelligence 
artificielle continuent d'être examinées pour la détection et le diagnostic des défauts. 
En examinant les articles sur la méthode de la logique floue, Spataru et al. [69] ont 
proposé et validé expérimentalement une méthode de diagnostic capable de détecter une 
augmentation de la résistance de shunt Rs basée sur des classificateurs à logique floue. Les 
résultats ont montré un bon taux de détection sur une large gamme de niveaux d'irradiance et 
la présence de différentes tailles et motifs d'ombres partielles. Spataru et al. [70] a également 
introduit une méthodologie de diagnostic basée sur la logique floue. Il tire parti de la capacité 
de mesure 1-V de l'onduleur lui-même pour effectuer le diagnostic de défaut. Il peut être 
utilisé pour détecter un ombrage partiel, une augmentation des pertes de résistance en série 
et une dégradation dans les systèmes PV. Belaout et al. [71] ont développé une technique de 
logique floue capable de distinguer les défauts de modules PV les plus fréquents, tels que 
l'augmentation des pertes en série, les défauts de diodes de dérivation et de blocage avec une 
bonne précision (90-98 %). Dhimish et al. [72][73] ont développé une méthode basée sur 
l'analyse théorique des courbes 1-V et le système de classification à logique floue pour la 
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détection des défauts côté DC d'un système GCPV de 1,1 kWc. Le défaut étudié est un effet 
d'ombrage partiel dans les modules PY. Le taux de classement est supérieur à 98%. 
Concernant la technique du réseau de neurones artificiels (ANN), Li et al. [74] l'ont 
implémenté pour le diagnostic des défauts dans un système PV connecté au réseau. Différents 
défauts liés au fonctionnement des appareils de puissance ont été identifiés. Syafaruddin et 
al. [75] ont également utilisé cette technique pour localiser avec précision le défaut de court-
circuit dans le module PV. Chao et al. [76] ont combiné ANN avec un modèle d'élément de 
matière pour construire une méthode intelligente de diagnostic des défauts examinée sur un 
système photovoltaïque de 3,15 kW. Les résultats de simulation montrent que les types de 
dysfonctionnements peuvent être détectés rapidement et précisément avec une 
consommation de temps et de mémoire réduite. 
Mohamed et al. [77] ont présenté un algorithme génétique basé sur ANN pour 
diagnostiquer et réparer dynamiquement les systèmes PY. Il peut détecter les défauts de 
court-circuit, de circuit ouvert et de dégradation. Chine et Mellit [78][79] ont combiné une 
approche de seuil de signal et ANN. La première technique isole les failles qui ont différentes 
combinaisons d'attributs; tandis que l'approche basée sur ANN détecte et distingue les défauts 
d'effets similaires. En utilisant les paramètres caractéristiques 1-Y et le niveau d'éclairement 
énergétique et la température des cellules, la technique conçue détecte et identifie avec 
précision les catégories de défauts étudiées dans la chaîne PY. Les défauts concernés sont les 
défauts de boîte de jonction, les défauts de diode de dérivation, l'ombrage partiel et le défaut 
de chaîne déconnectée. 
Mekki et Mellit [80] ont utilisé ANN pour estimer le courant et la tension 
photovoltaïques de sortie dans des conditions de travail variables. Ils ont donc introduit une 
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technique qui peut localiser et identifier correctement les différents types de défauts dans des 
conditions partiellement ombragées. La méthode de diagnostic conçue utilise uniquement 
l'irradiance solaire, la température du module PV et le courant et la tension du générateur 
photovoltaïque comme entrées. Karmacharya et al. [81] ont combiné ANN et transformée en 
ondelettes pour développer une méthode de détection des défauts pour les systèmes PV non 
mis à la terre. Il est capable de détecter et localiser les fautes de terre et les défauts de ligne à 
ligne dans les panneaux photovoltaïques. Même avec des mesures bruyantes et des 
changements dans les conditions de fonctionnement, les résultats de tests ont démontré la 
précision et la robustesse des performances de la méthode de détection des défauts. 
La machine à vecteurs de support (SVM) et les méthodes des k plus proches voisins 
(kNN) ont été utilisées conjointement par Rezgui et al. [82] afin d'augmenter le pourcentage 
pour localiser exactement le défaut. Les auteurs ont proposé un algorithme de diagnostic des 
défauts utile pour détecter les défauts de court-circuit, de blocage et de dérivation des diodes 
dans les modules PV. Il présente un taux de classification élevé avec un taux de classification 
d'erreur faible compris entre 0,36 et 0,55 %. 
D'autres techniques d'intelligence artificielle ont été utilisées pour la détection des 
défauts. Coleman et Zalewski [83] ont établi une plate-forme pour valider les lectures des 
capteurs et les cartographier à un réseau de croyance bayésienne (BBN) qui est conçu pour 
raisonner intelligemment sur les causes potentielles des défauts détectés. Chao et al. [84] ont 
utilisé une méthode de diagnostic de panne du réseau neuronal d'extension (ENN) pour 
déterminer si le système de production d'énergie photovoltaïque fonctionne normalement ou 
si une panne s'est produite. La méthode utilise comme entrées l'irradiation solaire et la 
température des modules photovoltaïques, en plus des caractéristiques capturées par le 
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système de production d'énergie photovoltaïque, fournit des données en temps réel et un 
diagnostic de défauts. Chen et al. [85] ont développé une nouvelle approche de diagnostic 
des défauts basée sur l'utilisation de courbes 1-V et la machine d'apprentissage extrême basée 
sur le noyau. Cette méthode est capable de détecter et de classer les défauts de dégradation, 
de circuit ouvert, de court-circuit et d'ombrage partiel avec une grande précision [45]. 
3.4 Conclusion 
Dans ce chapitre, nous avons présenté les différents défauts pouvant affecter le 
système PV. Nous avons également présenté les différentes méthodes utilisées 
industriellement ou dans la littérature pour la détection et le diagnostic du dysfonctionnement 
affectant le générateur photovoltaïque. L'intelligence artificielle et les méthodes 
d'apprentissage de la machine ont de plus en plus en plus de mérite dans le domaine de la 
détection de défaut. Certaines méthodes seront présentées et la méthode sélectionnée sera 
discutée dans les chapitres suivants. 
Chapitre 4 - Modélisation de la centrale photovoltaïque 
4.1 Introduction 
Dans ce chapitre, nous exposerons d'abord la structure de la centrale photovoltaïque qui 
a fourni les données utilisées pour notre simulation. Puis nous passerons à la partie 
modélisation du champ photovoltaïque en identifiant tous les paramètres des modules PV à 
l'aide de l'algorithme non linéaire d'optimisation de Levenberg-Marquardt, En utilisant 
Matlab / Simulink en conjonction avec Toolbox SimPowerSystem, le modèle physique du 
champ PV est généré et validé avec les données réelles fournies. Ensuite, nous générons une 
base de données des différents scénarios de pannes considérés. 
4.2 Description de l'installation photovoltaïque physique 
Les données utilisées pour ce projet ont été obtenues sur la base de la centrale 
photovoltaïque connectée au réseau électrique installé au Centre de Développement des 
Énergies Renouvelables (CDER, Alger, Latitude:36°8 N, Longitude:3°15 E). Ce projet fait 
partie d ' une coopération entre l'Agence Internationale de Coopération Espagnole (AECI) et 
le CDER. Il est considéré comme le premier système photovoltaïque expérimental connecté 
au réseau en Algérie [86] . 
Ce système photovoltaïque connecté au réseau est composé de trois sous-systèmes 
identiques connectés chacun à une phase distincte du réseau électrique basse tension. Chaque 
sous-système est composé d'un champ photovoltaïque de 3,18 kWc contenant 30 modules 
ISOFOTON 106W. Les modules sont disposés en deux chaînes parallèles de 15 modules en 
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série. Le champ photovoltaïque est ensuite connecté à un ondule ur monophasé de 2,5 KW 
(Fronius IG30). Chaque onduleur est connecté au réseau électrique via un compteur d'énergie 
bidirectionnel comprenant les protections nécessaires [87]. Les principales caractéristiques 
électriques du générateur photovoltaïque et de l'onduleur sont présentées respectivement dans 
les tableaux 4-1 et 4-2. 
















Tableau 4-2 Caractéristiques électriques de l'onduleur Fronius IG30 
Paramètres PAC (W) Plage de Efficacité Range de 
Nominale Vmpp(V) (%) VAC(V) 








Afin de surveiller le système photovoltaïque et d'obtenir ses données, un système a été 
mis en place. Un ensemble de capteurs connectés à des circuits de conditionnement permet 
d'acquérir les mesures des grandeurs influant sur la production de l'installation 
photovoltaïque surveillée. L'éclairage et la température sont les variables météorologiques 
collectées tandis que le courant et les tensions des circuits CC et CA sont les variables 
électriques. 
Les mesures de l'éclairage sont réalisées à l'aide d'une cellule photovoltaïque de 
référence. Elle est court-circuitée avec une résistance shunt puis le courant est mesuré. 
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Comme l'éclairement est proportionnel à ce courant, la valeur de l'éclairement en watts par 
mètre carré est obtenue. Un thermocouple de type k (Nickel chrome / nickel allié) a été utilisé 
pour obtenir les mesures de température. 
Afin de mesurer la tension Vpv qui peut atteindre 300 V, un diviseur de tension est utilisé 
pour éliminer la possibilité de surtension dans le système de mesure. Pour la tension Vac, 
son image à la sortie d'un transformateur est capturée à l'aide d'un capteur à effet Hall. De 
plus, pour les courants continu et alternatif, deux capteurs à effet Hall ont été utilisés. Le 
tableau 4-3 fournit des informations sur la précision des capteurs utilisés dans la supervision 
du système photovoltaïque. 









- Cellule de référence 
- Isc = 3.42A à 
1000Wm-2 









± 0.64 V 
± 0.25 mA 
± 53 mA 
Les signaux mesurés provenant des capteurs sont ensuite connectés et conditionnés via 
une station d'acquisition de données (Agilent 34970A). Enfin, le processus de surveillance 
est effectué par le logiciel Lab VIEW [86]. L'assemblage du sous-système photovoltaïque et 
du système de surveillance est illustré à la figure 4-1. 
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Ollduleur PV 





»(-~ Paramètres G 
A1(ilent 34970A SurveiUallce avec Base de données 
LabView 
Figure 4-1 Synoptique du système connecté au réseau et du système de surveillance 
installé au CD ER [87] 
4.3 Modélisation du champ photovoltaïque 
Afin d'atteindre l'objectif de détection et de diagnostic des défauts dans un système 
photovoltaïque, en particulier la partie DC du système qui nous concerne, une base de 
données contenant les différentes réponses du système aux différentes entrées 
méthodologiques et tenant compte des différentes conditions de fonctionnement du système 
doit être établie. L'obtention de cette base de données à partir d'un système réel avec toutes 
les conditions possibles pourrait être longue et consommatrice de matériel et 
économiquement coûteux, c'est pourquoi un modèle de simulation pourrait être extrait et 
validé à l'aide de certaines données de mesure disponibles. 
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4.3.1 Modélisation du module photovoltaïque 
Sur la base du chapitre des connaissances générales, la courbe caractéristique 1-V peut 
être utilisée pour donner les informations nécessaires concernant la situation du module 
photovoltaïque et en la mettant à l'échelle, nous pouvons obtenir l'état général de la chaîne et 
du champ et déduire la présence ou l'absence des anomalies. Il existe différents modèles pour 
obtenir la caractéristique 1-V du module photovoltaïque, l'un des modèles simples et 
puissants est le modèle à une diode (ODM) [88] . Ce modèle a été utilisé pour sa simplicité et 
son efficacité dans la représentation de la courbe caractéristique du module PV. Les 
paramètres du modèle ont été optimisés et validés à l'aide de mesures réelles, comme indiqué 
dans les sections suivantes. 
Ce modèle représenté par la figure 4-2 contient une source de courant (Iph) qui représente 
l'illumination reçue par la cellule et une diode pour modéliser la jonction P-N de la cellule. 
La résistance série (Rs) et la résistance shunt (Rsh) représentent l'état non idéal de la cellule 
[89] . La résistance série représente la résistivité du matériau avec lequel est fabriquée la 
cellule, la résistance de contact entre métal et semi-conducteur et la résistance 
d'interconnexion entre cellules. La résistance parallèle représente tous les chemins traversés 
par le courant de fuite, que ce soit en parallèle de la cellule ou au bord d'elle-même. Ils 




IO~ 1 h v 
Figure 4-2 Modèle à une diode 
4.3.1.1 Équations analytiques du modèle pour le module photovoltaïque 
La relation analytique entre le courant (1) et la tension (V) d'un module PV est donnée 
comme suit [91] : 
( 
q. (V +Rs. 1) ) 
1 = Iph - la e n .K.T _ 1 _ V +Rs . 1 
Rsh 
(4.1) 
L'équation (4.1) est une fonction de deux inconnues CI et V) et contient cinq paramètres 
qui déterminent la précision du modèle ODM (Iph, ID, n, Rs et Rsh) . 
l (A) : courant fourni par la cellule; 
V (V) : tension aux bornes de la cellule; 
Iph (A) : courant de court-circuit du module dépendant de l'ensoleillement et de la 
température; 
ID (A) : courant de saturation inverse de la diode; 
n : facteur d'idéalité de la diode (1 à 2); 
Rs (n) : résistance série du module PV; 
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Rsh (.0) : résistance de shunt du module PV; 
Les constantes de l'équation sont: K (J/K) est la constante de Boltzmann 
(1.380* 10-23 J/K); T (K) est la température effective du module et q est la charge de l'électron 
(1.602* 1 0- 19 C). 
Le courant Iph d 'un module photovoltaïque varie en fonction de sa température T, 
l'ensoleillement G et le coefficient de température du courant de court-circuit b. En faisant 
référence au courant Ipho ( Ipho = 6.6 A pour ISOFOTON 106W) mesuré à la condition de test 
standard donnée par la norme internationale IEC60904-3 (Go = 1000 W/m2 et To = 25 OC), 
le courant Iph pour un ensoleillement et une température donné peut être calculé par 
l'expression (4.2) [91] 
Iph = .E.. [Ipho + b (T - To)] 
Go 
(4.2) 
Le courant de saturation inverse de la diode 10 dépend de la température T et de la 
largeur de bande d'énergie du matériel Eg du module photovoltaïque. Eg est la bande 
d'énergie et elle est égale à 1.12 eV pour le cristal de type silicium. L'expression du courant 
de saturation inverse 10 est très compliquée et certains paramètres physiques ne sont pas 
disponibles. Cependant, on peut le calculer en faisant référence au courant de saturation 
inverse à une température de référence donnée. Le rapport de ces deux courants est donné 
dans l'expression (4.3) [91] [92]: 
10 = lo,ret (~)3 * exp [(:~;) Go - ~)] (4.3) 
l a, rel est le courant de saturation inverse à la température To [1.1 * 10-5 A]. 
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En remplaçant les paramètres donnés par le constructeur dans les équations (4.1), (4.2) 
et (4.3), on obtient un vecteur de quatre paramètres inconnus [n Rs Rsh b). Ces paramètres 
doivent être estimés, appariés et validés sur la base des données collectées des modules 
photovoltaïques installés sur site. De nombreuses méthodes d'estimation de paramètres ont 
été introduites et utilisées dans la littérature, certains sont basés sur des algorithmes 
classiques, d'autres sur des algorithmes d'adaptation de courbe et d'autres sur l'intelligence 
artificielle [92], etc. 
4.3.1.2 Estimation des paramètres du modèle pour le module 
photovoltaïque 
Le logiciel Matlab 1 Simulink fournit un outil d'estimation des paramètres 
(SIMULINK -> Analyse -> estimation des paramètres) et nous l' avons utilisé afin d'identifier 
le vecteur à cinq paramètres. L'algorithme utilisé est Levenberg-Marquardt. La fonction de 
coût utilisée pour cet algorithme est la somme carrée minimale de la fonction non linéaire 
d'erreur f(x) , où x est le vecteur de paramètre à identifier [n Rs Rsh b). La fonction d'erreur 
f(x) est donnée dans notre situation basée sur l'équation (4.1) par l'équation (4.4) 
[ ( 
q.(V +Rs. 1) ) V +Rs 1] 
[(x) = Iph - la e n .K.T - 1 - RSh' - 1 (4.4) 
La fonction de coût correspond à un problème d'optimisation qui consiste à trouver 
la valeur de x pour que le carré de la fonction d'erreur non linéaire soit le plus petit possible. 
Il est formulé comme (4.5) : 
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(4.5) 
Où les nombres 1,2 . . . n représentent les données de courant et de tension V sont obtenues 
correspondant aux conditions de température T et d'éclairement G. 
Le processus d'estimation des paramètres pour le vecteur inconnu [n Rs Rsh b] est 
donné par la figure 4-3. Tout d'abord, un module photovoltaïque de référence de 
l'ISOFOTON 106W est connecté au dispositifPVPM [87]. Cet appareil permet de mesurer 
la courbe 1-V statique des modules photovoltaïques. Ensuite, les points de mesure du courant 
l et de la tension V [87] obtenus en plus de la température T et de l'éclairement G sont 
remplacés dans l'équation de f (x) (4.4) implémenté sur la représentation du modèle physique 
de la description du module ISOFOTON construite par SimPowerSystems dans Simulink. 
Après cela, nous utilisons l'outil d'estimation des paramètres dans Simulink avec la sélection 
de l'algorithme d'optimisation non linéaire comme Levenberg-Marquardt et la fonction de 
coût comme l'erreur minimale au carré. Ensuite, avec l'utilisation de deux résultats 
expérimentaux obtenus à partir de l'équipement PVPM dans les deux conditions (GI = 
890,57 W/m2 et TI = 50,78 OC) et (G2 = 575,01 W/m2 et T2 = 34,79 OC) nous lançons le 
processus d'estimation et la valeur du vecteur [n Rs Rsh b] est obtenue. Enfin, nous validons 
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Figure 4-3 Processus d'estimation des paramètres du modèle ODM 
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Comme mentionné précédemment, nous avons utilisé la représentation physique via 
SimPowerSystems dans Simulink pour notre simulation du module PV. Le module PV étudié 
ISOFOTON 106 West composé de deux ensembles parallèles de 36 cellules PV en série, 
chaque ensemble ayant sa propre diode de dérivation. la figure 4-4 montre la représentation 
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Figure 4-4 Représentation de l'ODM pour le module PY ISOFOTON 106 W 
Le bloc de cellules solaires de SimPowerSystems est un modèle à deux diodes de la 
cellule PY, il est donné par les équations (4.6), (4.7) et (4.8) décrit dans l'aide de Simulink. 
(
V +Rs. 1 ) ( V +Rs . 1 ) 
1 = Iph - Is e ---n.vt - 1 - I
S2 
e ~ _ 1 _ V +Rs. 1 
Rsh 
G 
Iph = Ipho * -[1 + TIPH1 * CT - To)] Go 




En faisant correspondre les équations de notre modèle et la représentation de la cellule 
solaire de SimPowerSystems et en définissant 152 = 0 (A), on peut remplacer tous les 
paramètres, les inconnus sont : Rs, Rsh, (TIPHI = b/3.3) et (TXlSl =3*n). 
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Les paramètres [n Rs Rsh b] estimés à l'aide de l'outil d'estimation Matlab via 
l'algorithme L-M et la fonction de coût d'erreur au carré pour chaque condition de mesure 
utilisée sont présentés dans le tableau 4-4. 
Tableau 4-4 Identification des paramètres utilisant Levenberg-Marquardt 
Paramètres n Rs Rsh b min Ilf(x)WT1Gl min Ilf(x)WT2G2 
(n) (n) 
x . x . 
(AlK) 
conditions 1 0.1 100 0.001 1674 985 
initiales 
Valeur l.82 0.38 204.37 0.0023 0.l3 0.25 
Estimée 
L'évolution de la fonction de coût par rapport au nombre d'itérations est représentée sur 
la figure 4-5, on peut voir la convergence rapide due à l'erreur quadratique avec seulement 










1 EXp_I I 
--i~c:xp_2 
o~----~~~-.--~~~~--~----~ 
o 2 4 6 8 10 
Itération 
Figure 4-5 La fonction de coût par rapport au nombre d'itérations 
4.3.1.3 Validation du modèle de module photovoltaïque obtenu 
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Afin de valider le modèle à une diode représentant le module photovoltaïque ISOFOTON 
106 W, nous remplaçons les paramètres obtenus dans la section précédente d'estimation dans 
la simulation physique d'un modèle à diode réalisé par SimPowerSystem dans Simulink / 
Matlab. Ensuite, nous comparons les résultats de simulation obtenus grâce à la simulation 
obtenue sur le terrain à l' aide de l'appareil de mesure PVPM pour les conditions climatiques 
à (T= 42.51 oC, G= 802.59 W/m2). 
La figure 4-6 montre les courbes caractéristiques IV obtenues physiquement par le PVPM 
et par la simulation. Nous pouvons observer la capacité de notre modèle à simuler avec 
précision le module dans les conditions météorologiques données. 
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Figure 4-6 Validation des paramètres statiques 
4.3.2 Modélisation du champ photovoltaïque 
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Notre objectif final est de pouvoir simuler la centrale photovoltaïque étudiée et détecter 
les défauts. Un modèle pour le générateur photovoltaïque doit être construit sur la base de 
l'installation réelle. Pour cette raison, l'QDM obtenu dans la section précédente couplé à une 
diode de dérivation est concaténé de sorte que 15 modules sont mis en série pour construire 
une chaîne. Ensuite, deux chaînes sont connectées en parallèle où chacune est couplée à une 
diode anti-retour. le panneau photovoltaïque final obtenu sera connecté au MPPT pour 
assurer le fonctionnement optimal du générateur photovoltaïque. Le modèle de générateur 
photovoltaïque nous permet de mettre en œuvre les différents défauts pouvant survenir tels 
que court-circuit ou déconnexion. La figure 4-7 montre le générateur photovoltaïque obtenu 





Chaine de 15 module Champ de 2 chaines 
Figure 4-7 Structure générale de champ photovoltaïque 
Pendant le fonctionnement quotidien du générateur photovoltaïque, il est soumis à 
différentes conditions qui peuvent être climatiques comme la température, l'éclairage et la 
présence de producteurs d'ombrage ou en raison de son interconnexion avec le reste du 
système photovoltaïque. La tension et le courant de sortie dépendent fortement des conditions 
de fonctionnement qui, si elles ne sont pas contrôlées, peuvent entraîner une réduction de la 
production d'énergie et de l'efficacité du système installé. La solution consiste à implémenter 
des algorithmes pour piloter la sortie du générateur photovoltaïque afin qu'il fonctionne 
toujours dans sa condition de puissance maximale. Il s'agit du suivi du point de puissance 
maximale (MPPT). Il existe différentes méthodes dans la littérature pour mettre en œuvre le 
MPPT [93]. Dans notre projet, le MPPT est réalisé par un programme Matlab basé sur 
l'identification du point correspondant à la puissance maximale dans la courbe caractéristique 
P-V. Cette méthode est plus rapide et nous aide à établir la base de données des différents 
défauts considérés à utiliser ultérieurement dans l'algorithme du diagnostic. 
4.3.2.1 Validation dynamique des modèles photovoltaïques 
L'objectif final de la modélisation est de simuler les performances du système PY. La 
validation de ces modèles est essentielle pour garantir leur fiabilité. A cet effet, les résultats 
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de simulation et les valeurs mesurées sont comparés pendant le fonctionnement du système. 
La validation se fait du côté DC du système pour les modèles de générateur photovoltaïque 
et MPPT. Les modèles ont été simulés à l'aide de Simulink en utilisant les paramètres obtenus 
à partir de l'estimation. La validation du courant continu et de la tension est effectuée pour 
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Figure 4-8 Validation du modèle côté DC 
Un bon accord entre les données expérimentales mesurées et les résultats des modèles 
simulés a été observé. Cette observation témoigne de la qualité du modèle utilisé dans cette 
étude. Les modèles nous permettent d'analyser et d'optimiser le fonctionnement global du 
système en fonction des données météorologiques sur site et donc une meilleure 
compréhension du système PY. 
4.4 Génération de la base de données des défauts 
La base de données est construite principalement en utilisant le modèle de simulation 
obtenu du champ PV pour différentes situations. Nous induisons différents défauts un par 
un, puis plusieurs défauts ensemble selon les besoins, puis nous enregistrons la puissance 
maximale obtenue et la tension et le courant correspondants. Pour ce travail, les défauts 
considérés sont les suivants: chaîne coupée, 1, 2 ou 3 modules en court-circuit, 50 % 
d'ombrage sur 6 modules (ombrage partiel), et le cas de panne totale. La figure 4-9 donne 
une illustration graphique des défauts considérés. 
61 
• Chaîne coupée ou en circuit ouvert: ce défaut peut survenir lorsque les éléments de 
protection d'une chaîne sont défectueux (diode anti-retour, fusible, interrupteur), un 
module de string est cassé ou un câble d'interconnexion entre les modules est coupé. 
On peut simuler l'effet en déconnectant une chaîne du champ PV. 
• Modules en court-circuit: ce défaut peut survenir lors d'un court-circuit entre les 
conducteurs des modules ou entre un module et le câble de terre. On peut le simuler 
en court-circuitant un ou plusieurs modules dans la chaîne. 
• Panne totale: cette panne peut se produire lorsque ['onduleur s'arrête, soit en raison 
d'une erreur interne, d'une panne totale de la partie CC, ou de problèmes liés au 
réseau. 
• Ombrage: peut-être causé par l'environnement de l'installation photovoltaïque à partir 
de bâtiments et d'arbres, de neige, de sable ou de modules sales. On peut simuler 
l'effet d'ombrage en introduisant une résistance entre les modules concernés. 
CIU/Îne en 
circllit Ollvert 
M ollllies en 
court-circllit 
( Panne totale) __ 
Figure 4-9 Les différents types de défauts considérés dans le système PV 
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Après avoir simulé les différents défauts, on obtient une base de données des valeurs de 
tension, de courant et de puissance en fonction de la température et de l'éclairage. Le 
processus d'établissement de la base de données est illustré à la figure 4-10. 
Figure 4-10 Processus d'établ issement de la base de données 
4.5 Génération de modèles des défauts 
La base de données générée est utilisée pour construire et valider les modèles représentant 
la relation entre la tension et le courant maximal avec la température d'entrée et l'éclairage. 
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Ces modèles seront utilisés ultérieurement comme fonctionnalités dans l'algorithme de 
classification. 
L'équipe de chercheurs des laboratoires nationaux Sandia (Nouveau-Mexique, États-
Unis) [94] ont introduit un modèle de performance qui estime de manière empirique le 
courant et la tension correspondant au point de puissance maximum (Imp , Vmp) pour les 
modules photovoltaïques individuels, et peut être mis à l'échelle pour toute série ou 
combinaison parallèle de modules dans un générateur photovoltaïque. Ces équations ne 
fournissent pas une représentation de circuit électrique comme les modèles à diodes simples 
et doubles, mais sont basées sur des bases empiriques. Les principaux avantages des modèles 
proposés sont leur polyvalence et leur précision. Nous allons utiliser ces équations pour 
établir des modèles de caractérisation de chaque défaut qui seront utilisés dans l'algorithme 
de diagnostic. Ceci est accompli avec un processus d'ajustement de courbe pour dériver des 
coefficients pour chaque défaut en utilisant la base de données établie auparavant. 
Chaque défaut dans notre cas peut être exprimé par les équations (4.9) et (4.10) 
Imp = 2( Impo . {Co' Ge + Cl . Ge 2} . {i + C3 . (Tc - Ta)} 




Ge=(GIlOOO); G: l'ensoleillement reçu par le module photovoltaïque; 
D = n.k. (Tc +273.15) /q; Tc : la température au niveau du module photovoltaïque; 
To = 25 oC; q = l.60218.10- 19 C; k = l.38066.10-23 JIK; n =1.173; Impo = 6.08 A; Vmpo = 
17.36 V. 
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Les paramètres (Co, CI , C2, C3, C4, Cs) sont estimés pour chaque défaut à l'aide du module 
d'estimation des paramètres de Matlab en utilisant la même méthode que celle utilisée pour 
l'estimation des paramètres du modèle à une diode auparavant. 
Enfin nous obtenons 7 ensembles d'équations pour Vmp et Imp, correspondant chacun à 
l'état de santé ou à un défaut choisi. Ces équations seront utilisées dans l'algorithme de 
diagnostic. 
4.6 Conclusion 
Dans ce chapitre, nous avons décrit les prmclpaux composants du système 
photovoltaïque étudié. Le modèle à une diode est utilisé pour simuler le fonctionnement 
des modules PV pour différentes conditions solaires et de température. Ce modèle prouve 
sa simplicité et sa facilité de mise en œuvre basée sur les caractéristiques techniques 
identifiées par l'outil d'estimation Matlab utilisant l'algorithme de Levenberg-Marquardt, 
en plus de celles données par le constructeur. Le modèle du champ PV est ensuite établi 
et utilisé dans la construction d'une base de données de définition qui contient les 
différents scénarios qui peuvent se produire pendant son fonctionnement. Un modèle 
pour chaque défaut est ensuite généré à l'aide de la base de données et de la représentation 
empirique des performances présentées par les laboratoires nationaux de Sandia. 
Dans le chapitre suivant, différents algorithmes de diagnostic de défauts sont 
examinés puis l'algorithme choisi sera élaboré et implémenté sur notre installation PV. 
Chapitre 5 - Détection et classification des défauts à 
l'aide d'algorithmes d'intelligence 
artificielle 
5.1 Introduction 
La détection des défauts vise à alerter les opérateurs de tout danger ou incident éventuel 
dans l'installation PV. De plus, le diagnostic de panne identifie le type de panne qui aide 
l'équipe de maintenance à prendre une décision juste et rapide. Différentes méthodes ont été 
uti lisées pour atteindre cet objectif de détection et de diagnostic des défauts dans les systèmes 
PV, la plupart sont basés sur des données collectées sur le système PV. Ces méthodes peuvent 
être divisées en des méthodes de traitement du signal, des méthodes basée sur l'intelligence 
artificielle et des méthodes d'inférence. 
Les méthodes de traitement du signal reposent sur l'extraction des symptômes à partir du 
signal mesuré. Les techniques d'extraction couramment utilisées sont la démodulation, le 
filtrage, la transformation de Fourier rapide, l'analyse de l'ondelette, etc. Les méthodes 
d'inférence reposent sur l'analyse de la caractéristique statique I-V qui est un signal de type 
instantané. Les algorithmes d'intell igence artificielle sont généralement utilisés pour obtenir 
une classification automatique des défauts sans nécessiter l'installation de composants 
physiques supplémentaires. Ce chapitre étudie les méthodes de classification des défauts et 
se concentre sur le classificateur basé sur le réseau de neurones probabiliste (PNN) pour la 
détection et le diagnostic des défauts PV. 
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5.2 Classificateurs basés sur l'intelligence artificielle: 
Avant le début de l'ère de l'automatisation, les scientifiques aspiraient à construire des 
machines qui pensent et agissent en conséquence. L'apparition des ordinateurs 
programmables a déclenché la révolution et l'intelligence artificielle (lA) est aujourd'hui un 
domaine florissant avec de nombreuses applications réalistes. Un logiciel intelligent peut 
effectuer des tâches informatisées, reconnaître la parole ou les images, faire un diagnostic en 
médecine et effectuer la détection et la classification des défauts dans les systèmes 
électriques. De plus, des applications de l'intelligence artificielle émergent chaque jour, ce 
qui résout des problèmes qui sont très difficiles pour les êtres humains, mais plutôt simples 
pour les ordinateurs [95]. 
Au fur et à mesure que la recherche s'intensifie dans ce domaine, plusieurs branches de 
l'intelligence artificielle sont apparues parmi lesquelles l'apprentissage automatique (ML). Le 
ML peut être divisé en trois principaux types d'apprentissage: l'apprentissage supervisé, 
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Figure 5-1 Types d'apprentissage automatique 
Les algorithmes d'apprentissage par renforcement recherchent les meilleures façons 
d'obtenir la meilleure récompense. Dans les algorithmes, l'agent choisira l'action qui 
capitalisera sur sa récompense ou explorera un nouvel état basé sur l'environnement. En 
exécutant cette boucle plusieurs fois , le comportement de l'agent sera meilleur [96]. 
L'apprentissage non supervisé n'a pas de données de sortie, mais vise à apprendre la structure 
interne des données d'entrée sans utiliser d'étiquettes fournies explicitement. La plupart du 
temps, les algorithmes d'apprentissage non supervisés sont utilisés pour préformer les 
algorithmes d'apprentissage supervisé ou pour prétraiter les données, au cours de l'analyse 
exploratoire [97] . 
L'apprentissage supervisé, quant à lui, a une sortie, une cible, une valeur ou une classe à 
prévoir. L'ensemble de données d'apprentissage contient les données d'entrée 
(caractéristiques) du classificateur et la sortie (la classe à prévoir). Le modèle utilise les 
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données d'apprentissage pour apprendre une carte des entrées aux sorties. L'idée de base est 
que le modèle formé peut être généralisé puis utilisé sur de nouvelles données du même 
système [97J. 
Dans le diagnostic des défauts des systèmes photovoltaïques, plusieurs étapes sont 
nécessaires dans le processus de développement des classificateurs: 
• Modélisation du générateur photovoltaïque; 
• Collecte d'ensembles de données couvrant le scénario le plus probable pour chaque 
défaut et le bon fonctionnement du système PV; 
• 
• 
Établissement d'une base de connaissance des différents défauts; 
Choix des classificateurs pour classer les mesures prises en temps réel parmi les 
différentes classes des défauts; 
• Choix du critère pour le déclenchement des classificateurs; 
• Formation et tests des classificateurs; 
• Fusion des décisions des classificateurs pour la décision finale; 
Les trois premières parties ont été réalisées dans le chapitre précédent. Pour le choix des 
classificateurs, il existe plusieurs approches pour résoudre le problème de classification: les 
séparateurs à vaste marge (SVM), les k plus proches voisins (kNN), les arbres de décision 
(DT), les réseaux de neurones (ANN), etc. 
5.2.1 Méthodes de classification supervisée pour la détection et le diagnostic 
De nos jours, avec l'installation de capteurs et l'automatisation des processus, de plus en 
plus de données sont collectées lors du bon fonctionnement et lors des dysfonctionnements 
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des systèmes. Ces données collectées peuvent être classées en fonction des différentes causes 
associées aux dysfonctionnements. Si les différents défauts n'ont pas été diagnostiqués, la 
catégorisation par recherche de classe (analyse de cluster) peut être effectuée. Lorsque nous 
représentons graphiquement les données des différents défauts, nous pouvons alors essayer 
de tracer les meilleures frontières entre les différentes classes afin de définir les régions de 
chaque défaut comme illustré sur la figure 5-2 [98]. Lorsqu'un nouveau défaut (supposé être 
détecté) apparaît, dont la représentation graphique est possible, on voit immédiatement à 
quelle région de défaut il appartient et cette nouvelle observation est donc diagnostiquée. 















Figure 5-2 Exemple de frontières de classes [98] 
Passons maintenant à l'introduction de certains classificateurs pour réaliser le diagnostic. 
Chaque méthode a ses avantages et ses inconvénients. Les méthodes comprennent les bases 
de la plupart des classificateurs les plus performants. 
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5.2.1.1 Les séparateurs à vaste marge 
Les machines à vecteurs supports (SVM) , ou bien encore séparateurs à vaste marge, 
permettant la classification et la régression de données [99]. SVM se concentre 
exclusivement sur les échantillons d'apprentissage (vecteurs de support) qui sont les plus 
proches dans l'espace caractéristique de la frontière optimale entre les classes (hyperplan, 
Plan de dimension inférieure), ce qui maximise la séparation, ou la marge, entre les vecteurs 
de support, c'est pourquoi l'on parle de séparateurs à vaste marge. La figure 5-3 illustre le 
concept de SVM . 
Figure 5-3 Exemple de SVM avec marge maximale (hyperplan valide) [100]. 
Les SVM sont des classificateurs binaires, ils ne peuvent différencier que deux classes 
d'individus. Cependant, elles peuvent être appliquées à plusieurs reprises à chaque 
combinaison possible de classes. De plus, les variables descriptives du problème doivent être 
des variables continues [101] . Mais, ce type de technique ne peut traiter qu'un nombre de 
problèmes restreints puisqu'il faut que les classes puissent être séparables par un hyperplan 
et ce n'est pas toujours le cas. Il existe deux types de problèmes pour les séparateurs à vaste 
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marge : les cas de classifications linéairement séparables, et les cas non linéairement 
séparables [10 1]. 
Les SVM ont été initialement conçus pour identifier la frontière de classe séparable 
linéairement. La limitation des classes non linéaires a été abordée par la projection de l'espace 
caractéristique à une dimension supérieure, en supposant qu'une séparation linéaire puisse 
exister dans un espace caractéristique dimensionnel supérieur (figure 5-4). Cette projection 
vers une dimensionnalité supérieure est connue comme l'astuce du noyau [102]. Il revient à 
l'utilisateur des séparateurs à vaste marge d ' effectuer des tests pour déterminer celle qui 
convient le mieux pour son application. Parmi les noyaux couramment utilisés, on trouve les 
noyaux polynomial, gaussien, sigmoïde et laplacien [103]. 
Figure 5-4 Exemple de projection vers un espace dimensionnel supérieur [100] 
SVM est une méthode de classification qui montre de bonnes performances dans la 
résolution de problèmes variés dans de nombreux domaines d'applications. La réalisation 
d'un programme d 'apprentissage par SVM se ramène à la résolution d'un problème 
d'optimisation impliquant un système dans un espace de dimension conséquente. 
L'utilisation de ces programmes revient à sélectionner une bonne famille de fonctions noyau 
72 
et à régler les paramètres de ces fonctions [98]. Ces choix sont le plus souvent effectués par 
une technique de validation croisée, dans laquelle on estime la performance du système en la 
mesurant sur des exemples n ' ayant pas été utilisés en cours d'apprentissage. L'idée est de 
chercher les paramètres permettant d'obtenir la performance maximale. Si la mise en œuvre 
d'un algorithme de séparateur à vaste marge est en général peu coûteuse en même temps, il 
faut cependant compter que la recherche des meilleurs paramètres peut requérir des phases 
de test assez longues [103]. 
5.2.1.2 Les k plus proches voisins 
La méthode des k plus proches voisins (k Nearest Neighborhood, kNN) est une technique 
de discrimination non paramétrique [104]. Le classificateur kNN est différent des autres 
classificateurs, en ce qu'il n'est pas formé pour produire un modèle. Au lieu de cela, chaque 
échantillon inconnu est directement comparé aux données de formation d'origine. 
L'échantillon inconnu est affecté à la classe la plus courante des k échantillons 
d'apprentissage les plus proches dans l'espace des caractéristiques de l'échantillon inconnu 
(figure 5-5). Bien que cette approche soit non paramétrique, il reste à fixer le nombre k de 
plus proches voisins. Un k faible produira donc une frontière de décision très complexe; un 
k plus élevé entraînera une plus grande généralisation. Une méthode fréquemment utilisée 
est de prendre k égal à la dimension de l'espace plus un. Des approches par validation croisée 
permettent également de tester le comportement du classifieur pour plusieurs valeurs de k, et 
de choisir ainsi la valeur la plus prometteuse [105] . Étant donné qu'aucun modèle formé n'est 
produit, la classification kNN devrait nécessiter davantage de ressources (processeur de 
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Figure 5-5 Exemple d 'une attribution avec la règle des 3 plus proches voisins [107] 
5.2.1.3 Les arbres de décision 
Les arbres de décision sont parmi les classificateurs les plus intuitivement simples et la 
logique qui amenant l'arbre à une décision est très claire pour l'utilisateur. Un arbre de 
décision est une division récursive des données d'entrée. Ils peuvent aisément se transformer 
sous forme de règles compréhensibles. Par exemple, les données peuvent être divisées selon 
que la valeur dans une certaine bande est supérieure ou inférieure à un seuil. L'analogie 
d'arbre est utilisée pour décrire le modèle global de divisions répétées, avec des branches 
représentant les chemins à travers les divisions, et les feuilles les valeurs cibles ultimes. Dans 
le cas d'un arbre de classification, les valeurs des feuilles représentent des classes; dans un 
arbre de régression, les valeurs foliaires représentent une variable continue [108]. 
Comme son nom l' indique, un arbre de décision se représente graphiquement sous 
les traits d'une arborescence (figure 5-6). La lecture d 'un arbre se fait du haut vers le bas. 
Dès que l'on croise un nœud, une décision est à prendre, représentée par un test sur l'un des 
attributs du système. Pour chaque test, plusieurs décisions sont possibles. Si l'attribut est 
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binaire, nous avons deux décisions possibles, alors que si l' attribut possède k modalités, nous 
avons k décisions possibles. L'arbre s'étoffe donc en fonction du nombre d'attributs du 
système, mais également en fonction du nombre de modalités pour chaque attribut. Les 
nœuds terminaux de l'arbre sont les feuilles de celui-ci , ils représentent la décision finale: la 
classe d'appartenance pour l'individu dont les observations ont servi aux différents tests de 
l'arbre [108]. 
Nœud raCine~ 
A= rouge A= bleu 
N?~~d der;;< ~ 
deClSlon ~ M 
B<4.5 B::::4.5 B::::8.1 B<8.1 
B BB ~ 
c= vrai C= faux 
Nœud r.L. ~ 
feuille E:..j E::.:J 
Figure 5-6 Exemple d'un arbre de décision [108] 
Les arbres de décision ont de nombreux avantages. La logique du modèle peut être 
visualisée comme un 'ensemble de règles. Les arbres de décision peuvent utiliser des données 
catégorielles, et une fois le modèle développé, la classification est extrêmement rapide, car 
aucune autre mathématique complexe n'est requise. Les problèmes avec les arbres de 
décision incluent la possibilité de générer une solution non optimale et un surajustement. Ce 
dernier est normalement traité en élaguant l'arbre, en supprimant une ou plusieurs couches 
de divisions (des branches). L'élagage réduit la précision de la classification des données de 
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fonnation, mais augmente généralement la précision du traitement des inconnues [108]. En 
effet, bien que l'exécution soit rapide, la construction de l'arbre est quant à elle beaucoup 
plus coûteuse en temps. En assemblant de nombreux arbres de décision, une autre méthode 
appelée forêts aléatoires a été introduite [109]. Le vote majoritaire de tous les arbres est 
utilisé pour attribuer une classe finale à chaque inconnu. Cela pennet de sunnonter 
directement le problème selon lequel un seul arbre n'est pas optimal, mais en incorporant de 
nombreux arbres, un optimum global doit être obtenu [110]. 
La procédure de construction d 'un arbre pose le problème de choix du meilleur attribut 
pour créer un nœud. En effet, le but des algorithmes d 'arbre de décision est de trouver l'ordre 
adéquat des décisions à prendre. Autrement dit, quels attributs doivent être placés dans les 
premières décisions et quels autres doivent être placés vers le bout de l'arbre (les feuilles). 
Le but est donc de choisir en premier lieu l'attribut séparant au mieux les données dans 
l'espace entier d'apprentissage. Ceci équivaut à chercher l'attribut dont l'homogénéité est la 
plus faible. Afin de résoudre ce problème, un grand nombre d'algorithmes sont introduits 
panni eux l'arbre de classification et de régression (CART), ID3 et C4.5. Ces algorithmes se 
basent sur la notion d ' entropie H [105][110] . 
Les arbres de décision requièrent des valeurs discrètes qui peuvent conduire à perdre 
quelques infonnations dans la discrétisation des valeurs continues. Ils sont également 
sensibles au bruit dans les données. Cela peut alors empêcher une bonne généralisation de 
l'ensemble d'apprentissage et ensuite conduire à des conclusions erronées sur les observations 
futures à classer. 
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5.2.1.4 Les réseaux de neurones artificiels (ANN) 
Les réseaux de neurones artificiels également appelés réseaux neuro-mimétiques, sont 
généralement conceptualisés comme un analogue mathématique des axones du cerveau 
animal et de leurs nombreuses interconnexions via les synapses [111]. Ils constituent une 
technique non-linéaire de prédiction de données. Les éléments d'un ANN sont des neurones 
(équivalents aux axones biologiques), qui sont organisés en couches. Un ANN a des couches 
d'entrée et de sortie minimales, avec un neurone pour chaque variable d'entrée et un neurone 
pour chaque classe de sortie. De plus, les ANN ont généralement des nœuds cachés disposés 
en une ou plusieurs couches supplémentaires. La caractéristique clé d'un ANN est que tous 
les neurones d'une couche sont connectés à tous les neurones de toutes les couches adjacentes, 
et ces connexions ont des poids synaptiques. Les poids sur les connexions, en combinaison 
avec la fonction d'activation non linéaire qui modifie davantage les valeurs de chaque 
neurone, déterminent comment les valeurs d'entrée sont mappées aux valeurs sur les nœuds 
de sortie. Un schéma d 'un neurone artificiel est présenté sur la figure 5-7. 
y 
Figure 5-7 Un neurone artificiel 
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Un neurone reçoit une information à partir de plusieurs entrées (n en l'occurrence) : XI , 
X2, ... , Xn. Chaque entrée est pondérée par un poids propre Wj. Le neurone effectue la somme 
de toutes ces entrées pondérées. Nous nommons s cette somme. 
(5.1) 
La somme s représente l'état interne du neurone. Elle est transmise à une fonction de 
transfert nommée fonction d'activation h. Différentes fonctions d'activation peuvent être 
utilisées. La sortie de cette fonction donne la sortie générale du neurone y. 
(5.2) 
La mise en relation de plusieurs neurones donne naissance à un réseau de neurones. On 
nomme généralement la première couche "couche d'entrée" et la dernière couche "couche de 
sortie". Entre ces deux couches se situent alors une ou plusieurs couches de neurones, 
nommées couches cachées. L'augmentation du nombre de neurones dans la couche cachée, 
et en particulier l'ajout de couches encore plus cachées, augmente rapidement le potentiel de 
description de frontières de décision très complexes. Les réseaux de neurones sont 
généralement formés en devinant au hasard des valeurs pour les poids, puis en ajustant de 
manière itérative ces poids et en observant l'effet sur les nœuds de sortie. Les ajustements qui 
améliorent la classification sont conservés et renforcés; les ajustements qui ne le sont pas 
sont rejetés. La figure 5-8 montre le schéma d'un réseau neuronal multicouche. 
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Figure 5-8 Exemple d'un réseau neuronal multicouche 
5.2.2 Sélection d'un classifieur d'apprentissage automatique pour le diagnostic 
Comme il n'y a pas de consensus clair dans la littérature sur le meilleur algorithme 
d'apprentissage automatique, l'algorithme optimal est très probablement spécifique au cas, en 
fonction des classes cartographiées, de la nature des données d'apprentissage et des variables 
prédictives. Mais en regardant les avantages d'ANN par rapport aux autres méthodes, à savoir 
sa capacité à prendre en compte de nombreuses classes, la tolérance au bruit, le temps 
d'exécution et la capacité à traiter tout type de données en continu ou discret, ANN va être 
utilisé pour notre processus de diagnostic. 
En remplaçant la fonction d'activation h par une fonction exponentielle, on obtient un 
réseau de neurones probabiliste (PNN) introduit par Donald F. Specht dans son article en 
1990. Le PNN calcule les frontières de décision non linéaires qui sont idéales pour la 
classification. La technique PNN offre un énorme avantage en termes de vitesse pour les 
problèmes dans lesquels le temps d'adaptation incrémentai de la rétropropagation est une 
fraction significative du temps de calcul total [112] . La fonction de décision globale est la 
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somme de toutes les fonctions locales [113]. De cette façon, le problème des minima locaux 
est résolu. 
ouche d' ntrée 
ouche cac~~ . _ . _ . 




Couche de sommation 
ouche de sortie 
Figure 5-9 Architecture générale d'un réseau probabiliste (PNN) [114] 
Pour effectuer la classification, comme le montre la figure 5-9, chaque vecteur observé 
X de dimension d est placé dans l'une des classes de c1uster prédéfinies Ci , i = 1, 2, . . . , m 
où X peut appartenir à jusqu'à m classes. L'efficacité du classifieur est limitée par la 
dimension du vecteur d'entrée X et le nombre de classes possibles m. 
Dans la section suivante, nous allons expliquer comment on a appliqué la classification 
PNN sur notre étude. 
5.3 Implémentation d'un algorithme de diagnostic 
Afin d'effectuer la classification des données obtenues en surveillance en temps réel et 
de présenter l'état du système. Tout d'abord, la température et l'éclairage sont collectés à l'aide 
de capteurs et envoyés au poste de surveillance toutes les 5 minutes. Ensuite, il est utilisé 
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pour générer une base de données avec les valeurs de tension et de courant obtenues à partir 
des modèles de performance Sandia pour chaque état du système, sain ou avec des défauts 
différents. Ceci est illustré graphiquement sur la figure 5-10. 






La génération du rapport d'état est effectuée toutes les heures, ce qui signifie qu'un 
ensemble de 12 mesures et simulation sont utilisées pour l'apprentissage du PNN et la 
classification de l'état du système pendant cette heure. Pour chaque classe, l'apprentissage du 
réseau neuronal est effectué pour obtenir une densité de probabilité en utilisant 12 résultats 
de simulation comme entrée, ce qui donne sept fonctions de probabilité représentant tous les 
états du système comme présenté par la figure 5-11 . 
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Figure 5-11 Procédure de l'apprentissage de la PNN 
Les données de puissance mesurées sont utilisées comme vecteur d'observation en 
tant qu'entrée du réseau neuronal probabiliste, puis la décision finale de sortie est déterminée 
par la densité de probabilité maximale pour les données d'entrée. L'état du système comme 
sain ou défectueux et la nature du défaut sont alors indiqués dans le rapport horaire. La figure 















Figure 5-12 Classification de mesure horaire 
Le réseau neuronal probabiliste (PNN) est utilisé comme algorithme choisi pour effectuer 
la détection et le diagnostic des défauts du système photovoltaïque. La principale difficulté 
dans ce type de système est leur sensibilité aux changements de conditions météorologiques 
qui leur confère un caractère aléatoire. L'utilisation d'un réseau de neurones aux propriétés 
de classification permet d'identifier les défauts en temps réel avec une très bonne tolérance 
au bruit. Cette dernière nécessite l'acquisition d'une base de connaissances des différents 
défauts pouvant survenir au sein de la centrale photovoltaïque et leur modélisation. Une 
représentation des performances électriques présentée par les laboratoires Sandia a montré 
son efficacité dans la modélisation de ces défauts et a été utilisée dans l'algorithme de 
classification. 
Chapitre 6 - Implémentation de l'interface de 
supervision 
6.1 Introduction 
Dans ce dernier chapitre, nous allons présenter l'interface de monitorage implémentée à 
l'aide de la plateforme Lab VIEW. Elle permet de surveiller et d'enregistrer toutes les données 
du système mesurées et simulées et elle représente graphiquement l'évolution de toutes les 
données capturées en temps réel et des données historiques enregistrées. De plus, elle met en 
œuvre l'algorithme de détection et de diagnostic pour déterminer l'état du système et générer 
un rapport d'état quotidien. 
6.2 Description de l'environnement LabVIEW 
Les programmeurs développent chaque jour des applications logicielles afin d'augmenter 
l'efficacité et la productivité dans diverses situations. LabVIEW est un outil puissant qui peut 
être utilisé pour aider à atteindre ces objectifs. LabVIEW (abréviation de Laboratory Virtual 
Instrumentation Engineering Workbench) est une plate-forme et un environnement de 
développement pour un langage de programmation graphique de National Instruments. Le 
langage graphique est nommé "0". Lancé à l'origine pour Apple Macintosh en 1986, 
LabVIEW est couramment utilisé pour l'acquisition de données, le contrôle d'instruments et 
l'automatisation industrielle sur diverses plates-formes, notamment Microsoft Windows, 
différentes versions d'UNIX, Linux et Mac OS X, en utilisant des bibliothèques de fonctions 
spécialisées (OPIB, VXI, PXI, cartes d'acquisition DAQ, traitement de données ... ). 
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Les fichiers de code ont l'extension «. vi », qui est une abréviation de « Instrument virtuel 
». Les programmes et sous-programmes LabVIEW sont appelés instruments virtuels (VIs). 
Chaque VI a trois composants: un diagramme, une face avant et un panneau de connecteurs. 
Le dernier est utilisé pour représenter le VI dans les schémas de principe des autres VIs qui 
l'utilisent. Les commandes et indicateurs sur le panneau avant constituent l'interface par 
laquelle l'instrument virtuel en fonctionnement interagit avec l'utilisateur (lecture des 
commandes et des paramètres, affichage des résultats). Cependant, le panneau avant peut 
également servir d'interface de programmation. Ainsi, un instrument virtuel peut être exécuté 
en tant que programme, avec le panneau avant servant d'interface utilisateur, ou, lorsqu'il est 
déposé en tant que nœud sur le diagramme, le panneau avant définit les entrées et les sorties 
pour le nœud donné via le panneau de connexion. Cela implique que chaque VI peut être 
facilement testé avant d'être intégré en tant que sous-programme dans un programme plus 
vaste. 
Le langage de programmation utilisé dans LabVIEW, également appelé G, est un langage 
de programmation de flux de données. L'exécution est déterminée par la structure d'un 
schéma de principe graphique sur lequel le programmeur connecte différents nœuds de 
fonction en dessinant des fils. Ces fils propagent des variables et n'importe quel nœud peut 
s'exécuter dès que toutes ses données d'entrée deviennent disponibles. Comme cela peut être 
le cas pour plusieurs nœuds simultanément, G est intrinsèquement capable d'une exécution 
parallèle. 
L'un des avantages de LabVIEW par rapport aux autres environnements de 
développement est qu'il offre de nombreux modules complémentaires et boîtes à outils 
supplémentaires qui permettent une prise en charge étendue pour accéder au matériel 
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d'instrumentation. Les pilotes et les couches d'abstraction pour de nombreux types 
d'instruments et de bus sont inclus ou sont disponibles pour inclusion. Ceux-ci se présentent 
comme des nœuds graphiques. Les couches d'abstraction offrent des interfaces logicielles 
standard pour communiquer avec les périphériques matériels. Les interfaces de pilote 
fournies permettent de gagner du temps de développement du programme. L'argument de 
vente de National Instruments est, par conséquent, que même les personnes ayant une 
expérience de codage limitée peuvent écrire des programmes et déployer des solutions de 
test dans un laps de temps réduit par rapport à des systèmes plus conventionnels ou 
concurrents. Néanmoins, une bonne connaissance de la syntaxe et de l'optimisation des 
programmes est nécessaire pour les programmes à grande échelle [115] . 
6.3 Présentation de l'interface de surveillance 
Dans la vue de face de LabVIEW, nous avons créé une interface utilisateur graphique. 
Cette interface contient différentes sections. La première est dédiée à la présentation des 
données de surveillance. La seconde applique l'algorithme pour détecter et diagnostiquer 
l'état du système comme sain ou avec un certain défaut. La troisième section est utilisée pour 
la configuration et rappel des bases de données précédentes à traiter. 
La première section contient deux onglets. Le premier onglet est illustré à la figure 6-1 . 
Il montre les données mesurées à partir des capteurs ou du fichier de base de données pour 
une durée d'échantillonnage de 5 minutes. Les données sont la température, l'éclairage, la 
tension, le courant, la puissance et l'énergie mesurée et simulée du générateur photovoltaïque 
pendant la période d'échantillonnage. 
Figure 6-1 L'onglet des indicateurs visuels des données dans l'interface de 
surveillance 
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le deuxième onglet présente les données capturées tout au long de la journée sous forme 
graphique. La figure 6-2 montre un exemple des mesures de puissance du générateur 
photovoltaïque capturées pour un certain jour. Il montre l'évolution des données mesurées et 












Figure 6-2 L'onglet de représentation graphique de pUIssance des données dans 
l'interface de surveillance 
La deuxième section implémente l'algorithme PNN pour diagnostiquer les données 
obtenues chaque heure et indiquer l'état moyen du générateur photovoltaïque pendant cette 
heure dans un tableau comme présenté dans la figure 6-3 . 
Système Sain 
Système Sain 
08:50 Système Sain 
09:50 1 Système Sain 
10:50 1 Système Sain 
11:50 1 Système Sain 
12:50 1 Système Sain 
13:50 Système Sain 
14:50 Système Sain 
15:50 1 Système Sain 
16:50 Système Sain 
17:50 Système Sain 
18:50 Système Sain 
19:50 Système Sain 
20:50 Système Sain 
21:50 Système Sain 
Figure 6-3 Interface de détection et de diagnostic des défauts 
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6.4 Test de l'interface de détection et de diagnostic des défauts. 
Pour voir la capacité de l'algorithme de diagnostic et de détection, nous réalisons trois 
études de cas avec différents jours de données. 
6.4.1 Étude de cas A: système sain 
Nous avons testé le système photovoltaïque dans une journée de ciel clair avec un 
fonctionnement sain (sans défaut). La représentation graphique de la puissance du générateur 







'0 : .a 1500: 
a. : 
E U5O : 




























Figure 6-4 Évolution de la puissance pour un fonctionnement sain du générateur 
photovoltaïque 
À partir de la représentation graphique de la puissance du générateur photovoltaïque, 
nous pouvons observer que les puissances mesurée et simulée sont identiques, ce qui indique 
que le système fonctionne dans son état sain. 
En revenant à la section de détection et de diagnostic présentée par la figure 6-5, nous 
pouvons voir dans le rapport généré toutes les heures que l'état du système PV est toujours 






















1 Système Sain 
Système Sain 
Système Sain 
1 Système Sain 
1 Système Sain 
Système Sain 
Système Sain 
1 Système Sain 
1 Système Sain 
Système Sain 
Système Sain 
Figure 6-5 Interface de détection et de diagnostic des défauts dans un 
fonctionnement sain du système 
6.4.2 Étude de cas B: Système avec string coupé 
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Dans la deuxième étude de cas, nous avons testé le système photovoltaïque dans une 
journée de ciel clair où nous avons coupé une chaîne du système PV. La représentation 
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Figure 6-6 Évolution de la puissance du générateur photovoltaïque avec une chaîne 
coupée 
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Sur la base de la représentation graphique, nous pouvons voir que la puissance continue 
générée mesurée est la moitié de la puissance simulée tout au long de lajournée. Cela indique 
que le générateur photovoltaïque fonctionne à la moitié de sa capacité globale, en raison de 
la présence du défaut de coupure de chaîne. 
En revenant à la section de détection et de diagnostic présentée par la figure 6-7, nous 
pouvons voir dans le rapport généré toutes les heures que l'état du système PV indique 
toujours la présence du défaut string coupé comme prévu. L'indication de l'état sain au 
rapport de 6h50 est due au fait que la différence est trop petite pour être vue, car l'éclairage 
n'est pas suffisant pour générer de l'énergie dans le système. 
2016-<J6-o2 Système Sain 
2016-<J6-o2 07:50 2 Système avec string coupé 
2016-<J6-o2 08:50 Système avec string coupé 
2016-<J6-o2 09:50 Système avec string coupé 
2016-<J6-o2 10:50 2 Système avec string coupé 
2016-<J6-o2 11:50 2 système avec string coupé 
2016-<J6-o2 12:50 2 Système avec string coupé 
2016-<J6-o2 13:50 2 Système avec string coupé 
2016-<J6-o2 14:50 2 Système avec string coupé 
2016-<J6-o2 15:50 2 Système avec string coupé 
2016-<J6-o2 16:50 2 Système avec string coupé 
2016-<J6-o2 17:50 2 Système avec string coupé 
2016-<J6-o2 18:50 2 Système avec string coupé 
2016-<J6-o2 19:50 Système avec string coupé 
2016-<J6-o2 20:50 Système avec string coupé 
2016-<J6-o2 21:50 2 Système avec string coupé 
Figure 6-7 Interface de détection et de diagnostic en présence du défaut de coupure 
de chaîne 
6.4.3 Étude de cas C: Système avec string coupé 
Dans la troisième étude de cas, nous avons introduit une coupure totale hors du système 
PV deux fois au cours de la journée. La représentation graphique de la puissance du 










































Figure 6-8 Évolution de la puissance du générateur photovoltaïque avec présence de 
défaut de coupure total 
2012-06-01 Système Sain 
2012-06-01 07:50 1 Système Sain 
2012-06-01 08:50 Système Sain 
2012-06-01 09:50 Système Sain 
2012-06-01 10:50 7 Système en panne totale 
2012-06-01 11:50 7 Système en panne totale 
2012-06-01 12:50 1 Système Sain 
2012-06-01 13:50 Système Sain 
2012-06-01 14:50 Système Sain 
2012-06-01 15:50 7 Système en panne totale 
2012-06-01 16:50 7 Système en panne totale 
2012-06-01 17:50 1 Système Sain 
2012-06-01 18:50 1 Système Sain 
2012-06-01 19:50 1 Système Sain 
2012-06-01 20:50 1 Système Sain 
Figure 6-9 Interface de détection et de diagnostic en présence du défaut de coupure 
total 
Comme le montre la figure 6-9, le rapport quotidien de détection et de diagnostic des 
pannes généré montre quand la panne totale du système PV était présente et nous donne un 
historique de l'état de fonctionnement du système. 
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6.5 Conclusion 
Dans ce chapitre, après avoir présenté la plate-forme LabVIEW et sa capacité et sa 
simplicité à créer une bonne interface de surveillance. L'interface graphique réalisée sous 
l'environnement LabVIEW permet la surveillance et le traitement de la situation de 
l'installation PV d'une manière interactive et très conviviale. Aussi nous avons validé 
expérimentalement la stratégie de détection et de diagnostic de défaut appliquée à la centrale 
photovoltaïque connectée au réseau. 
Chapitre 7 - Conclusion 
Malgré leur robustesse, les systèmes PV sont considérés comme tout processus industriel 
pouvant souffrir de défauts. L'objectif de ce mémoire est principalement d'apporter une 
solution pratique au problème de la détection et du diagnostic des défauts du champ 
photovoltaïque dans les systèmes PV connectés au réseau électrique. 
A vant d'aborder le problème de la détection et du diagnostic des défauts, il faut 
comprendre la constitution du système et les éventuels défauts pouvant survenir lors de son 
fonctionnement. Dans le deuxième chapitre, nous avons fourni une compréhension de base 
du système photovoltaïque et de sa représentation à partir de la cellule photovoltaïque et en 
passant par la mise à l'échelle du générateur photovoltaïque. Nous avons également introduit 
certaines configurations des systèmes photovoltaïques que l'on pourrait voir dans ['industrie. 
Le troisième chapitre présentait quelques scénarios de défauts réels puis quelques défauts 
qui se sont produits dans les champs PV selon les papiers écrits autour d'eux. Un état de l'art 
des principales recherches effectuées sur la détection de ces défauts ainsi que les méthodes 
et algorithmes de diagnostic présentés dans la littérature ont été présentés. 
Comme les connaissances sur le système PV et les défauts ont été préséntés. Une étape 
cruciale est le diagnostic des défauts est la modélisation du système et la validation 
expérimentale de ce modèle. Le modèle simple et efficace à une diode a été présenté au 
chapitre quatre. Ce modèle est utilisé pour établir une base de données d'état du système qui 
a été utilisée conformément aux modèles de performance électrique de Sandia pour 
représenter les défauts choisis pour cette étude. 
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Dans le cinquième chapitre, certaines méthodes d'intelligence artificielle ont été 
présentées à partir desquelles notre algorithme de détection et de diagnostic a été sélectionné 
comme réseau neuronal probabiliste en raison de sa précision et de sa vitesse. Ensuite, la 
procédure de mise en œuvre de l'algorithme sur notre étude a été expliquée. 
Enfin, dans le sixième chapitre, une brève introduction de la plateforme de 
développement de Lab VIEW a été présentée. L'interface de supervision développée a été 
introduite avec ses sections de surveillance et de diagnostic. Trois études de cas ont été 
réalisées pour différents états de système et les résultats ont montré que notre objectif de 
développer une interface de surveillance et de détection et de diagnostic des défauts a été 
atteint. 
L'interface de supervision peut être développée davantage et les travaux futurs pourraient 
inclure l'utilisation d'autres méthodes de détection et classifications de défauts et 
l'amélioration de l'interface de supervision pour être accédé à distance. Aussi, en développant 
un système d'acquisition général et en permettant le changement des paramètres initiaux de 
simulation, l'interface pourrait être généralisée à n'importe quel système photovoltaïque. 
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Annexe A - Fiches techniques 
Dans cette annexe, nous présentons les données techniques du composant principal 
du système PV qui génère les données uti lisées dans notre mémoire. 
• Module PV isofoton 106 W obtenu à partir de la version d'évaluation PVsyst. 
• Onduleur Ingecon Sun 2.5 obtenu à partir de la version d'évaluation PVsyst. 
PVSYST7.0.12 1 [28/09/20 1 Page 1/1 
Caractéristiques d'un module PV 
Fabricant, modèle : 
Disponibilité : 
Source des données : 
Puissance STC (fabricant) 
Dimensions module (L x H) 
Nombre de cellules 
Isofoton, 1_ 106 
Prod. depuis 2000 li 2005 
Manufacturer 
Pnom 106 Wc 
0.652 x 1.308 m2 
2 x 36 
Technologie 
Surface brute module 
Surf. sensible (cellules) 
Spécifications pour le modèle (fabricant ou données mesurées) 
Température de référence TRef 25 ·C Irradiance de référence 
Tension de circuit ouvert Vco 21 .8 V Courant de court-circuit 
Tension au point de puiss. max. Vmpp 17.4 V Courant au point de puiss. max. 
=> puissance maximale Pm pp 106.1 W Coeff. de temp.sur Ise 
Paramètres du modèle à 1 diode 
Résistance parall. Rparall 
Résistance série Rsérie 
200 ohm 
0.27 ohm 
Courant de saturation diode 
Coeff. de tempér. Vco 
Facteur de qualité diode 
SI-mono 
Smodule 0.85 m2 








2.3 mAr C 
loRef 0.529 nA 
MuVco -71 mVr C 
Gamma 1.02 
Paramètres de polarisation Inverse, pour comportements ombrages partiels ou mlsmatch 
Caractéristique inverse (noir) BRev 3.20 mAN2 (facteur quadratique par cellule) 
Nbre de diodes by-pass par module 1 Tension des diodes by-pass 
Résultats du modèle pour les conditions standard (STC: T=25 ·C, G=1000 W/m', AM=1.5) 
Tension au point de puiss. max. Vmpp 17.4 V Courant au point de puiss. max. Impp 
Puissance maximale Pmpp 106.1 Wc Coeff. de tempo sur puissance muPmpp 
Efficaclté(/ Surf. module) Eff_mod. 12.4 % Facteur de remplissage FF 
Efficacité(/ Surf. cellules) Eff3ell. 14.2 % 
Module PV: Ioololon, 1_ 106 
Temp. celules. 25-C 
Irrad. lnddente. 1000 Wfml 
106.1W 
Irrad. Inddente· 800 W/m' 51------------------ 85.3 
~ l ' !"-_____ 'IfId;.;._r.âden,;..·;.;,...," _";.;600,;..W_Im' _______ ..!'639W 
IlTact Incidente • 400 W/m' 
Irrad. incidente • 200 WIm' 
~'"\~. OL-~~~~L_~L-~~L_L-~~~~L_L_~~ ~~~~ 
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Caractéristiques d'un onduleur réseau 
Fabricant, modèle: Ingeteam, Ingecon Sun 2.5 
Disponibilité: Prod. depuis 2002 à 2013 
Source des données : Manufacturer 2012 
150 
Mode d'opération MPPT 
Tension MPP minimale Vmin NIA V Puissance PV nominale Pnom DC 2.8 kW 
Tension MPP maximale Vmax 450 V Puissance PV maximale Pmax DC 3.3 kW 
Tension PV max. absolue Vmax array 550 V Courant PV maximum ImaxDC NIA A 
Tension min. pour PNom Vmin PNom 160 V Puissance seuil Pthresh. 20 W 
Comportement à VminNmax Limitation Comportement à Pnom Limitation 
Caractéristiques de sortie (côté réseau AC) 
Tension du réseau Unom 230 V Puissance AC nominale Pnom AC 2.7 kWac 
Fréquence du réseau Freq 50/60 Hz Puissance AC maximale Pmax AC 2.7 kWac 
Monophasé Courant AC nominal InomAC 12.0 A 
Efficacité maximale Max Eff. 94.7 % Courant AC maximum ImaxAC 12.0 A 
Efficacité moyenne européenne Euro Eff. 93.8 % 
Remarques et Caractéristiques techniques Dimensions: Largeur 360 mm 
Surveillance isolation champ, Interr. DC interne, Hauteur 470 mm 
Interr. AC interne, Profondeur 320 mm 
Poids 43.30 kg 
Technologie: LF Transfo, IGBT 
Protection: IP 65 
ContrOles: LCD 64x128 
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