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Problemi di Ottimizzazione 
x = (x1, . . . , xn)  R
n: vettore di variabili decisionali 
 
F  Rn : insieme delle soluzioni ammissibili (regione 
ammissibile) 
  : F   R:  funzione obiettivo  
 
  (P)         min (x) 
                                     x  F   
 
ovvero determinare x*  F (ottimo globale) tale che: 
           (x*)  (x)  x  F 
Problemi di Ottimizzazione 
• in generale  ed F sono qualsiasi 
• non è detto che x* esista (F =  ) o che sia unica 
• possono esistere ottimi (minimi) locali e globali 
 
0 
  
l   F 
Un algoritmo non ha visione 
completa di  ed F 
Problemi di Ottimizzazione 
y  F è un ottimo locale se ∃  un intorno N  F: 
   (y)  (x)       x  N 
 
es.  N (y) := {x  F : ||y - x||  ,  > 0}  (intorno 
euclideo) 
 
• Il problema (P) richiede di trovare almeno un ottimo 
globale 
• Una soluzione euristica corrisponde a un qualunque punto  
z  F; la sua qualità dipende da (z). 
 
 
Classificazione dei problemi 
•   ed F qualunque: Programmazione Non Lineare (NLP). 
Massima potenza espressiva, non esistono algoritmi 
generali, esistono algoritmi che convergono ad ottimi locali. 
 
•   ed F convesse: Programmazione Convessa.      
Ogni ottimo locale è anche ottimo globale;            
esistono algoritmi generali (non efficienti). 
 
•  convessa:   λ (x) + (1- λ) (y) ≥  (λx + (1- λ) y ), λ [0,1] 
Classificazione dei problemi 
•   lineare ed F definita da un insieme di 
equazioni/disequazioni lineari (-> problema 
convesso):  
 
F := { x  Rn : gi(x) ≥ 0, i = 1, . . . ,m;                  
hj(x) = 0, j = 1, . . . , p } 
 
Programmazione Lineale (LP). Minor potenza 
espressiva, esistono algoritmi generali efficienti. 
 
Programmazione Lineare (LP) 
(P) min (x), x  F 
 
:  Rn ->R è lineare:  (x)  = c ,x = c1x1 + c2x2 + . . . + cn xn 
F  Rn è definito da :  gi(x) ≥  0  (i = 1, . . . ,m),  
 con gi : R
n  R lineare  i 
 
Ovvero :  gi(x) = ai1x1 + ai2x2 + . . . + ain xn -  bi 
 
 hj(x)=0    hj(x) ≥ 0 ; hj(x)  0   
 
(P) si può esprimere come: 
    min c ,x  
            Ax ≥ b 
                           x ≥ 0 
 
es.: 
   min  3 x1 - 2 x2 + x3 
   s.t.  2 x1 +   x2 -  x3 ≥ 2 
     x1   +        2 x3 ≥ 1 
     x1,       x2,    x3 ≥ 0 
 
  m = 2,  n = 3;          
 c’ = [3 -2  1], 
b’=*2 1 0+, 
A= 
 
. 
b’ = [2 1] 
Assunzioni implicite nella 
formulazione di un modello LP 
 
1. Proporzionalità 
• l’effetto dell’uso della risorsa h è proporzionale al livello 
xh impiegato: 
    z = . . . + ch xh . . . 
          . . . + aih xh + . . .  bi 
 
 non ci sono costi di avviamento (START-UP); 
 la proporzionalità si mantiene in tutto l’intervallo di valori 
ammissibili per xh 
 se non verificato: PNL 
• i costi di START-UP si possono modellare 
utilizzando variabili intere e modelli MILP 
(fixed-charge problem) 
fenomeni di 
saturazione 
Assunzioni implicite nella 
formulazione di un modello LP 
 
2. Addittività 
• il costo della soluzione e i livelli di consumo delle risorse 
associati ai vincoli sono la somma dei termini legati a 
ciascuna attività 
• non vi sono interazioni tra le diverse attività che 
influenzano il costo o i vincoli 
 il profitto dovuto ad una attività non dipende dal livello di 
produzione delle altre 
Assunzioni implicite nella 
formulazione di un modello LP 
 
3. Divisibilità 
• le variabili decisionali possono essere suddivise e assumere 
anche valori non interi (tassi di produzione, ...) 
• in alcuni casi però solo i valori interi hanno significato (n. di 
addetti, n. di pezzi prodotti) 
• formulazione con modelli ILP e MILP 
• alcuni LP hanno soluzione ottima sempre intera 
Assunzioni implicite nella 
formulazione di un modello LP 
 
4. Certezza 
• tutti i parametri del modello sono costanti note  
 (⇐  modelli non stocastici) 
• spesso i parametri sono frutto di previsioni o sono affetti 
da errori di misura: 
 analisi di sensitività della soluzione alla variazione dei 
parametri; 
 ottimizzazione robusta; 
 ottimizzazione stocastica. 
 
 
Assunzioni implicite nella 
formulazione di un modello LP 
 
Algoritmi ‘efficienti’ per LP 
• Algoritmo del Simplesso; 
• Interior Point Methods; 
 
Implementati ed ottimizzati negli ultimi decenni 
in tutti i software commerciali e freeware. 
Sono efficienti in senso statistico, ovvero 
funzionano ‘bene’ in pratica (l’algoritmo del 
Simplesso non è polinomiale). 
Algoritmo del Simplesso (Dantzig, 1947) 
1. La programmazione lineare è convessa -> basta trovare un 
ottimo locale per avere un ottimo globale; 
2. La regione ammissibile è un poliedro (intersezione di 
semispazi); 
3. Le soluzioni ottime sono i vertici del poliedro. 
 
Algoritmo: parto da un vertice del poliedro ed iterativamente mi 
sposto su un vertice adiacente migliore. Quando non posso 
migliorare rispetto al vertice corrente, questo è ottimo. 
(L’algoritmo si muove sul confine della regione ammissibile.) 
Algoritmo del Simplesso (Dantzig, 1947) 
Osservazione fondamentale: dato un sistema di m disequazioni in 
Rn , con m>n, i vertici del corrispondente poliedro sono punti di Rn 
in cui n delle m disequazioni linearmente indipendenti sono attive 
(soddisfatte all’uguaglianza). 
 
L’algoritmo del simplesso implementa lo spostamento da vertice a 
vertice adiacente in modo algebrico basandosi su questa 
osservazione. 
 
Spostandosi ogni volta su un vertice migliore (a meno di 
degenerazione) ed essendo il numero di vertici finito (poiché    
sono finite le combinazioni di n vincoli linearmente indipendenti), 
l’algoritmo trova la soluzione ottima in tempo finito. 
 
 
Interior Point Methods 
• Classe di algoritmi per la soluzione di problemi convessi 
(lineari e non lineari). 
 
• Idea: considerare un funzione obiettivo modificata che 
include una penalità crescente all’avvicinarsi al confine della 
regione ammissibile, sia d(x) la distanza di x dal confine:  
’(x) = (x) – μ ln (d(x)) 
Partendo da un punto interno alla regione ammissibile, 
l’algoritmo si sposta iterativamente lungo la direzione di 
massima diminuzione di ’(x) (Newton methods) raggiungendo 
il confine della regione ammissibile solo alla fine. 
 
Simplesso VS Interior Point 
• Per problemi spot (una sola soluzione) , Interior Point sono 
mediamente più veloci. 
• Il simplesso permette un ‘warm start’: risolvendo un 
problema, è possibile:  
• aggiungere  vincoli;  
• aggiungere variabili;  
• modificare la funzione obiettivo;  
• modificare i termini noti;  
     e ri-ottimizzare velocemente partendo dalla  
     soluzione precedente. 
• Il Simplesso rende disponibili ulteriori informazioni sul 
problema (variabili duali, etc.). 
