ABSTRACT. This work is concerned about the Cauchy problem for the following generalized KdV-Burgers equation
INTRODUCTION
In this paper we study the well-posedness of the generalized Korteweg-De Vries-Burgers equation
where u = u(t, x) is a real-valued function and F x {L p u}(t, ξ) = |ξ| p F x u(t, ξ), for p ∈ IR + . When p = 2 we have the well-known KdV -Burgers equation. This equation arises in some different physical contexts as a model equation involving the effects of dispersion, dissipation and nonlinearity. When p = 1/2 the related equation models the evolution of the free surface for shallow water waves damped by viscosity. For these models, see e.g. [8] , [9] , and [14] .
The well-posedness for the equation (g-KdV-B) has been studied for many authors. In 2001, using the Bourgain spaces, related only to the KdV equation (see e.g. [1] and [6] ), and the bilinear estimate due to Kenig, Ponce and Vega (see [10] ), Molinet and Ribaud obtained the global well-posedness (g.w.p) in H s (IR), for s > −3/4 and p > 0. In the particular case of p = 2 (KdV-Burgers equation), they proved g.w.p. in H s (IR), for s > −3/4 − 1/24 (see [11] ). In 2002, they improved the result when p = 2, by using the Bourgain space but now, associated to the KdV-Burgers equation, getting g.w.p. in H s (IR), for s > −1 (see [12] ). Also, in this paper they pointed out that the Cauchy problem (g-KdV-B), with 0 ≤ p ≤ 2 is ill-posed in the homogeneous Sobolev spaceḢ s (IR) for s < s p , where s p = (p − 6)/2(4 − p), and conjectured that H s p (IR) is the critical Sobolev spaces and the Cauchy problem for (g-KdV-B) is well-posed in H s (IR) for s > s p . In 2010, Xue and Hu proved the local well-posedness (l.w.p.) for the (g-KdV-B) in the homogeneous Sobolev spacesḢ s (IR), with (p − 6)/2(4 − p) < s ≤ 0, when 0 ≤ p ≤ 2, giving a partial answer for this open problem (see [17] ). In 2011, Vento proved g.w.p. for the (g-KdV-B) in H s (IR), for s > s p where
improving the early results in the case 1 < p < 2 (see [16] ). Also, in 2011 Molinet and Vento completes the result for the KdV -Burgers equation (p = 2), using the Besov refinement of Bourgain's spaces. They obtained the sharp g.w.p. in H −1 (IR) (see [13] ). In 2013 Carvajal and Mahendra studied, among other things, the well-posedness of the following dissipative versions of the generalized KdV equation
where η > 0 and the linear operator L is defined via the Fourier transform by F x {L f } = Φ(·)F x f , where the symbol
3) where p is a positive real number and |Φ 1 (ξ)| 1 + |ξ| q , with 0 ≤ q < p. They proved that the Cauchy problem for (1.2) is locally well-posed in H s (IR), s > −p/2, with p > 3. Also, they showed that for p ≥ 2, there does not exist any T > 0 such that the data-solution map v 0 ∈ H s (IR) → v ∈ C([0, t] : H s (IR)) is C 2 -differentiable at the origin (see [3] ). When the nonlinearity in (1.2) is (v k+1 ) x , k > 1 (generalized KdV nonlinerity), they obtain some local well-posedness results for the data with Sobolev regularity below L 2 (IR), see [2] . Finally an n-dimensional dissipative version of the KdV equation (1.2) was considered in Carvajal, Esfahani and Panthee [4] , where they prove well-posedness and ill-posedness results in anisotropic Sobolev spaces, they also study the dissipative limit of the solution when η goes to zero.
In our work, we use the framework developed in [13] to establish the following results: Theorem 1.1. Let p ≥ 2. The Cauchy problem associated to (g-KdV-B) is locally analytically well-posed in H −p/2 (R). Moreover, at every point u 0 ∈ H −p/2 (IR) there exist T = T (u 0 ) > 0 and R = R(u 0 ) > 0 such that the solution-map u 0 → u is analytic from the ball centered at u 0 with radius R of H −p/2 (IR) into C([0, T ]; H −p/2 (IR)) and also the solution u belongs to C((0, ∞); H ∞ (R)) Theorem 1.2. Let p ≥ 2. The Cauchy problem associated to (g-KdV-B) is ill-posed in H s (IR) for s < −p/2 in the following sense: there exist T > 0 such that for any t ∈ [0, T ] the flow-map u 0 → u(t) constructed in Theorem 1.1 is discontinuous at the origin from H −p/2 (IR) endowed with the topology induced by H s (IR) into D ′ (IR).
These results extends the previous results in [3] (with Φ 1 ≡ 0 and η = 1) for s = −p/2, when p ≥ 2.
The plan of this paper is as follows. In Section 2 we fix some notations, define the spaces when we perform the iteration process, prove some useful inequalities and recall some important results. In Section 3 we establish linear estimates related to the Duhamel operator, associated to the (g-KdV-B) equation. In Section 4, we prove the crucial result in this work: the bilinear estimates. In Section 5 we prove the Theorem 1.1 and finally, in the Section 6 we prove the ill-posedness results.
NOTATIONS AND PRELIMINARIES RESULTS
For A, B > 0, we write A B when there exists c > 0 such that A ≤ cB. When the constant c is small we write A ≪ B. We write A ∼ B to denote that A B A. Also, we may write A α B, to express that the constant c depends on α. Given u = u(t, x) ∈ S ′ (IR 2 ), we denote by Fu (orũ), F x u (orû) and F t u its Fourier transform in space-time, space and time respectively. Analogously, for the inverse Fourier transform we write F −1 u, F In order to define our functional spaces, we recall the Littlewood-Paley multipliers. Let us fix η ∈ C ∞ 0 (IR), such that η ≥ 0, supp η ⊂ [−2, 2] and η ≡ 1 on [−1, 1]. A dyadic number is any number N of the form 2 j , where j ∈ Z. With this notation, any sum over the dummy variable M, N or L is understood to be over dyadic numbers unless otherwise specified. Define ϕ(ξ) = η(ξ) − η(2ξ) and ψ(τ, ξ) = ϕ(τ − ξ 3 ). Using the notation f N (y) = f (y/N), we define, for u ∈ S ′ (IR 2 ) the Fourier multipliers
Because, rougly speaking, P N localizes in the annulus {|ξ| ∼ N} and Q L localizes in the region {|τ − ξ 3 | ∼ L}, they are called the Littlewod-Paley projections. We can define more projections like
and etc.
Associated to the equation (g-KdV-B), we have the following integral equation
where the linear semi-group S p (t) = e −t(∂ 3 x +L p ) = e −t∂ 3 x e −tL p , associated to (g-KdV-B), is given by
We observe that e −t∂ 3 x is the unitary group associated to KdV equation and also, e −tL p , given by e −tL p f = F −1 ξ {e −t| · | pf ( · )} is the semi-group associated to ∂ t u + L p u = 0. We define the two-parameter linear operator
x −|t ′ |L p , given by
is clearly an extension to IR of S p (t). Instead of use the integral equation (2.1), we will apply a fixed-point argument to the following extension
The iteration process will be applied in the Besov version of classical Bourgain Spaces, which we will be defined now. For s, b ∈ IR, the space X s, b, q (q = 1) is the weak closure of the test functions that are uniformly bounded by the norm
To control the high-high interaction in the nonlinearity, we introduce for b = ±1/2, the space Y s, b endowed with the norm 6) such that
Thus, we form our resolution space S s = X s, 1/2, 1 +Y s, 1/2 and our nonlinear space N s = X s, −1/2, 1 +Y s, −1/2 , endowed with the usual norm:
From now on we work with the resolution space S −p/2 and the nonlinear space N −p/2 . Remembering that e −t∂ 3 x f = F −1 ξ {e it(·) 3f (·)} is the group associated to the KdV equation, we have the following result:
Proof. See [13] .
Lemma 2.2.
(1) For each dyadic N, we have
Proof. We will prove only (2.9), the proofs of (2.8) and (2.10) practically are given in [13] . As
Remembering the definition of our resolution space, it suffices to prove (2.11) with P N u X −p/2, 1/2, 1 and with P N u Y −p/2,1/2 . in the right-hand side. For the first, noting that L + N p 1/2 N p/2 , we have
For the second inequality, since
Using the definition of · Y 0,1/2 we get
To estimate the norm of inverse Fourier transform above, we note that
(2.14)
Now, if k = 0 is a constant, we have that
For the first and the second identities we refers, e.g. [5] pg. 49 and [15] pg. 127, respectively. With these identities in hands, we obtain
Combining (2.14) and (2.16) we get
Using (2.13) and (2.17), we conclude that
Lemma 2.3. (Extension lemma) Let Z be a Banach space of functions on IR × IR with the property that
holds for any u ∈ Z and g ∈ L ∞ t (IR). Let T be a spatial linear operator for which one has the estimate T (e −t∂ 3
for some dyadic N and for all φ. Then one has the embedding
Proof. See [13] , Lemma 3.3.
As a consequence of this abstract result, using the Kato smoothing effect 
provided the right-hand side is finite.
LINEAR ESTIMATES
In this section we prove linear estimates related to operator W p as well to the extension of the Duhamel operator introduced in (2.4). We will do some adaptations of the arguments in [13] , in order to get the necessary estimates.
Proposition 3.1. For all φ ∈ H −p/2 (IR) and p ≥ 2, we have
Proof. Clearly, the left-hand side in (3.1) is bounded by η(t)W(t,t)φ X
After this, multiplying both sides by N −p/2 , squaring and summing in N, we get the desired. In order to prove (3.2), first we note that
where we using in (1) the translation invariance of the L p -norms and in (2) the Hölder inequality.
To get the bound in (3.2) we will prove that
Spliting the summand into L ≤ N p and L ≥ N p , the proof will be done in two cases. For the first case, applying Bernstein inequality in time, we have
Noting that
For the second case, using the following rearrangement
one can see that
For the term P L (I), using Hölder inequality
, then the right-hand side of (3.9) is bounded by
Proceeding in a similar way for
remembering that the homogeneous Besov spaceḂ
2,1 has a scaling invariance and e −|·| ∈Ḃ 1/2 2,1 .
Proof. As in [13] , adding and subtracting η(t)e (t−|t|)|ξ| p inside the integral, we can rewrite k p,ξ as
. By triangular inequality, it's suffices to prove the estimate (3.11)
Term (IV). With (3.5) in mind and performing a straighfoward calculations we get
Also, because iτ + |ξ| p 1 + |ξ| p then we have 14) where in the last line we use the Cauchy-Schwarz in τ. This yields the desired bound.
Term (II). Taking account that
In view of (3.16) it suffices to prove that
For technical reasons, we will divide the proof in two cases, namely, N ≥ 1 and N < 1. For the first case, by triangular inequality, we have
One can see that K 1, thanks to estimate (3.5). We will estimate the first term. Denoting θ p (t) = η(t)e (t−|t|)|ξ| p , one can see that the estimates
yields from one and two integrations by parts, respectively. Now, splitting the summand in a convenient way and use the estimates in (3.20) we get
Therefore, remembering that K 1 ≤ N p/2 and combining this fact, the estimates (3.21) and (3.19) with (3.16) we conclude the estimate (3.17) for N ≥ 1. The case N ≤ 1 will be treated in a different way: we will use a Taylor expansion. The identity
Combining this last estimate with (3.16) we conclude the estimate (3.17) for N < 1. This finishes the estimate of Term (II). Term (I). Using a Taylor expansion of e itτ , the Cauchy-Schwarz inequality in τ and remembering the estimates of the integrals in (3.15), we obtain
Thus, it suffices to show that
Again, using (3.20), we get
With this in hands and arguing as in (3.21), we have that the left-hand side of (3.25) is
the desired bound.
First, using a paraproduct decomposition as in (3.8) we have
We estimate the contributions of these terms separately. In both cases, we divide the proof when L ≤ N p and L > N p .
Now we deal with the sum over L ≤ N p . Because supp(
is divided into two subcases, namely, when supp( θ p ) ⊂ {|τ| ∼ M} or when supp( θ p ) ⊂ {|τ| ≪ M}.
For the first subcase, applying the Bernstein inequality and rearranging the sums, we obtain
where in the last inequality we used the estimate
and we finished this subcase and therefore the desired estimate for (III 1 ).
For the case L ≤ N p , first one can see that
The first term has already been estimated (see (3.29) ). For the second term, observing that we are in the case
and we complete the estimate of term (III 2 ) and therefore the proof of Lemma 3.2.
Proof. By the definition of S −p/2 and N −p/2 it suffices to prove that
, and observe that 
where κ p, ξ (t) was defined in Lemma 3.2. Now we estimate (3.37). It suffices to prove that
After this, squaring and summing in N, we get the estimate (3.37). In order to prove (3.42), because g L 1
, we will treat the cases t > 0 and t < 0 separately. So, in the first case, using (3.34), one can see that
where the last line was obtained by remembering that W p (t,t) = S p (t) (t > 0) and
the desired estimate. Now we treat the case t < 0. As mentioned in [13] , this is harder than the former case, because the presence of W p (t − t ′ ,t + t ′ ) implies that L{ f } does not satisfy the same equation for negative times. Indeed, with t < t ′ < 0, we have
is the semi-group associated to another PDE:
x − L p )u = 0. In order to avoid this problem we decompose
With this in hands, first we see that
Thus, doing the same calculations as in (3.44) one can see that
So it remains to prove a similar estimate for the term 2L p (P N L{ f }). First, we observe that
Denoting by Θ the right-hand side of (3.46) we can see that
Thus, integrating by parts and using Cauchy-Schwarz inequality we obtain
Therefore,
Now, for t < 0 such that P N L{ f } L 2 x = 0, we can divide both sides in (3.50) by P N L{ f } L 2 x to obtain
But, this last inequality is still true for t < 0 such that
Therefore, (3.51) is valid for all t < 0. Integrating this inequality on ]t, 0[ we get
and so
and we finish this case noting that, obviously,
BILINEAR ESTIMATES
In this section, we will need the elementary results in the Appendix and here we establish the following important estimate: Proposition 4.1. For all u, v ∈ S −p/2 , with p ≥ 2, we have
Proof. Using dyadic decomposition, one can write the left-hand side of (4.1) as
Now, via F x , because |ξ| ∼ N, |ξ 1 | ∼ N 1 and |ξ 2 | ∼ N 2 , where ξ = ξ 1 + ξ 2 (by convolution), one can see that P N ∂ x (P N 1 u P N 2 v) vanishes unless one of the following cases holds:
high-low interaction: N ∼ N 2 and N 1 N; low-high interaction: N ∼ N 1 and N 2 N; high-high interaction:
3)
The first sum is
The second sum is
By simetry with the second sum, we have analogous bound for the third sum. So, taking account these estimates, in order to prove (4.1), we need to prove the following estimates
and a similar estimate for the (symmetric) case low-high.
First, we start to prove the
(HL) -estimate.
We can see that
Using the Hölder and Bernstein inequalities and remember that p ≥ 2, the first sum is
Now, for the second sum we need to work a little bit more. Decomposing the bilinear term as
, where ξ = ξ 1 + ξ 2 and τ = τ 1 + τ 2 , and remembering the resonance relation
we can conclude that the right-hand side in (4.7) vanishes unless max{N 2 
In view of (4.9), we divide the proof in three cases, depending on the L max .
In this case we have that L N 2 N 1 . Thus, by the Hölder and Bernstein inequalities and remember the estimates (2.9) and (2.20) we have that the second sum in (4.5) is
and this establishes the desired estimates, noting that the sum converge and is 1, because p ≥ 1.
In this case, we have
Therefore, we have that the second sum in (4.5) is
The last sum was treated in section 4.1.1. Now, by Hölder and Bernstein inequalities and remembering the estimates(2.9) and (2.10), the first sum in (4.10) is
noting that the sum above is 1, because p > 0.
It remains to treat the second sum in (4.10). Arguing as before, this term is
But, on the other hand this same product is L
Using this estimate with θ = 1/2 and localization properties (see the Appendix), we have
Considering this inequality in the right-hand side of (4.11) we get 14) and using the localization property (A.7) the desired estimate follows.
In this case we have
The last two sums were treated in section 4.1.2 item (ii) and in section 4.1.1, respectively. For the first sum, as before, we can obtain that
and we finish the proof for the case HL-estimate. Now, we finish the proof of (4.2), establishing the
(HH) -estimate.
Again, the estimate for the first term is easier than for the second. In fact, if p ≥ 0, the first term is
For the second term, using dyadic decompostion and triangular inequality
Using again the resonance relation (4.8) and arguing as before, we may restrict ourself to the region where
and this leads us to consider the following three cases. By simmetry we can suppose that
In this case we have L N 2 1 N. Also, for λ > 0 to be choosen later,
Therefore the right-hand side of (4.17) is
We will only estimate L 1 (p) and L 3 (p), because the estimate of L 2 (p) is similar. We consider the following three cases:
Let λ = N α 1 N β , where α and β will be choosen later. Taking advantage of the X −p/2, −1/2, 1 part of N −p/2 and using (A.3) we obtain
Thus for α = 2, β = 1 − ε and 0 < ε < 1, we obtain
(4.23)
This case was treated in [13] also considering α = 2 and β = 1 − ε. Indeed let X(p) the right side of the second inequality in (4.21), using the Kato smoothing effect, was proved in [13] that
Let Y(p) the right side of the second inequality in (4.23), using the inequality (2.10), was proved in [13] that
Let p 0 = 2 and we consider p 1 > 3, therefore p = θp 0 + (1 − θ)p 1 , where θ ∈ (0, 1). As above we have
where
Using Hölder inequality (with p = 1/θ and q = 1/(1 − θ)), Case I and Case II, we arrive to
Similarly, the estimate for L 3 (p) follows using again the Cases I and II and the interpolation inequality
Using the relation (4.18), first we consider the case L 1 ∼ N 2 1 N and we need to estimate
where was used the inequality (A.1). Let T(p) the sum in the right side of the second inequality of (4.28). If p > 3 and considering the inequality (2.9) it is not hard to see that
(4.29)
Using a change of variable and (2.10), was proved in [13] T ( 
Was proved in [13] that K(2)
Therefore by the interpolation argument is sufficient to consider p > 3. In fact using (A.1) and Cauchy-Schwartz inequality, we get
(4.31)
WELL-POSEDNESS
In this section we obtain well-posedness results. In order to remove some restrictions on the initial data, we change the metric of the resolution space used in the previous sections. We define the space Z β := S −p/2 × S 0 and define, for β ≥ 1, the functional
for all u ∈ Z β . Which defines a new norm on S −p/2 . In addition, this norm is equivalent to ||.|| S −p/2 , i.e. ||u|| Z β ∼ ||u|| S −p/2 , u ∈ S −p/2 . As done in section 5 we need to estimate the nonlinear term that is verified in the following result . We have to
The demonstration of this remark can be found in [7] (Lemma 3.1) and [12] (Lemma 3.6).
Proof of Proposition 5.1. This proof is very similar with the proof of the Proposition 4.1. For the sackness of completes we will proof the proposition in the more difficult case:
In this case observe that
where was used the following inequality (see [13] ) for any w ∈ S 0 with compact support in
In the first sum in (4.10) we have
The second sum is estimated similarly and the last sum was treated in the case i).
iii) L max = L 2 . In this case is suffice to estimate the first sum (the other cases follows of the above cases i) e ii))
Proposition 5.3. For any β ≥ 1 there exists 0 < T = T (β) < 1 such that for any u, v ∈ Z β with compact support in [−T, T ], we conclude that
By definition of the infimum, we obtain that for ε = u Z β > 0 there exist u 1 ∈ S −p/2 , u 2 ∈ S 0 such that
similarly, we obtain that
Moreover,
where L is defined in Proposition 3.3.
As ||u|| Z β ∼ ||u|| S −p/2 , u ∈ S −p/2 , from (5.8), we obtain that
(5.9) Now let's estimate each term on the right-hand side. Applying the result (3.35) and (5.3), we obtain
(5.10)
In the third term on the right-hand side, applying the result (5.1), we obtain
By (5.6), (5.7) and (5.11), we have that
In the second term on the right-hand side, we have that
We define the operator
We will show that the operator F T φ is a contraction on the closed ball B R := w ∈ Z β : w Z β ≤ R . Let u 0 ∈ H −p/2 and ε > 0, we make the following decomposition
where N is a dyadic number that we will choosed after. Then using Proposition 3.1,
Thus, for u ∈ B R , we obtain 15) where was considered R = 2Cε, 0 < ε < 1/(4C 2 ). And 16) and 4C 2 ε < 1. The uniqueness holds in the space S −p/2 τ endowed with the norm
Observe that
. The rest of the proof of Theorem 1.1 follows the same argument used in [13] .
ILL-POSEDNESS
Lemma 6.1. Let g : R n → R be a continuous function and f : R n → R be a positive function. If any x ∈ R n , |g(x)| ≥ c 0 ≥ 0, then where K ξ = {ξ 1 / ξ − ξ 1 ∈ I N , ξ 1 ∈ −I N } ∪ {ξ 1 / ξ − ξ 1 ∈ −I N , ξ 1 ∈ I N }, we observe that if |ξ| ≤ 1/2, then |K ξ | ≥ 1 and ξ 1 ∈ K ξ implies ϕ 2 = 3ξξ 1 (ξ − ξ 1 ) ∼ −N 2 ξ. 
(A.4)
Proof. In order to prove (A.1), using Plancherel's identity and properties of Fourier transform
The inequality (A.2) is a consequence of properties of convolution and Cauchy-Schwartz inequality:
To prove (A.3), let ξ 2 = ξ − ξ 1 , τ 2 = τ − τ 1 , using Minkowsky's inequality, properties of the Fourier transform and Cauchy-Schwartz two times, we have,
(A.5) Now we will prove (A.4). Using Cauchy-Scwartz and inequality (2.10), we obtain XAVIER CARVAJAL E-mail address: carvajal@im.ufrj.br
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