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Abstract. Les compromis temps-me´moire sont des me´thodes qui per-
mettent de re´duire le temps d’exe´cution d’un algorithme en augmen-
tant la quantite´ de me´moire utilise´e. Dans cet article nous pre´sentons
diffe´rentes variantes de compromis temps-me´moire qui permettent d’acce´le´rer
le cassage de mots de passe. Nous expliquons comment configurer un tel
compromis pour obtenir le cassage le plus rapide, comment estimer les
performances que l’on peut espe´rer atteindre et nous montrons comment
imple´menter cette me´thode de manie`re efficace pour casser les mots de
passe des syste`mes Windows.
1 Introduction
La base de ce travail est une me´thode originale publie´e en 1980 par Martin Hell-
man [1] et ame´liore´e par Whitfield Diffie en 1982. Dernie`rement nous avons mis
au point une variante de cette me´thode qui augmente son efficacite´ d’un ordre
de magnitude. Ces me´thodes cherchent toutes a` re´soudre le meˆme proble`me:
Comment inverser rapidement une fonction irre´versible. Il peut s’agir par ex-
emple de retrouver la clef qui a servi a` chiffrer un texte pre´de´fini 1 ou, ce qui
est notre cas, de retrouver un mot de passe a` partir de son empreinte. Dans les
deux cas, on peut utiliser une me´thode de force brute, qui consiste a` essayer
toutes les possibilite´s jusqu’a` ce qu’on trouve le bon mot de passe. Une autre
approche consisterait a` calculer une fois les empreintes de touts les mots de passe
possibles et de les stocker, avec les mots de passe, dans un e´norme dictionnaire.
La force brute est une me´thode qui ne´cessite e´norme´ment de temps mais au-
cune me´moire, alors qu’un dictionnaire complet permet de trouver le mot de
passe imme´diatement mais a` l’aide d’une me´moire e´norme. Le but des compro-
mis temps-me´moire est de cre´er des solutions interme´diaires qui permettent de
trouver un mot de passe plus vite qu’avec la force brute en utilisant moins de
me´moire qu’un dictionnaire complet.
Dans la suite nous allons d’abord voir le principe ge´ne´ral de fonctionnement
des compromis temps-me´moire qui nous inte´ressent. Ensuite nous allons voir de
manie`re plus formelle comment trouver les parame`tres optimaux des compromis
1 fixed plaintext attack.
2et quelles sont les performances que l’on peut attendre de ces me´thodes, en
particulier dans le cas des mots de passe Windows. Nous verrons finalement
comment dans ce cas pre´cis l’imple´mentation de la me´thode peut eˆtre affine´e
pour obtenir des re´sultats encore plus performants.
2 Compromis a` base de chaˆınes
Les compromis temps-me´moire sont re´alise´s a` l’aide de chaˆınes. Pour pouvoir
cre´er des chaˆınes on de´finit une fonction de re´duction, qui ge´ne`re un mot de
passe arbitraire a` partir d’une empreinte. En alternant la fonction de hashage,
qui ge´ne`re une empreinte a` partir d’un mot de passe, et la fonction de re´duction
qui ge´ne`re un mot de passe a` partir d’une empreinte on peut donc ge´ne´rer des
chaˆınes dans lesquels s’alternent mots de passes et empreintes. Pour obtenir un
compromis temps-me´moire on ge´ne`re un nombre m de chaˆınes de longueur t et
on stocke le premier et le dernier e´le´ment de chaque chaˆıne dans une table.
Pour retrouver un mot de passe il faut d’abord retrouver a` quelle chaˆıne ap-
partient une empreinte. Pour ce faire on ge´ne`re une chaˆıne a` partir de l’empreinte
donne´e jusqu’a` ce qu’on trouve un mot de passe qui est e´gal a` une fin de chaˆıne
stocke´e dans la table. A ce moment on sait que l’empreinte appartient a` la chaˆıne
dont le de´but et la fin ont e´te´ stocke´s – ou a` une chaˆıne qui a une fin identique.
En rege´ne´rant la chaˆıne a` partir du de´but qui a aussi e´te´ stocke´ dans la table
on retrouve le mot de passe que l’on recherche ou on constate qu’il s’agit d’une
fausse alarme due au fait que deux chaˆınes ont la meˆme fin. En effet il existe
une chance que des chaˆınes fusionnent, ce qui se produit quand la fonction de
re´duction ge´ne`re le meˆme mot de passe a` partir de deux empreintes diffe´rentes.
Ceci est ine´vitable quand l’ensemble des empreintes possibles est plus grand que
l’ensemble des mots de passe conside´re´s.
Le proce´de´ est illustre´ a` la figure 1. A partir de l’empreinte “h8” on ge´ne`re
une chaˆıne jusqu’a` ce que tombe sur le mot de passe “1” qui est une fin de chaˆıne
qui nous avons stocke´. On rege´ne`re la chaˆıne a` l’aide du de´but de chaˆıne qui a
aussi e´te´ stocke´ pour trouver le mot de passe “8”.
2.1 Tables multiples et arcs-en-ciel
Nous avons vu que dans certains cas deux chaˆınes peuvent fusionner. Ceci est
un proble`me quand on veut ge´ne´rer de grandes tables. En effet, si beaucoup de
chaˆınes on de´ja` e´te´ stocke´es dans une table, la probabilite´ est grande qu’une
chaˆıne supple´mentaire fusionne avec une chaˆıne qui est de´ja` dans la table. Dans
ce cas une partie de la chaˆıne est donc faite de mots de passe qui sont de´ja` dans
la table. Il vaut mieux dans ce cas recommencer une nouvelle table avec une
autre fonction de re´duction. Le compromis temps-me´moire consiste a` ge´ne´rer `
tables de m chaˆınes de longueur t a l’aide de ` fonctions de re´duction et de ne
stocker que les de´but et les fins de chaˆınes.
Une variante plus efficace que nous avons de´veloppe´e re´cemment consiste a`
ge´ne´rer des chaˆınes dans lesquelles on utilise une fonction de re´duction diffe´rente
30 h0 2 h2 3 h3 9H R H R H R
4 h4 8 h8 7 h7 1H R H R H R









Fig. 1. Recherche du mot de passe “8” a` partir de son empreinte “h8” a` l’aide de trois
chaˆınes dont on a stocke´ que le de´but et la fin.
pour chaque position dans la chaˆıne. On calcule donc la premie`re re´duction avec
la fonction R1, la deuxie`me avec la fonction R2 et ainsi de suite. On re´duit
conside´rablement la probabilite´ de fusion, car pour que deux chaˆınes fusionnent
il faut non seulement que le meˆme mot de passe apparaisse dans les deux chaˆınes,
mais qu’en plus il apparaisse a` la meˆme position dans la chaˆıne. Cet artifice
permet de ge´ne´rer des tables beaucoup plus grandes ce qui a` l’avantage de re´duire
le nombre d’ope´rations ne´cessaires a` rechercher un mot de passe. Ce type de table
est appele´ table rainbow, ou arc-en-ciel, parce que chaque chaˆıne contient tout
le spectre des fonctions de re´duction. Pour rechercher a` partir d’une empreinte
un mot de passe dans une table rainbow on suppose d’abord qu’il se trouve dans
la dernie`re colonne. On applique la dernie`re fonction de re´duction et on cherche
le re´sultat dans les fins de chaˆıne. Si on ne le trouve pas, on suppose que le mot
de passe se trouve a` l’avant-dernie`re position des chaˆınes. On applique l’avant-
dernie`re re´duction, un hashage et la dernie`re re´duction pour a` nouveau chercher
le re´sultat dans les fins de chaˆınes stocke´s. Dans le pire des cas il faudra t(t−1)2
ope´ration de hashage pour trouver un mot de passe dans la table. Comme les
table rainbow peuvent eˆtre t fois plus grandes que les tables classiques, on gagne
au moins un facteur 2 a` l’aide des tables rainbow. En re´alite´ ce gain peut eˆtre
bien plus e´leve´, les de´tails de cette me´thode sont donne´s dans [3].
3 Performances
Pour exprimer les performances d’un compromis temps-me´moire on utilise les
variables suivantes:
– T : le temps ne´cessaires a` retrouver un mot de passe, exprime´ en nombre
d’ope´rations de hashage ;
4– M : la me´moire ne´cessaire a` stocker les tables, mesure´e en nombre de chaˆınes
stocke´es ;
– N : le nombre de mots de passe possibles ;
– P : la probabilite´ que l’on trouve le mot de passe dans les tables qui ont e´te´
pre´pare´e.




En d’autres mots, le produit du temps de cassage et du carre´ de la me´moire
utilise´e est constant. Une chiffre que l’on voit souvent en litte´rature est que les
compromis temps-me´moire permettent de re´duire le temps de cassage brut de
T = N avec une me´moire nulle a` un temps e´gal a` T = N
2
3 en utilisant une
me´moire de M = N
2
3 , ce qui correspond a` re´duire d’un tiers la longueur du
mot de passe ou de la clef a` trouver. Comme le temps de cassage augmente avec
le carre´ de la me´moire disponible il est important d’utiliser la me´moire de la
manie`re le plus efficace possible. Un premie`re optimisation consiste a` utiliser des
tables parfaites, c’est a` dire, des tables dans lesquelles on e´limine les chaˆınes qui
fusionnent. Ensuite il faut aussi choisir un format de stockage des chaˆınes qui
utilise qui permette de stocker un maximum de chaˆınes dans un nombre d’octets
donne´s.
3.1 Tables parfaites
Les tables parfaites sont des tables dans lesquelles on retire les chaˆınes qui fu-
sionnent. Dans le cas des chaˆınes rainbow cette ope´ration est simple car les
chaˆınes qui fusionnent ont des fins de chaˆıne identiques. Comme on doit de
toute fac¸on trier les chaˆınes d’apre`s leur fin pour faciliter la recherche dans les
tables, l’e´limination des fusions se fait sans effort. A chaque fois que l’on retire
un chaˆıne qui fusionne avec un autre on e´limine pas seulement des mots de passes
qui e´taient a` double mais aussi le de´but de la chaˆıne qui contient des mots de
passe uniques. Pour compenser cette perte, il faut donc ge´ne´rer plus de chaˆınes,
obtenir le taux de re´ussite de´sire´ apre`s e´limination des fusions. Le nombre de
chaˆınes sans fusions que l’on obtient apre`s ge´ne´ration d’un nombre de chaˆınes
donne´es est illustre´ a` la figure 2. Le nombre maximum de chaˆınes que l’on peut
ge´ne´rer est e´gal N , car un peut ide´alement utiliser chaque mot de passe comme
un point de de´part d’une chaˆıne. Dans notre cas, en ge´ne´rant 80 milliards de
chaˆınes on obtiendra pas plus de 35 millions de chaˆınes sans fusion et on obtient
de´ja` 30 millions de chaˆınes sans fusion apre`s avoir ge´ne´re´ 210 millions de chaˆınes.
3.2 Configuration optimale
Pour une me´moire M et un taux de succe`s P donne´s nous allons maintenant
essayer de trouver la configuration t, m, ` optimale qui va produire le temps de























Fig. 2. Effort ne´cessaire pour obtenir des chaˆınes sans fusion.
est tre`s simple a` calculer. En premier nous allons essayer des tables parfaites aussi
grandes que possible, pour limiter le nombre de tables. Le nombre maximal de





Un fait inte´ressant est que la probabilite´ de succe`s d’une telle tables est









N ≈ 1− e−2 = 86% (1)
La se´lection du nombre de tables ` est donc simple. Si la probabilite´ de
re´ussite voulue est plus petite que 86%, il suffit d’une seule table. Sinon, il faut
calculer le nombre de tables ` qui permet d’arriver au taux de re´ussite de´sire´.
Comme le nombre de table doit eˆtre entier on arrondi vers le haut ce qui a pour
effet de baisser le taux de re´ussite de chaque table un peu en dessous de 86%.
Du nombre de tables ` de´coule le nombre de chaˆınes par table m puisque chaque
table aura a` disposition une part de me´moire e´gale a` M
`
. Connaissant le nombre
de chaˆınes et le taux de re´ussite pour chaque table il est facile de calculer la
longueur t des chaˆınes.
` = d















ln(1 − P ) (4)
Les formules ci-dessus nous permettent de trouver la configuration optimale
du compromis temps-me´moire en fonction de la me´moire disponible et du taux
de re´ussite escompte´. Pour pouvoir analyser la performance du compromis il
nous reste a` calculer combien d’ope´rations seront ne´cessaires en moyenne pour
retrouver un mot de passe graˆce aux tables pre´calcule´es.
3.3 Travail a` fournir
La structure re´gulie`re des tables rainbows permet de calculer exactement le
nombre moyens d’ope´rations ne´cessaires pour retrouver un mot de passe, en
incluant meˆme les ope´rations dues aux fausses alarmes. Le cassage d’un mot
de passe se fait en cherchant dans la dernie`re colonne de toutes les tables, puis
dans l’avant-dernie`re colonne et ainsi de suite jusqu’a` ce que le mot de passe
soit trouve´ ou que la premie`re colonne est atteinte. Il y a donc au maximum `t
recherches. Nous calculons le nombre moyen d’ope´rations de hashage en faisant
la somme du nombre d’ope´rations ne´cessaires pour trouver un mot de passe dans
une recherche donne´e ponde´re´ par la probabilite´ que le mot de passe soit trouve´
dans cette recherche.








Lors de la k-e`me recherche on se trouve dans la colonne




Le nombre d’ope´rations effectue´es pour la k-e`me recherche (incluant les recherche
pre´ce´dentes) est e´gal a`
Tk =
(t− c)(t − c − 1)
2
La probabilite´ qc de tomber sur une fausse alarme lorsque l’on fait une
recherche a` partir d’une colonne c est e´gale a` la probabilite´ de tomber sur une















En combinant ces re´sultats on trouve que le nombre moyen d’ope´rations de





























Le deuxie`me terme de la somme correspond au travail fourni lorsque le mot
de passe n’est trouve´ dans d’aucune recherche. Ces formules ont e´te´ ve´rifie´es par
les mesures suivantes:
N = 8.06e7, t = 4666, the´orie moyenne de
m = 23.8e6, l = 5 1000 mesures
calculs d’empreintes (moyenne) 4.30e6 4.11e6
calculs d’empreintes (max) 7.49e7 7.50e7
nombre de fausses alarmes (moyenne) 596 569
nombre de fausses alarmes (max) 12315 12309
Table 1. Performances calcule´es et mesure´es des tables rainbow
3.4 Les graphes temps-me´moire
Maintenant que nous savons calculer les performances du compromis dans sa
configuration optimale nous pouvons ge´ne´rer les courbes exactes de la relation
entre le temps et la me´moire. Dans la figure 3 nous avons repre´sente´ ces courbes
pour diffe´rents taux de re´ussite.
L’information que l’on retire de la figure 3 est que les tables rainbow ge´ne`rent
des compromis qui suivent bien la fonction T ≈ N 2/M2. Cette relation est
valable pour tous les taux de re´ussite, l’effet du taux est simplement de de´caler
les courbes. En de´crivant l’effet du taux de re´ussite par une fonction f que nous






La caracte´ristique du compromis peut eˆtre calcule´e avec les meˆmes formules
qui ont permis d’e´tablir les courbes temps-me´moire. Le re´sultat est donne´ a`
la figure 4. On y voit comment f e´volue en fonction du taux de re´ussite. Des
paliers apparaissent dans la courbe a` chaque fois qu’une table supple´mentaire
est ne´cessaire pour obtenir le taux de re´ussite voulu, le premier e´tant a` 86%. Au
bas de chaque palier, le taux de re´ussite par table est proche de 86% par table,
ce qui implique un effort e´norme pour ge´ne´rer les tables. Il vaut donc souvent
mieux “prendre le palier”, c’est a` dire utiliser une table supple´mentaire lorsque






















Fig. 3. Courbes temps-me´moire pour diffe´rents taux de re´ussite (N = 1.6e07).
Avec les e´quations du chapitre 3.2 et le graphe de la caracte´ristique du com-
promis, nous avons toutes les informations ne´cessaires pour trouver la configu-
ration optimale des tables et calculer le temps qu’il faudra pour trouver un mot
de passe en fonction de la me´moire disponible. Nous pouvons donc maintenant
nous atteler a` l’imple´mentation efficace de notre casseur de mots de passe.
4 Imple´mentation de l’attaque
Avant de discuter des de´tails de l’imple´mentation d’un casseur de mots de passe,
nous rappelons brie`vement les deux types d’empreintes utilise´s par les syste`mes
Windows.
Le LanManager hash (LM hash) est le type d’empreintes le plus ancien. Il fonc-
tionne avec des mots de passe d’une longueur maximale de 14 caracte`res. Le mot
de passe est d’abord coupe´ en deux blocs de 7 caracte`res. Puis toutes les minus-
cules sont remplace´es par des majuscules. Finalement chacun des blocs est utilise´
comme clef de 56 bits pour chiffrer un texte pre´de´fini a` l’aide de l’algorithme
DES. Les deux re´sultats de 64 bits chacun sont concate´ne´s pour former le LM
hash. Cette manie`re de faire est tre`s peu efficace. En effet, alors qu’il est possi-
ble d’exprimer 284 diffe´rents mots de passe alphanume´riques de 14 caracte`res de
long, ces mots de passe ne ge´ne`reront que 236 moitie´s d’empreintes diffe´rentes.
Le NT hash est un type d’empreinte plus re´cent. Il fonctionne avec des mots
de passe de longueur arbitraire et ne transforme pas les minuscules en majus-













Fig. 4. La caracte´ristique temps-me´moire des tables rainbow. Les paliers apparaissent
a` chaque fois qu’une table supple´mentaire est ne´cessaire pour atteindre le taux de
re´ussite de´sire´.
le mot de passe. Le re´sultat est une empreinte de 128 bits. Cette me´thode
ge´ne`re re´ellement 284 empreintes diffe´rentes pour les 284 mots de passes al-
phanume´riques possibles.
Pour des raisons de compatibilite´ il se trouve que toutes les versions de Win-
dows ge´ne`res les deux types d’empreintes a` chaque fois qu’un mot de passe d’un
utilisateur est ajoute´ ou modifie´. A partir de Windows 2000 la ge´ne´ration peut
eˆtre de´sactive´e en modifiant une clef dans le registre Windows. Dans Windows
Server 2003 la ge´ne´ration des LM hash est de´sactive´e par de´faut.
La me´thode la plus efficace pour casser des empreintes Windows est de
s’attaquer d’abord aux deux moitie´s du LM Hash pour trouver le mot de passe
majuscule qui correspond a` cette empreinte. Ensuite il ne reste plus qu’a ve´rifier
quelle combinaison de majuscules et minuscules (au plus 16384 possibilite´s)
donne le bon LM hash.
4.1 Optimisations
Les performances re´elles d’un casseur a` base d’un compromis temps-me´moire
de´pendent finalement de la vitesse des ope´ration de hashage et du nombre de
chaˆınes que l’on arrive stocker dans la me´moire disponible.
Efficacite´ du DES: Pour les ope´rations de hashage il suffit de trouver un bonne
imple´mentation de DES, par exemple celle qui se trouve dans la librairie libssl.
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Notre utilisation de DES a la particularite´ que la clef de chiffrement change avec
chaque nouvelle ope´ration de chiffrement. L’utilisation d’une imple´mentation de
DES en bitslice permettrait e´ventuellement d’augmenter les performances. Ce
genre d’imple´mentation exe´cute par exemple 32 DES en paralle`le en utilisant
les mots de 32 bits du processeur pour stocker un bit de 32 diffe´rents DES.
Les ope´rations de DES qui se font sur des bits peuvent ainsi eˆtre applique´e a`
32 calculs en une seule ope´ration de 32 bits. Cette me´thode peut meˆme eˆtre
e´tendue a` 64 bits avec des processeurs de 64 bits ou des ope´ration de 64 bits de
processeurs 32 bits (p.ex. MMX sur processeur Pentium). Une imple´mentation
en bitslice est par exemple utilise´e par le casseur de mots de passe en force brute
John the Ripper[2].
Efficacite´ du stockage: L’optimisation du stockage des tables est plus im-
portant que l’optimisation de DES puisque le temps de cassage diminue avec le
carre´ du nombre de chaˆınes stocke´es. Une me´thode na¨ıve consisterait a` stocker
pour chaque chaˆıne les sept octets qui correspondent au mot de passe du de´but
de la chaˆıne et les sept octets qui correspondent a` la fin. C’est ce qui est par
exemple fait dans le logiciel rainbowcrack. Au fait, pour faciliter l’alignement
des chaˆınes, ce logiciel utilise 16 octets par chaˆınes.
Binarisation: La premie`re constatation que l’on doit faire est qu’il n’y a que
236.23 mots de passes alphanume´riques d’un a` sept caracte`res. On ne devrait
donc pas utiliser plus de 37 bits pour stocker un mot de passe. Il suffit de
de´finir une repre´sentation que nous appelons repre´sentation binaire, qui assigne
a` chaque mot de passe un chiffre entre 0 et 236.23. Une me´thode simple consiste
a` conside´rer les mots de passe alphanume´riques comme des nombres en base 37
faits des 36 caracte`res alphanume´riques et d’un caracte`re vide pour les mots de
passe courts. En repre´sentation binaire une chaˆıne peut eˆtre stocke´es a` l’aide
de 74 bits, ce qui est 1.5 fois plus petit que les 14 octets propose´ ci-dessus. Le
temps de cassage en est re´duit d’un facteur de 2.3 (1.52). Au fait, les de´buts de
chaˆınes que nous devons stocker sont des mots de passe que nous avons choisis
arbitrairement lors de la cre´ation des tables. Si nous avons besoins de m0 de´buts
de chaˆınes pour ge´ne´rer les tables, nous choisirons donc les mot de passe qui ont
les repre´sentation binaires allant de 0 a` m0−1. Il nous faudra donc que log2(m0)
bits pour stocker les de´buts de chaˆınes. Cette manie`re de faire permet facilement
de stocker un de´but de chaˆıne alphanume´rique dans un entier de 32 bits.
Indexation des fins de chaˆınes: Les fins de chaˆınes peuvent prendre des
valeur quelconques parmi les 236.23 possibilite´s. Par contre ces valeurs seront
trie´es par ordre croissant. Les valeurs qui se suivent ont donc des pre´fixes com-
muns. On peut de`s lors ne pas stocker ces pre´fixes et cre´er une table d’indexation
qui indique a` partir de quelle position on trouve un pre´fixe donne´. Un exemple
simple consiste a` cre´er 36 fichiers qui correspondent a` la premie`re lettre des fins
de chaˆınes et de stocker les chaˆınes dans les fichiers correspondants. Il n’est donc
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plus ne´cessaire de stocker le premier caracte`re des fins de chaˆınes puisqu’il est
identique a` toutes les chaˆınes stocke´es dans un fichier. Il se trouve que des mots
de passe de 6 caracte`res alphanume´riques peuvent eˆtre repre´sente´s de manie`re
binaire a` l’aide de 32 bits, ce qui permet donc de stocker les fin de chaˆınes dans
un entier de 32 bits. Avec ce qui a e´te´ dit pre´ce´demment sur les de´but de chaˆınes
nous pouvons donc stocker une chaˆıne dans 8 octets, ce qui re´duit le temps de
cassage d’un facteur 3 par rapport des chaˆınes de 14 octets ou meˆme un facteur
4 par rapport a` des chaˆınes sur 16 octets comme dans rainbowcrack. C’est la
solution que nous avons imple´mente´e dans la de´monstration que nous avions mis
en ligne au cours de l’e´te´ 2003[4]. En moins d’un Go nous avons ainsi pu stocker
115 millions de chaˆınes (5 tables a` 23.8 millions de chaˆınes).
L’utilisation de pre´fixes plus longs permet d’augmenter encore le gain du a`
l’indexation. Pour chaque bit supple´mentaire que l’on conside`re dans le pre´fixe,
il y a un bit de moins a` stocker pour chaque chaˆıne mais deux fois plus d’indexes
a` ge´ne´rer. Dans le cas qui nous inte´resse, la solution optimale se trouve autour de
20 bits de pre´fixe et 16 bits stocke´s par chaˆıne. Le stockage de l’index lui-meˆme
utilise moins de 10% de la me´moire ne´cessaire a` stocker une table. On arrive
donc finalement a` 6 octets par chaˆıne, ce qui permet avec la meˆme quantite´ de
me´moire, de casser les mots de passe 5.4 fois plus vite qu’avec un repre´sentation
sur 14 octets.
5 Conclusions
Les compromis temps-me´moire permettent d’obtenir des re´sultats exceptionnels
pour le cassage de mots de passe Windows. Ceci est du a` plusieurs raisons.
D’abord, les empreintes des syste`mes Windows (LM hash et NT hash) peuvent
eˆtre calcule´es a` l’avance. A notre connaissance, Windows est le seul syste`me
d’exploitation actuel ou cela est possible. Dans toutes les variantes d’Unix, par
exemple, une valeur ale´atoire (le sel) est ajoute´e lors de la calculation d’une
empreinte. Cette valeur n’e´tant pas connue a` l’avance on ne peut pas pre´parer des
tables a` l’avance. La deuxie`me raison qui rend l’utilisation de compromis temps-
me´moire ide´ale pour casser des mots de passe est qu’il s’agit d’un proble`me
avec une complexite´ re´duite. En effet l’ensemble des mots de passe qui sont
potentiellement choisis par des utilisateurs est bien plus petit que les 256 cle´s
possibles pour DES. Si on devait casser un syste`me qui utilise DES avec des
cle´s arbitraires, on arriverait peut-eˆtre a` casser une clef de 56 bits en quelques
heures, mais il faudrait des anne´es de calcul pour pre´parer les tables!
Outre les mots de passe Windows nous n’avons pas trouve´ syste`mes qui
n’utilisent pas de composante ale´atoire (sel, vecteur d’initialisation) et qui sont
d’une complexite´ raisonnablement faible. Nous avons applique´ avec succe`s notre
me´thode pour casser le LM hash de mots de passe alphanume´riques (N = 236)
et des mots de passe faits de chiffres, de lettres et de 16 caracte`res spe´ciaux
(N = 240). La seule parade propose´e par Microsoft contre ce genre d’attaques
et de de´sactiver la ge´ne´ration du LM Hash. Ceci ne peut eˆtre qu’une solution
momentane´e. En optimisant encore un peu l’imple´mentation et en profitant des
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performances de machines plus re´centes il devient aussi possible de casser di-
rectement des NT Hash puisqu’ils ne contiennent pas non plus de sel. Il y a
par exemple moins que 248 mots de passes alphanume´riques de 8 caracte`res a`
casse mixte. Comme les compromis temps-me´moire be´ne´ficient doublement de
la loi de Moore (par l’augmentation de la me´moire disponible et de la vitesse des
processeurs) il faut espe´rer que Microsoft ne tarde pas a` proposer un nouveau
type d’empreintes pour pre´server la se´curite´ des mots de passe de ses syste`mes
d’exploitation.
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