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Résumé : On s'intéresse à un problème de oneption optimale de forme d'antenne à réeteur. Ons'appuie sur un problème modèle purement géométrique de reonstrution de forme pour montrerque les algorithmes de desente se omportent omme des anti-lisseurs. Ensuite, un algorithmemultiniveau de orretion hautes fréquenes est développé an d'aélérer la onvergene deméthodes lassiques. Les expérienes numériques montrent que ette méthode est plus eaequ'une méthode de Gradient Conjugué mais moins qu'une méthode de Quasi-Newton pour lestailles de problème onsidérées (<50).Mots-lés : optimisation de forme, problèmes inverses, algorithmes hiérarhiques, multigrille,életromagnétisme, antenne à réeteur
Hierarhial methods for the optimal shape design of areetor antennaAbstrat: We onsider an optimal shape design problem of a reetor antenna. We providetheoretial results on a simple purely geometrial shape optimization problem to show that desentalgorithms an be seen as anti-smoother. Then, a high frequeny multilevel orretion algorithmis developed in order to speed up the onvergene of lassial methods. Numerial experienes showthat this method is more eient than a Conjugate Gradient method but not as good as a Quasi-Newton algorithm for the onsidered problem sizes (<50).Key-words: shape optimization, inverse problems, hierarhial methods, multigrid, eletromag-netis, reetor antenna
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4 Chaigne & Désidéri5.3.2 Problème inverse en puissane . . . . . . . . . . . . . . . . . . . . . . . . . 456 Conlusion et perspetives 461 IntrodutionUn problème d'optimisation de forme onsiste à herher la forme qui, dans une lasse de formesadmissibles, réalise l'optimum d'un ritère déni a priori. Ce ritère peut dépendre expliitementde la forme et éventuellement ou exlusivement d'une variable d'état qui en dépend impliitement,par exemple par le biais d'une équation aux dérivées partielles (où le domaine orrespond alorslassiquement à la forme à optimiser).Si les formes admissibles existent dans un espae de dimension innie, en pratique, l'espae dereherhe est réduit à un espae de dimension nie (néessairement inlus dans la lasse des formesadmissibles) en vue d'une optimisation numérique. Toute forme de et espae est représentée dansune base par un nombre ni de variables appelées paramètres de oneption (ou d'optimisation).On distingue en général les approhes CAD-free, non-paramétriques, qui onsidèrent la disré-tisation du domaine à optimiser omme ontrle (éléments du maillage, éventuellement supportde l'état), des approhes paramétriques dont le ontrle est déni indépendamment du maillage(représentation de Bézier, B-splines, points de ontrle Free-Form deformation, et. [10, 20℄).L'approhe CAD-free onduit en général à l'optimisation d'un grand nombre de degrés deliberté (la taille du maillage étant potentiellement de l'ordre du million de n÷uds) tandis quel'approhe paramétrique n'optimise que quelques dizaines de variables, e qui rend l'optimisationnumérique moins oûteuse. Dans es diérentes ongurations (approhe paramétrique ou non,hoix de la base de paramétrisation) on examine la onvergene d'un algorithme de desente. Enpartiulier, on souhaite déterminer si dans le ontexte d'un problème d'optimisation de systèmegouverné par une EDP, on retrouve des propriétés de onvergene adéquates à l'appliation d'unestratégie hiérarhique de type multigrille.Pour ela nous nous intéressons dans un premier temps à la minimisation d'une simple fon-tionnelle qui ne dépend que de la forme : nous traitons un problème lassique de meilleure ap-proximation d'une fontion de L2 sur un intervalle fermé et borné [a b] dans un sous-espae F dedimension nie (setion 3). Ce problème onduit à résoudre un système linéaire Ax = b où A et bdépendent du hoix des paramètres de oneption x. On étudie le onditionnement et le spetrede A ainsi que la vitesse de onvergene de l'algorithme de desente (il s'agit d'une extension del'étude [8℄).Dans un seond temps, après avoir mis en évidene les faiblesses de ertaines paramétrisationsdu point de vue de la qualité de la onvergene (vitesse et préision), on s'intéresse à un algorithmemultiniveau an de palier es problèmes (setion 4). Cette algorithme s'inspire des travaux [22℄.Enn, on s'attahe à un problème de oneption optimal d'antenne à réeteur (setion 5).Comme pour le problème purement géométrique de meilleure approximation, on étudie le spetredes hessiens paramétriques an d'obtenir des informations sur la raideur du système et sur laonvergene. On ajoute ii une diulté supplémentaire : la non-linéarité du gradient (i.e. lafontionnelle n'est pas quadratique). La onvexité n'est d'ailleurs pas garantie, pas plus que l'uni-modalité. Toutefois on s'aranhira de la multimodalité en hoisissant un point de départ assezprohe de la solution.2 Généralités sur le problème des moindres arrés linéaireOn rappelle brièvement le problème des moindres arrés linéaire (en dimension nie) qui s'ap-parente au problème de meilleure approximation (dimension innie).Soit le système linéaire surdéterminé Ax = b, A ∈ Rm×n et b ∈ Rm tel que m > n. Il estrare que b appartienne à l'image de A, une telle équation n'a don généralement pas de solution.INRIA
Algorithmes multiniveau pour la oneption optimale d'antenne 5Alternativement on herhe à minimiser le résidu Ax− b au sens des moindres arrés, soit
min
x∈Rn
‖Ax− b‖
2pour la norme eulidienne. Par ailleurs on note que
‖Ax− b‖
2
= (Ax− b)T (Ax− b)
= xT AT Ax− 2xT AT b + bT b.Le problème des moindres arrés revient don à minimiser la fontion J(x) = 12xT AT Ax− xT AT bdont le gradient est G(x) = AT Ax − AT b. Le minimum est atteint pour x tel que G(x) = 0 ⇔
AT Ax = AT b. Ce minimum existe et est unique puisque la matrie AT A est dénie positive. Leséquations du système AT Ax = AT b sont appelées équations normales.D'un point de vue numérique il est onnu que la matrie AT A est généralement très malonditionnée. Le système est rarement résolu sous ette forme. Similairement, dans les setionsqui suivent, on s'intéresse à un problème des moindres arrés dans le adre d'espaes fontion-nels. On aboutit également à un système de type Ax = b à résoudre pour lequel on étudiera leonditionnement de A.3 Problème de meilleure approximationDans ette setion on note H0 l'espae des fontions L2 sur l'intervalle [a b] telles que f(a) =
f(b) = 0. On munit H0 du produit salaire usuel dans L2
(f, g) =
∫ b
a
f(t)g(t)dt (1)et de sa norme assoiée.
‖f‖ =
√
(f, f) =
(
∫ b
a
|f(t)|
2
dt
)1/2
. (2)3.1 Fontionnelle de formeSoit f̄ une fontion de H0 et F un sous-espae de H0. On herhe à résoudre le problème deminimisation suivant :
min
f∈F
J (f) =
1
2
∥
∥f − f̄
∥
∥
2
=
1
2
∫ b
a
∣
∣f(t)− f̄(t)
∣
∣
2
dt. (3)Bien évidemment, la fontionnelle de forme J est ontinue, diérentiable et quadratique (dononvexe). Sa diérentielle G est telle que
〈G(f), δf〉 =
(
f − f̄ , δf
)
=
∫ b
a
(
f(t)− f̄(t)
)
δf(t)dt, ∀δf ∈ H0 (4)et son hessien H
〈H(f)δf, δg〉 = (δf, δg) =
∫ b
a
δf(t)δg(t)dt, ∀δf, δg ∈ H0. (5)
H est bien indépendant de f , symétrique et déni positif (s.d.p.) ar 〈H(f)δf, δf〉 = ‖δf‖2 > 0.
RR n° 6625
6 Chaigne & Désidéri3.2 Fontionnelle paramétriqueL'approhe paramétrique onsiste à représenter la ourbe dans un espae de dimension nie.Elle s'exprime don omme une ombinaison linéaire nie de fontions de bases. Soit {fk}nk=0 unefamille libre de H0. L'espae F = vect{. . . , fk, . . . } est un sous-espae de H0 de dimension n + 1(ou de degré n, pour un espae polynmial). Par onstrution, quel que soit f appartenant à F ilexiste x ∈ Rn+1 tel que
f [x](t) =
n
∑
k=0
xkfk(t). (6)Si on injete ette représentation de f dans (3) on obtient
∀f ∈ F, J (f) =
1
2
∫ b
a
∣
∣
∣
∣
∣
n
∑
k=0
xkfk(t)− f̄(t)
∣
∣
∣
∣
∣
2
dt.On appelle fontionnelle paramétrique l'appliation J dénie sur Rn+1 suivante
J(x) = J (f [x]) =
1
2
∫ b
a
∣
∣
∣
∣
∣
n
∑
k=0
xkfk(t)− f̄(t)
∣
∣
∣
∣
∣
2
dt. (7)On remarque bien que la forme de la fontionnelle paramétrique (7), qui est la restrition à F dela fontionnelle de forme (3), dépend de la base dans laquelle les fontions f de F sont exprimées.Le gradient G de J est
G(x) =




...
〈G(f [x]), fk〉
...




, (8)et la matrie hessienne H
H(x) =





...
· · · 〈H(f [x])fk, fj〉





. (9)
H est indépendant de x de la même manière que H est indépendant de f . La fontionnelle para-métrique s'érit plus simplement
J(x) =
1
2
xT Hx− bT x + c (10)où bk = (f̄ , fk) et c = 12 ∥∥f̄∥∥2. On note que H est bien s.d.p. puisqu'il s'agit d'un as partiulierde (5). La ondition néessaire d'optimalité G(x) = 0⇔ Hx− b = 0 implique que le problème (3)revient à résoudre le système Hx = b. Nous sommes don amenés à étudier la matrie hessienne
H dont les éléments hkj sont donnés par
hkj =
∫ b
a
fk(t)fj(t)dt (11)pour la base {fk}nk=0 onsidérée.3.3 Appliation aux éléments P1Dans un premier temps on onsidère les éléments P1 omme base de représentation de f , sup-posée ontinue et linéaire par moreaux. Cette approhe est onsidérée omme non-paramétriqueINRIA
Algorithmes multiniveau pour la oneption optimale d'antenne 7dans le sens où elle ne dénit pas f de manière ontinue : elle tient ompte de la disrétisation dusupport [a b].Par la suite on appelle paramétrisation toute approhe qui onsiste à représenter une ourbede manière ontinue à l'aide d'un nombre ni de paramètres (par exemple, une représentationde Bézier). La dimension de l'espae paramétrique est ensée être très inférieure à la taille de ladisrétisation.Remarque 1. on s'intéresse prinipalement aux approhes paramétriques, ette première étudea pour but de fournir un fondement théorique aux setions qui vont suivre, essentiellement numé-riques.Soit Th une disrétisation uniforme de [a b] : tk = a + kh, h = b−aN , k = 0, . . . , N . Les fontionsP1 ou éléments P1 sur Th (fontions hapeaux, voir Figure 1) sont les fontions dénies par :
fk(t) =



t−tk−1
h t ∈ [tk−1 tk] k > 0
tk+1−t
h t ∈ [tk tk+1] k < N
0 t /∈ [tk−1 tk+1]
. (12)
tNt k+2t k+1t kt k−1t k−2t0
0f k−1f kf k+1f Nf
t
f
1
... ...
... ...Fig. 1  Éléments P1Le support loal des fontions fk implique que la matrie hessienne notée Hh a une struturebande. Ii 'est une matrie tribande dont les éléments sont :
hjk =





∫ h
0
(
t
h
)2
dt = h/3 j = k = 1, j = k = N
2
∫ h
0
(
t
h
)2
dt = 2h/3 1 < j = k < N
∫ h
0
t
h
(
1− th
)
dt = h/6 j = k + 1, j = k − 1
. (13)On a don Hh = h6 A ave
A =







2 1
1 4 1
. . .
. . .
. . .
1 4 1
1 2







∈ R(N+1)×(N+1) (14)ou
A =







4 1
1 4 1
. . .
. . .
. . .
1 4 1
1 4







∈ R(N−1)×(N−1) (15)
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8 Chaigne & Désidériselon que l'on impose ou non des onditions au bord de type Dirihlet homogène (i.e. on ignoreles fontions f0 et fN ). On se plae désormais dans e dernier as et on étudie le spetre de
A = ΩΛΩT .Dans un premier temps on onstate que A est stritement à diagonale dominante. D'après lethéorème de Gershgorin on sait que les valeurs propres de A sont telles que σ(A) ⊂ [2 6] et quepar onséquent le onditionnement de A est borné par κ2 ≤ 3, quelle que soit la dimension dumaillage N .Soit H∆ la matrie issue de la disrétisation par diérenes nies sur Th de l'opérateur laplaien
−∆ appliqué aux fontions nulles au bord :
H∆ =
1
h2
A∆ =
1
h2







2 −1
−1 2 −1
. . .
. . .
. . .
−1 2 −1
−1 2







∈ R(N−1)×(N−1). (16)Le spetre de A∆ = Ω∆Λ∆ΩT∆ est bien onnu (voir [7℄ par exemple) :
Ω∆ =






S1 · · · SN−1






, Λ∆ =



µ1
. . .
µN−1



, µ1 < · · · < µN−1 (17)
Sk =





...
√
2
N sin
(
j kπN
)
...





, µk = 2− 2 cos
(
kπ
N
)
. (18)On retrouve le résultats bien onnu du spetre du laplaien : les veteurs propres sont lesmodes de Fourier disret sur Th (voir Figure 2). Le fateur √2/N est un fateur de normalisationdes veteurs propres. Les valeurs propres les plus petites sont assoiées aux basses fréquenes etles valeurs propres les plus grandes aux hautes fréquenes. Le produit d'un veteur par H∆ (ou
A∆) amplie don les hautes fréquenes. Par ailleurs, quand la taille de la disrétisation augmente,puisque la plus petite valeur propre tend vers 0 et que la plus grande est bornée, le onditionnementde H∆ tend vers l'inni : le système H∆x = b devient de plus en plus raide.Il est faile de onstater que
A = 6I −A∆. (19)La déomposition spetrale de A est don intimement liée à elle de A∆ :
Ω = Ω∆ (20)
Λ = 6I − Λ∆ (21)Les veteurs propres sont les mêmes et l'ordre du spetre est inversé. Plus préisément, on apréédemment noté µk les valeurs propres de A∆ (triées par ordre roissant) et on note λk lesvaleurs propres de A, soit
0 < µ1 < · · · < µN−1 < 4 (22)et
λk = 6− µk =⇒ 6 > λ1 > · · · > λN−1 > 2 (23)(voir Figure 3).Remarque 2. Le spetre est bien inlus dans l'intervalle prédit par le théorème de Gershgorin.Ii les inégalités sont strites, don κ2(A) < 3. INRIA
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10 Chaigne & DésidériLe résultat prinipal de ette étude est de onstater que dans le as du problème de meilleureapproximation, les valeurs propres les plus petites sont assoiées aux hautes fréquenes et les va-leurs propres les plus grandes aux basses fréquenes. Le produit d'un veteur par H (ou A) ampliedon les basses fréquenes. De plus le onditionnement est borné : e problème est numériquementplus simple à résoudre.L'équation de Poisson (−∆f = b) est le prototype du problème raide eaement résolupar une méthode multigrille (MG). Le suès de ette méthode repose sur deux ingrédients :(1) les modes de hautes fréquenes sont rapidement résolus (lissage) ; (2) les modes de bassesfréquenes sont transférées sur une disrétisation plus grossière et deviennent ainsi relativementles hautes fréquenes (Corretion de Grille Grossière). Globalement, la vitesse de onvergene estthéoriquement indépendante de la taille du problème, et e malgré le mauvais onditionnement duproblème originel sur la grille la plus ne.Dans le adre d'un problème d'optimisation de forme omme elui du problème de meilleureapproximation, le spetre n'est pas adapté aux méthodes MG puisque les modes rapidement résolussont les modes de basses fréquenes (anti-lissage). Cependant, omme le onditionnement est trèspetit, on peut se demander si une telle stratégie est pertinente. Gardons toutefois en tête que leproblème qui nous intéresse est l'optimisation d'un système gouverné par une EDP. Il n'est pasgaranti que dans e as, le onditionnement soit également borné.Par onséquent, sahant par ailleurs que nous adoptons une approhe paramétrique, on sou-haite : (1) vérier que la struture spetrale du problème de meilleure approximation est onservéedans le as paramétrique ; (2) déterminer les propriétés spetrales du problème physique an desavoir si une stratégie MG est pertinente.3.4 Meilleure approximation dans un espae polynmialOn rappelle un résultat de meilleure approximation d'une fontion f̄ de H0 dans l'espae despolynmes de degré n sur [a b] noté Pn. Tout d'abord on note que Pn est bien un sous-espae de
H0 puisque [a b] est borné et fermé (et dont les fontions sont don sommables).Une base orthogonale de Pn pour le produit salaire (1) est donnée à partir des polynmes deLegendre Pk qui sont orthogonaux sur l'intervalle [−1 1]. On a
∫ 1
−1
Pk(t)Pj(t)dt =
2
2k + 1
δkj (24)où δkj est le symbole de Kroneker. Un simple hangement de variable sut pour obtenir lespolynmes orthogonaux pk sur [a b] :
pk(t) = Pk
(
2
t− a
b− a
− 1
)
, t ∈ [a b], (25)et
∫ b
a
pk(t)pj(t)dt = akδkj . (26)ave ak = ‖pk‖2 = b−a2k+1 .Le problème de meilleure approximation devient trivial puisque la matrie hessienne à inverser
H est diagonale ave hkk = ak. Les oeients du seond membre bk = (f̄ , pk) sont la projetionorthogonale de f̄ sur la base pk et l'inversion orrespond à la normalisation par ak = ‖pk‖2 dehaun des oeients de la projetion.Le spetre et le onditionnement de e système est évident puisque qu'il est diagonal. Lesveteurs propres (en terme de paramètres de oneption) sont les veteurs de la base anoniquede Rn+1 (onstituant l'identité), les fontions propres sont les fontions pk, et les valeurs propressont les éléments diagonaux ak. Le onditionnement de e système est alors κ2(H) = a0an = 2n+1.INRIA
Algorithmes multiniveau pour la oneption optimale d'antenne 11Dans ette paramétrisation, on retrouve déjà le résultat obtenu ave les éléments P1 : lesfontions propres présentent une struture osillante similaire aux modes de Fourier (le nombred'osillation du mode pk est égale au degré k du polynme) ; plus la fréquene est élevée, plus lavaleur propre assoiée est petite (voir Figures 4 et 5).
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Fig. 4  Fontions propres dans la paramétrisation de Legendre (n = 15) : e sont les polynmesde Legendre eux-mêmes.
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Fig. 5  Valeurs propres dans la paramétrisation de Legendre (n = 15)RR n° 6625
12 Chaigne & DésidériLa paramétrisation a ependant dégradé le onditionnement qui n'est plus borné. An d'obtenirune matrie hessienne orthogonale (de onditionnement κ2(H) = 1) il sut de rendre la matriehessienne égale à l'identité (une matrie orthogonale et diagonale est néessairement l'identité).Pour ela il sut don de normaliser préalablement les pk. La solution, x = b, est don donnéepar la projetion orthogonale de f̄ sur la base orthonormée p̃k = pk√ak .3.5 Étude du spetre des hessiens paramétriquesDésormais nous onsidérons les onditions aux limites f(a) = f(b) = 0. Pour une paramé-trisation donnée, es deux ontraintes d'égalité s'érivent omme des ontraintes linéaires sur lesparamètres x :
n
∑
k=0
xkfk(a) = 0,
n
∑
k=0
xkfk(b) = 0. (27)L'espae de reherhe admissible a don (n + 1) − 2 = n − 1 dimensions. On désigne par Z ∈
R
(n+1)×(n−1) une base orthogonale du noyau de l'espae des ontraintes, 'est-à-dire une baseorthogonale de l'espae admissible. La ondition néessaire d'optimalité s'érit alors omme l'an-nulation du gradient projeté sur l'espae admissible, soit ZT G(x) = 0 (voir [11℄). Ce qui revientà résoudre le système ZT HZx = ZT b où la matrie Hz = ZT HZ est le hessien projeté. Puisque
f̄ ∈ H0 elle satisfait les ontraintes ; le seond membre bz = ZT b dérit don la même fontion que
b mais dans la base Z (b = ZZT b). Hz est évidemment s.d.p. et admet une déomposition spetrale
Hz = ΩΛΩ
T . On supposera que la déomposition est ordonnée suivant les valeurs propres rois-santes 0 < λ1 ≤ λ1 ≤ · · · ≤ λn−1. Les veteurs propres Ω = [ω1 · · ·ωn−1] orrespondent haun àune diretion de l'espae admissible dans la base Z. Les veteurs ω̃k = Zωk orrespondent don àl'expression des veteurs propres de Hz dans l'espae de paramétrisation d'origine. Ils dénissentles fontions propres suivantes̃
uk(t) =
n
∑
j=0
ω̃kj fj(t), k = 1 . . . n− 1. (28)Par ailleurs il est lair que les veteurs propres ωk sont arbitrairement normalisés puisque toutveteur olinéaire à un veteur propre est également un veteur propre assoié à la même valeurpropre. Ainsi on parle plutt de diretion propre. Dans notre as on s'intéresse aux fontions
ũk. De la même manière, toute fontion propre est dénie à un fateur près. On hoisit don dereprésenter sans perte de généralité les fontions
uk =
ũk
‖ũk‖∞olinéaires aux fontions ũk et telles que ‖uk‖∞ = 1.On peut montrer qu'un algorithme de gradient à pas onstant τ pour la minimisation de (7) estéquivalent à une méthode de Jaobi pour la résolution de Hzx = bz ave oeient de relaxation τ(voir setion 4.1). Dans le adre de es algorithmes itératifs il est intéressant d'observer le spetrede Hz puisque la quantité τ(1 − λk) devient équivalent au oeient d'amortissement de l'erreurrelativement au mode propre uk (τ est le pas de desente qui orrespond à un oeient desur/sous-relaxation). Ainsi, les modes orrespondants aux plus petites valeurs propres onvergentplus lentement. Nous partiularisons l'étude aux paramétrisations suivantes : polynmes de Bernstein (représentation de Bézier) polynmes de Legendre (polynmes orthogonaux pour le produit salaire (1)) polynmes de Thebyhev B-splines d'ordre 4 (fontions à support loal)Remarque 3. Les trois premières paramétrisations sont toutes des bases de l'espae des polynmesde degré n alors que la dernière est une base de fontions splines, polynmes par moreaux.INRIA
Algorithmes multiniveau pour la oneption optimale d'antenne 13Dans les setions 3.5.1 à 3.5.4 on représente les modes uk ainsi que le spetre σ(Hz) = {λk}pour haune des paramétrisations. On onsidère a = 0, b = 1 et n = 9 (espae admissible dedimension 8). À la setion 3.5.5 on ompare le nombre de onditionnement des matries hessiennesissues de haune des paramétrisations en fontion de nombre de degrés de liberté (d.d.l.).3.5.1 Polynmes de BernsteinLes polynmes de Bernstein sont dénis sur [0 1] par
Bkn(t) = C
k
nt
k(1− t)n−k (29)où Ckn = n!k!(n−k)! sont les oeients binomiaux (voir Figure 6). Sur [a b] on dénit les fontionsde base
bkn(t) = B
k
n
(
t− a
b− a
)
. (30)Les éléments de la matrie hessienne sont donnés par [10℄
hkj =
∫ b
a
bkn(t)b
j
n(t)dt =
CknC
j
n
Ck+j2n
b− a
2n + 1
. (31)Seule b0n est non nulle en t = a et bnn non nulle en t = b. Les ontraintes (27) s'érivent plussimplement
x0 = 0, xn = 0.On en déduit le hessien projeté Hz dont on peut désormais aluler le spetre numériquement. Onreprésente sur les Figures 7 et 8 les modes propres et les valeurs propres.
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Fig. 6  Polynmes de Bernstein de degré 9On onstate sans surprise que la struture spetrale de la matrie hessienne mise en évideneave les éléments P1 et les polynmes de Legendre est onservée :1. les modes sont similaires à des modes de Fourier,2. plus la fréquene du mode est élevée, plus la valeur propre assoiée est petite.La matrie est ependant très mal 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 beauoup plus raideque l'appro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Fig. 8  Spetre du hessien projeté.
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Algorithmes multiniveau pour la oneption optimale d'antenne 153.5.2 Polynmes de LegendreOn a déjà déni les polynmes de Legendre à la setion 3.4 (voir Figure 4) ainsi que les élémentsde la matrie hessienne. Comme pk(a) = (−1)k et pk(b) = 1, les ontraintes d'égalité s'érivent
n
∑
k=0
(−1)kxk = 0
n
∑
k=0
xk = 0.On alule alors numériquement le spetre du hessien projeté (voir Figures 9 et 10).
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Fig. 10  Spetre du hessien projeté.On observe également que les modes de haute fréquene sont assoiés aux valeurs propres lesplus petites. Le système est beauoup mieux onditionné que elui dans la paramétrisation deBézier-Bernstein : κ2 = 14.06.3.5.3 Polynmes de ThebyhevLes polynmes de Thebyhev sont dénis par
Tk(t) = cos(k arccos t), t ∈ [−1 1]. (32)RR n° 6625
16 Chaigne & DésidériSur [a b] on dénit les fontions de base
tk(t) = Tk
(
2
t− a
b− a
− 1
)
, t ∈ [a b] (33)(voir Figure 11). Comme pour les polynmes de Legendre, les ontraintes s'érivent
n
∑
k=0
(−1)kxk = 0,
n
∑
k=0
xk = 0.Les éléments du hessien sont
hkj =
∫ b
a
tk(t)tj(t)dt =
{
b−a
2
(
1
1−(j+k)2 +
1
1−(j−k)2
)
j + k pair
0 j + k impair (34)On alule alors numériquement le spetre du hessien projeté (voir Figures 12 et 13).
-1
-0.5
 0
 0.5
 1
 0  0.2  0.4  0.6  0.8  1
Tchebychev polynomials of degree 9
Fig. 11  Polynmes de Thebyhev de degré 9
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Fig. 13  Spetre du hessien projeté.pour les modes impairs et 6 pour les modes pairs). Cependant plus la valeur propre augmente,plus les osillations du mode orrespondant s'atténuent près des bords. Le système est très bienonditionné : κ2 = 3.75.3.5.4 B-splinesLes fontions B-splines onstituent une base des fontions polynmes par moreaux (fontionssplines). L'espae de reherhe dière ainsi des autres paramétrisations (qui dénissent un espaepolynmial sur tout l'intervalle [a b]).Les fontions B-splines sont des fontions à support borné. Elles sont entièrement dénies parréurrene à partir des données suivantes : un degré d (ou ordre d + 1) ; une suite de m + 1 réels non déroissants T = {tk}m+1k=1 appelés n÷uds (T est le veteur desn÷uds).On note Ndk la k-ème fontion B-spline de degré d. Les fontions B-splines de degré 0, onstantespar moreaux, sont
N0k (t) = χ[tk tk+1[ =
{
1 si t ∈ [tk tk+1[
0 sinon
. (35)On a don m fontions N0k telles que
Supp(N0k ) = [tk tk+1[.Puis, pour d > 0 et 1 ≤ k ≤ m− (d + 1), Ndk est dénie par la formule de réurrene
Ndk (t) = ω
d
k(t)N
d−1
k +
(
1− ωdk+1(t)
)
Nd−1k+1 (t) (36)
ωdk(t) =
{ t−tk
tk+d−tk si tk 6= tk+d
0 sinon
. (37)On a don m− (d + 1) fontions telles que
Supp(Ndk ) = Supp(N
d−1
k ) ∪ Supp(N
d−1
k+1 ) = [tk tk+d+1[.Ainsi n fontions B-spline de degré d sont néessairement dénies par un veteur de m = n+d+1n÷uds.RR n° 6625
18 Chaigne & DésidériRemarque 4. Si le veteur des n÷uds est elui de la disrétisation Th et que le degré des splinesest 1 (linéaire par moreau) alors ette paramétrisation est équivalente aux éléments P1.La régularité de la fontion au niveau d'un n÷ud est déterminée par la multipliité de e n÷ud :si tk est répété mk fois dans le veteur de noeuds alors Ndk est de lasse Cd−mk en t = tk. Dansnotre as nous souhaitons une disontinuité aux bornes de l'intervalle [a b]. Pour ela on onstruitun veteur de noeuds tel que les valeurs extrêmes sont répétées d + 1 fois :
a = t1 = · · · = td+1 < td+2 < · · · < tn+1 = · · · = tn+d+1 = b. (38)Nous hoisissons arbitrairement de manipuler des splines ubiques (d = 3) de support uniforme(tk+1 − tk = b−an−2d , d + 1 ≤ k ≤ n). On représente de telles fontions à la Figure 14 pour n = 10(don m = n + d + 1 = 14). Dans e as les ontraintes sur les paramètres de ontrle s'érivent
x0 = 0, xn = 0.On alule numériquement le hessien projeté et son spetre (voir Figures 15 et 16).
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uniform B-spline functions of degree 3
Fig. 14  B-splines de degré 3 (d'ordre 4)
-1
-0.5
 0
 0.5
 1
 0  0.2  0.4  0.6  0.8  1
-1
-0.8
-0.6
-0.4
-0.2
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.2  0.4  0.6  0.8  1
-1
-0.5
 0
 0.5
 1
 0  0.2  0.4  0.6  0.8  1
-1
-0.8
-0.6
-0.4
-0.2
 0
 0.2
 0.4
 0.6
 0.8
 0  0.2  0.4  0.6  0.8  1
-1
-0.5
 0
 0.5
 1
 0  0.2  0.4  0.6  0.8  1
-1
-0.8
-0.6
-0.4
-0.2
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.2  0.4  0.6  0.8  1
-1
-0.5
 0
 0.5
 1
 0  0.2  0.4  0.6  0.8  1
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.2  0.4  0.6  0.8  1Fig. 15  Modes propres du hessien projeté ordonnés par ordre roissant de leurs valeurs propres.Les modes s'apparentent fortement à eux des polynmes de Bernstein. Le hessien est unematrie (2d + 1)-bande pour des splines de degré d. Le système est bien onditionné : κ2 = 21.INRIA
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Fig. 16  Spetre du hessien projeté.3.5.5 Inuene de la dimension sur le onditionnement de la matrie hessienneLa norme matriielle induite par la norme vetorielle ‖·‖p est dénie par
‖A‖p = sup
x 6=0
‖Ax‖p
‖x‖p
. (39)Le nombre de onditionnement κp d'une matrie inversible A est
κp(A) = ‖A‖p
∥
∥A−1
∥
∥
p
. (40)En partiulier, pour p = 2 on a
κ2(A) =
λn
λ1
. (41)L'inverse du nombre de onditionnement donne une distane à la matrie non inversible la plusprohe [6℄. En e sens, plus le nombre de onditionnement est élevé, plus la matrie s'apparente àune matrie non inversible. En arithmétique ottante, si ette distane est de l'ordre de la préisionmahine, la matrie est numériquement non inversible.On représente à la Figure 17 une estimation numérique du nombre de onditionnement desmatries hessiennes de haune des paramétrisations en fontion du nombre de degrés de liberté.On rapporte les observations suivantes1. l'approhe paramétrique réduit le nombre de degrés de liberté mais dégrade le onditionne-ment : quelque soit la paramétrisation adoptée, le problème est plus raide qu'ave l'approhenon-paramétrique (le nombre de onditionnement est supérieur à 3) ;2. en partiulier la paramétrisation de Bernstein est très mal onditionnée : le nombre deonditionnement roît de manière exponentielle par rapport à la dimension du problème.Au-delà de n = 25 d.d.l. l'inverse du nombre de onditionnement est de l'ordre de la préisionmahine εm ≈ 2.22 · 10−16 : le problème n'est pas numériquement inversible ;3. les paramétrisations de Legendre et Thebyhev sont mieux onditionnées : l'éart ave lenombre de onditionnement idéal 1 dépend linéairement de la dimension ;4. enn, la matrie hessienne issue de la paramétrisation B-spline d'ordre 4, (matrie bandede largeur 7) a un onditionnement onstant lorsque le nombre de d.d.l. est supérieur à 7.RR n° 6625
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(b) autresFig. 17  Évolution du nombre de onditionnement en fontion de la taille du problème.Dans ette paramétrisation où le support des fontions est loal, on retrouve une propriétéde l'approhe non-paramétrique : le onditionnement est borné.Enn, dans les setions 3.5.1 à 3.5.4 on a vérié que la struture spetrale mise en évidene aveles éléments P1 est onservée dans le as paramétrique. Seule la paramétrisation de Thebyhevne présente pas de modes propres similaires aux modes de Fourier. On s'attend don à e que esoit les modes de hautes fréquenes qui onvergent lentement lorsque le problème devient raide.On illustre ette propriété par une expériene numérique à la setion suivante.3.6 Étude de la onvergene d'une méthode de desente3.6.1 Algorithme de Quasi-NewtonSoit x0 un veteur initial de paramètres. L'itération d'un algorithme de desente s'érit
xi+1 = xi + τ idi (42)où di est une diretion de desente (i.e. telle que G(xi)T di < 0). Le paramètre τ i peut être xeou déterminé par une reherhe le long de di (reherhe unidimensionnelle supposée simple).Dans un algorithme de Quasi-Newton, la diretion de desente est la solution du systèmelinéaire
Bidi = −G(xi) (43)où Bi est une approximation du hessien, dénie positive (et néessairement symétrique). On hoisiten général B0 = I, de telle sorte que la première itération est équivalente à une itération de plusgrande desente. La formule de mise à jour de Bi la plus utilisée est la formule BFGS :
Bi+1 = Bi +
yiyi
T
yiT si
−
Bisisi
T
Bi
siT Bisi
(44)où si = xi+1 − xi et yi = G(xi+1) − G(xi). Bi+1 est bien symétrique et la positivité est assuréepar les onditions de Wolfe.Remarque 5 (Remarque sur le ritère d'arrêt :). Puisqu'un minimum (loal) annule le gradient,un point stationnaire (de gradient nul) est don un andidat omme minimum loal. Un algorithmede gradient est don un algorithme de reherhe de point stationnaire (point xe de l'itération (42)).Un ritère de onvergene s'exprime don naturellement en fontion de la norme eulidiennedu gradient : on s'arrête dès que ette norme est inférieure à un petit ε, dépendant de la préisiondu alul du gradient. INRIA
Algorithmes multiniveau pour la oneption optimale d'antenne 21Cependant, dans le adre d'optimisation de forme paramétrique, la préision du alul du gra-dient, lorsqu'elle est onnue, peut varier selon la paramétrisation. Un autre ritère s'exprime enfontion du résidu de la fontion oût, 'est-à-dire, on itère tant que la fontionnelle peut desen-dre ; dans e as on vérie la norme du gradient a posteriori.Si la fontion oût ne tend pas vers 0 on mesure de préférene le résidu relatif. Sinon le résiduabsolu est plus adéquat. La formule (45) est un ompromis entre les deux notions de résidu relatifet absolu en fontion de la valeur de la fontion oût.
ri =
J i − J i−1
1 + J i−1
(45)3.6.2 Desription du as-testOn se propose de résoudre le problème de meilleure approximation (3) à l'aide d'un algorithmede Quasi-Newton BFGS. Les espaes paramétriques onsidérés sont eux de la setion 3.5. La ible
f̄ est dénie pour t ∈ [a b], a = −3, b = 7, par l'équation
f̄(t) =
8
∑
n=0
an cos(ns) + bn sin(ns), s(t) = 2π(t− a)/(b− a) (46)où les an sont tels que f̄(a) = f̄(b) = 0 (voir Table 1). Le veteur initial est x0 = 0 quel quesoit la paramétrisation de sorte que f [x0] ≡ 0, qui est évidemment admissible (voir Figure 18).On onsidère que l'algorithme a onvergé lorsque le résidu ri (45) est inférieure à ε = 10−15. Lesintégrales sont évaluées par la méthode de Simpson.
n an bn0 0.3593853805E+01 -0.1735280268E+001 0.1525134947E+01 -0.1678281086E+012 -0.1923909257E+01 0.9350947011E+003 0.4329616213E+01 0.1534159761E-014 -0.2853992139E+01 -0.6314124167E+005 -0.1873580031E+01 -0.2306875191E+016 -0.1383638992E+01 0.1325744865E+017 -0.2077733362E+01 -0.9480459848E+008 0.6642488157E+00 0.4184707832E+01Tab. 1  Coeients de la fontion ible sinusoïdale3.6.3 Préision de la solution à onvergene de l'algorithmeL'expériene dérite à la setion préédente est réalisée pour des paramétrisations de plus enplus ne, 'est-à-dire de degré de plus en plus élevé : n = 5, 10, 15, 20, 25, 30, 35, 40, et 45. Lapréision atteinte (valeur de la fontionnelle à onvergene de l'algorithme) est observée. Dans leas des paramétrisations des espaes polynmiaux on s'attend à onverger vers la même valeurpuisque l'espae de reherhe est le même et que l'optimum est unique.On rapporte les observations suivantes :1. Quel que soit le degré, la fontionnelle onverge vers la même valeur pour les paramétrisationsbien onditionnées (Legendre, Legendre normalisé, Thebyhev). L'algorithme a onvergéomplètement.2. Jusqu'à n ≤ 20 (19 d.d.l.), dans la paramétrisation de Bernstein, la fontionnelle onvergeomplètement ; au-delà la préision se trouve dégradée. On rappelle que pour n ≥ 25 leproblème n'est pas numériquement inversible (voir setion 3.5.5).RR n° 6625
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Fig. 18  Représentation des fontions initiale f ≡ 0 et ible f̄ .
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Fig. 19  Valeur de la fontionnelle à onvergene de l'algorithme en fontion du nombre de d.d.l.
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oneption optimale d'antenne 233. Les espaes de reherhe dénis par les fontions B-splines onduisent à une meilleure ap-proximation de f̄ pour 15 ≤ n ≤ 25. Pour n ≥ 30 la solution est moins préise. Comme leonditionnement de ette paramétrisation est bon, on peut onsidérer que la onvergene estomplète.3.6.4 Vitesse de onvergeneÀ la setion préédente on a observé la préision atteinte à onvergene de l'algorithme en fon-tion de la dimension du problème. Dans ette setion on s'intéresse à la vitesse de onvergene : onmesure le nombre néessaire d'évaluations de la fontionnelle pour atteindre le ritère de onver-gene (ε = 10−15 sur le résidu). En hoisissant le nombre d'évaluations plutt que le nombred'itérations de la méthode de desente, on prend en ompte les évaluations qui ont lieu pendantla phase de reherhe optimale unidimensionnelle du pas τ i à haque itération. Les résultats sontrésumés à la Figure 20.Par ailleurs on représente sur les Figures 21 et 22 l'historique de la onvergene de l'algorithmede desente pour les problèmes de dimension n = 20 et n = 45 respetivement. On donne ainsideux exemples où l'on représente à la fois la vitesse de onvergene et la préision atteinte. Lavaleur optimale de la fontionnelle tend vers 0 lorsque la dimension du problème augmente. Pour
n = 45 la dimension est susamment grande pour que l'on onsidère que la valeur optimale soitnulle et justie ainsi la représentation logarithmique de la fontion oût en ordonnée.
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Fig. 20  Nombre d'évaluations de la fontionnelle pour atteindre la onvergene en fontion dunombre de degrés de liberté.Les résultats obtenus sont ohérents ave l'étude du onditionnement des hessiens onduite àla setion 3.5 : plus le nombre de onditionnement κ2 est petit, plus la onvergene est rapide. Laonvergene dans la paramétrisation de Bernstein est la plus lente ; elle dans les paramétrisationsde Legendre, Thebyhev et B-spline est plus rapide et du même ordre de grandeur ; enn elledans la paramétrisation de Legendre normalisée la onvergene est rapide et quasiment onstantepar rapport à la dimension du problème (moins d'une dizaine d'itérations).Remarque 6. Dans le as des polynmes de Legendre normalisés, la solution s'obtient en uneitération quel que soit le point initial si τ0 = 1 ; en eet le gradient est alors G(x0) = x0 − b etRR n° 6625
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x1 = x0 − (x0 − b) = b, où b est la solution (voir setion 3.4). Ii τ0 n'est pas égal à un puisquel'algorithme de desente onsidéré suppose que la fontionnelle est quelonque (pas néessairementquadratique) : τ0 est adapté en fontion de la norme du gradient au point initial (ette méthodeonduit en général à de meilleurs résultats dans le as général) ; on onverge don en deux itérations(plus quelques unes, probablement dues aux erreurs d'arrondi).
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Fig. 21  Évolution de la fontionnelle en fontion du nombre d'évaluations pour toutes les para-métrisations, n = 20. La onvergene dans la base de Bernstein est de 4 à 35 fois plus lente quepour les autres. Il s'agit de la base la moins bien onditionnée (κ2 ≈ 1012). La préision atteinteest ependant identique à elle des paramétrisations de P20.3.6.5 Représentation de l'erreur absolueOn représente sur les Figures 23, 24, et 25 l'erreur absolue ∆f = f [x∗] − f̄ à onvergene del'algorithme pour n = 45 an de montrer que l'erreur restante à onvergene de l'algorithme or-respond aux modes de hautes fréquenes, eux qui onvergent le moins bien ou qui n'appartiennentpas à l'espae de reherhe.On donne également l'erreur uniforme relative en pourentage :
err(f) = 100
‖∆f‖∞
∥
∥f̄
∥
∥
∞
(47)3.7 Conlusion du problème de meilleure approximationL'étude préliminaire et triviale du problème de meilleure approximation (3) a pour but d'illus-trer les diérents problèmes numériques qui peuvent intervenir en optimisation de forme. Danse as préis, en hoisissant une fontionnelle quadratique, nous nous sommes aranhis des pro-blèmes de multimodalité et de non onvexité. De ette manière nous avons pu onduire une étudede la onvergene d'un algorithme de desente lassique sans se souier de la robustesse de laméthode par rapport à la forme initiale. En partiulier nous avons étudié l'inuene de diérentesparamétrisations sur la onvergene en terme de préision et de vitesse.Dans e adre on rapporte les résultats suivants : INRIA
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Fig. 22  Évolution de la fontionnelle en fontion du nombre d'évaluations pour toutes les para-métrisations, n = 45. La onvergene dans la base de Bernstein est également bien plus lente (de 4à 40 fois) ; le onditionnement est tel que κ2 > 1018. Ii la préision atteinte est très mauvaise (unrapport de 1012 entre les valeurs de fontionnelle !). La préision atteinte dans la paramétrisationdes B-splines est aussi médiore (équivalente à elle de la paramétrisation de Bernstein).
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Fig. 23  Représentation de l'erreur absolue f [x∗] − f̄ pour la paramétrisation de Bernstein.
err(f) ≈ 0.16%. Le nombre d'alternanes de signe est de 31. Les modes de hautes fréquenes n'ontpas onvergé ou ne peuvent pas être résolus.
RR n° 6625
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Fig. 24  Représentation de l'erreur absolue f [x∗]− f̄ pour la paramétrisation B-spline. err(f) ≈
0.12%. Comme le système est bien onditionné (et onverge rapidement, voir Figure 22), on endéduit que tous les modes ont été résolus. Pour augmenter la préision de l'approximation, il sutde rajouter des fontions splines ; en théorie on n'augmente pas la raideur du système puisque leonditionnement est borné.1. Une base optimale, orthonormale pour le produit salaire (1), a été identiée de telle sorteque la onvergene soit immédiate ('est-à-dire qu'une itération de desente orrespond enréalité à la résolution omplète du système linéaire équivalent au problème d'optimisation).On en déduit un résultat de référene.2. Les hessiens paramétriques ont été étudiés. Pour toutes les paramétrisations, hormis elledans la base de Thebyhev, les hessiens présentent une struture spetrale prohe des modesde Fourier : haque mode propre est assoié à une fréquene identiée par le nombre d'al-ternanes de signe. Par ailleurs plus la fréquene du mode est élevée plus la valeur propreest petite. Par onséquent, e sont les modes de hautes fréquenes qui onvergent le pluslentement, onformément à la vitesse de onvergene d'une itération linéaire.3. Plus le nombre de onditionnement de la matrie hessienne est grand, plus la onvergeneglobale est lente (plus le système est raide). On en déduit que : la paramétrisation raidit lesystème par rapport à l'approhe non-paramétrique ; en général, plus la dimension augmente,plus le onditionnement est mauvais.4. Il existe une valeur ritique sur la dimension du problème pour laquelle le nombre de ondi-tionnement est si grand (de l'ordre de l'inverse de la préision mahine) que le problèmene peut pas être résolu omplètement. Plus le nombre de onditionnement roît rapidementave la dimension de la paramétrisation, plus ette valeur ritique est petite. Dans le as dela paramétrisation de Bernstein (la moins bien onditionnée) ette dimension ritique est del'ordre de n = 25 (au-dessous de laquelle, bien que lente, la onvergene est omplète aveun algorithme de Quasi-Newton).Il est lair que dans es onditions, l'intérêt d'utiliser une paramétrisation telle que elle deBernstein paraît limité. Cependant les paramètres de oneption ne sont pas toujours laissés auhoix de l'optimiseur (les déformations géométriques peuvent êtres imposées par des hoix tehno-logiques). Dans e ontexte, on présente dans la setion suivante un algorithme multiniveauinspirédes méthodes multigrilles lassiquesqui a pour but d'aélérer la onvergene et d'améliorer lapréision. On s'attahera uniquement à la base de Bernstein en tant que prototype d'une base malonditionnée.Par la suite nous onsidérons un problème inverse mal posé (multimodal, don non onvexe)issu d'un problème de oneption optimale d'antenne à réeteur. Cependant, an de ne pas traiterINRIA
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hevFig. 25  Représentation de l'erreur absolue f [x∗] − f̄ pour les paramétrisations de Legendre etThebyhev. err(f) ≈ 10−7%. Tous les modes ont onvergé.RR n° 6625
28 Chaigne & Désidérila multimodalité, on herhera (expérimentalement) un bon point de départ qui nous assurera laonvergene vers un minimum supposé global.4 Méthodes hiérarhiques d'optimisationOn trouve dans la littérature plusieurs méthodes d'optimisation multiniveau. Les méthodesdites one-shot herhent à résoudre dans un même proessus itératif le système d'équations non-linéaires omposé des onditions néessaires d'optimalité et de l'équation d'état [16, 2, 17, 19, 9℄.Cette méthode n'a don pas de sens quand l'état est une fontion expliite de la géométrie ou résolupar une méthode direte (équations linéaires). L'algorithme MG/Opt issue des travaux [18, 14, 15℄s'inspirent de l'algorithme MG non-linéaire FAS [4, 12, 21, 5, 7℄ pour aélérer la onvergene del'optimisation. Cette méthode est basée sur la hiérarhisation des espaes d'approximation de lavariable d'état. En revanhe, dans le as d'une optimisation paramétrique, la dimension de l'espaede reherhe est xe. On trouve une bibliographie omplète sur e sujet dans [3℄.On s'intéresse ii à la hiérarhisation des paramètres de oneption. En d'autres termes onherhe à résoudre la raideur liée au problème d'optimisation et non elle liée à la résolution del'EDP. Ainsi nous ne faisons auune hypothèse sur la manière dont on résout l'équation d'état.4.1 Itération linéaire et algorithmes de desente4.1.1 GénéralitésUne itération linéaire s'érit :
xi+1 = Gxi + b (48)Une ondition néessaire et susante pour que (48) onverge est que ρ(G) < 1. Dans e as onnote x∗ le point xe et ei = xi − x∗ l'erreur itérative. Comme x∗ vérie x∗ = Gx∗ + b on a
ei+1 = Gei (49)Si G est diagonalisable on note G = TΓT−1, Γ = diag(0 < |g1| ≤ · · · ≤ |gn| < 1). Les veteurs de
T sont les veteurs propres assoiés aux valeurs propres gk. On a don
T−1ei+1 = ΓT−1ei
ǫi+1 = Γǫioù ǫi = Tei par dénition et orrespond à l'erreur dans la base modale T . Une itération orresponddon à l'atténuation de l'erreur d'un fateur |gk| dans la diretion du mode orrespondant :
ǫi+1k = gkǫ
i
k. (50)Dans le as d'une méthode de point-Jaobi ave oeient de relaxation τ pour la résolutiond'un système Ax = b, la matrie d'ampliation GJ est
GJ = I − τA. (51)La matrie d'ampliation de k itérations de Jaobi ave les oeients de relaxation τj , j = 1 . . . ks'érit plus simplement
Gk = (I − τkA) · · · (I − τ1A). (52)Remarque 7. Les oeients τj peuvent être réglés de manière eae (optimale) pour atténuerl'erreur dans la diretion des modes orrespondant à un sous-ensemble du spetre [a b] ⊂ σ. Ils'agit de la méthode de Rihardson ou d'aélération de Thebyhev. En pratique ette méthodeest eae sur les modes orrespondants aux grandes valeurs propres. INRIA
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as d'une fontionnelle quadratique de hessien H le gradient s'érit
G(x) = Hx− b (53)Don une itération de plus grande desente s'érit
xi+1 = xi − τ i(Hxi − b) = (I − τ iH)xi + τ ib (54)où le oeient de τ i peut être xe ou le résultat d'une optimisation unidimensionnelle le long de
Hxi − b. On retrouve la méthode de Jaobi ave I − τH omme matrie d'ampliation. On peutdon érire la matrie d'ampliation pour k itérations de desente ave reherhe de pas linéaireomme Gk de (52).Dans le as d'une méthode de Quasi-Newton on a
xi+1 = (I − τ iBi
−1
H)xi + τ ib (55)La formule BFGS (44) onstruit à haque itération une approximation Bi du hessien H . L'inversede Bi est don un préonditionneur du gradient Hxi. La méthode de Quasi-Newton peut donêtre vue omme un préonditionnement adaptatif d'une méthode de plus grande desente.Remarque 8. Les expérienes de la setion 3.6 indiquent que le Quasi-Hessien BFGS est unbon préonditionneur puisque la onvergene est omplète même pour des systèmes extrêmementraides. Cette approhe est possible puisque le nombre de degrés de liberté reste faible (<100).Au-delà, il n'est pas garanti que la formule reste un bon préonditionneur et l'itération devientoûteuse puisqu'elle suppose la résolution d'un système linéaire. Par ailleurs, il est lair que si lapréision mahine est atteinte, e préonditionneur n'est pas susant pour atténuer l'erreur dansla diretion des modes qui ne sont pas représentables numériquement.Du point de vue de l'optimisation, une petite valeur propre orrespond à une diretion defaible pente de la fontion oût et une grande valeur propre à une diretion de grande pente (lavaleur propre orrespond à la ourbure de la fontion oût dans la diretion de son veteur propreassoié). Lorsque la fontion oût est mal onditionnée, ela veut dire qu'il existe à la fois desdiretions planes et des diretions de grande pente. On onverge failement dans les diretionsde grande pente et diilement dans les diretions quasi-planes (d'où les osillations observéeslors de la onvergene d'une méthode de plus grande desente). La fontionnelle est peu sensibleau diretions planes ; il s'agit en réalité d'une sensibilité relative au hoix de la paramétrisation(i.e. de la sensibilité par rapport aux fontions propres de déformation dénies par les veteurspropres).L'idée de l'algorithme hiérarhique est d'itérer sur des sous-espaes de dimension déroissantegénérés par les diretions les plus planes, an de supprimer petit à petit les diretions sur lesquelleson a bien onvergé. Un tel sous-espae est ainsi mieux onditionné.4.2 Hiérarhisation des espaes de reherhe : opérateurs de prolonge-ment et de restritionOn note F l'espae de reherhe de référene (la grille ne) et V un sous-espae de F (lagrille grossière). F est isomorphe à Rn et V à Rm (m < n). Comme on l'a vu à la setion 3.2,l'espae de référene est onstruit à partir d'une base {fk}nk=1 donnée (paramétrisation). Toutélément v de V ⊂ F peut don s'érire dans ette base. D'une manière générale on dénit V par
V ≡
{
v =
n
∑
k=1
xkfk ∈ F
∣
∣
∣
∣
x = Qy, ∀y ∈ Rm
} (56)RR n° 6625
30 Chaigne & Désidérioù Q est la matrie de l'appliation linéaire de Rm dans Rn qui donne les omposantes d'unélément v de V dans la base de la paramétrisation F (les olonnes de Q sont don les omposantesdans ette base d'une base de V ) : 'est l'opérateur de prolongement.Les sous-espaes V sont onsidérés omme des espaes de orretion. En d'autres termes,pour x∗ ∈ F donné, on onsidère un problème de minimisation sur le sous-espae ane tel que
x = x∗ + ∆x où ∆x ∈ V . Ainsi la fontionnelle paramétrique dans un tel sous-espae devient
j(y) = J(x∗ + Qy) (57)Le gradient de j s'érit don
g(y) = QT G(x∗ + Qy) (58)et le hessien
h(y) = QT H(x∗ + Qy)Q. (59)On distingue trois stratégies multiniveau selon le hoix du sous-espae de orretion V :1. les sous-espaes sont des espaes paramétriques emboîtés (méthode Y ) ;2. les sous-espaes sont des espaes paramétriques emboîtés dont on préonditionne le spetrepar une permutation (méthode Z) ;3. les sous-espaes sont des espaes modaux (méthode Ω).4.2.1 Paramétrisations emboîtées, méthode YDans un premier temps on suppose que l'on dispose d'espaes de paramétrisation emboîtés
V1 ⊂ V2 ⊂ · · · ⊂ Vn, haun muni d'une base {fmk } (par exemple les espaes polynmiaux d'ordreroissant dans la base que l'on veut, les splines d'ordre onstant ave augmentation du nombrede splines par ajout de noeuds, et.). Posons F = Vn. On suppose que pour tout m il existe uneappliation linéaire notée Enm de Rm dans Rn telle que
∀y ∈ Rm, x = Enmy ⇒ v =
m
∑
k=1
ykf
m
k =
n
∑
k=1
xkf
n
k ∈ Vm (60)'est-à-dire que Enm est l'appliation qui exprime les omposantes d'un élément v de V dans labase de F à partir de ses omposantes dans la base de Vm. Dans le as des espaes polynmiaux
Pm et Pn (de dimension m + 1 et n + 1 resp.) dans les bases de Bernstein, on appelle élévationdu degré ette appliation linéaire. Par extension on appelle élévation du degré ette appliationquelle que soit la base et l'espae onsidérés.Dans e as on a
Vm ≡ vect{f
m
k } ≡
{
v =
n
∑
k=1
xkf
n
k ∈ F
∣
∣
∣
∣
x = Enmy, ∀y ∈ R
m
}
, Q = Enm. (61)Remarque 9. Cette appliation devient triviale lorsque la base des sous-espae Vm est onstituéedes m premiers éléments de la base de l'espae de référene F . C'est le as de la base anoniqueet des bases orthogonales pour les espaes polynmiaux. On a don
Enm =
(
Im×m
0n−m×m
)
.On ne s'intéressera pas à e as pour les tests numériques ar il a déjà été montré que etteméthode était ineae. En eet, les sous-espaes ainsi dénis ontiennent les modes qui ont déjàbien ou omplètement onvergé lors des itérations sur les espaes de dimension supérieure. Auunaroissement de la vitesse de onvergene ni d'amélioration de la préision n'est observé [22℄.INRIA
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onditionnement par permutation du spetre, méthode ZDans ette deuxième méthode on onserve l'hypothèse selon laquelle nous disposons de para-métrisations emboîtées. On exploite le fait que les modes qui ont du mal à onverger sont eux quiorrespondent aux valeurs propres les plus petites et que les modes des sous-espaes orrespondentaux valeurs propres les plus grandes. On onstruit un hangement de variable basé sur la diago-nalisation du hessien pour aeter les valeurs propres les plus grandes aux modes qui onvergentmal.
H est une matrie réelle symétrique don diagonalisable et telle que les veteurs propres formentune base orthogonale de Rn : H = ΩΛΩT , ΩT Ω = ΩΩT = In. On suppose (sans perte de généralité)que les valeurs propres λk sont triées par ordre roissant. On onsidère les sous-espaes suivant :
Vm ≡
{
v =
n
∑
k=1
xkfk ∈ F
∣
∣
∣
∣
x = EnmE
nT
m ΩPΩ
T Enmy, ∀y ∈ R
m
}
, Q = EnmE
nT
m ΩPΩ
T Enm (62)où P est la matrie de permutation
P =



1
. .
.
1



. (63)Cette méthode a déjà fait l'objet d'expérimentations numériques qui ont abouti à des résul-tats satisfaisants sur le problème modèle [22℄. Elle suppose ependant de disposer de plusieursparamétrisations emboîtées et est assez déliate à mettre en ÷uvre.4.2.3 Sous-espaes propres, méthode ΩDans ette dernière méthode on s'aranhit des paramétrisations emboîtées. On ne onsidèreque l'espae F muni de sa base {fk}. Les sous-espaes sont onstruit diretement à partir de ladiagonalisation du hessien H : le sous-espae de dimension m est l'espae généré par les m premiersveteurs propres de H , 'est-à-dire
H = ΩΛΩT =
(
Ω1 Ω2
)
(
Λ1 0
0 Λ2
)(
ΩT1
ΩT2
) (64)où
Ω1 =

ω1 . . . ωm

 , Ω2 =

ωm+1 . . . ωn

 (65)et
Vm ≡ vect{Ω1} ≡
{
v =
n
∑
k=1
xkfk ∈ F
∣
∣
∣
∣
x = Ω1y, ∀y ∈ R
m
}
, Q = Ω1. (66)Le hessien paramétrique du sous-espae est
h = ΩT1 HΩ1 = Λ1, (67)e qui implique que le onditionnement de h est néessairement meilleur puisque
κ2(h) =
λm
λ1
<
λn
λ1
= κ2(H). (68)Remarque 10. Lorsque le problème est soumis à des ontraintes linéaires d'égalité, H repré-sente le hessien projeté. Les veteurs propres Ω appartiennent à l'espae projeté. An d'exprimerla orretion dans l'espae de référene il est néessaire de représenter les veteurs propres dansl'espae de référene à l'aide de la base orthogonale du noyau des ontraintes Z, soit x = ZΩ1y et
Q = ZΩ1. Ainsi, haque sous-espae de reherhe n'est soumis à auune autre ontrainte supplé-mentaire puisque la base qui le onstruit les ontient déjà toutes. Il est don susant de onsidéreres ontraintes sur l'espae de référene uniquement.RR n° 6625
32 Chaigne & Désidéri4.3 Algorithme bigrille idéalOn rappelle les éléments de base d'un algorithme bigrille idéal pour la résolution d'un systèmelinéaire an de faire le parallèle entre l'algorithme lassique et l'algorithme en optimisation.Soit A une matrie s.d.p. et b un veteur quelonque. Le système Ax = b est équivalent auproblème de minimisation minx J(x) = 12xT Ax − xT b. Le gradient de J est G(x) = Ax − b. Lerésidu est r = Ax − b. Quelque soit x on également l'égalité A(x− x∗) = Ax− b = r où x∗ est lasolution et e l'erreur.4.3.1 Multigrille lassiqueL'eaité des stratégies multigrilles réside dans la omplémentarité de deux méthodes. L'es-pae n E est la somme de deux sous-espaes supplémentaires BF et HF. Un lisseur est uneméthode eae pour résoudre dans l'espae HF de l'erreur. La CGC est le omplément, résolusur une grille grossière, de omplexité inférieur et de onditionnement plus petit. Un yle bigrilleidéal est omposé de phases de lissage et de CGC. On peut mettre en évidene de manière rigou-reuse la omplémentarité de es méthodes en analysant la matrie d'ampliation équivalente auyle.L'algorithme bigrille idéal est omposé de deux phases de relaxation sur la grille ne (pré- etpost-) et d'une phase de orretion exate sur la grille grossière :1. Relaxation (k itérations de desente) :
x(1) = Gkx
(0) + b′2. Corretion Grille Grossière (résolution omplète) :
r = Ax(1) − b
RAPe = Rr
x(2) = x(1) − Pe = x(1) − P (RAP )
−1
Rr3. Relaxation (k itérations de desente) :
x(3) = Gkx
(2) + b′′La matrie d'ampliation du yle est
G = Gk
[
I − P (RAP )
−1
RA
]
Gk (69)4.3.2 Multigrille en optimisationEn optimisation on a1. Relaxation (k itérations de desente) :
x(1) = Gkx
(0) + b′2. Corretion Grille Grossière (résolution omplète) :
∆x = P arg min
y∈V
j(y)
x(2) = x(1) + ∆x3. Relaxation (k itérations de desente) :
x(3) = Gkx
(2) + b′′ INRIA
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eption optimale d'antenne 33Puisque le gradient est linéaire on a
g(y) = PT (A(x(1) + Py)− b) = PT APy + PT (Ax(1) − b) = PT APy + PT r (70)Les onditions néessaires d'optimalité sur la grille grossière g(y∗) = 0 nous donne
y∗ = −
(
PT AP
)−1
PT r (71)et don puisque ∆x = Py∗
x(2) = x(1) − P
(
PT AP
)−1
PT r (72)On en déduit don la matrie d'ampliation du yle
G = Gk
[
I − P
(
PT AP
)−1
PT A
]
Gk (73)qui a exatement la forme de la matrie d'ampliation lassique 69. On note toutefois que danse as, l'opérateur de restrition est néessairement le transposé de l'opérateur de prolongement.4.3.3 Rayon spetrale du yle idéal4.4 Algorithme multigrilleNous rappelons que l'idée générale de l'algorithme multiniveau (voir Algorithme 1) est depermettre aux modes de hautes fréquenes, ou plus généralement, aux modes orrespondants auxvaleurs propres les plus petites, de onverger plus rapidement. Nous allons don utiliser les sous-espaes de reherhe dénis préédemment an d'eetuer plus d'itérations dans les diretions dees modes en réduisant petit à petit la dimension du problème.Comme tout algorithme de desente on onsidère que l'on dispose d'un veteur de paramètresinitial x0. Les sous-espaes de reherhe, y ompris l'espae de référene F , sont onsidérés ommedes espaes de orretion. Plus préisément, si x est un veteur de paramètres de oneption donné(initial ou issu d'une optimisation sur un niveau préédent), on herhe à résoudre le problème deminimisation suivant
min
y∈Rm
J(x + Qy) (74)pour la orretion de x sur le sous-espae Vm. L'optimum, réalisé par y∗, nous donne la orretionoptimale ∆x∗ = Qy∗. On peut à nouveau résoudre le problème (74) pour la orretion de x+∆x∗sur un autre sous-espae de reherhe.La résolution de haque sous-problème onsiste à eetuer un petit nombre d'itérations d'uneméthode de Quasi-Newton. En e sens, la orretion dénie par y∗ n'est pas optimale mais est en-sée avoir susamment réduit l'erreur dans la diretion des modes assoiés aux plus grandes valeurspropres (il s'agit alors d'un anti-lisseur si l'on se réfère à l'analyse spetrale de la setion 3.5).Cependant, par analogie ave les méthodes multigrilles lassiques, on onsidérera une onvergeneomplète sur le niveau de plus faible dimension, soit à l'aide d'une méthode de Newton-Raphson(NR, i.e. inversion du hessien exate) soit ave une méthode de Quasi-Newton (QN, jusqu'à eque ri < ε).On appelle yle une séquene de sous-espaes de reherhe pour la orretion suessive desparamètres de oneption. Un tel yle est entièrement déni par la dimension des sous-espaes :
m1, m2, m3, . . . . Ce yle peut être répété autant de fois que néessaire. Des exemples typiques deyle sont illustrés sur les Figures 26 et 27.4.5 Résultats numériques sur le problème modèleOn onsidère le as test de la setion 3.6.2. On ompare les ourbes de onvergene de lafontionnelle des méthodes lassique (SL, rouge, +) et multiniveau (ML, vert, ×). Les deux assuivants seront distingués :RR n° 6625
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Algorithme 1 : Algorithme d'optimisation multiniveauDonnées : espae n F , sous-espaes Vm (F = Vn), yle de sous-espaes {m1, m2, . . . }Entrées : veteur initial de paramètres x0 ∈ Rn, ritère de onvergene εSorties : veteur nal x∗Critère de onvergene sur le résidu (45) de la fontionnelletant que ri > ε faireRésoudre le problème de orretion (74) pour haque sous-espae du ylepour haque sous-espae Vm faireVeteur de référene à orriger
x∗ ← xiInitialisation de la orretion de x∗
y0 ← 0 ∈ RmEetuer nm itérations de desente ou Résoudre omplètementpour j ← 1 à nm faire
yj ← yj−1 + τ j−1dj−1(yj−1)
xi+j ← x∗ + Qyj
i← i + nm
x∗ ← xi
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(b)Fig. 27  Shémas de yles en V la dimension du problème est inférieure à la valeur ritique (la onvergene est omplète). la dimension du problème est supérieure à la valeur ritique (ertains modes ne sont pasnumériquement inversibles).4.5.1 Aélération de la onvergeneOn se plae tout d'abord dans le adre d'une taille de problème inférieure à la valeur ritique :
n = 20. On onsidère un shéma en dent de sie à sept niveaux (voir Tableau 2) pour lequelon souhaite onverger omplètement sur le niveau de plus faible dimension (stratégie Full-MG,voir Figure 26b). Par onvergene omplète on entend utiliser les stratégies suivantes : soit uneméthode direte par inversion du hessien exat (Newton-Raphson, résolution du système projetésur le sous-espae de reherhe) ; soit une méthode itérative de type QN jusqu'à satisfation duritère de onvergene (le résidu (45) est de l'ordre de la préision mahine). Sur les autres niveauxon eetue simplement 2 itérations de QN. Les ourbes de onvergene des deux stratégies setrouvent sur les Figures 28 et 29 respetivement.niveau d.d.l.1 22 53 84 115 146 177 20Tab. 2  dimension des sous-espaes de reherheRésultats des expérienes L'expériene de la stratégie NR (voir Figure 28) montre que si l'onest apable de résoudre omplètement le problème sur le dernier niveau, alors la onvergene esteetivement plus rapide (4 fois plus rapide). L'expériene de la stratégie QN (voir Figure 29)montre qu'en pratique, le oût de la onvergene omplète ave une méthode itérative sur ledernier niveau est tel que la vitesse de onvergene globale est la même. Plus préisément, laonvergene est plus rapide sur les premiers niveaux mais e gain est perdu par la diultéà résoudre omplètement le problème sur les derniers niveaux, bien que le système soit mieuxonditionné.RR n° 6625
36 Chaigne & Désidéri
 0
 50
 100
 150
 200
 250
 0  50  100  150  200  250
fu
nc
tio
na
l v
al
ue
number of functional evaluations
Convergence history - Newton-Raphson strategy - n=20
SL
ML - saw-tooth scheme
Fig. 28  Évolution de la fontionnelle en fontion du nombre d'évaluations ; stratégie de Newton-Raphson (inversion du hessien exat) appliquée sur le niveau de plus faible dimension.
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Fig. 29  Évolution de la fontionnelle en fontion du nombre d'évaluations ; stratégie de Quasi-Newton (inversions suessives d'approximations du hessien) appliquée sur le niveau de plus faibledimension. INRIA
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eption optimale d'antenne 37Remarque 11 (Remarque : erreurs d'arrondi). Dans e type d'exerie il faut être prudent vis-à-vis de l'existene potentiel d'erreurs d'arrondi. On eetue un ertain nombre de produits matrie-veteur pour les hangements d'espae de reherhe : il se peut que l'on introduise des erreursd'arrondi à ette oasion. Les résultats obtenus peuvent être bruités par es erreurs. La prinipalesoure d'erreurs d'arrondi est probablement due aux pas de desente sur les derniers niveaux.En eet, même mieux onditionnés, le gradient de es espaes restent de l'ordre de la préisionmahine.4.5.2 Amélioration de la préisionDésormais on se plae dans le as où n = 40. On ne peut pas adopter une stratégie NRomme expériene de référene puisque le hessien n'est pas stritement déni positif à la préisionmahine. Le hessien de la fontion oût sur un sous-espae modal est la restrition à es diretionsdu hessien de l'espae de référene. Il onserve don les mêmes plus petites valeurs propres. Paronséquent, quel que soit le sous-espae, le hessien n'est pas stritement déni positif. La résolutiondu système (43) (où Bi est le hessien exat) peut don onduire à une diretion qui n'est pas unediretion de desente.On herhe désormais à améliorer la préision sur les espaes de hautes fréquenes. Pour ela,la fontionnelle sur le sous-espae de dimension m est rééquilibrée en multipliant Q par le fateur
1√
λm
de telle sorte que la valeur propre la plus grande du hessien soit 1. Les ourbes de onvergeneobtenues sont représentées sur les Figures 30 et 31.La onvergene globale est à peine plus rapide ave la méthode hiérarhique. Une analyse dela onvergene d'un yle montre que les itérations dans les espaes hautes fréquenes ne sontpas eaes bien que l'erreur appartienne à es espaes. La préision obtenu ave rééquilibrage,
J∗ = 10−4, est loin de la préision optimale atteinte dans la base de Legendre, J∗ = 10−16 (voirFigure 22).
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Fig. 31  Quasi-Newton - équilibration5 Appliation à un problème de onformation d'antenne5.1 Introdution à la oneption optimale d'antenne à réeteurUne antenne est un système physique destiné à émettre ou reevoir des ondes életromagné-tiques (EM). Le rle des antennes est de transmettre une information sous la forme d'un signalEM entre une antenne émettrie et une antenne réeptrie. Cette transmission d'information setraduit par une transmission d'énergie d'un système à un autre : en réeption, le rle d'une antenneonsiste à réupérer l'énergie EM de l'espae libre ; en émission il s'agit de répartir ette énergiedans l'espae libre de telle sorte que les réepteurs puissent la réupérer.La qualité d'un système donné se mesure à l'aide de grandeurs physiques aratéristiques.La oneption d'antennes revient don à herher des ongurations qui satisfont des ritèresphysiques pertinents. On trouve dans [1℄ un ouvrage omplet sur la modélisation mathématiquede fontionnelles relatives à la oneption optimale d'antenne.On se foalise ii sur l'optimisation géométrique d'antenne à réeteur. Une antenne à réeteurest omposée d'une soure primaire d'ondes életromagnétiques et d'une surfae rayonnante S. Ononsidère ii omme soure primaire un diple élémentaire plaé à l'origine du repère et dont lerayonnement est onnu analytiquement. On se plae dans le ontexte d'une propagation d'ondesen régime harmonique. On suppose également que la surfae S est dénie par la révolution d'uneourbe C (méridienne).Le ritère d'optimisation porte sur le rayonnement en hamp lointain u. On note S2 la sphèreà l'inni, i.e. l'ensemble des diretions de rayonnement. Soit O(u) une observation de la variabled'état (puissane, diretivité, et.) sur S2. Le ritère s'exprime omme un problème inverse sur
O(u) où le rayonnement idéal est notée Ō. Le ritère s'érit omme la norme L2 de la diéreneentre O et Ō, soit :
J (u) =
1
2
∫
S2
(
O(u)− Ō
)2
dS2 (75)L'équation d'état détermine le hamp physique u dans la onguration S. On onsidère iile modèle simplié d'Optique Physique omme modèle de propagation : u est alors une fontionINRIA
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ite de S. On en déduit la fontionnelle de forme :
J (S) = J (u(S)) (76)dont on onnaît le gradient. Le hessien numérique exat est obtenu par diérentiation automatiquedu gradient à l'aide du logiiel TAPENADE © [13℄.5.2 Étude du spetre des hessiens paramétriques à la solutionDans un premier temps on onduit une analyse numérique des hessiens projetés pour plusieursparamétrisations. On herhe à savoir si il existe une struture spetrale similaire au as purementgéométrique. En d'autres termes on herhe à déterminer si dans le as d'un problème d'opti-misation de système physique, une itération de gradient peut être onsidérée omme un lisseurou un anti-lisseur. En fontion du résultat, on en déduira la pertinene de telle ou telle méthodehiérarhique.À la diérene du problème géométrique, la fontionnelle n'est pas quadratique. Le hessienn'est don pas onstant ni néessairement déni positif. Puisqu'on s'intéresse à la onvergened'une méthode de gradient, on ne s'intéresse qu'à la onvergene loale dans un voisinage onvexede la solution. Pour ela on dénit un problème inverse de la puissane rayonnée où la ible estdonnée par le rayonnement d'une forme idéale onnue. Le hessien est alors alulé à la solution.On dispose de hessiens paramétriques exats pour les paramétrisations de Bernstein, Legendreet Thebyhev. Le spetre est alulé numériquement pour un problème de dimension n = 8(10 moins 2 ontraintes d'égalité). Les fontions propres orrespondent à des déformations de laméridienne. La surfae rayonnante orrespondante est obtenue par symétrie de révolution.On représente les modes propres sur les Figures 32, 34, 36 et 38 et les spetres sur les Figures 33,35, 37 et 39. On observe que les modes exhibent une struture spetrale similaire à elle duproblème géométrique : on retrouve des modes osillants à la manière des modes de Fourier, saufpour la paramétrisation de Thebyhev (Figure 36). Notons que pour ette dernière, les modesressemblent aux modes propres géométriques dans ette paramétrisation. D'une manière généralele omportement spetral semble être dominé par les variations géométriques plus que par lesvariations physiques. De même, plus la fréquene du mode augmente, plus la valeur propre assoiéeest petite. Une itération de gradient est don un anti-lisseur.Remarque 12. Si on ompare le onditionnement des hessiens, elui dans la paramétrisationde Bernstein est de loin le plus mauvais. On retrouve ii une autre propriété mise à jour avenotre problème modèle. Il se peut que dans ette base, ertains modes ne soient pas inversibles.Par onséquent les points de ontrle d'une représentation de Bézier semblent être inadaptés àl'optimisation de forme.On herhe désormais à appliquer l'algorithme multiniveau dans le ontexte de oneptionoptimale de forme d'antenne. Sahant que les modes physiques et les modes géométriques sontprohes, deux stratégies sont envisagées :1. stratégie algébrique : les modes qui onvergent lentement sont les modes qui orrespondentaux valeurs propres les plus petites ; les sous-espaes sont donnés par les veteurs propresdu hessien de la fontionnelle en haque début de yle. Cette méthode est oûteuse puisquele hessien doit être alulé une fois par yle et le oût du alul du hessien est largementsupérieur au oût d'une itération de desente.2. stratégie géométrique : les modes qui onvergent lentement sont des modes de hautesfréquenes ; les sous-espaes sont donnés par les veteurs propres du hessien de la fontion-nelle de meilleure approximation. Les sous-espaes ne sont don pas optimaux dans le sensoù ils ne représentent pas exatement les modes qui onvergent lentement. En éhange ils nerequièrent auun alul supplémentaire.RR n° 6625
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tre du hessien projeté - B-splines.5.3 Résultats numériquesDeux as-test sont onsidérés : un problème d'uniformisation d'un diagramme en diretivité etun problème inverse en puissane. On rappelle que es problèmes sont multimodaux (mal posés).Or une méthode de gradient n'est pas robuste par rapport aux paramètres de oneption initiaux.Soit on s'assure préalablement que le veteur de paramètre initial nous permet de onverger versla solution désirée lorsque ela est possible, soit on onduit une optimisation préliminaire par uneméthode plus robuste (Algorithmes Génétiques, Optimisation par Essaim de Partiules, et.).5.3.1 Uniformisation d'un diagramme en diretivitéDans un premier temps on met de té le préonditionnement Quasi-Newton. On onsidèreomme méthode itérative élémentaire un algorithme de Gradient Conjugué. On s'attend à e queette méthode, qui se rapprohe de l'algorithme de plus grande desente, se omporte omme unanti-lisseur. Par la suite on omparera l'eaité de l'algorithme multiniveau par rapport à uneméthode simple niveau ave préonditionnement Quasi-Newton BFGS.La Figure 40 montre bien que la méthode multiniveau Ω aélère sensiblement la vitesse deonvergene, surtout en début de onvergene. Sans surprise, la stratégie algébrique paraît pluseae enore que la stratégie géométrique. Cependant, seule l'eaité d'une itération est repré-sentée. Il faudrait également représenter le oût du alul du hessien pour représenter la omplexitéglobale de l'algorithme. Il apparaît don que la stratégie géométrique est un bon ompromis pouraélérer la onvergene sans onnaître le hessien de la fontionnelle.À la Figure 41, on observe les ourbes de onvergene de la méthode Z. Ii également laméthode multiniveau est plus performante que la méthode simple niveau. Elle paraît ependantmoins eae au début et plus eae après quelques yles.Enn on ompare es résultats ave une méthode de Quasi-Newton dans les bases de Bernsteinet Legendre à la Figure 42. Il est évident que la méthode de Quasi-Newton est de loin le meilleurpréonditionneur dans et exerie. Le problème est pourtant raide mais le nombre de degrés deliberté est assez faible pour que la formule BFGS soit eae. De plus le oût de la résolution dusystème linéaire néessaire au alul de la diretion de desente est négligeable.RR n° 6625
44 Chaigne & Désidéri
 0.9
 0.92
 0.94
 0.96
 0.98
 1
 1.02
 1.04
 1.06
 1.08
 1.1
 0  500  1000  1500  2000  2500
f
u
n
c
t
i
o
n
a
l
 
v
a
l
u
e
number of functional evaluations
Convergence history - CG "anti-smoother"
Single Level
Multi-Level - geometric Hessian
Multi-Level - PO Hessian (ideal)
Fig. 40  Courbe de onvergene - méthode multiniveau
 0.9
 0.92
 0.94
 0.96
 0.98
 1
 1.02
 1.04
 1.06
 1.08
 1.1
 0  500  1000  1500  2000  2500
f
u
n
c
t
i
o
n
a
l
 
v
a
l
u
e
number of functional evaluations
Convergence history - CG "anti-smoother" - Z preconditionning
Single Level
Multi-Level - geometric Hessian
Multi-Level - PO Hessian (ideal)
Fig. 41  Courbe de onvergene - méthode multiniveau ave préonditionnement Z
INRIA
Algorithmes multiniveau pour la oneption optimale d'antenne 45
 0.65
 0.7
 0.75
 0.8
 0.85
 0.9
 0.95
 1
 1.05
 1.1
 0  500  1000  1500  2000  2500
f
u
n
c
t
i
o
n
a
l
 
v
a
l
u
e
number of functional evaluations
Convergence history - CG algorithm
SL CG
ML quad
ML PO
SL QN
SL QN Leg
Fig. 42  Courbe de onvergene - Quasi-Newton BFGS5.3.2 Problème inverse en puissaneDans e as on herhe à appliquer l'algorithme multiniveau ave un algorithme QN-BFGSomme anti-lisseur. D'après les Figures 44 et 44, la méthode multiniveau, ave ou sans résolutionexate (Newton-Raphson) sur le niveau grossier, n'améliore rien : les ourbes de onvergenesont quasiment identiques.
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Fig. 44  multiniveau, Newton-Raphson6 Conlusion et perspetivesOn a onsidéré un problème modèle d'optimisation de forme, purement géométrique et unproblème de oneption optimale de forme d'antenne. On a onduit une analyse spetrale deshessiens paramétriques an de déterminer des propriétés de onvergene de méthodes itérativesde desente. Ces études ont montré que1. les modes propres des hessiens paramétriques ont une struture spetrale similaire aux modesde Fourier, tant dans le problème modèle que dans le problème physique ; es modes seressemblent e qui tend à montrer qu'ils sont plus inuenés par les variations géométriquesque par les variations physiques.2. plus la fréquene du mode est élevée, plus la valeur propre assoiée est petite ; on en déduitqu'une itération de gradient est un anti-lisseur, les modes de basse fréquene onvergentplus failement que les modes de haute fréquene.3. l'approhe paramétrique réduit onsidérablement le nombre de variables de oneption maisdégrade le onditionnement ; par ailleurs, plus la dimension du problème augmente, plus leonditionnement est mauvais ; dans le as extrême de la paramétrisation de Bernstein, lemauvais onditionnement empêhe toute résolution omplète au-delà d'une ertaine taille,pourtant raisonnable (25 d.d.l) ; ette observation motive l'utilisation d'une adaptation dela paramétrisation (ou hangement de paramétrisation).En se basant sur es observations, on a développé une méthode hiérarhique inspirée des mé-thodes multigrilles pour aélérer la onvergene d'un algorithme lassique de desente. Les expé-rienes numériques ont montré que1. le shéma multiniveau de orretion hautes fréquenes est eae pour aélérer la onver-gene de méthodes lassiques telles que le Gradient Conjugué (non-linéaire).2. l'algorithme lassique de Quasi-Newton BFGS, qui peut être vu omme une méthode depréonditionnement du gradient, est beauoup plus eae que les méthodes multiniveau ;même si la omplexité en temps d'une méthode de QN est de O(n3), puisque l'approheparamétrique réduit onsidérablement le nombre de d.d.l., ette méthode reste globalementmeilleure. INRIA
Algorithmes multiniveau pour la oneption optimale d'antenne 47En résumé, une approhe paramétrique dégrade le onditionnement du problème mais la ré-dution du nombre de d.d.l. permet l'utilisation d'une méthode de Quasi-Newton omme préon-ditionneur an de rétablir de bonnes propriétés de onvergene.En perspetive nous projetons de vérier la pertinene des méthodes multiniveau dans lesontextes suivants :1. approhe CAD-free pour l'optimisation d'antenne où le nombre de d.d.l. est important et oùle onditionnement se dégrade ave la dimension ;2. approhe paramétrique ave évolution normale à la surfae où seule une méthode de plusgrande desente a du sens ;3. approhe paramétrique pour l'optimisation de plusieurs surfaes (optimisation de lentillesmultiouhes) demandant un grand nombre de variables ; dans e as la taille du problèmepeut limiter l'intérêt des approhes Quasi-Newton.
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