Motivation
Introduction
Genes with similar expression profiles are likely to be functionally related [Lockhart et al.] , and thus classifying genes into clusters depending on their expression profiles is one of the most important and widely distributed analysis techniques for DNA microarray data. First-generation clustering methods, such as hierarchical clustering [Eisen et al.] , k-means clustering [Somogyi et al.; Hartigan] and self-organizing maps (SOM) [Kohonen et al.] , are now widely applied to DNA microarray analysis [Tamayo et al.; Tavazoie et al.] . Furthermore, second-generation clustering methods, such as fuzzy k-means [Gash et al.] and Fuzzy ART [Tomida et al.] , have since been proposed in order to consider the fuzziness of cluster members.
Time-course data of mRNA has recently become available using microarray.
Because temporal gene expression profiles of microarray data are indicative of the dynamic functional properties of genes, application of clustering analysis to time-course data facilitates more accurate division of genes into functional classes when compared with non-time-course data. However, the application of clustering methods to the analysis of time-course data remains under investigation; Spellman et al. has applied hierarchical clustering to DNA microarray data related to the cell cycle of Saccharomyces cerevisiae, while Tomida et al. has applied Fuzzy ART to temporal microarray data related to the sporulation of S. cerevisiae. They treated the sampling data at each time point as data obtained under different experimental conditions without considering the continuity of time-course data between time periods t and t+1. Can the consideration of the continuity of time-course data between the time period t and t+1 divide data into more precise functional classes? A simple method for considering the time-continuity is exploring the parameter values of the best-fitted polynomial function, which realizes time-course data. However, biological information, such as onset and cessation period of genes, cannot be extracted using the best-fitted polynomial function. Thus, building mathematical kinetic models (simultaneous differential equations models) of gene expression followed by exploring the kinetic parameter values realizing time-course data is one of the most effective techniques for considering the time continuity of data.
In this manner, numerous researchers have proposed effective methods for inferring gene interactions using mathematical models [Uematsu et al.; Tamada et al.; Hakamada et al.; Maki et al.] . Maki et al. recently [Sasik, et al.] and explored the kinetic parameters that can minimize the value of this function: [Chu et al.] . Figure 1 shows one set of optimization results.
(1)
Clustering and Evaluation
The k-means clustering technique is simple and widely used for microarray data analysis [Quackenbush] . In MMBC, k-means clustering are applied to the estimated parameters. The k-means clustering technique was also used for the same time-course data. In both methods, Euclidean distance was used as the dissimilarity and we evaluated results obtained by the two methods (MMBC and k-means) using silhouette values [Rousseeuw] and the Rand statistic [Rand] .
Silhouette value
The silhouette value ) (i s was defined as the dissimilarity between clusters. For example, take any object i in the data set, and this object belongs to cluster A .
When cluster A contains objects apart from i , we calculate
Next, cluster C is considered, and we calculate
After calculating, ) ,
is defined as follows:
The silhouette value is between -1 and 1, and as it approaches 1, the objective data (genes) belong to a more appropriate cluster.
Rand statistic
Consider a data set, apriori divided and labeled into n groups. Suppose this data set is clustered into m clusters by a suitable clustering method. Take two arbitrary data points (x, y) from m clusters, check the affiliation of clusters and original groups, and then divide them into 4 categories: SS: if both data belong to the same cluster and to the same group.
SD: if both data belong to the same cluster but to different groups.
DS: if data belong to different clusters but to the same group.
DD: if data belong to different clusters and to different groups.
Let a , b , c , and d be the number of SS, SD, DS, and DD data points, respectively. The Rand statistic is defined as the degree of similarity:
The Rand statistic is a value ranging from 0 to 1, and as it approaches 1, it
indicates that the data set (genes) is divided correctly. where, i is the number of artificial data, A i (t), is the i-th artificial time-course data, t; time, S is the time giving half the maximum value of A i (t), n is Hill's coefficient and is degradation rate. Artificial data were prepared by the following procedures: 1) Values of S and were fixed in eq. 8, and five types of pair matching for (t 1j , t 2j ), where j = 1,…,5, were set; 2) Each pair matching (t 1j , t 2j ) was assumed to be the centroid of cluster j (j = 1,…,5), and 20 types of A i (t) in each cluster were prepared with changing values for t 1 and t 2 in accordance with normal distribution; and 3) In cluster j, j was labeled to every A i (t) and these labels were regarded as correct. As the artificial data A i (t) (i = 1,…,100) were created by eq. 8 and have characteristic patterns, we prepared an additional 100 random patterns as unregulated ones. Thus, we prepared 200 artificial (8) time-course data; 100 data having characteristic patterns with labels, and 100 having random patterns without labels. Table 1 shows the parameter values used in this study. Figure 2 shows the time-course of artificial data.
Experimental data
Time-course data from DNA microarray analysis of Saccharomyces cerevisiae was used and this data were measured at 7 sampling points (0, 0.5, 2, 5, 7, 9, and 11.5 hr). Thus, the whole time-course data has 7 dimensions. Preprocessed temporal microarray data for genes related to the sporulation of Saccharomyces cerevisiae was based on the criteria of Chu et al.; 1051 genes were extracted from 5626. Depending on their original expression patterns, Chu et al.
categorized 428 genes into 7 labels (Early-I, Early-II, Early-Mid, Middle, Mid-Late, Late, Metabolic); the remaining of 623 genes were not labeled.
Data were standardized as follows:
where, I i (t) std is the i-th gene of standardized expression ratio at time t, and I i (t) is the i-th gene of expression ratio at time t. This method is essentially equivalent to the method of Tomida et al.
As shown in eq. 1, the estimated gene expression ratio at time t (A i (t)) can be represented by 4 kinetic parameters; i S (mRNA transcription rate), ( mRNA decay rate), t 1 (onset time) and t 2 (cessation time). Because the magnitude of gene expression ratio (expression level) varies in genes after introducing the standardization function (eq.9), the values of i S and do not reflect the actual dynamic behavior of the genes. In this study, we focused on onset time (t 1 ) and cessation time (t 2 ) for each gene, as these values reflect actual dynamic behavior regardless of standardization. The k-means clustering was applied to these two parameters (t 1 , t 2 ).
Noise tolerance
Generally, because microarray experiments include several types of noise and/or perturbation, it is difficult to obtain the same quantitative microarray data in each experiment. Because such noise may seriously affect the results, it is important to investigate noise tolerance to clustering analysis. For this purpose, we added noise as follows: For each fixed -value, noise was randomly added to each data point. We prepared 10 types of data set to include noise at every -value and noise tolerance was evaluated by the Rand statistic.
3 Results and Discussion 3.1 Artificial data As described above, we prepared 100 A i (t) with labels and 100 random patterns without labels. In the case of MMBC, k-means clustering (k = 3, 4, 5, 6, and 7)
were applied to the 200 artificial data after estimating t 1 and t 2 in eq. 1. The clustering results for artificial data are shown in Fig. 3 (closed We also investigated the locations of the 100 labeled data points in the distribution of silhouette values. In k-means, 40% of labeled data belonged to the value range of less than 0.3, whereas in MMBC, 93% of labeled data belonged to the range of more than 0.9 and only 1 data was involved in the range of less than 0.3. This shows that MMBC is able to divide data points more coherently than k-means.
Noise tolerance was then investigated in MMBC. Table 2 shows the influence of noise level ( -values in eq. 11) on the average Rand statistic with the number of clusters ranging from 3 to 7. As shown in Table 2 , in every case, MMBC gave higher values for the Rand statistic than k-means; Wilcoxon signed rank test (P=0.005, one side) showed that these differences were significant, except where the number of clusters is 7 and the noise level is 0.5. This demonstrates that MMBC is tolerant to noise and accurate clustering can be achieved with MMBC, even with large noise levels.
Based on the analysis of artificial time-course data, MMBC gave preferable clustering results and more clearly divided the clusters than k-means.
Experimental data
When optimizing these parameters, we examined t 1 and t 2 in from t=0 to the end of sampling (time step, 0.01) and explored i S and i in the range from 0 to 10. This range was selected as each mRNA value was normalized between 0 and 1.0, and thus there is no way but to set the maximum and minimum values of these parameters arbitrarily. In this study, we set 0. In order to validate MMBC with experimental data, we prepared time-course data for genes related to the sporulation of Saccharomyces cerevisiae [Chu et al.] . When we applied standardization to these time-course data, the values for t 1 and t 2 in eq. 1 were estimated for each time-course data point followed by k-means clustering. In MMBC, we examined which parameter combinations gave the most coherent clustering results; 1) clustering using only t 1 , 2) clustering using only t 2 , and 3) clustering using both t 1 and t 2 . With the number of clusters fixed at 7, we examined the silhouette values for each case. Table 3 shows the ratio of genes with high silhouette values for MMBC (t 1 ), MMBC(t 2 ), and MMBC(t 1 , t 2 ), which depict the values for only t 1 , only t 2 and both t 1 and t 2 , respectively. In MMBC (t 1 ), 87.3% of genes had silhouette values more than 0.9, which is the highest when compared with all other variations. This suggests that t 1 is the best parameter for clustering. Table 4 . Of these, 94.6% and 6.1% had silhouette value more than 0.9 in MMBC and k-means, respectively. This suggests that MMBC gives larger distances among the clusters than k-means, and that MMBC is able to divide more coherent clusters than k-means. Furthermore, in MMBC, most genes within a cluster were gathered near the center of the cluster, whereas, in k-means, few genes were located near the center of the cluster. Figure 6 shows the distribution of the silhouette values in MMBC (closed circles) and k-means (open circles). As shown in Fig. 6 , in MMBC, the main peak of the distribution was found at 1.0 (silhouette value), whereas, in k-means, the main peak was found at 0.6, which indicates that most of the genes were located far from the center of the cluster in k-means.
In k-means, cluster analysis was performed at each sampling point (20 points for artificial time-course data and 7 points for experimental time-course data from Saccharomyces cerevisiae). In MMBC, cluster analysis was performed by building a suitable kinetic model (eq. 1) followed by extracting and estimating the values of most influential parameters; 2 parameters (t 1 , t 2 in eq. 1) and 1 parameter (t 1 in eq. 1) were extracted in the case of artificial time-course data and in the case of experimental time-course data, respectively. As shown in Figs. 3-6, in all cases, MMBC showed superior properties when using limited numbers of kinetic parameters in comparison with k-means. Furthermore, Table 2 demonstrates that MMBC is tolerant to noise and gives accurate clustering results, even with substantial noise.
In this study, we analyzed the time-course of mRNA related to the sporulation of S. cerevisiae. Time-courses were measured at 7 sampling points. Thus, each time-course data has 7 dimensions, although we applied mathematical models with 2 dimensions or 1 dimension (t 1 and/or t 2 ). Generally speaking, reducing dimensions is considered to result in loss of information. However, high dimensional data may interfere with cluster structure. According to Bellman, one of the risks is that high dimensional data tends to be sparse. Furthermore, Beyer et al. pointed out that as dimensions increase, the differences in distance between a given point and its nearest neighbor becomes negligible. Therefore, it becomes difficult to identify clustering structure based on distance. In addition, some features are redundant, some are irrelevant and some interfere with
clustering. There often exist irrelevant and/or noisy features that mislead the clustering process [Dy et al.] . Because these reports suggest, in many cases, Applying MMBC to the various kinds of practical data, we have to consider the following two problems: how to process noise involving practical raw data and how to set up the most appropriate mathematical model. The former problem should be solved by applying 'smoothing effect' to the practical raw data;
introduction of the interpolation such as spline interpolation to the raw data as a preprocessing method. In this study we did not apply such an interpolation technique, however, using such an interpolation, we can highly expect the reduction of noise from the practical raw data followed by more precise and clear-cut clustering. The latter problem will be most crucial in this study. By applying eq. 1, we obtained better clustering results; however, it is uncertain whether eq. 1 represents the most suitable mathematical kinetic model. 6.1 *The ratio of genes that have the silhouette value more than 0.8 **The ratio of genes that have the silhouette value more than 0.9 *The ratio of genes that have the silhouette value more than 0.8 **The ratio of genes that have the silhouette value more than 0.9
