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SCALING LIMITS FOR RANDOM WALKS ON RANDOM
CRITICAL TREES
GE´RARD BEN AROUS, MANUEL CABEZAS1, AND ALEXANDER FRIBERGH
Abstract. We prove the existence of scaling limits for the projection on
the backbone of the random walks on the Incipient Infinite Cluster and the
Invasion Percolation Cluster on a regular tree. We treat these projected
random walks as randomly trapped random walks (as defined in [BCCˇR15])
and thus describe these scaling limits as spatially subordinated Brownian
motions.
1. Introduction
We study here the sub-diffusive behavior of standard random walks on
random critical trees. More precisely, we aim to derive and describe scaling
limits for these random walks, and relate them to the class of processes called
Spatially Subordinated Brownian Motions (SSBM), and the limit theorems
introduced recently in [BCCˇR15]. We consider this question on two classes
of random subtrees of T, the rooted infinite binary tree, namely the Incipi-
ent Infinite Cluster (the IIC) and the Invasion Percolation Cluster (the IPC).
Firstly, we consider the case of random walks on the critical percolation clus-
ter on T . Following the beautiful early work by Kesten([Kes86]), we consider
the simple random walk on the critical percolation cluster of the root, con-
ditioned to be infinite (the infinite incipient cluster). This random walk is
subdiffusive and Barlow and Kumagai ([BK06]) have established sharp sub-
diffusive heat kernel estimates in this context. The IIC is an infinite tree with
a unique simple path to infinity, the backbone. We prove here a scaling limit
for the projection of the random walk on the backbone. We see this projec-
tion as a Randomly Trapped Random Walk. This allows us to use the results
of [BCCˇR15], describe precisely this scaling limit and show that it belongs to
the class of SSBMs. In fact, there is an alternate way to study the random
walk on critical percolation clusters, and to understand its sub-diffusivity.
We can condition the finite cluster of the root to be of size N , and let N
tend to infinity. This random tree, properly rescaled, converges to the Con-
tinuum Random Tree (CRT) introduced by Aldous ([Ald91a]). Furthermore,
D. Croydon ([Cro08]) proved that the random walk, properly rescaled, con-
verges to the Brownian motion on the CRT (introduced by Krebs ([Kre95])).
We relate these two approaches. First we show how the SSBM scaling limit
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can be obtained as the projection of the Brownian Motion on the Continuum
Random Forest to its backbone. We then introduce a richer class of processes,
the SSBMs on trees, and show that, if one picks K points at random on the
percolation cluster of the root conditioned to be large, and project the random
walk on the geodesic tree defined by these K points, the scaling limit exists
and belongs to the class of SSBMs on the geodesic tree defined by K points
picked at random on the CRT.
Secondly, we can also treat the case of random walks on the invasion per-
colation cluster (IPC) on T . This is a well known case of self organized
criticality, see for instance the recent works ([AGdHS08] and [AGM13]) which
give a scaling limit for the IPC itself . We show that the random walk pro-
jected on the backbond and properly normalized converges to a slight variant
of an SSBM.
2. Statement of Results
2.1. Results for the Incipient Infinite Cluster. Let T be a rooted binary
tree, i.e., T is an infinite tree in which every vertex has degree 3, except for
the root ρ which has degree 2. Denote by Cρ the connected component of the
root ρ under critical percolation in T . Let also Cnρ be a random tree having
the law of Cρ conditioned on intersecting the boundary of a ball of radius n
(centered at the root, with the graph-distance on T ). The Incipient Infinite
Cluster (IIC) (which we will denote by C∞) is an infinite random tree which
is obtained as the limit as n→∞ of Cnρ . For details of the definition we refer
to [Kes86]. We will denote (X ,G, P ) the probability space in which C∞ρ is
defined.
It is a known fact that the IIC possesses a single path to infinity, i.e., there
exists a unique nearest-neighbor, non-self intersecting path starting at the
root which is unbounded. This path is called the backbone. Obviously, the
backbone is isomorphic, as a graph, to N. Hence, the IIC can be seen as N
adorned with finite branches. The k-th branch (that is, the branch emerging
from the k-th vertex of the backbone) will be denoted Bk and the k-th vertex
of the backbone will be regarded as the root of Bk. In [Kes86] it is showed
that (Bk)k∈N is distributed as an i.i.d. sequence of critical percolation clusters
on T ∗, where T ∗ is an infinite rooted tree in which each vertex has degree 3
except for the root which has degree 1.
We will study the random walk on the IIC projected to the backbone. Let
(Y IICk )k∈N0 be a discrete time, nearest neighbor, symmetric random walk on
C∞ starting at the root. Denote Φ : C∞ 7→ N the projection of C∞ onto the
backbone. That is, Φ(x) = k i.f.f. x ∈ Bk. Finally, let (X IICt )t≥0 be the simple
random walk on the IIC projected to the backbone, i.e., X IICt := Φ(Y
IIC
⌊t⌋ ).
For each ω ∈ X let Pω denote the law of X IIC for a fixed realization C∞ρ (ω)
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of the IIC. We define the annealed law of X IIC as the semi-direct product
P := P × Pω. More precisely,
P[A] =
∫
X
Pw(A)P (dw),
for all A Borelian of D(R+) endowed with the uniform convergence, where
D(R+) denotes the space of ca`dla`g paths. The first main theorem of this
article is the following:
Theorem 2.1. There exists a random process (ZIICt )t≥0 such that
(ǫ1/3XIIC⌊ǫ−1t⌋)t≥0→(ZIICt )t≥0 as ǫ→ 0,
in P-distribution, and the convergence takes place in the space D(R+) endowed
with the topology of uniform convergence.
Remark 2.2. We believe that this result should hold for critical Galton-Watson
trees under some moment condition (finite exponential moments would be
sufficient). We restrict ourselves to the case of a binary tree for simplicity
and readability.
We remark here that the process ZIIC belongs to a class of processes intro-
duced in [BCCˇR15] called Spatially Subordinated Brownian motions (SSBM)
and which are obtained as highly non-trivial time changes of a Brownian
motion. Now we prepare the ground for a detailed description of ZIIC. Let
(x¯i, y¯i)i∈N be an inhomogeneous Poisson point process on R×R+ with intensity
measure 1
2
π−1/2y−3/2dxdy. Define a random measure µIIC as
µIIC =
∑
i∈Z
y¯iδx¯i .(2.1)
Let ((Si(t))t≥0)i∈N be an i.i.d. sequence of random processes having the law
of the (annealed) inverse local time at the root of the Brownian motion on
the Continuum Random Tree (CRT) (see display (4.5) in Section 4.1.2 for
the definition of that process). We also assume that the ((Si(t))t≥0)i∈N are
independent of µIIC.
Finally, let (B+t )t≥0 be a one-dimensional, standard Brownian motion re-
flected at the origin independent of everything else and let l+(x, t) be its local
time. Define
φIICt :=
∑
i∈N
y¯
3/2
i S
i(y¯
−12
i l
+(x¯i, t))
and its right-continuous generalized inverse
ψIICt := inf{s ≥ 0 : φIICs > t}.
The following theorem provides a description of ZIIC.
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Theorem 2.3. The process ZIIC can be defined as the SSBM
ZIICt := B
+
ψIICt
, t ≥ 0.
This theorem is directly obtained when proving Theorem 2.1.
Note that ZIIC is a time-change of B+ in which each site x¯i plays the role
of a trap where ZIIC will spend a positive amount of time. The time spent on
x¯i will depend on S
i (which is the inverse local time at the root of a Brownian
motion on the CRT), on y¯i (which, as we will see later, can be thought of
as being the depth of the trap at x¯i) and on l(x¯i, t) (which, in some sense,
measures the “number of times that ZIIC has passed through the trap at x¯i”).
We provide yet another, alternative, representation of ZIIC as the Brownian
motion in the Continuum Random Forest projected to the backbone. The
Continuum Random Forest can be informally described as a collection of
Continuum Random Trees glued to R+ and can be constructed as follows: Let
(x¯i, y¯i)i∈N be as in (2.1) and ((Ti, di, µi))i∈N be an i.i.d. sequence of Continuum
Random Trees independent of the (x¯i, y¯i)i∈N (for the definition of the CRT see
Definition 4.1 in Section 4.1.1). Then we glue the root of the rescaled random
trees (Ti, y¯
1
2
i di, y¯iµi) to the backbone R+ at positions x¯i. The tree F obtained
in this way is the Continuum Random Forest. We endow F with a distance
d which is obtained from the Euclidean distance in R+ and the y¯
1
2
i di, i ∈ N in
the obvious way. We also endow F with a measure µ which is the sum of the
y¯iµi, i ∈ N. Note that we are assigning µ-measure 0 to the backbone R+.
In [Ald91b], Aldous defined the Brownian motion on locally compact con-
tinuous trees as a strong Markov process satisfying a set of properties (We
recall his definition in Section 4.1.2, Definition 4.2) and he also showed unique-
ness of such process. Existence was first provided by Krebs in [Kre95] (see
also [Cro08] and [Kig95] for a different approach). This allow us to consider
(Xt)t≥0 the Brownian motion in (F , d, µ). Let π : F → R+ be the projection
to the backbone.
Theorem 2.4. The process (π(Xt))t≥0 is distributed as (ZIICt )t≥0.
2.2. Scaling limits on large random trees. We study in Section 8 a prob-
lem closely related to the scaling limit questions discussed above. Instead of
studying infinite trees and projecting the random walk on the backbone, we
study in Section 8 random walks on finite random trees conditioned to be
large. We show how the notion of SSBM can be usefully extended to this
context. It has been shown by Croydon [Cro08] that the random walk on a
critical Galton-Watson tree conditioned to be large converges, once properly
normalized, to the Brownian motion on the CRT. In this context, the notion
of backbone is not as immediate as in the case of the IIC. A simple substitute
is to pick one point at random in the critical discrete tree and look at the pro-
jection of the random on the geodesic linking this point to the origin, i.e. the
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ancestry line of this point. As we will see, the scaling limit of this projection
requires a straightforward generalization of the notion of SSBM.
We can then extend this construction in an interesting way. Pick now K
points at random in the large finite critical tree, and consider the geodesic tree
defined by the root and these K points, i.e. the genealogical tree. We show
that the projection of the random walk on this geodesic tree with K leaves
converges to an interesting generalization of the notion of SSBM, which we
call a SSBM on finite tree.
The convergence for all K to SSBMs on trees contains roughly the same
information as the convergence to the Brownian motion on the CRT up to
tightness considerations. This new notion opens up the possibility of proving
scaling limits along the line opened in [BCF16b] but for models more difficult
than the one considered in [BCF16a].
We begin here to introduce the notion of SSBM on a finite. Assume, that
we are given a real tree TK , which is composed of a finite number of edges
e1, . . . , eK , all of which have a given length l1, . . . , lK for some K < ∞. We
can obtain a metric on TK by defining the distance linearly along every edge.
As in the case of the standard construction of SSBM, the ingredients of the
construction are a probability measure F on the set of Laplace exponents of
subordinators, a point process on TK and a constant γ ∈ (0, 1).
We can then repeat the procedure of the previous section: generate a col-
lection of points (xi, yi)i∈N arising from a γ-stable Poisson process on TK
conditioned on having total mass 1, this object 1 has a law which is denoted
M(γ). Then we can obtain independent subordinators ((Si(t))t≥0)i∈N with
independent Laplace exponents (fi)i∈N sampled according to F. Finally, let
(BTt )t≥0 be a Brownian motion on TK (which equiprobable transition prob-
abilities at intersections) independent of everything else and l(x, t) its local
time. We then set
φT,F,M
(γ)
t :=
∑
i∈N
y1+γi S
i(y−γi l(xi, t)) and ψ
T,F,M(γ)
t := inf{s ≥ 0, φs > t}.
Definition 2.5. We call SSBM on the tree TK (or TK-SSBM) the process
defined as
BT,F,M
(γ)
t := B
T
ψT,F,M
(γ)
t
.
SSBMs on trees are natural counterparts of the SSBMs appearing in The-
orem 2.1 and Theorem 2.9.
Let us consider Tn a critical Galton-Watson tree (whose offspring distribu-
tion has finite variance σ2) conditioned to be of volume n. Now, pick uniformly
at random K points on Tn and consider the tree T Kn defined by the geodesics
1Although the event under which we are conditioning has probability 0, we can still
make sense of it. See Section 8.
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between the root and these K points. Define πKn to be the natural projection
from Tn to T Kn . We consider (Xk)k∈N the simple random walk on Tn and its
projection (πKn (Xk))k∈N on T Kn .
The following theorem follows from [Cro08] (for more details see Section 8.4)
Theorem 2.6. The process (ǫ1/3 2
σ2
πKn (X⌊ǫ−1t⌋))t≥0 converges to a stochastic
process (Y Kt )t≥0 in P-distribution, and the convergence takes place in the space
D(R+) endowed with the topology of uniform convergence.
The process Y K is easy to describe. Indeed, pick K points on the CRT
according to natural uniform measure on the CRT, and define BK-CRT as the
projection of the Brownian motion on the CRT on the geodesic defined by
these K points and the root (see Section 8.1 for a formal definition).
Theorem 2.7. The process Y K is equal in distribution to 2
σ2
BK-CRT. Fur-
thermore, BK-CRT is an SSBM on the K-CRT.
Remark 2.8. The description of BK-CRT as a SSBM on a tree is given in more
details in Proposition 8.2
2.3. Results for the Invasion Percolation Cluster. Now, we turn our
attention to the Invasion Percolation Cluster (IPC). The IPC was introduced
in [WW83] and is obtained through an invasion process in the vertices of T .
Let (wx)x∈T be an i.i.d. sequence of random variables indexed by the vertices
of T whose common distribution is uniform on (0, 1). Set I0 := ρ and
In+1 := In ∪ {x : d(x, In) = 1 and wx = min{wz : d(In, z) = 1}}
where d is the graph distance in T . That is, In+1 is obtained from In by
adding the vertex x on the outer boundary of In with smaller “weight” wx.
The Invasion Percolation Cluster (IPC) on T is defined as I∞ := ∪n∈NIn.
We denote by (X ,G, P ) the probability space in which I∞ is defined.
It was shown in [AGdHS08] that, similarly to the IIC, the IPC has a single
path to infinity. Thus, as the IIC, the IPC can also be seen as a backbone
N adorned with finite branches, but in this case the branches are not i.i.d.
In fact, denoting Lk the branch which emerges from the k-th vertex of the
backbone, we have that Lk is distributed as a sub-critical percolation cluster
with a percolation parameter which depends on k and tends to the critical
value as k →∞ (see [AGdHS08] for a proof of that fact).
Next, we define the projection on the backbone of the simple random walk
on the IIC. Let Φ : I∞ 7→ N be the projection to the backbone on I∞. Let
(Y IPCk )k∈N be a discrete-time, nearest neighbor, symmetric random walk on
I∞ starting at the root. Let (X IPCt )t≥0 be defined by setting X IPCt := Φ(Y IPC⌊t⌋ ).
For each ω ∈ X let Pw denote the law of X IPC for a fixed realization I∞(ω)
of the IPC. We define the annealed law of X IPC as the semi-direct product
P := P × Pω.
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Theorem 2.9. There exists a random process (ZIPCt )t≥0 such that
(ǫ1/3XIPC⌊ǫ−1t⌋)t≥0 → (ZIPCt )t≥0 as ǫ→ 0,
in P-distribution, and the convergence takes place in the spaceD(R+) of ca`dla`g
paths endowed with the topology of uniform convergence.
Contrary to ZIIC, the process ZIPC is not an SSBM in the strict sense
of [BCCˇR15]. However, the construction of the process is very similar and we
will refer to this sort of process as an SSBM as well. The only difference is
that the measure µIIC (see display (2.1)) used to choose Z
IIC will be replaced
by a slightly more complex random measure µIPC which neither independent
nor i.i.d.
Let Et be the lower envelope of an homogeneous Poisson point process
in (0,∞) × (0,∞). More specifically, let P be a Poisson point process on
(0,∞)× (0,∞) with intensity 1 and
(2.2) Et := min{y : (x, y) ∈ P for some x ≤ t}.
Note that the process E is decreasing and piecewise constant.
Let δ > 0, γ ≥ 0 and (Iδ,γt )t≥0 be the subordinator characterized by
E[exp(−λIδ,γt )] = exp(−tδ(
√
2λ+ γ2 − γ)) for all λ > 0.
The process (Iδ,γt )t≥0 is called inverse Gaussian subordinator of parameters
δ, γ. For more details we refer to [App09], example 1.3.21.
For each realization of E, let (bi)i∈N be an enumeration of the points of
discontinuity of E and ai := max{bj : bj < bi} so that E is constant on
the intervals [ai, bi), i ∈ N. Also let ((I it)t≥0)i∈N be an independent family
of inverse Gaussian subordinators, each one with parameters δ = 1/
√
2 and
γ =
√
2Eai . Let µ
i
IPC be the random Lebesgue-Stieltjes measure associated
to I i. Finally, we define µIPC(A) :=
∑
i∈N µ
i
IPC(A ∩ [ai, bi)) for each Borelian
set A. Since the inverse Gaussian subordinators are pure jump processes, we
have that µIPC is a purely atomic measure. Hence, we can write
(2.3) µIPC =
∑
i∈N
y˜iδx˜i.
Let ((Si(t))t≥0)i∈N be an i.i.d. sequence of random processes having the law
of the (annealed) inverse local time at the root of the Brownian motion on the
CRT and independent of µIPC. Let (B
+
t )t≥0 be a one-dimensional standard
Brownian motion reflected at the origin independent of everything else and
let l+(x, t) be its local time. Define
φIPCt :=
∑
i∈N
y˜
3/2
i S
i(y˜−1/2i l
+(x˜i, t))
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and its right-continuous generalized inverse
ψIPCt := inf{s ≥ 0 : φIPCs > t}.
The next theorem provides the description of ZIPC.
Theorem 2.10. The process ZIPC can be defined as the SSBM
ZIPCt := B
+
ψIPCt
, t ≥ 0.
The theorem above will be obtained together with Theorem 2.9, therefore,
for its proof we refer to the proof of Theorem 2.9.
We also get a representation of ZIPC as the Brownian motion in a Random
Forest projected to the backbone. Let (F˜ , d˜, µ˜) be the tree constructed exactly
as the Continuum Random Forest F , with the only difference that instead of
choosing the locations and sizes of the trees according to (x¯i, y¯i)i∈N as in (2.1),
we use (x˜i, y˜i)i∈N as in (2.3). Let (X˜t)t≥0 be the Brownian motion in (F˜ , d˜, µ˜)
and π : F˜ → R+ be the projection to the backbone.
Theorem 2.11. The process (π(X˜t))t≥0 is distributed as (ZIPCt )t≥0.
This theorem is obtained as a by product of the proof of Theorem 2.9.
2.4. Organization of the paper. The paper is organized as follows. We
begin, in Section 3, by recalling the needed convergence results about the
class of processes called Randomly Trapped Random Walks (RTRWs). The
notion of RTRWs was introduced in [BCCˇR15], as well as their scaling limits,
the Spatially Subordinated Brownian Motions (SSBMs). These notions will
be important for the proofs of the convergence theorems, Theorems 2.1, 2.9
and 2.6.
The convergence theorems for RTRWs depend on two basic sets of assump-
tions. First we need an assumption, called Assumption L, which is related to
the convergence of inverse local times at the root of the tree. Second, we need
an assumption, called assumption HT, giving a heavy tail behavior for the
mean-time spent in traps. The organization of the paper follows this closely.
We begin by proving our results for the IIC in Sections 4 and 5.
We first prove, in Section 4.2, the convergence of (inverse) local times for the
Random Walk on the IIC to the (inverse) local times of the Brownian Motion
on the Continuum Random Tree (CRT), after having recalled, in Section 4.1,
what the CRT is, as well as the Brownian Motion on the CRT.
In Section 5, we prove Theorems 2.1 and 2.3 about the scaling limit for
the IIC case. We begin by proving first that assumptions HT and L hold in
Sections 5.1 and 5.2 respectively. We then finish the proofs of Theorems 2.1
and 2.3 in Section 5.3.
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In Section 6, we consider the same questions for the IPC in the same order.
We prove Assumption HT in Section 6.1, Assumption L in Section 6.2, and
finally wrap up the proof of Theorems 2.9 and 2.10 in Section 6.3.
In Section 7 we prove the remaining Theorem 2.4 and Theorem 2.11 for the
IIC and IPC respectively, using an alternative representation of the processes
ZIIC and ZIPC, in terms of the Brownian Motion on the CRT.
Finally in Section 8, we prove our results Theorems 2.6 and 2.7 about the
extension to convergence to K-SSBMs.
3. Randomly Trapped Random Walks
In this section we will show that X IIC and X IPC belong to a general class
of processes called Randomly Trapped Random Walks (RTRW). We will also
recall some general convergence results of RTRW which will be used in the
proofs of Theorem 2.1 and Theorem 2.9.
A RTRW should be regarded as a random walk moving among a random
environment composed of traps, where the traps retain the walk for a certain
amount of time. Those processes were introduced in [BCCˇR15], where the
one-dimensional case (i.e., when the state space is Z) was studied in detail.
In particular, all possible scaling limits on i.i.d. environments were identified,
with some highly non-trivial processes being part of the picture. In fact, a new
class of processes, called Spatially Subordinated Brownian motions (SSBM)
appeared in the limit. As we will see, the scaling limit ZIIC of Theorem 2.1
falls into that class (if we disregard the unessential difference that the SSBM
are defined as taking values in R, whereas ZIIC takes values in R+). The case
of the IPC turns out to be very similar, with slight differences coming from
the fact that the branches of the IPC are not i.i.d.
To define RTRW, first we have to define the quenched versions of those
processes, i.e., when the environment is non-random. Those quenched versions
are called Trapped Random Walks (TRW). Let G be a graph and pi = (πx)x∈G
be a family of probability measures on (0,∞) indexed by the vertices of G. Let
(Z[pi]t)t≥0 be a continuous-time random walk on the vertices of G which, each
time it visits a vertex x ∈ G, it stays there a time distributed according to πx
and then jumps to one of its nearest neighbors chosen uniformly at random.
If Z[pi] visits x again, the duration of the new visit is sampled independently
of the duration of the previous visits. The process Z[pi] is a Trapped random
walk with trapping landscape pi.
The Randomly Trapped Random Walks are obtained by adding an extra
layer of randomness, i.e., by considering TRW on random trapping landscapes.
Let M1(R+) be the space of probability measures on R+ endowed with the
topology of weak convergence and M1(M1(R+)) be the space of probability
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measures onM1(R+). LetP ∈M1(M1(R+)) and pi = (πx)x∈G be an i.i.d. fam-
ily of random probability measures distributed according to P defined on a
probability space (X ,G, P ). We say that the process Z[pi] is a Randomly
Trapped Random Walk with an i.i.d. trapping landscape pi. To include the
case of the IPC, we also need to consider processes defined on environments
which are not i.i.d. Let pi = (πx)x∈G be a random trapping landscape, i.e.,
pi is a random object taking values in M1((0,∞))G defined on a probability
space (X ,G, P ). The random walk Z[pi] is called Randomly Trapped Random
Walk (RTRW) with trapping landscape pi. For each ω ∈ X , we denote by
Pω the law of Z[pi] for a fixed realization of pi(ω) of the environment. The
annealed law is defined as the semi-direct product P := P × Pω.
Now, we aim to express X IIC and X IPC as RTRW. Let I be a rooted tree
with root ρ and (Yk)k∈N0 be a discrete-time, nearest neighbor, symmetric
random walk on I starting at the root. Define
(3.1) σ[I] := min{l > 0 : Yl = ρ}.
Let I˜ be the tree obtained from I by attaching two extra vertices v1, v2 to the
root and (Y˜k)k∈N0 be a discrete-time, symmetric random walk on I˜ started at
the root. Define
(3.2) σ˜[I] := min{l > 0 : Y˜l ∈ {v1, v2}}.
We denote by ν[I], ν˜[I] be the distribution of σ[I], σ˜[I] respectively. Using
this notation we can express X IIC as a RTRW in N with random trapping
landscape piIIC := (ν˜[Bx])x∈N (we recall that (Bk)k∈N are the branches of
the IIC). Similarly X IPC is a RTRW in N with random trapping landscape
pi
IPC := (ν˜[Lx])x∈N. The trapping landscape of X IIC is i.i.d., because the
branches (Bx)x∈N are i.i.d. Note, however, that this is not true for X IPC
because, as we have previously said, the branches (Lx)x∈N are not i.i.d.
Now we prepare the ground for the definition the Spatially subordinated
Brownian motions. Let F be the set of Laplace exponents of subordinators,
that is, F is the set of continuous functions f : R+ 7→ R+ that can be expressed
as
(3.3) f(λ) = fd,Π(λ) := dλ+
∫
R+
(1− e−λt)Π(dt)
for d ≥ 0 and a measure Π satisfying ∫
(0,∞)(1 ∧ t)Π(dt) <∞.
The definition of the SSBM will depend on two parameters, γ ∈ (0, 1) and
F ∈M1(F), where M1(F) denotes the space of probability measures in F. Let
(V γt )t∈R be a two-sided γ-stable subordinator. That is, V
γ is the Subordinator
characterized by
E[exp(−λV γt )] =
∫
R+
(1− e−λx)γx−1−γdx.
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It is a known fact that V γ is a pure jump process and therefore its correspond-
ing Lebesgue-Stieltjes random measure µ, defined by µ(a, b] = V γb − V γa , can
be expressed as µ :=
∑
i∈N yiδxi . Furthermore, it is also known that the col-
lection of points (xi, yi)i∈N is distributed as an inhomogeneous Poisson point
process in R× R+ with intensity measure γy−1−γdydx.
Also, let (fi)i∈N be an i.i.d. family of Laplace exponents sampled according
to F and independent of µ. Let ((Si(t))t≥0)i∈N be an independent sequence of
subordinators with Laplace exponents (fi)i∈N. Finally, let (Bt)t≥0 be a one-
dimensional, standard Brownian motion started at the origin independent of
everything else and l(x, t) be its local time. Define
φt :=
∑
i∈N
y1+αi S
i(y−αi l(xi, t))
and
ψt := inf{s ≥ 0 : φs > t}.
The Spatially Subordinated Brownian motion2is the process defined as
BF,γt := Bψt .
Note that ZIIC corresponds to an SSBM where γ = 1/2 and F is the law
of the random Laplace exponent of the inverse local time at the root of the
Brownian motion in the Continuum Random tree.
Let Z[pi] be a RTRW on an i.i.d. trapping landscape pi = (πx)x∈Z with
marginal P ∈ M1(M1(R+)). In [BCCˇR15], there are given criteria under
which Z[pi] converges to an SSBM. That convergence result will be one of the
main tools to prove Theorems 2.1, and 2.3, so we proceed to recall it.
Let m : M1(R+)→ [0,∞] be defined as
m(π) :=
∫
R+
tπ(dt).
That is, m(π) is the mean of the probability distribution π. Our first assump-
tion is that the distribution of m(π) has heavy tails.
assumption (HT). There exists γ ∈ (0, 1) and c > 0 such that
lim
u→∞
uγP[π ∈M1(R+) : m(π) > u] = c.
Now, we turn our attention to the statement of the second assumption. Define
d(ǫ) := c1/γǫ−1/γ and q(ǫ) :=
ǫ
d(ǫ)
.
Let Ψǫ : M1(R+)→ C(R+) be defined as
(3.4) Ψǫ(ν)(λ) := ǫ
−1(1− νˆ(q(ǫ)λ)).
2 The definition of SSBM given in [BCCˇR15] is slightly more general to the one presented
here. Nevertheless, all the SSBM’s appearing in this article fall under this definition.
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assumption (L). For each a > 0, let πa be a random measure having the
distribution of π0 conditioned on m(π0) = a then
law of Ψǫ(π
d(ǫ))
ǫ→0→ F1,
for some F1 ∈M1(F) non-trivial, that is F1 6= δλ7→0.
We are ready to state the convergence result:
Theorem 3.1 ([BCCˇR15]). Suppose Z[pi] is an i.i.d. RTRW for which as-
sumptions HT and L holds. Then, as ǫ → 0, we have that (ǫZ[π]q(ǫ)−1t)t≥0
converges in P-distribution to (BF1,γt )t≥0 on (D(R+) endowed with the Skoro-
hod J1 topology.
For the definition of the J1 topology we refer to [Whi02, §3.3]. The strategy
to prove Theorems 2.1 and 2.3 is to verify assumptions HT and L for X IIC
and to apply the proposition above.
Now we turn our attention to the case of the IPC. The techniques developed
in [BCCˇR15] also yield an analogous of Theorem 3.1 which is suitable to treat
some non i.i.d. RTRW. We will make use of that result in the proof of Theorem
2.9, so proceed to recall it.
Let Z[pi] be a RTRW with random trapping landscape pi = (πx)x∈Z. We as-
sume that there exists a family of probability distributions (Pa)a>0 ⊂M1(M1(R+))
such that, conditioned on (m(πx))x∈Z = (mx)x∈Z, pi is distributed according
to ⊗x∈ZPmx . In other words, the random measures (πx)x∈Z are independent
when conditioned on the depths (m(πx))x∈Z.
Define V ∈ D(R) as
Vx :=

∑⌊x⌋
i=1m(πi) : x ≥ 1,
0 : x ∈ [0, 1),
−∑0i=⌊x⌋m(πi) : x < 0.
The analogous assumptions are the following.
assumption (H˜T). There exists γ ∈ (0, 1) such that (ǫ1/γVǫ−1x)x∈R con-
verges in distribution on (D(R+), J1) to a strictly increasing, pure-jump pro-
cess (V 0x )x∈R.
The condition H˜T looks different from HT but they are actually similar
since the heavy-tailed condition HT implies the convergence of a rescaled
process towards a stable subordinator which is a strictly increasing, pure-
jump process.
assumption (L˜). Let πa be a random measure having law Pa, then
law of Ψǫ(π
d(ǫ))
ǫ→0→ F1
for some F1 ∈M1(F) non-trivial, that is F1 6= δδ 7→0.
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Now we define a class of processes which corresponds to our extension
of the notion of SSBM which appears as scaling limits of RTRW satisfying
assumptions H˜T and L˜.
Let γ and V0 be as in assumption H˜T and F1 be as in assumption L˜. Let
ν :=
∑
i∈N yiδxi be the random Lebesgue-Stieltjes measure associated with
V 0 and (fi)i∈N be an i.i.d. family of Laplace exponents distributed according
to F1 and independent of V
0. Let ((Si(t))t≥0)i∈N be an independent sequence
of subordinators with Laplace exponents (fi)i∈N. Also, let (Bt)t≥0 be a one-
dimensional, standard Brownian motion started at the origin independent of
everything else and l(x, t) be its local time. Define
φt :=
∑
i∈N
y1+γi S
i(y−γi l(xi, t))
and ψt := inf{s ≥ 0 : φs > t}. Finally, define
BF1,V
0,γ
t := Bψt .
Observe that X IPC corresponds to taking γ = 1/2, V 0x = µIPC(0, x] where µIPC
is as in (2.3) and F1 as the law of the random Laplace exponent of the inverse
local time at the root of the Brownian motion in the Continuum Random tree.
The next proposition states convergence of RTRW’s satisfying assumptions
H˜T and L˜ to the processes defined above
Theorem 3.2. Suppose Z[pi] is a (non-necessarily i.i.d.) randomly trapped
random walk for which assumptions H˜T and L˜ holds. Then, as ǫ → 0,
we have that (ǫZ[pi]q(ǫ)−1t)t≥0 converges in P-distribution to (B
F1,V 0,γ
t )t≥0 on
(D(R+), J1).
This proposition can be proved by following exactly the same arguments of
Theorem 2.13 in [BCCˇR15].
4. Convergence of local times for the IIC
In this section we prepare the proof of assumption L for X IIC and assump-
tion L˜ for X IPC. During the exposition, we will focus on X IIC, nevertheless,
as we will see in Section 6.3, the same results can be applied for X IPC.
Let B1 be a finite random tree having the distribution of one of the branches
of the IIC. That is, B1 is the connected component of the root under critical
percolation on a tree in which the root has degree 1 and every other vertex
has degree 3. Note that, for the case of X IIC, πd(ǫ) in assumption L is the
distribution of σ˜[B1] conditioned on E[σ˜[B1]] = d(ǫ), where σ˜[B1] is as in (3.2).
On the other hand, as proved in [Kes86, Lemma 2.28], for any rooted tree I,
E[σ˜[I]] = |I|.
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Therefore, for X IIC, πd(ǫ) equals ν˜[Bd(ǫ)], where Bn denotes a random tree
having the law of B1 conditioned on |B1| = n.
Assumption L states the convergence in distribution of the random Laplace
exponent Ψǫ(ν˜[Bd(ǫ)]). Next, we will show how Ψǫ(ν˜[Bd(ǫ)]) is related to the
inverse local time at the root of the simple random walk on Bd(ǫ). Let I be
a rooted tree and (Y [I]k)k∈N0 be discrete-time, symmetric random walk on I
started at the root ρ. The local time at the root is
(4.1) l[I]t :=
⌊t⌋∑
i=0
1{Y [I]i=ρ},
and the inverse local time is
l−1[I]t := min{s ≥ 0 : l[I]s > t}.
Note that l−1[I]k is the sum of the duration of the k first excursions of
Y [I] away from the root. This is a discrete time process and by randomizing
the times of jumps of l−1[I] (making waiting times exponential of parameter
one instead of constant equal to one), we get a compound Poisson process
of intensity 1 whose jumps are distributed according to ν[I]. On the other
hand, is a standard fact that, for each ν ∈ M1(R+), Ψǫ(ν) in (3.4) is the
Laplace exponent of a compound Poisson process of rate ǫ−1 and size jump
distribution ν(·), scaled by a factor q(ǫ). Therefore, the rescaled inverse local
time q(ǫ)l−1[I]ǫ−1k is the de-randomization of jumps of the compound Poisson
subordinator with Laplace exponent Ψǫ(ν[I]), therefore, the convergence of
Ψǫ[Bd(ǫ)] in assumption L is, as we will see, equivalent to the convergence of the
process (q(ǫ)l−1[Bd(ǫ)]ǫ−1k)k∈N. The main result of this section is Proposition
4.4, in which we prove that the rescaled local times(
ǫl[Bd(ǫ)]q(ǫ)−1k
)
k∈N0
converge, as ǫ → 0, to the local time at the root of the Brownian motion in
the Continuum Random Tree. This will imply that(
q(ǫ)l−1[Bd(ǫ)]ǫ−1k
)
k∈N0
converges to the inverse local time at the root of the Brownian motion on
the CRT as ǫ → 0. From that, it will follow that Ψǫ(ν[Bd(ǫ)]) converges in
distribution to the random Laplace exponent of the inverse local time at the
root of the Brownian motion on the CRT, only multiplied by a constant factor.
Finally, we will show that Ψǫ(ν˜[Bd(ǫ)]) converges to the inverse local time at
the root of the Brownian motion on the CRT. This will prove assumption L
for X IIC.
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4.1. Preliminaries. This subsection is devoted to recall some known facts
about discrete and continuous random trees and processes taking values on
them. Those facts will be used to state and prove the main result of this
section.
4.1.1. Random trees. We start by describing the search-depth process which
is a well-known way of representing trees through excursions. Let T be an
ordered, rooted tree having n vertices. Let w˜ : {1, 2, . . . , 2n − 1} → T be
defined as follows. Set w˜(1) = root of T . Given w˜(i), set w˜(i+ 1) as the first
(in the order of T ) descendant of w˜(i) which is not on {w˜(k) : k = 1, . . . , i}.
If all the descendants of w˜(i) are in {w˜(k) : i = 1, . . . , i}, then set w˜(i + 1)
as the progenitor of w˜(i). The function w˜ is called the depth-first search
around T . In other words, suppose T is embedded in the plane in such a way
that sons are “above” their progenitor and siblings are ordered from left to
right according to they order on T . Then w˜ moves along the vertices of T
“clockwise” (according to the embedding in the plane), starting from the root
and ending on the root.
Define the search-depth process ω : [0, 1]→ [0,∞) by
(4.2) ω(i/2n) := dT (root, ω˜(i)), 1 ≤ i ≤ 2n− 1
where dT is the graph distance on T . We also set ω(0) = ω(1) = 0 and extend
ω to the whole interval [0, 1] by linear interpolation.
It is not hard to see that one can reconstruct a tree from its search depth
process. This idea has been exploited by Aldous in [Ald93] to construct
“continuous trees” starting from continuous excursion. We proceed to recall
that procedure. Let
W := {w : [0, 1]→ [0,∞) : w is continuous;w(t) > 0 if and only if t ∈ (0, 1)}
be the space of (positive) excursions away from 0 of duration 1. Given w ∈ W,
we define a pseudometric dw over [0, 1] by
dw(s, t) := w(s) + w(t)− 2 inf{w(r) : r ∈ [s ∧ t, s ∨ t]}.
Define the equivalence relation ∼ on [0, 1] by stating that s ∼ t if and only if
dw(s, t) = 0. Then define the topological space Tw := [0, 1]/ ∼.
We denote by [r] the equivalence class of r ∈ [0, 1]. We can endow Tw with a
metric dTw([s], [t]) := dw(s, t). The space Tw is arc-connected and contains no
subspace homeomorphic to the circle. Moreover dTw is a shortest-path metric,
that is, dTw is additive along the non-self intersecting paths of Tw. In other
words, Tw is an R-tree (real tree). The Lebesgue measure λ on [0, 1] induces
a probability measure µTw over Tw by
µTw(A) := λ({t ∈ [0, 1] : [t] ∈ A})
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for any Borelian A ⊂ Tw.
Now, let W = (Wt)t∈[0,1] be a random process defined on a probability
space (X ,G, P ) having the law of a normalized Brownian excursion. Clearly,
W can be viewed as a random object taking values inW. Thus, starting from
the Brownian excursion W , the previous procedure allows us to construct a
random R-tree denoted T (or TW if we want to emphasize the role of the
excursion), equipped with a shortest-path metric dT and a measure µT.
Definition 4.1. The triple (T, dT, µT) is the Continuum Random Tree (CRT).
Having defined the CRT, we turn our attention to the issue of convergence
of rescaled discrete trees to the CRT. Aldous in [Ald93, Theorem 20] showed
that the convergence of a rescaled sequence of discrete, ordered, rooted trees
to a continuum random tree (in a suitable topology) is equivalent to the con-
vergence of their respective search-depth processes. Furthermore in [Ald93,
Theorem 23] it is shown that the critical Galton-Watson trees conditioned on
having n vertices scales to the CRT as n→∞.
We finish our review of random trees with some definitions that will be
used later. Let K be an R-tree and A be a subset of K. We will suppose that
K has a distinguished point ρ which we will regard as the root. We define the
subspace r(K, A) as
(4.3) r(K, A) :=
⋃
x∈A
[[ρ, x]],
where [[ρ, x]] denotes the unique non-self intersecting path between ρ and x.
This subspace is clearly an R-tree. Moreover, if A is finite, r(K, A) is closed
and is called the reduced sub-tree.
Given a tree T (continuous or discrete), and a sub-tree of it T ′, we can define
the projection φT,T ′ of T onto T
′ by simply stating that, for each x ∈ T ,
φT,T ′(x) is the point on T
′ which is closest to x. The uniqueness of the
projection follows easily from the tree structure of T and T ′.
4.1.2. Brownian Motion on the Continuum Random Tree. Next we will recall
the definition of Brownian motion taking values in R-trees, in particular, the
Brownian motion in the Continuum Random Tree.
Let K be a locally compact R-tree equipped with a shortest-path metric
dK and a σ-finite Borel measure ν. We will assume that ν(A) > 0 for any
non-empty open set A ⊂ K. Fox all x, y, z ∈ K we define the branching point
between x, y and z as the unique point bK(x, y, z) that satisfies
(4.4) {bK(x, y, z)} := [[x, y]] ∩ [[x, z]] ∩ [[y, z]],
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where [[x, y]] denotes the unique non-self intersecting path between x and y.
Let ((XK,νt )t≥0, (P
K,ν
z )z∈K) be a reversible Markov process taking values in K
with the following properties
(1) Continuous sample paths.
(2) Strong Markov property.
(3) Reversible with respect to its invariant measure ν.
(4) For x, y ∈ K, x 6= y we have
PK,νz (σx < σy) =
dK(bK(z, x, y), y)
dK(x, y)
, for all z ∈ K
where σx := inf{t > 0 : XK,νt = x} is the hitting time of x.
(5) For x, y ∈ K, the mean occupation measure for the process started at
x and killed on hitting y has density
2dK(bK(z, x, y), y)ν(dz) for all z ∈ K.
In section 5.2 of [Ald91b] is shown that such a process must be unique (in
law). This allows to make the following definition.
Definition 4.2. The process XK,ν is the Brownian motion on (K, dK, ν).
The existence of a process satisfying the definitions above, in the case where
K is a locally compact R-tree was first given by Kerbs in [Kre95]. Also
Proposition 2.2 in [Cro08] uses results from Kigami [Kig95] to define the XK
in a more concise way.
Definition 4.3. We define the Brownian motion on the Continuum Random
Tree asXTW ,µTW , whereW is distributed as a normalized Brownian excursion.
For simplicity, for each realization w ofW , XTw ,µTw will sometimes be denoted
Xw.
Lemma 2.5 in [Cro08] ensures that for P -a.e. w ∈ W there exist jointly-
continuous local times (Lw(x, t))x∈Tw,t≥0 for X
Tw ,µTw . The inverse local time
at x ∈ Tw is defined as
L−1w (x, t) := inf{s : Lw(x, s) > t}.
We finish this review on the Brownian motion on the CRT by defining the
annealed law of the inverse local time at the root of the Brownian motion on
the Continuum random tree, G ∈M1(C(R+)) as
(4.5) G(A) :=
∫
W
P Tw,µTw (L−1w (ρ, ·) ∈ A)P (dw)
for all A Borelian of C(R+).
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4.2. Statement and proof of the convergence of local times. This
subsection is devoted to the statement and proof of Proposition 4.4 below,
which states that the local times at the root of the random walk on a sequence
of discrete trees converges to the local time at the root of the Brownian motion
on the CRT, provided that the sequence of discrete trees converge to the CRT.
This result is closely related with the main result of [Cro08] which states
that, under the same conditions, the random walks on the trees converge to
the Brownian motion in the CRT. During the argument we will make use of
many ideas of [Cro08].
As we have said, [Ald93, Theorem 20] ensures that the convergence of a
sequence of trees can be stated in terms of the convergence of their respective
search-depth processes. Therefore, a sequence of trees which converges to a
typical realization of the CRT is a sequence of trees whose search-depth pro-
cesses converge to a typical realization of the normalized Brownian excursion.
Let (Tn)n∈N be a sequence of (deterministic) ordered, rooted trees with
|Tn| = n and such that, for all n ∈ N, the root of Tn has degree 1. Let wn
denote the search-depth process of Tn and (Wt)t∈[0,1] be a normalized Brownian
excursion defined over a probability space (X ,G,P). Recall from (4.1) that
l[Tn] denotes the local time at the root of a random walk on Tn.
Proposition 4.4. Let c > 0. There exists of a set Γ∗ ⊂ C[0, 1] with P[cW ∈
Γ∗] = 1 such that, if
n−1/2wn
n→∞→ w ∈ Γ∗
uniformly, then
(n−1/2l[Tn]tn3/2)t≥0
n→∞→
(
1
2
Lw(ρ, t)
)
t≥0
in distribution in D[0,∞) endowed with the topology of uniform convergence
over compact sets.
As a corollary we have the convergence of the corresponding inverse local
times.
Corollary 4.5. Let c > 0. There exists of a set Γ∗ ⊂ C[0, 1] with P[cW ∈
Γ∗] = 1 such that, if
n−1/2wn
n→∞→ w ∈ Γ∗
uniformly, then
(n−3/2l−1[Tn](n1/2t))t≥0 → (L−1w (2t))t≥0
in D[0,∞) endowed with the Skorohod M1 topology.
For the definition of the Skorohod M1 topology we refer to [Whi02, §3.3]
During the course of the proof we will need to consider subtrees of Tw.
In order to span subtrees we use an i.i.d. sequence of random variables U =
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(Un)n∈N, uniformly distributed on [0, 1], which are defined in the same prob-
ability space (X ,G,P) as the Brownian excursion W and are independent of
it. We will also need deterministic sequences un = (uni )i∈N ⊂ [0, 1], n ∈ N to
span subtrees of Tn.
Lemma 2.3 in [Cro08] guarantees the existence of a set Γ ⊂ C([0, 1],R+)×
[0, 1]N with P[(cW, U) ∈ Γ] = 1 with “good properties”3(see [Cro08, Lemma
2.3] for details). The set Γ∗ in Proposition 4.4 will be the projection of Γ on
the first coordinate. We will work under the following assumption.
Assumption 1: For each n, the sequence (uni )i≥1 is dense in [0, 1], and also
(n−1/2wn, un)→ (w, u)
in C([0, 1],R+) × [0, 1]N, for some (w, u) ∈ Γ, where [0, 1]N is endowed with
the product topology.
Let (w, u) = ((w(t))t∈[0,1], (ui)i∈N) ∈ Γ be the pair appearing in assumption
1. We will span subtrees of Tw using u. For k ∈ N, we define the reduced
sub-tree Tw(k) as
(4.6) Tw(k) := r(Tw, {[ui] : i ≤ k}).
Since Tw(k) is composed of a finite number of line segments, we can define
the Lebesgue measure λ
(k)
w,u over Tw. Moreover we will assume that λ
(k)
w,u is
normalized to become a probability measure.
Similarly, for n fixed, we would like to use un to span subtrees of Tn. Let
(4.7) γn(t) :=
{ ⌊2nt⌋/2n if wn(⌊2nt⌋/2n) ≥ wn(⌈2nt⌉/2n),
⌈2nt⌉/2n otherwise.
This function is constructed so that, if U is uniformly distributed over [0, 1],
then w˜n(γn(U)) is uniformly distributed over the vertices of Tn, where w˜n is
the depth-first search around Tn. We define the discrete reduced sub-trees as
Tn(k) := r(Tn, {w˜n(γn(uni )); i ≤ k}).
Define
A
(k)
t :=
∫
Tw(k)
Lw(x, t)λ
(k)
w,u(dx),
where we recall that Lw is the local time of the Brownian motion X
w on Tw.
Let also
(4.8) τ (k)(t) := inf{s : A(k)s > t}.
and
(4.9) B
(k)
t := X
w
τ (k)(t).
3The result in [Cro08] only includes the case when c = 1. Nevertheless the generalization
follows from completely analogous arguments.
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Lemma 2.6 in [Cro08] ensures that the process B(k) is the Brownian motion on
(Tw(k), λ
(k)
w,u) (according to Definition 4.2). Moreover Lemma 3.3 in [Cro08]
implies that B(k) has jointly continuous local times (L
(k)
w (x, t), t ≥ 0, x ∈
Tw(k)).
Next we will state some lemmas which will be used in the proof of Propo-
sition 4.4. Let Λ
(k)
n := n−1/2#{ vertices of Tn(k)}.
Lemma 4.6.
(n−1/2l[Tn(k)]tnΛ(k)n )t≥0
d→
(
1
2
L(k)w (ρ, t)
)
t≥0
.
Proof of Lemma 4.6. The discrete tree Tn(k) can be regarded as an R-tree
by adding line segments between adjacent vertices. Moreover, since we are
interested in rescalings of Tn(k), we will consider Tn(k) as an R-tree with a
shortest path metric dTn(k) by adding line segments of length n
−1/2 between
each pair of adjacent vertices.
Let λn,k be the Lebesgue measure on Tn(k) with respect to the metric
dTn(k), so that λn,k(Tn(k)) = Λ
(k)
n . Let (B
n,k
t )t≥0 be the Brownian motion on
(Tn(k), dTn(k), λn,k) and (L¯
n,k(x, t))x∈Tn(k),t≥0 be a jointly continuous version
of its local time (whose existence in guaranteed by Lemma 2.5 in [Cro08]).
Let (vki )i≤lk be the set composed of the root, the leaves and branching
points of Tw(k). Also let (ei)i≤lk−1 denote the line segments of Tw(k) which
join the points (vk)i≤lk . Lemma 4.1 in [Cro08] implies that, for each k fixed,
Tn(k), regarded as an R-tree, is homeomorphic to Tw(k) for n large enough.
Moreover, we can define the homeomorphism Υ
(k)
n : Tw(k) 7→ Tn(k) which
preserves order and is linear along the line segments (ei)i≤lk−1.
Let us define the distance d¯n,k on Tw(k) by
d¯n,k(x, y) = dTn(k)(Υ
(k)
n (x),Υ
(k)
n (y)).
Let λ¯n,k be the Lebesgue measure of Tn(k) with respect to the distance d¯Tn(k).
Let Υ
(k)←
n denote the inverse of Υ
(k)
n . By verifying the properties in Definition
4.2 it can be shown that (Υ
(k)←
n (B
n,k
t ))t≥0 has the law of the Brownian motion
in (Tw(k), d¯n,k, λ¯n,k).
By Lemma 4.1 in [Cro08], one can choose a family of constants (δn)n∈N ⊂
(0, 1], δn → 1 as n→∞, that satisfies
δnd¯n,k(x, y) ≤ dT(k)(x, y) ≤ δ−1n d¯n,k(x, y) ∀x, y ∈ Tw(k).
Therefore, by Proposition 3.1 in [Cro12], and since the local time at the root
of (Υ−1
Tw(k),Tn(k)
(Bn,kt ))t≥0 coincides with that of (B
n,k
t )t≥0, we have that
(4.10) (L¯n,k(ρ,Λ(k)n t))t≥0
d→ (L(k)w (ρ, t))t≥0
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as n → ∞ in C[0,∞) with the topology of uniform convergence on compact
sets.
Set hn,k(0) := 0 and
hn,k(m) := inf
{
t ≥ hn(m− 1) : Bn,kt ∈ V (Tn(k))− {Bn,khn,k(m−1)}
}
.
Define
J¯n,km := B
n,k
hn,k(m)
.
Observe that the process J¯n,k is a simple random walk on the vertices of Tn(k).
Form now on we will assume that the local time l[Tn(k)] is constructed with
respect to J¯n,k. Finally, the reasoning in the proof of Lemma 4.8 in [Cro08]
can be used to show that, for all M ≥ 0,
(4.11) P
[
sup
t≤M
∣∣2n−1/2l[Tn(k)]tn − L¯n,k(ρ, t)∣∣ > ε]→ 0
as n→∞.
The lemma follows from displays (4.10) and (4.11).

Proof of Proposition 4.4. In view of Lemma 4.6 it suffices to relate l[Tn(k)]
and l[Tn]. We use the following coupling: Let X
n be a simple random walk
on Tn started at the root. Define A
n,k(0) := 0 and
An,k(m) := min
{
l ≥ An,k(m− 1) : Xn,kl ∈ Tn(k)− {XnAn,k(m−1)}
}
.
The process (Jn,km )m≥0 defined as
Jn,km = X
n,k
An,k(m)
is a simple random walk on Tn(k).
During the proof we will assume that the local times l[Tn] and l[Tn(k)] are
defined in terms of Xn and Jn,k respectively. Since by assumption we have
that degn(ρ) = 1 for all n ∈ N, we have that each excursion away from the
root of Xn is also a excursion away from the root of Jn,k. Therefore
(4.12) l[Tn(k)]l = l[Tn]An,k(l).
On the other hand, Corollary 5.3 in [Cro08] implies that for all M ≥ 0
(4.13) lim
k→∞
lim sup
n→∞
P
[
sup
t≤M
∣∣n−3/2An,k(Λ(k)n nt)− t∣∣ > ε] = 0.
By virtue of the Skorohod representation Theorem, we can assume that
the convergence in Lemma 4.6 is almost sure. In particular, we can assume
22 G. BEN AROUS, M. CABEZAS, AND A. FRIBERGH
that L
(k)
w and l[Tn(k)] are defined in the same probability space and, for each
M ≥ 0 they satisfy
P
[
sup
t≤M
∣∣∣∣n−1/2l[Tn(k)]tnΛ(k)n − 12L(k)w (ρ, t)
∣∣∣∣ ≥ ǫ]→ 0
as n → ∞. Therefore, by (4.12), and the uniform continuity of L(k)w (ρ, t) in
[0,M ]
(4.14) P
[
sup
t≤M
∣∣∣∣n−1/2l[Tn]An,k(tnΛ(k)n ) − 12L(k)w (ρ, t)
∣∣∣∣ ≥ ǫ]→ 0
Lemma 3.4 in [Cro08] states that
(4.15) L(k)w (ρ, t) = Lw(ρ, τ
(k)(t)),
where τ (k)(t) is as in (4.8). Moreover, by [Cro08, Lemma 3.1], for each M ≥ 0
(4.16) P
[
sup
t≤M
∣∣τ (k)(t)− t∣∣ > ε]→ 0
as k → ∞. Therefore, using the uniform continuity of Lw(ρ, t) in [0,M ]
together with (4.15) and (4.16) we get
(4.17) P
[
sup
t≤M
∣∣L(k)w (ρ, t)− Lw(ρ, t)∣∣ ≥ ǫ]→ 0
as k →∞. Finally, combining (4.13), (4.14) and (4.17) we get that
P
[
sup
t≤M
∣∣∣∣n−1/2l[Tn]tn3/2 − 12Lw(ρ, t)
∣∣∣∣ ≥ ǫ]→ 0
as n→∞, which proves our claim.

Proof of Corollary 4.5. By [Whi02, Lemma 13.6.3] we know that the inversion
map on (D(R+),M1) is continuous. Hence we can obtain convergence in the
Skorohod M1 topology for the corresponding inverted processes.

5. Convergence results for the IIC: proof of Theorems 2.1 and
2.3
The proof will consist in verifying the assumption of Theorem 3.1. Since
that result deals with processes defined in the whole axis andX IIC is defined in
the positive part of the axis, we introduce an analog ofX IIC which is defined in
the whole axis. Let (Bx)x∈Z be an i.i.d. family of critical percolation clusters on
T ∗ and (X IIC∗t )t≥0 be an i.i.d. Randomly trapped random walk with (ν˜[Bx])x∈Z
as its random trapping landscape.
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Now we proceed to define the scaling limit of X IIC∗. Let (Wt)t∈[0,1] be
a normalized Brownian excursion defined in a probability space (X ,G, P ).
Let w ∈ W be a realization of W and Tw be its corresponding R-tree. Let
Xw be the Brownian motion in Tw and Lw(x, t) its local time. By virtue
of the strong Markov property of XTw,µTw and the fact that, for all t ∈ R+,
inf{s ≥ 0 : Lw(ρ, s) ≥ t} is a stopping time, we have that the inverse lo-
cal time (L−1w (ρ, t))t≥0 has independent and stationary increments, that is,
L−1w (ρ, ·) is a subordinator. Let fw be the Laplace exponent of (L−1w (ρ, t))t≥0
and F1 ∈ M1(F) be defined as F1[A] := P [fW ∈ A] for each A Borelian of F.
From standard considerations about Laplace exponents, π1/2fw(π−1/2·) is the
Laplace exponent of of (π−1/2L−1w (ρ, π
1/2t))t≥0. Let F∗1 ∈M1(F) be the law of
π−1/2fw(π1/2·).
We will prove the following
Proposition 5.1. (ǫXIIC∗π−1ǫ−3t)t≥0 converges in distribution to the randomly
subordinated Brownian motion (B
F∗1,1/2
t )t≥0 on (D(R+), J1).
5.1. Assumption HT for XIIC∗. In this subsection we will prove that as-
sumption HT holds for X IIC∗. We recall that, for each ν ∈ M1(R+), m(ν)
stands for
∫
R+
tν(dt).
Lemma 5.2. We have that
lim
u→∞
u1/2P[m(ν˜[B0]) > u] = π−1/2,
where ν˜[B0] is as in (3.2).
If follows directly from the lemma above that the scaling functions d(ǫ) and
q(ǫ) of assumption L equal
(5.1) d(ǫ) = π−1ǫ−2 q(ǫ) = πǫ3.
In the proof we will use the following.
Lemma 5.3. Let Np be the cardinality of the connected component of the root
ρ of T ∗ under percolation of parameter p ≤ 1/2, then
Nˆp(λ) =
1−√1− 4p(1− p) exp(−λ)
2p
.
Proof of Lemma 5.3. First we compute the Laplace transform of N∗p which is
the size of a percolation cluster on T with parameter p. By conditioning on
the status of the edges emerging from the root we find that
Nˆ∗p (λ) = exp(−λ)[(1− p) + pNˆ∗p (λ)]2
Therefore
Nˆ∗p (λ) =
1− 2p(1− p) exp(−λ)−√1− 4p(1− p) exp(−λ)
2p2 exp(−λ)
24 G. BEN AROUS, M. CABEZAS, AND A. FRIBERGH
where the solution
1− 2p(1− p) exp(−λ) +
√
1− 4p(1− p) exp(−λ)
2p2 exp(−λ)
has been discarded because, when p < 1/2, it yields that Nˆ∗p (0) > 1 and when
p = 1/2, it yields that
Nˆ∗1/2(λ)− 1 = 2 exp(λ)(1− exp(−λ) +
√
1− exp(−λ))
which is positive when λ > 0.
Again, conditioning on the status of the edge of the root of T ∗ we find that
Nˆp(λ) = exp(−λ)(pNˆ∗p (λ) + 1− p).
Therefore
Nˆp(λ) =
1−√1− 4p(1− p) exp(−λ)
2p
.

Proof of Lemma 5.2. We recall that for any rooted tree I, E[θ˜[I]] = |I| (see
[Kes86, Lemma 2.28]). In particular m(ν˜[B0]) = N1/2. By Lemma 5.3 we
have that
1− Nˆ1/2(λ) =
√
1− exp(−λ) ∼
√
λ
as λ → 0. Therefore applying the Tauberian Theorem (see [Fel71, Chapter
XIII.5, Example(c)]) we get that
P[ν˜[B0] > u] ∼ Γ(1/2)−1u−1/2 = π−1/2u−1/2
as u→∞, where Γ denotes the Gamma function. 
5.2. Assumption L for XIIC∗. Here we will prove that assumption L holds
for X IIC∗. Let Bn be a critical percolation cluster on T ∗ conditioned on having
n vertices, were we recall that T ∗ is a regular tree in which each vertex has
degree 3 except for the root which has degree 1. Recall that F1 is the law of
the random Laplace exponent fW of the inverse local time at the root of the
Brownian motion in the CRT.
Lemma 5.4.
Law of Ψn−1/2(ν˜[Bn]) n→∞→ F1
Recalling the scaling functions d(ǫ), q(ǫ) from (5.1) we get the following
corollary of the Lemma above.
Corollary 5.5.
Ψǫ(ν˜[Bd(ǫ)]) ǫ→0→ F∗1.
Before proving Lemma 5.4, we need the following result.
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Lemma 5.6. Let w be a fixed realization of the normalized Brownian ex-
cursion W . Then, for each c > 0 Lw(ρ, ·) (the local time at the root of the
Brownian motion on Tw) is distributed as Lcw(ρ, ·) (the local time at the root
of the Brownian motion on Tcw)
Proof. Let XTw,µTw be the Brownian motion on (Tw, dTw , µTw). We recall that
Tw is defined as [0, 1]/ ∼ where x ∼ y i.f.f. dw(x, y) = 0. Therefore Tw = Tcw
as sets. Hence XTw ,µTw can be regarded as a process on Tcw. It can be
checked that XTw,µTw is the Brownian motion on (Tcw, dTcw , µTcw) according
to Definition (4.2). The result follows. 
Proof of Lemma 5.4. Since the degree of the root ρ on T ∗ is 1, Bn − {ρ}
has the law of a critical percolation cluster on T conditioned on having n− 1
vertices. Hence Bn−{ρ} can be seen as a Galton-Watson tree whose offspring
distribution is Binomial of parameters N = 2, p = 1/2, conditioned on having
n− 1 vertices.
Let v˜n and vn denote respectively the depth-first search and search-depth
processes of Bn − {ρ}. By virtue of [Ald93, Theorem 23], we have that
(5.2)
(
n−1/2vn+1(t)
)
t∈[0,1]
d⇒
(√
2Wt
)
t≥0
as n→∞
on C[0, 1] endowed with the uniform topology, where (Wt)t∈[0,1] is the normal-
ized Brownian excursion.
Let w˜n and wn be the depth-first search and search-depth processes of Bn
respectively. Since w˜n(i) = v˜n(i− 1), i = 2, . . . 2n− 2 we have that
d(w˜n(i), v˜n(i)) = 1,
for all i = 2, . . . , 2n− 2. That, together with display (5.2) imply that
(5.3)
(
n−1/2wn(t)
)
t∈[0,1]
d⇒
(√
2Wt
)
t≥0
as n→∞,
in the uniform topology.
By virtue of the Skorohod representation Theorem and display (5.3) we can
find coupled processes w¯n, n ∈ N and W¯ defined on a common probability
space (Ω,F ,Q) such that w¯n is distributed as wn, W¯ is distributed as W and
(5.4)
(
n−1/2w¯nt
)
t∈[0,1]
u→
(√
2W¯t
)
t∈[0,1]
, Q-a.s.,
where
u→ denotes uniform convergence.
For every n ∈ N, let B¯n be the random tree with w¯n as its search-depth
process. The trees B¯n are well defined because any ordered, rooted tree can be
reconstructed from its search-depth process. Let Pw denote the law of l
−1[B¯n]
conditioned on a fixed realization w ∈ X . Using Corollary 4.5 we have that(
n−3/2l−1[B¯n]n1/2t
)
t≥0 ⇒
(
L−1√
2W¯ (w)
(ρ, 2t)
)
t≥0
,
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in Pw-distribution in (D(R+),M1), Q-almost surely. By Lemma 5.6 we can
replace L−1√
2W¯ (w)
by L−1
W¯ (w)
in the display above to get(
n−3/2l−1[B¯n]n1/2t
)
t∈[0,T ] ⇒
(
L−1
W¯ (w)
(ρ, 2t)
)
t∈[0,T ]
, Q-almost surely
in Pw distribution in (D(R+),M1),Q-almost surely.
It is a known fact that convergence in the M1 topology implies conver-
gence of single-time distributions at continuity points of the limiting function.
Therefore, since every point (in particular t = 1) is almost surely a continuity
point of L−1
W¯
, we have that, for all t ≥ 0
n−3/2l−1[B¯n]n1/2 ⇒ L−1W¯ (w)(ρ, 2)
in Pw distribution, Q-almost surely. On the other hand, since convergence in
distribution of random variables implies convergence of the respective Laplace
transforms and n−3/2l−1[B¯n]n1/2 is the sum of n1/2 i.i.d. random variables
distributed as ν[B¯n] scaled by n−3/2, we have that
log([νˆ[B¯n](n−3/2λ)]n1/2)→ log (Ew [exp (−λL−1W¯ (ρ, 2))]) = 2f W¯ (λ),
Q-a.s., for all λ ≥ 0 as n → ∞, where Ew denotes expectation with respect
to a fixed realization w ∈ X . Therefore,
(5.5) n1/2(1− νˆ[B¯n](n−3/2λ))→ 2f W¯ (w)(λ)
Q-a.s., for all λ ≥ 0 as n→∞.
We would like to have a convergence result as the display above but with
ν˜[B¯n] instead of ν[B¯n]. Let G be a geometric random variable of parameter
(probability of success) 1/3 independent of the Hni , i ∈ N. Then
ˆ˜ν[B¯n](λ) = E
[
exp
(
−λ
(
1 +
G∑
i=0
Hni
))]
= exp(−λ) 2
3− νˆ[B¯n](λ) .
Therefore
1− ˆ˜ν[B¯n](λ) ∼ 1− νˆ[B¯
n](λ)
2
as λ→ 0. This, together with display (5.5) imply that
n1/2(1− ˆ˜ν[B¯n](n−3/2λ))→ f W¯ (λ), Q-a.s.,
for all λ ≥ 0. 
Proof of Proposition 5.1. Follows directly from Lemma 5.2, Corollary 5.5 and
Theorem 3.1. 
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5.3. Proof of Theorems 2.1 and 2.3. Theorems 2.1 and 2.3 are essentially
equivalent to Proposition 5.1 but with processes restricted to the positive axis.
Let
σǫt :=
∫ t
0
1{ǫXIIC∗
π−1ǫ−3s
>0}ds
and
σ :=
∫ t
0
1{BF
∗
1
,1/2
t >0}
.
Let τ ǫt := inf{s ≥ 0 : σǫs > t} and τt := inf{s ≥ 0 : σǫs > t}. It is clear that
(X IIC∗τǫt )t≥0 is distributed as (X
IIC
ǫ−1t)t≥0. On the other hand, using Proposition
5.1 it can be shown that σǫ → σ uniformly over compact sets, in particular,
they converge in the weaker M1 topology. Therefore, by [Whi02, Theorem
13.2.3] we deduce that
(ǫX IICπ−1ǫ−3t)t≥0 → (BF
∗
1,
1
2
τt )t≥0
in distribution in the M1 topology. By the display above, we see that in
order to prove the theorem, we need to show that (B
F∗1,
1
2
τπt )t≥0 is distributed as
(ZIICt )t≥0.
It is easy to see that (B
F∗1,
1
2
τt )t≥0 can be constructed exactly as (B
F∗1,
1
2
t )t≥0
but where the underlying process is a reflected Brownian motion instead of
a Brownian motion. More precisely, let (B+t )t≥0 be a reflected Brownian
motion and l+(x, t) its local time. Let (xi, yi)i∈N be a Poisson point process of
intensity 1/2y−3/2dydx independent of B+ and let (Si)i∈N be an i.i.d. sequence
of subordinators (and independent of B+, (xi, yi)i∈N) whose Laplace exponents
are distributed according to F∗1. Let
φ+t :=
∑
i∈N
y
3/2
i S
i(y
−1/2
i l
+(xi, t))
and
ψ+t := inf{s ≥ 0 : φ+s > t}.
Then we have that (B
F∗1,
1
2
τt )t≥0 is distributed as B
+
ψ+t
and (B
F∗1,
1
2
τπt )t≥0 is dis-
tributed as B+
ψ+πt
. It is easy to see that
ψ+πt = π
−1 inf{s ≥ 0 : φ+s > s} = π−1
∑
i∈N
y
3/2
i S
i(y
−1/2
i l
+(xi, t))
=
∑
i∈N
(π−1yi)3/2π1/2Si(π−1/2(π−1yi)−1/2l(xi, t)).
Since the subordinators Si are chosen according to F∗1, it follows that the
subordinators π1/2Si(π−1/2·) are chosen according to F1. Moreover, since
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(xi, yi)i∈N has intensity 1/2y−3/2dydx, we have that (xi, π−1yi)i∈N has inten-
sity 1/2π−1/2y−3/2dydx. Therefore, by the last display above, (ψ+πt)t≥0 is dis-
tributed as (ψIICt )t≥0 and, consequently
(ǫX IICǫ−3t)t≥0 → (ZIICt )t≥0
in distribution in the M1 topology.
It only remains to strengthen the convergence to the uniform topology.
It is a known fact that convergence in the M1 topology coincides with con-
vergence in the uniform topology when the limiting function is continuous.
On the other hand it can be shown that ψIIC is continuous and therefore,
(B+
ψIICt
)t≥0 is also continuous. This, however, does not immediately implies
that (ǫ1/3X IICǫ−1t)t≥0 converges to (B
+
ψIICt
)t≥0 in the uniform topology. We also
have to check measurability of the pre-images {ω ∈ Ω : ǫ1/3X IICǫ−1t ∈ A} for all
A open in D(R+) with the uniform topology.
Since the times of jumps of X IIC are contained in N, we have that the range
ǫ1/3X IICǫ−1t(Ω) is separable in (D(R+), U), where U denotes the uniform topol-
ogy. Hence, for each A open in the uniform topology, there exist countable
many U -balls (balls in the uniform metric) (Ai)i∈N such that
A ∩ ǫ1/3X IICǫ−1t(Ω) =
⋃
i∈N
(ǫ1/3X IICǫ−1t(Ω) ∩Ai).
Then {ω ∈ Ω : ǫ1/3X IICǫ−1t ∈ A} =
⋃
i∈N{ω ∈ Ω : ǫ1/3X IICǫ−1t ∈ Ai}. But each
set {ω ∈ Ω : ǫ1/3X IICǫ−1t ∈ Ai} is measurable because they are pre-images
of U -spheres and the U -spheres can be written as countable intersections of
finite-dimensional sets.
Now we define probability measure Pǫ, P in (D(0, T ), U) as Pǫ[A] = P[ǫ
1/3X IICǫ−1t ∈
A] and P [A] = P[ZIICt ∈ A] for each U -open A. Let C denotes the set of con-
tinuous functions. Let A be a U -open, AU be its U closure and AM1 be its
M1 closure.Then lim supǫ Pǫ[A] ≤ lim supǫ Pǫ[AM1 ] ≤ P [AM1] = P [AM1 ∩ C],
where the second inequality follows from the fact that Pǫ → P in the M1
topology and the last equality follows from P [C] = 1. But (AM1 ∩ C) ⊂ AU
because, as we have said, the M1 topology coincides with convergence in the
uniform topology when the limiting function is continuous (here we are implic-
itly using the fact that the M1 topology is metrizable, see [Whi02, Theorem
12.5.1]). Therefore lim supǫ Pǫ[A] ≤ P [AU ] which implies that Pǫ → P in
(D(0, T ), U).
6. Convergence result for the IPC: proof of Theorem 2.9 and
Theorem 2.10
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6.1. Assumption H˜T for ZIPC. We recall that Lk is the branch emerging
from the k-th vertex of the backbone of the IPC and µIPC is the random
measure appearing in (2.3). The main result of this section is
Lemma 6.1. Let V IPCx :=
∑⌊x⌋
k=1m(ν˜[Lk]) and Ix := µIPC(0, x] . Then
(ǫ2V IPCǫ−1x)x≥0
ǫ→0→ (Ix)x≥0
in distribution on (D[0,∞), J1).
To prepare the proof of Lemma 6.1, we first need to provide some known
facts about the IPC. Let Pl be the weight of the l-th vertex of the backbone
of the IPC I∞ and Mk := sup{Pl : l > k}. By [AGdHS08, Proposition
2.1] we have that, conditioned on a fixed realization of (Pk)k∈N, the sequence
of branches (Lk)k∈N is an independent sequence of trees where each Lk is
distributed as a supercritical percolation cluster on T ∗ with parameter Mk,
conditioned to stay finite. The percolation parameter Mk corresponding to
the cluster attached at k ∈ N decreases to pc = 1/2 as k goes to ∞. In fact,
it can be shown (see [AGdHS08, Proposition 3.3]) that for any ǫ > 0
(6.1) (k[2M⌈kt⌉ − 1])t>ǫ k→∞→ (Et)t>ǫ
in distribution on (D[ǫ,∞), J1) where Et is the lower envelope of a homoge-
neous Poisson point process as in display (2.2).
One can use duality of percolation to see that a supercritical cluster with
parameter p conditioned to stay finite is distributed as a subcritical cluster
with dual parameter p˜ which satisfies (see [AGdHS08, Lemma 2.2])
p− pc ∼ pc − p˜ as p ↓ pc
where ∼ denotes asymptotic equivalence. Hence, using (6.1) we can show
that, for each ǫ > 0
(6.2) (k[1− 2M˜⌈kt⌉])t>ǫ k→∞→ (Et)t>ǫ
in distribution on (D[ǫ,∞), J1)
Using display (6.2) and the Skorohod representation Theorem we can find,
for each ǫ > 0, copies of (k[1 − 2M˜⌈kt⌉])t>ǫ, k ∈ N and (Et)t>ǫ in which the
convergence in (6.2) holds almost surely. It will be more convenient to have
copies which do not depend on ǫ and in which the almost sure convergence
holds when restricted to (ǫ,∞), for each ǫ > 0. In order to do that we first
prove this simple lemma
Lemma 6.2. (k−1(1 − 2M˜⌈tk⌉)−1)t≥0 converge in distribution to (E−1t )t≥0 in
the Skorohod J1 topology as k →∞.
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Proof. Using display (6.2), continuity of x 7→ x−1 on (ǫ,∞) and the continu-
ous mapping Theorem we obtain that, for each ǫ > 0, (k−1(1− 2M˜⌈tk⌉)−1)t≥ǫ
converges to (E−1t )t≥ǫ. From this we can deduce convergence of finite dimen-
sional distributions and tightness away from 0 (for tightness in the Skorohod
J1 topology, see e.g., Theorem 15.6 in [Bil68]). To deal with the behavior near
0 we use the fact that k−1(1−2M˜⌈ǫk⌉)−1 converges in distribution to E−1ǫ and
E−1ǫ converges in distribution to δ0 as ǫ → 0. Also, the processes involved
are increasing and positive. This gives tightness near 0 and convergence of
marginals at t = 0. 
Using the previous lemma and the Skorohod representation Theorem we
can find a family of processes (M¯kt )t≥0, k ∈ N, and a process (E¯t)t≥0 defined
on a common probability space such that
(1) (k−1(1−2M¯k⌈tk⌉)−1)t≥0 converges almost surely to (E¯−1t )t≥0 in the Sko-
rohod J1 topology as k →∞.
(2) for each k ∈ N, (M¯kt )t≥0 is distributed as (M˜t)t≥0
(3) (E¯t)t>0 is distributed as (Et)t>0.
Note that item 1 above implies that, for each ǫ > 0, (k(1 − 2M¯k⌈tk⌉))t≥ǫ con-
verges almost surely to (E¯t)t≥ǫ in the Skorohod J1 topology as k →∞.
Let (b¯i)i∈N be a enumeration of the points of discontinuity of E¯ and a¯i :=
max{b¯j : b¯j < b¯i}. By the matching of jumps property of the J1 topology, for
each i ∈ N, there exists a sequence (aik)k∈N such that aik → a¯i, k(1−2M¯kkaik)→
E¯a¯i and k(1− 2M¯kkaik−)→ E¯a¯i− as k →∞. Hence
(6.3) sup
l∈[kaik,kbik)
∣∣∣∣M¯kl − 1− k−1E¯a¯i2
∣∣∣∣ = o(k−1).
Let us fix a realization of the processes (M¯kt )t≥0, k ∈ N and (E¯t)t≥0. Let
((I¯ it)t≥0)i∈N be an independent family of inverse Gaussian subordinators, each
one with parameters δ = 2−1/2 and γ =
√
2E¯ai . Let I¯x :=
∑
i:a¯i<x
I¯ i
b¯i∧x − I¯ ia¯i .
Recall that for p ≤ 1/2, Np denote the size of a percolation tree of parameter p.
We define V¯
(k)
x :=
∑⌊x⌋
i=1m
(k)
i , where (m
(k)
i )i∈N is a random variable distributed
as NM¯ki . Hence, for all k ∈ N, (V¯
(k)
x )x≥0 is distributed as (V IPCx )x≥0 and (I¯t)t≥0
is distributed as (It)t≥0. Lemma 6.1 follows from
Lemma 6.3. Conditioned on the processes (M¯kt )t≥0, k ∈ N and (E¯t)t≥0, we
have that
(k−2V¯ (k)kx )x≥0
ǫ→0→ (I¯x)x≥0
in distribution with the Skorohod J1 topology in D(R+).
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Proof. We first will prove convergence of marginals and in order to do it we
compute Laplace transforms. Let δ > 0 be fixed. We can write
E
[
exp(−λk−2(V¯ (k)kx − V¯ (k)kδ ))|(M¯kt )t≥0
]
=
⌊kx⌋∏
l=⌊δk⌋
NˆM¯kl (k
−2λ)
=
∏
{i:aki≤x,bki>δ}
⌊k(bki ∧x)⌋∏
l=⌊k(aki ∨δ)⌋
NˆM¯kl (k
−2λ).
By virtue of display (6.3), Lemma 5.3 and some standard computations we
have that
(6.4) NˆM¯kl (k
−2λ)− 1 = k−1
(
E¯a¯i −
√
E¯2a¯i + λ
)
+ o(k−1)
for all l ∈ [kaik, kbik) and where the error term is uniform over l. From this it
follows that
lim
k→∞
⌊k(bki ∧x)⌋∏
l=⌊k(aki ∨δ)⌋
NˆM¯kl (k
−2λ) = exp
(
((b¯i ∧ x)− (a¯i ∨ δ))
(
E¯a¯i −
√
E¯2a¯i + λ
))
.
Hence
lim
k→∞
E[exp(−λk−2(V¯ (k)kx − V¯ (k)kδ ))|(M¯kt )t≥0]
(6.5) =
∏
{i:a¯i≤x,b¯i>δ}
exp
[
((b¯i ∧ x)− (a¯i ∨ δ))
(
E¯a¯i −
√
E¯2a¯i + λ
)]
.
On the other side
lim sup
δ→0
lim sup
k→∞
(1− E[exp(−λk−2V¯ (k)kδ )|(M¯kt )t≥0])
≤ lim sup
δ→0
lim sup
k→∞
1− NˆM¯k
⌊δk⌋
(k−2λ)⌊δk⌋
because, for any p1 ≥ p2 we have that Np1 stochastically dominates Np2 and
M¯kt is non-decreasing in t. Moreover, repeating the computations done to
obtain (6.4) we get that the last display equals
= lim sup
δ→0
1− exp
(
δ
(
E¯δ −
√
E¯2δ + λ
))
= 0
That plus (6.5) yield that
lim
k→∞
E
[
exp(−λk−2V¯ (k)kx )|(M¯kt )t≥0
]
(6.6) =
∏
i:a¯i<x
exp
(
−(b¯i ∧ x− a¯i)(
√
λ+ E¯2a¯i − E¯a¯i)
)
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which is the Laplace transform of I¯x. We have proved convergence of marginals.
The convergence of finite-dimensional distributions follows from (6.6) and
independence. It just remains to show tightness.
In order to prove tightness we use [Bil68, Theorem 15.6] which states that
the tightness in the J1 topology is implied by
E
[
(k−2V¯ (k)kx2 − k−2V¯
(k)
kx )
β(k−2V¯ (k)kx − k−2V¯ (k)kx1)β
∣∣∣(M¯kt )t≥0] ≤ |F (t2)− F (t1)|2α
for x1 ≤ x ≤ x2 and k ≥ 1 where β ≥ 0, α > 1/2 and F is a nondecreasing,
continuous function on [0, T ]. By independence the last display is equivalent
to
(6.7) E
[
(k−2V¯ (k)kx2 − k−2V¯
(k)
kx1
)β
∣∣∣(M¯kt )t≥0] ≤ |F (t2)− F (t1)|α.
But we have that
E
[
k−2V¯ (k)kx2 − k−2V¯
(k)
kx1
∣∣∣(M¯kt )t≥0] ≤ (x2 − x1)E [k−1NM¯kkx2]
again, because for any p1 ≥ p2 we have that Np1 stochastically dominates Np2
and M¯kt is non-decreasing in t. But, using display (6.4), it is easy to see that
E(k−1NM¯kkx2
) converges to 1/2E¯−1x2 and so (6.7) is satisfied with β = α = 1.
Hence we have proved Lemma 6.3. 
6.2. Proof of condition L˜. In order to prove Assumption L˜ we let Bnp be
a random tree having the law of a percolation cluster on T ∗ of parameter p
conditioned on having n vertices. It is not hard to see that the distribution
of Bnp is uniform over the subtrees of T ∗ having n vertices (that comes from
the fact that, for each sub-tree K of T ∗ having n vertices, we have that
P[Bnp = K] = pn(1 − p)n+1). Hence the law of Bnp does not depend on p. In
particular, for any p ∈ (0, 1), the law of Bnp equals the law of Bn = Bn1/2. Then
Assumption L˜ for X IPC∗ follows from Proposition 5.4.
6.3. Proof of Theorem 2.9 and Theorem 2.10. Recall that (Lx)x∈N de-
notes the random sequence of branches emerging from the backbone of the
IPC. Let (Lx)x∈Z/N be a sequence of random trees independent of (Lx)x∈N
and distributed as an i.i.d. sequence of critical percolation clusters on T˜ . Let
X IPC∗ be a randomly trapped random walk with (ν˜[Lx])x∈Z as its random
trapping landscape.
Let F1 ∈ M1(F∗) be as in Proposition 5.1. Let (Ix)x≥0 be as in Lemma 6.1
and (Vx)x≥0 be a 1/2-stable subordinator independent of (Ix)x≥0 Let
I∗x :=
{
Ix : x ≥ 0
−Vx : x < 0.
Proposition 6.4. (ǫXIPC∗ǫ−3t )t≥0 converges in distribution to (B
F1,I∗
t )t≥0 on (D(R+), J1).
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Proof. Assumption H˜T follows from Lemma 6.1 and Assumption L˜ was proved
in the previous subsection. This implies the result by Theorem 3.2. 
It is easy to see that X IPC is the restriction of X IPC∗ to the positive axis.
Also B+
ψIPCt
is the restriction of BF1,I
∗
· to the positive axis. Hence we can
obtain Theorem 2.9 from Proposition 6.4 in the same way that we obtained
Theorem 2.1 from Proposition 5.1.
7. Proof of Theorem 2.4 and Theorem 2.11
Let us make some preliminary definitions to prepare the argument. We
denote (Xt)t≥0 be the Brownian motion in the Continuum random forest F
as in Theorem 2.4. Let
θ(t) := inf{s ≤ t : Xs is in the backbone}.
Then we have that
π(Xt) = Xθ(t).
Next, we express a Brownian motion in [0,∞) reflected at the origin as a time
change of X . Let l(x, t) be a jointly continuous version of the local time of X
and λ be the Lebesgue measure on the backbone. Define
A(t) :=
∫
R+
l(x, t)λ(dx).
and
τ(t) := inf{s ≥ 0 : A(s) > t}.
It follows from [Cro08, Lemma 2.6] that B+t := Xτ(t) is a reflected Brownian
motion on [0,∞). Moreover, from Lemma 3.3 in [Cro08] states that l˜(x, t) :=
l(x, τ(t)), t ≥ 0, x ∈ Ti is a jointly continuous version of the local time of B+t .
Defining
Ai(t) :=
∫
Ti
l(x, t)y¯iµi(dx) and τi(t) := inf{s ≥ 0 : Ai(s) ≥ Ai(t)},
again, by the argument of Lemma 2.6 in [Cro08] we have that X it := Xτi(t) is
a Brownian motion in the branch (Ti, y¯
1
2
i µi, y¯idi) and li(x, t) := l(x, τi(t)) is a
jointly continuous version of the local time of X i. Therefore the inverse local
time at the root of X i can be written as
l−1i (x¯i, t) := inf{s ≥ 0 : li(x¯i, s) > t} = inf{s ≥ 0 : l(x¯i, τ(t)) > t}.
We will need the following lemma.
Lemma 7.1. For all t ≥ 0,
l−1i (x¯i, l˜(x¯i, t)) = Ai(τ(t))
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Proof. By definition,
l−1i (x¯i, l˜(x¯i, t)) = inf{s ≥ 0 : l(x¯i, τi(t)) > l(x¯i, τ(t))}.
For any δ > 0 let r− := Ai(τ(t)) − δ and r+ := Ai(τ(t)) + δ. By definition
τi(r−) = inf{s ≥ 0 : Ai(s) > Ai(τ(t))− δ}. Since Ai is continuous we get that
τi(r−) < τ(t) and therefore
(7.1) l(x¯i, τi(r−)) ≤ l(x¯i, τ(t)).
Let rm ∈ (τt, τ+) By the same argument as before we can deduce that τi(rm) >
τ(t). On the other hand it follows from the definition of τ(t), that for all δ > 0,
there exists s ∈ (τ(t), τ(t) + δ] such that Xs is in the backbone. Therefore,
if Xr ∈ Ti for some r > τ(t), there must exists an s ∈ (τ(t), r] such that
Xs ∈ x¯i. In particular, since Xτi(rm) ∈ Ti and τi(rm) > τ(t), there exists
s ∈ (τ(t), τi(rm)] such that Xs ∈ x¯i. This implies that, for any ξ > 0 the local
time l(x¯i, ·) increases at some time between τ(t) and τi(rm) + ξ, therefore,
taking ξ < τ+ − τm
(7.2) l(x¯i, τi(r+)) > l(x¯i, τt).
Displays (7.1) and (7.2) yield the lemma. 
We are ready to prove Theorem 2.4.
Proof of Theorem 2.4. Let θ−1(t) := inf{s ≥ 0 : θ(s) > t} be the right con-
tinuous generalized inverse of θ. Since π(Xθ−1(τ(t))) = B
+
t and recalling the
description of ZIIC in Theorem 2.3 we have that Theorem 2.4 would follow
after we have showed that
θ−1(τ(t)) = φIICt .
It is easy to see that θ−1(t) = inf{s ≥ t : Xs is in the backbone }. On the
other hand, since for all t ≥ 0, Xτ(t) is in the backbone, it follows that
θ−1(τ(t)) = τ(t).
We can write
τ(t) =
∫
F
l(x, τ(t))µ(dx)
(7.3) =
∑
i∈N
∫
Ti
l(x, τ(t))viµi(dx).
where we recall that (Ti)i∈N denotes the collection of branches of the CRF
and we are using the fact that the backbone has µ-measure 0. For each i, the
i-th summand in the display above is equal to Ai(τ(t)). Therefore, by Lemma
7.1, (7.3) equals
(7.4)
∑
i∈N
l−1i (x¯i, l˜(xi, t)).
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By simple scaling properties, it can be shown that l−1i (x¯i, ·) is distributed as
y¯
−3/2
i S
i(y¯
1
2
i ·), where Si is distributed as the inverse local time at the root of
the CRT. This, together with the fact that l˜(x, t)x ∈ R+, t ≥ 0 is the local
time of a reflected Brownian motion in R+ gives that display (7.4) equals φ
IIC
t ,
that is what we wanted to prove. 
Proof of Theorem 2.11. The proof is completely analogous to the IIC case and
we omit it. 
7.1. Alternative argument leading of Theorem 2.1. Now, we will present
a different approach for the proof of Theorem 2.1. Our arguments depend on
the convergence of the random walk on the IIC to the Brownian motion in
the Continuum random forest. To our knowledge, the latter has never been
rigorously proved, but an argument similar to that of the proof of Theorem
1.1 in [Cro08] (the convergence of the random walk on large finite trees to the
BM on the CRT) should be sufficient to adapt a proof.
The idea for the alternative proof of Theorem 2.1 is the following. Let
(Xt)t≥0 be the Brownian motion in the Continuum Random Forest as in The-
orem 2.4. Assume you can show that (n−1/2Y IIC⌊n3/2t⌋)t≥0 converges (Xt)t≥0.
Furthermore, assume that, in the space where the convergence takes place,
the projection to the backbone is a continuous function. Then, we can get
that
n−1/2ZIIC⌊n3/2t⌋ → π(X),
where π is the projection to the backbone of the Continuum Random Forest.
On the other hand, by Theorem 2.4, π(X) has the same law as ZIIC, That
together with the display above would finish the alternative proof of Theorem
2.1.
It only remains to show that such a projection can be constructed. We will
need to embed the IIC C∞ and the Continuum Random Forest F in a common
ambient space. In Section 2 of [Ald91a] it is shown how to construct isometric
embeddings ETn : Tn → ℓ1 and ET : T → ℓ1 such that Tn := ETn(Tn)
converges in distribution to T := ET (T ) in the Hausdorff topology on compact
subsets of ℓ1. The idea is to map the backbone of C∞ to 〈e1〉+ := {λe1 : λ ≥ 0}
and then to map each one of the branches of the IIC using the embeddings
ETn mentioned above.
Recall that (Bk)k∈N are the branches of the IIC and EBk : Bk → ℓ1 be the
isometric embedding of Bk. In order to avoid intersections between the back-
bone and the branches (and between different branches), we will embedded
different branches in different hyperplanes of ℓ1. To do that we first apply the
shift Θ : ℓ1 → ℓ1 defined by Θ((xi)i∈N) = (0, x1, x2, . . . ).
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Let us consider the embedding EC∞ : C∞ → ℓ1 which carries the backbone
onto 〈e1〉+ and each branch goes mapped into (n, 0, 0, . . . ) + Θ(Bn), where
Bn := EBn(Bn).
Recall that Φ is the projection of C∞ onto the backbone and let π1 be the
projection of ℓ1 to 〈e1〉. It follows from the construction of the embedding
that
(7.5) EC∞(Φ(x)) = π1(EC∞(x)).
That is, the projection onto the first coordinate of ℓ1 correspond to the pro-
jection onto the backbone.
For the Continuum Random Forest, we do the same construction. Recall
that (Ti)i∈N are the branches of the Continuum Random Forest. Let ETi :
Ti → ℓ1 be a isometric embedding of (Ti, y¯1/2i di) onto ℓ1 (where y¯i is as in
(2.1)). Let EF : F → ℓ1 be the isometric embedding of F such that the
backbone of F goes mapped to 〈e1〉+ and the branches Ti of the Continuum
Random Forest are mapped to Θ(ETi(Ti)) + x¯i, where x¯i is as in (2.1). As in
the discrete case, the projection over the first coordinate corresponds to the
projection over the backbone. That is
(7.6) EF(π(x)) = π1(EF(x)),
where we recall that π is the projection to the backbone in the Continuum
Random Forest. Recall that (Xt)t≥0 is the Brownian motion in the Continuum
Random Forest as in Theorem 2.4. We conjecture that using the same ideas
of [Cro08] it can be shown that
Conjecture 7.2. There exists isometric embeddings EC∞, EF satisfying (7.5),
(7.6) with
(n1/2EC∞(Y IIC⌊tn3/2⌋))t≥0 → (EF(Xt))t≥0,
in distribution, with the topology of uniform convergence over compact sets of
time.
Using the conjecture above, together with (7.5) (7.6) and the continuity of
π1 gives that
(7.7) (n1/2EC∞(Φ(Y IIC⌊n3/2t⌋)))t≥0 → (π(EF(Xt)))t≥0.
On the other hand, it is not hard to see (EC∞(Φ(ZIICt )))t≥0 is distributed as
(X IICt )t≥0. Moreover, using Theorem 2.4, it can be shown that (π(EC∞(Xt)))t≥0
is distributed as (ZIICt )t≥0. This finishes the argument.
We would like to finish this section mentioning some results that are related
to the convergence of the IIC to F and the IIC to F˜ . In [AGM13] the scaling
limit of the search-depth processes of IIC and the IPC are identified. The
trees F and F˜ should be obtained from the limiting search depth processes
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in the same way that the CRT is obtained from the normalized Brownian
excursion.
8. Finite versions of the SSBM and their link to the Brownian
motion on the CRT
In this section, we will define the Brownian motion on the K-reduced tree
of a CRT, in a first section, and then propose an alternative construction of
this process as an SSBM, hence proving Proposition 2.7.
8.1. The Brownian motion projected onto the K-reduced tree of a
CRT. Proving convergence towards the Brownian motion (of some relevant
discrete model) on the CRT is an important problem with applications in
the study of the simple random on critical trees and critical graphs in Zd in
high dimensions such as critical percolation, lattice trees, critical branching
random walks among other models.
A natural approach for proving this convergence is to prove a finite dimen-
sional version of it along with some tightness. More precisely, one defines a
reduced tree on the discrete model and study the scaling properties of the
random walk projected onto the reduced sub-tree. This is where extensions
of the SSBM on finite trees are useful because, as we will see, they can repre-
sent the continuous analogous of the process above, i.e., the BM on the CRT
projected to the backbone.
Consider the CRT T, which comes with a uniform measure. We can choseK
random uniform points (UTi )i=1,...,K and build from those points theK-reduced
tree T(K) as in (4.6). Let us then define πT(K) : T→ T(K) the projection onto
T(K). That is, for any x ∈ T, πT(K)(x) is the point in T(K) which is the closest
to x according to the natural distance on T.
Using the notation BCRT for the Brownian motion on the CRT as in Section
4.1.2 and we denote
BK−CRTt := πT(K)(B
CRT).
This yields a stochastic process on the finite tree T. One of the central ideas
in [Cro08] to prove convergence to the BM on the CRT was to approximate
BCRT by BK−CRT (K large).
Next, we will show that BK−CRT is an SSBM on T(K) (More precisely,
it is an SSBM where the Poisson point process (xi, yi)i∈N is conditioned on∑
i∈N yi = 1).
8.2. The Brownian motion projected onto the K-reduced tree of the
CRT as a finite SSBM. One of the points that we would like to stress
with this construction is that the relation between SSBM’s and the BM on
the CRT is twofold. One one hand, as we have anticipated, the projection of
the BM on the reduced sub-trees is an SSMB. On the other hand, the BM
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on the CRT can be seen as a limit of SSBM’s on reduced sub trees, which
can be built independently from the CRT through the so called line breaking
construction.
8.2.1. The line-breaking construction. Next, we recall an alternative construc-
tion of T(K) introduced by Aldous in [Ald91a]. This construction can be rele-
vant in practice because it shows that the K-CRT (and hence the Brownian
motion on the CRT) can be constructed in a relatively elementary manner
that does not require a full description of the CRT itself.
Let (C1, C2, . . .) be the times of and inhomogeneous Poisson process on
(0,∞) with rate r(t) = t. Let R(1) consist of an edge of length C1 from a
root to the leaf 1. Then, inductively we can obtain R(k + 1) from R(k) by
attaching an edge of length Ck+1 − Ck to a uniform random point of R(k).
It is known (see the proof of Lemma 21, and the paragraph following Corol-
lary 22 in [Ald93]) that this construction yields a tree that has the same law
as T(K).
8.2.2. Construction of T from T(K). In this section, we show how to build a
CRT from T(K) and a Brownian bridge conditioned on local time.
Let us explain how to attach branches to T(K) to get T. The branches that
hang off T(K) (i.e., the connected components of T \ T(K)) are a countable
collection of (scaled) CRT’s which are independent except for the fact that
their total volume is conditioned to be 1 (because T has total mass 1 and
T(K) has zero volume). To construct such sequence of branches, we will use
(B
CK
t )t≤1 a reflected Brownian bridge reaching 0 at time 1 conditioned on
having total local time at 0 equal to CK (where we recall that CK is the total
length of T(K)). This stochastic process is chosen independently of the random
variables of the previous section. The reflected Brownian bridge conditioned
on local time was rigorously defined and studied in [Pit99] and [CJ01]. We
denote by (L
CK
t )t∈[0,1] the local time at the origin of B
CK
.
Next, we will decompose the Brownian bridge through excursions. Let
(di)i∈N be an enumeration of the discontinuities of the inverse local time
(L
CK
)−1 (which will range from 0 to CK) and ei the corresponding excur-
sions, i.e., the function defined for t ∈ [0, (LCK )−1di − (L
CK
)−1
d−i
] which is equal
to B
CK
(L
CK )−1
d−
i
+t
.
Using the procedure to construct trees from excursions (see Section 4.1.1)
we can use the ei to construct scaled CRT’s: The construction in §4.1.1 can be
generalized for excursions whose durations are different from 1. This yields
trees with volume different from 1. Therefore, the real trees (Tei)i∈N con-
structed from ei are scaled CRT’s instead of the usual, normalized CRT’s.
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The (Tei)i∈N is the desired sequence of (scaled) CRT’s conditioned in that
their volumes sum up to 1.
The next step is to identify where in T(K) are the branches Tei . It is
clear that we can parametrize the tree T(K) (using its length) by a function
FT(K) : [0,CK] → T(K). Recall that (di)i∈N are the points of discontinuity of
the inverse local time of B
CK
. We will show that the point where we attach
the branch Tei is xi = FT(K)(di).
Consider the tree T¯ obtained from T(K) by attaching the trees (Tei)i∈N to the
points (xi)i∈N. The following lemma states that T¯ has the same distribution
as the CRT. More precisely we will show that the pair (T,T(K)) has the same
distribution as (T,T(K)). In particular, the distribution of T is the same as
that of T even when conditioned on T(K).
Lemma 8.1. For each K ∈ N, the pair (T¯,T(K)) has the same distribution
as (T,T(K)).
Proof. We will rely on a particular discrete model that converges to the CRT.
Let us consider a critical Poisson Galton-Watson tree Tn, conditioned to have
size n. This is known to be the uniform tree on n vertices (see Section 2 in
[Ald91a]).
Consider the search depth process hn of Tn (see (4.2)). Let U1, . . . , UK
be uniform points in [0, 1]. Let h˜n be the depth-first search around Tn and
γ defined as in (4.7). Then we have that (Vi)i=1,...,K := (h˜n(γ(Ui)))i=1,...,K
i.i.d. and uniform in the vertices of Tn.
We can construct the K-skeleton associated with Tn and V1, . . . , VK that
we denote by T Kn . This skeleton is composed of a shape T˜ Kn (which, for high
n, will have 2K − 1 edges if K ≥ 2 or 1 if K = 1) and lengths associated to
those edges of T˜ Kn which we denote ln1 , . . . , ln2K−1. Let (et)0≤t≤1 be a normal-
ized Brownian excursion independent of (Ui)i=1,...,K and T
(K) be the reduced
subtree T2e(V1, . . . , VK). It is not hard to see that T (K) has 2K − 1 edges
with lengths l1, . . . , l2K−1. By the converge results in [Ald93] (more specifi-
cally, Theorem 23 together with Theorem 15), we know that T˜ Kn converges in
distribution to the shape of T (K) and ln1√
n
, . . . ,
ln2K−1√
n
converges in distribution
to l1, . . . , l2K−1.
By virtue of the Skorohod representation theorem we can (and will) assume
that the convergence stated above holds almost surely instead of in distribu-
tion.
Let v1, . . . , vLn the vertices of T Kn , where Ln =
∑2K−1
j=1 l
n
j . Since we are
working with a Poisson Galton-Watson tree conditioned on n vertices (which,
as we have said, corresponds to a uniform random tree on n vertices), we can
see that conditionally on T˜ Kn and the lengths of the edges ln1 , . . . , ln2K−1, the en-
tire corresponding Galton-Watson tree is obtained by adding to each vertices
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vi of the skeleton independent Poisson-Galton-Watson trees T vin conditioned
to have total size n− Ln.
Therefore, the process
Hn(i) :=
i∑
j=1
|T vjn |
is a sum of independent random variables conditioned on having total sum
equal to n−Ln (By the convergence result above, we have that Ln ∼ n1/2 and
therefore n− Ln ∼ n.) Moreover, by Lemma 5.2, those random variables are
in the domain of attraction of an 1/2-stable law. Therefore, from the main
theorem of [Lig68], we get that
(8.1) (n−1Hn(⌊n1/2t⌋))t∈[0,n−1/2Ln]
d→ (S1/2(t))t∈[0,CK ]
as n→∞, where S1/2 is a 1/2-stable subordinator conditioned on S1/2(CK) =
1. Let H−1n (i) := min{j : Hn(j) ≥ i} be the index of the branch where the
i-th vertex of the tree lies.
Since the local time at the origin of a Brownian motion is the inverse of an
α-stable subordinator, we get that
(8.2) ((L
CK
)−1)t∈[0,1]
d
= (S−11/2(t))t∈[0,1]
as n→∞, where S−11/2(t) := inf{s : S1/2(s) > t}.
On the other hand, since the law of Tn is uniform on the trees with n
vertices, given Tn(K) and the sizes of the branches |T vin |i=1,...,Ln, the trees
(T vin )i=1,...,Ln are independent uniform trees conditioned on the sizes |T vin |i=1,...,Ln.
Therefore, recalling that a uniform tree on m vertices scales to the CRT as
m → ∞, the sequence of branches converges to a sequence of scaled CRT’s,
where the scaling factors are given by the sizes of the jumps of S1/2. More
precisely, let (di)i∈N be an enumeration of the discontinuities of S1/2. Let
si = S1/2(di)− S1/2(di−) be the size of the i-th jump. Then, it is not hard to
see that
(8.3) (T vin )i=1,...,Ln d→ (Ti)i∈N.
as n → ∞, where (Ti)i∈N is a sequence of independent CRT’s with distances
scaled by (s
1/2
i )i∈N and volumes scaled by (si)i∈N.
Furthermore, since the location of the jumps of Hn records the location
of the branches that hang off Tn(K), displays (8.1) and (8.3) imply that Tn
converges to a tree constructed by T (K) by attaching independent CRT’s
scaled by factors (si)i∈N and located at positions (FK(di))i∈N.
Finally, taking into account (8.2) and (8.3) by Lemma 4.10 in [Pit06], we
get that the description above coincides with that of the claim of the Lemma
(in terms of the conditioned Brownian bridge).
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
8.3. An SSBM on a finite tree used to approximate the Brownian
motion on the CRT. In this section we explain how to build an SSBM
whose law is that of a Brownian motion projected on the K-reduced tree of
a CRT. This will prove Proposition 2.7.
We need, three elements: a random tree, a law on subordinators and the
law of a measure on our random tree. The tree will be given by T(K) obtained
from the line-breaking construction.
The inverse local time at the root of the Brownian motion on a CRT is a
subordinator 4, and will serve as our random subordinator. Let us denote F
the law of its Laplace exponent.
Finally, the construction in Section 8.2.2, we know that we can define a 1/2-
Poisson point process on T(K) conditioned on having total mass 1 by setting
µ =
∑
i
(
(L
CK
)−1di − (L
CK
)−1
d−i
)
δxi . Let us denote M
(1/2)
its law.
Finally, we define an SSBM on the finite tree T(K) by setting
BK−SSBMt = B
T(K),F,M
(1/2)
t ,
in the notations of Section 2.2. Now we have
Proposition 8.2. The processes BK−CRT and BK−SSBMt have the same law
for any K.
Proof. This proposition can be deduced from Lemma 8.1 using the same ideas
used for the proof of Lemma 7.1. 
Remark 8.3. By Proposition 2.2 in [Cro08], the projection πT(K) : T → T(K)
converges uniformly to the identity as K → ∞. In particular, BK−CRT can
be made arbitrarily close to BCRT by choosing K large enough. On the other
hand, by Proposition (8.2), for each K ∈ N, BK−CRT is an SSBM on a finite
tree. Therefore, BCRT can be seen as a limit of SSBM’s. Those SSBM’s
characterize BCRT in the following sense: If there is a process (Xt)t≥0 taking
values in the CRT such that for any K ∈ N, we have that (πT(K)(Xt))t≥0 is
distributed as (BK−CRTt )t≥0, then X has the same law as B
CRT. This follows
from the aforementioned convergence of πT(K) towards the identity.
8.4. Convergence of SSBM’s on the CRT. In this section, we will discuss
the relations between the convergence of discrete models towards BCRT and
the convergence of their respective projections to the K-reduced sub-trees.
Our interest stems from the fact that, by Proposition 8.2, the projection of
BCRT is an SSBM.
We will discuss these relations using two particular models
4This follows easily from the strong Markov property of the Brownian motion applied
at the stopping times inf{t : l(root, t) ≥ s}, s ≥ 0.
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(1) Random walks on critical Galton-Watson trees,
(2) Random walks on the range of critical branching random walks (in
high dimensions).
Critical Galton Watson trees and SSBM’s:
Let Tn be a critical GaltonWatson tree conditioned on |Tn| = n and (Xnl )l∈N
be a simple random walk on Tn. In [Cro08] Croydon showed thatXn converges
to BCRT. We will show that this convergence implies the convergence of the
respective projections onto the reduced sub-trees.
As in the alternative proof of Theorem 2.1 (see Section 7.1) the idea will be
to use the continuity of the projection onto Tn(K), where Tn(K) is the reduced
sub-tree as in (4.6). Again, we will need isometric embeddings ETn : Tn → ℓ1
and ET : T → ℓ1. Let πK : ℓ1 → ℓ1 be the projection to 〈e1, . . . en〉. Let
φTn,Tn(K) : Tn → Tn(K) be the projection to Tn(K) and φT ,T (K) : T → T (K)
be the projection to T (K). It is not hard to see that if the embeddings are
constructed as in Section 2 of [Ald91a], then
(8.4) πK(ETn(x)) = ETn(φTn,Tn(K)(x))
and
(8.5) πK(ET (x)) = ET (φT ,T (K)(x))
Moreover, Theorem 1.1 of [Cro08] states that
(8.6) (n−1/2ETn(X
n
⌊tn3/2⌋))t≥0
d→ (ET (BCRTt ))t≥0
in the topology of uniform convergence over compact sets of time. Therefore,
since πK is continuous, and using (8.4) and (8.5), we get that
(8.7) (n−1/2ETn(ΦTn,Tn(K)(X
n
⌊tn3/2⌋)))t≥0
d→ (ET (ΦT ,T (K)(BCRTt )))t≥0.
This is the convergence of projected processes that we were aiming at.
Critical Branching random walks and SSBM’s
We first recall the model of critical branching random walks in Zd, d ∈
N. Let Tn be a critical Galton Watson tree conditioned on |Tn| = n. Let
(Xe)e∈E(Tn) be an i.i.d. sequence, where E(Tn) is the set of edges of Tn and
Xe is distributed uniformly in the 2d unitary vectors of Z
d. For any v ∈ Tn,
let [root, v] denote the set of edges in the path from the root to v. We define
Φn(v) :=
∑
e∈[root,v]
Xe.
Here v represents the genealogical label of a particle and Φn(v) its position.
The model is that of particles performing branching and jumping with sym-
metric transition probabilities.
Let us now describe the range of the critical branching random walks. Let
V (Gn) := {Φn(v) : v ∈ V (Tn)} and E(Gn) := {(e1, e2) ∈ E(Zd) : ∃(v1, v2) ∈
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E(Tn) : Φn(v1) = e1,Φn(v2) = e2}. Let Gn be the graph with vertices V (Gn)
and edges E(Gn).
Next, consider the (Xnk )k≥0 the simple random walk on Gn started at 0.
It was proved in [BCF16a] that Xn converges for d large, after appropriate
rescaling, to an object called the Brownian motion the ISE. This object can be
obtained from the Brownian motion on the CRT by an appropriate isometric
embedding into Zd. By considering the K-CRT and embedding it using the
same embedding we obtain an object that we call the K-ISE.
If we consider the Brownian motion on the ISE projected onto the K-ISE
then the resulting object is an SSBM (on the CRT) where each segment of the
finite tree is embedded using Brownian motions in Zd. Furthermore, we know
that this object appears as the scaling limit of certain finite reduced critical
models (this statement is implicit in [BCF16b]) and converges as K goes to
infinity to the Brownian motion on the ISE (also a consequence of [BCF16b]).
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