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Various sufficient conditions have been given in order that almost all 
sample paths of a stationary gaussian stochastic process are continuous, 
satisfy a Lipschitx condition or have continuously differentiable trajectories. 
See for example Chapter 9 of [I 1. It seems that a natural extension of a 
Lipschitz condition would be the property of belonging to a generalized 
Sobolev space. In an earlier paper the author had developed a spectral 
theory of Wiener-Hopf type integral operators on generalized Sobolev 
spaces [2]. The Wiener-Hopf type operator is just a linear time invariant 
filter. It is of interest to see what happens when a stationary gaussian pro- 
cess is passed through such a filter. We can also apply to the above process the 
approximation theory of semi-groups of operators in intermediate spaces. 
Theorem V below is a sample. We shall therefore obtain some sufficient 
conditions for a stationary gaussian process to have trajectories in a general- 
ized Sobolev space. 
Let 1 < p < co and s > 0. If s is an integer, we define Was* to be the 
space of distributions @ over (0, co) such that (d*/@) Q(x) ED(O, 00) for 
0 < k < s [2]. The norm is given by 
where 
II f IlL..(o.m) = (s,* IfWl” q*. 
For 0 < u < 1 we define Wa*p to be the space of functions @ such that 
* m 0 EL’(0, co) = w-p and J-s 
I @cd - @WI” & & < *. 
0 0 I x -Y ll+op 
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The W”*a norm is given by 
If s = [s] + a, where 0 < o < 1, we denote by W*.P the space of distribu- 
tions Q, such that @ E WISl*P and (d[sl/dx[81) Q(x) E WUsp. The W”J’ norm is 
given by 
II @ II w’.’ = II @ IIWW’.’ + )/ g-I @ Iwo ‘I) . 
For any set 52 (- co, 00) we denote by C,,m(J2) the class of functions 
infinitely differentiable in Q, with compact support in 9. Then C,,“([O, co)) is 
dense in W8.P for any s > 0. 
Let Wtgp be the closure of Com((O, 00)) in WS.p. Then 
(a) WzPP = WOJ’ if (I < l/p. For 1 > u > l/p there is a proper inclusion. 
(b) The functional y : @ +@(O) is defined and continuous for all 
@ E WQ if u > l/p, and Q(O) = 0 is equivalent to @ E wp. 
(c) W**P is a reflexive Banach space, and for any s1 > sa , we have 
W”l*p C WS~*P where the inclusion is continuous. For proofs of the above 
results about Sobolev spaces and the equivalent definitions in terms of trace 
spaces, see references 7, 8, of [2]. Roughly, W**p is an intermediate space or 
interpolation between the space of integrable functions and the space of 
functions having integrable generalized derivatives, and is in a sense an 
extension of a Lipschitx condition. 
For the past ten years W 8.2, spaces have been used by M. Schechter, 
G. L. Lions and E. Magenes, G. Peetre, E. Shamir and others to study 
elliptic boundary value problems. See references 4-l 1 of [2]. 
Let {X,} be a real stationary gaussian stochastic process, with 
WI = W&+,X,) d an assume without loss of generality that R(0) = 1 and 
E(X,) = 0. We assume 0 $ t < 00. 
THEOREM I. Suppose there exists a positive nondecreasing function H(t) 
such that 1 - R(t) = O(H(t) 1 log t 1-l) as t 4 0 and $ t-1[H(t)]1/2 dt < a. 
Then there exists a process (Y,} equivalent to {X,} such that almost all sample 
paths of { Yt} are continuous. 
THEOREM II(a). Suppose there exists a positive nondecreasing function 
H,(t) defined in some interval (0,6) wh that (a) 1 - R(t) = O(H,(t) 1 log t I-‘), 
(b) J80 t-1-Up[Hr(t)]p/2 dt < co, (c) there exists a constant k such that 
6 t-1[HI(t)]“2 dt < K[HI(e)]l/2 for 0 < E -C 6. Then there exists a process 
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(Y,} equivalent to {X,} such that almost sample paths of {Y,} are continuous 
and almost all trajectories fw which sr 1 Yt 12, dt < co, belong to WO*p. 
THEOREM II(b). Theorem II(a) holds if we replace 1 log t 1 by t-d for any 
d > 0. 
THEOREM III. Suppose there exist positive nondecreasing functions G(t), 
G,(t) in (0, 6) such that 
1 - R(t) = O(G(t) 1 log t I-l), 
3 + R(2t) - 4R(t) = O(G,(t) 1 log t I-l), 
I 6 s 6 t-1[G(t)]1’2 dt < co, t-2[G1(t)]1’2 dt < co. 0 0 
Then there exists a process {Yt} equivalent to {X,} such that almost all sample 
paths of { Yt> have continuous derivatives d/dtY, . (In particular, the result 
holds if R(t) = 1 - (h/2) t2 + O(tZ ) log t I-“) for some a > 1). 
THEOREM IV. Assume that in addition to the hypothesis of Theorem III, 
there exists a positive nondecerasilzg function G,(t) such that 
R”(t) - R”(0) = O(G,(t) ( log t I-l), 
s 
a t-1-“p[Gz(t)]p’2 dt < co, 
0 
and there exists a constant k such that 
s : t-‘[G2(t)]1’2 dt < K[G,(,)]“” for 0 < E < 6. 
Then almost all trajectories of {YJ for which Jr 1 Y, 19 dt < CO and 
sr 1 dldt Y, IP dt < co lie in wl+p. Also, if 
X&,* $Ig (x”+hh- xt) , -3 
then P[X: = d/dt YJ = 1. (m.s. means mean square). 
The above results can be extended to other W*.9 as well as to nonstationary 
normal processes. If  (X,] is separable, we may take Y, = Xt above. 
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Let Ca, be the space of real, continuous functions of period 27~. This is a 
Banach space with norm 
llfll = llfllc,, = SUP lf(4l *
O<X<2~ 
Let 
O<r<l, 
[v/(f)fl(x) = (h, WY, x - u) du, 
and 
f(x) = - + l$ /:j(’ + ‘) 2 ‘(% - *) cot ($) du a.e. 
Then [V(e-t)f] (x) d fi e nes a semigroup of operators for 0 < t < co if we 
define V(1) to be the identity operator I on Ca, . The infinitesimal generator 
A, which is defined by 
lim [v(e-T>fl -f 
740 Ii 7 
- Afil = 0 
is given by Af = -p’. If 
f(x) N 2 + f (uk cos kx + b, sin kx), 
I;=1 
the domain D(A) of A is given by 
D(A) = f~ C,, 1 f’ N iI k(a, cos kx + b, sin kx) E C?, 1 . 
Also, 
where 
((AL’) eet) (x) = - + [:,-f(u) Q’(e-“; x - u) du 
Then we have the following 
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LEMMA 1 [3]. suppose f E c&; 0 < a < 1, and 1 <p < co. Then the 
following statements are equivalent: 
lb) I$ j” I u l-l-“‘Ilf(~ + 4 +f(. - 4 - 2f(9115,, du/“’ < ~0 -II 
(c) 11: t-lmrnp 11 V(eet) f -f I/& dt/“’ < co 
td) 1s: 
t(1-3”-3 11 v’(e-‘) f lj&, dt l” < co 
I 
te) I,,” 
t(‘-3F1 1) p(t) f $!!m dt 
I 
“’ < co. 
THEOREM V. Let {X,> be a stationary gaussian process with almost all 
trajectories of period 2~. This will be the case ;f R(t) = R(t + 2~). Let 
R(h) = E(X,+,,X,) with R(0) = 1. Suppose there exists a positive nondecreasing 
function H(t) defined in some interval (0, 6) such that 
(a) I - R(t) = O(H(t) 1 log t I-l), 
(b) G t-‘-o’[H(t)]“la dt < 00, 
(c) there exists a constant K such that $0 t-l[H(t)]l12 dt < K[H(c)]li2 for 
0 < E < 8. Then there exists a process { Yt> equivalent to {X,} such that almost 
all trajectories of { Yt} are continuous and 
m t-1--op 11 V(e-‘) Y, - Y, II&, dtl”* < CO. 
0 
Thus almost all trajectories of {Y,} lie in the intermediate space between D(A) 
and C,, . See [3] for deJnition of intermediate spaces. 
It is well known that if V(Y, 0) = [V(r) f] (O), then V(Y, e) is a solution of 
the Laplace equation 
g+ ~f+~~=o (0 < e < 24, 0 < Y  < 1 
in the interior of the unit circle about the origin, taking on the given bound- 
ary value f (6) on the circumference. 
It is also known that almost all trajectories of a stationary gaussian process 
either are continuous or almost all trajectories have discontinuities of second 
kind and are unbounded in any interval. 
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Now we shall prove the above theorems. We will quote some lemmas 
from [l]. See also [4, Chap. XI]. 
LEMMA 2. Let It be a process defined for 0 < t < 1. Suppose that for all t, 
t + h in the interval [0, l] P[\ et+,, - tt 1 >g(h)] < q(h) where g and q are 
even functions of h, nondecreasing and such that (a) Czq1g(2-“) < 00 
(b) Cl1 2”q(2-“) < co. Then there exists an equivalent process yt whose 
trajectories are, with probability one, continuous on 0 < t < 1. 
LEMMA 3. Suppose that the hypothesis of Lemma 2 hold, and that moreover, 
for all t - h, t, t + h in the interval [0, 11, 
P[l ft+h + [t--h - 25, I b &)I < q,(h), 
where g, and q1 are eplen functions of h, nondecreasing, and such that 
(a) xzEI 2ng1(2-n) < co and Cz=;, 2nq,(2?) < CO. Then there exists a process 
5, , equivalent to tt and such that 
l’[c, has a continuous sample derivative <‘for 0 < t < l] = 1. 
LEMMA 4. Let tt be a process de$ned for 0 < t < 1. Suppose that for all t, 
t + h in the interval [0, l] P[J ttfh - Et ( 3 ga(t)] < q,(h) where g, and qa 
are even functions of h, nondecreasing and such that for every positive integer n, 
and some $nite k > 0 
(4 m~1w2(w < 9 (b) f g&(n+m)) < kg,(2”). 
m==1 
There then exists a stochastic process vt equivalent to 5, , a constant C, and a 
random variable V which is positive with probability one, such that if 1 h ( < V, 
then I 7]t+h - vt 1 < Cg,(h) for all t, t + h in the interval [0, 11. 
Since for nondecreasing functions g and q we have 
zl 2nq(2-n) d 11 u-“g(u) du 
it is easy to see that in Lemma 2 we may replace (a) and (b) by 
s 
6 a 
u-“g(u) du < 00 and 
i 
u-2q(u) du < 00 ;
0 0 
in Lemma 3 we may replace (a) and (b) by 
s 8 8 u-2gl(u) du < 00 and J’ u-2q1(u) du < 00; 0 0 
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and in Lemma 4 we may replace (a) and (b) by 
I 
s 
zr2q2(u) du < 03 and ’ u-‘g2(u) du < Kg,(c) for 0 < E < 6. 
0 s 0 
We shall now assume these new conditions in the lemmas. 
Let 
cP(x) = j-’ 4(t) dt. 
--m 
Then 1 - a(x) < X-~+(X). This fact will be used in proof of all the 
theorems. 
Proof of Theorem I. Since {X,} is gaussian, 
P[I xt+?k 
=2 1-Q 
I i 
g(h) 
)I [2(1 - R(h))]1’2 * 
By hypothesis, there exists a constant M such that 
1 - R(h) < M (log +-)-’ . H(h) 
and thus if g(h) = M1/2Cl[H(h)]1/2 for C, > 2M1j2 we get 
- 
P[I xt+h - Xt I 3 g(h)1 -=c 2 
1 
W WN1”” 
1 
,,,% m exp 1 cg(hl12 -- 2 2[1 - R(h)] I 
< 2p-1/2J,f1/2C,-1 1 [ ogi]-1’2exp] -$C;M”log; 
I 
-1 
= = S-9. 
Then by the condition $ t-1[H(t)]1/2 dt < cc we get $ &g(u) du < co and 
J-i -“O u q u du < oz. Hence Theorem I follows from Lemma 2. 
Proof of Theorem II(a). By hypothesis, there exists a constant Ml such 
that 
1 - R(h) < Ml (log $)-I . H,(h) 
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As in proof of Theorem 1, let g,(h) = M~‘“C,[H#Z)]~/” and define us 
similarly. By Lemma 4, there exists a constant C such that 
I Xt+&) - X,(w)1 < w4w1”” for I h I < W(w)- 
Finally, using assumption (b), Theorem II(a) follows. Theorem II(b) is 
proved similarly. 
Proof of Theorem III. We have 
P[I xt,, + X,-h - 2x, I 2 ‘hv41 
gdh) 
= 2 11 - @ ({E 1 Xt+h + X,-j& - 2xt I”}“” iI 
and then continue as in proof of Theorem I, noting that 
E 1 X,,, + X,-, - 2X, I2 = 6 + 2R(2h) - U?(h) 
will replace E ( X,,, - X, I2 = 2[1 - R(h)]. The proof then follows by 
application of Lemma 3. 
Proof of Theorem IV is similar to the preceding proofs if one observes that 
E(X;+kX;) = - R”(h). 
The proof requires use of Lemma 3 and Lemma 4. 
The proof of Theorem V is the same as of Theorem II(a), but we use 
Lemma 1 in addition. 
It is easy to see how the results can be extended to nonstationary normal 
processes. The inequality 1 - Q(x) < x-~#(x) will still play a crucial role. 
Let {Z,} be a random process defined for - 00 < t < 03. Consider the 
new process X, = Zrogt defined for 0 < t < EJ. Suppose {X,} is stationary 
gaussian. If the sample paths of {X,} 1’ ie in W**P we say that the sample paths 
of {Z,} lie in Wzp. Suppose we pass the process (Z,} through a linear time 
invariant filter. The output process j-“m h(t - U) Z, du, under certain 
conditions on h(t), will again have trajectories in W:“(R). In [2] the author 
has investigated the spectral theory in the spaces W?+?(R) of the integral 
operator associated with the above filter. (In [2], WsJ’ = Ws*p(R+)). 
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