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Abstract
We consider a type III subfactor N ⊂M of finite index with a finite system
of braided N -N morphisms which includes the irreducible constituents of the
dual canonical endomorphism. We apply α-induction and, developing further
some ideas of Ocneanu, we define chiral generators for the double triangle
algebra. Using a new concept of intertwining braiding fusion relations, we
show that the chiral generators can be naturally identified with the α-induced
sectors. A matrix Z is defined and shown to commute with the S- and T-
matrices arising from the braiding. If the braiding is non-degenerate, then
Z is a “modular invariant mass matrix” in the usual sense of conformal field
theory. We show that in that case the fusion rule algebra of the dual system of
M -M morphisms is generated by the images of both kinds of α-induction, and
that the structural information about its irreducible representations is encoded
in the mass matrix Z. Our analysis sheds further light on the connection
between (the classifications of) modular invariants and subfactors, and we will
construct and analyze modular invariants from SU (n)k loop group subfactors
in a forthcoming publication, including the treatment of all SU (2)k modular
invariants.
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1 Introduction
It is a surprising fact that a series of at first sight unrelated phenomena in math-
ematics and physics are governed by the scheme of A-D-E Dynkin diagrams, such
as simple Lie algebras, finite subgroups of SL(2;C), simple singularities of complex
surfaces, quivers of finite type, modular invariant partition functions of SU (2) WZW
models and subfactors of Jones index less than four. Though a good understanding
of the interrelations has not yet been achieved, this coincidence indicates that there
are deep connections between these different fields which even seem to go beyond the
A-D-E governed cases, e.g. finite subgroups of SL(n;C), modular invariants of SU (n)
WZWmodels, or (certain) SU (n)k subfactors of larger index. This paper is addressed
to the relation between the (classifications of) modular invariants in conformal field
theory and subfactors in operator algebras.
In rational (chiral) conformal field theory one deals with a chiral algebra which
possesses a certain finite spectrum of representations (or superselection sectors) πλ
acting on a Hilbert space Hλ. Its characters χλ(τ) = trHλ(e2πiτ(L0−c/24)), Im(τ) > 0,
L0 being the conformal Hamiltonian and c the central charge, transform unitarily
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under “reparametrization of the torus”, i.e. there are matrices S and T such that
χλ(−1/τ) =
∑
µ
Sλ,µχµ(τ) , χλ(τ + 1) =
∑
µ
Tλ,µχµ(τ) ,
which are the generators of a unitary representation of the (double cover of the)
modular group SL(2; Z) in which T is diagonal.1 In order to classify conformal field
theories, in particular extensions in a certain sense of a given theory, one searches for
modular invariant partition functions Z(τ) = Z(−1/τ) = Z(τ + 1) of the form
Z(τ) =
∑
λ,µ
Zλ,µχλ(τ)χµ(τ)
∗ ,
where
Zλ,µ = 0, 1, 2, . . . , Z0,0 = 1 . (1)
Here the label “0” refers to the “vacuum” representation, and the condition Z0,0 = 1
reflects the physical concept of uniqueness of the vacuum state. The matrix Z arising
this way is called a modular invariant mass matrix. Mathematically speaking, the
problem can be rephrased like this: Find all the matrices Z in the commutant of the
unitary representation of SL(2; Z) defined by S and T subject to the conditions in
Eq. (1). In this paper we study this mathematical problem in the subfactor context.
We start with a von Neumann algebra, more precisely a factor N endowed with a
system of braided endomorphisms. Such a braiding defines matrices S and T which
provide a unitary representation of SL(2; Z) if it is non-degenerate. We then study
embeddings N ⊂ M in larger factors M which are in a certain sense compatible with
the braided system of endomorphisms. We show that such an embedding N ⊂ M
determines a modular invariant mass matrix in exactly the sense specified above.
Longo and Rehren have studied nets of subfactors and defined a useful formula to
extend a localized transportable endomorphism of the smaller to the larger observable
algebra, realizing a suggestion in [43]. Xu [47, 48] has worked on essentially the same
construction applied to subfactors arising from conformal inclusions with the loop
group construction of A. Wassermann [45]. Two of us systematically analyzed the
Longo-Rehren extension for nets of subfactors on S1 [2, 4]. As sectors, a reciprocity
between extension and restriction of localized transportable endomorphisms was es-
tablished, analogous to the induction-restriction machinery of group representations,
and therefore the extension was called α-induction in order to avoid confusion with
the different sector induction. It was also noticed in [2] that the extended endomor-
phisms leave local algebras invariant and hence α-induction can also be considered
as a map which takes certain endomorphisms of a local subfactor to endomorphisms
of the embedding factor. This theory was applied to nets arising from conformal
field theory models in [3, 4], and it was shown that for all type I modular invariants
1More precisely, for current algebras the characters depend also on other variables than τ , corre-
sponding to Cartan subalgebra generators which are omitted here for simplicity. But these variables
are responsible that one is in general dealing with the whole group SL(2;Z) rather than PSL(2;Z).
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of SU (2) respectively SU (3) there are associated nets of subfactors and in turn α-
induction gives rise to fusion graphs. In fact it was shown that that these graphs are
the A-D-E Dynkin diagrams respectively their generalizations of [7, 8], and this is
no accident: The homomorphism property of α-induction relates the spectrum of the
fusion graphs to the non-zero diagonal entries of the modular invariant mass matrix.
A few months after the work of Longo-Rehren, Ocneanu presented his theory of
“quantum symmetries” of Coxeter graphs and gave lectures [39] one year later. He
introduced a notion of a “double triangle algebra” and defined elements p±j which we
refer to as “chiral generators” as they were not specifically named there. Ocneanu’s
analysis has much in common with work of Xu [47] and two of us [3, 4] about sub-
factors of type E6, E8 and Deven. The reason for this is that the same structures are
studied from different viewpoints, as we will outline in this paper.
We start with a fairly general setting which admits both constructions, α-
induction as well as Ocneanu’s double triangle algebras and chiral generators.
Namely, we consider a type III subfactor N ⊂M of finite index with a finite system
of N -N morphisms which includes the irreducible constituents of the dual canon-
ical endomorphism. (A “system of morphisms” means essentially that, as sectors,
the morphisms form a closed algebra under the sector “fusion” product, see Defini-
tion 2.1 below.) Therefore the subfactor is in particular forced to have finite depth.
The inclusion structure associates to the N -N system automatically N -M , M-N and
M-M systems. The typical situation is that the system of M-M morphisms is the
“unknown part” of the theory. As an easy reformulation of Ocneanu’s idea from his
work on Goodman-de la Harpe-Jones subfactors associated with Dynkin diagrams
one can define the double triangle algebra for such a setting, and it provides a pow-
erful tool to gain information about the “unknown part” from the “known part” of
the theory. Namely, the double triangle algebra is a direct sum of intertwiner spaces
equipped with two different product structures, and its center Zh with respect to the
“horizontal product” turns out to be isomorphic to the (in general non-commutative)
fusion rule algebra of the M-M system when endowed with the “vertical product”.
This kind of duality is the subfactor analogue to the group algebra with its pointwise
and convolution products.
Under the assumption that the N -N system is braided there is automatically the
notion of α-induction, which extends N -N to (possibly reducible) M-M morphisms.
(This notion does not even depend on the finite depth condition.) The braiding pro-
vides powerful tools to analyze the structure of the center Zh at the same time, and
the analysis is most conveniently carried out with a graphical intertwiner calculus
which will be explained in detail in this paper. Besides the standard “braiding fusion
symmetries” for wire diagrams representing intertwiners of the braided N -N mor-
phisms, we show that the theory of α-induction gives rise naturally to an extended
symmetry which we call “intertwining braiding fusion relations”. This reduces all
graphical manipulations representing the relations between intertwiners to easily vis-
ible purely topological moves, and it allows us to work without the “sliding moves
along walls” involving “quantum 6j-symbols for subfactors” which are the main tech-
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nical tool in [39]. With a braiding on the N -N system we can define chiral generators
p±λ in the center Zh, and our notion essentially coincides with Ocneanu’s definition of
elements p±j given graphically in his A-D-E setup. We show that the decomposition
of the p±λ ’s into minimal central projections in Zh corresponds exactly to the sector
decomposition of the α-induced sectors [α±λ ], and therefore they can be naturally
identified.
As shown by Rehren [40], a system of braided endomorphisms gives rise to S- and
T-matrices which provide a unitary representation of the modular group SL(2; Z)
whenever the braiding is non-degenerate. (Relations between modular S- and T-
matrices and braiding data are also discussed in [35, 14, 13].) In terms of α-induction
we define a matrix Z with entries Zλ,µ = 〈α+λ , α−µ 〉 for N -N morphisms λ, µ, where
the brackets denote the dimension of the intertwiner space Hom(α+λ , α
−
µ ). As it corre-
sponds to the “vacuum” in physical applications, we use the label “0” for the identity
morphism idN , and hence our matrix Z satisfies the conditions in Eq. (1), where now
Z0,0 = 1 is just the factor property of M . We show that Z commutes with S and
T and therefore Z is a “modular invariant mass matrix” in the sense of conformal
field theory if the braiding is non-degenerate. In fact, the non-degenerate case is
the most interesting one, as in the SU (n)k examples in conformal field theory. We
apply an argument of Ocneanu to our situation to show that in that case, due to
the identification with chiral generators, both kinds of α-induction together generate
the whole M-M fusion rule algebra. Moreover, the essential information about its
representation theory (or equivalently, about the decomposition of the center Zh with
the vertical product into simple matrix algebras) is then encoded in the mass matrix
Z: We show that the irreducible representations of the M-M fusion rule algebra are
labelled by pairs λ, µ with Zλ,µ 6= 0, and that their dimensions are given exactly
by the number Zλ,µ. Consequently, the M-M fusion rules are then commutative if
and only if all Zλ,µ ∈ {0, 1}. An analogous result has been claimed by Ocneanu
for his A-D-E setting related to the modular invariant mass matrices of the SU (2)
WZW models of [6, 23]. He has his own geometric construction of modular invariants
sketched in the lectures but not included in the lecture notes [39]. Our construction
is different and based on the results of [4], and it shows that the structural results do
not depend on the very special properties of Dynkin diagrams and hold in a far more
general context. We also analyze the representation of the M-M fusion rule algebra
arising from its left action on M-N sectors. As corollaries of our analysis we find
that the number of N -M (or M-N) morphisms is given by the trace tr(Z), whereas
the number of M-M morphisms is given by tr(Z tZ).
In a forthcoming publication we will further analyze and apply our construction
to subfactors constructed by means of the level k positive energy representations
of the SU (n) loop group theory. For these examples, the braiding is always non-
degenerate and, moreover, the S- and T-matrices are the modular matrices performing
the character transformations of the corresponding SU (n)k WZW theory. Therefore
the construction of braided subfactors2 for these models yields non-diagonal modular
2We remark that our short-hand notion of a “braided subfactor” meaning a subfactor for which
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invariants Z. E.g. for SU (2)k one can construct the subfactors in terms of local loop
groups which recover the A-D-E modular invariants of [6, 23]. In our setting also the
“type II” or “non-blockdiagonal” invariants can be treated by dropping the chiral
locality condition. (The chiral locality condition, expressing local commutativity of
the extended chiral theory in the formulation of nets of subfactors [33], implies “ασ-
reciprocity” [2] which in turn forces the modular invariant to be of type I. Detailed
explanation and non-local examples will be provided in [5].) Thus this paper extends
the known results on conformal inclusions [47, 48, 3, 4] and simple current extensions
[3, 4] of SU (n)k, and it generally relates (the classification of) modular invariants to
(non-degenerately) braided subfactors. Furthermore our results prove two conjectures
by two of us [4, Conj. 7.1 & 7.2].
This paper is organized as follows. In Sect. 2 we review some basic facts about
morphisms, intertwiners, sectors and braidings, and we reformulate Rehren’s result
about S- and T-matrices arising from superselection sectors in our context of braided
factors. In Sect. 3 we establish the graphical methods for the intertwiner calculus
we use in this paper. The abstract mathematical structure underlying the basic
graphical calculus (Subsect. 3.1) is “strict monoidal C∗-categories” [9]. Graphical
methods for calculations involving fusion and braiding have been used in various
publications, see e.g. [34, 28, 46, 15, 14, 24, 22]. However, for our purposes it turns
out to be extremely important to handle normalization factors with special care,
and to the best of our knowledge, a comprehensive exposition which applies to our
framework has not been published somewhere. So we work out a “rotation covariant”
intertwiner calculus here, based on a formulation of Frobenius reciprocity by Izumi
[19]. We then define α-induction for braided subfactors and use it to extend our
graphical calculus conveniently. In Sect. 4 we present the double triangle algebra
and analyze its properties. In Sect. 5 we present our version of Ocneanu’s graphical
notion of chiral generators, and we show that it can be naturally identified with the
α-induced sectors. We then define the “mass matrix” Z and show that it commutes
with the S- and T-matrices of the N -N system. Assuming now that the braiding is
non-degenerate, we show that theM-M fusion rule algebra is generated by the images
of the two kinds (+ and −) of α-induction. In Sect. 6 we decompose Zh with the
vertical product into simple matrix algebras which is equivalent to the determination
of all the irreducible representations of the M-M fusion rule algebra, and we show
that their dimensions are given by the entries of the modular invariant mass matrix.
Then we analyze the representation arising from the left action on M-N sectors. In
Sect. 7 we finally conclude this paper with general remarks and comments and an
outlook to the applications to subfactors arising from conformal field theory which
will be treated in [5].
2 Preliminaries
Assumptions 4.1 and 5.1 below hold is different from the notion used in [31].
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2.1 Morphisms and sectors
For our purposes it turns out to be convenient to make use of the formulation of
sectors between different factors. We follow here (up to minor notational changes)
Izumi’s presentation [19, 20] based on Longo’s sector theory [30]. Let A, B be infinite
factors. We denote by Mor(A,B) the set of unital ∗-homomorphisms from A to
B. We also denote End(A) = Mor(A,A), the set of unital ∗-endomorphisms. For
ρ ∈ Mor(A,B) we define the statistical dimension dρ = [B : ρ(A)]1/2, where [B : ρ(A)]
is the minimal index [21, 29]. A morphism ρ ∈ Mor(A,B) is called irreducible if the
subfactor ρ(A) ⊂ B is irreducible, i.e. if the relative commutant ρ(A)′ ∩ B consists
only of scalar multiples of the identity in B. Two morphisms ρ, ρ′ ∈ Mor(A,B) are
called equivalent if there exists a unitary u ∈ B such that ρ′(a) = uρ(a)u∗ for all
a ∈ A. We denote by Sect(A,B) the quotient of Mor(A,B) by unitary equivalence,
and we call its elements B-A sectors. Similar to the case A = B, Sect(A,B) has the
natural operations, sums and products: For ρ1, ρ2 ∈ Mor(A,B) choose generators
t1, t2 ∈ B of a Cuntz algebra O2, i.e. such that t∗i tj = δi,j1 and t1t∗1+ t2t∗2 = 1. Define
ρ ∈ Mor(A,B) by putting ρ(a) = t1ρ1(a)t∗1 + t2ρ2(a)t∗2 for all a ∈ A, and then the
sum of sectors is defined as [ρ1] ⊕ [ρ2] = [ρ]. The product of sectors comes from the
composition of endomorphisms, [ρ1][ρ2] = [ρ1 ◦ ρ2]. We often omit the composition
symbol “◦”, so [ρ1][ρ2] = [ρ1ρ2]. The statistical dimension is an invariant for sectors
(i.e. equivalent morphisms have equal dimension) and is additive and multiplicative
with respect to these operations. Moreover, for [ρ] ∈ Sect(A,B) there is a unique
conjugate sector [ρ] ∈ Sect(B,A) such that, if [ρ] is irreducible, [ρ] is irreducible as
well and [ρ]× [ρ] contains the identity sector [idA] and [ρ]× [ρ] contains [idB] precisely
once. We choose a representative endomorphism of [ρ] and denote it naturally by ρ¯,
thus [ρ¯] = [ρ]. For conjugates we have dρ¯ = dρ. As for bimodules one may decorate
B-A sectors [ρ] with suffixes, B[ρ]A, and then we can multiply B[ρ]A× A[σ]B but not,
for instance, B[ρ]A with itself. For ρ, τ ∈ Mor(A,B) we denote
Hom(ρ, τ) = {t ∈ B : t ρ(a) = τ(a) t , a ∈ A}
and
〈ρ, τ〉 = dimHom(ρ, τ) .
If [ρ] = [ρ1]⊕ [ρ2] then
〈ρ, τ〉 = 〈ρ1, τ〉+ 〈ρ2, τ〉 .
Note that if ρ is irreducible then for t, t′ ∈ Hom(ρ, τ) it follows that t∗t′ is a scalar
and then putting
t∗t′ = 〈t, t′〉1B (2)
defines an inner product on Hom(ρ, τ). One often calls Hom(ρ, τ) a “Hilbert space
of isometries” in this case.
If ρ ∈ Mor(A,B) with dρ < ∞ then ρ¯ ∈ Mor(B,A) is a conjugate if there are
isometries rρ ∈ Hom(idA, ρ¯ρ) and r¯ρ ∈ Hom(idB, ρρ¯) such that
ρ(rρ)
∗r¯ρ = d
−1
ρ 1B and ρ¯(r¯ρ)
∗rρ = d
−1
ρ 1A ,
7
and in the case that ρ is irreducible such isometries rρ and r¯ρ are unique up to a
common phase. If C is another factor and σ ∈ Mor(C,A) and τ ∈ Mor(C,B) are
morphisms with finite statistical dimensions dσ, dτ < ∞, and conjugate morphisms
σ¯ ∈ Mor(A,C), τ¯ ∈ Mor(B,C), respectively, then the “left and right Frobenius
reciprocity maps”,
Lρ : Hom(τ, ρσ) −→ Hom(σ, ρ¯τ) , t 7−→
√
dρdσ
dτ
ρ¯(t)∗rρ ,
Rρ : Hom(σ¯, τ¯ ρ) −→ Hom(τ¯ , σ¯ρ¯) , s 7−→
√
dρdτ
dσ
s∗τ¯ (r¯ρ) ,
are anti-linear (vector space) isomorphisms with inverses
L−1ρ : Hom(σ, ρ¯τ) −→ Hom(τ, ρσ) , x 7−→
√
dρdτ
dσ
ρ(x)∗r¯ρ ,
R−1ρ : Hom(τ¯ , σ¯ρ¯) −→ Hom(σ¯, τ¯ρ) , y 7−→
√
dρdσ
dτ
y∗σ¯(rρ) ,
respectively [19]. (See also [14, Sect. 5] and [13, App. A] for such formulae arising from
superselection sectors.) Hence we have in particular Frobenius reciprocity [19, 32],
〈τ, ρσ〉 = 〈ρ¯τ, σ〉 = 〈ρ¯, στ¯ 〉 = 〈σ¯ρ¯, τ¯〉 = 〈σ¯, τ¯ρ〉 = 〈τ σ¯, ρ〉 .
If τ and σ are irreducible then the Frobenius reciprocity maps are even (anti-
linearly) isometric: With the inner products as in Eq. (2) on the above inter-
twiner spaces we have 〈t, t′〉 = 〈Lρ(t′),Lρ(t)〉 for t, t′ ∈ Hom(τ, ρσ) and similarly
〈s, s′〉 = 〈Rρ(s′),Rρ(s)〉 for s, s′ ∈ Hom(σ¯, τ¯ρ).
The map φρ : B → A defined by
φρ(b) = r
∗
ρ ρ¯(b) rρ , b ∈ B
is completely positive, normal, unital φρ(1B) = 1A and satisfies
φρ(ρ(a1)bρ(a2)) = a1φρ(b)a2 , a1, a2 ∈ A , b ∈ B .
The map is called the (unique) standard left inverse. The minimal conditional expec-
tation for the subfactor ρ(A) ⊂ B is given by Eρ = ρ◦φρ. Let now ρ, σ, τ as above be
irreducible with standard left inverses φρ, φσ, φτ , respectively, and let t ∈ Hom(τ, ρσ)
be non-zero. Then φρ(tt
∗) ∈ Hom(σ, σ) is a positive scalar and E˜τ : B → τ(C) given
by ρ ◦ φρ(tt∗)E˜τ (b) = τ ◦ φσ ◦ φρ(tbt∗) for all b ∈ B is a conditional expectation for
the subfactor τ(C) ⊂ B. Since conditional expectations for irreducible subfactors are
unique we conclude that
φτ (b)Eρ(tt
∗) = φσ ◦ φρ(tbt∗) , b ∈ B
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holds for any t ∈ Hom(τ, ρσ). Moreover, t∗t′ is a scalar for any t, t′ ∈ Hom(τ, ρσ),
t∗t′ = 〈t, t′〉1B, and so is Lρ(t)∗Lρ(t′), in fact
〈t, t′〉1A = 〈Lρ(t′),Lρ(t)〉1A ≡ Lρ(t′)∗Lρ(t) = dρdσ
dτ
r∗ρρ¯(t
′t∗)rρ
and this is
φρ(t
′t∗) =
dτ
dρdσ
〈t, t′〉1A . (3)
Now let N ⊂ M be an infinite subfactor of finite index. Let γ ∈ End(M) be a
canonical endomorphism from M into N and θ = γ|N ∈ End(N). By ι ∈ Mor(N,M)
we denote the injection map, ι(n) = n ∈ M , n ∈ N . Then dι = [M : N ]1/2, and a
conjugate ι¯ ∈ Mor(M,N) is given by ι¯(m) = γ(m) ∈ N , m ∈ M . (These formulae
could in fact be used to define the canonical and dual canonical endomorphism.)
Note that γ = ιι¯ and θ = ι¯ι, and there are isometries w ≡ rι ∈ Hom(idN , θ) and
v ≡ r¯ι ∈ Hom(idM , γ) such that w∗v = γ(v∗)w = [M : N ]−1/21. Moreover, we have
the pointwise equality M = Nv, and for each m ∈ M the decomposition m = nv
yields a unique element n ∈ N . Explicitly, n = [M : N ]1/2w∗γ(m).
Now let us consider a single factor A and its sectors. For a set of irreducible
sectors which is closed under conjugation and irreducible decomposition of products
(a “sector basis” in the notation of [2, 3, 4] in the case that the set is finite) it is often
useful to choose one representative endomorphism for each sector.
Definition 2.1 We call a subset ∆ ⊂ End(A) a system of endomorphisms if it
satisfies the following properties.
1. Each λ ∈ ∆ is irreducible and has finite statistical dimension.
2. Different elements in ∆ are inequivalent, i.e. different as sectors.
3. idA ∈ ∆.
4. For any λ ∈ ∆, we have a morphism λ¯ ∈ ∆ such that [λ¯] is the conjugate sector
of [λ].
5. ∆ is closed under composition and subsequent irreducible decomposition, i.e.
for any λ, µ ∈ ∆ we have non-negative integers Nνλ,µ with [λ][µ] =
∑
ν∈∆N
ν
λ,µ[ν]
as sectors.
Note that we do not assume finiteness of ∆ in this definition. The numbers Nνλµ =
〈λµ, ν〉 are called fusion coefficients. Frobenius reciprocity now reads Nνλ,µ = Nµλ¯,ν =
Nλν,µ¯, and associativity of the sector product yields
∑
µ∈∆N
ν
λ,µN
µ
ρ,σ =
∑
τ∈∆N
τ
λ,ρN
ν
τ,σ.
The additivity and multiplicativity of the statistical dimension with respect to sector
sums and products implies
∑
ν∈∆N
ν
λ,µdν = dλdµ, λ, µ, ν ∈ ∆. Defining matrices Nµ
with entries (Nµ)λ,ν = N
ν
λ,µ gives Nµ¯ as the transpose of Nµ and defines the “regular
representation” of the sector products, NλNµ =
∑
ν∈∆N
ν
λ,µNν , and the statistical
dimension can be regarded as a one-dimensional representation or as a simultaneous
eigenvector of all matrices Nµ with eigenvalues dµ (λ, µ, ν ∈ ∆).
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2.2 Braided endomorphisms
Let A again be an infinite factor and ∆ a system of endomorphisms of A. In general
the sector products are not commutative. If the sectors commute, then a “systematic
choice of unitary intertwiners” in each space Hom(λµ, µλ), λ, µ ∈ ∆, is called a
braiding (which need not exist in general). To be more precise, we give the following
Definition 2.2 We say that a system ∆ of endomorphisms is braided if for any
pair λ, µ ∈ ∆ there is a unitary operator ε(λ, µ) ∈ Hom(λµ, µλ) subject to initial
conditions
ε(idA, µ) = ε(λ, idA) = 1 , (4)
and whenever t ∈ Hom(λ, µν) we have the braiding fusion equations (BFE’s)
ρ(t) ε(λ, ρ) = ε(µ, ρ)µ(ε(ν, ρ)) t ,
t ε(ρ, λ) = µ(ε(ρ, ν)) ε(ρ, µ) ρ(t) ,
ρ(t)∗ ε(µ, ρ)µ(ε(ν, ρ)) = ε(λ, ρ) t∗ ,
t∗ µ(ε(ρ, ν)) ε(ρ, µ) = ε(ρ, λ) ρ(t)∗ ,
(5)
for any λ, µ, ν ∈ ∆.
The unitaries ε(λ, µ) are called braiding operators (or statistics operators). Note that
a braiding ε ≡ ε+ always comes along with another “opposite” braiding ε−, namely
operators ε−(λ, µ) = (ε+(µ, λ))∗, ε+(µ, λ) ≡ ε(µ, λ), satisfy the same relations. The
unitaries ε+(λ, µ) and ε−(λ, µ) are different in general but may coincide for some λ,
µ. Later we will also use the following notion of non-degeneracy of a braiding (cf.
[40]).
Definition 2.3 We say that a braiding ε on a system of endomorphisms ∆ is non-
degenerate, if the following condition is satisfied: If some morphism λ ∈ ∆ satisfies
ε+(λ, µ) = ε−(λ, µ) for all morphisms µ ∈ ∆, then we have λ = idA.
We may also extend a given braiding from ∆ in a well defined manner to all
equivalent and sum endomorphisms as follows. We denote by Σ(∆) the set of all en-
domorphisms λ, ρ ∈ End(A) given as λ(a) = ∑ni=1 tiλi(a)t∗i and ρ(a) = ∑mj=1 sjρj(a)s∗j
for all a ∈ A, where ti ∈ A, i = 1, 2 . . . , n, and sj ∈ A, j = 1, 2, . . . , m, are Cuntz
algebra generators, i.e. t∗i tk = δi,k1 and
∑n
i=1 tit
∗
i = 1, and similarly s
∗
jsl = δj,l1 and∑m
j=1 sjs
∗
j = 1, and λi, ρj ∈ ∆. (Here n,m ≥ 1.) For λ, ρ as above we put
ε(λ, ρ) =
n∑
i=1
m∑
j=1
sjρj(ti) ε(λi, ρj) λi(s
∗
j)t
∗
i , (6)
and one can check that this definition is independent of the ambiguities in the choice
of isometries ti ∈ Hom(λi, λ) and sj ∈ Hom(ρj , ρ). Note that in the case n = m = 1
this reads
ε(Ad(u) ◦ λ,Ad(q) ◦ ρ) = qρ(u) ε(λ, ρ) λ(q∗)u∗ (7)
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with some unitaries u, q ∈ A. Then for any sum endomorphisms λ, µ, ρ ∈ Σ(∆) the
BFE’s (5) hold as well or, alternatively, we have the naturality equations
ρ(t) ε(λ, ρ) = ε(µ, ρ) t , t ε(ρ, λ) = ε(ρ, µ) ρ(t) (8)
whenever t ∈ Hom(λ, µ). Using decompositions of products λµ, λ, µ ∈ Σ(∆) one can
then easily show by use of the BFE’s that
ε(λµ, ρ) = ε(λ, ρ) λ(ε(µ, ρ)) , ε(λ, µρ) = µ(ε(λ, ρ)) ε(λ, µ) . (9)
By plugging this in Eq. (8) we find that BFE’s hold for endomorphisms in Σ(∆) as
well and Eq. (8) yields for ε(λ, µ) ∈ Hom(λµ, µλ) the braid relation (or “Yang-Baxter
equation”)
ρ(ε(λ, µ)) ε(λ, ρ) λ(ε(µ, ρ)) = ε(µ, ρ)µ(ε(λ, ρ)) ε(λ, µ) . (10)
Now let ∆ be a braided system of endomorphisms and let ρ, ρ¯ ∈ ∆ be conjugate
morphisms. Denote by r ≡ rρ ∈ Hom(idA, ρ¯ρ) and r¯ ≡ r¯ρ ∈ Hom(idA, ρρ¯) isometries
such that
ρ(r)∗r¯ = ρ¯(r¯)∗r = d−1ρ 1 ,
which are then unique up to a common phase.3 Note that ε(ρ¯, ρ)∗r¯ ∈ Hom(idA, ρ¯ρ)
is an isometry and hence ε(ρ¯, ρ)∗r¯ = ωρr for some phase ωρ ∈ T which is called
the statistics phase and is obviously independent of the common phase of r and
r¯. In fact ωρ is even independent of the choice of ρ and ρ¯ within their sectors: If
ρ′ = Ad u ◦ ρ and ρ¯′ = Ad u¯ ◦ ρ¯ for some unitaries u, u¯ ∈ A, then it is easy to
see that isometries r′ = u¯ρ¯(u)r ∈ Hom(idA, ρ¯′ρ′) and r¯′ = uρ(u¯)r¯ ∈ Hom(idA, ρ′ρ¯′)
also fulfill ρ(r′)∗r¯′ = ρ¯(r¯′)∗r′ = d−1ρ 1. Now the braiding operator transforms as
ε(ρ¯′, ρ′) = uρ(u¯)ε(ρ¯, ρ)ρ¯(u)∗u¯∗ and hence
ε(ρ¯′, ρ′)∗r¯′ = u¯ρ¯(u)ε(ρ¯, ρ)∗r¯ = ωρr
′ .
The statistics phase can also be obtained by
φρ(ε(ρ, ρ)) = r
∗ρ¯(ε(ρ, ρ))r = ωρd
−1
ρ 1 .
(The number ωρd
−1
ρ is usually called the statistics parameter.) This is obtained from
the initial condition and the BFE:
ρ(r) = ρ(r)ε(idA, ρ) = ε(ρ¯, ρ)ρ¯(ε(ρ, ρ))r ,
but since r∗ε(ρ¯, ρ)∗ = ωρr¯
∗ we obtain
r∗ρ¯(ε(ρ, ρ))r = r∗ε(ρ¯, ρ)∗ρ(r) = ωρr¯
∗ρ(r) = ωρd
−1
ρ 1 .
3If ρ is not self-conjugate then we may choose rρ¯ = r¯ρ and r¯ρ¯ = rρ. However, if ρ is self-conjugate,
ρ = ρ¯, we do not have rρ = r¯ρ in general. This is only true for so-called “real” sectors, and for
“pseudo-real” sectors we have rρ = −r¯ρ.
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Moreover we have ωρ = ωρ¯. This can be seen as follows. We have
r = rε(ρ, idA) = ρ¯(ε(ρ, ρ))ε(ρ, ρ¯)ρ(r) ,
hence r∗ρ¯(ε(ρ, ρ)) = ρ(r)∗ε(ρ, ρ¯)∗, thus
ωρd
−1
ρ 1 = ρ(r)
∗ε(ρ, ρ¯)∗r = ωρ¯ρ(r)
∗r¯ = ωρ¯d
−1
ρ ,
since ε(ρ, ρ¯)∗r = ωρ¯r¯ by definition. Therefore we have ωρr
∗ = r¯∗ε(ρ, ρ¯)∗. Another
application of the BFE yields ε(ρ, ρ)ρ(r¯) = ρ(ε(ρ, ρ¯))∗r¯, hence we have
ρ(r¯)∗ε(ρ, ρ)ρ(r¯) = ρ(r¯)∗ρ(ε(ρ, ρ¯))∗r¯ = ωρρ(r)
∗r¯ = ωρd
−1
ρ 1 .
Now let λ, µ, ν ∈ ∆. Let r ≡ rλ ∈ Hom(idA, λ¯λ) and r¯ ≡ r¯λ ∈ Hom(idA, λλ¯) be
isometries such that λ(r)∗r¯ = λ¯(r¯)∗r = d−1λ 1. Let t, t
′ ∈ Hom(λ, µν). Recall that
φµ(t
′t∗) = dλd
−1
µ d
−1
ν t
∗t′ ∈ Hom(λ, λ) is a scalar. We can now compute
ωλd
−1
µ d
−1
ν t
∗t′ = ωλd
−1
λ φν ◦ φµ(t′t∗) = φν ◦ φµ(t′λ(r¯)∗ε(λ, λ)λ(r¯)t∗)
= r¯∗ φν ◦ φµ(t′ε(λ, λ)t∗) r¯ = r¯∗ φν ◦ φµ(ε(λ, µν)λ(t′)t∗) r¯
= r¯∗ φν ◦ φµ(ε(λ, µν)t∗) t′r¯ = r¯∗t∗ φν ◦ φµ(ε(µν, µν)) t′r¯
= r¯∗t∗ φν ◦ φµ(µ(ε(µ, ν))µ2(ε(ν, ν))ε(µ, µ)µ(ε(ν, µ))) t′r¯
= ωµd
−1
µ r¯
∗t∗ φν(ε(µ, ν)µ(ε(ν, ν))ε(ν, µ)) t
′r¯
= ωµd
−1
µ r¯
∗t∗ φν(ν(ε(ν, µ)ε(ν, ν)ν(ε(µ, ν)) t
′r¯
= ωµωνd
−1
µ d
−1
ν r¯
∗t∗ ε(ν, µ)ε(µ, ν) t′r¯
= ωµωνd
−1
µ d
−1
ν t
∗ε(ν, µ)ε(µ, ν) t′ ,
where we finally could omit the r¯’s since t∗ε(ν, µ)ε(µ, ν)t′ ∈ Hom(λ, λ) is a scalar.
As ε(ν, µ)ε(µ, ν)t′ ∈ Hom(λ, µν) we find ωλ〈t, t′〉 = ωµων〈t, ε(ν, µ)ε(µ, ν)t′〉 for any
t, t′ ∈ Hom(λ, µν), and therefore we arrive at the important relation
ε(ν, µ)ε(µ, ν) t =
ωλ
ωµων
t for all t ∈ Hom(λ, µν) . (11)
Decomposing [µν] in all irreducible sectors [λ] and choosing for each λ ∈ ∆ some
orthonormal bases of intertwiners tλ;i ∈ Hom(λ, µν), i = 1, 2, . . . , Nλµ,ν , where Nλµ,ν =
〈λ, µν〉 as usual, we have ∑λ∈∆∑i tλ;it∗λ;i = 1, and therefore we find by Eqs. (3) and
(11),
φµ(ε(ν, µ)ε(µ, ν))
∗ = φµ

ε(ν, µ)ε(µ, ν)∑
λ∈∆
∑
i
tλ;it
∗
λ;i


∗
=
∑
λ∈∆
ωµων
ωλ
Nλµ,ν
dλ
dµdν
1 .
One then defines a matrix Y in terms of these numbers [40] (see also [14, 13]):
Yµ,ν =
∑
λ∈∆
ωµων
ωλ
Nλµ,ν dλ , µ, ν ∈ ∆ , (12)
12
i.e. dµdνφµ(ε(ν, µ)ε(µ, ν))
∗ = Yµ,ν1. Then one has
Yλ,µ = Yµ,λ = Y
∗
λ¯,µ = Yλ¯,µ¯ .
The first equality is obvious from Eq. (12), so we only need to show Yλ,µ = (Yλ¯,µ)
∗. In
fact, applying the BFE again yields λ¯(ε(λ, µ))rλ = ε(λ¯, µ)
∗µ(rλ) and r
∗
λλ¯(ε(µ, λ)) =
µ(rλ)
∗ε(µ, λ¯)∗. Hence
Yλ,µ1 = φµ(Yλ,µ) = dλdµ(r
∗
µµ¯(r
∗
λλ¯(ε(µ, λ)ε(λ, µ))rλ)rµ)
∗
= dλdµ(r
∗
λr
∗
µµ¯(ε(µ, λ¯)
∗ε(λ¯, µ)∗)rµrλ)
∗ = (r∗λYλ¯,µrλ)
∗ = (Yλ¯,µ)
∗1 .
Moreover, we have
Yν,ρYµ,ρ = dρ
∑
λ
Nλµ,νYρ,λ ,
since
Yν,ρYµ,ρ1 = d
2
ρdµdν φν(ε(ρ, ν)φµ(ε(ρ, µ)ε(µ, ρ))ε(ν, ρ))
∗
= d2ρdµdν φν ◦ φµ(µ(ε(ρ, ν))ε(ρ, µ)ε(µ, ρ)µ(ε(ν, ρ)))∗
= d2ρdµdν
∑
λ
∑
i φν ◦ φµ(ε(ρ, µν)ρ(tλ;it∗λ;i)ε(µν, ρ))∗
= d2ρdµdν
∑
λ
∑
i φν ◦ φµ(tλ;iε(ρ, λ)ε(λ, ρ)t∗λ;i)∗
= d2ρdµdν
∑
λ
∑
i φµ(tλ;it
∗
λ;i)
∗φλ(ε(ρ, λ)ε(λ, ρ))
∗ = dρ
∑
λN
λ
µ,νYρ,λ1 .
From now on we assume that the system ∆ is finite. We define the complex
number
z∆ =
∑
λ∈∆
d2λωλ ,
and if z∆ 6= 0 we put c = 4 arg(z∆)/π. Note that the c is here only defined mod 8
and we may make a choice. Let C be the conjugation matrix with entries Cλ,µ = δλ,µ¯.
Clearly, C = C∗ = C−1. We then have the following
Proposition 2.4 Let ∆ be finite system of endomorphisms with z∆ 6= 0. Then S-
and T-matrices defined by
Sλ,µ = |z∆|−1 Yλ,µ , Tλ,µ = e−πic/12 ωλ δλ,µ , λ, µ ∈ ∆ ,
obey the partial Verlinde modular algebra TSTST = S, CTC = T , CSC = S and
T ∗T = 1.
To prove the proposition, we simply compute
∑
µ ωλYλ,µωµYµ,νων = ωλων
∑
µ ωµY
∗
λ,µ¯Y
∗
ν,µ¯ = ωλων
∑
µ,σ ωµdµN
σ
λ,νY
∗
µ¯,σ
= ωλων
∑
µ,ρ,σ ωµdµN
σ
λ,νN
ρ
µ¯,σ
ωρ
ωµωσ
dρ = ωλων
∑
ρ,σ d
2
ρdσN
σ
λ,ν
ωρ
ωσ
= Yλ,ν
∑
ρ d
2
ρωρ = Yλ,νz∆ ,
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hence TSTST = e−πic/4|z∆|−1Sz∆ = S. The remaining relations CTC = T , CSC =
S and T ∗T = 1 are obvious.
We define weight vectors yλ with components yλµ = Yλ,µ and statistics characters
χλ : ∆→ C with evaluations χλ(µ) = d−1λ Yλ,µ, λ, µ ∈ ∆. We have seen that the weight
vectors yλ are simultaneous eigenvectors of the fusion matrices Nµ with eigenvalues
χλ(µ), Nµy
λ = χλ(µ)y
λ. Hence we obtain by computing inner products,
χµ(ρ)〈yλ, yµ〉 = 〈yλ, Nρyµ〉 = 〈Nρ¯yλ, yµ〉 = χλ(ρ¯)∗〈yλ, yµ〉 = χλ(ρ)〈yλ, yµ〉 .
Therefore the eigenvectors are either orthogonal, 〈yλ, yµ〉 = 0, or parallel, dµyλ = dλyµ
since then the characters are equal, χλ = χµ. It is obvious that if some λ ∈ ∆ is
degenerate, i.e. has trivial monodromy with all other µ ∈ ∆, then yλ is parallel to
the vector y0. (Here and later we use the label “0” for the identity idA ∈ ∆.) Note
that we have y0µ = dµ, and then Yλ,µ = dλdµ. Conversely, if y
λ is parallel to y0 we
have seen that then necessarily Yλ,µ = dλdµ, hence
Yλ,µ =
∑
ρ∈∆
ωλωµ
ωρ
Nρλ,µ dρ = dλdµ =
∑
ρ∈∆
Nρλ,µ dρ , µ ∈ ∆ ,
and this is clearly only possible if all the eigenvalues ωλωµω
−1
ρ of the monodromy are
trivial, i.e. if λ is degenerate. We conclude that a braiding on ∆ is non-degenerate if
and only if 〈yλ, y0〉 = δλ,0w, where w = ∑λ∈∆ d2λ is the global index. We now arrive
at Rehren’s result [40].
Theorem 2.5 The following conditions are equivalent for a finite braided system of
endomorphisms ∆:
1. The braiding on ∆ is non-degenerate.
2. We have w = |z∆|2 and the matrices S and T obey the full Verlinde modular
algebra
S∗S = T ∗T = 1 , (ST )3 = S2 = C , CTC = T ,
moreover S diagonalizes the fusion rules (Verlinde formula):
Nνλ,µ =
∑
ρ∈∆
Sλ,ρSµ,ρS
∗
ν,ρ
S0,ρ
.
Note that the implication 2 . ⇒ 1 . is trivial since invertibility of S implies that
there is no vector yλ parallel y0. So let us assume that the braiding is non-degenerate:
〈yλ, y0〉 = δλ,0w for all λ ∈ ∆. Then we can first check
w =
∑
µ〈y0, yµ〉dµω−1µ =
∑
µ,ν dνYµ,νdµω
−1
µ =
∑
µ,ν,λ dν
ωµων
ωλ
Nλµ,νdλdµω
−1
µ
=
∑
µ,ν,λ dλdν
ων
ωλ
Nµν¯,λdµ =
∑
λ,ν d
2
λω
−1
λ d
2
νων ,
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thus w = |∑λ∈∆ d2λωλ|2 ≡ |z∆|2. Next we compute
〈yλ, yµ〉 =∑
ρ
Y ∗λ,ρYµ,ρ =
∑
ρ,ν
Nνλ¯,µYρ,νdρ =
∑
ν
Nνλ¯,µ〈y0, yν〉 = N0λ¯,µw = δλ,µw ,
hence S∗S = 1. Similarly we observe that
∑
ρ Yλ,ρYµ,ρ =
∑
ρ Y
∗
λ¯,ρYµ,ρ = δλ¯,µw, giving
S2 = C which obviously commutes with T . Finally we check
∑
ρ
Sλ,ρSµ,ρS
∗
ν,ρ
S0,ρ
= w−1
∑
ρ
Yλ,ρYµ,ρY
∗
ν,ρ
dρ
= w−1
∑
ρ,σ
Nσλ,µYρ,σY
∗
ν,ρ =
∑
σ
Nσλ,µδν,σ = N
ν
λ,µ ,
proving the Verlinde identity.
Corollary 2.6 If the braiding on ∆ is non-degenerate, then the matrix S and the
diagonal matrix T are the images S = U(S) and T = U(T ) of canonical generators
S =
(
0 −1
1 0
)
, T =
(
1 1
0 1
)
,
in a unitary representation U of the modular group4 SL(2; Z) with dimension |∆|, the
cardinality of ∆.
3 Graphical Intertwiner Calculus
3.1 Basic graphical intertwiner calculus
We now introduce our conventions to represent and manipulate intertwiners graphi-
cally. We consider a braided system of endomorphisms ∆ ⊂ End(A) with A a type III
factor. Essentially we represent intertwiners by “wire diagrams” where the (oriented)
wires represent endomorphisms λ ∈ ∆. This works as follows. For an intertwiner
x ∈ Hom(λ1λ2 · · ·λn, µ1µ2 · · ·µm) we draw a (dashed) box with n (downward) incom-
ing wires labelled by λ1, . . . , λn and m (downward) outgoing wires µ1, . . . , µm as in
Fig. 1, λi, µj ∈ ∆. Therefore the diagrammatic representation of x does not only spec-
x
❄ ❄ ❄
❄ ❄ ❄
λ1 λ2 λn
µ1 µ2 µm
· · ·
· · ·
Figure 1: An intertwiner x
4In the literature the name “modular group” is often reserved for PSL(2;Z) = SL(2;Z)/Z2 rather
than SL(2;Z). Clearly, we obtain a representation of PSL(2;Z) whenever the charge conjugation is
trivial, C = 1.
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ify it as an operator, it even specifies the intertwiner space it is considered to belong
to. (Note that the same operator can belong to different intertwiner spaces as e.g. the
identity operator belongs to any Hom(λ, λ) with λ varying.) If a morphism ρ ∈ ∆ is
applied to x, then ρ(x) ∈ Hom(ρλ1λ2 · · ·λn, ρµ1µ2 · · ·µm) is represented graphically
by adding a straight wire on the left as in Fig. 2. Reflecting the fact that x can also
x
❄
❄ ❄ ❄
❄ ❄ ❄
ρ
λ1 λ2 λn
µ1 µ2 µm
· · ·
· · ·
Figure 2: The intertwiner ρ(x)
be considered as an intertwiner in Hom(λ1λ2 · · ·λnρ, µ1µ2 · · ·µmρ) we can always add
(or remove) a straight wire on the right as in Fig. 3 without changing the inter-
x
❄ ❄ ❄
❄ ❄ ❄ ❄
λ1 λ2 λn
µ1 µ2 µm
ρ
· · ·
· · ·
Figure 3: The intertwiner x
twiner as an operator. We say that intertwiners x ∈ Hom(λ1λ2 · · ·λn, µ1µ2 · · ·µm)
and y ∈ Hom(ν1ν2 · · · νk, ρ1ρ2 · · · ρl), ρj ∈ ∆, are diagrammatically composable
if m = k and µi = νi for all i = 1, 2, . . . , m. Then the composed intertwiner
yx ∈ Hom(λ1λ2 · · ·λn, ρ1ρ2 · · ·ρl) is represented graphically by putting the wire
diagram for x on top of that for y as in Fig. 4. We also call this graphical
procedure composition of wire diagrams. Sometimes diagrammatic composability
x
y
❄ ❄ ❄
❄ ❄ ❄
❄ ❄ ❄
λ1 λ2 λn
µ1 µ2 µm
ρ1 ρ2 ρl
· · ·
· · ·
· · ·
Figure 4: Product yx of diagrammatically composable intertwiners x and y
may be achieved by adding or removing straight wires on the right. Now let also
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x′ ∈ Hom(λ′1λ′2 · · ·λ′n′ , µ′1µ′2 · · ·µ′m′) with λ′i, µ′j ∈ ∆. The intertwining property of x
yields the identity µ1µ2 · · ·µmρ1ρ2 · · · ρl(x′)x = xλ1λ2 · · ·λnρ1ρ2 · · · ρl(x′), and this is
diagrammatically given in Fig. 5. Thus we have some freedom in translating inter-
x
x′
❄ ❄
❄ ❄ ❄ ❄
❄ ❄
❄ ❄
· · ·
· · ·
· · ·
· · ·
· · ·
λ1 λn
µ1 µm
ρ1
ρl
λ′1 λ
′
n′
µ′1 µ
′
m′
=
x
x′
❄ ❄
❄ ❄ ❄ ❄
❄ ❄
❄ ❄
· · ·
· · ·
· · ·
· · ·
· · ·
λ1 λn
µ1 µm
ρ1
ρl
λ′1 λ
′
n′
µ′1 µ
′
m′
Figure 5: Vertical translation intertwiners x and x′
twiner boxes vertically without actually changing the represented intertwiner.
The intertwiners we consider are (sums over) compositions of elementary inter-
twiners arising from the unitary braiding operators ε(λ, µ) ∈ Hom(λµ, µλ) and isome-
tries t ∈ Hom(λ, µν). The wire diagrams and boxes we are dealing with are therefore
compositions of “elementary boxes” representing the elementary intertwiners. We
now have to introduce some normalization convention. First, the identity inter-
twiner 1 ≡ 1A is naturally given by the “trivial box” with only straight wires of
arbitrary labels. The next elementary intertwiner is ρ1ρ2 · · ·ρn(ε(λ, µ)) for which
we draw a box as in Fig. 6 where the arbitrary labels ν1, . . . , νm are irrelevant and
❄ ❄ ❄ ❘✠ ❄ ❄ ❄
ρ1 ρ2 ρn
λµ
ν1 ν2 νm· · · · · ·
Figure 6: ρ1ρ2 · · · ρn(ε(λ, µ))
may be omitted. Similarly, the box of Fig. 7 represents the elementary intertwiner
❄ ❄ ❄
❄
✠ ❘ ❄ ❄ ❄
ρ1 ρ2 ρn
λ
µ νt
ν1 ν2 νm· · · · · ·
Figure 7: 4
√
dµdν
dλ
ρ1ρ2 · · · ρn(t) where t ∈ Hom(λ, µν) is an isometry
d1/4µ d
1/4
ν d
−1/4
λ ρ1ρ2 · · · ρn(t), where t ∈ Hom(λ, µν) is an isometry. We label the triva-
lent vertex in the box by t since Hom(λ, µν) may be more than one-dimensional and
so we have to specify the intertwiner. (Note that there would still be an ambiguity of
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a phase for the choice of an isometry even if Hom(λ, µν) is only one-dimensional.) Fi-
nally, the elementary intertwiners ε(λ, µ)∗ = ε−(µ, λ) and d1/4µ d
1/4
ν d
−1/4
λ ρ1ρ2 · · · ρn(t)∗
are represented by Figs. 8 and 9, i.e. they are obtained from the original boxes in Figs.
❄ ❄ ❄ ❘✠ ❄ ❄ ❄
ρ1 ρ2 ρn
µλ
ν1 ν2 νm· · · · · ·
Figure 8: ρ1ρ2 · · · ρn(ε(λ, µ))∗ = ρ1ρ2 · · ·ρn(ε−(µ, λ))
6 and 7 by vertical reflection and inversion of all the arrows. Note that ε ≡ ε+ repre-
❄ ❄ ❄
❘✠
❄ ❄ ❄ ❄
ρ1 ρ2 ρn
λ
µ νt∗
ν1 ν2 νm· · · · · ·
Figure 9: 4
√
dµdν
dλ
ρ1ρ2 · · · ρn(t)∗ where t ∈ Hom(λ, µν) is an isometry
sents overcrossing and ε− undercrossing of wires. We will consider intertwiners which
are products of diagrammatically composable elementary intertwiners. In terms of
wire diagrams we are correspondingly dealing with compositions of elementary boxes
of Figs. 6, 7, 8, 9 so that the wires with the same labels (and orientations) can and
will be glued together in parallel and then we finally forget about the boundaries of
the (dashed) boxes. Therefore, if a wire diagram represents some intertwiner x then
x∗ is represented by the diagram obtained by vertical reflection and reversing all the
arrows. Note that our resulting wire diagrams are then composed only from straight
lines, over- and undercrossings (in X-shape) and trivalent vertices (in Y-shape or
inverted Y-shape).
So far, we have considered only wires with downward orientation. We now in-
troduce also the reversed orientation in terms of conjugation as follows: Revers-
ing the orientation of an arrow on a wire changes its label λ to λ¯. Also we will
usually omit drawing a wire labelled by id ≡ idA. For each λ ∈ ∆ we fix (the
common phase of) isometries rλ ∈ Hom(id, λ¯λ) and r¯λ ∈ Hom(id, λλ¯) such that
λ(rλ)
∗r¯λ = λ¯(r¯λ)
∗rλ = d
−1
λ 1 and in turn for
√
dλrλ we draw one of the equivalent
diagrams in Fig. 10. So the normalized isometries and their adjoints appear in wire
diagrams as “caps” and “cups”, respectively. The point is that with our normaliza-
tion convention, the relation λ(rλ)
∗r¯λ = d
−1
λ 1 (and its adjoint) gives a topological
invariance for intertwiners represented by wire diagrams, displayed in Fig. 11. Note
that then the wire diagrams in Fig. 12 represent the scalar dλ (i.e. the intertwiner
dλ1 ∈ Hom(id, id)). Also note the “vertical Reidemeister move of type II” in Fig.
13 is just the unitarity condition ε(λ, µ)∗ε(λ, µ) = 1 = ε(µ, λ)ε(µ, λ)∗. The BFE’s
yield another topological invariance, see Fig. 14 for the first equation and Fig. 15 for
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❄✠ ❘
id
λ¯ λ
=
✠ ❘λ¯ λ
=
λ❄
Figure 10: Wire diagrams for
√
dλrλ
λ ❄
=
❄λ
=
❄λ
Figure 11: A topological invariance for intertwiners represented by wire diagrams
the second equation. The third and fourth equations are obtained similarly by use of
the co-isometry t∗; we leave it as an exercise to the reader to draw the corresponding
wire diagrams. Up to conjugation they can also be obtained by changing over- to
undercrossings in Figs. 14 and 15. Finally, the braid relation, Eq. (10), represents
graphically a vertical Reidemeister move of type III, presented in Fig. 16. The topo-
logical invariance gives us the freedom to write down the intertwiner algebraically
from a given wire diagram: We can deform the wire diagram by finite sequences of
the above moves and then split it in elementary wire diagrams — in whatever way
we decompose the wire diagrams into horizontal slices of elementary intertwiners, we
always obtain the same intertwiner due to our topological invariance identities.
Next we recall that we can write the statistics phase ωλ as the intertwiner
dλr
∗
λλ¯(ε(λ, λ))rλ. Therefore we obtain for ωλ the wire diagram on the left-hand
side of Fig. 17. The diagram on the right-hand side expresses that ωλ can also
be obtained as dλλ¯(rλ)
∗ε(λ¯, λ¯)λ¯(rλ). Note that we obtain the complex conjugate
ω∗λ by exchanging over- and undercrossings. Similarly, we recall that we can write
a matrix element Yλ,µ = Yµ,λ of Rehren’s Y-matrix as dλdµφµ(ε(λ, µ)ε(µ, λ))
∗ =
dλdµr
∗
µµ¯(ε
−(λ, µ)ε−(µ, λ))rµ. Dividing by dλ we obtain χλ(µ), the statistics char-
acter χλ evaluated on µ, represented graphically by the wire diagram in Fig. 18.
We have drawn the circle µ symmetrically relative to the straight wire λ because it
✲
λ =
✛
λ
Figure 12: Wire diagrams for the statistical dimension dλ
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λ ❂⑦
µ
=
❄ ❄λ
µ
=
λ ❂⑦
µ
Figure 13: Unitarity of braiding operators as a vertical Reidemeister move of type II
❄
❄
❘✠ t
λ
µ νρ
=
❄
❄
t
❄ ❄
λ
µ νρ
Figure 14: The first braiding fusion equation
does not make a difference whether we put the “caps” and “cups” for the isometry
rµ and its conjugate r
∗
µ on the left or on the right due to the braiding fusion rela-
tions. As it is a scalar, we can write Yλ,µ = r¯
∗
µYλ,µr¯µ and therefore its expression
dλdµr¯
∗
µr
∗
λλ¯(ε
−(µ, λ)ε−(λ, µ))rλr¯µ yields exactly the “Hopf link” as the wire diagram
for the matrix element Yλ,µ, given by the left-hand side of Fig. 19. The equality to
the right-hand side is just the relation Yλ,µ = Y
∗
λ,µ¯ together with the prescription of
representing conjugates. Recall that if ∆ is finite then the Y-matrix differs from the
S-matrix just by an overall normalization factor
√
w, where w is the global index.
Often we consider intertwiners which are sums over intertwiners represented by
the same wire diagram but the sum runs over one or more of the labels. Then we
❄
❄
❘✠ t
λ
µ ν ρ
=
❄
❄
t
❄ ❄
λ
µ ν ρ
Figure 15: The second braiding fusion equation
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❘✠❄
ρ µ λ
=
❄❘✠
ρ µ λ
Figure 16: The braid relation as a vertical Reidemeister move of type III
❄λ
=
✻λ
Figure 17: Statistics phase ωλ as a “twist”
simply write the sum symbol in front of the diagram, we may similarly insert scalar
factors. Now recall that for finite ∆ the non-degeneracy of the braiding is encoded in
the orthogonality relation 〈y0, yλ〉 = δλ,0w. In terms of the statistics characters this
reads
∑
µ dµχλ(µ) = d
−1
λ δλ,0w = δλ,0w. Graphically this can be represented as in Fig.
20. This kind of (graphical) relation has also been used more recently in [44, 38, 25]
and was called a “killing ring” in [38].
Wire diagrams can also be used for intertwiners of morphisms between different
factors. Let A,B,C infinite factors, ρ ∈ Mor(A,B), σ ∈ Mor(C,B), τ ∈ Mor(A,C)
irreducible morphisms and t ∈ Hom(ρ, στ) an isometry. Then Fig. 21 represents the
intertwiner d1/4σ d
1/4
τ d
−1/4
ρ t. Similarly we can draw a picture using a co-isometry. Along
the lines of the previous paragraphs, we can similarly build up larger wire diagrams
out of trivalent vertices involving different factors. We do not need the triangles with
❄
✻µ
λ
Figure 18: Rehren’s statistics character χλ evaluated on µ: χλ(µ)
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✲ ✛
λ µ
=
✲ ✲
λ µ
Figure 19: Matrix element Yλ,µ of Rehren’s Y-matrix as a “Hopf link”
∑
µ∈∆
dµ
❄
✻µ
λ
=
∑
µ∈∆
✻µ
❄
✻µ
λ
= δλ,0w
Figure 20: Orthogonality relation for a non-degenerate braiding (“killing ring”)
corners labelled by factors as we can also label the regions between the wires. So
far we do not have a meaningful way to cross wires with differently labelled regions
left and right, but all the arguments listed above which do not involve braidings can
be used for intertwiners of morphisms between different factors exactly as proceeded
above. Moreover, the diagrams may also involve wires where left and right regions
are labelled by the same factor, i.e. these wires correspond to endomorphisms of some
factor which may well form a braided system, and then one may have crossings for
those wires.
3.2 Frobenius reciprocity and rotations
Let A,B,C be infinite factors, ρ ∈ Mor(A,B), τ ∈ Mor(C,B), σ ∈ Mor(C,A)
morphisms with finite statistical dimensions dρ, dτ , dσ < ∞, respectively, and let
❄
✠ ❘
B
C
A
σ
ρ
τ
t
Figure 21: The intertwiner 4
√
dσdτ
dρ
t as a triangle
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t ∈ Hom(τ, ρσ). Then
Lρ(t) =
√
dρdσ
dτ
ρ¯(t)∗rρ ∈ Hom(σ, ρ¯τ)
and
Rσ(t) =
√
dρdσ
dτ
t∗ρ(r¯σ) ∈ Hom(ρ, τ σ¯)
are the images under left and right Frobenius maps. Displaying the intertwiners
d1/2ρ r
∗
ρρ¯(t) and d
1/2
σ ρ(r¯σ)
∗t graphically yields the identities in Figs. 22 and 23, re-
t
❄
❄
✻ρ τ
σ
=
√
dτ
dσ
Lρ(t)∗
✻
❄
❄
ρ τ
σ
Figure 22: Left Frobenius reciprocity for an intertwiner t ∈ Hom(τ, ρσ)
spectively. These morphisms need not be irreducible. Taking them as products,
t
❄
❄
✻
ρ
τ σ
=
√
dτ
dρ
Rσ(t)∗
❄
✻
❄
ρ
τ σ
Figure 23: Right Frobenius reciprocity for an intertwiner t ∈ Hom(τ, ρσ)
we may replace any of them by bundles of wires. We call the linear isomorphisms
t 7→ d1/2ρ r∗ρρ¯(t) and t 7→ d1/2σ ρ(r¯σ)∗t the left and right Frobenius rotations.
Now let us assume that t is isometric and labels a trivalent vertex of wires corre-
sponding to irreducible morphisms ρ, τ, σ. With the above “transformation law” we
then have the identity of Fig. 24, where the first equality is just a definition which
gives us some prescription of “tightening” wires at trivalent vertices. In fact, the
label Lρ(t)∗ of the trivalent vertex makes sense since it is a co-isometry: Due to ir-
reducibility of τ and σ, the map t 7→ Lρ(t)∗ is isometric. Similarly, we get Fig. 25
(using irreducibility of τ and ρ). Hence the prefactor in Figs. 22 and 23 is just such
that it transforms isometries with natural normalization prefactors into co-isometries
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❄✠
✻ρ τ
σ
t
:=
✻
❄
❄
ρ τ
σ
t
=
❄
✠
✻ρ τ
σ
Lρ(t)∗
Figure 24: Left Frobenius reciprocity for a trivalent vertex labelled by an isometry
❄
❘
✻τ σ
ρ
t
:=
✻
❄
❄
στ
ρ
t
=
❄
❘
✻τ σ
ρ
Rσ(t)∗
Figure 25: Right Frobenius reciprocity for a trivalent vertex labelled by an isometry
with natural normalization prefactors and, by taking adjoints, the other way round
which gives the graphical identities given in Fig. 26. We may now use the replacement
prescription three times, beginning with a trivalent vertex labelled by an isometry
t ∈ Hom(τ, ρσ) and proceeding in a clockwise direction. Then we end up with a
co-isometry Θ(t)∗ ∈ Hom(σ¯ρ¯, τ¯) in the corner where we originally had the label t. In
fact,
Θ(t) = Rρ(Lτ (Rσ(t))) =
√
dρdσdτ r
∗
τ τ¯ (t
∗ρ(r¯σ)r¯ρ) .
Similarly we can go in the counter-clockwise direction and then we obtain Θ˜(t)∗ ∈
Hom(σ¯ρ¯, τ¯ ), where
Θ˜(t) = Lσ(Rτ (Lρ(t))) =
√
dρdσdτ σ¯ρ¯(r¯
∗
τ t
∗)σ¯(rρ)rσ ,
and in order to establish a well-defined rotation procedure we have to show that
❄
✒
❄
ρ τ
σ
t∗ = ❄
✒
❄
ρ τ
σ
Lρ(t)
and ❄■
❄τ σ
ρ
t∗ = ❄
■
❄τ σ
ρ
Rσ(t)
Figure 26: Frobenius reciprocity for a trivalent vertex labelled by a co-isometry
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Θ(t) = Θ˜(t). Now
Θ(t)∗Θ˜(t) =
√
dρdσdτ τ¯ (r¯
∗
τ t
∗)Θ(t)∗σ¯(rρ)rσ
= dρdσdτ τ¯ (r¯
∗
τ t
∗)τ¯(r¯∗ρρ(r¯
∗
σ)t)τ¯ τ(σ¯(rρ)rσ)rτ
= dρdσdτ τ¯ (r¯
∗
τ t
∗r¯∗ρρ(r¯
∗
σ)ρσ(σ¯(rρ)rσ)t)rτ
= dρdτ τ¯(r¯
∗
τ t
∗r¯∗ρρ(rρ)t)rτ = dτ τ¯(r¯
∗
τ )rτ = 1 ,
hence (Θ(t) − Θ˜(t))∗(Θ(t) − Θ˜(t)) = 0, i.e. Θ(t) = Θ˜(t). Thus a trivalent vertex
labelled with an isometry t ∈ Hom(τ, ρσ) can equivalently be labelled with a co-
isometry Θ(t)∗ ∈ Hom(σ¯ρ¯, τ¯). So here we have established some “rotation invariance”
of trivalent vertices (in standard inverted Y-shape or Y-shape) with a replacement
prescription for the rotated labelling (co-) isometries.
Next we turn to the rotation of crossings when we have a braiding. Assume
we have a braided system of endomorphisms ∆ ∋ λ, µ, ν of some factor A. From
the BFE we obtain rλ = λ¯(ε
∓(µ, λ))ε∓(µ, λ¯)µ(rλ). Applying λ and multiplying by
dλε
±(λ, µ)r¯∗λ from the left yields
ε±(λ, µ) = dλr¯
∗
λλ(ε
∓(µ, λ¯))λµ(rλ) . (13)
The BFE yields similarly λ(r¯µ) = ε
±(µ, λ)µ(ε∓(µ¯, λ))r¯µ, and by multiplying with
dµµλ(r
∗
µ)ε
±(λ, µ) from the left we obtain
ε±(λ, µ) = dµµλ(r
∗
µ)µ(ε
−(µ¯, λ))r¯µ ,
and therefore we have the graphical identity given in Fig. 27, here displayed only
for overcrossings. Then this procedure can even be iterated so that we obtain arbi-
❄❄µ λ
=
❄❄µ λ
=
❄ ❄µ λ
Figure 27: Rotation of crossings
trarily twisted crossings. Note that for the rotation of crossings we do not need any
relabelling prescription as this is encoded in the BFE’s.
We now turn to the discussion of “abstract pictures” which admit different inter-
twiner interpretations according to Frobenius rotations. Let A1, A2, ..., Aℓ be factors
equipped with sets ∆i,j ⊂ Mor(Ai, Aj), i, j = 1, 2, ..., ℓ, of irreducible, pairwise in-
equivalent morphisms with finite index such that
⊔
i,j ∆i,j is closed under conjugation
and irreducible decomposition of products (whenever composable) as sectors, and in
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particular each ∆i,i is a system of endomorphisms. Some of the systems ∆i,i may be
braided.
We now consider “labelled knotted graphs” of the following form. On a finite
connected and simply connected region in the plane we have a finite number of wires
(i.e. images of piecewise C∞ maps from the unit interval into the region). Within
the region there is a finite number of trivalent vertices (i.e. common endpoints of
three wires) and crossings of two wires, and for the latter there is a notion of over-
and undercrossing (i.e. for each crossing there is one wire “on top of the other”).
If wires are not closed (i.e. if their two endpoints do not coincide) then they are
only allowed to have trivalent vertices or distinguished points on the boundary of the
region as their endpoints. The wires meet each other only at the trivalent vertices and
crossings, and they are directed and labelled by the morphisms in
⊔
i,j ∆i,j subject to
the following rules. Crossings are only possible for wires with labelling morphisms in
some ∆i,i with braiding. Furthermore it must be possible to associate the factors Ai
to the free regions between the wires such that any wire labelled by some ρ ∈ ∆i,j has
the “source” factor Ai on its left and the “range” factor Aj on its right relative to the
orientation (composition compatibility). We identify graphs which are transformed
into each other by inversion of the orientation of a wire and simultaneous replacement
of its label, say ρ ∈ ∆i,j , by the representative conjugate morphism ρ¯ ∈ ∆j,i. Finally,
the trivalent vertices are labelled either by isometric or co-isometric intertwiners
which are associated locally to one corner region of the trivalent vertex as follows. If
τ ∈ ∆i,j , ρ ∈ ∆k,j, σ ∈ ∆i,k label the three wires of a trivalent vertex, τ is entering
and, following counter-clockwise, ρ and σ are outgoing (as e.g. the trivalent vertex in
Figs. 24 and 25, possibly up to isotopy and rotation), then in the local corner region
opposite to τ the label must either be an isometry t ∈ Hom(τ, ρσ) or a co-isometry
s∗ ∈ Hom(σ¯ρ¯, τ¯). If the wires at a trivalent vertex have orientation different from
this, the rule can be derived from the previous case by reversing orientations and
simultaneous relabelling by conjugate morphisms.
Now let G be such a labelled knotted graph as above. To interpret G as an
intertwiner, we may put it in some “Frobenius annulus” as shown in Fig. 28 for an
example.5 A Frobenius annulus has labelled wires inside such that each of them meets
an open end of a wire of G at one endpoint (labelled by ρ1,...,ρ12 in our example),
matching the label and orientation of this wire, and this way all the open ends of the
wires of G are either connected to the top or bottom of the outside square boundary of
the annulus. No crossings or trivalent vertices are allowed in the annulus, but it may
contain cups or caps. Gluing the wires together and forgetting about the boundary
of G and the annulus, we will read the result as a wire diagram and therefore the
annulus corresponds to a “Frobenius choice”, deciding whether we will get a certain
intertwiner or its image by certain Frobenius rotations, cf. Figs. 22 and 23 (and their
adjoints).
Reading vertically downwards, we may now have the problem that on a finite
5Our notion of a Frobenius annulus is inspired by the annular invariance used in Jones’ definition
of a “general planar algebra” [22].
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✻ ✻
❄
✻ ✻ ✻
✻
❄ ❄ ❄
✲ ✛G
ρ2 ρ1 ρ12 ρ11 ρ10
ρ9ρ8ρ7ρ3 ρ4 ρ5 ρ6
Figure 28: A Frobenius annulus surrounding G
number of horizontal levels a finite number of singular points of crossings, trivalent
vertices, cups and caps are exactly on the same level (or “height”) so that we cannot
time slice the diagram into stripes containing only one elementary intertwiner. Also
some wires may have pieces going exactly horizontally. We now allow to make small
vertical translations such that these crossings and trivalent vertices are put on slightly
different levels and all wires obtain piecewise slopes, without letting wires touch or
producing new crossings, but we may possibly produce some new cups or caps. In
the latter case we can always arrange it so that even each new cup or cap appears on
a distinct level. The trivalent vertices and crossings may not be in “standard form”,
i.e. in Y- or inverted Y shape respectively X-shape. In an “ǫ-neighborhood” of a
trivalent vertex, we now bend the wires so that the angles are arranged in standard
form. Similarly we modify the crossings to bend them into an X-shape. Using for
labels at trivalent vertices our replacement prescription by Frobenius reciprocity, we
can obtain isometries as labels for trivalent vertices in inverted Y-shape, located on
the bottom corner region, and co-isometries as labels for trivalent vertices in Y-shape,
located on the top corner region.
Again, these topological moves are allowed to produce at most new cups or caps,
all on different levels so that the resulting diagram can be time sliced into stripes of
elementary diagrams. Clearly, this procedure of deforming a labelled knotted graph
in a Frobenius annulus into a regular wire diagram is highly ambiguous. However, the
ambiguities in the above procedures are irrelevant: The ambiguities arising from the
production of slopes of wires and different levels of certain elementary intertwiners are
irrelevant due to the topological invariance of Fig. 11 and the freedom of translating
intertwiners vertically as shown in Fig. 5, and the ambiguities arising from rotations
of the elementary intertwiners are irrelevant due to the rotation invariance of trivalent
vertices and crossings, as we have established in Figs. 24, 25, 26 and 27.
Now let G1 and G2 be two labelled knotted graphs as above which are defined on the
same (connected, simply connected) region in the plane and have the same entering
and outgoing wires at the same points with the same orientation, i.e. they have
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coinciding open ends so that they fit in the same Frobenius annuli. When embedded
in some Frobenius annulus it may now happen that the corresponding intertwiners
are the same, even if G1 and G2 are different. Because of the isomorphism property of
Frobenius rotations it is clear that then G1 and G2 yield the same intertwiner through
embedding in any Frobenius annulus. We can write down sufficient conditions for
such equality in terms of some “regular isotopy”: For given G1 and G2 as above choose
a Frobenius annulus and regularize the pictures into two wire diagrams W1 and W2,
respectively. We call G1 and G2 regularly isotopic if W1 can be transformed into W2
by the following list of moves:
1. Reversing orientation of some wires with simultaneous relabelling by conjugate
morphisms,
2. any horizontal translations of elementary intertwiners which may change slopes
of wires but which do not let the wires meet or involve cups or caps,
3. vertical translations of elementary intertwiners as in Fig. 5,
4. topological moves as in Fig. 11,
5. rotations of trivalent vertices and their labels as in Figs. 24, 25, 26,
6. and for wires corresponding to a braided system ∆i,i we additionally admit
(a) vertical Reidemeister moves of type II as in Fig. 13,
(b) moving crossings over and under trivalent vertices, cups and caps according
to the BFE’s (cf. Figs. 14 and 15 for the first two relations),
(c) vertical Reidemeister moves of type III for crossings (cf. Fig. 16 for over-
crossings),
(d) rotations of crossings (cf. Fig. 27 for overcrossings).
Thus the ambiguity in the regularization procedure means in particular that from
one graph we can only obtain wire diagrams that can be transformed into each other
by these moves. It is easy to see that regular isotopy is an equivalence relation for
knotted labelled graphs. Moreover, for closed labelled knotted graphs (i.e. without
open ends) which are then embedded in a trivial annulus, the local rotation invariance
of the elementary intertwiners ends up in a total rotation invariance: We can rotate
the picture freely, the rotated graph is always regularly isotopic to the original one
and we will always end up with the same scalar (times 1Ai, where Ai is the factor
associated to the outside region).6
Let us finally consider an intertwiner x ∈ Hom(ρ, ρ) with ρ ∈ Mor(A,B) irre-
ducible. Then clearly x is a scalar: x = ξ1B, ξ ∈ C. Hence we have the identity
dρξ1B ≡ dρx = dρr¯∗ρxr¯ρ, and this is graphically the left-hand side in Fig. 29. On the
6For a single kind of wire corresponding to a braided system, this invariance is similar to the
complex number-valued regular isotopy invariant of knotted graphs obtained in [36].
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dρ x
❄
❄
ρ
ρ
= x ✻
ρ
←→ ✻ x
ρ
Figure 29: Two intertwiners of the same scalar value
other hand, application of the left inverse yields dρφρ(x) = dρr
∗
ρρ¯(x)rρ = dρξ1A, which
is a different intertwiner of the same scalar value, and it is represented graphically by
the right-hand side in Fig. 29. Thus the left- and right-hand side in Fig. 29 represent
the same scalar. If we consider closed wire diagrams and are only interested in the
scalars they represent, then we therefore have a “regular isotopy on the 2-sphere”.
3.3 α-Induction for braided subfactors
We now consider α-induction of [2, 3, 4] in the setting of braided subfactors. Here we
work with a type III subfactor N ⊂ M , equipped with a braided system ∆ ⊂ End(N)
in the sense of Definition 2.1 such that for the injection map ι : N → M , the sector
[ι¯ι] decomposes into a finite sum of sectors of morphisms in ∆. (Here ι¯ denotes
any choice of a representative morphism for the conjugate sector of [ι].) Note that
since elements in ∆ have by definition finite statistical dimension, it follows that the
injection map has finite statistical dimension and thus the subfactor N ⊂ M has
finite index. But also note that we did neither assume the finite depth condition on
N ⊂M (we did not assume finiteness of ∆) nor non-degeneracy of the braiding at this
point. As usual, we denote the canonical endomorphism ιι¯ ∈ End(M) by γ = ιι¯, the
dual canonical endomorphism ι¯ι ∈ End(N) by θ = ι¯ι and “canonical” isometries by
v ∈ M and w ∈ N , more precisely, we have v ∈ Hom(idM , γ) and w ∈ Hom(idN , θ)
such that w∗v = γ(v∗)w = [M : N ]−1/21. Recall that we have pointwise equality
M = Nv.
With a braiding ε on ∆ and its extension to Σ(∆) as in Subsection 2.2 we can
define the α-induced α±λ for λ ∈ Σ(∆) exactly as in [33, 2], namely we define
α±λ = ι¯
−1 ◦ Ad(ε±(λ, θ)) ◦ λ ◦ ι¯ .
Then α+λ and α
−
λ are morphisms in Mor(M,M) with the properties α
±
λ ◦ ι = ι ◦ λ,
α±λ (v) = ε
±(λ, θ)∗v, α±λµ = α
±
λα
±
µ if also µ ∈ Σ(∆), and clearly α±idN = idM . Note
that the first property yields immediately dα±
λ
= dλ by the multiplicativity of the
minimal index [31]. We also obtain easily that α±λ = α
±
λ¯
, since we obtain rλ =
ε±(θ, λ¯λ)θ(rλ), and similarly r¯λ = ε
±(θ, λλ¯)θ(r¯λ) easily from Eq. (8). Multiplying
both relations by v from the right yields rλv = α
±
λ¯
α±λ (v)rλ and r¯λv = α
±
λ α
±
λ¯
(v)r¯λ,
hence rλ ∈ Hom(idM , α±λ¯ α±λ ), r¯λ ∈ Hom(idM , α±λα±λ¯ ) as M = Nv, thus we can put
Rα±
λ
= ι(rλ), R¯α±
λ
= ι(r¯λ) as R-isometries for the α-induced morphisms, i.e. α
±
λ = α
±
λ¯
.
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Note also that the definition of α±λ does not depend on the choice of the representative
morphism ι¯ for the conjugate sector of [ι] due to the transformation properties of the
braiding operators, Eq. (7).
Though the local net structure for N(I) ⊂ M(I) is assumed in [33, 2], we need
only an assumption of a braiding for the definition of α±λ . We, however, have to be
careful, because we do not assume the chiral locality condition ε(θ, θ)γ(v) = γ(v) in
this paper. (The name “chiral locality” is motivated from the treatment of extensions
of chiral observables in conformal field theory in the setting of nets of subfactors [33],
where the extended net is shown to satisfy local commutativity if and only if the
condition ε(θ, θ)γ(v) = γ(v) is met [33, Thm. 4.9].) Some theorems in [2, 3, 4] do
depend on the chiral locality condition and are not true in this more general setting
of α-induction. Namely, with ε(θ, θ)γ(v) = γ(v) it was easily derived [2, Lemma 3.5]
by using the BFE that then Hom(α±λ , α
±
µ ) = Hom(ιλ, ιµ) for λ, µ ∈ Σ(∆). As a sur-
prising corollary (cf. [2, Cor. 3.6]) one found by putting λ = µ = idN that ι, thus the
subfactor N ⊂ M , was irreducible which had not been assumed. Another corollary
was then the “main formula” [2, Thm. 3.9], giving 〈α±λ , α±µ 〉 = 〈ιλ, ιµ〉 = 〈θλ, µ〉 by
Frobenius reciprocity. (Moreover, in the framework of nets of subfactors N ⊂ M,
where the braidings arise from the transportability of localized endomorphisms, a
certain reciprocity formula 〈α±λ , β〉 = 〈λ, σβ〉, called “ασ-reciprocity”, between local-
ized transportable endomorphisms λ and β of the smaller respectively the larger net
was established; here σ-restriction is essentially σβ = ι¯βι.) Without chiral locality,
these results are in general not true: The subfactor N ⊂ M is neither forced to be
irreducible, nor does the main formula hold, however, we always have the inequality
〈α±λ , α±µ 〉 ≤ 〈θλ, µ〉, since only the “≥” part of the proof of [2, Thm. 3.9] uses chiral
locality.
It is a simple application of the braiding fusion equation and does not involve
chiral locality that for λ, µ, ν ∈ Σ(∆) we have the (equivalent) relations [2, Lemma
3.25]
α∓ρ (Q)ε
±(λ, ρ) = ε±(µ, ρ)Q , Qε±(ρ, λ) = ε±(ρ, µ)α±ρ (Q) (14)
whenever Q ∈ Hom(ιλ, ιµ).
Let a ∈ Mor(M,N) be such that [a] is a subsector of [µι¯] for some µ ∈ Σ(∆).
Hence aι ∈ Σ(∆). Similarly, let b¯ ∈ Mor(N,M) be such that [b¯] is a subsector of [ιν¯]
for some ν¯ ∈ Σ(∆). If T ∈ Hom(b¯, ιν¯) is an isometry we put
E±(λ, b¯) = T ∗ε±(λ, ν¯)α±λ (T ) , E±(b¯, λ) = (E∓(λ, b¯))∗ .
Note that the definition is independent of the choice of T and ν¯ in the following sense:
If also S ∈ Hom(b¯, ιτ¯ ) is an isometry for some τ¯ ∈ Σ(∆) then ST ∗ ∈ Hom(ιν¯, ιτ¯ ) and
therefore
E±(λ, b¯) = S∗ST ∗ε±(λ, ν¯)α±λ (T ) = S∗ε±(λ, τ¯)α±λ (ST ∗T ) = S∗ε±(λ, τ¯)α±λ (S) .
Similarly one easily checks that E±(λ, b¯) is unitary.
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Proposition 3.1 Let λ ∈ Σ(∆), let a ∈ Mor(M,N) be such that [a] is a subsector
of [µι¯] for some µ ∈ Σ(∆) and let b¯ ∈ Mor(N,M) be such that [b¯] is a subsector of
[ιν¯] for some ν¯ ∈ Σ(∆). Then we have
ε±(λ, aι) ∈ Hom(λa, aα±λ ) , E±(λ, b¯) ∈ Hom(α±λ b¯, b¯λ) . (15)
Proof. The first relation in Eq. (15) is trivial on N , so we only need to show it for
v since M = Nv. Note that a(v) ∈ Hom(aι, aιθ), therefore Eq. (5) yields
a(v)ε±(λ, aι) = aι(ε±(λ, θ))ε±(λ, aι)λ(a(v)) ,
hence
a ◦ α±λ (v) = aι(ε±(λ, θ)∗)a(v) = ε±(λ, aι)λ(a(v))ε±(λ, aι)∗ = Ad ε±(λ, aι) ◦ λ ◦ a(v) .
For the second relation we use the fact that TT ∗ ∈ Hom(ιν¯, ιν¯) for T ∈ Hom(b¯, ιν¯):
E±(λ, b¯)α±λ b¯(n) = T ∗ε±(λ, ν¯)α±λ (TT ∗ν¯(n)T ) = T ∗ε±(λ, ν¯)λν¯(n)α±λ (T )
= T ∗ν¯λ(n)ε±(λ, ν¯)α±λ (T ) = b¯λ(n)E±(λ, b¯)
for all n ∈ N . ✷
Due to Prop. 3.1 we can now draw the pictures in Fig. 30 for the operators ε±(λ, aι)
and E±(λ, b¯). The pictures for their conjugates ε∓(aι, λ) and E∓(b¯, λ) are as usual
❘
❄❄a α
+
λ
λ a
;
❘
❄❄a α
−
λ
λ a
;
❘
❄
✻
b λ
α+λ b
;
❘
❄
✻
b λ
α−λ b
Figure 30: Wire diagrams for ε+(λ, aι), ε−(λ, aι), E+(λ, b¯), E−(λ, b¯), respectively
obtained by horizontal reflection and inversion of arrows of the pictures in Fig. 30.
Lemma 3.2 Let a¯, b¯ ∈ Mor(M,N) be such that [a¯] and [b¯] are subsectors of [ιµ¯] and
[ιν¯] for some µ¯, ν¯ ∈ Σ(∆), respectively. Whenever Y ∈ Hom(a¯, b¯) we have
α∓ρ (Y ) E±(a¯, ρ) = E±(b¯, ρ) Y , Y E±(ρ, a¯) = E±(ρ, b¯)α±ρ (Y ) .
Proof. Let S ∈ Hom(a¯, ιµ¯) and T ∈ Hom(b¯, ιν¯) be isometries. Then E±(a¯, ρ) =
α∓ρ (S)
∗ε±(µ¯, ρ)S and E±(ρ, b¯) = T ∗ε±(ρ, ν¯)α±ρ (T ). Now TY S∗ ∈ Hom(ιµ¯, ιν¯). In-
serting this in Eq. (14) yields the statement. ✷
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In order to establish a symmetry for “moving crossings over trivalent vertices” we
can now state the following
Proposition 3.3 Let λ, ρ ∈ Σ(∆), let a, b ∈ Mor(M,N) be such that [a] and [b] are
subsectors of [µι¯] and [νι¯] for some µ, ν ∈ Σ(∆) and let a¯, b¯ ∈ Mor(N,M) be conju-
gates, respectively. Whenever t ∈ Hom(λ, ab¯), x ∈ Hom(a, λb) and Y ∈ Hom(a¯, b¯λ),
we have the intertwining braiding fusion equations (IBFE’s):
ρ(t) ε±(λ, ρ) = ε±(aι, ρ) a(E±(b¯, ρ)) t , (16)
t ε±(ρ, λ) = a(E±(ρ, b¯)) ε±(ρ, aι) ρ(t) , (17)
ρ(x) ε±(aι, ρ) = ε±(λ, ρ) λ(ε±(bι, ρ)) x , (18)
x ε±(ρ, aι) = λ(ε±(ρ, bι)) ε±(ρ, λ) ρ(x) , (19)
α∓ρ (Y ) E±(a¯, ρ) = E±(b¯, ρ) b¯(ε±(λ, ρ)) Y , (20)
Y E±(ρ, a¯) = b¯(ε±(ρ, λ)) E±(ρ, b¯)α±ρ (Y ) . (21)
Proof. Since [b¯] must be a subsector of [ιν¯] for ν¯ ∈ Σ(∆) a conjugate of ν, there
is an isometry T ∈ Hom(b¯, ιν¯). Note that then a(T ) ∈ Hom(ab¯, aιν¯). Hence by
naturality and Proposition 3.1 we compute
ε±(ρ, ab¯) = a(T ∗)ε±(ρ, aιν¯)ρa(T ) = a(T ∗)a(ε±(ρ, ν¯))ε±(ρ, aι)ρa(T )
= a(T ∗)a(ε±(ρ, ν¯))aα±ρ (T )ε
±(ρ, aι) = a(E±(ρ, b¯))ε±(ρ, aι) ,
and hence also ε±(ab¯, ρ) = ε±(aι, ρ)a(E±(b¯, ρ). We also obtain ε±(λbι, ρ) =
ε±(λ, ρ)λ(ε±(bι, ρ)) and ε±(ρ, λbι) = λ(ε±(ρ, bι))ε±(ρ, λ) by Eq. (9). Note that
x ∈ Hom(aι, λbι) by restriction. Eqs. (16)-(19) follow now by naturality, Eq. (8).
Next, we note that T ∈ Hom(b¯λ, ιν¯λ), and hence E±(ρ, b¯λ) = T ∗ε±(ρ, ν¯λ)α±ρ (T ).
Therefore
E±(ρ, b¯λ) = T ∗ν¯(ε±(ρ, λ))ε±(ρ, ν¯)α±ρ (T ) = b¯(ε±(ρ, λ))T ∗ε±(ρ, ν¯)α±ρ (T )
= b¯(ε±(ρ, λ))E±(ρ, b¯) ,
and hence also E±(b¯λ, ρ) = E±(b¯, ρ)b¯(ε±(λ, ρ)). Now Eqs. (20) and (21) follow from
Lemma 3.2. ✷
These IBFE’s can be nicely visualized in diagrams. We display Eq. (16) in Fig.
31 and Eq. (21) in Fig. 32, both for overcrossings. We leave the remaining diagrams
as a straightforward exercise to the reader. Note that the IBFE’s give us the freedom
to move wires with label ρ and α±ρ freely over trivalent vertices which involve one
N -N wire and two N -M wires. Unitarity of operators E±(λ, b¯) yields a “vertical
Reidemeister move of type II” similar to Fig. 13. We can now also easily elaborate
the rotation behavior of mixed crossings displayed in Fig. 30 (and consequently their
conjugates). Crucial for this is the fact that Rα±
λ
= ι(rλ) ≡ rλ and R¯α±
λ
= ι(r¯λ) ≡ r¯λ
can be used as R-isometries for the α-induced morphisms as Rα±
λ
∈ Hom(idM , α±λ α±λ )
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❄❄
■
✠ t
λ
a bρ
=
❄
❄
■t
❄
λ
a bρ
α−ρ
Figure 31: The first intertwining braiding fusion equation (overcrossings)
❄
✻
✒
❘
α+ρ
Y
a
b λ ρ
=
❄
✻
✒
❄
Y
a
b λ ρ
α+ρ
Figure 32: The sixth intertwining braiding fusion equation (overcrossings)
and R¯α±
λ
∈ Hom(idM , α±λα±λ ) satisfy α±λ (Rα±
λ
)∗R¯α±
λ
= d−1λ 1M and α
±
λ (R¯α±
λ
)∗R¯α±
λ
=
d−1λ 1M and dα±
λ
= dλ. First we notice that we have
ε±(λ, aι) = dλ r¯λ λ(ε
∓(aι, λ¯)) λa(rλ)
by Eq. (13). Now let Ra ∈ Hom(idM , a¯a) and r¯a ∈ Hom(idN , aa¯) be isometries such
that a(Ra)
∗r¯a = d
−1
a 1N and a¯(r¯a)
∗Ra = d
−1
a , and otherwise we keep the notations as
in Prop. 3.3. From Eq. (17) we obtain a(E∓(a¯, λ))r¯a = ε±(λ, aι)λ(r¯a). Hence we have
ε±(λ, aι) = da ε
±(λ, aι) λa(Ra)
∗λ(r¯a) = da aα
±
λ (Ra)
∗ ε±(λ, aι) λ(r¯a)
= da aα
±
λ (Ra)
∗ a(E∓(a¯, λ)) r¯a .
Next we compute, using again Eq. (13),
E±(λ, b¯) = T ∗ ε±(λ, ν¯)α±λ (T ) = dλ T ∗ r¯λλ(ε∓(ν¯, λ¯))λν¯(rλ)α±λ (T )
= dλ r¯
∗
λα
±
λ (α
±
λ¯
(T )∗ε∓(ν¯, λ¯)T )α±λ b¯(rλ) = dλ r¯
∗
λα
±
λ (E∓(b¯, λ¯))α±λ b¯(rλ) .
Finally, as Eq. (17) yields r¯∗aa(E±(λ, a¯) = λ(r¯a)∗ε∓(aι, λ), we obtain
E±(λ, a¯) = da a¯(r¯a)∗ a¯a(E±(λ, a¯))Ra = da a¯λ(r¯a)∗ a¯(ε∓(aι, λ))Ra .
Drawing for Rα±
λ
= ι(rλ) and R¯α±
λ
= ι(r¯λ) caps of the wires α
±
λ , these relations yield
graphically the analogues of Fig. 27. We conclude that we can include the crossings
of Fig. 30 consistently in our “rotation covariant” graphical framework.
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4 Double Triangle Algebras for Subfactors
We now formulate Ocneanu’s construction [39] for a subfactor with finite index
and finite depth rather than for bi-unitary connections and bimodules arising from
Goodman-de la Harpe-Jones subfactors associated to A-D-E Dynkin diagrams in or-
der to apply it in a more general context. From now on we work with N ⊂ M
satisfying the following
Assumption 4.1 Let N ⊂M be a type III subfactor with finite index. We assume
that we have a system of endomorphisms NXN ⊂ Mor(N,N) ≡ End(N) in the sense
of Definition 2.1 such that for the injection map ι : N → M , the sector [θ] = [ι¯ι]
decomposes into a sum of sectors of morphisms in NXN . We choose sets of morphisms
NXM ⊂ Mor(M,N), MXN ⊂ Mor(N,M) and MXM ⊂ Mor(M,M) ≡ End(M) con-
sisting of representative endomorphisms of irreducible subsectors of sectors of the
form [λι¯], [ιλ] and [ιλι¯], λ ∈ NXN , respectively. (We may and do choose idM in MXM
as the endomorphism representing the trivial sector.) We also assume that NXN is
finite. Consequently, the set X = NXN ⊔ NXM ⊔ MXN ⊔ MXM is finite.
Note that Assumption 4.1 implies that representative morphisms for all irreducible
sectors appearing in decompositions of powers [γk] ([θk]) of Longo’s (dual) canonical
endomorphism are contained in MXM (NXN). In other words, the set X contains at
least the morphisms corresponding to the (equivalence classes of) bimodules arising
from this subfactor through the Jones tower, and therefore we may call an X which
does not contain any other morphisms a minimal choice. We conclude that finiteness
of NXN in Assumption in 4.1 automatically implies that the subfactor N ⊂ M has
finite depth. We used sectors instead of bimodules in view of our “identification” of
chiral generators with α-induced sectors below. Therefore we need a sector approach
in order to define α-induction since its definition involves ι¯−1, and hence we work
with factors of type III. (We do not need hyperfiniteness of M for our purposes.)
We now use the graphical calculus presented in Section 3. In the graphical method
of [37] (and [11, Chapter 12]), factors, bimodules (morphisms), and intertwiners are
represented with trivalent vertices, edges, and triangles, respectively, and this is where
the name “double triangle algebra” comes from. However, here (as in [38, 39]) these
three kinds of objects are represented by regions, wires, and trivalent vertices, re-
spectively, though the labels for regions are omitted for notational simplicity.
For X in Assumption 4.1, we define the double triangle algebra with two
multiplications ∗h and ∗v as follows. As a linear space, we set
=
⊕
a,b,c,d∈NXM
Hom(ab¯, cd¯) .
This is a finite dimensional complex linear space. An element in is presented
graphically as in Fig. 33 under the interpretation in Section 3 with the convention
of reading the diagram from the top to the bottom. (A general element in is
a linear combination of this type of element.) We can interpret the same diagram
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❄a b
c d
λ
s∗
t
Figure 33: An element in
with the convention of reading the diagram from the left to the right or, equivalently,
keeping the top-to-bottom convention but putting the diagram in a suitable Frobenius
annulus. Then the resulting intertwiner is in
=
⊕
a,b,c,d∈NXM
Hom(c¯a, d¯b) .
The isomorphism of these two spaces is given by application of two Frobenius ro-
tations, and we can use this isomorphism to identify and . By our conven-
tion of the normalization in Section 3, the diagram of Fig. 33 represents an ele-
ment d1/4a d
1/4
b d
1/4
c d
1/4
d d
−1/2
λ ts
∗ in the block Hom(ab¯, cd¯), where s ∈ Hom(λ, ab¯) and
t ∈ Hom(λ, cd¯) are isometries and λ ∈ NXN . Similarly we may use elements in
which are graphically represented as in Fig. 34 with isometries S ∈ Hom(β, c¯a),
T ∈ Hom(β, d¯b) and β ∈ MXM . Note that elements of the form in Fig. 33, or
✲
a b
c d
β
S∗ T
Figure 34: An element in
equivalently of the form in Fig. 34, span linearly.
Our graphical convention is as follows. We use thin, thick, and very thick wires for
N -N morphisms, N -M morphisms, and M-M morphisms, respectively, analogous to
the convention [39]. We call them N -N wires, and so on. We label N -N morphisms
with Greek letters λ, µ, ν, . . ., N -M morphisms with Roman letters a, b, c, d, . . ., and
M-M morphisms with Greek letters β, β ′, β ′′, . . .. We orient N -N or M-M wires
but we put no orientations on N -M wires since it is clear from the context whether
we mean an N -M morphism a or an M-N morphism a¯. We simply put a label a
for an unoriented thick wire for both. Note that, whatever we consider, or ,
the same intertwiner (as an operator) may appear in different blocks of the double
triangle algebra, e.g. the identity idN is an element in any Hom(ab¯, ab¯), a, b ∈ NXM .
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The graphical notation is particularly useful in order to avoid this kind of confusion
because diagrams as in Figs. 33 and 34 always specify also the associated block in
addition to the intertwiner as an operator.
The horizontal product ∗h on is defined as in Fig. 35. The meaning of the right-
❄ ❄ ❄ ❄
a b
c d
a′ b′
c′ d′
∗h = δb,a′δd,c′
a b′
c d′
d
b
λ µ λ µ
s∗
t
s′∗
t′
s∗
t
s′∗
t′
Figure 35: The horizontal product ∗h on
hand side is as follows. The product is by definition zero if the labels of the open
ends of the wires facing each other do not match. If they match, we glue the wires of
the two diagrams together as in Fig. 35 and interpret it as an intertwiner. It belongs
to the block of the double triangle algebra which is specified by the four remaining
open ends of the new diagram. This is a horizontal version of the composition of
intertwiners described in Section 3.
We also can represent this horizontal product in terms of elements in Fig. 34. This
is described in Fig. 36, because the convention of Section 3 means that this product
is just the composition of the intertwiners in , and this composition is realized by
taking the inner product of the two intertwiners in the right-hand side in Fig. 36.
✲ ✲ ✲
c d c′ d′ c d′
a b a′ b′ a b′
β β ′ β
S∗ T S ′∗ T ′ S∗ T ′∗h = δb,a′δd,c′δβ,β′
√√√√dbdd
dβ
〈S ′, T 〉
Figure 36: The horizontal product presented in another way
We similarly define the vertical product ∗v on by composing two diagrams
vertically, but with extra coefficients as in Fig. 37. The meaning of the right-hand
side is as before. Note that the definitions of horizontal and vertical products are
not completely symmetric due to the extra coefficients we chose. This choice is
somewhat arbitrary but it just turns out to be useful for our purposes. Namely, with
this definition of the products, the minimal central projections of ( , ∗h) have simple
and useful composition rules with respect to the vertical product ∗v, see Theorem
4.4 below. We clearly also have a ∗-structure for the horizontal product obtained by
vertical reflection of the diagram, adjoining labels for trivalent vertices and reversing
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✲ ✲
✲
✲
a b
c d
a′ b′
c′ d′
a′ b′
c d
a b
β β ′
β ′
β∗v = δa,c′δb,d′
√
dadb
Figure 37: The vertical product ∗v in
orientations of wires. Analogously, a ∗-structure for the vertical product comes from
horizontal reflection. The basic idea is that the 90-degree rotation is something like
a “Fourier transform” which transforms the two products into each other, similar to
the situation of the group algebra of a finite or compact group.
For each β, λ, a, b we choose orthonormal bases of isometries T β;i
b¯,a
∈ Hom(β, b¯a),
i = 1, 2, ..., Nβ
b¯,a
, and tλ;j
a,b¯
∈ Hom(λ, ab¯) j = 1, 2, ..., Nλab¯, so that
∑
β∈MXM
Nβ
b¯,a∑
i=1
T β;i
b¯,a
(T β;i
b¯,a
)∗ = 1M and
∑
λ∈NXN
Nλ
a,b¯∑
j=1
tλ;j
a,b¯
(tλ;j
a,b¯
)∗ = 1N (22)
for all a, b ∈ NXM . Then it is easy to see that the elements in Fig. 38 form bases of
✲
a b
c d
(T β;ic¯,a )
∗ T β;j
d¯,b
β
ed,b,jβ;c,a,i =
√
dβ
4
√
dadbdcdd
,
❄
a b
c d
(tλ;i
a,b¯
)∗
tλ;j
c,d¯
λfa,b,iλ;c,d,j =
√
dλ
dadbdcdd
Figure 38: Matrix units ed,b,jβ;c,a,i for ( , ∗h) and fa,b,iλ;c,d,j for ( , ∗v)
which constitute complete systems of matrix units ( , ∗h) respectively ( , ∗v).
Thus for each of the two multiplications the double triangle algebra is a direct sum
of full matrix algebras. The two different bases are transformed into each other by
a unitary transformation with coefficients given by the 6j-symbols for subfactors of
[37] (see [11, Chapter 12] for the basic properties of “quantum 6j-symbols”), but this
will not be exploited here.
Definition 4.2 For each β ∈ MXM we define an element eβ = ∑a,b,i eb,a,iβ;b,a,i ∈ .
Graphically, this element is given by the left-hand side in Fig. 39. We use the con-
vention shown on the right-hand side in Fig. 39 to represent this element.
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✲a a
b b
(T β;i
b¯,a
)∗ T β;i
b¯,a
β∑
a,b,i
√
dβ
dadb
=: ✲
a a
b b
β∑
a,b
Figure 39: The minimal central projection eβ
Due to the summation over i = 1, 2, ..., Nβ
b¯,a
, the definition is independent of the
choice of the intertwiner bases as different orthonormal bases are related by a uni-
tary matrix. We will use such a graphical convention whenever we have a sum over
internal “fusion channels” of two corresponding trivalent vertices together with pref-
actors which renormalize the trivalent vertices to isometries. Note that we obtain
a prefactor, as displayed in Fig. 40 for an example, when we turn around the small
arcs at trivalent vertices. Here the dotted parts mean that there might be expansions
✲
a a
b
λ
=
dλ
db
✲
a a
b
λ
Figure 40: Turning around small arcs yields a prefactor
as given in the following lemma or later even be braiding operators in between; it
is just important that the small arcs at corresponding trivalent vertices denote the
same summation over internal fusion channels.
Lemma 4.3 The identity of Fig. 41 holds. Analogous identities hold if a, b, β are
replaced by wires of other type (in a compatible way).
✲
a
b
a a
b b
β=
∑
β
Figure 41: The identity with expansion using β
Proof. With the normalization convention as in Fig. 39, this is just the expansion
of the identity in Eq. (22), and this certainly holds as well using similar expansions
with other intertwiner bases. ✷
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Note that the identity in Fig. 41 may, for example, also appear rotated by 90
degrees as we can put the left- and right-hand sides in some Frobenius annulus as
described in Subsect. 3.2.
As we have already indicated, the horizontal product is essentially the composition
of intertwiners in . The main point of the double triangle algebra is the following.
Suppose we have complete information on the fusion rules of N -N , N -M , M-N
morphisms in X and their 6j-symbols. We can define the algebra in terms of
matrix elements fλ;a,b,ic,d,j and determine their composition with respect to the horizontal
product without any information of the M-M morphisms. Then we can find M-M
sectors and determine their fusion rules by the following theorem which generalizes a
result for Goodman-de la Harpe-Jones subfactors in [39] in a straightforward manner.
Theorem 4.4 For any β ∈ MXM the element eβ ∈ of Definition 4.2 is a mini-
mal central projection with respect to the horizontal product, and all minimal central
projections arise in this way in a bijective correspondence. Furthermore, we have7
eβ ∗v eβ′ =
∑
β′′∈MXM
dβdβ′
dβ′′
Nβ
′′
β,β′ eβ′′ (23)
for all β, β ′ ∈ MXM . In particular, the center Zh of with respect to the horizontal
product is closed under the vertical product.
Proof. That each eβ is a minimal central projection and that all minimal central
projections arise in this way is obvious from the description of the matrix units. The
vertical product eβ ∗v eβ′ is given graphically by the left-hand side of Fig 42. We can
∑
a,b,c
db
✲
✲
c
b
a
c
b
a
β
β ′
=
∑
a,b,c,
β′′,β′′′,β′′′′
db ✲
✲
✲
✲ ✲
✲
✲
c
a
c
a
c
a
c
a
β
β ′
β
β ′
β ′′′ β ′′ β ′′′′
b b
Figure 42: The vertical product eβ ∗v eβ′
use the expansion of Lemma 4.3 for the two parallel wires β and β ′ in the middle.
Now note that the horizontal unit is given by 1h =
∑
β eβ . Therefore, by multiplying
1h from the left and from the right, we obtain the diagram on the right-hand side
of Fig. 42. Reading the diagram from left to right, we observe that intertwiners in
Hom(β ′′′, β ′′) and Hom(β ′′, β ′′′′) are involved here. Hence we first obtain a factor
δβ′′′,β′′δβ′′,β′′′′ . Next, we can use the trick of Fig. 40 to turn around the small arcs at
7Note that the fusion coefficients with dimension prefactors as in Eq. (23) coincide with the
structure constants used for C-algebras [1].
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the trivalent vertices involving a, b, β ′. This yields a factor d′β/db. This way we see
that the diagram on the right-hand side of Fig. 42 represents the same element of
the as the diagram in. Fig. 43. Now let us look at the part of this picture inside
∑
a,b,c,β′′
dβ′
✲ ✲ ✲
✲
✲ ✲
✲
c
a
c
a
c
a
c
a
b b
β
β ′
β
β ′
β ′′
β ′′
β ′′
Figure 43: The vertical product eβ ∗v eβ′
the dotted box. Reading it from the left, this part can be read for fixed a and c
as
∑
i,k TiT
β′′;k
β,β′ (T
β′′;k
β,β′ )
∗T ∗i , and the sum over i runs over a full orthonormal basis of
isometries Ti in the Hilbert space Hom(β, c¯aβ¯ ′) since we have the summation over
b. Next we look at the part inside the dotted box of the diagram in Fig. 44. Here,
∑
a,c,β′′,β′′′
dβ′
✲
✲ ✲
✲ ✲
✲
✲ ✲
✲
c
a
c
a
c
a
c
a
β ′′′ β ′′′
β
β ′
β
β ′
β ′′
β ′′
β ′′
Figure 44: The vertical product eβ ∗v eβ′
since we introduced the sum over β ′′′, the part can be similarly read for fixed a and
c as
∑
j,k SjT
β′′;k
β,β′ (T
β′′;k
β,β′ )
∗S∗j , where the sum over j runs over another orthonormal
basis of isometries Si in the Hilbert space Hom(β, c¯aβ¯ ′). Since such bases {Ti} and
{Sj} are related by a unitary matrix transformation (this is essentially “unitarity of
6j-symbols”), we conclude that the diagrams in Figs. 43 and 44 represent the same
element in . We now see that we first obtain a factor δβ′′,β′′′. Next we can turn
around the small arcs at the outer two trivalent vertices involving β, β ′ and β ′′′ = β ′′
so that we obtain a factor dβ/dβ′′. Then, by “stretching” the diagram a bit, we can
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read the diagram for fixed a, c, β ′′ as
Nβ
′′
c¯,a∑
i,j,m=1
Nβ
′′
β,β′∑
k,l=1
dβdβ′
dβ′′
T β
′′;i
c¯,a (T
β′′;i
c¯,a )
∗T β
′′;j
c¯,a (T
β′′;l
β,β′ )
∗T β
′′;k
β,β′ (T
β′′;k
β,β′ )
∗T β
′′;l
β,β′ (T
β′′;j
c¯,a )
∗T β
′′;m
c¯,a (T
β′′;m
c¯,a )
∗
=
Nβ
′′
c¯,a∑
i=1
dβdβ′
dβ′′
Nβ
′′
β,β′ T
β′′;i
c¯,a (T
β′′;i
c¯,a )
∗ .
Now proceeding with the summations over a, c, β ′′ yields the statement. ✷
Now consider the vector space with basis elements [β], β ∈ MXM which we can
endow with a product through [β][β ′] =
∑
β′′ N
β′′
β,β′ [β
′′]. We call the algebra defined
this way the M-M fusion rule algebra. Similarly we define the N -N fusion rule
algebra using morphisms in NXN .
Definition 4.5 We define a linear map Φ from the M-M fusion rule algebra to Zh
by linear extension of Φ([β]) = eβ/dβ.
Theorem 4.4 now says that this map Φ is an isomorphism from the M-M fusion rule
algebra onto (Zh, ∗v). Note that (Zh, ∗v) is a non-unital subalgebra of ( , ∗v). The
unit 1v of ( , ∗v) is given by 1v = ∑λ fλ, where fλ = ∑a,b,j fa,b,jλ;a,b,j whereas the unit
of (Zh, ∗v) is given by e0.
Definition 4.6 We define two linear functionals ϕh and τv on corresponding to
the two product structures ∗h and ∗v by linear extension of
ϕh(e
d,b,j
β;c,a,i) = δa,bδc,dδi,j dadcdβ/w
2 ,
τv(f
a,b,i
λ;c,d,j) = δa,cδc,dδi,j dλ .
(24)
Applied to an element in Fig. 33 (Fig. 34) the functional ϕh (τv) can be characterized
graphically as in Fig. 45 (Fig. 46). Therefore these functionals correspond to closing
✲ ✲
a b
c d
β
a
c
βϕh : S∗ T S∗ T7−→ δa,bδc,d dadc
w2 = δa,bδc,d
(dadc)
3/2d
1/2
β
w2
〈S, T 〉
Figure 45: The horizontal functional ϕh
the open ends of a diagram with prefactors as in the middle part of Figs. 45 and 46.
Recall that the global index of NXN is given by w = ∑λ∈NXN d2λ. Note that we
have sector decompositions [aι] =
∑
λ〈λ, aι〉[λ] and hence dadι =
∑
λ〈λ, aι〉dλ for
any a ∈ NXM . Using Frobenius reciprocity 〈λ, aι〉 = 〈λι¯, a〉 we obtain similarly
dλdι =
∑
a〈λ, aι〉da. Hence w =
∑
λ d
2
λ =
∑
λ,a〈λ, aι〉dλda/dι =
∑
a d
2
a. Similarly we
obtain w =
∑
β d
2
β (cf. [37]).
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❄ ❄
a b
c d
λ λ
s∗
t
s∗
t
τv : a b7−→ δa,cδb,d
√
dadb = δa,bδc,d dadbd
1/2
λ 〈s, t〉
Figure 46: The vertical functional τv
Lemma 4.7 We have ϕh(eβ) = d
2
β/w. In particular, the functional ϕh is a faithful
state on ( , ∗h). The functional τv is a (un-normalized) faithful trace on ( , ∗v).
Proof. By Definition 4.6 and Fig. 39, we compute
ϕh(eβ) =
∑
a,b∈NXM
Nβa¯,bdadbdβw
−2 =
∑
a∈NXM

 ∑
b∈NXM
N ba,βdb

 dβdaw−2 = d2βw−1 .
Since the horizontal unit 1h is given by 1h =
∑
β eβ we find that ϕ(1h) = 1. As
ϕh sends off-diagonal matrix units to zero and the diagonal ones to strictly positive
numbers, this proves that ϕh is a faithful state. Obviously also τv sends off-diagonal
matrix units (with respect to ∗v) to zero and the diagonal ones to strictly positive
numbers, and hence it is a strictly positive functional but it is not normalized. The
trace property τv(xy) = τv(yx) is clear from the definition of τv using matrix units
for x and y. ✷
For τv we could have gained analogous properties as for ϕh by replacing the
scalar dλ in Eq. (24) by dadbdλ/w
2 (and by multiplying the scalars in Fig. 46 also
by dadb/w
2). However, we chose a different normalization on each matrix unit in
order to turn τv into a trace on ( , ∗v). Later we want to study the center (Zh, ∗v)
which is, as we have seen, a subalgebra of ( , ∗v). Therefore τv provides a faithful
trace on (Zh, ∗v) but it has in general different weightings on its simple summands.
To construct from τv a trace which sends one-dimensional projections to one will in
particular be possible in the case that NXN is non-degenerately braided, see Subsect.
6.1 below.
This is also the case in the following most basic example of the double triangle
algebra. Let N be a type III factor and G a finite group acting freely on N . Consider
the subfactor N ⊂ N ⋊ G = M . Then (with the minimal choice for X ) the double
triangle algebra for this subfactor is just the group algebra of G. That is, the
double triangle algebra is spanned by the group elements linearly. The horizontal
product is given by the group multiplication. By Proposition 4.4 we conclude that
the minimal central projections in and thus irreducible M-M sectors are labelled
by the irreducible representations of G. (Of course, this identification of the M-M
sectors is well-known for that example.) The functional τv gives the standard trace
on the group algebra, and the vertical product corresponds to the ordinary tensor
product of group representations.
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5 α-Induction, Chiral Generators and Modular In-
variants
5.1 Relating α-induction to chiral generators
We will now define chiral generators for braided subfactors and prove that the con-
cepts of α-induction and chiral generators are essentially the same. For the rest of
this paper deal with the following
Assumption 5.1 In addition to Assumption 4.1 we now assume that the system
NXN is braided.
With the braiding we have now the notion of α-induction in the sense of Subsect. 3.3.
From now on we are also dealing with crossings of N -N wires and mixed crossings
introduced in Subsect. 3.3. We now present chiral generators as our version of a
definition Ocneanu originally introduced for systems of bimodules arising from A-
D-E Dynkin diagrams in [39]. The construction of the chiral generator is similar to
the “Ocneanu projection” in the tube algebra [38] (see also [12]) and also related to
Izumi’s analysis [20] of the tube algebra in terms of sectors for the Longo-Rehren
inclusion [33].
Definition 5.2 For any λ ∈ NXN , we define an element p+λ ∈ by the diagram on
the left-hand side of Fig. 47 and call it a chiral generator. Similarly, we also define
p−λ by exchanging over- and undercrossings.
∑
a,b
✲
a a
b b
α+λ =
∑
a,b
✲
a a
b b
α+λ =
∑
a,b,ν
✲
❄
λ
ν
b b
a ab b
Figure 47: A chiral generator p+λ
Note that we do not assume the non-degeneracy of the braiding for the definition p+λ .
We obtain the diagram in the middle from the one on the left-hand side in Fig.
47 by applying two IBFE’s. This way we obtain two twists in the semi-circular thin
wires which correspond to the label λ but they give complex conjugate phases so that
their effects cancel out. The diagram on the right-hand side is obtained by Lemma
4.3 and application of the IBFE, and this shows that our definition coincides with
Ocneanu’s notion given in his setting.
Since α±λ ι = ιλ we find that each irreducible subsector [β] of [α
±
λ ] is the equivalence
class of some β ∈ MXM if λ ∈ NXN . Therefore we have the sector decomposition
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[α±λ ] =
∑
β∈MXM 〈β, α±λ 〉[β], and we can consider [α±λ ] as an element of the M-M
fusion algebra. The relation between the sector decomposition of [α±λ ] and the chiral
generator is clarified by the following result.
Theorem 5.3 For any λ ∈ NXN , we have d−1λ p±λ =
∑
β∈MXM d
−1
β 〈β, α+λ 〉eβ, and con-
sequently p±λ = dλΦ([α
±
λ ]). In particular, p
±
λ is in the center Zh.
Proof. We only show the statement for the +-sign; the other case is analogous.
First we fix a, b ∈ NXM and λ ∈ NXN . For each β ∈ MXM we choose orthonormal
bases of isometries T β;i
b¯a
∈ Hom(β, b¯a), i = 1, 2, ..., Nβ
b¯,a
, so that
∑
β,i T
β;i
b¯a
(T β;i
b¯a
)∗ = 1M .
Using Frobenius reciprocity, we obtain an orthonormal basis of isometries L−1b (T β;ib¯a ) =
d1/2a d
1/2
b d
−1/2
β b(T
β;i
b¯a
)∗r¯b ∈ Hom(a, bβ). Here we chose an isometry r¯b ∈ Hom(idN , bb¯)
such that there is an isometry Rb ∈ Hom(idM , b¯b) subject to relations b(Rb)∗r¯b =
d−1b 1N and b¯(r¯b)
∗Rb = d
−1
b 1M , as usual. Choosing also orthonormal bases of isometries
Vβ;ℓ ∈ Hom(β, α+λ ), ℓ = 1, 2, ..., 〈β, α+λ 〉, for each β ∈ MXM (so that
∑
β,ℓ Vβ;ℓV
∗
β;ℓ =
1M) we find that {b(Vβ;ℓ)L−1b (T β;ib¯a )}β,i,ℓ gives an orthonormal basis of isometries of
Hom(a, bα+λ ). Finally, using Proposition 3.1, we find that putting
sβ;ℓ,i = ε
+(λ, bι)∗b(Vβ;ℓ)L−1b (T β;ib¯a ) =
√√√√dadb
dβ
ε+(λ, bι)∗b(Vβ;ℓ(T
β;i
b¯a
)∗)r¯b
defines an orthonormal basis of isometries {sβ;ℓ,i}β,i,ℓ of Hom(a, λb). Then we have
for any ℓ = 1, 2, ..., 〈β, α+λ 〉 by the elementary relations for the intertwiners Rb, r¯b the
following identity:
T β;i
b¯a
(T β;i
b¯a
)∗ = d2b b¯(r¯b)
∗ b¯b(T β;i
b¯a
V ∗β;ℓ)RbR
∗
b b¯b(Vβ;ℓ(T
β;i
b¯a
)∗) b¯(r¯b)
=
dβdb
da
b¯(sβ;ℓ,iε
+(λ, bι)∗)RbR
∗
b b¯(ε
+(λ, bι)s∗β;ℓ,i) .
The second line yields graphically exactly the diagram in Fig. 48 where we read the
diagram from the left to the right in order to interpret it as an intertwiner in . Now
❘ ✲✲
b
a
b
λ
sβ;ℓ,i
b
a
b
λα+λ
s∗β;ℓ,i
dβ√
dλdadb
Figure 48: Diagram for T β;i
b¯a
(T β;i
b¯a
)∗
let us take on both sides first the summation over i = 1, 2, ..., Nβ
b¯,a
. Then the left-hand
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side gives exactly the Hom(b¯a, b¯a) part of eβ (in ) as defined in Definition 4.2. Next
we divide by dβ and we proceed with the summation over ℓ = 1, 2, ..., 〈β, α+λ 〉 and
β ∈ MXM . On the left-hand side we obtain the Hom(b¯a, b¯a) part of ∑β d−1β 〈β, α+λ 〉eβ
this way, and this is exactly the Hom(b¯a, b¯a) part of Φ([α+λ ]). On the right-hand side
we now have a summation over the full basis {sβ;ℓ,i}β,i,ℓ of Hom(a, λb). Therefore
we can use the graphical convention of Fig. 39 to put a small semi-circle around the
wire labelled by λ at the two trivalent vertices. This gives us a factor
√
dadb/dλ
so that only a factor d−1λ remains from the original prefactor in Fig. 48. Thus, by
repeating the above procedure for all a, b ∈ NXM and making finally the summation
over a, b ∈ NXM , we obtain on the left the full Φ([α+λ ]) whereas the right-hand side
gives graphically the diagram in Fig. 49. The diagram on the left-hand side in Fig.
❘ ✲✲
b
a
b
λ
b
a
b
λα+λ
∑
a,b
1
dλ
Figure 49: The image Φ([α+λ ]) =
∑
β d
−1
β 〈β, α+λ 〉eβ
47 is obtained from Fig. 49, up to the factor dλ, by a topological move. ✷
Note that it was not clear from the definition that the chiral generators are in
the center Zh, but Theorem 5.3 proves this centrality as it states that p±λ is a linear
combination of eβ’s. Also note that if α
±
λ is irreducible then p
±
λ is a (horizontal)
projection, however, if α±λ is not irreducible, then p
±
λ is a sum over projections with
weight coefficients arising from the nature of the isomorphism Φ in Definition 4.5.
Two of us [4, Subsection 3.3] established a relative braiding between the two kinds
of α-induction, which holds in a fairly general context. (It does neither depend on
chiral locality nor even on finite depth.) Theorem 5.3 now shows that Ocneanu’s
relative braiding [39] is a special case of the analysis in [4, Subsection 3.3].
From Theorem 5.3 and the homomorphism property of α-induction [2, Lemma
3.10], we obtain immediately the following
Corollary 5.4 The chiral generators p±λ are in Zh. For λ, µ ∈ NXN , we have
p±λ ∗v p±µ =
∑
ν∈NXN
dλdµ
dν
Nνλ,µ p
±
ν .
Note that this corollary shows that the M-M fusion rule algebra contains two repre-
sentations of the N -N fusion rule algebra.
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5.2 Modular invariants for braided subfactors
We will now show that a notion of “modular invariant” arises naturally for a braided
subfactor. We first note that under Assumption 5.1, we have matrices Y = (Yλ,µ)
and T = (Tλ,µ) for the system ∆ = NXN as in Subsection 2.2. We recall that in
the case that the braiding is non-degenerate, the matrix S = w−1/2Y is unitary and
the matrices S and (the diagonal) T obey the Verlinde modular algebra by Theorem
2.5. Motivated by the results of [4] we now construct a certain matrix Z commuting
with Y and T such that it is a “modular invariant mass matrix” in the usual sense
of conformal field theory whenever the braiding is non-degenerate.
Definition 5.5 For a system X satisfying Assumption 5.1, we define a matrix Z
with entries Zλ,µ = 〈α+λ , α−µ 〉, λ, µ ∈ NXN .
As Zλ,µ is by definition a dimension and since α
±
idN
= idM is irreducible by virtue
of the factor property of M , the matrix elements obviously satisfy the conditions in
Eq. (1) for λ, µ ∈ NXN , where the label “0” refers as usual to the identity morphism
idN ∈ NXN . We relate the definition of Z to the chiral generators by the following
Theorem 5.6 We have the identity
Zλ,µ =
w
dλdµ
ϕh(p
+
λ ∗h p−µ ) , λ, µ ∈ NXN . (25)
Therefore the number Zλ,µ is graphically represented as in Fig. 50.
Zλ,µ =
∑
b,c
dbdc
wdλdµ
❄ ✻
c
c
b
b
α+λ α
−
µ
Figure 50: Graphical representation of Zλ,µ
Proof. From Theorem 5.3 we obtain
∑
β∈MXM
1
dβ
〈α+λ , β〉eβ =
1
dλ
p+λ .
Hence ∑
β∈MXM
1
d2β
〈α+λ , β〉〈α−µ , β〉eβ =
1
dλdµ
p+λ ∗h p−µ .
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Application of the horizontal state ϕh of Definition 4.6 and multiplication by w yields
Eq. (25) since [α+λ ] and [α
−
µ ] decompose into sectors [β] with β ∈ MXM , and by Lemma
4.7. Now the right-hand side of Eq. (25) is given graphically by the diagram on the
left in Fig. 51, and we can slide around the trivalent vertices to obtain the diagram
∑
b,c
dbdc
wdλdµ
✲ ✲
c
b
c
b
α+λ α
−
µ =
∑
b,c
dadb
wdλdµ
✲
✛
c c b b
α+λ
α−µ
Figure 51: The scalar wd−1λ d
−1
µ ϕh(p
+
λ ∗h p−µ )
on the right-hand side. Without changing the scalar value we can now open the outer
wire labelled by b and close it on the other side, as in Fig. 29. This way we obtain
the picture in Fig. 50 up to a 90 degree rotation, but a rotation is irrelevant for the
scalar values. ✷
We remark that we can apply Lemma 4.3 to replace the two horizontal wires
labelled by b by a summation over a thin wire ν, and this way we obtain an equivalent
diagram from Fig. 50 for the matrix elements Zλ,µ, which only consists of thin (N -N)
wires λ, µ, ν and thick (N -M) wires b, c but which does not involve very thick (M-M)
wires labelled by α-induced morphisms α+λ , α
−
µ .
Theorem 5.7 The matrix Z of Definition 5.5 commutes with the matrices Y and T
of the system NXN .
Proof. Using the diagram for the matrix elements Yν,λ in Fig. 19, the sum∑
λ Yν,λZλ,µ can be represented by the diagram on the left-hand side of Fig. 52. Using
Lemma 4.3 and also the trick to turn around the small arcs given in Fig. 40, we
obtain the right-hand side of Fig. 52. We can now slide around the lower trivalent
vertex of the wire ν to obtain the left-hand side of Fig. 53. Next, we can use Lemma
4.3 to replace the two parallel horizontal wires with labels a and b by a summation
over a thin wire ρ. Similarly, but the other way round, we can then use Lemma 4.3
to replace the summation over the wire with label λ by two straight horizontal wires
with labels b and c. This way we obtain the right-hand side of Fig. 53. Now it should
be clear how to proceed: We slide around the upper trivalent vertex of the wire µ
counter-clockwise. Then we see that the result gives us the diagram for
∑
ρ Zν,ρYρ,µ,
rotated by 90 degrees. This proves Y Z = ZY . Next we show commutativity of Z
with T . We have to show ωλZλ,µ = Zλ,µωµ. Using the graphical expression for the
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∑
b,c,λ
dbdc
wdµ
❄
✻✻
c
c
b
bλ µ
ν
=
∑
a,b,c,λ
dadbdc
wdµdν
❄
✻✻a
c
cb
b
bλ µ
ν
Figure 52: Commutation of Y and Z
∑
a,b,c,λ
dadbdc
wdµdν
❄ ✻
✛
a
c
cb b
b
λ µ
ν
=
∑
a,b,c,ρ
dadbdc
wdµdν
✻
✲
✛
ca a
b
b
ρ
b µ
ν
Figure 53: Commutation of Y and Z
statistics phase ωλ on the left-hand side of Fig. 17, we can represent ωλZλ,µ by the
left-hand side of Fig. 54. We now start to rotate the upper oval consisting of the
thick wires b and c in a clockwise direction. This way we obtain the right-hand side
of Fig. 54. It should now be clear that, if we continue rotating to a full rotation by
360 degrees, then we remove the twist from the wire λ whereas we obtain a twist
in the wire µ which is of the type displayed on the right-hand side of Fig. 17, thus
representing ωµ. Hence TZ = ZT . ✷
∑
b,c
dbdc
wdλdµ
❄ ✻
c
c
b
b
λ µ
=
∑
b,c
dbdc
wdλdµ
❄
✻
c
b
b
cλ µ
Figure 54: Commutation of T and Z
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The following is now immediate by Thm. 2.5, which states that in the non-
degenerate case matrices S = w−1/2Y and T provide a unitary representation of
the modular group SL(2; Z).
Corollary 5.8 If the braiding on NXN is non-degenerate, then the matrix Z defined
in Definition 5.5 is a modular invariant mass matrix.
In conformal field theory the SL(2; Z) action arises from a “reparametrization of the
torus”, and in the parameter space S corresponds to a 90 degree rotation and T to
twisting the torus. Note that this action is nicely reflected in the proof of Thm. 5.7.
5.3 Generating property of α-induction
We now show that both kinds of α-induction generate the whole M-M fusion rule
algebra (or the sector algebra in our terminology of [2, 3, 4]) in the case that the
N -N system is non-degenerately braided. That is, from now on we work with the
following
Assumption 5.9 In addition to Assumption 5.1, we now assume that the braiding
on NXN is non-degenerate in the sense of Definition 2.3.
With Assumption 5.9 we can now use the “killing ring”, the orthogonality relation
of Fig. 20, and this turns out to be a powerful tool in the graphical framework.
The following theorem states in particular that any minimal central projection eβ
of ( , ∗h) appears in the linear decomposition of some p+λ ∗v p−µ . Such a generating
property of p±j ’s has also been noticed by Ocneanu in the setting of the lectures [39].
We can apply his idea of the proof (which is not included in the notes [39]) to our
situation without essential change.
Theorem 5.10 Under Assumption 5.9, we have
∑
λ,µ∈NXN p
+
λ ∗v p−µ = w1h in ,
and consequently ∑
λ,µ∈NXN
dλdµ[α
+
λ ][α
−
µ ] = w
∑
β∈MXM
dβ[β] (26)
in the M-M fusion rule algebra. In particular, for any β ∈ MXM the sector [β] is a
subsector of [α+λ ][α
−
µ ] for some λ, µ ∈ NXN .
Proof. The sum
∑
λ,µ p
+
λ ∗v p−µ is given graphically by the left-hand side of Fig. 55.
By using Lemma 4.3 for the two parallel vertical wires c on the bottom and the IBFE
moves we obtain the right-hand side of Fig. 55. For the summation over the thin wire
λ we can use Lemma 4.3 again to obtain the left-hand side of Fig. 56. Now we can
slide around the right trivalent vertex of the wire µ, and this yields the right-hand
side of Fig. 56. Next we can use the trick of Fig. 40 to turn around the small arcs
from the wire µ to the wire b. This yields a factor dµ/db. Then we can proceed with
the summation over b, using Lemma 4.3 once more, and this gives us the left-hand
side of Fig. 57. Now we observe that the summation over µ provides a killing ring,
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∑
a,b,c,λ,µ
db
✲
✲
a a
b b
c c
α+λ
α−µ
=
∑
a,b,c,λ,µ,ν
db
❄
✲
✻
c c
a ac c
b b
λ
µ
ν
Figure 55: The sum
∑
λ,µ p
+
λ ∗v p−µ
∑
a,b,c,µ,ν
db
❄
✻
c c
a ac c
b µ
ν
=
∑
a,b,c,µ,ν
db
❄
✻
c c
a ac c
b
µ
ν
Figure 56: The sum
∑
λ,µ p
+
λ ∗v p−µ
and hence we obtain a factor wδν,0. The normalization convention for the small arcs
yields another factor 1/dc, and hence we get exactly the right-hand side of Fig. 57.
The circular wire c cancels the factor 1/dc, and thus we are left exactly with the
global index w times a summation over two straight horizontal wires, and the latter
is exactly the horizontal unit 1h =
∑
β eβ. The rest is application of the isomorphism
Φ. ✷
We remark that the non-degeneracy of the braiding played an essential role in the
proof. In fact there are counter-examples showing that the generating property does
not hold in general if the braiding is degenerate (e.g. the finite group case discussed
in Section 4.2 of [2] serves as such an example).
∑
a,c,µ,ν
dµ
❄
✛
c c
a a
c
µ
ν
=
∑
a,c
w
dc
c c
a a
c
Figure 57: The sum
∑
λ,µ p
+
λ ∗v p−µ
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6 Representations of the M-M Fusion Rule Alge-
bra
6.1 Irreducible representations of the M-M fusion rules
We next study in detail the algebra (Zh, ∗v) or, equivalently, the M-M fusion rule
algebra in the case that the N -N system is non-degenerately braided. Note that the
Assumption 5.1 implies in particular that the N -N fusion rules algebra is Abelian.
However, the M-M fusion rules are in general non-commutative, and therefore so is
the center (Zh, ∗v). We are now going to decompose (Zh, ∗v) in simple matrix alge-
bras. Note that such a decomposition of (Zh, ∗v) is equivalent to the determination
of the irreducible representations of the M-M fusion rule algebra.
We need some preparation. As in the graphical setting for the double triangle
algebra, we can consider the diagram in Fig. 58 as a vector Ωλ,µb,c,t,s ∈ Hλ,µ, where Hλ,µ
❄ ✻
ac
b
t s
λ µ∑
a
Figure 58: The vector Ωλ,µb,c,t,s ∈ Hλ,µ
is the vector space Hλ,µ = ⊕a∈NXM Hom(λµ¯, aa¯), λ, µ ∈ NXN . Here b, c ∈ NXM , and
t ∈ Hom(λ, bc¯) and s ∈ Hom(µ¯, cb¯) are isometries labelling the two trivalent vertices
in Fig. 58. It is important to notice that we do not allow coefficients depending on a:
The same isometries t, s are used in each block Hom(λµ¯, aa¯) of Hλ,µ. We next define
the subspace Hλ,µ ⊂ Hλ,µ spanned by such vectors:
Hλ,µ = span{Ωλ,µb,c,t,s | b, c ∈ NXM , t ∈ Hom(λ, bc¯) , s ∈ Hom(µ¯, cb¯)} .
Take two such vectors Ωλ,µb,c,t,s and Ω
λ,µ
b′,c′,t′,s′. We define an element |Ωλ,µb′,c′,t′,s′〉〈Ωλ,µb,c,t,s| ∈
by the diagram in Fig. 59. (This notation will be justified by Lemma 6.1 below.)
We now choose orthonormal bases of isometries tλ;ib,c¯ ∈ Hom(λ, bc¯), i = 1, 2, ..., Nλb,c¯, for
each λ, b, c and put Ωλ,µξ = Ω
λ,µ
b,c,tλ;i
b,c¯
,tµ¯;j
c,b¯
with some multi-index ξ = (b, c, i, j). Varying
ξ, we obtain a generating set of Hλ,µ which will, however, in general not be a basis
as the vectors Ωλ,µξ may be linearly dependent in Hλ,µ. Let Φ
λ,µ
j ∈ Hλ,µ, j = 1, 2, any
two vectors. We can expand them as Φλ,µj =
∑
ξ c
ξ
jΩ
λ,µ
ξ with c
ξ
j ∈ C, but note that
this expansion is not unique. We now define an element |Φλ,µ1 〉〈Φλ,µ2 | ∈ by
|Φλ,µ1 〉〈Φλ,µ2 | =
∑
ξ,ξ′
cξ1(c
ξ′
2 )
∗|Ωλ,µξ 〉〈Ωλ,µξ′ | , (27)
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❄ ✻
a′c′
b′
t′ s′
ac
b
t∗ s∗
λ µ
∑
a,a′
Figure 59: The element |Ωλ,µb′,c′,t′,s′〉〈Ωλ,µb,c,t,s| ∈
and a scalar 〈Φλ,µ2 ,Φλ,µ1 〉 ∈ C,
〈Φλ,µ2 ,Φλ,µ1 〉 =
1
dλdµ
τv(|Φλ,µ1 〉〈Φλ,µ2 |) . (28)
Lemma 6.1 Eq. (27) extends to a sesqui-linear map Hλ,µ×Hλ,µ → Zh which is pos-
itive definite: If |Φλ,µ〉〈Φλ,µ| = 0 for some Φλ,µ ∈ Hλ,µ then Φλ,µ = 0. Consequently,
Eq. (28) defines a scalar product turning Hλ,µ into a Hilbert space.
Proof. As in particular Φj ∈ Hλ,µ, we can write Φj = ⊕a(Φj)a with (Φj)a ∈
Hom(λµ¯, aa¯) according to the direct sum structure of Hλ,µ, j = 1, 2. Assume Φ1 = 0.
Then clearly (Φ1)a = 0 for all a. Now the Hom(aa¯, a
′a¯′) part of |Φλ,µ1 〉〈Φλ,µ2 | ∈
is given by (Φ1)a′(Φ2)
∗
a, hence |Φλ,µ1 〉〈Φλ,µ2 | = 0. A similar argument applies to Φ2,
and hence the element |Φλ,µ1 〉〈Φλ,µ2 | ∈ is independent of the linear expansions of
the Φj ’s. Therefore Eq. (27) defines a sesqui-linear map Hλ,µ × Hλ,µ → . Now
assume |Φλ,µ1 〉〈Φλ,µ1 | = 0. Then in particular (Φ1)a(Φ1)∗a = 0 for all a ∈ NXM , and
hence Φ1 = 0, proving strict positivity. That the sesqui-linear form 〈·, ·〉 on Hλ,µ is
non-degenerate follows now from positive definiteness of τv. It remains to show that
|Φλ,µ1 〉〈Φλ,µ2 | ∈ Zh. But this is clear since any element of the form in Fig. 33 can be
“pulled through” the diagram in Fig. 59 by using the IBFE’s. ✷
Lemma 6.2 We have the identity in Fig. 60 for intertwiners in Hom(λ′µ¯′, λµ¯),
λ, µ, λ′, µ′ ∈ NXN .
Proof. Using Lemma 4.3 we can replace the left-hand side of Fig. 60 by the left-
hand side of Fig. 61. Next we can slide one of the trivalent vertices of the wire ν
around the wire a. Using the identity of Fig. 40, we obtain a factor dν/da, and we
can now proceed with the summation over a, again using Lemma 4.3. Using also
Lemma 4.3 for the parallel wires c, c′ as well as b and b′, we obtain the right-hand
side of Fig. 61. Using now Lemma 4.3 once again for the wires ρ, τ , we can pull the
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∑
a
da
❄ ✻
❄ ✻
c′
b′
t′ s′
a
c
b
t∗ s∗
λ µ
λ′ µ′
= δλ,λ′ δµ,µ′ 〈Ωλ,µb,c,t,s,Ωλ,µb′,c′,t′,s′〉 ❄ ✻
λ µ
Figure 60: An identity in Hom(λ′µ¯′, λµ¯)
∑
ν,a
da
✲❄ ✻
❄ ✻
c′
b′ b′
t′ s′
a
c
b
t∗ s∗
λ µ
λ′ µ′ν
=
∑
ν,ρ,τ
dν
✲
✲
✲
❄ ✻
❄ ✻
c′ c′
t′ s′
c c
b b
b′ b′
t∗ s∗
λ µ
λ′ µ′ν
ρ
τ
Figure 61: The identity in Hom(λ′µ¯′, λµ¯)
wire ν over the middle expansion. The summation over ν yields a killing ring which
disconnects the picture into two halves, one is an intertwiner in Hom(λ′, λ) and the
other in Hom(µ¯′, µ¯). Hence we obtain a factor δλ,λ′δµ,µ′ , and we conclude that the
left-hand side in Fig. 60 represents a scalar intertwiner δλ,λ′δµ,µ′ζ1N ∈ Hom(λµ¯, λµ¯),
ζ ∈ C. To compute that scalar, we can start again on the left-hand side of Fig.
60, now putting λ′ = λ and µ′ = µ. The diagram on the left-hand side of Fig. 62
clearly represents an intertwiner of the same scalar value ζ . We can now use the move
of Fig. 29 which does not change the scalar value: We open the wire a on the left
and close it on the right. The resulting diagram is regularly isotopic to the diagram
on the right-hand side of Fig. 62. Thus we are left with exactly the diagram for
d−1λ d
−1
µ τv(|Ωλ,µb′,c′,t′,s′〉〈Ωλ,µb,c,t,s|). This proves the lemma. ✷
The following is now immediate by the definition of the vertical product.
Corollary 6.3 Let Φλ,µj ∈ Hλ,µ and Ψλ
′,µ′
j ∈ Hλ′,µ′, j = 1, 2. Then we have
|Φλ,µ1 〉〈Φλ,µ2 | ∗v |Ψλ
′,µ′
1 〉〈Ψλ
′,µ′
2 | = δλ,λ′ δµ,µ′ 〈Φλ,µ2 ,Ψλ,µ1 〉 |Φλ,µ1 〉〈Ψλ,µ2 | (29)
in the double triangle algebra.
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∑
a
da
dλdµ
❄✻
c′
b′
t′ s′
a
c
b
t∗ s∗
µ λ ←→
∑
a
da
dλdµ
❄ ✻
a
c′
b′
t′ s′
c
b
t∗ s∗
λ µ
Figure 62: Computation of the scalar ζ
Whenever Hλ,µ 6= {0} we can choose an orthonormal basis {Eλ,µi }dimHλ,µi=1 . Then
Lemma 6.1 and Corollary 6.3 tell us that { |Eλ,µi 〉〈Eλ,µj | }λ,µ,i,j forms a set of non-zero
matrix units in (Zh, ∗v). However, we do not know yet whether this is a complete
set.
Lemma 6.4 Let πλ,µ(eβ)Ω
λ,µ
b,c,t,s ∈ Hλ,µ denote the vector which is given graphically
by the diagram in Fig. 63, where λ, µ ∈ NXN , b, c ∈ NXM , and t ∈ Hom(λ, bc¯),
s ∈ Hom(µ¯, cb¯) are isometries. Then in fact πλ,µ(eβ)Ωλ,µb,c,t,s ∈ Hλ,µ.
❄ ✻
✲
a a
a′c
b
β
t s
λ µ
∑
a,a′
da′
Figure 63: The vector πλ,µ(eβ)Ω
λ,µ
b,c,t,s ∈ Hλ,µ
Proof. Using Lemma 4.3 and also the trick of Fig. 40, we can draw the diagram on
the left-hand side in Fig. 64 for πλ,µ(eβ)Ω
λ,µ
b,c,t,s. Now let us look at the part of this
picture above the dotted line. In a suitable Frobenius annulus, this part can be read
for fixed ν and a as
∑
i λµ¯(ti)ε
−(ν, λµ¯)t∗i , and the sum runs over a full orthonormal
basis of isometries ti in the Hilbert space Hom(ν, bβ¯a¯) since we have the summation
over a′. Next we look at the part above the dotted line on the right-hand side of
Fig. 64. This can be similarly read for fixed ν and a as
∑
j λµ¯(sj)ε
−(ν, λµ¯)s∗j , where
the sum runs over another full orthonormal basis of isometries sj ∈ Hom(ν, bβ¯a¯).
Since such bases {ti} and {sj} are related by a unitary matrix transformation (this
is again just “unitarity of 6j-symbols”), the left- and right-hand side represent the
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∑
a,a′,ν
dβ
✲
✲
❄ ✻
a aβ
ct s
λ µ
ν
a′ b b a′
=
∑
a,a′,ν
dβ
✲
✲
❄ ✻
a aβ
ct s
λ µ
ν
a′
b b
a′
Figure 64: The vector πλ,µ(eβ)Ω
λ,µ
b,c,t,s ∈ Hλ,µ
same vector in Hλ,µ. Then, using again Lemma 4.3 and also the trick of Fig. 40,
we conclude that the vector πλ,µ(eβ)Ω
λ,µ
b,c,t,s can be represented by the diagram on the
left-hand side of Fig. 65. Now let us look at the part of the diagram inside the dotted
❄ ✻
✲
a
a′
c
bb
β
t s
λ µ
∑
a,a′
da′
←→ ∑
c′,i,j
coeff(c′,i,j)
❄ ✻
tλ;i
a′,c¯′
tµ¯;j
c′,a¯′
a′ a′λ µ
c′
Figure 65: The vector πλ,µ(eβ)Ω
λ,µ
b,c,t,s ∈ Hλ,µ
box. In a suitable Frobenius annulus, this can be interpreted as an intertwiner in
Hom(λµ¯, a′a¯′). But any element in this space can be written as a linear combination
of elements constructed from basis isometries tλ;i
a′,c¯′
, tµ¯;j
c′,a¯′
, as indicated in the dotted box
on the right-hand side of Fig. 65. The coefficients in its linear expansion depend only
on c′, i, j for fixed a′, β, b, c, t, s, but certainly not on a. This shows that πλ,µ(eβ)Ω
λ,µ
b,c,t,s
is a linear combination of Ωλ,µξ ’s, thus πλ,µ(eβ)Ω
λ,µ
b,c,t,s ∈ Hλ,µ. ✷
The map Ωλ,µb,c,t,s 7→ πλ,µ(eβ)Ωλ,µb,c,t,s defines clearly a linear map πλ,µ(eβ) : Hλ,µ →
Hλ,µ since it is just a linear intertwiner multiplication on each Hom(λµ¯, aa¯) block.
From Lemma 6.4 we now learn that πλ,µ(eβ) is in fact a linear operator on Hλ,µ. With
the definition of the vertical product we now immediately obtain the following
Corollary 6.5 With orthonormal bases {Eλ,µi }dimHλ,µi=1 of each Hλ,µ we have
|Eλ,µi 〉〈Eλ,µj | ∗v eβ ∗v |Eλ
′,µ′
k 〉〈Eλ
′,µ′
l | = δλ,λ′ δµ,µ′ 〈Eλ,µj , πλ,µ(eβ)Eλ,µk 〉 |Eλ,µi 〉〈 Eλ,µl | .
(30)
55
Since Zh is spanned by the eβ’s, we obtain a map πλ,µ : Zh → B(Hλ,µ) by linear
extension, and we obtain similarly the following
Corollary 6.6 The map πλ,µ : Zh → B(Hλ,µ) is a representation of (Zh, ∗v).
We now tackle the problem of completeness of the system of matrix units.
Definition 6.7 For λ, µ ∈ NXN we define the vertical projector qλ,µ ∈ by
qλ,µ =
√
dλdµ
w2
∑
ξ
|Ωλ,µξ 〉〈Ωλ,µξ | . (31)
∑
a,b,c,d
dbdc
w2 ❄ ✻
d c
b
a c
b
λ µ
Figure 66: A vertical projector qλ,µ
This is given graphically in Fig. 66. (Clearly, we can use Lemma 4.3 twice to obtain
an equivalent picture which does not involve pieces of very thick wires corresponding
to α+λ and α
−
µ .) We are now ready to prove the main result of this section.
Theorem 6.8 Under Assumption 5.9, the vertical projector qλ,µ is either zero or a
minimal central projection in (Zh, ∗v). We have mutual orthogonality qλ,µ ∗v qλ′,µ′ =
δλ,λ′δµ,µ′qλ,µ and the vertical projectors sum up to the multiplicative identity of
(Zh, ∗v): ∑λ,µ∈NXN qλ,µ = e0. Moreover, qλ,µ = 0 whenever Zλ,µ = 0 and other-
wise the simple summand qλ,µ ∗v Zh is a full Zλ,µ × Zλ,µ matrix algebra, where Zλ,µ
is the (λ, µ)-entry of the modular invariant mass matrix of Definition 5.5.
Proof. It follows from Corollary 6.3 that qλ,µ ∗v qλ′,µ′ = 0 unless λ = λ′ and µ =
µ′. We now show that
∑
λ,µ qλ,µ = e0. (We denote e0 ≡ eidM .) The sum is given
graphically by the left-hand side in Fig. 67. A twofold application of Lemma 4.3
yields the right-hand side in Fig. 67. Applying Lemma 4.3 twice again, we obtain
the left-hand side of Fig. 68. We can now slide the upper trivalent vertex of the wire
µ around to obtain the right-hand side of Fig. 68. Next we can use the trick of Fig.
40 to turn around the small arcs at the trivalent vertices of the wire µ, yielding a
factor dµ/dc. This gives the right-hand side of Fig. 68. Since we have a summation
over c, we can again use Lemma 4.3, and this gives us the left-hand side of Fig. 69.
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∑
a,b,c,d,λ,µ
dbdc
w2 ❄ ✻
d c
b
a c
b
λ µ =
∑
a,b,c,d,λ,µ,ν,ρ
dbdc
w2 ✻❄
✲
✛ µλρ
ν
d
a
d
a
c
c
b
b
b
b
Figure 67: The sum
∑
λ,µ qλ,µ
∑
a,b,c,d
µ,ν,ρ,τ,i,j
dc
√
dνdρ
w2
√
dadd
❄
❄
✻
✻
✲
✻
µ
ρ
ν
ρ
ν
τ
d
a
d
a
c
b
b
b
(tν;i
ab¯
)∗ tν;i
ab¯
tρ;j
db¯
(tρ;j
db¯
)∗
=
∑
a,b,c,d,
µ,ν,ρ,τ,i,j
dc
√
dνdρ
w2
√
dadd
❄
❄
✻
✻
✲
❄
µ
ρ
ν
ρ
ν
τ
d
a
d
a
c
b
b
b(t
ν;i
ab¯
)∗ tν;i
ab¯
tρ;j
db¯
(tρ;j
db¯
)∗
Figure 68: The sum
∑
λ,µ qλ,µ
As we have a prefactor dµ, the summation over µ provides a killing ring, and only
τ = idN survives it: We obtain a factor wδτ,0. Now our picture starts to collapse. The
factor δτ,0 yields, with the normalization convention as in Fig. 39, a factor d
−1
ν δν,ρ.
Since our picture is now disconnected into two parts which represent intertwiners in
Hom(a, d), they are scalars and we obtain a factor δa,d. This gives us the right-hand
side of Fig. 69. Therefore we are now left with a sum over scalars times two straight
vertical wires labelled by a, representing a scalar intertwiner in Hom(aa¯, aa¯). The
scalar value of each connected part of the picture is δi,j
√
dνdb/da, therefore we can
∑
a,b,d
µ,ν,ρ,τ,i,j
dµ
√
dνdρ
w2
√
dadd
❄
❄
✻
✻
✲ ❄
µρ
ν
ρ
ν
τ
d
a
d
a
b
b
(tν;i
ab¯
)∗ tν;i
ab¯
tρ;j
db¯
(tρ;j
db¯
)∗
=
∑
a,b,ν,i,j
1
wda
❄ ✻ν ν
a
a
a
a
b b
(tν;i
ab¯
)∗ tν;i
ab¯
tν;j
ab¯
(tν;j
ab¯
)∗
Figure 69: The sum
∑
λ,µ qλ,µ
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compute the prefactor as
1
wda
∑
b,ν
Nν
ab¯∑
i,j=1


√
dνdb
da
δi,j


2
=
1
wd2a
∑
b,ν
dbN
ν
a,b¯dν =
1
wda
∑
b
d2b =
1
da
.
Thus we are left with a sum over two vertical straight wires with label a and prefactor
d−1a . This is e0.
Next, we can expand each vector Ωλ,µξ ∈ Hλ,µ, in an orthonormal basis as
Ωλ,µξ =
dimHλ,µ∑
i=1
〈Eλ,µi ,Ωλ,µξ 〉Eλ,µi .
Inserting this in Eq. (31) yields
qλ,µ =
√
dλdµ
w2
dimHλ,µ∑
i,j
∑
ξ
〈Eλ,µi ,Ωλ,µξ 〉〈Ωλ,µξ , Eλ,µj 〉 |Eλ,µi 〉〈Eλ,µj | .
Now using
∑
λ,µ qλ,µ = e0 and Corollary 6.3 we compute
δi,j |Eλ,µi 〉〈Eλ,µj | =
∑
λ′,µ′ |Eλ,µi 〉〈Eλ,µi | ∗v qλ′,µ′ ∗v |Eλ,µj 〉〈Eλ,µj |
=
√
dλdµ
w2
∑
ξ
〈Eλ,µi ,Ωλ,µξ 〉〈Ωλ,µξ , Eλ,µj 〉 |Eλ,µi 〉〈Eλ,µj | ,
hence
qλ,µ =
dimHλ,µ∑
i=1
|Eλ,µi 〉〈Eλ,µi | .
Thus qλ,µ is a projection and we also have e0 =
∑
λ,µ
∑dimHλ,µ
i=1 |Eλ,µi 〉〈Eλ,µi |. Hence for
any β ∈ MXM we find
eβ = e0 ∗v eβ ∗v e0 =
∑
λ,µ
dimHλ,µ∑
i,j=1
〈Eλ,µi , πλ,µ(eβ)Eλ,µj 〉 |Eλ,µi 〉〈 Eλ,µj |
by Corollary 6.5. Thus each eβ can be expanded in our matrix units, and since Zh
is spanned by the eβ’s we conclude that {|Eλ,µi 〉〈 Eλ,µj |}λ,µ,i,j is a complete system
of matrix units. It follows that the non-zero vertical projectors are minimal central
projections in (Zh, ∗v), and that the simple summand qλ,µ ∗v Zh is a full dimHλ,µ ×
dimHλ,µ matrix algebra. It remains to show dimHλ,µ = Zλ,µ. The dimension of Hλ,µ
can be counted as
dimHλ,µ =
dimHλ,µ∑
i=1
〈Eλ,µi , Eλ,µi 〉 =
dimHλ,µ∑
i=1
1
dλdµ
τv(|Eλ,µi 〉〈Eλ,µi |) =
1
dλdµ
τv(qλ,µ) .
Now d−1λ d
−1
µ τv(qλ,µ) is given graphically in Fig. 70. By the IBFE’s we can pull out
the circle with label a which gives us another factor da. We can therefore proceed
with the summation over a, and this yields a factor w, the global index, and then we
are left exactly with the picture in Fig. 50. ✷
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∑
a,b,c
dadbdc
w2dλdµ
❄ ✻
a
c
b
c
b
λ µ
Figure 70: The number d−1λ d
−1
µ τv(qλ,µ)
Note that we learn from the proof that putting Trv(z) =
∑
λ,µ d
−1
λ d
−1
µ τv(qλ,µ ∗v z)
for z ∈ Zh gives a matrix trace Trv on (Zh, ∗v) which sends the minimal projections to
one. Next we have learnt that for all λ, µ with Zλ,µ 6= 0, the πλ,µ’s are the irreducible
representations of (Zh, ∗v) and hence the πλ,µ ◦Φ’s are the irreducible representations
of the M-M fusion rule algebra.
Corollary 6.9 Under Assumption 5.9, the M-M fusion rule algebra is commutative
if and only if Zλ,µ ∈ {0, 1} for all λ, µ ∈ NXN .
Corollary 6.10 Under Assumption 5.9, the total number of morphisms in MXM is
equal to tr(Z tZ) =
∑
λ,µ∈NXN Z
2
λ,µ.
6.2 The left action on M-N sectors
The decomposition of (Zh, ∗v) into simple matrix algebras is equivalent to the irre-
ducible decomposition of the “regular representation” (up to multiplicities given as
the dimensions) of the M-M fusion rule algebra, i.e. the representation obtained by
its action on itself as a vector space. There is another representation of the M-M
fusion rule algebra, namely the one obtained by its (left) action on the M-N sectors.
This is what we study in the following.
We define the vector space K by K =
⊕
a∈NXM Hom(idN , aa¯). Note that each
block consists just of scalar multiples of the isometries r¯a but we need the explicit
form of K. We define basis vectors va¯ ∈ K corresponding to d−1/2a r¯a in each block
Hom(idN , aa¯). We can display each va¯ graphically by a thick wire “cap” with label
a ∈ NXM together with a prefactor 1/da. We furnish K with a Hilbert space structure
by putting 〈va¯, vb¯〉 = δa,b. For each a ∈ NXM we define a vector ̺(eβ)va¯ by putting
̺(eβ)va¯ = dβ
∑
b
N b¯β,a¯ vb¯ . (32)
We can display the right-hand side graphically as in Fig. 71. The left- and right-hand
side in Fig. 71 are the same because both sides are scalar multiples of the isometry
r¯a in each block Hom(idN , aa¯). The map ̺(eβ) : va¯ 7→ ̺(eβ)va¯ clearly defines a linear
59
∑
b
✲
a
b b
β =
∑
b
1
db
✲
a
b b
β
b
Figure 71: The element ̺(eβ)va¯ ∈ K
operator on K for each β ∈ MXM , and we can extend the map eβ 7→ ̺(eβ) linearly to
Zh. Graphically, this action of Zh is quite similar to the vertical product. (Note that
there also appears a factor da cancelling the d
−1
a in the definition of va¯ when gluing
the picture for va¯ on top of that for eβ .)
We observe that the map ̺ : eβ 7→ ̺(eβ) extends linearly to a representation of
(Zh, ∗v) as we can compute for β, β ′ ∈ MXM as follows:
̺(eβ)(̺(eβ′)va¯) = ̺(eβ)
(
dβ
∑
bN
b¯
β′,a¯ vb¯
)
= dβdβ′
∑
b,cN
c¯
β,b¯N
b¯
β′,a¯vc¯
= dβdβ′
∑
β′′,cN
β′′
β,β′N
c¯
β′′,a¯vc¯ = dβdβ′
∑
β′′,c d
−1
β′′N
β′′
β,β′̺(eβ′′)va¯
= ̺(eβ ∗v eβ′)va¯ ,
where we used associativity of the sector product in the third equality. Consequently,
̺(qλ,µ) is a projection onto a subspace, and ̺|̺(qλ,µ)K is a subrepresentation.
Lemma 6.11 We have K =
⊕
λ∈NXN Kλ, where Kλ = ̺(qλ,λ)K.
Proof. The vector ̺(qλ,µ)va¯ ∈ K is given graphically by the left-hand side of
Fig. 72. Now note that the upper part of the diagram represents an intertwiner
∑
b,c,d
dbdc
w2
❄ ✻
d c
b
a c
b
λ µ
=
∑
b,c,d,i,j
δλ,µ
w2
✛
✲
d c
b
a c
b
λ
λ
tλ;ib,c¯ t
λ¯;i
c,b¯
(tλ;ib,c¯)
∗ (tλ¯;i
c,b¯
)∗
Figure 72: The vector ̺(qλ,µ)va¯ ∈ K
in Hom(idN , λµ¯). Therefore it vanishes unless λ = µ and then it must be a scalar
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multiple of r¯λ. Hence we can insert a term r¯λr¯
∗
λ which corresponds graphically to the
disconnection of the wires as on the right-hand side in Fig. 72 and multiplication by
d−1λ . Then the factor dbdc/dλ disappears because of the normalization convention for
trivalent vertices with small arcs, and we are left exactly with the right-hand side of
Fig. 72. It follows in particular that ̺(qλ,µ)K = 0 unless λ = µ. The claim follows
now since the vertical projectors sum up to e0 and ̺(e0) is the identity on K. ✷
We are now ready to prove the following
Theorem 6.12 The representation ̺ of (Zh, ∗v) on K obtained by Eq. (32) is uni-
tarily equivalent to the direct sum over the irreducible representations πλ,λ:
̺ ≃ ⊕
λ∈NXN
πλ,λ . (33)
Consequently, the representation ̺ ◦ Φ of the M-M fusion rule algebra which is ob-
tained by the action on the M-N sectors arising from MXN decomposes into irre-
ducibles as ̺ ◦ Φ ≃⊕λ πλ,λ ◦ Φ.
Proof. For b, c ∈ NXM and isometries t ∈ Hom(λ, bc¯) and s ∈ Hom(λ¯, cb¯) we define
a vector kλb,c,t,s ∈ K by the diagram in Fig. 73. Using again intertwiner bases, we
✛
ac
b
t s
λ∑
a
Figure 73: The vector kλb,c,t,s ∈ K
also put kλξ = kb,c,tλ;i
b,c¯
,tλ¯;j
c,b¯
with some multi-index ξ = (b, c, i, j). It follows from the
right-hand side in Fig. 72 that Kλ ⊂ span{kλξ | ξ = (b, c, i, j)}. Conversely, we obtain
by Lemma 6.2 that ̺(qµ,µ)k
λ
ξ = 0 unless λ = µ, hence Kλ = span{kλξ | ξ = (b, c, i, j)}.
With λ = µ, closing the wires on the bottom and on the top on both sides of Fig. 60
yields
〈kλξ , kλξ′〉 = dλ〈Ωλ,λξ ,Ωλ,λξ′ 〉 .
Hence linear extension of Ωλ,λξ 7→ d−1/2λ kλξ defines a unitary operator Uλ : Hλ,λ → Kλ.
Note that U means multiplication by r¯λ from the right in each block Hom(λλ¯, aa¯)
and this corresponds graphically to closing the open ends of the wires λ in Fig. 58
and multiplying by d
−1/2
λ . Therefore we find
U
[
πλ,λ(eβ)Ω
λ,λ
ξ
]
= d
−1/2
λ ̺λ(eβ)k
λ
ξ = ̺λ(eβ)U
[
Ωλ,λξ
]
,
where ̺λ = ̺|Kλ. Thus ̺λ ≃ πλ,λ. ✷
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Since the dimension of K is the cardinality of NXM we immediately obtain the
following
Corollary 6.13 Under Assumption 5.9, the total number of morphisms in NXM (or,
equivalently, in MXN) is equal to tr(Z) = ∑λ∈NXN Zλ,λ.
7 Conclusions and Outlook
We have analyzed braided type III subfactors and shown that in the non-degenerate
case the system of M-M system is entirely generated by α-induction, including in
particular the subsectors of Longo’s canonical endomorphism γ. We established that
in that case the essential structural information about the M-M fusion rules is en-
coded in the modular invariant mass matrix Z. Our setting applies in particular
to SU (n) loop group subfactors π0(LISU (n))
′′ ⊂ π0(LIG)′′ of conformal inclusions
SU (n)k ⊂ G1 and π0(LISU (n))′′ ⊂ π0(LISU (n))′′ ⋊σ Zm which were analyzed by
α-induction in [3, 4]. Here π0 denotes the level 1 vacuum representation of the loop
group LG , π0 the level k representation of LSU (n), I ⊂ S1 is an interval, and σ is
a “simple current”. The braiding here arises from the localized transportable endo-
morphisms of the net of local algebras A(I) = π0(LISU (n))
′′. Since it follows from
Wassermann’s work [45] that these endomorphisms obey the SU (n)k fusion rules and
from the conformal spin-statistics theorem [18] that the statistics phases are given
by ωλ = e
2πihλ with hλ denoting the SU (n)k conformal dimensions, it follows that
the S- and T-matrices from the braiding coincide with the well-known S- and T-
matrices which transform the conformal characters. Therefore Theorem 5.10 shows
in particular that Condition 4 in Proposition 5.1 in [4] holds in the setting of con-
formal inclusions, and in turn it proves Conjecture 7.1 in [4]. It also follows that
in the setting of Proposition 5.1 in [4], the sum of eβ for “marked vertices” [β] (the
M-M sectors arising from the positive energy representations of the ambient theory)
correspond to the projections appearing in the decomposition of
∑
λ,µ p
+
λ ∗h p−µ , the
“ambichiral projector” in Ocneanu’s language. Similarly, the results of this paper
also prove Conjecture 7.2 in [4]. Theorem 5.10 shows in particular that there are
no counter-examples for conformal inclusions where the M-M sectors arising from
the conformal inclusion subfactor are not generated by the mixed α-induction (cf.
[48]). Xu made some computation in [47] (see also [3]) to find an example with
non-commutative fusion rules of (M-M) sectors generated by the image of only one
“positive” induction for subfactors arising from conformal inclusions. By Corollary
6.9, it is at least very easy to find examples of a non-commutative entire M-M fusion
rule algebra. The D4 case mentioned in [4, Subsection 6.1] is one such example. In
fact, the whole D2n series arising from simple current extension of SU(2)4n−4 also give
examples of non-commutative M-M fusion rule algebras. Such non-commutativity
for Deven has been also pointed out in the setting of [39] (though not in the context
of conformal inclusions or simple current extensions).
We will present the details and more analysis about SU (n)k loop group sub-
factors, including the treatment of all SU (2) modular invariants, in a forthcoming
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publication [5]. Our treatment can now also incorporate the type II invariants which
were not considered in [3, 4], because we dropped the chiral locality condition which
automatically forces the mass matrix Z to be type I, i.e. block-diagonal.
Let us remark that we could also have defined Zλ,µ with exchanged ±-signs in
Def. 5.5, and this would correspond to replacing Z by the transposed mass matrix
tZ. It is not hard to see that all our calculations go through with tZ as well. That
means α-induction for a (non-degenerately) braided subfactor determines actually
two modular invariant mass matrices Z and tZ, and it is not clear to us at present
whether they can in fact be different in our general setting. (We have Z = tZ for all
SU (2) and SU (3) modular invariants).
A notion of subequivalent paragroups was introduced in [27]. Since NXN and
MXM are equivalent systems of endomorphisms by definition, α-induction produces
an example of a subequivalent paragroup. That is, for λ ∈ NXN , the subfactors
α±λ (M) ⊂ M are subequivalent to λ(N) ⊂ N . Various examples in [27] arise from
this construction. Indeed, the most fundamental example in [27] comes from the
Goodman-de la Harpe-Jones subfactor [17, Section 4.5] with index 3 +
√
3. In our
current setting, this example comes from the conformal inclusion SU(2)10 ⊂ SO(5)1
and shows that the two paragroups with principal graph E6 are subequivalent to the
paragroup with principal graph A11.
As a corollary of a rigidity theorem presented by Ocneanu in Madras in January
1997, there are only finitely many paragroups with global index below a given upper
bound. This implies that for a given paragroup we have only finitely many subequiv-
alent paragroups since their global indices are less than or equal to the global index
of the given paragroup. In the context of modular invariants, a simple argument
of Gannon [16] shows
∑
λ,µ Zλ,µ ≤ 1/S20,0, which in turn implies that there are only
finitely many modular invariant mass matrices Z for a given unitary representation
of SL(2; Z), where the S-matrix satisfies the standard relations S0,λ ≥ S0,0 > 0. As
for a non-degenerately braided system of morphisms this bound coincides with the
global index, w = 1/S20,0, and in view of the relations between modular invariants and
subfactors elaborated in this paper, it is natural to expect that these two finiteness
arguments are not completely unrelated. We consider a good understanding of the
connections between these two arguments to be highly desirable.
Let us finally remark that in a recent paper of Rehren [42] the embedding of left
and right chiral observables in a 2D conformal field theory are studied. Such em-
beddings give rise to subfactors and in turn to coupling matrices which are invariant
mass matrices if the Fourier transform matrix of the chiral fusion rules is modular.
As these subfactors are quite different from ours which appear in a framework con-
sidering chiral observables only, the relation between the two approaches also calls
for a coherent understanding.
Acknowledgement. Part of this work was done during visits of the third author to the University of
Wales Swansea and the University of Wales Cardiff, a visit of the second author to the University of
Tokyo, visits of all the three to Universita` di Roma “Tor Vergata” and visits of the first two authors
63
to the Australian National University, Canberra. We thank R. Longo, L. Zsido, J. E. Roberts, D. W.
Robinson and these institutions for their hospitality. We would like to thank S. Goto for showing
us a preliminary manuscript of [39], M. Izumi for explaining [20], T. Kohno, H. Murakami, and
T. Ohtsuki for helpful explanations on topological invariants, and J. E. Roberts for his comments.
Y.K. thanks A. Ocneanu for various conversations on [39] at the Fields Institute in 1995. We
acknowledge the financial support of the Australian National University, CNR (Italy), EPSRC
(U.K.), the EU TMR Network in Non-Commutative Geometry, Grant-in-Aid for Scientific Research,
Ministry of Education (Japan), the Kanagawa Academy of Science and Technology Research Grants,
the Universita` di Roma “Tor Vergata”, and the University of Wales.
References
[1] E. Bannai, T. Ito: Algebraic combinatorics I: Association schemes. New York: Ben-
jamin/Cummings, 1984
[2] J. Bo¨ckenhauer, D.E. Evans: Modular invariants, graphs and α-induction for nets of subfactors.
I. Commun. Math. Phys. 197, 361–386 (1998)
[3] J. Bo¨ckenhauer, D.E. Evans: Modular invariants, graphs and α-induction for nets of subfactors.
II. Commun. Math. Phys. 200, 57–103 (1999)
[4] J. Bo¨ckenhauer, D.E. Evans: Modular invariants, graphs and α-induction for nets of subfactors.
III. Commun. Math. Phys. 205, 183–228 (1999)
[5] J. Bo¨ckenhauer, D.E. Evans, Y. Kawahigashi: Chiral structure of modular invariants for sub-
factors. Preprint math.OA/9907149
[6] A. Cappelli, C. Itzykson, J.-B. Zuber: The A-D-E classification of minimal and A
(1)
1 conformal
invariant theories. Commun. Math. Phys. 113, 1–26 (1987)
[7] P. Di Francesco, J.-B. Zuber: SU(N) lattice integrable models associated with graphs. Nucl.
Phys. B338, 602–646 (1990)
[8] P. Di Francesco, J.-B. Zuber: SU(N) lattice integrable models and modular invariance. In
Recent Developments in Conformal Field Theories, Trieste 1989, Singapore: World Scientific
1990, pp. 179–215
[9] S. Doplicher, J.E. Roberts: A new duality theory for compact groups. Invent. Math. 98, 157–
218 (1989)
[10] D.E. Evans, Y. Kawahigashi: Orbifold subfactors from Hecke algebras. Commun. Math. Phys.
165, 445–484 (1994)
[11] D.E. Evans, Y. Kawahigashi: Quantum symmetries on operator algebras, Oxford: Oxford
University Press 1998
[12] D.E. Evans, Y. Kawahigashi: Orbifold subfactors from Hecke algebras II — Quantum doubles
and braiding —. Commun. Math. Phys. 196, 331–361 (1998)
[13] K. Fredenhagen, K.-H. Rehren, B. Schroer: Superselection sectors with braid group statistics
and exchange algebras. II. Rev. Math. Phys. Special issue, 113–157 (1992)
[14] J. Fro¨hlich, F. Gabbiani: Braid statistics in local quantum theory. Rev. Math. Phys. 2, 251–353
(1990)
[15] J. Fro¨hlich, C. King: Two-dimensional conformal field theory and three-dimensional topology.
Int. J. Mod. Phys A4, 5321–5399 (1989)
64
[16] T. Gannon: WZW commutants, lattices and level–one partition functions. Nucl. Phys. B396,
708–736 (1993)
[17] F. Goodman, P. de la Harpe, V.F.R. Jones: Coxeter graphs and towers of algebras. MSRI
publications 14, Berlin: Springer 1989
[18] D. Guido, R. Longo: The conformal spin and statistics theorem. Commun. Math. Phys. 181,
11–35 (1996)
[19] M. Izumi: Subalgebras of infinite C∗-algebras with finite Watatani indices II: Cuntz-Krieger
algebras. Duke Math. J. 91, 409–461 (1998)
[20] M. Izumi: The structure of sectors associated with the Longo-Rehren inclusions. Kyoto Univ.
Preprint No. 99-14
[21] V.F.R. Jones: Index for subfactors. Invent. Math. 72, 1–25 (1983)
[22] V.F.R. Jones: Planar algebras. Preprint math.QA/9909027
[23] A. Kato: Classification of modular invariant partition functions in two dimensions. Modern
Phys. Lett A 2, 585–600 (1987)
[24] L. Kauffman: Knots and Physics. Singapore: World Scientific 1991
[25] L. Kauffman, S.L. Lins: Temperley-Lieb recoupling theory and invariants of 3-manifolds.
Princeton: Princeton University Press 1994
[26] Y. Kawahigashi: On flatness of Ocneanu’s connections on the Dynkin diagrams and classifica-
tion of subfactors. J. Funct. Anal. 127, 63–107 (1995)
[27] Y. Kawahigashi: Quantum Galois correspondence for subfactors. To appear in J. Funct. Anal.
[28] A.N. Kirillov, N.Yu. Reshetikhin: Representations of the algebra Uq(sl2), q-orthogonal polyno-
mials and invariants for links. In: V.G. Kacˇ (ed.): Infinite dimensional Lie algebras and groups.
Advanced Series in Mathematical Physics, Vol. 7 (1988) pp. 285–339
[29] H. Kosaki: Extension of Jones theory on index to arbitrary factors. J. Funct. Anal. 66, 123–140
(1986)
[30] R. Longo: Index of subfactors and statistics of quantum fields II. Commun. Math. Phys. 130,
285–309 (1990)
[31] R. Longo: Minimal index of braided subfactors. J. Funct. Anal. 109, 98–112 (1991)
[32] R. Longo: A Duality for Hopf algebras and for subfactors I. Commun. Math. Phys. 159,
133–150 (1994)
[33] R. Longo, K.-H. Rehren: Nets of subfactors. Rev. Math. Phys. 7, 567–597 (1995)
[34] G. Moore, N. Seiberg: Polynomial equations for rational conformal field theories. Phys. Lett.
B212, 451–460 (1988)
[35] G. Moore, N. Seiberg: Classical and quantum conformal field theory. Commun. Math. Phys.
123, 177–254 (1989)
[36] J. Murakami, T. Ohtsuki: Topological quantum field theory for the universal quantum invari-
ant. Commun. Math. Phys. 188, 501–520 (1997)
[37] A. Ocneanu: An invariant coupling between 3-manifolds and subfactors, with connections to
topological and conformal quantum field theory. Preprint 1991
[38] A. Ocneanu: Chirality for operator algebras . (Notes recorded by Y. Kawahigashi) In: Subfac-
tors (ed. H. Araki, et al.), Singapore: World Scientific 1994, pp. 39–63
65
[39] A. Ocneanu: Paths on Coxeter diagrams: From Platonic solids and singularities to minimal
models and subfactors. (Notes recorded by S. Goto), In preparation.
[40] K.-H. Rehren: Braid group statistics and their superselection rules. In: The algebraic theory
of superselection sectors, Palermo 1989, (ed. D. Kastler), Singapore: World Scientific 1990, pp.
333–355
[41] K.-H. Rehren: Space-time fields and exchange fields. Commun. Math. Phys. 132, 461–483
(1990)
[42] K.-H. Rehren: Chiral observables and modular invariants. Preprint hep-th/9903262
[43] J.E. Roberts: Local cohomology and superselection structure. Commun. Math. Phys. 51, 107–
119 (1976)
[44] V.G. Turaev, H. Wenzl: Quantum invariants of 3-manifolds associated with classical simple
Lie algebras. Internat. J. Math. 4, 323–358 (1993)
[45] A. Wassermann: Operator algebras and conformal field theory III: Fusion of positive energy
representations of SU(N) using bounded operators. Invent. Math. 133, 467–538 (1998)
[46] E. Witten: Gauge theories and integrable lattice models. Nucl. Phys. B322, 629–697 (1989)
[47] F. Xu: New braided endomorphisms from conformal inclusions. Commun. Math. Phys. 192,
347–403 (1998)
[48] F. Xu: Applications of braided endomorphisms from conformal inclusions. Internat. Math.
Research Notices, (1998) 5–23, and the erratum to Theorem 3.4 (1) on page 437 of the same
volume
66
