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A recurrent theme of analysis is the relation between invariant subspaces 
of bounded linear transformations in Hilbert space and factorization of 
related operator-valued analytic functions. Although invariant subspaces 
generally determine factors of functions, factors need not determine 
invariant subspaces. The question arises, what factorizations determine 
invariant subspaces. In answer to the question it may be helpful to con- 
struct a model of the transformation in a Hilbert space whose elements are 
vector-valued analytic functions. 
The present work is an outgrowth of the theory of square summable 
power series [ 11. The methods there developed are, however, applicable in 
any context in which the problem of factorization and invariant subspaces 
appears. The constructions have been previously applied to the invariant 
subspace theory of contractive transformations [2]. The results presented 
also have a different origin in the perturbation theory of unitary transfor- 
mations [3]. 
It is well known that an arbitrary bounded linear transformation of a 
Hilbert space into itself is unitarily equivalent to a difference-quotient 
transformation, taking f(z) into [f(z) -f(O)]/z, in a Hilbert. space whose 
elements are convergent power series. In general these power series have 
vector coefficients. 
A fixed Hilbert space %? is used as coefficient space. A vector is always an 
element of this space. An operator is a bounded linear transformation of 
vectors into vectors. If b is a vector, b- is the linear functional on vectors 
defined by the inner product b-u = (a, b ). If a and b are vectors, ab - is 
the operator defined by (ab - ) c = u(b-c) for every vector c. A bar is also 
used to denote the adjoint of an operator. The absolute value symbol is 
used for the norm of a vector and for the operator norm of an operator. 
Complex numbers are regarded as multiplication operators. 
A nodal Hilbert space of analytic functions is a Hilbert space X, whose 
elements are power series with vector coefficients uch that a continuous 
transformation of Z’ into itself is defined by taking f(z) into 
[f(z) -f(O)]/z and such that a continuous transformation of 2 into $9 is 
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defined by takingf(z) intof(0). It is assumed that a power series B(z) with 
operator coefficients is given such that a continuous transformation of 59 
into 2 is defined by taking c into [B(z) - B(O)] c/z. 
The function B(z) so chosen is called a transfer function. A nodal Hilbert 
space of analytic functions is not determined by a knowledge of its transfer 
function. Nevertheless the notation Z(B) is used for a nodal Hilbert space 
of analytic functions with transfer function B(z). Some further notational 
distinction becomes necessary in the event that two nodal Hilbert spaces of 
analytic functions with the same transfer function appear in the same con- 
text. 
If X(B) is a given nodal Hilbert space of analytic functions such that 
B(0) is an invertible operator, then the inverse space X(B-‘) is the set of 
power series of the form B(z)-‘j(z) with f(z) in X(B). The norm is 
defined in the space so as to make multiplication by B(z) an isometry of 
X(B-i) onto Z’(B). The space %‘(B-i) is a nodal Hilbert space of 
analytic functions with transfer function B(z)-‘. The given space X(B) is 
recovered as the inverse space to Z(B-‘). 
The multiplication of nodal Hilbert spaces of analytic functions is a fun- 
damental construction of invariant subspace theory. 
THEOREM 1. Zf X(A) and Z’(C) are nodal Hilbert spaces of analytic 
functions, then a nodal Hilbert space X(B) of analytic functions exists with 
B(z) = A(z) C(z), whose elements are of the form 
h(z) =f (z) + A(z) g(z) 
for elements f(z) of X(A) and g(z) of X(C), such that the inequality 
IlWll:~~, 6 Ilf (z)IlL,,, + Ildz)ll%~,, 
is always satisfied, and such that every element h(z) of X(B) admits a unique 
minimal decomposition for which equality holds. 
The space X(B) so obtained is called the product 
S(B) = X(A) x X(C) 
of the spaces Z(A) and X(C). Multiplication is well behaved with respect 
to the construction of inverses when they exist. Assume that A(O), B(O), 
and C(0) are invertible operators. The elements h(z) of *(B-l) are the 
power series of the form 
h(z) =f (z) + C(z)-’ g(z) 
withf(z) in $‘(C-‘) and g(z) in &‘(A-‘). The inequality 
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is always satisfied. Every element h(z) of S’(B-‘) admits a unique minimal 
decomposition for which equality holds. 
The interpretation of the theorem requires some constructions from the 
theory of square summable power series. Assume that 2 is a given Hilbert 
space. If 9 is a Hilbert space which is contained contractively in &‘, then a 
unique Hilbert space 9 exists, which is contained contractively in 2, such 
that the inequality 
holds whenever h =f+g with f in 9 and g in 9 and such that every 
element h of 2 admits a minimal decomposition for which equality holds. 
The Hilbert space 2? so obtained is called the complementary space to 9 in 
2. The space 9’ is recovered as the complementary space to 2 
The adjoint of the inclusion of 9 in J? is a transformation P which maps 
2 into itself. The transformation is nonnegative and contractive. The 
adjoint of the inclusion of 2! in X is a transformation Q which maps X 
into itself and which satisfies the identity P+ Q = 1. The minimal decom- 
position of an element h of X is obtained uniquely with f= Ph as the 
element of 9 and with g = Qh as the element of 9. 
If P is a given nonnegative and contractive transformation of 2 into 
itself, then a unique Hilbert space 9 exists, which is contained contractively 
in 2, such that P is the adjoint of the inclusion of 9 in 2’. 
The set of nonnegative and contractive transformations of 2 into itself 
is a compact convex set in the weak topology induced by duality with 
trace-class transformations. The set of all Hilbert spaces which are con- 
tained contractively in 2 is regarded with the corresponding topology and 
convex structure. The convex structure is computable. 
Assume that 9 and 9 are Hilbert spaces which are contained contrac- 
tively in a Hilbert space X. Let t be a given number, 0 < t < 1. Let J? be 
the set of elements h of 2 of the form 
h=(l -t)f+tg 
with f in .cP and g in 2. Then M is a Hilbert space in a unique norm such 
that the inequality 
llWi,W-0 Ilfll;+t llgll~ 
is always satisfied and such that every element h of J%? admits a minimal 
decomposition for which equality holds. If P is the adjoint of the inclusion 
of B in X and if Q is the adjoint of the inclusion of 22 in X, then the 
adjoint of the inclusion of 4? in &’ is (1 - t) P + tQ. 
The extreme points of the convex set of Hilbert spaces which are con- 
tained contractively in ~9 are the Hilbert spaces which are contained 
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isometrically in &‘. By the Krein-Milman theorem, the compact convex set 
of all Hilbert spaces which are contained contractively in 2 is the closed 
convex span of its extreme points. 
Assume that 9 is a Hilbert space contained contractively in a Hilbert 
space 2 and that P is the adjoint of the inclusion of 9 in %. Assume that 
T is a bounded linear transformation of X into itself which is bounded 
also with respect o the g-norm. Iffis an element of 2, then the adjoint of 
T with respect o the P-norm takes Pf into PT*f The condition that P and 
T commute is equivalent to the condition that T* is also bounded with 
respect o the g-norm and that T and T* remain adjoints with respect to 
the g-norm. 
Assume that T is a bounded linear transformation of a Hilbert space 2 
into itself. Then a compact convex set is formed by the set of all Hilbert 
spaces 9, contained contractively in 2, such that T and T* are bounded 
with respect o the g-norm and remain adjoints with respect o this norm. 
The extreme points of the convex set are the Hilbert spaces which are con- 
tained isometrically in 2 and which are invariant subspaces for T and T*. 
These considerations are the conceptual background of an elementary 
proof of the Stone-Weierstrass theorem [4]. The present Hilbert space for- 
mulation constructs the natural invariant subspaces of a normal transfor- 
mation T of a Hilbert space 2 into itself. For a Hilbert space 9 which is 
contained contractively in Z& is the space X itself considered with the 
norm 
IIfllf= llfll:,+IlTfll$. 
Both T and T* are bounded with respect to the g-norm and they remain 
adjoints with respect o the g-norm. 
It is more difficult to obtain the invariant subspaces of a bounded trans- 
formation T which are not also invariant subspaces of T*. If 9 is a Hilbert 
space which is contained contractively in 2 and if P is the adjoint of the 
inclusion of 9 in 2, then the condition that T be bounded with respect o 
the g-norm, with k as a bound, is equivalent to the inequality 
TPT* < k=P. 
The condition that T* be bounded with respect to the norm of the com- 
plementary subspace to 9, with k as a bound, is equivalent to the 
inequality 
T*(l-P)T<k=(l-P). 
Both of these conditions are satisfied with k equal to the bound of T in X 
if 9 belongs to the closed convex span of the Hilbert spaces which are con- 
tained isometrically in X and which are invariant subspaces for T. 
The need of additional structure is felt for the construction of invariant 
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subspaces. The model theory supplies such structure by relating invariant 
subspaces to factorizations of transfer functions. 
An elementary factorization theorem for nodal Hilbert spaces of analytic 
functions applies when the constant coefficient in the transfer function is 
invertible. 
THEOREM 2. Assume that X(B) is nodal Hilbert space of analytic 
functions such that B(0) is invertible, assume that A(0) and C(0) are inver- 
tible operators such that B(0) = A(0) C(O), and assume that 9 and .L?? are 
complementary subspaces of X(B). If the transformation which takes f(z) 
into [f(z)-f (O)l/ z is bounded in the metric of 9 and if the transformation 
which takes f(z) into [f(z) - B(z) B(0) ~’ f (O)]/z is bounded in the metric 
of 9, then 
X’(B)=&‘(A) x X(C) 
for nodal Hilbert spaces of analytic functions Z(A) and S(C), whose trans- 
fer functions have the given constant coefficients, such that X(A) is 
isometrically equal to 9 and such that multiplication by A(z) is an isometric 
transformation of Z(C) onto 9. Furthermore the factorization can be made 
so that the minimal decomposition of [B(z) - B(O)] c/z as an element of 
Z(B) is obtained with [A(z) - A(O)] C(0) c/z as the element of &‘(A) and 
with [C(z) - C(O)] / c z as the element of X(C) for every vector c. 
The inclusion of X(A) in X(B) need not be isometric. A new Hilbert 
space, called the overlapping space, is introduced to give information about 
the factorization when the inclusion is not isometric. 
Assume that &‘(A), X(B), and X(C) are nodal Hilbert spaces of 
analytic functions such that 
X(B) = Z(A) x X(C). 
The overlapping space 2 of S(A) with respect to Z(C) is the set of 
elements f (z) of X(C) such that A(z) f (z) belongs to %(A). The overlapp- 
ing space is a Hilbert space in the overlapping norm, 
Ilf(z)ll%= IIAWf(~)ll$~,,+ Ilf(z)ll&,. 
The overlapping space of X(A) with respect o X(C) is isometrically equal 
to the overlapping space of X(C-‘) with respect to X(A-‘) when A(0) 
and C(0) are invertible operators. 
The overlapping space is invariant under the transformation which takes 
f(z) into [f(z)-f(O)]/z since 
A(z)Cf (z) -f (0)1/z 
= CA(z) f (z) - A(0) f (0)1/z - CA(z) - A(O)1 f (0)/z, 
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A construction of extension spaces is used in the structure theory of 
overlapping spaces. 
Assume that X(B) is a given nodal Hilbert space of analytic functions. If 
f(z) is an element of X(B), definef”(z) to be the unique power series with 
vector coefficients uch that the identity 
c f - (@) = <f(z), CNZ) - B(w)1 c/(z - w) Lr”(B) 
holds for every element f(z) of X(B). The seriesf”(z) converges in a disk 
about the origin whose radius is the reciprocal of the bound of the transfor- 
mation T in Z(B) which takes f(z) into [f(z) -f(O)]/z. The above iden- 
tity applies when w lies in the disk. The linear transformation of S(B) into 
%? which takes f(z) into f”(w) is continuous for these values of w. The 
identity 
g--(z)= Cf”(z)-f”(O)llZ 
holds whenever the adjoint T* of T takesf(z) into g(z). 
The extension space 9(B) of X(B) is the set of pairs (f(z),f”(z)) with 
f(z) in S(B). The norm is defined in the space so that the transformation 
which takes (f(z),S-(z)) intof(z) is an isometry of 9(B) onto 2(B). 
The construction of extension spaces is well related to the construction of 
inverse spaces. 
THEOREM 3. If Z’(B) is a nodal Hilbert space of analytic functions such 
that B(0) is invertible and zf #(BP’) is the inverse space, then the transfor- 
mation which takes (f(z), g(z)) into (B(z)-‘f (z), -B*(z)-’ g(z)) is an 
isometry of 9(B) onto 9(BP1). 
The notation B*(z) is used for C B; zn when B(z) = C B, i”. 
A nodal Hilbert space of analytic functions 2(B) is said to be con- 
trollable if its extension space 9(B) contains no nonzero element 
(f(z), f “(z)) with f -(z)=O. The inverse space X(B-‘) is then con- 
trollable if it exists. 
A computation of adjoints applies in controllable spaces. 
THEOREM 4. For each controllable nodal Hilbert space of analytic 
function X(B), a controllable nodal Hilbert space of analytic functions 
X(B*) exists such that the transformation which takes (f(z), g(z)) into 
(g(z), f(z)) is an isometry of the extension space 9(B) of X(B) onto the 
extension space 9(B*) of &(B*). An isometric transformation f(z) into 
f”(z) of Z(B) onto Z(B*) exists such that (f(z), f “(z)) always belongs to 
9(B). The adjoint of the transformation which takes f(z) into 
[t(z) -f (O)]/z in L%(B) is a transformation which takes f (z) into g(z) when 
g-(z)= Cf -(z)-f “(0)1/z. 
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Assume that X(A), X(B), and X(C) are nodal Hilbert spaces of 
analytic functions such that 
X(B) = X(A) x X(C). 
The factorization is said to be observable if it has two properties: 
Whenever 
h(z) =f(z) + A(z) g(z) 
is the minimal decomposition of an element h(z) of X(B) withf(z) as the 
element of &‘(A) and g(z) as the element of X(C), the minimal decom- 
position of the element [h(z)-h(O)]/z of X(B) is obtained with 
U(z) -f(O)l/z + CA(z) - ‘w)l dO)/z 
as the element of X’(A) and with [g(z) - g(O)]/z as the element of X(C). 
For every vector c, the minimal decomposition of the element 
[B(z) - B(O)] c/z of X(B) is obtained with [A(z)-A(O)] C(0) c/z as the 
element of X(d) and with [C(z) - C(O)] c/z as the element of X(C). 
Extension spaces are well-behaved in observable factorizations. 
THEOREM 5. Zf $!(A), X(B), and X(C) are nodal Hilbert spaces of 
analytic functions such that the factorization 
X(B) = S(A) x X(C) 
is observable, then the identity 
h-(z)=g-(z)+ C*(z)f-(z) 
is satisfied whenever (f(z), f”(z)) is an element ofg(A), (g(z), g”(z)) is an 
element of9(C), and (h(z), h”(z)) is an element of 9(B) such that the iden- 
tity 
h(z) =f(z) + A(z) g(z) 
is satisfied. 
A converse result holds for controllable spaces. 
THEOREM 6. Assume that X(A), X(B), and Z(C) are nodal Hilbert 
spaces of analytic functions such that 
Z(B) = X(A) x S(C) 
and such that X(B) is controllable. Then P(C) is controllable and the fac- 
torization is observable if the identity 
h-(z) =g-(z) + C*(z)f-(z) 
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is safisfied whenever (f(z), f”(z)) 2s an element ofg(A), (g(z), g”(z)) is an 
element of9(C), and (h(z), h”(z)) zs an element of 9(B) such that the iden- 
tity 
h(z) =f(z) + A(z) g(z) 
is satisfied. 
Assume that Z’(A), S?(B), and X(C) are nodal Hilbert spaces of 
analytic functions such that 
X(B) = X(A) x X(C). 
The overlapping space of 9(A) with respect to $3(C) is the set tp of pairs 
(f(z), g(z)) of power series with vector coefficients such that 
(A(z)f(z), g(z)) belongs to 9(A) and (f(z), C*(z) g(z)) belongs to 9(C). 
The overlapping space is a Hilbert space in the overlapping norm, 
= ll(A(z)f(z), d4)lG3(,,+ ll(f(zh c*(z) bw)ll&,,. 
Overlapping spaces are well behaved in extension spaces when the fac- 
torization is observable. 
THEOREM 7. Assume that X(A), X(B), and X(C) are nodal Hilbert 
spaces of analytic functions such that 
X(B) = X(A) x Z(C). 
If the factorization is observable, then the transformation which takes 
(f(z), g(z)) into f (z) is an isometry of the overlapping space d of 9(A) with 
respect to 9(C) onto the overlapping space Y of #(A) with respect to 
WC). 
An application of the theory of overlapping spaces is for purposes of 
refactorization. 
THEOREM 8. Assume that X(A), .X(B), and X(C) are controllable 
nodal Hilbert spaces of analytic functions such that the factorization 
X(B) = X(A) x S(C) 
is observable. If C(0) is an invertible operator, then 
Z(C) = X(Q) x &(C-) 
for nodal Hilbert spaces of analytic functions X(Q) and S(C) such that 
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X(Q) is isometrically equal to the overlapping space of X(A) with respect 
to Z(C). If A(0) is also invertible, then 
X(A)=X(Ap)x&‘(P) 
for nodal Hilbert spaces of analytic functions 2(P) and X(A- ) such that 
multiplication by P(z) is an isometry ofX(Q) onto S(P). 
A convex decomposition is obtained from the model theory when the 
factorization is observable. 
THEOREM 9. Assume that X(A), X(B), and X(C) are controllable 
nodal Hilbert spaces of analytic functions such that the factorization 
Z’(B) = X(A) xX(C) 
is observable and such that the operators A(O), B(O), and C(0) are invertible. 







belongs to Z(A) whenever f(z) belongs to %(A-) and g(z) belongs to 
X( A + ) and the inequality 
lW)ll= X(A)G IIf(4ll&L)+f II&&4+, 
is satisfied. Every element h(z) of X(A) admits a minimal decomposition for 
which equality holds. 
The spaces Z’(P) and Z(Q) are defined as in Theorem 8. If X( C + ) and 
X(C- ) are the nodal Hilbert spaces of analytic functions such that 
WC,) = WP) x -@(CL 
then the factorizations 
2(B) = S(A-) x X(C+) 
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and 
need not be observable. The convex decomposition of Theorem 9 does not 
allow the Krein-Milman theorem to be applied for the construction of an 
invariant subspace. 
The decomposition problem has previously been studied in a special case 
of the model theory [5]. Consider the coefficient space %’ as a nodal 
Hilbert space of analytic functions 8’(Z) with transfer function Z(z) = z. 
An interesting class of nodal Hilbert spaces of analytic functions X(B) is 
specified by the commutativity condition 
X(Z) x 2?(B) = ZyB) x X(Z). 
These spaces are essentially characterized by the inequality for difference- 
quotients, 
Every such space X(B) is contained contractively in the space V?(z) of 
square summable power series f(z) = z a,z” with vector coefficients, 
llmll:~(,, = c bn12. 
The set of such spaces X(B) forms a compact set which is convex if the 
coefficient space % has infinite dimension. The spaces X(B) for which 
equality always holds in the inequality for difference-quotients form 
extreme points of the convex set. 
The conjecture that every extreme point is of this form implies the 
existence of invariant subspaces for bounded linear transformations in 
Hilbert space. 
It has recently been shown [6] that the conjecture is false. A general 
existence theorem for invariant subspaces is not obtained by this method. 
The problem of convex decompositions remains an interesting subject for 
further research. Characterizations of extreme points are relevant to 
invariant subspace problems. Known counterexamples do not exclude the 
possibility of special existence theorems for invariant subspaces. 
The problem of factorization and invariant subspaces has recently been 
studied by I. Gohberg and colleagues in a related context [7]. The concept 
of a minimal factorization has been introduced to characterize those fac- 
torizations which determine invariant subspaces. An important feature of a 
minimal factorization is that it is specified by local conditions on the 
singularities of transfer functions. Such conditions can be given for example 
when the nodal Hilbert spaces of analytic functions have finite dimension. 
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The present approach to factorization and invariant subspaces also 
admits a local formulation. The problem is to characterize those fac- 
torizations for which the overlapping space contains no nonzero element. 
This is easily done when the overlapping space has finite dimension. Since 
the overlapping space is invariant under the difference-quotient transfor- 
mation, it contains no nonzero element if it contains no eigenvector for the 
difference-quotient transformation. The condition is that the overlapping 
space contains no nonzero element of the form c/( 1 - 1.z) for a vector c and 
a number 2.. The form of the eigenvectors achieves the desired localization. 
A similar method can sometimes be used to prove the triviality of 
overlapping spaces when the nodal Hilbert spaces of analytic functions 
have infinite dimension. The overlapping space can contain no nonzero 
element when the difference-quotient transformation has empty spectrum in 
the space. This happens in connection with the Macaev existence theorem 
for invariant subspaces which cleave the spectrum of the transformation 
[S]. The method can be effectively used in the theory of Hilbert spaces of 
entire functions [9], which is a generalization of the theory of Volterra 
transformations.. 
The difference-quotient transformation is either self-adjoint or unitary in 
most of the known applications of overlapping spaces. It would be 
interesting to have a characterization of the overlapping spaces which 
appear in the theory of finite-dimensional nodal Hilbert spaces of analytic 
functions. These spaces are an excellent testing ground for the model 
theory. 
Overlapping spaces can be applied in any Hilbert space context in which 
norm changes take place. The spaces often have an interesting special 
structure. The estimation theory of univalent functions [lo] offers one of 
the more challenging applications of the theory of such spaces. The norm 
changes which occur there are similar to those of invariant subspace 
theory, but fundamental problems can be formulated in finite-dimensional 
spaces. 
The author thanks Professor Israel Gohberg for advice and 
encouragement+ 
Proof of Theorem 1. Define X to the Hilbert space of power series h(z) 
with vector coefficients of the form 
h(z) =f(z) + A(z) g(z) 
with f(z) in %‘(A) and g(z) in X’(C). A norm is defined in the space so 
that the inequality 
Ilh(dllSr G IlfWl:ca, + II&)II&, 
is always satisfied and so that equality holds for some representation. The 
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construction of the space %’ is made as in the theory of square summable 
power series [ 11. 
If h(z) is a given element of 2, its unique minimal decomposition is 
obtained with f(z) as the element of X(A) obtained from h(z) under the 
adjoint of the inclusion of X(A) in X and with g(z) as the element of 
X(C) obtained from h(z) under the adjoint of multiplication by A(z) as a 
transformation of Y?(C) into 2. 
Assume that the minimal decomposition of an element h(z) of 2 is 
obtained withf(z) as the element of X(A) and with g(z) as the element of 
X(C). Then [h(z) -h(O)]/ z is an element of &? for which a decomposition 
is obtained with 
Cfb) -f(O)llz + CA(z) - A(O)1 g(O)/z 
as the element of X(A) and [g(z) -g(O)]/z as the element of X(C). It 
follows that the transformation which takes h(z) into [h[z] - h(O)]/z is 
bounded in 2. 
Since a bounded linear transformation of %? into X(A) is defined by tak- 
ing c into [A(z) -A(O)] C(O)c/z and since a bounded linear transfor- 
mation of %? into Y?(C) is defined by taking c into [C(z) - C(O)] c/z, a 
bounded linear transformation of W into 2(B) is defined by taking c into 
[B(z) - B(O)1 c/z 
= [A(z) - A(O)] C(0) c/z + A(z)[C(z) - C(O)] c/z. 
If the minimal decomposition of an element h(z) of 2 is obtained with 
f(z) as the element of .#(A) and g(z) as the element of X(C), then the 
identity 
W) =f(O) + 40) g(O) 
implies that h(0) depends continuously on h in the metric of X. 
This completes the verification that X=X(B) is a nodal Hilbert space 
of analytic functions with transfer function B(z) = A(z) C(z). 
Proof of Theorem 2. Let ,4(z) be the unique power series with operator 
coefftcients and with the given constant coefficient such that, for every vec- 
tor c, 
C&) - A(O)1 C(O) c/z 
is the element of 9 obtained from [B(z) -B(O)] c/z under the adjoint of 
the inclusion of 9 in S’(B). Define C(z) to be the unique power series with 
operator coefficients and with the given constant coefficient such that 
4zNC(z) - C(O)l/~ 
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is the element of 2 obtained from [B(z) - B(O)] c/z under the adjoint of the 
inclusion of 2? in X(B). 
The transformation of 9 into %? which takesf(z) intof(0) is continuous 
because the same transformation is continuous in X(B) and because the 
inclusion of B in 2(B) is continuous. Since the transformation which takes 
f(z) into [f(z) -f(oHl z IS continuous in the metric of 9, the space 9 is a 
nodal Hilbert space of analytic functions with transfer function A(z). 
Since A(O) is an invertible operator, a Hilbert space X of power series 
with vector coefficients exists such that multiplication by ,4(z) is an 
isometry of X onto 22. The transformation of 2 into %9 which takes S(z) 
intof(0) is continuous because the transformation is continuous in X(B), 
because the inclusion of 2 in X(B) is continuous, and because A(O) is an 
invertible operator. 
A bounded linear transformation of 59 into Y? is defined by taking c into 
[C(z) - C(O)] c/z because A(z)[C(z) - C(O)] c/z is always the element of 22 
obtained from [B(z) -B(O)] c/z under the adjoint of the inclusion of 2 
in X(B). 
Since the transformation which takes f(z) into [f(z)- 
B(z) B(O)-‘f(O)]/z is bounded in the metric of 2, a bounded linear trans- 
formation of 2 into itself is defined by taking f(z) into [f(z) - 
C(z) w-‘fmlz. s ince C(0) is an invertible operator, it follows that a 
bounded linear transformation of 2 into itself is defined by taking f(z) 
into Cf (z) -f (0)1/z. 
This completes the construction of nodal Hilbert spaces of analytic 
functions X(A) and P(C) with the desired product. Note that, for every 
vector c, the minimal decomposition of [B(z) -B(O)] c/z as an element of 
X(B) is obtained with [A(z) - A(O)] C(0) c/z as the element of X(A) and 
[C(z) - C(O)] c/z as the element of X(C). 
Proof of Theorem 3. Assume that f (z) is an element of X(B) and that 
f”(z) is the power series with vector coefficients uch that the identity 
c-f-(+) = (f(z), [B(z) - B(w)1 a- 4).@(B) 
holds for every vector c when w is sufficiently close to the origin. The 
theorem follows since the identity 
-c-B-(w)-‘f “(W) 
= <Nz)-‘f(z), C~(z)-‘-mJ-‘1 c/(z--w)L(s-~) 
holds for every element f(z) of X(B) when w is sufficiently close to the 
origin, 
Proof of Theorem 4. Since the extension space 9(B) of X(B) contains 
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no nonzero element (f(z), f”(z)) with f”(z) = 0, a Hilbert space c%? of 
power series with vector coefficients exists such that the transformation 
which takes (f(z),f”(z)) intof”( z is an isometry of 9(B) onto 2. The ) 
transformation which takes f(z) into f”(z) is an isometry of S(B) 
onto 2. 
Assume that the adjoint T* of the transformation T which takes f(z) 
into [f(z) -f(O)]/z in X(B) takes f(z) into g(z). Then the identity 
c-g”(W) = <g(z), cm) - B(w)1 c/b - Why,) 
holds for every vector c when w is sufficiently close to the origin. By the 
definition of the adjoint, the identity 
ccWg”(W)= (f(Z), {w[B(z)-B(w)] c/(z-w) 
- [B(z) - W)l C)lZ)ti”(B) 
= u-(Z)~ [B(z) - B(w)1 c/b - Whr(L?) 
- (f(z), [B(z)- B(O)1 w#(B) 
=c-f”(*)-c-f-(o) 
is satisfied. By the arbitrariness of c and w, the identity 
is satisfied. 
g”(z) = U--(z) -f”(O)llz 
This completes the verification that a bounded linear transformation of 
X into itself exists which takes f(z) into [f(z) -f(O)]/z. A bounded linear 
transformation of X into % is defined by takingf(z) intof(0) because the 
transformation of V into X(B) which takes c into [B(z) - B(O)] c/z is con- 
tinuous. 
Let k(z) be the unique power series with operator coefficients uch that 
k(z) c belongs to Z(B) for every vector c and such that the identity 
c-f(O) = <f(z), k(z) c)xw 
holds for every vector c. Let k-(z) be the unique power series with 
operator coefficients uch that (k(z) c, k”(z) c) belongs to 9(B) for every 
vector c. Since the identity 
b-k-(w) a= (k(z) a, C&)-B(w)1 Wz-4),,,, 
holds for all vectors a and b when w is sufficiently close to the origin, it 
follows that 
k”(z) = [B*(z) - B*(O)]/z. 
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It has been shown that a continuous transformation of V into X is 
defined by taking c into [B*(z) - B*(O)] c/z. The space 2 can therefore be 
considered a nodal Hilbert space of analytic functions with transfer 
function B*(z). The transformation which takes (f(z), g(z)) into 
(g(z),f(z)) is an isometry of the extension space 9(B) of X(B) onto the 
extension space 9(B*) of X(B*). 
Proof of Theorem 5. Assume that w is a complex number which lies 
inside a disk about the origin whose radius is the reciprocal of the bound of 
the transformation T which takes f(z) into [J(z) -S(O)]/z in Z(B). As in 
the theory of square summable power series [ 11, a bounded linear trans- 
formation T( 1 - wT)-’ of S(B) into itself is defined by taking f(z) into 
[f(z) -f(w)]&- w). And a bounded linear transformation of %? into 
X(B) is defined by taking c into [B(z) - B(w)] c/z - w). As in the theory 
of square summable power series, the observability of the factorization 
implies that the minimal decomposition of [B(z) - B(w)] c/(z - w) as an 
element of X(B) is obtained with [A(z) -A(w) J C(w) c/(z- w) as the 
element of %‘(A) and [C(z) - C(w)] c/(z- w) as the element of X(C) for 
every vector c. It follows that the identity 
c-h-‘(w)= c-g-(W) + c-C-(w)f-(w) 
holds whenever an element h(z) of Z(B) is decomposed withy(z) in X(A) 
and g(z) in sP( C). The desired identity is a consequence of the arbitrariness 
of c and w. 
Proof of Theorem 6. Assume that w is a complex number which lies 
inside of a disk about the origin whose radius is the reciprocal of the 
maximum of the bounds in &‘(A), X(B), and X(C) of the transformation 
which takes f(z) into [f(z) -f(O)]/z. Then [A(z) -A(w)] c/(z - w) 
belongs to Z’(A), [B(z) - B(w)] c/(z - w) belongs to X(B), and 
[C(z) - C(w)] c/(z - w) belongs to Z(C) for every vector c. The identity 
c-h-(w)=c-g-(w)+c-C-(w)f-(w) 
implies that the minimal decomposition of [B(z) - B(w)] c/(z - w) as an 
element of X’(B) is obtained with [A(z)-A(w)] C(w) c/(2-w) as the 
element of &‘(A) and with [C(z) - C(w)] c/(z- w) as the element of 
3fYC). 
One of the conditions for observability is met when w = 0. Since Y?(B) is 
assumed controllable, a dense set of elements of the space are obtained as 
finite linear combinations of elements of the form [B(z) - B(w)] c/(z - w). 
For the verification of the other observability condition, assume that the 
minimal decomposition of an element h(z) of X(B) is obtained withf(z) as 
409.'10W2-I1 
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the element of X(A) an g(z) as the element of X(C). It must be shown 
that the minimal decomposition of [h(z) - h(O)]/z is obtained with 
[f(z) -f(O)llz + CA(z) - 4O)l dO)/z 
as the element of &?(A) and [g(z) -g(O)]/z as the element of X(C). By 
linearity and continuity, it is sufficient o make the verilication in the case 
that 
h(z) = [B(z) - B(w)] c/(z - w) 
for some c and W, in which case 
f(z) = CA(z) -A(w)1 C(w) c/b - WI 
and 
g(z) = CC(z) - C(w)1 c/(z - w). 
The desired minimality is verified by the obvious computation. 
This completes the verification of observability of the factorization. The 
controllability of X(C) now follows from Theorem 5. 
Proof of Theorem 7. As in the proof of Theorem 5, the observability 
hypothesis implies that the minimal decomposition of [B(z) - B(w)] c/ 
(z-w) as an element of X(B) is obtained with [.4(z)- A(w)] C(w) c/ 
(z - w) as the element of X(A) and [C(z) - C(w)] c/(z - w) as the element 
of X(C) when w is sufficiently near the origin. If f(z) belongs to the 
overlapping space of X(A) with respect o P(C), then a decomposition of 
0 as an element of Z(B) is obtained with -A(z)f(z) as the element of 
S’(A) andf(z) as the element of X(C). It follows that the identity 
(&) f(z), [IA(z) - NW)1 C(w) c/b - WI )x(a) 
= (f(z)7 CC(z) - C(w)1 c/(z - W)>X(C) 
is satisfied. The identity can be written 
c-C-(w) g(W) = o-(z), CC(z) - C(w)1 c/b - 4)X(,), 
where g(z) is the unique power series with vector coefficients uch that 
(A(z)f(z), g(z)) belongs to 9(A). By the arbitrariness of c and w, 
C’(z) g(z) is the unique power series with vector coefficients such that 
(f(z), C*(z) g(z)) belongs to 9(C). It follows that (f(z), g(z)) belongs to 
the overlapping space of 9(A) with respect to 9(C) and that its norm in 
that space is equal to the norm off(z) in the overlapping space of X(A) 
with respect o 2(C). 
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Proof of Theorem 8. Since the spaces &‘(A), X(B), and X(C) are 
assumed controllable, they are properly related to their extension spaces 
9(A), 9(B), and 9(C). Use is made of the spaces %‘(A*), X(B*), and 
&‘( C*) constructed in Theorem 4. 
Since the factorization of X(B) is observable, an induced decomposition 
of 9(B) is given by Theorem 5. The overlapping space 9 of Z(A) with 
respect o X(C) is properly related to the overlapping space of 9(A) with 
respect to 9(C) by Theorem 7. Since the spaces are controllable, the 
overlapping space of X(C*) with respect o %(A*) is properly related to 
these other overlapping spaces. 
Since C(0) is an invertible operator and since the overlapping space of 
X(C*) with respect to Z(A*) is invariant under the difference-quotient 
transformation, its image in X(C*) is invariant under the perturbed 
difference-quotient transformation which takes f(z) into 
[f(z) - c*(z) c*(o)-‘f (0)1/z. S’ mce perturbed difference-quotient trans- 
formations are well behaved in extension spaces by Theorem 3, the 
overlapping space of X(A) with respect to X(C) is invariant under 
the adjoint of the transformation which takes f(z) into 
[f(z) - C(z) C(O))’ f (O)]/z in X(C). When this adjoint takes g(z) into 
h(z), then the adjoint of the difference-quotient transformation in 2’(A) 
takes ,4(z) g(z) into A(z)h(z). 
Let 1 be any nonzero number such that the transformation which takes 
f(z) into Xf (z) -f VW z is contractive in H(A) and the transformation 
which takes f (z) into A[f (z) - C(z) C(0) ~ r f (O)]/z is contractive in X(C). 
The complementary space A to $P in Z(C) is the set of elements f (z) of 
X(C) such that 
is finite, where the least upper bound is taken over all elements g(z) of 2. 
It will be shown that the transformation which takes f (z) into 
A[f (z) - C(z) w-‘f(w~ 
is contractive inA. 
If f (z) belongs to A, then the inequality 
IlXf(z)- C(z) c(v’fwl/4l.‘, 
6 supCllf(z) + Wll>,c, - lWN2, 
+ IL+) WI&,,- II&k(4ll~,(,,l 
is satisfied, where the least upper bound is taken over all elements g(z) of 
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9 and where h(z) is always the element of 9 obtained from g(z) under the 
adjoint of the transformation which takes u(z) into 
A[u(z) - C(z) C(O)-’ u(O)]/z 
in X(C). Since the inequality 
114) wll.aq.4, G II‘+) &llHL4, 
is satisfied, it follows that 
llwIz)- C(z) w-‘f(w& f Ilf(z)ll”fv~ 
The desired spaces X(Q) and X(C- ) are now given by Theorem 2 with 
Q(0) = 1 and C-(O) = C(0). The desired spaces X(P) and X(A -) are 
obtained by a similar argument with inverse spaces when A(O) is invertible. 
Proof of Theorem 9. If 
h(z) =&f(z) + fd4 
for elements f(z) of %‘(A -) and g(z) of X(A +), then g(z) admits a 
minimal decomposition 
g(z) = u(z) + ‘0) u(z) 
with U(Z) as the element of X(A) and u(z) as the element of Z(Q). Since 
the inequality 
IV(z) + A(z) 4mfq,4) 6 Ilf(z)ll~(,~,+ Il~mP(Q, 
is satisfied, it follows that 
ll4z)ll%,,, G IIf + 4) 4Z)llf(,, + 4 IMz)ll&4) 
a Ilf(z)llE(A~)+t IIwllX(,)+f lIWl>(Q, 
Gf IIs(z)ll3,,~,+4 IIg(z)ll&4+). 
Any given element g(z) of #(A +) admits a decomposition 
g(z) =f(z) + A-(z) 4z) + A(z) u(z) 
for an element f(z) of %(A -), an element U(Z) of X(P), and an element 
u(z) of X(Q) such that 
Il&)II&4+,= IIf + A -(z) 4zN&4) + llWIIX(Q, 
and such that 
Ilf(z)+L(z) wl2,(,)= Ilf(z)llL(L)+ lbwl%,P~~ 
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Define X(PQ) to be the product space 
XVQ) = x(P) x x(Q). 
and 
II&)ll&4+) G Ilf(Z)ll$yA~) + lb(z) + P(z) WI&Q) 
II+) + P(z) wl:(pQ) 6 llwlla,,, + Ilu(z $(Q,? 
where U(Z) = P(z) u(z) and 
Il44ll.w”(P) = Ilwll2fcQ)~ 
equality holds in both equalities. If 
&I = tm + t&L 
then 
llWll&4, = t lIfmeyA-)+1 IIdz)lla,,4+,. 
This minimal convex decomposition has been obtained for a dense set of 
elements h(z) of X(A). The same conclusion follows by linearity and con- 
tinuity for every element h(z) of X(A). 
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