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Abstract
We prove two rigidity theorems for maps between Riemannian manifolds.
First, we prove that a Lipschitz map f : M → N between two oriented Rieman-
nianmanifolds, whosedifferential is almost everywhere anorientation-preserving
isometry, is an isometric immersion. This theorem was previously proved using
regularity theory for conformal maps; we give a new, simple proof, by general-
izing the Piola identity for the cofactor operator. Second, we prove that if there
exists a sequence of mapping fn : M → N, whose differentials converge in Lp to
the set of orientation-preserving isometries, then there exists a subsequence con-
verging to an isometric immersion. These results are generalizations of celebrated
rigidity theorems by Liouville (1850) and Reshetnyak (1967) from Euclidean to
Riemannian settings. Finally, we describe applications of these theorems to non-
Euclidean elasticity and to convergence notions of manifolds.
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1 Introduction, main results and applications
In 1850, Liouville proved a celebrated rigidity theorem for conformal mappings
[Lio50]. An important corollary of Liouville’s theorem is that a sufficiently smooth
mapping f : Ω ⊂ Rd → Rd that is everywhere a local isometry must be a global
isometry. Specifically, if f ∈ C1(Ω;Rd) satisfies d f ∈ SO(d) everywhere, then f is an
affine function, i.e., an isometric embedding of Ω into Rd.
While from a modern perspective it seems rather trivial, Liouville’s rigidity theorem
was generalized in various highly non-trivial directions. One such direction is con-
cernedwith the regularity requirements on f . As it turns out, it suffices to require that
f be Lipschitz continuouswith d f ∈ SO(d) almost everywhere (by Rademacher’s theo-
rem, Lipschitz continuous functions are a.e. differentiable). Indeed, any differentiable
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map f satisfies (a weak form of)
div cof d f = 0, (1.1)
where cof d f is the cofactor matrix, and the divergence operates row-wise [Eva98,
Chapter 8.1.4.b.]; in the context of elasticity theory, identity (1.1) is known as the Piola
identity [Cia88, Section 1.7]. If d f ∈ SO(d), then d f = cof d f . The Piola identity (1.1)
then implies that f is weakly-harmonic, hence byWeyl’s lemma, f is smooth [Res67a];
for a more complete survey on regularity see [Lor13].
Another type of generalization is due to Reshetnyak [Res67b]. It is concerned with
sequences of mappings fn : Ω→ Rd that are asymptotically locally rigid in an average
sense. Specifically,
Let Ω ⊂ Rd be an open, connected, bounded domain, and let 1 ≤ p < ∞. If
fn ∈ W1,p(Ω;Rd) satisfy
∫
Ω
fn dx = 0 and
lim
n→∞
∫
Ω
distp(d fn, SO(d)) dx = 0,
then fn has a subsequence converging in the strong W
1,p(Ω;Rd) topology to an
affine mapping.
Here, dist(d f , SO(d)) : Ω → R is a measure of local distortion of f . Liouville’s
theorem (for Lipschitz mappings) states that if this local distortion vanishes almost
everywhere, then f is an isometric embedding. Reshetnyak’s theorem states that a
sequence of mappings for which the Lp-norm of the local distortion tends to zero,
converges (modulo a subsequence) to an isometric embedding. There exist many
other generalizations of these rigidity theorems, for conformal mappings, multi-well
potentials and so on, but they are farther away from the context of this paper.
1.1 Liouville’s theorem and the Piola identity for Riemannian man-
ifolds
This paper is concerned with generalizations of Liouville’s and Reshetnyak’s theo-
rems for mappings between Riemannian manifolds. In this sense, it deals with a
rigidity of Riemannian manifolds. We note that in the literature, the term ”rigidity
of manifolds” may refers to many other things, e.g., questions of boundary rigidity
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and inverse problems on manifolds (see for example the survey [Cro04]), or rigidity
of submanifolds [Spi99, Chapter 12]; the rigidity results presented in this paper are of
a different nature.
Throughout thispaper, (M, g) and (N, h) are compact, connected, oriented d-dimensional
Riemannianmanifolds (possibly with aC1 boundary). The role of SO(d) is nowplayed
by SO(gx, hy)—the set of orientation preserving transformations TxM → TyN (which
by a choice of positively-oriented orthonormal frames, can be identified with SO(d)).
Liouville’s theorem for smooth mappings has a well-known generalization for mani-
folds:
Let f ∈ C1(M;N) satisfy d f ∈ SO(g, f ∗h) everywhere in M. Then, f is smooth
and rigid, in the sense that every x ∈ M has a neighborhood Ux in which
f = expNf (x) ◦d fx ◦ (expMx )−1.
Here, expM and expN are the respective exponential maps in M and N; for x ∈ M,
SO(g, f ∗h)x = SO(gx, h f (x)). The generalization of Liouville’s theorem for smooth map-
pings states that a Riemannian isometry can be (locally) factorized via the mapping
f (x) and its derivative d fx at a single point.
A first natural question is whether this generalization of Liouville’s theorem holds if
f is assumed less regular. Namely:
Theorem 1.1 (Liouville’s rigidity for Lipschitz functions) Let f ∈ W1,∞(M;N) satisfy d f ∈
SO(g, f ∗h) almost everywhere. Then f is smooth, hence a smooth isometric immersion.
This theorem was proved, in the wider context of the regularity of conformal maps
[Res78, Res94, LS14] (see also [Har58, CH70, Tay06] for other results on the regularity
of isometries). The techniques used in these references are rather different from
the simple argument based on the Piola identity (1.1) and harmonicity in Euclidean
space. Our first result is a new and simple proof to Theorem 1.1, that builds upon
those very same arguments. We first prove a Riemannian version of the Piola identity
(Proposition 2.10):
δ∇Cof dϕ = 0 (1.2)
valid for everyϕ ∈ C2(M;N), where δ∇ is the co-differential inducedby theRiemannian
connection on ϕ∗TN, and Cof is an intrinsic cofactor operator (see Section 2.1, and
Section 2.5 for an expression in local coordinates). We then prove a weak version of
(1.2), by embedding N isometrically into a Euclidean space of higher dimension:
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Theorem 1.2 [Piola identity, weak formulation] Let f ∈ W1,p(M;N)where p ≥ 2(d−1) (p > 2
if d = 2). Let ι : N → RD be an isometric embedding of N in RD with second fundamental
form A. Then, for every ξ ∈ W1,2
0
(M;RD) ∩ L∞(M;RD),∫
M
〈
f ∗dι ◦ Cof d f ,∇ξ〉
g,e dVolg =
∫
M
〈
trg f
∗A(Cof d f , d f ), ξ
〉
e
dVolg, (1.3)
where e is the Euclidean metric on RD. ∇ξ is the trivial connection ∇M×RD on the bundle
M ×RD. In other words, it is just a componentwise-differentiation.
Since d f ∈ SO(g, f ∗h) implies Cof d f = d f (Corollary 2.4 below), we obtain the follow-
ing corollary, from which Theorem 1.1 follows immediately:
Corollary 1.3 (A.e. local isometries are harmonic) Let f ∈ W1,∞(M;N) satisfy d f ∈ SO(g, f ∗h)
almost everywhere. Then, f is weakly-harmonic in the sense of [He´l02]:∫
M
〈
d(ι ◦ f ),∇ξ〉
g,e dVolg =
∫
M
〈
trg f
∗A(d f , d f ), ξ
〉
e
dVolg, (1.4)
for all ξ ∈ W1,2
0
(M;RD)∩L∞(M;RD). In particular, by the regularity theorem for continuous,
weakly-harmonic mappings [He´l02, Theorem 1.5.1], f is smooth.
The combination of intrinsic and extrinsic approaches is essential to our approach:
on the one hand, the Piola identity cannot be formulated for mappings Md → RD,
d < D, at least in a way by which the harmonicity of f can be deduced. On the
other hand, it is not clear how to formulate a weak form of this identity without an
isometric embedding into a Euclidean space, which naturally embeds T∗M ⊗ f ∗TN
into a (smooth) vector bundle T∗M ⊗RD independent of f .
We note that the Piola identity is of importance beyond the present context, as a
fundamental identity in elasticity theory, see e.g. [Cia88, Section 1.7] and [MH83,
Chapter 1.7]. A generalization of the Piola identity to manifolds appears in [MH83,
Chapter 1, Theorem 7.20], however, its formulation is slightly different from ours;
it is not stated in the language of vector-valued forms and their exterior derivatives,
which is the formulation needed here. Also, it lacks aweak version, and its coordinate
formulation is wrong (a correct one is given in Section 2.5).
1.2 Reshetnyak’s theorem for Riemannian manifolds
A second natural question is whether a generalization of Reshetnyak’s theorem can
be established for mappings between manifolds. Suppose thatM can be mapped into
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Nwith arbitrarily small mean local distortion. Can one deduce thatM is isometrically
immersible inN? Moreover, suppose that those mappings are diffeomorphisms. Can
one deduce thatM and N are isometric?
Ourmain result is a generalization of Reshetnyak’s theorem,which answers positively
all of these questions:
Theorem 1.4 Let (M, g) and (N, h) be compact, oriented, d-dimensional Riemannianmanifolds
withC1 boundary. Let1 ≤ p < ∞ and let fn ∈ W1,p(M;N) be a sequence ofmappings satisfying
dist(d fn, SO(g, f
∗
nh))→ 0 in Lp(M). (1.5)
Then,M can be immersed isometrically intoN, and there exists a subsequence of fn converging
in W1,p(M;N) to a smooth isometric immersion f : M → N.
Moreover, if fn(∂M) ⊂ ∂N and VolgM = VolhN, then M and N are isometric and f is an
isometry. In particular, these conditions hold if fn are diffeomorphisms.
Before giving a sketch of the proof, we explain how we measure the distance of d f
from SO(g, f ∗h) for a given mapping f : M → N. Recall that for x ∈ M, SO(g, f ∗h)x =
SO(gx, h f (x)); the Riemannian metrics on M,N induce an inner-product on T∗xM ⊗
T f (x)N ≃ Hom(TxM,T f (x)N). We measure the distance d fx from SO(g, f ∗h)x using the
distance induced by this inner product.
Fixing orthonormal frames in TxM and T f (x)N, this reduces to the standard Euclidean
distance from SO(d); an expression in local coordinates can be obtained as follows: fix
local coordinates at M at x and at N at f (x). Denote by g, h the coordinate represen-
tations of the Riemannian metrics and by
√
g,
√
h their unique symmetric positive-
definite square roots. Then,
√
g ∈ SO(g, e) and √h ∈ SO(h, e). A straightforward
calculation shows that,
dist(d f , SO(g, f ∗h))|x = dist
(√
h( f (x)) ◦ d f (x) ◦
√
g−1(x), SO(d)
)
,
where on the right-hand side we use the standard Euclidean distance between matri-
ces. Note that this expression is valid at x; it can be extended to a neighborhood of x
only if f is ”localizable”, see [LS14] (for example if f is continuous), not necessarily
for every f ∈ W1,p(M;N).
Sketch of proof We present a rough sketch of the proof, emphasizing its main ideas;
applications of the theorem are discussed farther below.
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As a starting point, note the following well-known linear algebraic fact: A ∈ SO(d)
if and only if detA = 1 and cofA = A, where cofA is the cofactor matrix of A, i.e.,
the transpose of its adjugate. This fact can be reformulated for mappings between
manifolds: d f ∈ SO(g, f ∗h) if and only if Det d f = 1 and Cof d f = d f , where Det and
Cof are intrinsic determinant and cofactor operators (see Section 2.1 for details).
The assumptions on the sequence ( fn) imply that it is precompact in the weak W
1,p-
topology. However, the direct method of the calculus of variations cannot be used to
deduce that a limit function f is an isometric immersion, since the functional (1.9) is
not lower-semicontinuous with respect to the weakW1,p-topology. Instead, we follow
the ideas behind the proof of [JK89] to Reshetnyak’s (Euclidean) rigidity theorem; we
use Young measures to show that any weak limit f of ( fn) must satisfy Det d f = 1 and
Cof d f = d f a.e., hence d f ∈ SO(g, f ∗h) a.e.
The generalization of [JK89] is not straightforward. The fundamental theorem of
Young measures applies to sequences of vector-valued functions. A generalization
of this theory to sections of a fixed vector bundle is relatively straightforward (see
Section 3.1 for details). In our case, however, d fn is a section of T
∗M⊗ f ∗nTN, i.e., every
d fn is a section of a different vector bundle. Trying to overcome this difficulty by the
standard procedure of embeddingN isometrically into a high-dimensional Euclidean
space RD (so that all d fn become sections of the same vector bundle T
∗M ⊗RD) does
not solve the problem, because information about orientation is lost (as discussed
below, Theorem 1.4 does not hold if SO(g, f ∗nh) is replaced by O(g, f
∗
nh)). This difficulty
is overcome by a combination of extrinsic (embedded) and intrinsic (local) treatments
of N in different parts of the argument.
In addition, this generalization of [JK89] only works for p > d, otherwise Det d fn 6⇀
Det d f , and even worse, the use of local coordinates in the intrinsic analysis is im-
possible. To encompass the case 1 ≤ p ≤ d, we use a truncation argument from
[FJM02, LP11], adapted to our setting.
Having obtained that d f ∈ SO(g, f ∗h) a.e., we use Theorem 1.1 to obtain that f is a
smooth isometric immersion. The proof of Theorem 1.4 is completed by showing that
fn → f in the strong (rather than weak) W1,p(M;N) topology (using Young measures
again). This stronger convergence, along with the conditions that fn(∂M) ⊂ ∂N and
VolgM = VolhN, imply that f is an isometry. Note that this last part has no equivalence
in the Euclidean version of Reshetnyak’s theorem.
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1.3 Applications
We present two applications of Theorem 1.4. The first is in the field of non-Euclidean
elasticity (alsoknownas incompatible elasticity),which is a branchofnon-linear elasticity
concerned with elastic bodies that do not have a reference configuration, i.e., a stress-
free state. Such bodies are typically modeled as Riemannian manifolds (M, g), and
the ambient space is another manifold (N, h) of the same dimension. A body does not
have a reference configuration if (M, g) cannot be isometrically embedded in (N, h). For
example, if g is non-flat andN = Rd,M does not have a reference configuration. Such
“intrinsically curved” elastic bodies are very common inmany physical and biological
models, usually due tomaterial defects or inhomogeneous shrinkage or growth; these
change the equilibrium distances between adjacent material points, resulting in an
intrinsic non-Euclideangeometry. The ambient spacemaybe curved if the elastic body
is constrained to some curved space, or in general relativistic applications. Recent
examples for non-Euclidean elastic problems in the physics literature can be found
in [KES07, SRS07, ESK09, OY09, KVS11, DCG+13, ESK13, Efr15, AKM+16], and in the
mathematical literature in [LP11, KS12, LRR17, BLS16, ALL17, KOS17, Olb17, KO18]
(this is by no means a comprehensive list).
The elastic energy associated with a configuration f : M → N,
EM,N( f ) =
∫
M
W(d f ) dVolg (1.6)
is model-dependent, however it typically admits a lower bound
W(d f ) ≥ Cdistp(d f , SO(g, f ∗h)) (1.7)
for some exponent p ≥ 1 (usually p = 2), and C > 0.
A natural question in this context is whether a “geometric incompatibility”—that the
body manifold cannot be isometrically immersed in the space manifold (i.e., the lack
of a reference configuration)—is equivalent to an “energetic incompatibility”—that
the elastic energy is bounded away from zero. An immediate corollary of Theorem 1.4
answers this affirmatively:
Corollary 1.5 LetM be a compact d-dimensional manifold with boundary, and letN be either
R
d, or a compact d-dimensional manifold with boundary. IfM is not isometrically immersible
in N, then
inf
f∈W1,p(M;N)
EM,N( f ) > 0
whenever EM,N satisfies (1.7) for some p ≥ 1.
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For N = Rd, this result was obtained in [LP11, Theorem 2.2] using different methods.
A second application of Theorem 1.4 is concerned with notions of convergence of
Riemannian manifolds that arise in the study of homogenization of defects [KM15,
KM16b] and in structural stability of non-Euclidean elasticity [KM16a]. A sequence
of Riemannian manifolds (Mn, gn) converges to a Riemannian manifold (M, g) if (up
to some additional assumptions) there exist diffeomorphisms Fn : M → Mn, such that
dist(dFn, SO(g, F
∗
ngn)) → 0 in Lp(M),
and similarly for F−1n (in other words, if the infimum elastic energy between Mn and
M vanishes asymptotically). However, in these works additional assumptions were
made in order to guarantee the well-definiteness of the limit, that is, its independence
on the choice of Fn. In Section 4 we show that Theorem 1.4 implies that such a notion
of convergence is well-defined for p large enough, without any further assumptions.
Moreover, we present some examples, showing that this notion of metric convergence
can be substantially different from Gromov–Hausdorff convergence.
The role of orientation Liouville’s theorem for smooth mappings holds if SO(g, f ∗h)
is replaced with O(g, f ∗h): indeed, a C1(M;N) mapping, which is everywhere a local
isometry, is either globally orientation-preserving or globally orientation-reversing,
which is equivalent in either case to the differential being in SO(g, f ∗h). However,
both for Lipschitz mappings, and for asymptotically-rigid mappings, Liouville’s and
Reshtnyak’s theorems do not hold if SO(g, f ∗h) is replaced with O(g, f ∗h) (even in a
Euclidean setting, as exemplified by the map x 7→ |x| on the real line).
The reason for the breakdown of both rigidity theorems is the following: maps
whose differentials switch between the two connected components of O(g, f ∗h) can be
highly irregular, since O(g, f ∗h) is rank-one connected. For example, it was proved
in [Gro86], using methods of convex integration, that given an arbitrary metric g on
the d-dimensional closed disc Dd, there exists a mapping f ∈ W1,∞(Dd,Rd), such that
f⋆e = g a.e. (i.e., d f ∈ O(g, e) a.e.); see also [LP11, Remark 2.1]. It follows that a
functional such as
f 7→
∫
M
|g − f ∗h|p dVolg, (1.8)
which does not account for orientation, is not a good measure of distortion, even
though at first sight, it might seem more natural than
f 7→
∫
M
distp(d f , SO(g, f ∗h)) dVolg. (1.9)
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These difficulties only arise when mappings can switch orientations; the results of
this paper hold if SO(g, f ∗h) in (1.9) is replaced with O(g, f ∗h) or with (1.8), but the
mappings are restricted to (local) diffeomorphisms.
Open questions
1. A discussion of generalizations of Liouville’s rigidity theorem cannot be com-
plete without mentioning the far-reaching result of [FJM02], which is a quanti-
tative version of Reshetnyak’s theorem:
Let Ω ⊂ Rd be an open, connected Lipschitz domain, and let 1 < p < ∞.
Then, there exists a constant C > 0 such that for every f ∈ W1,p(Ω;Rd) there
exists an affine map f˜ such that
‖ f − f˜ ‖p
W1,p(Ω;Rd)
≤ C
∫
Ω
distp(d f , SO(d)) dx.
This theorem has been generalized in various ways, see e.g. [Lor16, CM16]
and the references therein. All these generalizations are in Euclidean settings.
A natural question is whether this theorem can be generalized to mappings
between Riemannian manifolds.
2. While the results of this paper imply that for M not isometrically immersible
into N,
inf
f∈W1,p(M;N)
∫
M
dist
p
(g, f ∗h)(d f , SO(g, f
∗h)) dVolg > 0,
they do not provide an estimate on how large this infimum is. Since the local
obstruction to isometric immersibility canbe related to amismatch of curvatures,
one would expect curvature-dependent lower bounds. Some results in this
direction exist for N = Rd [KS12], and some asymptotics for thin manifolds
appear in [BLS16, LRR17, MS], however, the general picture is still widely open.
3. In this paper, we assume for simplicity that the Riemannian metrics g and h are
smooth; all the results hold for metrics of class C1,α. It is of interest whether
our results can be extended to less regular metrics including singularities. In
the context of the convergence of manifolds presented in Section 4, an impor-
tant example is the convergence of locally-flat surfaces with conic singularities
[KM16b, KM16a]. The uniqueness of the limit in such cases is yet to be estab-
lished.
10
Structure of this paper In Section 2 we define the intrinsic notions of determinant
and cofactor used throughout the paper, and state their important properties (for com-
pleteness, some properties whose proofs are more difficult to find in this generality
are proven in the appendix). We then prove the strong and weak formulations of the
Piola identity. In Section 3, we prove the generalization of Reshetnyak’s asymptotic
rigidity theorem for mappings between Riemannianmanifolds (Theorem 1.4). In Sec-
tion 4, we present the above-mentioned application of Theorem 1.4 to the convergence
of manifolds.
2 The Piola identity for Riemannian manifolds
In this section, we derive the strong and weak formulations of the Piola identity
between general Riemannian manifolds (Proposition 2.10 and Theorem 1.2). We
start by defining determinant and cofactor operators between general oriented inner-
product spaces (Section 2.1). Given these definitions, one can prove the strong Piola
identity (1.2) by a direct calculation in local coordinates, or using vector-valued forms;
both of these proofs involve lengthy calculations, and are not very illuminating. Here
we take a more conceptual route, showing that the Piola identity is in fact the Euler-
Lagrange equation of a null-Lagrangian (Sections 2.2 and 2.3). After deriving in
Section 2.4 a weak form of the Piola identity, we formulate, for completeness, in
Section 2.5 both forms of the Piola identity in local coordinates.
2.1 Intrinsic determinant and cofactor
Definition 2.1 (determinant) Let V andW be d-dimensional, oriented, inner-product spaces.
Let ⋆k
V
: Λk(V) → Λd−k(V) and ⋆kW : Λk(W) → Λd−k(W) be their respective Hodge-dual
operators. Let A ∈ Hom(V,W). The determinant of A, DetA ∈ R, is defined by
DetA := ⋆dW ◦
∧d
A ◦ ⋆0V,
where
∧dA = A ∧ . . . ∧ A, d times, and we identify∧0V ≃ ∧0W ≃ R.
This definition of the determinant matches the definition of the determinant of the
matrix representing A with respect to any positively-oriented orthonormal bases of
V and W. In particular, let (M, g) and (N, h) be oriented d-dimensional Riemannian
manifolds. We denote by ⋆k
M
: Λk(TM) → Λd−k(TM) and ⋆kN : Λk(TN) → Λd−k(TN)
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the Hodge-dual operators of the tangent bundles (note that the Hodge-dual in Rie-
mannian settings usually applies to the exterior algebra of the cotangent bundle). Let
f : M → N be a differentiable mapping. Then,
Det d f = ⋆d
N
◦
∧d
d f ◦ ⋆0
M
=
f⋆dVolh
dVolg
.
The last equality, as some other properties of the determinant are detailed in Ap-
pendix B.
Definition 2.2 (cofactor operator) Let V and W be d-dimensional, oriented, inner-product
spaces. Let A ∈ Hom(V,W). The cofactor of A, CofA ∈ Hom(V,W), is defined by
CofA := (−1)d−1 ⋆d−1W ◦
∧d−1
A ◦ ⋆1V,
where we identify
∧1V ≃ V and∧1W ≃ W.
Properties of the cofactor are presented in Appendix B. In particular, we prove the fol-
lowing identity, which is an intrinsic version of well-known properties of the matrix-
cofactor:
DetA IdV = A
T ◦ CofA = (CofA)T ◦ A.
An immediate corollary is:
Corollary 2.3 Let V and W be d-dimensional, oriented, inner-product spaces. Let A ∈
Hom(V,W). Then A ∈ SO(V,W) if and only if DetA = 1 and CofA = A.
In the context of differentiable mappings, f : M → N, Corollary 2.3 implies that
Corollary 2.4 Let (M, g) and (N, h) be oriented d-dimensional manifolds. Then,
d f ∈ SO(g, f ∗h)
if and only if
Det d f = 1 and Cof d f = d f .
Remark:
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1. For d > 2, it can easily be checked that A ∈ SO(V,W) if and only if CofA =
A , 0 (the condition on the determinant is satisfied automatically). For d = 2,
Cof : Hom(V,W) → Hom(V,W) is a linear operator; the set {CofA = A} is a
linear subspace, consisting of all weakly conformal maps, i.e. the maps λR
for λ ≥ 0 and R ∈ SO(V,W). Therefore, we can apply Theorem 1.2 in two
dimensions to weakly conformal maps, rather than to isometries, resulting in
an equivalent of Corollary 1.3 for weakly conformal maps: Let f ∈ W1,p(M;N),
dimM = dimN = 2 and let p > 2. If d f is a weakly conformal map a.e., then f
is weakly-harmonic, and in particular smooth. This is a known result [HW08,
Section 2.2, Example 11], [LS14]; we mention it here as another example of the
usefulness of the Riemannian version of Piola’s identity.
2. The characterization of isometries through cofactors (Corollary 2.3) and the role
of dimension can be illuminated by the following simple heuristic: CofAdefines
the action of A on (d−1)-dimensional parallelepipeds, i.e., it determines volume
changes of (d − 1)-dimensional shapes, whereas, A determines volume changes
of 1-dimensional shapes (lengths). When d − 1 , 1, the condition CofA = A
implies that metric changes in two different dimensions are fully correlated,
which is a rigidity constraint, forcing A to be either trivial, or an isometry (cf.
rd−1 = r if and only if r = 0 or r = 1).
2.2 Null-Lagrangians
A functional E is a null-Lagrangian if every smooth map is a critical point of E, with
respect to variations that do not alter the boundary.
Lemma 2.5 Let M,N be smooth manifolds of dimensions m, n respectively, M compact and
oriented (M and N can both have boundaries). Let ω ∈ Ωm(N) be closed. Let f0, f1 : M → N
be smooth maps which are homotopic relative to ∂M. Then∫
M
f ∗0ω =
∫
M
f ∗1ω.
Proof : Let F : M × I → N be a smooth homotopy between f0 and f1 relative to ∂M,
i.e. ft|∂M = f0|∂M for every t. Since d commutes with pullbacks, Stokes theorem implies
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that
0 =
∫
M×I
F∗dω =
∫
M×I
dF∗ω =
∫
∂(M×I)
F∗ω
=
∫
M×{1}
F∗ω −
∫
M×{0}
F∗ω +
∫
∂M×(0,1)
F∗ω
=
∫
M
f ∗1ω −
∫
M
f ∗0ω,
where
∫
∂M×(0,1) F
∗ω = 0 follows from the fact the homotopy respects the boundary,
hence, the restriction of F∗ω to ∂M × (0, 1) is identically zero. ■
Corollary 2.6 (Pullbacks of closed forms are null Lagrangians) Let M,N and ω be as in
Lemma 2.5. Let E : C∞(M,N) → R be defined by E( f ) =
∫
M
f ∗ω. Then E is a null-
Lagrangian.
Proof : Let ft : M → N be a smooth variation relative to ∂M of f0 = f . By Lemma 2.5,
E( ft) = E( f0), so E( ft) is constant. ■
In the case where n = m, every m-form on N, and in particular the volume form, is
closed. Hence:
Corollary 2.7 Let M and N be d-dimensional, smooth, oriented Riemannian manifolds, with
M compact; Then, the functional E : C∞(M,N) → R defined by
E( f ) =
∫
M
f ∗dVolh =
∫
M
Det d f dVolg (2.1)
is a null-Lagrangian.
Remark: We limited the formulation of all the statements in this section to compact
domains for simplicity. If the domain is non-compact, we need to restrict the discus-
sion to compactly-supported variations, and consider the restriction of the functionals
to compact subsets ofM.
2.3 Strong formulation of the Piola identity
In this section, we calculate the Euler-Lagrange equation of the Jacobian functional
(2.1). For this, we first need to define the coderivative for vector-valued forms.
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Let (M, g) be a d-dimensional oriented Riemannianmanifold. Let E be a vector bundle
overM (of arbitrary rank n), endowedwith a Riemannianmetric h and a metric affine
connection ∇E. We denote by Ω1(M;E) = Γ(T∗M ⊗ E) the space of 1-forms on M with
values in E. The metrics onM and E induce a metric on Ω1(M;E), denoted 〈·, ·〉g,h.
Definition 2.8 The coderivative,
δ∇E : Ω
1(M;E)→ Ω0(M;E) ≃ Γ(E)
is the adjoint of the connection ∇E with respect to the metric 〈·, ·〉g,h. That is, it is defined by
the relation ∫
M
〈
σ, δ∇Eρ
〉
g,h dVolg =
∫
M
〈
∇Eσ, ρ
〉
g,h
dVolg,
for all ρ ∈ Ω1(M;E) and compactly-supported σ ∈ Γ(E).
Remark: There exist various explicit formulas for δ∇E , which we do not mention since
they are not used in this work.
We shall use the coderivative in the following specific setting: Let f : M → N be
smooth. Its differential is a section d f ∈ Γ(T∗M ⊗ f ∗TN) = Ω1(M; f ∗TN). Set E = f ∗TN
and ∇E = ∇ f ∗TN. Note that Cof d f ∈ Ω1(M; f ∗TN) is of the same type as d f . Hence,
δ∇ f ∗TNd f and δ∇ f ∗TN Cof d f are well-defined according to Definition 2.8.
Lemma 2.9 Let M and N be d-dimensional, smooth, oriented Riemannian manifolds; The
Euler-Lagrange equation of
E( f ) =
∫
M
f ∗dVolh =
∫
M
Det d f dVolg (2.2)
is δ∇ f ∗TN Cof d f = 0
We prove Lemma 2.9 below. Combining Corollary 2.7 and Lemma 2.9 we deduce:
Proposition 2.10 (Piola identity, intrinsic strong formulation) Let (M, g) and (N, h) be ori-
ented, d-dimensional Riemannian manifolds. Let f ∈ C∞(M,N). Then,
δ∇ f ∗TN Cof d f = 0.
Equivalently, for every compactly supported χ ∈ Γ( f ∗TN),∫
M
〈
Cof d f ,∇ f ∗TNχ
〉
g,h
dVolg = 0. (2.3)
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Note that this formulation of the Piola identity does not require embedding the target
space into a larger Euclidean space. In this sense, it is intrinsic. Note also that we do
not require here that the manifolds be compact.
Deriving the Euler-Lagrange equation of the Jacobian functional (2.2) essentially
amounts to the differentiation of the determinant of a bundle morphism. It is well-
known that the cofactor matrix is the gradient of the determinant. We need the
following generalized version of this fact in the setting of morphisms between Rie-
mannian vector bundles, whose proof appears in Section B.1:
Lemma 2.11 Let E and F be oriented vector bundles of rank d over a smooth manifold M,
equipped with smooth metrics and metric-compatible connections. Let A : E → F be a smooth
bundle map. Then, for every V ∈ Γ(TM)
d(DetA)(V) = 〈CofA,∇VA〉E,F ,
where DetA,CofA are as defined in 2.1 and 2.2, using the metrics and orientations on E, F,
and ∇A is the induced tensor product connection on E∗ ⊗ F induced by the connections on
E, F.
Proof of Lemma 2.9: Let φ : M → N be a smooth map, and let V ∈ Γ
(
φ∗ (TN)
)
. Let
φt : M → N be a smooth variation which is constant on ∂M such that φ0 = φ and
∂φt
∂t
∣∣∣∣
t=0
= V. Our goal is to prove that
d
dt
E
(
φt
)∣∣∣∣∣
t=0
=
∫
M
〈
δ∇φ∗TN
(
Cof dφ
)
,V
〉
φ∗TN
dVolg.
Denote by ψ : M× I → N the map ψ(p, t) = φt
(
p
)
. Let P : M× I → M be the projection
P(p, t) = p. Consider the following vector bundles overM × I:
1. (P∗ (TM))∗  P∗ (T∗M). Its fiber over (p, t) is T∗pM.
2. ψ∗ (TN). Its fiber over (p, t) is Tφt(p)N.
Note that
(
dφt
)
p
: TpM → Tφt(p)N, i.e.
(
dφt
)
p
∈ T∗pM ⊗ Tφt(p)N. Running over all the
pairs (p, t) ∈ M × I we obtain a section of the vector bundleW := (P∗ (TM))∗ ⊗ ψ∗ (TN).
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Now,
d
dt
E
(
φt
)∣∣∣∣∣
t=0
=
∫
M
d
dt
Det(dφt)
∣∣∣∣∣
t=0
dVolg
(∗)
=
∫
M
〈
Cof(dφt),∇W∂
∂t
dφt
〉
P∗(TM),ψ∗(TN)
∣∣∣∣∣
t=0
dVolg
+
∫
M
〈
Cof dφ, ∇W∂
∂t
dφt
∣∣∣∣
t=0
〉
TM,φ∗TN
dVolg,
(2.4)
where equality (∗) follows from an application of Lemma 2.11 (with A = dφt,V = ∂∂t).
It is well-known that (
∇W∂
∂t
dφt
)∣∣∣∣∣
t=0
= ∇φ∗TNV, (2.5)
See e.g. [EL83, Proposition 2.4, Pg 14]. Eqs. (2.4) and (2.5) then imply
d
dt
E
(
φt
)∣∣∣∣∣
t=0
=
∫
M
〈
Cof dφ,∇φ∗TNV
〉
TM,φ∗TN
dVolg =
∫
M
〈
δ∇φ∗TN
(
Cof dφ
)
,V
〉
φ∗TN
dVolg,
where the last equality follows from Definition 2.8. ■
Remark: In applying Lemma 2.11, we needed the assumption that the connections
on TM,TN are metric-compatible. More precisely, the Levi-Civita connections on
TM,TN induce connections on P∗ (T∗M) and ψ∗ (TN). Since the original connections
were metric so are the induced ones.
An immediate corollary of Proposition 2.10 and Corollary 2.4 is the well-known fact
that smooth local isometries between manifolds are harmonic. Since we want to use
the same idea for Lipschitz mappings, we need a weak version of Proposition 2.10
that applies to them. This is Theorem 1.2, which is proved in the next section.
2.4 Weak formulation of the Piola identity: Proof of Theorem 1.2
First, we show that (1.3) holds for every f ∈ C∞(M,N). Given an isometric embedding
ι : (N, h) → (RD, e),
dι : TN → N ×RD and f ∗dι : f ∗TN → M ×RD.
Then, Eq. (2.3) in Proposition 2.10 can be rewritten as∫
M
〈
f ∗dι ◦ Cof d f , f ∗dι ◦ ∇ f ∗TNχ
〉
g,e
dVolg = 0 (2.6)
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for all χ ∈ Γ0( f ∗TN).
Denote byNN the normal bundle of ι(N) inRD, that is,NN ⊂ N×RD is the orthogonal
complement of dι(TN) in (N ×RD, e). Denote by P and P⊥ the orthogonal projections
of N × RD into dι(TN) and NN. For a section ζ ∈ Γ(TN), the Levi-Civita connection
on TN is induced by the Levi-Civita connection on the trivial bundle, N ×RD, by the
classical relation
dι ◦ ∇TNζ = P
(
∇N×RD(dι ◦ ζ)
)
(Recall ∇N×RDξ is simply a componentwise-differentiation of ξ).
Let ζ ∈ Γ(TN) have compact support in f (M). Then, f ∗ζ ∈ Γ0( f ∗TN), and
f ∗dι ◦ ∇ f ∗TN f ∗ζ = f ∗
(
dι ◦ ∇TNζ
)
= f ∗
(
P
(
∇N×RD(dι ◦ ζ)
))
= ( f ∗P)
(
∇M×RD( f ∗dι ◦ f ∗ζ)
)
,
where in the last step we used the fact that f ∗∇N×RD = ∇M×RD . Since sections of the
form f ∗ζ span Γ( f ∗TN) locally, it follows that
f ∗dι ◦ ∇ f ∗TNχ = ( f ∗P)
(
∇M×RD( f ∗dι ◦ χ)
)
. (2.7)
Next, we note that
f ∗dι ◦ χ ∈ Γ0( f ∗dι(TN)) ⊂ Γ0(M ×RD).
Sections in Γ0( f
∗dι(TN)) can be represented by sections in Γ0(M ×RD) projected onto
f ∗dι(TN). That is, setting f ∗dι ◦ χ = ( f ∗P)(ξ), and combining (2.6), (2.7) we get∫
M
〈
f ∗dι ◦ Cof d f , ( f ∗P)
(
∇M×RD( f ∗P)(ξ)
)〉
g,e
dVolg = 0
for all ξ ∈ Γ0(M × RD). Since f ∗dι ◦ Cof d f ∈ Γ( f ∗dι(TN)), the outer projection can be
omitted, yielding, ∫
M
〈
f ∗dι ◦ Cof d f ,∇M×RD( f ∗P)(ξ)
〉
g,e
dVolg = 0.
Next, set ( f ∗P)(ξ) = ξ − ( f ∗P⊥)(ξ). Then, for all ξ ∈ Γ0(M ×RD),∫
M
〈
f ∗dι ◦ Cof d f ,∇M×RDξ
〉
g,e
dVolg
=
∫
M
trg
〈
f ∗dι ◦ Cof d f ,∇M×RD( f ∗P⊥)(ξ)
〉
e
dVolg,
(2.8)
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where on the right-hand side, we have separated the inner-product on T∗M⊗RD into,
first, an inner-product over RD, followed by a trace over T∗M.
Let A : TN × TN → NN be the second fundamental form of N in RD. That is,〈
A(u, v), η
〉
e
=
〈
dι ◦ u,∇N×RDv η
〉
e
,
for u, v ∈ Γ(TN) and η ∈ Γ(NN). Pulling back with f ,
〈
f ∗A(u, d f (X)), η
〉
e
=
〈
f ∗dι ◦ u,∇M×RDX η
〉
e
,
for u ∈ Γ( f ∗TN), X ∈ Γ(TM) and η ∈ Γ( f ∗NN). Setting η = ( f ∗P⊥)(ξ) and u = Cof d f (X),
〈
f ∗A(Cof d f (X), d f (X)), ( f ∗P⊥)(ξ)
〉
e
=
〈
f ∗dι ◦ Cof d f (X),∇M×RDX ( f ∗P⊥)(ξ)
〉
e
.
Since the range of A is NN, the projection f ∗P⊥ on the left-hand side can be omitted.
Moreover, replacing the vector field X by the components Xi of an orthonormal frame
field, and summing over i, we obtain
〈
trg f
∗A(Cof d f , d f ), ξ
〉
e
= trg
〈
f ∗dι ◦ Cof d f ,∇M×RD( f ∗P⊥)(ξ)
〉
e
.
Substituting this last identity into (2.8), we finally obtain∫
M
〈
f ∗dι ◦ Cof d f ,∇M×RDξ
〉
g,e
dVolg =
∫
M
〈
trg f
∗A(Cof d f , d f ), ξ
〉
e
dVolg,
for all f ∈ C∞(M,N) and all ξ ∈ Γ0(M ×RD).
It remains to showthat this identityholds for all f ∈ W1,p(M;N) andallξ ∈ W1,2
0
(M;RD)∩
L∞(M;RD). This follows by first approximating f by smooth functions in the W1,p
topology (this is possible since p ≥ d), and then approximating ξ with smooth
sections of M × RD in the W1,2 topology. Since p ≥ 2(d − 1), then f ∗dι ◦ Cof d f ∈
L2(M;T∗M ⊗RD), hence the first integrand is well defined for ξ ∈ W1,2(M;RD). Since
p ≥ d, trg f ∗A(d f ,Cof d f ) ∈ L1(M;RD), and the second integrand is well-defined for
ξ ∈ L∞(M;RD). The fact that f ∗ndι◦Cof d fn → f ∗dι◦Cof d f in L2 and f ∗nA(d fn,Cof d fn) →
f ∗A(d f ,Cof d f ) in L1 also hinges on the fact that p > d, hence the convergence fn → f is
uniform. The necessity of uniform convergence is also the reason for assuming p > 2
for d = 2, rather than p ≥ 2(d − 1) = 2. ■
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2.5 Coordinate formulation of the Piola identity
For completeness, we formulate the strong and weak Piola identities in local coordi-
nates: Let the indices i, j, k denote coordinates on M, α, β, γ denote coordinates on N
and a, b denote coordinates onRD. gi j and hαβ denote the entries of the metrics g and h,
respectively, and Γαβγ are the Christoffel symbols of ∇N. The differential d f , consists of
vectors ∂i f ∈ TN that have entries ∂i f α; similarly, Cof d f = (Cof d f )αi . Then the strong
Piola identity (2.3) reads∫
M
(Cof d f )αi g
i jhαβ
(
∂ jξ
β + ∂ j f
γΓ
β
γδ
ξδ
) √
|g| dx = 0, (2.9)
where both h and Γ are evaluated at f (x).
The weak Piola identity (1.3) reads∫
M
gi j ∂αι
a(Cof d f )αi δab ∂ jξ
b
√
|g| dx =
∫
M
gi jAa((Cof d f )i, ∂ j f ) δab ξ
b
√
|g| dx, (2.10)
where |g| = det gi j, Aa are the entries of the second fundamental form induced by ι,
and both ι and A are evaluated at f (x).
The cofactor operator Cof d f reads in coordinates
(Cof d f )αi =
√|h|√|g|
hαβδβγ(cof d f )
γ
k
δkjg ji, (2.11)
where cof d f is the cofactor of the matrix ∂i f α (see (B.3) in Proposition B.4).
3 Reshetnyak’s rigidity theorem for manifolds
In this section we prove Theorem 1.4. Before the proof we state a version of the
fundamental theorem of Young measures, adapted to our setting, which will be used
throughout the proof.
3.1 Young measures on vector bundles
The following theorem is an adaptation of the fundamental theorem of Young mea-
sures [Bal89], adapted from Euclidean settings to vector bundles with Riemannian
metrics (more generally, it applies to any Finsler vector bundle).
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Theorem 3.1 Let (M, g) be a compact Riemannian manifold. Let E → M be a vector bundle
endowed with a Riemannian metric. Let (ξn) be a sequence of measurable sections of E,
bounded in L1(M;E). Then, there exists a subsequence (ξn) and a family (νx)x∈M of Radon
probability measures on Ex, depending measurably on x, such that
ψ ◦ ξn ⇀
{
x 7→
∫
Ex
ψx(λ) dνx(λ)
}
in L1(M;W), (3.1)
for every Riemannian vector bundle W → M and every continuous bundle map ψ : E → W
(not necessarily linear), satisfying that (ψ ◦ ξn) is sequentially weakly relatively compact in
L1(M;W).
Remark: The criterion that (ψ ◦ ξn) is sequentially weakly relatively compact in
L1(M;W) is equivalent to
sup
n
∫
M
ϕ(|ψ ◦ ξn|) dVolg < ∞ (3.2)
for some continuous function ϕ : [0,∞) → R, such that limt→∞ ϕ(t)/t = ∞. This is
known as the de la Valle´e Poussin’s criterion [Bal89, Remark 3].
The above theorem makes use of the following definitions.
Definition 3.2 Let (M, g) be a compact Riemannian manifold. Let W,E → M be Riemannian
vector bundles.
1. The space C0(E;W) is the space of continuous bundle maps (not necessarily linear)
E→ W that are decaying fiberwise. That is, if h ∈ C0(E;W), then for every x ∈ M,
lim
Ex∋e→∞
|hx(e)|Wx = 0.
2. M(E) is the bundle of bounded Radonmeasures on E. A sectionµ ofM(E) ismeasurable
(more accurately, weak-∗-measurable) if for every bundle map f ∈ C0(E;R), the real-
valued function {
x 7→
∫
Ex
fx(e) dµx(e)
}
: M → R
is measurable; note that this implies the measurability of{
x 7→
∫
Ex
fx(e) dµx(e)
}
: M → W
for every f ∈ C0(E;W).
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3. hn → h weakly in L1(M;W) if for every φ ∈ L∞(W∗),∫
M
φ ◦ hn dVolg →
∫
M
φ ◦ h dVolg
where L∞(W∗) is the space of essentially bounded measurable vector bundle morphisms
φ : W → M ×R. Note that while, generally, the composition of measurable functions
is not measurable, in this case the fiberwise linearity of φ implies that the composition
amounts to a scalar multiplication of vectors, which is measurable.
The proof of Theorem 3.1 follows the lines of the proof of the Euclidean case [Bal89],
with some natural adaptations. Mainly, by taking a partition of M fine enough such
that there exist local trivializations of W subordinate to the partition, one can follow
the proof of [Bal89] on each element of the trivialization. Note that we cannot use
a similar approach to reduce the proof of Theorem 1.4 to the proof of the Euclidean
Reshetnyak theorem. One reason is that Sobolev spaces between manifolds (which
are the spaces considered in Theorem 1.4), are more complicated than Sobolev spaces
on vector bundles (considered in Theorem 3.1); in particular, they are not vector
spaces, and smooth functions are not necessarily dense subspaces (see Appendix A
for details). Therefore, an adaptation of the proof of [JK89] is more delicate.
3.2 Proof of Theorem 1.4
Since the proof is long, we divide it into six steps. In Steps I–III, we assume that p > d;
in Step I, we show that fn converges uniformly to f ; in Step II, we show that f is an
isometric immersion (this main step is the one most reminiscent to [JK89], after an
appropriate localization of the problem); in Step III, we show that fn converges to f
also in the strong topology of W1,p(M;N). In Step IV we relax the p > d assumption,
and prove that the results of Steps I-III hold for p ≥ 1 (note that [JK89] does not treat
this case even in the simpler Euclidean settings). Finally, in Steps V-VI we prove that
f is an isometry if the additional assumption on fn and the equality of volumes are
satisfied.
Remark about notation: In Theorem 1.4 the distance dist(d fn, SO(g, f ∗nh)) is calculated
with respect to the inner-product induced on T∗M⊗ f ∗nTN by g and h. Throughout the
proof there occur similar expressions, each using a different inner-product to calculate
distances. To keep track of which inner-product is being used, we will refer to it in
the subscript, e.g., dist(g, f ∗nh)(d fn, SO(g, f
∗
nh)).
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Step I: fn has a uniformly converging subsequence
As described in Appendix A, Sobolev maps between manifolds are defined by first
embedding the target manifold isometrically into a higher-dimensional Euclidean
space. Let ι : (N, h)→ (RD, e) be a smooth isometric embedding ofN, where e denotes
the standard Euclidean metric on RD, and let
Fn = ι ◦ fn : M → RD
be the “extrinsic representative” of fn. For x ∈ M, denote by O(gx, e) the set of
linear isometric embeddings (TxM, gx) → (RD, e). Note that when mapping a vector
space into a vector space of higher dimension, there is no notion of preservation
of orientation; in particular, SO(g, e) is not defined. However, since A ∈ O(gx, h f (x))
implies that dι f (x) ◦ A ∈ O(gx, e), it follows that
dist(g,e)(dFn,O(g, e)) ≤ dist(g, f ∗nh)(d fn,O(g, f ∗nh))
≤ dist(g, f ∗nh)(d fn, SO(g, f ∗nh)).
In particular, (1.5) implies that
dist(dFn,O(g, e))→ 0 in Lp(M). (3.3)
Since, by the compactness of N, Image(Fn) ⊆ ι(N) ⊂ RD is bounded, it follows from
the Poincare´ inequality that Fn are uniformly bounded inW
1,p(M;RD). Hence, Fn has
a subsequence converging weakly inW1,p(M;RD) to a limit F ∈ W1,p(M;RD).
Since p > d, it follows from the Rellich-Kondrachov theorem [AF03, Theorem 6.3]
that Fn → F uniformly; since ι(N) is closed in RD, it follows that F(M) ⊂ ι(N), i.e.,
ι−1 ◦ F : M → N is well-defined. The compactness of N implies that the intrinsic and
the extrinsic distances onN are strongly equivalent (see [Coh]). Therefore, fn → ι−1 ◦F
uniformly; we denote this limit by f ; it is in W1,p(M;N) by the very definition of that
space.
Step II: f is an isometric immersion
By Theorem 1.1, it is sufficient to prove that d f ∈ SO(g, f ∗h) a.e. Note that this is a
local statement. Thus, it suffices to show that every x ∈ M has an open neighborhood
in which this property holds. Using local coordinate charts, this statement can be
reformulated in terms of mappings between a manifold and a Euclidean space of the
same dimension; as already discussed, the equality of dimension is critical for keeping
track of orientation-preserving linear maps.
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So let x ∈ M and let φ : U ⊂ Rd → N be a positively-oriented coordinate chart around
f (x) ∈ N. LetM′ be an open neighborhood of x such that f (M′) ⊂ φ(U). Since fn → f
uniformly, and the distance between f (M′) and the boundary of φ(U) is positive,
fn(M
′) ⊂ φ(U) for n large enough.
In the rest of this step of the proof, we will view fn and f as mappingsM
′ → U ⊂ Rd;
for y ∈ U,TyU ≃ Rd will be endowedwith either the Euclideanmetric e or the pullback
metric φ⋆h, with entries hi j(y) = h(∂i, ∂ j)|φ(y). Since we can assume that fn(M′) are all
contained in the same compact subset of φ(U), it follows that we can assume that
all the entries hi j and h
i j of the metric and its dual are uniformly continuous, and in
particular uniformly bounded.
The uniform boundedness of hi j and h
i j implies that the norms on TM′ ⊗ Rd and
T∗M′ ×Rd induced by (i) g and f ∗nh, (ii) g and f ∗h, and (iii) g and e are all equivalent;
moreover, the constants in these equivalences are independent of both n and x.
This implies that both weak and strong convergence in Lq(M′;T∗M⊗Rd) are the same
with respect to either of those norms.
As distances inTM′⊗Rd with respect to (g, f ∗nh) and (g, f ∗h) are equivalent, (1.5) implies
that
dist(g, f ∗h)(d fn, SO(g, f
∗
nh)) → 0 in Lp(M′).
The uniform boundedness of entries of h along with the uniform convergence of fn to
f implies that
dist(g, f ∗h)(SO(g, f
∗
nh), SO(g, f
∗h)) → 0
uniformly inM′, where the distance here is theHausdorff distance induced by dist(g,e).
Hence
dist(g, f ∗h)(d fn, SO(g, f
∗h)) → 0 in Lp(M′). (3.4)
Comparing (3.4) and (1.5), we replaced the n-dependent set SO(g, f ∗nh) by the fixed set
SO(g, f ∗h) and then-dependentmetric inducedby g and f ∗nhby thefixedmetric induced
by g and f ∗h. It follows from (3.4) that d fn is uniformly bounded in Lp(M′;T∗M′ ⊗
R
d). Since, moreover, fn(M
′) is uniformly bounded in Rd, it follows that fn has
a subsequence that weakly converges in W1,p(M′;Rd). Since weak convergence in
W1,p(M′;Rd) implies uniform convergence, the limit coincides with f .
Henceforth, denote by E the vector bundle T∗M′ ⊗ Rd with the metric induced by g
and f ∗h. Note that we view all the mappings d fn as sections of the same vector bundle
E, which is the key reason for using a local coordinate chart for N.
The sequence d fn satisfies the conditions of Theorem 3.1, including the boundedness
in L1 (since d fn are bounded in L
p and Vol(M) < ∞). Hence, there exists a subsequence
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fn, and a family of Radon probability measures (νx)x∈M′ on Ex, such that
ψ ◦ d fn ⇀
(
x 7→
∫
Ex
ψx(λ) dνx(λ)
)
in L1(M′;W) (3.5)
for every Riemannian vector bundle W → M′ and every continuous bundle map
ψ : E → W, such that ψ ◦ d fn is sequentially weakly relatively compact in L1(M′;W).
The idea is to exploit the general relation (3.5) for various choices ofW and ψ.
First, consider (3.5) for W = R and ψ = dist(g, f ∗h)(·, SO(g, f ∗h)). The compactness
condition is satisfied since ψ ◦ d fn is bounded in Lp(M′;R) and p > 1 [LL01, p. 68]. We
obtain that
dist(g, f ∗h)(d fn, SO(g, f
∗h)) ⇀
(
x 7→
∫
Ex
dist(g, f ∗h)(λ, SO(g, f
∗h))|x dνx(λ)
)
(3.6)
in L1(M′;R). Multiplying by the test function 1 ∈ L∞(M;R) and integrating over M′
we obtain
0 = lim
n
∫
M′
dist(g, f ∗h)(d fn, SO(g, f
∗h)) dVolg
=
∫
M′
(∫
Ex
dist(g, f ∗h)(λ, SO(g, f
∗h))|x dνx(λ)
)
dVolg|x.
This implies that νx is supported on SO(g, f ∗h)x for almost every x ∈ M′.
Next, consider (3.5) for the following choices ofW and ψ,
W = E ψ = Id
W = R ψ = Det
W = E ψ = Cof,
where the determinant and the cofactor are definedwith respect to themetric induced
by g and f ∗h (see Section 2.1 for intrinsic definitions of the determinant and the
cofactor). Since p > d, all three choices of ψ imply that ψ ◦ d fn satisfy the L1-weakly
sequential compactness condition.
Therefore,
d fn ⇀
(
x 7→
∫
Ex
λ dνx(λ)
)
in L1(M;E)
Det(d fn) ⇀
(
x 7→
∫
Ex
Det(λ)|x dνx(λ)
)
in L1(M′;R)
Cof(d fn) ⇀
(
x 7→
∫
Ex
Cof(λ)|x dνx(λ)
)
in L1(M′;E),
(3.7)
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where the dependence of Det(λ) and Cof(λ) on x is via the metrics g and f ∗h. Since
νx is supported on SO(g, f ∗h), and Det(λ) = 1 and Cof(λ) = λ for λ ∈ SO(g, f ∗h), (3.7)
reduces to
d fn ⇀
(
x 7→
∫
SO(g, f ∗h)x
λ dνx(λ)
)
in L1(M′;E)
Det(d fn) ⇀ 1 in L
1(M;R)
Cof(d fn) ⇀
(
x 7→
∫
SO(g, f ∗h)x
λ dνx(λ)
)
in L1(M′;E).
(3.8)
On the other hand, by the weak continuity of determinants and cofactors (see Propo-
sition B.5),
d fn ⇀ d f in Lp(M′;E)
Det(d fn) ⇀ Det(d f ) in Lp/d(M′;R)
Cof(d fn) ⇀ Cof(d f ) in Lp/(d−1)(M′;E)
(3.9)
Combining (3.8) and (3.9), it follows from the uniqueness of the limit in L1 that the
following hold almost everywhere
d f (x) =
∫
SO(g, f ∗h)x
λ dνx(λ)
Det(d f (x)) = 1
Cof(d f (x)) =
∫
SO(g, f ∗h)x
λ dνx(λ) = d f (x).
(3.10)
Since Cof(d f ) = d f and Det(d f ) = 1 a.e., it follows from Corollary 2.4 that
d f ∈ SO(g, f ∗h) a.e. (3.11)
By Theorem 1.1, it follows that f : M → N is smooth as a map between manifolds
with boundary.
Step III: fn → f in the strong W1,p(M;N) topology
We have thus far obtained that fn → f uniformly, that f is a.e. differentiable and
d f ∈ SO(g, f ∗h). We proceed to show that fn → f (strongly) inW1,p(M;N).
As in Step I, let ι : N → RD be a smooth isometric embedding and let Fn = ι ◦ fn and
F = ι ◦ f . By definition, fn → f inW1,p(M;N) if Fn → F inW1,p(M;Rd) (Appendix A).
We repeat a similar analysis as in Step II for the sections dFn of T
∗M ⊗RD. We obtain
a family of Young probability measures (µx)x∈M on T∗xM ⊗RD that correspond to dFn.
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That is,
ψ ◦ dFn ⇀
(
x 7→
∫
T∗xM⊗RD
ψx(λ) dµx(λ)
)
in L1(M;W) (3.12)
for every Riemannian vector bundle W → M and every continuous bundle map
ψ : T∗M ⊗ RD → W, such that ψ ◦ dFn is sequentially weakly relatively compact in
L1(M;W).
Since ‖dist(dFn,O(g, e))‖p → 0 (see (3.3)), we obtain, by an analysis similar to that
leading to (3.6), that µx is supported on O(gx, e) for almost every x ∈ M. As in (3.10),
we obtain
dFx =
∫
O(g,e)x
λ dµx(λ), a.e.
We also know that f is an isometric immersion, hence dF ∈ O(g, e). Since µx is a
probability measure, we have just obtained that an element in O(g, e)x is equal to a
convex combination of elements in O(g, e)x. However, O(g, e)x is a subset of the sphere
of radius
√
d around the origin in T∗xM ⊗ RD, and therefore, it is strictly convex. It
follows that the convex combination must be trivial, namely,
µx = δdFx a.e. in M,
which together with (3.12) implies that
ψ ◦ dFn ⇀ ψ ◦ dF in L1(M;W).
If we could take forW = R and ξ ∈ T∗M ⊗RD,
ψ(ξ) = |ξ − dF|p,
then we would be done, however, this function does not satisfy the sequential weak
relative compactness condition. Hence, let
ψ(ξ) = |ξ − dF|p ϕ
( |ξ|
3
√
d
)
,
where ϕ : [0,∞) → [0, 1] is continuous, compactly-supported and satisfies ϕ(t) = 1 for
t ≤ 1 and ϕ(t) < 1 for t > 1. This choice of ψ satisfies the de la Valle´e Poussin criterion
(3.2), and therefore
ψ ◦ dFn ⇀ 0
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in L1(M). In particular, taking the test function 1 ∈ L∞(M),
lim
n
∫
M
ψ ◦ dFn dVolg = 0. (3.13)
We now split the integral in (3.13) into integrals over two disjoint sets, Mn and M
c
n,
where
Mn = {x ∈ M : |(dFn)x| ≤ 3
√
d}.
By the definition of ϕ,
ψ ◦ dFn = |dFn − dF|p inMn.
On the other hand, inMcn,
|dFn − dF| ≤ |dFn| + |dF| = |dFn| +
√
d ≤ 2(|dFn| −
√
d) ≤ 2 distg,e(dFn,O(g, e)), (3.14)
where the last inequality follows from the reverse triangle inequality.
Combining (3.13) and (3.14),
lim sup
n→∞
∫
M
|dFn − dF|p dVolg
= lim sup
n→∞
(∫
Mn
|dFn − dF|p dVolg +
∫
Mcn
|dFn − dF|p dVolg
)
≤ lim sup
n→∞
∫
M
ψ ◦ dFn dVolg + lim sup
n→∞
∫
Mcn
|dFn − dF|p dVolg
= lim sup
n→∞
∫
Mcn
|dFn − dF|p dVolg
≤ lim sup
n→∞
2p
∫
Mcn
dist
p
g,e(dFn,O(g, e)) dVolg
≤ lim sup
n→∞
2p
∫
M
dist
p
g,e(dFn,O(g, e)) dVolg = 0,
where the last equality follows from (3.3). Therefore, dFn → dF in Lp(M;T∗M ⊗ RD).
Since Fn converges uniformly to F, we get that Fn → F in W1,p(M;RD), and, by
definition, fn → f inW1,p(M;N).
Step IV: Extension to 1 ≤ p ≤ d
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Suppose now that p ≥ 1. The idea is to replace the functions fn by functions f ′n that
are more regular (specifically, uniformly Lipschitz), and then apply Steps I–III to the
approximate mappings f ′n.
As in Step I of the proof, we choose a smooth isometric embedding ι : (N, h) → (RD, e),
and set Fn = ι◦ fn : M → RD. Our assumptions on fn imply that Fn ∈ W1,p(M;RD) (this
is howW1,p(M;N) is defined), and
dist(dFn,O(g, e))→ 0 in Lp(M).
As in Step I, it follows that dFn has a weakly converging subsequence, and together
with the Poinrcare´ inequality, implies that Fn has a subsequence weakly converging
inW1,p(M;RD). However, since p < d, convergence is not uniform, and the limit does
not necessarily lie in the image of ι.
To overcome this problem, we approximate the mappings Fn by another sequence
F′n ∈ W1,∞(M;N), using the following truncation argument [FJM02, Proposition A.1]:
Let p ≥ 1. There exists a constant C, depending only on p and g, such that for
every u ∈W1,p(M;RD) and every λ > 0, there exists u˜ ∈ W1,∞(M;RD) such that
‖du˜‖∞ ≤ Cλ,
Volg ({x ∈ M : u˜(x) , u(x)}) ≤ C
λp
∫
{|du(x)|>λ}
|du|p dVolg,
‖du˜ − du‖pp ≤ C
∫
{|du(x)|>λ}
|du|p dVolg.
The original proposition ([FJM02, Proposition A.1]) refers to a bounded Lipschitz do-
main inRd, but the partition of unity argumentused to obtain the result for an arbitrary
Lipschitz domain (Step 3 in the proof) applies to any compact Riemannian manifold
with Lipschitz boundary (the constant C depends on the manifold, of course).
Let λ > 2
√
d, so that |A| > λ, for A ∈ T∗Mx ⊗ RD, implies that |A| < 2 dist(A,O(gx, e))
(compare with (3.14)). Applying the truncation argument to Fn, we obtain mappings
F˜n ∈ W1,∞(M;RD), with a uniform Lipschitz constant C, such that
Volg
({
x ∈ M : F˜n(x) , Fn(x)
})
≤ C
∫
{|dFn}(x)|>λ
|dFn|p dVolg
≤ C
∫
{|dFn(x)|>λ}
2p distp(dFn,O(g, e)) dVolg
≤ 2pC
∫
M
distp(dFn,O(g, e)) dVolg,
(3.15)
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and
‖dF˜n − dFn‖pp ≤ 2pC
∫
M
distp(dFn,O(g, e)) dVolg. (3.16)
for some C > 0, independent of n. In particular,
lim
n→∞
Volg
(
{x ∈ M : F˜n(x) , Fn(x)}
)
= 0 and lim
n→∞
‖dF˜n − dFn‖pp = 0. (3.17)
Since dist(dFn,O(g, e)) → 0 in Lp, (3.15) implies that for every ε > 0 and every ball
B ⊂ M of radius ε, there exists, for sufficiently large n, a point x ∈ B such that
F˜n(x) = Fn(x) ∈ ι(N). Since M is compact and F˜n are uniformly Lipschitz, it follows
that for large enough n, maxx∈M dist(F˜n(x), ι(N)) < Cε, and therefore
max
x∈M
dist(F˜n(x), ι(N)) → 0.
Thus, for n large enough, F˜n lies in a tubular neighborhood of ι(N), in which the
orthogonal projection P onto ι(N) is well-defined and smooth (and in particular Lip-
schitz). We define F′n := P ◦ F˜n. It immediately follows that F′n ∈ W1,∞(M;RD) are
uniformly Lipschitz, and by definition, their image is in ι(N). Moreover, since
{F′n , F˜n} = {F˜n < ι(N)} ⊂ {F˜n , Fn} and {F′n , Fn} ⊂ {F˜n , Fn},
(3.17) implies that
lim
n→∞
Volg
(
{F′n , F˜n}
)
= lim
n→∞
Volg
({F′n , Fn}) = 0. (3.18)
Since F˜n and F
′
n are uniformly Lipschitz, it follows that
‖dF′n − dF˜n‖pp =
∫
{F′n,F˜n}
|dF′n − dF˜n|p dVolg ≤ CVolg
(
{F′n , F˜n}
)
→ 0,
where we used the fact that dF′n − dF˜n = 0 almost everywhere on the set F′n − F˜n = 0
(see [EG15, Theorem 4.4]).
Together with (3.17) we obtain that ‖dF′n − dFn‖p → 0. Finally, since∫
M
|F′n(x) − Fn(x)|p dVolg ≤ 2pmax
y∈N
|ι(y)|p Volg
({F′n , Fn})→ 0,
we conclude that
lim
n→∞
‖F′n − Fn‖W1,p(M;RD) = 0. (3.19)
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Next, define f ′n = ι
−1 ◦ F′n. By definition f ′n ∈ W1,∞(M;N), and moreover, f ′n are
uniformly Lipschitz (since intrinsic and extrinsic distances in ι(N) are equivalent).
Since dF′n = dFn almost everywhere on the set
{
F′n = Fn
}
(again, [EG15, Theorem 4.4]),
we have that d f ′n = d fn almost everywhere in the set
{
f ′n = fn
}
. Using the uniform
bound on d f ′n, we obtain∫
M
dist
p
(g, f ′∗nh)
(d f ′n, SO(g, f
′∗
nh)) dVolg
≤
∫
{ f ′n= fn}
dist
p
(g, f ∗nh)
(d fn, SO(g, f
∗
nh)) dVolg + CVolg
({
f ′n , fn
})
≤
∫
M
dist
p
(g, f ∗nh)
(d fn, SO(g, f
∗
nh)) dVolg + CVolg
({
f ′n , fn
})→ 0.
(3.20)
Moreover, for any p < q < ∞,∫
M
dist
q
(g, f ′∗nh)
(d f ′n, SO(g, f
′∗
nh)) dVolg
≤
∫
M
(|d f ′n| + c)q−p distp(g, f ′∗nh)(d f
′
n, SO(g, f
′∗
nh)) dVolg
≤ C
∫
M
dist
p
(g, f ′∗nh)
(d f ′n, SO(g, f
′∗
nh)) dVolg → 0.
(3.21)
Next, we apply Steps I, II and III of the proof with fn replaced by f
′
n and any q > d. We
obtain that f ′n converge inW
1,q(M;N) to a smooth isometric immersion f : M → N (or
equivalently F′n → ι◦ f inW1,q(M;RD)). By (3.19), it follows that Fn → F inW1,p(M;RD),
so by definition, fn → f inW1,p(M;N).
Step V: Proof that under additional assumptions f is an isometry
Suppose that fn(∂M) ⊂ ∂N and VolhN = VolgM. To show that f is an isometry, it
suffices to show that f |M◦ is a surjective isometryM◦ → N◦. Indeed, if this is the case,
then, since f is continuous and M is compact, f (M) contains N◦ and is closed in N,
i.e., f (M) = N. Finally, f is an isometry, because for every x, y ∈ M, let M◦ ∋ xn → x
andM◦ ∋ yn → y; by the continuity of the metrics dM and dN,
dN( f (x), f (y)) = lim
n→∞
dN( f (xn), f (yn)) = lim
n→∞
dM(xn, yn) = dM(x, y).
Note that the intrinsic distance function on M◦ is the same as the extrinsic distance
dM, and similarly for N, so there is no ambiguity here regarding which metric we use.
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We proceed to show that f |M◦ is a Riemannian isometry M◦ → N◦. Recall that
f : M → N is smooth as a map between manifolds with boundary, and d f ∈ SO(g, f ∗h)
is invertible at every point. Thus for any interior point x ∈ M◦, the image f (x) must
be an interior point of N, hence f (M◦) ⊂ N◦. Since (by the inverse function theorem)
f : M◦ → N◦ is a local diffeomorphism and in particular an open map, f (M◦) is open
in N◦.
Since fn → f in W1,p(M;N), it follows from the trace theorem (when viewing fn
as elements in W1,p(M;RD)) that fn|∂M → f |∂M in Lp(∂M;RD), and (after taking a
subsequence) pointwise almost everywhere in ∂M. Since fn(∂M) ⊂ ∂N, and since
∂N is closed and f is continuous we conclude that f (∂M) ⊂ ∂N. The reason for
adopting an extrinsic viewpoint in the last argument is that the trace theorem relies
upon the density of smooth functions inW1,p. This density does not hold formappings
betweenmanifolds for p < d. Using a truncation argument herewould result in losing
the condition that f (∂M) ⊂ ∂N.
Let f (xn) ∈ N◦ converges to y ∈ N◦. Since M is compact and f is continuous, we may
assume, by taking a subsequence, that xn → x ∈ M, and y = f (x). Since f (∂M) ⊂ ∂N
and y ∈ N◦, it follows that x ∈ M◦, i.e., y ∈ f (M◦), which implies that f (M◦) is closed
in N◦. We have thus obtained that f (M◦) is clopen in N◦. Since N◦ is connected,
f (M◦) = N◦, i.e., f |M◦ is surjective.
It remains to prove that f |M◦ is injective; this is where we use a volume argument. The
area formula for f implies that
VolgM =
∫
M
|Det d f |dVolg =
∫
N
| f−1(y)| dVolh|y ≥ VolhN, (3.22)
where | f−1(y)| denotes the cardinality of the inverse image of y, and the last inequality
follows from the surjectivity of f |M◦ . Since, by assumption, VolhN = VolgM, (3.22) is
in fact an equality, hence
Volh
({
q ∈ N : | f−1(q)| > 1
})
= 0.
It follows that f is injective on M◦. Indeed, assume f (p1) = q = f (p2), where p1 ,
p2 ∈ M◦ and q ∈ N◦. Since f is a local diffeomorphism, there exist disjoint open
neighborhoods Ui ∋ pi and V ∋ q such that f (Ui) = V, hence
Volh
(
{q ∈ N : | f−1(q)| > 1}
)
≥ Volh(V) > 0,
which is a contradiction. This completes the proof.
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Step VI: If fn are diffeomorphisms then fn(∂M) ⊂ ∂N and VolhN = VolgM
If fn are diffeomorphisms, then obviously fn(∂M) ⊂ ∂N, and therefore (3.22) holds.
It remains to show that VolhN = VolgM, and by (3.22), it is enough to show that
VolgM ≤ VolhN.
For p ≥ d, the equality of volumes is straightforward: since M is connected, fn
are either globally orientation-preserving or globally orientation-reversing. Since
dist(GL−d , SO(d)) = c(d) > 0, an orientation-reversing diffeomorphism φ : M → N
satisfies ∫
M
dist
p
g,φ∗h(dφ, SO(g, φ
∗h)) dVolg ≥ cpVolgM.
By (1.5), fn are orientation-preserving for large enough n. If p ≥ d, then VolgM = VolhN
follows from Lemma C.2 and (1.5).
For p < d, we can use the truncated mappings f ′n defined in step IV to show that
VolgM ≤ VolgN. By (3.21), dist(g, f ′∗nh)(d f ′n, SO(g, f ′∗nh)) → 0 in Lq for any q ∈ [1,∞), but
f ′n are not diffeomorphisms, so we cannot use the above reasoning directly. However,
(3.21) (with q = d) and Lemma C.1 imply that |Det d f ′n| → 1 in L1(M). Therefore,
VolgM =
∫
M
|Det d f ′n|dVolg + o(1)
=
∫
{ fn= f ′n}
|Det d fn|dVolg +
∫
{ fn, f ′n}
|Det d f ′n|dVolg + o(1)
≤
∫
{ fn= f ′n}
|Det d fn|dVolg + CVolg({ fn , f ′n}) + o(1)
(3.18)
=
∫
{ fn= f ′n}
|Det d fn|dVolg + o(1)
≤
∫
M
|Det d fn|dVolg + o(1) = Volh(N) + o(1),
where in the first inequalitywe used the fact that f ′n are uniformly Lipschitz. Therefore
VolgM ≤ VolgN, and together with (3.22) we obtain that VolgM = VolgN. ■
We conclude this section with a number of remarks concerning the assumptions in
Theorem 1.4.
1. Neither of the assumptions fn(∂M) ⊂ ∂N and VolhN = VolgM, which were used
to prove that f is an isometry, can be dropped. Take for example M = [−1, 1]d,
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and let N = M/ ∼ be the flat d-torus with ∼ the standard equivalence relation.
Then fn : M → N given by fn(x) = (1 − 1/n)x are injective and satisfy (1.5), but
converge uniformly to π : M → N the quotient map, which is obviously not
an isometry but merely an isometric immersion. This example shows that the
assumption fn(∂M) ⊂ ∂N cannot be relaxed.
In order to see that the condition VolgM = VolhN cannot be relaxed, recall that
there is an isometric immersion from the circle of radius 2 in R2 into the circle
of radius 1.
2. Yet another alternative condition implying that f is an isometry is the following
”symmetric condition”: there exist surjective mappings fn ∈ W1,p(M;N) and
gn ∈ W1,p(N;M) such that
dist(g, f ∗nh)(d fn, SO(g, f
∗
nh)) → 0 in Lp(M),
and
dist(h,g∗ng)(dgn, SO(h, g
∗
ng)) → 0 in Lp(N).
The proof follows the same steps as Theorem 1.4 for both fn and gn, resulting in
fn → f , gn → g, where f and g are surjective isometric immersions. It follows
that g ◦ f : M → M is a surjective isometric immersion, and therefore ([BBI01,
Theorem 1.6.15]) it is a metric isometry. Then, f : M → N is a metric isometry,
and by the Myers-Steenrod theorem, it is a Riemannian isometry.
3. Generally, the compactness of N is essential for the proof of Theorem 1.4. How-
ever, we used the compactness of N only in the following places: (i) in Step I
of the proof, where we applied the Poincare´ inequality for the global mappings
Fn; (ii) in Step I again, for the equivalence of intrinsic and extrinsic distances
when we isometrically embed N ⊂ RD; and (iii) in Step V, for obtaining (3.19).
Thus, the compactness ofN can be replaced by alternative assumptions, as long
as these three properties hold. In particular, the following holds:
Corollary 3.3 Let (M, g) be a compact d-dimensional manifold with C1 boundary. Let
p > 1 and let fn ∈ W1,p(M;Rd) be a sequence of mappings such that
dist(g,e)(d fn, SO(g, e))→ 0 in Lp(M),
and
∫
M
fndVolg = 0. Then fn has a subsequence converging in W
1,p(M;Rd) to a limit
f , which is a smooth isometric immersion. In particular,M is flat.
In this case, the proof is in fact much simpler, since the global and local stages
can be merged, and there is no need to locally replace h by e.
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4 Applications to convergence of manifolds
The following definition is motivated by a series of works on the homogenization
of manifolds with distributed singularities, and structural stability of non-Euclidean
elasticity [KM15, KM16a, KM16b]:
Definition 4.1 Let (Mn, gn)n∈N and (M, g) be compact d-dimensional Riemannian manifolds
(possibly with C1 boundary). We say that the sequence Mn converges to M with exponents
p, q if there exists a sequence of diffeomorphisms Fn : M → Mn such that
‖dist(g,F∗ngn)(dFn, SO(g, F∗ngn))‖Lp(M,g) → 0, (4.1)
‖dist(gn,(F−1n )∗g)(dF−1n , SO(gn, (F−1n )∗g))‖Lp(Mn,gn) → 0, (4.2)
and the volume forms converge, that is
‖DetFn − 1‖Lq(M,g) → 0, ‖DetF−1n − 1‖Lq(Mn,gn) → 0. (4.3)
Theorem 4.2 The convergence in Definition 4.1 is well-defined for q > 1 and p ≥ 2+1/(q−1):
if (Mn, gn) → (M, g) and (Mn, gn) → (N, h), then (M, g) and (N, h) are isometric.
Note that if p ≥ d, then (4.1) and (4.2) imply (4.3) for q = p/d; this follows from
Lemma C.1. Thus, the convergence in Definition 4.1 is well-defined for p ≥ d and
p ≥ 2 + 1/(p/d − 1), which after a short calculation amounts to p ≥ 1
2
(d + 2 +
√
d2 + 4).
Proof : Assume that Mn → M with respect to Fn : M → Mn, whereas Mn → N with
respect to Gn : N → Mn. By the same argument as in the first comment below the
proof of Theorem 1.4, we may assume that both Fn and Gn are orientation-preserving
for every n.
Eq. (4.3) for F−1n implies that
lim
n
VolgnMn = lim
n
∫
M
DetFnVolg =
∫
M
Volg = VolgM.
By symmetry,
VolgM = lim
n
VolgnMn = VolhN. (4.4)
Define the sequence of diffeomorphisms Hn = G
−1
n ◦ Fn : M → N. We will show that
dist(dHn, SO(g,H
∗
nh)) → 0 in Lr(M)
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for some r ≥ 1. By Theorem 1.4, it follows thatM and N are isometric.
Denote by qn ∈ Γ(SO(g, F∗ngn)) ⊂ Γ(T∗M ⊗ F∗nTMn) the section satisfying
|dFn − qn| = dist(dFn, SO(g, F∗ngn)),
and by rn ∈ Γ(SO(gn, (G1n)∗h)) ⊂ Γ(T∗Mn ⊗ (G−1n )∗TN) the section satisfying
|dG−1n − rn| = dist(dG−1n , SO(gn, (G−1n )∗h)).
Then, since dHn = F
∗
ndG
−1
n ◦ dFn and F∗nrn ◦ qn ∈ Γ(T∗M ⊗H∗nTN),
dist(dHn, SO(g,H
∗
nh)) ≤ |F∗ndG−1n ◦ dFn − F∗nrn ◦ qn|
= |(dF∗ndG−1n − F∗nrn) ◦ dFn + F∗nrn ◦ (dFn − qn)|
≤ |(dF∗ndG−1n − F∗nrn) ◦ dFn| + |F∗nrn ◦ (dFn − qn)|
≤ F∗n|dG−1n − rn| |dFn| + |dFn − qn|
= F∗n dist(dG
−1
n , SO(gn, (G
−1
n )
∗h)) |dFn| + dist(dFn, SO(g, F∗ngn)).
(4.5)
In the passage to the third line we used the triangle inequality; in the passage to the
fourth line we used the fact that F∗nrn is an isometry and the sub-multiplicativity of
the Frobenius norm; in the passage to the fifth line we used the defining properties of
rn and qn.
By the definition of p, q-convergence, the second term on the right-hand side of (4.5)
tends to zero in Lp(M). Thus, it suffices to prove that
F∗n dist(dG
−1
n , SO(gn, (G
−1
n )
∗h)) |dFn| → 0 in Lr(M) (4.6)
for some 1 ≤ r < p.
Since
|dFn| ≤ dist(g,F∗ngn)(dFn, SO(g, F∗ngn)) + C(d),
it follows that ‖dFn‖Lp(M,g) is uniformly bounded; the same holds for ‖dF−1n ‖Lp(Mn ,gn).
Note that we used here the boundedness of VolgnMn in order to control the norm of
C(d) uniformly.
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Using these observations along with Ho¨lder’s inequality, we obtain
‖F∗n dist(dG−1n , SO(gn, (G−1n )∗h)) |dFn|‖Lr(M,g)
≤ ‖F∗n dist(dG−1n , SO(gn, (G−1n )∗h))‖Lrp/(p−r)(M,g) ‖dFn‖Lp(M,g)
≤ C ‖F∗n dist(dG−1n , SO(gn, (G−1n )∗h))‖Lrp/(p−r)(M,g)
= C
(∫
Mn
distpr/(p−r)(dG−1n , SO(gn, (G
−1
n )
∗h))
(F−1n )
⋆dVolg
dVolgn
dVolgn
)(p−r)/rp
≤ C
∥∥∥dist(dG−1n , SO(gn, (G−1n )∗h))∥∥∥Lqrp/(q−1)(p−r)(Mn,gn)
∥∥∥∥∥∥ (F
−1
n )
⋆dVolg
dVolgn
∥∥∥∥∥∥
(p−r)/rp
Lq(Mn,gn)
≤ C
∥∥∥dist(dG−1n , SO(gn, (G−1n )∗h))∥∥∥Lprq/(q−1)(p−r)(Mn,gn)
(4.7)
where C > 0 is an appropriate constant varying from line to line. Now choose
r = p/(2 + 1/(q − 1)) ≥ 1. Then prq/(q − 1)(p − r) ≤ p, hence (4.7) reads
‖F∗n dist(dG−1n , SO(gn, h)) |dFn|‖Lr(M,g) ≤ C
∥∥∥dist(dG−1n , SO(gn, h))∥∥∥Lp(Mn,gn) → 0.
Therefore (4.6) holds and the proof is complete. ■
Remark: Instead of (4.3), it is sufficient to assume that VolgnMn and ‖DetF−1n −1‖Lq(Mn,gn)
are bounded. Equation (4.4) in no longer valid, however (1.5) still holds for Hn and
some exponent r ≥ 1, soM and N are isometric by Theorem 1.4.
Example: We now sketch two examples of convergence of manifolds according to
Definition 4.1. In the first one, the limit coincides with the Gromov-Hausdorff limit;
in the second the two limits are different. Other examples, related to dislocation
theory, can be found in [KM15, KM16b].
Note that these two examples involve singular metrics; in order to use the uniqueness
result (Theorem 4.2) one needs to consider a smoothed version of the sequence. This
can easily be done without changing the limit. Note also that both examples are
two-dimensional; this is for the sake of simplicity; both have higher dimensional
generalizations.
1. Let (M, g) be a two-dimensional Riemannian manifold. For each n, choose a
geodesic triangulation of M, such that all the edge lengths are in [1/n, 3/2n]. In
particular, the angles in all the triangles are bounded away from zero and π,
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uniformly in n. Denote the triangles by (Tn,i)
kn
i=1
. Construct (Mn, gn) by replacing
each triangle Tn,i with a Euclidean triangle Rn,i having the same edge lengths.
Let Fn,i : Tn,i → Rn,i be a smooth diffeomorphism that preserves lengths along
the edges of the triangles. Since Tn,i are very small, with angles bounded away
from zero, they are ”almost Euclidean”, so Fn,i can be chosen such that
dist(dFn,i, SO(g, F
∗
n,ign)), dist(dF
−1
n,i , SO(gn, (F
−1
n,i)
∗g)) <
C
n
for some C > 0 independent of n. Fn : M → Mn is then defined as the union
of Fn,i. The above bound on the distortion implies that Mn → M according to
Definition 4.1 for every choice of exponents p, q (including p = q = ∞). Fn are
also maps of vanishing distortion in the metric-space sense, that is
max
x,y∈M
∣∣∣dM(x, y) − dMn(Fn(x), Fn(y))∣∣∣→ 0,
and thereforeMn → M also in the Gromov-Hausdorffmetric (see [KM16b] for a
similar construction).
2. LetM = [0, 1]2 endowed with the standard Euclidean metric. Fix, say, ε = 1/10.
For every n ∈N, define a discontinuous metric gn on M as follows:
gn(x, y) =
εe (x, y) ∈ De otherwise,
where (x, y) ∈ D if and only if there exists a j ∈ {1, . . . , n} such that |x− j/n| < 1/2n2
or |y − j/n| < 1/2n2. That is, gn = e everywhere except on a set of n horizontal
and n vertical strips of width 1/n2, in which it is shrunk isotropically by a factor
ε. Let Fn : (M, e) → (M, gn) be the map x 7→ x. Then dFn ∈ SO(e, gn) everywhere
except for a set of volume of order 1/n; on that “defective” set, dist(dFn, SO(ε, gn))
is a constant independent of n. The same properties apply for F−1n . It follows
that (M, gn) → (M, e) according to Definition 4.1 for every choice of p, q < ∞.
On the other hand, (M, gn) converges in the Gromov-Hausdorff sense to the
“taxi-driver” ℓ1 metric on [0, ε]2.
Note that there existα > 0 and p, q such that ifwe take εn = n−α rather than a fixed
ε, (M, gn) → (M, e) according to Definition 4.1, whereas The Gromov-Hausdorff
limit of this sequence is just the point.
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A Sobolev spaces between manifolds
The following definitions and results are well-known; see [Haj09, Weh04] for proofs
and for further references.
LetM,N be compact Riemannianmanifolds, and letD be large enough such that there
exists an isometric embedding ι : N → RD (Nash’s theorem). For p ∈ [1,∞), we define
the Sobolev spaceW1,p(M;N) by
W1,p(M;N) =
{
u : M → N : ι ◦ u ∈W1,p(M;RD)
}
.
This space inherits the strong and weak topologies of W1,p(M;RD), which are inde-
pendent of the embedding ι.
Generally, these spaces are larger than the closure of C∞(M;N) in the strong/weak
W1,p(M;RD) topology. However, when p ≥ d = dimM, W1,p(M;N) is the strong
closure of C∞(M;N) in the strong topology [Haj09, Theorem 2.1].
By the standard Sobolev embedding theorems, it follows that for p > d,W1,p(M;N) con-
sists of continuous functions whose image is in N everywhere. Moreover, W1,p(M;N)
convergence impliesuniformconvergence forp > d. Therefore, when p > d,W1,p(M;N)
can be defined “locally”, namely
W1,p(M;N) =
{
u ∈ C(M;N) : φ ◦ u ∈W1,p(u−1(U),Rd),
for every local chart φ : U ⊂ N → Rd
}
.
In addition, un → u inW1,p(M;N) if and only if un → u uniformly, and φ ◦ un → φ ◦ u
inW1,p(u−1(U),Rd) in every coordinate patch [Weh04, Lemmas B.5 and B.7].
Moreover, it follows from [Hei05, Theorem 4.9] that for p > d, u ∈ W1,p(M;N) is differ-
entiable almost everywhere and that its strong and weak derivatives coincide almost
everywhere. In particular, there is no ambiguity in Theorem 1.2 and Theorem 1.1.
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Finally, note that for every p ≥ 1 (including p ≤ d), there is a notion of weak derivative
du of u ∈ W1,p(M;N) (and not only of ι ◦ u), which is measurable as a function
TM → TN [CS16]. This implies, using local coordinates, that our energy density x 7→
dist(gx,hu(x))(du(x), SO(gx, hu(x))) is indeed ameasurable function for every u ∈ W1,p(M;N).
B Intrinsic determinant and cofactor
In this section we state and prove some useful properties of the determinant and
cofactor operators defined in Section 2.1. Most of this section is linear algebra, which
we include here for the sake of completeness.
Proposition B.1 Let V and W be d-dimensional oriented inner-product spaces. Let ⋆V and
⋆W be their Hodge-dual operators. The inner-products and the orientations induce volume
forms dVolV and dVolW (i.e., dVolV(e1, . . . , ed) = 1 for every positively-oriented orthonormal
basis of V). Let T ∈ Hom(V,W). Then,
DetT =
T∗dVolW
dVolV
.
The proof is immediate from the definitions, by choosing oriented orthonormal bases
for V andW. An immediate corollary is the following:
Corollary B.2 Let f : M → N, then
Det d f =
f⋆dVolh
dVolg
Proposition B.3 The following identity holds:
DetA IdV = A
T ◦ CofA = (CofA)T ◦ A,
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Proof : Let v, u ∈ V. Then,
(AT ◦ CofA(v), u)V = (CofA(v),Au)W
= (−1)d−1(⋆d−1W
∧d−1
A ⋆1V v,Au)W
= (−1)d−1 ⋆dW
(
Au ∧ ⋆1W ⋆d−1W
∧d−1
A ⋆1V v
)
= ⋆dW(Au ∧
∧d−1
A ⋆1V v)
= ⋆dW
(∧d
A
(
u ∧ ⋆1Vv
))
= ⋆dW
(∧d
A ⋆0V ⋆
d
V
(
u ∧ ⋆1Vv
))
=
(
⋆dW
∧d
A⋆0V
)
〈u, v〉V
= DetA 〈u, v〉V ,
where the passage to third line follows from the identity
〈v,w〉Λp(V) = ⋆dV(v ∧ ⋆pVw)
for v,w ∈ Λp(V). Hence, for every v ∈ V,
AT ◦ CofA(v) = DetA IdV(v).
■
The following lemma is useful for proving the weak convergence of Cof d fn and
Det d fn:
Lemma B.4 Let (V, g) and (W, h) be d-dimensional oriented inner-product spaces. Let b =
(b1, . . . , bd) and c = (c1, . . . , cd) be arbitrary bases for V and W. Let F ∈ Hom(V,W), and let
A be its matrix representation in the given bases. Denote by AT, CofA and DetA the matrix
representations of FT, Cof F and DetF in the given bases. Denote by At, cofA and detA the
transpose, cofactor and determinant of the matrix A (that is, the “standard” linear-algebraic
meaning of these notions). Denote by G and H the matrix representations of g and h. Then,
AT = G−1AtH, (B.1)
DetA =
√
detH
detG
detA, (B.2)
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and
CofA =
√
detH
detG
H−1 cofAG. (B.3)
Proof : Let v ∈ V and w ∈ W. By definition h(Fv,w) = g(v, FTw). Moving to coordinates
and writing this in matrix form, this reads
vtAtHw = vtGATw,
from which (B.1) follows immediately. Equation B.2 follows from Proposition B.1.
Using these two identities, (B.3) follows from Proposition B.3 by a direct calculation.
■
Proposition B.5 Let M,N be d-dimensional oriented Riemannian manifolds, and let M be
compact. Let fn ∈ W1,p(M;N) with p > d. If fn ⇀ f in W1,p(M;N), then
Det d fn ⇀ Det d f in L
p/d(M),
and
Cof d fn ⇀ Cof d f in L
p/(d−1)(M;N),
where the last convergence is understood locally, for every coordinate chart around x ∈ M and
f (x) ∈ N.
Proof : The caseM ⊂ Rd, E = Rd is a classical result in the theory of Sobolev mappings,
see e.g. [Eva98, Section 8.2.4] (this reference only considers the determinant, however
the same proof applies for the cofactor matrix).
Still in a compact Euclidean setting, if a sequence gn ∈ Lq(Ω) weakly converges to
g in Lq(Ω) for some q, then φgn ⇀ φg in Lq(Ω) for every smooth function φ. The
proposition follows now from Lemma B.4 by working in local coordinates and using
the Euclidean result, since H, G, their inverses and determinants are all smooth
functions of the coordinates, and fn → f uniformly. ■
B.1 Derivative of the determinant: Proof of Lemma 2.11
Lemma 2.11 is concerned with the differentiation of the determinant of a bundle
morphism between vector bundles. Since the intrinsic definition of the determinant
(2.1) involves theHodge-dual, wefirst proveLemmaB.6 below regarding the behavior
of the Hodge operator with respect to covariant differentiation.
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LetM be a smooth d-dimensional manifold. Let E be an oriented vector bundle over
M (of arbitrary finite rank n), endowedwith a Riemannianmetric h and ametric affine
connection ∇E. Note that ∇E induces a connection on Λk(E) (also denoted by ∇E); this
induced connection is compatible with the metric induced on Λk(E) by h.
Lemma B.6 (Hodge-dual commutes with covariant derivative) Let (E,M) be defined as above.
Denote by⋆kE the fiber-wiseHodge-dualΛk(E) → Λn−k(E) (which is induced by the orientation
on E and h). Then,
⋆kE(∇EXβ) = ∇EX(⋆kEβ)
for every β ∈ Γ(Λk(E)) and X ∈ Γ(TM).
Proof: We first show that it suffices to prove this lemma for k = 0. That is, assume that
for every ξ ∈ C∞(M) ≃ Γ(Λ0(E)) and X ∈ Γ(TM),
⋆0E (∇EX(ξ)) = ∇EX(⋆0E(ξ)). (B.4)
Let α, β ∈ Γ(Λk(E)) and let X ∈ Γ(TM). By the Leibniz rule for covariant differentiation
and the definition of the Hodge-dual,
∇EX(α ∧ ⋆kEβ) = ∇EXα ∧ ⋆kEβ + α ∧ ∇EX(⋆kEβ)
= ⋆0E(∇EXα, β)h + α ∧ ∇EX(⋆kEβ).
(B.5)
On the other hand,
∇EX(α ∧ ⋆kEβ) = ∇EX(⋆0E(α, β)h)
= ⋆0E
(
∇EX(α, β)h
)
= ⋆0E
(
(∇EXα, β)h + (α,∇EXβ)h
)
= ⋆0E(∇EXα, β)h + α ∧ ⋆kE(∇EXβ),
(B.6)
where the passage from the first to the second line uses (B.4) for ξ = (α, β)h. Equalities
(B.5) and (B.6) imply that
α ∧ ∇EX(⋆kEβ) = α ∧ ⋆kE(∇EXβ).
Since this holds for every α ∈ Γ(Λk(E)), we conclude that ∇EX(⋆kEβ) = ⋆kE(∇EXβ).
Thus, we turn to prove (B.4). Let β ∈ C∞(M) ≃ Γ(Λ0(E)), and note that
⋆0E (∇EXβ) = (∇EXβ) ⋆0E (1), (B.7)
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where ⋆0
E
(1) is the positive unit d-dimensional multivector. Likewise,
∇EX(⋆0E(β)) = ∇EX(β ⋆0E (1)) = (∇EXβ) ⋆0E (1) + β∇EX(⋆0E(1)). (B.8)
Comparing (B.7) and (B.8), we conclude that (B.4) holds for every β if and only if
∇EX(⋆0E(1)) = 0, (B.9)
which is indeed the case, because ⋆0
E
(1) is the unit d-dimensional multivector and ∇E
is consistent with the metric. ■
Proof of Lemma 2.11: Let e1, . . . , ed be a positive orthonormal frame of E.
Det(A) = ⋆dF ◦
∧d
A ◦ ⋆0E(1) = ⋆dW
∧d
A
(
e1 ∧ · · · ∧ ed
)
= ⋆dF
(
Ae1 ∧ · · · ∧ Aed
)
Using the Leibniz rule for the wedge product, we get
VDetA = V ⋆dF
(
Ae1 ∧ · · · ∧Aed
) (1)
= ⋆dF∇V
(
Ae1 ∧ · · · ∧ Aed
)
= ⋆dF
d∑
i=1
Ae1 ∧ · · · ∧ ∇V(Aei) ∧ · · · ∧ Aed
= ⋆dF
d∑
i=1
Ae1 ∧ · · · ∧ (∇VA)ei ∧ · · · ∧ Aed + ⋆dF
d∑
i=1
Ae1 ∧ · · · ∧ A(∇Vei) ∧ · · · ∧ Aed,
(B.10)
Where equality (1) follows from Lemma B.6. (Here we used the metricity of the
connection on F).
Analyzing the second summand, we get
⋆dF
d∑
i=1
∧d
A(e1 ∧ · · · ∧ ∇Vei ∧ · · · ∧ ed) = ⋆dF
∧d
A(
d∑
i=1
e1 ∧ · · · ∧ ∇Vei ∧ · · · ∧ ed)
= ⋆dF
∧d
A
(
∇V(e1 ∧ · · · ∧ ei ∧ · · · ∧ ed)
)
= 0,
where in the last equality we used the metricity of the connection on E.
44
After eliminating the second summand, (B.10) becomes
VDetA = ⋆dF
d∑
i=1
Ae1 ∧ · · · ∧ (∇VA)ei ∧ · · · ∧ Aed
=
d∑
i=1
⋆dF(−1)i−1
(
(∇VA)ei ∧Ae1 ∧ · · · ∧ Âei ∧ · · · ∧ Aed
)
=
d∑
i=1
⋆dF(−1)i−1
(
(∇VA)ei ∧ (−1)d−1 ⋆1F ⋆d−1F (Ae1 ∧ · · · ∧ Âei ∧ · · · ∧ Aed)
)
= (−1)d−1
d∑
i=1
(−1)i−1 ⋆dF
(
(∇VA)ei ∧ ⋆1F ⋆d−1F (Ae1 ∧ · · · ∧ Âei ∧ · · · ∧Aed)
)
= (−1)d−1
d∑
i=1
(−1)i−1
〈
(∇VA)ei, ⋆d−1F (Ae1 ∧ · · · ∧ Âei ∧ · · · ∧Aed)
〉
F
= (−1)d−1
d∑
i=1
〈
(∇VA)ei, ⋆d−1F
(∧d−1
A(⋆1Vei)
)〉
F
=
d∑
i=1
〈
(∇VA)ei, (−1)d−1 ⋆d−1F
∧d−1
A ⋆1V ei
〉
F
=
d∑
i=1
〈(∇VA)ei,CofA(ei)〉F =
d∑
i=1
〈
(CofA)T(∇VA)ei, ei
〉
E
= tr
(
CofAT ◦ (∇VA)
)
= 〈CofA,∇VA〉E,F .
■
C Volume distortion and dist (·, SO(d))
Let A ∈ Md be a linear transformation. A maps the unit cube into a body whose
volume is detA. Wemay therefore view |detA−1| as a measure of volume distortion
of A’s action. Intuitively, when A is close to an (orientation-preserving) isometry, its
volume distortion should be small. The following lemma is a quantitative formulation
of this claim:
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Lemma C.1 Let A ∈ Md. Then
|detA − 1| ≤ (dist (A, SO(d)) + 1)d − 1
Proof : Let σ1 ≤ σ2 ≤ . . . ≤ σd be the singular values of A, and define r1 = sgn(detA) σ1,
ri = σi for i = 2, . . . , d. We then have detA = Πdi=1ri and for every 1 ≤ i ≤ d,
dist (A, SO(d)) =
√√
d∑
j=1
(r j − 1)2 ≥ |ri − 1|.
We will show that
|Πdi=1ri − 1| ≤ Πdi=1(|ri − 1| + 1) − 1, (C.1)
which will complete the proof since it will follow that
|detA − 1| ≤ Πdi=1(|ri − 1| + 1) − 1 ≤ (dist (A, SO(d)) + 1)d − 1.
We turn to prove (C.1). Bounding from above is trivial:
Πdi=1ri ≤ Πdi=1(|ri − 1| + 1)
The less trivial part is bounding from below. We need to show:
Πdi=1ri − 1 ≥ −
(
Πdi=1(|ri − 1| + 1) − 1
)
= 1 −Πdi=1(|ri − 1| + 1)
which is equivalent to:
2 ≤ Πdi=1ri +Πdi=1(|ri − 1| + 1) (C.2)
First, assume A ∈ GL+d . Note that if r j ≥ 1 for some j,
Πdi=1ri + Π
d
i=1(|ri − 1| + 1) ≥ Πi, jri + Πi, j(|ri − 1| + 1).
Therefore, it is enough to prove (C.2) under the assumption that ri ∈ (0, 1) for all i, that
is, to prove that
f (r1, . . . , rd) = Π
d
i=1ri + Π
d
i=1(2 − ri) ≥ 2.
Notice that the inequality holds on the boundary of [0, 1]d, and therefore it is enough
to prove that f has no local minima at (0, 1)d. Indeed, if r = (r1, . . . , rd) ∈ ∂([0, 1]d) then
there exists some i such that ri = 0 or ri = 1. If ri = 1 the inequality holds by induction
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on the dimension. If ri = 0, the inequality reduces to Π j,i(2 − r j) ≥ 1 which holds by
the assumption ri ∈ (0, 1).
Differentiating in the interior (0, 1)d we obtain
∂ f
∂r j
= Πi, jri −Πi, j(2 − ri) < 0,
since ri ∈ (0, 1) for every i. Therefore there are no local minima at (0, 1)d, which
completes the proof for A ∈ GL+d .
For A < GL+d , we need to prove (C.2). Note that in this case r1 ≤ 0, and therefore
|r1 − 1| + 1 = 2 − r1. We obtain that
Πdi=1(|ri − 1| + 1) + Πdi=1ri = 2Πdi=2(|ri − 1| + 1) − r1
(
Πdi=2(|ri − 1| + 1) −Πdi=2ri
)
≥ 2 − r1
(
Πdi=2(|ri − 1| + 1) −Πdi=2ri
)
Now, the term in the parentheses is non-negative and −r1 ≥ 0, and therefore (C.2)
holds. ■
Lemma C.2 Let f : (M, g) → (N, h) be an orientation-preserving diffeomorphism between
compact manifolds. Then
|Volh(N) − Volg(M)| ≤
∫
M
[(
dist
(
d f , SO(g, f ∗h)
)
+ 1
)d − 1] dVolg
Proof :
VolhN =
∫
N
dVolh =
∫
M
f⋆(dVolh) =
∫
M
(Det d f ) dVolg.
Let p ∈ M and let vi,wi be positively oriented orthonormal bases for TpM and T f (p)N.
Let A be the representing matrix of d fp in these bases. Then, (i) detA > 0 since f is
orientation-preserving, (ii) Det d f = detA and (iii)
dist(g, f ∗h)
(
d f , SO(g, f ∗h)
)
= diste (A, SO(d)) ,
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where e is the Euclidean metric. Thus
|Vol(N) − Vol(M)| =
∣∣∣∣∣
∫
M
(Det d f − 1) dVolg
∣∣∣∣∣
=
∣∣∣∣∣
∫
M
(detA − 1) dVolg
∣∣∣∣∣
≤
∫
M
|DetA − 1|dVolg
≤
∫
M
[
(diste (A, SO(d)) + 1)
d − 1
]
dVolg
=
∫
M
[(
dist
(
d f , SO(g, f ∗h)
)
+ 1
)d − 1] dVolg,
where the the passage to the fourth line follows from Lemma C.1. ■
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