Under certain assumptions the detectability of the ideal observer can be defined as the integral of the system Noise Equivalent Quanta multiplied by the squared object spatial frequency distribution. Using the detector Noise-EquivalentQuanta (NEQ D ) for the calculation of detectability inadequately describes the performance of an x-ray imaging system because it does not take into account the effects of patient scatter and geometric unsharpness. As a result, the ideal detectability index is overestimated, and hence the efficiency of the human observer in detecting objects is underestimated. We define a Generalized-NEQ (GNEQ) for an x-ray system referenced at the object plane that incorporates the scatter fraction, the spatial distributions of scatter and focal spot, the detector MTF D , and the detector Normalized-NoisePower-Spectrum (NNPS D ). This GNEQ was used in the definition of the ideal detectability for the evaluation of the human observer efficiency during a two Alternative Forced Choice (2-AFC) experiment, and was compared with the case where only the NEQ D was used in the detectability calculations. The 2-AFC experiment involved the detection of images of polyethylene tubes (diameters between 100-300 m) filled with iodine contrast (concentrations between 0-120 mg/cm 3 ) placed onto a uniform head equivalent phantom placed near the surface of a microangiographic detector (43 m pixel size). The resulting efficiency of the human observer without regarding the effects of scatter and geometric unsharpness was 30%. When these effects were considered the efficiency was increased to 70%. The ideal observer with the GNEQ can be a simple optimization method of a complete imaging system.
INTRODUCTION
The evaluation and optimization of medical imaging systems plays a major role in their evolution and advancement. Task specific assessment methods can lead to increased success in the diagnostic and therapeutic use of the imaging systems. At the same time, task-based optimization methods can promote the effective use of the radiation used for the image acquisition. In this paper we assess a prototype system used for x-ray angiographic imaging by comparing the human detection efficiency with a model ideal observer. The ideal observer model we use takes into account the detector signal and noise transfer characteristics, the x-ray source spatial properties, the patient scatter magnitude and spatial distribution, as well as the properties of the object of interest. The study of a clinical x-ray system usually involves the characterization of the detector, the scattering properties of the patient or a phantom and the characterization of the x-ray production, i.e. the properties of the x-ray tube. This paper is a follow-up from a paper presented last year by Kyprianou et. al. which presented a unified system's approach to the characterization of an x-ray system. 1 The properties investi-gated were the scatter properties of a uniform phantom that simulates the human head, the detector properties such as the signal transfer, the noise power spectrum, the signal to noise characteristics, and finally the effect of the focal spot and the beam energy on the image SNR.
In this work we compare the performance of the ideal observer described in ref. (1) with the performance of the human observer for a 2-Alternative Forced Choice (2-AFC) experiment performed by Ganguly et. al. 2 Furthermore, we estimate the variance of the ideal observer Signal to Noise Ratio (SNR), and the frequency dependent variance of the Normalized Noise Power Spectrum (NNPS) by a bootstrapping method. The requirements for the detection of objects of interest with the specific applications to neurointerventional procedures 3, 4 where high resolution is necessary, such as the angiography of small features such as perforator vessels, are also investigated. Various efforts were made in the past to generalize metrics that describe the image quality from a system's point of view. In a series of papers, Wagner investigated the effects of the focal spot in magnification radiography 5 and the effect of noise and scatter to the SNR, 6, 7, 8 recognizing the necessity for a comprehensive approach 9 to the imaging problem. Quantifications of scatter and its effect on the image quality were studied in the past by various authors. Muntz 10 studied the effect of the focal spot size, magnification and scatter on the image quality combining them in a comprehensive function. Sorenson 11 and Krol 12 studied the effect of scatter as a function of magnification, using the DQE and contrast improvement factors to optimize the x-ray system. Rudin and Bednarek 13, 14, 15 investigated the scatter rejection efficiency of optimized rotating scanning beams. Carlson 16 generalized the contrast degradation and contrast improvement factors due to scatter by varying the magnification and the radiation field sizes. The effect of the focal spot on angiographic images was investigated in the past by Doi 17 and the focal spot unsharpness was included in the MTF and DQE by Shaw. 31 Kyprianou previously unified 1, 18 the study of the system properties by generalizing the concepts of the Modulation Transfer Function, the Noise Power Spectrum, the Noise Equivalent Quanta, and the Detective Quantum Efficiency which currently are only defined for the detector. These quantities were modified to include information about the scatter and the focal spot unsharpness of our system. In this paper we use the generalized system Noise Equivalent Quanta (GNEQ) in the determination of the ideal observer detectability for specific objects of interest. Here we also focus on the theoretical definitions of the generalized functions, as well as presenting the results obtained from the detectability simulations. The experimental methodology for obtaining and analyzing the data is rigorously presented in ref. (18) . Other factors such as patient motion blur and image lag are not investigated here.
MATERIAL AND METHODS

2.
1. An ideal observer for small objects based on the imaging system signal transfer characteristics, noise properties, scatter distribution, and geometric unsharpness. 
G is a constant proportional to the x-ray intensity (for a linear detector, G is the average graylevel of a flat field image), f x and f y are the spatial frequencies in the x and y directions, MTF is the presampled Modulation Transfer Function as defined by Fujita, Giger, and Doi. 22, 23, 24, 25 The NPS is the Weiner spectrum as defined by various researchers in the past. 26, 27, 28 C is the Fourier transformation of the difference between the signal image and the background. Using this definition the SNR is related to the ideal observer detectability. 20 For the evaluation of the integral the presampled MTF, as well as the NPS must be obtained beyond the Nyquist frequency f Nyquist . Fujita 22 showed a simple way to determine the MTF for frequencies beyond the Nyquist frequency. Since the NPS can only be measured from -f Nyquist to f Nyquist its reflected replication can be used in the integral. This definition of the SNR can be used as an ideal observer for an object which is smaller than the detector area, and comparable or larger than the detector pixel size. The SNR can also be an evaluation of the efficacy of a detector system. In modeling a complete x-ray imaging system (see Fig. 1 ), accounting for the total imaging chain we will include the x-ray production (focal spot), attenuation, scatter and beam hardening through the patient/phantom, and a small object within the patient/phantom. The object should be relevant to the imaging task for which the imaging system is intended. For the purpose of obtaining an estimate of the SNR dependent on the system's properties such as scatter, focal spot geometric unsharpness, and detector properties, we defined a set of generalized system quantities that describe the imaging physics of our system.
The system generalized MTF is composed of three main components: the detector MTF D the focal spot MTF F and the scatter MTF S . The detector MTF D is the standard presampled modulation transfer function as defined in the literature. The focal spot MTF F is defined as the normalized modulus of the Fourier transformation of the magnified focal spot distribution calculated from its line spread function (LSF F ) as imaged through a slit camera. 29, 30 The scatter MTF S is defined as the frequency content of the spatial distribution of scatter entering the detector, and is calculated from the normalized modulus of the Fourier transformation of the derivative of the scatter Edge Spread Function (ESF S ). 18 The scatter MTF S was introduced by Seibert, 31 Boone and Cooper 32 in an effort to characterize the spatial distribution of scatter entering the detector, but also as an image post-processing scatter removal filter. The authors 18 have used the scatter MTF S and the focal spot MTF F to generalize the definition of the MTF for the description of the complete x-ray imaging system. Combining the detector, the focal spot and the scatter spatial frequency information can provide us with important information about the behavior of our system.
The imaging chain starts with the x-ray production at the focal spot, whose spatial distribution is described by the focal spot MTF F (f ). f is the spatial frequency measured at the focal spot plane. For simplicity we use the radial frequency f assuming radial symmetry for the definitions of the various MTFs. The x-ray beam enters the patient, where a fraction of the beam undergoes scatter whose spatial distribution is described by the scatter MTF S (f ). f is the radial spatial frequency at the detector plane, where the MTF S is measured. The scatter MTF S and the focal spot MTF F are then referenced to the object plane. The object is assumed to be small enough to be considered uniplanar, inside the patient at magnification m. Scatter and focal spot unsharpness are two parallel processes 33 and can be added:
where f without the prime is the radial spatial frequency in mm -1 referenced at the object plane, and ) /( P S S is the scatter fraction. S and P are the scatter and primary intensities of the x-ray beam as measured at the detector (i.e. using the beam stop method). m is the magnification factor m=H/(H-h) as can be seen in Fig. 1 . MTF F,S (f ) describes the signal transfer at the object plane, however without regarding the detector blur. Once this signal enters the detector it is convolved with the detector blur, hence we multiply the MTF F,S with the Modulation Transfer Function of the detector MTF D (f ), which is measured at the detector plane. The authors showed 18 that the Generalized Modulation Transfer Function (GMTF) when expressed at the object plane takes the following form:
Notice that the scatter fraction will be dependent on the phantom properties, the airgap between the detector and the phantom, as well as the radiation field size. Magnification as used here is in reference to objects within the scattering object such as blood vessels or stents within the skull. Eq. (3) reduces to the detector MTF for m=1 and =0. Eq. (3) describes how the signal from a small object is transferred through the imaging system. The further away the object of interest is from the detector, the size of its projected image is larger by a factor of m, therefore the detector spatial frequencies must be divided by the same factor. We chose to include the image degradation effect of scatter as part of the signal transfer function (in the Modulation Transfer Function) rather than to consider it as uniform noise in the linear imaging chain (in the Normalized Power Spectrum), as other authors did. 34 The reasoning behind this came from the empirical observation 18 that the measured Normalized Noise Power Spectrum (NNPS) is independent from scatter when the exposure to the detector X is maintained constant. Unlike the NNPS however, the MTF is sensitive to scatter changes as Boone showed in the past, and a scatter spatial distribution can be measured. 35 The scatter spatial distribution is heavily dependent on the object, especially for non uniform objects.
The Generalized Normalized Noise Power Spectrum for a flat image can be modeled in terms of the detector electronic noise EN and the Poison distributed quantum noise QN as follows:
Where is the scatter fraction, and P is is the primary radiation intensity. In certain circumstances is convenient to measure the detector NNPS D with the scatter material in the beam. The GNNPS is therefore defined as: 
i and j are the spatial indices. I F is the bootstrapped realization of the flat field image of the pth ROI and is calculated as:
I DC is the average dark field calculated from the N IDC acquired images:
G b is the average gray-level value of each bootstrapped replicated image set, and is calculated as:
x and y are the dimensions of the detector pixel in mm. The frequency bins will be f x =1/(N x x) with similar expressions for the f y . The mean bootstrapped NNPS D and its variance are then defined as:
Depending on the number of images N I , N b should be large enough so that the variance does not change as N b increases. The bootstrapping method tries to recreate the statistical distribution of the measured quantity when only a limited number of observables can be obtained. However, this method of bootstrapping can be biased. For better estimates of the unbiased NNPS, methods such as the Bias Corrected and accelerated (BCa) bootstrap, proposed by Lee 37 can be used.
Lee's method is also useful in reducing the number of bootstrap resamples required in order to determine the confidence intervals.
Tapiovaara and Wagner 38 identified the importance of an energy sensitive SNR definition, therefore the contrast C of the object of interest will be mathematically modeled as the line integral over energy of an object of thickness z: 
where (E) is the energy dependent x-ray fluence, and z is: 
z describes a hollow tube of length L, internal diameter r in containing a solution of w I part iodine with x-ray linear attenuation coefficient I (in mm -1 ), and (1-w I ) part water with x-ray linear attenuation coefficient w (in mm -1 ). The tube has an external diameter r out and is made of polyethylene with x-ray attenuation coefficient v (in mm -1 ). The attenuation coefficients are energy E dependent. i, j, n are the two spatial, and x-ray energy indices respectively. Even though Eq. (13) assumes parallel ray geometry Doi and Rossmann 17, 39, 40 showed that the assumption is sufficient for small objects. They also showed that a small object can be assumed to be contained in a single plane, a property that allows the convolution of the focal spot MTF F with the object spatial distribution in order to account for geometric unsharpness. 
When evaluating Eg. (15), x and y are the x and y increments and should be much smaller than the pixel size.
Using the generalized quantities the location averaged, bootstrapped, DC suppressed SNR, and its variance SNR can be (17) assumes that the GMTF contribution to the SNR variance is significantly smaller than that of the GNNPS. Here we also assume radial symmetry for the MTF. The zero frequencies were omitted since it is very difficult to estimate the zero frequency NNPS experimentally. The SNR can also be expressed in terms of the Generalized system Noise Equivalent Quanta which is defined as:
The signal entering the detector will be filtered through the GMTF and hidden by the detector and quantum noise, hence the GNEQ provides us with information about the resulting image quality.
For a low contrast object we can make some simplifications to the SNR which will allow us to study its dependence on some important system parameters. 7 effect of the MTF blur, and the contribution from the inner and outer cylinders. eff is the effective attenuation coefficient which is proportional to the percentage of iodine w I in the vessel and A eff is the effective projected area of the vessel. We can also study the effect of scatter to the SNR by assuming that the effect of the focal spot unsharpness is small, the electronic noise is small compared to the quantum noise, and that the scatter is uniformly distributed. Under those assumptions we see that SNR 2 P 2 (S+P) -1 . Under the aforementioned assumptions we see that in order to double the SNR we must either: double the iodine concentration w I , quadruple the primary fraction, or increase the vessel radius by 1.6. Fig.1 shows a schematic of the x-ray imaging system experimental setup, simulating its clinical use. The microangiographic system consists of the x-ray source, the x-ray tube of the CAS 8000V (Toshiba America Medical Systems, Tustin, CA) angiography unit, the patient's head, or in our case a uniform head phantom, and the microangiography Region of Interest (ROI) detector. 18, 41, 42 The detector is a full frame 12 bit, 1k x 1k CCD camera, optically coupled to a CsI(Tl) scintillator via a fiber optic taper, with a 4.5 x 4.5 cm 2 field of view, having an effective pixel size of 0.043 mm and can acquire images at 5 fps. In clinical use, the interventionalist will use the image intensifier to guide the catheter to the point of intervention and when high resolution image sequences at the region of interest are necessary, the microangiographic detector is positioned at the point of interest. When acquiring images, the patient head must be as close to the detector as anatomically possible, in order to avoid the geometric unsharpness due to magnification. The detector is placed 100 cm away from the x-ray tube. The image intensifier of the angiographic unit is disabled and is not used during the high resolution image acquisition with the microangiographic detector.
The experimental setup
A collimator is positioned at the x-ray tube plane reduces the amount of scatter reaching the detector by restricting the radiation field size, producing a square field of 5 x 5 cm 2 . For the purposes of our measurements a uniform, average human head equivalent phantom was constructed following the recommendations of AAPM Report 60. It consists of 30 x 30 cm 2 , 3.4 mm thick aluminum, 20 cm thick PMMA and was verified 2 to be equivalent to a human head for the Anterior Posterior position. The phantom is placed on the x-ray table and positioned 2.5 cm from the detector, which defines a clinically relevant configuration, allowing x-ray scatter to enter the detector. The detector entrance exposure was measured by replacing the detector with an ion chamber (Model 35050A dosimeter with model 96035B ionization chamber, Keithley Instruments Inc., Cleveland, OH). The focal spot available to us was the 0.8 mm nominal. Smaller focal spots could not be used because of tube load limitations. With this setup 30 images of a uniform, flat field were acquired with an exposure to the detector X=0.8 mR and 60 images of the dark current using the same exposure time, but without x-ray exposure to the detector. The detector, scatter, and focal spot MTFs were also measured for the same configuration and reported in the past; 1, 18 these are shown in Fig. 3 . The scatter fraction for this configuration is =0.44 0.01. The Al-HVL of the bare x-ray beam was 2.85 mm, the Al-HVL after the phantom was 6.88 mm, and the Al equivalent of the x-ray table was 0.98 mm. These values were used for the determination of the x-ray spectrum (E) using the software from Report 78. 43 
The 2-AFC perception study
Gangully et. al. 2 performed the perception experiment as a way of evaluating the new microangiographic detector testing for small vessel detection. However, the ideal observer used to compare the human efficiency did not take into account for scatter or geometric unsharpness, even though Gangully identified their effects on the MTF and DQE. Here we repeat the analysis of the human observer data in a slightly different way, accounting for inter-reader and case variability, and compare with the ideal observer defined in Eq. (16) . The details of the experiment can be found in ref. (2); here we briefly describe the procedure: Polyethylene hollow tubes of various inner diameters were filled with different iodine contrast solutions. The contrast agent used was Oxilan TM (Cook Imaging, Bloomington, IN), with 62% Ioxilan solution, 300 mg/cc organically bound iodine. Table I shows the tube dimensions and iodine concentrations that were used. Six images were obtained per each configuration. The images were cropped down to 20 mm length as shown in Fig. 4 , and the location of the display window was selected so that the vessel was randomly positioned either on the left (0) or the right (1) side of the frame. The window and level were predetermined and kept constant for the best possible contrast, and uniform presentation. The two possible locations for the vessel were marked on each frame using endpoint markers. Eleven observers (three neuroradiologists and six medical physicists) were trained with a small subset of the images ranging from very easy to very difficult to detect. The required task is a 2-Alternative Forced Choice Experiment (2-AFC), where the observers were required to choose the correct location of the vessel out of two possible locations. Fig. 4 , shows an easy and a difficult case. The experiment was performed in a dimly-lighted room on a high-end commercial CRT monitor with standard calibration. The images were presented to the observers using the freely available software ImageTool TM (University of Texas, Health Science Center, San Antonio, TX). The observers were not restricted in terms of time or positioning, however the images were presented in random sequence and the option of revising a decision was not available.
The results were recorded as 0 (left) and 1 (right) in a table that consists of the eleven readers, four vessel diameters, iodine concentrations (four or five different concentrations depending on the vessel size, see Table 1 ), and six realizations per each vessel diameter, and iodine concentration. For each case the correct location was also recorded (this allowed for reader left/right bias testing). The results were then divided per case, each case being a given vessel diameter for a given iodine concentration. For each case there were recorded responses of eleven readers, N r =11, for the six realizations available, N c =6. For a better estimation of the mean and variances of the detection probability p [or the Area Under the Receiver Operating Characteristic curve (AUC)] the results were resampled by bootstrapping. 44 To account for the inter-reader variability we created new arrays containing random selections of the readers, and to account for the case variability, the cases each reader read were also resampled randomly. From each bootstrapped replication of the data the AUC or p was calculated, and the process was repeated 5000 times. The results were tabulated and the mean p and its variance p were then calculated.
For a two Alternative Forced Choice experiment the probability of detecting the object p can be related to the detectability d and its variance 2 D by 20, 45 .
The human detection efficiency and its variance 2 are:
RESULTS
The detector, focal spot, and scatter MTF are shown in Fig. 3 , reproduced from ref (18) . Notice the low frequency dependence of the scatter MTF. Fig. 5 shows the two dimensional object C frequency distribution. The object is the same shown in Fig. 2 , with L=20 mm, w I =0.1, r in =0.51 mm, and r out =0.203 mm. Fig. 7 . The detectability D 2 vs. SNR 2 (a) using the GNEQ, accounting for scatter and geometric unsharpenss, and (b) using the detector NEQ assuming zero scatter and no magnification. In both graphs the errors in the SNR are smaller that the point symbols.
curves indicate the band or 99% confidence interval determined by 3 NNPS . It is important to note here that the log scale hides the fact that the standard deviation is increased at the lower frequencies.
The SNR and detectability d were calculated for all the configurations, and are presented comprehensively in Fig. 6 . The sum in Eq. (16) was carried out for continuously increasing values of f x , and f y until the SNR b result did not change by more than 10 -5 .
The maximum values of f were never larger than 2 f Nyquist for this value of .
In Fig. 7a we compare d 2 with SNR 2 for the ideal observer as described by Eq. (13), using m=1.025, and =0.44±0.1, we obtain =0.7±0.3. In Fig. 6b we compare d 2 with SNR 2 for the ideal observer when m=1, and =0, we obtain =0.3±0.1. Notice that disregarding scatter and geometric unsharpenss results in an overestimation of the ideal SNR, thereby underestimating the efficiency of the human observer. . The first data point obtained from the human perception experiment was omitted from the fit since it shows a systematic deviation from the rest of the data points. A possible reason for this deviation is the large vessel wall thickness (see Table I ), compared to the vessel's inner diameter which reduces the amount of additional iodine contrast that is required for threshold detection. This discrepancy could result in an effective diameter of the smallest vessel significantly larger than the inner vessel diameter when compared with the other vessel sizes.
DISCUSSION
From Fig. 3 we see that the detector MTF D is nonzero at 10 cycles/mm. However the generalized MTF suffers a large degradation mostly due to scatter, as was presented in refs. (1, 18) . In Fig. 5 . we see that most of the frequency content of the smallest vessel (100 m diameter) lies within frequencies smaller than 7 cycles/mm.
The bootstrapping method for estimating the NNPS D using a limited amount of images resulted in reduced variance, and a smoother frequency dependent NNPS D estimate, therefore no radial average was necessary. Furthermore this method made it possible for a frequency dependent estimate of the NNPS D uncertainty. We see in Fig. 6 that the NNPS D has a power law dependence on frequency, however for frequencies higher than 7 cycles/mm noise aliasing effects start becoming significant. Aliasing is not observed in the MTF D since it becomes zero right after the Nyquist frequency, a characteristic of indirect detectors with small pixel sizes using CsI(Tl) as the scintillating phosphor.
The difference in SNR when scatter and geometric unsharpenss are not considered is significant, resulting in underestimation of the average human detection efficiency. The SNR determination using the bootstrap method of Eq. (16) resulted in very small uncertainties, something that allowed the validation of the linear relation (see Fig. 8 ) between the iodine concentration w I and the inner radius of the vessel r in predicted in Section 2.1, with coefficients of Proc. of SPIE Vol. 5749 259 determination r 2 close to unity. The same linear model was used for the human observer detectability, however the large fluctuations of the data points resulted in much lower r 2 (0.77). The computational times required for the bootstrap SNR calculations totaled a few minutes on a standard high-end pc, making this method widely applicable.
The SNR data in Fig. 9 display a good agreement with the 1/r 3/2 model for the iodine concentration w I dependence, showing that the objects contrast ( eff r eff ) is proportional to the inverse square of its effective projected area. Even though the same agreement cannot be evaluated for the human perception detectability d results due to limited amount of data and the systematic deviation of the first point, the proximity of the data points to the model is remarkable.
CONCLUSIONS
We proposed an observer model that is based on measured properties of an x-ray imaging system that accounts for patient scatter, geometric unsharpenss, the detector properties, and an analytical approximation of a small object of interest in neuro-angiography. The observer model correctly predicts the human observer detectability for an SKE/BKE detection task with an average efficiency of 70%. This methodology can be a simple and quick method for the evaluation and optimization of a complete imaging system, for a specific imaging task. Furthermore it can also be used for comparing two different systems designed for the same task with regards to their relative efficiencies. Further evaluation of the model observer is required in order to test some of the underlined assumptions, such as the scatter and focal spot unsharpenss interaction terms in the definition of the SNR. For this purpose methods such the ones developed by Gagne, 46 Tapiovaara, 47 and Chakraborti 48 can be employed.
