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УДК 62-192.003 (045) 
С.В. Єгоров, асп. 
ДОСЛІДЖЕННЯ ВЛАСТИВОСТЕЙ СТАТИСТИКИ, ВИКОРИСТОВУВАНОЇ  
ДЛЯ ОЦІНЮВАННЯ БЕЗВІДМОВНОСТІ 
Проведено моделювання методом Монте-Карло випадкових вибірок із генеральної сукупності для визна-
чення ймовірності безвідмовної роботи. Проведено аналіз якості статистики вигляду 
N
r . 
Modeling by a method of Monte Carlo casual samples from general set is lead with the purpose of definition of 
probability of non-failure operation. The analysis of quality of statistics of a kind 
N
r is lead. 
 
Постановка проблеми 
Кожне дослідження випадкових явищ, виконане 
методами теорії надійності, яка опирається на 
математичний апарат теорії ймовірності і мате-
матичну статистику, прямо або побічно опира-
ється на експериментальні дані.  
Оперуючи такими поняттями, як події та їх імо-
вірності, випадкові величини, їх закони розподі-
лу і числові характеристики, теорія надійності 
дає можливість теоретично визначити ймовір-
ність одних подій, через ймовірність інших, за-
кони розподілу і числові характеристики одних 
випадкових величин через закони розподілу і чи-
слові характеристики інших.  
Такі непрямі методи дозволяють значно заоща-
джувати час і засоби, які витрачаються на експе-
римент, але аж ніяк не виключають самого екс-
перименту. 
Кожне дослідження у сфері випадкових явищ, як 
би воно не абстрагувалося, корінням своїм зав-
жди сягає в експеримент, дослідні дані, систему 
спостережень. 
Якість оцінної функції 
Для оцінювання показників надійності типу ймо-





r                                                                   (1) 
де r – кількість об’єктів, які відмовили за наробі-
ток t з N зразків, поставлених на випробування. 
У математичній статистиці якість оцінної функ-
ції визначають такими показниками:  




У праці [1] установлено, що статистика вигляду 
(1) є достатньою. 
Оцінну функцію називають спроможною, якщо 
зі збільшенням обсягу n вихідних статистичних 
даних вибіркове середнє ~  збігається за імовір-
ністю до істинного значення  . 
Доведемо, що статистика   спроможна. 
Запишемо числові характеристики статистики   − 
середнє вибіркове значення і дисперсію − та 
з’ясуємо, як вони змінюються зі збільшенням кі-
лькості дослідів n. 
Позначимо наявні статистичні дані випадкової 
величини: n ,....,, 21 .                                      
Очевидно, що сукупність цих величин являє со-
бою n незалежних випадкових величин, кожна з 
яких розподілена за таким же законом, що й сама 
величина . 
Уведемо позначення ][ iM   для вибіркового се-
реднього величини   і ][ iD   для вибіркової ди-
сперсії величини  .  
У випадках, коли величини ][ iM   і ][ iD   вхо-
дять у формули як певні числа, їх зручніше поз-
начати одною буквою. У цих випадках позначи-
мо вибіркове середнє величини   через m , а 
вибіркову дисперсію ][ iD   величини   через 
D . 




i 1~ . 
Випадкова величина ~  − це функція незалежних 
випадкових величин n ,....,, 21 . Знайдемо ма-
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де ~m , D  − числа. 
Отже, середнє вибіркове величини ~  не зале-
жить від кількості дослідів n і дорівнює серед-
ньому вибірковому спостережуваної величини 
 . Щодо дисперсії величини  , то вона необме-
жено спадає зі збільшенням кількості дослідів і 
за досить великого n може виявитися як завгодно 
малою.  
Отже, середнє вибіркове − це випадкова величи-
на з як завгодно малою дисперсією. 
Спроможність оцінної функції забезпечує зрос-
тання якості оцінювання (зниження ймовірності 
помилок, які виходять за встановлені межі), зі 
збільшенням обсягу статистики. 
Оцінна функція незміщена, якщо середнє вибір-
кове оцінки   дорівнює істинному значенню  . 
Згідно з формулами (2), (3), оцінка ~  незміщена. 
Незміщеність оцінної функції забезпечує брак 
систематичної помилки у разі багаторазового ви-
користання ~  замість  . 
Оцінна функція ефективна, якщо за фіксованого 
обсягу статистичних даних оцінка має мінімаль-
ну дисперсію серед оцінок, які забезпечуються 
будь-якими іншими можливими оцінними функ-
ціями. 
З метою виявлення ефективності оцінної функції 
було проведено ряд експериментів для різних 
значень коефіцієнтів варіації rv  та емпіричних 
імовірностей появи відмов F. 
Крім дисперсій досліджуваної статистики  , бу-
ли піддані оцінюванню дисперсії оцінних функ-
цій (імовірностей відмов) на основі ряду теоре-
тичних розподілів [1−5]: 





i   1
2)~(
; 
− дисперсія дифузійного немонотонного розпо-
ділу DN: 
 DD )( ; 



































        
 , 
де D − вибіркова дисперсія; 
S − вибіркове середнє; 
v  − коефіцієнт варіації; 
− дисперсія нормального розподілу N: 















         
  , 
де  − середньоквадратичне відхилення; 
Г(·) − гамма-функція; 























− дисперсія логарифмічно нормального розподі-












     









  , 
де   − параметр масштабу; 
− дисперсія розподілу Вейбулла: 
 
2
2 2 1D Г 1 Г 1 ,a
b b
                    
    
де параметри a  й b  визначають, розв’язуючи 




























Результати експериментів і оцінки дисперсій, до-
сліджуваної статистики з використанням ряду 
теоретичних функцій наведено в таблиці. 
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Значення дисперсій для законів розподілів випадкової величини 
F vr D  DN N DM W LN EXP 
0,1 0,18 1,0078Е-3 1,0078Е-3 1,0232Е-3 1,13E-3 2,159E-3 2,16Е-3 9,92Е-3 
0,1 0,22 1,1053Е-3 1,1053Е-3 1,1222Е-3 1,23E-3 2,338E-3 1,36Е-3 0,01129 
0,1 0,57 7,132Е-4 7,132Е-4 7,2409Е-4 8,49E-4 1,484E-3 1,11Е-3 4,543Е- 
0,15 0,15 1,29299Е-3 1,293Е-3 1,3127Е-3 1,39E-3 3,265E-3 1,56Е-3 0,02099 
0,15 0,18 1,40475Е-3 1,4048Е-3 1,4261Е-3 1,49E-3 3,676E-3 1,65Е-3 0,02640 
0,15 0,47 1,00784Е-3 1,0078Е-3 1,0232Е-3 1,13E-3 2,159E-3 1,23Е-3 9,92Е-3 
0,2 0,13 1,61216Е-3 1,6122Е-3 1,5756Е-3 1,69E-3 4,423E-3 1,76Е-3 0,03888 
0,2 0,16 1,813Е-3 1,813Е-3 1,8406Е-3 1,89E-3 4,827E-3 1,99Е-3 0,04708 
0,2 0,41 1,27144Е-3 1,27144Е-3 1,29079Е-3 1,38E-3 3,959E-3 1,57Е-3 0,01732 
Аналіз даних таблиці показує, що емпіричне зна-
чення дисперсії D , статистики вигляду (1) і  
дисперсія розподілу DN збігаються і мають най-
менше значення серед розподілів, наведених у 
таблиці. 
Висновки 
Результати аналізу якості статистики вигляду 
Nr / показали, що ця статистика є достатньою, 
спроможною, незміщеною і ефективною. 
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