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The classical method of reducing a positive binary quadratic form to a semi- 
reduced form applies translations alternately left and right to minimize the 
absolute value of the middle coefficient - and may therefore be called absolute 
reduction. There is an alternative method which keeps the sign of the middle 
coefficient constant before the end: we call this method positive reduction. 
Positive reduction seems to make possible an algorithm for finding the representa- 
tions of 1 by a binary cubic form with real linear factors, and has various 
properties somewhat simpler than those of absolute reduction. Some of these 
properties involve unipositive matrices (with nonnegative integer elements and 
determinant 1). Certain semigroups of unipositive matrices with unique factoriza- 
tion into primes are described. Two of these semigroups give a neat approach 
to the reduction of indefinite binary quadratic forms-which may generalize. 
Some remarks on unimodular automorphs occur in Section 6. 
1 
When a very simple result in an old subject has remained undiscovered 
for a long enough time it may remain so indefinitely because anyone 
getting a glimmer of it will think it cannot be true or it would have been 
known long before. This probably explains the failure to look for 
alternative methods of reducing a positive-definite form [a, b, c] = 
ax2 + bxy + cy2 to a semireduced form, i.e., one such that 
Ibl <a and Ibl dc. (1) 
(Recall that the unique “reduced” form of Gauss in which also a < c, 
and b > 0 if a = 1 b I or a = c, can be written down from a semireduced 
form by an obvious unimodular transformation.) We may suppose b > 0, 
a < c. If the form is not then semireduced, a < b. The ancient procedure 
is to replace x by x - hy, getting 
. 
[a, b - 2hu, ah2 - bh + c], (2) 
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and to choose the integer h to make --a < b - 2ha < a (with a double 
choice in case of equality). If here ah2 - bh + c > / b - 2ha 1, the form 
is semireduced. But if not, then ah2 - bh + c < j b - 2hu 1 < a, and 
we continue from the right (y -+ y - kx), and so on. Since the positive 
outer coefficients decrease a semireduced form must ultimately appear. 
In this procedure the numbers h, k,..., may have either sign, depending 
on the middle terms. It seems to have been overlooked that positive 
h, k,..., can be used throughout. Indeed, if --a < b - 2hu < 0 and (2) 
is not semireduced, then 
ah2 - bh + c < 2uh - b < a, 
and we can use h - 1 in place of h, and proceed with 
(3) 
[a, b - 2(h - l)u, u(h - 1)2 - b(h - 1) + c], 
since, as one verifies by use of (3), u(h - 1)2 - b(h - 1) + c is less than 
both a and b - 2(h - 1)~. 
We will call the resulting method positive reduction, and the traditional 
method which minimized the absolute values of the middle terms, absolute 
reduction. 
It can be shown independently that positive reduction is feasible. Indeed, 
consider [a, b, c] with a < c and a < b. Formy= [a, b - 24 a - b + c]. If 
b < 2u, a - b + c 3 2u - b and f is semireduced. If b > 2u and f is 
not semireduced, continue in the same manner from the smaller of the 
two outer terms. 
Positive reduction may nortnully proceed as follows. We may suppose 
that a < b and a < c. Choose h so that 0 < b - 2hu < 2u and form 
[a, b - 2hu, ah2 - bh + c]. Then the next step is clear and h need not 
be changed unless 
a < b - 2hu < 2u and ah2 - bh + c >, a, (5) 
in which case 0 < 2(h + 1)~ - b < a and u(h + 1)2 - b(h + 1) + c > 
2(h + 1)a - 6, and the further translation x+x + y (or using h + 1 
instead of h) gives at once the semireduced form [a, b - 2(h + l)u, 
u(h + 1)2 - b(h + 1) + cl. 
I was led forcibly to discover positive reduction in somewhat the 
following inanner. Early in 1972 I wanted to do something to please 
Mordell, and I tried to find a simple algorithm for obtaining the repre- 
sentations of 1 by a binary cubic form o = AX3 + Bx2y + Cxyz + Dy3 
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with real linear factors-in which case the hessian f (apart from sign) is 
positive-definite. The problem is equivalent to that of finding (modulo 
translations on the left) the binary cubic forms with first coefficient 1 
into which IZ( can be carried by unimodular transformations: the first 
columns of these transformations will be the desired representations of 1. 
Now f and 0 transform cogrediently. We can take f to be semireduced 
and can construct equivalent binary cubits for each semireduced form 
in the class off. For simplicity let us speak only of the case where B and C 
are divisible by 3. Then any equivalent cubic with first coefficient 1 can 
be transformed into x3 - 3exy2 - ky3 with e and k positive, and with 
the hessian -36g, where g = [e, k, e2]. The problem then is to find the 
forms g of this type in the class of -f/36. Suppose we could prove that 
any such form could be reduced to a semireduced form in at most six 
steps. Then how could we find them from the semireduced forms ? The 
translations x -+ x + hy can seemingly have h of arbitrary size. But, if h 
is positive and large enough, replacing x by x + /zv (or y by y + hx) in 
Ax3 + Bx2y + Cxy2 + Du3 will make all coefficients have the sign of A 
(or D), and hence will place a bound on h if we are looking for forms 
with first coefficient 1. Ergo, positive reduction! 
3 
Semi-reduced forms. A class is called ambiguous if each form in its class 
is transformable into itself (hence the others) by an integral transformation 
of determinant - 1. The ambiguous classes have reduced forms of one 
of the types [a, 0, c], [a, b, a], or [a, a, c]. If [a, b, c] is semireduced the 
semireduced forms in its class are: 
[a, b, c] and [c, -b, a] in the nonambiguous case; and otherwise 
[a, 0, c] and [c, 0, a]; or [a, b, a] and [a, -b, a]; or [a, a, c], 
[a, --a, cl, k, a, al, and k, --a, al. (6) 
If the forms are primitive, two forms listed together there may coincide 
when d = b2 - 4ac = -3 or -4, leaving only [I, 0, I] when d = -4, 
and only [l, 1, l] and [l, -1, l] when d = -3. 
4 
Unipositive matrices. A matrix will be called unipositive if its elements 
are nonnegative integers and its determinant is 1. The unipositive matrices 
of given order form a semigroup; and various semigroups of unipositive 
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matrices with unique factorization exist and seem to be of great impor- 
tance. 
We will deal here only with unipositive matrices of order 2. The only 
examples with a zero element are the identity, and the left and right 
translation matrices 
Lk= I1 h 1 I 0 0 1’ Kc= k 1; [ 1 h, k positive integers. (7) 
We will prove 
THEOREM 1. Every unipositive matrix of order 2 is expressible as a 
product of primes (L, or R,) in its semigroup in exactly one way. To put it 
another way, each unipositive matrix is a product of factors L, and R,, in 
alternation (h, k positive) in exactly one way. 
Proof. The unipositive matrix M has L, (or R,) as a right divisor if 
and only if ML-, (or MR-,) is unipositive. Consider then 
M= ; f;, 
[ I 
ML-, = [f bd-;], MR-, = [;I; f;l. (8) 
All we need to prove is that if a, b, c, and d are positive integers and 
ad - bc = 1, then one and only one of the following two statements is 
true: 
b 3 a, d Z c; or a>b, cad. 
The statements are mutually exclusive since if both hold, a = b, c = d, 
ad - bc = 0. If b 3 a and d < c, then the second statement holds unless 
b > a, and then 1 = ad - bc = a(d - c) + c(a - b) < 0. If b < a 
andd>c,thenl=ad-bc=(a-b)d+b(d-c)>l.Thetheorem 
follows. 
The products of alternating factors Lh and RI, are of four types, each 
of which forms a semigroup (without unity): 
Dd: those beginning with an R and ending with an L; 
P: those beginning with an L and ending with an R; 
Du: those beginning and ending with an R; 
(9) 
Zld: those beginning and ending with an L. 
The semigroup Zrd can also be characterized as consisting of the uni- 
positive matrices whose elements are monotone increasing to the right 
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and down; similarly for LC iu, to the left and up; and similarly for ,W 
and Dd. Indeed, the product of two unipositive matrices with monotonicity 
properties have the same properties. The matrices, in Crd and P respec- 
tively, 
h (with h and k 
1  positive integers) (10) 
are obviously monotone increasing to the right and down, or to the left 
and up, respectively; and we can examine the product of a matrix in P 
by L, on the right or by Rb on the left. The four semigroups are disjoint. 
By Theorem 1, we have 
THEOREM 2. In each of the four semigroups each element is uniquely 
expressible as a product of primes in the semigroup. 
The matrices in (10) are the primes in their respective semigroups. 
Those in zld are L, , L,RhL, , L&&&L1 , etc., and similarly for zr”. 
Since any unipositive matrix T other than Z carries a semireduced form 
into a form with a positive middle coefficient, we have the following very 
useful result. 
THEOREM 3. The process of positive reduction must terminate with a 
semireduced form as soon as the middle coeficient becomes negative, #-not 
earlier. 
There is only one case in which the process of positive reduction can 
proceed from either side. For, b > 2a and b 3 2c is impossible since the 
discriminant must be negative; and if b < 2a and c < a, we cannot use 
[a, b - 2a, a - b + c] since b - 2a is negative and a - b + c < 2a - b. 
But in the remaining case of [c, b, c] with c < b, we get [c, b - 2c, 2c - b] 
from the left, and [2c - b, b - 2c, c] from the right, and both are semi- 
reduced. 
Notice that the semireduced forms in the last case are of the type 
[c, -a, a] or [a, -a, c]. In practice, unless we start with the form [c, b, c] 
(with c < b) itself, the double possibility will not even be noticed in the 
normal procedure for positive reduction: one will simply go all the way 
to the semireduced form without stopping at the intermediate form 
[c, b, c]. Similarly, if one has in the normal procedure for positive reduc- 
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tion reached the form [a, a, c] or [c, 4, a], one could artificially go on to 
[a, -4, c] or [c, -4, a], but will not normally do so. Notice, however, 
that in the preceding paragraph the translation which carries the semi- 
reduced form [c, -4, a] (where 4 = 2c - b) back into [c, b, c] is L, and 
that which carries [a, -4, c] back into [c, b, c] is R, ; while it is R, that 
carries [c, -4, a] into [c, 4, a], and L, that carries [a, -4, c] into [4,4, c]. 
We have now 
THEOREM 3a. Let us apply to 4 semireduced form % 4 unipositive 
matrix T not the identity, thus getting 4 form f = [a, b, c] with b positive. 
However, if % has the form [a, -4, c] and T has the left divisor L, , let 
us remove the factor L, and work from [a, 4, c] instead; likewise if o has 
the form [c, -4, a] and T has the left divisor R, . Then the normal process 
of positive reduction off will reproduce in the sequence of numbers h, k,..., 
exactly the subscripts in reverse order of the factorization of T 4s 4 product 
of alternate L’s and R’s. In the special case where f = [c, b, c] one must 
of course choose the appropriate side. The semireduced form to which the 
reduction leads wilI be %. 
For example, if T = L,R,L,R, , then T-l = R-,L-,R-,L-, , and the 
reduction will start on the right with h = 1, continue on the left with 
h = 4, and so on. If the semireduced form we choose to start with is 
[a, -4, c] we change to [a, 4, c] and use T = &RILIRI instead. 
The following theorem is of considerable importance. 
THEOREM 4. With any positive-definite form f = [a, b, c] with b > 0 
is associated a unipositive matrix T and 4 semireduced form % such that 
% T = f. Here % and T are uniquely determined by f except that when the 
reduced form is of the type [a, 4, c] and when T has the needed left divisors 
L, or R, we can interchange [a, 4, c] and S with [a, -4, c] and LJ; [c, 4, a] 
and S with [c, -a, a] and R,S; [4, -4, c] and RJ with [c, -a, a] and LJ. 
The number of steps in the positive reduction of a form [a, b, c] may be 
called the length of the form. The following result is useful in connection 
with the problem of finding the representations of 1 by a binary cubic 
form. 
THEOREM 4a. Let f = [a, b, c] be a positive-definite ,form with b > 0, 
and let g = [a, b - 1, c]. Then the length of g does not exceed that off. 
Proof. Let la be a semireduced form and T a unipositive matrix such 
that uT = f. By Theorem 3a we can suppose that the positive reduction 
off follows the factorization of T-l. Let us apply the same steps L-, or 
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R-, to g in the same order as they are applied tof. At each step we will 
have applied to each a transformation 
s-1 = s4 
[ 
-sz 
-s3 Sl 1 
where S is unipositive, replacingf and g, respectively, by 
[us42 - bs,s, + cs:, - as,s, + b(s,s, + s2sJ - cs1s3 , as22 - bs2s, + cs12], 
[asp2 - b’s,s, + csS2, - us,s, + b’(s,s, + s2sJ - cs,s, , us22 - b’s,s, + cs12], 
where b’ = b - 1. Notice that the outer coefficients of the forms derived 
from g are greater than those fromf, and the middle coefficients are less. 
In view of Theorem 3, g will have become semireduced before f as soon 
as it requires a negative middle coefficient; and if this does not happen 
before f becomes semireduced, the inequalities we have noted imply that 
g becomes semireduced simultaneously with fat the end. 
As the reader has doubtless been suspecting right along, there is a close 
connection between the factorization of a unipositive T into alternate 
factors L,, and Rk with h and k positive, and the expansion of certain 
rational numbers formed from T into an ordinary continued fraction 
(with numerators 1 and denominators positive integers). But whereas 
in the continued fraction there is a double possibility at the end, since 
we can write n as (n - 1) + l/l, the result in the case of unipositive 
matrices is unique. This comes about because the factorization of T 
involves a double expansion, one imbedded in the other, like a + l/b in 
a + l/(b + I/c), so that the partial quotients are uniquely determined. 
As an example, consider the matrix T with first row 37 17, second row 
13 6. We find T = L2R,L,R2, T’ = L,R,L,R, . If {a, b, c,...) denotes the 
continued fraction a + I(b + l/(c + a..)), then 37/17 = (2, 5, 1, 2}, 
13/6 = (2, 5, l}, 37/13 = (2, 1, 5, 2}, 17/6 = {2, 1, 5). If we use nearest 
integers instead of greatest integers, we find that T = ER-,L,R, , where E 
is the matrix with first row 0 -1, second row 1 0; and it will be found on 
applying T to a semireduced form to give g that the absolute reduction 
of g will produce the partial quotients 2,6, and -3. But absolute reduction 
is subject to certain exceptional situations, and we will not discuss them 
here. 
6 
What can we say of the integral binary quadratic forms [a, b, c] of 
nonzero discriminant d with a given unimodular matrix as an automorph ? 
Gauss already proved that if d is a nonzero square, the only unimodular 
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automorphs are i1. Further, a unimodular matrix T (with first row tl tz , 
second row I, tJ is, when d is nonsquare, an automorph of [a, b, c] if 
and only if 
8 = 01~ + t,)lW + t4) or t,e2 + (t4 - t@ - t, = 0, (11) 
where 8 is a root of ad2 + b6’ + c = 0. Thus we need only study 
aIt3 = b/(t* - tJ = c/-t, , (12) 
and can assume that t,t, f 0. It follows that the translations fL, and 
kRh (h # 0) are the only unimodular matrices which are automorphs 
of no binary quadratic forms of nonzero discriminant. The formsfand cf 
(c a nonzero constant) have the same automorphs, and it may be expected 
that most unimodular transformations will be automorphs of a unique 
form, up to a constant factor. For binary quadratic forms the only 
exceptional unimodular matrices in this respect are those just mentioned, 
&I, iLit , f&i (h f 0). 
A form [a, b, c] of positive nonsquare discriminant d is called reduced 
if 
0 < d112 - b < 1 2a 1 < dljz + b. 
We will prove that (13) is equivalent to 
ac < 0, b > Ia+cl. 
(13) 
(14) 
Indeed, if (13) holds, d - b2 = -4ac > 0, and 
(d1i2 + b)(d’/” -b)= 12aj.12cj. (15) 
Since 1 2a I lies between &I2 - b and d1j2 + b, so does I 2c 1, and the 
difference 2b exceeds that between I 2a I and I 2c 1, Conversely by (15), 
if 2b exceeds the difference between ] 2a I and I 2c 1, each of them must 
lie between d1j2 - b and d1l2 + b, otherwise the left side of (15) would be 
less or greater than the right. 
Hence a Gaussian reduced form can be recognized without using its 
discriminant: it is a form [a, b, -a,] or [-a, b, al] with a, b, a, positive 
and b > I a - a, I. 
THEOREM 5. The Gaussian reducedforms [a, b, -a,] and their negatives 
are precisely the forms having an automorph in Dd; likewise for the reduced 
forms [-a, b, aI] and DU. 
Proof. Consider [a, b, -a,], b > I a - a, 1, and (12). By choosing 
between T and -T we can’suppose that t2 , t2 , and t4 - tl are positive. 
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Since tit4 - tzt, = 1, tlta is positive. By choosing between T and -T-l 
we can also suppose that tl and t4 are positive. Thus by (12), 
t,-tt,>It,-tt,I. (16) 
To show that T is in P we need only show that if either tz or t, lies 
outside or on the boundary of the interval from t, to t4, so does the other, 
contrary to (16). We use 
fl(f4 - tz) - t,(t, - t1) = 1 = t&4 - t3 + f&l - tz) 
whence, if t2 > t4 , t3 < t, ; if t, > ta , tl > t2 ; if t, < t, , t., < t, ; if 
t, < t, , t2 > t4 . And if tl = t2 or t, , we can only have 
[ h 1 h+l 1 1 Or [ 1 h+l’ h 1 
The case of [-a, b, a,] is similar, and the proof of the converse is easy. 
This is a significant result, since it makes it possible to base Gaussian 
reduction on the unique factorization in Da and Zlu, and since it points 
in a direction where a Gaussian-type reduction for completely decom- 
posable n-ary n-ic forms may lie-that of semigroups of unipositive 
matrices with appropriate monotonicity properties and unique factoriza- 
tion. 
