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INTRODUCTION
1 0 0 used a YSI 556 MPS multiprobe to quantify water temperature (°C), redox potential (ORP, mV), 1 0 1 specific conductivity or (SpC, µS/cm), dissolved oxygen (DO, mg/L), total dissolved solids 1 0 2 (TDS, g/L), and salinity (PSU, ppm). We then collected surface water samples (0.1 m) from the 1 0 3 center of each pond using an extended pole to prevent sedimentary disturbance and transported 1 0 4 1 3 3
for Genomics and Bioinformatics Sequencing Facility. Raw sequence reads were assembled into 1 3 4 contigs, quality-filtered to remove long sequences and sequences with ambiguous bases, and 1 3 5 aligned to the Silva reference database (version 123). We used the UCHIME algorithm [43] to 1 3 6 detect and remove chimeric sequences. Additionally, we removed mitochondrial, archaeal, and (i.e., ponds). Because community similarity is not an absolute measure and depends on aspects of 1 4 6 the communities being compared (e.g., dominance, rarity, presence-only), we used three 1 4 7 distance-based metrics that capture contrasting properties of similarity. First, we used Bray-1 4 8
Curtis similarity, a common metric that emphasizes the influence of abundant taxa: in our field survey. By using the same magnitudes of richness and maximum abundances as in 1 9 8 our field surveys, we avoided conflating the influence of environmental filtering, dormancy, and 1 9 9
dispersal with general demographic differences between simulated and empirical data. As with 2 0 0 species abundance models of community ecology, our models did not simulate across time steps score at the j th site (E i ) was calculated as follows:
Values of m ij ranged between 0.0 and 1.0, corresponding to a zero match and perfect match, active populations were initiated with 50,000 individuals. We assumed that dormant populations 2 2 4
were greatly influenced by stochasticity and were essentially invisible to environmental filtering 2 2 5
[9, 53]. Thus, we initiated the occurrence of dormant populations with a binomial probability of 2 2 6 0.08, i.e., the average probability of occurrence for taxa within our empirical data, and assigned 2 2 7 randomly chosen abundances ranging between 1 and 10,000. A fraction of each active 2 2 8 population equal to 1 -m ij was then assigned to its corresponding dormant subpopulation. Active 2 2 9
populations were then decreased in proportion to their environmental mismatch (1 -m ij matrices to form the site-by-species matrix for the total community, and then analyzed our 2 5 0 simulated communities in an identical manner to the data collected from our field survey.
5 1
Specifically, for each model we estimated the slopes and y-intercepts of geographical and Distance decay of bacterial communities -As predicted, DDRs for the active (RNA) community 1 3 community (Fig. 2, Fig S4-S5 , Tables 2-3) . Through random resampling, we showed that these 2 8 6
differences were independent of the number of sites ( Fig. S6 ) and the number of OTUs (Fig. S7 ).
8 7
While our findings were generally robust to community similarity metrics, the distinction 2 8 8 between DDR parameters for the active and total communities was greatest when rare taxa were 2 8 9 emphasized using either the Canberra or Sørensen index (Fig 2, Figs S4-S5 , Tables 2-3 ).
9 0
However, DDR slopes were steepest and intercepts were greatest when similarity was measured 2 9 1
via Bray-Curtis. Bringing these two latter results together, it appears that community similarity 2 9 2 was driven largely by dominant OTUs while differences between the active and total 2 9 3 communities were driven by rare OTUs (Fig 2, Fig S4-S5 , Tables 2-3 ). We documented this 2 9 4 contrast between the active and total community for both environmental and geographical DDRs 2 9 5 ( Fig. 2 , Tables 2-3, Table S2 ). However, environmental DDRs had steeper slopes and greater y-2 9 6
intercepts than geographical DDRs. By randomly permuting communities (i.e., rows) from the 2 9 7 site-by-taxa matrices, we found that the slopes and y-intercepts of environmental DDRs differed Models, whether simulation-based or not, are rarely ever challenged to reproduce more than one 3 0 4 or two aspects of empirical data (e.g., the slope of a single DDR). However, nearly 7,900 of our 3 0 5 simulations were capable of reproducing >50 aspects of our empirical results (Table S1 ). For slopes and greater y-intercepts than those of the total community, and each of these results held 3 1 1
irrespective of the similarity metric (see Table 2 ).
1 2
Among the subset of simulations that reproduced these and other aspects of our empirical 3 1 3
DDRs, those with the highest levels of environmental filtering and lowest levels of dormant 3 1 4
death came within 10 % of our empirical DDR slopes (Fig. 3, Figs . S11-S12). In contrast, 3 1 5 dispersal between sites had little-to-no effect on how closely a given simulation approximated 3 1 6
the slopes of our empirical DDRs (Fig. 3, Figs . S11-S12). These latter results support the lack of 3 1 7
an effect of geographic distance and dispersal among ponds in driving our empirical DDR 3 1 8
findings. In contrast to the notion that "everything is everywhere, but the environment selects", 
