An unsupervised selection of polarimetric features useful for the segmentation and analysis of polarimetric Synthetic Aperture Radar (SAR) data is presented. The technique is based on multidimensional clustering of the parameters composing the polarimetric covariance matrix of the data. Clustering is performed on the logarithm of these quantities. Once the polarimetric cluster centers have been determined segmentation of the polarimetric data into regions is performed using a maximum likelihood polarimetric classifier. Segmentation maps are further improved using a Markov random field to describe the statistics of the regions and computing the maximum of the product of the local conditional densities. Examples with real polarimetric SAR imagery are given to illustrate the potentidl of this rncthod.
I. I n t r o d u c t i o n
A number of polarimetric SAR analysis techniques have been reported in the litterature 111. Yet little has been done to develop a technique for unsupervised selection of polarimetric features for the segmentation of data into regions of homogeneous and similar polarimetric backscatter characteristics. In this paper a new method is introduced based on the mullidimensional clustering of the parameters composing the polarimetric covariance matrix of the data. The novelty of the method consists in performing clustering on the logarithm of these quantities. The advantages of this transformation are outlined in the paper. Once the cluster centers are determined, a Maximum Likelihood (ML) polarimetric classifier (21 is used to classify the polarimetric data into regions. The quality of the resulting segmentation is in general unsatisfactory. A significant improvment of the results is achieved by introducing a model for the probability distribution function of the region labels using a Markov random field. Maximum of the product of the local region labels conditioned on the the polarimet- 
Selection of the p o l a r i m e t r i c f e a t u r e vector
Let X be the polarimetric vector of the complex measurements.
X = [ H H ; H V ; V V ]
(1)
where HV is the complex amplitude of the H-polarized return given than the transmitted signal is v-polarized. The complex amplitude VH, also acquired by the SAR receiver is not present in (1) as VH and HV are symmetrized during compression and calibration of the polarimetric data [l] . The joint probability distribution function of the complex vector X is given by, where C =< X**X > is the polarimetric covariance matrix of the data. Equation (2) assumes that the intrinsic textural modulation of the signal from the target is negligible. When a significant textural modulation of the signal is detected, multivariate K-distribiit,ion have been proposed The covariance matrix C completely characterizes the polarimetric scattering properties of the target. Hence to select in an unsupervised mode different classes of similar polarimetric backscatter characteristics, one possibility is to cluster the four cross products of the covariance matrix C , i.e. the HH, HV, and VV cross sections, and the HH-VV complex cross product. What is proposed here is to perform the clustering on the logarithm of these quantities. The advantages of this logarithmic transformation are two-fold: 1) In the linear domain, the cross polarized terms are often several orders of magnitude smaller than the copolarized terms. Hence, clustering is mainly driven by the copolarized terms unless an arbitrary weighting of the different channels is used. Weighting may vary with different conditions, different types of targets, etc. In the log domain, the difference in cross-section between clusters is measured in dBs, and therefore independently of the difference in absolute magnitude between each channel. Weighting of the different channels is not necessary.
2) Traditional clustering techniques are mainly driven by
the variance of the sample data points. In SAR data, because of speckle, the variance of the data is proportional to the mean cross section. As a result, more clusters are selected in the high cross section regions than in the low cross section regions. In the log domain however, speckle noise has the statistical characteristics of an additive noise with the power level not varying much across the image. Hence, speckle does not impair the selection of the cluster centers across the dynamic range of backscatter cross sections.
Logarithmic scaling is also frequently used to represent radar backscatter values as the dynamic range of SAR data is large. It is therefore advantageous to be able to use similar units during the selection of clustering parameters. The reference cross section value implicitly used in each channel to define the 0 dB reference has no influence on clustering.
The only assumption being made however is that a "x" dB rbange in one channel (e.g. H H ) carries the same weight as an "x" d B change in another channel (e.g. H V ) . In the absence of any a-priori knowledge of the usefulness of each polarimetric channel in separating different types of natural targets this assumption seems reasonable.
Hence, the following polarimetric feature vector is used for clustering: I .
III. Clustering
'Given the polarimetric feature vectors (5) of a certain num-. ber of sample points uniformly distributed across the image, the ISODATA clustering routine (91 is used to iteratively determine the polarimetric cluster centers. ISODATA uses a certain number of hints and heuristics to guide clustering along with several user-input clustering parameters. Most of these parameters can be kept constant independent of the application. Only the expected number of classes and a typical expected separation in dBs between the polarimetric clusters need to be selected in advance. These parameters fix the degree of discriminability between classes. In the example described below the expected number of classes was set to 6 with a separation of 4.0 dBs.
Yet, as described in [ 101, logarithmically transformed cross section and cross product values have different statistics. In particular, the mean of each cluster center will be systematically biased by a factor dependent on the equivalent number of looks of the sample data points. Hence, correction may be necessary when the cluster centers are converted from a d B scale back to a linear scale. In the present case the polarimetric data are 4-looks data and each sample covariance matrix is romputed by a local averaging of the covariance matrices of a 10 x 10 neighborhood of points. The equivalent number of looks is large enough so that the bias introduced by the logarithmic transformation is negligible (less than 0.01 dB). However, if the same technique is applied on single look polarimetric data with a smaller number of data points per covariance sample element, caution should be exercised as the bias can be up to several dBs [lo] .
IV. Bayes polarimetric classifier
Each cluster center defines the polarimetric covariance matrix of a particular region of the image. Each region can be indexed with a label 1 E 11,. . . , K ] where K is the total number of regions. By selecting for each pixel the region label 1 that maximizes the a-priori distribution of the polarimetric amplitudes (i.e. equation (2) with a covariance matrix C that is region dependent), a ML estimate of the region labels can be computed for the whole image as in
PI.
V. Region l a b e l i n g using a Markov random field
In the ML approach, regions are assumed to have equal a-priori probabilities and spatial correlation between neighboring pixels is ignored. A more complete approach is obtained if a statistical model of the joint distribution of the region labels is used in combination with a mathematical model of the joint statistics of the polarimetric complex amplitudes. The two models, combined using Bayes theorem, lead to the computation of an estimate of the region labels that maximizes the posterior distribution of the region labels given the polarimetric complex amplitudes. In 4; a Markov random field models the statistics of the region labels, and the ICM [3] estimate of the region labels is computed using an optimization parallel network.
VI. E x p e r i m e n t a l Results The clustering routine produced 7 clusters whose characteristics are given in Table 1 and can be compared to the characteristics of a set of selected areas representative of the five terrain covers indicated in Table 2 . All clusters have a good degree of homogeneity as the variance of their elements is less than 1. dB, and are separated by more than 4.0 d B from one another. From Table 1 , clustering appears to be mainly driven by the radiometric information contained in the first 3 components. In effect, the HH-VV phase difference is zero almost everywhere in the image and does not play a significant role in separating dif- Table 2 indicates little hackbcatter variability between the two as the distance between their covariance matrix is about 2.5 dBs, i.e. lower than the 3.5 dB minimum separation used for clustering. The dry lake bed and the alluvial surface are correctly separated and corner reflectors present In the scene are detected although they are only a few pixels Ride.
Comparing Figure I b and Figure IC, 
