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Key Points:
• CNA during 62 SPEs was studied with WACCM-D and riometer observations
• CNA is modeled well on average and in individual events with a non-linearity
correction for high levels of CNA
• The fixed proton cutoff latitude in WACCM-D at 60◦ leads to overestimation
of the extent of the CNA, especially in small to moderate SPEs
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Abstract
Solar proton events (SPEs) cause large-scale ionization in the middle atmosphere
leading to ozone loss and changes in the energy budget of the middle atmosphere.
The accurate implementation of SPEs and other particle ionization sources in climate
models is necessary to understand the role of energetic particle precipitation (EPP)
in climate variability. We use riometer observations from 16 riometer stations and the
Whole Atmosphere Community Climate Model with added D region ion chemistry
(WACCM-D) to study the spatial and temporal extent of cosmic noise absorption
(CNA) during 62 solar proton events from 2000 to 2005. We also present a correction
method for the non-linear response of observed CNA during intense absorption events.
We find that WACCM-D can reproduce the observed CNA well with some need for
future improvement and testing of the used EPP forcing. The average absolute differ-
ence between the model and the observations is found to be less than 0.5 dB poleward
of about 66◦ geomagnetic latitude, and increasing with decreasing latitude to about 1
dB equatorward of about 66◦ geomagnetic latitude. The differences are largest during
twilight conditions where the modeled changes in CNA are more abrupt compared to
observations. An overestimation of about 1◦ to 3◦ geomagnetic latitude in the extent
of the CNA is observed due to the fixed proton cutoff latitude in the model. An un-
explained underestimation of CNA by the model during sunlit conditions is observed
at stations within the polar cap during 18 of the studied events.
1 Introduction
Solar proton events (SPEs) are large, albeit infrequent, expulsions of energetic
particles from the Sun that can last from a few hours to multiple days. A SPE is defined
as a period of time where the ≥ 10 MeV integral proton flux, measured by a geosyn-
chronous satellite, exceeds 10 pfu (particle flux unit, cm−2s−1sr−1). The dominant
particle species in SPEs is protons, which are accelerated near the Sun to energies of
10 keV/nucl to multiple GeV/nucl [Kallenrode, 2003] by solar flares and coronal mass
ejection (CME) driven shocks [e.g., Reames, 1999]. The acceleration processes get their
energy from the magnetic energy stored in the solar corona, but the exact acceleration
mechanisms are still being discussed [Vainio et al., 2009]. High-energy SPE protons
and electrons, as well as energetic electrons from the outer radiation belt, have access
to the mesosphere and upper stratosphere in the magnetic polar regions affecting the
neutral composition and dynamics of the middle atmosphere [Sinnhuber et al., 2012;
Verronen and Lehmann, 2013].
Ionization in the middle atmosphere due to energetic particle precipitation (EPP)
causes production of odd hydrogen (HOx) and odd nitrogen (NOx) species that lead
to the loss of ozone (O3) through catalytic ozone loss cycles. Odd hydrogen species
have a short chemical lifetime and an effect on ozone loss in the mesosphere. Odd
nitrogen species are destroyed in the sunlit atmosphere and thus have a long lifetime
during the polar winter. Due to its long chemical lifetime in the dark atmosphere,
NOx is subject to transport in the middle atmosphere and has an important effect
on stratospheric ozone loss [Randall et al., 2005]. Funke et al. [2014] showed from
MIPAS/Envisat observations that EPP-produced reactive reservoir nitrogen species
(NOy) descent regularly down into the stratosphere during polar winter. A NO2 in-
crease of several hundred percent and an O3 decrease of tens of percent between 36 and
60 km altitude, due to the SPEs of October–November 2003, was reported by Seppa¨la¨
et al. [2004] based on GOMOS/Envisat observations. This SPE effect on the NO2
and O3 concentrations was observed to last several months after the SPEs. Ozone is
the dominant absorber of UV radiation in the atmosphere and therefore important
in the energy budget of the middle atmosphere. Changes in ozone concentrations in
the stratosphere have been shown to affect ground-level climate variability especially
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in the polar regions [Gillett and Thompson, 2003]. As EPP affects ozone variability
in the middle atmosphere, a similar ground-level coupling effect has been suggested
and possible ground-level signatures have been observed and modeled [Seppa¨la¨ et al.,
2009; Baumgaertner et al., 2011]. The implementation of EPP ionization in climate
models is therefore necessary to understand the role of EPP in climate variability on
longer time scales [Andersson et al., 2014; Matthes et al., 2017].
Increased ionization due to EPP causes absorption of high-frequency radio waves
in the polar D region, which has been measured with riometers since the 1950s [Little
and Leinbach, 1958, 1959]. Riometers are passive instruments that measure cosmic
radio noise continuously, typically at 30 to 40 MHz frequency. Absorption of radio
waves, or cosmic noise absorption (CNA), in the ionosphere is determined with ri-
ometers from the difference between the measured radio noise and a quiet day curve
(QDC), which is the expected level of radio noise without absorption—i.e., during a
”quiet” day.
In this paper, we use riometer observations and the Whole Atmosphere Com-
munity Climate Model with added D region ion chemistry (WACCM-D) to study the
spatial and temporal extent of CNA caused by SPEs, the effect of geomagnetic cutoff
on the CNA, and the ability of the WACCM-D model to reproduce the level and time
behavior of observed CNA during SPEs. The non-linear response of riometers to high
levels of CNA is also presented and discussed.
2 Observational Data
The used observational data cover 62 SPEs from 2000 to 2005, whose occurrence
times were taken from the SPE list at ftp://ftp.swpc.noaa.gov/pub/indices/SPE.txt
updated by the National Oceanic and Atmospheric Administration (NOAA). The stud-
ied 62 SPEs (see Tables A.1 and A.2) were chosen based on availability of data from
the Longyearbyen and Kilpisja¨rvi imaging riometers. The data set consists of 34 S1-
class (maximum ≥ 10 MeV integral proton flux ≥ 10 pfu), 17 S2-class (≥ 100 pfu), 6
S3-class (≥ 1, 000 pfu), and 5 S4-class (≥ 10, 000 pfu) SPEs. The number of available
stations varies within the used events.
The used riometer CNA data are from two arrays of riometers in northern Europe
and Canada (See Table 1 and Figure 1). The riometers in the European sector are
the Sodankyla¨ Geophysical Observatory (SGO) wide-beam riometer network spanning
from Jyva¨skyla¨, Finland to Hornsund, Svalbard, and imaging riometers located at
Kilpisja¨rvi, Finland [Browne et al., 1995] and Longyearbyen, Svalbard [Stauning and
Hisao, 1995]. The Canadian sector riometers are the Churchill line stations of the
GO-Canada (formerly NORSTAR) wide-beam riometer array [Rostoker et al., 1995].
The SGO and GO-Canada wide-beam riometers are analog La Jolla receivers with
a dual half-wavelength dipole antenna that produces a single 60◦ beam towards the
local zenith [Spanswick et al., 2005]. The QDCs for the SGO riometers have been calcu-
lated with an automated method that fits a sinusoidal curve to data from the previous
ten days to calculate the QDC for the next day. The QDC is calculated separately for
each station. SGO data during winter months of 2000 to 2003 (27 events in total) were
excluded from this study due to data being corrupted by unknown daily radio interfer-
ence. The GO-Canada baselining method is based on characterizing the shape of the
cosmic background noise rather than fitting a curve to a specific subset of data and is
described in detail online at http://aurora.phys.ucalgary.ca/GO-Canada/rio/doc/
CANOPUS Riometer Baselining.pdf. Time resolution of the SGO data is one minute
and the time resolution of the GO-Canada data is five seconds.
The Kilpisja¨rvi imaging riometer (IRIS) produces 49 narrow directional beams
including a beam directed at the local zenith with a beam width of 13◦ [Browne
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Table 1. Names, Locations, and Operating Frequencies of Riometers Used in This Study
Station name and code Latitude [◦] Longitude [◦] Frequency [MHz]
European chain:
Longyearbyen (LYR) 75.18◦ (78.20◦) 111.11◦ (15.82◦) 38.2
Hornsund (HOR) 74.05◦ (77.00◦) 108.77◦ (15.60◦) 30.0
Kilpisja¨rvi (KIL) 65.82◦ (69.05◦) 103.54◦ (20.79◦) 38.2
Abisko (ABI) 65.25◦ (68.40◦) 101.59◦ (18.90◦) 30.0
Ivalo (IVA) 65.01◦ (68.55◦) 108.34◦ (27.28◦) 29.9
Sodankyla¨ (SOD) 63.90◦ (67.42◦) 106.89◦ (26.39◦) 30.0
Rovaniemi (ROV) 63.26◦ (66.78◦) 106.13◦ (25.94◦) 32.4
Oulu (OUL) 61.51◦ (65.08◦) 105.15◦ (25.90◦) 30.0
Jyva¨skyla¨ (JYV) 58.77◦ (62.42◦) 103.34◦ (25.28◦) 32.4
Canadian chain:
Taloyoak (TAL) 78.62◦ (69.54◦) −30.04◦ (266.44◦) 30.0
Rankin Inlet (RAN) 72.53◦ (62.82◦) −24.84◦ (267.89◦) 30.0
Eskimo Point (ESK) 70.80◦ (61.11◦) −27.70◦ (265.95◦) 30.0
Fort Churchill (CHU) 68.57◦ (58.76◦) −27.27◦ (265.91◦) 30.0
Gillam (GIL) 66.25◦ (56.38◦) −27.73◦ (265.36◦) 30.0
Island Lake (ISL) 63.82◦ (53.86◦) −27.40◦ (265.34◦) 30.0
Pinawa (PIN) 60.13◦ (50.20◦) −29.00◦ (263.96◦) 30.0
Note. Locations are in geomagnetic coordinates with geodetic coordinates in brackets.
et al., 1995]. The QDC is produced separately for each beam by finding the largest
value received without interference and absorption events for any point of time of a
sidereal day. Observations from a time period of 14 days is usually used for the QDC
determination. CNA measurements from the middle beam of the riometer was used
in this study to produce a comparable beam to the modeled zenithal CNA. The time
resolution of IRIS is one second, but the data were provided as five minute median
values.
The imaging riometer in Longyearbyen produces 64 narrow directional beams.
The QDC is determined for each beam separately by superimposing 10 to 20 days of
observations near and including the day of interest into a mass plot, and determining
the upper level of undisturbed observations visually [Stauning and Hisao, 1995]. As
the riometer does not have a beam directed at the local zenith, CNA measurements
from the four middle beams of the imaging riometer are combined into a single CNA
value by taking the mean of the beam values if there are one or two measured values.
If there are three or four values, the maximum and minimum values are discarded and
the mean is taken from the remaining values. The time resolution of the Longyearbyen
data is one minute.
Data from all riometers were averaged to have a five minute time resolution and
checked manually. Times with clear abrupt level changes, QDC problems, and other
clear radio interference were removed. The data was then averaged to one hour time
resolution to match the time resolution of the WACCM-D model. The mean values of
the standard error from averaging the data from five minute resolution into one hour
resolution is less than 0.05 dB for all stations. The absorption measured by riome-
ters not operating at 30 MHz was converted to 30 MHz equivalent absorption using
the generalized magnetoionic theory f−2 dependence of absorption and operating fre-
quency [Friedrich et al., 2002]. It should be noted, that the frequency dependence
deviates from the inverse square relationship when strong spatial gradients of absorp-
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Figure 1. Geographical locations of the riometers used in the study and the limits of the
SPE and medium-energy electron ionization in the used model. The Canadian GO-Canada chain
riometers are marked with red dots, the SGO riometers with black dots, and the two imaging
riometers with black crosses. The upper and lower limits (72◦ and 45◦ geomagnetic latitude) of
the medium-energy electron ionization are marked with the black dotted lines and the lower limit
of the SPE ionization is marked with the black dashed line.
tion regions are in the riometer beam and at altitudes below about 70 km altitude
where the effective electron-neutral collision frequency becomes comparable with, or
much greater than, the effective angular radio frequency [Rosenberg et al., 1991]. De-
spite these caveats, the simple inverse square dependence was used, as the frequency
dependence in the model CNA calculation method is close to the inverse square rela-
tionship.
Proton flux measurements during the studied SPEs are from the Space Envi-
ronment Monitor (SEM) instrument package of the NOAA Geostationary Operational
Environmental Satellite system (GOES) satellites. Due to the long time period of the
study, data from two different GOES satellites had to be used. GOES-8 data was
used for years 2000 to 2002, and GOES-10 data for years 2003 to 2005. Proton flux
data from the > 10 MeV integral proton flux channel (I3) was used to determine the
durations of the SPEs.
3 Modeling
WACCM-D is a variant of the global 3-D climate model, Whole Atmosphere
Community Climate Model (WACCM), with added D region ion chemistry. The
aim of the added D region chemistry is to better reproduce the effects of EPP on
the neutral atmospheric constituents in the mesosphere and upper stratosphere. For
a comprehensive description of WACCM-D and its lower ionospheric performance,
see Verronen et al. [2016]. Andersson et al. [2016] showed that the addition of D region
ion chemistry into WACCM significantly improves modeling of polar HNO3, HCl, ClO,
OH, and NOx, and that WACCM-D can model atmospheric effects of the January 2005
SPE (event 58 in this study, max 5040 pfu) as compared to Aura/MLS observations.
SD-WACCM-D (WACCM4) was run for the time periods of the 62 SPEs exam-
ined in this study with pre–configured specified dynamics driven by MERRA 19x2 [Rie-
necker et al., 2011] meteorological fields for the year 2000 with a six hour time res-
olution. The specified dynamics force the model at altitudes below 50 km at every
dynamics time step by 10%, while model dynamics are fully interactive above 60 km.
Between 50 km and 60 km altitude, the forcing transitions linearly from forcing to no
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Table 2. WACCM-D Output Data Used in This Study
Data product Time resolution
Neutral temperature (K) Hourly
Electron mixing ratio, ppv Hourly
O mixing ratio, ppv Hourly
H mixing ratio, ppv Hourly
O2 mixing ratio, ppv Monthly
N2 mixing ratio, ppv Monthly
forcing [Kunz et al., 2011]. The model runs span the altitude range from the Earth’s
surface to the thermosphere (4.5 ·10−6 hPa, ≈ 140 km) with 88 vertical pressure levels.
The latitudinal resolution of the model runs is 1.9◦ and the longitudinal resolution is
2.5◦. The specified dynamics driven SD-WACCM-D that was used in this study, is
referred to as WACCM-D in the rest of this article.
Ionization sources in the used version of WACCM-D include solar protons, en-
ergetic radiation belt electrons, solar EUV, Lyman-α, auroral electrons, and galactic
cosmic rays. Hourly solar proton ionization rates were used in the model runs for the
SPE protons. SPE ionization was applied uniformly to geomagnetic latitudes larger
than 60◦. The solar proton ionization rates are determined in the same way from
GOES proton flux measurements as the daily ionization rates published by Jackman
et al. [2005], but with a higher time resolution. For an overview of the daily SPE
ionization rate determination, see Jackman [2013]. Ionization rates for energetic radi-
ation belt electrons (30–1000 keV) were implemented from the medium-energy electron
(MEE) model by van de Kamp et al. [2016]. The MEE model is based on precipitation
data from low Earth orbiting POES satellites and an empirically described plasmas-
phere structure. The MEE model can use the Dst or the Ap index as an input and
calculates the energy-flux spectrum of precipitating electrons with a time resolution
of one day. In this study, we used the Ap-driven model. The forcing from the MEE
model includes electrons with energies from 30 to 1,000 keV which precipitate into 16
geomagnetic latitude bins between 45◦ and 72◦. Other ionization sources used in the
model runs were standard WACCM ionization sources, i.e., solar EUV radiation, galac-
tic cosmic rays (GCRs), auroral electrons, and solar Lyman-α [see Marsh et al., 2007;
Smith-Johnsen et al., 2018]. The time resolutions of the EUV and Lyman-α ionization
sources are one day, and the time resolution of the auroral electron ionization source
is three hours. The Nowcast of Atmospheric Ionising Radiation for Aviation Safety
(NAIRAS) model is used in the simulation as the GCR ionization source [Jackman
et al., 2016]. The inclusion of GCR ionization in the model is necessary to provide an
ion source for the D region chemistry at low latitudes.
The time resolution of the used WACCM-D output data is one hour or one
month, depending on the atmospheric quantity. One hour resolution data is output
by WACCM-D as a snapshot of the model state every hour at every model grid point
and pressure level. Monthly data is output as a monthly mean of the wanted quantity
at every model grid point and pressure level. The output data used in this study and
their time resolutions are listed in Table 2.
To convert the atmospheric conditions in the WACCM-D model into CNA, differ-
ential CNA (dB/km) was calculated from WACCM-D output with the method by Sen
and Wyller [1960]. The required electron collision frequencies with different neutral
species (N2, O2, O, H) were calculated from WACCM-D data following Banks and
Kockarts [1973, Part A, p. 194]. This approach has been previously used with So-
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dankyla¨ Ion and Neutral Chemistry model (SIC) data [e.g., Verronen et al., 2006; Clil-
verd et al., 2007]. WACCM-D does not provide electron temperature separately, thus
it was assumed to be the same as the neutral temperature, which is a valid assumption
below approximately 120 km altitude. Concentrations of He were not available from
the model output; however the electron collision frequency with He is approximately
five orders of magnitude smaller than that of the dominant species at 50 to 90 km
altitude, based on our test calculations using He concentrations from the MSISE-E-90
model [for a MSIS description, see Hedin, 1991]. The differential absorption was inte-
grated with respect to altitude to get the total absorption of the atmospheric column.
Differential absorption as a function of altitude and time in SOD and LYR during the
7 July 2002 SPE (event 43, max 22 pfu) is shown in Figure 2 as an example. Panel
a) of the figure shows differential absorption in SOD and panel b) in LYR. A weak
event was chosen as an example to show the differential absorptions from multiple ion-
ization sources, as the SPE ionization dominates in stronger events. At SOD (panel
a)), CNA due to auroral electrons and EUV radiation is visible at altitudes above
approximately 90 km. Auroral CNA is centered around approximately each midnight
and EUV CNA is centered around approximately each midday. At LYR (panel b)),
EUV is the dominant source of CNA above 90 km altitude. CNA due to radiation belt
electrons is visible in the altitude range 60 to 90 km as the dominant source of CNA
in SOD during this weak SPE event. CNA due to the SPE is clearly visible in LYR
in the altitude range of 55 to 80 km starting abruptly from approximately midday of
7 July. The SPE is also visible in SOD, but not as clearly due to the CNA caused by
radiation belt electrons. The ionization rates due to the SPE in LYR and SOD are
identical as the model SPE input is applied uniformly to geomagnetic latitudes over
60◦.
Figure 2. Modeled differential CNA during the 7 July 2002 SPE (event 43, max 22 pfu) in
Sodankyla¨, panel a), and Longyearbyen, panel b). Date is is shown in the horizontal axis, alti-
tude in the vertical axis, and differential CNA as a color-coded surface. Note that the plotted
data starts from 00 UT 6 July 2002.
Model CNA for each riometer station was calculated separately at the closest
grid point to the station’s location with 30 MHz operating frequency. The wide-
beam riometers’ CNA were calculated as a wide-beam and the imaging riometers’
CNA as zenithal CNA. For the wide-beam riometers, the modeled zenithal CNA were
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multiplied by a scaling factor of 1.2 in the calculations to get equivalent wide-beam
CNA [Hargreaves et al., 1987].
4 Results
The median observed and modeled CNA during the 62 SPEs were compared as
a function of solar zenith angle and geomagnetic latitude. The field-of-view (FoV)
of each riometer in the D region was assumed to be ±0.5◦ in geomagnetic latitude
for the comparison, which corresponds approximately to the area seen by a 60◦ wide-
beam riometer at 90 km altitude (calculated to be ±0.46◦ geomagnetic latitude). The
observational and model CNA data from all available SPEs were binned into 5◦ solar
zenith angle bins for each station and the median value of the bin was calculated.
Data were limited to time periods where the GOES I3 integral proton flux is greater
than or equal to 10 pfu and observational data is available. In case of overlapping
riometer FoVs, the overlapping bins were averaged together. At any latitude bin with
both GO-Canada and European chain riometer data, only one chain is used in the
median value calculations by simply removing the other, which then favors either the
European chain (case 1) or GO-Canada (case 2). In case 1, GIL and ISL were removed,
and in case 2, KIL, SOD, and ROV were removed. This approach was chosen due to
the difference in observed CNA between the the two riometer chains, which is due
to the removal of the corrupted winter events from the SGO data and the different
QDC methods. Model median absorption and observed median absorption for case
1 during the SPEs as a function of geomagnetic latitude and solar zenith angle are
shown in panels a) and c) of Figure 3. Model median absorption and observed median
absorption for case 2 during the SPEs as a function of geomagnetic latitude and solar
zenith angle are shown in panels b) and d) of Figure 3, and the median absolute errors
between the modeled and observed absorptions for both cases are shown in panels e)
and f), respectively. Bins with less than or equal to ten data points were removed in
each of the panels. The number of data points in the remaining bins varies between 15
and 268 from the extreme solar zenith angles to the most common solar zenith angles.
The median absolute errors between the model and the observations are very
similar at the five stations (TAL–ESK) poleward of 70◦ geomagnetic latitude. The
model underestimates the CNA slightly as compared to the observations in the sunlit
atmosphere and overestimates it in the twilight transition. CNA in the dark atmo-
sphere is overestimated slightly by the model as compared to the observations. The
differences and median absolute errors are generally small (≤ 0.5 dB) poleward of
70◦ geomagnetic latitude. The mean values of the differences between the model and
the observations during sunlit (χ < 82.5◦), twilight (82.5◦ < χ < 97.5◦), and dark
conditions (χ > 97.5◦) for all 16 stations are listed in Table 3. The absorption de-
crease due to the twilight transition is at larger zenith angles in the model than in the
observations, which can be seen as increased difference between the model and the ob-
servations in twilight conditions and as increased median absolute errors in the zenith
angle bin centered at χ = 90◦ in panels e) and f) of Figure 3. The two GO-Canada
stations between 66◦ and 69◦ geomagnetic latitude (CHU and GIL) show larger dif-
ferences and median absolute errors between the model and the observations than the
poleward stations. Unlike at the stations poleward of 70◦ geomagnetic latitude, the
sunlit values are generally overestimated by the model. CNA in the dark atmosphere
and during twilight conditions is overestimated by the model at these two stations.
The difference between the model and the observations at the European chain stations
KIL–ROV is systematically larger than the difference at the poleward stations and
GIL. The overestimation of CNA by the model compared to the observations increases
with decreasing geomagnetic latitude. The results from the stations equatorward of
approximately 66◦ geomagnetic latitude indicate that protons precipitating into these
geomagnetic latitudes are subject to varying levels of geomagnetic cutoff, which is
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Table 3. Mean Differences Between the Model and the Observed Median CNA at Each Riome-
ter Station, and the Non-Linearity Correction Parameter R and Its 95% Confidence Intervals
Station Sunlita (dB) Twilightb (dB) Darkc (dB) R 95% CI
TAL 0.06 0.45 0.18 4.02 3.69/4.40
LYR -0.24 0.14 0.07
HOR 0.06 0.62 0.29 1.88 1.72/2.05
RAN -0.16 0.22 0.09 11.93 9.51/14.85
ESK -0.16 0.24 0.14 17.84 14.39/21.67
CHU 0.25 0.50 0.43 4.19 3.53/4.97
GIL 0.23 0.47 0.38 4.25 3.65/4.95
KIL 0.29 0.59 0.36
ABI 0.34 0.59 0.49 7.77 4.76/18.16
IVA 0.78 1.00 0.76 1.98 1.72/2.31
ISL 0.75 0.70 0.44 3.71 3.02/4.65
SOD 0.63 0.74 0.52 2.00 1.74/2.35
ROV 0.79 0.85 0.59 9.88 5.61/21.02
OUL 0.93 1.25 0.82
PIN 1.06 1.02 0.45
JYV 0.31 0.41 0.39
a Sunlit χ < 82.5◦. Twilight b 82.5◦ < χ < 97.5◦. c Dark χ > 97.5◦.
not represented in the simulations, and that the MEE ionization is overestimated in
the model. The effect of geomagnetic cutoff is especially evident at OUL and PIN,
where CNA is overestimated by the model at all zenith angles. The overestimation
of MEE ionization is, in conjunction with the geomagnetic cutoff effect, responsible
for the overestimation of CNA at geomagnetic latitudes between about 63◦ and 66◦.
The modeled and observed median absorptions in JYV are low, as the latitude limit
for proton precipitation in the model is set at 60◦ geomagnetic latitude and only very
high energy (about > 100 MeV [Rodger et al., 2006, Figure 8]) protons can precipitate
into the atmosphere above JYV in the observed data.
The relationship between the observed and modeled CNA during the SPEs was
studied by plotting the one hour data points during the SPEs as scatter plots for each
station. Scatter plots for TAL (panel a)) and SOD (panel b)) are shown as an example
in Figure 4. The observed and modeled CNA values at TAL agree well and are linear
to approximately 6 dB, with an intercept at the origin. At higher model CNA values,
the relationship between the observed and modeled CNA becomes non-linear and the
model shows higher values than the observations. The TAL scatter plot was chosen as
an example of best-case non-linear agreement between the observed and modeled CNA
of the wide-beam riometers. Compared to the TAL scatter plot, the SOD scatter plot
shows a worst-case agreement between observed and modeled values. The modeled
CNA values are offset from zero by approximately 0.5 dB when the observed CNA
values are at zero. A similar offset is visible in IVA, and to a lesser extent in ROV,
GIL, ABI, and HOR (not shown). Compared to TAL, the observed CNA values at
SOD vary more with modeled values between 1 and 2 dB, and the linear and non-
linear relationships are more difficult to discern. Increased variation in observed CNA
values at modeled values of approximately 1 to 2 dB is also visible in ROV, IVA, ISL,
GIL, and ABI. The observed absorptions from LYR and KIL imaging riometers are
linear with model absorption (not shown) with separate populations for sunlit and
dark atmospheric conditions. The slopes for LYR and KIL in sunlit conditions are
1.30 and 1.00, and in dark conditions 0.71 and 0.61.
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Figure 3. Modeled and observed median absorptions during SPEs, and the median absolute
errors between the model and the observations as a function of solar zenith angle, χ, and ge-
omagnetic latitude. Panels in the left column are for case 1 (overlapping GO-Canada stations
removed) and panels in the right column are for case 2 (overlapping European sector stations
removed). Panels a) and b) are modeled median absorptions, panels c) and d) are observed me-
dian absorptions, and panels e) and f) are the median absolute errors between the model and the
observations. Note that the color scaling in the last row is different from the first two rows.
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Figure 4. Modeled and observed absorptions from TAL, panel a), and SOD, panel b), riome-
ters with fitted non-linear response curves, Equation (5), and their 95% bootstrap confidence
intervals. Individual data points shown as gray circles, best fits to data as solid lines, and confi-
dence intervals as dashed lines.
As the southernmost stations are heavily affected by geomagnetic cutoffs and the
simulations do not consider the effect of geomagnetic cutoff poleward of 60◦ geomag-
netic latitude, the data from JYV, PIN, and OUL were removed from the comparison.
As shown in the example scatter plots of Figure 4, the response of the wide-beam
riometers becomes non-linear with large modeled absorption values. All analyzed
wide-beam riometers have a non-linear response to large modeled CNA, but the de-
pendence between the observed and modeled values varies from station to station. A
possible correction method for the non-linear response is presented here.
During normal conditions of low ionospheric absorption the noise power available
to a riometer is determined by the radio noise temperature of the sky with negligible
contributions from the absorbing region of the ionosphere and losses in the receiv-
ing instrumentation [Little and Leinbach, 1958]. As the absorption of the ionosphere
increases to large values (greater than 10 dB [Browne et al., 1995]), these normally
negligible effects become significant. At large absorption values, the riometer receives
additional significant signals from the absorbing ionosphere [Hargreaves and Detrick ,
2002] and the lossy hardware causing the riometer response to become non-linear. The
signal, P , measured by a riometer is:
P = G(a · Ts + Tr), (1)
where G is the gain of the instrument, a is absorption as a linear value in range [0, 1],
Ts is the wanted sky noise measured by the instrument, and Tr is unwanted noise from
other sources. Absorption, A, is given in data as decibels compared to a quiet day
marked by subscript q. Absorption is therefore given by
A = 10 · log10
(
Pq
P
)
= 10 · log10
(
aq · Ts + Tr
a · Ts + Tr
)
. (2)
The ratio between the wanted and unwanted noise is
R =
Ts
Tr
. (3)
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Assuming that the quiet day absorption is small (aq = 1):
A = 10 · log10
(
1 + 1/R
a+ 1/R
)
, (4)
where a = 10−As/10 and As is the true absorption of the ionosphere in dB. As R
increases, the absorption, A, approaches the true absorption of the ionosphere As:
R→∞⇒ A→ As
The dependence between observed absorption and the true absorption of the ionosphere
can be written as
A = 10 · log10
(
1 + 1/R
10−As/10 + 1/R
)
. (5)
Assuming that the modeled WACCM-D absorption is the true absorption of the iono-
sphere, the presented dependence can be used to determine the ratio between wanted
and unwanted noise in the riometer, which can be used to convert between observed
absorption values and true absorption values. The correction function, Equation (5),
was fitted to each station separately with WACCM-D absorption as the true absorp-
tion and R as a free parameter. A non-linear least squares method was used in the
fitting. The fitted function for TAL and SOD, and the 95% bootstrap confidence in-
tervals, are shown in the scatter plots of Figure 4. 10, 000 bootstrap samples were
used for the confidence interval determination. The R values and their 95% bootstrap
confidence intervals for each analyzed wide-beam riometer are listed in Table 3.
Modeled and observed absorptions were plotted as time series, separately for
each station and event, to study the performance of WACCM-D in reproducing the
temporal evolution of ionospheric absorption in individual events. Four individual
events are shown as examples in Figure 5. Solid black lines are modeled CNA values,
dashed black lines are modeled CNA values with the non-linear response correction
applied, and the solid red lines are observations. The time periods where the GOES
> 10 MeV integral flux is greater than or equal to 10 pfu have been shaded and
the approximate times of the model twilight change (χ = 97◦) are marked with dotted
vertical lines. Panel a) shows event 26 (max 2, 360 pfu) from KIL, where the magnitude
of the CNA is overestimated throughout the event by the model up to approximately
1 dB, but the time behavior corresponds very well with the observations. Note that
the non-linear response correction is not applied in the top panel, as the response was
linear for both of the imaging riometers (KIL and LYR). Panel b) shows an extreme
event (event 28, max 31, 700 pfu) from TAL with the best-case non-linear response
correction. The modeled CNA reaches a maximum value of approximately 21 dB with
an observed maximum value of approximately 7.5 dB. The modeled CNA corrected
for the non-linear response of the riometer agrees very well with the observed CNA.
The observed sunrise increase in CNA is more gradual than the abrupt increase in
the modeled CNA, especially on 5 November. A weak event (event 43, max 22 pfu)
with auroral activity from the SOD riometer is shown in panel c). The same event at
SOD is shown in Figure 2 panel a). A small increase in CNA is seen during the short
SPE in both observations and model data. Outside the SPE, the observed CNA peaks
around midnight between 6 July and 7 July, and the evening of 9 July, are caused by
auroral activity. The auroral activity is not well reproduced as the model ionization
for auroral electrons (Kp parametrization) produces a uniform ionization band at the
auroral oval latitudes which cannot capture local variations (e.g., substorm activity)
properly. Unlike the SPE ionization input, the auroral electron parametrization is
based on magnetic field variations rather than direct particle measurements. The
higher than observed CNA in the model due to the radiation belt electron input is
visible through the plot. In 18 of the studied events, the observed CNA was found to
be higher than the modeled CNA in three or more stations during sunlit conditions.
These cases are only present at stations poleward of 66◦ geomagnetic latitude. One
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such event (event 24, max 493 pfu) from ESK is shown in panel d) of Figure 5. In
this example event, CNA in sunlit conditions is underestimated by the model up to
approximately 1.1 dB and CNA in dark conditions is overestimated by the model up
to 0.25 dB. As in panel b), the sunrise increase in CNA is more abrupt in the model
than in the observations. In addition to the model sunrise increase of CNA being
more abrupt, the sunset decrease in CNA is also more abrupt in the model than in
the observations. Variations in the model CNA for the example events of Figure 5
were estimated by calculating the mean absolute error of the CNA at the station’s
grid point and the adjacent grid points (nine grid points in total) at each time step.
The mean absolute errors were less than 0.08 dB at all time time steps discarding the
points closest to the model’s twilight transition. Next to the twilight transition, where
the adjacent grid point is on the other side of the twilight transition, the maximum
error in the example events was 0.95 dB in the extreme event shown in panel b) of
Figure 5.
5 Discussion
WACCM-D can model CNA well in the polar cap, both in sunlit and dark con-
ditions. The twilight transition of CNA is not modeled as well as the sunlit or dark
conditions. The modeled median CNA values at twilight conditions are higher than
in the observations, which indicates that the increase in CNA during sunrise is more
abrupt in the model than in observations and that the sunset decrease of CNA is de-
layed compared to observations. These differences in sunrise and sunset behavior are
also visible in panels a), b), and d) of Figure 5. The twilight difference between the
model and the observations is likely due to the night/day scaling in WACCM-D, which
is a simple on/off at the solar terminator in the D region at χ = 97◦ [Verronen et al.,
2016], i.e, an Earth shadow method. In reality, electron depletion starts during sunset
when the whole mesosphere is still sunlit [Collis and Rietveld , 1990] and the rise in
CNA can be delayed at sunrise by a screening of solar UV radiation by the stratospheric
ozone layer and the slowly developing chemical changes in the D region [for a review,
see Rogers et al., 2016, and references therein]. Similar twilight difference results were
presented by Rogers et al. [2016], who concluded that using the Earth shadow method
in full-profile CNA models will fail to represent the slowly varying ionospheric compo-
sition and temperature changes affecting CNA at presunset and especially postsunrise
conditions.
Cutoff latitudes are not static, but move in latitude with changing conditions of
the magnetosphere and the solar wind from event to event, and even within events [Nesse Tyssøy
and Stadsnes, 2015], producing a gradual effect in the averaged data. The gradual ef-
fect of the geomagnetic cutoffs on observed CNA is visible in Figure 3 and Table 3
at stations equatorward of approximately 66◦ geomagnetic latitude. The effect is
strongest in the stations between 60◦ and 62◦ (OUL and PIN), where the energetic
protons responsible for the majority of the CNA are almost completely cutoff in the
observations on average. The decrease in observed median CNA, increasing differences
between the model and the observations, and increasing median absolute errors, es-
pecially during sunlit conditions, with decreasing geomagnetic latitude between 66◦
and 63◦ indicate that increasing amounts of protons responsible for CNA are cutoff in
the averaged data. During suitable conditions, lower energy protons can access lower
latitudes and push the average main cutoff effect equatorward. When limiting data
to events with a maximum flux greater than 1, 000 pfu, the main cutoff effect in the
averaged data seems to be pushed to about 61◦ geomagnetic latitude. This agrees
with the results by Rodger et al. [2006] in that the larger geomagnetic disturbances
associated with large SPEs increase the impact area of SPE particles. In addition
to moving in latitude with varying magnetospheric and solar wind conditions, cutoff
latitudes have been shown to have day-night asymmetry [Nesse Tyssøy et al., 2013;
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Figure 5. Examples of modeled and observed CNA during four SPEs at four different sta-
tions. Solid black lines are modeled CNA values, dashed black lines are modeled CNA values
with the non-linear response correction applied, and the solid red lines are observations. Note,
that panel a) does not have a non-linear response corrected line (black dashed line). The gray
shaded areas indicate time periods where the GOES > 10 MeV integral flux is greater than or
equal to 10 pfu and the dotted vertical lines are the approximate times where the solar zenith
angle is 97◦.
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Nesse Tyssøy and Stadsnes, 2015], which is not taken into account by the static cutoff
latitude of the model.
The commonly used [e.g., Jackman et al., 2009; Matthes et al., 2017] 60◦ lower
geomagnetic latitude limit for uniform SPE proton precipitation and ionization overes-
timates the spatial extent of the SPE effect. The importance of implementing improved
geomagnetic cutoff constraints for solar proton precipitation in chemistry climate mod-
els depends on the desired accuracy of the model results, the timescale of the model
studies, and the aggregated impact of SPEs on the chemistry of the middle atmo-
sphere compared to other ionization sources. Even though SPEs cause large-scale
ionization and chemical changes in the middle atmosphere, they occur rarely com-
pared to the precipitation of high-energy electrons from the radiation belts during
geomagnetically active periods or during substorms. The chemical effect of radiation
belt electrons during a single large geomagnetic storm on the neutral atmosphere was
modeled by Rodger et al. [2010] with the SIC model. They reported mesospheric O3
changes that are fairly similar in magnitude, time scales, and altitude to those pre-
sented in previous model and experimental observation studies for large solar proton
events. Seppa¨la¨ et al. [2015] modeled a five day period with 61 substorms using the
SIC model resulting in mesospheric O3 changes that are similar in scale to a small
to medium SPE. Compared to energetic electron precipitation (EEP) effects on the
neutral atmosphere, SPEs affect the whole polar cap area and ionize the atmosphere
to lower altitudes. At least some of the outer radiation belt electrons precipitate out-
side the polar vortex, leading to less NOx transport during the polar winter than in
SPEs and making the direct contrasting of EEP and SPE effects more difficult [Rodger
et al., 2010].
The modeled CNA is overestimated compared to observations in the auroral and
subauroral latitudes as seen in Figure 3 and panel b) of Figure 4. The overestima-
tion is in part due to the 60◦ cutoff latitude and in part due to the overestimation
of MEE ionization. The used MEE model does not have an MLT dependence, so a
daily zonal mean MEE flux is applied uniformly to all MLTs. The use of daily zonal
mean forcing results in overestimation of MEE fluxes on the dayside and underesti-
mation on the nightside. Like the auroral electron ionization input, the MEE model
is statistical and is not able to reproduce local variations in MEE precipitation. The
effective recombination coefficient is smaller in the sunlit D region than in the dark
D region [Hargreaves and Birch, 2005] resulting in larger CNA in sunlit conditions for
the same ionization forcing. Therefore overestimation in the MEE forcing will cause a
larger increase in model CNA in the sunlit atmosphere than in the dark atmosphere,
as seen from the model results. An additional reason for the overestimation of CNA
by the model in the sunlit D region can be solar radio emission (SRE), which will
cause reduced observed absorption [Kavanagh et al., 2004], especially when the Sun
is in the riometer beam or in the beam side lobes. The WACCM-D model also over-
estimates CNA in the dark atmosphere at auroral and subauroral latitudes, but the
differences between the model and the observations are smaller. The used MEE model
has been recently refined by van de Kamp et al. [2018] with improved consideration
for low electron fluxes and an option to include MLT-dependence with three-hour tem-
poral resolution. The performance of WACCM-D with the refined MEE model with
MLT-dependence should be investigated in the future.
The non-linear response of riometers to large levels of absorption is a known
phenomenon in the field, but rarely discussed in publications. The hardware in riome-
ter systems have been designed and configured in different ways resulting in different
upper limits for the linear response. The non-linear response correction presented in
this paper works well for some of the used riometers, but is sensitive to data selec-
tion. Special care has to be taken during the selection of data for the method, as the
uncertainties in fitting of the R parameter can become large as shown by the 95%
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bootstrap confidence intervals listed in Table 3. The poor fit in some of the stations is
due to the variation in observed CNA values due to substorms, geomagnetic storms,
and geomagnetic cutoff, variation in modeled CNA values due to the MEE model’s
zonal mean input, and the different atmospheric conditions in the sunlit and dark at-
mosphere. Based on a cursory examination, and the fact that the largest CNA values
occur in the sunlit atmosphere, data should possibly be limited to sunlit conditions
when determining the non-linearity of a riometer with this method. When data are
limited to sunlit conditions, the values of the R parameter become close to or higher
than the upper limits of the 95% bootstrap confidence intervals. Further testing of the
non-linear correction method falls outside the scope of this paper, but the presented
results should provide a good starting point for future work on the subject.
No explanation was found for the situations where the dayside observed CNA
is higher than the modeled CNA in multiple stations (see panel d) of Figure 5). The
higher observed CNA indicates that either the model is underestimating some ion-
ization source or that some other phenomenon causing ionization is lacking from the
model in these cases. The difference in CNA between the model and the observations
was contrasted with geomagnetic activity (Kp index), integral flux in the different
GOES proton channels, season, and cases where multiple SPEs occur consecutively,
but no explanation was found for the underestimated model CNA. The electron den-
sity output of the model was increased as a test for the example event and location
shown in panel d) of Figure 5. An increase in electron density by a factor of 1.5 to 1.75
produced approximately the correct level of CNA, but did not affect the time behavior
of the model. As the stations where this underestimation occurs are poleward of about
66◦ geomagnetic latitude, a possible explanation is that the SPE proton precipitation
is underestimated in the model. This would not explain however why the underesti-
mation is not visible in all or most events. It is also possible that the underestimation
happens at all latitudes in the model, but that the MEE precipitation and geomagnetic
cutoff effects mask it from stations equatorward of about 66◦ geomagnetic latitude.
6 Conclusions
We have studied the spatial and temporal extent of CNA during 62 SPEs from
2000 to 2005 using the WACCM-D model and observations from 16 riometer stations.
Observed and modeled CNA were contrasted as a function of solar zenith angle and
geomagnetic latitude statistically, for each station statistically, and as time series for
each event and station individually. We summarize the results of this study as follows:
1. WACCM-D can reproduce the observed CNA well poleward of about 66◦ geo-
magnetic latitude with an average absolute difference between the model and
the observations of less than 0.5 dB varying with solar zenith angle and station.
2. Equatorward of approximately 66◦ geomagnetic latitude, the average difference
between the model and the observation increases with decreasing geomagnetic
latitude from about 0.5 dB to 1 dB due to the daily zonal mean MEE forcing
and the uniform proton forcing poleward of 60◦ geomagnetic latitude.
3. Due to the Earth shadow implementation of the change between night and day
in WACCM-D, the CNA increase (decrease) during sunrise (sunset) is more
abrupt and at greater solar zenith angle values in WACCM-D than what is
observed, resulting in overestimation of CNA during twilight conditions.
4. Observed CNA in sunlit conditions is underestimated by WACCM-D at three
or more stations poleward of 66◦ geomagnetic latitude in 18 events, in contrast
with WACCM-D usually overestimating the observed CNA. More investigations
are required to explain the underestimation of CNA in sunlit conditions by
WACCM-D for this subset of events.
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5. The absorption response of the used wide-beam riometers becomes non-linear
at large absorption values. A correction method for this non-linearity was pre-
sented with the goal of providing a starting point for further studies on the
subject.
6. The used 60◦ stationary cutoff latitude for proton precipitation in WACCM-D
was found to overestimate the spatial extent of CNA during SPEs by about
2◦ to 3◦ geomagnetic latitude on average. The overestimation of the average
spatial extent seems to decrease to about 1◦ geomagnetic latitude when data are
limited to events with a maximum flux greater than 1, 000 pfu. A more realistic
cutoff model should be implemented into the proton precipitation forcing in the
future, if more accurate performance is required from the model.
Although the overall performance of WACCM-D in reproducing CNA is good,
some tests and improvements are recommended for the future. The results presented
here should be compared with comparison runs of the WACCM-D model with improved
proton cutoff constraints and MLT-dependent MEE-fluxes.
A: List of studied solar proton events
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