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Abstract
We outline a novel regularization approach to learn kernel-based tensor product functions. Our
main problem formulation admits as special cases a number of different learning frameworks. Here
we focus on implications for multilinear multitask learning. We show that the proposed formalism
is instrumental to derive kernel-based extensions of existing model classes; beside allowing for
nonlinear models, the methodology enables to deal with non-Euclidean features.
1 Introduction
Recent research in machine learning witnessed a renewed interest in tensors. On the one hand tensor-based data
representations have been proven effective to preserve useful structures in a number of applications, see [17] and
references therein. On the other hand, multilinear algebra has been leveraged to derive structured finite dimensional
parametric models [14, 12]. In [13] these ideas have been generalized to reproducing kernel Hilbert spaces. The
arising framework comprises existing problem formulations, such as tensor completion [9, 7, 14, 15, 9], as well as
novel functional formulations. The approach is based on a class of regularizers for tensor product functions that is
related to spectral regularization for operator estimation [1]. In this paper we outline the main ideas and focus on the
implications for (multilinear) multitask learning.
The paper is structured as follows: in the next section we present the main functional tools drawing a parallel with
their finite-dimensional counterparts. We then present the class of penalty functions of interest and introduce our
main problem formulation; we conclude the section by discussing finite dimensional representation and out-of-sample
evaluations. Section 3 shows how the approach can be used for kernel-based multilinear multitask learning. Finally,
Section 4 presents experiments.
2 Learning Tensor-based Models in RKHSs with Multilinear Spectral Penalties
2.1 Preliminaries
For a positive integer I we denote by [I] the set of integers up to and including I . We write ×Mm=1[Im] to mean [I1]×
[I2]× · · · × [IM ], i.e., the cartesian product of such index sets, the elements of which are M−tuples (i1, i2, . . . , iM ).
Before proceeding, we recall here the notion of Reproducing kernel Hilbert space. The reader is referred to [5]
for a detailed account. Let (H, 〈·, ·〉) be a Hilbert space (HS) of real-valued functions on some set X . A function
k : X ×X → R is said to be the reproducing kernel of H if and only if [3]: a.) k(·, x) ∈ H, ∀x ∈ X b.)
〈f, k(·, x)〉 = f(x) ∀x ∈ X , ∀f ∈ H (reproducing property). In the following we often denote by kx the function
k(·, x) : t 7→ k(t, x). A HS of functions (H, 〈·, ·〉) that possesses a reproducing kernel k is a Reproducing kernel
Hilbert space (RKHS); we denote it by (H, 〈·, ·〉, k).
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In this paper we are concerned with supervised learning problems. The predictive model will be based upon a tensor
product function, the structure of which will be accounted for in the regularization mechanism. More precisely we
will learn models in tensor product reproducing kernel Hilbert spaces that we introduce next.
2.2 Tensor Product Reproducing Kernel Hilbert Spaces and Functional Unfoldings
Assume that
(
Hm, 〈·, ·〉m, k
(m)
)
is a RKHS of functions defined on a domain Xm, for any m ∈ [M ]. Let X =
X1×X2×· · ·×XM and for β ⊆ [M ] denote by x(β) the restriction of x =
(
x(m) : m ∈ [M ]
)
∈ X to β ⊆ [M ], i.e.,
x(β) =
(
x(m) : m ∈ β
)
. Our interest is in the Hilbert space generated by the linear combinations of rank-1 functions
⊗m∈βf
(m)
, defined by:
⊗m∈βf
(m) : x(β) 7→
∏
m∈β f
(m)
(
x(m)
)
, f (m) ∈ Hm for any m ∈ β . (1)
Whenever β ⊂ [M ] we denote the space generated by rank-1 functions by1 (Hβ , 〈·, ·〉β). When β = [M ] we write
simply (H, 〈·, ·〉), i.e., we omit the β. In the rest of this paragraph we refer to this case, without loss of generality.
General elements of H, i.e., linear combinations of rank-1 tensors (1), will be denoted by small bold type letters
(f , g, . . .). The symmetric function:
k :
(
x, y
)
7→ k(1)
(
x(1), y(1)
)
k(2)
(
x(2), y(2)
)
· · · k(M)
(
x(M), y(M)
) (2)
is the reproducing kernel of H. Indeed, for any x ∈ X , kx is a rank-1 tensor that belongs to H; furthermore
〈f ,kx〉 = f(x). The space H is called a Tensor Product RKHS (TP-RKHS) and denote it by (H, 〈·, ·〉,k). The
generic partial space will be denoted by (Hβ , 〈·, ·〉β ,k(β)), with obvious meaning of the symbols.
Note that a I−dimensional vector f can be regarded as a function f : [I] 7→ R. In light of this one can see that
the definition of tensors given above includes, as a special case, the notion of finite dimensional tensors usually
found in multilinear algebra textbooks. In fact, if we take β = [M ] and X = [I1] × [I2] × · · · × [IM ], a rank-1
function (1) boils down to the outer product of finite dimensional vectors. Correspondingly, H is identified with the
space of I1 × I2 × · · · × IM−dimensional tensors. Notably if, for rank-1 tensors f = f (1) ⊗ f (2) ⊗ · · · f (M) and
g = g(1) ⊗ g(2) ⊗ · · · g(M), the inner product of H is taken to be2:
〈f , g〉 =
(
f (1)⊤g(1)
)(
f (2)⊤g(2)
)
· · ·
(
f (M)⊤g(M)
) (3)
the corresponding kernel (2) can be seen to be k((i1, i2, . . . , iM ), (i′1, i′2, . . . , i′M )) = δ(i1− i′1)δ(i2− i′2) · · · δ(iM −
i′M
)
where δ(x) = 1 if x = 0 and δ(x) = 0 otherwise.
For arbitrary β ⊂ [M ] denote now by βc its complement, i.e., βc := [M ] \ β. Note that for each pair of vectors
(f , g) ∈ Hβ ×Hβc there corresponds a rank-1 operator f ⊗ g : Hβc → Hβ defined by (f ⊗ g)z := 〈g, z〉βcf .
Our regularization approach for tensor product functions relies on this fundamental fact. Instrumental to our approach
is the functional unfolding operatorMβ, defined for a rank-1 function by:
Mβ : ⊗
M
m=1f
(m) 7→ f (β) ⊗ f (β
c) with f
(β) = ⊗m∈βf
(m) ∈Hβ ,
f (β
c) = ⊗m∈βcf
(m) ∈Hβc .
(4)
Clearly the definition extends by linearity to generic elements of H, i.e., linear combination of rank-1 functions. The
operator Mβ represents a generalization of the matrix unfolding operator used in the context of multilinear algebra,
see [14] and references therein.
2.3 Spectral Regularization for Tensor Product Functions
The facts presented above suggests a notion of model complexity for a tensor product function f related to the image
of operators attached to f . Let B be a partition of the set of variables [M ]; a possible approach is to penalize the
B−multilinear rank of f [13], defined by:
mlrankB(f) := (rankβ(f) : β ∈ B) where rankβ(f) := dim {(Mβ(f))z : z ∈Hβc} . (5)
1Throughout the paper we will use bold-face letters to denote tensor product spaces and functions.
2As before the definition extends by linearity to arbitrary linear combinations of rank-1 tensors.
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More generally one can define multilinear spectral penalties (MSPs) based upon the spectral content of Mβ(f), β ∈
B. The reader is referred to [13] for a detailed discussion, formal definitions and interesting special cases. Here we
focus on a specific instance of MSP. To this end we recall that, for p ≥ 1, the operator A is called p-summable if
it satisfies
∑
n≥1 σn(A)
p < ∞ where σ1(A) ≥ σ2(A) ≥ · · · ≥ 0 are the singular values of A. For a p-summable
operator the Shatten-p norm is defined by ‖A‖p := (
∑
n≥1 σn(A)
p)1/p . The MSP of interest is now constituted by
Shatten-p norms with an upper-bound on the B−multilinear rank:
ΩB(f) =
{ ∑
q∈[Q] ‖Mβq(f)‖
p
p, if rankβq (f) ≤ Rq ∀ q ∈ [Q]
∞, otherwise . (6)
A discussion on the properties of this penalty is postponed to later sections. In the following, unless stated differently,
we will always assume that the MSP is given by (6).
2.4 Main Learning Problem, Finite Dimensional Representation and Out-of-sample Evaluations
Next we use the machinery introduced above to specify a class of supervised learning problems. Based upon a dataset
DN of N input-output training pairs:
DN :=
{(
x(1)n , x
(2)
n , . . . , x
(M)
n , yn
)
∈ X ×Y : n ∈ [N ]
}
(7)
where X = X1 × X2 × · · · × XM and Y ⊆ R, we aim at finding a predictive model f : X → Y in a TP-RKHS
(H, 〈·, ·〉,k). With reference to (6), fix p and the partition of [M ] into Q sets, B = {β1, β2, . . . , βQ}. Let further
l : R×R → R be some loss function and λ > 0 be a a trade-off parameter. We are concerned with the following
penalized empirical risk minimization problem:
min
f∈HB


∑
(x,y)∈DN
l (y, 〈f ,kx〉) + λΩB(f)

 (8)
where HB :=
{
f ∈H : Mβq (f) is p-summable for any q ∈ [Q]
}
is, informally speaking, the set of well-behaved
functions in H. Interestingly, different learning frameworks arise from different specifications of X , loss l and MSP
ΩB. For instance when X = [I1]× [I2]× · · · × [IM ], ΩB is given by a sum of nuclear norms and l(y, yˆ) = δ(y − yˆ),
(8) boils down to tensor completion [9, 7, 14, 15, 9], see [13] for details. Here we focus on applications to Multilinear
Multitask Learning. Before delving into this topic, however, we illustrate few properties of (8). To simplify the
discussion, we will assume that ΩB is the MSP in (6) with p = 1 and that l(y, yˆ) = (y − yˆ)2. The approach requires
to obtained a factorization of the kernel matrices associated to the sets of variables in B. Specifically, for any q ∈ [Q]
we need to find a factor matrix F (q) ∈ RN×Iq such that:
K(q) = F (q)F (q)⊤ where K(q)ij := k
(βq)
(
x
(βq)
i , x
(βq)
j
)
for (xi, yi), (xj , yj) ∈ DN . (9)
This can be obtained, for instance, by Cholesky decomposition. It now follows from the representer theorem proved
in [13] that computing a solution fˆ to (8) practically requires to find a finite dimensional tensor αˆ that solves:
min
α∈RI1×I2×···×IQ
∑
n∈[N ] (yn − 〈zn,α〉)
2
+ λ
∑
q∈[Q] ‖M{q}(α)‖1
subject to rank (M{q}(α)) ≤ Rq ∀ q ∈ [Q] .
(10)
In this problem, 〈·, ·〉 is the canonical inner product in (3), M{q} is the q−mode matrix unfolding operator (a special
instance of (4), see [14]) and zn is the rank-1 tensor given by the outer product of the nth row of the factor matrices:
zn := F
(1)
n: ⊗ F
(2)
n: ⊗ · · · ⊗ F
(Q)
n: . (11)
One can show that the evaluation of fˆ to a test point x ∈ X is given by:
x 7→ 〈αˆ, z〉 : z =
(
k¯
(1)⊤
(x)F (1)‡
)
⊗
(
k¯
(2)⊤
(x)F (2)‡
)
⊗ · · · ⊗
(
k¯
(Q)⊤
(x)F (Q)‡
)
. (12)
in which, for any q ∈ [Q], F (q)‡ is the transpose of the pseudo-inverse of F (q) and k¯(q) is the vector k¯(q)(x) :=[
k
(βq)
(
x
(βq)
1 , x
(βq)
)
, k
(βq)
(
x
(βq)
2 , x
(βq)
)
, . . . , k
(βq)
(
x
(βq)
N , x
(βq)
)]⊤
, see [14] for details.
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3 Kernel-based Approach to Multilinear Multitask Learning
Multi-task Learning (MTL) aims at simultaneously finding multiple predictive models each of which corresponds to
related learning tasks, see [2, 4, 6] and references therein. Recently [12] has proposed an extension, termed Multilinear
Multi-task Learning (MLMTL), to account for multi-modal interactions between the tasks. This is a departure from
classical tensor-based methods, such as [16], where the multilinear decomposition is performed directly on the input
data. Importantly, the approach allows one to make predictions even in absence of training data for one or more of the
tasks. Therefore it is suitable to perform transfer learning [11].
It was shown in [13] that the formulation in [12] is equivalent to a special instance of the penalized empirical risk
minimization problem in (8). In turn the kernel-based view entailed by (8) enables for useful generalizations. The
approach in [12] assumes that there are T linear regression tasks, each of which is represented by a vector wt ∈
R
I1 , t ∈ [T ]. In the case of interest T =
∏M
m=2 Im and the generic t is represented as a multi-index (i2, i3, . . . , iM ).
One concrete example [12] corresponds to the case where learning tasks aim at modelling ratings on I3 different
aspects of I2 restaurants based upon a vector of I1 features. For the general case, consider a tensor f ∈ RI1×I2×···×IM
and let κ : [I2] × · · · × [IM ] → [T ] be a one-to-one mapping. We can associate the linear regression tasks with
the set of vectors obtained fixing all but the first index {f:κ−1(t) ∈ RI1 : t ∈ [T ]} (a.k.a. mode-1 fibers of f ).
Simultaneously finding a model for all the learning tasks based upon the task-dependent datasets D˜(t) for t ∈ [T ], can
now be approached by minimizing the empirical risk :
J(f) :=
∑
t∈T
∑
(z,y)∈D˜(t)
l
(
y,f⊤:κ−1(t)z
)
(13)
while imposing via a suitable penalty that f should have low multilinear rank [12]. It was shown in [13] that if one
takes the dataset DN = {
(
z, i2, . . . , iM , y
)
∈ X ×Y : there exists t = κ
(
i2, . . . , iM
)
such that (z, y) ∈ D(t)} then
(13) can be equivalently stated as J(f) =∑(x,y)∈DN l (y, 〈f ,kx〉) in which k is the reproducing kernel:
k
((
z, i2, · · · , iM
)
,
(
z′, i′2, · · · , i
′
M
))
= g(z, z′)
M∏
m=2
δ
(
im − i
′
m
)
where g(z, z′) = z⊤z′ . (14)
This shows that, if the regularization is based on an MSP, then MLMTL can be seen as a special instance of (8).
A first implication is that one can readily replace g = z⊤z′ in (14), for instance with the Gaussian RBF kernel
g(z, z′) = exp
(
−‖z − z′‖2/σ2
)
, to obtain nonlinear models. Moreover the kernel-based view allows one to go
beyond Euclidean features: in fact z does not need to belong to the Euclidean space RI1 , as in [12]; input data might
consist of, e.g., (probability) distributions, graphs or dynamical systems [8].
4 Experiments
As an illustration of the aforementioned ideas we focus on the shoulder pain dataset [10], which contains video clips of
the faces of people who suffer from shoulder pain. Each video is labelled frame by frame according to certain Action
Units (AU) which refer to a contraction or relaxation of a determined set of muscles. As in [12] we aim at predicting
the AU intensity levels of 5 different AUs for 5 different subjects based upon a vector of features per frame, thereby
dealing with a matrix of 5× 5 regression tasks. We test the convex algorithm proposed in [12] to solve MLMTL based
on linear models (MLMTL-C) against the algorithm proposed in [13]. The latter solves (8) with MSP (6) and uses
either the kernel in (14) (LIN-MLRANK-SNN), or the kernel obtained replacing g in (14) with a Gaussian RBF (RBF-
MLRANK-SNN). As a baseline we additionally considered Least Squares Support Vector Machines for Regression
(LS-SVR); details are found in [13]. The results in terms of Mean Square Error (MSE) are shown in Figure 1.
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Figure 1: A comparison of different methods on the shoulder pain dataset
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