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Density domains of a photo-excited electron gas on liquid helium
Yu. P. Monarkha1, ∗
1Institute for Low Temperature Physics and Engineering, 47 Prospekt Nauky, 61103, Kharkov, Ukraine
The Coulombic effect on the stability range of the photo-excited electron gas on liquid helium is
shown to favor formation of domains of different densities. Domains appear to eliminate or greatly
reduce regions with negative conductivity. An analysis of the density domain structure allows
explaining remarkable observations reported recently for the photo-excited electron gas.
PACS numbers: 73.40.-c, 73.20.-r, 78.70.Gq, 78.67.-n, 73.25.+i
Properties of a 2D electron gas exposed to a perpen-
dicular magnetic field B and irradiated with microwaves
(MW) recently became a subject of intense studies be-
cause of new interesting discoveries. In GaAs/AlGaAs
heterostructures, novel 1/B-periodic MW-induced resis-
tance oscillations (MIRO) [1] and zero-resistance states
(ZRS) [2, 3] were observed, when the MW frequency ω
was larger than the cyclotron frequency ωc = eB/Mc.
The ZRS appears in the vicinity of a resistance minimum
near ω/ωc = m + 1/4, where m is an integer. These
observations have attracted much interest, and a num-
ber of theoretical mechanisms were proposed to explain
MIRO [4–7] and ZRS [8, 9].
Similar 1/B-periodic oscillations of the dc magneto-
conductivity σxx and the ZRS were observed in the
2D electron system formed on the surface of liquid he-
lium [10, 11], when the system was tuned to the reso-
nance with the MW frequency, ∆2−∆1 = h¯ω (here ∆l is
the energy of surface subbands, l = 1, 2, ... ). Therefore,
the period of these oscillations was actually governed by
the ratio ω2,1/ωc where ω2,1 = (∆2 −∆1) /h¯. The theory
of this effect [12] is based on nonequilibrium filling of the
second surface subband, N2 > N1 exp(−h¯ω2,1/Te), which
triggers intersubband electron scattering against or along
the in-plane dc electric field Edc depending on the sign of
ω2,1/ωc−m. At strong enough power, the sign-changing
contribution to the effective collision frequency can make
σxx < 0, which by itself suffices to explain the existence
of the ZRS [8]. For surface electrons (SEs) on liquid
helium, minima of σxx are not strictly fixed to the con-
dition ω2,1/ωc = m+1/4. Their positions depend on the
strength of Coulomb interaction between electrons and
on the number m [13, 14].
A state of an electron system with σxx < 0 is unsta-
ble [8], and usually a certain local current density j0 is
necessary to reach the stable state where σxx (j0) = 0.
This predicts [8] the existence of current domains, where
electrons move in opposite directions. Such a model of
the ZRS is well applicable for semiconductor electrons.
SEs on liquid helium represent a highly correlated sys-
tem, where the average Coulomb interaction potential
energy per an electron UC is much larger than the av-
erage kinetic energy. In such a system, current domains
are unlikely due to the strong mutual friction of currents
in the domain wall. Therefore, the internal structure of
the ZRS of SEs on liquid helium is under the question.
Experimental observation of an ultra-strong photovoltaic
effect [15] which emerges in the regime σxx → 0 gives an
important insight into this problem. This effect is charac-
terized by a strong displacement of electrons against the
confining force of Corbino electrodes placed below the
liquid helium surface (electrons are displaced from the
center of the plane towards the edge). Remarkably, the
redistributed charge exhibits spontaneously generated os-
cillations in the audio-frequency range [16].
Recently a striking example of irradiation-induced self-
organization was observed [17] in a coupled system of
two electron gases of different densities. The 2D elec-
tron gases were formed on the surface of liquid 4He
above the central Corbino electrode (with density ne)
and above the guard-ring electrode (with density ng).
At a fixed total number of electrons Ne, the ratio ne/ng
was varied by changing the potential Vg applied to the
guard electrode. In the presence of resonant MW radi-
ation, under the magnetic field fixed to the ZRS con-
dition, ω2,1/ωc (B) = 6.25, the inner 2D electron gas
enters an incompressible state with an electron density
ne = nc ≃ 3.4 · 106 cm−2 independent of Ne and of the
potential applied to the guard electrode for a wide range
of parameters.
Surprising new discoveries reported for SEs in the
regime of vanishing σxx (the photovoltaic effect, self-
generated oscillations, and the incompressible state) have
no convincing explanations and require additional theo-
retical studies of the nature of the ZRS in a highly cor-
related electron system. In this work, we report results
of theoretical study of Coulombic effects on the stability
range of the electron system under conditions of experi-
ments [15–17]. We found that for a magnetic field fixed
near a magnetoconductivity minimum, usually there are
two electron densities nH and nL (here nH > nL) which
restrict the unstable region where σxx < 0. Values of nH
and nL are determined only by B and the MW power.
Such an unusual dependence of σxx on electron density
allows us to formulate the density domain structure of
the ZRS of SEs on liquid helium which explains recent
observations [15–17].
It is instructive to consider the dependence of σxx (B)
2in the vicinity of a conductivity minimum using the mi-
croscopic mechanism of magneto-oscillations [13] applica-
ble for electrons with UC ≫ T . At low temperatures, the
momentum relaxation of SEs is determined by electron
interaction with capillary wave quanta (ripplons). New
features of the theory follow from the structure of the av-
erage probability of intersubband scattering from l = 2 to
l = 1 accompanied by the momentum exchange h¯q due to
ripplon destruction and creation ν2→1 (q), which depends
on the average electron velocity V. Under the conditions
Vy ≃ −VH and |Vx| ≪ VH (here VH = cEdc/B) this
quantity is found as [13]
ν2→1 (q, VH) = 2p
2
2,1 (q)S2,1 (q, ω2,1 + qyVH) , (1)
where p22,1 (q) is defined by electron-ripplon coupling, and
S2,1 (q,Ω) is a generalization of the dynamic structure
factor of the 2D electron liquid which takes into account
that Landau levels have different collision broadening Γl
for different subbands. The Eq. (1) has sharp maxima at
ω2,1+qyVH → mωc caused by the Landau level matching
(m = n′ − n).
Electron-ripplon scattering is quasi-elastic because
typical ripplon energies h¯ωq ≪ Γ1 for q <∼ 1/LB, where
LB = h¯c/eB. In Eq. (1), the correction qyVH origi-
nates from eEdc (X
′ −X) = h¯qyVH . When evaluating
the decay rate of the excited subband, qyVH can be ne-
glected. Therefore, S2,1 (q, ω2,1) and ν2→1 (q) have sharp
maxima at ω2,1 ≃ mωc. For the Gaussian shape of the
Landau level density of states [18], the maxima are also
proportional to a GaussianG (w) = exp
(−w2/γ˜2) /√piγ˜,
where [13]
w =
ω2,1
ωc
−m− Γ
2
2
4Teh¯ωc
− xq Γ
2
C
4Teh¯ωc
, (2)
γ˜ =
1
h¯ωc
√
Γ21 + Γ
2
2
2
+ xqΓ2C , xq =
q2L2B
2
, (3)
Te is the electron temperature, and
√
xqΓC is an ad-
ditional broadening of the dynamic structure factor in-
duced by Coulomb interaction. Considering the fluctu-
ational electric field [19] Ef , acting on an electron, as
a quasi-uniform field yields [20] ΓC =
√
2E
(0)
f LB, where
E
(0)
f ≃ 3
√
Ten
3/4
s and ns is the SE density. In Eq. (2), the
third term is very small because Γl ≪ Te and Γl ≪ h¯ωc.
The last term can be substantial at high electron densities
or at large level matching numbers m when the average
value of the parameter xq increases. For conditions of
experiments [15–17], it is also small.
Intersubband scattering 2 → 1 is accompanied by the
momentum exchange h¯q, whose average value can be
obtained expanding Eq.(1) in qyVH . Thus, the corre-
sponding contribution into the electron momentum re-
laxation rate is proportional to the derivative of the
Gaussian G′ (w) = −2γ˜−2wG (w), and it changes sign
at ω2,1/ωc = m. This determines the shape of magneto-
conductivity oscillations and allows to estimate positions
of minima. If we neglect overlapping of the sign-changing
terms in the sum over the allm, then positions of minima
are given by
ω2,1/ωc −m = γ˜/
√
2 + xq
Γ2C
4Teh¯ωc
. (4)
The deviation from the level matching point increases
monotonically with electron density due to the Coulomb
broadening ΓC entering also γ˜. At large m, when the
sign-changing terms become strongly overlapping, the
positions of minima are asymptotically given by
ω2,1
ωc
−m = 1
4
+ xq
Γ2C
4Teh¯ωc
, (5)
where we can use the estimation xq ∼ m.
The analysis given above indicates that a position of
a conductivity minimum generally depends strongly on
ns: an increase of ns lifts up the position of the mini-
mum and shifts it right along the ω2,1/ωc-axis, as follows
from Eqs. (4) and (5). This means that changing elec-
tron density itself can eliminate the unstable state with
σxx < 0. It should be noted that experimental data show
somewhat larger shifts of σxx minima than those given
by the theory because it disregards heating of SEs. Still,
the theory describes well the nontrivial dependence of
conductivity extrema on ns and m [14]. Therefore, we
shall use the approximation Te = T to obtain stability
range of the electron system under intersubband excita-
tion keeping in mind that decay heating of SEs can affect
our estimations.
In the region of interest, the results of numerical evalu-
ations are shown in Fig. 1. It demonstrates the evolution
of the conductivity minimum with decreasing ns from
7.25 · 106 cm−2 to 5 · 106 cm−2 for a fixed MW power.
The vertical line indicates a fixed magnetic field chosen
for our analysis. The cross-points of this line with curves
σxx (ω2,1/ωc) shown by circles indicate values of σxx for
the given B and ns. The open circle indicates the first
appearance of the ZRS. Any shift of the vertical line (cho-
sen value of ω2,1/ωc) left or right eliminates this ZRS.
For a lower electron density ns = 6 · 106 cm−2, we
have an unstable state with σxx < 0 shown by the lower
black circle. With lowering ns curves σxx (ω2,1/ωc) shift
left in accordance with Eqs. (4) and (5). Eventually, at
ns = 5.5·106 cm−2 the corresponding curve σxx (ω2,1/ωc),
again crosses the vertical line at the point shown by the
open circle which indicates the ZRS. Further reduction in
ns leads to a state with σxx > 0, as shown by the curve
calculated for ns = 5 · 106 cm−2 and by the higher black
circle. Thus, for a fixed magnetic field, the instability
(σxx < 0) appears inside a certain region restricted by
two densities (higher nH and lower nL). At ns = nH , or
at ns = nL the system is in the ZRS.
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FIG. 1: Magnetoconductivity in a dc electric field Edc vs
ω2,1/ωc calculated for T = 0.3K (liquid
4He) and four ns.
Values of ns are shown in units of 10
6 cm−2.
The length of the unstable region nH − nL depends
strongly on the position of the vertical line with regard
to the ZRS appeared for the solid curve of Fig. 1. For ex-
ample, consider the conditions illustrated in Fig. 2. Here
we chose two magnetic fields B1 and B2 indicated by
vertical lines which are located at the left and right sides
with regard to the minima of the solid curve. The cross-
ing points of the vertical lines with the solid curve give
two ZRS which appear first when decreasing ns. One can
see that the range of states with σxx < 0 strongly differs
for B1 and B2. For the right vertical line, it shrinks
nH − nL ≃ 0.6 · 106 cm−2 as indicated by the dashed
curve. For intermediate densities, the negative values of
σxx are very close to zero, therefore, we didn’t show a
corresponding curve in this figure. To the contrary, for
the left vertical line, we found a substantially larger in-
stability range nH − nL ≃ 1.5 · 106 cm−2. Obviously, nL
can be reduced very much by shifting the vertical line
left. Thus, fixing B and MW power defines two distinct
values of electron density nH and nL where the 2D elec-
tron system enters the ZRS. For intermediate densities
nL < ns < nH , the system is unstable.
A negative σxx means that any density fluctuation δns
(positive or negative) diffusively grows. The density of
growing regions is limited by the conditions: ns + δns =
nH and ns + δns = nL. Therefore, the electron system
with nL < ns < nH eventually will be separated into
fractions (domains) with different densities nH and nL.
For a Corbino geometry, the simplest stable pattern of
the density distribution with a domain wall is shown in
Fig. 3. Two arrows indicate that in different domains
near the domain wall (dashed circle) local currents flow
in the same direction in contrast with the case of current
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FIG. 2: Magnetoconductivity in a dc electric field Edc vs
ω2,1/ωc calculated for four ns. Values of ns are shown in
units of 106 cm−2.
S
L
n
L
n
H
S
H
j
FIG. 3: The pattern of the density distribution with a do-
main wall for the Corbino geometry.
domains. The position of the domain wall (the areas
SH and SL) corresponding to the initial density ns is
determined by the rule:
SH
SL
=
ns − nL
nH − ns (6)
We assume that the direction of charge displacement
caused by negative conductivity should be opposite to
the direction of the confining force of Corbino electrodes
acting on SEs.
For a sharp domain wall, one can see that the separa-
tion of charges shown in Fig. 3 is stable until the resonant
4MW excitation keeps σxx = 0 in the domains. Assume
some electrons by chance have moved from the area SL
to the area SH . This makes σxx > 0 in both areas and
the same amount of electrons will return back due to the
inner electric field induced by charge separation. In a
contrary case, when some electrons have moved from the
area SH to the area SL, the magnetoconductivity in both
domains became negative, and the same amount of elec-
trons will return back moving in an uphill direction with
regard to the local dc electric field. Therefore, under the
condition of Eq. (6) the domain structure is in a dynamic
equilibrium.
Formation of the domain structure caused by nega-
tive conductivity effects explains electron displacement
towards the edge observed under resonant MW radia-
tion [15]. According to our estimations the displaced
fraction of electrons can be of the order of Ne which
agrees with observations. In Ref. 15, the initial electron
density (in the dark) was about 1.4 · 106 cm−2 which is
smaller than the value of the lower critical density nL
defined in Figs. 1 and 2. It should be noted that the cal-
culations didn’t take into account electron heating. For
heated electrons, according to Eqs. (2) and (3), the same
many-electron effect is produced by an electron density
lower by the factor (T/Te)
2/3 than it is for Te = T . As-
suming Te ≈ 2K, we obtain the factor 0.2 which makes
nL less than the density used in the experiment [15].
Regarding self-generated oscillations observed in
Ref. 16, first we note that the frequency of interior mag-
netoplasmons has a gap ωc, and they cannot be a rea-
son for audio-frequency oscillations. SEs on liquid he-
lium have well-defined audio-frequency excitations: edge
magnetoplasmons (EMP) [21, 22] and inter-edge mag-
netoplasmons (IEMP) [23]. They are localized near the
edge of a 2D electron system (EMP) or near internal
boundary of two contacting regions with different densi-
ties (IEMP). Under a strong magnetic field, the spectrum
of the IEMP is gapless, and its frequency decreases with
B [24]
ωiemp = 2qy
(
σHyx − σLyx
)(
ln
1
|qy| b + C
)
, (7)
where σ
H/L
yx ∼ nH/L/B, the constant C depends on de-
tails of the density profile, b is the width of the tran-
sition layer, and qy is the wavevector component along
the boundary. If the inter-edge profile for the domain
structure of Fig. 3 is sufficiently smooth, a negative dc
conductivity can be ascribed to a narrow strip of the
domain wall. It is quite obvious that this leads to a neg-
ative damping and to self-generation of the IEMP. The
same argument is applicable to the EMP if the net con-
ductivity within the edge profile is negative. Thus, ex-
perimental observation of self-generated audio-frequency
oscillations [16] can be considered as a convincing evi-
dence for negative conductivity coexisting with the ZRS
of surrounding domains.
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FIG. 4: A schematic plot showing how, typically, the electron
density, ne , varies with the guard voltage, Vg , in the exper-
iment [17]: the dark case (dashed), irradiated SEs (solid).
The appearance of two critical electron densities nH
and nL restricting the instability range provides also
an insight into the nature of the incompressible state
observed for the system of two coupled 2D electron
gases [17]. In this experiment, density domains were cre-
ated artificially by applying different potentials to the
guard (Vg) and central (Ve) electrodes of Corbino ge-
ometry. SEs were redistributed between these domains
with areal densities ng and ne by varying Vg, so that at
large Vg nearly all SEs were located above the guard-
ring electrode (ng = Ne/Sg , ne = 0). In the opposite
limit, SEs were concentrated above the central electrode:
ng = 0 and ne = Ne/Se. Here Se and Sg are the ar-
eas of the central and guard electrodes respectively. The
experimental dependence of ne (Vg) is shown schemati-
cally in Fig. 4. In the dark case (dashed line), electron
compressibility defined as [17] χ = −dne/dVg is nearly
constant. Under MW radiation the dependence ne (Vg)
changes drastically, as shown by the solid line marked
neM . Below 5.13V there is a sharp (nearly vertical) in-
crease of neM up to a value nc ≃ 3.4 · 106 cm−2. Then,
there is a plateau with χ = 0. Remarkably, in the range
4.75 < Vg < 4.9V, the system exhibits a negative (!)
compressibility: χ < 0. At lower Vg, the neM (Vg) re-
turns to the dependence observed for the dark case.
The negative compressibility observed means that the
2D electron gas squeezes when we apply a potential to
stretch it, and the gas expands when we apply a potential
to compress it. This agrees with our understanding of
negative conductivity effects. It should be noted that
already from the existence of regions with σxx < 0 (χ <
0) and σxx > 0 (χ > 0) it follows that there should be
at least one incompressible state in between them. The
50
1
2
3
F
e
n
L
D
en
si
ty
  (
10
6  c
m
-2
)
Radius
R
d
R
g
n
H
e
FIG. 5: The density domain structure proposed to explain
the incompressible state observed in the experiment [17].
puzzling thing is that the incompressible state is observed
in a quite broad region of Vg. Taking into account the
results obtained here, we can expect anomalies on the
dependence neM (Vg) near nH and nL. Then, the plateau
value nc of Fig. 4 can be naturally ascribed to nH , while
the density to which the solid line falls down at Vg ≃
5.13V can be ascribed to nL (note that the later density
point is practically independent of Ne). Thus, we have
nH ≃ 3.4 · 106 cm−2 and nL ≃ 1.2 · 106 cm−2. The small
upper plateau formed at Vg ∼ 4V is close to the condition
ng = nL.
To explain stability of the state with ne = nH = nc
first we note that for ne a bit lower than nc, usually the
both densities ne and ng enter the unstable region (ng is
somewhat larger than nL). Therefore, for electrons mov-
ing against the confining force, domains with densities
nH (center) and nL (edge) should appear to form the
ZRS, as illustrated in Fig. 5. The radius of the central
domain RH is usually larger than the radius of the cen-
tral electrode Rd. Therefore, the average density above
the central electrode does not change with varying Ne.
The density distribution shown in Fig. 5 is quite stable,
and it should not change much with varying Vg. Assume
that an electron somehow is displaced from the center
to the edge domain. Then, the both regions enter the
regime σxx < 0, and an electron will move in the uphill
direction with regard to the total force F back to restor
the ZRS, as shown in Fig. 5. The opposite displacement
of an electron makes σxx > 0 and an electron will move
back. Thus, redistribution of electrons between domains
is locked out.
According to Eqs. (2) and (3) the Coulombic effect
increases with m. Therefore, at larger m the nH should
be lower, which also agrees with observations [17].
In summary, we have investigated theoretically the in-
fluence of Coulomb interaction acting between electrons
on the stability range of the photo-excited electron gas on
liquid helium. The analysis given here allows us to con-
clude that the zero resistance state of SEs is formed of two
domains of different densities. This conception gives ex-
planations for the photovoltaic effect [15], self-generated
audio-frequency oscillations [16], and an incompressible
state [17] recently observed in experiments.
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