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Abstract. Machine Learning (ML) is one of the most promising application areas in a field of IT. This paper identifies lab tasks for 
master degree students of Computer Science Department and makes а premise for using it in Distance Learning.
Кафедра Информатики БГУИР ведет подготовку 
по специальности «Информатика и технологии про-
граммирования». «Машинное обучение» (МО) – одна 
из основных дисциплин при подготовке магистран-
тов, создающих базу для применения современных 
методов МО и формирование у студентов магистра-
туры осуществлять взвешенный выбор того или ино-
го решения.
В данной работе описывается перечень лабора-
торных задач, предлагаемых для проработки матери-
ала по предмету МО. Лабораторные работы построе-
ны на базе курса [1].
В первой работе студенты знакомятся с методом 
линейной регрессии. Им требуется построить график 
зависимости прибыли ресторана от населения горо-
да, в котором он расположен. Магистранты получают 
график зависимости функции потерь от параметров 
модели, проводят нормализацию признаков.
На второй работе предлагается реализовать 
функцию предсказания вероятности поступления 
студента в зависимости от значений оценок по 
экзаменам. Учащиеся занимаются реализацией 
L2-регуляризации для логистической регрессии и 
ее обучением на расширенном наборе признаков 
методом градиентного спуска. В число задач также 
входит реализация бинарного классификатора с 
помощью логистической регрессии с использо ва ни-
ем векторизации.
Третья работа посвящена переобучению и регуля-
ризации. Магистрантам предлагается набор данных, 
содержащий две переменные X (изменения уровня 
воды) и Y (объем воды, вытекающий из дамбы). По 
переменной X необходимо предсказать Y. Данные раз-
делены на три выборки: обучающая выборка (X, Y), 
по которой определяются параметры модели; валида-
ционная выборка (Xval, Yval), на которой настраивает-
ся коэффициент регуляризации; контрольная выборка 
(Xtest, Ytest), на которой оценивается качество постро-
енной модели. Магистрантам необходимо построить 
функцию стоимости потерь для линейной регрессии 
с L2-регуляризацией и функцию градиентного спуска 
для линейной регрессии с L2-регуляризацией.
На четвертой работе магистранты изучают ней-
ронные сети путем создания функции прямого рас-
пространения с сигмоидом в качестве функции акти-
вации. Требуется реализовать функцию стоимости с 
L2-регуляризацией.
На пятой работе изучается метод опорных век-
торов посредством реализации функции вычисления 
Гауссового ядра для алгоритма SVM. 
Шестая работа посвящена кластеризации. В ее 
рамках предлагается реализовать функцию случай-
ной инициализации K центров кластеров, функцию 
определения принадлежности к кластерам, функцию 
пересчета центров кластеров, алгоритм K-средних. 
график, на котором данные разделены на K=3 класте-
ров, а также траекторию движения центров класте-
ров в процессе работы алгоритма.
На седьмой работе исследуется метод главных 
компонент. Магистрантам предлагается построить 
функцию вычисления матрицы ковариации данных, 
вычислить координаты собственных векторов для 
набора данных с помощью сингулярного разложения 
матрицы ковариации, построить функцию проекции 
из пространства большей размерности в простран-
ство меньшей размерности.
Восьмая работа призвана обучить выявлению ано-
малий. Набор данных содержит две переменные: X1 и 
X2 – задержка в мс и пропускная способность в мб/c 
серверов, соответственно. Среди серверов необходи-
мо выделить те, характеристики которых аномальные. 
Набор разделен на обучающую выборку (X), которая 
не содержит меток классов, а также валидационную 
(Xval, Yval). Магистрантам необходимо получить гра-
фик загруженных данных в виде диаграммы рассе-
яния и подобрать значение порога для обнаружения 
аномалий на основе валидационной выборки.
Таким образом, представленный комплекс 
ла бораторных работ закладывает необходимую 
теоретическую базу для понимания и разработки 
новых алгоритмов МО. Учитывая значимость ДО и 
возможность обучить большое количество человек, 
включая лиц с ограниченными возможностями, 
авторами планируется использование материалов 
данного курса для проведения дистанционного 
обучения студентов. Курс применялся для обу-
че ния студентов заочной формы, и работа в те-
че ние семестра велась дистанционно. Учащиеся 
взаимодействовали с преподавателем посредством 
сетевых коммуникативных технологий (электронной 
почты, соцсетей, мессенджеров). Код решения задач 
и отчеты выкладывались  на github, давая препода-
вателю возможность оставить комментарии и за-
мечания. Эффективность выработанных кафедрой 
информатики подходов подтверждается высокими 
отзывами компаний-работодателей.
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