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Abstract 
This paper considers problems of the following type: We are given an edge weighted graph 
G = (V,E). It is assumed that each edge e of the given network has an associated function cr 
that specifies the cost of shortening the edge by a given amount and that there is a budget B 
on the total reduction cost. The goal is to develop a reduction strategy satisfying the budget 
constraint so that the total length of a minimum spanning tree in the modified network is the 
smallest possible over all reduction strategies that obey the budget constraint. 
We show that in general the problem of computing an optimal reduction strategy for modifying 
the network as above is NP-hard even for simple classes of graphs and linear functions ce. We 
present the first polynomial time approximation algorithms for the problem, where the cost 
functions ce are allowed to be taken from a broad class of functions. We also present improved 
approximation algorithms for the class of treewidth-bounded graphs when the cost functions are 
linear. Our results can be extended to obtain approximation algorithms for more general network 
design problems such as Steiner trees and generalized Steiner networks. @ 1998-Elsevier 
Science B.V. All rights reserved 
Keywords: NP-hardness; Approximation algorithms; Network design; Spanning-tree 
1. Introduction 
We study network design problems where the goal is to find optimal improvement 
strategies for modifying a given network. A cost fLnction specifies the cost of improving 
an edge by a given amount. For a given budget B and a class of subgraphs 9, the goal 
is to find a reduction strategy such that the total cost of reduction is at most B and the 
minimum cost subgraph in Y (with respect o some measure A!) under the upgraded 
costs is the best over all possible reduction strategies which obey the budget constraint. 
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In this paper, we restrict our attention to cases in which Jz’ is the total cost or the 
diameter of the subgraph. The class of subgraphs Y considered includes spanning trees, 
Steiner trees, generalized Steiner forests, etc. A main contribution of this paper is a 
general technique for obtaining polynomial-time approximation algorithms for a large 
class of edge based network improvement problems. 
The remainder of the paper is organized as follows. Section 2 contains basic defini- 
tions and formal statements of the problems considered in this paper. It also discusses a 
framework for evaluating approximation algorithms. Section 3 summarizes the results 
in the paper. Section 4 discusses related work. In Section 5, we briefly discuss the 
structure of optimal solutions. Section 6 contains the complexity results for solving the 
problems optimally. Section 7 contains our approximation algorithms for general graphs. 
Section 8 presents a faster approximation algorithm for linear cost functions. Section 9 
discusses the extensions of these algorithms to other suhgraph classes and Section IO 
discusses improved approximations for the class of treewidth bounded graphs. Finally, 
Section 11 contains directions for future research. 
2. Problem formulation and approximation framework 
Let G = (V, E) be a undirected graph. Associated with each edge e E E, there are 
nonnegative values as follows: e(e) denotes the length or the weight of the edge e 
and tmin(e) denotes the minimum length to which the edge e can be reduced. Con- 
sequently, we assume throughout the presentation that Pin(e) <e(e). The nonnegative 
cost function c, indicates how expensive it is to reduce the length of e by a certain 
amount. We assume without loss of generality that c,(O) = 0 for all edges e E E. ’ 
A reduction strategy (or simply reduction) on the edges of G specifies how to reduce 
the e-length of each edge e to a value in the range [P’“(e),e(e)]. Given a budget B, 
we define a feasible reduction to be a nonnegative function r defined on E with the 
following properties: for all edges e E E, L(e) - r(e)> /m’n(e) and CeEE &r(e)) bB. 
If r is a (feasible) reduction, we can consider the graph G with edge weights given 
by the “reduced lengths”, namely (/ - r)(e) := e(e) - r(e) (e E E). 
Let Y be a subgraph class and let SE Y be a subgraph of G. The total length 
of S under the weight function e, denoted by L(S), is defined to be the sum of the 
lengths of the edges in S. We denote a minimum total length subgraph in Sp with 
respect to the weight function 4 by Y:(t). Similarly, if Y is a (feasible) reduction 
in G then y;,*(t - r) denotes a minimum total length subgraph with respect to the 
reduced lengths e(e) - r(e) (e E E). We omit the graph G in the subscript whenever 
such an omission does not cause any ambiguity. In what follows we will often use the 
same symbol for a subgraph and its cost; the intended meaning will be clear from the 
context. 
’ Any reduction will incur a minimum cost of xrEE c,(O) and we can subtract this sum from the budget 
B in advance. 
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For some versions of the problems discussed in the sequel, we impose some ad- 
ditional constraints on permissible reductions. Thus, we obtain the following three 
cases: 
(1) For each edge e, the reduction must either shorten the length of the edge to Pin(e) 
or leave the length unchanged. Formally, we require each (feasible) reduction to 
satisfy the condition r(e) E (0, e(e) - P’“(e)} for all e E E. These reductions will 
be referred to as OJI-reductions. 
Note that another way to view a O/l-reduction r is to use it to model the 
insertion of alternative edges to the graph G, with the reduction of the edge e 
corresponding to the insertion of a new edge e^ parallel to e with e(6) = Pin(e). 
(2) The reduction r must be an integer valued function; i.e., for each edge e, r(e) 
must be an integer in (0, 1, . . . ,Qe) - Pin(e)}. We refer to these reductions as 
I-reductions (“integer reductions”). 
(3) The third case is the least restricted one. Here we allow a reduction r to take 
on rational values; i.e., for each edge e, the reduction can be a rational value in 
[0,4’(e) - P’“(e)]. We refer to these reductions as R-reductions (“rational reduc- 
tions”). 
The reader may wonder why it is necessary to look at the various types of reduction 
strategies. As the subsequent sections show, for several problems considered here, the 
complexity of obtaining an optimal solution depends on the type of reduction strategy 
used. In contrast, the approximation algorithms we devise generally work for any of 
the three variants simultaneously. 
We are now ready to formulate the problems studied in this paper. Our formulation 
is based on the work of [17]. A generic edge based network improvement problem 
(fi, f2,9'), is defined by identifying two minimization objectives, fi and f2, from a 
set of possible objectives, and specifying a membership requirement in a class of sub- 
graphs, 9’. The problem specifies a budget value B on the first objective, f,, under 
c, cost function, and the goal is to find a subgraph S E Y such that the cost of S is 
a minimum with respect to the second objective, f2, under the modified cost function 
/ - r. The cost of upgrading the network as measured by f, under c, should be no 
more than B. For the budgeted objective fi , we focus on the total cost of upgrading the 
network. As mentioned earlier, upgrading of edges can be carried out by a reduction r 
that is O/ 1 or integral or rational. We use these three types to fUrther classify fi. Thus 
f, E (0,’ 1 -UPGRADE-COST, I-UPGRADE-COST, R-UPGRADE-COST}. For the minimization ob- 
jective fz, we consider the total cost of all the edges in the subgraph. Finally, for 
the problems considered here Y E {SPANNING TREE, STEINER TREE, GENERALIZED STEINER 
TREE,}, etc. 
For example, the improvement problem for obtaining a spanning tree of small length 
described in the earlier sections is the (R-UPGRADE-COST, TOTAL COST, SPANNING TREE) 
problem. In this problem, the goal is to find a reduction r of cost at most B such that 
MSTG(e-r) has the least possible value. Similarly, the goal of the (O/~-UPGRADE-COST, 
TOTAL COST, STEINER TREE) problem is to find a shortest Steiner tree in the modified 
network under Of 1 -reductions obeying the budget constraint. 
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(a) 7’;: original graph G (b) Modification of G 
with cost 24 
(c) Optimal Modification 
for a budget of 22 
Fig. 1. An example of a graph modification via edge reductions. 
Most of the network improvement problems considered in this paper are NP-hard. 
In fact, for several problems (e.g. (O/I-UPGRADE-COST, TOTAL COST, STEINER TREE)) we 
show that it is hard to find a solution that is near-optimal with respect to the objective, 
if the solution is required to satisfy the budget constraint. Given these hardness results, 
we focus on finding efficient approximation algorithms that guarantee a solution which 
is approximate in terms of both the budget and the objective function. We first discuss a 
measure to evaluate approximation algorithms for such network improvement problems. 
Definition 1. Let a, /? > 1 be constants. We say that an algorithm is an (a, /?)-upproxi- 
mation algorithm for a (f,, fz,Y) problem, if for each instance, the algorithm returns 
a reduction Y and a subgraph S E 9 such that 
(1) The cost of the reduction (under j”~ ) is at most c& and 
(2) (4-r)(S) <p 
y;;*(&y*) ’ 
(1) 
where Y* denotes an optimal edge-reduction of cost at most B, Sz(l- r*) denotes 
the cost (under fi) of an optimal subgraph in the network with cost function 8-r* 
and (e - r)(S) denotes the cost of the subgraph S with cost function e - Y. 
Example 2. Consider the graphs given in Fig. 1 . Fig. l(a) shows a graph G where 
each edge e is associated with the three values (/(e),emi”(e),c,). The third parameter 
c, represents the cost of reducing the length of the edge by a unit amount; i.e., the cost 
function on each edge in this simple example is linear and is given by cc(t) = c, . t. 
The result of a modification of G is shown in Fig. l(b). The edges belonging to the 
minimum spanning tree are drawn as dashed lines. The modification corresponding to 
Fig. l(b) involves a cost of 24 and the weight of the resulting tree is 7. Fig. l(c) 
shows the graph with edge lengths resulting from a reduction that is optimal among all 
reductions of cost no more than 22. There, the weight of the spanning tree resulting 
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from the reduction is 4. Thus, the reduction of Fig. I(b) is a (24/22,7/4)-approximation 
to an optimal solution with budget 22. 
3. Summary of results 
Here, for the first time in the literature, we study the complexity and approxima- 
bility of several network improvement problems. We present both NP-hardness results 
and approximation algorithms with provable performance guarantees for the problems 
studied here. Wherever possible, we state the hardness results for the most restricted 
versions of problems (e.g., for the spanning tree version) and the approximation results 
for the most general versions of problems (e.g., for the Steiner tree version). Also, our 
hardness results use simple linear cost functions while our approximation algorithms 
can handle a variety of cost functions. 
(1) We observe that the (O/~-UPGRADE-COST, OTAL COST, SPANNING TREE) and (O/l- 
UPGRADE-COST, DIAMETER, SPANNING TREE) problems are NP-hard even when the 
underlying network is a tree and the reduction cost functions are linear. We show 
that the (R-UPGRADE-COST, TOTAL COST, SPANNING TREE) problem is NP-hard even 
when the underlying network is series-parallel and the reduction cost functions are 
linear. 
(2) For general graphs, we show that unless P = NP, for any p > 1, there is no polyno- 
mial time (1, p)- or (p, 1 )-approximation algorithm for the problems (O/I-UPGRADE- 
COST, TOTAL COST, STEINER TREE), (R-UPGRADE-COST, TOTAL COST, STEMER TREE) 
and (I-UPGRADE-COST, TOTAL COST, STEINER TREE). 
(3) For general graphs, we also show that unless NP c DTIME(N”(‘o~lO~“)), for any 
E > 0 and 0 <p < 1, there is no (p In B, 1 l/ 10 - &)-approximation for the problems 
(O/ 1 -UPGRADE-COST, DIAMETER, SPANNING TREE) and (I-UPGRADE-COST, DIAMETER, 
SPANNING TREE). 
(4) For general graphs, given any fixed E > 0, we present a (1 + E, 1 + 2/e)-approxi- 
mation algorithm for the (R-UPGRADE-COST, TOTAL COST, SPANNING TREE) problem. 
This algorithm can accommodate a variety of reduction cost functions. When the 
reduction cost functions are linear, we present an efficient implementation of the 
approximation algorithm using Megiddo’s technique [ 181. For graphs of bounded 
treewidth, we give an improved approximation algorithm with a performance of 
(( 1 + E)~, 1 + E) for any fixed E > 0. 
(5) For general graphs, we present an (@(log n), cO(log n))-approximation algorithm for 
the (R-UPGRADE-COST, DIAMETER, SPANNING TREE) problem. Again, for graphs of 
bounded treewidth, we can improve our performance guarantee to (( 1 + E)~, 1 + E) 
for any fixed E > 0. 
Our approximation algorithm for (R-UPGRADE-COST, TOTAL COST, SPANNING TREE) can 
be extended significantly. For example, using our ideas in conjunction with the results 
of Goemans et al. [ 111, we can obtain similar approximation results for finding budget 
constrained minimum-cost generalized Steiner trees, minimum-cost k-edge connected 
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subgraphs other network problems specified weakly supermodular 
tions. 
4. Comparison with related work 
As far as we know, the problems considered in this paper have not been previously 
studied. Recently in an independent effort Frederickson and Solis-Oba [7] considered 
the problem of increasing the weight of a minimum spanning tree in a graph subject 
to a budget constraint where the cost functions are assumed to be linear in the weight 
increase. In contrast to the results presented here, they show that while the integral 
case is NP-hard, the rational case is solvable in polynomial time using tools from 
matroid theory. Berman [2] considers the problem of shortening edges in a given 
tree to minimize its shortest path tree weight and shows that the problem can be 
solved in strongly polynomial time. Phillips [19] studies the problem of finding an 
optimal strategy for reducing the capacity of the network so that the residual capacity 
in the modified network is minimized. The problems studied here and in [19,2] can be 
broadly classified as types of bicriteria problems. Recently, there has been substantial 
work on finding efficient approximation algorithms for a variety of bicriteria problems 
(see [13, 14,17,20-231 and the references therein). 
5. Structure of an optimal solution 
In this section we comment on the structure of optimal solutions to the (R-UPGRADE- 
COST, TOTAL COST, SPANNING TREE) problem for linear reduction costs on the edges, 
that is, cc(t) = ce. t for all e E E and some constants c,. We also mention some special 
cases of the problem that can be solved in polynomial time. 
First, suppose that the given budget B is zero. Then (R-UPGRADE-COST, TOTAL COST, 
SPANNWG TREE) reduces to the well known minimum spanning tree problem (with 
length function J(e)), and is known to be optimally solvable by classical algorithms 
(e.g. Kruskal’s algorithm). Similarly, if B = i-m (i.e., there is no bound on the cost of 
upgrading the network), the (R-UPGRADE-COST, TOTAL COST, SPANNING TREE) problem 
again reduces to the minimum spanning tree problem but this time with edge-lengths 
given by emin. 
Optimal solutions to (R-UPGRADE-COST, TOTAL COST, SPANNING TREE) also exhibit 
some structure in the general case (i.e., BE (0, +cm}). Any (feasible) reduction r 
induces a tree in a natural way, namely a minimum spanning tree T, in the graph with 
the modified edge lengths. Observe that the quality of the solution produced via the 
reduction r depends solely on the weight of T,, so all the cost incurred in upgrading 
edges not in T, is wasted. Moreover, for any jixed tree T in G, the Greedy strategy 
that successively reduces a cheapest available edge is an optimal reduction strategy. 
Thus, if we already knew a minimum spanning tree T,.* corresponding to an optimal 
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Budget 
Fig. 2. Remaining weight of the trees TI and T2 as a function of the budget. 
reduction r*, we could solve (R-UPGRADE-COST, TOTAL COST, SPANNING TREE) quite 
easily. 
This observation also suggests a very simple exponential-time algorithm for solving 
(R-UPGRADE-COST, TOTAL COST, SPANNING TREE): Enumerate all spanning trees in G, 
apply the above Greedy strategy to each of them and then select the best solution. 
Unfortunately, a graph G with n nodes can have nn-* different spanning trees. 
We now discuss the sensitivity of optimal reduction strategies to changes in the 
given budget B. If we fix a spanning tree and plot the weight of that tree as a function 
of the money spent on it in a Greedy manner, we see that each piece corresponds to a 
budget range where one particular edge e is shortened. Thus it is easy to see that the 
piece has slope -l/cc. 
Fig. 2 shows the plots corresponding to the tree Ti consisting of the edges (~2, v3), 
(v~,vJ), (ut,~) and the tree T2 consisting of the edges (vs,v4), (vz,u~) and (ur,u4) 
taken from the example graph of Fig. 1. As can be seen from Fig. 2, the plots for 
different trees can cross each other multiple times. If we plot the weights of all spanning 
trees on the same set of axes, the lower envelope gives the optimal remaining weight 
per budget. It is easy to see that the lower envelope can have an exponential number 
of linear pieces. 
6. Hardness results 
In this section, we present NP-hardness and nonapproximability results for the prob- 
lems considered in this paper. We first show (Section 6.1) that several of these prob- 
lems are NP-hard even for simple classes of graphs (trees and series-parallel graphs). 
Next, for general graphs, we strengthen our results and provide (Section 6.2) non- 
approximability results for several problems. 
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6.1. Results for special classes of graphs 
It is easy to see (cf. Section 5) that when G is a tree and the cost functions c, 
are all linear, (R-UPGRADE-COST, TOTAL COST, SPANNING TREE) and (I-UPGRADE-COST, 
TOTAL COST, SPANNING TREE) problems can be solved optimally in polynomial time 
by a Greedy-type algorithm that simply keeps on reducing the length of the cheapest 
available edge. In contrast, as shown in the next proposition, the (O/~-UPGRADE-COST, 
TOTAL COST, SPANNING TREE) problem is NP-hard even when G is a tree. The same 
construction also yields the NP-hardness of (O/~-UPGRADE-COST, DIAMETER, SPANNING 
TREE). 
Proposition 3. The problems (O/~-UPGRADE-COST, OTAL COST, SPANNING TREE) and 
(O/~-UPGRADE-COST, DIAMETER, SPANNING TREE) are NP-hard, even if the underlying 
network G is a tree. This result remains true, even if cc(t) = t and @‘(e) = 0 for all 
e E E. 
Proof. The proof is by a reduction from the PARTITION problem which is known to 
be NP-complete [9]. An instance of PARTITION consists of a set A = {x~,x~,.. . ,x,} of 
integers, where CL, xi is even, and the question is whether there is a subset A’ of A 
such that the sum of the integers in A’ is equal to icy=, xi. Starting from an instance 
of PARTITION, we produce an instance of (O/~-UPGRADE-COST, OTAL COST, SPANNING 
TREE) (which is also an instance of (O/I-UPGRADE-COST, DIAMETER, SPANNING TREE)) 
as follows. The graph G is a simple path on n + 1 nodes. Let 00, VI,. . . , v, denote the 
nodes in the order in which they appear in the path. For edge e = (vi_ 1, Vi) (16 i <n), 
let 8(e)=Xi,emin(e)=0 and c&t)= t. Further, let the cost budget B= iCy=, xi. Since 
we are considering O/l-reductions, the cost of upgrading edge e is either 0 or Xi, and 
the length of e either remains as xi or is decreased to 0. Using this fact, it can be 
verified that there is a feasible O/l-reduction that produces a spanning tree of total 
length (which is equal to its diameter) iCb1 xi if and only if the PARTITION instance 
has a solution. 0 
Next, we will prove that the (R-UPGRADE-COST, TOTAL COST, SPANNING TREE) problem 
is NP-hard even for very restricted classes of graphs and the most simple reduction 
cost functions. 
Theorem 4. (R-UPGRADE-COST, TOTAL COST, SPANNING TREE) is NP-hard, even when re- 
stricted to series-parallel graphs with linear reduction cost functions c, (i.e., cc(t) = c,t 
for all e E E). 
Proof. We use a reduction from CONTINUOUS MULTIPLE CHOICE KNAPSACK which is 
known to be NP-complete (cf. [9, Problem MPll]). An instance of CMC-KNAPSACK 
is given by a finite set U of n items, a size s(u) and value v(u) for each item, a 
partition Ul U . . . U Uk of U into disjoint sets and two integers S and K. The question 
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Fig. 3. Graph used in the reduction from CONTINUOUS MULTIPLE CHOICE KNAPSACK. 
is, whether there is a choice of a unique element ui E Ui, for each 1 <i < k, and an 
assignment of rational numbers ri, 0 < ri < 1 to these elements such that cF1 1 ris( ui ) < S 
and Cf=, ria(ui)aK. 
Given an instance of CMC-KNAPSACK we construct a graph G =(V,E) in the 
following way: We let V=UU{X,T,Tl,...,Tk}, E:=El UEzUE3 with El :={(X,u): 
~EU}, Ez:={(u,Ti): uEUi, i=l,..., k} and E3:={(Ti,T): i=l,..., k}. The graph 
constructed this way is obviously series-parallel with terminals X and T. 
Define D := max{u(u): u E U}. For each edge (X, U) E Ei, let Qx, U) :=D, emi”(_x, u) 
:= D - u(u),c(x, u) :=s(u)/v(u). For all edges e E E2 we let L’(e) := Pin(e) := c, := 0, 
and for all edges e E E3 we define e(e) :== tmin(e) := 30 and c, := 0. Set the bound B 
on the total cost to be S. 
The graph is shown in Fig. 3. The dotted edges are of weight 0 while the dashed 
ones have weight 30. Any MST in G has weight kD + 30. 
By the construction, any feasible reduction can only reduce the length of the edges 
in El. Assume that r is a feasible reduction. Observe that the MST in G with edge 
lengths given by (e-r) will always include all edges from E2 (which are of weight 0) 
and exactly one edge from Es, regardless of which edges from El are affected by the 
reduction. Observe also that for any fixed i E { 1, _ . . , k}, any MST in the modified graph 
will contain exactly one of the edges of the form (X, u’), where U’ E Ui. Consequently, 
reducing the length of more than one edge (X, u’) with u’ E Vi will not improve the 
quality of the solution, but cost money from the budget B. We thus have: 
Observation. If r is a feasible reduction for the instance of (R-UPGRADE-COST, TOTAL 
COST, SPANNING TREE) defined above and the weight of an MST in the modified graph 
is Y, then there is always a feasible reduction r’, which for each i E { 1,. . . , k} reduces 
at most one of the edges (X,u), u E Ui and the weight of an MST with respect to 
(e - r’) is also equal to Y. 
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Let r be any reduction as defined in the above observation and for i = 1,. . . , k let 
ei = (1, ui) be the unique edge from x to Ui affected by the reduction. The weight of 
an MST in the modified graph with respect to (/ - r) is then given by 
30 + 1$ (/(ei) - r(ei))=3D + kD - 1$ r(ei). (2) 
The cost of reduction r is given by 
(3) 
We now prove the following: there is a feasible reduction r such that MSTo(L - 
r) <(3 + k)D - K, if and only if there exists a choice of a unique element Ui E Ui, 
1~ i 6 k and an assignment of rational numbers ri, 0 < ri < 1, to these elements such 
that Cf=, ris(ui) <B and Cl”_i riu(ui) >K. 
First, assume that there is a feasible reduction r such that MSTG(C-r)<(3+k)D-K. 
Without loss of generality, we can assume that r has the properties as stated in the 
above observation. Then for i = 1 , . . . , k there is at most one edge ei = (X, u) with u E Ui 
such that r(ei)>O. If there is such an edge ei, we define 
r(G) r(G) 
ri ‘=u(uI) ={(ei) - emin (4) 
and let ui := u. If for all edges (X, u) with u E Ui we have r(ei) = 0, we simply let ri := 0 
and choose ui E U arbitrarily. It follows readily from the definition and the feasibility of 
the reduction r that ri E [0, 11. Moreover, using Eq. (3) we see that cy=, ris(ui) <B = 5’. 
Using Eq. (2) and the fact that the weight MSTo(L - r) is no more than (3 + k)D - K 
we obtain that 
Conversely, assume we can pick unique elements ui from the sets Ui and find rational 
numbers ri E [0, l] such that CF=, ris(ui)<B and CL, riV(Ui)>K. We can define a 
reduction r by r(X,ui):=riV(Ui)=ri(G(X,Ui)-emin(X,Ui)) for i= l,...,k and r(e):=0 
for all other edges. It follows that r is indeed feasible, and using Eq. (2) we see that 
the MST in the modified graph is no heavier than (3 + k)D - K. 0 
4.2. Non-approximability results for general graphs 
The above hardness results show that for special classes of graphs, the problems are 
NP-hard. We now show nonapproximability results for several problems for general 
graphs. These results are obtained by suitable reductions from SET COVER defined below. 
Definition 5. An instance of SET CovERconsists of a set Q of ground elements 
(41,. . .,qn}, a collection Qi,. . , , Q,,, of subsets of Q and an integer k. The question is 
whether one can pick at most k sets whose union is equal to Q. 
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6.2.1. Results for total cost problems 
Theorem 6. Unless P = NP, for any p > 1, there is no polynomial time (1, p)- 
approximation for the (O/~-UPGRADE-COST, OTAL COST, STEINER TREE) problem even 
when restricted to bipartite graphs. 
Proof. Suppose there is a polynomial time (1, p)-approximation algorithm A for the 
problem for some p > 1. We will show that A can be used to solve an arbitrary instance 
of SET COVER. 
Given an instance of SET COVER, we construct the natural bipartite graph with 
one partition for set nodes (denoted by Ql,Q2,. . . , Qm) and the other for element 
nodes (denoted by 41, q2,. . . , qn), and edges representing element inclusion in the sets. 
To this bipartite graph, we add an “enforcer” node (denoted by x) which is adjacent 
to each of the set nodes. Let G denote the resulting bipartite graph. The set R of ter- 
minals for the Steiner tree instance is given by R = {x, 41, q2,. . . , qn}. For each edge e 
in G, we set e(e) = 1 and @‘(e) = E, where 0 <E < 1 is a positive quantity chosen so 
that 
1 
‘<(p- l)(n+k)’ 
(5) 
For each edge, the reduction cost function c, is given by c,(O) = 0 and c,( 1 - E) = 1. 
(Since we are dealing with O/l-reductions, the cost function needs to be specified only 
for these two values.) The cost budget B is set to IZ + k, where k is the bound on the 
size of the set cover. 
Using the fact that by Eq. (5), we have p(n + k)E< 1 + (n + k)E, it can now be 
shown that there is a set cover of size k if and only if the length of a Steiner tree 
returned by the (1, p)-approximation algorithm A is at most p(n + k)E. 0 
Corollary 7. Unless P = NP, for any p > 1, there is no polynomial time (1, p)-approxi- 
mation for the (R-UPGRADE-COST, TOTAL COST, STEINER TREE) and (I-UPGRADE-COST, 
TOTAL COST, STEINER TREE) problems even when restricted to bipartite graphs. 
Proof. We use basically the same construction as above. For the (R-UPGRADE-COST, 
TOTAL COST, STEINER TREE) problem the cost fknction c, is given by c,(t) = t/( 1 - E) 
for t 3 0, where E satisfies Eq. (5). The budget is set to n + k. Again it can be verified 
that there is a set cover of size k if and only if a (1, p)-approximation algorithm returns 
a reduction r and a Steiner tree of length at most p(n + k)e. 
For (I-UPGRADE-COST, TOTAL COST, STEINER TREE), we let lmi”(e) = 1 and e(e) = I+ 
(p - 1 )(n + k) for all edges in the graph. We also define cc(t) = t and set the budget 
to (p - 1 )(n + k)2. The remainder of the proof is along the same lines as above, 0 
The following complementary nonapproximability result for the above problems is 
a direct consequence of the fact that the optimal Steiner tree problem is NP-hard even 
for bipartite graphs [9, Problem ND 121. 
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Proposition 8. Unless P = NP, for any p > 1, there is no polynomial-time (p, l)- 
approximation algorithm for the (O/~-UPGRADE-COST, TOTAL COST, STEINER TREE), 
(I-UPGRADE-COST, TOTAL COST, STEINER TREE) and (R-UPGRADE-CCOST, TOTAL COST, 
STEINER TREE) problems even when restricted to bipartite graphs. 
62.2. Results for diameter problems 
Our next proposition presents a negative result concerning the approximability of (I- 
UPGRADE-COST, DIAMETER, SPANNING TREE) and (O/ 1 -UPGRADE-COST, DIAMETER, SPANNING 
TREE) problems. These results are obtained using a reduction from the SET COVER 
problem and the following ardness result from [6] for MIN SET COVER, an optimization 
ersion of SET COVER. 
Theorem 9. Unless NP 2 DTIME(N”(‘“g’ogN) ), for any 0 < ,u < 1, the Mm SET COVER 
problem, with a universe of size K, cannot be approximated in polynomial time to 
within a ,u In K factor. 
Proposition 10. Unless NP C DTIME(N”(‘“glo~N) ), for any E>O and O<p<l, there is 
no polynomial time (u In B, 1 l/lo-&)-approximation algorithm for either of the prob- 
lems (O/ 1 -UPGRADE-COST, DIAMETER, SPANNING TREE) and (I-UPGRADE-COST, DIAMETER, 
SPANNING TREE). 
Proof. Given an instance of SET COVER, we first construct the natural bipartite graph, 
with one side of the partition for set nodes Qj, j = 1,. . . , m, and the other for element 
nodes qi, i= I,..., n. We insert an edge {Qj,qi} iff qi E Qj. All these edges e have 
length e(e) = /,j”(e) =4. Now we add an enforcer node x and join it to all the set 
nodes. For these edges e we define e(e) = 2, Pin(e) = 1. Finally, for each edge e, 
we let c,(O) = 0, c,( 1) = 1 and choose B = k. We denote the graph just constructed 
by G’. 
The above construction yields both an instance of (I-UPGRADE-COST, DIAMETER, 
SPANNING TREE) and an instance of (O/I-UPGRADE-COST, DIAMETER, SPANNING TREE). 
Without loss of generality, we can assume that there is no single set Qj covering all 
the elements in Q; i.e., Qj # Q for j = 1,. . . , m. Then the spanning tree T* in G’ with 
minimum diameter satisfies dia(T* ) = 12, and a diametric path of that tree is between 
any two element nodes that are not adjacent to the same set node. 
Observe that any reduction r corresponds to a choice sets from the collection 
Ql,..., Qm. Given any reduction Y it is easy to see that there is a spanning tree in 
G’ (with edge lengths given by / - r) with diameter 10, if the selection of sets cor- 
responding to the reduction covers all the elements in Q, and that the diameter of 
G’ (again with edge lengths given by L - r) is at least 11, if the selection does 
not form a cover. Using Theorem 9 the proof can be completed in a straightforward 
manner. 0 
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7. Approximation algorithm for general graphs 
In this section, we present our approximation algorithm for the (R-UPGRADE-COST, 
TOTAL COST, SPANNING TREE) problem. As mentioned earlier, the approximation 
algorithm extends easily to a broad class of network improvement problems where 
the objective to be minimized is the total cost of a connected subnetwork (e.g., budget 
constrained minimum Steiner tree problem). 
7.1. High level description 
We first give an informal description of the algorithm. The main procedure uses 
a parametric search. In this search, the algorithm tries to find a good compromise 
between weighing the total length and the corresponding reduction cost of a tree in 
general. To this end, the algorithm performs a binary search with parameter K on the 
interval 
4:= [ f (?I - l)rIln~&i,(f?), a(n - l)rnEyL(e) 1 . 
Note that if MSTo(e - r*) denotes the total weight of a minimum spanning tree after 
an optimal reduction Y* then (l/a)MSTo(L - r*) E 3. 
For each KE.~, which is probed with the help of a test procedure during the search, 
the algorithm first calculates a coarse heuristic measure that indicates how important 
it is to shorten an edge. Then, for each edge e in the graph, the blend of its length 
and the reduction cost is refined using the cost function c,. After calculating such 
compound costs for the edges, we compute a minimum spanning tree with respect to 
these costs. The algorithm stops when a good blend has been found, meaning in this 
context that there exists a tree of total compound cost that is small compared to the 
current parameter K. 
For large values of K the reduction costs on the edges are weighted more than their 
lengths and the algorithm will tend to reduce the edge lengths only by a small amount, 
resulting in low overall reduction costs and more or less heavy trees. Also, since K 
is large, the test on the compound cost of the minimum spanning tree computed will 
succeed. The algorithm now tries to reduce K as much as possible and find a minimum 
KG such that it can successfully compute a light compound cost spanning tree. 
Our approximation algorithm for (R-UPGRADE-COST, TOTAL COST, SPANNMG TREE) 
is shown in Fig. 4. This algorithm uses the test procedure given in Fig. 5. 
7.2. Correctness and performance guarantee 
We now turn to prove the performance guarantee provided by Algorithm HEIJRISTIC- 
UPGRADE. The proof relies mainly on the following lemma, which ensures that the 
binary search in the main procedure works correctly. In stating this lemma, we use 
the notation introduced in the two procedures (HEURISTIC-UPGRADE and TEST-BLEND) 
described above. 
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HEURISTIC-UPGRADE ( , F’ ) 
1 Perform a binary search on the interval 
(6) 
with a spacing2 of E’ to find the minimum value K’ E 9 such that TEST-BLEND(K’) 
returns “Yes”. 
2 Let T’ be the tree generated by TEST-BLEND(K’) and let te (e E T’) be the corre- 
sponding “fine tuned” blend parameters. 
3 Define the reduction Y by r(e) :=0 if e is not included in T and by r(e) := te 
otherwise. 
4 return r and T. 
Fig. 4. Main procedure for the approximation of (R-UPGRADE-COST, TOTAL COST, SPANNING TREE). 
Comment: This procedure tries to estimate whether in the current blend of lengths 
and reduction costs, the costs are weighted strongly enough (i.e., K large enough) 
resulting in a low cost reduction. For this purpose, it uses the heuristic measure 
computed in Step 2. 
for each edge e let 
Me> = min 
t~[o,e(e)-emi”(e)l ( 
l(e)-t+:c,(t) 
> 
Also, let te be the value of t which achieves the value h&e). 
Compute a minimum spanning tree T in G using the weight hK(e) for each e E E. 
Let OK denote the cost of this spanning tree. 
if hK( T) < (1 + E)K then return “Yes” else return “No”. 
Fig. 5. Test procedure used for the approximation of (R-UPGRADE-COST, TOTAL COST, SPANNING TREE). 
Lemma 11. Dejine F on [W,O by F(K):= MSTG(~K)/K. Then F is monotonically 
nonincreasing on R ,o. 
Proof. Let K(l) and Kc’) be two positive numbers such that Kc’) < Kc2). For i = 1,2 
let T(‘) be a minimum spanning tree in G under the cost function hKcl,. Then 
hKc,)(TCi)) = C h,(,)(e) 
&T(‘) 
(7) 
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Here t:’ are the values chosen in Step 2 of TEST-BLEND which minimize e(e) - t + 
(Kci)/B)c,(t) on the interval [O,Qe) - d”“(e)]. By dividing the last equation by Kc’) 
we obtain that 
F(K(‘))= g + $ for iE{1,2} (8) 
In the next step we find an upper bound for F(K(‘)). To this end, we estimate the 
weight of each edge in T(l) under the cost function AK(~). Let e E T(l) be an arbitrary 
edge. Then by the choice of ti*’ in Step 2 of TEST-BLEND we have that 
h&e) = t(e) - t,‘*) + F ce(t~“) 
= min e(e) 
t~[o,d(e)-Cmqe)l 
- t + T cc(t) 
> 
< e(e) - 6’) + KO ce(ti”) e B ’ 
(9) 
Summing up the inequalities in (9) over all e E T(l), we obtain 
hKcz,(T(‘)) <L(l) + EC(‘) 
B ’ 
Dividing (10) by Kc*) and using the fact that h&T(*)) <h&T(‘)) this results in 
F(KQ))< L(‘) + - < - + c(1) L(l) 
Kc*) B K(l) 
(10) 
c(i) 
- = F(K(‘)). 
B (11) 
The strict inequality in the chain above stems from the fact that Kc*) <Kc*). This 
completes the proof of the lemma. 0 
Corollary 12. Zf the procedure TEST-BLEND returns “Yes” for some K’ > 0 then it also 
returns “Yes” for all K > K’. Thus, the binary search in HEURISTIC-(R-UPGRADE-COST, 
TOTAL COST, SPANNING TREE) works correctly. 
Proof. Let T’ be a minimum spanning tree with respect to hKt. Then, since the 
test procedure TEST-BLEND(K’) returns “Yes” we have that hK/(T’) <( 1 + E)K’; i.e., 
F(K’) <( 1 + E). Thus it follows by Lemma 11 that F(K) <( 1 + E) for all K > K’. 
Since F(K) = MSTo(hK)/K, this is equivalent to saying that MSTo(hK) <( 1 + E)K for 
all K>K’. 0 
We now prove the performance of the algorithm. 
Theorem 13. For any jixed E, E’ > 0, HEURISTIC-UPGRADE is an approximation algorithm 
for (R-UPGRADE-COST, TOTAL COST, SPANNING TREE) that finds a solution whose length 
z Searching an interval [a, b] with a spacing of 6’ means testing all the values a fkd for k = 0,. , [y 1. 
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is at most (1 + 11~) times that of a minimum length spanning tree plus an additive 
constant of at most E’, and the total cost of the improvement is at most (I$ E) times 
the budget B. 
Proof. Let r* be an optimal feasible reduction and let T* be a minimum spanning 
tree in G with respect to the weight function e - r*. For the sake of shorter notation 
let L” := (e - r* )( Z’* ) be its total weight in the graph with the edge lengths resulting 
from the optimal reduction r*. 
We now show TEST-BLEND will return “Yes” if called with the value k which is the 
smallest value in the &‘-spacing of the interval 4 from (6) satisfying I? ~L*/E. Thus, 
E is some rational number satisfying 
where 0 d E” -c E’. (12) 
For each edge e E T* we can estimate the weight hg(e) similar to inequality (9) in 
the proof of Lemma 11. This way, we see that the weight of T* under hf is no more 
than L* + (k/B)B. Consequently, the minimum spanning tree with respect to hc that 
would be found by the procedure during the call has hf-weight at most 
Hence, the test in Step 4 of TEST-BLEND will be successful and the procedure will 
return “Yes”. Since we know by Corollary 12 that the binary search correctly lo- 
cates a minimum value K’, this now implies that the minimum value K’ must satisfy 
K’ <I? =L*/E + E”. Let T’ be the minimum spanning tree found by TEST-BLEND(P). 
Since K’, B> 0 and cc(t) 30 for all t, we have 
hw(T’) = C (e(e) - tL> + g C c,(tL)> C (e(e) - t:). 
eET’ I&T’ CZET’ 
(13) 
Here again the numbers t: are the values of t chosen in Step 2 of the test procedure. 
For the reduction r which is calculated in Step 3 of HEURISTIC-UPGRADE it now follows 
from (13) that 
MST~(& - r)<(e - r)(T’)<hKr(T’). (14) 
Moreover, 
hK,(T’)<hKf(T*)<L* + f B 
L* 
<L* + - + E” 
E 
< 1 + f L” +E’. 
( ) 
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Using this result in (14), we get MSTo(G - Y)<( 1 + l/.a)L* + E’, which proves the 
claimed performance of the algorithm with respect to the weight of an MST in the 
graph after applying the reduction r. 
We now estimate the cost of the reduction r found by our heuristic. Note that the 
cost of r is exactly CeET, ce($>. We have 
> 
=hK’(T’)<(l +&)I?. 
Dividing the last chain of inequalities by K’/B yields that the budget B is violated by 
a factor of at most (1 + E) as claimed in the theorem. 0 
7.3. Running time 
We now show that the algorithm can be implemented to run in polynomial time 
for a broad class of reduction cost functions c, on the edges of the graph. Let 
L max = rnaxeE,s e(e). Then the total number of calls to Procedure TEST-BLEND is 
O(log(nL,,,/ss’)). Since E and E’ are fixed, the test procedure is called only a poly- 
nomial number of times. Thus, to prove that the overall rumring time of the algorithm 
is polynomial, it suffices to show that each execution of TEST-BLEND can be completed 
in polynomial time. Here, the only condition to show is that we can minimize the 
function ye(t) := e(e) - t + (K/B)c,(t) on the compact interval 4’ := [0, e(e) - e”‘“(e)] 
in Step 2 of the procedure in polynomial time. The rest of the procedure consists of 
computing a minimum spanning tree which can be done in O(n + m log b(m, n)) time 
using the algorithm of Gabow et al. [8], where /?(m,n) = min{i 1 log(‘)n <m/n}. 
Consider the execution of TEST-BLEND for a given value of K. Observe that in 
Step 2 the number e(e) is an additive constant and K/B is a constant factor. Thus, the 
constrained minimization of fe can be done easily for the following sample classes of 
functions c,: 
(1) 
(2) 
(3) 
(4) 
Linear functions, that is, c&t)=c,t for some constant c,: Then fe is a linear func- 
tion in t and the minimum is attained at one of the endpoints of 9’. Minimizing 
fe can be done in constant time. Thus, the total running time of the heuristic is 
O(log(nL,,,ax/ee’)(n + m log /?(m, n))). We will show in Section 8 how to improve 
the algorithm for this particular class of functions. 
Concave functions: Let d(e) := e(e) - fmi”(e). Then, for any 0 <A < 1 we have by 
the concavity of ce (which implies the concavity of fe): 
fe(~O + (1 - ~)4e))>~f,(O)+ (1 - A)fe(4e))> min{fe(0),.L44e))). 
Thus, the minimum of fe is again either at 0 or at e(e) - em’“(e). 
Differentiable convex functions where we can find a root of the equation 
c:( t ) = B/K explicitly. 
Functions that are piecewise of one of the types described above. Observe that the 
number of pieces is polynomial in the input size. 
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For the first three classes of functions mentioned above, the total computational effort 
of our algorithm consists essentially of LO(log(nL,,,/sc’)) minimum spanning tree com- 
putations, which results not only in an overall polynomial time but also in a complexity 
that is feasible in practice. 
7.4. Notes on the algorithm 
It should be noted that our Algorithm HEURISTIC-UPGRADE can be modified easily to 
handle instances of (I-UPGRADE-COST, TOTAL COST, SPANNING TREE) and (O/ 1 -UPGRADE- 
COST, TOTAL COST, SPANNING TREE), that is, the cases where the reduction is required 
to be either integer valued or to satisfy r(e) E {O,Qe) - Pin(e)} for all eE E. For 
these cases, Step 2 of TEST-BLEND is modified in such a way that the minimization 
is carried out only over the integers in [O,/(e) - P’“(e)] or on the two element set 
(0, e(e) - emin( respectively. 
Integer valued reductions are helpful to model discrete steps of improvement, e.g., the 
addition of a number of communication links parallel to existing ones in the network. 
O/l-reductions can be used to model the insertion of alternative edges to the graph G, 
with the reduction of the edge e corresponding to the construction of a new edge e’ 
parallel to e with length emin( 
We will now discuss how to avoid the additive error E’ at the cost of a slightly higher 
factor. Imagine that we change the binary search in Step 1 of HEURISTIC-UPGRADE in the 
following way. Let a := (l/s)(n - l)rnineE~ &n(e) and b := (l/s)(n - 1) max,,E e(e). 
Instead of searching the interval X= [a, b] defined in Eq. (6) with a spacing of E’ we 
perform a binary search on the set 
/:={a,2a,22a ,..., 2ka} (15) 
We find the minimum value K’EJ@ such that our test procedure in Algorithm 5 called 
with the test parameter K’ succeeds. Along the lines of the proof of Theorem 13 it is 
straightforward to show that the value K’ found this way satisfies 
K’<2 L* 
E' 
(16) 
where L* := MSTo(& - r”) is again the length of the minimum spanning tree in G 
resulting from an optimal reduction r *. Using this inequality in the proof of Theorem 13 
it then follows that for the reduction r found by our modified algorithm we have 
MST& - r)$ 1 + ; L*. 
( > 
It also follows by the arguments of the proof of Theorem 13 that the cost of the 
reduction Y is at most 1 + E times the budget B. 
Theorem 14. For any jixed E > 0, there is a (1 + E, 1 + 2/E)-approximation algorithm 
for the problem (R-UPGRADE-COST, TOTAL COST, SPANNPJG TREE). For the first three 
K. U. Drangmeister et al. I Theoretical Computer Science 203 (1998) 91-121 109 
classes of cost functions discussed in Section 7.3 it can be implemented to run in 
time 
0 nLmax log - + TMST 1% 1% 
& 
where TMST E Co(n + mj?(m, n)) is 
So far, we have assumed that 
nLmax 
- 2 
& 1 
the time required for an MST computation. 
the 
approximation algorithm with a constant factor 
approximation for (R-UPGRADE-COST, OTAL COST, SPANNING TREE). We discuss this in 
the sequel. Suppose that in Step 2 of Algorithm 5 for each edge e E E we find a 
value t”, satisfying 
for some Q > 1. The compound weight of edge e is then given by hK(e) = b(e) - t^, + 
(K/B)c,(i,). We also modify Step 4 to check whether the compound weight of the tree 
is at most Q( 1 + c)K. 
It turns out that in the case of this modification Corollary 12 does not carry over, 
i.e., we are not able to perform a binary search on the interval 9. Nevertheless, we 
can still perform a linear search on the the set 9 defined in ( 15) in polynomial time, 
since the size of $ is polynomial. We find the minimum value K’E~ such that the 
modified test is successful. 
Using arguments similar to those given above we can conclude that the linear search 
terminates with a value K’ satisfying K’ < 2L*/a. Using the arguments in the proof of 
Theorem 14 it now follows that with the approximate minimization in the compound 
costs will find a reduction r and a tree T such that 
(4 - r)(T)<@ 
( > 
1 + i MSTo(G - r*) 
and CeEE c,(r(e)) Ge(l + &)B. 
The above arguments show that exact minimization of the functions fe is not neces- 
sary. An approximate minimization with multiplicative error Q > 1 will simply worsen 
our performance guarantees by just that factor of Q with respect to both optimality and 
constraint violation. 
8. Faster algorithm for linear reduction costs 
In this section we show how to improve the performance and the running time of 
the approximation algorithm from Section 7 in the case that the reduction costs on the 
edges are linear; .e., cc(t) = c,t for all e E E. 
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Fig. 6. Compound weight hK of edges for increasing K 
The first observation for the improved algorithm is the following: In Step 2 of 
procedure TEST-BLEND the linear function ye(t) := e(e) + t((K/B)ce - 1) is minimized 
over the interval [O,d(e)], where d(e) := e(e)-P’“(e). At which of the two endpoints 
of the interval the minimum is attained depends solely on the factor (K/B)ce - 1. If 
(K/B)c= - 1 GO, that is, if K < B/c,, then fe attains its minimum at d(e). Otherwise, 
fe is minimized at 0. 
8.1. The structure of the compound weights 
Observe that the hK-weight of an edge e is given by 
h&e) := 
tmin(e) + K (e(e)-$‘“(e))ce if K <B/C,, 
e(e) if K Z B/c,. 
(17) 
Thus, for each edge e, the compound weight hK(e) viewed as a function of K is a 
piecewise linear function with exactly one breakpoint at B/c,. For K 3B/ce, the function 
has the constant value e(e), while for K <B/cc it has slope (e(e) - &,(e))c,/B. 
If we plot the compound weight hK(e) for each edge e E E, for increasing K we get 
a linear function with exactly one breakpoint. This breakpoint is at B/cc. Fig. 6 shows 
an example of graphs of these compound weights. 
It is easy to see that, given two edges e and e’, their ordering with respect to the 
compound weights hK changes at most twice when K varies. Also, these at most two 
values of K, can be computed in constant time. 
8.2. The basic idea for the improved algorithm 
Let K”E~ be the overall minimum value such that TEST-BLEND(K) would return 
“Yes” if called with K = K* (the interval 9 is defined in (6)). We can use the analysis 
from Section 7 to show that K* <L*/e, where L* again denotes the length of an optimal 
reduced tree for a budget of B. We now have the following important lemma: 
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Lemma 15. If the ordering of the edges with respect to their hK*-weights is known, 
we can construct a tree T and a reduction r in time O(n + m logB(m,n)) with the 
following properties: 
(i) The cost CeEE c,r(e) of the reduction r is at most (1 + E)B. 
(ii) The weight (a - r)(T) in the modijied graph is no more than (1 + l/&)L*. 
Proof. Observe that, if we knew the hK*-weights of the edges in the tree T, we could 
now construct a reduction r’ just as in Step 3 of HEURISTIC-UPGRADE. Using exactly 
the same argument as in the proof of Theorem 13 but now using K* <L*/E instead of 
K’ d L*/E + E’, it then follows that 
(e - r’)(T)<(l + l/e)L*, 
and that the cost of the reduction r’ is at most (1 + E)B. 
By the assumption of the lemma, however, we only have knowledge about the 
ordering of the edges and not about K* or hK*. We overcome this problem as follows. 
Given the ordering of the edges according to their weights, we can use the minimum 
spanning tree algorithm of Gabow et al. [8] to compute a minimum spanning tree 
with respect to the he.-weights, without actually knowing these weights. The ordering 
suffices for this purpose. 
Recall from Section 5 that, given a tree and a budget, we can construct an optimal 
reduction on the tree for that budget in O(n) time by a Greedy-type algorithm that 
repeatedly reduces the length of the cheapest edge3 until the budget is exhausted. 
Thus, if we compute such a reduction r on our tree T with the budget set to (1 + E)B, 
the length of T under e - r will be at most (e - r’)(T), which in turn is bounded 
from above by (1 + l/&)L*. 
Lemma 15 suggests finding an ordering of the edges in the graph according to 
their compound weight at K*. In the sequel we will show how using a technique of 
Megiddo [ 181 this can be accomplished efficiently. 
Basically we wish to sort the set S := {hK* (el ), . . . , hK* (e,)} where K* is not known. 
However, for any K we can decide whether K* <K or K* > K by one MST computa- 
tion: we compute an MST with respect to edge weights given by hK and compare its 
weight to (1 + e)K. If the weight is bounded from above by (1 + E)K, then we know 
that K* GK. Otherwise, we can conclude that K* >K. 
To simplify the presentation, we will first sketch the main idea before going into 
details. Imagine applying a (sequential) sorting algorithm to S. The sorting algorithm 
would start by comparing some values hK* (e) and hK*(e’). Then, we could do the 
following: We compute the values of K such that the ordering of e and e’ with respect 
to the compound weight hK changes. As seen earlier these are at most two values 
of K. We compute a minimum spanning tree for each of these “critical values” K,,,I, 
and then decide whether K* QK,,,t or K* >Ke+l. Since the ordering of the edges e 
3 I.e., the edge e with minimum slope c, in its linear cost function. 
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and e’ only changes at the intersection points, we can decide whether hK. (e) > hK* (e’) 
or vice versa. Thus, by 0( 1) MST computations we can answer a comparison. 
Using the idea from above in conjunction with a standard sequential sorting algorithm 
(which makes O(m log m) comparisons), we could find the ordering of the edges at K* 
by O(m log m) MST computations. However, using Megiddo’s technique from [ 181 we 
can speed up the algorithm substantially. 
8.3. Finding the ordering with respect to hK* faster 
The crucial trick is to use a clever adaptation of a sequentialized parallel sorting 
algorithm such as Cole’s scheme [5]. Recall that a comparison essentially consists 
of two MST computations, so comparisons are expensive. Using the parallel sorting 
scheme, we basically accept a greater total number of comparisons, but we can use 
the parallelism to group the independent comparisons made in one stage of the parallel 
machine and then answer all of them together efficiently. 
Cole’s algorithm uses m processors to sort an array of m elements in parallel 
time @(log m). Recall that in our case m = /El is the number of edges in the graph 
G = (V, E). The algorithm is simulated serially, employing one “processor” at a time, 
according to some fixed permutation, letting each processor perform one step in each 
cycle. When two values hK*(e) and hK*(e’) have to be compared, we compute the 
at most two critical values where the ordering changes (but we do not answer the 
comparison yet). The crucial observation is that the critical values can be computed 
independently, meaning that each of the “processors” does not need any knowledge 
about the critical points computed by the other ones. 
After the first of the Lo(logm) stages, we are given at most 2m critical values of K, 
say K1 <Kz< ... BK, with r <2m. For convenience set KQ := - 00 and K,.+I := + 00. 
Using binary search, we find an interval [Ki,Ki+l], where K* must be contained. 
This is done in the following way: Start with low := -cc and high := + 00. Then 
compute the median M := KL~,+,),~J of the Kj in 6(r) time. We then decide whether 
K* GM by computing a MST T with edge weights given by hM: If hM(T) <( 1 +E)M, 
then we know that K* GM. Otherwise, K* >M. In the first case, we set high :=M 
and remove all values Kj with Kj >M from our set of critical values. Similarly, in 
the second case we set low :=A4 and remove the values smaller than the median M. 
Clearly, this can be done in O(r) time. Since M was the median of the Kj the number 
of critical values decreases by a factor of one half. 
Then, the total time effort Time(r) for the binary search satisfies the recurrence: 
Time(r) = Time(r/2) + TMST + Co(r), 
where TMST is the time needed for one MST computation. The solution of the recur- 
rence is Time(r) = Lo(r + TMST log 7). Since r E O(m), this shows that we obtain the 
interval [Ki, Ki+l] containing K* by O(logm) MST computations plus an overhead of 
O(m) elementary operations. 
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Notice that by construction the interval [Ki, Ki+l] does not contain any critical points 
in the interior. If Ki = Ki+l, then we know that K* = Ki = Ki+l. This way we have 
determined K*. In this case we can compute the order of all edges with respect to hi* 
in 0(m logm) time and stop the modified sorting algorithm. Lemma 15 then enables 
us to compute a reduction with the properties (i) and (ii) stated there. 
Otherwise, the interior of [Ki, Ki+l] is nonempty. We compute a minimum spanning 
tree T with respect to hi, and test whether &(T) Q (1 + E)Ki. If this is the case, then 
K* <Ki, which implies that K* =Ki since we know that K” E [Ki, Ki+l]. Again, the 
adopted sorting procedure can stop after having computed the ordering of all edges 
with respect to hK*. 
The remaining case is that Ki <K* < Ki+ 1. In this case it is easy to see that answering 
the comparisons from the first round by inspecting the weights h,, where r E (Ki, Ki+l ) 
is any interior point of the interval [Ki,Ki+l], gives the same results as answering the 
comparisons with respect to the hK*-weights. 
Thus, at the end of the first round, either our algorithm has found K* and thus the 
ordering of all edges in the graph with respect to their hK*-weights, or we can answer 
the comparisons from the first round using the ordering of the edges with respect to h,. 
The above process is repeated O(logm) times, once for each parallel step of the 
parallel sorting machine. Since in each of the O(logm) rounds we answer all com- 
parisons of the parallel sorting scheme, upon termination we have found the ordering 
of the edges with respect to the h K* -weights. We then use Lemma 15 to compute a 
reduction strategy Y and a tree T. 
The time needed for the algorithm above can be estimated as follows: There are 
O(logm) cycles altogether. In each round we evaluate 6(m) intersection points. Also, 
we need O(logm) minimum spanning tree computations plus the overhead of Lo(m). 
This results in an overall time of O(m log m + TMST log2 m), where T~sr = O(n + 
m log P(m, n)) is the time needed for computing a minimum spanning tree. This gives 
us the following theorem: 
Theorem 16. For any fixed E > 0 the algorithm presented above is a (1 + E, 1 + l/e)- 
approximation algorithm for (R-UPGRADE-COST, OTAL COST, SPANNING TREE) with lin- 
ear reduction costs. The running time of the algorithm is 0(n log2 n + m log2 n log 
B(m, n)). 
9. Extension to Steiner trees and other networks 
The technique used to obtain the result for the (R-UPGRADE-COST, TOTAL COST, 
SPANNING TREE) problem in Section 7 is quite general. Specifically, Given any p- 
approximation algorithm for finding a subgraph S E 9’ minimizing the objective TOTAL 
COST, the method allows us to obtain a (( 1 + 2/&)p, (1 + s)p)-approximation algorithm 
for the (R-UPGRADE-COST, OTAL COST, 9) problem. For example, using this technique 
in conjunction with the results of Goemans et al. [ 111, we get the first approximation 
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results for edge-based improvement problems such as finding minimum-cost generalized 
Steiner trees, minimum k-edge connected subgraphs, or other network design problems 
specified by weakly supermodular functions. Thus for example, we get (O( 1 ), O(l))- 
approximation algorithms for the (R-UPGRADE-COST, TOTAL COST, GENERALIZED STEINER 
TREE) and (R-UPGRADE-COST, TOTAL COST, R-EDGE CONNECTED SUBGRAPH) problems. (See 
[ 1, 10, 151 for the results on the corresponding unicriterion problems.) We illustrate 
these extensions by briefly discussing the modifications necessary for obtaining an ap- 
proximation algorithm for the (R-UPGRADE-COST, TOTAL COST, STEINER TREE) 
problem. 
Let APPROX-STEINER denote a p-approximation algorithm for the STEINER TREE prob- 
lem. (For example, we can use the 11/6-approximation algorithm by Zelikovsky [24].) 
We modify Step 3 of our test procedure in Fig. 5 as follows: we call APPROX- 
STEINER to compute an approximate solution to the problem of finding a minimum 
cost subgraph from Y using the weight hi for each e E E. We also modify Step 4 
to check whether the compound weight of the subgraph is bounded from above by 
p( 1 + E)K. 
Then, the proof of Theorem 14 carries over with the additional factor p in the 
performance for the budget as well as the cost of the subgraph. The arguments are 
similar to the ones given for the approximate minimization of functions fe. Thus, for 
any fixed E >O we obtain a (p( 1 + 2/c), p( 1 + &))-approximation algorithm for the 
problem (R-UPGRADE-COST, TOTAL COST, STEINER TREE). In contrast, recall (Theorem 6) 
that unless P = NP, for any p > 1, there is no polynomial time (p, I)-approximation 
for the (R-UPGRADE-COST, TOTAL COST, STEINER TREE) problem even when restricted to 
bipartite graphs. 
The above discussion leads to a general result for this case. Let n be one of the 
unicriterion edge cost based problems (TOTAL COST, 9) considered in [ 1, 10,15,4]. 
Theorem 17. Suppose there is a polynomial-time p-approximation algorithm for a 
problem II. If the modijied network contains a feasible subgraph in 9, then for all 
E > 0, there is a polynomial-time (( 1 + E)P, (1 + 21~)~) approximation algorithm for 
the (R-UPGRADE-COST, TOTAL COST, 9’) problem. 
It can be seen that the above theorem can be generalized from the bicriteria case to 
the multicriteria case (with appropriate worsening of the performance guarantees). 
10. Improved algorithm for treewidth bounded graphs and linear costs 
In this section we will show how to obtain an improved algorithm for the class of 
treewidth bounded graphs when the reduction costs on the edges are linear. A class of 
treewidth bounded graphs can be specified using a finite number of primitive graphs 
and a finite collection of binary composition rules. We use this characterization for 
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proving our results. A class of treewidth bounded graphs r is inductively defined as 
follows [3]. 
(1) The number of primitive graphs in r is finite. 
(2) Each graph in r has an ordered set of special nodes called terminals. The number 
of terminals in each graph is bounded by a constant, say k. 
(3) There is a finite collection of binary composition rules that operate only at ter- 
minals, either by identifying two terminals or adding an edge between terminals. 
A composition rule also determines the terminals of the resulting graph, which 
must be a subset of the terminals of the two graphs being composed. 
The basic idea behind the algorithm in this section is to reduce the problem of 
improving the tree to some appropriately chosen bicriteria problem. To this end we 
recall the following result from [17]: 
Theorem 18. (1) There is a polynomial-time algorithm that, given an undirected 
graph G on n nodes with two nonnegative integral costs c and 1 on its edges, a 
bound C, and a fixed E >O, constructs a spanning tree of G of total c-cost at most 
(1 + E)C und of total l-cost at most (1 + l/c) times that of the minimum l-cost of 
any spanning tree with total c-cost at most C. 
(2) For the class of treewidth-bounded graphs, there is a polynomial time algorithm 
that returns a spanning tree of total c-cost at most (1 + of total 
and a 
fixed E > 0, constructs a spanning tree of G of diameter at most 2 [log, nl D under the 
l-costs and of total c-cost at most (1 + a)]log, n1 times that of the minimum c-cost 
of any spanning tree with diameter at most D under 1. 
We will use the second part of the theorem to obtain an improved approximation, 
namely a performance of (( 1 +E)~, 1 +s) for any fixed E > 0. We note here that using first 
part of Theorem 18 instead, we could also construct a (( 1 + a)*, 1 + &)-approximation 
algorithm for (R-UPGRADE-COST, TOTAL COST, SPANNING TREE) on general graphs for 
any fixed E > 0, if we restrict ourselves to &ear reduction costs. Since our algorithm 
from Section 8 already gives us a performance of (1 + E, 1 + l/c) and the algorithm 
from Section 7 has the same performance (plus the additive constant of E’ which can 
be made arbitrarily small) for far more general classes of cost functions this is not as 
interesting. 
We now describe our improved approximation algorithm for linear reduction costs 
on treewidth bounded graphs. First, we transform the original graph to another graph 
that can be fed into the algorithm from Theorem 18. To this end, we replace each edge 
e = (u, u) of the original graph by a certain subgraph in such a way that the treewidth 
does not increase. This is done as follows. 
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v 
G G’ for b, = 2 
Fig. 7. Example for the transformation on treewidth bounded graphs. The dotted edges have both I-cost and 
c-cost zero. 
For each edge e=(u,u) in the graph let b, be chosen so that 
(1 + E)b’ <t!(e) - ffmin(f?)<(l + E)be+‘. 
WeremoveefromGandaddb,+2newverticesw~,k=-l,O,...,b,.For-l6k~b,, 
we join wi to both u and o. For k > 0, the edge (u, wg) has c-cost (1 + s)kc, and l-cost 
I(u,wg):=e(e)- (1 +E)~, while the edge (u, we_,) has c-cost 0 and l-cost e(e). All the 
edges (wz, u) have their c-cost and I-cost set to zero. An example of a transformation 
is displayed in Fig. 7. 
Let G be the original graph and G’ be the graph obtained as a result of the transfor- 
mation. Also, let &v(G) and tw(G’) denote the treewidths of G and G’, respectively. 
We have the following note. 
Note 1. Whenever tw(G) 22, we have that tw(G’) <tw(G). 
10.1. Correctness and performance guarantee 
Let r* denote the optimal reduction involving a cost of at most B, let T* be a 
minimum spanning tree in G with respect to edge-lengths given by e - r* and let 
L* := MSTo(e - r*) be its weight in the modified graph. The performance guarantee 
provided by HEURISTIC-TW-UPGRADE shown in Fig. 8 is summarized in the following 
theorem: 
Theorem 19. For the class of treewidth bounded graphs and linear reduction costs the 
following statement holds: For all jixed E > 0, HEURISTIC-TW-UPGRADE is a (( 1 + E)~, 
1 + &)-approximation algorithm for (R-UPGRADE-COST, TOTAL COST, SPANNING TREE). 
Proof. Consider the optimal tree T* = MSTo(& - r*) in G. We can define a tree F in 
G’ in the following way: For an edge e = (u, II) E T* that is reduced by r*(e) we select 
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9 
10 
11 
12 
Transform the graph with accuracy parameter E to obtain a new graph G’ with two 
edge weight functions c and 1. 
Let B’ := (1 + E)B 
Apply the algorithm referred to in Part 2 of Theorem 18 with accuracy parameter 
set to E to the following weighted graph G’: 
The graph is G’ with the two edge weight functions 1 and c. The bound on the 
c-weight of the tree is set to B’. 
Let T’ be the tree generated in Step 3. 
ET:=@ 
for all edges e = (u, II) E G 
Let w”_~,w&...,w;~ be the new vertices corresponding to the edge e generated by 
the transformation procedure. 
if there exists an index k such that both (u, w;) E T’ and (w’& II) E T’ then 
ET :=ET U {(u, v)} 
k’ = min{ k: (u, IV;) E T’ and (wi, u) E T’ } 
if k = -1 then r(e) := 0 else r(e) := (1 + E)~’ 
return T=(V,ET) and r. 
Fig. 8. Main Procedure for the approximation of (R-UPGRADE-COST, TOTAL COST, SPANNING TREE) on 
treewidth bounded graphs. 
an edge (u,rj) in G’ of E-cost e(e) - t(e), where t(e) is chosen in such a way that 
Observe that the edge e’ = (u, rj) selected in the above fashion satisfies the following 
two conditions: 
t(e) - (1 + &)r*(e)dZ(e’)<t(e) -r*(e), (18) 
cd-*(e)Qc(e’)<(l + t)r*(e). (19) 
We also add all the edges (ri, v), i = - 1 , . . . , b,, to belong to F. Notice that all these 
edges have zero l-costs and c-costs. 
From (18) and (19) we can conclude that Z(F)<L* and c(F)<(l+&)B=B’. Hence 
we have demonstrated a witness tree T” such that if the bound on the c-cost is B’, 
then the Z-cost of this tree is bounded from above by L*. By the performance of the 
algorithm referred to in Part 2 of Theorem 18 we see that the tree T’ found in Step 3 
must satisfy 
&T/)6(1 +&)@)<(I +E)d*, (20) 
c(T’)d(l +&)B’=(l +E)~B. (21) 
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Now consider the construction of the reduction r and the tree T =(V,ET) in the for- 
loop starting at Step 6. It is straightforward to verify that at the end of the loop 
T = (V, ET) is indeed a spanning tree of the original graph G. 
Clearly, the reduction r computed in Step 11 involves a cost that is bounded above 
by c(T’) which by (2 1) in turn is at most (If &)*B. Moreover, for each edge e = (u, v) 
that is added to ET in Step 9 we have 
e(e) - r(e)< max{l(u,wE): both edges (u,w;) and (w;,v) belong to T’}. 
Hence (/-r)(T) 6 l(T’), which by (20) is at most (1 +&)L*. This completes the proof 
of the performance guarantee. 
We now show that the algorithm can be implemented to run in polynomial time. 
For this, observe that for a fixed value of E>O, the number of edges added (i.e., the 
value of 2 xeEE(be + 2)) is polynomial in the size of the input. For fixed E>O, the 
transformation described above runs in time 0(m log_&,,), where L,,, = rnaxeEE e(e). 
Clearly, all the remaining steps can be carried out in polynomial time. 
10.2. Extensions and related remarks 
In the following, we briefly outline the extensions of the above technique in solving 
other edge based network improvement problems. 
First, by an extension of the ideas in [ 171 the above algorithm can be modified to 
obtain a (1 +E, 1) approximation algorithm for (R-UPGRADE-COST, TOTAL COST, SPANNING 
TREE) for treewidth bounded graphs. The basic idea is to modify the algorithm in [17] 
to find a (1 +E, 1) approximation algorithm to the bicriteria spanning tree problem. This 
combined with above procedure yields a (1 + E, 1) approximation algorithm for the (R- 
UPGRADE-COST, TOTAL COST, SPANNING TREE) problem when restricted to the class of 
treewidth bounded graphs. 
Second, we note that using the same techniques as in the case of treewidth bounded 
graphs and the Part 1 of Theorem 18, we can obtain a (( 1 +E)*, 1 + l/&)-approximation 
algorithm for the (R-UPGRADE-COST, TOTAL COST, SPANNING TREE) problem on general 
graphs with linear reduction costs, for any positive value of E. However, such an 
approximation algorithm would be inferior to the approximation algorithm HEURISTIC- 
UPGRADE given in Section 7 in the following ways. 
(1) Even if we ignore the results of Section 8, the running time of HEURISTIC-UPGRADE 
as stated in Section 7 is 
where L,,, is the maximum length of an edge in G and TMsT(n,m) is the time 
needed to compute a minimum spanning tree in a graph with n nodes and m 
edges. The approximation algorithm based on Part 1 of Theorem 18 would first 
construct (using the transformation described above) a graph G’ by replacing each 
edge of G by a subgraph with O(logB) edges and nodes. Thus, the resulting 
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graph G’ has O(n + m 1ogB) nodes and O(m 1ogB) edges. For this graph, as dis- 
cussed in [ 171, the parametric search procedure would run in O(log(Lmax)T~s~(n + 
m logB,m 1ogB)) time. Using the best known value for T~s~(n,m) = n + m log 
/?(m,n)) [8], it can be seen that HEURISTIC-UPGRADE is faster by a factor of 0(log B). 
This improvement in running time is particularly significant when the value of B 
is large. (For example, if B = 2”“) the time improvement factor is 0(m2).) 
(2) HEURISTIC-UPGRADE provides a performance guarantee of (1 + E, 1 + l/6) (ignoring 
the additive constant E which can be made arbitrarily close to zero), thus improving 
the budget violation by the factor (1 + F). 
(3) As already mentioned, HEURISTIC-UPGRADE can handle a variety of different cost 
functions while the approximation algorithm based on Theorem 18 works only for 
linear cost functions. 
(4) HEURISTIC-UPGRADE does not require any additional space while the other approxi- 
mation algorithm carries out a transformation that increases the size of the graph 
significantly. 
Finally, the transformation described above along with Part 3 of Theorem 18 can 
be used to obtain an (Q(log n), @(log n)) approximation algorithm for the (R-UPGRADE- 
COST, DIAMETER, SPANNING TREE) problem and its variants (O/l- and I-reductions). The 
techniques immediately extend to the Steiner variants of the problems. The ideas are 
almost identical and hence we omit the proof. 
11. Conclusions and future work 
We studied the complexity and approximability of several natural network improve- 
ment problems. The results obtained in this paper are summarized in Tables 1 and 2. 
Our results raise additional questions. It is worth considering other related network 
improvement network design or location problems. As a step in this direction, in [ 161, 
Table 1 
Approximation and hardness results for (UPGRADE-COST, TOTAL COST, STEINER TREE) and related problems 
(UPGRADE-COST, TOTAL COST, STEINER TREE) Problems 
O/l Integral Rational 
Trees NP-hard NP-hard 
Easy (linear c,) 
Treewidth 
bounded 
Graphs 
NP-hard 
(( 1 + E)‘, 1 + s)-approximable 
General 
Graphs 
Strongly NP-hard 
Hard to approximate within (1, p) or (p, 1) for any fixed p > 1 
(2( 1 + E), 2( 1 + Z/s))-approximable 
Note: Similar results hold for other general network design problems such as those considered in [l 11. 
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Table 2 
Approximation and Hardness Results for (UPGRADE-COST, DIAMETER, STEINER TREE) and related problems 
(UPGRADE-COST, DIAMETER, STEINER TREE) Problems 
Integral Rational 
Trees 
Treewidth 
bounded 
Graphs 
NP-hard 
NP-hard 
(( 1 + s)‘, 1 + s)-approximable 
General 
Graphs 
Strongly NP-hard 
Hard to approximate within ((1 - s)lnn, 1 l/IO - E) 
(6(log n), 6(log n))-approximable 
we have considered node-based network improvement problems and provided both 
hardness and approximation results for a number of such problems. Also, it would be 
interesting to look at the above problems for special classes of graphs such as grid 
graphs, perfect graphs and investigate the existence of more efficient algorithms for the 
above problems restricted to these graph classes. 
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