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1. INTRODUCTION 
A number of studies [l, 4-7, 9-l I, 131 have been made of the following 
system of integro-differential equations and its variants: 
& u(t) = - s ” a(5) T(t, 0dt, t > 0, Cl 
$ v, 5) = 45) 449 + + [WI + v, n] - 4(f) w, 0, 
U-1) 
Cl < E -c CL? , 
subject to initial conditions 
u(O) = 110 7 
w, 4 = ~0(5), Cl -=c 6-c c2 9 (1.2) 
and appropriate boundary conditions, as described below. 
Equations of this type arise as dynamic models of onedimensional con- 
tinuous-medium nuclear reactors. Specifically, the various quantities in (1.1) 





position along the reactor, regarded as a rod; 
logarithm of the total reactor power, with u(t) = 0 at 
equilibrium; 
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deviation of the temperature from the equilibrium tem- 
perature T(t, 5) E 0; 
local ratio of the temperature coefficient of reactivity to the 
mean life of neutrons; 
fraction of the reactor power generated at 5; 
thermal conductivity coefficient at 5; 
thermal radiativity coefficient at 5. 
The function u(.), with o(O) = 0, represents the generally nonlinear relation 
between power production and the rate at which heat is generated internally; 
in particular the function U(U) = - 1 + eU is of considerable physical interest. 
Similarly, the special case a([) E ke([), K a real number, is also physically 
significant. 
The boundary conditions imposed on (1.1) are of the form 
or, if the interval (cl , ca) is infinite, the boundary conditions are replaced by 
approriate 2’a conditions. 
This system of equations and its variants have been studied extensively, 
most notably by [4-7, 9-l 11, and their students [l]. The majority of these 
works have studied the problem in the form of a nonlinear Volterra integro- 
differential equation; in [l] the system (1 .l)-( 1.3) is studied by a Galerkin 
approach, and stability estimates are obtained on the basis of a set of ordinary 
differential equations. 
A somewhat different approach is taken in [13]; the theory of linear C,- 
semigroups is applied to a linear variant of system (1 .l)-(1.3) in order to 
establish existence, uniqueness, and continuous dependence of solutions; 
the interval (cr , ca) is (- co, co) and transform methods are used to study 
stability. 
Here, we choose to study the stability problem by viewing (l.l)-(1.3) in a 
manner similar to that if [13]. W e consider an abstract equation for which 
(1 .l)-(1.3) is a special case, and prove that under appropriate assumptions it 
generates a nonlinear C,-semigroup on a Hilbert space. We then apply 
extensions of Liapunov’s Direct Method to this equation and study the 
asymptotic behavior of solutions. 
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More specifically, let 9a denote the space of real Lebesgue square- 
integrable functions on (cl , ca), endowed with the inner product 
and consider the abstract equation 
(W) u(t) = --<a, w(t)>sz, 
(d/dt) w(t) = u(u(t))e -Lw(t), 
(1.4) 
where u(e); 9+ + k@, w(a): 9?+ + 6pz; 9 and 9?+ denote the real line and the 
nonnegative real line, respectively. We assume that 
a,eE-%, U-5) 
and that the linear operator L: 9(L) + Za is such that 
(i) the domain Q(L) is dense in q , 
(ii) (w, Lw)pz 3 0 for all w E 9(L), 
(iii) the range 99(L + I) = Pz , (1.6) 
(iv) (wr , Lw&,~pz = (w2 , Lwu,)z, for all wr , ws E 9(L). 
It is easily verified that the operator defined by 
together with the boundary conditions (1.3), satisfies conditions (1.6) under 
mild assumptions (for example, b(t), b’(t), q(f) continuous on [cl, ca], and 
45) > 0, 4(E) 2 0 in [cl ,4). 
In Section 2 we consider the linear problem with U(U) f u,,u, and we 
extend our results to the nonlinear problem in Section 3. In the fourth and 
final section we generalize our approach and discuss the relation between 
our results and those obtained previously. 
2. THE LINEAR PROBLEM 
Consider the real Hilbert space % = 9%’ x 6pz with inner product 
<Xl , X2)% = UlU2 + <Wl 9 w2)9 for (ui , wi) = xi E 3, the induced norm 
being denoted by II x II”, = 1 u 12*+ 11 w II>, . Let a, e, L satisfy (1.5), (1.6), and 
assume u(u) = u,u, aa E 9. Equation (1.4) becomes 
(d,‘dt) x(t) = Ax(t), t 3 0, 
x(0) = xg E B(A), 
(2.1) 
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where the linear operator A: B(A) -+ S is defined by 
Ax = (-(a, w)4 , u,,ue - Lw), 
9(A) = {(II, w) = x E I 1 w E 9(L)}. (2.2) 
Under our assumptions, it follows that .9(A) is dense in X. 
PROPOSITION 2.1. The operator A: 9(A) -+ 3 generates a linear C,- 
semigroup on %. 
Proof. For x E 9(A) it is clear that 
(x, Axh = -(a, w>p2 + (w, ooue -Lw)z~ 
d II a - uoe lb2 I u I II w ll~~ 
B fJJ II x II% P 
for some real number w; hence A - WI is dissipative [8]. Conditions (1.6) 
also imply that for every real p > 0 the operator L + PI is invertible on 9a 
andIl& + PW’ Ik Pips.XS) < l/p; hence the expression p+ ao(a, (L + I)-l e)?* 
is positive for sufficrently large p > W, and therefore W(y - A) = .f%. Thus 
implies that A - wl is maximal dissipative and generates a linear Co-semi- 
group on 3” [8]; hence A generates a linear Co-semigroup on 55. This com- 
pletes the proof. 
Denoting by {S(t)},,, the Co-semigroup generated by A, it is clear that 
S(.) x0 is the unique strong solution of (2.1) for every x0 Ed. We now 
state a stability result for this problem. 
THEOREM 2.2. Let there exist real numbers f. > 0, 012 0, and a real, 
essentially bounded, measurable function f such that 
6) 45) = f (5) a(0 a-e. 4 E (cl ,4 
(ii> f (5) >/ f. for 5 E (6 , 4, 
(iii) (fw, Lw)p, 3 LY(W, w)~~ for all w ESB(L). 
(fw denotes that element of gz given by fw(Q = f (5) w(f) a.e. for 6 E (cl , cz).) 
Then, if a0 > 0, the equilibrium x = 0 is stable. Furthermore, if a0 > 0, OL > 0, 
and \j e lIpiD, # 0, the equilibrium x = 0 is exponentially asymptotically stable. 
Proof. For (u, w) = x ES, consider the functionals 
+> = uou2 + (fw, w>zs 9 
V(x) = limL;up(l/t)[V(S(t)x) - V(x)]. 
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For (u, eo) = x E g(A), 
and it follows that for 0s > 0 the equilibrium x = 0 is stable [14]. 
If 11 e llza # 0, the denseness of 9(L) in 9s implies the existence of z E 9(L) 
such that (z, e)Sz = y > 0. For p > 0 define the functional 
W(x) = V(x) - PC% w>.q , (u,w) = XES?“. 
Repeating the above argument, it follows that for (u, w) = x Ed, 
If co > 0, o! > 0, then for sufficiently small p > 0 there exist positive 
numbers /3r , pa , and pa such that & // x 114 < W(x) < & /I x 112 for all x ES; 
further I@(X) < -& j/ x II& f or x EB(A) and, hence, for all x ~3” [14]. 
Therefore, it follows that 
for every x E%. The proof is complete. 
This theorem imposes restrictions on the relations between the functions 
a, e and the operator L. In the special but physically important case 
a(& = kc(f), K a positive real number, conditions (i), (ii), (iii) are automatic- 
ally satisfied since f (4) = k and L satisfies (1.6). Indeed, (fw, Lw),~ 3 0 if 
and only if (w, Lw),~ > 0. 
We remark that the condition (fw, Lw) zLpz >, 0 can be easily checked if L 
is given by (1.7). In this case, under mild smoothness conditions on f and 6, 
one obtains 
(fw, Lw)Lr2 = J‘” f (6) b(sg[w’(6)]2 de 
Cl 
+ 3 j-” [f (0 q(t) + (Lf M>l[wW d.5 Cl 
+ BW[f’(t) w(E) - 2f(4) w’(5)l w(E) 1: 7 
where w’ denotes the derivative of w. From such an expression it is possible 
to deduce conditions on a, e, b, q which ensure <fw, Lw),~ > 0, w EC@(L). 
It is important to note that when L is unbounded it is possible to obtain 
results analogous to Proposition 2.1 and Theorem 2.2 on a family of Hilbert 
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spaces with stronger norms. For this purpose let n be a positive integer, define 
the Hilbert space Xfl to be B(An) equipped with the inner product 
and let A, be the restriction of A to 9(A,) = B(An+l). Under the conditions 
of Proposition 2.1, it follows from the results of [12, 151 that A, generates a 
Co-semigroup on Xn. Moreover, stability and exponential asymptotic 
stability of the equilibrium in X’n can be concluded from the assumptions of 
Theorem 2.2 by using the functionals 
V,(x) = ‘f V(Apx) 
P==O 
and W,(x) = i W(Apx) for x E X’n . 
p=o 
Such extensions are often useful for the purpose of obtaining stability results 
in terms of stronger norms. 
3. THE NONLINEAR PROBLEM 
We continue to assume that a, e, L satisfy (1.5), (1.6), and we define 
X = 9 x .Ya as before; however, we now consider a nonlinear function 
u: .9 + 9. We are interested in the abstract equation 
$ x(t) = Ax(t) a.e. t > 0, 
x(0) = X,ELqA), 
(3.1) 
where the nonlinear operator a: 9(A) + X is defined by 
ax = (-(a, w>s2 , u(u)e - Lw), 
B(A) = {(u, w) = x E X / w E B(L)}. 
(3.2) 
PPROOSITION 3.1. Let c satisfy a uniform Lipschitz condition on 92. Then 
S’(t)x = &(I - (t/n)A)-n x, XEX, t 2 0, (3.3) 
defines a nonlinear Co-semigroup {S(t)},>, on X. Moreover, ;f x0 E B(a), then 
S(t) x0 is the unique strong solution of (3.1). 
Proof. 9(a) is dense in X, and (1.6) together with the uniform Lipschitz 
condition on 0 implies that B(I - Aa) = X for all sufficiently small A > 0. 
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Furthermore, denoting by 6 the Lipschitz constant associated with o, we have 
for all xi , xx Eg(A), 
(Xl - x2 > Ax1 - AX2)$ = -(u1 - u2) (a, Wl - w,)q 
+ (44 - 4~2>> <w, e>z2 
- (Wl - w2 > L(w1 - w2))q 
G (II a Il-rp + 8 II e IITJ I u1 - u2 I II w1 - w2 IIP~ 
G 4x1 - x2 , Xl - x2>.% 
for some real number w. Hence, wl - a is accretive; it now follows from 
Theorems I and II of [2] that (3.3) defines a C,,-semigroup {S(t)},,, and, if 
x(e): 9?+ -9” is a strong solution of (3.1), then x(t) = ,!?(ct) x(O), t 3 0. 
Furthermore, by [3, Theorem 7.11, there exists a unique strong solution of 
(3.1) for every x,, Ed. The proof is complete. 
It is of importance to the sequel to mention certain properties of {s(t)},,, . 
First of all, it is shown in [2] that (S(t)},,,, is of class Q&Z”); that is, 
II &> XI - $0 x2 11% G II xl - x2 II ewt, t 20, 
for all x1 , x2 E%. Secondly, [3, Theorem 7.51 assures that, for x E.?%(A), 
&?(t) x is right continuous on W f, f?(t) x is right differentiable on W+, and 
this right derivative equals /f,!?(t) x for every t E 9?+. 
Uniform Lipschitz continuity, required of o in Proposition 3.1, is too 
strong for our purposes. We wish to weaken this condition and to obtain 
stability results as well. To this end, we restrict o as follows. 
(i) a: 9 ---f W is Lipschitz continuous on W, 
(ii) for every 8 > 0 there exists 7 > 0 such that uu(u) > r]u2 for all 
IUI <a, (3.4) 
(iii) 10u ~(4) d[ -+ co as 1 u I + co. 
Under conditions (1.5), (1.6), (3.4), we obtain the following result. 
THEOREM 3.2. Let there exist real numbers f. > 0, OL > 0, and a real, 
essentially bounded, measurable function f such that 
(i) 45) =f(t) 45) a.e. 4 E (cl, c2> 
(ii> f (5) 2=fo for =t E (cl , c2> 
(iii) (fw, Lw)~~ > OI(W, w)~~ for all w E Q(L). 
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Then (3.3) dejnes a Co-semigroup {s(t)},, on 3, and s(e) x,,: Wf + d is the 
unique strong solution of (3.1) f OY each x,, EL@); moreover, the equilibrium 
x = 0 is stable and for each x E 0 the motion s(.) x: 9+ + S is bounded. 
Furthermore, if 01 > 0 and I/ e jlS, # 0, then for each bounded set g C% there 
exist numbers M > 1, s1 < 0 such that for all x E L#, 
II s(t) x IIs d M II x lls @, t > 0. 
Proof. Assume, for the moment, that u satisfies a uniform Lipschitz 
condition on 9; then Proposition 3.1 applies, (3.3) defines a C,,-semigroup 
{$)>t,o of class QJW, and (3.1) has the unique strong solution g(a) x,, for 
each x,, E Z@(A). 
For (u, w) = x EX, define the functionals 
v(x) = 2 j” 4) d5 + <w, fw>p2 , 
0 
V(x) = limJttp(l/t)[V(S(t)x) - V(x)]. 
Proposition 3.1 and the remarks thereafter, together with the assumptions on 
f, imply that for (u, w) = x ES(~), 
q-4 = --2074Lw>~2 < -23 II w & - 
Thus, V(S(t) x) is nonincreasing and 
v($t)x) - V(x) < -2~4 j-” II w(~)ll$ d7, x E B(A), 
0 
where s(t) x = (u(t), w(t)). F or x E%, the denseness of g(a) and the fact 
that ((S(t)},>, is of class Q&Z) imply that 
U%)x) - J’(x) < --2a Iot II ~(dl~~ d7, XE9”. 
Therefore, r(x) < -2a(w, w)p8 for all (u, w) = x ~57, and the equilibrium 
x = 0 is stable [14}. 
Since V(g(t) x) is nonincreasing, the set Z,, = (x E % I V(x) < y, y > 0} 
is positively invariant. Moreover, since each .& is bounded, ,Z,,I C Z,,* for 
yI < ys , and S = UveB+ ZV , it follows that every motion ,!?( *) x, x E 5, 
is bounded; moreover, each bounded set z$? is contained in some ZV. 
Consider now a fixed but arbitrary set Z,, . The assumptions on (J imply 
the existence of positive numbers fll , /Is such that 
for all x E ZY . 
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Define W: !Z -+ 9 as in the proof of Theorem 2.2; if OL > 0 and // e lIdiD, # 0, 
it follows as before, that for sufficiently small p > 0 there exist positive 
numbers ,6a, PA, p5 such that 
^ 
II S(t)x 11% < W4) II x II% e 43~f14J , t > 0, 
for all x E Zl . 
The theorem has now been proved under the additional assumption that (T 
satisfies a uniform Lipschitz condition on 9. However, this additional 
assumption can now be removed. Indeed, given any fixed but arbitrary Z,, , 
conditions (3.4) imply that ZY is bounded, and (T satisfies a uniform Lipschitz 
condition for all u such that 2 j: u(c) dc < y; hence, on this interval (T can be 
identified with some function $, which is uniformly Lipschitz on 5%‘. Using 
6,, in place of u in (3.2), it then follows that a C,-semigroup {S(t)}&,, is well- 
defined by (3.3) for x E ZV and S(t) x E .ZY for all t > 0. Hence, there exists 
a nonlinear C,-semigroup {S(t)}&,, , defined on A’7 , which is of class QJ&), 
where w depends on y. Now, let {s(t)},,, be the (unique) extension of 
(S(t)}&, for every y > 0. Since 3 = (Jv>O ZY , {S(t)}t>, is a C,-semigroup on 
3 whose restriction to &, is {S(t)};,, . The proof is complete. 
4. FURTHER CONSIDERATIONS 
The stability results presented in Sections 2 and 3 were obtained through 
the use of the specific Liapunov functional 
V(x) = 2 s” u(5) 4 + <w,fw)g2 . 
0 
(4.1) 
It is as a result of the use of this functional that a number of assumptions 
were imposed on the function f, defined by a = fe a.e. The conditions thus 
obtained are straightforward, although undoubtably far from necessary. 
It is possible to use a more general functional to obtain somewhat more 
general stability conditions. Indeed, suppose that the assumptions of Proposi- 
tion 3.1 are satisfied and the existence of a C,,-semigroup is thereby 
guaranteed. Consider then the functional 
T(x) = 2 j-U ~(5) d5 + (w, Gw>z2 , XE.%, (4.2) 
0 
where G: 9.. -+ pa is a bounded linear operator such that (i) (wr, Gw,)~~ = 
<w2, G+Y, for every w1 , w2 E 6pz; (ii) (w, Gw)~~ > p(w, wjZEo, for every 
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w E &, /3 > 0, and (iii) Ge = a. It then follows by the arguments of Theo- 
rem 3.1 that 
V(x) = -2(w, GLw>~~ , (24, w) = x E @A). 
Positivity and strict positivity of the operator GL will now lead to stability 
and asymptotic stability conditions for (3.1)-(3.2). 
In the two previous sections, the operator G was defined by 
(Gw) (5) ==f(t) 45) a.e. f E (Cl > 4, 
and it led to the stability results stated by Theorems 2.2 and 3.2. Other choices 
for the operator G are possible, depending on the nature of the operator L. 
For example, suppose that L is such that its eigenvectors yn are orthogonal 
and span gz. Then, with 
LYn = &8Yn 7 &I 3 0, II Yn Ilze, = 1, n = 1, 2,... ) 
the following construction for G is useful. Let the functions a and e 
be expanded in terms of the eigenvectors yla as 
46) = f %Yn(S), 44) = 5 w&Y, 
n==1 ?I=1 
and assume that 
(i) 0 < 01~ < a, < aa < co for all 
en 
12 with anen # 0, 
(ii) 0 
(4.3) 
a, = if and only if e, = 0. 
Then, for every w(5) = xz==, w, y%(E), define the operator G by 
Gw(f) = -i’ wngnyn((S>, 
where 
gn = 4e, if anen f 0, 
011 if anen = 0. 
It then follows that all of the conditions stated on the operator G are satisfied, 
and, 
Q4 < -2~~ II w II& (iff &I, (24, w) = x E 9(A). 
Under these assumptions, the arguments of Theorems 2.2 and 3.2 are 
again applicable if we define CY = ai(infj A,), use the functional (4.2), and 
replace the assumptions on f by conditions (4.3). In this manner we obtain 
results similar to those of [l]. 
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In Sections 2 and 3 we chose to state conditions based on the function f, 
since in this manner we required little explicit knowledge of the operator L 
and no knowledge (or even existence) of eigenvectors. In the physically 
important case u(t) = Ke(.$, K > 0, conditions (4.3) are automatically 
satisfied, as are the conditions on f in Theorems 2.2 and 3.2; in fact, the two 
approaches coincide and utilize the same Liapunov functional. 
In [4,5,7,9, 131 a somewhat different special case is considered. The inter- 
val (cr , ca) is assumed to be (--co, co) and the operator L is given by (1.7) 
with b(t), q(t) constant; i.e., (Lw) ([) = -b,,(a2/ag”) w(f) + a,w(t) for all w 
such that w E P’a , aw E g2, where aw is the generalized derivative of w. In 
these papers the problem is approached through the use of the Fourier 
transform, 
(Fw), = j-1 eiwEw([) d[ 
= 1-1 (~0s d) w(5) d5 + i 1: (sin ~5) w(5) d5 
= (FCw), + i(F”w), , 
and under assumptions on the functions a, e and the operator L of the form 
where E,, 3 0, pi >, 0. 
Under the further assumption that c0 > 0, we can obtain results similar to 
those of the previously mentioned references by using the functional (4.2); 
indeed, define the linear operator G through the bilinear form 
(~1, Gw~)Lz=~ = Q/W lrn ~I(~)PwIL (Fcw2L 
--m 
+ e(~)[(F”wJw Psw2L + V’%L P4J (4.5? 
+ ~2(~Pdo P’8w2Ll dw, 
where, for a.e. w such that (Fcz)~ (%). + (Fe)u (Fe),,, > 0, we define 
dw> = [(F%~ + r2(F84fWW(F4 WL19 
p2(w> = [(F”a)i + y2(FCe)~l/WPL, @Ll, 
B(w) = [(FcW%,, - y2(FC4, P&1/W(F4, (F&l, 
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with y > 0, and for all other w we define O(U) = 0, pr(w) = pa(w) == y. 
These definitions imply that Ge = a; moreover, G is symmetric and 
Kw, 4.~~ G (w, Gw>q < ((1 + r2)/~o)<w, w>z2 for all w E 9s , 
<w> GLw& 3 Kw,W~~ > Mw, w>q for all w E O(L), 
where we have chosen q, <& and have defined 
B = rv + r” - ((1 + y”)” - 4Y2E;)“2]/(1 + y2)2. 
Again, the arguments of Theorems 2.2 and 3.2 are applicable if we define 
(II = E&I, use the functional (4.2), and replace the assumptions on f by condi- 
tions (4.4) with l 1 > 0, 0 < q, < 4. These results are similar to those of 
[4, 5, 7, 9, 131. We note that if a(E) = Ke(.$ k > 0, and if we choose y = k, 
then (4.5) implies (wr , Gw.&~~ = k(w, , w2)S;p, and (4.2) gives the same 
Liapunov functional used in the preceding sections; hence the two approaches 
coincide for this special case. 
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