We reformulate the problem of bounding the total rank of the homology of perfect chain complexes over the group ring F p [G] of an elementary abelian p-group G in terms of commutative algebra. This extends results of Carlsson for p = 2 to all primes. As an intermediate step, we construct an embedding of the derived category of perfect chain complexes over F p [G] into the derived category of p-DG modules over a polynomial ring.
Introduction
Let p be a prime, G = (Z/p) n an elementary abelian p-group of rank n, and F p [G] the corresponding group ring over the field with p elements. The following basic problem has a long and rich history, leading via the study of free G-actions on products of spheres back to the topological spherical space form problem. Problem 1.1. Determine a lower bound for the total rank of the homology of non-acyclic perfect chain complexes of F p [G]-modules.
Recall that a perfect chain complex is a bounded complex of finitely generated projectives. Projective and free F p [G]-modules coincide and so a perfect chain complex of F p [G]-modules is a bounded complex of finitely generated free modules.
The following was conjectured to be a general answer to Problem 1.1. Recently, Iyengar and Walker [13] constructed counterexamples when p is odd and n ≥ 8. This conjecture arises as an algebraic version of Carlsson's conjecture in equivariant topology: the mod-p homology of any non-empty, finite, free G-CW complex has total F p -dimension at least 2 n . Indeed, one of the original motivations for phrasing Conjecture 1.2 was to reduce the topological conjecture to a purely algebraic problem. Taking cellular chains on a G-CW complex links these two conjectures. Although the algebraic conjecture fails in general, Carlsson' s conjecture remains open.
It bears mentioning that Conjecture 1.2 is known to hold for small rank n, namely for n ≤ 2 if p is odd and for n ≤ 3 if p = 2. For general n, the weaker bounds
hold. The best known bounds for general finite, free G-CW complexes in Carlsson's conjecture are the same. The known bounds for the total dimension dim Fp H • (C) are stronger for p = 2.
In light of the counterexamples to the bound 2 n in Conjecture 1.2 for odd primes and n ≥ 8, the motivating question of this paper arises: Question 1.3. Can the bound i dim Fp H i (C) ≥ n + 1 for odd p be improved? Does Conjecture 1.2 hold for 2 < n < 8?
The results of this paper are a first step towards an improved bound for p odd. To set the stage for our results we review what happens when p = 2. The bounds for p = 2 have been established by Carlsson in a series of papers [7] [8] [9] , with an additional algebraic observation from [5, p. 147 , discussion following the proof of Corollary 3.6], [2, Corollary (1.4.21)]. We distinguish three main steps in Carlsson's argument.
1. Conjecture 1.2 is reformulated as a problem in commutative algebra via a Koszul duality argument. An equivalence is established between the derived categories of perfect chain complexes over F 2 [G] and of free, finitely generated DG modules over the polynomial ring F 2 [x 1 , . . . , x n ] with totally finite dimensional homology.
2. The reformulation is realized as a problem of bounding sizes of square-zero matrices with entries in the polynomial ring F 2 [x 1 , . . . , x n ].
3. Bounds for these reformulations are established.
Our main theorem below extends the second step to all primes. It contains a number ℓ n that arises as the lower bound on the size of certain p-nilpotent matrices. More precisely, let ℓ n be the minimum over all positive multiples ℓ of p for which there exist integers c 1 , . . . , c ℓ and a p-nilpotent ℓ × ℓ-matrix D = (f ij ) whose entries are homogeneous polynomials f ij ∈ F p [x 1 , . . . , x n ] of degree c i + 1 − c j such that i) D is strictly upper triangular, ii) (f ij (0)) p−1 = 0, and iii) rank(f ij (x)) = (p − 1)ℓ/p for all x ∈ (F p ) n \ {0}. Theorem 1.4 (Theorem 6.14 for F p ). Let G = (Z/p) n and ℓ n the integer defined above. Then dim Fp H • (C) ≥ 2ℓ n /p for any non-acyclic, perfect chain complex C over F p [G] .
When p = 2, this is a rephrasing of results of Carlsson; it is the second step mentioned above in the argument to establish bounds on dim F 2 H • (C). A key element in the proof of Theorem 1.4 is an extension of the first step above, the reformulation of the p = 2 case of Conjecture 1.2 as a problem about DG modules over the polynomial ring, to all primes. To do this, we need to replace the differential of a chain complex or a DG module (which is a square-zero map) with a p-nilpotent map d. for all non-acyclic, perfect chain complexes C over
Theorem 1.5 is based on a construction of independent interest. We provide an embedding of the derived category of perfect chain complexes over F p [G] to the derived category of free, finitely generated p-DG modules over the polynomial ring in n variables A with totally finite dimensional homology (see section 5.2 and Theorem 7.1). Theorem 1.6. There is an embedding of derived categories
The embedding to free, finitely generated p-DG modules with totally finite dimensional homology extends Carlsson's Koszul duality construction from p = 2 to all primes, but it is not an equivalence for p > 2.
To pass from p-DG modules to our main result, Theorem 1.4, we pick a basis for a free, finitely generated p-DG module M and express its p-differential by a p-nilpotent matrix. We extend three additional results from p = 2 to all primes to specialize to the matrices satisfying the three conditions in Theorem 1.4.
In Corollary 6.15 of our main result, we recover immediately the known low-dimensional cases of Conjecture 1.2 for odd p. In future work, we intend to apply Theorem 1.4 to investigate Conjecture 1.2 when n = 3, the first open case for odd p.
Related work
Let C be a non-acyclic, perfect chain complex over F p [G] for G = (Z/p) n . The known bound n + 1 for the total rank of its homology H • (C) was obtained by bounding the sum of Loewy lengths
together with the trivial observation dim
. This is due to Carlsson for p = 2, and to Allday, Baumgartner, Puppe (see [2, (1.4.14) Theorem]) for odd p when C is the cellular cochain complex of a finite, free G-CW complex. In [4] , Avramov, Buchweitz, Iyengar and Miller established the bound (1.1) for any C and independently of the parity of p. They introduced a functor that sends C to a DG module over a polynomial ring and established the bound (1.1) using levels of corresponding triangulated categories. Note that from the Loewy length alone it is not possible to improve the bound n + 1 for the total rank of H • (C). For p = 2, Carlsson bounded the total rank of H • (C) after reformulating to DG modules over a polynomial ring. In [3] , Avramov, Buchweitz, and Iyengar established rank inequalities for differential modules over more general rings than the polynomial ring, subsuming Carlsson's bounds. It would be interesting to establish rank inequalities for p-differential modules.
Adem and Swan established Conjecture 1.2 for perfect chain complexes concentrated in two degrees in [1, Corollary 2.1].
Outline
In the same way that a DG module has an underlying chain complex, a p-DG module has an underlying p-complex. In sections 2 and 3, we primarily recall the basics of p-complexes. Moreover, we show in Proposition 3.11 that tensoring with a p-complex preserves homotopies. In section 4, we extend the notion of Koszul complex to a p-complex. We use this extension to connect perfect chain complexes over F p [G] to p-DG modules with totally finite dimensional homology and to prove Theorem 1.5 in section 5. In section 6, we establish three results, Proposition 6.3, Proposition 6.5 and Theorem 6.12, corresponding to the three conditions of the matrices in Theorem 1.4. We then prove our main result, Theorem 1.4, and recover the known low-dimensional cases of Conjecture 1.2 for odd p from it. In section 7, we prove that the construction from section 5.2 connecting perfect chain complexes over F p [G] to p-DG modules induces an embedding on derived categories.
We will work with p-complexes instead of chain complexes. Instead of having a differential d such that d 2 = 0, a p-complex is equipped with a map d such that d p = 0. They have been introduced by Mayer in [18] , who used them to define an alternative to the usual homology groups associated to a simplicial complex. However, as shown by Spanier [20] , Mayer's new homology groups are expressible in terms of singular homology. As a result, it seems interest in p-complexes waned and they were forgotten about for the next fifty years, reappearing in work of Kapranov [14] and more recently in work of Khovanov and Qi [16, 17] on the categorification of small quantum groups. Despite Spanier's result, the derived categories of chain complexes and of p-complexes are different, as can be seen for example from Khovanov's computation of K 0 of the derived category of p-complexes [16, Proposition 5] .
We will be interested in the case when p is a prime, but the general theory works for any integer N ≥ 2. We recall the necessary basic definitions and properties following [11, 14, 15] . We point readers interested in structural properties to [12] in which the homotopy category and derived category of N -complexes are equipped with triangulated structures.
Fix an integer N ≥ 2 and a (unitary) ring R.
A morphism C → C ′ of N -complexes is a homomorphism of degree 0 that commutes with the differentials. We denote the category of N -complexes by N -Ch(R).
Two morphisms f, g :
Note that a 2-complex is just a chain complex and for N = 2 the definitions specialize to the terminology used for chain complexes. 
As expected, homotopy equivalent N -complexes have isomorphic homology groups. 
Kapranov proved that it is enough to check acyclicity for one s. Since a short exact sequence of chain complexes induces a long exact sequence in homology, we obtain the following result.
where the upward pointing arrow is of degree −(N − s), the downward pointing arrow is of degree −s and the horizontal arrows are induced by the maps in the short exact sequence.
Lemma 2.7 ( [11, Lemme 1] ). For any integers r, s ≥ 1 with r + s ≤ N − 1, the sequence
If R is a principal ideal domain, then any chain complex of free R-modules is a direct sum of shifts of the contractible chain complex
For N -complexes, there are more non-contractible building blocks. For fields R, the following structure theorem is already contained in [21, Proof of Proposition 2].
Proposition 2.8. Let R be a principal ideal domain. Any N -complex of free R-modules is a direct sum of shifts of the contractible N -complex
consisting of N − 1 identity arrows id R and of shifts of the N -complexes
The proof is similar to establishing the normalform
with v α ∈ M and i α ≥ 0 of a nilpotent endomorphism f of a free module M over a principal ideal domain R.
3 Primitive roots of unity and the tensor product for Ncomplexes
Let N ≥ 2 and suppose that R is a commutative ring with unit 1 = 0. The sign −1 that appears in the differential of the tensor product of two chain complexes gets replaced by a primitive N th root of unity q in the tensor product of N -complexes. Working with N -complexes, the combinatorics become more involved and require q-analogues of combinatorial identities. For the p-complexes we will consider, the ring R will be an algebra over a field of characteristic p and q = 1 so that the ordinary combinatorial identities suffice.
Here we recall the general definitions and structural properties following [6, 10, 14] . In addition, we prove that tensoring with an N -complex preserves homotopies (see Proposition 3.11).
Primitive root of unity
Fix an element q of R.
For integers n ≥ m ≥ 0, the q-binomial coefficient n m q ∈ R is defined inductively by If N is a prime number p, then q = 1 is a distinguished primitive N th root of unity of the field F p . If N = 2, then q = −1 is the unique distinguished primitive N th root of unity of R.
The following identity holds by induction.
Lemma 3.5. Let q be a distinguished primitive N th root of unity of R. Then
The case q = 1, R = Z of the following identity is well-known to combinatorialists. We will need it to show that tensoring with an N -complex preserves homotopies. Lemma 3.6. Let q be a distinguished primitive N th root of unity of R. For all 0 ≤ s ≤ t < m the identity
Proof. If s = t, then the identity holds since
In particular, the identity holds for m = 1. For m > 1, the identity is established by double induction on m and t.
Tensor product
Suppose that R is equipped with a distinguished primitive N th root of unity q.
by induction on k and N m q = 0 for 1 ≤ m ≤ N − 1 by Lemma 3.5. For any N -complex C, the functor − ⊗ C has a right adjoint Hom(C, −).
by induction on k and since
The structural properties of the tensor product and the Hom-complex are summarized in the following result.
Proposition 3.9 ( [6, 10, 14] ). The category of N -complexes together with the tensor product and the N -complex given by R concentrated in degree zero is a monoidal category. When N ≥ 3, this monoidal structure does not admit a braiding in general. For any Ncomplex C, the functor − ⊗ C is left adjoint to the functor Hom(C, −).
Remark 3.10. If q = 1, then the monoidal structure is symmetric with symmetry induced by
This holds in particular in our cases of interest, namely p-complexes in characteristic p.
We prove that tensoring with an N -complex preserves homotopies.
Proposition 3.11. Let h be a homotopy between two maps of N -complexes f, g :
for homogeneous elements x ∈ D a and y ∈ C b .
Proof. To establish the first statement, we have to show that
for any homogeneous elements x ∈ C a and y ∈ D b . While here we used subscripts to distinguish the differentials, we will henceforth denote most differentials by d.
, and simplifying q N = 1, the left-hand side becomes
Simplifying and changing the order of summation yields
The sum over 0 ≤ m ≤ N − 1 of the terms with j = N − 1 − m and thus i = m is
We conclude showing that for j = N − 1 − m, the sum
is zero. Indeed, setting s = m, t = N − 1 − j and applying Lemma 3.6, the sum becomes
This is zero by Lemma 3.5 as s < t by assumption on j.
The proof of the second statement is similar.
An extension of Koszul complexes
Recall that the Koszul complex K • (x 1 , . . . , x n ) of the polynomial ring over a field k with respect to the variables x 1 , . . . , x n is a minimal free resolution of the field. We extend the notion of Koszul complex to an N -complex K N • (x 1 , . . . , x n ). In general, the resulting N -complex will no longer be quasi-isomorphic to the N -complex given by the field k concentrated in degree 0, but the total k-dimension of its homology groups s H • will still be finite. This result is precisely what we will need in our extension of Carlsson's reformulation of Conjecture 1.2 to all primes.
Let N ≥ 2 and let R be a commutative ring with a distinguished primitive N th root of unity q.
where the first R lies in degree N − 1 and the last R lies in degree 0.
For N = 2, the chain complex K 2 • (x) is the Koszul complex K • (x) of the sequence x. In particular, if x is a regular sequence in R, then K 2
• (x) is quasi-isomorphic to R/(x) concentrated in degree 0. This is not the case when N > 2 as the following example shows already in one element x.
We calculate the homology groups of K N • (x) for a sequence of more than one element in an example. Example 4.3. Let N = p = 3 and let R = F p [x, y] be the polynomial ring in two variables over F p with q = 1. Then the non-zero part of K 3
• (x, y) is
• (x, y)), s = 1, 2 and i ∈ N, as F p -vector spaces.
For s = 1, we obtain
While we will not use the following result, we record it because for N = 2 it is a starting point for showing that the Koszul complex of a regular sequence is a free resolution. For
Lemma 4.4. Let C be an N -complex and x ∈ R. For any 2 ≤ m ≤ N , there is a short exact sequence of N -complexes
where the m-complex K m
• (x) is considered as an N -complex and
Proof. The desired short exact sequence is given in degree i by
Our extension of Carlsson's reformulation of Conjecture 1.2 to all primes relies on the following proposition.
Proposition 4.5. Let N = p be a prime number, let k be a field of characteristic p, and let (R, q) be the polynomial ring k[x 1 , . . . , x n ] in n variables with distinguished primitive root of unity 1.
Proof. We will show the equivalent statement that each x i acts nilpotently on the ho-
. In fact, we will show that the multiplication by (
is given by h(z) = z for z in degree zero and h(z) = 0 otherwise. Tensoring h together with the identity maps on K N
• (x j ) for j = i yields the desired nullhomotopy for
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In this section, we prove our first main result, Theorem 1.5 from the introduction, connecting chain complexes with a (Z/p) n -action and p-DG modules over a polynomial ring via a functor β. We introduce terminology and basic properties of p-DG modules in section 5.1. We construct β and establish Theorem 1.5 in section 5.2.
Definitions and basic properties of p-DG modules
Let p be a prime number and let k be a field of characteristic p. We fix q = 1 as a distinguished primitive pth root of unity. We write A = k[x 1 , . . . , x n ] for the polynomial ring in n variables graded by deg(
Equipped with a trivial differential, we consider A as a monoid in the category of p-complexes. The graded ring A is not graded commutative in the ordinary sense, but it is a commutative monoid with the symmetry from Remark 3.10.
Any p-DG module has an underlying p-complex, i.e. N -complex with N = p, of k-modules. As for DG modules, a homotopy between two maps of p-DG modules is a homotopy between the maps on underlying p-complexes that commutes with the A-action.
The category p-DG-A Mod fits into the Hopfological algebra framework of Khovanov [16] and Qi [19] . We will need it for the characterization of homotopy equivalences between p-DG modules via contractibility of mapping cones in Proposition 5.2. A reader willing to take this result for granted, may skip to the explicit description (5.1) of the mapping cone.
The category p-DG-A Mod can be understood as the category of graded modules over a certain comodule algebra A ∂ over a Hopf algebra, as follows. We write
. This is a graded Hopf algebra, with deg(
As for p-complexes, we use the symmetry x ⊗ y → y ⊗ x instead of x ⊗ y → (−1) deg(x) deg(y) y ⊗ x on the category of graded kvector spaces. Thus H is commutative and cocommutative. The category of graded (left) H-modules H Mod is isomorphic to the category of p-complexes considered in section 2. Now consider the algebra A ∂ = A ⊗ k H. This is a graded (right) H-comodule algebra with coaction ∆ ∂ :
The H-comodule structure of A ∂ plays no role in defining the category A ∂ Mod, but it is used to define the functor
A morphism f : M → M ′ of A ∂ -modules is said to be null-homotopic if it factors as a composite of the form M → N ⊗ k H → M ′ for some A ∂ -module N . In fact it suffices that f factors as
so that giving the map g which factors the map f :
, is equivalent to specifying a homotopy from f to the zero map. The associated stable module category A ∂ Mod is defined as the quotient of A ∂ Mod by the ideal of null-homotopic maps. It agrees with the homotopy category of p-DG-A Mod, i.e., the localization of p-DG-A Mod with respect to the homotopy equivalences.
By [16, Theorem 1] , the stable module category A ∂ Mod is triangulated. The shift functor T sends a p-DG module M to the quotient in the short exact sequence
where Cone(f ) denotes the pushout of
We call Cone(f ) the mapping cone of f . Explicitly, it is given by the graded A-module
By definition of Cone(f ), we have a map of short exact sequences
From the resulting map between the induced long exact sequences in Lemma 2.6 and the five lemma, it follows that f : M → N is a quasi-isomorphism if and only if Cone(f ) is acyclic. The analogous characterization of homotopy equivalences holds as well. It is a direct consequence of the triangulated structure. We say that a p-differential graded A-module M is free if the underlying graded Amodule is free, i.e., if the underlying A-module is a direct sum of shifts of A. Similarly M is said to be finitely generated if the underlying graded A-module is so.
We identify k with the quotient field A/(x 1 , . . . , x n ). We will use repeatedly that for free, finitely generated graded A-modules, the functor − ⊗ A k reflects isomorphisms. More generally, finitely generated can be replaced by the condition that the graded modules are zero in large enough degrees. The point being, is that the graded version of Nakayama's lemma holds for such modules. 
Let F be the free graded A-module on generators {w 0 α , . . . , w Thus M is contractible as well.
Corollary 5.5. Let f : M → N be a map of free p-DG A-modules such that M n = N n = 0 for all large enough n. If f ⊗ A k is a quasi-isomorphism, then f is a chain homotopy equivalence.
Proof. By Proposition 5.2, it suffices to show that the mapping cone Cone(f ) of the map f : M → N is contractible. If M and N are free, then so is Cone(f ). Moreover the assumption that M n = N n = 0 for large enough n implies that Cone(f ) n = 0 for large enough n. As Cone(f )⊗ A k ∼ = Cone(f ⊗ A k), it follows that if f ⊗ A k is a quasi-isomorphism, then Cone(f ⊗ A k), and hence Cone(f ) ⊗ A k is acyclic. Thus Cone(f ) is contractible by Lemma 5.4 as desired.
The functor β
Let p be a prime number and let k be a field of characteristic p. Let G = (Z/p) n be an elementary abelian p-group of rank n. We will establish Theorem 1.5 connecting chain complexes over k[G] to p-DG modules over the polynomial ring A. First, we associate to a chain complex C a p-complex ιC with the same homology groups, up to grading shifts and deletion of trivial groups. Thereafter, we will construct a p-DG module β(ιC), and prove Theorem 1.5.
For a chain complex C, let ιC denote the p-complex obtained by adding p − 2 identity morphisms to the modules in even degrees
We fix a grading via (ιC) −1 = C −1 . So the modules of odd degrees 2i − 1 of C now lie in degree pi − 1, that is, (ιC) pi−1 = C 2i−1 . The p − 1 modules between (ιC) pi−1 and (ιC) p(i+1)−1 are given by C 2i .
A straightforward calculation shows that up to regrading and deletion of trivial homology groups, the homology s H • (ιC) agrees with the homology H • (C) for any 1 ≤ s ≤ p − 1.
Lemma 5.6. Let C be a chain complex and let 1 ≤ s ≤ p − 1. The homology groups s H • (ιC) are given by
s H pi−1+s (ιC) = H 2i (C) for i ∈ Z and are zero in the remaining degrees. Moreover, the induced maps i * (see section 2) are isomorphisms
whenever l is congruent to p − 1 mod p, and the induced maps d * (see section 2) are isomorphisms
Remark 5.7. The choice of ιC fits well into the history of p-complexes. Namely, working with a coefficient group whose elements are of order p, Mayer associated to a finite simplicial complex K a p-complex C(K) and introduced the groups s H • (C(K)) in [18] . Spanier proved in [20] that these groups are not new invariants, but agree with the ordinary homology groups of K in that the non-trivial ones are s H pi−1 (C(K)) = H 2i−1 (K) and s H pi−1+s (C(K)) = H 2i (K) for i ∈ Z.
In defining the functor β, we will use that the group ring k[G] identifies with a truncated polynomial ring via
where e i = (0, . . . , 1, . . . , 0) ∈ (Z/p) n . We continue writing A = k[x 1 , . . . , x n ] for the graded polynomial ring with deg(x i ) = −1. Since k is of characteristic p, we can fix q = 1 as a distinguished primitive root of unity of A.
We define a functor from the category p-
be the functor that sends a p-complex C to C ⊗ k A as a graded k-vector space. The A-module structure is defined by right multiplication and the differential d :
for homogeneous elements c ∈ C and f ∈ A. To verify that d p = 0, use that
by induction on l ≥ 1.
As for p-DG modules, we define freeness and finite generation for C ∈ p-Ch(k[G]) via the corresponding notions for the underlying graded k[G]-modules.
If C is free and finitely generated, then The composite βι induces an embedding on derived categories from perfect chain complexes to p-DG A-modules with totally finite dimensional homologies. We postpone the proof of this structural result to section 7 as it requires Theorem 6.12 from section 6.
We establish our first main result. The case k = F p is Theorem 1.5 stated in the introduction.
Theorem 5.9. Let G = (Z/p) n . Let k be a field of characteristic p and let A = k[x 1 , . . . , x n ] be the polynomial ring graded by deg(x i ) = −1. Let b n be the minimum of
where M ranges over the finitely generated, free p-DG A-modules
Proof. Let C be a non-acyclic, perfect chain complex over k [G] . Then ιC is a free and finitely generated p-complex over k [G] . Set M = β(ιC). By construction M is free and finitely generated. We have dim
where the last equality holds by Lemma 5.6. In particular M ⊗ A k is not acyclic and so
In particular for k = F p , bounding b n ≥ 2 n would establish Conjecture 1.2 on the total rank of the homology of perfect complexes over F p [G] . For p = 2, Carlsson showed in [8, Proof of Proposition II.9] that Conjecture 1.2 implies b n ≥ 2 n as well.
Remark 5.10. We can reduce to algebraically closed fields in the following sense. If b n is defined as in Theorem 5.9 for k and b ′ n is the analogous minimum for the algebraic closure k, then b n ≥ b ′ n . Indeed, let M be a finitely generated, free p-DG A-module. Denote
Alternatively, we can first replace the non-acyclic, perfect chain complex C over k[G]
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Let p be a prime and let k be a field of characteristic p. Let A = k[x 1 , . . . , x n ] denote the polynomial ring in n variables graded by deg(x i ) = −1. If M is a finitely generated, free p-DG A-module and we choose a basis, then the p-differential can be expressed by a p-nilpotent matrix D = (f ij ) with entries homogeneous polynomials. By p-nilpotent we mean that D p = 0. So for p = 2 we are obtaining square-zero matrices. In this case, Carlsson proved three results reducing Theorem 5.9 to matrices of a particular form. The particular form of the matrices is expressed through conditions i), ii), iii) in the following theorem.
Theorem 6.1 (Carlsson) . Let k be the algebraic closure of F 2 and let G = (Z/2) n . Let ℓ n be the minimum over all even integers ℓ > 0 for which there exist integers c 1 , . . . , c ℓ and a square-zero ℓ × ℓ-matrix D = (f ij ) with entries homogeneous polynomials
ii) (f ij (0)) = 0, and iii) the matrix (f ij (x)) has rank ℓ/2 for all x ∈ k n \ {0}.
Carlsson established Conjecture 1.2 for p = 2 and n = 3 by bounding ℓ 3 ≥ 2 3 in Theorem 6.1 above.
Example 6.2. Conjecture 1.2 for p = 2 and n = 2 follows easily from Theorem 6.1. Indeed, to bound ℓ 2 ≥ 2 2 , we have to exclude the existence of 2 × 2-matrices D = (f ij ). Since D is supposed to be strictly upper triangular, this matrix has only one potentially non-zero entry f 12 . A non-constant polynomial in two variables over an infinite field has infinitely many zeros. Thus condition iii) implies that f 12 is constant and different from zero. This contradicts condition ii).
In this section, we will extend Theorem 6.1 from p = 2 to all primes.
Minimality
The reason for condition ii) in Theorem 6.1 is that any free, finitely generated DG Amodule M can be replaced by a chain homotopy equivalent one M which is minimal in the sense that the differential of M ⊗ A k is zero. We extend this result, [9, §1 Proposition 7] , to p-DG A-modules. Proposition 6.3. For any free, finitely generated p-DG A-module M , there exists a free, finitely generated p-DG A-module M and a homotopy equivalence f :
Proof. By Proposition 2.8, the p-complex M ⊗ A k decomposes as
for some homogeneous elements v α of M ⊗ A k with i α = max{i; 
Maximal rank
For any x ∈ k n , the image of the matrix (f ij (x)) of Theorem 6.1 is contained in its kernel since (f ij ) squares to zero. Thus the rank of (f ij (x)) is at most l/2 by the ranknullity theorem. Condition iii) states that (f ij (x)) has maximal rank for x ∈ k n \ {0}, or equivalently, that its image equals its kernel. This condition results from [9, §1 Proposition 8]. We will extend [9, §1 Proposition 8] to p-DG modules in Proposition 6.5 below. There we will work with N -differential modules, i.e., modules M together with an N -nilpotent endomorphism d for some N ≥ 2. For such a module M and 1 ≤ s ≤ N − 1 we write
We say that M is contractible if M is isomorphic to an N -differential module of the form
Before stating Proposition 6.5, we extend [3, Remark 1.6] to N -complexes.
Lemma 6.4. Let R be a unitary ring and P an N -differential R-module such that s H(P ) = 0 for all 1 ≤ s ≤ N − 1. If every R-module has finite projective dimension and P is a projective R-module, then P is contractible.
Proof. Note that ker d ⊂ P is projective since ker d has finite projective dimension by assumption and we can build an exact sequence
of arbitrarily high length. We choose a splitting s : ker d → P of the short exact sequence
For any 1 ≤ i ≤ N , the submodule ker d i decomposes as the internal direct sum ker
Proposition 6.5. Let M be a finitely generated free p-DG A-module. Let m = (x 1 , . . . , x n ) be a maximal ideal in the ungraded polynomial ring A.
Proof. Let A m denote A localized at the maximal ideal m. First, we will prove that
is finite dimensional over k by assumption. Thus for any such f , the localization of s H(M ) with respect to the powers of f is zero: s H(M ) ⊗ A A f = 0. Choose a homogeneous polynomial f that does not belong to m. Then
The ring A m has finite projective dimension. Thus we can apply Lemma 6.4 to conclude 
Composition series
The triangular shape, condition i) in Theorem 6.1, comes from the existence of composition series [7, §(I) Proposition 11] . A composition series of a DG module M is defined as a finite filtration of M in which each successive quotient is free and has trivial differential. We extend this notion to p-DG modules as follows. Definition 6.6. Let M be a p-DG A-module. A composition series of M of length l is a filtration
We do not include more general quotients Av ⊕ Adv ⊕ . . . ⊕ Ad j v for 0 < j < p − 2 as they do not appear in our application. By [7, §(I) Proposition 11] any finitely generated, free DG A-module M is chain homotopy equivalent to one that admits a composition series. To establish this result, Carlsson needed to pull back homology classes from H • (M ⊗ A k) to H • (M ). For that, he considered the spectral sequence coming from the filtration {I i M } i of M for the augmentation ideal I = (x 1 , . . . , x n ). The first differential in this spectral sequence is expressed with operations
In the case of interest, M = β(C) for a perfect chain complex C, these operations recover the action of the group ring k[G] on
in that θ j is multiplication by the element y j of the group ring under the identification (5.3). For p > 2, we do not know how to extend these operations to an arbitrary finitely generated, free p-DG A-module, but it will be enough to establish them for the p-DG A-modules of interest.
Let I ⊂ A be the graded ideal (x 1 , . . . , x n ). Let M be a free, finitely generated p-DG A-module. Filter M as
Note that
is an isomorphism of p-DG A-modules. Moreover, we obtain an isomorphism on homology
Fix l ∈ Z and 1 ≤ s ≤ p − 1. The filtration of M above yields a filtration of chain complexes
The corresponding spectral sequence has E 1 -page
Since for all integers j, there exists i such that (I i M ) j = 0, this spectral sequence converges to the homology of
Note that the page E ∞ at the spot of s H l (M/IM ) is isomorphic to the image of
The quotient M/IM is just M ⊗ A k. We will need to pull back homology classes along the map s H l (M ) → s H l (M ⊗ A k). Therefore, we study the differential
Under the identification (6.1), this differential becomes a map
The finitely generated, free p-DG modules M we are interested in, will satisfy the following assumption.
Assumption 6.7. The induced maps i * (see section 2) are isomorphisms
Lemma 6.8. Let C be a perfect complex over k [G] . Then the p-DG A-module β(ιC) satisfies Assumption 6.7.
Moreover i * and d * are equivariant isomorphisms in the desired degrees by Lemma 5.6. A straightforward calculation shows that
sends a homology class [c] to i x i ⊗ A [y i c] for l congruent to p − 1 mod p. Using (5.4), one calculates that
The following result allows us to pull back homology classes.
Lemma 6.9. Let M be a free, finitely generated p-DG A-module satisfying Assumption 6.7. 
Proof. From our assumptions on i * and d * , it follows that L is either congruent to p − 1 mod p and we can take s = 1 or L is congruent to p − 2 mod p and s = p − 1. It is enough to show that ξ is an infinite cycle in the spectral sequence above. In either case d 1 (ξ) = 0 by assumption and the higher differentials of ξ vanish since the targets of these differentials are zero by the choice of L.
We will use the lemma above and the following lemma to construct composition series.
be a short exact sequence of free, finitely generated p-DG A-modules. Suppose that M is a sum of shifts of A or a sum of shifts of Av ⊕ Adv ⊕ . . . ⊕ Ad p−2 v, and that P is chain equivalent to some finitely generated, free p-DG A-module that admits a composition series of length l. Then N is chain equivalent to a finitely generated, free p-DG A-module N that admits a composition series of length l + 1.
Proof. Let P → P be a chain equivalence from a finitely generated, free p-DG A-module that admits a composition series
Let N be the pullback N
We will write N = M⊕P to indicate that N is just the direct sum of M and P as graded A-modules when forgetting the differential. Similarly, we write N = M⊕P . By construction, we have a map of short exact sequences
Note that N is finitely generated, free and chain equivalent to N . Taking further pullbacks, we obtain maps of short exact sequences with middle row
This is a compositions series of N of length l + 1. The following theorem allows us to replace the p-DG module β(ιC) coming from a perfect chain complex C over k[G] with a chain equivalent one that admits a composition series. The length of the composition series will be the sum of the Loewy lengths of the homology modules of C. Recall that the Loewy length ll
where J denotes the augmentation ideal J = (y 1 , . . . , y n ) of k[G].
Theorem 6.12. Let M be a free, finitely generated p-DG A-module. If M satisfies Assumption 6.7, then M is chain equivalent to a free, finitely generated p-DG A-module that admits a composition series of length 
where J = (y 1 , . . . , y n ). By Lemma 6.9, there exist representatives
If L is congruent to p − 1 mod p, we can assume that s = 1. Define the map of p-DG A-modules ϕ :
Since ϕ ⊗ A k is injective, the map ϕ is an injection on a direct summand as a map of graded A-modules.
Moreover M satisfies Assumption 6.7 as well and therefore M is chain equivalent to a p-DG A-module that admits a composition series. We conclude this case by applying Lemma 6.10.
If L is congruent to p − 2 mod p and thus s = p − 1, define
and proceed analogously to the above. We assemble the results of this section to establish our main result. That is Theorem 1.4 from the introduction extending Theorem 6.1 from p = 2 to all primes. While in the introduction, we have stated it for the field F p , it holds for any field of characteristic p.
Theorem 6.14. Let G = (Z/p) n . Let k be a field of characteristic p with algebraic closure k. Let ℓ n be the minimum over all multiples ℓ > 0 of p for which there exist integers c 1 , . . . , c ℓ and a p-nilpotent ℓ × ℓ-matrix D = (f ij ) with entries homogeneous polynomials f ij ∈ k[x 1 , . . . , x n ] of degree 2 c i + 1 − c j such that i) D is strictly upper triangular, ii) (f ij (0)) p−1 = 0, and iii) the matrix (f ij (x)) has rank (p − 1)l/p for all x ∈ k n \ {0}.
Proof. Let C be a non-acyclic, perfect chain complex
as in Remark 5.10, we may assume that k is already algebraically closed. Let M = β(ιC). As established in the proof of Theorem 5.9, the p-DG A-module M is free and finitely generated with dim k s H • (M ) < ∞ for 1 ≤ s ≤ p − 1 and
By Proposition 6.3, we may assume that the p-differential of M ⊗ A k is (p − 1)-nilpotent. Lemma 6.8 ensures that Theorem 6.12 applies to M . By Theorem 6.12 and Remark 6.13 we can thus assume additionally that M admits a composition series. As a graded A-module, M is a direct sum of the successive quotients of the composition series. Let {v 1 , . . . , v ℓ } be a basis of M consisting of bases for the successive quotients. For the quotients consisting of terms of the form Av⊕Adv⊕. . .⊕Ad p−2 v, we pick {d p−2 v, . . . , dv, v} to compose the basis. With respect to the so chosen basis {v 1 , . . . , v ℓ }, the differential of the p-DG A-module M can be expressed by a strictly upper triangular ℓ × ℓ-matrix (f i,j ) i,j consisting of homogeneous polynomials f i,j . Denoting c i = deg(v i ), the degree of f i,j in the standard grading of k[x 1 , . . . , x n ] is c i + 1 − c j . The assumption that the p-differential of M ⊗ A k is (p − 1)-nilpotent implies condition ii) (f ij (0)) p−1 = 0. By Proposition 6.5, the p-differential k-module represented by (f ij (x)) has trivial homology for all x = 0. This property is equivalent to condition iii) rank(f ij (x)) = (ℓ/p)(p − 1). In particular, p divides ℓ.
To establish dim k H • (C) ≥ 2ℓ n /p, we will relate dim k H • (C) to ℓ. Since (f ij (0)) is (p − 1)-nilpotent, Since C is a perfect complex, the order of the group G divides the Euler characteristic χ(C). Thus if χ(C) = 0, then dim k H • (C) ≥ p n . We conclude by showing that p n ≥ 2ℓ n /p. Considering (Z/p) n as a subgroup of the n-torus (S 1 ) n , the n-torus becomes a free G-CW complex. Its cellular chain complex has Euler characteristic zero and the total rank of its homology is 2 n . Therefore, the matrix (f ij ) associated as above to this chain complex has size l = 2 n−1 p. It follows that p n ≥ 2 n ≥ 2ℓ n /p as desired.
As in Example 6.2 for p = 2, we immediately recover the known result that Conjecture 1.2 holds for n ≤ 2.
Corollary 6.15. Let G = (Z/p) n be an elementary abelian p-group of rank n ≤ 2. Let C be a perfect chain complex over F p [G] . If C is not acyclic, then
Proof. We apply Theorem 6.14. Since dim Fp H • (C) ≥ 2ℓ n /p, it suffices to show that ℓ n ≥ 2 n−1 p. By definition of ℓ n in Theorem 6.14, we know that ℓ n is a positive multiple of p. In particular for n = 1, we have ℓ 1 ≥ p as desired. If n = 2, we want to exclude matrices D = (f ij ) as in Theorem 6.14 of size ℓ = p. Since D is supposed to be strictly upper triangular, the matrix D p−1 has one potentially non-zero entry. Namely the entry in the top right corner (D p−1 ) 1p = f 12 f 23 . . . f p−1,p .
For any x = 0, condition iii) implies that the Jordan type of the matrix (f ij (x)) consists of one Jordan block of length p. Therefore f 12 (x) . . . f p−1,p (x) is non-zero for any x = 0. It follows that f 12 . . . f p−1,p is constant and different from zero. This contradicts condition ii).
It will be interesting to see if Conjecture 1.2 can be established in the first open case, n = 3 for odd primes, using Theorem 6.14. [G] )) to the derived category of finitely generated, free DG A-modules with finite dimensional total homology. For arbitrary p, we prove the postponed structural result that βι induces an embedding. The proof uses a hopfological algebra result, [19, Corollary 6 .10] of Qi, which identifies the hom-set in the derived category from a p-DG module satisfying property (P) as introduced in [19, Definition 6.3] with the hom-set in the homotopy category. 
Embedding of derived categories

