On the covering radius of cyclic linear codes and arithmetic codes  by Helleseth, Tor
Discrete Applied Mathematics I I (1985) 157-173 
North-Holland 
157 
ON THE COVERING RADIUS OF CYCLIC LINEAR CODES 
AND ARITHMETIC CODES 
Tor HELLESETH 
Chod Norway/See, Oslo Mil/Akershus, Oslo 1. Norway 
Received 3 May 1982 
Revised 3 I May 1984 
The problem of finding the covering radius and minimum distance of algebraic and arithmetic 
codes is shown to be related to Waring’s problem in a finite field and to the theory of cyclotomic 
numbers. The methods developed lead to new results for the covering radius of certain f-error- 
correcting BCH codes. Further, new results are given for the covering radius and the minimum 
distance of some classes of arithmetic codes generated by prime numbers. 
1. Introduction 
Let I-f be a parity check matrix of an (n,k) code C over GF(q), i.e. 
H = b,,SZl . . ..$I 
for some column vectors si, i = 1,2, . . . , n, with n-k components so that 
C = {c E GF(q)” ] Hc’ = 0) 
= {cEGF(q)“jcls,+czsz+-.+c2s,,=0} 
where c = (c,, c2, . . . , c,,). 
Let m = n - k, then there is a vector space isomorphism 
GF(q)“/C + GF(q)“’ 
given by 
a+C - HaT. 
Important parameters for the code C that will be considered here are the fol- 
lowing: 
(i) The minimum distance of C is the smallest (Hamming) distance between any 
two different vectors of C. 
(ii) A coset leader of a coset a + C is a vector of smallest (Hamming) weight in 
its coset. 
(iii) The covering radius of C is the maximum weight of a coset leader, or, 
equivalently, the least integer ,Q such that the spheres of radius Q around the code 
words cover GF(q)“. 
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The reader should immediately observe that the following holds: 
Lemma 1.1. For any (n,k) code C over GF(q): 
(i) The minimum distance of C is the least positive integer d such that 
0 = a,s,, + U2Slz + *** + UdSld 
where ai E GF(q) \ {0}, s,, E {s,, s2, . . . , s,}, and t; # tj whenever i #j. 
(ii) The weight of a coset leader of the coset a + C is the least integer I such that 
whereaiEGF(q), s,,E{s,,s~ ,..., s,,} for l<i</. 
(iii) The covering radius is the least integer Q such that every column vector with 
m components is a linear combination of at most Q of sI, s2, . . . , s,,. 
Given an (n, k) code C, the problems to find the above parameters are in general 
considered to be very difficult. Berlekamp, McEliece, and van Tilborg [3] have 
shown that the problem of finding the minimum distance of a general linear code 
is NP-complete. The problem of finding the covering radius of a general linear code 
seems to be an even more difficult problem. In particular, we show in the next 
section that the apparently simple problem of finding the covering radius of a binary 
cyclic code with irreducible generator polynomial is equivalent to Waring’s problem 
in GF(2”‘). 
In Section 3, we find an upper bound for the covering radius of some long binary 
codes including the BCH codes. 
Finally in Section 4 we show similar results for arithmetic codes; in particular, we 
give several analogies ‘between algebraic codes with irreducible generator poly- 
nomials and arithmetic codes generated by prime numbers. 
2. Single-error-correcting codes and Waring’s problem 
Let g(x) E GF(q) [xl be the minimum polynomial of some element y of order n. 
Let m be the order of q (mod n). Then the cyclic code with generator polynomial 
g(x) is the (n,k) code having the following parity check matrix: 
H=U,w*,...,Y’l, 
where the elements in GF(q”‘) have been represented as m-dimensional column 
vectors. 
If we let N= (q’” - 1)/n, then y = YN for some primitive (,“I-- I)-th root of unity 
Y. Therefore, the columns of H consist of the elements 
S= {xN IxEGF(q”‘)\{O}}. 
A consequence of Lemma 1.1 (iii) is that the covering radius of this code C is the 
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least integer Q such that every s E GF(q”‘) can be written as .a linear combination of 
at most .Q N-th powers in GF(q”‘). In other words, for any SE GF(q”‘), we can find 
a; E GF(q), Xi E GF(q”‘), for I <i 5~ such that 
N 
s = a,x, 
N N 
+a,x, +“‘+u,x, 
and Q is the least such integer. 
Waring’s original problem is to find in Z the least integer g(N) such that any 
integer is the sum of at most g(N) N-th powers. 
It is thus natural to consider Waring’s problem in a finite field which is to 
find the least integer g(N) such that any element in the field is a sum of at most 
g(N) N-th powers from the field. 
For q = 2 the code C is a single-error-correcting BCH code and is a Hamming code 
if n = 2” - 1. Since Ui E (0, l}, finding the covering radius of C is equivalent to 
solving Waring’s problem in GF(2m). 
For results on Waring’s problem modulo n and in a finite field the reader is 
referred to the papers by Small [ 191, [20], Tietavainen [22], and Dodson and 
Tietavainen [8]. 
A theorem of Delsarte [7] says that the covering radius of a code is at most equal 
to the number of non-zero weights in its dual code. 
In the papers by Baumert and McEliece [1], Baumert and Mykkeltveit [2], and 
Helleseth, Klove, and Mykkeltveit [I 11, the weight distribution of several classes of 
codes with irreducible parity check polynomials (i.e., codes which are duals of those 
with irreducible generator polynomials) have been determined. Combining these 
results with the above mentioned result by Delsarte leads to upper bounds on the 
covering radius of many codes with irreducible generator polynomials. Hence this 
also gives upper bounds on Waring’s number g(N) in GF(2”‘). 
Another way to get good bounds on the covering radius is by means of the theory 
of cyclotomic numbers. 
Let N 1 q’” - 1 and Y be a primitive (q”‘- I)-th root of unity in GF(q”‘), and 
define 
The cyclotomic number (i, j) is defined for Osi<N and 01 j<N by 
(i,j) = #{(C;,Cj) 1 (CilCj)ECiXCj and ci+l =cj}. 
The theory of cyclotomic number is unique up to an isomorphism, even though 
a particular (i, j) may depend on the choice of the primitive element Y. 
Given zrzGF(q”‘)\ {0}, the number of solutions of 
C;+Cj=Z* CiECi, Cj E Cj (2.1) 
does only depend on the cyclotomic class that contains z and equals (i-j, k-j) if 
ZECk. 
If z=O we let uii be the number of solutions of (2.1). 
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The class product CiCj is then defined as in Storer [21] by 
N-l 
CiCj =Uij{O} + C (i-j,k-j)Ck 
k=O 
(We let (i,j)=(i’,j’) if i=i’(modN) and j=j’(modN)). 
The class product obeys the distribute and associative law and we can compute 
c-i, c;, * * . cj, 
for any i,, iz, . . . , i,, from knowledge of the cyclotomic numbers. We can therefore 
obtain an expression for the number of solutions (xi, . . ..x.) of 
yy’q+ yy’zx,N+ . . . + y+,N = c 
for any CE GF(q”‘). In particular if we choose i,, i2, . . . , i, in all possible ways such 
that Pi’, !@, . . . . Y&EGF(~), (i.e., choose each $ to be in {t(q”‘-l)/(q-1) 1 Ort< 
q- 1)) we can find the covering radius and minimum distance of C whenever the 
cyclotomic numbers are known. 
Example. Let C be the (91,85) ternary code with parity check matrix 
H = [1, y/s, . . . , !P], 
where Y is a primitive 728-th root of 1, and where rn = 6 is the order of 3 (mod 91). 
The minimum distance of C is at least 3, since any two columns of H are linear 
independent over GF(3). The minimum polynomial of Y is x6-x- 1. 
From (2.2) we obtain 
coca = a@)(O) +Ng’ (O,k)C,. 
P=O 
We now apply Storer [21, Lemma 301 who gives the cyclotomic numbers for N= 8. 
In our case, this leads to aoo=O, 
(0,O) = 12, (0,4) = 19, 
(0,l) = (0,2) = (0,3) = (0,5) = (0,6) = (0,7) = 10. 
Since (0, k) #0 for 0 zz k <N, we conclude that any a E GF(36) \ (0) can be written as 
a = yySi+ y/W 9 
for some i and j, Or i, j<91. Hence, C has covering radius 2. 
Further, in particular, 
I= y8i+yU > 
for some i and j, Osi, j<91. Hence, C has minimum distance 3. 
For several small values of N the cyclotomic numbers have been determined. For 
further references the reader is referred to Storer [21]. 
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All methods that we develop can be applied for any q; but for simplicity we 
restrict our discussion hereafter to the binary case, q = 2. 
3. An upper bound for the covering radius for some long binary codes 
Let m;(x) E GF(2)[x] denote the minimum polynomial of Yy’ where Y has order 
2m-l. 
Theorem 3.1. Let g(x) be the generator polynomial of C and suppose 
(9 g(x) = mi,Wmi,(x) .a. q(X), 
(ii) g(x) has no miltiple zeros, 
(iii) D= max{i,,i*, . . . . i,}. 
If 2mB(D- l)J’+*, then the covering radius of C is at most 2t + 1. 
Proof. From (i) and (ii) we get that the parity check matrix is given by 
&[; ;;:;:T;;;;;;} 
where n 1 2”’ - 1. By Lemma 1.1 (iii), @ is the smallest positive integer r such that for 
any b,, . . . . b, E GF(2”‘) we can find Xi E GF(2”‘) for 1 pi I r, where 
4 x, +--+x;l = 6, 
,;+...+;; =b,. 
(3.1) 
Let N,=N,(b,, . . . . b,) denote the number of solutions (xl, . . ..x.) of (3.1). 
We let 
111 - I 
Tr(x) = c x2’ 
i=o 
denote the trace of x and we define the real-valued function 
S(x) = -1 if Tr(x) = 1, 
= 1 if Tr(x) = 0. 
Then we have 
and 
W+y) = W)S(Y) 
xE~l,ml S(ax) = 2’” if a = 0, 
= 0 if cw#O. 
Therefore, 
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. . . 
( a,EGCF12”)S(a,(x~+...+x:‘+b,)) > 
= o,*,,..a;GF,2m) S(a b, + .** +cqb,) ( c w,x; + ... + we) .A., E GF(2”) > 
. . . 
(. r ,g,2m) W,-u:‘~ f ... + VA > * 
Letting al = ... = a, =0 gives a contribution 2”” to the right hand side, thus 
2”lN, - 2”” 
= c WI 4 + ... + a,&) C S(a,x’l + .a* + a,x’f) r. 
(0 I,..., (I,)EGF(2-)\M SE GF(2”) > 
We can now apply the Carlitz-Uchiyama [4] bound which gives 
.v.&2m) s(alx” + 
. ..+a.~‘,) 5 (D-1)2”“’ 
when (a,, . . . . a,) E (332’“)’ \ (01, where D= max{i,, iz, . . . , i,}. Hence, we get 
12”“N,- 2”“1 5 (2”” _ l)(D _ 1)‘2”“‘? 
and therefore 
IN,-2”‘(‘-‘)1 <(De 1)9”“/2. 
We conclude that r\l,>O whenever 
(3.2) 
which is equivalent to 
2”’ L (D _ lyr/(r- 21) 
Hence, if r=2t+l and 2”‘2(D-l)J’+z it follows that N,>O. This concludes the 
proof. 
Remark. The assumption (ii) in Theorem 3.1 is equivalent to the condition that the 
t minimum polynomials in the assumption (i) are distinct. In order to get the 
strongest result each ij should be chosen as the smallest positive integer i such that 
Yy’ is a zero of that polynomial. 
A result due to Gorenstein, Peterson, and Zierler [9] that will be used repeatedly 
is the following: 
Lemma 3.2. If C$ C’, then the covering radius of C is at least equal to the mini- 
mum distance of C’. 
Proof. This follows since a word o E C’ \ C has distance at least equal to the mini- 
mum distance of C’ to every word in C. 
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Corollary 3.3. Let C be the t-designed error-correcting BCH co& of length 
n = (2”’ - 1)/N whose generator polynomial is 
L?(X) = QW~3N(X) --- 92,-,,p.m. 
Then, if 
2”’ L ((2t- l)N- 1)4’+2, 
we have 
where Q denotes the covering radius of C. 
Proof. First observe that (3.3) implies that (2t - l)N<2”“. Therefore, 
a2’f b (mod 2”’ - 1) (3.4) 
for all i and a#b such that a,bE{N,3N,...,(21-1)N). 
In particular, this implies that all zeros of g(x) are simple. Therefore, Theorem 
3.1 gives e52t+l. 
Let C’ be the code with generator polynomial 
By (3.4) it follows that CG C’. Since C’ has minimum distance at least 2t - 1, we 
get from Lemma 3.2 that @?2t-1. 
For t = 1, 2, and 3 the covering radius Q of a t-designed error-correcting binary 
BCH code of length 2”‘- 1 was known to be 2t - 1 (Gorenstein, Peterson, and 
Zierler [9], J. van der Horst and Berger [ 121, and Helleseth [lo]). For t > 3 very little 
was previously known about the covering radius. That the covering radius is not 
always equal to 2t- 1, we next prove by giving a family of counterexamples: 
Lemma 3.4. Let m L 7 be odd, and let C be a t-designed error-correcting BCH code 
of length 2” - 1. Then for t = 2”‘- 3 - 1 the covering radius of C is at least 2t + 1. 
Proof. The (t- I)-designed error-correcting BCH code C” of length 2”‘- 1 does 
exist and C’z C. From Kasami and Tokura [14], we observe that the actual mini- 
mum distance of C’ is 2t+ 1 = 2”‘-’ - 1 (i.e. 2 more than its designed distance). 
From Lemma 3.2, we conclude that C has covering radius at least 2t + 1. 
We can construct other examples of this type, where also Q > 2t + 1, by making 
use of BCH codes whose actual minimum distance exceeds their designed distance. 
However, the question, whether or not Q = 2t - 1 when m is sufficiently large com- 
pared to t, remains open. 
Remark. A. Tietavainen [23] has recently informed me that he has extended 
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Theorem 3.1 (and thus Corollary 3.3). By an elegant extension of these methods he 
has proved that ~~2t for m%LI. 
Another related problem is to find the minimum distance of the codes above. One 
well known result (see Peterson and Weldon [17, p. 2811) is that a t-designed error- 
correcting BCH code of length 2”‘- 1 has minimum distance equal to 2t+ 1 if m is 
sufficiently large compared to t. This result is usually proved in part by showing that 
C is variant under the affine group. A different proof is given in Sidelnikov [18]. 
We will use the methods above to give a new proof of this result. We also prove 
a similar result for BCH codes of other lengths. 
Theorem 3.5. Let C be a binary (n, k) code, where n = (2”‘- 1)/N, with generator 
polynomial g(x), and suppose 
(9 g(x) = m$-)q(x) ..- nc,(xL 
(ii) g(x) has no multiple zeros, 
(iii) D=max{il,i2, . . . . i,}. 
Then there exist a K,(t, D, N) such that m 2 Ko(t, D, N) implies that the minimum 
distance of C is at most 2 t + 1. 
Proof. This is similar to the proof of Theorem 3.1. The minimum distance of C 
is the smallest integer r>O such that the system of equations 
x, +-+x;“=o 4 
. . (3.5) 
x;+...+,$ co 
has at least one solution (x,, . . . , x,) where all xi’s are non-zero and all (x:I, . . . ,x/‘) 
are distinct, 1 ci~r. We let M, denote the number of such solutions. Then, if we 
let N, denote the number of solutions of (3.5) we have 
M,r N,-rN,-, - 
0 
L ((2”- 1)(2”‘- l)/n)N,-z 
since rN,.-, is greater than the number of solutions of (3.5) with at least one x;=O, 
and (i)((2’“- 1)(2”‘- l)/n)N,-z is at least equal to the number of solutions of (3.5) 
with two of the (xi1 , , . . . . xj) being equal and non-zero. 
From (3.2) we obtain 
p(r-7) _ (D- 1)9”“rj2 < N,< 2m(r-0 + (D _ 1)9mr/2 
and therefore 
M, > 2+0+& l)r2/77r/z_r(2m(r-r-I)+(D_ l)r-12d-I)/2) 
- 0 ; ((,/?I _ 1)(2/“- l)/n)(2”l(‘-/-2’+ (D- l)r-22”1(‘-2)/2) 
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Let r=2f + 1; then it follows that IV,,+, > 0 for m sufficiently large compared with 
t, D, and N. This concludes the proof. 
As a consequence of Theorem 3.5 we observe that, for m sufficiently large com- 
pared with t and N, a t-designed error-correcting binary BCH code of length 
n =(2”- 1)/N has minimum distance equal to its designed distance 2i+ 1. 
4. Arithmetic codes 
The arithmetic weight (in radix r) of NEZ is the smallest number of terms in an 
expression of the form 
N=a,r’l+-.-+a,r’l whereO<l+]<r. a 
The modular weight of N (mod M) is defined by Clark and Liang [5] by 
IV,,(N) = min{W(X) 1 X=N(modM)} 
where W(X) denotes the arithmetic weight of X. 
An AN code KA (mod&I) where A ) M is the set 
KA = {AN 1 OsN<B=M/A} (modM). 
The modular distance between two code words is defined as the modular weight 
of their difference. 
The minimum modular distance D of the AN code is the smallest modular dis- 
tance between any two different code words in the code. 
A coset leader is an element of smallest modular weight in its coset 
c + KA (mod M). 
The covering radius @(KA) of KA is the maximum modular weight of a coset 
leader. 
We define 
H = {ar’ IO< Ial <r, Osi<e(M)} (modM) 
where (r,M) = 1 and e(M) denotes the order of r(modM). 
By L,(N) we denote the number of solutions (h,, . . . ,h,) of 
h,+---+h,=O (modN) where hiEH for llilt. 
We can then immediately state the following lemma which is an analog of 
Lemma 1.1. 
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Lemma 4.1. For any AN code K,: 
(i) D=min{l 1 L,(A)-L,(M)>O}. 
(ii) The modular weight of the coset leader of the coset c+ KA is the least integer 
I such that 
h,+...+h,=c (modA) 
has a solution where hi E H for 1 I i I I. 
(iii) The covering radius p(KA) of Kj, is the least integer Q such that for every c 
there is a solution of 
h,+...+h,=c (modA) 
where h,EHfor lz~il@. 
Proof. (i) By definition there is a codeword of modular weight t if and only if there 
exist h,, . . . , h, E H such that 
h,+...+h,=O (modA) 
f 0 (mod M) 
which, since A 1 IV, is equivalent to L,(A) - L,(M)>O. 
The proofs of (ii) and (iii) are left to the reader. 
To obtain codes that are single-error correcting (at least) it is convenient given A 
to choose M as the least integer such th,at 
(i) M=ar’+b, Oca<r, O< Jb( <r, i>O, 
(ii) M=O (mod A). 
To simplify the discussions, we assume that r=2, but our methods can in prin- 
ciple be applied for any r. 
If e=e(A) is odd or if e(A) even and A/‘2”‘+1, then let M=2e-l. Then 
KA = {AN )01N<(2~-1)/A} (mod2’-1) 
has minimum modular distance at least 3. 
If e=e(A) is even and A ]2”* + 1, then let M = 2”* + 1. Then 
KJ= {ANIOIN<(~~‘*+~)/A} (mod2e’2+1) 
has minimum modular distance at least 3. 
These results are proved in Massey and Garcia [15]. 
The codes KA (mod M= 2’- 1) and KJ (mod M= 2“” + 1) are analogs of the 
binary cyclic and negacyclic algebraic codes respectively. 
We next let A =p, a prime, and we find sufficient conditions such that K,, 
(respectively K;) has minimum distance equal to 3. Observe that M=2’- 1 when 
e is odd and M = 2e’2 + 1 when e is even. 
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Lemma 4.2. We have: 
(i) The code Kp (mod 2e - 1) contains a word of weight 3 if and only if there exist 
C~,,QE (-1, l} such that 
a,2'+~~2~+1=0 (modp) 
f 0 (mod 2” - 1) 
for some i, j such that 0 % i, j< e. 
(ii) The code Kt (mod 2e’2+ 1) contains a word of weight 3 if and only if there 
exist al,a2E{1,-1) such that 
a,2’+a22j+ 1 = 0 (modp) 
$0 (mod2e’2+1) 
for some i, j such that 0 I i, j < e. 
Let al,az~{-l, l}, mEZ’, then we define 
Tl,,(a,,a2)=#{O~i,j<e(p)Ia,2’+az2i+1~0 (modm)}. 
Lemma 4.3. We let e=e(p)r4. 
(i) If M=2e-l, then 
T’(L1) = 0, TM(l, -1) = T,(-1, 1) = T,,,,(-1, -1) = 1. 
(ii) If M=2e’2+ 1, then 
T,,(l, 1) = T,(l, -1) = T,(-1, 1) = T&,(-l, -1) = 3. 
Proof. (i) Suppose 
h,+h,+l=O (mod2’-I) 
where lh,l =2’, lh21 =2j, and Oli, j<e (i.e. hl,h2EH). 
Then the only solutions for (h,, h,) are 
(1, -a (-2, l), and (-2e-‘, -2e-‘) 
since h,+h,+l=O or h,+h,+1=-2e+1. Since 2’f-l(mod2’-1) for all i, the 
result follows. 
(ii) Suppose 
k,+k,+l=O (mod2”‘+1) 
where Ik, 1 = 2’, Ikz I = 2j, and 0 pi, j< e/2. Then the only solutions for (k,, k,) are 
e/Z-l (2 ,2e'1-'), (1, -2), and (-2, 1) 
since k, + k2 + 1 = 0 or k, + k2 + 1 = 2e’2 + 1. The proof is completed by observing 
that 2e’2 = - 1 (mod 2e’2 + 1). 
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Lemma 4.4. The number of solutions V, of the equation 
N x, +-+xrN= b 
where x ,, . . ..x., bEGF(q) is bounded by 
p,-q’-‘j 5 (N- l)rq(‘-‘)‘2. 
For a proof, see for instance, Joly [13]. Note that from the Carlitz-Uchiyama 
bound we would obtain only 
IV,-q’-‘1 gv-I)‘q’! 
Theorem 4.5. Zf p>((p- 1)/e- 1)4, then K,(mod 1I4=2~- I) has minimum modu- 
lar distance 3. 
Proof. According to Lemma 4.2 and Lemma 4.3(i) it is sufficient to show that 
T,( 1,1) > 0. Since the order of 2 (mod p) is e, there is a primitive element g (mod p) 
such that 
gN=2 (modp) where N=(p-1)/e. 
We have 
T,(l, 1) = #{Osi,j<e \2’+2’+ 1 = 0 (modp)} 
= #{Osi,j<e 1 gNi+gNj+l = 0 (modp)} 
=~#((x,,x~)~GF(p)~]~~+x~+l =O (modp)}. 
From Lemma 4.4 we get 
P*T,(l, ~)-PI 5 (N- l,‘$ 
which means that T,( 1, l)>O whenever p> (N- 1)4. 
(4.1) 
Theorem 4.6. Let N=(p-1)/e; then, if p>S((iV- 1)2+i(N-1)4+ 12N2)2, the 
code Kp* (mod 2e’2 + 1) has minimum distance 3. 
Proof. By Lemma 4.2 and Lemma 4.3(ii), it is sufficient to prove that T,(l, 1)>3. 
By (4.1) we obtain T,( 1,l) > 3 whenever 
N2TP(1,1)zp-(N-1)*fi>3N2 
which is the case if P>+((N- 1)2+ (N- 1)4+ 12N2)2. 
We applied Theorem 4.5 together with the tables by Western and Miller [24] of 
e(p) for all primes p<104 for which W(p)>3. It turned out that all the codes 
KP (mod 2e- 1) had minimum distance 3 with the possible exceptions as displayed 
in Table 1. 
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P 
N’_p-l 
e 
89 8 1103 38 2687 34 4999 I4 
151 IO 1289 8 3191 58 5209 24 
233 8 1433 8 3391 30 5279 I4 
337 I6 1609 8 3943 I8 5471 IO 
431 IO 1721 8 4057 24 5111 IO 
439 6 1801 72 4177 48 5731 24 
601 24 1913 8 4271 14 6353 16 
631 14 2089 72 4513 96 6361 120 
881 16 2143 42 4721 I6 6553 56 
911 IO 2351 50 4751 IO 6619 42 
937 8 2593 32 4871 IO 6959 I4 
P *=!.I! 
e 
P 
h&p-l 
e 
P N=p-l 
e 
P N=p-l 
e 
7151 22 
7351 I4 
7487 38 
7753 24 
8713 24 
8761 24 
9511 30 
9623 34 
9719 226 
In the same way we found that Kp* (mod 2e’2 + 1) had minimum distance 3 for all 
primes p< lo4 with the possible exceptions as displayed in Table 2. 
Table 2 
P 
fq=p-l 
e 
43 3 1613 31 3541 I5 5569 12 
331 II 1657 I8 3761 20 5581 45 
397 9 1753 I2 3881 IO 5641 IO 
433 6 1777 24 4051 81 5669 13 
457 6 2281 12 4153 I2 5821 15 
673 I4 2657 16 4421 I3 5981 I3 
683 31 2689 I2 4523 17 6043 19 
953 I4 2731 105 4643 II 6337 22 
1013 II 2833 24 4657 I2 6529 64 
1163 7 2857 28 4733 13 6563 17 
1211 8 2971 27 5113 12 7001 I4 
1249 8 3061 I5 5153 46 1057 I8 
1321 22 3121 20 5347 21 7393 28 
1429 17 3331 15 5419 129 7489 16 
1553 8 3361 20 5441 IO 8101 81 
P N=p-l 
e 
P ~Jc! 
e 
P 
&/.I! 
e 
P N=p-l 
e 
8317 27 
8353 18 
8581 13 
8681 70 
8929 I8 
9413 13 
9521 20 
9649 24 
9721 12 
9781 I5 
9929 34 
The prime p is said to be 2-regular if p2 { 2e(p)- I. For any 2-regular prime, it 
holds that 
e(p”) = p”-’ e(p) for any integer a > 0. 
Theorem 4.1. Let p be a 2-regular prime. If KJmod M = 2e - 1) has minimum dis- 
tance 3, then K; (mod 2e(p”‘- 1) has minimum distance 3 for any integer (Y > 0. 
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Proof. By assumption, p and e(p) are odd. Since p is 2-regular, we have e(p) = 
P “-‘e(p), and therefore e(p”) is odd. It is therefore sufficient to find integers i 
and j such that O<i,j<e(p”) and 
~,2~+&~2~+1 = 0 (modpA,) 
s+ 0 (mod 2E(pr’,,- 1) 
where A, =pa-’ and E,,E~E {-1,l). 
The proof goes by induction with respect to a. It is true for o= 1 by assumption. 
We choose E,,QE {-l, l} and iz, jz such that OIi,ce(A,), 01 j,<e(A,), and 
~,2~z+s~2~2+ 1 = 0 (mod A,), 
f 0 (mod 2’tA,, - 1). 
This is possible by the induction hypothesis. We next let 
i = i,e(A,)+i,, Osi, <p, 
j = j,e(A,)+j2, 05 j,<p 
and where iz and j, are chosen as above. Observe that 
2re(AJ = 1 +&A, 
for some /?, E Z. When r runs through the set (0, 1, . . . , p - 1)) then /I, runs through a 
complete set of residues (modp). It is therefore possible to choose i, and j, such that 
&,/ji,2i’+&*Pj,2i2 ~ - 
&,24+EZ2j?+l 
Al 
(mod p) 
where OS;, <p, 01 j, <p. Then 
E,2i+E22i+ 1 = E,2i,e(n,)2i’+E22ile(nl)2j,+ 1 
= c,(l +P;,A,)2”+&2(1 +Pj,A,)2”+ 1 
=~,2~‘+~22”+l+(~,Pi,2~‘+~2Pj,2”)A, 
E 0 (modpA,) 
and 
E,2i+E22j+i,&,2iz+&22jZ+lf0 (mod2e(‘,,,-l). 
Hence, 
c,Zi+s22j+l $0 (mod2c,PA,,-1) 
which concludes the proof. 
Theorem 4.8. Let p be a 2-regular prime. If K; (mod M = 2e’z + 1) has minimum dis- 
tance 3, then K;m (mod 2e(p”‘2+ 1) has minimum distance 3 for any integer a>O. 
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Proof. This is proved in the same way as Theorem 4.7, and we leave the details to 
the reader. 
A f-error-correcting code is said to be perfect if its covering radius is t and to be 
quasi-perfect if the covering radius of the code is r + 1. 
We now get from Lemma 4.l(iii), Lemma 4.4, and the method of proof of 
Theorem 4.5 and Theorem 4.6 that: 
Theorem 4.9. The codes KP (mod 2e - 1) and Kp* (mod 2e’2 + 1) defined in Theorem 
4.5 and Theorem 4.6, respectively, are perfeci or quasi-perfect (i.e., they have 
covering radius at most equal to 2). 
We can further, from the theory of cyclotomic numbers, find the number of 
solutions of 
a,xy+..*+arx,!!=c (modp) 
for any c. In particular, letting ajE { 1, -l}, we can find the minimum distance and 
the covering radius of KP and K; from the cyclotomic numbers. 
We referred above to a result for algebraic codes due to Delsarte [7] that says that 
the covering radius of a code is at most equal to the number of non zero weights 
in its dual code. A natural question to ask is whether this has an analogy in the 
theory of arithmetic codes. We will show by a counterexample that this is not the 
case. 
Given an arithmetic code 
KA = {AN 1 OIN<B=M/A} (modM), 
its dual code KB is defined as 
KS = {BN 1 OINCA =M/B} (mod M). 
Let ZIA denote the ring of integers (mod A) and define an equivalence relation on 
Z[A by: a-b if and only if a=be2’(modA) for some EE {-1,l) and O<i<e(A). We 
let CO denote the equivalence class containing a (mod A). The number of equiva- 
lence classes is denoted nA. 
Theorem 4.10. Let Q(K,) and N(K,) denote the covering radius of KA and the 
number of non-zero weights occurring in its dual code KB, respectively. Then 
@WA) 5 nA and N(KB) S nA. 
Proof. Let F, denote the subset of ZA such that any f, E F, can be written as a sum 
of at most t elements from the set 
HA = {h(modA) 1 hEH}. 
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Further, if ~,EF,, then f,c, EF( for any cl EC,, and thus F, is a union of equiva- 
lence classes. We have by Lemma 4.l(iii) that .&KA) is the least integer Q such that 
F, = ZA. We have 
C, =F+.SF,=&, 
where all inclusions are proper since F,, , = F, implies F,,; = F, for all i > 0. Since F, 
is a union of equivalence classes, we obtain Q I nA. 
The result that N(Ks)<n, is well known (see W.E. Clark and J.J. Liang [5]), 
but for completeness we give a proof. We have 
WM(U) = W&7&2’), EE (-1, l}, OIice(M). 
Let sB be a code word of Ks and suppose s (mod A) belongs to C,. Then there exist 
E E {-l, l} and i such that 
s = ad (mod A). 
Therefore, 
W,(sB) = W,(ae2’B) = W,(aB). 
Hence the number of non-zero weights occurring in KB is bounded above by the 
number of equivalence classes n,. 
Example. Let A =49; then e(A) = 21, and we let M= 2” - 1. The division of Z, 
into disjoint equivalence classes is as follows: 
Cl = { 1,2,4,8, 16,32,15,30, 11,22,44,39,29,9, 18,36,23,46,43,37,25}, 
C, = {3,6, 12,24,48,47,45,41,33, 17,34, 19,38,27,5, 10,20,40,31, 13,26}, 
C, = {7,14,28}, 
C,, = {21,42,35}. 
We observe 
F, =C,UCj, 
F,=C,Uc~UC,UG, =i&, 
and therefore 
e(K/J = 2. 
To determine N(K,) we use the following result, see Massey and Garcia [16], 
W,(cB) = #{i 1 c2’~(A/3,2A/3], Osi<e(A)} 
which is equal to 7 for all c E Z,,. Hence, 
N(K,) = 1. 
Therefore N(K,) <e(K,,) which means that the before mentioned result of Delsarte 
[7] for algebraic codes is not true for arithmetic codes. 
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