The photoacoustic image reconstruction problem (inverse problem) is to estimate an initial acoustic pressure distribution from measurements of ultrasound waves generated within an object due to optical excitation with a short light pulse. In this work, the recently suggested Bayesian approach to photoacoustic tomography is extended to three dimensions and an iterative matrix-free method for the solution of the problem is described. Image reconstruction is investigated with numerical simulations and experimental data. The use of different prior information and noise models in different sensor geometries, including a limited-view setup, is investigated. The results show that the Bayesian approach can produce accurate estimates of the initial pressure distribution even in a limited-view setup provided that prior information and the noise have been properly modelled.
INTRODUCTION

Photoacoustic tomography (PAT)
1-7 is a hybrid imaging modality in which the imaging contrast is based on optical properties whereas the imaging resolution is based on acoustic detection. In PAT measurement, the region of tissue of interest is irradiated with a short visible or near-infrared light pulse, which results in the generation of pressure waves via photoacoustic effect. The propagating pressure waves are measured by ultrasound sensors at several positions outside the imaged tissue. In the inverse problem of PAT, the initial pressure distribution, which is related to absorbed optical energy density, is reconstructed from the measured photoacoustic time series.
Various approaches for photoacoustic image reconstruction have been developed. [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] Recently, utilizing a Bayesian approach in PAT was proposed. 24 In this work, the Bayesian approach for photoacoustic image reconstruction is extended to three spatial dimensions (3D). Due to the large dimension of the problem, the matrix presentation that was used in two dimensions can no longer be applied. Therefore, maximum a posteriori (MAP) estimates for image reconstruction are computed iteratively in a matrix-free form utilizing the acoustic forward operator and its adjoint. Image reconstruction is investigated using different distributions of Gaussian prior and noise models in various imaging situations including limited-view measurement setup. In addition to numerical simulations, the feasibility of the technique is demonstrated with experimental data.
PHOTOACOUSTIC MODEL
In PAT, absorbed energy originating from a short light pulse causes thermoelastic expansion of the tissue which in turn leads to a pressure wave propagating through the object. In a homogeneous medium, this pressure wave can be described by a wave equation
where p is the pressure, r is the spatial position, t is the time, c is the speed of sound and p 0 is the initial pressure distribution. 1, 2, 4 The pressure waves propagate to the surface of the imaged object where they are measured as a function of time by ultrasound sensors.
In practice, the measured pressure time series are polluted with noise, which is assumed to be additive in this work. The discrete observation model with an additive noise model for PAT is
where p t is the measured acoustic pressure time series, p 0 is the discrete initial pressure distribution, K is the discrete acoustic forward operator that maps the initial pressure distribution to measurable data by Eq. (1), and e denotes the measurement noise.
BAYESIAN APPROACH FOR IMAGE RECONSTRUCTION
In this work, reconstruction of the initial pressure p 0 is based on the Bayesian framework 25, 26 with Gaussian assumptions. The Bayesian approach is a statistical estimation method in which measurements, model and prior information are used to infer the probability distribution of the parameter of primary interest. From this distribution, point estimates for image reconstruction can be computed. In this work, the MAP estimate is considered as an estimate for the initial pressure. The MAP estimate can be formally computed as
where η e and Γ e are the mean vector and covariance matrix characterizing the noise, and η p0 and Γ p0 are the mean vector and covariance matrix of the prior information.
Due to the large dimensions of the problem in 3D, the matrices in Eq. (3) cannot be explicitly constructed. Therefore, the MAP estimate is solved iteratively using linear solvers of MATLAB in a matrix-free form. Equation (3) is expressed in equivalent form as a linear system
where I is an identity matrix. Equation (4) is obtained from (3) by multiplying it with
p0 and Γ p0 . The form in (4) avoids inversion of a large system matrix
e K + Γ p0 and the prior covariance matrix Γ p0 . In the iteration, the forward model operator K is replaced by solving wave equation (1) using the k-space time domain method implemented with the k-Wave MATLAB toolbox. 27 The transpose of the forward model, K T , is computed using an adjoint wave equation as described in Ref. 28 . The adjoint is solved using k-Wave.
Prior Information
In this work, two different Gaussian priors: the white noise prior and Ornstein-Uhlenbeck process 29 were studied. In the white noise prior, the covariance matrix is a diagonal matrix with the values of variance σ 2 p0 on the diagonal The white noise prior is well suited for the estimation of parameters which have a non-smooth spatial distribution, since it assumes that the estimated parameters are independent of each other or have no spatial correlation. However, in typical applications of PAT some spatial correlation in parameter values between the pixels can be expected. Therefore, the Ornstein-Uhlenbeck prior, which promotes distributions that can be locally close to homogeneous with sharp changes between different areas, could be a more realistic choice of prior. The covariance matrix of the Ornstein-Uhlenbeck prior is defined as
where i and j are the pixel indices, r i and r j are the corresponding pixel positions, σ p0 is the variance and l is the characteristic length scale which controls the spatial range of correlation.
NUMERICAL SIMULATIONS
The Bayesian approach to 3D photoacoustic image reconstruction was tested with simulations. The impact of both prior information and noise model on the reconstructed initial pressure distributions were investigated.
The simulated domain was a three dimensional cube with side length of 10 mm. The domain was assumed to be non-attenuating and homogenous with a constant speed of sound c = 1500 m/s. The true simulated initial pressure distribution consisted of nine spheres of 1.43 mm radius on a homogenous background. Eight of these spheres were located near the corners of the cube and one sphere was located in the middle of the cube. The initial acoustic pressure was set to be 5 on the spheres and zero elsewhere. Figure 1 shows the simulated initial pressure distribution. Data was simulated in a full-view and limited-view sensor geometry. In the full-view setup, 62119 acoustic sensors were located across all sides of the cube and in the limited-view setup 10404 sensors were located only on one side (side in the direction of the positive z axis) of the domain. The acoustic pressure at the sensors as function of time was calculated using the k-Wave MATLAB toolbox. 27 The pressure signals were recorded for 14.1 µs at 60 MHz (i.e. 849 time samples were simulated), which corresponds to an acoustic propagation distance of 21.15 mm. Noisy measurement were formed by adding uncorrelated Gaussian distributed noise with zero mean and a standard deviation set to 1% of the peak amplitude of the simulated pressure signal to recorded pressure signals. In the data simulation, 306 3 cubic voxels with the side length ∆h = 32.7 µm were used.
For the image reconstruction, the MAP estimates were computed iteratively using Eq. (4) as described in Sec. 3. In the image reconstruction, sparser discretization consisting of 204 3 voxels (∆h = 49 µm) was used. The effect of accurate and inaccurate modelling of noise and prior statistics on the reconstruction was studied. The measurement noise was considered to be uncorrelated Gaussian distributed noise with zero mean and the standard deviation set to 0.1, 0.5, 1 (the correct noise level), 5 and 10% of the peak positive amplitude of the noisy simulated data. As prior information, the white noise and Ornstein-Uhlenbeck priors were used. The means of the priors were set to the value of the background (zero) and the standard deviations were set to 0.1, 1, 2 or 4. The prior standard deviation of 2 corresponds to the assumption that 99.7 % of the initial pressure values are expected to be in the range between -6 and 6. For the Ornstein-Uhlenbeck prior, the characteristic length scale l = 0.49 mm was used. The computations were performed on a GPU. The estimates were compared quantitatively by computing the relative errors between the simulated (true) and estimated initial pressure distributions
where p 0,TRUE is the simulated initial pressure distribution interpolated to the reconstruction space and p 0,MAP are the estimated values.
Results
The reconstructions obtained using different standard deviations of the noise and prior in the full-view sensor geometry are shown in Fig. 2 for the white noise and Ornstein-Uhlenbeck priors. It can be seen that reconstructions obtained using the full-view sensor geometry look qualitatively very similar to the true initial pressure distribution almost at all standard deviation combinations of the noise and prior. The locations, sizes and shapes of the spherical inclusions are reconstructed accurately. In the case of the Ornstein-Uhlenbeck prior, the choice of the standard deviation of the noise and prior hardly affects the quality or quantitative values of the reconstructions. Also, in the case of the white noise prior, only the large standard deviations of the noise and small standard deviations of the prior have a noticeable effect on reconstructions. The relative errors of the estimates are visualized in the Fig. 3 . The relative errors of the estimates obtained using the Ornstein-Uhlenbeck prior are slightly smaller than relative errors of the estimates obtained using the white noise prior. In addition, the relative errors obtained using the Ornstein-Uhlenbeck prior have smaller variation in their values than the relative errors obtained using the white noise prior.
The reconstructions obtained using different standard deviations of the noise and prior in the limited-view sensor geometry are shown in Fig. 4 for the white noise and Ornstein-Uhlenbeck priors. In the limited-view sensor geometry, the quality of the images is reduced compared to the full-view reconstructions. Artefacts and distortions can be seen and they are more severe at larger distances from the sensor surface (located on the right of the maximum intensity projections). The MAP estimates obtained using the Ornstein-Uhlenbeck prior look qualitatively better than the estimates obtained using the white noise prior. In the case of the OrnsteinUhlenbeck prior, the visual appearance and the quantitative values of the estimates stay approximately the same even if the different standard deviations of the noise and prior are considered. When the white noise prior is used, the values of the standard deviations of the noise and prior severely affect the qualitative and quantitative values of the reconstructions. The relative errors of the estimates are visualized in the Fig. 5 . As can be seen, the relative errors of the estimates obtained using the limited-view sensor geometry have larger values than the relative errors of the estimates obtained using the full-view sensor geometry. In addition, the relative errors of the estimates obtained using the white noise prior are significantly larger than the relative errors of the estimates obtained using the Ornstein-Uhlenbeck prior. Also, the range of the values of the relative errors obtained using the white prior is larger than the range of the values of the relative errors obtained using the Ornstein-Uhlenbeck prior. 
EXPERIMENTAL STUDIES
In addition to numerical simulations, the approach was tested with experimental data obtained from a strand phantom. The phantom consisted of three black polymer strands mounted to a custom polymethyl methacrylate (PMMA) mount immersed in water. A photograph of the phantom is shown in Fig. 6 . The phantom was imaged with a photoacoustic measurement system 30, 31 developed in the Photoacoustic Imaging Group of University College London. The excitation light source was a Nd:YAG laser operating at 1064 nm with a pulse duration of 8 ns. The generated photoacoustic signals were measured using a single planar Fabry-Pérot sensor (a nominal 3 dB bandwidth of 39 MHz). In the measurement, approximately an area of 10 mm × 10 mm on the sensor was scanned with a step size of 100 µm. More details on the phantom, experimental setup and measurements can be found in Ref. 31. Image reconstruction was performed by computing the MAP estimate using the Eq. (4) as described in Sec. 3. Before reconstructions, the measured pressure signals were filtered using a bandpass filter with cutoff frequencies between 0.5 and 20 MHz to remove nuisance signal components such as a rising trend of the measured pressure signals. Bandpass filtering was also taken into account in the modelling. 24 The reconstruction domain was a rectangular volume that was discretized by 226 × 204 × 198 voxels with side length of ∆h = 50 µm. In the reconstructions, the sound speed of the medium was assumed to be 1485 m/s. The measurement noise was characterized in each sensor by determining the mean and standard deviation from a time frame of measured signal that contains only noise. As prior information, the white noise and Ornstein-Uhlenbeck priors were used. The mean η p0 = 0 and standard deviation σ p0 = 0.25 was utilized for both priors. For the Ornstein-Uhlenbeck prior, the characteristic length scale l = 0.25 mm was used. 
Results
Contour surfaces of the reconstructed images obtained using the white noise and Ornstein-Uhlenbeck prior are presented in Fig. 6 . Figure 7 shows the maximum intensity projections of the reconstructions. As it can be seen in these visualizations, the reconstructions look visually equally good. All three strands can be distinguished from both reconstructions. However, some artefacts caused by limited-view measurement setup or modelling errors are visible. 
CONCLUSIONS
An iterative matrix-free method for 3D photoacoustic image reconstruction based on the Bayesian approach was described. The approach was investigated with numerical simulations with different noise and prior statistics simulating the accurate and inaccurate information on the measurement noise and target. MAP estimates were computed for two different sensor geometries. The simulations show that both the quality of the reconstructed images and the quantitative accuracy of the estimates depend on the choice of the noise statistics and prior information. This is especially evident in the limited-view measurement setup. The approach was also tested with experimental data. The reconstructed images represented the features of the imaged object showing that the Bayesian framework can be applied to PAT image reconstruction with experimental data. In this work, only photoacoustic image reconstruction using the Bayesian approach was considered. However, in the Bayesian framework,uncertainty quantification is also possible. Extending the work to consider reliability of the estimates will be considered in the future.
