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interest with  simultaneous measurement  of  the  resulting  tissue  displacement.  They  can  be 












A  variety  of  dynamic  ultrasound  techniques  have  been  exploited.  Several  groups  have  used 
acoustic  radiation  force  impulse  (ARFI)  from a  focused ultrasound beam  to produce  localized 
tissue motion, which  requires  repeated measurements at many  locations  to obtain a  full 2D 
image  [15]‐[18].  ARFI  elastography  has  been  performed with  Siemens  Acuson  S2000  Virtual 
Touch ultrasound system (Siemens AG, Erlangen, Germany), with clinical measurement of tissue 
stiffness  in the  liver [19].   One disadvantage of ARFI  is that transducer heating  limits  its frame 
rate. 
An alternative method is transient elastography, in which the mechanical pulse induced at the 
skin  surface  by  an  external  applicator  generates  a  transient  shear  wave  that  propagates 







been  pioneered  by  M  Fink  et  al  and  implemented  with  an  Aixplorer  ultrasound  system 
(SuperSonic Imagine, Aixen‐Provence, France) [18][27]. The SSI system is expensive and requires 
complex software.  




















A newer  approach  for producing  the mechanical  stimulation, which has been  referred  to  as 
“organic elastography”, relies on the natural movements of the body (such as natural respiration, 
beating heart  and pulsating  carotid  arteries)  to  supply  the deformation of  tissue needed  for 
elastographic data.  For example,  the  rhythmic beat of heart has been used  to  induce  tissue 
compression  in evaluating the stage of  liver fibrosis and cirrhosis. However, different patients 
exhibit different heart  rates, which  are difficult  to  control quantitatively  [31]. Carotid  artery 
pulsation also has been applied  to  the differential diagnosis of  thyroid nodules as benign or 
malignant [32]. 
1.2	Important	Quantities	and	Mechanical	Model	
The basic variables used  in elastography are stress  (force per unit area) and strain  (fractional 
change per unit length) tensors and both have normal and shear components in vector notation. 
Normal stress equals  the  force normal to  the defined plane divided by the area of  the plane, 
while shear stress is the ratio of the force tangent to the plane and the area of the plane. Similar 
principles apply  for  strain groups  into normal and  shear.  Important parameters  representing 
material mechanical property include the three moduli and Poisson’s ratio which can be reduced 
to  only  one  parameter,  based  on  assumptions  with  respect  to  isotropy,  homogeneity, 
incompressibility, etc.  









muscles,  are  anisotropic,  and  with  larger  strain,  the  strain‐stress  relationship  is  non‐linear. 
However,  accounting  all  these  factors would  be  impractically  complicated  in  the  context  of 










directional  dependence  in  elasticity.  The  assumption  is  based  on  the  notion  that  the  tissue 
structure within a resolution cell of the size used for elastography can be considered a continuum 
of  randomly oriented  tissue microstructures.  This  assumption  is  typically  violated  for  tissues 
known  to  be  associated  with  mechanical  functions  of  the  body  (e.g.  muscle,  bone,  skin), 









































Since  the  stress  and  strain  tensors  are  symmetric,  each  contains  at  most  6  independent 







  ߪ௜௝ ൌ 2ߤߝ௜௝ ൅ ߣߜ௜௝ߝ௠௠                                                             (1.2) 




                                                       ߝଵଵ ൌ 	 ଵா ሾߪଵଵ െ ߥߪଶଶ െ ߥߪଷଷሿ     
                                   ߝଶଶ ൌ 	 ଵா ሾߪଶଶ െ ߥߪଵଵ െ ߥߪଷଷሿ                                                         (1.3) 
                                                        ߝଷଷ ൌ 	 ଵா ሾߪଷଷ െ ߥߪଵଵ െ ߥߪଶଶሿ 
where the duplicated subscripts indicate the normal components in the corresponding directions, 
and where ߥ ൌ 	 ఒଶሺఒାఓሻ and ܧ ൌ 	
ఓሺଷఒାଶఓሻ
ఒାఓ . It is important to be noted that the bulk modulus can 
be expressed in terms of the Lame’s parameters by the equation ݇ ൌ 	 ଶଷ 	ߤ ൅ ߣ. An incompressible 









Poisson’s  ratio,  i.e. ߥ ൌ 0.5,  thus  reducing  the  number  of  variables  to  4.  Furthermore,  if  no 
obvious tilting occurs during the transducer operation, the non‐axial stress components ߪଵଵ, ߪଶଶ 
may be negligible compared to the predominate ߪଷଷ, which leads equation (1.4) to 
ܧ ൌ 	 ఙయయఌయయ                                                                                             (1.5) 




















































































































































( 1)t i 






is  determined  from  the  time  shifts  between  corresponding window  segments  estimated  by 
locating the maximum in the normalized cross correlation (NCC) function. The local longitudinal 
strain value ݏ௜ at a depth ݀௜ ൌ ݅ ൈ ሺ∆ܶ ൈ ܿ/2ሻ is calculated as gradient operation: 
௜ܵ ൌ ∆௧ሺ௜ିଵሻି∆௧ሺ௜ሻ∆்              (2.1) 
∆ܶ ൌ ଶൈ∆௭௖             (2.2) 
where ݅ goes from one to the total number of segments; ܿ is the speed of sound  in the elastic 
medium; ∆ݐሺ݅ሻ represents  the  time  shift between  the ݅th  congruent  segments  in  a  line pair, 
































strain  state)  and  analyzed  using  a  combination  of  RF  and  envelope  signals  to  obtain  good 
elastograms [45]. 
3. Temporal Multi‐compression Averaging	
Multi‐compression  averaging  provides  a  method  of  obtaining  elastograms  where  the 
compressive force is applied in stages, with a small compressive force used  in each stage. The 
individual elastograms are then averaged to reduce random noise. Since tissue compression is 
applied  in  small  increments, multi‐compression  techniques  reduce  signal de‐correlation  in all 




















elastograms are generated  corresponding  to ܰ  variable applied  strains. The method  involves 
















Varghese  et  al.  indicated  that  long‐duration windows  are preferred  for  improved  sensitivity, 
dynamic range and ܴܵܰ௘, however, at the expense of resolution. Multi‐resolution elastography, 
where the strain estimate with the highest ܴܵܰ௘ is obtained by processing the pre‐ and post‐ 
compression  RF  signals  at  different  window  lengths,  and  used  to  generate  a  composite 
elastogram. All the objective elastogram parameters (namely, ܴܵܰ௘, dynamic range, sensitivity 
and the average elastographic resolution, defined as the cross correlation window  length) are 







pre‐  and  post‐compression  RF  data  frames.  These  coarse  displacement  estimates  are  then 
interpolated  (second‐order  polynomial  fit  to  obtain  finer  local  displacement  estimates)  and 
utilized as the  initial guess‐estimate for the second cross correlation processing step using the 









al. proposed a  two‐stage adaptive  strain estimation  technique and performed a quantitative 
comparison with  the  conventional  strain  estimation  techniques  in  elastography  [50].  In  this 
technique,  initial  displacement  and  strain  estimates  using  global  stretching  are  computed, 
filtered and then used to locally shift and stretch the post‐compression signal. This is followed by 




























  ܵܵܦሺݑ, ݒሻ ൌ ∑ ∑ ሾݎଵሺܫ ൅ ݅, ܬ ൅ ݆ሻ െ ݎଶሺܫ ൅ ݅ ൅ ߤ, ܬ ൅ ݆ ൅ ߭ሻሿଶሺ௄మିଵሻ/ଶ௝ୀିሺ௄మିଵሻ/ଶሺ௄భିଵሻ/ଶ௜ୀିሺ௄భିଵሻ/ଶ    (2.4) 
where ݎଵ and ݎଶ are pre‐ and post‐compression RF echo fields, respectively; ܫ and ܬ are axial and 














Time‐domain  cross  correlation  with  prior  displacement  estimates  (TDPE)  is  similar  to  the 
standard  time‐domain  cross  correlation  strain  estimation  (TDE)  in  some  steps  of  algorithm 
realization  (windowed normalized  cross  correlation  and  interpolation)  and  the  image quality 
(SNRe and  resolution). However,  it  is much  faster  (roughly 10  times) due  to using previously 








the  correlation  accuracy  threshold,  the displacement estimate  is  recorded. When  the  search 
within the predicted bracket leads to a poor correlation coefficient (e.g. <0.9), a recovery scheme 


















The  first  option  demonstrates  the  fundamental  structure  of  the  tracking  strategy, while  the 




point, a window  is defined with  the point at  its centre. The magnitude of  the complex cross 
correlation is used to measure the similarity between the corresponding windows in RF frames 
recorded before and after deformation: 
  |ܥሺ݀௫, ݀௬ሻ| ൌ | ∑ ௔ሺ௫,௬ሻ௕
∗ሺ௫ାௗೣ,௬ାௗ೤ሻೣ,೤∈ೈ
ට∑ |௔ሺ௫,௬ሻ|మೣ,೤∈ೈ ∑ |௕ሺ௫ାௗೣ,௬ାௗ೤ሻ|మೣ,೤∈ೈ
|      (2.5) 
where ܥሺ݀௫, ݀௬ሻ is the correlation coefficient at axial displacement ݀௬ and lateral displacement 
݀௫, ܽ and ܾ are analytical RF signals obtained before and after deformation respectively, ܾ∗ is the 
complex  conjugate of ܾ, and ܹ  is  the window  size. A brute  force  search  that  varies ሺ݀௫, ݀௬ሻ 




avoided  at  an  early  stage.  Accurate  displacement  estimates  in  high  quality  regions  are 







































  τ୩,଴ ൌ τ୩ିଵ,୒             (2.6) 
  τ୩,୬ ൌ τ୩,୬ିଵ ൅ ଵனబ arg	ሾe




ሿdt       (2.7) 






		aୠሺtሻ ൌ aାሺtሻeି୨னబ୲ ൌ ൣaሺtሻ ൅ jHilbert൫aሺtሻ൯൧eି୨னబ୲       (2.8) 
This  iterative  phase  zero  search  algorithm  is  a  faster  equivalent  to  concepts  in  which  the 
maximum of the correlation function is searched and reconstructive interpolation is used [58][62]. 
2.	Combined Autocorrelation Method  
This  method  combines  the  result  of  phase  shift  estimation  with  unwrapping  by  envelope 
correlation. The complex cross correlation function is used to detect the phase shift at several 
locations [59][63]. 
Assuming  that  signal  distortion  (de‐correlation  of  the  speckle  structure)  due  to  tissue 
deformation is locally negligible, the RF signals measured at pre‐ and post‐ deformation can be 
modeled as  
aሺtሻ ൌ uሺtሻeି୨ሺனబ୲ି஘ሻ                     (2.9) 
bሺtሻ ൌ uሺt െ τሻeି୨ሾனబሺ୲ିதሻି஘ሿ         (2.10)  
where ω଴ is the carrier angular frequency, τ is time shift. 
Complex cross correlation between aሺtሻ and bሺt ൅ ୬୘ଶ ሻ is 








మ ሻ    (2.11) 
where n ൌ ⋯ ,െ2,െ1,0,1, …, T is the period of the ultrasonic wave, and R୳ሺt, τሻ is the 
autocorrelation of the envelope. To unwrap the phase shift the corresponding envelope 
correlation coefficients are also calculated  
  C୳ሺt, nሻ ൌ |ୖ౗,ౘሺ୲,୬ሻ||ୟሺ୲ሻ||ୠሺ୲ା౤౐మ ሻ|        (2.12) 
According to equation 2.11 and 2.12, for each time t, two sets of C୳ and ϕ may be obtained as 
  ሼC୳ሺtሻሽ ൌ ሼC୳ି୑,… , C୳ିଵ, C୳଴, C୳ଵ, … , C୳୒ሽ        (2.13) 
  ሼϕሺtሻሽ ൌ ሼϕି୑,… , ϕିଵ, ϕ଴, ϕଵ,… , ϕ୒ሽ       (2.14) 
where C୳୬ ൌ C୳ሺt, nሻ and ϕ୬ is the phase of Rୟ,ୠሺt, nሻ. If M and N are selected to be adequately 
large, one component of ሼϕሺtሻሽ, ϕ୩ is not wrapped because it is obtained from two sequences, 
aሺtሻ and bሺt ൅ ୬୘ଶ ሻ, between which  the displacement at t is  less  than 
஛
ସ. At  the  same  time, C୳୬ 
becomes maximum  at n ൌ k .  Therefore,  the  first  step  is  to  determine  the  value  of n  which 
20 
 
maximizes  C୳୬ ,  after  which  the  unwrapped  phase  shift  may  be  obtained  as  ϕሺnሻ ൌ
arctan	ሺRୟ,ୠሺt, nሻሻ, and displacement δ can be calculated as 
  δሺtሻ ൌ மሺ୬ሻଶ஠ λ          (2.15)   
3.	Angular Correlation Method 
This method estimates  strain utilizing  complex  correlation between  correlated ultrasound RF 



















the  time  (frame)  index, ∆t is  the  time  interval between  two  frames, and W is  the  correlation 














  STR൫i, j, t, nሺi, j, tሻ൯ ൌ TRሺi, j ൅ L, t, nሺi, j, tሻሻ ൈ TR∗ሺi, j, t, nሺi, j, tሻሻ    (2.18) 
Then,  the angle of  the  second  complex  correlation  (ϕୗ୘ୖ)  is  the angle  corresponding  to  the 
differential displacement (ϕ∆ୢ); thus it can be converted to strain as 
  ϕୗ୘ୖ ൌ arg	ሺSTR൫i, j, t, nሺi, j, tሻ൯ሻ          (2.19) 




மై          (2.20) 













γሺΔm;m; nሻ ൌ ∑ y∗ሺm ൅ k; nሻ୑ౙ୩ୀି୑ౙ ൈ yሺm ൅ Δm ൅ k; n ൅ 1ሻ     (2.22) 
where	Δm is the artificial lateral lag, m is the index of scan lines,	n is the frame number, and Mୡ 
determines the number of sampled points used for calculating the correlation function. 












  μ୶ሺnሻ ൅ Δm ∙ Δx ൌ aሺnሻ ∙γሺΔm;m; nሻ         (2.23) 
  μ୶ሺnሻ ൌ aሺnሻ ∙ Δθሺm; nሻ ൌ aሺnሻ ∙γሺ0;m; nሻ       (2.24) 
where aሺnሻ is a constant, corresponding to the slope of the linear relationship. 
Slope aሺnሻ and lateral displacement μ୶ሺnሻ are estimated as follows: 
  aොሺ୼୫భ,୼୫మሻሺnሻ|୼୫భ→଴,୼୫మ→ଵ ൌ ∆୶ஓሺଵ;୫;୬ሻିஓሺ଴;୫;୬ሻ ൌ
∆୶
ሺஓ∗ሺ଴;୫;୬ሻ∙ஓሺଵ;୫;୬ሻሻ     (2.25) 
  μො୶,ሺ୼୫భ,୼୫మሻሺnሻ|୼୫భ→଴,୼୫మ→ଵ ൌ ∆୶ሺஓ∗ሺ଴;୫;୬ሻ∙ஓሺଵ;୫;୬ሻሻ ∙γሺ0;m; nሻ     (2.26) 
Δm ∙ Δx is an artificial displacement   
  Δm ∙ Δx ൌ aሺnሻሼγሺΔm;m; nሻ െγሺ0;m; nሻሽ ≡ aሺnሻγᇱሺΔm;m; nሻ        (2.27) 


















































Shape  analysis  algorithm  is  used  to  automatically  segment  the  stiff  inclusion  in  the  input 
ultrasonic B mode frame from the background based on its brightness, texture and size within 
the  image. This  is achieved using a  combination of  techniques  including binary  thresholding, 











Displacement  tracking can be  formulated as an optimization problem and  solved by dynamic 




was  used  to  regularize  the  motion  estimation.  To  solve  the  optimization  problem  with  a 
reasonable  computation  effort,  a  dynamic  programming  technique  that  does  not  require 
iterations was  used  to  obtain  displacement  vectors  in  integer  precision.  Then,  a  subsample 
estimation  algorithm  was  used  to  calculate  local  displacements  in  fractional  precision. 
Procedures are shown in Fig. 2.8 [68][69][70]. 













fields  by  a  coarse‐to‐fine minimization  of  an  energy  function  that  combines  constraints  of 
conservation of echo amplitude and displacement field continuity.  
   መ݀ ൌ ܽݎ݃minௗ∈ஐሺܧଵሺ݀ሻ ൅ ߙܧଶሺ݀ሻሻ        (2.32) 
where ߙ is a positive regularization factor. 
The  first  term assumes echo amplitude  is conserved.  It corresponds  to  the shifted  inter‐echo 
image difference. A simple sum‐absolute difference (SAD) measure is used and written as 




  ܧଶሺ݀ሻ ൌ ∑ ∑ ∥ ݀ሺݏሻ െ ݀ሺݏᇱሻ ∥ଶ௦ᇲ∈஼ೞ௦∈ௌ         (2.34) 
where ܥ௦ represents an 8‐sample neighborhood about site ݏ. 















Discrete  sampling  of  the  echo  signals  introduces  time  quantization  errors  in  the  time  delay 

























The  rate  of  de‐correlation  is  dependent  on  tissue  displacement  in  the  axial,  lateral,  and 
elevational axes relative to the 3D spatial extent of the transducer’s impulse response, which in 


















stages,  instead  of  one  large  one  in  order  to  reduce  the  de‐correlation. Multi‐compression 


















Phase aberration plays a  role  in  the corruption of sonograms, but does not have significantly 
impact on elastography, if statistically similar phase errors are present in both the pre‐ and post‐
compression  signals. However,  if  the phase errors  are present only of  the post‐compression 
















































acoustic  field.  This  section  is  substantial  and  provides  a  description  of  the  chosen  acoustic 
backscatter model and then a formulation of the two dimensional complex backscatter signal in 
terms of range and the applied external forcing function, followed by a graphical illustration of 
the backscatter  signal.  Section  3.2  then  continues with  the  important  topic of  analyzing  the 






point  scatterer  locations  and  backscatter  strengths  is  used.  To  make  the  mathematical 








The first assumption  is  justified because the formulation of the received signal  is basically the 
same whether a 1D, 2D or a 3D scatterer distribution is assumed; in any case, the magnitude and 
phase of the received signal at a given time instant is the complex summation of the insonifying 
signal  from  an  ensemble  of  point  scatterers, weighted  by  the  product  of  the  beam  profile 
characteristics and the backscatter strength, and with a delay based on scatterer locations, and 
thus the characteristics of the received signal from a 3D scatterer distribution can be achieved 
with  a  1D  scatterer  distribution.  The  second  assumption  is  likewise  justified,  because  the 
scatterers undergo only a  relatively  small displacement  relative  to  the ultrasound  transducer 
during the cyclically applied external force, and thus the acoustic field experienced by a given 
scatterer as a function of compression time can be assumed to be virtually constant even in a 
real acoustic  field with diffraction effects. Therefore,  it  is valid  to assume a plane wave  field. 








and  shown  in  Fig. 3.1. Here, assume  ( )v t  is  the excitation  signal,  ( )th t  is  the electro‐acoustic 
response of the transducer in transmit mode,  ( )bsh t  is the (stochastic) 1D backscatter function, 
which for a particular realization  is determined by a specific distribution of scatterer  locations 
and  backscatterer  strengths,  and  ( )rh t  is  the  acousto‐electric  response  of  the  transducer  in 
receive mode. 
( )th t ( )bsh t ( )rh t( )v t ( )r t  
Fig. 3.1. Standard, linear pulse‐echo model. 
The received RF signal is denoted  ( )r t  and is given as: 
 
( ) ( ) ( ) ( ) ( )
[ ( ) ( ) ( )] ( )
t bs r
t r bs
r t v t h t h t h t
v t h t h t h t
   
                                                       (3.1) 
Now, define the combined response  ( ) ( ) ( )t rv t h t h t   as  ( )p t , which may be considered an 
insonifying pulse, giving the following simple formulation of   ( )r t : 






interrogated by the analytical form of  ( )p t , denoted  ( )p t : 
              0( ) ( )exp[ ]p t e t j t                                                             (3.3) 
where  0  is the center frequency and  ( )e t is an appropriate time‐limited envelope function 




 [ ]p pD cT m                                                                          (3.4) 
where c represents the sound speed. 
3.1.3	Applied	External	Force	and	Scatterer	Displacement	Function	






external compressive force,  ( )f  , in contrast to the time function of the backscattered signal, 
t, referred to as fast time. Specifically, consider as the simplest possible scenario,  ( )f   to be a 
linearly increasing force, defined over the compression time interval,  [0,1]   second. As  ( )f   
is increased, shear deformation takes place, and the scatterers appear to move closer to the 
transducer. Consider a single point scatterer whose axial location at  0   is  is  and whose 
corresponding round‐trip travel time is  2 /i it s c . The scatterer displacement function versus 
compression time is dependent on the value of  is and is denoted  ( , )is   or equivalently is 
dependent on  it  and is denoted  ( , )it  . Given the assumption of uniform medium properties 
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   
        .                                            (3.5) 
where  maxx  denotes the maximum axial range for which scatterers are considered,  maxZ  is the 
magnitude of the scatterer displacement relative to the transducer at  maxx x  and  1  , and 
0a  is the normalized maximum deformation  0 max max( / )a Z x , which is a numerically small value, 
generally less than 0.1. Thus, the assumption in (3.5) is reasonable as long as  0a  is small, 
i.e.  max maxZ x , and thus the Young’s modulus is constant.  maxT  is the corresponding change in 
round trip travel time and  max max2 /t x c  . The minus sign indicates a negative displacement 
(diminishing the distance between transducer and scatterers as   is increased).   is 
considered dimensionless, by being normalized by  1  .  
 
Figure 3.2 shows the axial location of scatterers, relative to the pulse‐echo transducer (located 






function of compression time,  ( , )is  , is shown. The curve through the center of the tracked 
scatterers represent  0( , )x  , i.e. the displacement function for the scatterers initially located 









As mentioned earlier,  ( )bsh t  is the (stochastic) 1D backscatter function, which is given as a 
summation of delayed backscatter coefficients. In this analysis, we choose to let  ( )bsh t  
represent the scatterers for  0  , over an extended axial region, as shown in the leftmost 
vertical line in Fig. 3.2. Assume N scatterers over the extended region, where  , [1, ]i i N  , is the 
backscatter coefficient of the ith scatterer  ( 1 1)i    and  , [1, ]is i N , is the axial location of 
the ith scatterer. Considering first  ( )bsh t  at  0  ,  
 
1




h t t t  

                                                               (3.6) 
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Equation (3.7) describes  ( , 0)r t    as being formed by a summation over all N scatterers. 




pD  in (3.4). Denoting  pN  as the (average) number of scatterers over the linear distance of 







Figure 3.3 illustrates the location of the spatial envelope, which is centered around  0x  at  0  . 
As seen, only scatterers located in the range  0 0[ / 2, / 2]p px x D x D    contribute to the 
formation of the backscattered signal at  0t t . The corresponding RF signal time ( 2 /t x c ) 
window where scatterers contribute to the signal at  0t t  is  
  0 0[ / , / ]p pt t D c t D c   , or  0 0[ , ]p pt t T t T                                          (3.9) 
0 
pD






pDx  0 2
pDx 
 
Fig. 3.3. Scatterer locations contributing to the formation of the backscattered signal at  0t t , for  0   
(marked with black dot). 
Next we will consider  ( , 0)r t    evaluated just for a specific time instant,  0 0( 2 / )t x c . Further, 
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and fast time sampling rate are set to  0 3.5f   MHz and 105sf   MHz, respectively. Speed of 
sound is assumed to be  1540c   m/s. The spatial extent of the Gaussian modulating function is 
1 .9 7pD  mm, giving the transmitting pulse a 3dB bandwidth of 1.32 MHz. The maximum axial 
range is  m ax 5x  mm. The scatterers are uniformly distributed with density of 44 scatterer per 
wavelength. During the compression, depth dependence was taken into consideration, which 
produces relative movements among scatterers. Backscatterer strength also follows a Gaussian 
distribution with mean  0.05a   and variance  2 0.02a  . 
For the simulation circumstance described, Fig. 3.4 plots the histogram of amplitude and phase 
of  0 max( / 2, 0)r t t    for 10000 independent repetitions of scatterer distributions and 
backscatterer strengths. As expected, the amplitude closely approximates the Rayleigh 
distribution, demonstrating a fully developed speckle pattern. The corresponding phase 








first considering  ( , )bsh t  , i.e. the backscatter function for an arbitrary value of  at 0 1  . Using 
(3.5), the axial scatterer location of the single scatterer,  is , as a function of compression time 
can be found:  













































         0 0( ) ( , ) (1 )i i i i i is s s s a s s a                                                       (3.11)                            
The corresponding scatterer location relative to  0x  is  ( )id  : 
 0 0 0 0( ) ( )i i i i i id s x s a s x d a s                                                   (3.12) 
The round trip travel time corresponding to  ( )is   is defined as 
 02 ( ) 2 2 ( , ) 2 2( ) i i i i ii
s s s s a st
c c c
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i i
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i i
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c
     
 
                                      (3.14) 
Next, the received signal in analytical form, as a function of both fast time and compression 
time, is derived in a manner similar to (3.7), but using the result in (3.13). 
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                              (3.15) 
In (3.15),  ( , )r t   for an arbitrary chosen and fixed value of t will be formulated by a gradually 
changing set of scatterers as a function of  , because the envelope function of p(t), called e(t), 
has a finite time duration.  
For the development of the analytical phase tracking method, we start with formulating  ( , )r t   
for a specific initial value of t, that is, for  0( , )r t  . Instead of examining  0( , )r t  , which is the 
received signal for a constant axial range as a function of  , we wish to analyze the received 
signal along the path of the scatterers, which were located at  0x  (or  0 02 / )t x c  for  0  . In 
other words, the desired received signal follows the line in Fig. 3.2. Thus, we need instead to 
evaluate  0( ( ), )r t    , where  ( )   is a tracking term dimensionally measured in seconds. Also, 
( )   is experimentally determined to keep the ensemble of clusters centered in e(t) and keep 
the phase of   0( ( ), )r t     at a fixed value (here chosen to be 0 radians). We will further define 
( )   as the tracking term, dimensionally measured in meters. Thus,  ( ) 2 ( ) / c    . Evaluating 
(3.15) for  0( ( ), )r t     gives: 
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s sr t e t j t
c c
         

                                        (3.16) 
Note that the function  0( ( ), )r t     in (3.16) is based solely on the scatterers  ( , [1, ])i ps i N  
that determine  0( , 0)r t . However, as   increases, the scatterers are compressed slightly with 
the result that there is a small increase in the number of scatterers located within the envelope 




a  . Rather than having a summation limit dependent on  , 






lateral dimension on the envelope function. Expanding (3.16) and evaluating  ( )is   using (3.11) 
and (3.12) gives:
0 0 0 0
1




2 ( ) 2 ( )
( ( ), ) ( ) exp ( )
2 2 2 2 2 22 ( ) 2 ( )exp











s sr t e t j t
c c
x s a s x s a se j
c c c c c c
d ae
c
         




                           
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(3.17)  
As is readily seen from (3.17), setting the term  02 ( ) 2 ia s    equal to zero will result in (3.16) 
becoming identical to the result in (3.10), i.e. to the magnitude and phase for the received 
signal at  0 , 0t t   . Let us consider 
 0 02 ( ) 2 0, or ( )i ia s a s                                                                (3.18) 
However, there is no solution to (3.18), as  is  is a random function consisting of approximately 
pN  contributing scatterer locations centered around the axial position  0x . Instead we will 
expand (3.18) into a linear term that is not dependent on the index i and which can be 
eliminated by the proper choice of  ( )  , and a random term: 
 0 0 0
0 0 0
2 ( ) 2 2 ( ) 2 ( )
2 ( ) 2 2
i i
i
a s a d x
a x a d
     
   
   
                                                  (3.19) 
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The optimal value for  ( )  in (3.19) is the value, which (on average) minimizes the expression in 
(3.19) and reduces it to a stochastic term; this value of  ( )   is: 
 0 0 0( ) ( , )a x x                                                                        (3.20) 
The random component of (3.19) can be physically explained by the fact that, as the tissue is 
compressed with increasing compression time, the positions of the individual scatterers  is  
change relative to the moving center, which can be expressed as  0( ( ))x   . Specifically, the 
scatterers move gradually closer to the center. To evaluate the random phase effect of the 
relative motion of the scatterers, we will apply (3.20) to the last line in (3.17) by setting 
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               (3.21) 
For a given set of scatterers, (3.21) is an analytic function that describes the amplitude‐phase 
behavior along a  ( , )t   path where, if there were no relative scatterer movement, the phase 
would be constant. It will prove very useful for determining the relationship between analytical 
signal amplitude and phase deviation from its initial value, in particular between the minimum 
amplitude and the phase deviation from  0   to  m ax  . From examination of (3.21), it is 
seen that, for a defined set of scatterers, the analytical function is influenced by the 
compression level a0, but not by the range centered around x0. Thus, although the path,
0 0( ) a x   , derived in (3.20), is proportional to spatial range, the phase deviation is not, i.e. 
estimated displacement is both depth and compression level dependent, but phase error is only 
compression level dependent.  
Equation (3.21) is obtained by setting  0 02 ( ) 2 0a x    , where  ( )   is the tracking term 
measured in meters and  0a  is the normalized maximum deformation. The term  0 0(1) a x   
gives the best estimate of the full displacement at the end of the compression time interval, 
and the slope of  (1)  with respect to  0x , i.e.  0a , is the best estimate of the strain. Thus, the 
analytical displacement estimate 




                           0(1)S a                                                                        (3.23) 
3.1.7	Graphical	Illustration	of	2D	Amplitude	and	Phase	
The received signal  ( , )r t  , as defined in (3.15), is a 2D analytical function, which conveniently 
can be illustrated as a 2D amplitude function,  ( , )A n m  and a 2D wrapped phase function, 







wrapped phase, so that    radians corresponds to deep blue, 0 radians to green, and    




and 1, with the minimum occurring in a region approximately from  400, 0n m    to 
385, 100n m   . As will be verified later, the maximum displacement is found by setting  1   in 
(3.20), giving  0 0(1) .a x   However, the behavior of the phase band starting around 
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statistical relationship between (i) phase error at  max 1   for a given trajectory and (ii) the 
lowest amplitude along that trajectory, which can be obtained through simulation experiments 
using (3.21). In addition, it is important to understand the relationship between displacement 







The wrapped phase,  ( , 0)p , can be considered a 2D phase matrix, a graphical representation 
of which is shown in Fig. 3.6, where each rectangle represents a discrete phase value. Let 
( , 0)p  be an arbitrarily chosen phase value from the phase matrix, located at the axial range 
(0)px  and  0  , with the corresponding fast time  (0) 2 (0) /p pt x c . The subscript p denotes 
the pth sample value for  0  . The relationship between a given range index, say  p , and 






 0( ) (0) (0) , [0,1]p px x a x                                                         (3.24) 
whose end location (for  1  ), in terms of axial range represented by q, i.e., the qth sample 
value, is 
 0(1) (0) (0)q p px x a x                                                               (3.25) 
The negative sign for the second term in (3.24) and (3.25) is due to the fact that, during 
compression, the scatterers move closer to the transducer surface.  




( )pn m  from the phase matrix, such that for  0  ,  ( , ) ( ,0)pn m p  and for  1  , 
( , ) ( , 0 )pn m q . Based on (3.24), we find 
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                                               (3.26) 
Given that the nearest integer to the floor of the fast time index 
n e a re s t in te g e r ( ( 2 ( 0 ) / ) )p sp x c f , the true phase trajectory expressed with the index values 
( , )pn m  from the phase matrix is 
 02 (0) 2 (0) ( / )( , ) (nearest integer(( ) ) nearest integer(( ) ), )p pp s s
x a x m M
n m f f m
c c



























(1) (1))q qx x  
(1)jx 
 
Fig. 3.6. Phase trajectories across the phase matrix  ( , )n m  for three different ranges. The start and end 
axial (or range) positions for two phase trajectories are indicated where  (1)qx  and  (1)sx  indicate end 





Restate  ( )pq n M  as the fast time index for the true phase trajectory  ( )px   at  1   or 
m M . As an example, using  0a = 0.09,  sf = 105 MHz, c = 1540 m/s,  (0)px = 10 mm and m = M 
= 200,  ( , ) ( 123,200)q M p  . Let  ( , )pn m  be the observed (or measured) phase along the true 
phase trajectory starting at range index p. Given that the error free phase is constant along a 
given phase trajectory, the absolute phase error,  , ( )p m , as a function of m, for the phase 
trajectory starting at range index p can now be defined as 
 , ( ) ( , ) ( ,0) , [0, ]p pm n m p m M                                         (3.28) 
The corresponding signal magnitude,  ( )pA m , is similarly given as 
  ( ) ( , ) , [0 , ]p pA m A n m m M                                                         (3.29) 
Next, we will present a stochastic analysis of the relationship between analytical signal 
magnitude and the absolute phase error, based on (3.21) and using the definitions in (3.28) and 
(3.29). Specifically define  ,m inpA  as the lowest amplitude along the true phase trajectory with 
the starting index of p, or, in other words, the lowest amplitude of the function  ( )pA m , as 
defined in (3.29). Further define  , p  as the absolute error determined for m = M, i.e. 
, , ( )p p M   , for the phase trajectory with the starting index of p, as given in (3.28). For 
each given set of scatterers, a result pair  ,min ,( , )p pA   will be determined.  
Figure 3.7 present simulation results of the relationship between  , m inpA  and  , p  for two 






















0a  = 0.09. These results indicate an approximately linear relationship between  0a  and 






































































phase error in radians, 200 bins
normalized histogram, compression 3%









phase error in radians, 200 bins











trajectory is associated with the initial range  (0)px and the end range value  (1)qx .  For this 
phase trajectory, p and q are the fast time indices for  0    and  1  , and correspond to the 
pth and qth fast time sample values, respectively. Thus, the displacement associated with   (0)px  
is (q – p) sample values. The second trajectory is associated with the initial range  (0)rx and the 




  ( (0) (0)) ( (0))
(0)
p px x xS
x
                                                               (3.30) 
where  ( (0))px  and  ( (0) (0))px x  denote the true (negative) displacements at  (0)px  and at 
( (0) (0))px x , respectively. Setting  (0) (0)px x   makes  ( (0) (0)) 0px x   and from 
(3.25), we have  0( (0)) (0)p px a x  , leading to the expected result for the true strain  0S a , 
where 
0a  was defined in (3.5) as the maximum deformation over maximum range 
0 max max( / )a Z x . 
Assume that the trajectories in Fig. 3.6 now represent estimated results of measurements or 
simulations. Here the first trajectory is associated with the initial range  (0)px and the end range 
value  (1)qx  .  For this phase trajectory, p and (q+ε) are the fast time indices for  0    and 
1  , and correspond to the pth and (q+ε)th fast time sample values, respectively. The second 
trajectory is associated with the initial range  (0)rx and the end range value (1)sx  .  Here, r and 





    
( (0) (0)) ( (0))
(0)
p px x xS
x
     
                                                         (3.31) 
where  ( (0))px  and  ( (0) (0))px x   denote the estimated (negative) displacements at  (0)px  
and at  ( (0) (0))px x , respectively. From the defined axial locations of the initial and end 
points of the bottom trajectory shown in Fig. 3.6, eq. (3.31) can be restated as 
 
( (0)) ( (0)) ( (1) (0)) ( (1) (0))
(0) (0) (0) (0)
r p q p s r
r p r p
x x x x x x
S
x x x x
         
     (3.32) 




   2 (1) (0) (1) (0)2 4q p q pp cx x x x fc       
      (3.33) 
   2 (1) (0) (1) (0)2 4s r s rr cx x x x fc    
       (3.34) 
In (3.33) and (3.34),  p  and  r  are negative values, because  (1) (0)q px x   and 










   
                                                                             (3.35) 
Now,  p  can be expressed as  
  ,p p true p                                                                                      (3.36) 
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where  p true  is a true (or error free) phase term, given in (3.37) by substituting  (1)qx   with 
(1)qx  in (3.34), where  (1)qx  defined in (3.25).  
   2 (1) (0) (1) (0)2 4q p q pp true cx x x x fc        (3.37) 
Using (3.25),  p true  may be written as  
  0 (0) 4pp true ca x fc 
                                                                        (3.38) 
Similarly,  r  can expressed as  
         ,r r true r                                                                                      (3.39)  
where  
         0 (0) 4rr true ca x fc 
                                                                          (3.40) 
The second term in (3.36),  , p , is a stochastic phase error, which is influenced by the strain 
level and by the minimum value of the corresponding magnitude function, as illustrated in Fig. 
3.7 in terms of  , p . Applying (3.38) to (3.36) and insert the result in (3.35), and similarly apply 
(3.40) to (3.39) and also insert this result in (3.35) gives: 
       0 , , 0 , ,
/ 4
(0) (0)4 (0) (0)p r p r r pc r p
cS a a
x xf x x   
          
    (3.41) 
The strain error is unbiased as the two stochastic phase error functions,  ,p  and  ,r , have 
zero mean, as seen in Fig. 3.8. The two functions are correlated if  (0) (0)r px x  is smaller than 
the spatial extent of the insonifying pulse,  pD  given in (3.4), and therefore the variance of 
, ,p r    can become quite small for small values of  (0) (0)r px x , For  (0) (0)r p px x D  ,  
,p and  ,r  are uncorrelated, and the variance of  , ,( )p r    is now independent of 
(0) (0)r px x  and the double of the variance of either  , p and  ,r , assuming a normal 
distribution. Therefore, the strain error varies inversely with the interval over which the strain is 




, ,( )p r   , meaning that the strain error is roughly proportional to the strain level. 
With respect to practical choice of  (0) (0)r px x , we select a value roughly 2.5 times the spatial 
pulse extent, and we may choose  (0) (0) 11r px x   . Applying this to (3.41) gives 
  , ,
0 138
p rS a  
                                                                  (3.42) 
It is now possible to use (3.42) to set threshold values for the normalized minimum amplitude. 
In Fig. 3.9, the stochastic error for  , ,p r    is computed for a strain interval of 





















                                              (3.43) 
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    or 0 , ,13.8 | |p ra     , 
where  , ,| |p r    is the absolute value of the statistic phase error associated with the strain 
estimation and represents the vertical axes in Figs. 3.9 (a) and 3.9 (b). For  




































This is implemented by selecting, for  0   (or  0m  ), a subset of phase values in  [ , ]n m . 
Consider the array of phase values in the first column of the phase matrix  n m [ , ] . 
 [ (0 , 0 ), (1, 0 ), ( , 0 ) ( , 0 )]n N         0Φ                                 (3.44) 
This array contains wrapped phase functions, with R zero crossings where  ( / )c sR N f f . 
Based on the assumption of tracking phase trajectories one wavelength apart, we will track R 
phase values in  oΦ . These R values are made up of the single phase value from each 2  period 
of the wrapped phase that is the closest to 0 radians, hereafter referred to as zero phase 
values. Define  0Ψ  as the array containing just the R zero phase values contained in  oΦ . 
 1 2 3[ , , , ]R      0Ψ                                                               (3.45) 
3.3.1	Displacement	Mapping	Via	Search	Method	with	Moving	Window	
To explain the search method with moving window (SMW), let  ( , 0 )k p   be an arbitrarily 
chosen zero phase value located at the axial range  (0)px ; this phase value will be the starting 











k  in column 1 is found at  ( 1,1) ( ,1)p l   , as indicated by a large red bullet in column 1. 
This phase value establishes the search window in column 2 spanning the range [ 3, 3]l l  . 
Again, the phase value closest to  k  in column 2 is found at  ( 1, 2) ( , 2)l r   , which fixes the 
location of the search window in column 3. This process continues until the Mth column has 












should be larger if the compression increases. Let Q be the ratio of  sf  to  cf ; therefore, Q 
samples of the wrapped analytical phase correspond to 2π radians. Typically the search 
window, in its actual discrete implementation, spans  [ / 2, / 2]p Q p Q  . Choosing Q = 10 and 












indices, and then accumulating all the index differences. If the row index is  p at  0m   and  l  at 
1m  , the index difference will be  1nd p l  . Likewise, the difference between row indices at 
55 
 
1m   and  2m  is  2nd , continuing until the difference between row indices at  1m M   and 
m M  is  Mnd . Finally the total fast time shift will be equal to 
1 2
1
( ...... ) /
M
M s m s
m
nd nd nd t nd f










































                                              (a)                  (b) 
 






























initial 2D zero phase band, width 0.4
 
 
































initial 2D normalized amplitude
 
 



































zero phase band with amplitude threshold 0.1 applied
 
 
































zero phase band with incomplete ones removed
 
 













































































mSNR                                                                           (4.1) 



















m mCNR  
                                                                      (4.2)     
where  stm  and  s bm  represent the mean values of the estimated strain in the target (inclusion) 





































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Surrounding tissue  4  2  0  18  19.5+/‐0.8 

































































































































































Let the RF data length in number of samples be L ( 2 sD fL
c
  ), where D  is phantom depth, 








( 40) 3 [ , 1]
Search gion NormalizedCorrelation
SCCC nW nI lW lW    
 







    , where  l  is 
the number of samples in a single wavelength,  0f  3.5 MHz is the transducer center frequency 
and M is chosen as a compromise of resolution and computation efficiency. Further assume the 
shift between windows is  W , in number of samples, then the number of windows can be 
calculated directly as  {( ) / }nW floor L lW W   where the function floor(x) is the largest 
integer not greater than x. The cost factor of 3 is extracted from the formulation of normalized 
cross correlation and the cost factor of the Search Region  40nI   is based on 40 window shifts. 
In our implementation, the normalized cross correlation between signal  ( )a t  and signal  ( )b t  is 
defined as 
2 2
( ) ( )
( ) ( )
t i W
t i
t i W t i W
t i t i
a t b t
a t b t
 

   
 

  , where  t  is the iteration index,  i  is the index pointing to 
the first element of the current window and W is the window length.  
The computational cost  SCC MAXS   is based on the number of iterations in the search for the 
maximum in the NCC function. Using binary search,  SCC MAXS  is  















{( [ , ] [2,1] [1,0] )}
AnalyticConversation AmplitudeExtraction PhaseExtraction
SMW
lW lW lWC nW lF lF
M M M









The computational cost  SMW MINS   is based on the iteration number of minimum search. Using 
binary search,  SMW MINS   is 
2log ( 40)SMW MINS nW nI                                              (4.6) 
The computational cost for creating the zero phase binary image in CCL algorithm is roughly 
Im
{( [ , ] [2,1] [1,0] [2,1] )}
AnalyticConversation AmplitudeExtraction PhaseBinary ageCreationPhaseExtraction
CCL
lW lW lW lWC nW lF lF
M M M M
        





CCL. The computational cost  CCL ONES   is based on the number of searches for ones in the 2D 
phase binary image. On average for a single RF line,  CCL ONES   is 
                                                         2 ( 40)CCL ONES nW nI                                                           (4.8)    
Using a typical 14‐point Hilbert FIR filter, i.e.,  14lF   [4.7], set window length in SCC as 5 
wavelengths, i.e., 5M  , and assume a constant  (  nW lW   ), the simplest form for the 
number of operations for each algorithm reduces to  


























the wrapped phase is uniformly distributed, selection of any value within  [ , ]   will be 
unbiased for phase tracking. Instead of zero phase with resolution one sample per wavelength 





















































































































































compressor without sensors were designed with length ݈ ൌ 25	݉݉ and width ݓ ൌ 16	݉݉. 













































































































Sensors   ௙ܴ௘௘ௗ௕௔௖௞ (KΩ)  ௥ܸ௘௙ (V)  R1 (Ω)  R2 (Ω) 
Sensor_1  70.2  1.47  691  230 
Sensor_2  69.8  0.98  717  183 
Sensor_3  70.2  1.31  671  243 
Sensor_4  70.2  0.99  813  199 
 
Table 5.2. Force‐Voltage data from calibrations of four A201 force sensors. 
Weight (g)  Sensor_1 (V) Sensor_2 (V) Sensor_3 (V) Sensor_4 (V) 
0  1.48  0.97  1.31  0.99 
10  1.48  0.97  1.31  0.99 
20  1.52  0.98 1.32 1.06 
50  1.66  1.15  1.34  1.16 
100  1.87  1.46  1.45  1.39 
200  2.08  1.85  1.79  1.91 
300  2.52  2.43 2.38 2.65 
400  3.12  2.89  2.98  3.21 
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stress based on FEA, transducer head size 72 mm by 16 mm
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stress based on FEA, force plate size 85 mm by 50 mm
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stress based on FEA, force plate size 85 mm by 85 mm
 
 













































































































































the equation ߯ ൌ ∬݌	݈݋݃ሺݖ ൅ ݎሻ ݀ݔᇱ݀ݕᇱ;  ܸ is the Newtonian potential of the rectangular 











where, డ௏డ௭ ൌ െ݌ሼ2ߨ െ cosିଵ ቎
ሺ௔ି௫ሻሺ௕ି௬ሻ
ටሾሺ௔ି௫ሻమା௭మሿඥሾሺ௕ି௬ሻమା௭మሿ
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(݉௜, ݊௜, 0) and nodes coordinates in 3D Cartesian coordinate system, an arbitrary field point ሺݔ, ݕ, ݖሻ and 































࢞࢔࢕ ∗ ࢑ቃ , ࢑ ∊ ቂ૙,
࢞࢔࢕
૛ െ ૚ቃ ,when	࢞࢔࢕	is	odd;



























࢟࢔࢕ ∗ ࢑ቃ , ࢑ ∊ ቂ૙,
࢟࢔࢕
૛ െ ૚ቃ ,when	࢟࢔࢕	is	odd;

















[xc, yc] = meshgrid(xc,yc); 





Element center coordinate: ࢓࢏ ൌ ࢋ࢒ࢋࢉࢉሺ૚, ࢏ሻ; ࢔࢏ ൌ ࢋ࢒ࢋࢉࢉሺ૛, ࢏ሻ.                                             (6.6) 




Node A ቀ࢓࢏ െ ࢒૛ , ࢔࢏ െ
࢝
૛ , ૙ቁ ൌ ሺࢋ࢒ࢋࢉࢉሺ૚, ࢏ሻ െ
࢒
૛ , ࢋ࢒ࢋࢉࢉሺ૛, ࢏ሻ െ
࢝
૛ሻ ; 
Node B ቀ࢓࢏ ൅ ࢒૛ , ࢔࢏ െ
࢝
૛ , ૙ቁ ൌ ሺࢋ࢒ࢋࢉࢉሺ૚, ࢏ሻ ൅
࢒
૛ , ࢋ࢒ࢋࢉࢉሺ૛, ࢏ሻ െ
࢝
૛ሻ ; 
Node C ቀ࢓࢏ ൅ ࢒૛ , ࢔࢏ ൅
࢝
૛ , ૙ቁ ൌ ሺࢋ࢒ࢋࢉࢉሺ૚, ࢏ሻ ൅
࢒
૛ , ࢋ࢒ࢋࢉࢉሺ૛, ࢏ሻ ൅
࢝
૛ሻ ; 
Node D ቀ࢓࢏ െ ࢒૛ , ࢔࢏ ൅
࢝
૛ , ૙ቁ ൌ ሺࢋ࢒ࢋࢉࢉሺ૚, ࢏ሻ െ
࢒






Assume ࢞ࢊ ൌ 	࢓࢏ െ ࢒૛ , ࢛࢞ ൌ 	࢓࢏ ൅
࢒
૛ , ࢟ࢊ ൌ 	࢔࢏ െ
࢝


























࢟ࢊ ሼ࢒࢕ࢍሺࢠ ൅ ࢘ሻሽࢊ࢞′ࢊ࢟′                                          (6.9) 
Expressions for the distribution of vertical stress components as a result of the ith pressure 
element at a point ሺݔ, ݕ, ݖሻ are  























































































































Material property Phantom dimension  External  Side boundary 
(I)  uniform  varied with 3 sets  uniform  fixed and free 
(II)  uniform  1 set  non‐uniform  free 
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stress (Pa) from SLE, phantom size 480*400*90, free boundaries
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stress (Pa) from FEA, phantom size 480*400*90, fixed sides
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stress error (%), phantom size 480*400*90, fixed sides
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stress (Pa) from FEA, phantom size 480*400*90, free sides
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stress error (%), phantom size 480*400*90, free sides
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stress (Pa) from SLE, phantom size 240*200*90, free boudaries
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stress (Pa) from FEA, phantom size 240*200*90, fixed sides
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stress error (%), phantom size 240*200*90, fixed sides
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stress (Pa) from FEA, phantom size 240*200*90, free sides
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stress error (%), phantom size 240*200*90, free sides
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stress (Pa) from SLE, phantom size 120*100*90, free boundaries
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stress (Pa) from FEA, phantom size 120*100*90, fixed sides
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stress error (%), phantom size 120*100*90, fixed sides
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stress (Pa) from FEA, phantom size 120*100*90, free sides
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stress error (%), phantom size 120*100*90, free sides
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Normal stress Szz (Pa) from SLE, Tofu phantom, non-uniform pressure
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Normal stress Szz (Pa) from FEA, Tofu phantom, non-uniform pressure
 
 
















































-10 95 -10 95







    -1





-6 67 -6 67 -6 67
-6
67











2 40 2 40
     -2.40
-2
40
     
-2.4
0






1.88 1 88      1.88
1
88
      
1.88
   
   
1.
88
      1.88
      1.88      1.88





6 1 6 16 6 1
6
16
      6
.16
   
   
6.
16
      6.16







10.44 10 44  10 44
10
44
    
 10
.44
     10.44













14 71 14 71
     14.71
     14.
71
    
 14
.71
    
 14
.71










    18.99 18 99 1 99
     18.99
     1
8.99
     
18.
99













23 27 23 27
    
 23
.27
     23.27








     27.55






   













stress difference in percentage, Tofu phantom, non-uniform pressure
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stress (Pa) from FEA, uniform phantom, fixed sides
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stress (Pa) from FEA, phantom with inclusion, fixed sides
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stress difference (%), uniform VS inclusion phantom, fixed sides
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stress (Pa) from FEA, phantom with slant interface, fixed sides
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stress difference (%), uniform VS slant, fixed sides
 
 
























































































































stress/strain, fixed sides, pressure 1000 Pa, plate 85*50
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stress/strain, free sides, pressure 1000 Pa, plate 85*50
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Youngs modulus correction factor, pressure 1000 Pa, plate 85*50
 
 







































































stress/strain, fixed sides, pressure 1000 Pa, plate 85*85
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stress/strain, free sides, pressure 1000 Pa, plate 85*85
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Youngs modulus correction factor, pressure 1000 Pa, plate 85*85
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stress/strain, fixed sides, pressure 2000 Pa, plate 85*50
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stress/strain, free sides, pressure 2000 Pa, plate 85*50
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Youngs modulus correction factor, pressure 2000 Pa, plate 85*50
 
 











































Method  Total element #  Element shape  Average total computation time (second) 
SLE  1260000  cuboid  0.86 
























































































































































































16.5 °C  23.0 °C  29.0 °C  16.5 °C  23. 0 °C  29.0 °C 
Sound speed         m/s    1534      1534   
Attenuation  dB/(cm∙MHz)    0.489      0.631   
density        Kg/m3  1012  1026 








































































































Define the axial displacement field as  ( , )zzu x z  and the axial strain field as  ( , )zz x z , where x 
and z are the lateral and axial direction, respectively. We will define the normal (axial) strain 
field as 
























slow increase, low force
slow increase, high force
fast increase, low force
fast increase, high force
139 
 
  ( , ) ( , )( , ) zz zzzz u x z u x zx z z z






















[1, 4]i  , force sensor with a single calibration weight,  1W ,  in grams. The applied force in 
Newton is: 
3
19.81 10 [ ]calib
iF W N                                                            (7.2) 









                                                                  (7.3) 












Let the contact area of each sensor be  _force plateA , where 
2
_ [ ]force plateA ab mm                                                          (7.5) 
With the force plate, a = 85 mm and b = 50 mm,  2 2_ 4250 4.25force plateA mm m    . Now, let the 
pressure function to the  thi sensor be  ( )ip t , observed during the time‐varying manual 








ave force plate ave
v t v t Np t
SE A SE m
                                           (7.6) 
If the 4 pressure functions,  ( ), [1,4]ip t i , are reasonably similar, i.e., external force is uniformly 






1( ) ( )
4ave ii
Np t p t
m
                                                       (7.7) 
As the last step, observe that this average pressure function is also the pressure function, 
applied to the force plate. That is,  ( ) ( )force plate avep t p t . 
3. Estimation of stress field in the image plane. In general, the stress field in visco‐elastic media 
is expressed as a time‐varying, 3 x 3 stress tensor field. However, in our simplified analysis, we 
are only interested in the normal stress field,  ( , )zz x z , where x and z are the lateral and axial 
directions, respectively.  Specifically, we wish to find  ( , )zz x z  in the image plane, shown in Fig. 

















































































































































































































































estimated displacement (mm), compression time# 145
 
 















estimated strain, compression time# 145
 
 















analytical stress, compression time# 145
 
 
























































































































































































































































































































































































































































































































































































































































































































































































































































































































//for the function gettimeoftheday  
#if defined(_MSC_VER) || defined(_MSC_EXTENSIONS) 
  #define DELTA_EPOCH_IN_MICROSECS  11644473600000000Ui64 
#else 









using namespace std; 
 
#ifdef SONIXTOUCH 
    #define NUMCHANNELS 64 
#else 
    #define NUMCHANNELS 32 
#endif 
 
#define MAXELEMENTS 128 
 
/*---soniRP function declaration----*/ 
bool selectProbe(int connector); 
bool createSequence(int sequence); 
bool run(); 
bool stop(); 

















int gettimeofday(struct timeval* tp, struct timezone* tzp); 
void systemTime(); 
bool initDevice(); 






bool running = false; 
bool validprobe = false; 
bool validsequence = false; 
double motorPos = 0; 
int depth = 50;//50 for cyst, 80 for slanted, 40 mm for tofu 
int focus = 60;//keep appropriate focal-depth to aperture-size ratio 
int power = 10; 
double gain = 0.8; 
CURVE *tgctest = new CURVE();//texo TGC curve 
const int frameSize = 360448;//in byte 
 
//iUSB definition 
int frameCnt =0; 
const int Nframe = 300;//100 is roughly balanced with numLoop 30 
const int NframeLoop = 1;//200 for elasto 
const int NframeTotal = (int)(Nframe*NframeLoop); 
int Nloop = 0; 
 
#define numLoop  70 //# of loops for reading small amount of data  
#define goodDataRate  0.92//instead of 0.96, to avoid 0 
#define numCh  4 //# of channels 
#define numScan  200 
const int scanRate = 4000; 
const int numGoodDataPerLoop = (int)(numScan*goodDataRate); 
const int numGoodDataLoop = (int)(numGoodDataPerLoop*numLoop); 
const int numGoodDataTotal = (int)(numGoodDataLoop*NframeLoop); 
float voltageTotal[numCh][numGoodDataLoop]; //buffer to save force data 
 
//system time 
timeval tv_rf, tv_force; 
const int timeSize = 2;//holds sec and usec 
unsigned int sysTime_rf[NframeTotal][timeSize], 
sysTime_force[numLoop][timeSize]; 
 








 clock_t start = clock(); 
 for (int i = 0; i < NframeLoop; i++) 
 {  
  run();//ultrasound frames     
  ReadData_iUSB();/*iUSB*/ 
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  while((frameCnt < Nframe)||(running == true)) 
  {  
  }   
  frameCnt = 0; 
 } 
 
 clock_t stop = clock(); 
 double elapse = stop - start; 
 fprintf(stdout, "Running time %f second\n", elapse/CLOCKS_PER_SEC); 
 
 /*stop and save data*/ 
 stopReadData();//stop and clean up both data acquisition 
 StopReadData_iUSB(); 
 saveTimestamp();//save time stamps 
 
 printf("\nPress <Enter> to quit\r\n"); 
 getchar(); 





 #ifdef SONIXTOUCH 
    // initialize and set the data file path 
    // for Sonix RP usm = 2 
    // for Sonix MDP or Sonix Touch usm = 3 or 4 
    // for Sonix Tablet usm = 4 
    if (!tex.init(FIRMWARE_PATH, 3, 4, 0, NUMCHANNELS, 0)) 
    { 
        return -1; 
    } 
 #else 
  // initialize and set the data file path??? 
  if (!tex.init(FIRMWARE_PATH, 2, 2, 0, NUMCHANNELS, 1))//??? 
  { 
   return -1; 
  } 
 #endif 
 
    // setup callback 
    tex.setCallback(newImage, 0); 
    // program defaults 
    tex.clearTGCs(); 
    tex.addTGC(tgctest, 1000*depth);//micron meter 
    tex.setPower(power, power, power); 
    //set the vca settings 
    VCAInfo vcaInfo; 
    vcaInfo.amplification = 32; 
    vcaInfo.activetermination = 4; 
    vcaInfo.inclamp = 1600; 
    vcaInfo.LPF = 1; 
    vcaInfo.lnaIntegratorEnable = 1; 
    vcaInfo.pgaIntegratorEnable = 1; 
    vcaInfo.hpfDigitalEnable = 0; 
    vcaInfo.hpfDigitalValue = 10; 
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    tex.setVCAInfo(vcaInfo); 
    selectProbe(0);//select probe connector 0, the top slot 










    if (running) 
    { 
        stop(); 
    } 
 
 saveData(); 





    printf("\npress any key to continue"); 
    while (!_kbhit()) 
    { 
    } 
    _getch(); 
    fflush(stdin); 
    system("cls"); 
} 
 
//statistics printout for after sequence has been loaded 
void printStats() 
{ 
    // print out sequence statistics 
    printf("sequence statistics:\n"); 
    printf("frame size = %d bytes\n", tex.getFrameSize()); 
    printf("frame rate= %.1f fr/sec\n", tex.getFrameRate()); 
    printf("buffer size = %d frames\n\n", tex.getMaxFrameCount()); 
} 
 
//selects a probe, the function will fail if the connector is invalid or if 
there is no probe on the specified connector. 
bool selectProbe(int connector) 
{ 
    if (!tex.activateProbeConnector(connector)) 
    { 
        fprintf(stderr, "could not activate connector %d\n", connector); 
        return false; 
    } 
 
    validprobe = true; 
 fprintf(stderr, "connector %d has been activated\n", connector); 





//runs a sequence 
bool run() 
{ 
    if (!validsequence) 
    { 
        fprintf(stderr, "cannot run, no sequence selected\n"); 
        return false; 
    } 
 
    if (running) 
    { 
        fprintf(stderr, "sequence is already running\n"); 
        return false; 
    } 
 
    tex.setMotorHomeActive(false); 
 
    if (tex.runImage()) 
    { 
        running = true; 
        return true; 
    } 
 
    return false; 
} 
 
//stops a sequence from running 
bool stop() 
{ 
    if (!running) 
    { 
        fprintf(stderr, "nothing to stop, sequence is not running\n"); 
        return false; 
    } 
 
    if (tex.stopImage()) 
    { 
        running = false; 
        fprintf(stdout, "acquired (%d) frames\n", 
tex.getCollectedFrameCount()); 
        return true; 
    } 
 
    return false; 
} 
 
bool createSequence(int sequence) 
{ 
    if (!validprobe) 
    { 
        fprintf(stderr, "cannot create sequence, no probe selected\n"); 
        return false; 
    } 
 
    if (depth < 10 || depth > 300) 
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    { 
        fprintf(stderr, "invalid depth entered\n"); 
        return false; 
    } 
 
    // tell program to initialize for new sequence 
    if (!tex.beginSequence()) 
        return false; 
 
    // build sequence 
    if (!sequenceRF()) 
        return false; 
 
    // tell program to finish sequence 
    if (tex.endSequence() == -1) 
        return false; 
 
    printStats(); 
 
    validsequence = true; 
    return true; 
} 
 
//transmits and receives across the entire probe to acquire focused RF data 
from each element. 
bool sequenceRF()//parameters are customized 
{ 
    int i, lineSize; 
    texoTransmitParams tx; 
    texoReceiveParams rx; 
 
    tx.centerElement = 0; 
    tx.aperture = 64; 
    int focus = 60; 
    tx.focusDistance = focus*1000; 
    tx.angle = 0; 
 
    tx.frequency = 1000 * 1000 *5; 
    strcpy(tx.pulseShape, "+-+-+-+-");//for 40MHz firmware, each pulse 25ns
    tx.speedOfSound = 1420;//1534 m/s for the purchased phantom 
    tx.useManualDelays = false; 
    tx.tableIndex = -1; 
    tx.useDeadElements = false; 
    tx.trex = false; 
 
    rx.centerElement = 0; 
    rx.aperture = NUMCHANNELS; 
    rx.angle = 0; 
    rx.maxApertureDepth = 30000; 
    rx.acquisitionDepth = depth * 1000; 
    rx.saveDelay = 0; 
    rx.speedOfSound = tx.speedOfSound; 
    rx.channelMask[0] = rx.channelMask[1] = 0xFFFFFFFF; 
    rx.applyFocus = true; 
    rx.useManualDelays = false; 
    rx.decimation = 1; 
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    rx.customLineDuration = 0; 
    rx.lgcValue = 0; 
    rx.tgcSel = 0; 
    rx.tableIndex = -1; 
 
    for (i = 0; i < tex.getProbeNumElements(); i++) 
    { 
   //*128 lines per frame*/ 
        tx.centerElement = (i * 10) + 5; 
        rx.centerElement = (i * 10) + 5; 
        lineSize = tex.addLine(rfData, tx, rx); 
 
        if (lineSize == -1) 
        { 
            return false; 
        } 
    } 
 




//store data to disk 
bool saveData() 
{ 
    char path[99]; 
    FILE* fp; 
 
 if (NframeTotal < 1) 
    { 
        fprintf(stderr, "no frames have been acquired\n"); 
        return false; 
    } 
 
 strcpy(path, "rfSignal"); 
 
    fp = fopen(path, "wb+"); 
    if (!fp) 
    { 
        fprintf(stderr, "could not store data to specified path\n"); 
        return false; 
    } 
 
 fprintf(stdout, "cine buffer holds %d frames\n", 
tex.getCollectedFrameCount());         
 fprintf(stdout, "frame size %d bytes\n", tex.getFrameSize()); 
 fwrite(tex.getCineStart(0), frameSize, Nframe, fp); 
 
    fclose(fp); 
    fprintf(stdout, "successfully stored RF data\n"); 
 







 ofstream rf_timestamp;//RF frames time stamp 
 rf_timestamp.open("rf_timestamp.txt"); 
 for (int i = 0; i < NframeTotal; i++) 
 { 
  for (int j = 0; j < timeSize; j++) 
  { 
   rf_timestamp << sysTime_rf[i][j] << ' '; 
   if((j+1)%timeSize == 0) 
    rf_timestamp << endl; 




 ofstream force_timestamp;//force data time stamp 
 force_timestamp.open("force_timestamp.txt"); 
 for (int i = 0; i < numLoop; i++) 
 { 
  for (int j = 0; j < timeSize; j++) 
  { 
   force_timestamp << sysTime_force[i][j] << ' '; 
   if((j+1)%timeSize == 0) 
    force_timestamp << endl; 




      fprintf(stdout, "successfully stored rf and force timestamp\n"); 
      return true; 
} 
 
//called when a new frame is received 
bool newImage(void*, unsigned char* data, int /*frameID*/) 
{ 
    // withhold from printing out anything right now 
 gettimeofday(&tv_rf, NULL); //(2) 
 sysTime_rf[frameCnt][0] = tv_rf.tv_sec; 
 sysTime_rf[frameCnt][1] = tv_rf.tv_usec; 




 if( (frameCnt == Nframe) ) 
 {  
  if(tex.stopImage()) 
   running = false; 
 } 
 







    libHandle = NULL; 
    libHandle = LoadLibrary((LPCWSTR)L"iUSBDAQ.dll"); 
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    if(libHandle == NULL) 
    { 
        printf("Error loading iUSBDAQ.dll\r\n"); 
  return false; 
    } 
    else 
    { 
  IUSBDAQ_EnumerateDevice=(int(*)(unsigned long, unsigned 
long*))\ 
                    GetProcAddress(libHandle,"iUSBDAQ_EnumerateDev"); 
        IUSBDAQOpen=(int(*)(unsigned long,unsigned long,DevSession*))\ 
                    GetProcAddress(libHandle,"iUSBDAQ_OpenDevice"); 
        IUSBDAQReadChannels=(int(*)(DevSession*,int,int,int,float*,int*))\ 
                    GetProcAddress(libHandle,"iUSBDAQ_ReadMultiAnalogIn"); 
        
IUSBDAQStartDaqStream=(int(*)(DevSession*,int,int,int,int,int*,int))\ 
                    GetProcAddress(libHandle,"iUSBDAQ_AIStartStream"); 
        IUSBDAQStopDaqStream=(int(*)(DevSession*))\ 
                    GetProcAddress(libHandle,"iUSBDAQ_AIStopStream"); 
        IUSBDAQReadStream=(int(*)(DevSession*,int,int,float*,int*))\ 
                    GetProcAddress(libHandle,"iUSBDAQ_AIGetScans"); 





  if((IUSBDAQ_EnumerateDevice == NULL) || (IUSBDAQOpen == NULL) 
|| 
            (IUSBDAQReadChannels == NULL) || (IUSBDAQStartDaqStream == 
NULL) || 
            (IUSBDAQStopDaqStream == NULL) || (IUSBDAQReadStream == NULL) 
|| 
            (IUSBDAQClose == NULL)) 
  { 
   printf("GetProcAddress Error\r\n"); 
   return false; 
  } 
    } 




int PrintError(int code) 
{ 
 char a; 
 printf("Error: %s\n", ErrorDesc[code]); 
 printf("Press any key to exit\r\n"); 
 scanf("%c", &a); 
 return -1; 
} 
 




    char selection; 
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    if (!LoadDLL()) 
 { 
  printf("Press any key to exit\r\n"); 
  scanf("%c",&selection); 
  return -1; 
 } 
 
 unsigned long devcnt=0; 
 // Device type for iUSBDAQ is 0 according to user manual 
 int rt = IUSBDAQ_EnumerateDevice(0, &devcnt); 
 if ( rt != iUSBDAQ_NOERROR) 
 { 
  return PrintError(rt);     
 } 
 printf("Found %d of iUSBDAQ connected, reading data from first 
iUSBDAQ\n", devcnt); 
 rt = IUSBDAQOpen(0, 0, &dev); 
 if ( rt != iUSBDAQ_NOERROR) 
 { 
  return PrintError(rt);     
 }  
 
    printf("HYTEK Automation 2005\r\n"); 
    printf("===============================\r\n"); 
} 
 
float value[numScan][numCh];  
void ReadData_iUSB() 
{ 
 // streaming demo section, 4% data should be discarded?  
 int rate = 0;    
 memset(value, 0.0, numScan*numCh*sizeof(float)); 
 
 IUSBDAQStartDaqStream(&dev, 0, numCh, 0, scanRate, &rate, 0);  
 for (int lp = 0; lp < numLoop; lp++) 
 {      
  IUSBDAQReadStream(&dev, numScan, 60, (float*)value, 
&rate);//rate actually is 192 
 
  gettimeofday(&tv_force, NULL); //time stamp 
  sysTime_force[lp][0] = tv_force.tv_sec; 
  sysTime_force[lp][1] = tv_force.tv_usec; 
  printf("force data loop %d, time %u:%u\n", lp, tv_force.tv_sec, 
tv_force.tv_usec);  
   
  for (int j = 0; j < numCh; j++) 
  { 
   for (int i = 0; i < numGoodDataPerLoop;  i++) 
   { 
    voltageTotal[j][numGoodDataPerLoop*lp+i] = 
value[i][j];//each channel   
   } 
  } 






//save force data 
bool saveData_iUSB() 
{ 
 ofstream forceDataFile; 
 forceDataFile.open("forceData.txt"); 
 
 for (int i = 0; i < numGoodDataTotal; i++) 
 { 
  for (int j = 0; j < numCh; j++) 
  { 
   forceDataFile << voltageTotal[j][i] << ' '; 
   if((j+1)%numCh == 0) 
    forceDataFile << endl; 
  } 
 } 
 
 forceDataFile.close();  
      fprintf(stdout, "successfully stored force data\n"); 
      return true; 
} 
 
//save current force data from value 
bool saveCurrentForce_iUSB() 
{ 
 ofstream forceDataFile; 
 forceDataFile.open("forceData_current.txt"); 
 
 for (int i = 0; i < 192; i++) 
 { 
  for (int j = 0; j < numCh; j++) 
  { 
   forceDataFile << value[i][j] << ' '; 
   if((j+1)%numCh == 0) 
    forceDataFile << endl; 





      fprintf(stdout, "successfully stored force data\n"); 






 IUSBDAQStopDaqStream(&dev);//end of streaming section 
 saveData_iUSB(); 
 
      //always check to close the library too. 









   int  tz_minuteswest; /* minutes W of Greenwich */ 
   int  tz_dsttime;     /* type of dst correction */ 
}; 
  
int gettimeofday(struct timeval *tv, struct timezone *tz) 
{ 
   //define a structure to receive the current Windows filetime 
   FILETIME ft; 
  
   //initialize the present time to 0 and the timezone to UTC 
   unsigned __int64 tmpres = 0; 
   static int tzflag = 0; 
  
   if (NULL != tv) 
   { 
        GetSystemTimeAsFileTime(&ft); 
   tmpres |= ft.dwHighDateTime; 
   tmpres <<= 32; 
   tmpres |= ft.dwLowDateTime; 
  
   //convert to microseconds by dividing by 10 
   tmpres /= 10;   
        tmpres -= DELTA_EPOCH_IN_MICROSECS; 
  
   //the modulus picks up the microseconds. 
   tv->tv_sec = (long)(tmpres / 1000000UL); 
   tv->tv_usec = (long)(tmpres % 1000000UL); 
   } 
  
   if (NULL != tz) 
   { 
   if (!tzflag) 
   { 
  _tzset(); 
  tzflag++; 
   } 
   
   //adjust for the timezone west of Greenwich 
   tz->tz_minuteswest = _timezone / 60; 
   tz->tz_dsttime = _daylight; 
    } 
  
    return 0; 
} 
 
// system time 
int sysTimeSize = 3; 
unsigned int* sysTime = new unsigned int[sysTimeSize]; 
void systemTime()//read system time, hour:minute:second are enough 
{ 
     struct tm     timeptr; 
     time_t        t; 
     unsigned int  timebuf[6]; 
     t = time(NULL); 
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     timeptr = *localtime(&t); 
     timebuf[0]=timeptr.tm_sec; 
     timebuf[1]=timeptr.tm_min; 
     timebuf[2]=timeptr.tm_hour; 
      
     for (int m = 0; m < sysTimeSize; m++) 
     { 
         sysTime[m] = timebuf[2-m];//hour minute second 
     } 
     printf("%d:%d:%d\n",sysTime[0],sysTime[1],sysTime[2]); 
} 
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