












































































































































































































































































                                                
1 Here we refer to a precipitating “feature” instead of a precipitating “object”; to become an object, at least 
two overlapping spatial features in successive images are needed.  
1. Fix feature index l in previous time step i-1 
2. For a given feature index l, determine feature index kMO in 
current time step i with maximum spatial overlap:    




3. For a given feature index kMO, determine feature index lMO in 
previous time step i-1 with maximum spatial overlap: 
  lMO(kMO)= argmax [ )( 1 ik
i
l MO
FFSize  ] 
4. Check if feature indices are the same: lMO=l
If lMO=l is true, then it is presumed that the precipitating feature
i
kMO
F corresponds to the 
feature  1ilF and they both belong to the path of one precipitating object. For the 
precipitating features which do not have overlaps (small fast moving features), 
correspondences are formed by applying user‐defined larger buffers till overlaps are found. 
Finally, all the remaining unmatched precipitating features are marked as 
appearances/disappearances. 
 
In the case, tracked objects are used as input in the visualization environment, where they 
are represented as polygons to facilitate exploration of dynamic precipitation features. 
Additionally, functionality has been developed to visualize the path of an object (Andrienko, 
Andrienko, and Gatalsky 2005 ) by a thin line that connects the centroids of the object. The 
number of time steps to be displayed for the path is user‐defined. Finally, to enable 
comparison with a simultaneously displayed underlying theme (here NDVI), the 
precipitation objects can be made transparent.  
 
3.3  Use scenario 
A possible use scenario of the toolbox in the case study is sketched here. The scenario 
includes 
the following steps: overview first, zoom/filter, details on demand of Shneiderman’s (1996) 
visual exploration strategy. It also includes the steps: analyze first, show the important, 
zoom/filter, analyse further, details on demand of Keim and others (2006) adapted stategy 
for visual analysis of large data sets. Both analytical steps draw heavily on algorithmic 
operations.  
 
The assumption is that a user will first run the animation of the NDVI time series without 
any interaction to obtain an overview of the vegetation dynamics. This is a strategy that is 
followed by experienced users of animated time series (Blok 2005). Then the user will 
probably filter low NDVI values (i.e. areas without much green vegetation), using the sliders 
of the legends, to learn when and where the vulnerability to flash floods of the area under 
study is high; the user may zoom in to a particular area, or if dynamics in the surroundings 
are also relevant, define an area of interest, and display it with a subdued context. Details 
(relevant values) can be acquired by mouse clicks in the display window.     
Next, the user wants to display heavy precipitation rates on top of the NDVI time series. 
First, high precipitation rates are detected and tracked over time, an analytical process. 
Once the objects are displayed as transparent polygons on top of the NDVI images, the user 
tries to get an overview of the dynamic behaviour of the precipitation objects by running 
the animation. To further explore the relationship with low NDVI values, selections are 
made, like above. Also, the definition of precipitating objects can be adjusted, needing 
another analytical process. Of precipitation objects that are expected to cause problems, 
tracks are represented to predict the path ahead, and details about those tracks are 
queried.  
 
During exploration, the user can of course also utilize media player and animation speed 
controls, pan, and display the values of an attribute over time in a graph. This process may 
have several iterations, and one possible result is visualized in figure 1. 
 
 
 
 
FIGURE 1: The toolbox with a snapshot of an NDVI time series. Attribute slicing highlights 
low NDVI values (areas vulnerable to flash floods) in a subdued context (here in grey values). 
As animated overlay, tracked high precipitation objects are displayed transparently, 
together with the track of a selected object during 18 time steps.      
 
 
4.  Evaluation 
4.1 Evaluation of selected visualization functions 
A first evaluation has been executed to assess the usability of some selected visualization 
functions: user defined selections of area of interest and attribute values of interest with 
the colour and transparency options to enhance the selection relative to the context. The 
primary goal was to identify usability problems for further improvement. A number of 
monitoring tasks have been executed by two homogeneous groups, each consisting of 8 
potential users. The tasks included identification of areas with constant NDVI values, or with 
values in a particular range, for either the whole time series (covering two years) or part of 
it, and for the whole study area (Ethiopia), or a particular region. In addition, comparisons 
had to be made to find noticeable changes in greenness, variability in an area relative to its 
surroundings, and to discover in which year a particular value range covered most of the 
area of Ethiopia. One group used a toolbox with the above mentioned functions, the other 
the same toolbox without. 
 
A complementary set of methods was deployed to collect user data on effectiveness, 
efficiency and satisfaction: think aloud, observation, questionnaires and an interview. 
According to the effectiveness metrics set for the test (complete, incomplete and wrong 
answers) the group that used the extended toolbox exhibited a better performance: 72.9% 
complete answers (versus 66.7% for the other group) and 12.5% (versus 16.7%) wrong 
answers; the remaining answers were incomplete. Three out of the eight participants of the 
group that used the toolbox with new functions gave complete answers for each task, 
against none of the eight in the other group. Efficiency was measured by the average time 
taken per task. Overall, the group using the new tools performed a bit faster, on average 
3.85 minutes per task (versus. 4.19 minutes for the other group). Satisfaction levels were 
comparable, and relatively high for both groups: (almost) 4 on a scale from 1 (very poor) to 
5 (very good), but users of the extended toolbox were more confident in task execution 
than the other group.  
 
The difference in results for the two groups was lower than expected. Main reason was that 
there were still some bugs causing performance problems, and deficiencies. It already led to 
implementation of some improvements. The main ones are: a  dynamic link  between 
thematic legend and display area, so that selected transparency levels are not only visible in 
the display area, but also in the legend; more precise selection of attribute values of 
interest, and instead of masking the selected range of attribute values, display of variations 
within the range. In addition, the display speed control and some buttons and dialogue 
boxes in interface were improved. Further evaluation including more functions will follow, 
but we will first extend and improve the functionalities of the toolbox (see section 5).  
 
4.2 Aspects related to the overall performance of the toolbox 
Much of the rendering of digital raster images and animations in the toolbox is not 
performed in the software, but by the graphics hardware using the industry standard 
OpenGL (http://www.opengl.org), which is installed on all modern computers. This results in 
a significant performance gain. 
 
The performance of the graphics hardware depends, amongst others, on the speed of the 
graphics‐processor, and the available graphics RAM memory. Typical graphic boards have 
between 128Mb and 1Gb of memory (2011). For this toolbox, the amount of available 
graphics RAM memory is the main performance bottleneck. If rendering of images and 
animations requires more memory than is available on the graphics board, the graphics 
processor will swap data from the graphics memory to the physical memory of the 
computer to accommodate for the extra need. The data has to go through the graphics bus, 
which is much slower than the channels that are typically implemented locally on the 
graphics hardware, resulting in serious performance degradation.  
 
The performance degradation depends on the size of the digital raster image as seen on the 
computer screen (thus not the actual size of the image in rows and columns). Therefore, 
performance degradation due to low memory conditions is normally not a problem for 
single images, but for animations it might become a bottleneck. To avoid reaching the 
memory limits of the graphics hardware, as a rule of thumb, the digital images in a series 
that must be animated smoothly should be limited to: 
 
on‐screen image size ( x * y ) * number of images in the series * bytes per pixel < graphics 
memory size. 
 
Thus if an animation does not run smoothly because the memory requirement exceeds the 
memory on the graphics board, one can either reduce the number of images in the series, or 
the window size. 
 
Tracking results in vector (polygon) maps. In OpenGL rendering, polygons consist of a mesh 
of triangles that cover the area of the polygon. Although these triangles are invisible in the 
final rendering because edge and interior of each triangle have the same colour, they are 
drawn. Graphics hardware is very efficient in rendering triangles; the size of the polygons 
does not influence the performance, but their number and complexity (related to the 
number of triangles) do. Therefore, vector images with a few thousand polygons usually 
suffer from reduced rendering performance, though it depends on the complexity of the 
polygons. 
 
5.   Conclusions and future work 
We have presented some functionality to improve visual exploration of animated time 
series compared to using a conventional animation. The functions described are expected to 
mitigate some common change blindness problems in use of animations by supporting users 
to focus attention on items that are relevant for the task at hand. Sequences of changing 
pixel values can be transformed by analytical processing into animated polygons, or in a  
range of attribute values or areas of interest that stand out as ‘figure’, which can be 
displayed in isolation or in a subdued context.  
 
Analytical processing was implemented using two stage process ‐ the feature extraction and 
tracking stages. In this way, the feature extraction stage can take advantage of various 
image classification/segmentation algorithms developed in the domain areas and present in 
ILWIS. Especially in cases when the features can be easily separated using the intensity or 
shape information only, such as precipitation estimations. Secondly, the overlap –based 
tracking limits the number of features that must be compared. Therefore, the tracking 
becomes a real–time process which is important for resulting visualization of the object 
paths. Lastly, the spatial overlap is a useful measure for detecting the events in the history 
of spatial objects. Events are stages in the evolution of the phenomena such as: 
continuation, creation (appearance), dissipation (disappearance), bifurcation (split) and 
amalgamation (merge) of the features (Samtaney et al., 1994). 
 
 
 
 
 
Feature extraction and quantification contributes a rise in the level of abstraction: from data 
containing interesting features to data describing the features, their states and events in 
their history. The number of characteristics describing each feature can be extended to add 
other measurements of the statistical and spatial distribution, depending on the purpose of 
the application and the events the user wants to represent. This offers richer graphical and 
interactive functionality. Although some ideas, like visualizing the events and object paths, 
are not entirely new (Andrienko, Andrienko, and Gatalsky 2005), the novelty of our 
approach is that access to the GEONETCast distribution system, pre‐processing, analytical 
and extensive animated visualization functionality will be packaged into a single Open 
Source environment, ILWIS.  
 
 
ILWIS already has some functions to support image projection, re‐sampling, filling of missing 
pixels, smoothing, filtering, classification, slicing and tracking. But investigation into their 
application in (multi‐sensor) time series still needs to be done. As example, we mention the 
investigation into tracking algorithms for different applications or phenomena. 
 
 
 
 
An alpha version of the toolbox described here is ready, but we still want to extend the 
functionality. First of all, we want to look into challenges related to the pre‐processing 
needed to run animated time series. For example, daily images need to be projected to a 
common grid (an operation known as gridding) to create the time series. This step is far 
from trivial since Earth observing satellites scan the Earth surface from slightly different 
orbits and this implies that the ground area covered by each pixel in each image is slightly 
different (Gomez‐Chova and others 2011). In addition to this, the analyst should consider 
the best method to resample the images while projecting them to a common grid. 
 
 
Although there is already support for common visual exploration and analysis strategies, 
options to see details can still be improved, e.g. by providing additional (visualized) 
information about the (tracked) features, like their size, spectral/spatial properties, and 
quantification of their behaviour. We also plan to improve options to compare and 
synchronize time series, and we want to investigate optimization and integration of the 
usually frequently consulted temporal legend, so that it does not distract too much from 
what is happening in the animated display.   
Last but not least, the question if the tools support users to focus attention, and if they 
reduce change blindness need to be answered. A user evaluation of the software is planned, 
taking the above question, in addition to utility and usability of the toolbox, into account.    
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