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3Введение
Всем хорошо известны примеры периодических функций на комплексной
плоскости: sin 𝑧, cos 𝑧, tg𝑧, ctg𝑧 с периодами 2𝜋 и 𝜋 соответственно. Поднимая
вопрос о существовании функций с большим количеством периодов, можно лег­
ко убедиться в том, что не существует более двух линейно независимых (над
полем вещественных чисел) периодов, а функции, обладающие двумя такими
периодами, называются двоякопериодическими.
Из теоремы Лиувилля следует, что аналитические двоякопериодические
функции без особых точек являются константами. Среди аналитических дво­
якопериодических функций с особенностями выделяется класс эллиптических
функций — не имеющих никаких других особых точек, кроме полюсов в узлах
решётки на плоскости.
Изучению эллиптических функций предшествовало накопление знаний
об эллиптических интегралах, систематическое описание которых дал А. Ле­
жандр. Развитие эллиптических функций шло двумя путями: К. Якоби в ос­
нову теории положил эллиптические функции, которые позже были названы в
его честь, и вспомогательные тэта-функции; К. Вейерштрассом был предложен
другой подход, базирующийся на ℘-функции. С её помощью можно описать все
эллиптические функции, так как они все представляются в виде алгебраиче­
ских выражений от ℘-функции и её производной. В современной математике
теория эллиптических функций занимает одно из центральных мест: объеди­
няя алгебраические, аналитические и арифметические методы, она связывает
различные её области.
В случае нескольких переменных хорошо известны [10] многомерные тэта­
функции, заданные в виде экспоненциальных рядов, и построенные с их помо­
щью многомерные эллиптические функции. В начале 1980-х годов итальянский
математик П. Заппа дал иное многомерное обобщение ℘- и 𝜁-функций Вейер­
штрасса в виде дифференциальных форм [53]. Напомним, что для решётки Γ
изоморфной Z2 𝜁-функция Вейерштрасса задаётся в виде ряда
𝜁 (𝑧) =
1
𝑧
+
∑︁
𝛾∈Γ∖{0}
(︂
1
𝑧 − 𝛾 +
1
𝛾
+
𝑧
𝛾2
)︂
.
4Слагаемые вида 1𝑧−𝛾 можно рассматривать как ядра Коши без дифференциала
𝑑𝑧. Тогда, если теперь Γ — решётка максимального ранга в C𝑛, и 𝜓𝐵𝑀 (𝑧 − 𝛾)
— ядро Бохнера-Мартинелли с особенностью в 𝛾 без голоморфных дифферен­
циалов 𝑑𝑧1 ∧ ... ∧ 𝑑𝑧𝑛, то 𝜁-форма определяется рядом
𝜁 (𝑧) = 𝜓𝐵𝑀 (𝑧) +
∑︁
𝛾∈Γ∖{0}
(︃
𝜓𝐵𝑀 (𝑧 − 𝛾) + 𝜓𝐵𝑀 (𝛾)−
−
𝑛∑︁
𝑖=1
(︂
𝜕𝜓𝐵𝑀
𝜕𝑧𝑖
(𝛾) 𝑧𝑖 +
𝜕𝜓𝐵𝑀
𝜕𝑧𝑖
(𝛾) 𝑧𝑖
)︂)︃
.
Аналоги ℘-функции Вейерштрасса — это формы ℘𝑖 (𝑧), определённые равен­
ством
℘𝑖 (𝑧) = − 𝜕
𝜕𝑧𝑖
𝜁 (𝑧) .
Свойства таким образом определённых дифференциальных форм напоминают
свойства классических ℘- и 𝜁-функций Вейерштрасса. Кроме того, они сохра­
няют воспроизводящее свойство, присущее форме Бохнера-Мартинелли.
В 1995 году Р. Диаз и С. Робинс [31] дали новое доказательство известной
формулы Пика:
𝐼 +
𝐵
2
− 1 = 𝑆,
связывающей число 𝐼 целых точек целочисленного многоугольника внутри
него, число 𝐵 целых точек на границе многоугольника и площадь 𝑆 этого мно­
гоугольника, при помощи 𝜁-функции Вейерштрасса. Оно основано на том, что
интеграл от 𝜁-функции по замкнутому контуру сводится к интегралам от ядра
Коши. Так как вычет ядра Коши равен 0 либо 1 в зависимости от того, попада­
ет ли его особенность внутрь контура или нет, этот факт можно использовать
для подсчёта числа особых точек 𝜁-функции внутри контура.
Аналогичным образом воспроизводящее свойство 𝜁-формы можно исполь­
зовать для исследования проблемы числа точек решётки в многомерной обла­
сти.
Целью данной работы является изучение свойств многомерных аналогов
эллиптических функций Вейерштрасса и их применение к задаче оценки числа
точек решётки в замыкании области.
Для достижения поставленной цели необходимо было решить следующие
задачи:
51. Исследовать свойства многомерных аналогов эллиптических функций
Вейерштрасса.
2. Доказать возможность почленного дифференцирования ряда для
𝜁-формы.
3. Вычислить такую форму 𝜂, чтобы форма 𝜁 − 𝜂 стала Γ-инвариантной.
4. Получить интегральное представление для разности взвешенного числа
точек произвольной решётки максимального ранга в C𝑛 в замыкании
области с кусочно-гладкой границей и её объёма:∑︁
𝛾∈Γ
Θ𝛾,𝐷 − Vol (𝐷) .
Научная новизна: Результаты работы являются новыми. Впервые была
исследована сходимость рядов для производных 𝜁-формы, вычислена диффе­
ренциальная форма 𝜂 с линейными коэффициентами такая, что форма 𝜁 − 𝜂
является Γ-инвариантной. Доказано новое интегральное представление для раз­
ности взвешенного числа точек решётки в замыкании области и её объёма.
Практическая и теоретическая ценность. Результаты, полученные
автором, являются теоретическими. Их ценность состоит в том, что они мо­
гут быть использованы в многомерном комплексном анализе, алгебраической
геометрии, комбинаторике и теории чисел, а также в компьютерной алгебре.
Практическое применение полученных результатов состоит в их внедре­
нии в учебный процесс в виде материала для проведения специальных курсов по
современным проблемам многомерного комплексного анализа кафедры теории
функций Института математики и фундаментальной информатики Сибирского
федерального университета.
Mетодология и методы исследования. В работе используются ме­
тоды многомерного комплексного анализа, в частности, техника теории инте­
грального представления Бохнера-Мартинелли, теория сходимости многомер­
ных числовых и функциональных рядов.
При вычислении суммы двойного числового ряда использовались мето­
ды теории специальных функций и асимптотические оценки, а при исследо­
вании сходимости функционального ряда оценивалась величина производной
ядра Бохнера-Мартинелли на компакте.
Доказательство основного результата опирается на фундаментальные
свойства интегрального представления Бохнера-Мартинелли. В исследованиях
6последнего раздела диссертации важную роль сыграла симметрия рассматри­
ваемых множеств.
В процессе исследований для выполнения расчётов и верификации полу­
ченных результатов активно использовались методы численного моделирова­
ния, а также системы компьютерной алгебры.
Основные результаты:
1. Получена интегральная формула для разности взвешенного числа то­
чек произвольной решётки максимального ранга в C𝑛 в замыкании об­
ласти с кусочно-гладкой границей и её объёма. Указанная разность
представляется в виде интеграла по границе этой области.
2. Получено новое представление числа 𝜋 в виде двойного ряда по решётке
гауссовых чисел.
3. Получено аналитическое доказательство многомерного аналога фор­
мулы Пика для многогранника с вершинами в узлах решётки и цен­
трально-симметричными гипергранями.
Достоверность полученных результатов работы подтверждается строги­
ми математическими доказательствами.
Апробация работы. Основные результаты диссертации докладывались
и обсуждались на:
1. Красноярском городском научном семинаре по комплексному анализу
и алгебраической геометрии (СФУ, 2010-2017 гг);
2. 50-ой международной научной конференции «Студент и научно-техни­
ческий прогресс» (Новосибирск, 2012 г.);
3. Четвёртом российско-армянском совещании по математической физи­
ке, комплексному анализу и смежным вопросам (Красноярск, 2012 г.);
4. Пятом российско-армянском совещании по математической физике,
комплексному анализу и смежным вопросам (Ереван, 2014 г.);
5. Международной школе-конференции по многомерному комплексному
анализу и дифференциальным уравнениям (Красноярск, 2014 г.);
6. Третьей российско-китайской научной конференции по комплексному
анализу, алгебре, алгебраической геометрии и математической физике
(Москва, 2016 г.).
Публикации. Основные результаты диссертации опубликованы в 3 ста­
тьях и 4 тезисах. Все статьи ([5; 48; 49]) опубликованы в изданиях из перечня,
рекомендованного ВАК. Одна статья ([49]) совместная, её результаты получены
7в нераздельном соавторстве с А.В. Щуплевым. Две другие ([5; 48]) подготовле­
ны лично автором диссертации. Кроме того, для проведения компьютерных
экспериментов была разработана программа «Tex2Cpp», зарегистрированная в
Федеральной службе по интеллектуальной собственности [18].
Объем и структура работы. Диссертация состоит из введения, трёх
глав и заключения. Полный объём диссертации составляет 65 страниц, включая
1 рисунок и 2 таблицы. Список литературы содержит 53 наименования.
В первой главе даются необходимые сведения об эллиптических функци­
ях одной комплексной переменной, то есть двоякопериодических мероморфных
функциях.
Рассмотрим комплексную плоскость C и решётку Γ на ней
Γ = {𝑛𝛾1 +𝑚𝛾2|𝑛,𝑚 ∈ Z} ,
определённую парой комплексных чисел 𝛾1 и 𝛾2 со свойством 𝛾2𝛾1 ∈ C ∖ R. Оче­
видно, что линейным преобразованием любая такая решётка приводится к виду
Z⊕𝜏Z, где Im𝜏 > 0, поэтому в рамках первой главы будем считать, что решётка
Γ задана именно в таком виде. Будем рассматривать эллиптические функции с
множеством периодов Γ. В основе подхода К. Якоби к определению эллиптиче­
ских функций лежат вспомогательные тэта-функции.
Определение 1. Тэта-функцией называется сумма ряда
𝜃 (𝑧,𝜏) =
∞∑︁
𝑛=−∞
𝑒𝜋𝑖𝜏𝑛
2
𝑒2𝜋𝑖𝑛𝑧.
Сами тэта-функции являются квазипериодическими функциями, то есть сдвигу
аргумента на любой элемент решётки периодов соответствует умножение функ­
ции на экспоненциальный множитель. Однако, отношение двух тэта-фукнций,
ассоциированных с одной и той же решёткой, представляет собой двоякоперио­
дическую функцию.
Другой подход в теории эллиптических функций был предложен К. Вей­
ерштрассом, который перестроил всю теорию, используя ℘-функцию
℘ (𝑧) =
1
𝑧2
+
∑︁
𝛾∈Γ′
(︂
1
(𝑧 − 𝛾)2 −
1
𝛾2
)︂
, (1)
8где Γ′ = Γ∖ {0}, и связанные с ней функции
𝜁 (𝑧) =
1
𝑧
+
∑︁
𝛾∈Γ′
(︂
1
𝑧 − 𝛾 +
1
𝛾
+
𝑧
𝛾2
)︂
,
𝜎 (𝑧) = 𝑧
∏︁
𝛾∈Γ′
(︂
1− 𝑧
𝛾
)︂
𝑒
𝑧
𝛾+
1
2
𝑧2
𝛾 .
Несмотря на разницу в подходах к построению теории эллиптических
функций, между основополагающими функциями существуют связывающие их
формулы. Одна из них заключается в следующем тождестве
℘ (𝑧) = − 𝑑
2
𝑑𝑧2
lnΘ11 (𝑧) + 𝑐,
где Θ11 (𝑧) = −𝜃
(︀
𝑧 + 12𝜏 +
1
2 ,𝜏
)︀
.
В случае гауссовой решётки Γ = Z ⊕ 𝑖Z константа 𝑐 равна −𝜋. Для этой
константы существует интегральное представление
𝜋 = −𝑐 =
1∫︁
0
℘ (𝑥− 𝑝) 𝑑𝑥,
откуда можно получить представление для 𝜋 в виде двойного ряда
Теорема 1.
𝜋 =
1
1− 𝑝 +
1
𝑝
+
∑︁
𝛾∈Γ′
[︂
1
1− 𝛾 − 𝑝 +
1
𝛾 + 𝑝
+
1
𝛾2
]︂
.
Также мы приводим прямое вычисление суммы этого ряда, опубликован­
ное в [5].
В рамках исследования были проведены компьютерные эксперименты по
вычислению знаков числа 𝜋 с помощью полученного представления в виде двой­
ного ряда. Скорость сходимости данного ряда невысокая и зависит от выбора
точки 𝑝. В ходе компьютерных экспериментов была разработана компьютер­
ная программа, которая преобразует математические формулы, записанные в
формате TEX, в программы для их вычисления на языке программирования
C++ [18]. Программа способна интерпретировать арифметические операции,
операции с комплексными числами, элементарные математические функции,
индексированные суммы, операции с векторами.
9Во второй главе приводятся многомерные аналоги ℘- и 𝜁-функций, ис­
следуются их свойства.
Пусть 𝜓𝐵𝑀 — ядро интегрального представления Бохнера-Мартинелли с
особенностью в нуле без голоморфных дифференциалов:
𝜓𝐵𝑀 (𝑧) =
(𝑛− 1)!
(2𝜋𝑖)𝑛
∑︀𝑛
𝑘=1 (−1)𝑘−1 𝑧𝑘𝑑𝑧 [𝑘](︁∑︀𝑛
𝑗=1 |𝑧𝑗|2
)︁𝑛 ,
где 𝑑𝑧 [𝑘] = 𝑑𝑧1∧...∧𝑑𝑧𝑘−1∧𝑑𝑧𝑘+1∧...∧𝑑𝑧𝑛.Обозначим через 𝜙𝑖 (𝑧,𝛾) производную
смещённой на 𝛾 формы Бохнера-Мартинелли по 𝑧𝑖:
𝜙𝑖 (𝑧,𝛾) = − 𝜕
𝜕𝑧𝑖
𝜓𝐵𝑀 (𝑧 − 𝛾) ,
Пусть Γ — решётка максимального ранга в пространстве C𝑛. Следуя [53],
введём аналоги ℘-функции Вейерштрасса:
℘𝑖 (𝑧) = 𝜙𝑖 (𝑧,0) +
∑︁
𝛾∈Γ′
(𝜙𝑖 (𝑧,𝛾)− 𝜙𝑖 (0,𝛾))
и 𝜁-функции Вейерштрасса
𝜁 (𝑧) = 𝜓𝐵𝑀 (𝑧) +
∑︁
𝛾∈Γ′
(︃
𝜓𝐵𝑀 (𝑧 − 𝛾) + 𝜓𝐵𝑀 (𝛾)−
−
𝑛∑︁
𝑖=1
(︂
𝜕𝜓𝐵𝑀
𝜕𝑧𝑖
(𝛾) 𝑧𝑖 +
𝜕𝜓𝐵𝑀
𝜕𝑧𝑖
(𝛾) 𝑧𝑖
)︂)︃
.
Свойства 𝜁- и ℘𝑖-форм напоминают свойства 𝜁- и ℘-функций Вейерштрас­
са. В частности, формы ℘𝑖 являются Γ-инвариантными и
℘𝑖 = − 𝜕
𝜕𝑧𝑖
𝜁.
Кроме того, и 𝜁-, и ℘𝑖-формы обладают восстанавливающим свойством.
В разделе 2.2 мы исследуем свойства 𝜁-формы. Равномерная сходимость
ряда для 𝜁-формы и её голоморфных производных, то есть для ℘𝑖-форм, дока­
зана П. Заппой [51]. Мы доказываем сходимость рядов, представляющих анти­
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голоморфные производные 𝜁-формы:
𝜕
𝜕𝑧𝑖
𝜁 (𝑧) =
(𝑛− 1)!
(2𝜋𝑖)𝑛
(︃
(−1)𝑖−1 ‖𝑧‖2 𝑑𝑧 [𝑖]− 𝑛∑︀𝑛𝑘=1 (−1)𝑘−1 𝑧𝑖𝑧𝑘𝑑𝑧 [𝑘]
‖𝑧‖2𝑛+2 +
+
∑︁
𝛾∈Γ′
[︃
(−1)𝑖−1 ‖𝑧 − 𝛾‖2 𝑑𝑧 [𝑖]− 𝑛∑︀𝑛𝑘=1 (−1)𝑘−1 (𝑧𝑖 − 𝛾𝑖) (𝑧𝑘 − 𝛾𝑘) 𝑑𝑧 [𝑘]
‖𝑧 − 𝛾‖2𝑛+2 −
−(−1)
𝑖−1 ‖𝛾‖2 𝑑𝑧 [𝑖]− 𝑛∑︀𝑛𝑘=1 𝛾𝑖𝛾𝑘𝑑𝑧 [𝑘]
‖𝛾‖2𝑛+2
]︃)︃
. (2)
Предложение 2. Ряд (2) сходится абсолютно и равномерно на компактах
из C𝑛 ∖ Γ.
Таким образом, ряд для 𝜁-формы можно почленно дифференцировать. Кроме
того, доказывается, что для 𝛾 ∈ Γ разность
𝜁 (𝑧 + 𝛾)− 𝜁 (𝑧)
зависит только от 𝛾.
Для вычисления характеристик областей в C𝑛, инвариантных относитель­
но сдвига на элемент решётки, каковой, очевидно, является число точек решёт­
ки в ней, естественно использовать Γ-периодические выражения, в то время
как 𝜁-форма не Γ-периодическая. Поэтому в разделе 2.3 мы вычисляем фор­
му 𝜂 (𝑧) с коэффициентами, линейно зависящими от 𝛾 и 𝛾
𝜂 (𝑧) =
(𝑛− 1)!
(2𝜋𝑖)𝑛
𝑛∑︁
𝑚=1
𝑛∑︁
𝑘=1
(︃
𝑛∑︁
𝑗=1
(︀
𝐿1𝑘𝑗𝑧𝑗 +𝑁
1
𝑘𝑗𝑧𝑗
)︀
𝛼𝑚𝑘 +
+
𝑛∑︁
𝑗=1
(︀
𝐿2𝑘𝑗𝑧𝑗 +𝑁
2
𝑘𝑗𝑧𝑗
)︀
𝛽𝑚𝑘
)︃
𝑑𝑧 [𝑚] , (3)
где матрицы 𝐿1, 𝑁 1, 𝐿2, 𝑁 2 и константы 𝛼𝑚𝑘, 𝛽𝑚𝑘 зависят от векторов, порож­
дающих решётку Γ.
Предложение 3. Для любой точки 𝑧 ∈ C𝑛∖Γ и точки 𝛾 ∈ Γ
𝜁(𝑧 + 𝛾)− 𝜁(𝑧) = 𝜂(𝛾),
где 𝜂(𝑧) задана формулой (3).
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Затем определяем форму 𝜏 (𝑧) такую, что имеет место
Теорема 3. Форма 𝜏 (𝑧) = 𝜁 (𝑧)− 𝜂 (𝑧) является Γ-инвариантной.
В случае целочисленной решётки Γ = (Z⊕ 𝑖Z)𝑛 матрицы 𝐿1, 𝑁 1, 𝐿2, 𝑁 2
имеют вид 𝐿1 = 12𝐸, 𝐿
2 = − 𝑖2𝐸, 𝑁 1 = 12𝐸, 𝑁 2 = 𝑖2𝐸, где 𝐸 — единичная
матрица, а форма 𝜂 значительно упрощается:
𝜂 (𝑧) =
(𝑛− 1)!
(2𝜋𝑖)𝑛
𝑛∑︁
𝑚=1
𝑛∑︁
𝑘=1
(𝛼𝑚𝑘 · Re𝑧𝑘 + 𝛽𝑚𝑘 · Im𝑧𝑘) 𝑑𝑧 [𝑚]
Кроме того, между коэффициентами 𝛼𝑚𝑘 и 𝛽𝑚𝑘 существует следующая
связь.
Предложение 4. Если Γ = (Z⊕ 𝑖Z)𝑛, то
𝛽𝑚𝑘 = 𝛼𝑚𝑘, 𝑘 ̸= 𝑚,
𝛽𝑚𝑘 = −𝑖𝛼𝑚𝑘, 𝑘 = 𝑚.
Таким образом, для целочисленной решётки форму 𝜂 (𝑧) можно записать
следующим образом [49]:
𝜂 (𝑧) =
(𝑛− 1)!
(2𝜋𝑖)𝑛
𝑛∑︁
𝑚=1
𝑛∑︁
𝑘=1
𝛼𝑚𝑘 (𝛿𝑚𝑘𝑧𝑘 + (1− 𝛿𝑚𝑘) (Re𝑧𝑘 + Im𝑧𝑘)) · 𝑑𝑧 [𝑚] .
В третьей главе полученные результаты о свойствах 𝜁-формы применя­
ются к исследованию проблемы числа точек решётки в замыканиях областей.
Раздел 3.1 посвящён доказательству основного результата диссертации
— интегрального представления для разности взвешенного числа точек решётки
в замыкании области и её объёма.
Обозначим Θ𝑧0,𝐷 величину телесного угла области𝐷 в точке 𝑧0. Очевидно,
что если 𝑧0 ∈ 𝐷, то телесный угол 𝐷 в точке 𝑧0 есть полный телесный угол, и
Θ𝑧0,𝐷 = 1. Аналогично, если 𝑧0 /∈ 𝐷, то Θ𝑧0,𝐷 = 0.
Определение 5. Взвешенным числом точек решётки Γ в замыкании области
𝐷 назовём
∑︀
𝛾∈Γ
Θ𝛾,𝐷.
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Теорема 4. Пусть 𝐷 — область в C𝑛 с кусочно-гладкой границей, тогда∑︁
𝛾∈Γ
Θ𝛾,𝐷 − Vol (𝐷) = v.p.
∫︁
𝜕𝐷
𝜏 (𝑧) ∧ 𝑑𝑧, (4)
где Vol (𝐷) — объём области 𝐷, нормированный условием, что объём фунда­
ментального параллелепипеда периодов решётки Γ равен 1.
Формула (4) верна лишь для комплексных, то есть чётномерных веще­
ственных пространств. Поэтому в разделе 3.2 мы рассматриваем случай обла­
стей в R𝑛. Пусть 𝐷 — область с кусочно-гладкой границей в R𝑛, а ΓR — решётка
максимального ранга в R𝑛, порождённая векторами 𝜈1,..,𝜈𝑛. Рассмотрим R𝑛 как
вещественное подпространство C𝑛 и определим в нём решётку Γ = ΓR ⊕ 𝑖Z𝑛,
порождённую векторами 𝜈1,...,𝜈𝑛 и
𝜇1 = (𝑖,0,...,0)
...
𝜇𝑛 = (0,0,...,𝑖) .
Область ̃︀𝐷 = 𝐷 + 𝑖𝑈𝑛, где 𝑈𝑛 = [︀−12 ; 12]︀𝑛 — 𝑛-мерный единичный куб,
имеет кусочно-гладкую границу и к ней можно применить результат Теоремы 4.
Таким образом, верна
Теорема 5. Пусть 𝐷 — область с кусочно-гладкой границей в R𝑛, тогда
∑︁
𝛾∈ΓR
Θ𝛾,𝐷 − Vol (𝐷) = v.p.
∫︁
𝜕 ̃︀𝐷
𝜏 (𝑧) ∧ 𝑑𝑧.
В разделе 3.3 приводится аналитическое доказательство многомерно­
го аналога формулы Пика ([26], [37]) для решётчатых многогранников с цен­
трально-симметричными гипергранями.
Определение 6. Пусть Γ — решётка максимального ранга в C𝑛. Решётча­
тым многогранником в C𝑛 называется многогранник с вершинами в точках
решётки Γ.
Для таких многогранников верна
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Лемма 2. Если гипергрань 𝑄 решётчатого многогранника обладает цен­
тральной симметрией, то ∫︁
𝑄
𝜏 (𝑧) ∧ 𝑑𝑧 = 0.
Отсюда непосредственно вытекает
Теорема 6. Если 𝐷 — решётчатый многогранник, гиперграни которого обла­
дают центральной симметрией, то
Vol (𝐷) =
∑︁
𝛾∈Γ
Θ𝛾,𝐷.
В случае плоского многоугольника последнее равенство превращается в фор­
мулу Пика, так как с учётом известного факта, что сумма углов 𝑛-угольника
равна 𝜋 (𝑛− 2), сумма телесных углов приобретает вид∑︁
𝛾∈Γ
Θ𝛾,𝐷 = 𝐼 +
𝐵
2
− 1.
Заметим, что не все такие многогранники являются зонотопами ([38], [39]). Кро­
ме того, из Леммы 2 легко получить следующую теорему.
Теорема 7. Если 𝐷 — 𝑛-мерная решётчатая призма, то
Vol (𝐷) =
∑︁
𝛾∈Γ
Θ𝛾,𝐷.
Результаты этого раздела доказаны в предположении, что 𝐷 — область
в C𝑛. Однако, формулы в теоремах 4 и 5 различаются только областями, по
границе которых ведётся интегрирование. Так как в условиях теорем 6 и 7 эти
интегралы равны нулю, то они верны и для областей в вещественном простран­
стве.
14
Глава 1. Эллиптические функции
В начале XIX века математики активно работали над расширением воз­
можностей математического анализа с помощью включения в его сферу функ­
ций, не являющихся элементарными. Новые классы функций должны были
быть изучены так же тщательно и глубоко, как это было сделано с элемен­
тарными функциями. Этот процесс шёл и на протяжении всего XVIII века, а в
XIX веке он существенно систематизировался и ускорился. Для изучения специ­
альных функций применялись общие методы теории аналитических функций.
Это приводило к взаимообогащению этих теорий: накапливался массив новых
фактов и возникали вопросы, стимулирующие и определяющие направление
дальнейшего развития теории.
Особую роль среди специальных функций играли эллиптические функ­
ции. Это объясняется универсальностью алгебраических, аналитических и топо­
логических свойств этого класса функций, которая служила источником новых
идей и позволяла связывать различные разделы математики. Своим рождением
теория эллиптических функций обязана К. Гауссу, Н. Абелю и К. Якоби, рас­
сматривавшим обращения эллиптических интегралов, оказавшиеся двоякопе­
риодическими. Именно это свойство позволило затем Б. Риману рассматривать
эллиптические функции на торах 𝑆1 × 𝑆1, и тем самым дать геометрическую
трактовку предыдущих известных результатов об эллиптических и гиперэллип­
тических интегралах (см. [44]).
В первой половине XIX века эллиптическими функциями заинтересовался
К. Вейерштрасс, который занимался построением строгой аналитической тео­
рии функций комплексного переменного. Особое значение он придавал обосно­
ванию степенных рядов и произведений, которые К. Гаусс, Н. Абель и К. Якоби
использовали в полной мере. Имея разложение в виде бесконечного произведе­
ния гамма-функции Эйлера, К. Вейерштрасс определил квазипериодическую
сигма-функцию (1.5) в виде бесконечного произведения, на основе которой он
перестроил всю теорию эллиптических функций. Подробный исторический об­
зор можно найти в [4; 11; 27; 47]
В этой главе мы вводим основные понятия и рассматриваем свойства эл­
липтических и тэта-функций Якоби (раздел 1.2), эллиптических функций Вей­
ерштрасса (раздел 1.3), исследуем связь эллиптических функций Вейерштрасса
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и эллиптических функций Якоби (раздел 1.4), пользуясь которой в разделе 1.5
получено новое представление для числа 𝜋 в виде двойного ряда.
1.1 Обращение эллиптических интегралов
Эллиптическими интегралами называются интегралы вида
𝑥∫︁
𝑐
𝑅
(︁
𝑡,
√︀
𝑃 (𝑡)
)︁
𝑑𝑡,
где 𝑅 — рациональная функция, а 𝑃 — многочлен степени 3 или 4 без кратных
корней. Название таких интегралов связано с тем, что впервые они появились
при спрямлении дуги эллипса и других кривых второго порядка.
Проблема нахождения таких интегралов в замкнутом виде (то есть в тер­
минах элементарных функций) занимала многих математиков XVII-XIX веков.
Если 𝑃 — квадратный трёхчлен, то хорошо известно, что такой интеграл вычис­
ляется в элементарных функциях, например, при помощи подстановок Эйлера,
а относительно эллиптических интегралов ещё в 1694 году Я. Бернулли предпо­
ложил, что это в общем случае невозможно. Гипотеза Бернулли подтвердилась
только в 1833 году после работ Ж. Лиувилля.
Рассмотрим эллиптический интеграл, появляющийся при вычислении ду­
ги лемнискаты (︀
𝑥2 + 𝑦2
)︀2
= 𝑥2 − 𝑦2,
который рассматривал Я. Бернулли.
Рисунок 1.1 — Лемниската Бернулли
(︀
𝑥2 + 𝑦2
)︀2
= 𝑥2 − 𝑦2
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В полярной системе координат кривая задаётся уравнением
𝑟2 = cos 2𝜙, (1.1)
и длина дуги 𝑂𝐴𝐵 равна
𝑢 (𝑡) =
𝑡∫︁
0
√︀
𝑟′2 (𝜙) + 𝑟2 (𝜙)𝑑𝜙 =
𝑡∫︁
0
𝑑𝜙
𝑟
.
Подставив выражение для 𝜙, полученное из (1.1), придём к интегралу
𝑢 (𝑡) =
1∫︁
√
cos 2𝑡
𝑑𝑟√
1− 𝑟4 . (1.2)
Этот интеграл рассматривал К. Гаусс в 1797 году [47] и заметил, что вместо
функции 𝑢 (𝑡) следует рассматривать обращение этого интеграла 𝑡 (𝑢) также,
как вместо
𝑢 (𝑡) =
𝑡∫︁
0
𝑑𝑟√
1− 𝑟2 = arcsin 𝑡
удобнее изучать обращение арксинуса — 𝑡 = sin𝑢.
Функция (1.2) называется лемнискатическим синусом sl (𝑢) и имеет пери­
од
2𝜛 = 4
1∫︁
0
𝑑𝑡√
1− 𝑡4 ,
равный длине лемнискаты. Однако,
𝑑 (𝑖𝑡)√︁
1− (𝑖𝑡)4
= 𝑖
𝑑𝑡√
1− 𝑡4 ,
поэтому лемнискатический синус имеет также 2𝑖𝜛 в качестве периода, и явля­
ется, таким образом, двоякопериодической функцией.
В 1827-1828 годах Н. Абель опубликовал серию работ ([20], [21], [22]), в
которых обобщил результаты Л. Эйлера и А.М. Лежандра по эллиптическим
интегралам и, фактически, переоткрыл подход и (неопубликованные) результа­
ты К. Гаусса.
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В то же самое время К. Якоби, подобно К. Гауссу и Н. Абелю, но незави­
симо от них, рассматривал обращения эллиптических интегралов Лежандра. В
своей работе [34], посвящённой преобразованиям эллиптических интегралов, он
развил теорию эллиптических функций как обращений интегралов и показал,
что эти функции можно получить как отношения бесконечных произведений —
тэта-функций.
1.2 Эллиптические и тэта-функции Якоби
Рассмотрим эллиптический интеграл первого рода в нормальной форме
Лежандра:
𝑢 (𝜙) =
𝜙∫︁
0
𝑑𝜑√︀
1− 𝑘2 sin2 𝜑
, (1.3)
где 0 6 𝑘 6 1. Выполним подстановку 𝑧 = sin𝜑. Тогда, обозначив 𝑥 = sin𝜙,
получим тот же интеграл в форме Якоби
𝑢 (𝑥) =
𝑥∫︁
0
𝑑𝑧√︀
(1− 𝑧2) (1− 𝑘2𝑧2) . (1.4)
К. Якоби ввёл обратную функцию к 𝑢 (𝑥), которую в настоящее время обозна­
чают как sn𝑢
𝑥 = sn𝑢 = sin𝜙.
Вместе с функцией sn𝑢, К, Якоби рассмотрел еще две функции (используем
современные обозначения)
cn𝑢 = cos𝜙,
dn𝑢 =
√︁
1− 𝑘2 sin2 𝜙.
Функция Якоби sn𝑢 действительного аргумента 𝑢 обладает периодом 4𝐾,
где 𝐾 — полный эллиптический интеграл первого рода:
𝐾 =
𝜋
2∫︁
0
𝑑𝜑√︀
1− 𝑘2 sin2 𝜑
.
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Функции cn𝑢 и dn𝑢 также периодические с периодами 4𝐾 и 2𝐾, соответственно.
Заменив 𝑥 на 𝑖𝑥 в интеграле (1.4), К. Якоби определил функцию 𝑢 для чи­
сто мнимых значений аргумента. Применив теорему сложения, он распростра­
нил определение всех трёх эллиптических функций на случай произвольного
комплексного аргумента. При этом обнаружилось, что у функции sn𝑢 есть и
комплексный период
2𝑖𝐾 ′ = 2𝑖
𝜋
2∫︁
0
𝑑𝜑√︀
1− 𝑘′2 sin2 𝜑
,
где 𝑘′ =
√
1− 𝑘2, у функции cn𝑢 — 2𝐾 + 2𝑖𝐾 ′, у функции dn𝑢 — 4𝑖𝐾 ′. Таким
образом, функции Якоби двоякопериодические.
Можно дать эквивалентное определение эллиптическим функциям Якоби,
используя введённые им тэта-функции. Для этого рассмотрим комплексную
плоскость C и решётку Γ на ней:
Γ =
{︂
𝑛𝛾1 +𝑚𝛾2|𝑛,𝑚 ∈ Z,𝛾2
𝛾1
∈ C ∖ R
}︂
.
Для двоякопериодической функции с минимальными периодами 𝛾1 и 𝛾2 мно­
жество Γ называется множеством периодов. Параллелограмм с вершинами в
точках 0, 𝛾1, 𝛾1+𝛾2, 𝛾2 называется фундаментальным параллелограммом пери­
одов. Очевидно, что всю комплексную плоскость можно замостить подобными
параллелограммами. Чтобы исключить возможность пересечения параллело­
граммов, будем присоединять к внутренности параллелограмма также вершину
𝑧0 и открытые отрезки (𝑧0,𝑧0 + 𝛾1), (𝑧0,𝑧0 + 𝛾2). Заметим, что линейным преоб­
разованием любая решётка приводится к виду Z ⊕ 𝜏Z, Im𝜏 > 0. Обозначим
также
𝑞 = 𝑒2𝜋𝑖𝜏 .
Определение 1. Тэта-функцией называется сумма ряда
𝜃 (𝑧,𝑞) =
∞∑︁
𝑛=−∞
𝑞
𝑛2
2 𝑒2𝜋𝑖𝑛𝑧.
Замечание 1. Сам К. Якоби определял тэта-функции как бесконечные произве­
дения, например, [7, стр. 204]
𝜃 (𝑧,𝑞) =
∞∏︁
𝑛=1
(1− 𝑞𝑛)
∞∏︁
𝑛=1
(︁
1 + 𝑞𝑛−
1
2𝑒2𝜋𝑖𝑧
)︁(︁
1 + 𝑞𝑛−
1
2𝑒−2𝜋𝑖𝑧
)︁
.
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Определение в виде суммы выше (по Эрмиту [27]) в настоящее время использу­
ется чаще.
Ряд для 𝜃 (𝑧,𝑞) сходится абсолютно и равномерно на любом компактном
подмножестве в C×𝐻 (𝐻 — верхняя полуплоскость) [19, стр. 335]. Тэта-функ­
ция является квазипериодической, то есть сдвигу аргумента на любой элемент
решётки периодов соответствует умножение функции на экспоненциальный
множитель. Действительно, по определению:
𝜃 (𝑧 + 𝑎𝜏 + 𝑏,𝑞) =
∑︁
𝑛∈Z
𝑒𝜋𝑖𝑛
2𝜏𝑒2𝜋𝑖𝑛(𝑧+𝑎𝜏+𝑏) =
∑︁
𝑛∈Z
𝑒𝜋𝑖𝑛
2𝜏+2𝜋𝑖𝑛𝑧+2𝜋𝑖𝑛𝑎𝜏+2𝜋𝑖𝑛𝑏.
Выделим в показателе экспоненты полный квадрат относительно 𝑛:
𝜃 (𝑧 + 𝑎𝜏 + 𝑏,𝑞) =
∑︁
𝑛∈Z
𝑒𝜋𝑖𝜏(𝑛+𝑎)
2
𝑒−𝜋𝑖𝜏𝑎
2
𝑒2𝜋𝑖𝑛𝑧𝑒2𝜋𝑖𝑛𝑏.
Обозначим 𝑛+ 𝑎 = 𝑚:
𝜃 (𝑧 + 𝑎𝜏 + 𝑏,𝑞) =
∑︁
𝑚∈Z
𝑒𝜋𝑖𝜏𝑚
2
𝑒−𝜋𝑖𝜏𝑎
2
𝑒2𝜋𝑖(𝑚−𝑎)𝑧𝑒2𝜋𝑖(𝑚−𝑎)𝑏.
Вынесем независящий от индекса суммирования множитель за знак суммы и
учтём периодичность экспоненты по мнимой оси:
𝜃 (𝑧 + 𝑎𝜏 + 𝑏,𝑞) = 𝑒−𝜋𝑖𝜏𝑎
2−2𝜋𝑖𝑎𝑧∑︁
𝑚∈Z
𝑒𝜋𝑖𝜏𝑚
2
𝑒2𝜋𝑖𝑚𝑧 = 𝑒−𝜋𝑖𝜏𝑎
2−2𝜋𝑖𝑎𝑧𝜃 (𝑧,𝑞) .
Обычно в теории эллиптических функций рассматриваются 4 тэта-функ­
ции:
𝜃1 (𝑧,𝑞) = −𝑒 14𝜋𝑖𝜏+𝜋𝑖(𝑧+ 12)𝜃
(︂
𝑧 +
1
2
𝜏 +
1
2
; 𝑞
)︂
= −𝑒 14𝜋𝑖𝜏+𝜋𝑖(𝑧+ 12)
∞∑︁
𝑛=−∞
𝑞
𝑛2
2 𝑒𝜋𝑖𝑛(2𝑧+1)𝑒𝜋𝑖𝑛𝜏 ;
𝜃2 (𝑧,𝑞) = 𝑒
1
4𝜋𝑖𝜏+𝜋𝑖𝑧𝜃
(︂
𝑧 +
1
2
𝜏 ; 𝑞
)︂
= 𝑒
1
4𝜋𝑖𝜏+𝜋𝑖𝑧
∞∑︁
𝑛=−∞
𝑞
𝑛2
2 𝑒2𝜋𝑖𝑛𝑧𝑒𝜋𝑖𝑛𝜏 ;
𝜃3 (𝑧,𝑞) = 𝜃 (𝑧; 𝑞) =
∞∑︁
𝑛=−∞
𝑞
𝑛2
2 𝑒2𝜋𝑖𝑛𝑧;
𝜃4 (𝑧,𝑞) = 𝜃
(︂
𝑧 +
1
2
; 𝑞
)︂
=
∞∑︁
𝑛=−∞
𝑞
𝑛2
2 𝑒𝜋𝑖𝑛(2𝑧+1).
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Замечание 2. В литературе используются разные системы обозначений. В таб­
лице 1 приведены некоторые из них.
Таблица 1 — Обозначения тэта-функций
𝜃1 𝜃2 𝜃3 𝜃4
−Θ11 Θ10 Θ00 Θ01 Мамфорд [10]
𝜗1 (𝜋𝑧) 𝜗2 (𝜋𝑧) 𝜗3 (𝜋𝑧) 𝜗 (𝜋𝑧) Уиттекер [19]
Часто 𝑞 в аргументах тэта-функции опускается, так как он связан с зафиксиро­
ванной решёткой.
Все тэта-функции, очевидно, квазипериодические. В силу квазипериодич­
ности, отношение двух тэта-функций, ассоциированных с одной и той же решёт­
кой, представляет собой двоякопериодическую функцию. В качестве примера
приведём выражения для эллиптических функций Якоби [19, стр. 376]:
sn (𝑢) =
𝜃3 (0; 𝑞) 𝜃1 (𝑧; 𝑞)
𝜃2 (0; 𝑞) 𝜃4 (𝑧; 𝑞)
,
cn (𝑢) =
𝜃4 (0; 𝑞) 𝜃2 (𝑧; 𝑞)
𝜃2 (0; 𝑞) 𝜃4 (𝑧; 𝑞)
,
dn (𝑢) =
𝜃4 (0; 𝑞) 𝜃3 (𝑧; 𝑞)
𝜃3 (0; 𝑞) 𝜃4 (𝑧; 𝑞)
,
где
𝑧 =
𝑢
𝜋𝜃3 (0; 𝑞)
.
Определение 2. Эллиптической функцией называется двоякопериодическая
мероморфная функция.
Таким образом, любая эллиптическая функция имеет представление в ви­
де отношения тэта-функций [19, стр. 350], ассоциированных с одной решёткой.
Очевидно, эллиптические функции образуют поле.
1.3 Эллиптические функции Вейерштрасса
В 1874/75 К. Вейерштрасс читал курс лекций по теории аналитических
функций. Среди прочих в нём рассматривался такой вопрос: существуют ли од­
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нозначные аналитические функции, значения которых в точках 𝑢, 𝑣 и 𝑢+𝑣2 свя­
заны алгебраическим соотношением, то есть для которых существует алгебраи­
ческая теорема сложения. К тому времени К. Вейерштрасс доказал, что такие
функции существуют, и их три типа: алгебраические, алгебраические функции
экспоненты, алгебраические функции эллиптических функций.
Однако в течение лекций он стал исследовать вопрос как построить эллип­
тическую функцию по известным нулям и полюсам и получил представление
такой функции с помощью 𝜎-функции [27]
𝜎 (𝑧) = 𝑧
∏︁
𝛾∈Γ∖{0,0}
(︂
1− 𝑧
𝛾
)︂
𝑒
𝑧
𝛾+
1
2
𝑧2
𝛾 . (1.5)
В качестве же основной функции для развития своей теории он взял
℘-функцию.
Определение 3. ℘-функцией Вейерштрасса называется функция
℘ (𝑧) = − 𝑑
2
𝑑𝑧2
log 𝜎 (𝑧) =
1
𝑧2
+
∑︁
𝛾∈Γ′
(︂
1
(𝑧 − 𝛾)2 −
1
𝛾2
)︂
, (1.6)
где Γ′ =
{︀
𝑚+ 𝜏𝑛|𝑚,𝑛 ∈ Z2∖ {0}}︀
К. Вейерштрасс назвал ℘-функцию «одной из важнейших в своём анали­
зе» [27, стр. 426].
Действительно, ℘-функция оказалась обращением эллиптического инте­
грала ∫︁
𝑑𝑡√︀
4𝑡3 − 𝑔2𝑡− 𝑔3
,
к которому можно привести любой интеграл вида
∫︀
𝑑𝑡√
𝑝(𝑡)
, где 𝑝 — многочлен 3
или 4 степени (см., например, [47, стр. 233]), для специальных значений
𝑔2 = 60
∑︁
𝛾∈Γ′
1
𝛾4
, 𝑔3 = 140
∑︁
𝛾∈Γ′
1
𝛾6
.
℘-функция Вейерштрасса — чётная двоякопериодическая функция от 𝑧:
℘ (−𝑧) = ℘ (𝑧) , ℘ (𝑧 + 𝛾) = ℘ (𝑧) ,𝛾 ∈ Γ.
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Можно показать, что любая эллиптическая функция 𝑓 (𝑧) может быть выраже­
на через ℘- и ℘′-функции Вейерштрасса, причём это выражение рационально
относительно ℘ (𝑧) и линейно относительно ℘′ (𝑧) [12].
Функция −℘ является производной функции
𝜁 (𝑧) =
1
𝑧
+
∑︁
𝛾∈Γ′
(︂
1
𝑧 − 𝛾 +
1
𝛾
+
𝑧
𝛾2
)︂
, (1.7)
которую называют 𝜁-функцией Вейерштрасса:
−℘ (𝑧) = 𝜁 ′ (𝑧) .
Функция 𝜁 (𝑧) также является логарифмической производной 𝜎-функции Вей­
ерштрасса:
𝑑
𝑑𝑧
ln𝜎 (𝑧) = 𝜁 (𝑧) .
1.4 Связь эллиптических функций Вейерштрасса и функций
Якоби
Несмотря на то, что К. Якоби в основу теории эллиптических функций
положил тэта-функции, а теория К. Вейерштрасса базируется на ℘-функции,
эти подходы эквиваленты. Если через 𝑒1, 𝑒2, 𝑒3 обозначить корни уравнения
4𝑡3 − 𝑔2𝑡− 𝑔3 = 0,
то ℘-функция Вейерштрасса и эллиптические функции Якоби связаны следую­
щим равенством [35, стр. 847]:
℘ (𝑧) = 𝑒3 +
𝑒1 − 𝑒3
sn2𝑤
= 𝑒2 + (𝑒1 − 𝑒3) dn
2𝑤
sn2𝑤
= 𝑒1 + (𝑒1 − 𝑒3) cn
2𝑤
sn2𝑤
,
где модуль 𝑘, фигурирующий в формуле (1.3), равен
𝑘 ≡
√︂
𝑒2 − 𝑒3
𝑒1 − 𝑒3 ,
а их аргумент 𝑤 = 𝑧
√
𝑒1 − 𝑒3.
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C тэта-функциями ℘-функция Вейерштрасса связана следующим равен­
ством [10, стр. 29]:
℘ (𝑧) = − 𝑑
2
𝑑𝑧2
lnΘ11 (𝑧) + 𝑐, (1.8)
где
Θ11 (𝑧) = 𝑒
1
4𝜋𝑖𝜏+𝜋𝑖(𝑧+
1
2)
∞∑︁
𝑛=−∞
𝑞
𝑛2
2 𝑒𝜋𝑖𝑛(2𝑧+1)𝑒𝜋𝑖𝑛𝜏 =
= 𝑒
1
4𝜋𝑖𝜏𝑒𝜋𝑖𝑧𝑒
𝜋𝑖
2
∞∑︁
𝑛=−∞
𝑒𝜋𝑖𝜏𝑛
2
𝑒2𝜋𝑖𝑛𝑧𝑒𝜋𝑖𝑛𝑒𝜋𝑖𝑛𝜏 =
= 𝑖
∞∑︁
𝑛=−∞
(−1)𝑛 𝑒𝜋𝑖𝑧(2𝑛+1)𝑒𝜋𝑖𝜏(𝑛+ 12)
2
,
константа 𝑐 выбирается так, чтобы ряд Лорана для функции ℘ (𝑧) при 𝑧 = 0 не
содержал членов нулевой степени [10, стр. 29]. Напомним, что Θ11 = −𝜃1 (заме­
чание 2). Для доказательства последнего тождества и вычисления значения 𝑐
воспользуемся представлением Якоби для 𝜃1 в виде бесконечного произведения
[19, стр. 344]:
𝜃1 (𝑧) = 2 sin (𝜋𝑧) 𝑞
1
8
∞∏︁
𝑛=1
(1− 𝑞𝑛)
∞∏︁
𝑛=1
(︀
1− 𝑞𝑛𝑒2𝜋𝑖𝑧)︀ ∞∏︁
𝑛=1
(︀
1− 𝑞𝑛𝑒−2𝜋𝑖𝑧)︀ .
Прологарифмируем данное равенство:
ln 𝜃1 = ln 2 + ln (sin 𝜋𝑧) +
1
8
ln 𝑞 +
∞∑︁
𝑛=1
ln (1− 𝑞𝑛)+
∞∑︁
𝑛=1
ln
(︀
1− 𝑞𝑛𝑒2𝜋𝑖𝑧)︀+ ∞∑︁
𝑛=1
ln
(︀
1− 𝑞𝑛𝑒−2𝜋𝑖𝑧)︀
и найдем производную по 𝑧:
(ln 𝜃1)
′ = 𝜋ctg (𝜋𝑧) +
∞∑︁
𝑛=1
−2𝜋𝑖𝑞𝑛𝑒2𝜋𝑖𝑧
1− 𝑞𝑛𝑒2𝜋𝑖𝑧 +
∞∑︁
𝑛=1
2𝜋𝑖𝑞𝑛𝑒−2𝜋𝑖𝑧
1− 𝑞𝑛𝑒−2𝜋𝑖𝑧 .
Поскольку в параллелограмме периодов верно разложение в сумму геометриче­
ской прогрессии
𝑞𝑛𝑒±2𝜋𝑖𝑧
1− 𝑞𝑛𝑒±2𝜋𝑖𝑧 =
∞∑︁
𝑘=1
𝑞𝑛𝑘𝑒±2𝜋𝑖𝑘𝑧,
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то (с учётом формулы Эйлера):
(ln 𝜃1)
′ = 𝜋ctg (𝜋𝑧)−
∞∑︁
𝑛=1
∞∑︁
𝑘=1
2𝜋𝑖𝑞𝑛𝑘𝑒2𝜋𝑖𝑘𝑧 +
∞∑︁
𝑛=1
∞∑︁
𝑘=1
2𝜋𝑖𝑞𝑛𝑘𝑒−2𝜋𝑖𝑘𝑧 =
= 𝜋ctg (𝜋𝑧) +
∞∑︁
𝑘=1
[︃ ∞∑︁
𝑛=1
𝜋𝑞𝑛𝑘
(︀−2𝑖𝑒2𝜋𝑖𝑘𝑧 + 2𝑖𝑒−2𝜋𝑖𝑘𝑧)︀]︃ =
= 𝜋ctg (𝜋𝑧) + 4𝜋
∞∑︁
𝑘=1
𝑞𝑘 sin 2𝜋𝑘𝑧
1− 𝑞𝑘 .
Теперь воспользуемся формулами разложения в ряд Тейлора для ctg𝑧 и sin 𝑧:
(ln 𝜃1)
′ =
1
𝑧
+ 𝜋
∞∑︁
𝑛=1
(−1)𝑛𝐵2𝑛22𝑛𝜋2𝑛−1
(2𝑛)!
𝑧2𝑛−1+
+ 4𝜋
∞∑︁
𝑘=1
𝑞𝑘
1− 𝑞𝑘
[︃ ∞∑︁
𝑛=1
(−1)𝑛+1 22𝑛−1𝜋2𝑛−1𝑘2𝑛−1
(2𝑛− 1) 𝑧
2𝑛−1
]︃
,
где 𝐵2𝑛 — числа Бернулли.
Поменяем порядок суммирования во второй сумме, сгруппируем сумми­
рование по одинаковым индексам и вынесем общий множитель за скобки:
(ln 𝜃1)
′ =
1
𝑧
+ 𝜋
∞∑︁
𝑛=1
(︃
𝐵2𝑛 − 4𝑛
∞∑︁
𝑘=1
𝑞𝑘
1− 𝑞𝑘𝑘
2𝑛−1
)︃
(−1)𝑛 2
2𝑛
(2𝑛)!
𝜋2𝑛−1𝑧2𝑛−1 =
=
1
𝑧
+ 𝜋
∞∑︁
𝑛=1
(︂
𝐵2𝑛𝐸2𝑛 (−1)𝑛 2
2𝑛
(2𝑛)!
𝜋2𝑛−1𝑧2𝑛−1
)︂
,
где 𝐸2𝑛 — ряд Эйзенштейна в терминах 𝑞:
𝐸2𝑛 = 1− 4𝑛
𝐵2𝑛
∞∑︁
𝑘=1
𝑘2𝑛−1𝑞𝑘
1− 𝑞𝑘 .
Продифференцируем (ln 𝜃1)
′ еще раз:
− (ln 𝜃1)′′ = 1
𝑧2
+ 𝜋
∞∑︁
𝑛=1
(︂
𝐵2𝑛𝐸2𝑛 (−1)𝑛+1 2
2𝑛𝜋2𝑛−1 (2𝑛− 1)
(2𝑛)!
𝑧2𝑛−2
)︂
=
=
1
𝑧2
+ 2𝜋2𝐵2𝐸2 + 𝜋
∞∑︁
𝑛=1
(︂
𝐵2𝑛+2𝐸2𝑛+2 (−1)𝑛 2
2𝑛+2𝜋2𝑛+1 (2𝑛+ 1)
(2𝑛+ 2)!
𝑧2𝑛
)︂
.
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Воспользуемся разложением ℘-функции Вейерштрасса в ряд Лорана [25, стр.
11]:
℘ (𝑧) =
1
𝑧2
+
∞∑︁
𝑛=1
(2𝑛+ 1)𝐺2𝑛+2𝑧
2𝑛,
где 𝐺2𝑛+2 — ряд Эйзенштейна
𝐺2𝑛+2 =
∞∑︁
𝑛=1
1
(𝑚+ 𝑘𝜏)2𝑛+2
.
Используя альтернативное определение ряда Эйзенштейна [46, стр. 92]
𝐺2𝑛+2 = 2𝜁 (2𝑛+ 2)𝐸2𝑛+2,
где 𝜁 — это 𝜁-функция Римана, получим
℘ (𝑧) =
1
𝑧2
+
∞∑︁
𝑛=1
(2𝑛+ 1) 2𝜁 (2𝑛+ 2)𝐸2𝑛+2𝑧
2𝑛.
Для 𝜁-функции Римана существует следующее представление [23, стр. 807]:
𝜁 (2𝑛+ 2) =
(−1)𝑛𝐵2𝑛+2 (2𝜋)2𝑛+2
2 (2𝑛+ 2)!
,
тогда
℘ (𝑧) =
1
𝑧2
+
∞∑︁
𝑛=1
(2𝑛+ 1)
(−1)𝑛𝐵2𝑛+2 (2𝜋)2𝑛+2
(2𝑛+ 2)!
𝐸2𝑛+2𝑧
2𝑛.
Сравнивая полученные для ℘-функции и − (ln 𝜃1)′′ ряды, получим, что равен­
ство (1.8) верно при 𝑐 = −2𝜋2𝐵2𝐸2. Поскольку 𝐵2 = 16 , то окончательно
𝑐 = −𝜋
2𝐸2
3
.
В случае гауссовой решётки Z⊕ 𝑖Z, то есть 𝜏 = 𝑖, ряд 𝐸2 принимает вид:
𝐸2 = 1− 24
∞∑︁
𝑘=1
𝑘𝑒−2𝜋𝑘
1− 𝑒−2𝜋𝑘 .
Пользуясь известным тождеством [13, стр. 718]
∞∑︁
𝑘=1
𝑘
𝑒2𝜋𝑘 − 1 =
1
24
− 1
8𝜋
,
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получаем, что 𝐸2 = 3𝜋 . Таким образом, имеем 𝑐 = −𝜋, и
℘ (𝑧) = − 𝑑
2
𝑑𝑧2
ln (−𝜃1 (𝑧))− 𝜋.
1.5 Представление числа 𝜋 в виде двойного ряда
В статье Р. Диаза и С. Робинса [31] было доказано, что
𝜋 =
1∫︁
0
℘ (𝑥− 𝑝) 𝑑𝑥, (1.9)
где 𝑝 — точка из внутренности фундаментального параллелограмма периодов
решётки Γ. Вычислим этот интеграл, интегрируя почленно ряд (1.6).
𝑐 =
1∫︁
0
𝑑𝑥
(𝑥− 𝑝)2 +
∑︁
𝛾∈Γ′
[︂
𝑑𝑥
(𝑥− 𝛾 − 𝑝)2 −
𝑑𝑥
𝛾2
]︂
=
= − 1
𝑥− 𝑝
⃒⃒⃒⃒1
0
+
∑︁
𝛾∈Γ′
[︃
− 1
𝑥− 𝛾 − 𝑝
⃒⃒⃒⃒1
0
− 𝑥
𝛾2
⃒⃒⃒⃒1
0
]︃
=
= −
⎛⎝ 1
1− 𝑝 +
1
𝑝
+
∑︁
𝛾∈Γ′
[︂
1
1− 𝛾 − 𝑝 +
1
𝛾 + 𝑝
+
1
𝛾2
]︂⎞⎠ .
Таким образом, верна
Теорема 1.
𝜋 =
1
1− 𝑝 +
1
𝑝
+
∑︁
𝛾∈Γ′
[︂
1
1− 𝛾 − 𝑝 +
1
𝛾 + 𝑝
+
1
𝛾2
]︂
. (1.10)
Приведем другое доказательство этой теоремы, непосредственно вычис­
лив сумму ряда 𝑆.
Доказательство. Так как ряд (1.10) сходится абсолютно и равномерно, то есть
при любом исчерпании множества суммирования. Представим его в виде преде­
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ла частичных сумм по квадратам 𝑄𝑘 =
{︀
(𝑚,𝑛) ∈ Z2 : max {|𝑛| , |𝑚|} 6 𝑘}︀ так,
что
1
1− 𝑝 +
1
𝑝
+
∑︁
𝛾∈Γ′
[︂
1
1− 𝛾 − 𝑝 +
1
𝛾 + 𝑝
+
1
𝛾2
]︂
= lim
𝑘→∞
𝑆𝑘, (1.11)
где
𝑆𝑘 = 𝑆𝑘−1 +
∑︁
max{|𝑛|,|𝑚|}=𝑘
[︂
1
1− 𝛾 − 𝑝 +
1
𝛾 + 𝑝
+
1
𝛾2
]︂
,𝑘 ∈ N и
𝑆0 =
1
1− 𝑝 +
1
𝑝
.
Иначе говоря, 𝑆𝑘 есть сумма членов ряда по всем точкам 𝛾 решётки Γ′, лежащим
внутри и на границе квадрата 𝑄𝑘 с вершинами в точках 𝑘𝑖+ 𝑘, 𝑘𝑖− 𝑘, −𝑘𝑖− 𝑘,
−𝑘𝑖+ 𝑘.
Можно показать, что
𝑆𝑘 =
𝑘∑︁
𝑡=−𝑘
1
𝑖𝑡+ 1 + 𝑘 − 𝑝 −
1
𝑖𝑡− 𝑘 − 𝑝.
Для этого воспользуемся методом математической индукции. Проверим базис
индукции: при 𝑘 = 0 равенство очевидно.
Рассмотрим случай 𝑘 = 1 :
𝑆1 = 𝑆0 +
∑︁
max{|𝑛|,|𝑚|}=1
[︂
1
1− 𝑛𝑖−𝑚− 𝑝 +
1
𝑛𝑖+𝑚+ 𝑝
+
1
(𝑛𝑖+𝑚)2
]︂
=
=
1
1− 𝑝 +
1
𝑝
+
[︂
1
1− 1− 𝑝 +
1
1 + 𝑝
+
1
12
]︂
+
+
[︂
1
1− 1− 𝑖− 𝑝 +
1
1 + 𝑖+ 𝑝
+
1
(1 + 𝑖)2
]︂
+
+
[︂
1
1− 𝑖− 𝑝 +
1
𝑖+ 𝑝
+
1
𝑖2
]︂
+
[︂
1
1− 𝑖+ 1− 𝑝 +
1
−1 + 𝑖+ 𝑝 +
1
(𝑖− 1)2
]︂
+
+
[︂
1
1 + 1− 𝑝 +
1
−1 + 𝑝 +
1
(−1)2
]︂
+
[︂
1
1 + 1 + 𝑖− 𝑝 +
1
−1− 𝑖+ 𝑝 +
1
(−𝑖)2
]︂
+
+
[︂
1
1 + 𝑖− 𝑝 +
1
−𝑖+ 𝑝 +
1
(−1− 𝑖)2
]︂
+
+
[︂
1
1− 1 + 𝑖− 𝑝 +
1
1− 𝑖+ 𝑝 +
1
(1− 𝑖)2
]︂
=
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=
1
1 + 𝑝
+
1
1− 𝑖+ 𝑝 +
1
1 + 𝑖+ 𝑝
+
1
2− 𝑝 +
1
2 + 𝑖− 𝑝 +
1
2− 𝑖− 𝑝 =
=
1∑︁
𝑡=−1
[︂
1
𝑡𝑖+ 𝑘 + 1− 𝑝 +
1
−𝑡𝑖+ 𝑘 + 𝑝
]︂
.
Прежде чем проверить шаг индукции, докажем, что∑︁
max {|𝑛| , |𝑚|} 6 𝑘
(𝑛,𝑚) ̸= (0,0)
1
(𝑛𝑖+𝑚)2
= 0.
Действительно:
∑︁
max{|𝑛|,|𝑚|}6𝑘
1
(𝑛𝑖+𝑚)2
=
∑︁
−𝑘6𝑛<0,
∑︁
−𝑘6𝑚6𝑘
1
(𝑛𝑖+𝑚)2
+
+
∑︁
𝑛=0
∑︁
−𝑘<𝑚<𝑘
1
𝑚2
+
∑︁
0<𝑛6𝑘,
∑︁
−𝑘6𝑚6𝑘
1
(𝑛𝑖+𝑚)2
=
= 2
𝑘∑︁
𝑚=1
1
𝑚2
+
∑︁
−𝑘<𝑚<𝑘
𝑘∑︁
𝑛=1
(︂
1
(𝑛𝑖+𝑚)2
+
1
(−𝑛𝑖+𝑚)2
)︂
=
= 2
𝑘∑︁
𝑚=1
1
𝑚2
+
∑︁
−𝑘<𝑚<𝑘
𝑘∑︁
𝑛=1
2𝑚2
(𝑚2 + 𝑛2)2
−
∑︁
−𝑘<𝑚<𝑘
𝑘∑︁
𝑛=1
2𝑛2
(𝑚2 + 𝑛2)2
=
= 2
𝑘∑︁
𝑚=1
1
𝑚2
+
−1∑︁
𝑚=−𝑘
𝑘∑︁
𝑛=1
2𝑚2
(𝑚2 + 𝑛2)2
+
𝑘∑︁
𝑚=1
𝑘∑︁
𝑛=1
2𝑚2
(𝑚2 + 𝑛2)2
−
−
−1∑︁
𝑚=−𝑘
𝑘∑︁
𝑛=1
2𝑛2
(𝑚2 + 𝑛2)2
−
𝑘∑︁
𝑚=1
𝑘∑︁
𝑛=1
2𝑛2
(𝑚2 + 𝑛2)2
− 2
𝑘∑︁
𝑚=1
1
𝑛2
= 0.
Пусть равенство выполняется для 𝑘. Докажем, что оно верно и для 𝑘+1.
Имеем:
𝑆𝑘+1 = 𝑆𝑘 +
∑︁
max{|𝑛|,|𝑚|}=𝑘+1
[︂
1
1− 𝛾 − 𝑝 +
1
𝛾 + 𝑝
+
1
𝛾2
]︂
.
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Распишем сумму по границе квадратаmax {|𝑛| , |𝑚|} = 𝑘+1 через 4 суммы
по его граням:
𝑆𝑘+1 =
𝑘∑︁
𝑡=−𝑘
1
𝑖𝑡+ 1 + 𝑘 − 𝑝 −
𝑘∑︁
𝑡=−𝑘
1
𝑖𝑡− 𝑘 − 𝑝 +
𝑘+1∑︁
𝑡=−𝑘−1
1
1 + (𝑘 + 1) 𝑖− 𝑡− 𝑝−
−
𝑘+1∑︁
𝑡=−𝑘−1
1
−𝑡+ (𝑘 + 1) 𝑖− 𝑝 +
𝑘+1∑︁
𝑡=−𝑘−1
1
1− (𝑘 + 1) 𝑖− 𝑡− 𝑝−
−
𝑘+1∑︁
𝑡=−𝑘−1
1
− (𝑘 + 1) 𝑖− 𝑡− 𝑝 +
𝑘∑︁
𝑡=−𝑘
1
1− 𝑡𝑖− 𝑘 − 1− 𝑝−
−
𝑘∑︁
𝑡=−𝑘
1
−𝑡𝑖− 𝑘 − 1− 𝑝 +
𝑘∑︁
𝑡=−𝑘
1
1− 𝑡𝑖+ 𝑘 + 1− 𝑝 +
𝑘∑︁
𝑡=−𝑘
1
𝑡𝑖− 𝑘 − 1 + 𝑝.
Заметим, что
𝑘+1∑︁
𝑡=−𝑘−1
1
1 + (𝑘 + 1) 𝑖− 𝑡− 𝑝 −
𝑘+1∑︁
𝑡=−𝑘−1
1
−𝑡+ (𝑘 + 1) 𝑖− 𝑝 =
=
1
2 + 𝑘 + (𝑘 + 1) 𝑖− 𝑝 +
1
𝑘 + 1 + 𝑝− (𝑘 + 1) 𝑖,
аналогично
𝑘+1∑︁
𝑡=−𝑘−1
1
1− (𝑘 + 1) 𝑖− 𝑡− 𝑝 −
𝑘+1∑︁
𝑡=−𝑘−1
1
− (𝑘 + 1) 𝑖− 𝑡− 𝑝 =
=
1
2− (𝑘 + 1) 𝑖+ 𝑘 − 𝑝 +
1
(𝑘 + 1) 𝑖+ 𝑘 + 1 + 𝑝
.
Полученные выражения можно добавить к оставшимся суммам, расширив при
этом интервал изменения переменной суммирования. Таким образом, имеем:
𝑆𝑘+1 =
𝑘∑︁
𝑡=−𝑘
1
𝑖𝑡+ 1 + 𝑘 − 𝑝 −
𝑘∑︁
𝑡=−𝑘
1
𝑖𝑡− 𝑘 − 𝑝 +
𝑘∑︁
𝑡=−𝑘
1
−𝑡𝑖− 𝑘 − 𝑝−
−
𝑘∑︁
𝑡=−𝑘
1
−𝑡𝑖+ 𝑘 + 1− 𝑝 +
𝑘+1∑︁
𝑡=−𝑘−1
1
−𝑡𝑖+ (𝑘 + 1) + 1− 𝑝 +
𝑘+1∑︁
𝑡=−𝑘−1
1
𝑡𝑖+ 𝑘 + 1 + 𝑝
.
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В силу симметричности интервала суммирования относительно нуля оконча­
тельно имеем
𝑆𝑘+1 =
𝑘+1∑︁
𝑡=−𝑘−1
1
𝑡𝑖+ (𝑘 + 1) + 1− 𝑝 +
𝑘+1∑︁
𝑡=−𝑘−1
1
−𝑡𝑖+ 𝑘 + 1 + 𝑝.
Приведём выражения под знаком суммы в 𝑆𝑘 к общему знаменателю и
выполним замену 𝑚 = 𝑡+ 𝑘:
𝑆𝑘 =
𝑘∑︁
𝑡=−𝑘
−2𝑘 − 1
(𝑖𝑡+ 1 + 𝑘 − 𝑝) (𝑖𝑡− 𝑘 − 𝑝) =
=
2𝑘∑︁
𝑚=0
2𝑘 + 1
(𝑚− 𝑘 − 𝑖− 𝑘𝑖+ 𝑝𝑖) (𝑚− 𝑘 + 𝑘𝑖+ 𝑝𝑖) .
Воспользуемся теперь следующей формулой [13, стр. 601, формула 7]:
𝑛∑︁
𝑡=0
1
(𝑡+ 𝑎) (𝑡+ 𝑏)
=
1
𝑏− 𝑎 [𝜓 (𝑛+ 𝑎+ 1)− 𝜓 (𝑎)− 𝜓 (𝑛+ 𝑏+ 1) + 𝜓 (𝑏)] ,
где 𝜓 (𝑧) — дигамма функция. Имеем
𝑆𝑘 =
1
𝑖
[𝜓 (1 + 𝑘 − 𝑖− 𝑘𝑖+ 𝑝𝑖)− 𝜓 (−𝑘 − 𝑖− 𝑘𝑖+ 𝑝𝑖)−
−𝜓 (1 + 𝑘 + 𝑘𝑖+ 𝑝𝑖) + 𝜓 (−𝑘 + 𝑘𝑖+ 𝑝𝑖)] .
Пользуясь формулами [23, стр. 258, 259, формулы 6.3.5 и 6.3.18]:
𝜓 (𝑧 + 1) = 𝜓 (𝑧) +
1
𝑧
и
𝜓 (𝑧) = ln 𝑧 − 1
2𝑧
+𝑂
(︂
1
𝑧2
)︂
,
получим следующую асимптотическую формулу при 𝑧 →∞ для дигамма функ­
ции
𝜓 (𝑧 + 1) = ln 𝑧 +
1
2𝑧
+𝑂
(︂
1
𝑧2
)︂
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Тогда
𝑆𝑘 =
1
𝑖
[︂
ln (𝑘 − 𝑖− 𝑘𝑖+ 𝑝𝑖) + 1
2 (𝑘 − 𝑖− 𝑘𝑖+ 𝑝𝑖) +𝑂
(︂
1
𝑘2
)︂
+
− ln (−1− 𝑘 − 𝑖− 𝑘𝑖+ 𝑝𝑖) + 1
2 (1 + 𝑘 + 𝑖+ 𝑘𝑖− 𝑝𝑖) +𝑂
(︂
1
𝑘2
)︂
+
− ln (𝑘 + 𝑘𝑖+ 𝑝𝑖) + 1
2 (−𝑘 − 𝑘𝑖− 𝑝𝑖) +𝑂
(︂
1
𝑘2
)︂
+
+ ln (−1− 𝑘 + 𝑘𝑖+ 𝑝𝑖) + 1
2 (−1− 𝑘 + 𝑘𝑖+ 𝑝𝑖) +𝑂
(︂
1
𝑘2
)︂]︂
.
при 𝑘 →∞. Однако слагаемые, не содержащие натурального логарифма, пред­
ставляют собой 𝑂
(︀
1
𝑘
)︀
. Таким образом,
𝑆𝑘 =
1
𝑖
[ln (𝑘 − 𝑖− 𝑘𝑖+ 𝑝𝑖)− ln (−1− 𝑘 − 𝑖− 𝑘𝑖+ 𝑝𝑖) +
− ln (𝑘 + 𝑘𝑖+ 𝑝𝑖) + ln (−1− 𝑘 + 𝑘𝑖+ 𝑝𝑖) +𝑂
(︂
1
𝑘
)︂]︂
при 𝑘 →∞.
Пользуясь свойствами пределов и логарифма, получаем:
lim
𝑘→∞
𝑆𝑘 =
1
𝑖
ln lim
𝑘→∞
(𝑘 − 𝑖− 𝑘𝑖+ 𝑝𝑖) (−1− 𝑘 + 𝑘𝑖+ 𝑝𝑖)
(−1− 𝑘 − 𝑖− 𝑘𝑖+ 𝑝𝑖) (𝑘 + 𝑘𝑖+ 𝑝𝑖) =
1
𝑖
ln (−1) = 𝜋.
Замечание 3. Формула (1.9) вытекает также из того, что константа 𝑐 в фор­
муле (2.4), являющейся многомерным обобщением (1.8), имеет интегральное
представление (2.5).
Замечание 4. Были проведены компьютерные эксперименты по вычислению
знаков числа 𝜋 с помощью полученного представления в виде двойного ряда.
Скорость сходимости данного ряда невысокая и зависит от выбора точки 𝑝 (см.
Таблицу 2).
В ходе компьютерных экспериментов была разработана компьютерная
программа, которая преобразует математические формулы, записанные в фор­
мате TEX, в программы для их вычисления на языке программирования C++
[18]. Программа способна интерпретировать арифметические операции, опера­
ции с комплексными числами, элементарные математические функции, индек­
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Таблица 2 — Число слагаемых ряда, необходимых для вычисления 𝜋 с
точностью до 10−5
𝑝 Число слагаемых
0.001 + 0.999𝑖 377
0.001 + 0.75𝑖 281
0.001 + 0.5𝑖 35
0.001 + 0.25𝑖 93
0.001 (1 + 𝑖) 108
0.25 + 0.5𝑖 50000
0.5 + 0.001𝑖 49999
0.5 + 0.999𝑖 100000
0.5 + 0.5𝑖 100000
0.5 + 0.001𝑖 99999
0.999 (1 + 𝑖) 199800
0.999 + 0.5𝑖 199799
0.999 + 0.001𝑖 199799
сированные суммы, операции с векторами (выделение компонент, вычисление
нормы и др.).
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Глава 2. Многомерные аналоги эллиптических функций
Вейерштрасса
Переходя к многомерному обобщению эллиптических функций заметим,
что каждое слагаемое 1𝑧−𝛾 , 𝛾 ∈ Γ в представлении (1.7) 𝜁-функции Вейерштрас­
са является ядром одномерного интегрального представления Коши (без диф­
ференциала). Как известно, ядро Коши на случай многих переменных можно
обобщать различными способами.
В начале 1980-х годов в работе [52], связанной с вычислением групп ко­
гомологий проколотого комплексного тора, итальянский математик П. Заппа
предложил обобщение ℘-функции Вейерштрасса на случай многих комплекс­
ных переменных на базе ядра Бохнера-Мартинелли.
В этой главе мы рассматриваем многомерный аналог ℘-функции Вейер­
штрасса и её свойства (раздел 2.1), многомерный аналог 𝜁-функции и её свой­
ства (раздел 2.2).
Для вычисления характеристик областей в C𝑛, инвариантных относитель­
но сдвига на элемент решётки, каковой, очевидно, является число точек решёт­
ки в ней, естественно использовать Γ-периодические выражения, в то время
как 𝜁-форма не Γ-периодическая. Поэтому в разделе 2.3 мы вычисляем форму
𝜂 (𝛾) = 𝜁 (𝑧 + 𝛾)−𝜁 (𝑧) для 𝛾 ∈ Γ такую, что форма 𝜏 (𝑧) = 𝜁 (𝑧)−𝜂 (𝑧) является
Γ-инвариантной.
2.1 Многомерный аналог ℘-функции Вейерштрасса и её свойства
Запишем форму Бохнера-Мартинелли 𝜓𝐵𝑀 , под которой мы будем пони­
мать ядро интегрального представления Бохнера-Мартинелли с особенностью
в нуле без голоморфных дифференциалов:
𝜓𝐵𝑀 (𝑧) =
(𝑛− 1)!
(2𝜋𝑖)𝑛
∑︀𝑛
𝑘=1 (−1)𝑘−1 𝑧𝑘𝑑𝑧 [𝑘](︁∑︀𝑛
𝑗=1 |𝑧𝑗|2
)︁𝑛 , (2.1)
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где 𝑑𝑧 [𝑘] = 𝑑𝑧1∧...∧𝑑𝑧𝑘−1∧𝑑𝑧𝑘+1∧...∧𝑑𝑧𝑛.Обозначим через 𝜙𝑖 (𝑧,𝛾) производную
по 𝑧𝑖 формы Бохнера-Мартинелли, смещённой на 𝛾
𝜙𝑖 (𝑧,𝛾) = − 𝜕
𝜕𝑧𝑖
𝜓𝐵𝑀 (𝑧 − 𝛾) ,
Пусть Γ — решётка максимального ранга в пространстве C𝑛. Положим по
аналогии с (1.6)
℘𝑖 (𝑧) = 𝜙𝑖 (𝑧,0) +
∑︁
𝛾∈Γ′
(𝜙𝑖 (𝑧,𝛾)− 𝜙𝑖 (0,𝛾)) (2.2)
и определим
℘𝑖𝑗 (𝑧) = 2𝜋𝑖 (−1)𝑗−1 ℘𝑖 (𝑧) ∧ 𝑑𝑧 [𝑗] .
Ряд в (2.2) сходится равномерно на компактах, не содержащих точек из
Γ ([51, стр. 25]).
Приведём некоторые свойства форм ℘𝑖 и ℘𝑖𝑗.
1. Формы ℘𝑖 и ℘𝑖𝑗 являются периодическими относительно решётки:
℘𝑖 (𝑧 + 𝛾) = ℘𝑖 (𝑧) ,
℘𝑖𝑗 (𝑧 + 𝛾) = ℘𝑖𝑗 (𝑧)
для ∀𝑧 ∈ C𝑛 ∖ Γ, 𝛾 ∈ Γ.
2. Существует (0,𝑛− 1)-форма 𝜁 такая, что
𝜕
𝜕𝑧𝑖
𝜁 (𝑧) = −℘𝑖 (𝑧) , (2.3)
которая подробно рассматривается в разделе 2.2.
3. Формы ℘𝑖 обладают восстанавливающим свойством:
𝜕𝑓
𝜕𝑧𝑖
⃒⃒⃒⃒
𝑝
=
∫︁
𝜕𝐵
𝑓 (𝑧)℘𝑖 (𝑧 − 𝑝) ∧ 𝑑𝑧1 ∧ ... ∧ 𝑑𝑧𝑛
для шара 𝐵 достаточно малого радиуса, содержащего 𝑝 и не содержа­
щего других особенностей форм ℘𝑖.
Для форм ℘𝑖𝑗 существует многомерный аналог тождества (1.8). Именно,
если 𝑀 = C𝑛/Γ — комплексный тор, то ℘𝑖𝑗 можно рассматривать как меро­
морфную форму на 𝑀 . Пусть Θ — дивизор нулей на 𝑀 тэта-функции 𝜃 в C𝑛,
тогда верна
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Теорема 2. [52]Справедливо равенство∫︁
Θ
℘𝑖𝑗 (𝑧 − 𝑝) = − 𝜕
𝜕𝑧𝑖
𝜕
𝜕𝑧𝑗
log 𝜃
⃒⃒⃒⃒
𝑝
+ 𝑐𝑖𝑗, (2.4)
для любой точки 𝑝 ∈𝑀, 𝑝 /∈ Θ, где 𝑐𝑖𝑗 не зависит от 𝑝.
Предложение 1. [52] Константы 𝑐𝑖𝑗 представляются интегралами
𝑐𝑖𝑗 =
𝑖
𝜋
∫︁
𝜕𝑄
𝜕 log ℎ ∧ ℘𝑖𝑗 (𝑧 − 𝑝) . (2.5)
Здесь 𝑄 — фундаментальный параллелепипед решётки Γ в C𝑛, а ̃︀𝑝 —
представитель класса 𝑝 ∈ 𝑀 из внутренности этого параллелепипеда. Функ­
ция ℎ — любая гладкая положительная функция такая, что 𝜔 = ℎ |𝜃| является
Γ-инвариантной функцией. Согласно [6, стр. 344], такая функция ℎ является
экспонентой от квадратичного многочлена от 𝑧 и 𝑧.
2.2 Многомерный аналог 𝜁-функции Вейерштрасса и её свойства
Аналогом 𝜁-функции Вейерштрасса в пространстве C𝑛 с решёткой Γ яв­
ляется (0,𝑛− 1)-форма
𝜁 (𝑧) = 𝜓𝐵𝑀 (𝑧) +
∑︁
𝛾∈Γ′
(︃
𝜓𝐵𝑀 (𝑧 − 𝛾) + 𝜓𝐵𝑀 (𝛾)−
−
𝑛∑︁
𝑖=1
(︂
𝜕𝜓𝐵𝑀
𝜕𝑧𝑖
(𝛾) 𝑧𝑖 +
𝜕𝜓𝐵𝑀
𝜕𝑧𝑖
(𝛾) 𝑧𝑖
)︂)︃
. (2.6)
Ряд для 𝜁-формы также сходится абсолютно и равномерно на компактах C𝑛 ∖Γ
[53]. Аналогично одномерному случаю формы −℘𝑖 (𝑧) являются производными
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𝜁 (𝑧) (2.3). Рассмотрим теперь антиголоморфные производные формы 𝜁:
𝜕
𝜕𝑧𝑖
𝜁 (𝑧) =
(𝑛− 1)!
(2𝜋𝑖)𝑛
(︃
(−1)𝑖−1 ‖𝑧‖2 𝑑𝑧 [𝑖]− 𝑛∑︀𝑛𝑘=1 (−1)𝑘−1 𝑧𝑖𝑧𝑘𝑑𝑧 [𝑘]
‖𝑧‖2𝑛+2 +
+
∑︁
𝛾∈Γ′
[︃
(−1)𝑖−1 ‖𝑧 − 𝛾‖2 𝑑𝑧 [𝑖]− 𝑛∑︀𝑛𝑘=1 (−1)𝑘−1 (𝑧𝑖 − 𝛾𝑖) (𝑧𝑘 − 𝛾𝑘) 𝑑𝑧 [𝑘]
‖𝑧 − 𝛾‖2𝑛+2 −
−(−1)
𝑖−1 ‖𝛾‖2 𝑑𝑧 [𝑖]− 𝑛∑︀𝑛𝑘=1 𝛾𝑖𝛾𝑘𝑑𝑧 [𝑘]
‖𝛾‖2𝑛+2
]︃)︃
. (2.7)
Предложение 2. Ряд (2.7) сходится абсолютно и равномерно на компактах
из C𝑛 ∖ Γ.
Доказательство. Приведём к общему знаменателю разность, стоящую под зна­
ком суммы, и сгруппируем подобные слагаемые:
∑︁
𝛾∈Γ′
⎡⎣(−1)𝑖−1
(︁
‖𝑧 − 𝛾‖2 ‖𝛾‖2𝑛+2 − ‖𝛾‖2 ‖𝑧 − 𝛾‖2𝑛+2
)︁
𝑑𝑧 [𝑖]
(‖𝑧 − 𝛾‖ ‖𝛾‖)2𝑛+2 +
+
𝑛
‖𝑧 − 𝛾‖2𝑛+2 ‖𝛾‖2𝑛+2×
×
(︃
‖𝑧 − 𝛾‖2𝑛+2
𝑛∑︁
𝑘=1
𝛾𝑖𝛾𝑘 − ‖𝛾‖2𝑛+2
𝑛∑︁
𝑘=1
(−1)𝑘−1 (𝑧𝑖 − 𝛾𝑖) (𝑧𝑘 − 𝛾𝑘)
)︃
𝑑𝑧[𝑘]
]︃
.
Воспользовавшись очевидным равенством:
𝛾𝑖𝛾𝑘 = ((𝛾𝑖 − 𝑧𝑖) + 𝑧𝑖) ((𝛾𝑘 − 𝑧𝑘) + 𝑧𝑘) ,
перепишем ряд в виде:∑︁
𝛾∈Γ′
𝐻 (𝑧,𝛾) 𝑑𝑧 [𝑖] + (ϒ (𝑧,𝛾) + Ω (𝑧,𝛾)) 𝑑𝑧 [𝑘] ,
где
𝐻 (𝑧,𝛾) =
(−1)𝑖−1
(︁
‖𝑧 − 𝛾‖2 ‖𝛾‖2𝑛+2 − ‖𝛾‖2 ‖𝑧 − 𝛾‖2𝑛+2
)︁
(‖𝑧 − 𝛾‖ ‖𝛾‖)2𝑛+2 ,
ϒ(𝑧,𝛾) =
𝑛
(︁
‖𝑧 − 𝛾‖2𝑛+2 − ‖𝛾‖2𝑛+2
)︁
(‖𝑧 − 𝛾‖ ‖𝛾‖)2𝑛+2
𝑛∑︁
𝑘=1
(−1)𝑘−1 (𝑧𝑖 − 𝛾𝑖) (𝑧𝑘 − 𝛾𝑘) ,
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Ω (𝑧,𝛾) =
𝑛
‖𝛾‖2𝑛+2
𝑛∑︁
𝑘=1
((𝛾𝑘 − 𝑧𝑘) 𝑧𝑖 + (𝛾𝑖 − 𝑧𝑖) 𝑧𝑘 + 𝑧𝑖𝑧𝑘) .
В силу компактности множества, на котором рассматривается сходимость,
можно считать, что ‖𝑧‖ 6 𝜌. Кроме того, внутри сферы радиуса 2𝜌 лежит
конечное число точек решётки Γ. Отбрасывание конечного числа членов ряда
не влияет на сходимость ряда, поэтому в дальнейшем можно считать, что ‖𝛾‖ >
2𝜌. Оценим модуль выражений для 𝐻 (𝑧,𝛾), ϒ(𝑧,𝛾) и Ω (𝑧,𝛾).
Для оценки модуля общего члена ряда ϒ(𝑧,𝛾) воспользуемся известным
равенством:
⃒⃒⃒
‖𝛾‖2𝑛+2 − ‖𝑧 − 𝛾‖2𝑛+2
⃒⃒⃒
=
⃒⃒⃒⃒
⃒(‖𝛾‖ − ‖𝑧 − 𝛾‖)
2𝑛+1∑︁
𝑘=0
‖𝛾‖2𝑛+1−𝑘 ‖𝑧 − 𝛾‖𝑘
⃒⃒⃒⃒
⃒ .
По неравенству треугольника ‖𝛾‖ − ‖𝑧 − 𝛾‖ 6 ‖𝑧‖, поэтому (с учётом
неотрицательности нормы) имеет место неравенство
⃒⃒⃒
‖𝛾‖2𝑛+2 − ‖𝑧 − 𝛾‖2𝑛+2
⃒⃒⃒
6 ‖𝑧‖
2𝑛+1∑︁
𝑘=0
‖𝛾‖2𝑛+1−𝑘 ‖𝑧 − 𝛾‖𝑘 =
= ‖𝑧‖ ‖𝛾‖2𝑛+1
2𝑛+1∑︁
𝑘=0
(︂‖𝑧 − 𝛾‖
‖𝛾‖
)︂𝑘
.
Снова воспользуемся неравенством треугольника:
⃒⃒⃒
‖𝛾‖2𝑛+2 − ‖𝑧 − 𝛾‖2𝑛+2
⃒⃒⃒
6 ‖𝑧‖ ‖𝛾‖2𝑛+1
2𝑛+1∑︁
𝑘=0
(︂‖𝑧‖
‖𝛾‖ + 1
)︂𝑘
6 𝑏 ‖𝑧‖ ‖𝛾‖2𝑛+1 , (2.8)
где 𝑏 =
∑︀2𝑛+1
𝑘=0
(︁
‖𝑧‖
‖𝛾‖ + 1
)︁𝑘
. Оценим модуль этой величины:
|𝑏| =
⃒⃒⃒⃒
⃒
2𝑛+1∑︁
𝑘=0
(︂‖𝑧‖
‖𝛾‖ + 1
)︂𝑘 ⃒⃒⃒⃒⃒ 6
2𝑛+1∑︁
𝑘=0
⃒⃒⃒⃒‖𝑧‖
‖𝛾‖ + 1
⃒⃒⃒⃒𝑘
6
2𝑛+1∑︁
𝑘=0
(︂⃒⃒⃒⃒‖𝑧‖
‖𝛾‖ + 1
⃒⃒⃒⃒)︂𝑘
6
2𝑛+1∑︁
𝑘=0
(︂
3
2
)︂𝑘
.
Пользуясь формулой суммы геометрической прогрессии, получим
|𝑏| 6
2𝑛+1∑︁
𝑘=0
(︂
3
2
)︂𝑘
=
1− (︀32)︀2𝑛+2
1− 32
= 2
(︂
3
2
)︂2𝑛+2
− 2.
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Оценим второй сомножитель общего члена первого ряда:⃒⃒⃒⃒
⃒
𝑛∑︁
𝑘=1
(𝑧𝑖 − 𝛾𝑖) (𝑧𝑘 − 𝛾𝑘)
⃒⃒⃒⃒
⃒ 6 |𝑧𝑖 − 𝛾𝑖|
𝑛∑︁
𝑘=1
|𝑧𝑘 − 𝛾𝑘| .
Воспользуемся очевидным неравенством:
|𝑧𝑖 − 𝛾𝑖| = |𝑧𝑖 − 𝛾𝑖| 6 ‖𝑧 − 𝛾‖ (2.9)⃒⃒⃒⃒
⃒
𝑛∑︁
𝑘=1
(𝑧𝑖 − 𝛾𝑖) (𝑧𝑘 − 𝛾𝑘)
⃒⃒⃒⃒
⃒ 6 𝑛 ‖𝑧 − 𝛾‖2 ,
тогда
|ϒ(𝑧,𝛾)| 6 𝑛
2𝑏 ‖𝑧‖
‖𝛾‖ ‖𝑧 − 𝛾‖2𝑛 .
Поскольку ‖𝛾‖2 > 𝜌, и имеет место неравенство ‖𝛾‖ − ‖𝑧‖ 6 ‖𝑧 − 𝛾‖, то
‖𝑧 − 𝛾‖ > 1
2
‖𝛾‖ , (2.10)
откуда
|ϒ(𝑧,𝛾)| 6 𝑐1𝜌‖𝛾‖2𝑛+1 ,
где
𝑐1 = 2
𝑛𝑛2𝑏.
Рассмотрим |𝐻 (𝑧,𝛾)|:
|𝐻 (𝑧,𝛾)| =
⃒⃒⃒⃒
⃒(‖𝑧 − 𝛾‖ ‖𝛾‖)2 ‖𝛾‖2𝑛 − ‖𝑧 − 𝛾‖2𝑛(‖𝑧 − 𝛾‖ ‖𝛾‖)2𝑛+2
⃒⃒⃒⃒
⃒ =
⃒⃒⃒⃒
⃒‖𝛾‖2𝑛 − ‖𝑧 − 𝛾‖2𝑛(‖𝑧 − 𝛾‖ ‖𝛾‖)2𝑛
⃒⃒⃒⃒
⃒ .
Применяя неравенства (2.8) и ‖𝛾‖2 > 𝜌, получим
|𝐻 (𝑧,𝛾)| 6 2
2𝑛𝑏𝜌
‖𝛾‖2𝑛+1 .
Оценим теперь модуль Ω (𝑧,𝛾)
|Ω (𝑧,𝛾)| = 𝑛‖𝛾‖2𝑛+2
⃒⃒⃒⃒
⃒
𝑛∑︁
𝑘=1
(−1)𝑘 ((𝛾𝑖 − 𝑧𝑖) + 𝑧𝑖) ((𝛾𝑘 − 𝑧𝑘) + 𝑧𝑘)
⃒⃒⃒⃒
⃒ .
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Используя свойства модуля, нормы и неравенство (2.9), получим
|Ω (𝑧,𝛾)| 6 𝑛‖𝛾‖2𝑛+2
𝑛∑︁
𝑘=1
‖𝑧 − 𝛾‖ ‖𝑧‖+ ‖𝑧 − 𝛾‖ ‖𝑧‖+ ‖𝑧‖2 .
Из неравенства (2.10) и того, что ‖𝑧‖ 6 𝜌, следует:
|Ω (𝑧,𝛾)| 6 𝑛‖𝛾‖2𝑛+2
𝑛∑︁
𝑘=1
3
2
𝜌 ‖𝛾‖ = 𝑐2𝜌‖𝛾‖2𝑛+1 ,
где
𝑐2 =
3
2
𝑛.
Объединяя полученные оценки, окончательно получаем
|𝐻 (𝑧,𝛾)|+ |Φ (𝑧,𝛾) + Ψ (𝑧,𝛾)| 6
∑︁
𝛾∈Γ′
𝑐𝜌
‖𝛾‖2𝑛+1 ,
то есть при 𝑛 > 1 и для всех 𝑧 таких, что ‖𝑧‖ 6 𝜌, коэффициенты ряда в 𝜕𝜕𝑧𝑖𝜁 (𝑧)
мажорируются по модулю членами сходящегося числового ряда
∑︀
𝛾∈Γ′
𝑐𝜌
‖𝛾‖2𝑛+1
(см. лемму 1) на компактах C𝑛 ∖ Γ .
Лемма 1. [8]Ряд
𝑆𝑛,𝑑 =
∑︁
𝛾∈Γ′
1
‖𝛾‖𝑑
сходится тогда и только тогда, когда 2𝑛 < 𝑑.
Доказательство. Воспользуемся интегральным критерием сходимости. Рас­
смотрим
𝐼𝑛,𝑑 =
∫︁
R2𝑛∖𝐵(0;1)
𝑑𝑥
‖𝑥‖𝑑 ,
где 𝐵 (0; 1) — 2𝑛-мерный шар с центром в 0 радиуса 1.
Воспользуемся сферической заменой координат 𝑥 = 𝑥 (𝑟,𝜙), для которой
𝑑𝑥 = Ω(𝜙) 𝑟2𝑛−1𝑑𝜙𝑑𝑟, где Ω (𝜙) — многочлен, зависящий от тригонометриче­
ских функций, 𝐷 = [0;𝜋]2𝑛−2 × [0; 2𝜋] ⊂ R2𝑛−1. Тогда
𝐼𝑛,𝑑 =
∫︁
𝐷
Ω (𝜙) 𝑑𝜙
+∞∫︁
1
𝑟2𝑛−1
𝑟𝑑
𝑑𝑟 =
∫︁
𝐷
Ω (𝜙) 𝑑𝜙
+∞∫︁
1
𝑟2𝑛−1−𝑑𝑑𝑟.
40
Так как Ω (𝜙) непрерывна на компакте 𝐷, то для сходимости интеграла
необходимо и достаточно, чтобы сходился внутренний интеграл, то есть выпол­
нялось условие 2𝑛− 1− 𝑑 < −1 или 2𝑛 < 𝑑.
Докажем теперь, что из сходимости интеграла 𝐼𝑛,𝑑 будет следовать сходи­
мость ряда 𝑆𝑛,𝑑. Пусть 𝐼 = (1,...,1), каждой точке 𝛾 ∈ Z2𝑛∖ {−𝐼; 0} поставим
в соответствие куб 𝐶𝛾 = 𝛾 + [0; 1]
2𝑛. Очевидно, что для любой точки 𝑥𝛾 ∈ 𝐶𝛾
выполняются неравенства
‖𝑥‖ 6 ‖𝛾 + 𝐼‖ .
Интегрируя по кубу 𝐶𝛾, для каждого 𝛾 ∈ Z2𝑛 будем иметь неравенства:
1
‖𝛾 + 𝐼‖𝑑 6
∫︁
𝐶𝛾
𝑑𝑥
‖𝑥‖𝑑 .
Заметим, что семейство кубов {𝐶𝛾} не перекрывается (любая пара таких
кубов либо не пересекается, либо пересекается по грани). Поэтому суммируя по
𝛾 ∈ Z2𝑛∖ {−𝐼; 0} соответствующие члены этих неравенств, получим∑︁
𝛾∈Z2𝑛∖{−𝐼;0}
1
‖𝛾 + 𝐼‖𝑑 =
∑︁
𝛾∈Z2𝑛∖{−𝐼}
1
‖𝛾 + 𝐼‖𝑑 −
∑︁
𝛾=0
1
‖𝛾 + 𝐼‖𝑑 = 𝑆𝑛,𝑑 −
1
‖𝐼‖𝑑
и
∑︁
𝛾∈Z2𝑛∖{−𝐼;0}
∫︁
𝐶𝛾
𝑑𝑥
‖𝑥‖𝑑 =
∫︁
R2𝑛∖[−1;1]2𝑛
𝑑𝑥
‖𝑥‖𝑑 6
∫︁
R2𝑛∖𝐵(0;1)
𝑑𝑥
‖𝑥‖𝑑 = 𝐼𝑛,𝑑.
Найдем ‖𝐼‖:
‖𝐼‖ =
⎯⎸⎸⎷ 2𝑛∑︁
𝑗=1
12 =
√
2𝑛.
Таким образом,
𝑆𝑛,𝑑 − 1
(2𝑛)
𝑑
2
6 𝐼𝑛,𝑑. (2.11)
Перепишем неравенство (2.11) в виде
𝑆𝑛,𝑑 6 𝐼𝑛,𝑑 +
1
(2𝑛)
𝑑
2
.
Так как 1
(2𝑛)
𝑑
2
— константа, то сходимость 𝑆𝑛,𝑑 вытекает из сходимости 𝐼𝑛,𝑑.
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Приведём основные свойства формы 𝜁(𝑧) .
1. Форма 𝜁 обладает восстанавливающим свойством:
𝑓 (𝑝) =
∫︁
𝜕𝐵
𝑓 (𝑧) 𝜁 (𝑧 − 𝑝) ∧ 𝑑𝑧1 ∧ ... ∧ 𝑑𝑧𝑛
для шара 𝐵 достаточно малого радиуса, содержащего 𝑝 и не содержа­
щего других особенностей формы 𝜁.
2. Хотя 𝜁 (𝑧) не является периодической относительно Γ, коэффициенты
её производных — периодические, поэтому разность 𝜁 (𝑧 + 𝛾) и 𝜁 (𝑧) не
зависит от 𝑧 и 𝑧. Действительно:
𝜕
𝜕𝑧𝑖
(𝜁 (𝑧 + 𝛾)− 𝜁 (𝑧)) = ℘𝑖 (𝑧)− ℘𝑖 (𝑧 + 𝛾) = 0,
по свойству 1 ℘𝑖-форм,
𝜕
𝜕𝑧𝑖
(𝜁 (𝑧 + 𝛾)− 𝜁 (𝑧)) = 0,
что следует из вида выражения (2.7). Таким образом,
𝜁 (𝑧 + 𝛾)− 𝜁 (𝑧) = 𝜂 (𝛾,𝛾) , (2.12)
где 𝜂 — дифференциальная форма, не зависящая от 𝑧.
2.3 Нахождение периодической формы 𝜏(𝑧) = 𝜁(𝑧)− 𝜂(𝑧)
Зафиксируем в C𝑛 решётку Γ максимального ранга, порождённую 2𝑛 ли­
нейно независимыми над R векторами 𝜈𝑘, 𝜇𝑘 ∈ C𝑛. Форма 𝜁 (𝑧) в C𝑛 согласно
(2.6) имеет вид:
𝜁 (𝑧) =
(𝑛− 1)!
(2𝜋𝑖)𝑛
⎛⎝∑︀𝑛𝑘=1 (−1)𝑘−1 𝑧𝑘𝑑𝑧 [𝑘]
‖𝑧‖2𝑛 +
∑︁
𝛾∈Γ′
(︃∑︀𝑛
𝑘=1 (−1)𝑘−1 (𝑧𝑘 − 𝛾𝑘) 𝑑𝑧 [𝑘]
‖𝑧 − 𝛾‖2𝑛 +
+
∑︀𝑛
𝑘=1 (−1)𝑘−1 𝛾𝑘𝑑𝑧 [𝑘]
‖𝛾‖2𝑛 −
𝑛∑︁
𝑖=1
(︂
𝜕𝜔𝐵𝑀
𝜕𝑧𝑖
(𝛾) 𝑧𝑖 +
𝜕𝜔𝐵𝑀
𝜕𝑧𝑖
(𝛾) 𝑧𝑖
)︂)︃)︃
. (2.13)
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Представим её в виде
𝜁 (𝑧) =
(𝑛− 1)!
(2𝜋𝑖)𝑛
(𝜁1𝑑𝑧 [1] + 𝜁2𝑑𝑧 [2] + ...+ 𝜁𝑛𝑑𝑧 [𝑛]) ,
где
𝜁𝑚 (𝑧) =
(−1)𝑚−1 𝑧𝑚
‖𝑧‖2𝑛 +
∑︁
𝛾∈Γ′
(︃
(−1)𝑚−1 (𝑧𝑚 − 𝛾𝑚)
‖𝑧 − 𝛾‖2𝑛 +
(−1)𝑚−1 𝛾𝑚
‖𝛾‖2𝑛 −
−
𝑛∑︁
𝑖=1
(−1)𝑚
⎛⎝ 𝑛𝛾𝑖𝛾𝑚
‖𝛾‖2𝑛+2𝑧𝑖 + (1− 𝛿𝑖𝑚)
𝑛𝛾𝑖𝛾𝑚
‖𝛾‖2𝑛+2𝑧𝑖 − 𝛿𝑖𝑚
(︁
‖𝛾‖2 − 𝑛 |𝛾𝑚|2
)︁
‖𝛾‖2𝑛+2 𝑧𝑖
⎞⎠⎞⎠ ,
а 𝛿𝑖𝑚 — символ Кронекера.
Пусть 𝛾 = (𝛾1,𝛾2,...,𝛾𝑛) — элемент решётки, то есть
𝛾 =
𝑛∑︁
𝑘=1
(︀
𝜆1𝑘𝜈𝑘 + 𝜆
2
𝑘𝜇𝑘
)︀
,
где 𝜆1𝑘, 𝜆
2
𝑘 ∈ Z. Форма 𝜂 (𝛾) = 𝜁 (𝑧 + 𝛾)− 𝜁 (𝑧), имеющая смысл при при 𝑧 /∈ Γ,
зависит только от 𝛾 и 𝛾 (см. свойство 1 в разделе 2.2 (стр. 41)). Выясним вид
этой зависимости, для этого представим коэффициенты разности одномерными
интегралами:
𝜁𝑚 (𝑧 + 𝛾)− 𝜁𝑚 (𝑧) =
𝑧+𝛾∫︁
𝑧
𝑑𝜁𝑚,𝑚 = 1,𝑛.
Эти выражения не зависят от выбора точки 𝑧 так же, как и сама форма 𝜂. Кро­
ме того, указанные интегралы не зависят от выбора пути интегрирования, так
как, во-первых, интегрируется полный дифференциал, а, во-вторых, особые точ­
ки подынтегрального выражения не препятствуют гомотопии путей, поэтому в
качестве пути интегрирования выберем ломаную, отрезки которой соединяют
точки 𝑧, 𝑧+𝜆11𝜈1, 𝑧+𝜆11𝜈1+𝜆21𝜇1 и так далее до точки 𝑧+𝛾. Такой путь заходит
на Γ только в том случае, если точка 𝑧 представляется в виде
𝑧 =
𝑛∑︁
𝑘=1
(︁̃︀𝜆1𝑘𝜈𝑘 + ̃︀𝜆2𝑘𝜇𝑘)︁ ,
где все коэффициенты ̃︀𝜆1𝑘, ̃︀𝜆2𝑘 — целые, за исключением ровно одного. Таким
образом, всегда можно выбрать точку 𝑧 так, чтобы эта ломаная не содержала
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точек решётки Γ. Параметризуем отрезки ломаной следующим образом:
𝑧 +
∑︀𝑘−1
𝑗=1
(︀
𝜆1𝑗𝜈𝑗 + 𝜆
2
𝑗𝜇𝑗
)︀
+ 𝜆1𝑘𝜈𝑘𝑡, 𝑡 ∈ [0,1] ,
𝑧 +
∑︀𝑘−1
𝑗=1
(︀
𝜆1𝑗𝜈𝑗 + 𝜆
2
𝑗𝜇𝑗
)︀
+ 𝜆1𝑘𝜈𝑘 + 𝜆
2
𝑘𝜇𝑘𝑡, 𝑡 ∈ [0,1] ,
(2.14)
𝑘 = 1,𝑛. Тогда интеграл от 𝑑𝜁1 по первому отрезку примет вид:
𝜆11
1∫︁
0
𝑛∑︁
𝑗=1
(︂
𝜕𝜁1
𝜕𝑧𝑗
(︀
𝑧 + 𝜆11𝜈1𝑡
)︀
𝜈1𝑗 +
𝜕𝜁1
𝜕𝑧𝑗
(︀
𝑧 + 𝜆11𝜈1𝑡
)︀
𝜈1𝑗
)︂
𝑑𝑡.
Сделав замену переменных 𝜆11𝑡 = 𝑠, получим
𝜆11∫︁
0
𝑛∑︁
𝑗=1
(︂
𝜕𝜁1
𝜕𝑧𝑗
(𝑧 + 𝜈1𝑠) 𝜈1𝑗 +
𝜕𝜁1
𝜕𝑧𝑗
(𝑧 + 𝜈1𝑠) 𝜈1𝑗
)︂
𝑑𝑠.
В силу периодичности подынтегрального выражения этот интеграл равен
𝜆11
1∫︁
0
𝑛∑︁
𝑗=1
(︂
𝜕𝜁1
𝜕𝑧𝑗
(𝑧 + 𝜈1𝑠) 𝜈1𝑗 +
𝜕𝜁1
𝜕𝑧𝑗
(𝑧 + 𝜈1𝑠) 𝜈1𝑗
)︂
𝑑𝑠.
Так как от обозначения переменной интегрирования интеграл не зависит:
𝜆11
1∫︁
0
𝑛∑︁
𝑗=1
(︂
𝜕𝜁1
𝜕𝑧𝑗
(𝑧 + 𝜈1𝑡) 𝜈1𝑗 +
𝜕𝜁1
𝜕𝑧𝑗
(𝑧 + 𝜈1𝑡) 𝜈1𝑗
)︂
𝑑𝑡.
По второму отрезку ломаной получим:
𝜆21
1∫︁
0
𝑛∑︁
𝑗=1
(︂
𝜕𝜁1
𝜕𝑧𝑗
(𝑧 + 𝜇1𝑡)𝜇1𝑗 +
𝜕𝜁1
𝜕𝑧𝑗
(𝑧 + 𝜇1𝑡) ?¯?1𝑗
)︂
𝑑𝑡.
Интегралы по оставшимся отрезкам имеют аналогичный вид. Таким образом,
получим
𝜂 (𝛾) = 𝜁 (𝑧 + 𝛾)− 𝜁 (𝑧) = (𝑛− 1)!
(2𝜋𝑖)𝑛
𝑛∑︁
𝑚=1
𝑛∑︁
𝑘=1
(︀
𝜆1𝑘𝛼𝑚𝑘 + 𝜆
2
𝑘𝛽𝑚𝑘
)︀
𝑑𝑧 [𝑚] ,
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где
𝛼𝑚𝑘 =
1∫︁
0
𝑛∑︁
𝑗=1
(︂
𝜕𝜁𝑚
𝜕𝑧𝑗
(𝑧 + 𝜈𝑘𝑡) 𝜈𝑘𝑗 +
𝜕𝜁𝑚
𝜕𝑧𝑗
(𝑧 + 𝜈𝑘𝑡) 𝜈𝑘𝑗
)︂
𝑑𝑡,
𝛽𝑚𝑘 =
1∫︁
0
𝑛∑︁
𝑗=1
(︂
𝜕𝜁𝑚
𝜕𝑧𝑗
(𝑧 + 𝜇𝑘𝑡) 𝜈𝑘𝑗 +
𝜕𝜁𝑚
𝜕𝑧𝑗
(𝑧 + 𝜇𝑘𝑡) 𝜈𝑘𝑗
)︂
𝑑𝑡,
𝑘,𝑚 = 1,𝑛.
В формуле для 𝜂 (𝛾) фигурируют 𝜆1𝑘 и 𝜆
2
𝑘, выразим их через 𝛾 и 𝛾. Для
этого запишем 𝛾 в матричном виде
𝛾 = 𝐻 × Λ1 +𝑀 × Λ2,
где 𝐻 — матрица векторов 𝜈𝑘 (размера 𝑛 × 𝑛), Λ1— матрица коэффициентов
при 𝜈𝑘 (размера 𝑛×1),𝑀 — матрица векторов 𝜇𝑘 (размера 𝑛×𝑛), Λ2— матрица
коэффициентов при 𝜇𝑘 (размера 𝑛× 1). Так как векторы 𝜈𝑘 и 𝜇𝑘 линейно неза­
висимы, то матрицы 𝐻 и 𝑀 имеют обратные (𝐻−1 и 𝑀−1). Соответственно,
сопряжённый вектор имеет вид
𝛾 = 𝐻 × Λ1 +𝑀 × Λ2.
Из уравнений для 𝛾 и 𝛾 получим, что
Λ1 = 𝐿1 × 𝛾 +𝑁 1 × 𝛾,
Λ2 = 𝐿2 × 𝛾 +𝑁 2 × 𝛾,
где 𝐿1, 𝑁 1, 𝐿2, 𝑁 2 — матрицы размера 𝑛× 𝑛, и
𝐿1 = 𝐻−1 ×
(︁
𝐸 +𝑀 × (︀𝑀 −𝐻 ×𝐻−1 ×𝑀)︀−1 ×𝐻 ×𝐻−1)︁ ,
𝐿2 = − (︀𝑀 −𝐻 ×𝐻−1 ×𝑀)︀−1 ×𝐻 ×𝐻−1,
𝑁 1 = −𝑀 × (︀𝑀 −𝐻 ×𝐻−1 ×𝑀)︀−1 ,
𝑁 2 =
(︀
𝑀 −𝐻 ×𝐻−1 ×𝑀)︀−1 .
Тогда 𝑘−ые элементы Λ1 и Λ2 (𝜆1𝑘 и 𝜆2𝑘) выражаются формулами:
𝜆1𝑘 =
𝑛∑︁
𝑗=1
(︀
𝐿1𝑘𝑗𝛾𝑗 +𝑁
1
𝑘𝑗𝛾𝑗
)︀
,
45
𝜆2𝑘 =
𝑛∑︁
𝑗=1
(︀
𝐿2𝑘𝑗𝛾𝑗 +𝑁
2
𝑘𝑗𝛾𝑗
)︀
.
Таким образом,
𝜂 (𝛾) = 𝜁 (𝑧 + 𝛾)− 𝜁 (𝑧) = (𝑛− 1)!
(2𝜋𝑖)𝑛
𝑛∑︁
𝑚=1
𝑛∑︁
𝑘=1
(︃
𝑛∑︁
𝑗=1
(︀
𝐿1𝑘𝑗𝛾𝑗 +𝑁
1
𝑘𝑗𝛾𝑗
)︀
𝛼𝑚𝑘 +
+
𝑛∑︁
𝑗=1
(︀
𝐿2𝑘𝑗𝛾𝑗 +𝑁
2
𝑘𝑗𝛾𝑗
)︀
𝛽𝑚𝑘
)︃
𝑑𝑧 [𝑚] .
Так как полученное выражение линейно зависит от 𝛾, форма 𝜂 определена
для всех 𝑧 ∈ C𝑛:
𝜂 (𝑧) =
(𝑛− 1)!
(2𝜋𝑖)𝑛
𝑛∑︁
𝑚=1
𝑛∑︁
𝑘=1
(︃
𝑛∑︁
𝑗=1
(︀
𝐿1𝑘𝑗𝑧𝑗 +𝑁
1
𝑘𝑗𝑧𝑗
)︀
𝛼𝑚𝑘 +
+
𝑛∑︁
𝑗=1
(︀
𝐿2𝑘𝑗𝑧𝑗 +𝑁
2
𝑘𝑗𝑧𝑗
)︀
𝛽𝑚𝑘
)︃
𝑑𝑧 [𝑚] . (2.15)
Поэтому получаем следующее предложение
Предложение 3. Для любой точки 𝑧 ∈ C𝑛∖Γ и точки 𝛾 ∈ Γ
𝜁(𝑧 + 𝛾)− 𝜁(𝑧) = 𝜂(𝛾),
где 𝜂(𝑧) задана формулой (2.15).
Теорема 3. Форма 𝜏 (𝑧) = 𝜁 (𝑧)− 𝜂 (𝑧) является Γ-периодической.
Доказательство. Рассмотрим разность 𝜏 (𝑧 + 𝛾)− 𝜏 (𝑧), где 𝛾 ∈ Γ. Тогда
𝜏 (𝑧 + 𝛾)− 𝜏 (𝑧) = 𝜁 (𝑧 + 𝛾)− 𝜂 (𝑧 + 𝛾)− 𝜁 (𝑧) + 𝜂 (𝑧) = 𝜂 (𝛾) + 𝜂 (𝑧)− 𝜂 (𝑧 + 𝛾) .
Последнее выражение равно 0 в силу линейности формы 𝜂. Таким обра­
зом,
𝜏 (𝑧 + 𝛾)− 𝜏 (𝑧) = 0.
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Рассмотрим отдельно случай целочисленной решётки Γ = (Z⊕ 𝑖Z)𝑛. То­
гда векторы 𝜈𝑘 и 𝜇𝑘 имеют вид:
𝜈1 = (1,0,...,0) , 𝜇1 = (𝑖,0,...,0) ,
𝜈2 = (0,1,...,0) , 𝜇2 = (0,𝑖,...,0) ,
... ...
𝜈𝑛 = (0,0,...,1) , 𝜇𝑛 = (0,0,...,𝑖) ,
а соответствующие матрицы равны
𝐻 = 𝐸,𝑀 = 𝑖𝐸,
где 𝐸 — единичная матрица. В этом случае имеем
𝐿1 =
1
2
𝐸,
𝐿2 = − 𝑖
2
𝐸,
𝑁 1 =
1
2
𝐸,
𝑁 2 =
𝑖
2
𝐸,
а форма 𝜂 значительно упрощается:
𝜂 (𝑧) =
(𝑛− 1)!
(2𝜋𝑖)𝑛
𝑛∑︁
𝑚=1
𝑛∑︁
𝑘=1
(︂(︂
𝑧𝑘 + 𝑧𝑘
2
)︂
𝛼𝑚𝑘 + 𝑖
(︂−𝑧𝑘 + 𝑧𝑘
2
)︂
𝛽𝑚𝑘
)︂
𝑑𝑧 [𝑚] =
=
(𝑛− 1)!
(2𝜋𝑖)𝑛
𝑛∑︁
𝑚=1
𝑛∑︁
𝑘=1
(𝛼𝑚𝑘 · Re𝑧𝑘 + 𝛽𝑚𝑘 · Im𝑧𝑘) 𝑑𝑧 [𝑚]
Кроме того, между коэффициентами 𝛼𝑚𝑘 и 𝛽𝑚𝑘 существует следующая связь.
Предложение 4. Если Γ = (Z⊕ 𝑖Z)𝑛, то
𝛽𝑚𝑘 = 𝛼𝑚𝑘, 𝑘 ̸= 𝑚,
𝛽𝑚𝑘 = −𝑖𝛼𝑚𝑘, 𝑘 = 𝑚.
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Доказательство. Прежде всего отметим, что в случае целочисленной решётки
коэффициенты 𝛼𝑚𝑘 и 𝛽𝑘 примут вид:
𝛼𝑚𝑘 =
1∫︁
0
(︂
𝜕𝜁𝑚
𝜕𝑧𝑘
(𝑧 + 𝜈𝑘𝑡) +
𝜕𝜁𝑚
𝜕𝑧𝑘
(𝑧 + 𝜈𝑘𝑡)
)︂
𝑑𝑡,
𝛽𝑚𝑘 =
1∫︁
0
(︂
𝜕𝜁𝑚
𝜕𝑧𝑘
(𝑧 + 𝜇𝑘𝑡) 𝑖− 𝜕𝜁𝑚
𝜕𝑧𝑘
(𝑧 + 𝜇𝑘𝑡) 𝑖
)︂
𝑑𝑡,
𝑘,𝑚 = 1,𝑛 ввиду представления базисных векторов решётки 𝜈𝑘 и 𝜇𝑘.
Проверим, что 𝛽𝑚𝑘 = 𝛼𝑚𝑘, когда 𝑘 ̸= 𝑚. Для этого выберем точку 𝑧 /∈ Γ
такую, что 𝑧𝑘 = 0. Такой выбор можно сделать, поскольку 𝜁 (𝑧 + 𝛾) − 𝜁 (𝑧), а,
значит, 𝛼𝑚𝑘 и 𝛽𝑚𝑘, не зависят от выбора 𝑧. Выпишем выражения для производ­
ных:
𝜕𝜁𝑚
𝜕𝑧𝑘
=
(−1)𝑚 𝑛 · 𝑧𝑚𝑧𝑘(︁
|𝑧1|2 + ...+ |𝑧𝑛|2
)︁𝑛+1+
+
∑︁
𝛾∈Γ′
⎛⎜⎝ (−1)𝑚 𝑛 · (𝑧𝑚 − 𝛾𝑚) (𝑧𝑘 − 𝛾𝑘)(︁
|𝑧1 − 𝛾1|2 + ...+ |𝑧𝑛 − 𝛾𝑛|2
)︁𝑛+1 − (−1)𝑚 𝑛 · 𝛾𝑚𝛾𝑘(︁
|𝛾1|2 + ...+ |𝛾𝑛|2
)︁𝑛+1
⎞⎟⎠ ;
𝜕𝜁𝑚
𝜕𝑧𝑘
=
(−1)𝑘−1
(︁
‖𝑧‖2 − 𝑛 |𝑧𝑘|2
)︁
(︁
|𝑧1|2 + ...+ |𝑧𝑛|2
)︁𝑛+1 +
+
∑︁
𝛾∈Γ′
⎛⎜⎝(−1)𝑘−1
(︁
‖𝑧 − 𝛾‖2 − 𝑛 |𝑧𝑘 − 𝛾𝑘|2
)︁
(︁
|𝑧1 − 𝛾1|2 + ...+ |𝑧𝑛 − 𝛾𝑛|2
)︁𝑛+1 − (−1)𝑘−1
(︁
‖𝛾‖2 − 𝑛 |𝛾𝑘|2
)︁
‖𝛾‖2𝑛+2
⎞⎟⎠ ,𝑚 = 𝑘;
𝜕𝜁𝑚
𝜕𝑧𝑘
=
(−1)𝑚 𝑛 · 𝑧𝑚𝑧𝑘(︁
|𝑧1|2 + ...+ |𝑧𝑛|2
)︁𝑛+1+
+
∑︁
𝛾∈Γ′
⎛⎜⎝ (−1)𝑚 𝑛 · (𝑧𝑚 − 𝛾𝑚) (𝑧𝑘 − 𝛾𝑘)(︁
|𝑧1 − 𝛾1|2 + ...+ |𝑧𝑛 − 𝛾𝑛|2
)︁𝑛+1 − (−1)𝑘 𝑛𝛾𝑚𝛾𝑘‖𝛾‖2𝑛+2
⎞⎟⎠ ,𝑚 ̸= 𝑘
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Тогда
𝛽𝑚𝑘 =
(−1)𝑚 𝑛 · 𝑧𝑚𝑖𝑡 · 𝑖(︁
|𝑧1|2 + ... |𝑖𝑡|2 ...+ |𝑧𝑛|2
)︁𝑛+1+
+
∑︁
𝛾∈Γ′
⎛⎜⎝ (−1)𝑚 𝑛 · (𝑧𝑚 − 𝛾𝑚) (︀𝑖𝑡− 𝛾𝑘)︀ · 𝑖(︁
|𝑧1 − 𝛾1|2 + ... |𝑖𝑡− 𝛾𝑘|2 ...+ |𝑧𝑛 − 𝛾𝑛|2
)︁𝑛+1 − (−1)𝑚 𝑛 · 𝛾𝑚𝛾𝑘 · 𝑖‖𝛾‖2𝑛+2
⎞⎟⎠−
− (−1)
𝑚 𝑛 · 𝑧𝑚 · 𝑖𝑡 · 𝑖(︁
|𝑧1|2 + ... |𝑖𝑡|2 ...+ |𝑧𝑛|2
)︁𝑛+1−
−
∑︁
𝛾∈Γ′
⎛⎜⎝ (−1)𝑚 𝑛 · (𝑧𝑚 − 𝛾𝑚) (𝑖𝑡− 𝛾𝑘) · 𝑖(︁
|𝑧1 − 𝛾1|2 + ... |𝑖𝑡− 𝛾𝑘|2 ...+ |𝑧𝑛 − 𝛾𝑛|2
)︁𝑛+1 − (−1)𝑘 𝑛𝛾𝑚𝛾𝑘 · 𝑖‖𝛾‖2𝑛+2
⎞⎟⎠ =
=
(−1)𝑚 𝑛 · 𝑧𝑚𝑡(︁
|𝑧1|2 + ... |𝑡|2 ...+ |𝑧𝑛|2
)︁𝑛+1+
+
∑︁
𝛾∈Γ′
⎛⎜⎝ (−1)𝑚 𝑛 · (𝑧𝑚 − 𝛾𝑚) (︀𝑡− 𝑖𝛾𝑘)︀(︁
|𝑧1 − 𝛾1|2 + ... |𝑖 (𝑡+ 𝑖𝛾𝑘)|2 ...+ |𝑧𝑛 − 𝛾𝑛|2
)︁𝑛+1 − (−1)𝑚 𝑛 · 𝛾𝑚𝛾𝑘 · 𝑖‖𝛾‖2𝑛+2
⎞⎟⎠+
+
(−1)𝑚 𝑛 · 𝑧𝑚 · 𝑡(︁
|𝑧1|2 + ... |𝑖𝑡|2 ...+ |𝑧𝑛|2
)︁𝑛+1+
+
∑︁
𝛾∈Γ′
⎛⎜⎝ (−1)𝑚 𝑛 · (𝑧𝑚 − 𝛾𝑚) (𝑡+ 𝑖𝛾𝑘)(︁
|𝑧1 − 𝛾1|2 + ... |𝑖 (𝑡+ 𝑖𝛾𝑘)|2 ...+ |𝑧𝑛 − 𝛾𝑛|2
)︁𝑛+1 + (−1)𝑘 𝑛𝛾𝑚𝛾𝑘 · 𝑖‖𝛾‖2𝑛+2
⎞⎟⎠ .
Переобозначим элементы решётки следующим образом
𝛾 = (𝛾1,...,𝛾𝑘,...,𝛾𝑛)→ 𝛾1 =
(︀
𝛾11 ,...,𝑖𝛾
1
𝑘,...,𝛾
1
𝑛
)︀
.
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Отметим, что это взаимно-однозначное отображение решётки Γ на себя. При
этом 𝑖𝛾𝑘 = 𝛾1𝑘, 𝑖𝛾𝑘 = −𝛾1𝑘. Тогда
𝛽𝑚𝑘 =
(−1)𝑚 𝑛 · 𝑧𝑚𝑡(︁
|𝑧1|2 + ... |𝑡|2 ...+ |𝑧𝑛|2
)︁𝑛+1+
+
∑︁
𝛾∈Γ′
⎛⎜⎝ (−1)𝑚 𝑛 · (︀𝑧𝑚 − 𝛾1𝑚)︀ (︀𝑡− 𝛾1𝑘)︀(︁
|𝑧1 − 𝛾11 |2 + ... |𝑡− 𝛾1𝑘|2 ...+ |𝑧𝑛 − 𝛾1𝑛|2
)︁𝑛+1 − (−1)𝑚 𝑛 · 𝛾1𝑚𝛾1𝑘‖𝛾1‖2𝑛+2
⎞⎟⎠+
+
(−1)𝑚 𝑛 · 𝑧𝑚 · 𝑡(︁
|𝑧1|2 + ... |𝑡|2 ...+ |𝑧𝑛|2
)︁𝑛+1+
+
∑︁
𝛾∈Γ′
⎛⎜⎝ (−1)𝑚 𝑛 · (︀𝑧𝑚 − 𝛾1𝑚)︀ (︀𝑡− 𝛾1𝑘)︀(︁
|𝑧1 − 𝛾11 |2 + ... |𝑡− 𝛾1𝑘|2 ...+ |𝑧𝑛 − 𝛾1𝑛|2
)︁𝑛+1 − (−1)𝑘 𝑛𝛾1𝑚𝛾1𝑘‖𝛾1‖2𝑛+2
⎞⎟⎠ = 𝛼𝑚𝑘.
Случай 𝑘 = 𝑚 рассматривается аналогично.
Таким образом, для целочисленной решётки форму 𝜂 (𝑧) можно записать
следующим образом [49]:
𝜂 (𝑧) =
(𝑛− 1)!
(2𝜋𝑖)𝑛
𝑛∑︁
𝑚=1
𝑛∑︁
𝑘=1
𝛼𝑚𝑘 (𝛿𝑚𝑘𝑧𝑘 + (1− 𝛿𝑚𝑘) (Re𝑧𝑘 + Im𝑧𝑘)) · 𝑑𝑧 [𝑚] .
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Глава 3. Применение 𝜁-формы к проблеме числа точек решётки в
замыкании области
Проблема определения количества точек решётки в области изучается ма­
тематиками с начала XIX века. В теории чисел эта проблема известна как
проблема круга Гаусса: количество целых точек в круге с центром в начале
координат 𝑥2 + 𝑦2 = 𝑟2 превышает площадь этого круга 𝜋𝑟2 на некоторую по­
правку 𝑂 (𝑟). Построение оценки сверху для этой величины и составляет суть
проблемы. Самим К.Ф. Гауссом была получена оценка 𝑂
(︁
𝑟
1
2
)︁
. Этой задачей
занимались многие математики, например, В. Серпинский, Г. Харди, Д. Литт­
лвуд, И.М. Виноградов. Последний опубликованный результат был получен М.
Хаксли — 𝑂
(︁
𝑟
131
208+𝜀
)︁
, хотя многие специалисты (см. [33]) сходятся на том, что
верна оценка 𝑂
(︁
𝑟
1
2+𝜀
)︁
(неопубликованное доказательство этого размещено на
сайте arXiv.org [30]).
Естественным обобщением этой задачи является рассмотрение произволь­
ных плоских областей, многомерных областей для целочисленной и произволь­
ных решёток. Например, если круг заменить равнобочной гиперболой, то полу­
чится задача известная как проблема делителей Дирихле [33]. В случае опреде­
лённого вида тетраэдра в R3 и R4 для числа его целых точек известен результат
Л. Морделла [40], полученный с использованием классических сумм Дедекинда,
который позднее неоднократно обобщался [45; 50]. В случае многомерных об­
ластей этой задачей среди многих других занимались Л.А. Айзенберг ([1; 24]),
А.З. Вальфиш [2], А.Н. Варченко [3].
В комбинаторной геометрии проблема определения количества точек ре­
шётки в области рассматривается применительно к решётчатым многогранни­
кам. В 1899 году Г. Пик получил классический результат [42], установив связь
между площадью плоского целочисленного многоугольника 𝑃 (𝑆) и количе­
ством целых точек внутри многоугольника (𝐼) и на его границе (𝐵):
𝑆 = 𝐼 +
𝐵
2
− 1.
Непосредственное распространение данной формулы на более высокие раз­
мерности оказывается невозможным: для тетраэдра в R3 с вершинами (0,0,0),
(1,0,0), (0,1,0) и (1,1,𝑟), 𝑟 ∈ N, нельзя выразить объём только через число целых
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точек внутри него и на его границе (известный пример Рива, [43]). Однако, суще­
ствуют многомерные аналоги формулы Пика для некоторых частных случаев.
Например, Р. Морелли получил аналог формулы Пика для многогранников с
вершинами в целых точках размерности не более 4 с использованием классов
Тодда (см. [41]). Для многогранников с центрально-симметричными гипергра­
нями (например, зонотопов, но не только для них) верна формула, по которой
объём такого многогранника равен сумме телесных углов многогранника во
всех точках решётки (см. [26; 37]). Эту формулу можно считать многомерным
аналогом формулы Пика.
Действительно, с каждой целой точкой плоскости можно связать угол,
естественным образом определяемый многоугольником 𝑃 : для вершин он бу­
дет равен 𝛼2𝜋 , где 𝛼 — угол многоугольника при этой вершине, для целых точек
из относительной внутренности сторон — 12 , для внутренних точек — 1, и 0 для
точек вне многоугольника. Тогда сумма таких углов по всем точкам целочис­
ленной решётки равна
𝐼 +
𝐵0
2
+
1
2𝜋
(сумма углов многоугольника) .
Как известно, сумма углов плоского многоугольника равна 𝜋 (𝐵𝑣 − 2), где 𝐵𝑣
— число его вершин. Тогда предыдущее выражение принимает вид
𝐼 +
𝐵0
2
+
𝐵𝑣 − 2
2
= 𝐼 +
𝐵0
2
− 1.
Известны и другие результаты, которые можно считать аналогами фор­
мулы Пика. Например, пусть 𝑃 — 𝑟-мерный многогранник в R𝑛, 𝑡𝑃 — мно­
гогранник, полученный в результате умножения каждой координаты вершин
𝑃 на некоторое положительное число 𝑡. Е. Эрхарт показал, что число целых
точек внутри многогранника 𝑡𝑃 есть рациональный многочлен степени 𝑟 от 𝑡
[32]. Дж. Рив установил взаимосвязь между количеством целых точек в тетра­
эдре и его объёмом с помощью эйлеровой характеристики многогранника и его
границы [43], Я. Макдональд обобщил результат, полученный Дж. Ривом для
𝑛 = 2,3 и предположенный им для 𝑛 = 4 [36]. Рассматривая проблему точек
решётки в области с точки зрения алгебраической геометрии, М. Брион и М.
Вернь, используя классы Тодда, получили формулу для числа точек решётки
в простых решётчатых многогранниках, то есть таких многогранниках, через
каждую вершину которых проходит одинаковое число рёбер [28]. Кроме этого,
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они получили формулу Эйлера-Маклорена для функций векторных разбиений,
которая в случае рациональных многогранников с параллельными гранями пе­
реходит в формулу для количества целых точек [29].
В этой главе мы получаем интегральную формулу, устанавливающую
связь между суммой телесных углов многомерной области в точках решётки
и объёмом этой области с использованием многомерного аналога 𝜁-функции
Вейерштрасса (раздел 3.1). С учётом сказанного выше её можно считать обоб­
щением формулы Пика. В случае многогранников с вершинами в узлах решетки
и с центрально-симметричными гипергранями из нашего интегрального пред­
ставления вытекает формула, связывающая объём многогранника с суммой его
телесных углов в точках решётки [26, Example 7.3, Corollary 7.7].
3.1 Интегральное представление для взвешенного числа точек
решётки в замыкании области из C𝑛
Пусть 𝐷 — область в C𝑛 с кусочно-гладкой границей. Обозначим через
Vol (𝐷) объём области 𝐷, нормированный условием, что объём фундаменталь­
ного параллелепипеда периодов решётки Γ равен 1. Напомним понятие телес­
ного угла области в точке. Пусть точка 𝑧0 ∈ 𝜕𝐷.
Определение 4. Телесным углом области 𝐷 в точке 𝑧0 называется угол, обра­
зованный касательным конусом области 𝐷 в 𝑧0.
Величина Θ𝑧0,𝐷 этого телесного угла определяется следующим образом.
Пусть 𝐵 (𝑧0,𝜀) — шар с центром в точке 𝑧0 радиуса 𝜀, тогда
Θ𝑧0,𝐷 = lim
𝜀→+0
Vol {𝐵 (𝑧0,𝜀) ∩𝐷} /Vol𝐵 (𝑧0,𝜀) .
Если 𝑧0 ∈ 𝐷, то телесный угол 𝐷 в точке 𝑧0 естественным образом есть
полный телесный угол, и Θ𝑧0,𝐷 = 1. Аналогично, если 𝑧0 /∈ 𝐷, то Θ𝑧0,𝐷 = 0.
Определение 5. Взвешенным числом точек решётки Γ в замыкании области
𝐷 назовём
∑︀
𝛾∈Γ
Θ𝛾,𝐷.
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Теорема 4. Пусть 𝐷 — область C𝑛 с кусочно-гладкой границей, тогда∑︁
𝛾∈Γ
Θ𝛾,𝐷 − Vol (𝐷) = v.p.
∫︁
𝜕𝐷
𝜏 (𝑧) ∧ 𝑑𝑧. (3.1)
Доказательство. Предположим, что на границе области 𝜕𝐷 не содержится
точек решётки. Тогда цикл интегрирования 𝜕𝐷, очевидно, гомологичен сумме
сфер достаточно малых радиусов с центрами в точках решётки внутренности
𝐷. Пусть 𝑆 — одна из таких сфер, не теряя общности, будем считать, что центр
𝑆 находится в начале координат.
Внутри рассматриваемой сферы 𝑆 только одно слагаемое, представляю­
щее собой форму Бохнера-Мартинелли 𝜓𝐵𝑀 (𝑧 − 𝑤) ∧ 𝑑𝑧, будет иметь особен­
ность, поэтому: ∫︁
𝑆
𝜓𝐵𝑀 (𝑧) ∧ 𝑑𝑧 = 1 = Θ0,𝐷.
У других слагаемых особенностей нет, поэтому к ним можно применить
формулу Стокса. Интегралы от слагаемых, содержащих 𝑧𝑖, равны нулю
(𝑛− 1)!
(2𝜋𝑖)𝑛
𝑛∑︁
𝑘=1
∫︁
𝑆
(−1)𝑘 𝑛𝛾𝑖𝛾𝑘
‖𝛾‖2𝑛+1 𝑧𝑖𝑑𝑧 [𝑘] ∧ 𝑑𝑧 =
=
(𝑛− 1)!
(2𝜋𝑖)𝑛
(−1)𝑘 𝑛𝛾𝑖𝛾𝑘
‖𝛾‖2𝑛+1
∫︁
𝐷
𝑑𝑧𝑖 ∧ 𝑑𝑧 [𝑘] ∧ 𝑑𝑧 = 0.
Рассмотрим оставшиеся слагаемые:
(𝑛− 1)!
(2𝜋𝑖)𝑛
∫︁
𝑆
𝑛∑︁
𝑘=1
𝑛∑︁
𝑖=1
(−1)𝑘
(︃
(1− 𝛿𝑖𝑘) 𝑛𝛾𝑖𝛾𝑘‖𝛾‖2𝑛+2 − 𝛿𝑖𝑘
‖𝛾‖2 − 𝑛 |𝛾𝑘|2
‖𝛾‖2𝑛+2
)︃
𝑧𝑖𝑑𝑧 [𝑘] ∧ 𝑑𝑧.
При 𝑖 ̸= 𝑘
(𝑛− 1)!
(2𝜋𝑖)𝑛
∫︁
𝑆
(1− 𝛿𝑖𝑘) (−1)
𝑘 𝑛𝛾𝑖𝛾𝑘
‖𝛾‖2𝑛+2 𝑧𝑖𝑑𝑧 [𝑘] ∧ 𝑑𝑧 = ,
=
(𝑛− 1)!
(2𝜋𝑖)𝑛
(1− 𝛿𝑖𝑘) (−1)
𝑘 𝑛𝛾𝑖𝛾𝑘
‖𝛾‖2𝑛+2
∫︁
𝑆
𝑑𝑧𝑖 ∧ 𝑑𝑧 [𝑘] ∧ 𝑑𝑧 = 0,
54
так как подынтегральная форма равна нулю. При 𝑖 = 𝑘 получаем интеграл
(𝑛− 1)!
(2𝜋𝑖)𝑛
∫︁
𝑆
𝑛∑︀
𝑘=1
(−1)𝑘−1
(︁
‖𝛾‖2 − 𝑛 |𝛾𝑘|2
)︁
‖𝛾‖2𝑛+2 𝑧𝑘𝑑𝑧 [𝑘] ∧ 𝑑𝑧,
применяя формулу Стокса, получим
(𝑛− 1)!
(2𝜋𝑖)𝑛
∫︁
𝑆
𝑛∑︁
𝑘=1
‖𝛾‖2 − 𝑛 |𝛾𝑘|2
‖𝛾‖2𝑛+2 𝑑𝑧 ∧ 𝑑𝑧 =
=
(𝑛− 1)!
(2𝜋𝑖)𝑛
∫︁
𝑆
𝑛 ‖𝛾‖2 − 𝑛
(︁
|𝛾1|2 + |𝛾2|2 + ...+
⃒⃒
𝛾2𝑛
⃒⃒)︁
‖𝛾‖2𝑛+2 = 0.
Таким образом, интеграл от 𝜁 (𝑧) по всей области 𝐷 равен сумме телесных
углов в точках решётки, то есть количеству точек решётки, находящихся внутри
этой области.
Рассмотрим теперь ∫︁
𝜕𝐷
𝜂 (𝑧) ∧ 𝑑𝑧.
Форма 𝜂 (𝑧) не имеет особенностей в области 𝐷, поэтому по формуле Стокса:∫︁
𝜕𝐷
𝜂 (𝑧) ∧ 𝑑𝑧 =
=
(𝑛− 1)!
(2𝜋𝑖)𝑛
∫︁
𝐷
𝑑
(︃
𝑛∑︁
𝑚=1
𝑛∑︁
𝑘=1
(︃
𝑛∑︁
𝑗=1
(︀
𝐿1𝑘𝑗𝑧𝑗 +𝑁
1
𝑘𝑗𝑧𝑗
)︀
𝛼𝑚𝑘+
𝑛∑︁
𝑗=1
(︀
𝐿2𝑘𝑗𝑧𝑗 +𝑁
2
𝑘𝑗𝑧𝑗
)︀
𝛽𝑚𝑘
)︃)︃
𝑑𝑧 [𝑚] ∧ 𝑑𝑧 =
=
(𝑛− 1)!
(2𝜋𝑖)𝑛
∫︁
𝐷
𝑛∑︁
𝑚=1
(−1)𝑚−1
𝑛∑︁
𝑘=1
(︀
𝑁 1𝑘𝑚𝛼𝑚𝑘 +𝑁
2
𝑘𝑚𝛽𝑚𝑘
)︀
𝑑𝑧 ∧ 𝑑𝑧.
Обозначим
𝐶 =
𝑛∑︁
𝑚=1
(−1)𝑚−1
𝑛∑︁
𝑘=1
(︀
𝑁 1𝑘𝑚𝛼𝑚𝑘 +𝑁
2
𝑘𝑚𝛽𝑚𝑘
)︀
.
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Вычисляя дифференциалы, получим:∫︁
𝜕𝐷
𝜂 (𝑧) ∧ 𝑑𝑧 = (𝑛− 1)!
(2𝜋𝑖)𝑛
𝐶
∫︁
𝐷
𝑑𝑧 ∧ 𝑑𝑧 =
=
(𝑛− 1)!
(2𝜋𝑖)𝑛
𝐶
∫︁
𝐷
(2𝑖)𝑛 𝑑𝑥1 ∧ 𝑑𝑦1 ∧ ... ∧ 𝑑𝑥𝑛 ∧ 𝑑𝑦𝑛 = (𝑛− 1)!
𝜋𝑛
· 𝐶 · Vol (𝐷) .
Для определения значения коэффициента 𝐶 рассмотрим в качестве 𝐷
фундаментальный параллелепипед периодов такой, что точка решётки (ровно
одна) попадает в его внутренность. Проинтегрируем по границе данного па­
раллелепипеда форму 𝜏 (𝑧). Интегралы от 𝜏 (𝑧) по противоположным граням
параллелепипеда отличаются только знаком в силу её периодичности и проти­
воположной ориентации граней. Таким образом,∫︁
𝜕𝐷
𝜏 (𝑧) ∧ 𝑑𝑧 = 0.
Внутри 𝐷 находится только одна точка решётки, поэтому имеет место соотно­
шение:
1− (𝑛− 1)!
𝜋𝑛
· 𝐶 · Vol (𝐷) = 0.
Объём фундаментального параллелепипеда равен 1 (согласно нормировке), по­
этому
1− (𝑛− 1)!
𝜋𝑛
· 𝐶 = 0.
Откуда
𝐶 =
𝜋𝑛
(𝑛− 1)! .
Отметим, что в случае целочисленной решётки Γ = (Z⊕ 𝑖Z)𝑛 это соотношение
можно записать в виде
𝑛∑︁
𝑚=1
(−1)𝑚−1 𝛼𝑚𝑚 = 𝜋
𝑛
(𝑛− 1)! .
Окончательно, ∑︁
𝛾∈Γ
Θ𝛾,𝐷 − Vol (𝐷) =
∫︁
𝜕𝐷
𝜏 ∧ 𝑑𝑧.
Рассмотрим теперь случай, когда на границе области 𝐷 содержатся точ­
ки решётки. При этом предположении 𝜁 (𝑧) будет иметь особенности в точках
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решётки Γ, поэтому интеграл от 𝜁 (𝑧)∧ 𝑑𝑧 для таких точек следует понимать в
смысле главного значения. Рассмотрим область, которая получается удалением
из области 𝐷 шаров малого радиуса с центрами в точках решётки, принадлежа­
щих 𝜕𝐷. Граница полученной области больше не является односвязной, поэто­
му дополним её участками поверхности сфер, которые имеют центры в особых
граничных точках и содержатся внутри 𝐷. Полученная поверхность 𝜕𝐷′ уже
не содержит точек решётки, поэтому для неё верна формула (3.1).
Таким образом,
v.p.
∫︁
𝜕𝐷
𝜏 (𝑧) ∧ 𝑑𝑧 =
⎛⎝v.p. ∫︁
𝜕𝐷
𝜁 (𝑧) ∧ 𝑑𝑧 −
∫︁
𝜕𝐷
𝜂 (𝑧) ∧ 𝑑𝑧
⎞⎠ =
= −Vol (𝐷) + v.p.
∫︁
𝜕𝐷′
𝜁 (𝑧) ∧ 𝑑𝑧 =
∑︁
𝛾∈Γ
Θ𝛾,𝐷 − Vol (𝐷) ,
поскольку
v.p.
∫︁
𝜕𝐷
𝜓𝐵𝑀 (𝑧,𝑎𝑗) = Θ𝑎𝑗 ,𝐷
где 𝜓𝐵𝑀 (𝑧,𝑎𝑗) — слагаемое формы 𝜁 (𝑧)∧𝑑𝑧, которое имеет особенность в точке
𝑎𝑗 [9, лемма 2.1].
3.2 Интегральное представление для взвешенного числа точек
решётки в замыкании области из R𝑛
Формула (3.1) верна лишь для четномерных вещественных пространств.
Пусть𝐷 — область с кусочно-гладкой границей, а ΓR — решётка максимального
ранга в R𝑛, порождённая векторами 𝜈1,..,𝜈𝑛. Рассмотрим R𝑛 как вещественное
подпространство C𝑛 и определим в нём решётку Γ = ΓR ⊕ 𝑖Z𝑛, порождённую
векторами 𝜈1,...,𝜈𝑛 и
𝜇1 = (𝑖,0,...,0)
...
𝜇𝑛 = (0,0,...,𝑖) .
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Область ̃︀𝐷 = 𝐷 + 𝑖𝑈𝑛, где 𝑈𝑛 = [︀−12 ; 12]︀𝑛 — 𝑛-мерный единичный куб,
имеет кусочно-гладкую границу и к ней можно применить результат Теоремы 4∑︁
𝛾∈Γ
̃︀Θ𝛾, ̃︀𝐷 − Vol(︁ ̃︀𝐷)︁ = v.p. ∫︁
𝜕 ̃︀𝐷
𝜏 (𝑧) ∧ 𝑑𝑧.
Заметим, что Vol
(︁ ̃︀𝐷)︁ = Vol (𝐷), так как 𝑛-мерный объём 𝑈𝑛 равен 1. Точки
решётки Γ на границе области ̃︀𝐷 — это те же точки решётки ΓR, что лежат на
границе области 𝐷, то есть
{︁
Γ ∩ 𝜕 ̃︀𝐷}︁ = {ΓR ∩ 𝜕𝐷}. Более того, 2𝑛-мерный те­
лесный угол ̃︀Θ𝛾, ̃︀𝐷 области ̃︀𝐷 в точке 𝛾 по построению численно равен 𝑛-мерному
телесному углу Θ𝛾,𝐷 области 𝐷 в точке 𝛾.
Таким образом, верна
Теорема 5. Пусть 𝐷 — область с кусочно-гладкой границей в R𝑛, тогда
∑︁
𝛾∈ΓR
Θ𝛾,𝐷 − Vol (𝐷) = v.p.
∫︁
𝜕 ̃︀𝐷
𝜏 (𝑧) ∧ 𝑑𝑧.
3.3 Вычисление объёмов решётчатых многогранников
Теорему 4 можно применить для доказательства многомерных аналогов
формулы Пика для решётчатых многогранников с центрально-симметричными
гипергранями и решётчатых 𝑛-мерных призм.
Определение 6. Пусть Γ — решётка максимального ранга в C𝑛. Решётчатым
многогранником в C𝑛 называется многогранник с вершинами в точках решётки
Γ.
Лемма 2. Если гипергрань 𝑄 решётчатого многогранника обладает цен­
тральной симметрией, то ∫︁
𝑄
𝜏 (𝑧) ∧ 𝑑𝑧 = 0.
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Доказательство. Заметим прежде всего, что коэффициенты формы 𝜏 (𝑧) =
𝜁 (𝑧)−𝜂 (𝑧) — нечетные функции. Если 𝑧 и 𝑧′ — соответствующие вершины при
центральной симметрии, то центр симметрии 𝑧0 можно вычислить по формуле:
𝑧0 =
𝑧 + 𝑧′
2
.
Отразим гипергрань 𝑄 относительно начала координат. Так как грань 𝑄
обладает центральной симметрией, то данное преобразование эквивалентно па­
раллельному переносу грани на вектор −2𝑧0 = − (𝑧 + 𝑧′), который является
элементом решётки. С одной стороны, интегралы по исходной и преобразован­
ной грани должны быть равными в силу Γ-инвариантности подынтегрального
выражения 𝜏 (𝑧) ∧ 𝑑𝑧. С другой стороны, значения интегралов должны разли­
чаться знаком в силу нечетности подынтегрального выражения (см. формулы
(2.13), (2.15)), что возможно лишь при равенстве их нулю. Таким образом,∫︁
𝑄
𝜏 (𝑧) ∧ 𝑑𝑧 = 0.
Следующая теорема следует непосредственно из этой леммы.
Теорема 6. Если 𝐷 — решётчатый многогранник, гиперграни которого обла­
дают центральной симметрией, то
Vol (𝐷) =
∑︁
𝛾∈Γ
Θ𝛾,𝐷.
Доказательство. Используя теорему 4 и применяя лемму 2 к каждой гипер­
грани многогранника 𝐷, мы получим доказываемую формулу.
Теорема 7. Если 𝐷 — 𝑛-мерная решётчатая призма, то
Vol (𝐷) =
∑︁
𝛾∈Γ
Θ𝛾,𝐷.
Доказательство. По определению, основания призмы представляют собой рав­
ные многогранники, лежащие в параллельных гиперплоскостях, боковые грани
— это центрально-симметричные многогранники. Применим к 𝐷 теорему 4. В
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силу леммы 2 интегралы по боковым граням равны 0. Интегралы по основа­
ниям взаимно уничтожаются, так как имеют противоположную ориентацию и
получаются параллельным переносом на вектор решётки, а подынтегральная
функция Γ-инвариантна.
Замечание 5. Результаты этого раздела доказаны в предположении, что 𝐷 —
область вC𝑛. Однако, формулы в теоремах 4 и 5 различаются только областями,
по границе которых ведётся интегрирование. Так как у условиях теорем 6 и
7 эти интегралы равны нулю, то они верны и для областей в вещественном
пространстве.
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Заключение
В диссертации исследованы свойства многомерных аналогов ℘- и
𝜁-функций Вейерштрасса и их применение. Основные результаты состоят в
следующем:
1. Получена интегральная формула для разности взвешенного числа то­
чек произвольной решётки максимального ранга в C𝑛 в замыкании об­
ласти с кусочно-гладкой границей и её объёма. Указанная разность
представляется в виде интеграла по границе этой области.
2. Получено новое представление числа 𝜋 в виде двойного ряда по решётке
гауссовых чисел.
3. Получено аналитическое доказательство многомерного аналога фор­
мулы Пика для многогранника с вершинами в узлах решётки и цен­
трально-симметричными гипергранями.
Все полученные результаты являются новыми, снабжены полными доказа­
тельствами, опубликованы в 8 работах и могут быть использованы в комплекс­
ном анализе, алгебраической геометрии, комбинаторике и теории чисел.
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