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This work deals with the problem of locating the ω-limit set
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is contained in an embedded submanifold S and using an auxiliary
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how to obtain a better estimate of the location of Ω under mild
assumptions. Several consequences and an application to a type of
polynomial vector ﬁelds are presented.
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1. Introduction
Locating the ω-limit set of a bounded solution of a general high-dimensional system is a diﬃcult
task. The purpose of this contribution is to provide novel suﬃcient conditions that allow to locate the
ω-limit set in a quite general set-up.
In order to better present our results, we outline the main ideas here, skipping all the technical
assumptions like the regularity of the functions involved.
Consider a Riemannian manifold (M, g) and an autonomous vector ﬁeld x˙ = f (x), such that the
solution of the Cauchy problem with initial data x(0) exists globally and is bounded. Suppose also to
know that the ω-limit set of this solution Ω(x(0)) is contained in an embedded submanifold S ⊂ M
or suppose to know that S is attracting.
Now consider a function W : O → R, deﬁned on an open tubular neighborhood of S , or pos-
sibly globally on M. If the restriction of the Lie derivative W˙ (x) on S is semideﬁnite, meaning
W˙ (x)|S  0 or W˙ (x)|S  0, is it possible to use this information to obtain a better estimate of the
location of Ω(x(0))?
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Call {Ei}i∈I the connected components of E := {x ∈ S: W˙ (x)|S = 0}, then if {W (Ei)}i∈I ⊂R has ﬁnitely
many accumulation points we have Ω(x(0)) ⊂ Ei for a unique i. In particular notice that since each Ei
is connected, W (Ei) is connected too and from the condition that {W (Ei)}i∈I ⊂ R has ﬁnitely many
accumulation points it follows in particular that {W (Ei)} is a singleton in R for each i.
Notice that we do not assume S invariant, neither we assume that W is Lyapunov, in the sense
that W can be very well unbounded above and below on O or even on S . Moreover, W˙ (x) on O
might be indeﬁnite in terms of sign. In particular, no results are known to the authors in which it
is proved that Ω(x(0)) ⊂ Ei for a unique i even when the Eis are unstable for the global dynamics
on M. We call a function W with these properties a height function for the pair (S, f ).
If there exists a global Lyapunov function V : M → R such that S = {x ∈ M: V˙ (x) = 0}, and if
S is invariant, then our main result can be viewed as a strengthening of LaSalle’s invariance principle
(see Remark 9).
In general it turns out that the possibility to conclude that Ω(x(0)) ⊂ Ei for a unique i depends
very much on the location of {Ei}i∈I with respect to the level sets of W , as we are going to see.
Before describing the content of this paper, we brieﬂy comment on some results that are similar
in spirit to our work. Uniform persistence of a ﬂow has been introduced in [3] and since then it has
been widely investigated and applied in several contexts. Uniform persistence is deﬁned as follows:
given a continuous ﬂow φ on a locally compact metric space (with metric d) and let E be a closed
subset of this space, φ is said to be uniformly persistent with respect to E if there is  > 0 such that
for all x ∈ int E , lim inft→∞ d(x(t, x(0)), ∂E)   . This characteristic of the ﬂow can be used to obtain
a better estimate of the location of the ω-limit set.
There are basically two techniques to establish persistence. One is based on the celebrated Butler–
McGehee lemma which says that if a trajectory, not on the stable manifold of a given isolated
hyperbolic equilibrium P , has that equilibrium in its ω-limit set, then its ω-limit set also contains
points on the stable and unstable manifolds of the equilibrium different from P . This approach was
ﬁrst introduced by [7] and has been widely extended through the work of several researchers (see for
instance [8] and references cited therein). Notice that in order to apply this result one needs to check
the hyperbolic nature of the equilibrium set.
Recently, this ﬁrst technique has been used to derive global convergence results for a particular
class of nonlinear systems [9].
Our result instead completely bypasses this step. The other main technique is based on the use of
the so-called Lyapunov-like persistence functions (see [6] and references cited therein) and is more
in line with our philosophy here. Let us also state that our result is similar to idea of describing
a Morse decomposition for the ﬂow, but we will comment on this after we have proved our main
result.
The outline of the paper is as follows: In Section 2, the problem set-up is established and pre-
liminary results are derived. In Section 3, the main results are proved together with some of their
consequences. Also some applications to a class of vector ﬁelds are presented in Section 4. Conclu-
sions and a summary are provided in Section 5.
2. Set-up and preliminary results
First we recall some important deﬁnitions from point-set topology.
Recall that in a topological space M a point p belonging to a subset S ⊂ M is called an isolated
point for S if there exists a neighborhood of p, Up ⊂ M such that Up ∩ S = p (namely Up does not
contain other points of S beside p). A subset S ⊂ M which is made up only of isolated points is called
a discrete subset.
Also, given a subset S of a topological space M , a point p ∈ M is called an accumulation point
for S if every open neighborhood Up containing p contains a point of S , other than p itself.
For more information about concepts related to point-set topology, we refer the reader to [12],
while for concepts related to differentiable manifolds we suggest [11].
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(i) A Riemannian manifold M of class C2 with metric g on which a locally Lipschitz continuous
vector ﬁeld
x˙ = f (x) (1)
is given. (The Riemannian metric is used to endow M with the structure of a metric space, with
metric d.)
(ii) We consider a Cauchy problem for (1) with initial value x(0) is such that the corresponding
solution x(t, x(0)) is bounded; for instance this is always the case if M is compact.
(iii) We assume that the ω-limit set Ω(x(0)), which is a compact and connected set (see Lemma 3)
is contained in a closed embedded submanifold S ⊂ M. Equivalently, we assume that S is at-
tracting for the solution of (1) starting at x(0).
(iv) Call O an open tubular neighborhood of S in M. We assume that there exists a real-valued C1
function W : O → R and such that W˙ (x)  0 on S (or W˙ (x)  0 on S), where W˙ (x) is the
derivative of W (x) along the ﬂow (Lie derivative). Moreover, let E := {x ∈ S: W˙ (x) = 0} so that
W˙ (x) > 0 on S \ E (or W˙ (x) < 0 on S \ E).
Notice that we do not assume S to be invariant with respect to (1) and we do not make any
assumption on the sign of W˙ (x) outside S , so that the function W˙ (x) is generally indeﬁnite in O .
Moreover, W might be possibly unbounded above and below on S .
Deﬁnition 1. We call a function W as described at the point (iv) above a height function for the
pair (S, f ).
Remark 2. In some applications and when S is invariant with respect to (1), E will be exactly the
set of equilibrium of the vector ﬁeld (1) restricted to S , E = {x ∈ S: f (x) = 0}, but our results hold
without the latter assumption.
The following lemma about invariant sets, despite being well known is important and it is the
base of our investigation (see e.g. [10, Chapter 2, Theorem 5.2]).
Lemma 3. Let Ω(x(0)) denote the ω-limit set of a bounded solution x = x(t, x(0)) of (1). Then Ω(x(0)) is
nonempty, compact, connected, positively and negatively invariant with respect to (1), and it is the small-
est closed set that x = x(t, x(0)) approaches as t → ∞, i.e. if x = x(t, x(0)) converges to a closed set which
properly contains Ω(x(0)), then x = x(t, x(0)) converges to Ω(x(0)).
Since we will need to view manifolds as metric spaces, we use the Riemannian metric g on M to
generate a corresponding distance function d. In the simplest case in which M =Rn one can choose
as d the norm associated to the Euclidean scalar product.
3. Main results
All the Main Assumptions above are assumed to hold also in this section. Our goal is to ﬁnd
suﬃcient conditions that force Ω(x(0)) to be contained in one of the connected components of E .
Without loss of generality, we assume W˙ (x) 0 on S , since the case W˙ (x) 0 on S can be treated
exactly in the same way.
The following lemma describes some basic properties of the ω-limit set in relation to E .
Lemma 4. Assume that the Main Assumptions above are satisﬁed. Then the ω-limit set Ω(x(0)) and E have
nonempty intersection, namely Ω(x(0)) ∩ {x ∈ S: W˙ (x) = 0} = ∅. Moreover unless Ω(x(0)) is a singleton,
Ω(x(0)) ∩ E does not contain any stable equilibrium point.
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and E is strictly positive. Moreover, since the restriction of W˙ (x) on S , i.e. W˙ |S is continuous and zero
only on E by assumption, this implies that there exists a δ > 0 such that W˙ |S  δ > 0 in Ω(x(0)). On
the other hand Ω(x(0)) is compact, therefore W has a global maximum on Ω(x(0)). Since Ω(x(0))
is invariant, all trajectories starting there will remain conﬁned in Ω(x(0)). Therefore we reach a con-
tradiction, because
∫ +∞
0 W˙ |S dt is divergent along a solution starting in Ω(x(0)), but this impossible
since Ω(x(0)) is compact and W has a global maximum in Ω(x(0)). Thus Ω(x(0)) ∩ E = ∅.
Assume now that Ω(x(0)) is not a single point. Let As ∈ Ω(x(0))∩ E be a stable equilibrium point
and let B ∈ Ω(x(0)) with d(B, As) > δ. Then, for any  > 0 there exists a t1 > 0, depending on 
such that d(x(t1), As)   , where x(t, x(0)) is the solution of (1) starting at x(0), due to the fact
that As ∈ Ω(x(0)). Now, if one choses  small enough, then it follows from the stability of As that
d(x(t), As) δ/2 for all t > t1, hence the solution x(t) cannot become δ/2-close to B anymore, since
d(B, As) > δ, and consequently B is not a point in Ω(A(0)), contrary to the initial assumption. 
We introduce the following deﬁnition in order to state our main result:
Deﬁnition 5. Let {Ei}i∈I be the connected components of E . Given a function W as in the Main
Assumptions, we say that the components {Ei}i∈I are contained in W if each Ei lies in a level set
of W , and the subset {W (Ei)}i∈I ⊂R has at most a ﬁnite number of accumulation points in R.
Observe that Deﬁnition 5 does not exclude the case in which two or more connected components
of E lie in the same level set of W .
The ﬁrst main result is the following:
Theorem 6. Assume the Main Assumptions of the previous section hold. If the components {Ei}i∈I are con-
tained in W according to Deﬁnition 5, then Ω(x(0)) ⊂ Ei for a unique i ∈ I .
Proof. We analyze ﬁrst the case in which Ω(x(0)) is contained in a given level set of W . Consider
the level set L of W where Ω(x(0)) is contained. The invariant set Ω(x(0)) cannot be disjoint from
the components of E sitting inside L, because of Lemma 4. Call {EL,k}k∈K the collection of connected
components of E sitting inside L and having nonempty intersection with Ω(x(0)), where K is possibly
an inﬁnite set. We claim that necessarily Ω(x(0)) ⊂ EL, j for a unique j.
Indeed if this is not the case, since Ω(x(0)) is positive invariant and Ω(Ω(x(0))) ⊆ Ω(x(0)) a
solution of (1) starting in Ω(x(0)) \⋃k∈K EL,k will have W˙ (x) > 0, so the function W is increasing,
but on the other hand Ω(x(0)) is invariant and contained in a level set of W . Contradiction. Therefore,
the only possibility is that Ω(x(0)) ⊂ EL, j for some j. Since Ω(x(0)) is connected by Lemma 3, then
Ω(x(0)) ⊂ ELS, j for a unique j.
Now consider the case in which Ω(x(0)) is not contained in a level set of W . Since W is continu-
ous and Ω(x(0)) is compact, we have that W (Ω(x(0))) = I , where I is a compact interval on the real
line. Let’s consider now ΩE := {E1, . . . , Ek, . . .}, k  1, which is the collection of subsets of Ω(x(0))
obtained by intersecting Ω(x(0)) with the connected components of E . ΩE is not empty by Lemma 4.
Let W := {w1, . . . ,wl, . . .} be the corresponding values of the function W on {E1, . . . , Ek, . . .}. These
values are not necessarily distinct, in the sense that it might happen that for two different connected
components Ei and E j we have wi = w j .
We will now distinguish three cases in the proof, even though the basic idea is the same.
First case: the set ΩE contains only one component, call it E1 (see also Fig. 1). Choose  > 0 and
B() a compact neighborhood of Ω(x(0)) in M, such that B() ⊂ O and d(B(),Ω(x(0)))  . Recall
that O is the open tubular neighborhood of S in M, where the function W is deﬁned. Moreover, let
U1 be an open neighborhood for E1 in M and let U1() = B() ∩ U1.
Denote with b1 = infx∈U1 W (x), and with b1 = supx∈U1 W (x). Since E1 is closed in Ω(x(0)) and
by hypothesis Ω(x(0)) is not contained in E1, we can choose point P ∈ Ω(x(0)) \ E1 and choose a
neighborhood UP of P in M, with UP ⊂ O . Call bP = infx∈UP W (x), and with bP = supx∈UP W (x) andUP () = B()∩ UP . Furthermore, since Ω(x(0)) is not contained in a level set of W in the case under
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analysis, we can choose P such that W (P1) = W (E1). Therefore, it is not restrictive to assume that
W (P ) < W (E1) (if the opposite inequality is satisﬁed, simply switch the roles of P and E1 in what
follows).
Since W (P ) < W (E1) and W and W˙ are continuous, we can choose  and neighborhoods UP
and U1 such that b1 > bP and such that on the compact set B() \ (U1() ∪ UP ())
min
x∈B()\(U1()∪UP ())
W˙ (x) δ > 0 (2)
holds for some δ > 0.
In other words, for  suﬃciently small, the set {x: W˙ (x)  0, x ∈ B()} is contained in U1() ∪
UP (). Since Ω(x(0)) is the positive limit set, there exists a t1 > 0 such that x(t1, x(0)) ∈ U1() and
such that x(t, x(0)) ∈ B() for t  t1 by Lemma 3, due to the fact that B() is closed, compact and
contains Ω(x(0)).
Moreover, there must exist a t2 > t1 such that x(t2, x(0)) ∈ UP (), since P belongs to the ω-limit
set. However, this is impossible because in order to reach UP () we must have W (x(t2)) < b1 for
some t1 < t2. On the other hand W˙  δ > 0 on B() \ (U1() ∪ UP ()), so the value of W along x(t)
cannot decrease for t1 < t < t2.
This leads to a contradiction with the assumption that Ω(x(0)) is not contained in a level set
of W or with the fact that Ω(x(0)) is not contained in E1. If the former is true then Ω(x(0)) must
be contained in a level set of W , from which the thesis follows by the ﬁrst part of the proof. If the
latter is true, the thesis follows immediately.
Second case: the set W is ﬁnite, and there are possibly inﬁnitely many components of E in
W−1(W) ∩ Ω(x(0)). Then W is contained in the compact interval W (Ω(x(0))) = I . Let us call
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they are ordered in such a way that w1 > w2 > · · · > wk.
Construct open intervals Zi of wi in R such that Zi ∩ Z j = ∅ for all i = j.
Choose as before  > 0 and a compact neighborhood B() of Ω(x(0)) in M, such that B() ⊂ O
and such that d(B(),Ω(x(0)))  . By the fact that W˙ > 0 on S \ E , and that W˙ and W are con-
tinuous functions, it is possible to choose  and the pairwise disjoint open neighborhoods {Zi}i=1,...,k
of {wi}i=1,...,k in such a way that on the compact set C = B() \ (B() ∩ (W−1(⋃ki=1 Zi))), we have
min
x∈C W˙ (x) δ > 0 (3)
for some δ > 0. Observe also that, shrinking  and Zi if necessary, the open sets Ui := B()∩W−1(Zi)
are such that bi > bi+1, where bi := infx∈Ui W (x) and bi := supx∈Ui W (x).
Since Ω(x(0)) is the ω-limit set, there must exist a time t1 such that the solution of (1)
x(t1, x(0)) ∈ Ui , and moreover, for any t  t1, x(t, x(0)) ∈ B(). On the other hand there must exist
a t2 > t1 such that the solution x(t2, x(0)) ∈ Ui+1, which means in particular that W (x(t2, x(0))) < bi ,
but this is impossible since on the set C we have W˙ (x)  δ > 0. So we reach a contradiction and
Ω(x(0)) must lie in a level set of W , and we conclude as in the ﬁrst case.
As a third case, let us consider what happens when there are ﬁnitely many accumulation points
for W in R. Let us call {P1, . . . , Pk} the ﬁnite set of accumulation points of W (ΩE ) = W . Consider
disjoint open neighborhoods {Zi}i=1,...,k ⊂ R, one for each Pi , such that the entire W is covered by
these open neighborhoods except for a ﬁnite residual set of points, call them {R1, . . . , Rl}.
Choose again open neighborhoods {Xi}i=1,...,l for these residual points, and possibly shrink Xi so
that Zi ∩ X j = ∅ for any pair of indices and Xi ∩ X j = ∅ for any pair of distinct indices. By continuity
of W and W˙ and the fact that W˙ > 0 on (S ∩ O ) \ E one can reason as in the second case focusing
on B() ∩ W−1(Xi) and B() ∩ W−1(Z j) in order to reach a contradiction with the assumption that
Ω(x(0)) is not contained in a level set of W and it is at the same time the ω-limit set. 
Remark 7. Theorem 6 provides a separation argument for detecting ω-limit sets: whenever the im-
ages through W of the connected components of E = {x ∈ S: W˙ (x) = 0} are suﬃciently separated
as subsets of R, then Ω(x(0)) must be contained in one and only one connected component. It is
also similar in spirit to the realization of a Morse decomposition of a ﬂow. Let us recall that a Morse
decomposition of a ﬂow on a compact metric space is a ﬁnite collection {Ei: i = 1, . . . ,n} of non-
void, disjoint and isolated compact invariant sets such that for all x in the phase space one has
Ω(x), A(x) ⊂ ⋃ni=1 Ei (Ω(x) and A(x) are the ω and α-limit sets of x respectively) and such that
given El0 , El1 , . . . , Elm and x1, x2, . . . , xm ∈
⋃n
i=1 Ei , with α(xi) ⊂ Eli−1 and ω(xi) ⊂ Eli for i = 1, . . . , l,
then El0 = Eli . This means that “cycles” are not allowed or that {Ei: i = 1, . . . ,n} gives an acyclic
decomposition for the ﬂow. In our result the components {Ei}i∈I are not necessarily ﬁnite and iso-
lated, they are not assumed to contain the α-limit sets for all initial data in the phase space, but they
are still invariant and they give rise to an acyclic decomposition for the ﬂow. This is simply due to
the monotonic nature of the ﬂow with respect to the height function W and to the location of the
components {Ei}i∈I with respect to the level sets of W . For recent extensions of the concept of Morse
decomposition and its applications see for instance [13].
Two special cases of Theorem 6 appear frequently in the applications and are worthwhile to men-
tion. The ﬁrst one deals with the case in which the set E is known to be a discrete set. In this case
we have
Corollary 8. Assume the Main Assumptions hold. Then if the set E is a discrete set {Pi}i∈I ⊂ M such that
W (E) has at most a ﬁnite number of accumulation points, then Ω(x(0)) = Pi for a unique i ∈ I .
Proof. It is an immediate consequence of Theorem 6. Indeed under the current hypotheses, E satisﬁes
automatically the requirement for being contained in W and Theorem 6 gives the desired result. 
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function V : M →R is given such that V˙ (x) = 0 on a submanifold S and V˙ (x) < 0 on M \ S . If S is
invariant under (1), then LaSalle’s invariance principle claims that the Ω(x(0)) ⊂ S .
Under this circumstances, even if another function W : O → R is given such that W˙ (x) 0 on S
and W is bounded from above on S , it is not possible to conclude in general that a solution of (1)
starting outside S will converge to a connected component of the set E = {x ∈ S: W˙ (x) = 0}.
However, Theorem 6 shows that this is the case if the connected components of E are contained
in level sets of W according to Deﬁnition 5, even if W˙ (x) is indeﬁnite in the tubular neighborhood. If
the connected components of E are not contained in level sets of W , then the result might fail. The
ﬁrst example known to the authors of this phenomenon is due to Zvi Artstein, see [10, page 67]. The
role of Theorem 6 as a strengthening of LaSalle’s invariance principle has been analyzed in [1]. For
other extensions of LaSalle’s invariance principle see for instance [14] and [15].
Notice however that for Theorem 6 to hold it is not necessary that S is invariant, neither that
W is positive semideﬁnite on S .
Another important special case is when the submanifold S is invariant for (1) and the vector
ﬁeld (1) becomes a gradient ﬂow when restricted to S . Let us recall that on a Riemannian manifold
(M, g), the gradient of h ∈ C1(M,R) is deﬁned as the unique vector ﬁeld ∇gh on M such that
g(∇gh, ·) = dh, where dh is the differential of h. The same construction applied to S works when S
is an embedded submanifold of M.
Before stating the case of a gradient ﬂow, we proceed with the following observation:
Lemma 10. Let
x˙ = ∇gh(x) (4)
be a gradient ﬂow on Riemannian manifold (M, g) of dimension n. If h is a function of class at least Cn then
the connected components {Ei}i∈I of the equilibrium set E of (4) lie in level sets of h.
Proof. This is an immediate consequence of Sard’s lemma [16]. Indeed by continuity h(Ei) is a con-
nected subset of R and by Sard’s lemma it has to have zero Lebesgue measure, so it is a point and
therefore it lies on a level set of h. 
Remark 11. The condition about the regularity of h in Lemma 10 is in general the best possible.
Indeed, it is possible to construct interesting counterexamples where h is a function of class Cn−1 on
a manifold of dimension n and a connected component of the locus where the gradient of h vanishes
is not contained in a level set of h. The ﬁrst counterexample, for a function h of class C1, h : R2 → R
was given in [17].
In the following corollary we apply Lemma 4 to the submanifold S .
Corollary 12. Assume that M is a smooth Riemannian manifold, S is a smooth closed embedded submanifold
containing theω-limit setΩ(x(0)) of the smooth vector ﬁeld f appearing in (1). Assume that the vector ﬁeld f
restricts to a vector ﬁeld fS on S and that fS is a gradient vector ﬁeld on S , namely fS = ∇g˜h for some
smooth function h ∈ C∞(S,R), where g˜ is the induced metric on S . Call {Ei}i∈I the connected components of
the equilibrium set E for fS . If the subset {h(Ei)}i∈I has at most a ﬁnite number of accumulation points in R,
then Ω(x(0)) ⊂ Ei for a unique i ∈ I .
Remark 13. In Corollary 12, h is assumed to be smooth, but its regularity can be weakened, as long
as h is at least Cm where m is the dimension of S , due to Lemma 10.
Proof. First of all, notice that in this case the function W used in Theorem 6 will be provided by an
extension of the potential function h to a tubular neighborhood of S . Indeed, by Lemma 10 applied to
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under the current hypotheses, the subset {h(Ei)}i∈I has at most ﬁnite many accumulation points.
Moreover since h˙ = 〈dh, f 〉 = g˜(∇g˜h, f ) = g˜(∇g˜h,∇g˜h) on S , we have h˙  0 on S and h˙ = 0 only
on E .
Now since h ∈ C∞(S,R), there exists a smooth function h˜ extending h to a tubular neighbor-
hood O of S in M [11]. Moreover, since fS is tangent to S , the function h˜ can be chosen in such a
way that the following equality is true:
(
˙˜h)S = (L f h˜)S = L fSh = h˙,
where L denotes Lie derivative.
Therefore the extended potential h˜ satisﬁes all the hypothesis of the function W in Theorem 6 in
a tubular neighborhood O of S , therefore a fortiori in an open neighborhood of Ω(x(0)). In particular
the components {Ei}i∈I are contained in h˜. Thus applying Theorem 6 with W = h˜ we get immediately
the claim. 
Remark 14. Observe that in Corollary 12 we do not need to assume the existence of a function W
like in the Main Assumptions, since the function W is automatically provided by a suitable extension
of h on a tubular neighborhood of S .
Sometimes in applications, one is working in a more rigid category, where some hypotheses of
the previous results are automatically satisﬁed. This is for instance the case when the manifold M is
actually a smooth real algebraic variety. Examples of a smooth algebraic variety are given by Rn or by
the set of zeros of polynomial functions in Rn , when these sets are smooth.
In this set-up we have the following:
Proposition 15. Assume the Main Assumptions hold. Assume moreover that M is a smooth real algebraic
variety on which the vector ﬁeld (1) is deﬁned. If the function W is such that W˙ (x) is algebraic, and such that
each connected component Ei of the equilibrium set E of (1) lies on a level set of W , then Ω(x(0)) ⊂ Ei for a
unique i.
Proof. The only difference with respect to the hypotheses of Theorem 6 is the fact that we do not
have to check if the set {W (Ei)}i∈I has a ﬁnite number of accumulation points or not. Indeed, the set
{W (Ei)}i∈I cannot have an accumulation point at all in this case.
This is due to the fact that since M is algebraic and W˙ is algebraic, the set E is a possibly singular
real algebraic variety, and as such it can have only a ﬁnite number of components [18]. Therefore
the assumption that {W (Ei)}i∈I has at most a ﬁnite number of accumulation points is automatically
satisﬁed. 
A direct consequence of Proposition 15 is the following:
Corollary 16. Suppose the vector ﬁeld (1) is deﬁned over Rn. If we are given a function W as above, such that
W˙ (x) is algebraic, and such that each connected component Ei of the equilibrium set E of (1) lies on a level set
of W , then Ω(x(0)) ⊂ Ei for a unique i.
A similar corollary of Proposition 15 can be obtained for gradient vector ﬁelds. We leave the details
to the reader.
There is another situation which is not covered by Deﬁnition 5 and Theorem 6 where it is possible
to obtain a weaker result. First we introduce the following deﬁnition:
Deﬁnition 17. Let {Ei}i∈I be the connected components of E . Given a function W as above, we say
that W strictly separates the components {Ei}i∈I if for any pair of distinct indices i and j in I the
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Observe that Deﬁnition 5 does not imply and is not implied by Deﬁnition 17.
Proposition 18. Assume the Main Assumptions hold. Assume moreover that W strictly separates the con-
nected components {Ei}i∈I according to Deﬁnition 17. Then Ω(x(0)) ∩ {Ei}i∈I is not empty for a unique i ∈ I ,
call it l. Moreover if El is stable, then Ω(x(0)) ⊂ El .
Proof. Arguing as in Theorem 6 it is easy to see that if the connected components are strictly sepa-
rated by W , then only one of them has nonempty intersection with Ω(x(0)), say El . In particular, for
any  > 0, there exists a time t1 such that d(x(t1, x(0)), El)  .
By stability of El , choosing  suﬃciently small, the solution x(t, x(0)) will remain conﬁned in a
δ-neighborhood of El . In particular, for any δ > 0, there is an  > 0 such that if the solution in-
tersects the -neighborhood at a time t1, then it will remain trapped in the δ-neighborhood for all
times t > t1. But this provides an immediate contradiction with the assumption that Ω(x(0)) is not
contained in El . 
Let us remark that Theorem 6 can be generalized in a situation where there is a “nested” sequence
of height functions W1, . . . ,Wn and corresponding submanifolds S1, . . . , Sn provided that the condi-
tion on the ﬁniteness of accumulation points is satisﬁed at each step. The procedure is the following.
Given as above a vector ﬁeld x˙ = f (x) on a Riemannian manifold (M, g) and an initial condition
x(0) suppose to know that Ω(x(0)) ⊂ S1, where S1 is an embedded submanifold. If S1 is an invariant
submanifold and if there exists a function W1 such that W˙1(x)  0 on S1 and the connected com-
ponents {E1i }i∈I are contained in W1, then by Theorem 6 Ω(x(0)) ⊂ E1i˜ for a unique i˜. Inductively if
S2 := E1i˜ is an invariant embedded submanifold, if there exists a function W2 such that W˙2(x)  0
on S2 and the connected components {E2j } j∈ J are contained in W2, then by Theorem 6 Ω(x(0)) ⊂ E2j˜
for a unique j˜. Proceeding inductively, at each step we can locate the ω-limit set more and more
precisely.
4. Applications
We show how the main results presented so far can be used to locate the ω-limit set of a high-
dimensional system of nonlinear ﬁrst order ODEs. In our speciﬁc examples the vector ﬁeld is deﬁned
on Rn
2
and it is a polynomial vector ﬁeld of degree 3. In [4] the following polynomial vector ﬁeld
A˙ = [[N, AT + A], A]+ ν[[AT , A], A] (5)
was introduced, where A is an n×n real matrix, AT is the transpose, ν is a positive constant and N is
a constant n × n real matrix. The vector ﬁeld (5) has properties similar to the celebrated Brockett’s
double-bracket equation (see [2]), since among other things, it enables to diagonalize and compute
the eigenvalues of nonsymmetric matrices. It has been extensively studied and generalized in the
framework of Lie algebras in [5].
Let us apply the main theorem to this example, considering the case in which N is diagonal with
distinct entries and assuming that A(0) is nonsymmetric matrix with simple real spectrum (this last
condition can be substantially weakened [5]). If {λi: i = 1, . . . ,n} are the eigenvalues of A(0) it can
be shown that the positive semideﬁnite function
V (A) = trace(AT A)−
n∑
λ2i
i=1
A. Arsie, C. Ebenbauer / J. Differential Equations 248 (2010) 2458–2469 2467is monotonically decreasing along the ﬂow of (5), as long as [A(t)T , A(t)] = 0. Moreover, since
the ﬂow along (5) preserves the spectrum of A(0), in this case we can deﬁne as invariant set
S := {A ∈ Rn×n, Spec(A) = Spec(A(0)), [AT , A] = 0}. Observe that the algebraic subvariety of nor-
mal matrices {A: [AT , A] = 0} is not a submanifold, due to the fact its singular locus in nonempty,
however, S is a submanifold.
We can take as ambient manifold M the linear space of real n×n matrices. In a neighborhood O
of S we deﬁne the function
W (A) = 1
2
trace
(
N
(
A + AT )).
W is actually deﬁned all over M in this case, but this does not affect our results. It can be shown
that W is monotonically increasing along the solution of (5) that starts in S , since
W˙ (A) = −1
2
trace
([
A + AT ,N]2) 0.
However, the Lie derivative of W in an open neighborhood of S does not have a deﬁnite sign:
the function W is not monotonically increasing in any neighborhood of S , since
W˙ (A) = 1
2
trace
([
A + AT ,N][N, A + AT ])+ ν trace([A,N][AT , A])
and its sign is indeﬁnite in any neighborhood of S . In order to apply our results, we observe that it
can be shown that on S the connected components Ei of E := {A ∈ S: W˙ (A) = 0} are just a ﬁnite
number of equilibrium points. So the hypotheses of the main theorem are automatically satisﬁed and
we can conclude that Ω(A(0)) ⊂ Ei for a unique i.
Using the results developed in this paper, we show that Eq. (5) actually converges to the diagonal
form of a given matrix under more general assumptions:
Theorem 19. Let A0 be a real n×n matrix, with real possibly degenerate spectrum. Then if A(t) is the solution
of (5)with initial datum A(0) = A0 , we have that A(∞) := limt→+∞ A(t) exists and moreover it is a diagonal
form of A0 if A0 is diagonalizable or it is the diagonal part of the Jordan normal form for A0 if A0 is not
diagonalizable.
Proof. As M we choose the linear space of all real matrices. Consider the function bounded from
below:
V (A) = 1
4
trace
((
A − AT )T (A − AT ))= −1
4
trace
((
A − AT )2) 0.
Then it is easy to see [5] is monotonically decreasing along (5) with initial condition A(0) = A0 as
long as [A(t)T , A(t)] = 0. In particular, since A0 has real spectrum, and the ﬂow is isospectral, we
can take as S the submanifold of symmetric matrices, since a normal matrix A (namely a matrix for
which [AT , A] = 0) with real spectrum is necessarily symmetric. So we have that Ω(A0) ⊂ S . Notice
that in this case S is actually an invariant submanifold for (5).
As in the above discussion, in a neighborhood O of S we can deﬁne the height function
W (A) = 1
2
trace
(
N
(
A + AT )).
Again a direct computation shows that the Lie derivative of W on S is given by
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2
trace
([
A + AT ,N]2)= −1
2
trace
([2A,N]2) 0,
since on S A is symmetric. (A on S is symmetric because a normal matrix with real spectrum is
necessarily symmetric.) To apply Theorem 6 we need to identify
E := {A ∈ S: W˙ (A) = 0}.
Since [2A,N] is skew-symmetric, we have
trace
([2A,N]2)= − trace([2A,N]T [2A,N]).
Thus W˙ (A) is a multiple of the Frobenius norm of [2A,N] and therefore W˙ (A) = 0 if and only if
[A,N] = 0. Recall that N is a diagonal matrix with distinct real entries, so that it is an immediate
computation to show that [A,N] = 0 if and only if A is a diagonal matrix. The components of E are
at most n! points, given by the possible permutations of the eigenvalues of A0, therefore the condition
of Theorem 6 are certainly met. This enables us to conclude that the asymptotic limit of the solution
A(t) converges to the diagonal form even when the real spectrum is degenerate. 
5. Conclusions
The results in this paper provide novel suﬃcient conditions that force Ω(x(0)) to lie in a con-
nected component of the set E where W˙ vanishes. In particular, we showed that if each connected
component of E is contained in a level set of W , then x(t, x(0)) approaches a single connected compo-
nent Ei , i.e. Ω(x(0)) ⊂ Ei , provided a ﬁniteness condition concerning accumulation points is satisﬁed.
The given results are in particular useful when the set E consists of isolated points or when the ﬂow
on S is a gradient ﬂow. In these cases, it can be concluded that Ω(x(0)) lies in a connected compo-
nent of the set E . It is important to notice that, if for example S is an invariant set and if a Lyapunov
function V is known such that V˙ (x) 0 on M and V˙ (x) = 0 if and only if x ∈ S , then LaSalle’s invari-
ance principle would not allow to conclude anything stronger than that any ω-limit set of a bounded
solution lies in S , since S itself is the largest invariant set. The results in this paper, however, allow
to give a sharper statement on the location of the ω-limit set, assuming that a positive semideﬁnite
function W on S (or in a neighborhood O of Ω(x(0))) is known.
In general, we cannot expect that the present results generalize directly to the case in which each
connected component Ei is not necessarily contained in a single level set of W (see the counterex-
ample of Zvi Artstein cited in Remark 9), but we think it would be an interesting problem to try to
ﬁnd new suﬃcient conditions that work also in this case. We also hope that the results presented
here will ﬁnd useful applications in the realm of inertial manifolds and dissipative evolutionary PDEs.
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