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Abstract
Let E =
∏
p∈P Ep be a compact subset of Ẑ =
∏
p∈P Zp and denote by C(E, Ẑ)
the ring of continuous functions from E into Ẑ. We obtain two kinds of adelic
versions of the Weierstrass approximation theorem. Firstly, we prove that
the ring IntQ(E, Ẑ) := {f(x) ∈ Q[x] | f(E) ⊆ Ẑ} is dense in the product∏
p∈P C(Ep,Zp) for the uniform convergence topology. We also obtain an anal-
ogous statement for general compact subsets of Ẑ.
Secondly, under the hypothesis that, for each n ≥ 0, #(Ep (mod p)) > n
for all but finitely many primes p, we prove the existence of regular bases of the
Z-module IntQ(E, Ẑ), and show that, for such a basis {fn}n≥0, every function ϕ
in
∏
p∈P C(Ep,Zp) may be uniquely written as a series
∑
n≥0 cnfn where cn ∈ Ẑ
and limn→∞ cn → 0. Moreover, we characterize the compact subsets E for
which the ring IntQ(E, Ẑ) admits a regular basis in Po´lya’s sense by means of
an adelic notion of ordering which generalizes Bhargava’s p-ordering.
Keywords: Ade`les, Integer-valued polynomials, Regular bases, Weierstrass
Approximation Theorem. MSC Classification codes: 13F20, 11S05, 46S10,
12J25.
1. Introduction: the classical p-adic versions of Weierstrass theorem
A well known p-adic version of the Weierstrass polynomial approximation
theorem due to Dieudonne´ [9] states the following:
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Theorem 1.1. For every compact subset E of Qp, the ring of polynomial func-
tions Qp[x] is dense in the ring C(E,Qp) of continuous functions from E into
Qp with respect to the uniform convergence topology.
If we restrict to functions with values in Zp, we have to consider the subring of
polynomial functions whose values on E are in Zp, namely the ring Int(E,Zp) =
{f ∈ Qp[x] | f(E) ⊆ Zp}, and then, following Kaplansky [11], we have:
Theorem 1.2. For every compact subset E of Qp, the ring of polynomial func-
tions Int(E,Zp) is dense in C(E,Zp), the ring of continuous functions from E
into Zp with respect to the uniform convergence topology.
In the particular case where E is equal to Zp, Mahler [12] gave an ef-
fective approximation theorem in terms of the binomial polynomials
(
x
n
)
:=
x (x−1) ··· (x−(n−1))
n! .
Theorem 1.3. Every continuous function ϕ ∈ C(Zp,Qp) may be uniquely writ-
ten as a series in the binomial polynomials
(
x
n
)
with coefficients cn in Qp :
ϕ(x) =
∑
n≥0
cn
(
x
n
)
, where vp(cn)→ +∞ and inf
x∈Zp
vp(ϕ(x)) = inf
n≥0
vp(cn).
It is straightforward to see that, if ϕ ∈ C(Zp,Zp), then the coefficients cn’s
lie in Zp and the partial sums
∑d
n≥0 cn
(
x
n
)
are elements of Int(Zp,Zp), so we
find again Kaplansky’s Theorem when E = Zp. Mahler’s result was extended to
regular compact subsets of Qp by Amice [1], and then to every compact subset
of Qp by Bhargava and Kedlaya [4]:
Theorem 1.4. For each compact subset E of Qp, there exists a sequence
{an}n≥0 of elements of E, called p-ordering of E, such that the polynomials
fn(x) =
∏n−1
k=0
x−ak
an−ak
, n ∈ N, form a basis of the Zp-module Int(E,Zp). Then,
every ϕ ∈ C(E,Qp) may be uniquely written as a series in the fn’s with coeffi-
cients in Qp :
ϕ(x) =
∑
n≥0
cnfn(x) where cn ∈ Qp and lim
n→+∞
vp(cn) = +∞ .
Moreover, one knows that with the previous notation:
inf
x∈E
vp(ϕ(x)) = inf
n≥0
vp(cn) .
Our aim is to obtain adelic versions of these results. In the next section we
recall the restricted product topology on the ring Af (Q) of finite ade`les of Q,
since we are interested in the Banach space of continuous functions C(E,Af (Q))
where E denotes a compact subset of Af (Q). The subring of polynomial func-
tions that we will consider first is
IntQ(E, Ẑ) := {f ∈ Q[x] | f(E) ⊆ Ẑ}
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where Ẑ denotes the profinite completion of Z. It is well-known that Ẑ is
isomorphic to
∏
p∈P Zp and henceforth we will take the latter ring as our model
for Ẑ. In section 3, we establish the following theorem which is somewhat more
general than the statement given in the summary:
Theorem 1.5. Let E be a compact subset of Ẑ. The topological closure (with
respect to the uniform convergence topology) of the ring of polynomial functions
IntQ(E, Ẑ) in the ring C(E, Ẑ) of continuous functions from E into Ẑ is the
subring formed by the restrictions to E of the functions belonging to the product∏
p∈P C(Ep,Zp) where Ep denotes the image of E by the projection from Ẑ onto
Zp.
This statement is noteworthy in so far as a polynomial with a single variable
can simultaneously approach several functions (of one variable but on subsets of
distinct Zp’s). In order to extend Bhargava and Kedlaya’s result, we characterize
in section 4 the compact subsets E of Ẑ such that the Z-module IntQ(E, Ẑ)
admits a regular basis (i.e., a basis with one polynomial of each degree), and
then we show how we can construct such a basis provided it exists. But this
is not enough: in order to obtain an adelic analogue of Theorem 1.4, we have
to introduce, in section 5, polynomials whose coefficients are ade`les and to
consider bases of the Ẑ-module IntQ(E, Ẑ)⊗ZẐ. These bases may be constructed
explicitly by means of the notion of adelic ordering, which generalizes Bhargava’s
p-ordering. Finally, in section 6, we use all the previous results to obtain the
following analogue of Bhargava and Kedlaya’s result:
Theorem 1.6. Let E =
∏
p∈PEp be a compact subset of Ẑ such that all Ep’s
are infinite and, for each n ≥ 0, #(Ep (mod p)) > n for all but finitely many
p. Then, there exist bases of the Z-module IntQ(E, Ẑ), and, for such a ba-
sis {fn}n≥0, every ϕ ∈
∏
p∈P C(Ep,Zp) may be uniquely written as a series∑
n≥0 cnfn where cn ∈ Ẑ and limn→∞ cn → 0.
2. The adelic framework
Let Af (Q) denote the topological ring of finite ade`les of Q (see for example
[10, Chapter 1]). Recall that, as a subset, Af (Q) is the restricted product of
the fields Qp with respect to the rings Zp, as p ranges through the set of primes
P, that is:
Af (Q) =
x = (xp) ∈∏
p∈P
Qp | xp ∈ Zp for all but finitely many p ∈ P
 .
The topology on Af (Q) is the restricted product topology characterized by the
fact that the following subsets form a basis of open subsets:
∏
p∈POp where Op
is an open subset of Qp and Op = Zp for all but finitely many p.
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Clearly, Af (Q) is locally compact and contains the compact subring Ẑ, the
profinite completion of Z with respect to the ideal topology, that is,
Ẑ = lim
←−
n>1
Z/nZ ∼=
∏
p∈P
Zp .
Note that the topology induced on Ẑ =
∏
p Zp by the restricted product
topology of Af (Q) is nothing else than the product topology.
Note also that Q may be embedded in Af (Q) in the following way:
j : Q→Af (Q) (1)
α 7→(αp)p∈P
where αp = α, for each p ∈ P.
For every compact subset E of Af (Q), we consider the Q-vector space
C(E,Af (Q)) of continuous functions from E into Af (Q). The topology on
C(E,Af (Q)) that we will consider is the uniform convergence topology with re-
spect to the restricted product topology on Af (Q). Endowed with this topology,
the Q-vector space C(E,Af (Q)) is a Banach space.
One might be tempted to find some ring of polynomial functions with ratio-
nal coefficients which could be dense in C(E,Af (Q)). In fact, our first result is
negative.
Proposition 2.1. The Banach space C(E,Af (Q)) does not contains any dense
Q-subspace of polynomial functions.
Proof. It is enough to prove that even one component of one function restricted
to one variable cannot be approximated. Thus, we will prove that Q[x] is not
dense in C(Zq,Zp) where p 6= q ∈ P. Indeed, the function χ : Zq → Zp which
is the characteristic function of the subset qZq is continuous. Assume that
f ∈ Q[x] is an approximation of χ mod pZp, that is, f(qZp) ⊆ 1 + pZp and
f(Zq \ qZq) ⊆ pZp. In particular, f(0) ∈ 1 + pZp while f(pk) ∈ pZp for all
k ≥ 1. The fact that, for every polynomial g ∈ Q[x], g(pk) − g(0) ∈ pZp for k
large enough leads to a contradiction.
Thus, the topological closure of subrings of polynomial functions in Q[x] will
be strictly contained in C(E,Af (Q)). In the sequel, we will adopt the following
notation.
Notation.
– For every prime p ∈ Z, let pip be the canonical surjection from Af (Q) onto
Qp.
– For every subset E of Af (Q) and p ∈ P, let Ep = pip(E), and denote by E the
cartesian product of these Ep’s:
E :=
∏
p∈P pip(E) =
∏
Ep .
The notation E will always denote a subset of Af (Q) that can be written as
a cartesian product E =
∏
Ep.
4
– For every function ψ from E into Af (Q), we denote by ψp its components:
ψp = pip ◦ ψ : E → Qp.
Clearly, if ψ ∈ C(E,Af (Q)), then the components ψp are continuous and
belong to C(E,Qp).
We continue with a lemma which collects various results about compact
subsets and continuous functions on rings of ade`les.
Lemma 2.2. Let E be a compact subset of Af (Q) and ψ ∈ C(E,Af (Q)). Then:
(1) there exists d ∈ N∗ such that dE ⊆ Ẑ;
(2) there exists d1 ∈ N∗ such that d1ψ ∈ C(E, Ẑ);
(3) let d and d1 ∈ N∗ be as in (1) and (2). Then the function ϕ defined by
ϕ(x) = d1ψ(
1
dx) belongs to C(dE, Ẑ).
Proof. (1) The projections Ep = pip(E) of E are compact subsets of Qp, and
hence, E =
∏
∈PEp is compact. Clearly, we have the containment E ⊆ E =∏
∈PEp. Moreover, by definition of the topology on Af (Q), we necessarily have
that Ep ⊆ Zp for all but finitely many p, so (1) now follows immediately.
(2) Since E is compact, every continuous function on E with values in Af (Q)
is uniformly continuous. It is clear that the image ψ(E) is a compact subset
of Af (Q). By (1) there exists d1 ∈ N∗ such that d1 · ψ(E) ⊆ Ẑ, that is,
d1ψ ∈ C(E, Ẑ).
(3) Obvious.
Now, the question could be: which subring of polynomial functions shall we
consider? First, we make the choice of considering polynomials in one variable
with coefficients in Q. We will see why this choice is sufficient at least for the
first part of our work.
For f =
∑n
k=0 ckx
k ∈ Q[x] and α = (αp) ∈ Af (Q), the value of f at α is:
f(α) =
n∑
k=0
ck α
k =
(
n∑
k=0
ck α
k
p
)
p∈P
= (f(αp))p∈P ∈
∏
p∈P
Qp.
Note that these equalities follow from the structure of Af (Q) as Z-algebra.
Clearly, we have f(α) ∈ Af (Q). Thus, every f ∈ Q[x] may be considered as a
function from Af (Q) into itself defined by:
Af (Q)→Af (Q) (2)
α = (αp)p∈P 7→f(α) = (f(αp))p∈P
Are they continuous functions? Fix some α ∈ Af (Q) and some basic open
neighborhood O =
∏
p∈POp of 0 in Af (Q). Clearly the components of f (which
are all equal to f) are continuous functions fromQp into Qp, and hence, for every
p ∈ P, there exists an open neighborhood Vp of 0 in Qp such that (βp−αp) ∈ Vp
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implies (f(βp) − f(αp)) ∈ Op. Let P1 be the subset of P formed by the p’s
such that f ∈ Zp[x], Op = Zp, and αp ∈ Zp. For p ∈ P1, we may choose Zp
instead of Vp, and then, since P \ P1 is finite, we may consider the basic open
neighborhood of 0 : V =
∏
p∈P1
Zp×
∏
p/∈P1
Vp which is such that (β−α) ∈ V ⇒
(f(β) − f(α)) ∈ O. Finally, f is a uniformly continuous function from Af (Q)
into itself.
In other words, with the previous convention (2) about the polynomial func-
tions f , for each subset E of Af (Q) we have Q[x] ⊂ C(E,Af (Q)). Now, we may
state our adelic theorems.
3. First adelic Weierstrass theorems
In the previous section we remarked that for our considerations without loss
of generality we may restrict our proofs to compact subsets E of Ẑ (Lemma
2.2).
Definition 3.1. Let E be a subset of Ẑ. The subring of C(E, Ẑ) formed by
the rational polynomial functions which are integer valued on the subset E, that
is, C(E, Ẑ) ∩ Q[x], is denoted by IntQ(E, Ẑ) = {f ∈ Q[x] | f(E) ⊆ Ẑ}. More
precisely:
IntQ(E, Ẑ) := {f ∈ Q[x] | ∀α = (αp)p ∈ E, ∀p ∈ P, f(αp) ∈ Zp}.
This notation is a particular case of the following that we will use in the
whole paper: if A is a commutative ring, A and B are subrings of A and E is
a subset of A, then
IntA(E,B) := {f ∈ A[x] | f(E) ⊆ B} .
When the ring B is an integral domain and A denotes its quotient field, we will
omit the index A, for example as with the previous notation Int(E,Zp) where
Qp is omitted. If E = B, then we set IntA(B,B) = IntA(B).
Remark 3.2. Let E be a subset of Ẑ. It is obvious from Definition 3.1 (see also
[8]) that
IntQ(E, Ẑ) = IntQ(E, Ẑ), where E =
∏
p∈P
Ep .
Notation.
– Let ρE be the canonical homomorphism from C(E, Ẑ) to C(E, Ẑ), which maps
a continuous function ϕ on E with values in Ẑ to its restriction ϕ|E .
– We reserve the notation ϕ, ψ for maps of C(E, Ẑ) and ψ, ϕ for maps of C(E, Ẑ).
For any subset E of Ẑ, note that the direct product
∏
p∈P C(Ep,Zp) canoni-
cally embeds into C(E, Ẑ): the image of this embedding is formed precisely by
those continuous functions ϕ from E to Ẑ whose component ϕp depends only
on the ”p-th variable”, for p ∈ P. We can now state the adelic analogue of Ka-
plansky’s result (Theorem 1.2), which we restate here for the sake of the reader,
in a slightly different version.
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Theorem 3.3. Let E be a compact subset of Ẑ. The topological closure (with
respect to the uniform convergence topology) of the ring of polynomial functions
IntQ(E, Ẑ) in the ring C(E, Ẑ) of continuous functions from E into Ẑ is equal
to ρE(
∏
p∈P C(Ep,Zp)), where Ep = pip(E) for each p ∈ P.
In particular, in the case E = E =
∏
p∈PEp, the topological closure of
IntQ(E, Ẑ) in C(E, Ẑ) is equal to
∏
p∈P C(Ep,Zp).
Proof. Assume that ϕ = (ϕp)p∈P ∈ C(E, Ẑ) belongs to the topological closure of
IntQ(E, Ẑ). Fix some p ∈ P. Then, whatever k ∈ N, there exists f ∈ IntQ(E, Ẑ)
such that, for every α ∈ E, vp(ϕp(α)− fp(α)) ≥ k (where fp = pip ◦ f). The fact
that, by definition, fp(α) = f(αp) implies that, for all α and β ∈ E such that
αp = βp, one has vp(ϕp(α)−ϕp(β)) ≥ k. Since k may be as large as we want, we
may conclude that αp = βp implies ϕp(α) = ϕp(β). Thus, ϕp(α) is a function of
αp only, in other words, ϕp ∈ C(Ep,Zp), where Ep = pip(E). Hence, this shows
that ϕ is the restriction to E of the map ϕ ∈ C(E, Ẑ) whose components are equal
to ϕp, for p ∈ P (thus, more precisely, ϕ is in
∏
p∈P C(Ep,Zp)). Therefore, the
topological closure of IntQ(E, Ẑ) in C(E, Ẑ) is contained in ρE(
∏
p∈P C(Ep,Zp)).
Let us prove the reverse containment. Let ϕ = (ϕp)p∈P be any element of
C(E, Ẑ) such that, for each p ∈ P, the component ϕp may be identified with
an element of C(Ep,Zp) that we still denote by ϕp (i.e., ϕ = ϕ|E , for some
ϕ ∈
∏
p C(Ep,Zp)). Let O =
∏
p∈POp be any basic open neighborhood of 0
in Ẑ. If p ∈ P is such that Op 6= Zp (they are at most finitely many), let
kp ≥ 0 be such that pkpZp ⊆ Op. By Theorem 1.4 there exists a polynomial
function fp ∈ Int(Ep,Zp) such that vp(ϕp(αp)−fp(αp)) ≥ kp for every αp ∈ Ep.
For all these p, write fp(x) =
∑
r cp,rx
r with cp,r ∈ Qp. By an extension of
the Chinese remainder theorem, for each r ≥ 0, there exists cr ∈ Q such that
vp(cr − cp,r) ≥ supp∈P kp if Op 6= Zp and vp(cr) ≥ 0 if Op = Zp. Then, for every
p ∈ P, the polynomial f(x) =
∑
crx
r ∈ Q[x] satisfies:
vp (ϕp(αp)− f(αp)) ≥{
inf{vp(ϕp(αp)− fp(αp)), vp(fp(αp)− f(αp))} ≥ kp if Op 6= Zp
inf{ϕp(αp)), vp(f(αp))} ≥ 0 if Op = Zp
Thus, ϕ(α)−f(α) ∈ O for every α ∈ E. Moreover, f ∈ IntQ(E, Ẑ) = IntQ(E, Ẑ).
Remark 3.4. At the end of the proof of Theorem 3.3, we used a kind of Chinese
remainder theorem among the different overrings IntQ(Ep,Zp), which in fact are
localizations of IntQ(E, Ẑ) with respect to p (see formula (4) below), namely:
Fix a finite set of primes P0 = {pi ∈ P | 1 ≤ i ≤ r} and a corresponding
set of positive integers {ki ∈ N∗ | 1 ≤ i ≤ r}. For any fi ∈ IntQ(Epi ,Zpi)
for i = 1, . . . , r, there exists f ∈ IntQ(E, Ẑ) such that f ≡ fi (mod p
ki
i ) for all
pi ∈ P0 and f ∈ Z(p)[x] for all p ∈ P \ P0. Here, f ≡ g (mod p
k) means that
f − g ∈ pkZ(p)[x].
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Now, we consider the Q-Banach space C(E,Af (Q)) and the subring Q[x] of
polynomial functions. Similarly to the first part of the proof of Theorem 3.3, we
can see that, if ψ ∈ C(E,Af (Q)) is in the topological closure of Q[x], then the
component ψp is a function of only one variable, namely αp, and hence, that ψ
may be considered as belonging to ρE(
∏
p∈P C(Ep,Qp)). In fact, ψ belongs to
the intersection
C(E,Af (Q)) ∩ ρE(
∏
p∈P
C(Ep,Qp))
which could be considered as the ‘restricted product’ of the Banach spaces
C(Ep,Qp) with respect to the subrings C(Ep,Zp). Now we can state an adelic
analogue of Dieudonne´’s result (Theorem 1.1):
Theorem 3.5. Let E be a compact subset of Af (Q). The topological closure of
the ring of polynomial functions Q[x] in C(E,Af (Q)) is equal to the following
intersection:
C(E,Af (Q)) ∩ ρE(
∏
p∈P
C(Ep,Qp)) .
Proof. We have just seen that the topological closure of Q[x] in C(E,Af (Q)) is
contained in C(E,Af (Q))∩ ρE(
∏
p∈P C(Ep,Qp)). Conversely, let ψ(x) be in the
last intersection and let O =
∏
p∈POp be any basic open neighborhood of 0 in
Af (Q). By Lemma 2.2(3), there exist d and d1 ∈ N∗ such the function ϕ defined
by ϕ(x) = d1ψ(
1
dx) belongs to C(dE, Ẑ) where dE ⊆ Ẑ. Since d1O =
∏
p d1Op
contains a basic open neighborhood of 0 in Ẑ, Theorem 3.3 shows that there
exists f ∈ Q[x] such that ϕ(α) − f(α) ∈ d1O for every α ∈ dE. Let g ∈ Q[x]
defined by g(x) = 1d1 f(dx). Then, ψ(β) − g(β) =
1
d1
(ϕ(dβ) − f(dβ)) ∈ O
for every β ∈ E. Therefore, ψ(x) is in the the topological closure of Q[x] in
C(E,Af (Q)).
4. Bases of the Z-module IntQ(E, Ẑ)
In order to obtain bases analogous to those of Theorems 1.3 and 1.4, if there
are some, for the Q-Banach space C(E,Af (Q))∩
∏
p∈P C(Ep,Qp), we are looking
now for bases of the Z-module IntQ(E, Ẑ).
For every compact subset E of Ẑ, we have that IntQ(E, Ẑ) is a Z-module.
Does this Z-module admits a basis? As noticed in Remark 3.2, we may assume
for simplicity that the compact subset E is of the form E =
∏
pEp, and hence,
that (see also [8, (6.1)]):
IntQ(E, Ẑ) =
⋂
p∈P
IntQ(Ep,Zp), (3)
where IntQ(Ep,Zp) = {f ∈ Q[x] | f(Ep) ⊆ Zp}, for each p ∈ P. Then, as in the
classical case of integer-valued polynomials in number fields, we consider the
n-th characteristic Z-module In,Q(E, Ẑ) of IntQ(E, Ẑ) which is the set formed
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by the leading coefficients (denoted by ”lc”) of the polynomials of degree ≤ n
in IntQ(E, Ẑ) :
In(E) = In,Q(E, Ẑ) = {lc(f) | f ∈ IntQ(E, Ẑ), deg(f) ≤ n} .
Clearly,
Z = I0(E) ⊆ . . . ⊆ In(E) ⊆ In+1(E) ⊆ . . . ⊆ Q
Recall that a sequence of polynomials is said to be a regular basis in Po´lya’s
sense [13] if this is a basis with exactly one polynomial of each degree. In our
setting, [6, Proposition II.1.4] says:
Lemma 4.1. A sequence {fn}n≥0 of elements of the Z-module IntQ(E, Ẑ) is a
basis such that deg(fn) = n (and hence a regular basis), if and only if, for each
n, the leading coefficient of fn generates the Z-module In(E). In particular,
IntQ(E, Ẑ) admits a regular basis if and only if all the In(E)’s are principal
fractional ideals of Z.
Note that the Z-module In(E) is a principal fractional ideal of Z if and only
if it is a finitely generated Z-module.
Now our next task is to study the characteristic Z-modules In(E). Recall
that the characteristic Z-modules of IntQ(Ep,Zp) are:
In(Ep) = In,Q(Ep,Zp) = {lc(f) | f ∈ IntQ(Ep,Zp), deg(f) ≤ n} .
Note that, for simplicity, in this section we write In(E) instead of In,Q(E, Ẑ)
and In(Ep) instead of In,Q(Ep,Zp), but we have to take care that these subsets
depend on the field which contains the coefficients of the polynomials. First,
we consider their localization with respect to the multiplicative subset Z \ pZ.
Given a Z-module M , we denote by M(p) the localization ofM at Z\pZ, which
is isomorphic to the tensor product M ⊗Z Z(p).
Proposition 4.2. For every compact subset E and every p ∈ P :
IntQ(E, Ẑ)⊗Z Z(p) ∼= IntQ(Ep,Zp) . (4)
In particular,
In(E)⊗Z Z(p) ∼= In(Ep) , (5)
and hence,
In(E) = ∩p∈P In(Ep) . (6)
Proof. The isomorphism in (4) is proved once we show the following equality:
(Z \ pZ)−1IntQ(E, Ẑ) = IntQ(Ep,Zp), (7)
since IntQ(E, Ẑ) ⊗Z Z(p) is canonically isomorphic to (Z \ pZ)
−1IntQ(E, Ẑ).
Equality (7) is essentially already contained in [8], but for the sake of the reader
we give here a self-contained argument.
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Clearly the containment (Z \ pZ)−1IntQ(E, Ẑ) ⊆ IntQ(Ep,Zp) holds because
IntQ(E, Ẑ) and Z(p) are contained in IntQ(Ep,Zp) (see also (3)). We show now
that the other containment holds.
Consider any f(x) ∈ IntQ(Ep,Zp) and let d be a positive integer such that
df(x) ∈ Z[x]. Write d = pst where p ∤ t and consider g(x) = tf(x). Then,
g(x) ∈ Z(q)[x] for all q 6= p, and hence, g(x) ∈ IntQ(Eq,Zq) for all q 6= p. Also,
g(x) is in IntQ(Ep,Zp), because t is invertible in Zp. Finally, g(x) ∈ IntQ(E, Ẑ),
t ∈ Z \ pZ, and f(x) = 1t g(x) ∈ (Z \ pZ)
−1IntQ(E, Ẑ). Equality (7) is proved.
The isomorphism (5) and the equality (6) are easy consequences.
If IntQ(E, Ẑ) admits a regular basis, then all the In(E)’s are fractional ideals
of Z. In particular, for every p ∈ P, all the In(Ep) are fractional ideals of Z,
which is equivalent to the fact that the Ep’s are infinite since, for n fixed, In(Ep)
is a fractional ideal if and only if #Ep > n (cf. [6, Exercise II.3]). The following
example shows that this condition is not sufficient.
Example 4.3. If E =
∏
p∈P pZ, then the polynomials
1
pX (p ∈ P) are in
IntQ(E, Ẑ). Therefore the Z-module I1(E), which contains (in fact, is equal
to) the non-finitely generated Z-module
∑
p∈P
1
pZ, is not a fractional ideal of Z,
and IntQ(E, Ẑ) does not admit a regular basis as a Z-module.
Proposition 4.4. Assume that, for each p ∈ P, Ep is infinite and let In(Ep) =
p−npZ(p) where np ≥ 0. Then,
In(E) =
∑
p∈P
1
pnp
Z . (8)
In particular, In(E) is a fractional ideal of Z if and only if In(Ep) = Z(p) for
all but finitely many p’s. If such a condition holds, then
In(E) =
1∏
p∈P p
np
Z .
Note that (8) is equivalent to the following equalities:
∀p ∈ P, vp(In(E)) = vp(In(Ep))
where vp(In(E)) = infa∈In(E) vp(a) even if In(E) is not a fractional ideal of Z.
Proof. We just have to prove equality (8). By hypothesis, there exists a poly-
nomial f(x) in IntQ(Ep,Zp) of degree n and leading coefficient p
−np , thus
pnpf(x) ∈ Z(p)[x] (see [6, Proposition II.1.7]). We apply now Remark 3.4:
there exists g ∈ IntQ(E, Ẑ) of the same degree as the degree of f(x) such that
g ≡ f (mod p) and g ∈ Z(q), for every prime q 6= p. It is easy to see that
this implies that the leading coefficient of f(x) is equal to p−np , so that the
Z-module M =
∑
p∈P p
−npZ is contained in In(E). Conversely, for each p ∈ P,
we have the equalities:
M ⊗Z Z(p) ∼=M(p) =
1
pnp Z(p) = In(Ep)
∼= In(E)⊗Z Z(p),
which implies M = In(E).
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Corollary 4.5. For every compact subset E and every integer n, In(E) is a
fractional ideal of Z if and only if both following conditions hold:
1. #Ep > n for all p ∈ P,
2. #(Ep (mod p)) > n for all but finitely many p ∈ P.
Proof. It is enough to show that In(Ep) = Z(p) if and only if #(Ep (mod p)) >
n. Let #(Ep (mod p)) = k and let α0, . . . , αk−1 be elements of Ep non-
congruent modulo p. Assume that k ≤ n, if a0, . . . , ak−1 are elements of Z such
that ai ≡ αi (mod p), then f(x) =
1
px
n−k(x− a0) . . . (x− ak−1) ∈ IntQ(Ep,Zp)
and 1p ∈ In(Ep). Assume now that k ≥ n + 1, then whatever 1 ≤ l ≤ n + 1,
vp(
∏l−1
h=0(αl−αh)) = 0, which implies that α0, . . . , αn+1 is the beginning of a p-
ordering of Ep and, in particular, the fact that vp(
∏n
h=0(αn+1−αh)) = 0 means
that In(Ep) = Z(p) (about p-orderings and links with characteristic ideals see
[2]).
Lemma 4.1 with the previous corollary implies that:
Corollary 4.6. For every compact subset E of Ẑ, the Z-module IntQ(E, Ẑ)
admits a regular basis if and only if, both following conditions hold:
1. #Ep is infinite for all p ∈ P,
2. for each n, #(Ep (mod p)) > n for all but finitely many p ∈ P.
Remark 4.7. We recall that the family of overrings of Int(Z) = {f ∈ Q[x] |
f(Z) ⊆ Z} contained in Q[x] is formed exactly by the rings Int(E, Ẑ), as E
ranges through the subsets of Ẑ of the form
∏
pEp, where for each prime p, Ep
is a closed subset of Zp (see [8, Theorem 6.2]). Among these rings we can find
the subfamily of integer-valued polynomials rings over an infinite subset F of
Z, that is, Int(F,Z) = {f ∈ Q[x] | f(F ) ⊆ Z}. As already recalled just after
Proposition 4.2, each ring of the last subfamily has a regular basis (if F is an
infinite subset of Z, each of the characteristic ideals of Int(F,Z) is a finitely
generated Z-module [6, Corollary II.1.6]). We show in Example 4.8 below that
there are rings Int(E, Ẑ) which have a regular basis but are not of the form
Int(F,Z) for any infinite subset F of Z.
Example 4.8. For each p ∈ P, choose αp ∈ Zp \ Z(p) and let Ep = {αp + j +
pn | 0 ≤ j ≤ p − 1, n ≥ 0}. The set Ep is p-adicaly closed since it is the
union of p convergent sequences. Moreover, #(Ep (mod p)) = p, and hence,
IntQ(
∏
pEp, Ẑ) has regular bases although it is not of the form Int(F,Z) for
some F ⊆ Z : in fact, Ep ∩ Z = ∅ for each p ∈ P, so that
⋂
p∈P(Ep ∩ Z) is
not dense in Ep for each p ∈ P. By [8, Corollary 6.9], the ring IntQ(
∏
pEp, Ẑ)
cannot be represented as Int(F,Z) for any F ⊆ Z.
If the Z-module IntQ(E, Ẑ) admits a regular basis {fn}n≥0, then, clearly,
such a basis is also a regular basis of the Z(p)-module IntQ(Ep,Zp) for every
p ∈ P, by (4). Conversely, from regular bases {fn,p}n≥0 of IntQ(Ep,Zp) for
every p ∈ P, one may construct a regular basis of IntQ(E, Ẑ). To show how
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we can do this we first recall how one can construct a basis of the Zp-module
Int(Ep,Zp) = IntQp(Ep,Zp) = {f ∈ Qp[x] | f(Ep) ⊆ Zp} by means of the
notion of Bhargava’s p-ordering. From this basis we will deduce a basis for the
Z(p)-module IntQ(Ep,Zp) = Int(Ep,Zp) ∩Q[x] using the fact that
IntQ(Ep,Zp)⊗Z Zp ∼= Int(Ep,Zp) (9)
Recall that a p-ordering of a subset Ep of Zp is a sequence {an}n≥0 of
elements of Ep such that:
∀n ≥ 1, vp(
n−1∏
k=0
(an − ak)) = min
x∈Ep
vp(
n−1∏
k=0
(x − ak)) .
Such a sequence always exists, and its elements are distinct if and only if Ep
is infinite. Then, it is quite obvious that the polynomials
f0,p = 1 and, for n ≥ 1, fn,p(x) =
n−1∏
k=0
x− ak
an − ak
form a regular basis of the Zp-module Int(Ep,Zp) (cf. Bhargava [3]).
For each n ∈ N, we set
gn,p(x) =
n−1∏
k=0
(x − ak), wp(n) = vp(
n−1∏
k=0
(an − ak)).
It is clear that gn,p(Ep) ⊆ p
wp(n)Zp. Let hn,p ∈ Z[x] be of degree n such that
hn,p ≡ gn,p (mod pwp(n)). It is immediate to see that
hn,p(x)
pwp(n)
∈ IntQ(Ep,Zp).
Therefore the polynomials hn,p(x)/p
wp(n), n ∈ N, form a basis of IntQ(Ep,Zp).
Construction of a Z-basis of IntQ(E, Ẑ).
Suppose that for each p ∈ P, Ep is an infinite subset of Zp and let {fn,p}n∈N
be a regular basis of IntQ(Ep,Zp). For a fixed n, let Pn be the set of primes p
such that #(E (mod p)) ≤ n. By Corollary 4.6, Pn is finite. By the Chinese
remainder theorem (cf. Remark 3.4), there exists fn ∈ IntQ(E, Ẑ) such that
fn ≡ fn,p (mod p) for every p ∈ Pn and fn ∈ Z(q)[x] for every q ∈ P \ Pn. Let
cn and cn,p denote the leading coefficients of fn and fn,p, respectively. Then,
for p ∈ Pn, vp(cn,p) < 0 and vp(cn − cn,p) > 0 implies vp(cn) = vp(cn,p) =
vp(In(Ep)) = vp(In(E)). Write cn =
a
b where (a, b) = 1. Consequently, for
every p ∈ Pn, vp(cn) = −vp(b) = vp(In(E)) and, for every q ∈ P \ Pn, vq(cn) =
vq(a) ≥ 0 . Let u, v ∈ Z be such that ua+ vb = 1 and consider the polynomial
gn = ufn+vx
n ∈ IntQ(E, Ẑ) with deg(gn) = n and leading coefficient
1
b . Finally,
by Lemma 4.1, since vp(
1
b ) = vp(In(E)) for all p ∈ P, the gn’s form a regular
basis of IntQ(E, Ẑ).
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The next remark explains why, finally, the ring IntQ(E, Ẑ) is not enough for
the purpose of writing any element of the Q-Banach space
∏
p∈P C(Ep,Qp) as
a sum of a series in the elements of a regular basis of IntQ(E, Ẑ) with integer
coefficients.
Remark 4.9. Assume that the Z-module IntQ(E, Ẑ) admits a regular basis
{fn}n≥0. Although, by Theorem 3.3, the Z-linear combinations of the fn’s may
uniformly approximate every element ϕ = (ϕp)p∈P of the ring
∏
p∈P C(Ep,Zp),
these Z-linear combinations
∑d
n=0 cnfn are not enough to allow us to write such
a ϕ as the sum of a series in the fn’s with coefficients in Z. The reason is that
the coefficients cn’s of the fn’s strongly depend on the neighborhood O chosen
for the approximation of ϕ : it follows from Theorem 1.4 that, for a decreasing
sequence of neighborhoods of 0 of the form Ol = p
l
0Zp0 ×
∏
p6=p0
Zp, the coeffi-
cients cn are uniquely determined by the component ϕp0 of ϕ. And, generally,
they are different for another component ϕp since the components of ϕ may be
chosen independently of each other. Thus, we will have to consider coefficients
in Af (Q) instead of Q and this leads to the next section.
5. Polynomials with adelic coefficients
Let us consider now polynomials g(x) with coefficients in Af (Q) :
g(x) =
n∑
k=0
γ
k
xk, where γ
k
= (γk,p)p∈P ∈ Af (Q).
As before, let pip be the canonical projection from Af (Q)[x] to Qp[x]. For a
polynomial g(x) in Af (Q)[x] we consider its components pip(g(x)) = gp(x) ∈
Qp[x], so that we have:
g = (gp)p∈P, where gp(x) =
n∑
k=0
γk,px
k with γk,p ∈ Qp (10)
corresponding to the containment Af (Q)[x] ⊂
∏
p∈PQp[x]. Note that the last
containment is strict, even if we consider the restricted product of the Qp[x]’s
with respect to the Zp[x]’s because of the degrees of the gp’s which are bounded:
for every g ∈ Af (Q)[x], deg(gp) ≤ deg(g) for all p.
Similarly to the case of Q[x], for g ∈ Af (Q)[x] and α ∈ Af (Q), we may
consider the value of g(x) at α :
g(α) =
n∑
k=0
γ
k
αk =
(
n∑
k=0
γk,pα
k
p
)
p∈P
= (gp(αp))p∈P .
Thus, every g ∈ Af (Q)[x] may be considered as a function from Af (Q) into
itself:
Af (Q)→Af (Q)
α = (αp)p∈P 7→g(α) = (gp(αp))p∈P
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and, analogously to the containment Q[x] ⊂ C(E,Af (Q)), we have the contain-
ment Af (Q)[x] ⊂ C(E,Af (Q)) for any subset E of Af (Q).
From now on, for simplicity, we will consider only compact subsets of Af (Q)
of the form E =
∏
p∈P Ep. Then, as for Q[x], we also have the following con-
tainment:
Af (Q)[x] ⊂
∏
p∈P
C(Ep,Qp) .
Indeed, let g = (gp)p∈P ∈ Af (Q)[x] and fix some p ∈ P. The fact that (g(α))p =
gp(αp) means that the value of the p-component gp(x) of g(x) at α depends
only on αp, that is, gp ∈ C(Ep,Qp). Putting together all these containments,
we obtain:
Q[x] ⊂ Af (Q)[x] ⊂ C(E,Af (Q)) ∩
∏
p∈P
C(Ep,Qp) ⊂ C(E,Af (Q)) , (11)
which shows in particular that the topological closure ofAf (Q)[x] in C(E,Af (Q))
with respect to the uniform convergence topology is equal to topological closure
of Q[x], namely, C(E,Af (Q)) ∩
∏
p∈P C(Ep,Qp) (Theorem 3.5).
Considering now polynomial functions with values in Ẑ instead of Af (Q)
(note that Af (Q) is equal to Q ⊗Z Ẑ , the localization of Ẑ at Z \ {0}), we are
led to introduce the following polynomial ring of integer-valued polynomials on
E =
∏
pEp :
IntAf (Q)(E, Ẑ) := {g ∈ Af (Q)[x] | g(E) ⊆ Ẑ} .
Clearly, by definition, for any g = (gp)p ∈ Af (Q)[x], where the gp’s are the
components of g as in (10), we have g ∈ IntAf (Q)(E, Ẑ) if and only if gp(Ep) ⊆
Zp, for each p ∈ P. Consequently, for every g = (gp)p ∈ IntAf (Q)(E, Ẑ), for all
but finitely many p ∈ P, gp ∈ Zp[x] and, for the other p, gp ∈ IntQp(Ep,Zp), in
other words, g belongs to the restricted product of the rings IntQp(Ep,Zp) with
respect to the subrings Zp[x]. Note that
IntAf (Q)(E, Ẑ) ∩Q[x] = IntQ(E, Ẑ).
By intersection with C(E, Ẑ), containments (11) lead to:
IntQ(E, Ẑ) ⊂ IntAf (Q)(E, Ẑ) ⊂
∏
p∈P
C(Ep,Zp) ⊂ C(E, Ẑ) .
Once again, in order to study IntAf (Q)(E, Ẑ), we introduce its characteristic
modules:
In,Af (E) = In,Af (Q)(E, Ẑ) := {lc(g) | g ∈ IntAf (Q)(E, Ẑ), deg(g) ≤ n} .
This is a sub-Z-module of Af (Q). It is easy to see that
pip(In,Af (E)) = In,Qp(Ep)
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where
In,Qp(Ep) := {lc(f) | f ∈ IntQp(Ep,Zp), deg(f) ≤ n} .
Indeed, if g ∈ IntAf (Q)(E, Ẑ) then, for every p ∈ P, gp ∈ IntQp(Ep,Zp), and
hence, pip(In,Af (E)) ⊆ In,Qp(Ep). Conversely, if c ∈ In,Qp(Ep), there exists
f ∈ IntQp(Ep,Zp) with leading coefficient c. Let g ∈ IntAf (Q)(E, Ẑ) be such
that gp = f and gq = 0 for all q 6= p, then pip(lc(g)) = c.
Recall that:
In(Ep) = {lc(f) | f ∈ IntQ(Ep,Zp), deg(f) ≤ n} ,
In(E) = {lc(g) | g ∈ IntQ(E, Ẑ), deg(g) ≤ n} .
We saw in Proposition 4.2 that
In(E)⊗Z Z(p) ∼= In(Ep)
and it is straightforward that (see (9))
In(Ep)⊗Z Zp ∼= In,Qp(Ep) .
The next proposition gives the link between IntAf (Q)(E, Ẑ) and IntQ(E, Ẑ) :
Theorem 5.1. For every E =
∏
p∈PEp ⊆ Af (Q), we have
IntAf (Q)(E, Ẑ)
∼= IntQ(E, Ẑ)⊗Z Ẑ .
In particular,
In,Af (E)
∼= In(E)⊗Z Ẑ, ∀n ≥ 0,
and if {fn}n∈N is a regular basis of the Z-module IntQ(E, Ẑ), then {fn}n∈N is a
regular basis of the Ẑ-module IntAf (Q)(E, Ẑ).
Proof. Let η : Q ⊗Z Ẑ ∼= Af (Q) be the canonical isomorphism of Ẑ-modules
characterized by η(r ⊗ 1) = j(r) = r1 where j denotes the embedding Q →
Af (Q) defined by (1). Then, η induces another canonical isomorphism of Ẑ-
modules η˜ : Q[x]⊗Z Ẑ ∼= Af (Q)[x], itself characterized by:
∀ g(x) =
d∑
n=0
cnx
n ∈ Q[x] , η˜(g(x) ⊗ 1) =
d∑
n=0
j(cn)x
n = 1 g(x) . (12)
With these identifications, we have the following containment IntQ(E, Ẑ)⊗Z Ẑ ⊆
Af (Q)[x] since Ẑ is a faithfully flat Z-module (see for instance [5, Chap. I, §. 3,
1. Exemples]). In fact, by formulas (2) and (12), it is clear that the evaluation
of any polynomial in IntQ(E, Ẑ)⊗Z Ẑ at any element of E is in Ẑ, so it follows
that IntQ(E, Ẑ)⊗Z Ẑ may be considered a subring of IntAf (Q)(E, Ẑ). Conversely,
let
g(x) = (gp(x)) =
d∑
n=0
γn,px
n
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be any element of IntAf (Q)(E, Ẑ). We have to show that g(x) can be written
as a finite linear combination of elements of IntQ(E, Ẑ) with coefficients in Ẑ.
There is a finite set P0 = {pi | i ∈ I} of primes such that gp ∈ Zp[x] for p /∈ P0,
and we know that, for p ∈ P0, gp ∈ IntQp(Ep,Zp). For 0 ≤ n ≤ d, we define
δn ∈ Ẑ by δn,p = γn,p for p /∈ P0 and δn,p = 0 for p ∈ P0. Since, for each p,
IntQp(Ep,Zp)
∼= IntQ(E, Ẑ) ⊗Z Zp (by (4) and (9)), there exists a finite set of
polynomials {hj | j ∈ J} ⊂ IntQ(E, Ẑ) such that, for p ∈ P0, we may write
gp(x) =
∑
j∈J εj,phj(x) where εj,p ∈ Zp. Now, for 0 ≤ i ≤ s, let νi = (νi,p) ∈ Ẑ
with νi,pi = 1 and νi,p = 0 for p 6= pi. Finally, we have:
g(x) =
d∑
n=0
δnx
n +
∑
j∈J
(∑
i∈I
νiεj,pi
)
hj(x) ,
which shows that g(x) is a finite linear combination of elements of IntQ(E, Ẑ)
with coefficients in Ẑ.
In this adelic framework, Lemma 4.1 becomes:
Lemma 5.2. A sequence {fn}n≥0 of elements of the Ẑ-module IntAf (Q)(E, Ẑ)
is a regular basis if and only if, for each n, the leading coefficient of fn generates
the Ẑ-module In,Af (E). In particular, IntAf (Q)(E, Ẑ) admits a regular basis if
and only if the In,Af (E)’s are cyclic Ẑ-modules.
Proposition 5.3. The Ẑ-module In,Af (E) is cyclic if and only if the Z-module
In(E) is cyclic.
Proof. It is clear that, if In(E) is cyclic, then In,Af (E) = In(E) ⊗Z Ẑ is also
cyclic. Conversely, if In,Af (E) = αẐ where α ∈ Af (Q) = Ẑ ⊗Z Q, then there
exists d ∈ Z \ {0} such that dα ∈ Ẑ, and hence, dIn(E) ⊆ Z.
It follows from Lemma 4.1, Lemma 5.2 and Proposition 5.3 that if the Ẑ-
module IntAf (Q)(E, Ẑ) has a regular basis then the Z-module IntQ(E, Ẑ) has a
regular basis.
Recall that, following Corollary 4.6, all the characteristic modules are cyclic
if and only if
1. #Ep is infinite for all p ∈ P,
2. for each n ∈ N, #(Ep (mod p)) > n for all but finitely many p ∈ P.
Assuming that these conditions are satisfied, we show now how we can con-
struct regular bases of the Ẑ-module IntAf (Q)(E, Ẑ). We first extend Bhargava’s
notion of p-ordering.
Definition 5.4. An adelic ordering of E is a sequence {αn}n≥0 of elements of
E such that both following conditions hold:
(a) ∀p ∈ P, ∀n ≥ 1, vp
(
pip
(∏n−1
k=0 (αn − αk)
))
= miny∈E
{
vp
(
pip
(∏n−1
k=0 (y − αk)
))}
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(b) ∀n ≥ 1, vp
(
pip
(∏n−1
k=0 (αn − αk)
))
= 0 for almost p ∈ P.
The first condition means that, for each p ∈ P, the sequence {αn,p} is a p-
ordering of Ep, while the second condition means that the product
∏n−1
k=0 (αn −
αk) is invertible in Af (Q). Since vp(pip(
∏n−1
k=0 (αn − αk))) = vp(
∏n−1
k=0 (αn,p −
αk,p)) which is the value of the p-sequence of Ep at n, condition b) above is
easily seen to be equivalent to condition (2) of Corollary 4.5.
Proposition 5.5. Let {αn}n≥0 be a sequence of elements of E such that, for
each p, the αn,p’s are distinct. Consider the associated polynomials:
g
0
= 1 and, for n ≥ 1, g
n
(x) =
n−1∏
k=0
x− αk
αn − αk
.
The following assertions are equivalent:
1. The sequence {αn}n≥0 is an adelic ordering of E.
2. The polynomials g
n
belong to IntAf (Q)(E, Ẑ).
3. The polynomials g
n
form a regular basis of the Ẑ-module IntAf (Q)(E, Ẑ).
4. For every polynomial g ∈ Af (Q)[x] of degree n,
g ∈ IntAf (Q)(E, Ẑ) ⇔ g(αk) ∈ Ẑ for 0 ≤ k ≤ n .
Proof. Let us prove first that (1)↔(2): the coefficients of the polynomials g
n
belong a priori to
∏
p∈PQp, to say that there are in Af (Q) is equivalent to the
second condition of Definition 5.4. Moreover, g
n
∈ IntAf (Q)(E, Ẑ) is equivalent
to:
for every p ∈ P, gn,p(x) =
∏n−1
k=0
x−αk,p
αn,p−αk,p
∈ IntQp(Ep,Zp),
which is known to be equivalent to the fact that the sequence {αn,p}n≥0 is a
p-ordering of Ep (cf. [2]), which is the first condition of Definition 5.4.
Clearly, (3)→(2). Conversely, assume that the g
k
’s are in IntAf (Q)(E, Ẑ).
Because of the degrees, every g ∈ IntAf (Q)(E, Ẑ) of degree ≤ n may be written
g(x) =
∑n
k=0 ckgk(x) with ck ∈ Af (Q). Since, for every k, gk(αh) = 0 for
0 ≤ h ≤ k−1 and g
k
(αk) = 1, it is easy to see by induction on k that g(αh) ∈ Ẑ
for 0 ≤ h ≤ k implies that the coefficients c0, . . . , ck belong to Ẑ. Indeed, the
coefficients ck may be computed recursively by:
ck = g(αk)−
k−1∑
h=0
chgh(αk) . (13)
Consequently, the g
k
’s form a Z-basis, so that (2)→(3).
Finally that (3)↔(4) follows easily from the previous proof of (2)→(3).
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Example 5.6. The sequence {n}n≥0 (where n = (np)p∈P and np = n for every
p) is an adelic ordering of Ẑ. Thus, the polynomials
(
x
n
)
form a regular basis
of IntAf (Q)(Ẑ) : every g ∈ IntAf (Q)(Ẑ) of degree n may be uniquely written as∑n
k=0 ck
(
x
k
)
where the ck’s are in Ẑ and satisfy:
ck = g(k)−
k−1∑
h=0
ch
(
k
h
)
∈ Ẑ .
6. Extension of Bhargava-Kedlaya’s theorem
Recall that, in Ẑ, a sequence {αn}n≥0 = {(αn,p)p∈P}n≥0 converges to α =
(αp)p∈P if and only if, for each p ∈ P, the sequence {αn,p}n≥0 converges to αp in
Zp. And, in C(E, Ẑ), a sequence {ϕn}n≥0 = {(ϕn,p)p∈P}n≥0 ∈
∏
p∈P C(Ep,Zp)
converges uniformly to ϕ = (ϕp)p∈P if and only if, for each p ∈ P, {ϕn,p}n≥0
converges uniformly to ϕp in C(Ep,Zp).
It follows from the previous section that Mahler’s result (Theorem 1.3) ex-
tends in the following way:
Proposition 6.1. Every ϕ ∈
∏
p∈P C(Zp,Zp) may be uniquely written as a
series in the
(
x
n
)
’s with coefficients in Ẑ :
ϕ(x) =
∞∑
n=0
cn
(
x
n
)
, where cn ∈ Ẑ, limn→+∞
cn = 0 .
Moreover,
ck = ϕ(k)−
k−1∑
h=0
ch
(
k
h
)
∈ Ẑ .
More generally and more precisely, we extend Bhargava-Kedlaya’s result
(Theorem 1.4):
Theorem 6.2. Assume that E =
∏
p∈PEp is a compact subset of Ẑ such that,
for each p ∈ P, Ep is infinite and, for each n ≥ 0, #(E (mod p)) > n for almost
all p ∈ P. Then:
1) There exists a sequence {αn}n≥0 which is an adelic ordering of E, and the
corresponding polynomials
g
n
(x) =
n−1∏
k=0
x− αk
αn − αk
form a basis of Ẑ-module IntAf (Q)(E, Ẑ).
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2) Every ϕ ∈
∏
p∈P C(Ep,Zp) may be uniquely written as a uniformly con-
vergent series in the g
n
’s with coefficients in Ẑ :
ϕ(x) =
∑
n≥0
cn gn(x) where cn ∈ Ẑ and limn→+∞
cn = 0 .
3) The cn’s satisfy the recursive formula:
cn = ϕ(αn)−
n−1∑
k=0
ck gk(αn) , (14)
and one has:
∀p ∈ P, inf
n≥0
vp(pip(cn)) = inf
y∈E
vp(pip(ϕ(y)) .
Proof. The first assertion follows from Corollary 4.6, Theorem 5.1, Proposition
5.3 and Proposition 5.5. The second assertion is then a straightforward conse-
quence of Theorem 1.4 since ϕ = (ϕp) ∈
∏
p C(Ep,Zp) and, if the gn’s form a
basis of the Ẑ-module IntAf (Q)(E, Ẑ) then, for every p ∈ P, the pip(gn)’s form
a basis of the Zp-module IntQp(Ep,Zp), by definition of adelic ordering. The
last assertions are consequences of formula (13), Theorem 1.4 and the fact that
since {αn}n≥0 is an adelic ordering of E then, for each p ∈ P, {pip(αn)}n≥0 is a
p-ordering of Ep = pip(E).
In fact, we can write the functions ϕ as sums of series of polynomials even
if these polynomials are not associated to an adelic ordering of E. It is enough
that they form a basis of the Ẑ-module IntAf (Q)(E, Ẑ). Moreover, thanks to
Lemma 2.2, we may consider functions ϕ defined on a compact subset of Af (Q)
and with values in Af (Q).
Theorem 6.3. Assume that E =
∏
p∈P Ep is a compact subset of Af (Q) such
that, for each p ∈ P, Ep is infinite and, for each n ≥ 0, #(E (mod p)) > n
for almost all p ∈ P. Then, there exist regular bases, in particular regular
bases formed by polynomials in Q[x], of the Ẑ-module IntAf (Q)(E, Ẑ). And, for
any regular basis {g
n
(x)}n≥0, every ϕ ∈ C(E,Af (Q)) ∩
∏
p∈P C(Ep,Qp) may be
uniquely written as a uniformly convergent series in the g
n
’s with coefficients
in Af (Q) :
ϕ(x) =
∑
n≥0
cn gn(x) where cn ∈ Af (Q) and limn→+∞
cn = 0 .
Moreover,
∀p ∈ P inf
n≥0
vp(pip(cn)) = inf
y∈E
vp(pip(ϕ(y)) .
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The existence of regular bases, in particular bases formed by polynomials in
Q[x], follows from Theorem 5.1 and Corollary 4.6. But, we have to take care
that, in general, the coefficients cn do not satisfy the recursive formula (14)
which implied easily the uniqueness of the coefficients in the previous theorem.
Nevertheless, the existence and the uniqueness of the coefficients are conse-
quences of an extension of Theorem 1.4: following [4, Theorem 2] or [7, Theorem
2.7], the bases associated to orderings may be replaced by any basis.
Be careful to also note that to say that limn→+∞ cn = 0 in Af (Q) means
not only that, for every p ∈ P, limn pip(cn) = 0 in Qp, but also that there exist
N such that cn ∈ Ẑ for n ≥ N . The fact that the series
∑
n cn gn(x) converges
uniformly in C(E, Ẑ) is an obvious consequence of both conditions satisfied by
the cn’s.
Remark 6.4. In Proposition 6.1, the functions of
∏
p∈P C(Zp,Zp) were expanded
as series in the binomial polynomials
(
x
n
)
. Note that these
(
x
n
)
’s form a regu-
lar basis of the Ẑ-module IntAf (Q)(Ẑ, Ẑ) which corresponds either to an adelic
ordering of Ẑ as in Theorem 6.2, or to polynomials in IntQ(Ẑ, Ẑ) as in Theo-
rem 6.3.
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