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[1] The fate of biologically available nitrogen (N) and carbon (C) in stream ecosystems is
controlled by the coupling of physical transport and biogeochemical reaction kinetics.
However, determining the relative role of physical and biogeochemical controls at different
temporal and spatial scales is difﬁcult. The hyporheic zone (HZ), where groundwater–
stream water mix, can be an important location controlling N and C transformations
because it creates strong gradients in both the physical and biogeochemical conditions that
control redox biogeochemistry. We evaluated the coupling of physical transport and
biogeochemical redox reactions by linking an advection, dispersion, and residence time
model with a multiple Monod kinetics model simulating the concentrations of oxygen (O2),
ammonium (NH4), nitrate (NO3), and dissolved organic carbon (DOC). We used global
Monte Carlo sensitivity analyses with a nondimensional form of the model to examine
coupled nitriﬁcation-denitriﬁcation dynamics across many scales of transport and reaction
conditions. Results demonstrated that the residence time of water in the HZ and the uptake
rate of O2 from either respiration and/or nitriﬁcation determined whether the HZ was a
source or a sink of NO3 to the stream. We further show that whether the HZ is a net NO3
source or net NO3 sink is determined by the ratio of the characteristic transport time to the
characteristic reaction time of O2 (i.e., the Damköhler number, DaO2), where HZs with
DaO2 < 1 will be net nitriﬁcation environments and HZs with DaO2   1 will be net
denitriﬁcation environments.  Our coupling of the hydrologic and biogeochemical
limitations of N transformations across different temporal and spatial scales within the HZ
allows us to explain the widely contrasting results of previous investigations of HZ N
dynamics which variously identify the HZ as either a net source or sink of NO3. Our model
results suggest that only estimates of residence times and O2 uptake rates are necessary to
predict this nitriﬁcation-denitriﬁcation threshold and, ultimately, whether a HZ will be
either a net source or sink of NO3.
Citation: Zarnetske, J. P., R. Haggerty, S. M. Wondzell, V. A. Bokil, and R. Gonza ´lez-Pinzo ´n (2012), Coupled transport and reaction
kinetics control the nitrate source-sink function of hyporheic zones, Water Resour. Res., 48, W11508, doi:10.1029/2012WR011894.
1. Introduction
1.1. Background
[2] Bioavailable forms of nitrogen (N), such as nitrate
(NO3), are necessary for aquatic ecosystem productivity,
and the availability of this reactive N often limits ecosys-
tem productivity [Jones and Holmes, 1996]. However,
human alterations to the global N budgets have more than
doubled the supply of reactive N over the last century which
in turn has caused increasingly negative impacts on water
quality and aquatic ecosystems (e.g., biodiversity loss [Sala
et al., 2000], water quality degradation [Smith, 2003], acceler-
ated global carbon and N cycling rates [Gruber and Galloway,
2008], and increased hypoxic events [Diaz and Rosenberg,
2008]). Streams are particularly important locations in the
landscape for the reactive N cycle, because they integrate
many N sources and control N export to downgradient sys-
tems via internal N source and sink processes (e.g., miner-
alization of organic forms of N and denitriﬁcation of NO3,
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the key factors controlling sources and sinks of reactive N
in stream ecosystems. Unfortunately, N transformations in
aquatic ecosystems are typically complex and couple multi-
ple N species in both space and time. Thus, it is difﬁcult to
predict if a particular component of an aquatic system will
function as a net source or sink, and over what critical tem-
poral and spatial scales it will function. In this study, we
focus on how and why stream–groundwater (hyporheic,
HZ) interactions are important for coupled N transforma-
tions in stream systems, and how they function as both a
source and a sink of NO3 to downgradient aquatic systems.
[3] HZs are locations in the streambed and adjacent sur-
ﬁcial aquifers where stream and groundwater mix. HZs are
known to be important locations for N transformations in
streams [e.g., Duff and Triska, 1990; Holmes et al., 1994]
because they contain strong hydrologic and biogeochemical
gradients [Jones and Holmes, 1996; Baker et al., 2000a].
These gradients lead to different redox conditions, which in
turn control the conditions under which many biogeochem-
ical reactions can occur [Hedin et al., 1998]. In particular,
redox conditions control where and when nitriﬁcation and
denitriﬁcation can occur. Both nitriﬁcation and respiratory
denitriﬁcation are facilitated by microbes. Nitriﬁcation repre-
sents the chemoautotrophic oxidation of NH4 to NO3 and
thus is a source of NO3 to aquatic ecosystems. Denitriﬁca-
tion, on the other hand, is the reduction of dissolved NO3 to
dinitrogen gas (N2), which can subsequently return to the
atmosphere (Table 1). Denitriﬁcation is a particularly impor-
tant N transformation in streams, because it represents the
one true sink of NO3 in aquatic ecosystems. Therefore, there
is much interest in identifying when and where denitriﬁca-
tion will be the dominant fate of NO3 versus when and where
NO3 production via nitriﬁcation will dominate in a system.
[4] There are both physical and biogeochemical conditions
of HZs that regulate N biogeochemistry. The physical factors
regulate the supply rate of solutes and include advection, dis-
persion, hydraulic conductivity, and ﬂow path length. These
physical conditions determine the solute ﬂux through the HZ
and the characteristic residence time distributions of the water
and solutes in the HZ. The biogeochemical factors are oxygen
(O2), labile dissolved organic carbon (DOC), dissolved or-
ganic nitrogen (DON), inorganic nitrogen (NH4 and NO3),
temperature, and pH. Most nitrifying microbes require O2 and
NH4, while denitriﬁers require anoxic conditions, a DOC
source to serve as an electron donor, and a supply of NO3 to
serve as an electron acceptor [Hedin et al., 1998; Baker et al.,
2000b]. In many systems, nitriﬁcation and denitriﬁcation are
tightly coupled because nitriﬁcation consumes O2 while pro-
ducing NO3, and both anoxic conditions and NO3 availability
will stimulate denitriﬁcation [e.g., Duff and Triska, 1990,
Holmes et al.,1 9 9 6;Sheibley et al., 2003] as long as there are
sources of labile DOC available [e.g., Sobczak et al.,2 0 0 3 ;
Zarnetske et al., 2011b]. Natural heterogeneity in streams
leads to unique combinations of both the physical and biogeo-
chemical conditions which in turn result in unique N source
and sink conditions. This heterogeneity makes it hard to iden-
tify a priori the function of an HZ, so it is important to identify
and account for the key components of the HZ N cycle.
[5] The meta-analysis by Seitzinger et al. [2006] and
recent experimental and modeling studies [e.g., Zarnetske
et al., 2011a; Marzadri et al., 2011; Bardini et al., 2012]
showed that net nitriﬁcation and denitriﬁcation are coupled
and related to residence time in the HZ, where net nitriﬁca-
tion dominates short residence times and net denitriﬁcation
dominates long residence times. There are also a growing
number of numerical modeling studies of groundwater–
surface water exchange that have focused on how the phys-
ical sediment and hydrodynamic conditions can regulate
NO3 ﬂux and transformations across two-dimensional (2-D)
HZ features (e.g., bed forms and meander bars). For exam-
ple, Cardenas et al. [2008] and Boano et al. [2010] showed
that varying these physical transport conditions can change
the biogeochemical zonation of where speciﬁc redox condi-
tions occur in the subsurface, including NO3 reduction.
Expanding on these modeling studies, Marzadri et al. [2011]
and Bardini et al., [2012] showed that varying only the phys-
ical transport can shift a streambed from net nitriﬁcation to
net denitriﬁcation system and that the hydrologic variability
may be more important than reaction substrate (DOC and
NO3) variability.
[6] Theoretically, linking NO3 dynamics to residence
time helps simplify some of the above-stated complexities
in the biogeochemical substrate limitations while offering
an explanation as to why previous ﬁeld studies of HZ NO3
dynamics showed inconsistent HZ functioning—as either a
source of NO3 via nitriﬁcation or a sink of NO3 via denitri-
ﬁcation. For example, Holmes et al. [1994] showed that
short residence time oxic HZ ﬂow paths within a desert N-
limited stream function as net nitriﬁcation systems, while
much longer residence time anoxic HZ ﬂow paths of a more
temperate N-rich river function as a net denitriﬁcation sys-
tem [Pinay et al., 2009]. Larger-scale synoptic sampling of
spatially diverse stream ecosystems also shows heterogene-
ity in whether the stream sediment functions as a net source
or sink of NO3 given catchment setting and land use type
[Inwood et al.,2 0 0 5 ;Arango and Tank, 2008]. Accounting
for the differences in residence time should collapse some of
the variability seen between these systems with respect
to HZ N source-sink processes [Seitzinger et al.,2 0 0 6 ,
Zarnetske et al., 2011a; Marzadri et al., 2011, Bardini et al.,
2012].
Table 1. Stoichiometry of Microbially Mediated Processes in the Reactive Transport Model
a
Reaction Processes General Stoichiometric Reaction Equation Free Energy G
0b (kJmol
 1)
Aerobic Respiration CH2O þ O2 ! CO2 þH2O  501
Nitriﬁcation O2 þ (1= 2)NHþ
4 ! (1= 2)NO 
3 þ H
þ þ (1= 2)H2O  181
Denitriﬁcation CH2O þ (4/5) NO 
3 þ (4/5) H
þ ! (7/5) H2O þ (2/5) N2 þ CO2  476
Microbial NHþ
4 Uptake
c 5CH2O þ HCO 
3 þ NHþ
4 ! C5H7NO2 þ 4H2O þ CO2
aAdapted from McCarty [1971], Stumm and Morgan [1981], and Hedin et al. [1998].
bAssumes 25 C and pH ¼ 7.
cCell synthesis (as C5H7NO2) with NHþ
4 as the N source.
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[7] Our goal is to construct a general but practical theoret-
ical framework to predict the NO3 source and sink potentials
of a given stream HZ. To do this we need to identify the fun-
damental subset of physical and biogeochemical factors con-
trolling N transformations in HZs (see section 1.1 for
factors). The theoretical studies discussed above clearly
illustrate that variability in the hydrologic kinetics play an
important role in determining the HZ function as a source or
sink of NO3. Field and laboratory studies show that N reac-
tion kinetics are controlled by the availability of terminal
electron donors (labile DOC) and acceptors (O2 and NO3)
and environmental factors such as temperature and pH. Rep-
resenting all of these hydrologic and reaction kinetics in nu-
merical models is possible; however, it is less feasible and
practical to do so when scaling HZ function across a river
system or making comparisons between several different
HZs. Clearly there is a need to develop a minimally parame-
terized, scalable model to make robust predictions about the
net source or sink function of HZs in streams.
[8] We hypothesize that the net source or sink function
of a HZ will be primarily a function of the characteristic
residence time scales of water and solute in the HZ and the
characteristic reaction (uptake) rate time scales of O2.I n
other words, the potential function of an HZ as a source or
sink of NO3 will be primarily controlled by the supply and
demand rates of O2, because O2 controls the redox condi-
tions which regulate where and when nitriﬁcation and deni-
triﬁcation occur [Seitzinger,1 9 8 8 ;Hedin et al., 1998].
Dissolved oxygen is critical to this hypothesis because it is
known that O2 availability in saturated sediment strongly
inhibits denitriﬁcation [e.g., Terry and Nelson,1 9 7 5 ;van
Kessel,1 9 7 7 ;Christensen et al., 1990], but when O2
becomes scarce, NO3 is thermodynamically favorable as the
terminal electron acceptor (Table 1 [Champ et al.,1 9 7 9 ;
Hedin et al., 1998]). Furthermore, we focus on the O2 uptake
(respiration) rate because it is regulated by the labile DOC
availability in the system, where low labile DOC availability
will limit O2 respiration rates [Pusch and Schwoerbel,1 9 9 4;
Baker et al., 2000b]. Oxygen uptake rate is also a function
of temperature and pH conditions [Stumm and Morgan,
1981; Hedin et al., 1998]. Therefore, O2 uptake rates sub-
sume some of the complex dynamics of labile DOC and
other physiochemical conditions in a system. Additionally,
the logistics of directly measuring or modeling water resi-
dence times and oxygen dynamics in HZ systems is easier
than that of NO3 and DOC (e.g., ﬁeld and experimental
tracer tests, groundwater ﬂow models, and O2 measurement
instruments). Consequently, we hypothesize that the Dam-
köhler number for O2, DaO2 (the ratio of O2 reaction rate
time scales to water residence time scales) in an HZ system
will be a good indicator of the potential for the HZ to func-
tion as a net nitriﬁcation or denitriﬁcation location in the
landscape. We deﬁne the Damköhler number for O2 as
DaO2 ¼     VO2; (1)
where VO2 is the oxygen reaction rate (T
 1),   is the water
residence time (T), and   ¼ L/v, L is the length of the ﬂow
path (L), and v is the mean advected water velocity (LT
 1).
[9] The Damköhler number is a useful concept for hydro-
chemical processes that are a function of both transport and
reaction rates, because it is a dimensionless number that
compares the role of reaction and transport processes within
and across systems [Boucher and Alves,1 9 5 9 ;Domenico
and Scwhartz,1 9 9 8 ;Ocampo et al.,2 0 0 6 ;Gu et al.,2 0 0 7 ;
Boano et al., 2010]. In particular, Ocampo et al. [2006] and
Gu et al. [2007] showed that this approach is useful in relat-
ing dynamic denitriﬁcation rates to transport rates in
groundwater environments. Similarly, the recent use of a
Lagrangian framework for modeling reactive transport and
redox conditions in river meander HZs showed that predic-
tions of NO3 reduction rates (as well as SO4,C O 2,a n dC H 4
reduction) can be made by relating HZ transport time scales
to reduction rate time scales [Boano et al., 2010]. However,
no previous study has attempted to use this scaling approach
to identify the net NO3 source and sink function, via net ni-
triﬁcation and denitriﬁcation, of HZs across variable trans-
port and reaction conditions. Therefore, we expand on our
DaO2 hypothesis to explore different conceptual HZ condi-
tions, including more complex biogeochemical reaction
kinetics, and the resulting HZ functioning as a net nitriﬁca-
tion or denitriﬁcation system. First we deﬁne the HZ func-
tion as a net source or sink by calculating the fraction
change in NO3 mass FN, between the initial NO3 concentra-
tions at the beginning Nin, and end of the HZ ﬂow path Nout:
FN ¼
Nout
Nin
: (2)
Thus, FN (0 < FN < 1), where a net denitrifying system
is (0 < FN < 1) and a net nitrifying system is (FN > 1).
Next we can relate the FN to the DaO2 of a system or ﬂow
path (Figure 1), such that we see the characteristic DaO2 of
Figure 1. A conceptual model showing how net nitriﬁca-
tion and net denitriﬁcation potential (FN) is a function of the
Damköhler number DaO2 (ratio of characteristic hydrologic
transport time scale to biological O2 uptake time scale). The
gray area represents the hypothesized FN domain for all com-
binations of hyporheic conditions controlling nitriﬁcation
and denitriﬁcation. The dashed line within the domain repre-
sents the conditions observed along hyporheic ﬂow paths of
an upland agricultural stream by Zarnetske et al. [2011a].
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system, and therefore the domains over which net nitriﬁca-
tion and denitriﬁcation occur. For example, net denitriﬁca-
tion will be inhibited at values of DaO2 < 1, because this
region of a system is where the physical supply rate time
scale of O2 (i.e.,   ¼ L/v) is smaller than the demand rate
time scale of O2 (i.e., VO2), and therefore will be oxic. This
DaO2 < 1 domain will promote nitriﬁcation if NH4 is present
in addition to inhibiting denitriﬁcation. A value of DaO2 ¼ 1
represents a critical point in the system when the physical
supply time scale is equal to the biological demand time
scale, and therefore represents the point in a system where
O2 is exhausted and anaerobic conditions will begin to inﬂu-
ence the biogeochemical processes. Lastly, all values of DaO2
> 1 represent points in a system where demand exceeds the
supply of O2, and therefore will be anaerobic and have the
potential to experience net denitriﬁcation if NO3 and labile
DOC are present.
1.3. Approach of Study
[10] We used a numerical one-dimensional, multispe-
cies, reactive N transport model to test the hypothesis and
conceptual model (section 1.2 and Figure 1). The model
was used to evaluate the coupling of physical transport
conditions (advection, dispersion, and residence time) and
biogeochemical redox conditions with modiﬁed Monod
kinetics for O2,N H 4,N O 3, and DOC. We used a dimen-
sionless form of the model to simulate O2,N H 4,N O 3,
and DOC concentrations proﬁles for different hyporheic
physical and biogeochemical conditions. Using this model
we are able to evaluate the broad biogeochemical parame-
ter space associated with substrate limitations on hypo-
rheic N transformations not included in previous studies,
while including the key physical transport parameters of
advection and dispersion that govern solute transport in
an HZs [Cardenas et al., 2008; Boano et al., 2010;
Zarnetske et al., 2011a; Marzadri et al., 2011; Bardini
et al., 2011].
[11] We used this model to conduct an extensive global
Monte Carlo sensitivity analysis of possible model parame-
ter combinations seen in the literature to evaluate the general
NO3 source-sink hypothesis and conceptual model shown in
Figure 1. These Monte Carlo simulations explore a broad
range of literature values and isolate the fundamental param-
eters governing the likelihood of simulating a net source or
sink system as deﬁned by the resulting values of FN.
2. Methods
2.1. Model Overview With Transport and Reaction
Kinetics
[12] The transport of reactive solutes along hyporheic
ﬂow paths was modeled with a one-dimensional advection-
dispersion model with multiple Monod biological reactions.
This general modeling approach, using both physical trans-
port and reaction kinetics, has been used to model reactive
NO3 reduction and transport in HZ environments [Sheibley
et al., 2003; Gu et al., 2007; Zarnetske, 2011]. The basic
form of the mathematical model is
@Ci
@t
¼ D
@2Ci
@x2   v
@Ci
@x
þ Ri; (3)
where Ci is the concentration of the ith solute (ML
 3), D is
the dispersion coefﬁcient (L
2T
 1), v is the mean advected
water velocity (LT
 1), and Ri is the biological reaction rate
term (ML
 3T
 1) representing the uptake kinetics of the ith
solute due to all biogeochemical processes. Dispersion is
assumed to be in the form D ¼  Lv, where  L is the
dispersivity.
[13] The modeled biological reactions are aerobic respi-
ration, nitriﬁcation, and denitriﬁcation (Table 1), and are
represented with multiple Monod kinetics in the transport
model. The processes of dissimilatory nitrate reduction to
ammonium (DNRA) and anaerobic ammonium oxidation
(ANAMMOX) can also affect the cycling of nitrate and
ammonium in stream sediments [Burgin and Hamilton,
2007], but were not modeled. DNRA was not included
because its inﬂuence on hyporheic inorganic N dynamics is
negligible compared to nitriﬁcation and denitriﬁcation
[Kelso et al., 1999; Puckett et al., 2008]. ANNOMOX was
not included because the role of ANNOMOX in producing
N2 via the chemoautotrophic oxidation of ammonium and
nitrites is probably negligible compared to the role of respi-
ratory denitriﬁcation in most freshwater systems [Burgin
and Hamilton, 2007].
[14] Monod kinetics represents a chain of enzymatically
mediated reactions with a limiting step described by
Michaelis-Menten kinetics. The reactions in this case can
be limited by multiple factors—substrates, electron accept-
ors, and nutrient availability. Multiple Monod kinetics are
preferred over other kinetic models (e.g., instantaneous or
zero- and ﬁrst-order kinetics), because the Monod model
does not assume that a biological reaction is instantaneous
and it can capture multiple-order (zero-, ﬁrst-, and mixed-
order) behavior of biological reactions [Bekins et al.,
1998]. The multiple Monod model was also selected
because it is not known a priori when and where a particu-
lar reaction is rate limited by substrate or nutrient availabil-
ity. Following the formulations presented by Molz et al.
[1986] and Gu et al. [2007], the multiple Monod kinetics
are modiﬁed to be governed by the concentration of substan-
ces linked with a reaction—the terminal electron donors and
acceptors associated with aerobic respiration, nitriﬁcation,
and denitriﬁcation. The general mathematical form of the
Monod model used in this study is
Ri ¼ VkXjI
CED
KED þ CED

CEA
KEA þ CEA

; (4)
where Ri is the total biological reaction for the ith solute
(O2,N H 4,N O 3, or DOC) due to the sum of different reac-
tion components acting on a common ith solute (ML
 3
T
 1), Vk is the maximum microbial process reaction rate
(T
 1) for the kth solute reaction contributing to Ri, where k
runs over O2,N H 4,N O 3, or DOC and can be different from
the ith solute, Xj is the biomass of the jth functional micro-
bial group (ML
 3) facilitating the different reaction compo-
nents of aerobic respiration (AR), nitriﬁcation (NIT),
biological uptake (UP), or denitriﬁcation (DN), I is a non-
competitive inhibition factor (–) used to represent inhibi-
tion of denitriﬁcation given O2 availability, CED and CEA
are the concentrations of the solutes involved in the reac-
tion (ML
 3), KED and KEA are the half-saturation constants
(ML
 3), and the subscripts ED and EA designate the
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tively. For example, using equation (4) the aerobic respira-
tion component of the O2 reaction R 
O2 is
R 
O2 ¼  VO2XAR
DOC
KDOC þ DOC

O2
KO2 þ O2

; (5)
where DOC and O2 are concentrations of dissolved organic
carbon and dissolved oxygen (ML
 3), VO2 is the O2 reaction
rate (T
 1), KDOC and KO2 are the half-saturation constants
for DOC and O2, respectively (ML
 3), and XAR is the bio-
mass of the aerobic respiration functional group (ML
 3).
[15] There are two N transforming reactions in the model
that are limited by the availability of O2 nitriﬁcation and
denitriﬁcation. Nitriﬁcation requires O2 and denitriﬁcation is
noncompetitively inhibited by O2. The noncompetitive inhi-
bition of denitriﬁcation arises from the fact that O2 is thermo-
dynamically advantageous over NO3 as an electron acceptor
[Stumm and Morgan,1 9 8 1;Hedin et al., 1998]. Therefore, a
noncompetitive uptake inhibition model is included in the
transport model. Segel [1975] provides a general mathemati-
cal form for modeling uptake inhibition for denitriﬁcation
I (–) for a noncompetitive situation such as the inhibition of
denitriﬁcation by O2. The general form is
I ¼
KI
KI þ O2
; (6)
where KI is the inhibition constant for the denitriﬁcation
reaction (ML
 3). Upon inspection of equation (5), it is seen
that when O2   KI there is negligible inhibition (I   1)
and when O2   KI inhibition is important (I   0). There-
fore, the denitriﬁcation component of the NO3 reaction
R 
NO3 is
R 
NO3 ¼  VNO3XDNI
DOC
KDOC þ DOC

NO3
KNO3 þ NO3

; (7)
where NO3 is the concentration of dissolved nitrate (ML
 3),
VNO3 is the denitriﬁcation rate (T
 1), KNO3 is the half-satura-
tion constant for NO3 (ML
 3), and XDN is the biomass of the
denitriﬁers (ML
 3).
[16] We account for the cumulative effects of multiple
microbial functional groups acting on a single solute with a
speciﬁc effective uptake rate for the processes acting on O2
and NH4,w h e r eVO2 characterizes the effects of O2 uptake
during aerobic respiration and nitriﬁcation and VNH4 charac-
terizes the effects of NH4 uptake by nitriﬁcation and micro-
bial assimilation. We assume that bioenergenic relationships
based on thermodynamics can be used to partition the VO2
and VNH4 uptake between O2 demand (RO2) via aerobic respi-
ration and nitriﬁcation reaction components, and NH4
demand (RNH4) via nitriﬁcation and biological uptake for cell
synthesis reaction components (Table 1). Bioenergenics is a
useful approach to reducing the complexity of modeling mi-
crobial stoichiometry associated oxidation, reduction, and
microbial assimilation via cell synthesis processes repre-
sented in this study [McCarthy,1 9 7 1 ;Heijnen and Van
Dijken,1 9 9 2 ;Xiao and Van Briesen,2 0 0 5 ;Hedin et al.,
1998; Heijnen, 2010]. The partition coefﬁcient for O2
demand processes yO2 (–) was calculated based on the known
free energy yield G
0 (kJmol
 1), between the two compet-
ing processes of aerobic respiration G0
AR, and nitriﬁcation
G0
NIT in Table 1, such that
yO2 ¼
G0
AR
G0
AR þ G0
NIT
: (8)
Therefore, the remaining solute available for the secondary,
less energetically preferential, uptake reaction is 1   yO2,
assuming the aerobic respiration and nitriﬁcation are the
dominant removal pathways for O2. The NH4 partition
coefﬁcient yNH4, on the other hand, is based upon the bioen-
ergenics and bacterial growth efﬁciencies, because cell syn-
thesis requires the use of free energy produced via
respiration pathways. In this case, the NH4 demand for cell
synthesis was approximated by the energy efﬁciency of
hetero- and autotrophic bacteria that utilize NH4 as the N
source [McCarty, 1971; Heijnen, 2010]. This energy efﬁ-
ciency for NH4 utilization for cell synthesis is typically set
as 60% of available free energy generated from the respira-
tory pathways [McCarty, 1971; Rittmann and McCarty,
2001; Xiao and Van Briesen, 2005]. Thus, based upon this
energy efﬁciency, we set yNH4 equal to 0.4, such that 1  
yNH4 of NH4 in the system is used for cell synthesis
demands (i.e., 40% of NH4 is left available for nitriﬁca-
tion). Inserting yO2 and yNH4 and the speciﬁed electron
acceptors and donors for aerobic respiration, nitriﬁcation,
and biological uptake reaction components into equation
(4) yields
RO2 ¼  VO2yO2 XAR
DOC
KDOC þ DOC

O2
KO2 þ O2

  VO2ð1   yO2ÞXNIT
NH4
KNH4 þ NH4

O2
KO2 þ O2

;
(9)
RNH4 ¼  VNH4yNH4 XNIT
NH4
KNH4 þ NH4

O2
KO2 þ O2

  VNH4ð1   yNH4ÞXUP
NH4
KNH4 þ NH4

DOC
KDOC þ DOC

;
(10)
where, NH4 is concentrations of ammonium (ML
 3), KNH4
is the half-saturation constants for NH4 (ML
 3), and the
biomass X for each microbial functional groups are denoted
by the subscripts NIT and UP for nitriﬁcation and biologi-
cal uptake reaction components, respectively (ML
 3). The
RNO3 can now be represented as the sum of NO3 produced
via the nitriﬁcation component in equation (10) and the
NO3 removed via the denitriﬁcation component show in
equation (7), such that
RNO3 ¼ VNH4yNH4 XNIT
NH4
KNH4 þ NH4

O2
KO2 þ O2

  VNH3 XDNI
DOC
KDOC þ DOC

NO3
KNO3 þ NO3

:
(11)
[17] Using effective uptake rates for O2 and NH4 sub-
stantially reduced the Monod kinetic parameter space.
Larger parameter space would decreases efﬁcacy making
more difﬁcult the sensitivity analyses to identify key
W11508 ZARNETSKE ET AL.: HYPORHEIC N SOURCE-SINK CONTROLS W11508
5o f1 5kinetic parameters controlling net HZ nitriﬁcation and
denitriﬁcation, which is a primary goal of this study.
Reduced parameter space also allows us to represent the
effective O2 demand of aerobic respiration and nitriﬁcation
and effective NH4 demand of nitriﬁcation and microbial
uptake as a function of O2 and NH4 availability. This
approach is similar to the O2 uptake rate used by Marzadri
et al. [2011] that assumed total O2 uptake rate equals the
sum of aerobic respiration and nitriﬁcation rates. Unlike
Marzadri et al. [2011], our approach does not assume that
DOC or N substrates (i.e., KEA and KED in equation (4)) are
unlimited, which is important when considering large
ranges in potential HZ DOC and N substrate conditions
seen between semipristine and heavily polluted streams.
[18] Labile DOC is consumed during aerobic respiration,
denitriﬁcation, and biological assimilation through cell syn-
thesis (shown as CH2O in Table 1). There are two possible
sources of DOC in the model: (1) advected into the HZ with
the O2,N H 4,a n dN O 3, or (2) generated in situ via dissolu-
tion of particulate organic carbon (POC) located within the
HZ sediment. Previous hyporheic studies have shown that
POC can be advected into the HZ pore space [Marmonier
et al., 1995] or entrapped during ﬂood events that mobilize
the streambed [Metzler and Smock, 1990]. Furthermore,
recent studies [Gu et al.,2 0 0 7 ;Peyrard et al.,2 0 1 1 ;
Zarnetske et al., 2011b] showed that in situ sources of DOC
are necessary to explain observed denitriﬁcation rates in sys-
tems where DOC can be limiting (i.e., advection supplied
DOC was inadequate to fuel the observed denitriﬁcation).
Groundwater studies have shown that in situ POC sources,
such as buried organic matter, release DOC as a kinetic pro-
cess [Robertson and Cherry, 1995]. Therefore, the genera-
tion of DOC in situ was done with a POC kinetic dissolution
model [e.g., Jardine et al.,1 9 9 2 ;MacQuarrie et al., 2001;
Gu et al., 2007]:
dPOC
dt
¼  ðkdDOC   POCÞ; (12)
where POC is the homogeneously distributed POC mass in
the sediment (MM 1
sediment),   is a ﬁrst-order mass transfer
coefﬁcient (T
 1), and kd is a linear distribution coefﬁcient
for the HZ sediment (L
3M 1
sediment). Therefore, the total DOC
reaction RDOC in the model is the sum of DOC produced in
equation (12) and the DOC consumed by the aerobic
respiration component, denitriﬁcation component, and biolog-
ical assimilation through cell synthesis component, such that
RDOC ¼  ðkdDOC   POCÞ
  VO2yO2 XAR
DOC
KDOC þ DOC

O2
KO2 þ O2

  VNH4ð1   yNH4ÞXUP
NH4
KNH4 þ NH4

DOC
KDOC þ DOC

  VNO3 XDNI
DOC
KDOC þ DOC

NO3
KNO3 þ NO3

:
(13)
2.1.1. Governing Equations
[19] The overall coupled nitriﬁcation and denitriﬁcation
dynamics and one-dimensional (1-D) reactive solute transport
modeled in this study are described by ﬁve coupled equa-
tions, one for each dissolved species (O2,N H 4,N O 3,D O C )
and one for the dissolution of POC. The governing equations
of the model are
Dissolved Oxygen
@O2
@t
¼ D
@2O2
@x2   v
@O2
@x
  VO2yO2 XAR
DOC
KDOC þ DOC

O2
KO2 þ O2

  VO2ð1   yO2ÞXNIT
NH4
KNH4 þ NH4

O2
KO2 þ O2

:
(14)
Ammonium
@NH4
@t
¼ D
@2NH4
@x2   v
@NH4
@x
  VNH4yNH4 XNIT
NH4
KNH4 þ NH4

O2
KO2 þ O2

  VNH4ð1   yNH4ÞXUP
NH4
KNH4 þ NH4

DOC
KDOC þ DOC

:
(15)
Nitrate
@NH3
@t
¼ D
@2NH3
@x2   v
@NH3
@x
þ VNH4yNH4 XNIT
NH4
KNH4 þ NH4

O2
KO2 þ O2

  VNH3XDNI
DOC
KDOC þ DOC

NO3
KNO3 þ NO3

:
(16)
Dissolved Organic Carbon
@DOC
@t
¼ D
@2DOC
@x2   v
@DOC
@x
þ  ðkdDOC   POCÞ
  VO2yO2 XAR
DOC
KDOC þ DOC

O2
KO2 þ O2

  VNH4ð1   yNH4ÞXUP
NH4
KNH4 þ NH4

DOC
KDOC þ DOC

  VNO3 XDNI
DOC
KDOC þ DOC

NO3
KNO3 þ NO3

:
(17)
Particulate Organic Carbon
dPOC
dt
¼  ðkdDOC   POCÞ: (18)
All parameters have been deﬁned previously, but also see
the Notation section. Finally, we used a nondimensional
form of the model equations to examine the role of rate-
limiting processes across different hyporheic conditions
and between systems [Gu et al., 2007].
[20] The key assumptions used in deriving the transport
and reaction terms in the model can be summarized as fol-
lows: (1) Dispersivity scales with the length of the system
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with L in groundwater systems [Neumann, 1990; Gelhar
et al., 1992];  L was ﬁxed because it does not signiﬁcantly
inﬂuence the outcomes of steady state transport and because
each additional parameter in Monte Carlo analyses increases
the computational demands exponentially. (2) Multiple
Monod kinetics is appropriate at the scale of a hyporheic
zone. (3) Biomass growth and transport are negligible
[Bekins et. al., 1998]. (4) The dissolution of POC and the
resorption of DOC are described by reversible ﬁrst-order
kinetics [Jardine et al., 1992]. (5) All DOC is labile and bio-
available. (6) We use NH4 to represent the end product of
mineralized DON sources, and do not have a NH4 source
term. We do not include DON as a source term or state vari-
able because there are many poorly deﬁned intermediary
reactions and pathways between DON and NH4. However, it
is well documented that NH4 is readily converted to NO3 in
a single process—nitriﬁcation, so we represent the NH4 as
the direct source term for NO3. We set the inﬂuent NH4,O 2,
NO3, and DOC concentration to the concentrations observed
in the stream during the Zarnetske et al. [2011a] study
because those conditions exist in a known coupled nitriﬁca-
tion-denitriﬁcation system. (7) Retardation due to sorption is
negligible because we will solve the model at steady state.
Retardation of these solutes can occur due to sorption proc-
esses in stream sediment and riparian systems [Triska et al.,
1994], and could be important in a transient model. (8) VO2
and VNH4 are speciﬁc rate coefﬁcients that represent the cu-
mulative effects of multiple microbial functional groups act-
ing on a common solute. We assume that thermodynamic
relationships can be used to represent the partitioning of O2
and NH4 uptake demand between aerobic respiration and ni-
triﬁcation and NH4 demand via nitriﬁcation and biological
uptake. The use of one effective reaction rate scaled by a
partitioning coefﬁcient for two metabolically mediated proc-
esses assumes that the different functional groups have the
same reaction potential. This may not be appropriate for
studies focused speciﬁcally on the nitriﬁcation pathway.
2.1.2. Numerical Solution and Model Conditions
[21] A second-order centered ﬁnite difference approxi-
mation was used to discretize the spatial derivatives in the
steady state model for ﬁrst- and second-order spatial deriv-
atives. We let U represent a state variable in the model
(e.g., U ¼ O2) and develop the general steady state form of
the model. This general form is
@U
@t
¼ 0 ¼
@2U
@x2  
@U
dx
  RðUÞ; (19)
Uð0Þ¼Uo ðinletboundaryconditionÞ;
@U
@x
  
x¼1
¼ 0ðoutletboundaryconditionÞ;
where R(U) is the multiple Monod kinetic operator which
is evaluated explicitly at the old values. A Dirichlet-type
condition is used at the inlet of the model domain and a
Neumann-type boundary condition at the outlet which is
also estimated by a second-order approximation. For fur-
ther details see Zarnetske [2011].
[22] Boundary and initial conditions were selected based
upon the stream and hyporheic conditions observed by
Zarnetske et al. [2011a]. The Dirichlet-type boundary con-
dition of a speciﬁed concentration was used to represent the
stream sourced solutes entering the model domain (i.e.,
head of lateral hyporheic ﬂow paths). A Neumann-type
boundary condition was used to represent advective trans-
port of solutes out of the model domain (i.e., tail of lateral
hyporheic ﬂow paths). Using the Neumann-type boundary
conditions assumes that the rate at which solute mass exits
the ﬂow path via dispersion is negligible and can be ignored
in the model.
2.2. Hyporheic NO3 Source-Sink Sensitivity Analysis
[23] We used a global Monte Carlo regional sensitivity
analysis (RSA) to evaluate which model parameters were
most important in controlling whether the hyporheic system
generated a net increase (source) or decrease (sink) of NO3
along a ﬂow path. Thus, we deﬁned the fractional change
of NO3 in the system, FN (equation (2)) as a pseudo objec-
tive function for this RSA. We included 10 reaction param-
eters plus the mean advection water velocity v, so that
residence time (  ¼ L/v) can be evaluated (Table 2). Note
that we did not include the biomass of the functional micro-
bial groups facilitating the reactions (X) in the sensitivity
analysis because they are implicitly included as lumped pa-
rameter in the model—it is a product with their respective
microbial process reaction rates Vk [Gu et al., 2007]. Con-
sequently, the biomass values for XAR, XNIT, and XDN were
set as constants and equal to inﬂuent O2,N H 4, and NO3 for
the global sensitivity analyses.
[24] The speciﬁc steps of the RSA used in this study are
summarized below [for more detail see Hornberger and
Spear, 1981; Hornberger et al., 1985; Wagener and
Kollat, 2007]. (1) Parameters from the model were selected
for inclusion in the RSA (Table 2). (2) Literature values
were used to identify the range of each parameter in the
RSA (Table 2). (3) A uniform distribution bounded by the
literature values was created for each parameter. (4) A se-
ries of Monte Carlo simulations were run (n   10,000),
where each simulation involves randomly sampling and re-
cording a set of parameters from their uniform distribu-
tions. (5) For each simulation the FN is calculated and
recorded. (6) The sampled parameter sets for the simula-
tions were then systematically partitioned into groups based
upon their FN behavior, i.e., parameter sets that produced ei-
ther a source (FN > 1) or sink (FN < 1) of NO3. We applied
the Freer et al. [1996] RSA methodology within the Monte
Carlo analysis toolbox (MCAT, Wagener and Kollat
[2007]) to divide the parameter populations into 10 bins of
equal size according to their FN value. (7) The cumulative
distributions of each binned parameter set were generated.
The separation between these distributions of the source and
sink curves indicate a difference in the properties of the N
source and sink parameter values. For example, a large sep-
aration between distributions demonstrates that a parameter
is sensitive because its value is strongly correlated with the
model outcome. (8) The separation between the distribution
curves of a parameter was quantiﬁed by using the Kolmo-
gorov-Smirnov two-sample test [Kottegoda and Rosso,
1997]. The Kolmogorov-Smirnov two-sample test yields
the maximum distance between the distributions FN,
where the FN ranges between 0 and 1 and a FN close to
0 indicates an insensitive parameter. (9) The FN for each
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other parameters in the sensitivity analysis with the most
sensitive parameters having the largest FN and the least
sensitive parameters having the smallest FN.
3. Results
3.1. Model Evaluation
[25] Prior to using the model to evaluate the hyporheic
controls on the production (source) or removal (sink) of
NO3, the model was assessed with observation data from an
instrumented paraﬂuvial hyporheic zone in Drift Creek—an
upland agricultural stream where both nitriﬁcation and deni-
triﬁcation are known to occur [Zarnetske et al., 2011a]. The
calibrated Drift Creek model was able to capture the dy-
namics of concentration proﬁles of all state-variables
(O2,N H 4,N O 3, and DOC) along the observed hyporheic
ﬂow paths (Figure 2; Table 2). The coupling of nitriﬁcation
and denitriﬁcation in the model effectively simulated the
nonlinear NO3 concentration proﬁles. The observed DOC
Table 2. Model Parameters and Parameter Ranges Used in the Sensitivity Analyzes of This Study, Including Literature Sources
a
Parameter Units Drift Creek Model
FN Sensitivity
Analysis Values Source
Physical Parameters
L cm 500 500 24
v cm h
 1 17.1 0.01–100 24
D cm
2 h
 1 0.02Lv 0.02Lv 25, 26
Reaction Parameters
VO2 h
 1 1.97 0.1–10.0 16, 21, 22, 23, 24
VNH4 h
 1 1.08 0.36–4.2 18, 20, 21, 22
VNO3 h
 1 3.98 0.26–10 3, 11, 15, 17, 18, 20, 21, 22
KO2 mg L
 1 5.28 0.2–5.8 5, 8, 14, 16, 17, 19, 20, 21, 22, 23
KDOC mg L
 1 8.68 1.0–10.0 5, 8, 14, 17, 21, 22
KNH4 mg L
 1 0.43 0.1–1.1 1, 2, 7, 9, 13, 21
KNO3 mg L
 1 1.64 0.21–3.1 3, 5, 8, 11, 14, 15, 17, 21, 22
KI mg L
 1 0.24 0.2–1.0 4, 5, 6, 8, 14, 17, 21, 22
  h
 1 2.0   10
 4 1   10
 5–1   10
 3 10, 17, 22
kd L
3 kg
 1 50 5.0–100 12, 17, 22
yO2 – 0.64 0.64 27, 28, 29, 30
yNH4 – 0. 40 0. 40 30, 31, 32, 33
aLiterature sources: 1. Knowles et al. [1965], 2. McLaren [1970], 3. Messer and Brezonik [1984], 4. Tiedje [1988], 5. Kindred and Celia [1989],
6. Christensen and Tiedje [1988], 7. Gee et al. [1990], 8. Chen et al. [1992], 9. Drtil et al. [1993], 10. Jardine et al. [1992], 11. Schipper et al. [1993],
12. Robertson and Cherry [1995], 13. Stark [1996], 14. Doussan et al. [1997], 15. Maag et al. [1997], 16. Chen et al. [1999], 17. MacQuarrie et al.
[2001], 18. Sheibley et al. [2003], 19. Robson and Hamilton [2004], 20. Romero et al. [2004], 21. Hedin et al. [1998], 22. Gu et al. [2007], 23. Higashino
et al. [2008], 24. Zarnetske et al. [2011a], 25. Neuman [1990], 26. Gelhar et al. [1992], 27. Champ et al., 1979, 28. Stumm and Morgan, 1981, 29. Hedin
et al., 1998, 30. Heijnen, 2010, 31. McCarty, 1971, 32. Rittmann and McCarty, 2001, 33. Xiao and Van Briesen, 2005.
Figure 2. Observed (open circles) concentrations from a paraﬂuvial hyporheic zone by Zarnetske et al.
[2011a] versus the best-ﬁt model simulations (solid lines). The NSE for the optimal simulations
presented is 0.90.
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dissolution model when coupled with the advected DOC
sources. Details of the evaluation conditions and parameter
estimation procedures are presented by Zarnetske [2011].
Overall, the best model ﬁt was based upon simultaneously
optimizing a Nash-Sutcliffe efﬁciency objective function
NSE on all four state variables yielding a mean NSE, NSE
of 0.90, where NSE ¼ 1 is a perfect model ﬁt to the
observed data [Nash and Sutcliffe, 1970].
3.2. Hyporheic NO3 Source-Sink Analysis
[26] The model generated a suite of NO3 source and sink
simulations based on randomly selected hyporheic parame-
ter sets. The subsequent global FN based sensitivity analy-
sis of these simulations showed that the effective uptake
rate of O2 and the advection rate were the two most inﬂuen-
tial parameters on the fate of inorganic N (i.e., the FN
for v ¼ 0.68, and VO2 ¼ 0.55; Table 3). The denitriﬁcation
and nitriﬁcation reaction rates were also inﬂuential com-
pared to the half-saturation constants and DOC supply pa-
rameters (i.e., the FN for VNH4 ¼ 0.46 and VNO3 ¼ 0.43).
[27] A set of Monte Carlo simulations conditioned on the
inﬂuent stream solute concentrations observed in the HZ of
a lateral gravel bar in Drift Creek, OR, USA (O2 ¼ 8.31
mg L
 1,N H 4 ¼ 0.11 mg L
 1,N O 3 ¼ 0.32 mg L
 1, and
DOC ¼ 3.01 mg L
 1 [Zarnetske et al., 2011a]) were con-
ducted for the two most sensitive hyporheic parameters—
physical advection rate v, and the biological O2 uptake rate
VO2. More speciﬁcally, these Monte Carlo simulations were
sampled across the reported literature range for VO2 while
the range for v was selected to generate a range of residence
times (  ¼ 0–1000 h). The other transport and reaction pa-
rameters were ﬁxed at calibrated values [Zarnetske,2 0 1 1 ] .
This resulting FN response surface shows the range of possi-
ble combinations of NO3 source-sink dynamics for the hypo-
rheic parameters of VO2 and   (Figure 3) in Drift Creek. The
FN response illustrates that net nitriﬁcation can persist along
ﬂow paths when VO2 is less than 1.05 h
 1. Conversely, net
denitriﬁcation dominates most of the parameter space. The
maximum net denitriﬁcation consistently occurs when the
largest   and VO2 values are combined in the model.
[28] An additional set of more general stochastic Monte
Carlo simulations with the nondimensional form of the
model allowed us to evaluate a larger range of possible
hyporheic conditions affecting NO3 dynamics in streams.
These simulations were again conditioned on inﬂuent solute
conditions observed in Zarnetske et al. [2011a], but 11
physical and biogeochemical parameters were sampled
across the reported literature ranges. These simulations
yielded a wide range of net nitriﬁcation and net denitriﬁca-
tion occurring along hyporheic ﬂow paths. Some 82% of the
10,000 simulations resulted in net denitriﬁcation (FN < 1)
while only 18% resulted in net nitriﬁcation (FN > 1).
The resulting FN for all 10,000 calculated DaO2 values
(Figure 4) shows dynamics similar to our hypothesis for
hyporheic N dynamics (Figure 1), except that the initial
NH4 mass entering the hyporheic system limited the amount
of potential nitriﬁcation at DaO2 values less than 1, and the
onset of denitriﬁcation was at DaO2 values greater than 1.
This shift in DaO2 values for denitriﬁcation is associated with
the additional residence time needed for denitriﬁcation to
reduce the NO3 generated via nitriﬁcation at earlier residence
times. Still, the fraction of net nitriﬁcation (FN > 1) outcomes
to net denitriﬁcation (FN < 1) outcomes occurring beyond
calculated DaO2 values shows a threshold with the fraction
of FN > 1 outcomes decreasing rapidly at DaO2 ¼ 1a n d
continuing to decrease with larger DaO2 values (Figure 5).
4. Discussion
4.1. Transport and Reaction Kinetics Control N
Source-Sink Dynamics
[29] The numerical simulations show that Damköhler
number for dissolved O2, the ratio of the characteristic
Table 3. Hyporheic Nitriﬁcation-Denitriﬁcation Parameter Sensi-
tivity Ranking Based Upon the Regional Sensitivity Analysis
(RSA) With the Objective Function of FN, the N Fractional
Change (i.e., NO3 Production or Removal)
a
Parameter
Sensitivity
Rank FN
v 1 0.68
VO2 2 0.55
VNH4 4 0.46
VNO3 3 0.43
KNH4 9 0.37
KNO3 6 0.35
KDOC 5 0.29
  7 0.25
kd 8 0.22
KI 10 0.15
KO2 11 0.12
aThe FN represents the parameter sensitivity as determined by the sta-
tistical Kolmogorov-Smirnov test of the RSA results.
Figure 3. The FN response surface of the Drift Creek
hyporheic zone for varying oxygen uptake rate VO2, and resi-
dence time  , showing the net nitriﬁcation domain (FN > 1)
in blue and net denitriﬁcation domain (FN < 1) in red. The
white box on the FN response surface shows the observed
parameter domain measured during a 2007 ﬁeld investiga-
tions of the hyporheic zone by Zarnetske et al. [2011a],
which observed coupled nitriﬁcation and denitriﬁcation
across hyporheic residence times. Similarly, the gray box
shows conditions during a 2008 ﬁeld investigation when O2
uptake and denitriﬁcation were more limited by labile DOC
supply [Zarnetske et al., 2011b].
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useful framework from which to estimate the net nitriﬁca-
tion or denitriﬁcation potential of hyporheic zones. The
effectiveness of combining the transport conditions with
the O2 uptake conditions to predict NO3 source and sink
processes in this study is not surprising. From a physical
transport perspective, our ﬁndings show that the transport
rate and residence time (i.e., the solute supply time scales)
are the most important factors in determining the fate of
NO3. This ﬁnding is in agreement with previous observa-
tion and modeling studies of reactive NO3 transport in HZs
[e.g., Gu et al., 2007; Cardenas et al., 2008; Boano et al.,
2010; Marzadri et al., 2011, Zarnetske et al., 2011a;
Bardini et al., 2012]. This strong and consistent relation-
ship between the fate of NO3 and residence time suggests
that the approach of using a Lagrangian framework [Boano
et al., 2010; Marzadri et al., 2011] should be pursued in
future models of groundwater–surface water NO3 dynam-
ics. From a biogeochemical and thermodynamic perspec-
tive this study shows that DaO2 can serve as a proxy for
deﬁning NO3 source and sink systems, because the micro-
bial redox reaction energy released during the respiration
of NO3 is second only to O2 in microbial respiration proc-
esses (free energy: aerobic respiration ¼ 501 kJ and deni-
triﬁcation ¼ 476 kJ [Hedin et al., 1998]). Therefore, the
use of O2 dynamics as a ﬁrst-order approximation of the
onset of denitriﬁcation is theoretically justiﬁed and may
make spatiotemporal comparisons of N source-sink dynam-
ics more feasible (see section 4.2). However, while the use
of DaO2 to predict other redox reactions maybe possible, it
becomes less certain because the thermodynamic advantage
of microbes to utilize other terminal electron acceptors,
such as Mn(IV), Fe(III), SO4, is much less than O2.
4.1.1. Nitrification and Denitrification Dynamics and
Limitations
[30] Net nitriﬁcation will be reaction rate limited along
hyporheic ﬂow paths with DaO2 < 1 because O2 is present.
The reaction rate may be limited by other factors such as
the number of reaction sites available, the amount of NH4
available, the temperature, or pH. At DaO2 > 1 nitriﬁcation
will become limited by the availability of O2, because the
supply rate of O2 is less than biological demand. Figure 1
shows that net nitriﬁcation can occur over the entire DaO2
domain if the right combination of reaction substrate is
available. For example, a ﬂow path with maximum nitriﬁca-
tion would contain: (1) a large source O2, (2) a large source
of DON to mineralize into NH4, (3) a small concentration
of NO3 such that denitriﬁer communities may not be readily
recruited to the system, and (4) a small concentration of la-
bile DOC such that aerobic respiration of O2 would be lim-
ited, leaving more O2 for nitriﬁcation.
[31] Net denitriﬁcation will be transport limited along
hyporheic ﬂow paths with DaO2 < 1 because denitriﬁcation
will be inhibited by the physical supply of O2.F o rDaO2 < 1
the bulk of the water will be oxic and have the potential
to fuel nitriﬁcation. In this DaO2 < 1 domain, denitriﬁcation
would be restricted to microsites where anaerobic conditions
can develop [Holmes et al.,1 9 9 6 ;Zarnetske et al., 2011a],
however, the net effect of denitriﬁcation in this DaO2 domain
will be limited. Conversely, at points in a system where
DaO2 > 1, denitriﬁcation will dominate until it becomes sub-
strate limited, because O2 inhibition will no longer exist. At
DaO2 > 1, substrate and chemical factors such as NO3 and
labile DOC availability, temperature, and pH will become
the dominant controls on denitriﬁcation rates.
4.1.2. Coupled Nitrification and Denitrification
Dynamics
[32] Nitriﬁcation and denitriﬁcation were strongly
coupled along the ﬂow path in the stochastic modeling
results (Figure 4). As seen in previous hyporheic studies
[e.g., Sheibley et al., 2003; Zarnetske et al., 2011a; Marzadri
et al., 2011], tracking O2 and NO3 concentrations along ﬂow
paths show that a parcel of water can experience coupled
Figure 4. The relationship between FN and DaO2 based
upon 10,000 stochastically generated simulations using bio-
geochemical reaction parameter values bounded by known
literature ranges. Net nitriﬁcation simulations are shown as
blue dots and net denitriﬁcation simulations are shown as
red dots. Large black dots show data from 11 hyporheic
well locations of Drift Creek [Zarnetske et al., 2011a].
Note the general agreement of the simulations with the
hypothesized solution space shown in Figure 1 and repre-
sented by the solid curves.
Figure 5. The fraction of simulations with FN > 1 (i.e.,
net nitriﬁcation) occurring across DaO2 values. All values
based upon the 10,000 stochastic hyporheic NO3 model
simulations shown in Figure 4.
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show distributions of FN going from low DaO2 to high DaO2;
see dotted line in Figure 1 and gray and white boxes
in Figure 3 based on Zarnetske et al. [2011a] ﬁeld data). Ini-
tially the parcel of water travels along the head of the ﬂow
paths (low DaO2 values) and will experience nitriﬁcation
which consumes O2 and increases NO3 mass. Therefore, the
nitriﬁcation and aerobic respiration acting on that parcel of
water promotes denitriﬁcation–anaerobic conditions and
increased NO3 concentrations. So as the parcel of water
spends more time in the system traveling toward the distal end
of the ﬂow paths (high DaO2 values), denitriﬁcation will start
to dominate and NO3 mass will decrease. In the stochastic
hyporheic simulations, the onset of net denitriﬁcation did not
consistently occur at the originally hypothesized DaO2 ¼ 1,
but at values closer to DaO2 ¼ 10 (Figures 4 and 5). This can
be explained by the process of coupled nitriﬁcation and deni-
triﬁcation, because net denitriﬁcation (FN < 1) cannot occur
until the additional NO3 mass generated during nitriﬁcation is
denitriﬁed. This additional denitriﬁcation will require longer
residence times in the reactive system resulting in larger DaO2
values. If a stream had low hyporheic nitriﬁcation rates due to
little to no available DON or NH4, such as the streams in Ant-
arctica [Gooseff et al., 2004; Koch et al., 2010], then we
might expect to see net denitriﬁcation occurring closer to
DaO2 ¼ 1. Conversely, large amounts of nitriﬁcation may
be possible at DaO2 < 1 in streams where there are high con-
centrations of NH4 in the surface waters (i.e., unlike the Drift
Creek example and results in Figure 4). These high nitriﬁca-
tion potentials will shift net denitriﬁcation to much larger time
scales. Furthermore, modeling studies that do not account for
the potential effects of nitriﬁcation when modeling hyporheic
NO3 dynamics [e.g., Gu et al.,2 0 0 7;Boano et al., 2010] will
have limited applicability because they cannot represent the
NO3 source potential of HZs and may misrepresent the true
time scales and rates of denitriﬁcation.
[33] The numerical modeling and sensitivity analyses
also indicate that future nitriﬁcation-denitriﬁcation model-
ing efforts may not require all of the reaction kinetic pa-
rameters involved in the present study. For example, across
the stochastic hyporheic simulations, the half-saturation
constants of the Monod kinetics and the O2 inhibition term
were less inﬂuential than the reaction rate constants in
determining the nitriﬁcation and denitriﬁcation dynamics
(Table 3). This suggests that if the goal is to predict net ni-
triﬁcation or denitriﬁcation conditions of a hyporheic zone,
simpler expressions of the reaction kinetics (e.g., zero- and
ﬁrst-order kinetic models) may be capable of capturing the
basic behavior of nitriﬁcation and denitriﬁcation while
reducing the parsimony of the model. For example, inspec-
tion of equation (4) shows that, if we can assume electron
donors and acceptors are not limiting in our study system
(e.g., CED   KED), the Monod kinetic model reduces to the
zero-order model Ri   Vk. Alternatively, if we know if
electron donors or acceptors are limited in the study system
(e.g., CED   KED), the Monod kinetic term becomes the
ﬁrst-order model Ri   kiCED, where ki is a rate coefﬁcient.
These simplifying kinetic assumptions were employed by
Sheibley et al. [2003] to successfully simulate the inorganic
N transformations in hyporheic profusion cores of an
N-limited system, albeit without comparison to alternative
forms of the Monod kinetic model. Similarly, the recent
mechanistic modeling studies by Marzadri et al. [2011]
and Bardini et al. [2012] also assumed simpliﬁed reaction
kinetics (i.e., ﬁrst-order) for inorganic N species, O2, and
DOC. Our detailed analysis with multiple Monod kinetics
provides additional support for the reaction kinetic assump-
tions used in their models.
[34] There are additional factors not directly accounted for
in the numerical modeling and the DaO2 approach, such as
actual labile DOC supply, temperature, and pH. These addi-
tional factors will ultimately dictate how tightly coupled in
space and time the nitriﬁcation and denitriﬁcation domains
are [Jones and Holmes,1 9 9 6 ;Duff and Triska, 2000].
Still the DaO2 approach seems to indirectly capture most of
this complexity and offers a simpliﬁed framework for assess-
ing the role of hyporheic zones on stream N cycling.
4.2. Assessing Hyporheic NO3 Source-Sink Function
[35] Stream hydraulic conditions, including surface ﬂow,
bed hydraulic conductivity, and channel geometry, control
the characteristic hyporheic time scales and residence time
distributions [e.g., Haggerty et al., 2002; Kasahara and
Wondzell, 2003; Boano et al., 2006; Cardenas, 2008].
Therefore these channel features are important controls on
the DaO2 dynamics of a stream HZ. To illustrate this point,
we applied the DaO2 concept to a well-documented paraﬂu-
vial HZ where coupled nitriﬁcation and denitriﬁcation was
observed along ﬂow paths (Figure 6 inset; Drift Creek, OR,
USA [see Zarnetske et al., 2011a]). We used a groundwater
ﬂow model parameterized with surface ﬂow, bed hydraulic
Figure 6. The cumulative distribution of speciﬁc hypo-
rheic exchange ﬂow (qHEF) as a function of the modeled
DaO2 distribution for the Drift Creek hyporheic study site
based on 2007 data when there was known coupled nitriﬁ-
cation and denitriﬁcation conditions. Overall, the majority
of the qHEF has a potential function of a net sink for NO3 in
the stream due to denitriﬁcation (see red shaded region
beyond set DaO2 threshold of 1). The inset map shows the
groundwater model domain and the lateral hyporheic
exchange at the Drift Creek gravel bar site.
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estimate the residence time distribution as well as the spe-
ciﬁc hyporheic exchange ﬂow qHEF associated with differ-
ent residence times [see Zarnetske, 2011 for details]. The
modeled residence times were coupled with ﬁeld measures
of VO2 to produce a distribution of DaO2 as well as quantify
the different portions of the qHEF that have a potential for
net nitriﬁcation or denitriﬁcation (Figure 6). Based upon
this application of DaO2, we are able to quantify the distri-
bution of qHEF as a net source and a sink of NO3 to the sur-
face waters of Drift Creek at the time of the initial study.
Based upon this DaO2 analysis it is estimated that 91% of
the qHEF at the Drift Creek study site is functioning as a net
sink of NO3.
[36] The ability to quantify the ecosystem function of
HZs in terms of regulating the ﬂux of reactive N is becom-
ing more feasible. Improvements are being made in predict-
ing HZ residence times based upon simple stream network
conditions, such as channel slope and hydraulic conductiv-
ity [e.g., Cardenas at al. 2008; Wondzell, 2011; Tonina and
Bufﬁngton, 2011]. Therefore, these modeling approaches
may lead to effective ways of quantifying residence time
dynamics across sites without extensive data acquisition
and model computation demands. It will also facilitate the
coupling of biogeochemical reaction time scales with trans-
port time scales to model hyporheic solute dynamics, such
as in the DaO2 approach. Furthermore, these new models of
residence times may enable stream channel restoration
projects to design for characteristic residence time scales
[Hester and Gooseff, 2010; O’Connor et al., 2010; Ward
et al., 2011], which can be coupled with the DaO2 approach
to estimate the potential hyporheic net source or sink NO3
function of the restored streams.
[37] The DaO2 concept is also promising because ﬁeld
measurements of in situ dissolved O2 uptake dynamics are
now readily obtainable and more affordable than measure-
ments of reactive forms of dissolved N because O2 concen-
trations can be measured with ﬁeld deployable and data
logging probes systems (e.g., optical O2 measurement
technologies). Furthermore, there are analytical and empiri-
cal model approaches to quantify O2 uptake rates [e.g.,
Rutherford et al., 1995; Higashino et al., 2008; O’Connor
et al., 2009; Gonza ´lez-Pinzo ´n et al., 2012]. These models
of HZ O2 dynamics may offer an elegant way to couple O2
dynamics with the physical hydrologic models of HZ resi-
dence times. Thereby, directly coupling biogeochemical
kinetic models with the hydrologic kinetic models—an
approach that offers an opportunity to make predictions about
complex ecosystem processes such as the NO3 source or sink
function of existing or designed hyporheic environments.
5. Conclusions
[38] We demonstrate in this study that the characteristic
hyporheic transport and reaction rate time scales will deter-
mine when and where net nitriﬁcation and denitriﬁcation
will occur in a system and when each process is either
transport or reaction rate limited. The stochastic models of
widely varying hyporheic transport and reaction rate condi-
tions showed that the key controls on the fate of reactive
inorganic N and hyporheic redox conditions is primarily
governed by the residence time of the solute in the system
and the O2 uptake rate. Furthermore, these two parameters
can be measured or modeled in future investigations and
related to each other in a useful way via the dimensionless
Damköhler number for O2, DaO2, which is simply the ratio
of the characteristic residence time scale and O2 uptake
time scale. This DaO2 is fundamentally a way to determine
the net aerobic-anaerobic conditions of groundwater–
surface water exchange environments. Furthermore, as
demonstrated for a paraﬂuvial hyporheic zone, the DaO2
approach can be extended to incorporate the effects of
an entire residences time distribution on the net aerobic-
anaerobic conditions and N source-sink function of ground-
water–surface water exchange. This study also indicates
that simpliﬁed kinetic models and empirical methods that
link residence time and O2 uptake time scales are useful for
predicting the fate of N in future groundwater–surface water
studies. Overall, DaO2 is a useful scaling approach for evalu-
ating different streams hyporheic zones and groundwater–
surface water exchange ﬂow paths to each other—across
space and time, and may help make predictions about the
hyporheic functioning as either a source or a sink of reactive
inorganic N in a given stream.
Notation
  ﬁrst-order mass transfer coefﬁcient (T
 1).
 L dispersivity (L).
C concentration of solute (ML
 3).
D dispersion coefﬁcient (L
2T
 1).
DaO2 Damköhler number for dissolved oxygen (–).
DOC concentration of dissolved organic carbon
(ML
 3).
EA electron acceptor.
ED electron donor.
FN fraction change in nitrate mass (–)
FN maximum distance between parameter distribu-
tions (–).
Go
AR free energy yield of aerobic respiration reaction
(ML
2T
 2mol
 1).
Go
NIT free energy yield of nitriﬁcation reaction
(ML
2T
 2mol
 1).
I noncompetitive uptake inhibition of denitriﬁca-
tion reaction (–).
kd linear distribution coefﬁcient of sediment
(L
3M 1
sediment).
K half-saturation constant (ML
 3).
KDOC half-saturation constants for dissolved organic
carbon (ML
 3).
KNH4 half-saturation constant for ammonium (ML
 3).
KNO3 half-saturation constant for nitrate (ML
 3).
KO2 half-saturation constants for dissolved oxygen
(ML
 3).
KI inhibition constant for the denitriﬁcation reaction
(ML
 3).
L length of the ﬂow path (L).
Nin concentration of nitrate at the beginning of ﬂow
path (ML
 3).
Nout concentration of nitrate at the end of ﬂow path
(ML
 3).
NH4 concentration of ammonium (ML
 3).
NO3 concentration of nitrate (ML
 3).
O2 concentrations of dissolved oxygen (ML
 3).
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12 of 15POC particulate organic carbon in sediment
(MM 1
sediment).
qHEF speciﬁc hyporheic exchange ﬂow (L
3T
 1).
R total biological reaction rate term (ML
 3T
 1).
R 
O2 aerobic respiration component reaction rate
(ML
 3T
 1).
R 
NO3 denitriﬁcation component reaction rate
(ML
 3T
 1).
RO2 total biological dissolved oxygen reaction rate
(ML
 3T
 1).
RNH4 total biological ammonium reaction rate
(ML
 3T
 1).
RNO3 total biological nitrate reaction rate (ML
 3T
 1).
RDOC total biological dissolved organic carbon reaction
rate (ML
 3T
 1).
  water residence time (T).
U state variable in numerical model (e.g., O2).
v mean advected water velocity (LT
 1).
V maximum speciﬁc microbial process reaction rate
(T
 1).
VNH4 maximum speciﬁc ammonium reaction rate (T
 1).
VNH3 maximum speciﬁc denitriﬁcation rate (T
 1).
VO2 maximum speciﬁc oxygen reaction rate (T
 1).
X biomass of a functional microbial group (ML
 3).
XAR biomass of the aerobic respiration functional
group (ML
 3).
XDN biomass of the denitriﬁers (ML
 3).
XNIT biomass of the nitriﬁers (ML
 3).
XUP biomass of the ammonium assimilating microbes
(ML
 3).
yNH4 partition coefﬁcient for ammonium demand pro-
cess components (–).
yO2 partition coefﬁcient for dissolved oxygen demand
process components (–).
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