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Abstract 
This paper presents a path-based cross entropy algorithm for solving simulation-based dynamic traffic assignment problem. 
The performance of the cross entropy algorithm is compared with two state-of-the-art algorithms: method of successive 
averages and gap function based projection algorithm. The dynamic network loading model is based on a mesoscopic queue 
model complying with generic first order macroscopic node model. The computational study implemented on four realistic 
networks shows the cross entropy method provides satisfactory convergence accuracy to user equilibrium. 
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1.  Introduction 
The development of solution algorithms for simulation-based dynamic traffic assignment has been widely 
studied in recent years. This issue is important since dynamic traffic assignment (DTA) has a variety of 
applications in planning, route guidance and motorway traffic control for large-scale transportation network. The 
DTA problem aims to obtain user equilibriums with respect to traffic supply and demand variations. This 
problem can be formulated as a variational inequality, non-linear complementarity or fixed point problem [1]. 
Many solution algorithms have been proposed in the past including method of successive averages (MSA) [2,3], 
gap function based projection approach (GP) [4,5], dynamical system approach [6,7], cross entropy method (CE) 
[8,9] and many others [10]. Recent research has been focused on path-based algorithms, and a variety of 
gradient-based solution algorithms have been proposed for solving simulation-based DTA problem [5,11]. The 
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comparative studies on path-based solution algorithms for static / dynamic traffic assignment problem can be 
found in [12,13].  
The path-based solution algorithms operate on an iterative adjustment scheme of path flows based on 
experienced travel cost. For example, the MSA algorithm shifts non-shortest path flow on the shortest paths 
iteratively at a predefined stepsize in order to achieve user equilibrium. It has been shown that the MSA method 
can converge to the approximation of dynamic user equilibrium (DUE) under realistic traffic dynamics. The GP 
algorithm is a variant of gradient-based projection algorithms [14,15]. This algorithm shifts path flows in the 
direction of negative gradient (e.g. path travel cost differences). The infeasible path flows are projected into 
feasible solution space such that demand constraints and non-negativity of path flows are satisfied. Different with 
the aforementioned solution algorithms, the CE algorithm derives optimal choice probability based on 
importance sampling theory [16]. This method optimizes the flow shifts on more attractive routes until dynamic 
user equilibrium is achieved. Previous studies showed that the CE algorithm can efficiently solve multiple class 
static and dynamic traffic assignment problems [8]. However, for large-scale assignment problem, the 
enumeration of possible paths for each origin and destination is problematic. The development of efficient path 
generation algorithm is needed for applying the CE method for realistic network applications. 
For this issue, this paper proposes a path-based CE algorithm for solving large-scale network assignment 
problem. A computational study is implemented for solving static and dynamic simulation-based traffic 
assignment problems. The performance of the proposed CE algorithm is compared with the MSA and GP 
algorithms to verify its convergence speed and solution accuracy.  
The paper is organized as follows. Section 2 states the problem formulation and dynamic user equilibrium 
condition. Section 3 describes the proposed path-based CE algorithm. In Section 4, computational results on four 
selected real-world instances from Bar-Gera’s Transportation Network Test Problems [17] are reported. The 
performance of the solution algorithms on both static assignment and dynamic assignment is discussed, 
respectively. Finally, the conclusion is drawn and future extensions are discussed. 
2. Problem formulation  
Consider a road network represented by a directed graph ),( ANG , where N and A are the sets of nodes and 
links, respectively. Let kD  be travel demand for origin-destination (OD) pair Kk ∈ , where K is all possible OD 
pairs. Let H and T be time horizon for departure time choice and overall study period, respectively. H is 
discretized to a finite set of departure time intervals Δ , i.e. { }Δ+Δ+Δ+= nttttH 0000 ,...,2,, , where 0t  is the 
earliest departure time. For any departure time choice index Hh ∈ , travelers  choose a random departure time 
within ))1(,[ 00 Δ++Δ+ htht . We consider a day-to-day dynamic traffic assignment problem with given fixed 
time dependent OD demand hkd . Let r be a path index and )(tf r  the flow on path r at time t. The dynamic traffic 
assignment problem consists of finding time varying path flow vector f  such that the DUE condition is satisfied. 
This condition states that users (travelers) of the same OD departing within the same time interval, their 
experienced travel costs are equal or less than that of unused routes. Let ftCr ,( ) be the travel cost of path r 
when departing at time t. The DUE path flow can be formulated mathematically as [7]: 
0)],(),([ =− +ff tCtCf srr , ],[,,, 0 TttkRsr k ∈∀∀∈∀ ̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓,                                                                              (1) 
where the operator ),0max(][ aa =+ , and kR  is the set of paths connecting the OD pair k.  
The DUE path flow can be obtained by solving the following minimization problem (Lu et al. 2009):  
Min̓¦¦ ¦
∈
−
h k Rr
hkhkrhkr
hk
CCf ])([ *f
 ̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓                                                                                                               (2) 
751 Tai-Yu Ma /  Procedia - Social and Behavioral Sciences  54 ( 2012 )  749 – 757 
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                                                                                                                (3) 
hkhkhkr RrKkHhCC ∈∈∈∀≥− ,,,0)( *f                                                                                                     (4)̢̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓ 
hkhkr RrKkHhf ∈∈∈∀≥ ,,,0 ,                                                                                                                  (5)̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓́ 
where *hkC  is the minimum of experienced travel cost with respect to h and k. 
The objective function (2) represents the gap to DUE condition. The constraint (3) is the conservation of path 
flow for all OD pairs. The constraint (4) means traveler’s experienced path travel cost is equal or more than the 
minimum travel cost. The constraint (5) ensures the non-negativity of path flow.  
To analyze the convergence of solution algorithm, a relative gap function is defined, which measures how 
experienced travel cost is far from the idealized shortest path cost. We define the gap function as 
¦¦
¦¦ ¦ ¦
∈ ∈
∈ ∈ ∈ Ω∈
−
=
Hh Kk
hkhk
Hh Kk Rr
hk
m
m
Cd
CtC
hk hkr
*
* ])([
Gap ,                                                                                                          (6) 
where  
m: traveller 
hkrΩ : set of travelers with respect to departure time interval h, OD pair k and path r 
)(tCm : traveler m’s experienced travel cost when departing at time t 
hkd : travel demand for OD pair k and departure time interval h   
*
hkC : minimum travel cost with respect to h and k  
The gap function reflects relative differences between total experienced travel cost and minimum travel cost of 
the shortest paths. Smaller the gap function value is, better is the quality of obtained solutions.   
3. Solution methods 
 Previous study on small network has shown that the CE method is an efficient derivative-free method for solving 
general multimodal traffic assignment problem [9,18,19]. As for large-scale traffic assignment problem, the 
number of possible paths for each OD pair is extremely large and hence cannot be implemented in practice. Ma 
and Lebacque [19] proposed a node-based assignment scheme to avoid this issue. However, this algorithm needs 
to store time varying OD-dependent routing probabilities at each node of network. Hence it requires more 
memory storage for large-scale network application. In this study, we propose a new path generation scheme by 
iteratively augmenting newly-found time-dependent shortest paths on utilized path choice set.  
The detail of the proposed path-based algorithm is described as follows.  
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3.1. Path-based cross entropy method 
The cross entropy method is a stochastic optimization technique, originated from Rubinstein [16], for solving 
combinatorial optimization problems. For traffic assignment application, this method is an adaptive learning 
algorithm for estimating choice probabilities toward user equilibrium. We recall some basic concept below. The 
reader is referred to the previous work for more detail description. 
Consider an OD pair k connected by a set of routes kR . Travelers located at the origin choose a route 
stochastically by a probability distribution p. Let )( rr dC  be travel cost of route r, depending on its demand rd . 
Let )(γrH  be a performance function of route r, kRr ∈∀ , defined by Boltzmann distribution [20]: 
    
γ−
=γ /)()( rr dCr eH ,                                                                                                                                    (7) 
where γ  is a control parameter.  
The problem is to determine an optimal probability distribution p* such that the overall expected performance 
is maximized. The optimal probability distribution p* can be adaptively learned by minimizing the Kullback-
Liebler relative entropy between two consecutive probability distributions as [16]:  
]ln)Ȗ([Emax w1 pp pp H
w
=
+ ̢̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓̓                                                                                                                          (8) 
 st. ¦
∈
≥∀=
kRr
rr pp 0,1                                                                                                                                 (9) 
where w is the iteration index. 
By introducing (7) in (8), we can derive the solution as 
k
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w
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w
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                                                                                                        (10) 
The control parameter wr  is determined by solving the following optimization problem: 
Min wȖ   subject to  ¦
∈
+ ≤−
kRr
ww
r
w
r pp Į|| 1                                                                                                   (11) 
where 
w
w θ
=Į  is a numerical divergent series such that the flow adjustment converges to fix points. θ  is a 
positive constant.  
The main algorithm is described as follows.  
 
Step 1 (Initialization): Compute k-shortest paths for each OD pair based on free-flow travel time [21]. Let whkR
~
 
be the path choice set with respect to h and k at iteration w, and whkr~  be the shortest path in 
w
hkR
~
. Initialize whkR
~
 as 
the k-shortest paths and set uniform choice probability distribution for whkR
~
. Travelers randomly select a 
departure time instant with related departure time interval. Set iteration index w=0. 
Step 2 (Dynamic network loading): Move travelers into the network according to his/her departure time and 
path choice. The traffic flow model is based on the extended point queue model [18,19] satisfying generic first 
order macroscopic node models [22,23]. When travelers arrive at his/her destination, compute the experienced 
travel time. Update average time varying link travel time with respect to discretized entering time of link and 
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compute the shortest paths with respect to h and k based on Dijkstra’s shortest path algorithm. Calculate the gap 
function by Eq. (6).       
Step 3 (Choice probability update): Update the path choice probability by   
w
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w
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Where 
1~ +w
hkr  : the shortest paths found with respect to h and k at the end of iteration w . 
w
hk
w
hkrw
hkr C
CC =ˆ  is normalized travel cost with respect to h and k with ¦
Ω∈Ω
=
w
hkrm
w
mw
hkr
w
hkr tCC )(||
1
 and ¦
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=
w
hkm
w
mw
hk
w
hk tCC )(||
1
.  
hkrΩ : set of travelers with respect to h, k and r 
)(tCm : traveler m’s experienced travel cost when departing at time t 
w
hkγ  is the control parameter with respect to h and k resulting from the solution of the following minimization 
problem: 
    Min whkȖ  subject to ̓ ¦
∈
+ θ≤−
w
hkRr
ww
hkr
w
hkr pp
~
1 || ,                                                                                             (14) 
where ww /κ=θ  is a numerical divergent series such that the flow adjustment converges. κ  is a positive 
constant. w is an iteration index. Set 1: += ww  
Step 4 (Stop criteria): When maxww =  or the resulting probability updates stabilize, stop; otherwise goto Step 2. 
4. Numerical studies 
The numerical study is divided into two parts. First, we present the computational results for static assignment 
where travel time is evaluated by a capacitated link cost function. Second, the simulation-based dynamic traffic 
assignment results are reported. The performance of the algorithms is compared with respect to different network 
size and levels of congestion (parameterized by time varying travel demand and link flow capacity). We briefly 
discuss the convergence accuracy, speed and runtime of the CE, MSA and GP algorithms. Note that the 
implementation of the MSA and GP algorithms is based on the work of Tong and Wong [3] and that of Lu et al. 
[5], respectively.        
Four realistic-size problem instances are tested (Table 1). These instances are drawn from the Transportation 
Network Test problems [17]. The number of nodes, links and OD pairs are listed in Table 1 in an increasing 
order. The demand settings in terms of different congestion level are reported in Table 2 and 3 for static and 
dynamic assignment, respectively.  
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Table 1. Instances used for numerical study   
Instance |N| |A| |K| 
Sioux 24 76 528 
Friedrichshain 224 523 506 
Prenzlauerberg 352 749 1406 
Anaheim 416 914 1406 
4.1. Static traffic assignment 
To investigate the performance of the solution algorithms, static assignment problems are firstly tested. The 
comparison of the obtained solutions for static assignment problems provides important insight on the 
convergence accuracy and speed of the algorithms. It serves also experimental test for the parameter settings of 
the proposed CE method.   
The link travel cost is evaluated by the function provided by U.S Bureau of Public Roads (1964) as 
 ])/(1[)( 0 βα+τ=τ aaaaa qxf ,                                                                                                                    (15) 
where 0aτ  is free flow travel time of link a, ax  link flow , aq  link capacity, and 0≥α  and 0≥β  are parameters. 
The result of convergence accuracy is shown in Table 2. It indicates that the proposed CE approach performs 
as good as or outperforms the other algorithms for all test instances at the end of 100th iteration. When 
comparing the gap function value at the 20th and 40th iterations, the CE approach converges equally or faster 
than the other two methods. The runtime for 100 iterations indicates similar computational times for the three 
algorithms. As expected, the expected computational time increases as the network size and the number of OD 
pairs increase.  
The average convergence of the algorithms is illustrated in Fig.1. It shows that the ordered average solution 
accuracy to dynamic user equilibrium is CE >=MSA>=DP (Fig. 1). Note that the average gap function value is 
calculated with respect to three congestion levels (1, 5 and 10) for the test instances. The initial number of k-
shortest paths is set as 6 for Sioux Falls, Friedrichshain, Prenzlauerberg, and 3 for Anaheim network. As for the 
initial control parameter γ  in (14), it is set within [0.95, 10]. 
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Fig. 1. Convergence results of the CE, MSA and GP algorithms for static traffic assignment 
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4.2. Dynamic traffic assignment 
For dynamic traffic assignment, we test the solution algorithms on the selected largest Anaheim network with 
congestion and non-congestion demand. The total number of travelers for congestion and non-congestion case is 
673 and 4669 travelers, respectively. The link length of Anaheim network is set randomly between 300 m and 
3km. The number of lanes is set randomly as 1, 2 or 3 lanes. Each traveler is represented as a vehicle following 
the extended point queue model. The maximum travel speed, density, flow is set as 50km/h, 180 veh/km/lane and 
1600 veh/lane/h. The overall departure time choice period is 30 minutes discretized by a departure time interval 
of 5 minutes.  
The performance of the solution algorithm is reported in Table 2. It shows that the performance of the 
proposed CE algorithm is similar to that of MSA method, but better than the GP method for congestion case. The 
CE method converges quickly to near DUE at the 3rd iterations (Fig. 2). The gap function values indicate that due 
to congestion effect (positive waiting time in queue), the gap function value is much higher than non-congestion 
case.     
Table 3 Performance of the CE, MSA and GP algorithms on Anaheim network 
  CE MSA GP 
N Gap Time (sec.) Gap Time (sec.) Gap Time (sec.) 
673 ( 100/kd ) 0.0105 212.7 0.0117 224.5 0.0115 240.5
4669 ( 20/kd ) 3.1149 1052.3 3.1342 1027.5 3.40 1021.3
                       Remark: 1. The result is based on the best performance of three runs  
                                2. kd  is the number of trips on Anaheim network from the instance dataset 
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Fig. 2. Convergence results of the CE, MSA and GP algorithms for dynamic traffic assignment 
5. Conclusions 
In this study, a new path-based cross entropy method is proposed for solving simulation-based dynamic traffic 
assignment problem. We compare the performance of the proposed algorithm with the method of the successive 
averages and gap function based projection algorithm. The computational study is implemented on realistic 
networks for static and dynamic assignments. The first result of the proposed CE algorithm is promising although 
its time-dependent shortest path computation is time-consuming. However, it shows that the CE method provides 
satisfactory convergence accuracy to user equilibrium. Further study is needed concerning fast path choice set 
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generation algorithm to improve the convergence speed of the proposed CE method. The sensibility analysis on 
the control parameters and on the number of initial k-shortest paths is currently under study.   
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