Abstract-Automatic Facial Expression Recognition and Analysis, in particular FACS Action Unit (AU) detection and discrete emotion detection, has been an active topic in computer science for over two decades. Standardisation and comparability has come some way; for instance, there exist a number of commonly used facial expression databases. However, lack of a common evaluation protocol and lack of sufficient details to reproduce the reported individual results make it difficult to compare systems to each other. This in turn hinders the progress of the field. A periodical challenge in Facial Expression Recognition and Analysis would allow this comparison in a fair manner. It would clarify how far the field has come, and would allow us to identify new goals, challenges and targets. In this paper we present the first challenge in automatic recognition of facial expressions to be held during the IEEE conference on Face and Gesture Recognition 2011, in Santa Barbara, California. Two sub-challenges are defined: one on AU detection and another on discrete emotion detection. It outlines the evaluation protocol, the data used, and the results of a baseline method for the two sub-challenges.
I. INTRODUCTION
Computers and powerful electronic gadgets surround us in ever increasing numbers, and the computing aspect is increasingly hidden behind user friendly interfaces. Yet to completely remove all interaction barriers, the next-generation computing (a.k.a. pervasive computing, ambient intelligence, and human computing) will need to develop human-centred user interfaces that respond readily to naturally occurring, multimodal, human communication. An important functionality of these interfaces will be the capacity to perceive and understand intentions and emotions as communicated by facial expressions.
Facial Expression Recognition and Analysis (FERA), in particular FACS AU detection [4] and discrete emotion detection, has been an active topic in computer science for some time now, and many promising approaches have been reported [11] , [19] . Arguably the first manuscript on automatic facial expression recognition being published in 1974 [12] . The first survey of the field was published in 1992 [13] and has been folluwed up by several others since [19] , [11] . The question is, do the approaches proposed to date actually deliver what they promise? To help answer that question, we are of the opinion that it is time to take stock of how far the field has progressed in an objective manner. Researchers often do report on the accuracy of their proposed approaches using a number of popular facial expression databases (e.g. The Cohn-Kanade database [6] , the MMI-Facial Expression Database [18] , and the JAFFE database [8] ). However, only too often publications fail to clarify exactly what parts of the databases were used, what the training and testing protocols were, and hardly any crossdatabase evaluations are reported. All these issues make it difficult to compare different systems to each other, which in turn hinders the progress of the field. A periodical challenge in Facial Expression Recognition and Analysis would allow this comparison in a fair manner. It would clarify how far the field has come, and would allow us to identify new goals, challenges, and targets.
This paper describes the first such challenge, organised under the name of FERA2001, which will be held in conjunction with the 9th IEEE International Conference on Automatic Face and Gesture Recognition. The challenge will allow a fair comparison between systems vying for the title of 'state of the art'. To do so, it uses a partition of the GEMEP corpus [1] , developed by the Geneva Emotion Research Group (GERG) at the University of Geneva led by Klaus Scherer.
The challenge is divided in two sub-challenges that reflect two popular approaches to facial expression recognition: an AU detection sub-challenge and an emotion detection sub-challenge. The AU detection sub-challenge calls for researchers to attain the highest possible F1-measure for 12 frequently occurring AU (see Table I ). The emotion detection sub-challenge calls for systems to attain the highest possible classification rate for the detection of five discrete emotions: anger, fear, joy, relief, and sadness. The set of emotions is not a subset of the basic emotions postulated by Ekman [3] , though it contains some. Table II lists a definition of each emotion.
The majority of existing automatic facial expression recognition literature can be divided based on the types of features they use in three ways: those that use appearance-based features (e.g. [5] , [2] ), those that use geometric feature-based approaches (e.g. [17] , [7] ), and those that use both (e.g. [15] ). Both appearance-and geometric feature-based approaches have their own advantages and disadvantages, and we expect that systems that use both will ultimately result in the highest accuracy.
Another way existing systems can be classified is in the way they make use of time. Some systems only use the temporal dynamics information encoded directly in their features (e.g. [5] , [20] ), others only employ machine learning techniques to model time (e.g. [16] , [14] ), while again others employ both (e.g. [17] ). Currently it is unknown what approach is most successful. A full survey of the field is out of scope for this paper, and we encourage the interested reader to review a number of excellent surveys for a more detailed description of the current state of the art [19] , [11] .
The remainder of this paper is structured as follows: in section II we will list the requirements for a suitable challenge data set, and describe the data set chosen for the first FERA challenge. In section III we describe the challenge protocol for both the AU detection and emotion detection sub-challenges. Section IV then describes the baseline method and the baseline results for the two sub-challenges. We conclude the paper with a summary of this paper in section V.
II. THE GEMEP-FERA2011 DATASET
For the challenge, we will use part of the GEMEP database [1] . The GEMEP corpus [1] consists of over 7000 audiovisual emotion portrayals, representing 18 emotions portrayed by 10 actors who were trained by a professional director. As the basis of their expression, the actors were instructed to utter 2 pseudo-linguistic phoneme sequences or a sustained vowel 'aaa'. Of the total number of recordings, 1260 portrayals were selected and included in a rating study to evaluate inter-judge reliability and recognition accuracy. Baenziger and Scherer [1] showed that portrayed expressions of the GEMEP are recognized by lay judges with an accuracy level that, for all emotions, largely exceeds chance level, and that inter-rater reliability for category judgements and perceived believability and intensity of the portrayal is very satisfactory. The data has not been made publicly available yet, and is thus ideal for a fair challenge. A detailed description of the GEMEP corpus can be found in [1] .
A. Partitioning
A subset of the GEMEP corpus was annotated in terms of facial expression using the FACS and that subset was used in the AU detection sub-challenge. To be able to objectively measure the performance of the participants' entries, we split the dataset into a training set and a test set. A total of 158 portrayals (87 for training and 71 for testing) was selected for the AU sub-challenge. All portrayals represented actors speaking one of the 2 pseudo-linguistic phoneme sequences so AU detection is to be performed during speech. The training set included 7 actors (3 men) and the test set included 6 actors (3 men), half of which were not present in the training set.
For the emotion sub-challenge, a total of 289 portrayals were selected (155 for training and 134 for testing). Approximately 17% of the portrayals in the emotion subchallenge represented the actors uttering the sustained vowel 'aaa' while the remaining portrayals represented the actors speaking one of the 2 pseudo-linguistic phoneme sequences. The training set included 7 (3 men) actors with 3 to 5 instances of each emotion per actor. The test set for the emotion sub-challenge included 6 actors (3 men), half of which were not present in the training set. Each actor contributed between 3 and 10 instances per emotion in the test set. The actors who were not present in the training sets were the same for both sub-challenges. Details about the training and test sets can be found in table I (AU subchallenge) and table II (Emotion sub-challenge). The tables distinguish between videos with seen and unseen subjects of the test set. Videos displaying subjects that are also present in the training set belong to the seen test set, the others in the unseen test set.
B. Availability
The training set was made available through a website 1 employing user-level access control to all participants directly after the challenge's call for participation was made. Upon registering for the challenge, participants were requested to sign an End User License Agreement (EULA), which states, among other things, that the data can only be used for the challenge, and that it cannot be used by private institutions. When a signed EULA is received by the FERA2011 organisers, the account of that particular participant was activated. The participant could then download two zip files: one containing all training data for the AU detection sub-challenge and the other containing all training data for the emotion detection sub-challenge.
The test data was distributed through the same website. However, it was only made available 7 working days before the submission deadline. This was done to ensure that the results submitted are fair, by not allowing the participants enough time to manually reconstruct the labels of the test data. Again, one zip file contained all test videos for the AU detection sub-challenge and the other the videos for the emotion detection sub-challenge.
To continue providing a facial expression recognition benchmark after the challenge is over, the GEMEP-FERA2011 dataset will remain available through its website. The procedure for obtaining benchmark scores will be identical to that for the challenge, as described in section III. The only difference will be that the test partition is always available (but still without labels, of course).
III. THE FERA2011 CHALLENGE
The challenge consists of two sub-challenges. The goal of the AU detection sub-challenge is to identify in every frame of a video whether an AU was present or not (i.e. it is a multiple label binary classification problem at frame level). The goal of the emotion recognition sub-challenge is to recognise which emotion was depicted in that video, out of five possible choices (i.e. it is a single label multi-class problem at event level).
The challenge protocol is divided into five stages: first interested parties register for the challenge and sign the EULA to gain access to the training data. Secondly they train their systems. In the third stage participants download the test partition and generate the results of their systems. Fourthly they send their results to the FERA2011 organisers who calculate their scores, and finally the participants submit a paper describing their approach and reporting their scores.
The training data is organised as two zip files, one for each sub-challenge. When unpacked, the zip-files contain a directory structure in which every folder contains a single video and a single text-file with the corresponding labels. For AUs, the label file is n f rows by 50 columns, where n f indicates the number of frames in that video. Each column corresponds to the label for the AU with the same number, e.g. the second column contains the labels for AU2. Zeros indicate the absence of an AU, and a one indicates the presence, or activation, of an AU for the corresponding frame. Columns corresponding to non-existing AUs (e.g. AU3) are all zero. During speech (coded as AD50), there is NO coding for AU25 or AU26. Because we make the annotation of AD50 available together with the other AU labels, participants are able to exclude sections of speech from their training sets for these two AUs. Likewise, for the computation of the scores, any detections of AU25 and AU26 during speech will be discarded. For emotions, the label files contain a single word indicating what emotion was displayed in the corresponding video.
In training their systems, participants are encouraged to use other databases of FACS AU coding to train their AU detection systems. Examples of this are the MMI Facial Expression database [18] , as well as the Cohn-Kanade database [6] . Because of the nature of the emotion categories in this challenge, it is not possible to use other training data for the emotion recognition sub-challenge. To assess how well their systems perform before the test partition is available, participants are encouraged to perform a cross-validation evaluation on the training data.
The test partition is made available one week before the challenge's paper submission deadline. Again, it consists of one zip file for the AU detection sub-challenge and one zip file for the emotion recognition sub-challenge, each containing a similar directory structure. Only this time, there are no labels associated with the test videos. Participants create predictions with their trained systems, which should be formatted in exactly the same way as the training labels, and should be send to the FERA2011 organisers by email, who then respond with the computed scores. To allow participants to identify major faults in their programmes, they are allowed two submissions of their results.
The scores are computed in terms of F1-measure for AU detection and classification rate for emotion detection. To obtain the overall score for the AU-detection sub-challenge, we first obtain the F1-score for each AU independently, and then compute the average over all 12 AUs. Similarly, for the emotion categories the classification rate is first obtained per emotion, and then the average over all 5 emotions is computed. The F1-measure for AUs is computed based on a per-frame detection (i.e. an AU prediction has to be specified for every frame, for every AU, as being either present or absent). The classification rate for emotions is computed based on a per-video prediction (event-based detection). It is calculated per emotion as the fraction of the number of videos correctly classified as that emotion divided by the total number of videos of that emotion in the test set.
IV. BASELINE EVALUATION
This is the first time that the GEMEP data is used for automatic facial expression recognition, which means that there are no other works that participants can compare their methods with, and no means to check whether the results obtained are reasonable. Therefore, in this work we provide baseline recognition results using appearance based features, which will allow participants to make this comparison. Standard Viola & Jones face detection, followed by similar Haar-cascade eye detection is applied to each face. The eye locations are used to register for scale and in-plane head rotation. The features used are Local Binary Patterns appearance descriptors (LBP, [9] ). As classifier we employ standard Support Vector Machines (SVMs) with a radial basis function kernel. We reduce the dimensionality of our facial expression representation using Principal Component Analysis (PCA). Fig 1 gives an overview of the baseline system's approach.
A. Feature extraction
Local Binary Patterns (LBP) were first introduced by Ojala et al. in [9] , and proved to be a powerful means of texture description. By thresholding a 3 × 3 neighbourhood of each pixel with the central value, the operator labels the pixels. Considering the 8-bit result as a binary number, a 256-bin histogram of the LBP labels computed over a region is used as a texture descriptor.
Ojala et al. [10] later extended the basic LBP to allow a variable number of neighbours to be chosen at any radius from the central pixel. They also greatly reduced the dimensionality of the operator, by introducing the notion of a uniform Local Binary Pattern. A local binary pattern is called uniform if it contains at most two bitwise transitions from 0 to 1 or vice versa when the binary string is considered circular [10] . The operator for the general case based on a circularly symmetric neighbour set of P members on a circle of radius R, is denoted by LBP u P,R . Superscript u reflects the use of uniform patterns. Parameter P controls the quantisation of the angular space and R determines the spatial resolution of the operator. Bilinear interpolation is used to allow any radius and number of pixels in the neighbourhoods.
Using only rotation invariant uniform Local Binary Patterns greatly reduces the length of feature vector. The number of possible patterns for a neighbourhood of P pixels is 2 P for the basic LBP while only P + 2 for LBP u . An early stage experiment is conducted to find the optimal parameters for this application, resulting in P = 8, and R = 1. Hence, we adopt LBP u 8,1 descriptor in this paper. The occurrence of the rotation invariant uniform patterns over a region is recorded by a histogram. After applying the LBP operator to an image, a histogram of the labelled image f (x, y) can be defined as:
( 1) where n is the possible labels produced by LBP operator and
An LBP histogram computed over the whole face image represents only the occurrences of the patterns without any indication about their locations. To also consider shape information of faces, face images were divided into small regions to extract LBP histograms (as shown in figure 1) . The LBP features extracted from each sub-region are concatenated into a single, spatially enhanced feature histogram. The final histogram is used as a feature vector to represent face image. A grid size of 10 × 10 is used in the experiments.
B. Training AU detectors
A separate binary Support Vector Machine (SVM) classifier was trained for each AU independently. We divided the set A of AUs into two groups G: upper-face AUs G u = {AU 1, AU2, AU4, AU6, AU7}, and lower-face AUs G l = {AU 10, AU12, AU15, AU17, AU18, AU25, AU26}. The training set for a certain AU consisted of selected frames that included this AU (positive examples), selected frames in which any of the other AUs from the same group was active, plus selected frames displaying a neutral expression.
To select which frames could be used to train each classifier we adopt the method used in [5] , that selects from every video in the training set only frames with distinct AU combinations. Because this method relies on the availability of labelled AU temporal phases, which are not included in the GEMEP-FERA2011 dataset, we had to modify this method slightly: First we segment each video into temporal blocks with distinct AU combinations. These blocks usually last multiple frames. We then pick the middle frame of each block with a distinct AU combination. If a video has multiple blocks with the same AU combination, we take the training frame from the first occurrence of this combination. Note that when we select frames for A i ∈ G j with j ∈ {u, l}, we only look at AU combinations of G j .
A different set of features was used for upper-face AUs and lower-face AUs. To wit, for each AU a ∈ G u we concatenate the histograms of the top-five rows of LBP blocks, while for each AU a ∈ G l we concatenate the histograms of the bottom five rows. To reduce the dimensionality of the descriptors we apply PCA, retaining 95% of the energy. Features were then normalised to lie in the range [−1, 1].
We employed an RBF kernel, which means we need to set two parameters: the RBF scale parameter σ, and the SVM slack variable ζ. Parameter optimisation is achieved using a 5-fold cross-validation on the training set. During parameter optimisation we optimise for the F1-score, not the classification rate, as it is the F1 score that will be used as the challenge score. We also make sure that we split the folds along subject divides, i.e. we make sure that data from the same subject never appears in both the training and evaluation sets. As reported in [5] , for AU detection this can lead to a performance increase of up to 9% F1-measure, compared to randomly splitting the data. Table III shows the results of the AU detection measured in F1-measure. The table shows results for three different partitions of the test data: the first is the partition of the test data of which the test subjects are not present in the training data (Person Independent partition). This partition shows the ability of AU detection systems to generalise to unseen subjects. The second partition of the test data consists of videos of subjects that are also part of the training set. Participants would thus be able to train subject specific detectors for this partition, and thus obtain a higher score. The third partition is simply the entire (overall) test set. It is the performance on the overall partition that will be used to rank participants.
C. AU Detection Results
To assess the quality of the baseline method, we have also computed the results for a naive AU detector. The best strategy for a naive classifier in the situation of sparse positive examples (i.e. sparse AU activation), is to score all frames as active. The results are computed over the overall partition, and are shown in the last column of Table III . It shows that the baseline method does not outperform a naive approach for all AUs. This may be due to the fact that while we choose parameters for optimal F1 measure, the training of an SVM inherently uses classification rate as the value to optimise.
D. Training Emotion detectors
The emotion detection sub-challenge calls for the detection of five discrete emotion classes. Each video has a single emotion label e ∈ E, where E = {Anger, F ear, Joy, Relief, Sadness}. Since the videos do not display any apparent neutral frames at the beginning or end of the video, we defined that every frame of a video shares the same label. The appearance of the facial expressions however do change within the video, and we cannot pinpoint emblematic frames. We therefore use every frame of a video as train and test data.
For the emotion classifiers all 10 rows are used. To reduce the dimensionality of the two feature sets PCA was applied. The number of principal components retained was chosen to encode 90% of the variance in the original data.
The emotion detection sub-challenge is a 5-class forced choice problem. We train a single one-versus-all SVM classifier for each emotion. The five resulting classifiers each give a prediction y e,j about the presence of emotion e for frame j in a test video. To decide the label Y of a video of n frames, we find the emotion with the largest number of frames classified:
E. Emotion Detection Results
Classification rates by the baseline method for the emotion detection sub-challenge are shown in Table V . In addition, we provide confusion matrices for the person independent (Table  VI) , person specific (Table VII) , and overall partitions (Table  VIII) . Rows are predicted results, columns the ground truth. As with the AU detection sub-challenge the performance on the overall partition is used to rank participants in the emotion detection sub-challenge.
Again, to assess the quality of the baseline method, we have compared our results to a naive emotion detector, which in this case assigns a uniform random label to each video in the test set. The results show that this time the baseline approach well exceeds the random method. in part by EPSRC grant EP/H016988/1: Pain rehabilitation: E/Motion-based automated coaching.
