The Lorenz curve of a Zipf function describes, graphically, the relation between the fraction of the items and the fraction of the sources producing these items. Hence it generalizes the socalled 80/20-rule to general fractions.
In other words, we show that the share of items in function of the corresponding share of sources increases with increasing size of the system. This conclusion is opposite (but not in contradiction) to a conclusion of Aksnes (studied in an earlier paper of Egghe) but where "share of sources" is replaced by "number of sources".
I. Introduction
Two-dimensional informetrics (and sociometrics, econometrics,…) deal with the relation between items and sources (producing these items). Examples abound: journals have articles, authors write papers, papers are cited, cities have inhabitants, workers have salaries,… . In all these examples it is clear that the source-item relationship is very skew in the sense that few sources produce many items and many sources produce few items.
Basic to the measurement of this skewness are the underlying rank-and size-frequency In Lotkaian informetrics (see e.g. [1] ) the function f is a power law; i.e. the law of Lotka, [2] ( )
C, . This already expresses how skew (unequal, concentrated) such systems are: e.g. the number of sources (authors in the historical formulation of Lotka's law in [2] ) with 3 items is only (take e.g. ) 0 α > 2 α = 1 th 9 of the number of sources with 1 item.
Also for the rank-frequency function g we can take a power law of the form
E, . This form is called the law of Zipf and originates from linguistics. But, as contrasted with Lotka, Zipf did not invent his law but morely "promoted" it, e.g. in [3] ; the law (2) itself was already appearing in [4] and (implicitely) even in [5] . That is why the law of Zipf sometimes is called the law of Estoup-Zipf. For more on this we refer to [6] or to [7] . 0 β >
In the next section we will show that the laws of Lotka and Zipf are equivalent, if we take continuous variables j and r (more details are given in the next section -these results and proofs are not new but are given for the sake of completeness).
Functions (1) and (2) are the basis for the description of inequality in these systems.
Inequality can be described in several ways. One, rather simple, method is by looking at the most productive source and then checking which fraction of all the items it accounts for. One can also consider the 2,3,4,… most productive sources and check the same property. In this way different fields can be compared: if, say, the most productive source accounts for 5% of all items in one field and for 10% of all items in another field we can say (only based on the first source) that field 2 is skewer than field 1. This approach was followed in [8] where one found (experimentally) that, the smaller the field, the higher the share of the items that come from few (a fixed number: in [8] one took 1 and 5) highly productive sources. This property was (partially) explained in [9] .
A far more popular way of expressing inequality in source productivity is by expressing the so-called 80/20-rule or, more generally, by describing the Lorenz curve of the system. In this way one does not consider a fixed number of highly productive sources, that produce a certain share of all the items, but one considers a certain (small) share (fraction) of highly productive sources that produce a certain share of all the items. The 80/20-rule then states (historically) that only 20% of the most productive sources account for 80% of all the items. Of course this is only an expression and the number corresponding with 20 can be different from 80: this is determined by the frequency functions f and g. Also, we are not only interested in a share of 20% of the sources but -in principle -in any share, say 100y%, . 0 y 1 < < This is accomplished by constructing the Lorenz curve of the system, which we repeat now for the sake of completeness (for more information, see [10] , [11] and references therein). The fraction of most productive sources is expressed by looking at r T , for and the fraction of the items produced by these sources is expressed by calculating In the next section we will repeat results in [1] and [12] which describe the construction of Lorenz curves for continuous functions and we will give explicite formulae for where g is a continuous Zipf function.
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With these preparatory results we then treat, in Section III, the following problem which is the analogue of the problem treated in [9] but there for the Aksnes-Sivertsen type of formulation.
Problem:
Establish the relation between the Lorenz curve and the size of the field as e.g.
expressed by the total number of sources T.
( ) L g
If the Aksnes-Sivertsen conjecture would be true for Lorenz curves this would mean that, the smaller the field, the higher the share of the items that come from a (small) share (instead of number in the Aksnes-Sivertsen conjecture) of highly productive sources. Formulated more easily and mathematically more correctly this would mean that increases with decreasing T. Surprisingly, however, in Section III, we will show that the opposite is a valid theorem ! We will show that increases with increasing T, that is, if g is a Zipfian function.
II. Results from continuous informetrics and continuous concentration theory
II.1 The laws of Lotka and Zipf (see [1])
Continuous Lotkaian informetrics deals with the Lotka function (size-frequency function)
. Now ( ) f j denotes the density of sources in the item density j. The general relation between the size-frequency function f and rank-frequency function g is (using , the inverse function of g)
Formula (6) can be taken as the definition of g but it is clear that (6) expresses g as a rankfrequency function: if r and j match then both sides of (6) yield the number of sources with item-density larger than or equal to j. We can prove that function (5) is equivalent with the following rank-frequency function g:
with with certain relations between the parameters C,
α , E and β . This is given in the next theorem.
Theorem II.1 (see [1] ) :
The following assertions are equivalent for 0 
(ii)
e. the law of Zipf with exponent β , where
The basic formula (6) yields
using (9). Hence we have proved (10), (11).
for . But, using (10) we have
and
using that ( ) j g r = and hence also that
(see also (6) ). So (14) gives
Putting (13) and (15) in (12) The above theorem shows that the law of Zipf is equivalent with the law of Lotka in which (9) is valid. Hence the law of Zipf is fully covered in Lotkaian informetrics (what we assume in this paper). We will now calculate the Lorenz curve for the Zipf function.
II.2 The Lorenz curve of the Zipf function
The results of this section can be found in [1] and [12] . The continuous analogue of the discrete Lorenz curve described in Section I is the curve given by the set of points
In other words, putting For the Zipf function (10) we easily find for 0 α > , 1 α ≠ , 2 α ≠ , using (17):
Note that, in terms of Lotka's we have, by (11) , for
For we have, by (11) , that . We now have, from (17) that
For the sake of simplicity we do not deal with the case 1 α = . This case can be recovered from [1] (see also [13] ) and similar calculations as performed above. We henceforth suppose which is almost always encountered is practise. 
III. Dependence of the height of L(g) on T
We have the following result.
Theorem III.1 :
For fixed we have that 1 α > ( )( ) L g y is a strictly increasing function of T.
Proof : 
where
So in order to prove that ( )( ) L g y strictly increases in T it is sufficient to prove that 
This will be proved (as is clear from Fig. 1 ) if we can show that the function
is strictly increasing and convex such that .
( ) ). Hence now ( ) 
which shows that we are in a situation as in Fig.1 , which now proves (29).
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Corollary III.2:
Let us have two Lotkaian sytems with the same Lotka exponent 1 α > . Let the first system have sources and the second one sources such that . Then, denoting by the Lorenz curves of system
for every .
] [ y 0,1 ∈
In words: "The smaller the field, the smaller the share of the items that come from an equal share of the sources". Looking only at a small share of highly productive sources this yields:
"The smaller the field, the smaller the share of the items that come from a small equal share of highly productive sources".
This result is opposite to the conjecture of [8] but with "share of sources" replaced by "number of sources" as follows (see [8] (there formulated in terms of papers and citations) and [9] ): "The smaller the field, the higher the share of the items that come from a small equal number of highly productive sources". This conjecture was studied in different versions in [9] where the above Aksnes and Sivertsen conjecture was proved in the following version (compare with Corollary III.2).
Theorem III.3 ([9]):
Let us have two Lotkaian systems with the same exponent α . Let the first system have sources and the second one sources such that . Then, for all
g r dr g r dr r r g r dr g r dr ( )
for all .
Proof:
In [1] and [12] it is proved that (as in (17)) (when the number of sources T is kept fixed) is a decreasing function of α , the Lotka exponent in case we have a Lotkaian system (see e.g. Corollary IV.3.2.1.5 in [1] or see [12] ). Hence and also using Corollary III.2 above, we have, for every
where ( ) 
IV. Conclusion
The main result of this paper is that, in Lotkaian informetrics, "the smaller the field, the smaller the share of the items that come from an equal share of the sources".
In [9] we proved the opposite result when "share of the sources" is replaced by "number of sources".
The difference between the two results lies in the fact that, if is kept fixed (the "number of sources") then ] r y T = (the "share of sources") increases with decreasing total number of sources T; hence these sources account for a higher fraction of items.
Of course both results are exact and hence do not contradict each other.
The paper shows that, if the conditions of the proved theorems are not met, counterexamples to these properties can be given.
