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GENERALIZED DERIVATIONS AND HOM-LIE
ALGEBRA STRUCTURES ON sl2
R. GARCI´A-DELGADO
Abstract. The purpose of this paper is to show that there are
Hom-Lie algebra structures on sl2(F) ⊕ FD, where D is a special
type of generalized derivation of sl2(F), and F is an algebraically
closed field of characteristic zero. It is shown that the generalized
derivationsD of sl2(F) that we study in this work, satisfy the Hom-
Lie Jacobi identity for the Lie bracket of sl2(F). We study the
representation theory of Hom-Lie algebras within the appropriate
category and prove that any finite dimensional representation of a
Hom-Lie algebra of the form sl2(F)⊕FD, is completely reducible, in
analogy to the well known Theorem of Weyl from the classical Lie
theory. We apply this result to characterize the non-solvable Lie
algebras having an invertible generalized derivation of the type of
D. Finally, using root space decomposition techniques we provide
an intrinsic proof of the fact that sl2(F) is the only simple Lie
algebra admitting non-trivial Hom-Lie structures.
1. Introduction
Extensions of Lie algebras can be regarded as mechanisms to enlarge
Lie algebras under certain prescriptions. Some of the most studied and
best understood extensions are the semidirect products obtained from
a given Lie algebra g and a given derivation D : g→ g of it. At the end
one obtains a new Lie algebra g[D] := g⊕FD, where FD stands for the
one-dimensional subspace of g[D] generated by D. Then g becomes a
Lie subalgebra of g[D] —an ideal, actually— and the Lie bracket [D, x]
in g[D], is equal to D(x), for any x ∈ g.
A generalized notion of derivation was introduced in [1] and some spe-
cial types of it were considered in [3] and [4]. See §2 below for a review.
We address the question of studying extensions g[D] of the Lie algebra
g = sl2(F), over an algebraically closed field F of characteristic zero, by
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some of these special types of generalized derivations of the Lie prod-
uct [ · , · ]g of g. We shall keep denoting such generalized derivations
by D : g → g. It turns out that the resulting extensions g[D] can
be equipped with well defined skew-symmetric, bilinear products that
satisfy a kind of generalized Jacobi identity. The algebraic structures
thus obtained have appeared in the literature as examples of what are
now called Hom-Lie algebras. Hom-Lie algebras were apparently intro-
duced in [8] by considering deformations of Lie algebras, and they are
now being studied for general skew-symmetric, bilinear, non-associative
products (see, for example [1], [7], [15], etc).
Our aim is to classify, up to isomorphism, within the category of Hom-
Lie algebras, all the extensions sl2[D] = sl2(F) ⊕ FD, over an alge-
braically closed field F of characteristic zero, by the special generalized
derivations D specified in §2 below. As a matter of fact, each of these
D’s satisfy the Hom-Lie Jacobi identity for the Lie product of sl2(F).
It is proved in §4 below that the vector subspace of EndF (sl2(F)),
consisting of those linear maps D that satisfy,
(HLJ) [D(x), [y, z] ] + [D(z), [x, y] ] + [D(y), [z, x] ] = 0,
can be decomposed in terms of two irreducible sl2(F)-modules, one of
which is just the scalar multiples of the identity map that obviously
satisfy the ordinary Jacobi identity. The other irreducible submodule
is 5-dimensional and consists exactly of the generalized derivations of
the specified type. Then, by making explicit use of the appropriate
canonical forms for the linear maps D satisfying (HLJ) obtained in
Proposition 3.5, we determine the isomorphism classes of the Hom-
Lie algebras sl2[D] in Theorem 3.6.
Once this classification is settled down, we may address the question of
determining the irreducible Hom-Lie modules for the Hom-Lie algebras
sl2[D]. It turns out that these can be studied and characterized by using
the representation theory of sl2(F). We prove in Theorem 3.9 that
any finite dimensional representation of a Hom-Lie algebra of the form
sl2(F) ⊕ FD, is completely reducible, thus extending to the Hom-Lie
category the well known Theorem of Weyl from classical Lie theory.
There are important differences between Lie algebras admitting invert-
ible derivations in the usual sense and Lie algebras having invertible
generalized derivations. For instance, a classical result, due to Jacob-
son (see [12]) states that any finite dimensional Lie algebra having an
invertible derivation must be nilpotent. As for a possible converse, Ja-
cobson also raised the question of whether an arbitrary nilpotent Lie
algebra had an invertible derivation defined on it or not. The answer
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to this question turned out to be negative and a characterization of
those nilpotent Lie algebras that cannot have an invertible derivation
was given in [5]. By way of significant contrast, it follows from Thm.
3.6 below, that sl2 always admits invertible generalized derivations of
some special type. Furthermore, using the result that describes the
Hom-Lie modules of the Hom-Lie algebras sl2[D] (see Thm. 3.9), we
deduce a structure theorem for non-solvable Lie algebras admitting a
specific type of invertible generalized derivations (see Thm. 3.11).
It was interesting for us to realize that any generalized derivation of
sl2(F) of the type described in §2 below, satisfies (HLJ). It is then
natural to try to understand if something similar occurs in more gen-
eral cases; namely, if there are linear maps D : g → g, not necessarily
generalized derivations, that satisfy (HLJ) for a simple Lie algebra g.
We found that this problem was already solved in the literature. As
a matter of fact, it is proved in [15] that the only linear maps g → g
that satisfy (HLJ) for a simple Lie algebra g defined over an alge-
braically closed field of characteristic zero are the scalar mutiples of
the identity map as soon as the rank of g gets strictly bigger than 1
(see Theorem 3.3 in [15]). The proof provided in [15], however, is
an exhaustive case-by-case trial with the aid of the computer pack-
age GAP (see https://www.gap-system.org). Searching for a deeper
understanding of the problem, we found that the Hom-Lie problem
for a simple Lie algebra g was also addressed in [13]. They consider,
however, linear maps g → g that satisfy (HLJ) and preserve the Lie
product [ · , · ]g (see Proposition 2.2 in [13]). Using only root space
decomposition techniques, we prove in §4 below, that for any linear
map g→ g —not necessarily one that preserves the Lie product in g—
the Hom-Lie Jacobi identity is only satisfied for scalar multiples of the
identity map whenever the rank of the simple Lie algebra is greater
than 1. Therefore, it is only sl2(F) the simple Lie algebra that can be
equipped with linear maps sl2(F)→ sl2(F), other than multiples of the
identity map, that turn sl2(F) into a Hom-Lie algebra.
2. Basic definitions and generalized derivations
Definition 2.1. A Lie algebra over a field F, is a vector space g over
F, equipped with a skew-symmetric bilinear map [ · , · ] : g × g → g,
satisfying the Jacobi identity:
[x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0, ∀ x, y, z ∈ g.
The element [x, y] ∈ g is referred to as the Lie bracket (or the Lie
product) of x and y in g.
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Definition 2.2. Let g be a Lie algebra over F and let a, b, c ∈ F. A
linear map D : g → g is a generalized derivation of type (a, b, c)
of g (or an (a, b, c)-derivation of g for short), if
aD([x, y]) = b [D(x), y] + c [x,D(y)], ∀ x, y ∈ g.
We shall denote by Der(a,b,c)(g) the vector subspace of EndF(g) consist-
ing of all generalized derivations of type (a, b, c).
Note: A derivation D of a given Lie algebra g, in its usual sense, is
just a (1, 1, 1)-derivation.
The following result reduces the study of generalized derivations to a
few special cases (for more details see Theorem 1.1 in [6], Theorem
2.2.1 in [10], or Theorem 2.2 in [11].)
Theorem 2.3 ([6], Theorem 1.1). Let a, b, c ∈ C. Then Der(a,b,c)(g)
can be obtained by intersection of two of the following subspaces with
appropriate choices of the parameter d:
(1) Der(d,0,0)(g),
(2) Der(0,1,−1)(g),
(3) Der(d,1,1)(g).
Convention: In this work we shall deal with a particular case of
generalized derivations; namely, those of type (a, 1, 1), corresponding
to the case (3) of the above theorem.
For simple Lie algebras and (a, 1, 1)-derivations, one has the following
result (see [3], Theorem 5.11):
Theorem 2.4 ([3], Theorem 5.11). Let g be a simple Lie algebra over
an algebraic closed field F. Let a ∈ F be different from −1, 0, 1 or
2. Then, Der(a,1,1)(g) = {0}. Furthermore, Der(2,1,1)(g) = F Idg and
Der(1,1,1)(g) = ad(g).
Remark 1. The cases Der(0,1,1)(g) and Der(−1,1,1)(g) for a simple Lie
algebra g are described in §4.1 and Theorem 3, below.
3. Extensions by a generalized derivation
Let (g, [ · , · ]g) be a Lie algebra over F and let D ∈ Der(g) be a deriva-
tion. The vector space g[D] = g⊕ FD, admits a Lie algebra structure,
where the Lie bracket [·, ·]g[D] : g[D]× g[D]→ g[D], is defined by:
(1)
[x+ λD, y + µD]g[D] = [x, y]g − µD(x) + λD(y), ∀x, y ∈ g, ∀λ, µ ∈ F.
The Lie algebra (g[D], [ · , · ]g[D]) is the semi-direct product of (g, [ · , · ]g)
and FD. It is natural to ask what kind of algebraic structure does the
vector space g⊕ FD have, when D is an (a, 1, 1)-derivation.
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Let D ∈ EndF g be a non-zero (a, 1, 1)-derivation and let T : g⊕FD →
g⊕ FD, be the linear map defined by:
(2) T (x+ λD) = x+ aλD; x ∈ g, λ ∈ F.
If a 6= 1, then the map T cannot be the identity on g[D]. It takes a
straightforward computation to verify that,
[T (x), [y, z]g[D]]g[D] + [T (y), [z, x]g[D]]g[D] + [T (z), [x, y]g[D]]g[D] = 0,
for all x, y, z ∈ g[D]. Thus, the vector space g[D] = g⊕ FD, with the
bracket [ · , · ]g[D], defined on it, is not a Lie algebra if a 6= 1, but a
Hom-Lie algebra in the sense of the following:
Definition 3.1. Let g be a vector space over F. Let T ∈ EndF(g) be
a linear map and let [ · , · ] : g × g → g be a skew-symmetric bilinear
map satisfying:
[T (x), [y, z]g]g + [T (y), [z, x]g]g + [T (z), [x, y]g]g = 0, ∀x, y, z ∈ g,
The triple (g, [ · , · ]g, T ) is a Hom-Lie algebra over F.
3.1. Extensions of sl2(F) by a (−1, 1, 1)-derivation. Observe that
the above Hom-Lie algebra extension makes sense for any Lie algebra
admitting a non-zero (a, 1, 1)-derivation. Let g be a simple Lie algebra.
As we have already observed, if a = 1, the obtained extension is none
other than the usual semi-direct product of g by an inner derivation
D of g. In order to obtain something new, consider a 6= 1. Since g
is simple, Theorem 2.4 restricts the possibilities of a to be either 0,
−1 or 2. For a = 2 we have Der(2,1,1)(g) = F Idg (see Theorem 2).
It remains to understand the cases a = 0 and a = −1. It is proved in
Lemma 6.1 of [14], that for a simple Lie algebra g, Der(0,1,1)(g) = {0}.
Thus, the case a = 0 is trivial. This leaves us with the case a = −1.
Now, the proof of the following result can be found in [3] (see Theorem
5.12):
Theorem 3.2 ([3], Theorem 5.12). Let g be a simple Lie algebra of
rank at least two. Then Der(−1,1,1)(g) = 0.
Therefore, the only possibility for a simple Lie algebra g to admit
non-zero (−1, 1, 1)-derivations is that g = sl2(F). Let {H,E, F} be
the standard basis for sl2(F), so that, [H,E] = 2E, [H,F ] = −2F
and [E, F ] = H . It is shown in [3] that Der(−1,1,1)(sl2(F)) is the 5-
dimensional vector subspace of End(sl2) generated by the linear trans-
formations whose 3× 3 matrices in the basis {H,E, F} are given by:
P =

2 0 00 −1 0
0 0 −1

, Q =

0 1 00 0 0
2 0 0

, R =

0 0 12 0 0
0 0 0

,
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(3) S =

0 0 00 0 1
0 0 0

, T =

0 0 00 0 0
0 1 0

.
Thus, we associate a 5-tuple (ζ, η, σ, λ, µ) ∈ F5 to each (−1, 1, 1)-
derivation D, where
D = ζP + ηQ+ σR + λS + µT =

2ζ η σ2σ −ζ λ
2η µ −ζ

,
From now on, we writeD = (ζ, η, σ, λ, µ) for such a (−1, 1, 1)-derivation
D of sl2(F). In order to classify the Hom-Lie algebras of the form
sl2⊕FD, we take into account the following general definition (see [8],
page 331):
Definition 3.3. Let (g, [·, ·]g, T ) and (h, [·, ·]h, S) be Hom-Lie algebras.
A Hom-Lie algebra morphism from (g, [·, ·]g, T ) into (h, [·, ·]h, S), is
a linear map, ψ : g→ h, satisfying,
(i) ψ([x, y]g) = [ψ(x), ψ(y)]h, for all x, y ∈ g,
(ii) ψ ◦ T = S ◦ ψ.
In particular, for the family of Hom-Lie algebras sl2(F)[D], obtained
through non-trivial (a, 1, 1)-derivations D, we have the following:
Proposition 3.4. Let F be a field with characteristic different from
2. Let D,D′ ∈ Der(−1,1,1)(sl2(F)) and let T ∈ EndF(sl2(F)[D]), defined
by T (x + ξD) = x − ξD, for all x ∈ sl2 and for all ξ ∈ F, (resp
T ′ ∈ EndF(sl2(F)[D]′)). Then, the Hom-Lie algebras (sl2(F)[D], T ) and
(sl2(F)[D]
′, T ′) are isomorphic if and only if there is an automorphism
g ∈ Aut(sl2(F)) and a non-zero scalar ξ ∈ F − {0}, such that D′ =
ξ g ◦D ◦ g−1.
Proof. LetD and D′ be two (−1, 1, 1)-derivations of sl2(F) and let ψ :
sl2(F)[D]→ sl2(F)[D′] be a Hom-Lie algebra isomorphism. Let πsl2(F) :
sl2(F)[D]→ sl2(F) and πD′ : sl2(F)[D]→ FD′ be the linear projections
onto sl2(F) and FD
′, respectively. Let g = πsl2(F) ◦ ψ|sl2 : sl2(F) →
sl2(F) and let ϕ : sl2(F) → F be the linear map for which (πD′ ◦
ψ)(x) = ϕ(x)D′, for all x ∈ sl2(F). Then, ψ(x) = g(x) + ϕ(x)D′, for
all x ∈ sl2(F). Also, there exists x′ ∈ sl2(F) and ξ′ ∈ F, such that
ψ(D) = x′ + ξ′D′. Take x and y in sl2(F). By Def. 3.3.(i) we have:
ψ([x, y]) = g([x, y]) + ϕ([x, y])D. On the other hand
[ψ(x), ψ(y)] = [g(x) + ϕ(x)D′, g(y) + ϕ(y)D′]
= [g(x), g(y)]− ϕ(y)D′(g(x)) + ϕ(x)D′(g(y)).
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Since sl2(F) = [sl2(F), sl2(F)], it follows that ϕ = 0 and g ∈ Aut(sl2(F)).
On the other hand, Def. 3.3.(ii), states that ψ ◦ T (D) = T ′ ◦ ψ(D).
Therefore, ψ(T (D)) = ψ(−D) = −x′ − ξ′D′, and T ′(ψ(D)) = T ′(x′ +
ξ′D′) = x′ − ξ′D′, thus x′ = 0. This shows that ψ(D) = ξ′D′.
Now, let x ∈ sl2(F). Since ψ([D, x]) = [ψ(D), ψ(x)], we deduce that
g(D(x)) = ξ′D′(g(x)). Therefore, g ◦D = ξ′D′ ◦ g, andD′ = (ξ′)−1 g ◦
D ◦ g. The converse statement is obvious. 
Remark 2. The proof of this Proposition makes us realize that there
is a group action behind the isomorphism between two extensions of
sl2 by (−1, 1, 1)-derivations. Namely, let G = F − {0} × Aut(sl2(F)),
and consider the left G-action on Der(−1,1,1)(sl2(F)) given by,
(ξ, g).D 7→ ξ g ◦D ◦ g−1, ξ ∈ F− {0} and g ∈ Aut(sl2(F)).
Therefore, sl2(F)[D] and sl2(F)[D]
′ are isomorphic if and only if there
exists a (ξ, g) ∈ F−{0}×Aut(sl2(F)) such that D′ = (ξ, g).D. We shall
write D ∼ D′ and we say that D and D′ are equivalent if they belong
to the same G-orbit. Note, however, that any D ∈ Der(−1,1,1)(sl2(F))
is trivially equivalent to D′ = ξ D, for any ξ ∈ F − {0}. It follows
that D and D′ belong to the same G-orbit if and only if there exists
an automorphism g ∈ Aut(sl2(F)), such that D′ = g ◦D ◦ g−1.
3.1.1. The automorphism group of sl2(F). We shall now determine a set
of canonical forms for the left Aut(sl2)-action g.D 7→ g ·D = g ◦D◦g−1
on Der(−1,1,1)(sl2). It is known from [9] that Aut(sl2) is a semidirect
product between Inn(sl2) and the group of diagonal automorphism
Γ(sl2), i.e., those automorphism which are the identity on H and a
scalar multiplication in each root space. The group Inn(sl2) is the
subgroup of inner automorphisms of sl2; this in turn is determined
by those elements x ∈ sl2 for which ad |sl2(x) is nilpotent; these are
known as ad|sl2-nilpotent elements, or ad-nilpotent for short within our
context. It is known from [9] (see exercise 7, chapter IV, page 88)
that Aut(sl2(F)) = Inn(sl2(F)), where Inn(sl2(F)) is the subgroup of
inner automorphisms of sl2(F); this in turn is determined by those el-
ements x ∈ sl2(F) for which ad |sl2(F)(x) is nilpotent; these are known
as ad|sl2(F)-nilpotent elements, or ad-nilpotent for short within our con-
text. It is easy to see that x ∈ sl2(F) is ad-nilpotent if and only if,
x ∈ FE, x ∈ FF, x ∈ {aH + acE − ac−1F | a, c ∈ F− {0}}.
Thus, Aut(sl2(F)) is generated by the following automorphisms of sl2,
ga = exp(ad|sl2(F)(aE)), ha = exp(ad|sl2(F)(aF )), and
fa,c = exp(ad|sl2(F)(aH + acE − ac−1F )); a, c ∈ F− {0}.
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The matrices of ga, ha and fa,c in the standard basis {H,E, F}, are:
ga =

 1 0 a−2a 1 −a2
0 0 1

 , ha =

 1 −a 00 1 0
2a −a2 1

 , and,
fa,c =

 1− 2a2 ac−1 + a2c−1 ac− a2c−2ac− 2a2c (1 + a)2 −a2c2
−2ac−1 + 2a2c−1 −a2c−2 (1− a)2

, a, c ∈ F− {0}.
Thus, the Aut(sl2(F))-action D 7→ g−1 ◦D ◦ g on Der(−1,1,1)(sl2(F)) can
be written for the generators of Aut(sl2(F)) as,
Ka(D) = ga◦D◦ g−1a , La(D) = ha◦D◦ h−1a , Ja,c(D) = fa,c◦D◦ f−1a,c .
Observe that g−1a = g−a, h
−1
a = h−a and f
−1
a,c = f−a,c, for all a, c ∈
F − {0}. Now, using the identification of Der(−1,1,1)(sl2(F)) with F5,
the images of a given D = (ζ, η, σ, λ, µ), under Ka, La and Ja,c, are
respectively given by,
Ka(D) = (ζ + 2aη + a
2µ, η + aµ,−3aζ − 3a2η + σ − a3µ,
6a2ζ + 4a3η − 4aσ + λ+ a4µ, µ),
La(D) = (ζ − 2aσ + a2λ, 3aζ + η − 3a2σ + a3λ, σ − aλ, λ,
6a2ζ + 4aη − 4a3σ + a4λ+ µ),
Ja,c(D) = (J
1
a,c(D), J
2
a,c(D), J
3
a,c(D), J
4
a,c(D), J
5
a,c(D)),
where the components Jka,c : C
5 → C, 1 ≤ k ≤ 5 , are given by,
J1a,c(D) = (−1 + 6a2 − 6a4)ζ − 2ac(1− a)(1− 2a2)η
− 2ac−1(1 + a)(1− 2a2)σ + a2c2(1 + a)2λ+ a2c2(1− a)2µ
J2a,c(D) = 3ac
−1(1− a)(1 + 2a)ζ + (1− a)2(1− 4a2)η
+ a2c−2(4a2 − 3)σ − a3c−3(1 + a)λ+ ac(1− a)3µ,
J3a,c(D) = −3ac(1 + a)(1 + 2a)ζ + a2c2(4a2 − 3)η
+ (1 + a)2(1− 4a2)σ − ac−1(1 + a)3λ− a3c3(1− a)µ,
J4a,c(D) = 6a
2c2(1 + a)2ζ + 4a3c3(1 + a)η − 4ac(1 + a)3σ
+ (1 + a)4λ+ a4c4µ,
J5a,c(D) = 6a
2c−2(1− a)2ζ − 4ac−1(1− a)3η + 4a3c−3(1− a)σ
+ a4c−4λ+ (1− a)4µ.
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3.1.2. Canonical forms for (−1, 1, 1)-derivations of sl2(F). In order to
obtain a classification for those Hom-Lie algebras of the form sl2(F)[D],
we shall first obtain the canonical forms for the (−1, 1, 1)-derivations of
sl2(F). The group action is g.D = g◦D◦g−1, whereD ∈ Der(−1,1,1)(sl2(F))
and g ∈ Aut(sl2(F)).
Proposition 3.5. Let F be an algebraically closed field of characteristic
zero. Under the right Aut(sl2(F))-action on Der(−1,1,1)(sl2(F)), D 7→
g.D = g ◦D ◦ g−1, each D admits a choice of g such that,
g.D =

 0 ν−1η νσ2νσ 0 ν2λ
2ν−1η 0 0

, η, σ, λ ∈ F, ν ∈ F− {0}.
Proof. Let D ∈ Der(−1,1,1)(sl2) and suppose µ 6= 0. If (ζ, η, σ, λ) 6=
(0, 0, 0, 0), then p = 6ζx2 + 4ηx − 4σx3 + λx4 + µ is a non-constant
polynomial with p(0) = µ 6= 0. Thus, there exists a ∈ F − {0} such
that p(a) = 0. Applying La to D, we get that D is equivalent to
D′ = (ζ ′, η′, σ′, λ′, 0). On the other hand, if ζ = η = σ = λ = 0,
then D = (0, 0, 0, 0, µ), and J1,c(0, 0, 0, 0, µ) = (0, 0, 0, c
−4µ, 0). In any
case, D is equivalent to (ζ ′, η′, σ′, λ′, 0). Therefore, with no loss of
generality, we may always assume µ = 0 and start with D of the form
D = (ζ, η, σ, λ, 0).
We now want to prove that any D = (ζ, η, σ, λ, 0) is equivalent to
D′ = (0, η′, σ′, λ′, 0). If ζ = 0, there is nothing to prove. Thus, we
assume from the start ζ 6= 0. If η 6= 0, we apply K−ζ/(2η) to D, this
makeD equivalent toD′ = (0, η′, σ′, λ′, 0). So, let us assume η = 0, i.e.,
D = (ζ, 0, σ, λ, 0), with ζ 6= 0. Now, suppose first σ 6= 0 or λ 6= 0 and
take any a′ ∈ F−{0}. Applying Ka′ to D, makes the latter equivalent
to D′ = (ζ ′, 0, σ′, λ′, 0), where ζ ′ = ζ and:
σ′ = −3a′ζ + σ, λ′ = 6a′2ζ − 4a′σ + λ, a′ ∈ F− {0}.
Choose a′ ∈ F− {0} so as to satisfy the following conditions:
(4) σ′ 6= 0, λ′ 6= 0, and 2σ′2 − 3ζ ′λ′ 6= 0.
Now, choose some a ∈ F− {0} and compute La(D′) to obtain,
La(D
′) = ( ζ ′ − 2aσ′ + a2λ′, a(3ζ ′ − 3aσ′ + a2λ′),
σ′ − aλ′, λ′, a2(6ζ ′ − 4aσ′ + a2λ′) ).
The new components of La(D
′) = (ζ ′′, η′′, σ′′, λ′′, µ′′):
ζ ′′=ζ ′ − 2aσ′ + a2λ′, η′′=a(3ζ ′ − 3aσ′ + a2λ′),
µ′′=a2(6ζ ′ − 4aσ′ + a2λ′),
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are polynomials in a. Define the quadratic polynomials,
p1 = ζ
′ − 2σ′x+ λ′x2, p2 = 3ζ ′ − 3σ′x+ λ′x2,
p3 = 6ζ
′ − 4σ′x+ λ′x2.
Then, ζ ′′ = p1(a), η
′′ = a p2(a) and µ
′′ = a2 p3(a). These polynomials
are relatively prime, since 2 p2−p1−p3 = −ζ ∈ F−{0}. We claim that
there exists a ∈ F−{0} such that p1(a)p2(a) 6= 0 = p3(a), in which case,
ζ ′′η′′ 6= 0 = µ′′. Observe that p3−p2 = −σ′x+3ζ ′. If any zero of p3 were
a zero of p2, then 0 = p2 (3ζ
′/σ′) = p3 (3ζ
′/σ′) = −6ζ ′ + 9 ζ ′2 λ′/σ′2.
Whence, 2σ′2 = 3ζ ′λ′, contradicting the hypothesis that 2σ′2− 3ζ ′λ′ 6=
0, given in (4). Therefore, there exists a ∈ F−{0} such that p2(a) 6= 0
and p3(a) = 0. If p1(a) = 0, we are done, because p1(a) = ζ
′′ = 0 and D
becomes equivalent to (0, η′′, σ′′, λ′′, 0) as claimed. Otherwise, p1(a) 6= 0
implies that ζ ′ 6= 0 and D is equivalent to D′′ = (ζ ′′, η′′, σ′′, λ′′, 0), with
ζ ′′η′′ 6= 0. Now compute K−ζ′′/(2η′′)(D′′) to see that D′′ (hence D) is
equivalent to (0, η′′′, σ′′, λ′′′, 0).
In summary, we have proved that any D ∈ Der(−1,1,1)(sl2), of the form
D = (ζ, 0, σ, λ, 0) with ζ 6= 0 and either η 6= 0 or λ 6= 0, is equivalent
to T ′′′ = (0, η′′′, σ′′′, λ′′′, 0); that is,
D ∼

 0 η′′′ σ′′′2σ′′′ 0 λ′′′
2η′′′ 0 0

.
Now suppose σ = λ = 0, then D = (ζ, 0, 0, 0, 0). Applying J1,c to D,
we get:,
J1,c(ζ, 0, 0, 0, 0) = (−ζ, 0,−18cζ, 24c2ζ, 0),
where −ζ 6= 0, −18cζ 6= 0 and 24c2ζ 6= 0. By the above argu-
ment, we may deduce again that (−ζ, 0,−18cζ, 24c2ζ, 0) is equivalent
to (0, η′′, σ′′, λ′′, 0).
Finally, we apply the diagonal automorphism: H 7→ H , E 7→ νE,
F 7→ ν−1F , to (0, η′′, σ′′, λ′′, 0), in order to obtain our result. 
Therefore, from now on, we consider any generalized derivation D as
D = (0, η, σ, λ, 0) =

 0 η σ2σ 0 λ
2η 0 0

, η, σ, λ ∈ F.
Theorem 3.6. et F be an algebraically closed field of characteristic
zero. Let D ∈ Der(−1,1,1)(sl2(F)) be a generalized derivation and let
T ∈ EndF(sl2(F)⊕FD) be a linear map defined by T (x+ζD) = x−ζD
for all x ∈ sl2(F) and for all ζ ∈ F. Let (sl2(F)⊕ FD, [·, ·]sl2(F)⊕FD, T )
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be the Hom-Lie algebra over F, with bracket [x+λD, y+µD]sl2(F)⊕FD =
[x, y]sl2(F) + λD(y)− µD(x), for all x, y ∈ sl2(F) and for all λ, µ ∈ F.
(i) If rank(D)=1, then sl2(F)⊕FD≃sl2(F)⊕F

0 0 00 0 1
0 0 0

.
(ii) If rank(D) = 2, then
• sl2(F)[D] ≃ sl2(F)⊕ F

0 0 10 0 0
2 0 0

, or
• sl2(F)[D] ≃ sl2(F)⊕ F

 0 1 σ2σ 0 0
2 0 0

, with σ 6= 0.
(iii) If rank(D) = 3, then
• sl2(F)[D] ≃ sl2(F)⊕ F

0 1 00 0 λ
2 0 0

, with λ 6= 0, or
• sl2(F)[D] ≃ sl2(F)⊕ F

 0 1 σ2σ 0 λ
2 0 0

, with σλ 6= 0.
Proof. Case 1. rank(D) = 1. Suppose dimF Span{v1, v2, v3} =
1. Under this assumption, it is not difficult to prove that any D ∈
Der(−1,1,1)(sl2) with rank(D) = 1, is equivalent to
(
0 0 0
0 0 λ
0 0 0
)
with λ 6= 0.
Applying a diagonal automorphism to (0, 0, 0, λ, 0), we get that any
D ∈ Der(−1,1,1)(sl2) with rank(D) = 1, is equivalent to (0, 0, 0, 1, 0).
Case 2. rank(D) = 2. Notice that, v1 ∧ v2 ∧ v3 = 2 η2 λH ∧ E ∧ F .
Thus, det(D) = 2 η2 λ. Then, either η = 0 or λ = 0, under the
assumption rank(D) = 2. If η = 0, then v2 ∧ v3 = v1 ∧ v2 = 0, and
v3∧ v1 = 2 σ2H ∧E. In particular, σ 6= 0, otherwise, rank(D) = 1. On
the other hand, the condition λ = 0 under the assumption rank(D) = 2,
requires that either η 6= 0 or σ 6= 0. That is, (η, σ) 6= (0, 0). Thus, we
obtain two types of possible canonical forms: either T is equivalent to,
(5)

 0 0 σ2σ 0 λ
0 0 0

, σ 6= 0, or to

 0 η σ2σ 0 0
2η 0 0

,(η
σ
)
6= 0.
Now, the characteristic polynomial of D corresponding to the first type
above is χD = x
3, whereas the characteristic polynomial of T cor-
responding to the second type is χD = x(x
2 − 4 ησ). Clearly, these
two polynomials coincide if ησ = 0. We shall now prove that if this
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is the case, then both types given in (5), can be made equivalent to
(0, 0, σ, 0, 0), with σ 6= 0.
First notice that D = (0, η, 0, 0, 0) is equivalent to D′ = (0, 0, σ′, 0, 0),
whenever η 6= 0 and σ′ 6= 0. Indeed, take c ∈ F − {0} and see that
J1,c(D) = (0, 0, c
2η, 8c3η, 0). On the other hand, let a ∈ F − {0},
then Ka(D
′) = (0, 0, σ′,−4aσ′). The elections a = −2√σ′, and c =√
σ′
η
, yields J1,c(D) = Ka(D
′), which proves our assertion. This also
proves that D′ = (0, 0, σ′, 0, 0) is equivalent to D′′ = (0, 0, σ′′, λ′′, 0)
whenever σ′ 6= 0. Now, applying a diagonal automorphism, we obtain
that (0, 0, σ, 0, 0), with σ 6= 0, is equivalent to (0, 0, 1, 0, 0). It remains
the case when ησ 6= 0. For that, we apply a diagonal automorphism
to D = (0, η, σ, 0, 0), with ησ 6= 0, in order to obtain that such D is
equivalent to (0, 1, σ′, 0, 0), with σ′ 6= 0. Therefore, we end up with
two different canonical forms; namely, that corresponding to the data
D = (0, 0, 1, 0, 0), and that corresponding to the data D = (0, 1, σ, 0, 0)
with σ 6= 0.
Case 3. rank(D) = 3. In this case, D is invertible, and det(D) =
2η2λ 6= 0. The characteristic polynomial of D is x3 − 4ησx− 2η2λ. If
4ησ = 0, then σ = 0 and D = (0, η, 0, λ, 0), with characteristic polyno-
mial x3−2η2λ. On the other hand, if σ 6= 0, then D = (0, η, σ, λ, 0) and
its characteristic polynomial is x3 − 4ησx− 2λ, with ησλ 6= 0. There-
fore, we obtain two non-isomorphic canonical forms for D; either,
0 1 00 0 λ
2 0 0

, σ 6= 0, or

 0 1 σ2σ 0 λ
2 0 0

, σλ 6= 0.

3.2. Representation theory for the Hom-Lie algebra sl2(F)[D].
The known definition of a representation of a Hom-Lie algebra (g, [·, ·]g, T )
in a vector space V can be found in [2]. That definition is slightly dif-
ferent from what one is used to find in classical representation theory.
Definition 3.7. Let (g, [·, ·]g, T ) be a Hom-Lie algebra and let V be
a vector space. A representation of (g, [·, ·]g, T ) on V with respect to
L ∈ gl(V ), is a linear map ρ : g→ gl(V ), satisfying,
ρ([x, y]g) ◦ L = ρ(T (x))ρ(y)− ρ(T (y))ρ(x), ∀x, y ∈ g.
One may then prove the following result which basically states that
a Hom-Lie algebra representation ρ : g → gl(V ) with respect to L :
V → V is equivalent to the existence of a Hom-Lie algebra structure
on g⊕ V , where the product [ · , · ]g⊕V is defined by [x+ u, y+ v]g⊕V =
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[x, y]g + ρ(x)(v)− ρ(y)(u) and S = T ⊕L satisfies the Hom-Lie Jacobi
identity. In this way, g becomes a Hom-Lie subalgebra and V a Hom-
Lie ideal. Now, see [2] for the proof of the following:
Proposition 3.8. Let (g, [·, ·]g, T ) be a Hom-Lie algebra and let V be
a vector space. Let ρ : g → gl(V ) be a representation of this Hom-
Lie algebra with respect to L ∈ gl(V ) in the sense of Def. 3.7. Let
S ∈ EndF(g⊕V ), be the linear map defined by S(x+v) = T (x)+L(v),
for all x ∈ g and for all v ∈ V . Let [ · , · ]g⊕V : (g⊕V )×(g⊕V )→ g⊕V ,
be the product defined by [x+u, y+ v]g⊕V = [x, y]g+ ρ(x)(v)− ρ(y)(u),
for all x, y ∈ g and for all u, v ∈ V . Then (g ⊕ V, [ · , · ]g⊕V , S) is a
Hom-Lie algebra.
We shall now address one of the main goals of this work. In the fol-
lowing result we characterize the Hom-Lie modules of the Hom-Lie
algebras of the form sl2(F)[D], with D ∈ Der(−1,1,1)(sl2(F)). Basically,
our result allows us to conclude that any non-trivial irreducible repre-
sentation of sl2(F)[D] in a vector space V (ie, one for which the image
of D is non-zero) must only have dimV = 3.
Theorem 3.9. Let sl2(F) = SpanF{H,E, F} be the rank-one sim-
ple Lie algebra over an algebraically closed field F of characteristic
zero and let D = (ζ, η, σ, λ, µ) ∈ Der(−1,1,1)(sl2(F)) be a generalized
derivation. Let T ∈ EndF(sl2(F)) be the linear map defined by T (x +
ξD) = x − ξD, for all x ∈ sl2(F) and for all ξ ∈ F. Let (sl2(F) ⊕
FD, [ · , · ]sl2(F)⊕FD, T ) be the Hom-Lie algebra equipped with the prod-
uct [x + ξD, y + νD]sl2(F)⊕FD = [x, y]sl2(F) + ξD(y) − νD(x), for all
x, y ∈ sl2(F) and for all ξ, ν ∈ F. Let V be a finite dimensional vector
space over F and let ρ : sl2(F) ⊕ FD → gl(V ) be a Hom-Lie algebra
representation with respect to the identity map IdV . Then,
(1) The representation ρ : sl2(F)[D] → gl(V ) is completely re-
ducible.
(2) If ρ : sl2(F)[D] → gl(V ) is irreducible, then ρ|sl2(F) : sl2(F) →
gl(V ) is an irreducible representation of the Lie algebra sl2(F).
(3) Let ρ : sl2(F)[D] → gl(V ) be irreducible. If ρ(D) 6= 0, then
dimF V = 3. In this case, there is a basis {v0, v1, v2} of V
such that ρ(H)(v0) = 2v0, ρ(H)(v1) = 0 and ρ(H)(v2) = −2v2.
Furthermore, the matrix of ρ(D) in the basis {v0, v1, v2}, has
the block form,
ρ(D) =

−ζ −2σ −λ−η 2ζ σ
−µ 2η −ζ

.
If ρ(D) = 0, then D = 0.
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Proof.
(1) Let ρ : sl2(F)[D]→ gl(V ) be as in the statement. Then,
ρ([x, y]) = ρ(T (x))ρ(y)− ρ(T (y))ρ(x), ∀x, y ∈ sl2(F)[D].
In particular, ρ(D(x)) = −ρ(D)ρ(x) − ρ(x)ρ(D), for all x ∈ sl2(F).
Note that ρ|sl2(F) is a representation of the Lie algebra sl2(F) in V .
Let U be an sl2(F)[D]-submodule of V . Since ρ|sl2(F) is completely
reducible, there exists an sl2(F)-submodule W ⊂ V , such that V =
U ⊕W . We claim that ρ(D)(W ) ⊂W .
There are linear maps T ∈ HomF(W,U) and S ∈ EndF(W ), such that
ρ(D)(w) = T (w) + S(w), for all w ∈ W . Let x ∈ sl2(F) and w ∈ W .
Then,
ρ(x)(T (w)) + ρ(x)(S(w)) = ρ(x) ◦ ρ(D)(w)
= −ρ(D(x))(w)− ρ(D) ◦ ρ(x)(w)
= −T (ρ(x)(w))− ρ(D(x))(w)− S(ρ(x)(w)).
It follows that ρ(x)(T (w)) = −T (ρ(x)(w)), for all w ∈ W and all
x ∈ sl2(F). Then T ∈ HomF(W,U) is a linear map satisfying ρ(x)◦T =
−T ◦ρ(x), for all x ∈ sl2(F). This also implies that Ker T and ImT are
sl2(F)-submodules of W and U , respectively. Thus, there are sl2(F)-
submodules, W ′ ⊂ W and U ′ ⊂ U , such that W = KerT ⊕W ′ and
U = ImT ⊕ U ′. Therefore, T |W ′ : W ′ → ImT is an isomorphism of
sl2(F)-modules. If W
′ = {0}, then W = KerT and ρ(D)(w) = S(w) ∈
W , for all w ∈ W .
So, assume W ′ 6= {0}. With no loss of generality, we may assume that
T ∈ HomF(W,U) is an isomorphism. Let W ′′ ⊂ W be an irreducible
sl2(F)-submodule, then T (W
′′) is an irreducible sl2(F)-submodule of
U . Assume that both W and U are irreducible sl2(F)-modules. We
write W = SpanF{w0, w1, . . . , wm} (resp. U = SpanF{u0, u1, . . . , um}),
where:
ρ(H)(wk) = (m− 2k)wk,
ρ(E)(wk) = (m− k + 1)wk−1,
ρ(F )(wk) = (k + 1)wk+1,
(see [9], Lemma 7.2) for all 0 ≤ k ≤ m, with the convention, w−1 =
wm+ℓ = 0, for ℓ ≥ 1. Analogous expressions are satisfied in U for the
uk’s. Now,
T ◦ ρ(H)(wk) = −ρ(H) ◦ T (wk) ⇒ ρ(H)(T (wk)) = −(m− 2k)T (wk).
This means that the weight of T (wk) is −(m − 2k) = m − 2(m − k).
Thus, there exists a scalar ξk ∈ F, such that T (wk) = ξkum−k, for all
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0 ≤ k ≤ m. For m − k, we get T (wm−k) = ξm−kuk. Similarly, from
T ◦ ρ(E)(wk) = −ρ(E) ◦ T (wk), we obtain,
(m− k + 1)ξk−1um−k+1 = −(k + 1)ξkum−k−1.
And from T ◦ ρ(F )(wk) = −ρ(F ) ◦ T (wk), we get,
(k + 1)ξk+1um−k−1 = −(m− k + 1)ξkum−k+1.
Since m− k− 1 6= m− k+1, we conclude that um−k−1 and um−k+1 are
linearly independent. Thus,
(m− k + 1)ξk−1 = −(k + 1)ξk = 0,
−(m− k + 1)ξk = (k + 1)ξk+1 = 0, 0 ≤ k ≤ m.
Whence ξk = 0, for all k and therefore, T = 0. This also shows that
ρ(D)(W ) ⊂W and therefore W is a sl2(F)[D]-module complementary
to U in V . This argument shows that ρ is completely reducible.
(2) Now, let ρ : sl2(F)[D] → gl(V ) be irreducible as a representation
of the given Hom-Lie algebra sl2(F)[D] in V . In particular, V is an
sl2(F)-module. Let {0} 6= U ⊂ V be an sl2(F)-submodule. Then, there
there exists an sl2(F)-submodule W ⊂ V , such that V = U ⊕W . We
then obtain linear maps S ′ ∈ EndF(U) and T ′ ∈ HomF(U,W ), such
that ρ(D)(u) = S ′(u) + T ′(u), for all u ∈ U . From ρ(D(x)) = −ρ(D) ◦
ρ(x)− ρ(x) ◦ ρ(D), for all x ∈ sl2(F), it follows ρ(x) ◦ T ′ = −T ′ ◦ ρ(x),
for all x ∈ sl2(F), where T ′ : U → W . Using the same argument as
in (1) above, one concludes that T ′ = 0 and ρ(D)(U) ⊂ U . From the
beginning, we made the assumption that V is an irreducible sl2(F)[D]-
module, therefore V = U and W = {0}.
(3) It follows that if ρ : sl2(F)[D]→ gl(V ) is irreducible in the Hom-Lie
category (with respect to IdV ), then V is an irreducible sl2(F)-module.
Thus, there is a basis {v0, v1, ..., vm} of V , for which, ρ(H)(vk) = (m−
2k)vk, ρ(E)(vk) = (m− k+1)vk−1, and ρ(F )(vk) = (k+1)vk+1, for all
0 ≤ k ≤ m. It only remains to determine how ρ(D) acts in the basis
{v0, v1, . . . , vm}. Let ai,j be the scalars for which
ρ(D)(vj) =
m∑
i=0
ai,jvi, 0 ≤ j ≤ m.
We shall now determine the (m+1)×(m+1) matrixA ∈ Matm+1×m+1(F),
whose i, j entry is ai,j. Let D = (ζ, η, σ, λ, µ) be a (−1, 1, 1)-derivation
of sl2(F). Then,
D(H) = 2ζH + 2σE + 2ηF,
D(E) = ηH − ζE + µF,
D(F ) = σH + λE − ζF.
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From ρ(H) ◦ ρ(D)(vj) = −ρ(D(H))(vj)− ρ(D)ρ(H)(vj), we obtain,
(6)
m∑
i=0
(m− (i+ j) ) ai,j vi + (m− 2j)ζvj+
+ (m− j + 1)σ vj−1 + (j + 1)η vj+1 = 0, 0 ≤ j ≤ m.
We deduce the following:
i = j ⇒ (m− 2j)aj,j = −(m− 2j)ζ, ∀j,(7)
i = j + 1⇒ (m− (2j + 1))aj+1,j = −(j + 1)η, ∀j,(8)
i = j − 1⇒ (m− (2j − 1))aj−1,j = −(m− j + 1)σ, ∀j,(9)
Similarly, from ρ(E) ◦ ρ(D)(vj) = −ρ(D(E))(vj)− ρ(D) ◦ ρ(E)(vj), we
get for 0 ≤ j ≤ m,
(10)
m−1∑
i=0
( (m− i)ai+1,j + (m− j + 1)ai,j−1 ) vi + (m− 2j)η vj
−(m− j + 1)ζ vj−1 + (j + 1)µ vj+1 + (m− j + 1)am,j−1 vm = 0.
For i = j − 1 in (10), we obtain,
((m− j + 1)aj,j + (m− j + 1)aj−1,j−1)vj−1 − (m− j + 1)ζ vj−1 = 0,
and therefore,
(11) aj,j + aj−1,j−1 = ζ, 1 ≤ j ≤ m.
Now observe that (11) yields, aj−1,j−1 = aj+1,j+1, for all j. If in (7) we
make the changes j → j − 1 and j → j + 1, we get,
(m− (j − 1))aj−1,j−1 = −(m− (j − 1))ζ,(12)
(m− (j + 1))aj+1,j+1 = −(m− (j + 1))ζ.(13)
By subtracting these two expressions, we get aj−1,j−1 = −ζ , and there-
fore (11) implies aj,j = 2ζ . This also proves that aj+1,j+1 = aj−1,j−1 =
−ζ , if and only if aj,j = 2ζ , for 1 ≤ j ≤ m. On the other hand, if m is
odd, it follows from (7) that, aj,j = −ζ for all j, which implies ζ = 0.
Thus, let us assume that m = 2ℓ, with ℓ ∈ N. From (7), we know that
(m− 2j)aj,j = −(m − 2j)ζ , for all j. Whence, aj,j = −ζ for all j 6= ℓ,
and thus aℓ,ℓ = 2ζ . If ℓ − 2 ≥ 0 then 2ζ = aℓ,ℓ = aℓ−2,ℓ−2 = −ζ , so,
ζ = 0. This proves that if m 6= 2, then ζ = 0.
In addition, for j = m in (10), it follows that am,m−1 = mη. On the
other hand, applying (8) with j = m− 1, we get (m− 1)am,m−1 = mη.
Therefore, (m− 2)η = 0.
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Now, from ρ(F )◦ρ(D)(vj) = −ρ(D(F ))(vj)−ρ(D)ρ(F )(vj), we obtain,
(14)
(j + 1)a0,j+1v0 +
m∑
i=1
(iai−1,j + (j + 1)ai,j+1)vi
+ (m− 2j)σvj + (m− j + 1)λvj−1 − (j + 1)ζvj+1 = 0.
Taking j = 0, we get a0,1 + mσ = 0. Combining this with (9) and
j = 1, we get (m− 2) σ = 0.
Let us assume m 6= 2, then ζ = η = σ = 0. Then, both (10) and (14),
respectively, take the form:
(15)
m−1∑
i=0
((m− i)ai+1,j + (m− j + 1) ai,j−1)vi
+ (j + 1)µvj+1 + (m− j + 1) am,j−1vm = 0
(16) (j+1)a0,j+1v0+
m∑
i=1
(iai−1,j+(j+1)ai,j+1)vi+(m−j+1)λvj−1 = 0,
for all j. Since m 6= 2, from (15), it follows that for j = 1 we obtain
m−1∑
i=0
((m− i)ai+1,1 +mai,0)vi + 2µv2 +mam,0vm = 0,
then am,0 = 0. Similarly, for j = m− 1 on (16), we have
ma0,mv0 +
m∑
i=1
(iai−1,m−1 +mai,m)vi + 2λvm−2 = 0,
then a0,m = 0. On the other hand, from (15) and (16), we obtain,
(m− i)ai+1,j + (m− j + 1)ai,j−1 = 0, i /∈ {j + 1, m},(17)
iai−1,j + (j + 1)ai,j+1 = 0, i /∈ {0, j − 1}.(18)
Letting j → j + 1 in (17) and j → j − 1 in (18), respectively, we get:
(m− i)ai+1,j+1 + (m− j)ai,j = 0, i /∈ {j + 2, m},(19)
iai−1,j−1 + jai,j = 0, i /∈ {0, j − 2}.(20)
On the other hand, since ζ = η = σ = 0, it follows from (6) that,
m∑
i=0
(m− (i+ j) ) ai,jvi = 0, 0 ≤ j ≤ m.
Then, ai,j = 0, for all i, j satisfying i+ j 6= m. Let k and ℓ be such that
k+ℓ = m. Then, (k+1)+(ℓ+1) 6= m and (k−1)+(ℓ−1) 6= m, so that
ak+1,ℓ+1 = ak−1,ℓ−1 = 0. We have already proved that a0,m = am,0 = 0.
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Thus, assume k 6= 0 and k 6= m. If k 6= ℓ± 2, it follows from (19) and
(20) that (m − ℓ)ak,ℓ = ℓak,ℓ = 0. Thus, ak,ℓ = 0. If k = ℓ + 2, then
k 6= ℓ− 2 and m = k + ℓ = 2ℓ+ 2. Since m 6= 2, then ℓ 6= 0. It follows
from (20) that ak,ℓ = 0. If k = ℓ− 2, then k 6= ℓ+2; thus, we conclude
from (19) that, 0 = (m − ℓ)ak,ℓ = kak,ℓ. But we have assumed k 6= 0.
Then, ak,ℓ = 0. Therefore, ai,j = 0 for all i and j.
We have proved that if m 6= 2 then ρ(D) = 0. If m = 2, by (11),
(12) and (13), we have a0,0 = a2,2 = −ζ and a1,1 = 2ζ , From (8) we
obtain, a1,0 = −η and a2,1 = 2η. Similarly, it follows from (9) that
a0,1 = −2σ and a1,2 = σ. On the other hand, taking j = 1 in (10),
we get, a2,0 = −µ. Finally, taking j = 1 in (14), we obtain a0,2 = −λ.
We therefore conclude that the matrix of ρ(D) in the basis {v0, v1, v2},
with entries ai,j ∈ F, 0 ≤ i, j ≤ 2, is as claimed in the statement.
Finally, suppose ρ(D) = 0. This implies that ρ(D(x)) = 0, for all
x ∈ sl2(F), which means that ImD ⊂ Ker ρ|sl2(F). Since Ker ρ|sl2(F) is an
ideal of sl2(F) and ρ 6= 0, it follows that Ker ρ|sl2(F) = {0}. Therefore,
D = 0. 
Corollary 3.10. Let D 6= 0 be a (−1, 1, 1)-derivation of sl2(F) and
consider the Hom-Lie algebra sl2(F) ⊕ FD. Any irreducible sl2-Lie
algebra representation ρ : sl2(F) → gl(V ), can be extended to an ir-
reducible Hom-Lie algebra representation of sl2(F)[D] with respect to
the identity map IdV : V → V , if and only if, dimV = 3 and ρ(D) is
obtained as in (3) of Theorem 3.9.
As we can see in Thm. 3.6, the simple Lie algebra sl2(F) admits
invertible generalized derivations of the type (-1,1,1), whereas an ordi-
nary derivation can never be invertible in sl2(F). On the other hand,
Thm. 3.9 is the analogue of Weyl’s Theorem for Hom-Lie algebras
of the form sl2(F)[D]. Thus, using Thm. 3.9, we may now state and
prove the following theorem that describes the structure of the non-
solvable Lie algebras that admit an invertible generalized derivation of
the type (−1, 1, 1).
Theorem 3.11. Let g be a finite dimensional non-solvable Lie algebra
over an algebraically closed field F admitting an invertible generalized
derivation D ∈ Der(−1,1,1)(g) and let DS ∈ EndF(g) be its semisim-
ple part. Then, Levi’s decomposition of g is g = sl2 ⊕ Rad(g), with
DS(sl2) ⊂ sl2 and DS(Rad(g)) ⊂ Rad(g). Furthermore, if [sl2,Rad(g)]
6= {0}, then g = [g, g] and Rad(g) decomposes into the direct sum of
irreducible sl2-modules, all of which correspond to the highest weight 2.
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Proof. By Prop. 1.7 in [6], it follows that DS ∈ Der(−1,1,1). Also, by
Thm. 6.4, in [14], we know that Rad(g) is invariant under D, there-
fore, DS(Rad(g)) ⊂ Rad(g). We suppose first that [Rad(g),Rad(g)] =
{0}. Let s ⊂ g be a complementary subspace to Rad(g): g = s ⊕
Rad(g). For each pair x, y ∈ s, write [x, y]s ∈ s and γ(x, y) ∈ Rad(g),
for the components that make, [x, y] = [x, y]s + γ(x, y). On the other
hand, the Lie product [x, v] ∈ Rad(g), for x ∈ s and v ∈ Rad(g), gives
rise to a linear map ρ : s → gl(Rad(g)), through ρ(x)(v) = [x, v]. The
Jacobi identity and the skew-symmety of the Lie bracket [ · , · ], imply
that (s, [ · , · ]s) is a Lie algebra, ρ : s→ gl(Rad(g)) is a representation
of s and γ : s×s→ Rad(g) is a 2-cocycle with coefficients in the repre-
sentation ρ. Since s is semisimple, then any 2-cocycle is a 2-coboundary
(see [4]). Thus, there exists a linear map τ : s → Rad(g), such that
γ(x, y) = τ([x, y]s), for all x, y ∈ s. Consider the semidirect sum of Lie
algebras s⋉ρ Rad(g), with the Lie bracket [ · , · ]ρ given by:
[x+v, y+w]ρ = [x, y]sl2(F)+ρ(x)(w)−ρ(y)(v), ∀x+v, y+w ∈ s⊕Rad(g).
The linear map g→ s⋉ρ Rad(g), x+ v 7→ x− τ(x) + v, is actually an
isomorphism of Lie algebras. This proves that g is isomorphic to the
semidirect sum of Lie algebras s⋉ρ Rad(g), where D(s) ⊂ s.
Now suppose that [Rad(g),Rad(g)] 6= {0}. It immediately follows that,
Rad(g/[Rad(g),Rad(g)]) = Rad(g)/[Rad(g),Rad(g)],
is Abelian. Since [Rad(g),Rad(g)] is invariant under the generalized
derivation D, we deduce (like in the paragraph above) that there exists
a semisimple Lie subalgebra s˜ ⊂ g/[Rad(g),Rad(g)], such that
g/[Rad(g),Rad(g)] ≃ s˜⋉ρ˜ Rad(g)/[Rad(g),Rad(g)], and D˜(s˜) ⊂ s˜,
where ρ˜ : s˜→ gl(g/[Rad(g),Rad(g)]).
Let h = π−1(s˜), (where π : g → g/[Rad(g),Rad(g)] is the canonical
projection). Then, s˜ = h/[Rad(g),Rad(g)], with h a subalgebra of
g. Observe that h is invariant under the generalized derivation D,
because D˜(s˜) ⊂ s˜. Since s˜ is semisimple, it follows that Rad(s˜) = {0},
thus Rad(h) = [Rad(g),Rad(g)]. Proceeding by induction on dimF g,
we conclude that there exists a semisimple subalgebra s ⊂ h, such
that h = s ⋉ρ [Rad(g),Rad(g)] and D(s) ⊂ s. We claim that g =
s⋉ρ Rad(g). It is clear that g = s+Rad(g). Let x ∈ s ∩ Rad(g), then
x ∈ h ∩ Rad(g) = Rad(h) = [Rad(g),Rad(g)], from which it follows
that x ∈ h ∩ [Rad(g),Rad(g)] = {0}. Therefore, g = s ⋉ρ Rad(g)
and D(s) ⊂ s. Finally, from [3], Thm. 5.12, we have that s = sl2.
Thus, we may assume that the Levi-Malcev decomposition of g is g =
sl2(F)⊕ Rad(g), with DS(sl2) ⊂ sl2 and DS(Rad(g)) ⊂ Rad(g).
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Suppose that [sl2,Rad(g)] 6= {0}, which is equivalent to the fact that
the representation ρ : sl2 → gl(Rad(g)) is non-zero. Let us consider
the Hom-Lie algebra structure on sl2[DS], defined by DS. Then, the
linear map ρ : sl2[DS]→ gl(Rad(g)), defined by:
ρ(x+ ξDS)(v) = [x, v] + ξDS(v), ∀x ∈ sl2, ∀v ∈ Rad(g), ∀ξ ∈ F,
is a Hom-Lie representation of sl2[DS], with respect to the identity map
IdRad(g), satisfying ρ(DS)(Rad(g)) = DS(Rad(g)) 6= {0}. By Thm.
3.9, it follows that Rad(g) is a direct sum irreducible sl2-modules, all
of them corresponding to the highest weight 2. Therefore, Rad(g) =
[sl2,Rad(g)], whence, g = [g, g] and 3 divides dimF g. 
Remark 3. This result calls for the study of solvable Lie algebras that
admit invertible generalized derivations of the type (−1, 1, 1). It seems,
however, that one requires some strong preliminary representation the-
ory —such as the analogue of Weyl’s Theorem that we just used for
the Hom-Lie algebra sl2[DS]— in order to address and settle down the
corresponding structure theorem for the solvable case.
Remark 4. The condition that dimF g is a multiple of 3 if g = s ⊕
Rad(g) is a non-solvable Lie algebra admitting an invertible generalized
derivation of the type (−1, 1, 1) with [s,Rad(g)] 6= {0}, also appears
for those Lie algebras admitting a periodic generalized derivation of the
type (−1, 1, 1), (see Thm. 3.5 in [6]).
4. Hom-Lie algebras structures on simple Lie algebras
Let g be a simple Lie algebra. The conditions for a linear map T ∈
EndF(g) to satisfy,
[T (x), [y, z]] + [T (y), [z, x]] + [T (z), [x, y]] = 0, ∀x, y, z ∈ g,
was a question addressed and solved in [15]. We quote the result:
Theorem 4.1 (Theorem 3.3 in [15]). Let g be a finite-dimensional
simple Lie algebra over an algebraically closed field F. Let T ∈ EndF(g)
be a linear map satisfying:
[T (x), [y, z]] + [T (y), [z, x]] + [T (z), [x, y]] = 0, ∀x, y, z ∈ g.
(i) If g = sl2(F) then
T ∈ SpanF{e12, e21, e33, e11 + e22, 2e13 + e32, 2e23 + e31},
where eij : sl2(F)→ sl2(F) is the linear map defined by eij(ek) =
δjkei on the standard basis {e1 = H, e2 = E, e3 = F} of sl2. Its
corresponding 3 × 3 matrix has a 1 in its (i, j)-entry and 0
elsewhere.
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(ii) If g 6= sl2(F), then T is a scalar multiple of the identity.
Remark 5. The proof provided in [15] of this result, made use of the
well known program GAP (https://www.gap-system.org). We shall
present in this section a proof from first principles of this theorem and
with no assistance of any computer program at all.
In fact, using only the well-known theory of root systems for a simple
Lie algebra, we shall prove the following:
Theorem 4.2. Let g be a finite dimensional Lie algebra over an alge-
braically closed field F of characteristic zero. Let HL(g) be the vector
subspace of EndF(g) defined by,
HL(g) =
{
T ∈ EndF(g) |
∑
cyclic
[T (x), [y, z]] = 0, for all x, y, z ∈ g
}
.
(1) If g is a simple Lie algebra of rank bigger than 1, then HL(g) =
F Idg.
(2) If g = sl2(F), then HL(sl2(F)) is a 6-dimensional reducible
sl2(F)-submodule of gl(sl2) ≃ End(sl2) via the action x.T =
[adsl2(F)(x), T ]gl(sl2(F)), for all x ∈ sl2(F) and T ∈ gl(sl2(F)). In
fact,
HL(sl2(F)) = Der(−1,1,1)(sl2(F))⊕ F Idsl2(F),
and Der(−1,1,1)(sl2(F)) is the 5-dimensional irreducible sl2(F)-
module corresponding to the highest weight 4.
Proof. (1) Let g = H ⊕ ⊔
α∈Φ
gα be a simple Lie algebra, where H is a
toral subalgebra and gα = Fxα, is the root subspace corresponding to
α ∈ Φ and Φ is a root system corresponding to H . Let πH : g → H
and πα : g → gα, be the projections onto H and gα, respectively. Let
us consider the compositions,
M = πH ◦ (T |H) : H → H and Nα = πα ◦ (T |H) : H → gα, α ∈ Φ.
We can write, T (h) =M(h) +
∑
α∈Φ
Nα(h), for each h ∈ H . Similarly,
consider,
fβ = πH ◦ (T |gβ) : gβ → H, and gβα = πα ◦ (T |gβ) : gβ → gα,
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for any α and β in Φ. Then T (xβ) = fβ(xβ) +
∑
α∈Φ
gβα(xβ), for all β ∈ Φ.
Let h, h′ ∈ H and α ∈ Φ. Then,
0 = [T (h), [h′, xα]] + [T (h
′), [xα, h]] + [T (xα), [h, h
′]]
= α(h′)[T (h), xα]− α(h)[T (h′), xα]
= α(h′)[M(h), xα] + α(h
′)
∑
β∈Φ
[Nβ(h), xα]
− α(h)[M(h′), xα]− α(h)
∑
β∈Φ
[Nβ(h
′), xα]
= (α(h′)α(M(h))−M(h′)α(M(h)))xα
+ α(h′)
∑
β∈Φ
[Nβ(h), xα]− α(h)
∑
β∈Φ
[Nβ(h
′), xα].
Observe that [Nβ(h), xα] ∈ gβ+α, for all α, β ∈ Φ. Since α+ β 6= α, for
all β ∈ Φ, we get from the above the following:
α(h′)α(M(h)) = α(h)α(M(h′)),(21)
α(h′)[Nβ(h), xα] = α(h)[Nβ(h
′), xα], ∀h, h′ ∈ H, and α, β ∈ Φ.(22)
Now, let h ∈ H and α ∈ Φ, then
0 = [T (h), [xα, x−α]] + [T (xα), [x−α, h]] + [T (x−α), [h, xα]]
=
∑
β∈Φ
[Nβ(h), [xα, x−α]] + α(h)[T (xα), x−α] + α(h)[T (x−α), xα]
= −
∑
β∈Φ
β([xα, x−α])Nβ(h) + α(h)[fα(xα), x−α] + α(h)
∑
β∈Φ
[gαβ (xα), x−α]
+ α(h)[f−α(x−α), xα] + α(h)
∑
β∈Φ
[g−αβ (x−α), xα]
= −
∑
β∈Φ
β([xα, x−α])Nβ(h)− α(h)α(fα(xα))x−α + α(h)
∑
β∈Φ
[gαβ (xα), x−α]
+ α(h)α(f−α(x−α))xα + α(h)
∑
β∈Φ
[g−αβ (x−α), xα].
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The terms involving summations over β ∈ Φ can be rewritten as follows:
−
∑
β∈Φ
β([xα, x−α])Nβ(h) = −α([xα, x−α])Nα(h) + α([xα, x−α])N−α(h)
−
∑
β∈Φ−{±α}
β([xα, x−α])Nβ(h),
α(h)
∑
β∈Φ
[gαβ (xα), x−α] = α(h)[g
α
α(xα), x−α] + α(h)
∑
β∈Φ−{α}
[gαβ (xα)x−α],
α(h)
∑
β∈Φ
[g−αβ (x−α), xα] = α(h)[g
−α
−α(x−α), xα] + α(h)
∑
β∈Φ−{−α}
[g−αβ (x−α)xα].
Therefore,
0 = [T (h), [xα, x−α]] + [T (xα), [x−α, h]] + [T (x−α), [h, xα]]
= −α([xα, x−α])Nα(h) + α([xα, x−α])N−α(h)−
∑
β∈Φ−{±α}
β([xα, x−α])Nβ(h)
− α(h)α(fα(xα))x−α + α(h)[gαα(xα), x−α] + α(h)
∑
β∈Φ−{α}
[gαβ (xα), x−α]
+ α(h)α(f−α(x−α))xα+α(h)[g
−α
−α(x−α), xα]+α(h)
∑
β∈Φ−{−α}
[g−αβ (x−α), xα].
From this, it follows that:
−α([xα, x−α])Nα(h) + α(h)α(f−α(x−α))xα = 0,
α([xα, x−α])N−α(h)− α(h)α(fα(xα))x−α = 0,
α(h)[gαα(xα), x−α] + α(h)[g
−α
−α(x−α), xα] = 0, ∀h ∈ H, and α ∈ Φ.
Since α([xα, x−α]) 6= 0, we get,
(23) Nα(h) =
α(f−α(x−α))
α([xα, x−α])
α(h)xα, ∀h ∈ H, ∀α ∈ Φ.
Since β([xβ , x−β]) 6= 0, we may substitute (23) in (22), to obtain,
α(h′)β(h)
β(f−β(x−β))
β([xβ, x−β])
[xβ , xα] = α(h)β(h
′)
β(f−β(x−β))
β([xβ, x−β])
[xβ, xα].
This simplifies to,
(24) α(h′)β(h)β(f−β(x−β))[xβ , xα] = α(h)β(h
′)β(f−β(x−β))[xβ , xα],
for all h, h′ ∈ H and for all α, β ∈ Φ.
We shall make a parenthesis here to prove the following standard result
where we use the hypothesis that the rank of g is bigger than 1.
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Proposition 4.3. Let g be a semi-simple Lie algebra of rank bigger
than 1. Fix a toral subalgebra H ⊂ g and let Φ be its corresponding
root system. Then, for each β ∈ Φ, there exists a root α ∈ Φ, such that
β + α ∈ Φ or β − α ∈ Φ.
Proof. Let ( · , · ) be the inner product defined in the R-vector space
generated by the roots in Φ. If β+α /∈ Φ and β−α /∈ Φ for all α ∈ Φ,
then, (β, α) ≥ 0 and (β, α) ≤ 0 for all α ∈ Φ (see [9], Lemma 9.4).
Thus, (β, α) = 0 for all α ∈ Φ, which is a contradiction. 
Remark 6. We shall use this result as follows. If α, β ∈ Φ are such
that β + α ∈ Φ, by putting α′ = −α ∈ Φ, we conclude that β − α′ ∈ Φ.
So, we may always assume that for any given β ∈ Φ, there are α, α′ ∈
Φ, with α 6= α′, such that β + α ∈ Φ and β − α′ ∈ Φ.
From now on, we shall assume that g has rank bigger than 1.
Take α and β in Φ so that α + β ∈ Φ. It follows from (24) that,
α(h′)β(h)β(f−β(x−β)) = α(h)β(h
′)β(f−β(x−β)), ∀h, h′ ∈ H.
Suppose β(f−β(x−β)) 6= 0. Then, α(h′)β(h) = α(h)β(h′), for all h, h′ ∈
H . In particular, for h′ = [xα, x−α]. Thus, β =
β([xα,x−α])
α([xα,x−α])
α. This
means that β is a root which is also a scalar multiple of the root α,
thus implying that β = ±α. This however, contradicts the fact that
α + β ∈ Φ. So, β(f−β(x−β)) = 0 for all β ∈ Φ. It then follows from
(23) that Nα = 0, for all α, which in turn implies that T (H) ⊆ H .
Now, consider α, β ∈ Φ, β 6= ±α, and h ∈ H . Then,
(25) 0 = [T (h), [xα, xβ]] + [T (xα), [xβ, h]] + [T (xβ), [h, xα]]
= (α + β)(M(h))[xα, xβ ]− β(h)[T (xα), xβ] + α(h)[T (xβ), xα]
= (α + β)(M(h))[xα, xβ ]− β(h)[fα(xα), xβ]
− β(h)
∑
γ∈Φ
[gαγ (xα), xβ] + α(h)[fβ(xβ), xα] + α(h)
∑
γ∈Φ
[gβγ (xβ), xα]
= (α + β)(M(h))[xα, xβ]− β(h)β(fα(xα))xβ − β(h)[gα−β(xα), xβ]
− β(h)
∑
γ∈Φ−{−β}
[gαγ (xα), xβ] + α(h)α(fβ(xβ))xα + α(h)[g
β
−α(xβ), xα]
+ α(h)
∑
γ∈Φ−{−α}
[gβγ (xβ), xα].
In this equation we may separate the terms belonging to H in order to
conclude that,
α(h)[gβ−α(xβ), xα] = β(h)[g
α
−β(xα), xβ], ∀h ∈ H.
GENERALIZED DERIVATIONS 25
Since gβ−α(xβ) ∈ Fx−α and gα−β(xα) ∈ Fx−β , there are scalars λβ−α, λα−β ∈
F, for which gβ−α(xβ) = λ
β
−αx−α and g
α
−β(xα) = λ
α
−βx−β . Therefore, the
last expression simplifies to,
α(h)λβ−α[x−α, xα] = β(h)λ
α
−β[x−β , xβ], ∀h ∈ H.
We now claim that λβ−α = λ
α
−β = 0. We shall consider two cases: either
[x−α, xα] and [x−β , xβ] are linearly independent or they are not.
First case: Assume [x−α, xα] and [x−β , xβ] are linearly independent.
The last expression implies that α(h)λβ−α = β(h)λ
α
−β = 0, for all h ∈ H .
Therefore, λβ−α = λ
α
−β = 0.
Second case: Assume [x−α, xα] and [x−β, xβ] are linearly dependent.
Let ν ∈ F be such that [x−β , xβ] = ν [x−α, xα]. Then, λβ−α α = ν λα−β β.
Since [x−α, xα] and [x−β , xβ] are both different form 0, we conclude
that ν 6= 0. This implies that β is a non-zero saclar multiple of α.
Therefore, β = ±α, which is a contradiction. It follows that if β 6= ±α,
then gβ−α(xβ) = 0. Using this fact in (25), we obtain,
0 = (α + β)(M(h))[xα, xβ]− β(h)β(fα(xα))xβ − β(h)[gαα(xα), xβ]
− β(h)[gα−α(xα), xβ] + α(h)α(fβ(xβ))xα + α(h)[gββ (xβ), xα]
+ α(h)[gβ−β(xβ), xα].
We may now separate the different terms of this expression that belong
to the different subspaces given by the root decomposition to conclude
that,
(α + β)(M(h))[xα, xβ ] = β(h)[g
α
α(xα), xβ]− α(h)[gββ(xβ), xα],(26)
β(h)[gα−α(xα), xβ ] = α(h)[g
β
−β(xβ), xα] = 0,(27)
β(h)β(fα(xα)) = α(h)α(fβ(xβ)) = 0, ∀h ∈ H.(28)
Now, (27) implies that,
λα−αβ(h)[x−α, xβ ] = λ
β
−βα(h)[x−β, xα] = 0, α, β ∈ Φ, and h ∈ H.
Since α 6= ±β, we may choose α and β in Φ in such a way that α−β ∈
Φ (see the Remark 6 following Proposition 4.3). Then, λα−αβ =
λβ−βα = 0. Therefore, λ
α
−α = λ
β
−β = 0. Consequently, g
α
−α = 0 for all
α ∈ Φ.
On the other hand, (28) implies that β(fα(xα)) = α(fβ(xβ)) = 0 for
all β 6= ±α. But we had previously showed that β(f−β(x−β)) = 0 for
all β ∈ Φ. And substituting β by −β, we also get β(fβ(xβ)) = 0.
26 R. GARCI´A-DELGADO
Therefore, β(fα(xα)) = 0 for all α, β ∈ Φ, which implies fα = 0 for all
α ∈ Φ. Thus, so far we know that,
T (xα) = g
α
α(xα) = λ
α
αxα, α ∈ Φ and λαα ∈ F.
Now, let h ∈ H and α ∈ Φ. Then,
0 = [T (h), [xα, x−α]] + [T (xα), [x−α, h]] + [T (x−α), [h, xα]]
= λααα(h)[xα, x−α] + λ
−α
−αα(h)[x−α, xα],
= (λαα − λ−α−α)α(h) [xα, x−α], h ∈ H and α ∈ Φ.
It follows that λαα = λ
−α
−α for all α ∈ Φ. Thus, we write λα = λαα =
λ−α−α = λ−α, and T (xα) = λα xα, for all α ∈ Φ.
Now let α, β, γ ∈ Φ. Then,
0 = [T (xα), [xβ , xγ]] + [T (xβ), [xγ, xα]] + [T (xγ), [xα, xβ]]
= λα[xα, [xβ, xγ ]] + λβ[xβ , [xγ , xα]] + λγ[xγ , [xα, xβ]].
Using the fact that ad(xα) acts as a (1, 1, 1)-derivation on [xβ , xγ ], etc.,
we get,
(λα − λγ) [[xα, xβ ], xγ] = (λβ − λα)[xβ, [xα, xγ ]]
Taking γ = −α and using the fact that λα = λ−α for all α ∈ Φ, this
expression implies that (λβ − λα)β([xα, x−α])xβ = 0, for all α, β ∈ Φ.
Following [9], write hα = [xα, x−α] for all α ∈ Φ. Let Kg : g × g → F
be the Cartan-Killing form on g. According to the Corollary in §8.2
of [9], for each φ ∈ H∗ there is a unique element tφ ∈ H satisfying,
φ(h) = Kg(tφ, h), for all h ∈ H . Moreover, the relationship between hα
and tα is hα = 2 tα/Kg(tα, tα). On the other hand, the inner product
( · , · ) defined in the R-vector space generated by the roots is given by
(β, α) = Kg(tβ, tα), for all α, β. Therefore, β(hα) = 2(β, α)/(α, α), for
all α, β ∈ Φ. So, from (λβ − λα)β(hα) = 0, we get (λβ − λα)(β, α) = 0.
This implies that λα = λβ, whenever (β, α) 6= 0. Now, from Lemmas
A and D in §10.4 of [9] one knows that there is a unique maximal root
β ′, such that, (β ′, β ′) ≥ (β ′, α) ≥ (α, α) for all α ∈ Φ. If α satisfies
(β ′, α) = 0, then (α, α) = 0, which contradicts the fact that ( · , · ) is
positive definite. Therefore, (β ′, α) 6= 0, for all α ∈ Φ. It follows that
λβ′ = λα for all α ∈ Φ. Thus, we may write λ = λα = λβ′ ; and since
the scalar does not depend on the roots we have, T (xα) = λ xα for all
α ∈ Φ.
Let α ∈ Φ. It follows from (21) that, α ◦M = α(M([xα,x−α]))
α([xα,x−α])
α. We
write cα =
α(M([xα,x−α]))
α([xα,x−α])
α. Let α, β ∈ Φ be such that α + β ∈ Φ.
From (26) we get, (α + β)M = λα + λβ. Since, γ ◦M = cγγ for all
γ ∈ Φ, we get (λ − cα)α = (λ − cβ)β. Thus, α + β ∈ Φ implies that
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cα = λ = cβ. Since α is arbitrary, we conclude that α ◦ M = λα,
for any α ∈ Φ. That is, M∗(α) = λα for any root. Since the roots
span H∗ and M = πH ◦ (T |H) : H → H , it follows that M = λα.
Consequently, T = λ Idg.
(2) Let T ∈ HL(sl2(F)). Then, the matrix of T in the basis {H,E, F},
has the form,
T =

 T11 T12 T132T13 T22 T23
2T12 T32 T33

, Ti,j ∈ F.
Then,
T =


2(T11 − T22)
3
T12 T13
2T13
−T11 + T22
3
T23
2T12 T32
−T11 + T22
3

+
1
3
(T11+2T22) Id3×3 .
This proves that HL(sl2(F)) = SHL(sl2(F))⊕ F Idsl2(F), where
SHL(sl2(F)) = {T ∈ HL(sl2(F)) | Tr(T ) = 0}.
Observe that SHL(sl2(F)) is equal to Der(−1,1,1)(sl2(F)). The sl2(F)-
action on HL(sl2(F)) is given by,
x.T = [adsl2(F)(x), T ]gl(sl2(F)) = adsl2(F)(x) ◦ T − T ◦ adsl2(F)(x),
(x.T )(y) = [x, T (y)]− T ([x, y]), ∀T ∈ HL(sl2(F)), ∀ x, y ∈ sl2(F).
Since Tr(x.T ) = 0, for all x ∈ sl2(F) and T ∈ HL(sl2(F)), it follows
that, Der(−1,1,1)(sl2(F)) is an sl2(F)-submodule of HL(sl2(F)) such that
x.HL(sl2(F)) ⊂ Der(−1,1,1)(sl2(F)), for all x ∈ sl2(F). On the other
hand,
H.

 T11 T12 T132T12 T22 T23
2T13 T32 T33

 =

 0 −2T12 2T134T13 0 4T23
−4T12 −4T32 0

,
E.

 T11 T12 T132T13 T22 T23
2T12 T32 T33

 =

 4T12 T32 −T11 + T222(−T11 + T22) −2T12 −T13
2T32 0 −2T12

,
F.

 T11 T12 T132T13 T22 T23
2T12 T32 T33

 =

 −4T13 T11 − T22 −T23−2T23 2T13 0
2(T11 − T22) 4T12 2T13

.
Let ξ ∈ F, and write HL(sl2(F))ξ := {T ∈ V |H.T = ξT}. The
right-hand sides are clearly written in terms of the basis {P,Q,R, S, T}
28 R. GARCI´A-DELGADO
given by, P =
(
2 0 0
0 −1 0
0 0 −1
)
, Q =
(
0 1 0
0 0 0
2 0 0
)
, R =
(
0 0 1
2 0 0
0 0 0
)
, S =
(
0 0 0
0 0 1
0 0 0
)
and
T =
(
0 0 0
0 0 0
0 1 0
)
. In fact,
HL(sl2(F))4 = FS, HL(sl2(F))2 = FR, HL(sl2(F))0 = FP ⊕F Id3×3,
HL(sl2(F))−2 = FQ, HL(sl2(F))−4 = F T.
From the above, it is clear that SHL(sl2(F)) is an irreducible sl2(F)-
submodule, because SHL(sl2(F))0 is one dimensional. 
Remark 7. It is only natural to ask what difference would it make if
the hypotheses are relaxed so as to let g be a semisimple Lie algebra.
In the course of the last proof above we were faced at some point with
the fact that (λβ − λα)(β, α) = 0, implied that λβ = λα, whenever
(β, α) 6= 0. This conclusion is no longer true if g is semisimple because
there may be several independent simple components on which α and
β lie, and still have (β, α) = 0.
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