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Abstract
This paper studies majorization of high tensor powers of finitely supported probability
distributions. Viewing probability distributions as a resource with majorization as a means
of transformation corresponds to the resource theory of pure bipartite quantum states under
LOCC transformations vis-à-vis Nielsen’s Theorem [1]. In [2, Example 8.26] a formula for
the asymptotic exchange rate between any two finitely supported probability distributions
was conjectured. The main result of the present paper is Theorem 3.11, which resolves this
conjecture.
1. Introduction
Majorization of probability distributions is an important notion in the field of information
theory. Given probability distributions P and Q, we ask whether P⊗n  Q⊗n for large n, and
we ask how large r ∈ R is allowed to be for P⊗n  Q⊗bnrc to be true for large n. We denote
the supremum of such r by R(P,Q). This question is of particular interest to the author as it
relates to LOCC transformation of bipartite pure quantum states. In this context R(P,Q) is the
optimal rate by which one can extract copies of the bipartite state with Schmidt coefficients Q
from copies of the bipartite state with Schmidt coefficients P . In Theorem 3.11 we show that
R(P,Q) = min
α∈[0,∞]
Hα(P )
Hα(Q)
. (1)
The main tool for obtaining this formula is a description of the growth exponents defined in 2.4.
This description is found in Proposition 2.6. The quantum information reader might note the
resemblance with the well known entanglement manipulation theorem [3, ch. 19.4], which states
that the exchange rate, when one allows for non-exact LOCC transformations while demanding
that fidelity goes to 1, is given by the ratio of the Shannon entropies (i.e. α = 1). In the quantum
resource theory interpretation of present paper we demand that the transformation is exact.
This paper started out as a section in [4]. As the section grew larger and we were made
aware of the conjecture in [2, Example 8.26], it was decided to write a seperate paper proving
this conjecture, while developing the necessary techniques properly.
2. Asymptotic exponents
Given a probability distribution P : X → [0, 1] with finite support ∣∣supp(P )∣∣ = d, we let
P ↓ : [d] = {1, . . . , d} → [0, 1] be P ordered non-increasingly. We may naturally extend
P ↓ : N→ [0, 1] by P (i) = 0 for i > d. In this paper all probability distributions will have finite
support.
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Definition 2.1. Given two probability distributions P,Q, we say that Q majorizes P , written
P  Q, if
N∑
i=1
P ↓(i) ≤
N∑
i=1
Q↓(i) (2)
for all N ∈ N.
Definition 2.2. Given a probability distribution P with supp(P ) = X and an α ∈ [0,∞)\{1},
the Rényi α-entropy is given by
Hα(P ) =
1
1− α log
∑
x∈X
P (x)α. (3)
For α ∈ {1,∞}, Hα(P ) is defined by taking the limit limβ→αHβ(P ), that is
H1(P ) = H(P ) = −
∑
x∈X
P (x) logP (x) (4)
H∞(P ) = −max
x∈X
logP (x). (5)
Definition 2.3. Let P,Q : X → [0, 1] be two probability distributions with supp(Q) ⊂ supp(P ).
The relative entropy, also known as the Kullback-Leibler divergence, is defined as
D(Q||P ) =
∑
supp(Q)
Q(i) log
(
Q(i)
P (i)
)
. (6)
Note that the relative entropy is always non-negative.
For n ∈ N, P⊗n : Xn → [0, 1] is the n’th product distribution given by P⊗n(I) = ∏nj=1 P (Ij).
We wish to study majorization of P⊗n by Q⊗n for large n. To this end, given a value v, we are
interested in the size of the set of multiindicies I, such that P⊗n(I) ≥ v and the sum of these
probabilities. In order to asymptotically compare these for different probability distributions, it
is useful to let v depend exponentially on n and look at asymptotic growth rates.
Definition 2.4. For V ∈ [logP (d), logP (1)] let
mPn (V ) =
∑
I∈[d]n
P⊗n(I)≥2nV
P⊗n(I), (7)
mPn∗(V ) =
∑
I∈[d]n
P⊗n(I)≤2nV
P⊗n(I), (8)
sPn (V ) =
∣∣∣{I ∈ [d]n|P⊗n(I) ≥ 2nV }∣∣∣ , (9)
sPn∗(V ) =
∣∣∣{I ∈ [d]n|P⊗n(I) ≤ 2nV }∣∣∣ . (10)
We define asymptotic exponents of these functions as follows:
MP (V ) = lim
n→∞
1
n
logmPn (V ), (11)
MP∗ (V ) = limn→∞
1
n
logmPn∗(V ), (12)
SP (V ) = lim
n→∞
1
n
log sPn (V ), (13)
SP∗ (V ) = limn→∞
1
n
log sPn∗(V ). (14)
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It is not immediately clear that the limits describing MP ,MP∗ , SP and SP∗ are well defined.
This will follow from Proposition 2.6. The letters chosen, stand for value, mass and size. V,MP
and SP might be called the value, mass and size exponents, respectively. MP∗ and SP∗ might
then be called the converse mass and size exponents. For the purpose of proving Proposition
2.6, we need Lemma 2.5. It should be said that Proposition 2.6 has been extracted from [5],
and should merely be viewed as a concise summary and slight extension of some of the tools
presented in that paper.
Lemma 2.5. Let X ⊂ Rn be a compact, convex set. Let g : X → R be continuous and h : X → R
be continuous and strictly concave. Suppose h takes its maximum value at x2 ∈ X.
If g takes its minimum value at x1 ∈ X, then
y 7→ max
x:g(x)=y
h(x) y ∈ [g(x1), g(x2)] (15)
is strictly monotone increasing.
If g takes its maximum value at x1 ∈ X. Then
y 7→ max
x:g(x)=y
h(x) y ∈ [g(x2), g(x1)] (16)
is strictly monotone decreasing.
Proof. Assume that g takes its minimum value at x1. Let g(x1) ≤ y′ < y′′ ≤ g(x2). Let
x′ ∈ g−1 (y′) such that maxx:g(x)=y′ h(x) = h(x′). By continuity of g we may find x′′ on the line
segment between x′ and x2, such that g(x′′) = y′′. That is
x′′ = λx2 + (1− λ)x′ (17)
for some λ ∈ (0, 1]. Since h is strictly concave
h(x′′) ≥ λh(x2) + (1− λ)h(x′) > h(x′). (18)
So
max
x:g(x)=y′
h(x) = h(x′) < h(x′′) ≤ max
x:g(x)=y′′
h(x). (19)
The second part of the lemma follows from the first by replacing g with −g.
Given a probability distribution P with support [d], we let
FP (α) = log
∑
P (i)α. (20)
In order to make things simpler, we shall only consider FP for probability distributions that are
non-uniform (such that FP is strictly convex) and ordered non-increasingly (such that we may
simply write P (1) instead of maxx∈X P (x) and P (d) instead of minx∈X P (x)).
The function FP will be central to the rest of the paper. Note that
F ′P (α) =
∑
P (i)α logP (i)∑
P (i)α (21)
is negative and monotone increasing F ′P : R→
(
logP (d), logP (1)
)
. We shall define
F ′P (∞) = limα→∞F
′
P (α) = logP (1) (22)
and
F ′P (−∞) = limα→−∞F
′
P (α) = logP (d). (23)
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FP is decreasing and strictly convex. Two important values to keep in mind are
F (0) = H0(P ) = log d,
F (1) = 0.
(24)
Also note the following bijections
F ′P

[−∞, 0] ←→
[
logP (d),
∑
i
logP (i)
d
]
,
[0, 1] ←→
[∑
i
logP (i)
d ,−H(P )
]
,
[1,∞] ←→ [−H(P ), logP (1)] .
(25)
We are now ready to give explicit formulas for the exponent functions (11),(12),(13),(14).
Proposition 2.6. Let P be a non-uniform probability distribution with supp(P ) = [d] which
is ordered non-increasingly. For V ∈ [− logP (d), logP (1)] let αV ∈ [−∞,∞] be the unique
solution to F ′P (α) = V , then
MP (V ) =
{
0 if V ∈ [− logP (d),−H(P )] ,
FP (αV ) + (1− αV )F ′P (αV ) if V ∈
[−H(P ), logP (1)] . (26)
MP∗ (V ) =
{
FP (αV ) + (1− αV )F ′P (αV ) if V ∈
[− logP (d),−H(P )] ,
0 if V ∈ [−H(P ), logP (1)] . (27)
SP (V ) =

log d if V ∈
[
− logP (d),
∑
logP (i)
d
]
,
FP (αV )− αV F ′P (αV ) if V ∈
[∑
logP (i)
d , logP (1)
]
.
(28)
SP∗ (V ) =

FP (αV )− αV F ′P (αV ) if V ∈
[
− logP (d),
∑
logP (i)
d
]
,
log d if V ∈
[∑
logP (i)
d , logP (1)
]
.
(29)
Whenever αV = ±∞ the above formulas are to be interpreted as the limit α→ ±∞.
Proof. Let P([d]) be the set of probability distributions on [d]. The map h : Q 7→ H(Q) is concave
on P([d]) and takes its maximum value at the uniform distribution, where−H(Q)−D(Q||P ) =
∑
logP (i)
d .
The map g : Q→ −H(Q)−D(Q||P ) has maximim value logP (1) and minimum value logP (d).
According to Lemma 2.5,
V 7→ max
−H(Q)−D(Q||P )=V
H(Q) (30)
is strictly monotone decreasing on
[∑
logP (i)
d , logP (1)
]
and strictly monotone increasing on[
logP (d),
∑
logP (i)
d
]
.
Similarly, according to Lemma 2.5,
V 7→ max
−H(Q)−D(Q||P )=V
−D(Q||P ) (31)
is strictly monotone increasing on
[
logP (d),−H(P )] and strictly monotone decreasing on[−H(P ), logP (1)]. For each V ∈ [logP (d), logP (1)] we wish to find the probability distribu-
tion, Q, that solves the maximization problems in (30) and (31).
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Given V ∈ (logP (d), logP (1)), let α be the solution to F ′P (α) = V and consider the distribution
Pα(i) = P (i)
α∑
j
P (j)α . Note that −H(Pα)−D(Pα||P ) = F ′P (α) = V . We prove that Pα solves the
above optimization problems. Let V ∈ (logP (d), logP (1)) be given and choose α ∈ (−∞,∞)
such that −H(Pα)−D(Pα||P ) = V . Let Q ∈ P([d]) be such that also −H(Q)−D(Q||P ) = V .
We need to show that H(Pα) ≥ H(Q).
1
1− α
[
D(Q||Pα)−H(Pα) +H(Q)
]
= 11− α
[
D(Q||Pα) +D(Pα||P )−D(Q||P )
]
= 11− α
[∑
i
−Q(i) log P (i)
α∑
j P (j)α
+ P (i)
α∑
j P (j)α
log P (i)
α∑
j P (j)α
− P (i)
α∑
j P (j)α
logP (i) +Q(i) logP (i)
]
= 11− α
[
(1− α)
∑
i
(
Q(i)− P (i)
α∑
j P (j)α
)
logP (i)
]
=
∑
i
(
Q(i)− P (i)
α∑
j P (j)α
)
logP (i) = H(Pα) +D(Pα||P )−H(Q)−D(Q||P ) = 0.
(32)
So
H(Pα)−H(Q) = D(Q||Pα) ≥ 0, (33)
which proves that Pα solves the optimization problems with the values
H(Pα) = −
∑
i
P (i)α∑
j P (j)α
log P (i)
α∑
j P (j)α
= log
∑
P (i)α − α
∑
P (i)α logP (i)∑
P (i)α
= FP (α)− αF ′P (α),
−D(Pα||P ) = H(Pα)−
(
H(Pα) +D(Pα||P )
)
= H(Pα) + F ′P (α)
= FP (α) + (1− α)F ′P (α).
(34)
By standard type class arguments (approximating Pα by type classes while using [5, Lemma
4 and Lemma 5] and the fact that the number of type classes grows only polynomially) and
monotonicity of the maps (30) and (31) we get the following:
When V ∈
[∑
logP (i)
d , logP (1)
)
S(V ) = lim
n→∞
1
n
log
∣∣∣∣{I ∈ [d]n|pI ≥ 2nV }∣∣∣∣ = max−H(Q)−D(Q||P )≥V H(Q)
= max
−H(Q)−D(Q||P )=V
H(Q) = H(Pα) = FP (α)− αF ′P (α).
(35)
When V ∈
(
logP (d),
∑
logP (i)
d
]
S∗(V ) = lim
n→∞
1
n
log
∣∣∣∣{I ∈ [d]n|pI ≤ 2nV }∣∣∣∣ = max−H(Q)−D(Q||P )≤V H(Q)
= max
−H(Q)−D(Q||P )=V
H(Q) = H(Pα) = FP (α)− αF ′P (α).
(36)
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When V ∈ (− logP (d),−H(P )]
M∗(V ) = lim
n→∞
1
n
log
∑
I∈[d]n
pI≤2nV
pI = max−H(Q)−D(Q||P )≤V −D(Q||P )
= max
−H(Q)−D(Q||P )=V
−D(Q||P ) = −D(Pα||P ) = FP (α) + (1− α)F ′P (α).
(37)
When V ∈ [−H(P ), logP (1))
M(V ) = lim
n→∞
1
n
log
∑
I∈[d]n
pI≥2nV
pI = max−H(Q)−D(Q||P )≥V −D(Q||P )
= max
−H(Q)−D(Q||P )=V
−D(Q||P ) = −D(Pα||P ) = FP (α) + (1− α)F ′P (α).
(38)
We may take α to −∞ or ∞ and get the results at the boundary.
Remark 2.7. Define mPn (V ) on
[
logP (d), logP (1)
]
to be equal to mPn (V ) at the endpoints, but
for V ∈ (logP (d), logP (1)) we use a strict inequality and define
mPn (V ) =
∑
I∈[d]n
P⊗n(I)>2nV
P⊗n(I). (39)
Define mPn∗, sPn and sPn∗ similarly. By continuity of MP ,MP∗ , SP and SP∗ one sees that we
could replace mPn ,mPn∗, sPn , sPn∗ in equations (11),(12),(13),(14) with respectively mPn ,mPn∗, sPn , sPn∗,
without the limit changing. Furtermore since all functions are monotone and the limit functions
are monotone, continuous and bounded, the convergences are all uniform. This will be important
later.
A few nice values to keep in mind for SP ,MP and MP∗ are the following
MP (−H(P )) = 0
MP (logP (1)) = logP (1) + log
∣∣∣{i ∈ [d] | P (i) = P (1)}∣∣∣
MP∗ (−H(P )) = 0
SP (logP (1)) = log
∣∣∣{i ∈ [d] | P (i) = P (1)}∣∣∣
SP (−H(P )) = H(P )
SP
(∑ logP (i)
d
)
= log d = H0(P ).
(40)
3. A sufficient and almost necessary condition for asymptotic majorization
Lemma 3.1. Let F1, F2 : [0, 1]→ R be differentiable with F2 convex, such that F1(x) > F2(x)
for all x ∈ [0, 1]. Let  < minx∈[0,1] F1(x)− F2(x). Then for all x, y ∈ [0, 1]
F1(x)−xF ′1(x) ≤ F2(y)−yF ′2(y)+ =⇒ F1(x)+(1−x)F ′1(x) > F2(y)+(1−y)F ′2(y)+. (41)
Proof. We prove the assertion by contraposition. Fix x, y ∈ [0, 1] and assume that
F1(x) + (1− x)F ′1(x) ≤ F2(y) + (1− y)F ′2(y) + . (42)
Consider the function
g(t) = F2(y) + (t− y)F ′2(y)− F1(x)− (t− x)F ′1(x). (43)
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By assumption g(1) ≥ − and by convexity of F2
g(x) = F2(y) + (x− y)F ′2(y)− F1(x) ≤ F2(x)− F1(x) < −. (44)
Since g is linear with g(1) ≥ − and g(x) < −, we must have g(0) < − which is equivalent to
F1(x)− xF ′1(x) > F2(y)− yF ′2(y) + . (45)
Lemma 3.2. Let F1, F2 : [1,∞)→ R be continuously differentiable, strictly decreasing and con-
vex, such that F1(x) > F2(x) for all x ∈ [1,∞). Assume further that limx→∞ F ′1(x) > limx→∞ F ′2(x).
Then for sufficiently small  > 0 and all x, y ∈ [1,∞)
F1(x)−xF ′1(x)+ ≥ F2(y)−yF ′2(y) =⇒ F1(x)+(1−x)F ′1(x) > F2(y)+(1−y)F ′2(y)+. (46)
Proof. Again we prove the assertion by contraposition. Choosing
 <
limx→∞ F ′1(x)− limx→∞ F ′2(x)
2 , (47)
we have F ′1(x) > F ′2(y) + 2 for all sufficiently large x and all y ∈ [1,∞), which implies (46). For
x = 1, the left hand side of (46) is never true, so (46) holds. We thus only need to check (46) for
x ∈ (1, R], where R > 1 is some large number.
Choose epsilon such that
+R2 < min
z∈[1,R]
F1(z)− F2(z)
R
. (48)
Let x ∈ (1, R], y ∈ [1,∞), and assume that F1(x) + (1 − x)F ′1(x) ≤ F2(y) + (1 − y)F ′2(y) + .
Consider the function
g(t) = F2(y) + (t− y)F ′2(y)− F1(x)− (t− x)F ′1(x). (49)
By assumption g(1) ≥ − and by convexity of F2
g(x) = F2(y) + (x− y)F ′2(y)− F1(x) ≤ F2(x)− F1(x) ≤ max
z∈[1,R]
F2(z)− F1(z). (50)
Since g is linear with g(1) ≥ − and g(x) < maxz∈[1,R] F2(z)− F1(z) we have
g(0) = xg(1)− g(x)
x− 1 ≥
−x−maxz∈[1,R] F2(z)− F1(z)
x− 1 ≥
−R+minz∈[1,R] F1(z)− F2(z)
x− 1
=
minz∈[1,R] F1(z)−F2(z)R − 
R(x− 1) >
minz∈[1,R] F1(z)−F2(z)R − 
R2
> .
(51)
g(0) >  is equivalent to the left-hand-side of (46)
We now combine Proposition 2.6 with (41) and (46). Firstly, by considering the formulas
(27) and (28), and applying Lemma 3.1 to F1 = FP and F2 = FQ one gets
Lemma 3.3. Let P and Q be non-uniform probobability distributions with
min
α∈[0,1]
Hα(P )
Hα(Q)
> 1. (52)
For sufficiently small  > 0 and all V ∈
[∑
logP (i)
d1
,−H(P )
]
and W ∈
[∑
logQ(i)
d2
,−H(Q)
]
SP (V ) ≤ SQ(W ) +  =⇒ MP∗ (V ) ≥MQ∗ (W ) + . (53)
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Secondly, by considering the formulas (26) and (28), and applying Lemma 3.2 to F1 = FQ
and F2 = FP one gets
Lemma 3.4. Let P and Q be non-uniform probobability distributions with
min
α∈[1,∞]
Hα(P )
Hα(Q)
> 1. (54)
For sufficiently small  > 0 and all V ∈ [−H(P ), logP (1)] and W ∈ [−H(Q),− logQ(1)]
SP (V ) ≤ SQ(W ) +  =⇒ MP∗ (V ) +  ≤MQ∗ (W ). (55)
Proposition 3.5. Let P = P ↓ : [d1] → [0, 1] and Q = Q↓ : [d2] → [0, 1] be non-uniform
probobability distributions with
min
α∈[0,1]
Hα(P )
Hα(Q)
> 1. (56)
Let V ∗ be such that SP (V ∗) ∈ (H(Q), H(P )). Then for all sufficiently large n, and all N such
that V = 1n log(P⊗n↓(N)) ∈
[
logP (d1), V ∗
]
N−1∑
i=1
P⊗n↓(i) ≤
N−1∑
i=1
Q⊗n↓(i). (57)
Proof. Let  > 0 be small enough that Lemma 3.3 applies. Assuming  < H0(P )−H0(Q), we
may let V1 be such that SP (V1) = H0(Q) + . Now let n be large enough that for both P and Q
and all V and W (11),(12),(13),(14) are good approximations, and also good approximations
when replaced by the alternative versions in Remark 2.7 (this may be done since the convergences
are uniform). Note that P⊗n↓(N) = 2nV such that N ≥ sPn (V ). We split into three cases.
First assume that V ∈ [logP (d1), V1]. Then
1
n
logN ≥ 1
n
log sPn (V ) ≥
1
n
log sPn (V1) ' SP (V1) = H0(Q) +  > H0(Q), (58)
which implies N > 2nH0(Q), so
N−1∑
i=1
Q⊗n↓(i) = 1 (59)
and (57) holds trivially.
Assume now that V ∈ [V1,−H(P )]. LetW ∈ [∑ logQ(i)d2 ,−H(Q)
]
be such that SQ(W )+ = SP (V ).
This is possible by the definition of V1 and by assuming that  < H(P )−H(Q). Then
SP (V ) ≤ SQ(W ) + , (60)
which by Lemma 3.3 implies
MP∗ (V ) ≥MQ∗ (W ) + . (61)
And
1
n
logN ≥ 1
n
log sPn (V ) ' SP (V ) = SQ(W ) +  > SQ(W ) '
1
n
log sQn (W ), (62)
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which implies N > sQn (W ). Therefore
1
n
log
∞∑
i=N
P⊗n↓(i) ≥ 1
n
logmPn∗(V ) 'MP∗ (V ) ≥MQ∗ (W ) + 
> MQ∗ (W ) '
1
n
logmQn∗(W ) =
1
n
log
∑
I∈[d2]n
Q⊗n(I)≤2nV
Q⊗n(I)
≥ 1
n
log
∞∑
i=sQn (W )
Q⊗n↓(i) ≥ 1
n
log
∞∑
i=N
Q⊗n↓(i),
(63)
which implies (57).
Finally, assume that V ∈ [−H(P ), V ∗]. Let W be such that SQ(W ) ∈
(
H(Q), SP (V ∗)
)
.
Again, as in (62), N > sQn (W ), and since MP∗ (V ) = 0 > M
Q∗ (W ), we conclude as in (63) that
1
n
log
∞∑
i=N
P⊗n↓(i) ≥
∞∑
i=N
Q⊗n↓(i). (64)
Proposition 3.6. Let P and Q be non-uniform probobability distributions with
min
α∈[1,∞]
Hα(P )
Hα(Q)
> 1. (65)
Let V ∗ be such that SP (V ∗) ∈ (H(Q), H(P )). Then for all sufficiently large n, and all N such
that V = 1n log(P⊗n↓(N)) ∈
[
V ∗, logP (1)
]
N∑
i=1
P⊗n↓(i) ≤
N∑
i=1
Q⊗n↓(i) (66)
Proof. Like in the proof of Proposition 3.5 we let  > 0 be small enough that Lemma 3.4 applies.
We split into three cases. Letting  > 0 be sufficiently small we may letW ∗ ∈ (logP (1), logQ(1))
be the solution to SQ(W ∗) = SQ(logQ(1)) + .
Firstly we assume that SP (V ) ≤ SQ(W ∗), then
1
n
logN ≤ 1
n
log sPn (V ) ' SP (V ) ≤ SQ(W ∗) < SQ(logP (1)) ∼
1
n
log sQn (logP (1)) (67)
showing that N ≤ sQn (logP (1)) which implies that Q⊗N↓(i) ≥ logP (1) for all i ∈ [N ]. So
N∑
i=1
Q⊗n↓(i) ≥ N logP (1) ≥
N∑
i=1
P⊗n↓(i) (68)
Secondly we assume that SP (V ) ∈
[
SQ(W ∗), H(Q)
]
. Let W ∈ [−H(Q), logQ(1)] be such that
SQ(W ) +  = SP (V ), which is possible by the choice of W ∗. By Lemma 3.4
MP (V ) +  ≤MQ(W ). (69)
And
1
n
logN ≥ 1
n
log sPn (V ) ' SP (V ) = SQ(W ) + /2 > SQ(W ) '
1
n
log sQn (W ), (70)
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showing that N > sQn (W ).
1
n
log
N∑
i=1
P⊗n↓(i) ≤ 1
n
logmPn (V ) 'MP (V )
< MP (V ) +  ≤MQ(W ) ' 1
n
logmQn (W )
= 1
n
log
sQn (W )∑
i=1
Q⊗n↓(i) ≤ 1
n
log
N∑
i=1
Q⊗n↓(i).
(71)
Finally assume that SP (V ) ∈
[
H(Q), SP (V ∗)
]
. LetW > −H(Q) be such thatMQ(W ) > MP (V ∗).
Then
1
n
logN ≥ 1
n
log sPn (V ) ' SP (V ) ≥ H(Q) > SQ(W ) '
1
n
log sQn (W ), (72)
showing that N > sQn (W ).
1
n
log
N∑
i=1
P⊗n↓(i) ≤ 1
n
logmPn (V ) 'MP (V ) ≤MP (V ∗) < MQ(W )
' 1
n
logmQn (W ) =
1
n
log
∑
I∈[d2]n
Q⊗n(I)≥2nW
Q⊗n(I)
= 1
n
log
sQn (W )∑
i=1
Q⊗n↓(i) ≤ 1
n
log
N∑
i=1
Q⊗n↓(i).
(73)
’
So far we have assumed that all probability distributions are non-uniform. This was mainly
a matter of convenience. In the following we no longer make this assumption. If Q is the trivial
probability distribution (i.e.
∣∣supp(Q)∣∣ = 1), then P⊗n  Q⊗n holds for any P and n, so this
case is rather uninsteresting.
Proposition 3.7. Let P = P ↓ : [d1]→ R and Q = Q↓ : [d2]→ R be two probability distributions
with d2 > 1 and assume that
min
α∈[0,∞]
Hα(P )
Hα(Q)
> 1. (74)
For sufficiently large n
P⊗n  Q⊗n (75)
Proof. If d1 = 1 then Hα(P ) = 0 for all α, so we may assume that d1 > 1. For small δ > 0, let
Pδ(i) =

P (1) + δ if i = 1,
P (i) if 1 < i < d1,
P (d1)− δ if i = d1.
(76)
Qδ(i) =

Q(1)− δ if i = 1,
Q(i) if 1 < i < d2,
Q(d1) + δ if i = d2.
(77)
When δ is sufficiently small
min
α∈[0,∞]
Hα(Pδ)
Hα(Qδ)
> 1. (78)
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By applying Propositions 3.5 and 3.6 to Pδ and Qδ, we get for large n
P⊗n  P⊗nδ  Q⊗nδ  Q⊗n. (79)
We have now established a sufficient condition for asymptotic majorization. In fact this
condition is almost necesarry. It is well known that for α ∈ (0,∞) the α-Rényi entropy is strictly
Schur-concave (this is a consequence of the fact that p 7→ 11−αpα is strictly concave). In other
words:
Proposition 3.8. Let P and Q be two probability distribution with P  Q. Then either
P ↓ = Q↓ (80)
or
Hα(P ) > Hα(Q) for all α ∈ (0,∞) (81)
Using the fact that Hα(P⊗n) = nHα(P ), we may sum up the contents of Propositions 3.7
and 3.8 as follows: When P ↓ 6= Q↓;
∀α ∈ [0,∞] : Hα(P ) > Hα(Q)
⇓ 3.7
∃n ∈ N : P⊗n  Q⊗n
⇓ 3.8
∀α ∈ (0,∞) : Hα(P ) > Hα(Q).
(82)
Remark 3.9. It is natural to ask if we can make requirements at 0 and ∞ in order to get a
biimplication, that is, if we can determine ∃n ∈ N : P⊗n  Q⊗n entirely from comparing Rényi
entropies. It seems that in order to do so, we would have to be more careful with our estimations.
The author cautiously conjectures that requiring a weak inequality at ∞ is sufficient, and that
the requirement of a sharp inequality at 0 could be replaced by a similar condition regarding the
α-Rényi entropies for negative α.
Definition 3.10. When P and Q are probability distributions with finite support, we let
R(P,Q) = sup
{
r ∈ R≥0
∣∣∣ for large n P⊗n  Q⊗bnrc} . (83)
When Q is the trivial probability distribution R(P,Q) =∞.
Theorem 3.11. Given finitely supported probability distributions P and Q, with Q non-trivial,
R(P,Q) = min
α∈[0,∞]
Hα(P )
Hα(Q)
. (84)
Proof. Let r < minα∈[0,∞] Hα(P )Hα(Q) . Then for large n
min
α∈[0,∞]
Hα(P⊗n)
Hα(Q⊗bnrc)
= min
α∈[0,∞]
n
bnrc
Hα(P )
Hα(Q)
> 1. (85)
By Proposition 3.7, P⊗n  Q⊗bnrc.
Let r > minα∈[0,∞] Hα(P )Hα(Q) and choose some αr such that r >
Hαr (P )
Hαr (Q)
. Then for large n
Hαr(P⊗n)
Hαr(Q⊗bnrc)
= nbnrc
Hαr(P )
Hαr(Q)
< 1. (86)
By Proposition 3.8 P⊗n  Q⊗bnrc.
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