



The  Internet  is,  at  present,  the world’s most  efficient  communication  system  and 
facilitates the mass dissemination of  information (good and bad)  instantaneously across the 
globe often exacerbating  any effective  regulatory oversight.   Though  initially  conceived by 





more UK citizens get  their news  from  social media  than  traditional media outlets. Analysts 
expect this number to increase in both the short and long‐term. A recent study has shown that 
62% of US  citizens  get  their news  via  social media,  yet  the  influence of  voter decisions  is 
unclear,  there  is  some  evidence  that  fake  news  has  affected  a  small  percentage  of  the 
electorate. Accordingly, in narrow electoral campaigns, governments are right to see fake news 
as a potential threat to democracy. The challenge for regulators is not over‐regulating political 
speech  in  contradiction with  our  rights‐based  regimes.    Central  to  the  problem  (and  the 
solution) are digitally mediated platforms (DMPs), which now play a central role in an emerging 

















confidence  in  the media  in  general”.4   The outcome of  the American Presidential election 
between Donald  Trump  and Hillary Rodham Clinton was  a  shock  to  the  system;  pollsters, 
politicians and the press all expected a different outcome and began searching earnestly for 
answers as to how the Trump team was able to defy all of their expectations. The undercurrent 
of  suspicion  that  foreign  states  interfered  with  the  American  election  exacerbates  this 
concern.5 With this background, ‘fake news’ became an easy scapegoat for the outcome of the 
election and  the buzz  term of 2017. According  to  the Financial Times,  locals  from a  single 
Macedonian village ran more than 100 pro‐Trump news sites while earning substantial revenue 
from  online  adverts.6  This  has  raised  valid  concerns  that  that  a  tiny  group  of  teenagers 
influenced the outcome of the election of the most powerful nation state in the world.  
There  are  increasing  financial  and  economic  incentives  to  publish  deceptive,  fake  and 
provoking stories for commercial gain on DMPs found across the online environment. These 












6  Andrew  Byrne,  Financial  Times,  “Macedonia’s  fake  news  industry  sets  sights  on  Europe”,  Available  at 
https://www.ft.com/content/333fe6bc‐c1ea‐11e6‐81c2‐f57d90f6741a, Accessed 12/04/2017 
7  Financial  Times,  27  March  2017,  “Fake  news  shared  as  widely  as  the  real  thing”,  Available  at 
https://www.ft.com/content/99ea2fae‐107c‐11e7‐b030‐768954394623, Accessed 12/04/2017 
media8, six out of ten news items shared are passed on without being read first9, only four per 







an editorial style that elicits an emotional reaction from  its reader,  increasing the  likelihood 
that readers will share the story.14  Often the purpose of the story is to start an informational 
cascade amongst readers, with the aim of increasing web traffic to the source site (‘clickbait’) 
or  the  “Cost  per  Click”  model.15    Other  times,  the  motives  are  purely  political  and  the 
propagator wishes  to  spread  a  deceptive  news  story  to  bring  about  a  favourable  political 
outcome that would not have been possible without the deception or its dissemination across 
social media.16   Sharing fake news can lead to an instantaneous viral‐like contagion with news 




Report  2016,  Available  at  https://reutersinstitute.politics.ox.ac.uk/sites/default/files/Digital‐News‐Report‐
2016.pdf, Accessed 12 April 2017 at Page 9.  








12  Lee,  J., & Myers, T. A.  (2016). Can  social media  change  your mind?  SNS use,  cross‐cutting exposure  and 
discussion, and political view change. Social Media Studies, 2, 87‐97. 




15  Facebook  Business,  “Udating  how  cost  per  click  is  measured  on  Facebook”,  Facebook,  Available  at 
https://www.facebook.com/business/news/updating‐cpc‐on‐facebook, Accessed on 12/04/2017 







that  take  advantage  of  our  shortcomings  in  our  mental  capacities  to  make  informed 













influence  social movements  in ways  that are both  subtle and overt.21 While many may be 
content  to  entrust  the  market’s  ability  to  ensure  a  free  flow  of  communication,  recent 
developments22 indicate that such trust is misplaced. To effectively safeguard the institution 
of  free  speech  and  facilitate  the  conditions necessary  for democratic  self‐governance  in  a 
                                                                
















Our  society  values  a  free  and  impartial  press  and  cherishes  the  importance  of  free 
expression. The United Nations Special Rapporteur on Freedom of Opinion and Expression 
stated  “Expressing  concern  that  disinformation  and  propaganda23  are  often  designed  and 
implemented so as to mislead a population, as well as to  interfere with the public’s right to 
know and the right of  individuals to seek and receive, as well as to  impart,  information and 
ideas of all kinds, regardless of frontiers, protected under international legal guarantees of the 
rights to freedom of expression and to hold opinions”. The challenge for regulators is regulating 
fake  news  without  accusation  of  encroachment  on  Article  10  ECHR  protections  without 
accusations of censorship.  
As stipulated by Meiklejohn, for democracy to be true to its essential ideal there can be ‘no 
constraints on  the  free  flow of  information and  ideas.’24   Any attempt  to  regulate political 
speech will be  subject  to  legal  challenge and  raise valid questions about  transparency and 
accountability  for  private  and  public  bodies  alike  removing  “news”  from  the  Internet. 
Collectively, this means any attempts to regulate political speech would be subject to challenge 
in our domestic courts, and at both  the ECtHR and  the CJEU. There  is at  least prima  facie 
evidence  that  other  nation  states  have  attempted  to  influence  elections  through  the 
















model  (whether publication was ethically  sound) and  the  threat of defamation  lawsuits  to 
ensure best practices regarding publication have validated and authenticated a news story.  
The challenge for regulators is ensuring a regulatory solution that serves as a suitable deterrent 





















due  to a  type of heuristic called  the multiple source effect.25 This occurs when people give 
more credence to ideas that appear validated by multiple sources.  Furthermore, the tendency 
of large groups to conform to choices effects social influence, which may be either correct or 
mistaken,  a  phenomenon  referred  to  as  herd  behaviour.26  Social  proof  reflects  a  rational 
motive to take  into account the  information possessed by others and formal analysis shows 
that  it can cause people to converge and coalesce quickly around a single  idea, so that very 




As  discussed  above,  there  is  a  strong  prima  facie  case  that  economic  incentives 
associated with behavioural advertising are a motivating factor behind the propagation of fake 
news across DMPs. Once a propagator publishes his story,  it spreads organically or through 




speech  is  because  there  is  consensus  among  commercial  companies  to  be  regulated.  The 

















is  that  there  is  no  consensus  among  the  participants  for  regulation.  Asking Macedonian 
teenagers to sign‐up to a voluntary code of practice, or to submit to the  jurisdiction of the 
courts in England and Wales will be an exercise in futility.  
Regulators  need  to  establish  a  typology  for  determining whether  a  story  is  false, 
misleading,  and  deceptive.  To  achieve  this,  regulators must  decipher  the  purpose  behind 
publication.  Did  the  propagator  publish  the  story  for  the  purposes  of  commercial  gain? 
Alternatively,  to  facilitate  democratic  discourse?  The  second  step  would  be  determining 
whether  the  fake  news  in  question was  a  political  news  story  or whether  it  is  a  political 
advertisement. If it is the former, the platform and the user should escape further regulatory 
measures or sanctions. If it is the latter, then it should be subject to oversight/regulation. The 
third  step  is  identifying  the  person  behind  the  publication  of  the  story.  After  a  regulator 
categorises a story as  fake news,  they must determine whether  the propagator shared  the 
story for the purposes of spreading deceit or by innocent dissemination. If the answer to the 
first question is that the propagator published the story for the purposes of commercial gain, 
then  the  source  could  fall under a plethora of  laws on  the books  to deter misleading and 
deceptive  advertising. Unfortunately,  at  present we  have  no  real  teeth  in  our  system  for 
deceptive  political  speech.  Regulatory  agencies  that  typically  handle  deceptive  advertising 
generally refer claims of a political nature onto the Electoral Commission where there  is an 




the  remit  of  the  ASA, who  has  the  expertise  to  regulate  speech  and, more  importantly, 
advertising  platforms.  Furthermore,  there  is  a  pervasive  argument  there  should  be  an 
enhanced  role  for  the  Electoral  Commission  to  regulate  social media  platforms  that  host 
political advertisements.  





and  is subject  to criticism  from  the press and NGOs alike  for  interfering with  the historical 
record. If a fake news story  is about an  identifiable person, the subject of a fake news story 
could rely on defamation law wherever the source of the story publish it, as long as the subject 














a  healthy  dose  of  scepticism  and  objectivity. What will  be  interesting  is  if/how  regulators 
present guidelines  for regulating commercial speech.  If one can truly  identify the source of 
deceptive  content,  published  and  shared  for  the  purposes  of  commercial  gain  guising  as 
political  speech,  then  it  should become  subject  to  regulation,  like any other publisher and 
advertiser  subject  to  Ofcom,  the  Advertising  Standards  Authority  and/or  the  Electoral 
Commission.   Furthermore, companies  like Google and Facebook, who both have a stake  in 
behavioural  advertising,  regulators must  financially  incentivise  social media  companies  to 








of  fake  news  on  statutory  footing  and  ensure  there  is  transparency  and  accountability 
enshrined  in  the  law.  While  further  regulation  of  commercial  and  political  speech  is 
controversial,  the  Parliamentary  Select  committee would  be wise  to  remember  regulating 
deception and deceptive practices is not. We have a long history of consumer protection in the 
country. We have also taken steps to ensure  insiders and outsiders alike do not skewer the 
integrity of political discourse. Ending  the scourge of  fake news and  its associated harms  is 
necessary to ensure a democratic society. 
Typologies of a deceptive campaign 
There  are  four  elements  found  in  a  deception‐based  campaign:  the  creator,  the 









the  system.    This model  operates  under  the  assumption  that,  in  the  process  of making  a 
judgement, the propagator understands what the creator’s intention was in introducing into 
the system. This allows researchers to make a judgement backed up with empirical evidence 
about  the  validity  of  the  creator  at  T0.  The  propagator will  formulate  a  guess  about  the 
intention of  the creator based on  the  internal mechanisms of  the mind and context of  the 
















Type  1  deception  (pure  disinformation)  occurs  when  the  original  author  and  the 
propagator both know that the information is false, but choose to share it nonetheless.31 This 
also  accounts  for  viral  propagation  by  programmed  bots  and  other  forms  of  automatic 
programming  scripts  that  help  spread  the  deception.  This  includes  strategic  actors  that 
deliberately produce and share false information for the purposes of starting an informational 







deception,  lying,  and  concern with  the  truth  of what  one  says.  Pragmatics &  Cognition,  23(1),  53–67  and 
Frankfurt, H. G., & Bischoff, M. (2005). On bullshit. Princeton NJ: Cambridge Univ Press. 
31  This  type  of  deception  would  also  include  viral  propagation  of  satirical  news  stories  whereby  actors 
misunderstand a satirical news story as a genuine article. 
32 For an example of Type 1 deception, see the #TrumpWon hashtag example in Lotan, G. (2016). #TrumpWon? 
trend  vs.  reality.  Available  at  https://medium.com/i‐data/trumpwon‐trend‐vs‐reality‐
16cec3badd60#.nu4hiqahb, Accessed 02/02/2017 











feed  the  communities  of  genuine  believers  a  conspiracy  theory.36  Other  times  deceitful 
propagators share the story to attract web traffic, earning ad revenue through clicks.37  Type 3 
deception  (disinformation  through  misinformation)  occurs  when  the  creator  knows  the 
information created is false but perceived as “true” by the propagator. This is disinformation 
























when  creators  and  propagators  alike  perceive  “false”  information  as  true. Most  existing 
conspiracy theories flourish thanks to contents created and shared by polarised communities 
formed  around  common  interests.39  The  availability  heuristic  is  particularly  apropos  to 
understanding  how  conspiracies  spread  in  the  online  environment.40  Type  4  deception  is 
particularly problematic. Occasionally an authoritative source inadvertently injects the “false” 
information into the system. While possible to correct the original source, it is often impossible 

























































the  fundamental  guarantees  found  in  the  Charter:  free  expression  and  the  freedom  of 





















exposure  to  marketing  campaigns;  thus,  DMPs  rationally  adopted  business  models  that 
disseminate fake news among friends and followers. According to the model underlying DMPs 
algorithms, any  information, even  if  it  includes  criminal, defamatory,  infringing,  conspiracy 
theories,  or  blatantly  false  news  that  increases  traffic makes  the DMP more  attractive  to 








At  the  other  end  of  the  remedial  spectrum  is  controlling  the  content  in  prohibiting  and 
controlling  the  content  that  is made  available  at  its  source,  importantly,  through  existing 
criminal  and private  law  rules.  The need  for  ensuring  a diverse media does not provide  a 
general  justification  for  online  censorship.  Electoral  law  could  provide  suitable  rules  for 
algorithmic propaganda such as political bots. However, it is admittedly more challenging to 
apply  these  rules  to  entities  operating  from  foreign  territories.  Thus, mixed  remedies  are 



























































letter  to  the Facebook community  in February 201749, stated “community” was part of  the 
company’s solution to solving the problem of fake news. Rather than tackling fake news per se, 
Zuckerberg  discusses  how  to  tackle  “sensationalism  and  polarization  leading  to  a  loss  of 
common understanding”.  This is perhaps unsurprising as his company makes profit from users 





story  is  indeed “fake”.   Furthermore, any potential remedies become available ex‐post. The 








techniques,  platforms  can  avoid  the  “editor”  or  “publisher”  label  and  leave  the  editorial 
function  to  its  users.  Measuring  compliance  is  impossible  yet  a  clear  set  of  guidelines, 
                                                                











Like SPAM,  fake news  is shared by  ‘enticing’ headlines, but a  truly successful campaign will 
disguise its true nature as far as possible to avoid filters and to increase the click‐through rate. 
In the US, political spam  is exempted  from the CAN‐SPAM Act52  for  fear of stifling  ‘political 
speech’.53 More often than not SPAM aims to solicit a commercial response, and considered in 
the US to be a form of speech protected by the 1st Amendment, albeit with limited protection.54 
Hence  extra‐legal  code‐based  responses  were  develop  in  a  way  that  did  not  undermine 
protected  commercial  speech  but were  user‐friendly;  filtering was  adopted  over  blocking. 
When  spam was  received  into a  spam  folder,  the  recipient could  still  read  it. Spam  that  is 
blocked cannot be  read and would be an  infringement of  rights  to  impart expression.   Our 
framework of fundamental rights views blocking any form of political speech unacceptable, as 























Automated  decision‐making  is  increasingly  shaping  society,  either  assisting  or 




























form  of  automated  processing  of  personal  data  consisting  of  the  use  of  personal  data  to 
evaluate certain personal aspects relating to a natural person, in particular to analyse or predict 
aspects concerning  that natural person's performance at work, economic  situation, health, 




adverts every day, modifying  them depending on  response.62 By  targeting nuances of  their 
psychological profiles, the company could increase the possibility of an informational cascade 
forming across DMPs and appearing to be organic among social media users.  
The  Council  of  Europe63 warned  that  processing with  profiling  has  additional  risks 
compared to processing without it. This is because, when processing without profiling, a data 
subject will  be  able  to  guess what  can  be  inferred  from  their  personal  data  but  profiling 
“generates new data for an individual based on data relating to other persons”.64 Therefore, 
profiling fabricates assumptions about data subjects based on historical data relating to other 
individuals.  Reformed  data  protection  law  has  the  opportunity  to  address  the  effects  of 








62  Carole  Cadwalladr,  ‘Google,  democracy  and  the  truth  about  internet  search’,  The  Guardian,  Sunday  4 













believes  they  have  been  subject  to  political  profiling.  The  first,  ex‐ante  explanations,  are 
explanations provided before decisions are made and comment on the system’s functionality, 




The  law  under  the  General  Data  Protection  Regulation  2016/679  (GDPR)68  provides  data 
subjects with  a  right  to  an  ex‐ante  explanation. Articles  13‐15  of  the GDPR  provides  data 
subjects with a right of notification, and a right of access, to personal data that  is collected 



























However,  the  Article  29  Working  Party  have  rightly  recognised  information  on  logic  of 
automated decisions  is unlikely to be understood by data subjects.72   By stating there  is an 
automated decision‐making algorithm, explaining the logic involved, as well as the predicted 
outcome,  the data  controller would be giving an ex‐ante explanation as  to why  they were 
targeted with fake news. Stating the existence of the algorithm is a straightforward obligation. 
Recital  60  of  the  GDPR  gives  some  further  insight  into  what  constitutes  “meaningful 
information” by describing  the  format  in which  the  information can be portrayed  (i.e.  in a 
legible format) without any further elaboration. It is presumable that most DMPs would notify 
users through a standardised notification of their algorithm but this needs to be meaningful to 
all  levels  of  computer  literacy.  Presumably  the  court  will  set  precedent  as  to  what  is 




to  the  liability  for  “envisaged  consequences”,  i.e.  hopefully  interfering  with  democratic 
processes may be considered a significant consequence.  
Ex‐post explanations 
Ex‐ante  explanations  cannot  hold  data  controllers  to  account  for  unexpected 
consequences, only an ex‐post explanation would ensure full transparency for decisions about 
                                                                





campaign obtain an explanation  for an end decision? Second,  is an obligation on  the data 
controller to provide this explanation practicable? Article 22 GDPR address automated decision 
making and profiling. Article 22(2) determines there is no right to object when processing is 
legitimised  through  explicit  consent,  contract  or  the  legitimate  interests  of  the  controller. 
However, Article 22(3) provides  safeguards,  including  the  right  to human  intervention,  the 
ability to express your point of view and the ability to contest the decision. Article 22(3) alone 
does  not  provide  the  right  to  an  explanation  and  is  problematic  due  to  the  plethora  of 
functional and ethical issues, including producing inconclusive and inscrutable evidence.73 The 





Wachter, Mittelstadt  and  Floridi76  argue  the  removal was  shown  to  be  deliberate 
because “the safeguards specified  in Recital 71  (right  to human  intervention, expression of 
views,  and  contestation)  are  identical  to  those  in  Article  22(3),  with  the  only  significant 
difference  represented by  the  further  inclusion of a  right  “to obtain an explanation of  the 
decision  reached”  in Recital 71.”77 The European Parliament proposed  that Article 20  (now 
Article 22)  should  include  “a  right  to obtain human assessment and an explanation of  the 
decision reached.” However, this part of the provision was not adopted into Article 22 after 
the  negotiations  between  the  European  Commission,  Council  and  Parliament.78  As  a 












provision  in  Article  22(3)  is  intentional.  In  prior  negotiations,  the  European  Parliament 
suggested that the wording now found in Recital 71 be placed in the enforceable Article 22(3) 
of  the  GDPR.  Article  22(3)  has minimal  ability  to  provide  explanation  or  transparency  in 
automated decision making. This  caveat may also  result  in human‐in‐the‐loop  scenarios  in 
order deny data subjects some sort of information on automated decisions. Furthermore, the 
right to contest is weak as algorithmic transparency on the underpinning system functionality 
and  results  of  the  specific  decision  is  required.  Although  a  right  to  an  explanation  is  not 
mandated  by  the  GDPR,  Wachter  et  al  highlight  the  potential  to  provide  a  right  to  an 




other  provisions.  Goodman  suggests  that  the  GDPR  mandates  codes  of  conduct80, 
certification81, and Data Protection  Impact Assessments82  that would,  in  theory, encourage 
data controllers to provide a right to an explanation of specific decisions.83 Furthermore, the 
combination  of market  demands  of  trust  and  transparency  and  the  GDPR’s  right  to  data 
portability may encourage a competitive market in explanations. For potential voters wanting 
to know if subject to profiling by companies like Cambridge Analytica, Article 15 GDPR provides 
access  rights  to  data  subjects.  Article  15(1)(h) mirrors  the wording  of  Article  13(2)(f)  and 











Union  general data protection.  In 29th Conference on Neural  Information Processing  Systems  (NIPS 2016), 







said  to  use more  than  100,000  different  criteria  for  selecting  information  and  is  widely 
considered to be their most important business secret. Accordingly, Recital 63 states that the 







of  how  Facebook  uses  customer  data  to  personalise  and  make  suggestions.  Facebook 
withholds  the  right  to amend  their  terms,87 and so  the obligations under  the contract may 
change. Article  22(1)  is  easily  avoided  using  the  exception  under  paragraph  (a). However, 
Article 22(3) allows the data subject to contest the decision when an Article 22(2) exception 
applies. Article 22(3) obligates data controllers to “implement suitable measures to safeguard 























truth‐tellers  that consider  it  their mission  to  identify and eradicate  false news  from across 
DMPs.88  
Conclusion 






measures  to  protect  our  democratic  discourse.    If  even  a  small  percentage  of  voters  are 
affected by fake news, then this has the potential to affect an election, especially in the highly 
polarised world  of  contemporary  politics,  or  contentious  single‐issue  votes  like  referenda. 
Facts are always vulnerable to directional motivated reasoning, especially when targeted to 
voters who are prone  to emotional  responses and use heuristics  to make  judgements and 
decisions  that  are  prone  to  systematic  errors  and  biases.  The  application  of  algorithmic 
processing to big data sets to facilitate automated micro‐targeting of users across DMPs will 
only exacerbate the problem.  










profiling  and micro‐targeting.  The  paper  concludes  that  a  variety  of  legal  and  extra‐legal 
solutions are required to end the onslaught of fake news on our democratic decision‐making.  
