connecting si and t n . A bipartite graph B is connected if and only if, corresponding to every pair of vertices s, t(s G S, t G T) there exists a chain of edges connecting 5 and t.
For every bipartite graph B we define a corresponding graph G(B). The vertex set F of G (B) is the union of the vertex sets S and T of B.
The unordered pair [s, t], s G S, t G T is an edge of G(B) if and only if [s, t], s G S, t G T is an edge of B. The graph G (B) is connected if and only if the bipartite graph B is connected. Moreover, the directed graph D(G(B)) is connected if and only if B is connected.
A directed bipartite graph C has two vertex sets 5 and T. An edge is an ordered pair (a, b) with one of a and b belonging to 5 and the other to T. For every pair s, t(s G S, t G T) there are various possibilities for the ordered pairs (s, t) and (/, s). Either both are edges of C or one and only one is an edge or neither is an edge. If (a, b) is an edge, it connects a to b (but not b to a). A set of edges (s\, t\), (Ji, s 2 ), ($2, h) • • • {s ni t n ) ordered in such a way that the last member of any edge is the first member of the next is a chain connecting si to t n . Similarly, a set of edges (t\, Si) (s h / 2 ) • • . (t n , s n ) is a chain connecting t\ to s n . A directed bipartite graph C is connected if and only if, corresponding to every pair of vertices s, t(s G S, t G 2") there exists a chain connecting s to t and a chain connecting t to 5.
For every directed bipartite graph C we define a corresponding directed graph D(C). The vertex set F of D(C) is the union of the vertex sets 5 and T of C. The ordered pair (a, £), a G F, 6 G F is an edge of Z>(C) if and only if (a, &) is an edge of C. The directed graph D(C) is connected if and only if the directed bipartite graph C is connected.
A directed graph D with n vertices is simply connected if and only if D contains a subgraph H (that is, every edge of H is an edge of D) consisting of the n edges (v h v 2 ) (z>2, ^3), (^3, ^4) . • • (v n , *>i) in which v t 9 e Vj for i 9 e j. Such a subgraph H may be called a closed chain of rank n. Each of the n vertices of D is a first member of an edge of H and a second member of another. Every simply connected directed graph is connected.
We use K to denote the complement of a set K and v{K) to denote the number of elements in K. We continue to use a round bracket ( ) to enclose an ordered pair and a square bracket [ ] to enclose an unordered pair.
In what follows we use the symbol L to denote a graph, a directed graph, a bipartite graph or a directed bipartite graph. A subgraph of the graph L is a graph of the same type as L, having as its vertex set some subset V of the vertex set V of L and, as its set of edges, some subset of those edges of H for which both vertices belong to V. We note that a subgraph which has a single vertex is connected, for in such a graph there are no pairs of vertices.
Let Vi and V2 be the vertex sets of two subgraphs Si and 5 2 of the same graph L. The union of Si and S 2 is defined as the subgraph of L for which the vertex set is the union of the sets V\ and V2 and the set of edges is the union of the sets of edges of Si and S 2 . The intersection of Si and S 2 is similarly defined. The subgraphs Si and S 2 are said to be disjoint if and only if V\ and V2 are disjoint.
If we select a vertex v of a graph L and form the union of all the connected subgraphs of L which have î/asa vertex the resulting connected subgraph is called a maximal connected subgraph of L. Thus any connected graph L is a maximal connected subgraph. At the other extreme, a maximal connected subgraph may have a single vertex (and hence no edges). Any two maximal connected subgraphs of H are disjoint.
Let U be the union of all the maximal connected subgraphs of a graph L. The vertex sets of U and L are identical. If L is a directed graph D or a directed bipartite graph C then L may have edges which are not edges of U. However, if L is a graph G or a bipartite graph B y the sets of edges for L and U are identical and we have L = U.
If a graph L is the union of two disjoint subgraphs Si and S2 then there is no chain of edges connecting a vertex of Si to a vertex of S2 and hence L is not connected. If a bipartite graph B or graph G is disconnected then it is the union of at least two disjoint maximal connected subgraphs. Thus a graph G or a bipartite graph B is connected if and only if it is not the union of two disjoint subgraphs.
As in (2) we use U X V to denote the bipartite graph with vertex sets U and V such that [u, v] is an edge of
An induced bipartite graph was defined in (2, § 2) for any partitioning of the vertex sets. THEOREM v{T) . A disconnected bipartite graph is the union of two disjoint subgraphs and hence is reducible. A minimal semi-irreducible graph was defined in (2) as a semiirreducible bipartite graph which is not the union of two disjoint semi-irreducible subgraphs. If a semi-irreducible bipartite graph B is the union of two disjoint subgraphs, then these subgraphs must be semi-irreducible, for otherwise B would be reducible. Thus a minimal semi-irreducible bipartite graph is not expressible as the union of two disjoint subgraphs. It follows that every irreducible or minimal semi-irreducible graph is connected. Using Theorem 1, we have the following generalization of this result. The generalization refers to the core of the canonical decomposition of a bipartite graph as described in (1) and (2). THEOREM 
If B' is the bipartite graph induced by the partitioning of B by means of the vertex sets of the irreducible and minimal semi-irreducible subgraphs which constitute the core of B, then B f is connected if and only if B is connected.
3. An induced directed graph. Let Dbea directed graph with vertex 
If both vertices in any of these ordered pairs are identical, delete this ordered pair from the set. (2) is irreducible (in fact, simple irreducible). As outlined in § 4 of (2) it may be possible to find other cycles in B*(D) with half of their edges main diagonal edges, such that no two of these cycles have a vertex in common. Ultimately we find a partitioning of S into disjoint sets 5i, 52, ... , S m , of T into disjoint sets T h T 2y . . . , T m and of V into disjoint sets Vi, V 2j . . . , V m such that (2) Combining
. , 7V It is immediate that [B*(D)]' = B*(D'). By Theorem 3 (2) since B*(D) is irreducible, B*(D') is irreducible. Clearly as in

the introductory remarks of § 2 with this theorem we see that a graph G is connected if and only if B*[D(G)] is irreducible, a directed bipartite graph C is connected if and only if B*[D(C)] is irreducible and a bipartite graph B is connected if and only if B*[D{G(B)}] is irreducible.
In § 4 of (2) the authors outlined a method of determining whether or not a bipartite graph with the same number n of vertices in S and T is irreducible. In this method it is necessary, first of all, to determine the exterior dimension. If the exterior dimension is less than n the graph is reducible. If the exterior dimension is n it is necessary to find a diagonal, that is, a subgraph having n edges and exterior dimension n. For a bipartite graph B*(D), the exterior dimension is n and a diagonal is (s h ti), (s 2 , £2), . . . , (s n , t n ). Starting with this diagonal, and using the method of § 4 (2), a computational procedure can be programmed for determining irreducibility and hence the connectivity of any type of graph which we have considered.
The following examples are interesting. If the exterior dimension of an n X n bipartite graph is n, there exists a diagonal consisting of n edges and we can index B in such a way that this diagonal is the main diagonal consisting of the n edges [s u £*], i = 1, 2, . . . , n.
With this indexing B = B*{D(B)} and hence B is irreducible if and only if D(B) is connected.
We have proved the following theorem. THEOREM (s u t 3 ) of G v which are below the diagonal are deleted from the graph 5* (D) and if the relation R is modified by deleting the corresponding R(a t , dj) then the modified relation R is consistent with an ordering. Thus minimal number of pairs which must be deleted from an arbitrary binary relation R to make it consistent with an ordering is not more than
If B is an irreducible n X n bipartite graph then D(B) is connected for every indexing of B. If B is an n X n bipartite graph then either the exterior dimension of the graph is less than n so that B is reducible, or it is possible to index the vertex sets S and T in such a way that B is irreducible if and only if D{B) is connected.
The actual minimum number of such pairs could be found as follows. In each subgraph G v permute the rows and columns in such a way that the main diagonal is unaltered but the number of edges below the main diagonal is minimal. Let this minimum number be m v . The minimum number of pairs which must be deleted to convert R to a relation consistent with an ordering The results of this paper can be used in the construction of an algorithm which yields the complete canonical decomposition of an nby m bipartite graph. This algorithm can be applied to the optimal assignment problem to determine the dimension of the space of dual solutions and to reduce the problem of finding all dual solutions to the case when there is only one primal solution.
The results can be applied also in investigating the structure of powers of matrices with non-negative elements and in determining properties of characteristic roots of such matrices with particular reference to stochastic matrices. Again, stochastic matrices form a semi-group under multiplication. Graphical concepts can be used to study the ideals of this semi-group and in particular the structure of finitely generated ideals.
Another application is to the study of matrices with non-negative entries with assigned row and column sums. Such matrices form a convex set. An algorithm can be found for expressing any such matrix as an average of vertex matrices. This work will be described in subsequent publications by two of the present authors.
