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Abst rac t - -A  fuzzy inference system based on the Sugeno inference model is first formulated 
for fuzzy regression analysis. This system is then represented by a fuzzy adaptive network. This 
approach combines the power of representation f fuzzy inference system with the ability of learning 
of the neural network. Numerical examples are trained and solved to illustrate the approach. The 
results are compared with other approaches. (~) 1999 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
Neural network based on the back propagation approach has been applied to nonparametric 
regression by several investigators. According to the connection weights used, they can be clas- 
sifted as: 
(a) nonfuzzy weights: the investigations by Ishibuchi and Tanaka [1] and Fedrizzi et al. [2]; 
(b) symmetric fuzzy weights: this category includes the works of Ishibuchi et al. [3,4] and 
Miyazaki et al. [5]; and 
(c) nonsymmetric fuzzy weights: the works of Ishibuchi and Nil [6] and Ishibuchi et al. [7]. 
Although these approaches are fairly powerful, a combination of fuzzy inference with neural 
network learning for nonparametric regression should form an even more powerful approach. 
However, very little had been done in this direction. The purpose of this paper is to propose and 
investigate such a system, namely, the Fuzzy Adaptive Network (FAN). 
Cheng and Lee [8] have proposed a Fuzzy Radial Basis Function Network (FRBFN) for fuzzy 
regression analysis. Jang and Sun [9] have pointed out that the crisp radial basis function network 
is functional equivalent to the fuzzy inference system. Thus, another purpose of this paper is to 
compare the FRBFN network with the proposed fuzzy adaptive network. 
Pokorn~ [10] has applied the Sugeno fuzzy inference system [11] to fuzzy nonlinear egression. 
In Pokorn~'s model, the crisp linear functions in the consequence section of the Sugeno fuzzy 
inference system are replaced by possibilistic linear equations. The training of this model is similar 
to the original Sugeno fuzzy model, but the updating of the consequence s ction is formulated as 
a possibilistic linear model instead of a least square one. 
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In this paper, we adopt the idea of Pokorn2, but instead of directly applying the fuzzy infer- 
ence system to fuzzy regression, we represent the resulting inference system by a fuzzy adaptive 
network. Through this adaptive network, the learning algorithms which are developed for neural 
networks can be used for the proposed inference system. 
The training of FAN is consisted of two parts: 
(1) the identification ofthe premise parameters--this identification is carried out by the back 
propagation algorithm; and 
(2) the identification of the consequence parameters--this identification is carried out by 
solving a possibilistic linear system. 
To illustrate the approach, numerical examples are solved and the results are compared with the 
FRBFN approach. 
2. FUZZY INFERENCE SYSTEM 
The fuzzy inference system forms a useful computing framework based on the concepts of fuzzy 
set theory, fuzzy if-then rules, and fuzzy reasoning. This system has been applied successfully in
various fields such as automatic ontrol, expert systems, computer vision, etc. The fuzzy infer- 
ence system is a powerful function approximator, and it differs from another powerful function 
approximator, neural networks, in its capability of handling linguistic information. 
The basic structure of a fuzzy inference system consists of three conceptual components [9]: 
(1) a rule base, which contains a selection of fuzzy rules; 
(2) a database, which defines the membership functions used in the fuzzy rules; and 
(3) a reasoning mechanism, which performs the inference procedure upon the rules to derive 
a reasonable output. 
The fuzzy rule or usually called fuzzy if-then rule is of the following form: 
R : if (xl is F1, and x2 is F2...  and Xp is Fp), then Y is G, (1) 
where F~, i -- 1,... ,p, and G are linguistic terms which are fuzzy sets defined by membership 
functions, and X = (Xl, • •., Xp) q- and Y are the input and output linguistic variables, respectively. 
The statement in the antecedent or premise represents he input information and the statement 
in the consequence or conclusion represents he output. If-then statements are used in almost all 
of our daily activities. For example: 
if the speed is high, then apply the brake a little; 
if the temperature is very hot, then turn the air conditioner higher; 
where "speed" and "temperature" are linguistic variables and "high" and "very hot" are linguistic 
terms. It is obviously that "high" and "hot" are fuzzy. We need to define membership functions 
for these fuzzy linguistic terms. Furthermore, to derive conclusions from a set of fuzzy if-then 
rules, we need an inference procedure, which is called fuzzy reasoning or approximate r asoning. 
These reasoning procedures derive conclusion based on information aggregation from all the rules. 
Different ypes of fuzzy if-then rules and aggregation methods lead to different fuzzy inference 
systems. There are several different types of fuzzy inference systems developed for function ap- 
proximation. The fuzzy inference system proposed by Takagi and Sugeno [11], which is known as 
the Sugeno fuzzy model or Sugeno fuzzy inference system will be used in the present investiga- 
tion. Instead of the if-then rules listed in equation (1), Takagi and Sugeno proposed the following 
fuzzy rule: 
Rt : if (xl is F~, and x2 is Fz2... and Xp is Fpl), 
then (Y = Yt = c~ + C~Xl q-...-~- ClpXp), (2) 
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in which F~ represents fuzzy set or fuzzy terms associated with the input xi in the ith rule, yl  is the 
system output due to rule R z, and there are m rules, 1 = 1, 2, . . . ,  m. In the Sugeno fuzzy system, 
c~ represents real-valued parameter. In the present application, c~ will be assumed to be a fuzzy 
number so that fuzzy output can be obtained in the regression analysis. Thus, the consequence 
in (2) is a possibilistic linear equation. For a real-valued input vector X -- (xl , . . .  ,Xp) x, the 
overall output of the Sugeno fuzzy system is a weighted average of the Yls 
m 
E  zyl 
---- /=1  
/=1 
(3) 
where the weight w l implies the truth value of the proposition Y = Yt and is defined as 
P 
= 1] .r: (4) 
i=1  
where #F~ (xi) is a membership function defined on the fuzzy set F~. In equation (4), w I is defined 
in terms of a "product" operator on the membership functions, w ~ can also be defined ifferently 
such as the "min" operator. The advantage of the Sugeno inference system is that it provides 
a compact system equation and thus, parameter estimation methods can be developed easily to 
estimate the parameters c~. 
Fuzzy regression carried out by the use of the above inference system can be viewed from the 
standpoint of fuzzy partition. The premise of the fuzzy if-then rule represents he description of 
the fuzzy subspace of the input variables. In other words, a fuzzy partition of the input variable 
space is first carried out and each fuzzy subspace forms a linear input and a linear regression 
output. Finally, by aggregating the outputs from all the rules, a nonparametric fuzzy regression 
model for the original problem is obtained. 
3. FUZZY ADAPT IVE  NETWORK 
We have discussed how to employ the fuzzy inference system for fuzzy regression analysis in the 
previous ection. However, there is still a need for an effective method which can be used to fine 
tune or training the various parameters and the membership functions. This can be accomplished 
by the use of a fuzzy adaptive network FAN, which essentially is a network representation f 
the formulated fuzzy system. The fuzzy adaptive network based on the architecture of ANFIS 
proposed by Jang [12] will be used in this investigation. There are several advantages of using 
FAN. The network provides a comprehensive isualization of the system, and furthermore, the 
various learning algorithms developed for neural network and other adaptive systems can be 
applied based on this network. Through this learning or up-date approach, a good approximation 
of the regression function can be obtained. 
The adaptive network is composed of nodes inter-connected through directional links. Part of 
or all the nodes are adaptive. Adaptive nodes are nodes containing parameters and the values of 
these parameters can be adjusted by learning. 
FAN is a five-layered feed forward network in which each node performs a particular node 
function on the incoming signals. This node function is characterized by a set of parameters. 
To reflect different adaptive capabilities, the nodes are represented by circles or squares. Square 
nodes represent adaptive nodes with parameters and circle nodes represent fixed nodes without 
parameters. To illustrate how a fuzzy inference system can be represented byFAN, let us consider 
the following example. 
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Suppose a fuzzy inference system contains the following four rules: 
R 1 : if (xt is small and x2 is low), 
R 2 : if (Xl is small and x2 is high), 
R 3 : if (Xl is large and x2 is low), 
R 4 : if (Xl is large and x2 is high), 
then (Y  = V l  = c l + c~xl +c lx2) ,  
then (Y = y2 = Co 2+ c21xl + c2x2), 
then (Y  = y3  = c 3 + c3xl + c32x2) , 
then (Y  = y4  = c 4 + c4xl + c4x2) . 
(5) 
This system has a two-dimensional input, X = (xl,x2) T. For input xl, there are two fuzzy 
sets "small" and "large" associated with it and for input x2, two fuzzy sets "low" and "high" are 
associated with it. This fuzzy system is represented by the FAN network as shown in Figure 1. 
Laver 1 Layer 2 Laver 3 Laver 4 Laver 5 
i .......................... i WI IJ 
..................................... ~4 
Figure 1. Architecture of FAN for the illustrative xample. 
There are two subgroups of nodes in Layer 1 (see Figure 1). The first subgroup includes nodes 
"small" and "large", which are linked by Xl; and the second subgroup includes nodes "low" and 
"high", which are linked by x2. Each node in Layer 1 outputs a membership function based on 
the linguistic value of the input. Nodes in Layer 2 output the products which are w t, l = 1 , . . . ,  4, 
based on the incoming signals. The function of a node in this layer is to synthesize the information 
in the premise section of the fuzzy if-then rule. For example, node 1 in Layer 2, A1, receives 
signals from "small" and "low", which is equivalent to the premise of R 1 in the above fuzzy 
inference system. The number of nodes in Layer 2 is the number of combinations of nodes from 
each subgroup in Layer 1. Layer 3 simply performs a normalization of the output signals from 
Layer 2. Each node in Layer 4 corresponds to the consequence of each fuzzy if-then rule. For 
example, the first node y1 in Layer 4 is defined as y1 = c~ + c~xl + c~x2. Finally, Layer 5 sums 
up all the outputs from Layer 4, which is equivalent to perform an aggregation of all the four 
fuzzy if-then rules. 
Let the output of node h in layer r be denoted as f,.,h, then the functions of each node in 
Figures 1 can be described as follows. 
LAYER 1. Let the fuzzy sets, "small", "large", "low", and "high", in the premise section of fuzzy 
if-then rules be denote by F1, F2, F3, and F4, respectively. Nodes in this layer axe adaptive and 
the output of node h is defined by the membership function on Fh 
fl,h = #Fh(Xl), for h = 1,2 (6) 
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and 
fl,h = I-tF,~ (X2), for h = 3, 4. 
The membership function for Fh can be any appropriated function. 
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(7) 
In this investigation, we 
assume a Gaussian function whose parameters can be represented by the parameter set {Vh, Crh} 
PFh(Xl)-~-exp [ - - (  xl-vh~21~h / J ' for h=l ,2  (8) 
and 
gFh(X2) = exp -- x= - -Vh  , for h = 3,4. (9) 
The parameter set {Vh, ah}  in this layer is referred to as the premise parameters. 
LAYER 2. Every node in this layer is a fixed node labeled At, l = 1 , . . . ,  4. The nodes in this 
layer act as the fuzzy and operator in the premise section of the fuzzy if-then rule. Each node has 
exactly two incoming signals from Layer 1. In this investigation, At is defined as a multiplication 
of its incoming signals. This multiplied output forms the firing strength w t for rule l: 
A, ,  = w 1 = ,F l (x l ) .  
f2,2 : W 2 : #F1 (Xl)" #F4(X2), 
f2,3 = W 3 = #F2(Xl)' #F3(X2), 
and 
(10) 
(II) 
(12) 
f2,4 = w 4 = #F2(Xl) " #F4(X2). (13) 
Nodes in this layer are fixed nodes labeled Nt, 1 = 1, . . .  ,4. The output of this layer LAYER 3. 
is a normalization of the outputs of Layer 2: 
w l 
f3,1 =- -~l _ __  I : 1, 4. (14) 
m ~ ""  ' ' 
w t 
t=l 
LAYER 4. The nodes in this layer are adaptive nodes with nodes function 
f4,t = ~tyt ,  l = 1 . . . .  ,4, (15) 
where yt  is the consequent part of a fuzzy if-then rule, and 
l where c~ are fuzzy numbers and are referred to as the consequence parameters. 
LAYER 5. The single node in this layer is a fixed node, which computes the overall output as the 
summation of all the incoming signals 
4 
f5,1 -= Y = EwtY  t. (17) 
/=1  
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4. THE TRAIN ING OF  THE FAN 
The objective of FAN is to obtain a desired nonlinear mapping between the given input-output 
data pairs. This desired mapping is obtained by a learning algorithm. However, in order to 
measure the performance of such an adaptive network, some performance or error measure is 
needed. In this section, the error measure will be defined first and then introduce the learning 
algorithm. 
4.1. The Er ror  Measure  
The error measure is defined as the difference between the network or estimated outputs and 
the desired or target outputs. When this error measure is less than a predefined small allowed 
error, the training of the network is terminated. The difference between the estimated and the 
target outputs for each individual observation is
= Yk { -}  (is) 
where {-} is an operator, Yk is the k th target output and Yk is the network output of the k th 
input vector, which is Xk = (Xlk, . . . ,  Xpk) T. We shall assume that both Yk and Yk are symmetric 
triangular fuzzy numbers and can be represented by Yk = (Yk, ek) and Yk = (Yk, e'k), respectively. 
Yk and Y'k are the modes or the centers of Yk and Yk , and ek and e'k are the spreads. Assume that 
the consequence parameter c~ is also a symmetric triangular fuzzy number and is represented by 
c~= (a~,b~), i=O, . . . ,p ,  l= l , . . . ,m.  (19) 
Prom the above definitions and using fuzzy arithmetic, Yk and e'k can be expressed as 
rn p 
Yk = E E @'a~x,k (20) 
l=1  i=0 
and 
m p 
(21) 
l= l  i=-O 
where XOk -= 1. 
In order to obtain the difference between two fuzzy numbers, some fuzzy ranking method must 
used to define the operator { - )  in equation (18). This is because fuzzy numbers are sets, not 
crisp numbers. There are many fuzzy ranking methods for measuring the difference between 
two or more fuzzy numbers. Chang and Lee [13] made an extensive survey about fuzzy ranking 
methods. In the present investigation, the method of Chang and Lee [14], which is based on the 
concept of overall existence, will be used. An overall existence measurement of a L-R type fuzzy 
number T is defined as 
/01 OM(T)  = w(u) [Xl(U)#Tl(u) + X2(U)#Tl(u)] dr, (22) 
where, u is the membership function; #T~ (u) and #T~ (U) are the lower and upper limits of the 
r-level set of fuzzy number T; and w(u), Xl(U), and X2(u) are weight measures, which must be 
determined subjectively by the decision maker. For simplicity, we let 
1 
w(u) = 1, X,(u) = X2(u) = 5' for all u e (0, 11. (23) 
If T = (t, s L, SR)LR is a triangular fuzzy number, we have 
OM(T)  = (4t - s L + s R) (24) 
4 
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The individual difference k can now be calculated by using the above equation. The average of 
the sum of square of ek is then used as a measure of the overall difference. It must be noted that, 
due to the assumption of indifference in weights in equation (23), ek determined by the above 
fuzzy ranking method does not provide a measure of the difference between the spreads of the 
network outputs and that of the target outputs [15]. Thus, another measure isadded to calculate 
the difference between this spreads. Accordingly, the final overall error function is 
~ 2 
E = N (yk - gk) 2 + (ek - ek) , (25)  
k=l  
where N is the number of pairs of the training data. The training of FAN terminates when E is 
smaller then a prespeeified small number. 
4.2. The Learning Algorithm 
Different methods were used for the training of the premise and the consequent parameters. 
Back propagation is used for the former and possibilistic linear programming is used to train the 
latter. 
4.2.1. Consequence parameters 
From the node functions in FAN or from equation (17), we can see that when the values of 
the premise parameters are fixed, the overall output can be expressed as a linear combination of
the consequent parameters. Thus, according to equations (16) and (17), the output Y can be 
expressed as 
= ~1 (c~ + c~xl + + clxp) + ~ (~ + ~x~ +... + ~p)  
+.. .  + ~m (cr~ + c7xl +. . .  + C~Xp) (26) 
(~% ) +. . .  + ~ (~ '% ) . = c~1 + ~ (~ lx , )  + . .  + ~ 
When ~l is known, equation (26) is exactly in the same form as the following linear equation: 
Y = Ao + Alxl + A2x2 +. . .  + Apxp (27) 
with Ai in equation (27) corresponds c~W z in equation (26). Equation (27) is exactly the fuzzy 
linear regression model expressing the linear relationship between the inputs, xi and the output Y 
with Ai, i = 1, 2,...  ,p, as the fuzzy parameters. This fuzzy linear regression model has been 
solved by Tanaka and coworkers [10,11,16] by the use of linear programming. Thus, we can use 
the same approach to identify the consequence parameters which are c~, i = 0, 1,... ,p, 1 = 
1,2,... ,m. Following Tanaka's approach except using the parameters in equation (26), the 
following linear programming problem can be formulated: 
N m p 
mine Z E ~tb~xik 
k /=1 i----0 
s.t. b~ > O, i=O, . . . ,p ,  l= l , . . .m;  
.~  ~ m p (28) 
- - I  l 
l~ l  i~0  /=1 i=0 
- ENla~x~k + (1 -- c~) ENlb~xik >---Yk + (1 -- c~)ek, k= 1,. . .N.  
l~ l  i~0  l= l  i=0  
The constraints in the above equation are used to satisfy the following inclusion condition: 
[Yk[o , k = 1 . . . .  ,N ,  ¢29/ 
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where Yk is the estimate of the k th observation Yk, and [.]~ is the a-level set. The above condition 
means that all the a-level set of the given samples hould be included in the a-level set of the 
fuzzy model. Thus, by using the Tanaka pproach, we also obtained an added advantage, namely, 
the results automatically satisfy the inclusion condition used in most possibilistic linear regression 
formulations. 
4.2.2. The  premise parameters  
The premise parameters were trained by the use of the back propagation algorithm. The error 
measures at Layer 5 is back propagation to Layer 1 and the premise parameters are updated 
by a gradient descent method according to the error of back propagation. Since the purpose of 
training the premise parameters is to adjust he position and shape of the associated membership 
function in Layer 1 so that the density of the input functions can be represented, the spread of 
the membership function is not the concern of this training and thus only the first part of the 
error function E, that is, only the mode or the center and ignoring the influences of the spread, 
is used for calculating the back propagation error 
1 N 1 N 
(30) 
k=l  = 
Using equation (30), the back propagation error for each layer can be calculated as follows. 
Consider the k th error, that is, the error between the k th estimated and desired outputs, the 
error signal for the final output node can be calculated irectly as 
O¢2k -- 2 (yk - -yk ) ,  (31) 
where er,l denotes the back propagation error of/th node in r th layer and thus ¢5,1 denotes the 
error signal for the final output node. According to Jang and Sun [17], the back propagation 
error of each node in each layer is 
Mv+l 
OFr+l ,h  (32) 
£r,l = E gr+l,h Ofv, l  ' 
h=l 
where Fr+l,h represents he node function at the h th node of the (r + 1) th layer, fr,l is the output 
of lth node of the r th layer, and Mr+l is the total number of nodes in the (r + 1) th layer. 
The gradient vector is defined as the derivative of the error measure with respect o each 
parameter. If p is a parameter of the/th node at layer r, we have 
0~ 0fr,l (33) 
Op = c~,~ Op 
The derivative of the overall error measure ~with respect o p is 
0E 1 (34) 
0p 
Thus, the updating formula for p is 
~p = -~pp, (35) 
where ~ is the learning rate. 
More details are given in the Appendix where the formulation of the learning rules for the 
premise parameters are illustrated by an example. 
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From the above discussion, the learning algorithm for FAN can be summarized as follows. 
Step 0. Initialization 
Set a value; 
Determine the initial values of the premise parameter set {v~,j~, a~,j, } subjectively. 
Step 1. Identify the cons.equent parameter set {c~} by solving the LP problem (28). 
Step 2. Calculate the error measure E according to (25). If E is less than a pre-specified small 
allowed error, then stop; otherwise go to Step 3. 
Step 3. Calculate the back propagation error by equations (31) and (32). 
Update the premise parameter set {vi,j~, aij~ } with the back propagation error by using 
equation (35). 
Step 4. Go to Step 1. 
5. NUMERICAL  EXAMPLES 
To illustrating the approach, the following three artificial functions are used to generate the 
training data: 
f , (~1,~2)  = 24.234~ 2 (0.75 - ~2) + 5, (36) 
where r 2 = (x,/10 - 0.5) 2 + (x2/10 - 0.5) 2. 
(37) 
+e3(=2/'°-°'5) sin (4 r  (~-~-  0 .9 )2) )+4 
and 
sin(2(x, - 5 ) )  s in (2 (x2  - 5 ) )  
f3(x, ,  x2) = 10. 2(X, -- 5) 2(X2 -- 5) -b 5. (38) 
f ,  and f2 are adopted and modified from Hwang et al. [18] and f3 is adopted and modified from 
Jang [12]. Thirty pairs of input-output data are generated for each function. For simplicity, these 
data will be identified as Samples 1-3 for functions f , ,  f2, and f3, respectively. Each set of data 
is generated in the following manner. 
The input (xk,, xk2), k = 1, . . . ,  30, are generated as uniform random variates on [0, 10] 2. The 
mode of the fuzzy target output Yk is generated by 
fo rk=l , . . . ,30 ,  j=1 ,2 ,3 .  yk = f j (=k,,  ~k2), 
The corresponding spread of the target is 
1 
ek = ~Yk, 
Based on these data and the three 
R'  : if (x, is small1 and x2 is small2), 
R 2 : if (x, is small, and x2 is medium2), 
R 3 : if (xl ,s small, and x2 is large2), 
R 4 : if (x, is medium, and x2 is small2), 
R 5 : if (x, is medium, and x2 is medium2), 
R 6 : if (x, is medium, and x2 is large2), 
R 7 : if (x, is large, and x2 is small2), 
R s : if (x, is large, and x2 is medium2), 
R 9 : if (x, is large, and x2 is large2), 
(39) 
for k = 1, . . . ,30.  (40) 
functions, the fuzzy inference system is formulated as follows: 
then (Y  = y1 = c~ + c~xl + c~x2) , 
then (Y = y2 = c~ + C2Xl -~- 42X2) , 
then (Y = y3 = c 3 + C~Xl + c3x2), 
then (Y-~ y4 :5  4 +C4Xl_~_c4x2), 
then (Y = r5 = c~ + c~xi + c~x2), 
then (Y=Y6 =c  6+c61xl+c6x2) ,  
then (Y = r7 = c~ + c~xi + c~x~), 
then (Y  = yS = c s + c81x, + c8x2/, 
then (Y = rg= c~0 + c~x, + ~=2) ,  
where each of the two input variables are partitioned into three partitions. 
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Table 1. Assumed initial values of the premise parameters. 
Small1 
Medium~ 
Large1 
Small2 
Medium2 
Large2 
Sample 1 
/~ (7 
1 5 
5 5 
9 5 
1 5 
5 5 
6 5 
Sample 2 Sample 3 
/]  (7 /]  (7 
2 5 
5 5 
9 5 
1 5 
5 5 
9 5 
2 5 
5 5 
8 5 
2 5 
5 5 
8 5 
ii!iii l !iiii !iil iiiiiiiiil  lii i iiiii!iiiiiiiiiiiiii    l  iii !iili i iiiiiiiiiiiii ! iill l  !i
7.59E-03 
7.59E-03 
7.59E-03 
7.59E-03 
7.59E~03 
7.59E-03 
7.59E-03 
Number of epochs 
Figure 2. Convergence b havior with Sample 1. 
This inference system is represented by a FAN network with two input nodes xl and x2 and five 
layer~. The nodes in Layer 1 are divided into two subgroups with three nodes each corresponding 
to the two input variables xl and x2. Layers 2-4 all have nine nodes. The functions of the 
nodes in Layers 1 and 4 represent the parameters in the premise and the consequence s ctions, 
respectively. The nodes in other layers are fixed nodes. Finally, Layer 5 sums all the outputs 
from Layer 4 with a single output node. 
The node function in Layer 1 are represented by the Gaussian membership function with 
parameters v and a, where v represents the center and a represents the width. The assumed 
initial values for these centers and widths before training for the three sets of data are listed in 
Table 1. 
Using Samples 1-3, the network is trained with a computer program run on the SUN IPX work 
station. The convergence behaviors of the training of this network for the three different sets of 
data are plotted in Figures 2-4, where the "error" is defined as in equation (25) and an "epoch" 
means a complete presentation of the entire set of the training data. 
From Figures 2-4, we can see that the performance for the three sets of data is consistent. The 
error measures for the three sets of data are all dropped fairly fast during the earlier iterations 
and then the convergence rate slowed down. The target outputs and the network or estimated 
outputs for the three different sets of data after training are listed in Tables 2-4. It can be seen 
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Figure 3. Convergence b havior with Sample 2. 
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Figure 4. Convergence b havior with Sample 3. 
that the estimated outputs are very near the target outputs. In fact, some of the target outputs 
are reproduced by the estimated outputs. Furthermore, we can see from Tables 2-4 that the 
inclusion condition (29) is completely satisfied by the estimated outputs, that is, the a-cut of the 
network outputs always cover the (x-cut of the target outputs. 
The values of the premise parameters for the three sets of data after training are listed Table 5. 
The convergence rates, the error measures and the computational time with the three sets of 
data are listed in Table 6, where E denotes the error measure as defined in equation (25), CPU 
time is the time consuming by the computer for performing these training tasks and it is counted 
in seconds, and APE represents the average percentage error which is defined as 
APE = ~ yU -- y~ 
k=l  
(41) 
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where  yV and yL are 
l imits of  [Yk]a, and 
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Table 2. Results after training with Sample 1. 
Input Values Target Outputs Network Outputs 
Xl x2 y e ~) 
6.628 6.609 11.680 3.628 11.795 3.756 
9.297 7.181 16.962 4.840 16.962 4.840 
3.178 7.145 7.734 2.468 7.997 2.760 
3.553 4.261 7.481 2.510 7.500 2.531 
1.194 6.210 3.926 1.236 4.361 1.720 
3.922 8.984 9.707 3.140 9.707 3.140 
2.639 5.727 7.278 1.848 6.984 2.307 
9.736 8.843 17.832 4.482 17.680 4.651 
3.711 3.831 6.990 1.990 7.256 2.547 
2.830 3.631 5.800 2.237 5.800 2.237 
0.891 7.150 3.714 1.408 3.885 1.598 
6.349 2.660 10.115 2.877 9.815 3.250 
7.188 1.798 11.475 3.353 11.475 3.353 
6.349 2.394 9.576 3.227 9.576 3.227 
1.300 4.852 4.117 1.725 4.182 1.797 
0.516 5.976 3.249 1.074 2.890 1.472 
7.579 3.559 12.373 3.232 12.707 3.603 
0.725 2.129 4.132 1.459 4.132 1.459 
1.071 7.482 4.463 1.700 4.463 1.700 
8.931 7.540 15.267 4.221 15.369 4.530 
7.106 2.084 11.245 2.984 11.108 3.368 
5.248 6.667 10.117 3.214 9.788 3.579 
2.967 8.828 6.784 2.273 7.186 2.720 
3.609 8.893 8.979 2.867 8.871 3.024 
3.919 8.990 9.386 2.552 9.668 3.137 
5.696 9.632 12.078 3.095 12.013 3.167 
3.161 7.127 8.085 2.618 7.968 2.748 
5.802 0.217 8.913 2.819 8.913 2.819 
4.486 9.433 9.621 3.067 9.710 3.166 
0.807 9.837 4.860 1.576 4.860 1.576 
y: mode to target output, e: spread of target output. 
~): mode to network output. 4: spread of network output. 
the  upper  and lower l imits of [Yk]., Yk ,  and Yk are the  upper  and lower 
The  values of  the  APE  of some of the  i l lustrated examples  are fair ly large. The  main  reason for 
th is  large error  is due to the  use of  the  inclusion condit ion,  equat ion  (29), which causes a large 
spread in the  results.  I f  we on ly  consider the  modes,  that  is, def in ing the  average percentage  
error  as 
1 lyk_-  'kl 
APE '= N ~ Yk ' (42) 
then  the  average percentage  rrors are reduced to 0.3%, 2%, and 6% for Samples  1-3, respect ively.  
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Table 3. Results after training with Sample 2. 
Input Values Target Outputs Network Outputs 
Xl 
8.486 
3.613 
4.104 
0.379 
8.839 
5,998 
7,971 
1,081 
8,395 
2,009 
8,278 
0.473 
5.365 
6.386 
8.106 
8.345 
3.206 
4.795 
2.017 
9.915 
2.672 
9.035 
• 3.285 
5.397 
3.082 
0.953 
1.747 
6.550 
8.583 
5.200 
y: mode 
?): mode 
x2 y e 9 @ 
0.674 8.301 2.075 8.242 2.140 
9.075 7.535 1,884 7.535 1.884 
4.537 5,182 1.296 5.200 1.421 
2,430 8.187 2.047 8.187 2.047 
5.784 7,219 1.805 7.219 1.805 
1.443 7.029 1.757 7.029 1.757 
4.760 6.423 1,606 6,408 1.631 
4.159 7.295 1.824 7,295 1.824 
2.577 7.429 1.857 7,429 1.857 
1.523 7.751 1.938 7.738 1,952 
5.040 6.674 1.668 6.664 1.681 
5.337 7.717 1.929 7.729 1.964 
1.823 6,605 1.651 6.616 1.672 
4.522 5.379 1,345 5.333 1.431 
3.923 6.681 1.670 6.663 1.690 
1.463 7.946 1.987 7.936 1.998 
9.349 7.835 1.959 7,904 2.036 
1.650 6.740 1.685 6.752 1.698 
3.649 6.670 1.668 6.701 1.702 
4.733 7.981 1.995 7.959 2.020 
3.086 6.451 1.613 6,481 1.660 
8.424 8.190 2.047 8.171 2.068 
1,113 7.491 1.873 7.491 1.873 
2.195 6.302 1.576 6.312 1.615 
4.163 5.749 1,437 5.810 1.535 
8.301 8,155 2.039 8.201 2.398 
0.926 8.150 2.037 8.196 2.088 
5.012 5,422 1,356 5,376 1,429 
9.516 8.364 2.091 8.364 2.091 
5.181 5.013 1.253 4,967 1.362 
to target output, e: spread of target output. 
to network output. ~: spread of network output. 
6. COMPARISON BETWEEN FAN AND FRBFN 
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(1) The number of hidden units in FRBFN is equal to the number of the fuzzy if-then rules 
or the number of nodes in Layer 4. 
(2) The consequence part of the fuzzy if-then rule is zero order. In another words, it must be 
a constant function not a linear function. 
(3) The radial function associated with each hidden unit of FRBFN has the same form of 
membership function associated with the linguistic variables in the fuzzy if-then rule. 
(4) The fuzzy and operator used to compute ach rule's firing strength must be multiplication. 
The proposed fuzzy adaptive network FAN is closely related to the fuzzy radial basis function 
network FRBFN [8]. It has been pointed out by Jang and Sun [9] that the crisp radial basis func- 
tion network and the Sugeno inference system are functional equivalent under certain conditions. 
The conditions to support his functional equivalence are as follows. 
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Table 
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4. Results after training with Sample 3. 
Input Values Target Outputs 
xl x2 y e 
6.859 9.688 4.992 1.248 
7.215 0.617 4.849 1.212 
3.199 2.898 5.256 1.314 
0.260 9.151 4.994 1.248 
5.528 7.114 3.275 0.819 
3.539 2.766 4.837 1.209 
9.476 8.443 5.042 1.260 
5.968 9.446 5.276 1.319 
7.562 2.678 5.384 1.346 
5.103 3.324 4.379 1.095 
2.802 6.101 4.208 1.052 
2.831 6.492 4.887 1.222 
8.287 6.081 5.167 1.292 
5.479 2.999 3.382 0.845 
0,423 0.885 5.033 1.258 
6.134 2.824 4.273 1.068 
8,976 1.165 5.160 1.290 
2.316 7.121 5.310 1.328 
0.080 2.127 5.036 1.259 
2.937 1.300 4.755 1.189 
5.408 1,343 6.047 1.512 
6.512 6,041 5.163 1.291 
3.504 5.534 5.409 1.352 
9.319 1.516 5.075 1.269 
6.879 2.906 5.318 1.330 
6.793 0.142 5.035 1.259 
8.325 2.432 4.904 1.226 
0.539 8.211 5.012 1.253 
1.544 6.900 4.863 1.216 
9.298 2.566 4.826 1.207 
Network Outputs 
9 
5.030 1.290 
5.126 1.520 
4.776 1.847 
4.994 1.248 
3.428 1.605 
4.572 1.814 
5.042 1.260 
5.276 1.319 
5.353 1.546 
3.830 1.754 
5.042 1.978 
5.094 1.933 
5.203 1.332 
4.140 1.687 
5.033 1.258 
4.679 1.616 
4.743 1.753 
5.851 1.838 
5.223 1.467 
5.074 1.543 
6.047 1.512 
4.930 1.550 
4.839 1.986 
5.531 1.776 
5.104 1.568 
4.858 1.456 
5.218 1.575 
5.221 1.486 
4.301 1.841 
4.437 1.640 
y: mode to target output, e: spread of target output. 
Y: mode to network output. ~: spread of network output. 
Table 5. Values of the premise parameters after training. 
Sample 1 Sample 2 Sample 3 
/1 o v o- /] o- 
Small] 1.001 5.001 1.701 4.735 2.005 4.968 
Medium1 4.994 4.998 5.043 5.110 4.997 5.036 
Large1 9.002 4.995 7.772 5.039 8.963 5.031 
Small2 1.005 5.004 2.277 4.945 1.073 5.068 
Medium2 5.003 4.998 5.849 4.975 4.923 5.038 
Large2 6.003 4.998 7.461 5.491 9.032 4.995 
Based  on the  above  equ iva lence  cond i t ions ,  we can  conc lude  that  the  capab i l i ty  of  funct ion  
approx imat ion  of  FAN is super io r  to  that  of  FRBFN,  and  the  convergence  ra te  of  FAN is fas ter  
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Table 6. Computational results for the training of FAN. 
Sample 1 Sample 2 Sample 3 
No. of epoch 500 159 174 
to converge 
E 
APE 
CPU Time 
(sec) 
0.0148 
4% 
297 
0.0992 
15% 
70 
0.3469 
32% 
85 
E: error measure. 
APE: Average PercentageError. 
Table 7. Computational results for the training of FRBFN. 
Sample 1 Sample 2 Sample 3 
No. ofepoch 358 368 496 
to converge 
E 
APE 
CPU Time 
(se~) 
0.05 
9% 
57 
0.88 
45% 
67 
0.87 
55% 
91 
E: error measure. 
APE: Average Percentage Error. 
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than that of FRBFN. FAN is considered to have a better function approximation capability 
because of its linear form in the output of each rule, which of course will provide better nonlinear 
mapping than a constant form output. The tuning of the membership functions in FAN is always 
a one-dimensional search of the centers, whereas for FRBFN the search of the hidden unit centers 
is multi-dimensional when the input is multi-dimensional. 
To test the above conclusions, the same data used previously is used to train the FRBFN 
network with ten hidden nodes. The results are listed in Table 7. Comparing the results between 
Tables 6 and 7, we can see that the accuracy and convergence rate of FAN are better than those 
of FRBFN. However, in general, the required computation time of FAN is greater than that of 
FRBFN. The reason for this is that FAN usually resulted in a larger sized linear programming 
problem in the learning of the consequence parameters. 
7. CONCLUSIONS 
One advantage of the proposed approach is that it satisfies the inclusion condition, equa- 
tion (29), automaticMly. This condition can only be satisfied approximately for the back propa- 
gation neural network developed by Ishibuchi and Tanaka [4]. Furthermore, the fuzzy adaptive 
network is superior in both function approximation and convergence rate than those obtained 
by using the fuzzy radial basis function network. However, FAN needs to solve a larger linear 
programming problem than FRBFN. This is because that the FAN has a linear form output from 
each rule, while FRBFN only has zero order output from each hidden node. For example, if the 
FRBFN have m hidden nodes, then it needs to solve a linear programming problem with 2m 
variables at each iteration during the training. On the other hand, if the FAN have m rules (or m 
nodes in Layer 4) then it needs to solve a linear programming problem with 2(1 + p)m variables 
at each iteration during training, where p is the dimension of the input variables. 
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APPENDIX  
Using the example in the fuzzy adaptive network section and let F1, F2, F3, and F4 repre- 
sent the fuzzy terms "small", "large", "low", and "high", respectively. Define the membership 
functions as 
X 2 - -  V 4 
, F4  (x~) = exp  - J44 
Let the error measure for the k th input-output pair at the final output node as (Yk --Y'k) 2, then 
the back propagation error contributed by the k th pair at the final output node is 
0(y~ - ~k) ~ 
- 2 (w - 9k). 55'1 - -  0yk  
The back propagation error of the k th  pair for nodes in Layers 4, 3, 2, and 1 are determined 
according to equation (32) as follows. 
LAYER 4.  
4 
h=l  
54, l  ~--- '55,1 ~_~lylk - -  e5 ,1 ,  1 = 1,2,3,4, 
where yZ k is the mode of the fuzzy consequence yl of the/th node in Layer 4 for the k th  pair. 
LAYER 3. 
'53,l = 5 4 , 1 ~  - -  "54,1Yk, l = 1 ,2 ,3 ,4 .  
LAYER 2.  
4 ) 
52'1 ~--- E '53,h OW 1 
h=l  
Similarly, 
= 53,1 
52, 2 : 53,1 
1 
-{- 53, 2 
- -W 1 
4 t 
2 "~- '53,2 
4 t 
__W 2 
52, 3 = 53,1 
- -W 1 
4 t 
2 "~- 53,2 
- -W 2 
-~- 53, 3 
2 "}- '53,3 
- -W 3 
-{- '53,3 4 2 
- -W 3 
n t- ,53, 4 
- -W 4 
4 t ¸  ) 
2" 
- -W 4 
+ '53,4 
- -W 4 
-{- '53,4 / 4 ,~2 '  
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--W 1 --W 2 
(~2,4 = £3,1 4 2 -~- £3,2 
LAYER 1. 
e1,1 : { [2 ,1  cO]AFI(Xl) ~- e2,2 
£I,2 = £2,3 CO~tFu(Xl) ~- e2,4 
0(~F~(Xl )  X ~tFa(X2) ) 
£1,3 "= £2,1 cO~tF3 (X2) -t- £2,3 
cO(/ttFI(Zl) × ~tF~(X2)) 
51,4 : 52,2 ~tF4(X2 ) ~- £2,4 
--W 3 
2 Jr- {[3,3 4 t 2 @ £3,4 
(t=~l wt) -- W 4 
cO(~tFI(Xl) X ~tF4(X2) ) 
cOa~l (Zl) 
cO(~/,F2(Xl) X ]AF4(X2) ) 
cO~F~ (x2) 
= c2,1tLF~(X2) + e2,2tLF,(Z2), 
= e2,3~F~(X2) + e2,4aF~(Z2), 
= c2,1~Fl(Xl) + ~2,a~F~(zl), 
= e2,2#F1(Xl) + e2,4PF~(Xl). 
The training of the parameters {(vj, aj)}j=l ..... 4 is then controlled by the back propagation error 
in Layer 1. The descent direction or gradient is calculated by equation (33), and the updating 
rule for each parameter is formulated as 
cO (Yk -- Yk) 2 cOttF1 (Xl)  
AVl : 11 cOVl - -  /]¢~1,1 cOVl 
where ~/is the learning rate. And, 
O(yk - ~k) 2 O~FI(x l )  
A0-1 : ~ 00-1 -- Tie1,1 00.1 
Av2 : 277£1, 2 exp 
Ac2 = 2~?el,2 exp 
- -  ~___ T]£1,1 
(Oexp [-- (Xl -- Vl/al) 2] 
Ovl 
=2~el,~exp - x~-v~ .x l -v l  
0-1 (0-1) 2 ' 
Similarly, 
(Oexp [-- (Xl -- Vl/al) 2] 
--  T]£1,1 00-1 
Av3 ---- 2~7Cl,3 exp 
A(73 ---- 27~e1,3 exp \ (73 
Ix2  - v4 Av4 = 2~el,4exp - ~4 
__ )2 ]  , (~1 _ ~)~ (o~)~ 
. . . .  \ (X1~V2/2  ] (72  Xl(o'2)--V22 , 
_ (x l -v2)  2] (x l  - v2) 2 
\ " ' 
X 2 -- V 3 X2 -- V 3 
0" 3 (0"3) 
(~3)3 , 
21 X2 -- V 4 
(0"4)2 , 
[ (x2=v4)2] v4 2 
Act4 = 2~/el,4 exp \ a4 " ((74) 3 
The above learning rule is obtained by considering only the back propagation error contributed 
by the k th pair. For batch learning, the back propagation error is accumulated for all entries as 
shown in equation (34). 
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