The masonry is not only included among the oldest building materials, but it is also the most widely used material due to its simple construction and low cost compared to the other modern building materials. Nevertheless, there is not yet a robust quantitative method, available in the literature, which can reliably predict its strength, based on the geometrical and mechanical characteristics of its components. This limitation is due to the highly nonlinear relation between the compressive strength of masonry and the geometrical and mechanical properties of the components of the masonry. In this paper, the application of artificial neural networks for predicting the compressive strength of masonry has been investigated. Specifically, back-propagation neural network models have been used for predicting the compressive strength of masonry prism based on experimental data available in the literature. The comparison of the derived results with the experimental findings demonstrates the ability of artificial neural networks to approximate the compressive strength of masonry walls in a reliable and robust manner.
Introduction
Masonry, as it is constructed with the use of natural materials, is one of the oldest building systems known to Humanity and is believed to have been in use for over 6,000 years. Also, masonry is the most widely used construction type, not only in the poverty-stricken countries, due to its low cost compared to the other modern materials, but also in developed countries, due to the aesthetic value that it provides when used in modern constructions. Furthermore, masonry structures exhibit a very good seismic behavior for usual low-rise houses, as well as, excellent thermal properties, as it can keep the structure cool in the summer and warm in the winter [1] . The fact that the masonry material is the oldest building material explains that the majority of monuments are masonry structures, meaning stone (or/and brick) elements joined together through the use of mortars.
In the light of the above, it can be clearly seen why masonry structures are so popular among the civil engineering community. Masonry structures, as an important part of our cultural and historical identity, have attracted the interest of many researchers since the early part of 20 th century. A dominant position among the first researchers involved in masonry structures is Engesser, who, in 1907, proposed in his work entitled Überweitgespanntewölbbrücken, the first formulae for the estimation of masonry compressive strength considering the mortar and unit strengths [2] .
Despite the plethora of research work in the last three decades, the mechanics of masonry structures remains an open issue and, at the same time, a challenge for the practicing civil engineer. This is mainly related to the complicated, inhomogeneous and anisotropic nature of this particular structure type [3] [4] [5] [6] [7] [8] [9] . Furthermore, there not yet exists a robust quantitative method, available in the literature, which can reliably predict its strength, based on its components and its geometric and mechanical characteristics.
Masonry is composed of different materials, namely: the masonry units and the mortar phase. Masonry units may be either solid or hollow and may be made of a wide variety of materials. Clay bricks, blocks of stone, concrete blocks, pressed earth bricks, calcium silicate bricks, soft mud bricks etc. are some examples of masonry units used in masonry construction. The two material phases in masonry are joined by a weak interface and hence masonry is generally weak in tension. Masonry structures are therefore expected to resist only compressive forces [10] . The conventional design practice emphasizes that masonry structures are subjected to compressive stresses alone [11, 12] and hence an accurate determination of compressive strength is extremely important. Empirical values for the masonry strength are suggested in SP: 20 [13] for the design of masonry based on the unit strength and properties of mortar. Alternatively, masonry specimens can be tested to obtain a more accurate value of their compressive strength. The results of proposed equations available in the literature have a large dispersion, as will be shown in the next section. The mechanical properties of masonry structures exhibit a strong nonlinear nature derived from the parameters involved in their structure; it is this nonlinear behaviour that makes the development of an analytical formula for the prediction of the mechanical properties using deterministic methods a rather difficult task.
Based on the above non-linear nature of the parameters involved in the mechanical behavior of masonry, as well as on the limitations of deterministic methods to give a reliable and robust prediction regarding the compressive strength, the last three decades, soft-computing techniques, such as artificial neural networks (ANNs), have come to contribute to the solution of the problem.
ANNs have emerged over the last decades as an attractive meta-modelling technique applicable to a vast number of scientific fields, including material science. An important characteristic of ANNs is that they can be used to build soft-sensors, i.e., models with the ability to estimate critical quantities without having to measure them [14] . In particular, such surrogate models can be constructed after a training process with only a few available data, which can be used to predict pre-selected model parameters, reducing the need for time-and money-consuming experiments.
To the authors' knowledge, there is no many attempts to apply Neural Network (NN) for the prediction of masonry behavior in general. NNs have been used in many ways for various other problems in the literature. Thus far, the literature includes studies in which ANNs were used for predicting the mechanical properties of concrete materials [15] [16] [17] [18] [19] [20] [21] [22] [23] . In the study of Asteris et al. [23] ANNs were used to estimate the compressive strength of self-compacting concrete through a training process, involving eleven input parameters and one output parameter, which is compressive strength of concrete. Moreover, similar methods such as fuzzy logic and genetic algorithms have also been used for modelling the compressive strength of concrete [24] [25] [26] [27] [28] [29] [30] [31] [32] . A detailed state-of-the-art report can be found in earlier literatures [33] [34] [35] [36] [37] [38] .
In this context, in the work presented herein, the modelling of the mechanical characteristics of masonry structures materials has been investigated in-depth using soft-computing techniques such as surrogate models. In particular, this study investigates the application of Artificial Neural Networks (ANNs) models for the prediction of the compressive strength of masonry prisms. Specifically, for the development and the training of NN models, a database consisting of 232 specimens, taken from the literature, was utilized. The compressive strength of masonry unit, the compressive strength of mortar, the height-to-thickness ratio of masonry prism, the volume fraction of masonry unit and the volume ratio of bed joint were used as input parameters, while the value of compressive strength was used as output parameter. The optimum NN model developed in this study has proven to be very successful, exhibiting very reliable predictions.
Literature Review
For the determination of the masonry wall compressive strength (f wc ), several semiempirical expressions are available in the literature [2, 10, [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] [53] . Common feature of these expressions, global effects contributing to the system resistance, such as buckling-effects or local-compression resistance are not considered.
The majority of these proposals [2, 10, [39] [40] [41] [42] [46] [47] [48] [49] [50] [51] [52] [53] , in the form of the first formula proposed by Engesser in 1907 [2] , take under consideration only the compressive strengths of brick and mortar, while only a few proposals pay attention to the height-to-thickness ratio of masonry prism (Fig. 1 ), and only two proposals [12, 43] take into account the volume fraction of masonry unit and the volume ratio of bed joint mortar which are used as input parameters. In Table 1 , the most representative formulae (from the literature) are being presented, concerning the estimation of masonry prism compressive strength.
Recently, Thaickavil and Thomas [12] have been proposed a formula that takes into account the majority of the parameters that affect the masonry compressive strength. The authors [12] carried out regression analysis on a plethora of test data (232 datasets) corresponding to the masonry unit strength of 3.1 to 127.0 MPa, mortar strength of 0.3 to 52.6 MPa and h/t ratio of 1.15 to 5.75, have proposed the following formula:
where VF b is the volume fraction of brick, while VR mH is the volume ratio of bed joint to mortar and are defined by the following equations: where V u is the volume of masonry units and V p is the volume of prism.
where V mH is the volume fraction of mortar in horizontal joints and V mV is the volume fraction of mortar in vertical joints. More specifically, the volume fraction is obtained by dividing the respective volume with the corresponding total volume in the prism. The above proposed analytical formula (Eq. 3) seems to be the most reliable for the determination of masonry compressive strength among a plethora of proposed equations available in the literature [2, 10, [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] [53] . f mc is the mortar compressive strength; v u is the relative volume of unit; v m is the relative volume of mortar; K is a constant in Eurocode 6 formula, modified according to the National Annex for different countries. The value of this constants in the UK is 0.52 [54] while in Greece 0.20 to 1.00 depending on brick/block unit properties and their arrangement; K h is a factor in Australian AS 3700 [45] code that accounts for the ratio of unit height to mortar joint thickness (1.3 for blocks of 190 mm high blocks and mortar joints with 10 mm thickness); K m is also a factor in Australian AS 3700 [45] code that accounts for bedding type (1.4 for full bedding and 1.6 for face-shell bedding).
This section summarizes the mathematical and computational aspects of artificial neural networks. In general, ANNs are information-processing models configured for a specific application through a training process. A trained ANN maps a given input onto a specific output. The main advantage of a trained ANN over conventional numerical analysis procedures (e.g., regression analysis) is that the results can be produced with much less computational effort [23, [55] [56] [57] [58] [59] [60] [61] [62] .
General
The concept of an artificial neural network is based on the concept of the biological neural network of the human brain. The basic building block of the ANN is the artificial neuron, which is a mathematical model trying to mimic the behaviour of the biological neuron. Information is passed into the artificial neuron as input and processed with a mathematical function leading to an output that determines the behaviour of the neuron (similar to fire-or-not situation for the biological neuron). Before the information enters the neuron, it is weighted in order to approximate the random nature of the biological neuron. A group of such neurons consists of an ANN in a manner similar to biological neural networks. In order to set up an ANN, one needs to define: (i) the architecture of the ANN; (ii) the training algorithm, which will be used for the ANN learning phase; and (iii) the mathematical functions describing the mathematical model. The architecture or topology of the ANN describes the way the artificial neurons are organized in the group and how information flows within the network. For example, if the neurons are organized in more than one layers, then the network is called a multilayer ANN. Regarding the training phase of the ANN, it can be considered as a function minimization problem, in which the optimum value of weights need to be determined by minimizing an error function. Depending on the optimization algorithms used for this purpose, different types of ANNs exist. Finally, the two mathematical functions that define the behaviour of each neuron are the summation function and the activation function. In the present study, back-propagation neural network (BPNN) is used, which is described in the next section.
Architecture of BPNN
A BPNN is a feed-forward, multilayer network [55] , i.e., information flows only from the input towards the output with no feedback loops, and the neurons of the same layer are not connected to each other, but they are connected with all the neurons of the previous and subsequent layer. A BPNN has a standard structure that can be written as
where N is the number of input neurons (input parameters); H i is the number of neurons in the i-th hidden layer for i ¼ 1; . . .; NHL; NHL is the number of hidden layers; and M is the number of output neurons (output parameters). Figure 2 depicts an example of a BPNN composed of an input layer with 5 neurons, two hidden layers with 8 and 3 neurons respectively, and an output layer with 2 neurons, i.e., a 5-8-3-2 BPNN.
A notation for a single node (with the corresponding R-element input vector) of a hidden layer is presented in Fig. 3 . For each neuron i, the individual element inputs p 1 ; . . .; p R are multiplied by the corresponding weights w i;1 ; . . .; w i;R and the weighted values are fed to the junction of the summation function, in which the dot product (W Á p) of the weight vector W ¼ w i;1 ; . . .; w i;R Â Ã and the input vector p ¼ p 1 ; . . .; p R ½ T is generated. The threshold b (bias) is added to the dot-product forming the net input n, which is the argument of the transfer function ƒ:
Back-Propagation of Errors
The choice of the transfer (or activation) function ƒ may strongly influence the complexity and performance of the ANN. Although different type of functions are available, sigmoidal transfer functions are the most commonly used. In the present study, the Logistic Sigmoid and the Hyperbolic Tangent transfer functions were found to be appropriate for the problem investigated. During the training phase, the training data are fed into the network which tries to create a mapping between the input and the output values. This mapping is achieved by adjusting the weights in order to minimise the following error function:
where x i and y i are the measured value and the prediction of the network, respectively, within an optimization framework. The training algorithm used for the optimization plays a crucial role in building a quality mapping, thus an exhaustive investigation was performed in order to find the most suitable for this problem. The most common method used in the literature is the back-propagation technique, in which, as stated by its name, the information propagates to the network in a backward manner in order to adjust the weights and minimize the error function. To adjust the weights properly, a general method called gradient descent is applied, in which the gradients of the error function with respect to the network weights is calculated. Further discussion on the training algorithms is given in the numerical example section.
Results and Discussion
This section presents the process for tuning optimum ANNs used for the prediction of the compressive strength of masonry walls, based on experimental data available in the literature.
Experimental -Database
A prerequisite for the successful function of artificial neural networks is the use of an extended and reliable database, capable of training the system. In the case of masonry walls this presents several difficulties due to several factors. First of all, it is obvious that the production of a very large number of specimens can be a rather difficult, exorbitant and time-consuming procedure. Apart from that, state of the art facilities and laboratories are needed in order for the properties of the samples to be as homogenous as possible, while the time between the production of the specimen and its actual measurement, the samples must be properly stored and cured, a process that demands plenty of space with specific requirements. It has also been observed that homogeneity of samples that were created inside a specific laboratory with the same staff and under the same conditions cannot be always maintained, resulting in variations in their properties. Namely, for the case of compressive strength of masonry walls, deviations greater than ±20% has been observed in the literature [63] . For all these reasons, researchers face a major difficulty obtaining an adequate amount of experimental data capable of training the ANNs, yet this issue can be addressed by using additional data from other published databases.
In addition, the mortars and masonry units are composite materials, consisting of a binder material and aggregates, while in most cases additives are used, either natural or manufactured or both. Thus, mortars are produced through the mix of water with different natural/manufactured raw materials. During the data collection process, it is important to distinguish the necessary mix parameters, while it is of crucial importance to be accurate regarding the type of raw materials used, in order to train the system appropriately. For example, the use of Ordinary Portland cement (OPC) in the mortar mix will have a different effect on the final compressive strength values when compared to the use of white cement or high alumina cement; thus, if different types of cement were used in the mortars of masonry specimens included in the database, it must be appropriately described to the ANN in order to account for its influence.
Similarly, the bricks that formulate the masonry units may have a wide range of properties that is based on their production procedures along with the materials used. Hollow or solid bricks can be found as masonry units in various researches, that might have been manufactured using common burnt clay, sand lime, concrete, fly ash clay etc. having vastly varying properties. Hence, their compressive strength or deformation characteristics when subjected to external load or compressive stresses will be varying accordingly.
To recapitulate, it is common for adequate experimental databases to be compiled through the accumulation of smaller databases acquired by different researchers and available relevant literature. During the process of compiling the database, the reliability of each individual database has to be examined, while the raw materials that were used must be adequately described (dimensions and properties of each material along with the geometry of the masonry units). Furthermore, it is important that the same standards have been followed during the experimental procedure, in order for the results to be comparable and the comparison to be meaningful. An adequate number of specimens must have tested in order for the values to be statistically acceptable; a small amount of tested specimens, regardless of credibility, cannot give a result that can be considered reliable. When training an ANN, in addition to the reliability of the database, it is crucial that the values of the input parameters (mortar mix synthesis parameters and specimen age) cover all possible value ranges of the parameters.
It is no exaggeration to state that the reliability of the optimum developed neural network is crucially dependent on the reliability of the experimental data, thus confirming the famous expression in the field of informatics Garbage In, Garbage Out (GIGO). Predictive analytics begins with good data; more data doesn't necessarily mean better data. A successful predictive analytics project requires, first and fore-most, relevant and accurate data.
In the light of the above a vast database has been composed that consists of 232 experimental data sets ( Table 2) that have been obtained from 21 different experimental published works [10, 12, 48, 52, [64] [65] [66] [67] [68] [69] [70] [71] [72] [73] [74] [75] [76] [77] [78] [79] [80] . During the experimental data selection from the literature it was taken under consideration the compressive strength of the masonry brick (f b ), the compressive strength of mortar (f m ), the height-to-thickness ratio of the masonry prism (h/t), the volume fraction of the masonry brick (VF b ) and the volume ratio of bed joint mortar (VR mH ).
Thaickavil and Thomas [12] published 64 data sets, in which 32 of them were made out of cement stabilized pressed earth units and 32 out of them using burnt clay units, with an average compressive strength of 4.56 and 6.68 MPa respectively. In each category, 8 different configurations were formed implementing 4 different mortar proportions (M1 (1:6), M2 (1:5), M3 (1:4) and M4 (1:3)) in each configuration that were prepared using Ordinary Portland cement (OPC) and river sand conforming to Zone II of IS: 383 [81] . The compressive strength of the mortars varied between 13.60 and 35.50 MPa, while they were determined through testing cubes of 50 cm 2 face area as per IS: 2250 [82] . Based on the 64 produced configurations, 192 brick masonry prisms were created in total (3 masonry units per configuration). The dimensions of half of the masonry units were 190 Â 113 Â 100 mm 3 (from cement stabilized pressed earth bricks) while the dimensions of the rest were 210 Â 96 Â 50 mm 3 (from burnt clay bricks). These brick masonry units were later capped with a 1-2 mm thin layer of dental plaster in order to level the contact surface between the specimen face and platens of the testing machine. The results from the performed analyses enabled the researchers to draw useful conclusions concerning the effect of (a) the strength of the brick, (b) the strength of the mortar, (c) the height-to-thickness ratio of the prism, (d) the volume fraction of brick and (e) the volume ratio of bed joint to mortar, on the compressive strength of the masonry prisms (f wc ).
In the research work of Francis et al. [80] , the effect of joint (mortar) thickness on the compressive strength of brickwork was investigated. 33 data sets of four-high stackbonded prisms were created, in which the thickness of the mortar varied, while using 2 types of bricks (solid and perforated) with the mean dimensions taken from a significantly large sample of individual measurements. The properties of the mortar derived from a 1:1:6 mix (Portland cement: lime: sand) with its compressive strength varied between 0.30 and 52.60 MPa. Following the same pattern, the compressive strength of the bricks presented a wide dispersion since the recorded values were spread between 3.10 and 127.00 MPa after being measured from 12 single bricks. In each type of brick, six prisms were created with mortar joints of approximately 10.00 mm and 15.00 mm thickness and four prisms of each brick type with 25.00 mm mortar, while four more prisms in each brick type were created with as thin joints as possible. In each case a layer of mortar was placed at the top and bottom of each prism and then the prisms were cured for 14 days in air inside the laboratory. It was observed that thinner joints make the brick units stronger. Hence, it was concluded that the bond strength is of paramount importance when bending or eccentricity of load produces tensile stresses.
Vermeltfoort [78] stated that strength and stiffness of both brick and mortar is a crucial factor influencing the compressive strength of masonry units. Through the implementation of 29 data sets, 170 masonry specimens were finally created and tested. A large variation in the test configuration was achieved by altering the mechanical properties of bricks, using 3 soft mud brick categories (PO, VE, ER), 2 wire cut brick (JB, JG) and 1 calcium silicate (CS), with their compressive strength varying between 27.00 and 127.00 MPa. In addition, the use of mortars of different compressive strength (4.00 to 48.00 MPa) greatly facilitated towards the preparation of the aforementioned configurations. Finally, the preparation of 3 different geometries (wide, narrow and high) resulted into specimens with dimensions of 430 Â 100 Â 340 mm 3 , 200 Â 100 Â 340 mm 3 and 100 Â 100 Â 500 mm 3 (L Â D Â H) respectively. The researcher concluded that the equation of the characteristic compressive strength of masonry that is found on CEN-EC6 [83] gives an approximation of the actual/measured value with a deviation of 8% for groups of more than 3 specimens. Based on the above database, each input training vector p is of dimension 1 Â 5 and consists of five parameters, namely, the compressive strength of masonry unit, the compressive strength of mortar, the height-to-thickness ratio of masonry prism, the volume fraction of masonry unit and the volume ratio of bed joint. The corresponding output training vectors are of dimension 1 Â 1 and consist of the value of the compressive strength of the masonry prism. Their mean values together with the minimum and maximum values, as well as the standard deviation (STD) values are listed in Table 3 .
Training Algorithms
For the training of the BPNN models the use of a large set of training function such as quasi-Newton, Resilient, One-step secant, Gradient descent with momentum and adaptive learning rate and Levenberg-Marquardt backpropagation algorithms has been investigated. From all these algorithms the best prediction for the non-linear behaviour of the compressive strength of masonry prism of SCC is achieved, when the Levenberg-Marquardt implemented by Levmar [84] . This algorithm appears to be the fastest method for training moderate-sized feedforward neural networks (up to several hundred weights) as well as non-linear problems. It also has an efficient implementation in MATLAB® software, because the solution of the matrix equation is a built-in function, so its attributes become even more pronounced in a MATLAB environment. 
BPNN Model Development
In this work, a large number of different BPNN models have been developed and implemented. Each one of these ANN models was trained over 155 data-points out of the total of 232 data-points, (66.81% of the total number) and the validation and testing of the trained ANN were performed with the remaining 77 data-points. More specifically, 39 data-points (16.81%) were used for the validation of the trained ANN and 38 (16.38%) data-points were used for the testing. The development and training of the ANNs occurs with a number of hidden layers ranging from 1 to 2 and with a number of neurons ranging from 1 to 30 for each hidden layer. Each one of the ANNs is developed and trained for a number of different activation functions, such as the Log-sigmoid transfer function (logsig), the Linear transfer function (purelin) and the Hyperbolic tangent sigmoid transfer function (tansig) [85] [86] [87] [88] [89] [90] [91] .
The reliability and accuracy of the developed neural networks were evaluated using Pearson's correlation coefficient R and the root mean square error (RMSE). RMSE presents information on the short term efficiency which is a benchmark of the difference of predicated values about the experimental values. The lower the RMSE, the more accurate is the evaluation. The Pearson's correlation coefficient R measures the variance that is interpreted by the model, which is the reduction of variance when using the model. R values range from 0 to 1 while the model has healthy predictive ability when it is near to 1 and is not analyzing whatever when it is near to 0. These performance metrics are good measures of the overall predictive accuracy.
Furthermore, the following new engineering index, the a20-index, is proposed for the reliability assessment of the developed ANN models:
where M is the number of dataset sample and m20 is the number of samples with value of rate Experimental value/Predicted value between 0.80 and 1.20. It should be noted that for a perfect predictive model, the values of the a20-index are expected to be equal to 1.00. The proposed a20-index has the advantage that its value has a physical engineering meaning which declares the amount of the samples that satisfy the predicted values with a deviation of ±20%, compared to experimental values. Based on the above, a total of 3,600,000 different BPNN models have been developed and investigated in order to find the optimum NN model for the prediction of the compressive strength of masonry walls. Namely, five different cases of NN architectures that were based on the number of input parameters were investigated as it is presented in Table 4 . For each case a total of 720,000 different BPNN models were developed and investigated.
The developed ANN models were sorted in a decreasing order based on the a20index value. Based on this ranking, the optimum BPNN model for the prediction of the compressive strength for each one from the five cases of NN architectures based on Input Parameters used are presented in Table 5 .
Based on these results, the optimum BPNN model is that of case II, which corresponds of BPNN architecture with three input parameters (Masonry unit compressive strength, mortar compressive strength and height-to-thickness ratio of masonry wall). Namely, the optimum BPNN model is that of architecture 3-8-28-1, which represents BPNN model with three input parameters, two hidden layers with 8 and 28 neurons and one output parameter (Fig. 4) . As it is presented in Fig. 4 , the transfer functions are Hyperbolic tangent sigmoid transfer function (tansig) for the first hidden layer, the Logsigmoid transfer function (logsig) for the second hidden layer and the Linear transfer function (purelin) for the output layer. 
Comparisons with Code Provisions
In Table 6 , a comparison among the proposed BPNN model with the available in the literature models for the prediction of masonry wall compressive strength is presented, with the models being sorted based on the a20-index. It is clearly shown that the optimum BPNN model with architecture 3-8-28-1 (three input parameters, two hidden layers with 8 and 28 neurons and one output parameter the masonry prism compressive strength) predict the compressive strength of masonry wall in a reliable and robust manner. Namely, the optimum BPNN model corresponds to a value of a a20-1ndex equal to 0.8621 while for the first of the available in the literature that is the proposed formula by Thaickavil and Thomas [12] is 0.4526. Furthermore, the advantages of the produced BPNN model compared to the code provisions and other research formulae are depicted in Fig. 11 . The importance of graphing the data and the effect of outliers on the statistical properties of a data set should also be pointed out. For example, Anscombe [92] presented four simple data sets and even though they show identical statistical properties (mean values, standard deviation, correlation factor, etc.), they were quite different when inspected graphically. For these reasons, Fig. 11 compares the "exact" experimental value of the compressive strength of masonry with the ones predicted by the existing empirical expressions and by the proposed BPNN model. From Fig. 11 , it is also clear that the proposed 3-8-28-1 BPNN provides much more reliable values for the compressive strength of masonry prism compared to those proposed by the available equations, thus confirming the validity of the proposed NN.
Conclusions
The present study investigates the application of Artificial Neural Networks (ANNs) models for the prediction of the compressive strength of masonry walls. The comparison between the derived results and the experimental findings, clearly demonstrates the effectiveness of ANNs to build a series of soft sensors resulting in the ability to predict, in a reliable and comprehensive manner, their compressive strength.
