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Abstract: Superstring theory on AdS3×S3×T4 with the smallest amount of NS-NS
flux (“k = 1”) is shown to be dual to the spacetime CFT given by the large N limit
of the free symmetric product orbifold SymN(T4). To define the worldsheet theory at
k = 1, we employ the hybrid formalism in which the AdS3×S3 part is described by the
psu(1, 1|2)1 WZW model (which is well defined). Unlike the case for k ≥ 2, it turns
out that the string spectrum at k = 1 does not exhibit the long string continuum,
and perfectly matches with the large N limit of the symmetric product. We also
demonstrate that the fusion rules of the symmetric orbifold are reproduced from
the worldsheet perspective. Our proposal therefore affords a tractable worldsheet
description of a tensionless limit in string theory, for which the dual CFT is also
explicitly known.
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1 Introduction
Our understanding of the inner workings of the AdS/CFT correspondence has been
hampered by the lack of adequate control over the string theoretic description of AdS
spacetimes. This has effectively meant that much of our investigations and compar-
isons between the boundary CFTs and the bulk (that go beyond supersymmetrically
protected quantities) has been confined to the strong coupling regime, i.e. to Einstein
gravity.
AdS3 spacetimes have long held out hope in this regard since it is possible to
consider these backgrounds without R-R flux turned on, and thus evade the complica-
tions necessitated by a worldsheet description that incorporates such fluxes. Indeed,
building on a number of earlier works, Maldacena and Ooguri made a detailed study
of bosonic strings in an AdS3 background with pure NS-NS three form flux. By
looking in turn at the spectrum [1], the one loop worldsheet partition function [2],
and at tree level three and four point functions [3], they established the consistency
of the worldsheet CFT description despite it having some peculiar features.
These unfamiliar features had to do with the so-called long string phenomenon
whereby one can have light long string excitations in AdS3 stabilised by the three
form flux. This leads to there being a continuum in the perturbative spectrum
(usually above a gap). The resulting singularities in the partition function and the
correlators therefore have to be a feature of the dual 2d spacetime CFT as well.
Our best guess for the 2d CFT dual to the N = (4, 4) supersymmetric back-
ground AdS3×S3×M4 is that it lies on the moduli space of the symmetric product
orbifold CFT SymN(M4) where M4 is either K3 or T4 [4], see e.g. [5] for a review.
(For the other maximally supersymmetric background with M4 = S3 × S1 there is
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good evidence that the dual is also a symmetric product CFT [6].) This is essentially
a free CFT but it possesses a complicated 20 parameter space of moduli (in the case
of M4 = T4) where it is generically interacting. It is therefore not easy to identify
the region in this moduli space which is dual to strings with pure NS-NS flux, with all
its singular behaviour. Indeed, it has never even been clear which AdS3 background
is described by the free symmetric product orbifold CFT itself [7]. Thus we are in
the piquant position where we are fortunate to have an explicit worldsheet descrip-
tion of an AdS spacetime, but are unable to pinpoint the dual CFT description and
make any meaningful comparisons (beyond BPS protected quantities). Conversely,
we have a free CFT but do not know which string background it corresponds to.
In this paper we propose a way out of this impasse. We provide strong evidence,
from the worldsheet description of the superstring theory on AdS3×S3×T4 with the
smallest amount of NS-NS flux (“k = 1”), that it is dual to the spacetime CFT given
by the large N limit of the free symmetric product orbifold SymN(T4). This might
seem like a surprising statement given the facts, recapped above, on the singularities
of the NS-NS flux theory. It turns out that the k = 1 theory is special in that
it does not have the long string singularity and thus qualitatively differs from the
backgrounds with more than one unit of flux. In fact, our proposal rests on defining
the worldsheet theory at k = 1 since, as we will see, it is not obtained by a naive
extrapolation of the k ≥ 2 theories.
In previous works, we had already identified the novel nature of the small radius
limit on AdS3 in the presence of NS-NS flux [8, 9]. Furthermore, in [10] we had
examined the spectrum in a specific extrapolation, to k = 1, of the generic spectrum
of AdS3 × S3 × T4. This had enabled us to identify the spectrum of SymN(T4) as
sitting at the bottom of the continuum that exists for k ≥ 2. In this paper, we show,
using the hybrid formulation of [11], that the perturbative string spectrum at k = 1
actually does not have any of the continuum states, except the ones at the bottom,1
and therefore precisely agrees with that of the free symmetric product orbifold (in
the large N limit). Moreover, we also argue that the fusion rules of the worldsheet
CFT are nontrivially consistent with those of the spacetime orbifold CFT.
Our proposal thus answers the question of which AdS3 background is dual to the
free symmetric product orbifold CFT. Namely, it is the near horizon geometry of N
fundamental strings and a single NS5 brane.2 Furthermore we have to take the large
N limit so that the string coupling constant
g2s ∼
Q5 · vol(T4)
Q1
=
vol(T4)
N
(1.1)
1It also does not have any discrete representations.
2In principle, the background could also have a finite amount of D1 and D5 brane charge, which
is not visible from our tree level analysis. We thank Ashoke Sen for raising this possibility.
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is small. This answer also fits in with the picture in higher dimensional AdS space-
times that the free CFT dual corresponds to a small radius or tensionless limit of
the string background. Here k = 1 corresponds to the smallest radius theory that
can be sensibly defined — with a single unit of flux — and should be viewed as
the tensionless limit. However, unlike the higher dimensional cases, we now have a
concrete worldsheet description of this tensionless limit!
A possible relation of the WZW model (describing the NS-NS theory) to a sym-
metric orbifold CFT at k = 1 was already mentioned in [7], and more recently an
alternative proposal to [10] was made in [12]. These proposals differ from our analy-
sis in that the proposed dual CFT has a continuous spectrum in both cases, coming
from noncompact directions in the symmetric product. We should also mention [13]
where a symmetric orbifold dual of a NS-NS background was proposed; however,
their analysis was not specific to k = 1.
As mentioned earlier, the novel worldsheet CFT that is proposed here for k = 1
arises from the hybrid formulation of Berkovits, Vafa and Witten [11]. The AdS3×S3
factor is described by a PSU(1, 1|2) supergroup WZW model while the T4 is topo-
logically twisted. This description, in addition to having manifest spacetime SUSY,
overcomes a key limitation of the RNS formulation, which is not a priori well defined
for k < 2. The supergroup sigma model is, on the other hand, well-defined at k = 1
but has special features to it. This includes the absence of the long string continuum
which is essentially because a shortening condition (null vector) at k = 1 removes the
continuous representations of sl(2,R)k (and their spectrally flowed versions), except
for the bottom of the continuum. We describe in detail the representations of the
psu(1, 1|2)1 algebra that give rise to the string spectrum as well as their fusion rules.
In doing so, we rely heavily on a free field construction for the psu(1, 1|2)1 algebra.
As we will see, our worldsheet description of this tensionless limit exhibits fea-
tures that have often been ascribed to such limits. In particular, we will see signatures
that the theory is a topological string. This is reflected in the fact that only short
representations of the worldsheet CFT contribute to the string spectrum, and that
all the oscillator degrees of freedom coming from AdS3 × S3 are removed by the
ghost contributions. We also see this in the worldsheet partition function which can
formally be viewed as a set of delta function contributions from worldsheets which
admit holomorphic maps. We plan to return to this aspect in future work.
The plan of the paper is as follows: In the next section we review some of the
relevant aspects of both the RNS and the hybrid formulation of the worldsheet theory
for AdS3×S3×T4 with NS-NS flux. In Section 3 we describe the representations of the
global superalgebra psu(1, 1|2) paying special attention to the short representations
which will play a leading role. Section 4 describes the psu(1, 1|2)1 WZW theory
and the complete set of affine representations (together with their spectrally flowed
images) which close under fusion. We describe the free field theory realisation at level
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one, which makes the analysis tractable. A technical complication arises since this
is a logarithmic CFT and therefore some of the representations are indecomposable.
Taking these complications into account we obtain the (formally) modular invariant
partition function. Section 5 involves taking this sigma model together with that
on T4 and applying the physical state conditions to obtain the perturbative string
spectrum. We also comment on how the tower of “massless” higher spin fields,
which generate the enhanced chiral algebra of the Higher Spin Square (HSS) [14],
arise. In Section 6 we explain how the fusion rules of the symmetric product CFT
can be extracted from the worldsheet theory using the so-called x-basis. We find
nontrivial agreement, thus providing further support for our identification of the
spacetime CFT. There are a number of appendices which contain various technical
details; in particular, we give a description of the free field realisation of psu(1, 1|2)1
in Appendix C, and discuss the indecomposable nature of the representations in some
detail, see Appendix D.
2 Strings on AdS3 × S3 × T4
2.1 The RNS formalism
String theory on AdS3× S3×T4 with pure NS-NS flux can be described in the RNS
formalism by the supersymmetric WZW model [1–3, 15], see also [9, 16, 17]
sl(2,R)
(1)
k ⊕ su(2)(1)k ⊕ T4 . (2.1)
Here, the last factor is to be understood as the supersymmetric sigma model on T4,
and the superscript (1) denotes the N = 1 superconformal affine algebra. In this
description, k ∈ Z≥0 is interpreted as the value of the NS-NS flux in the background.
Recall that one can decouple the free fermions from these current algebras, and that
sl(2,R)
(1)
k
∼= sl(2,R)k+2 ⊕ 3 free fermions , (2.2)
su(2)
(1)
k
∼= su(2)k−2 ⊕ 3 free fermions . (2.3)
Unitarity requires k ≥ 2 and so the description is only valid in this regime. To treat
the k = 1 theory, we shall use the hybrid formalism which remains well-defined even
for k = 1.
2.2 The hybrid formalism
There exists an alternative formalism for strings on AdS3 × S3 × T4, usually called
the hybrid formalism [11], in which spacetime supersymmetry is manifest. In this
approach one replaces the factor AdS3× S3 with its superspace analogue, the super-
group PSU(1, 1|2). This supergroup contains, as its maximal bosonic subgroup, the
group SU(1, 1) × SU(2) ∼= AdS3 × S3. In addition, there are eight fermionic coordi-
nates. PSU(1, 1|2) has the local superisometry group PSU(1, 1|2)×PSU(1, 1|2) given
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by left and right multiplication, which corresponds in the dual CFT to the global
part of the (small) N = (4, 4) superconformal symmetry.
In the hybrid formalism the sigma-model on T4 is taken to be topologically
twisted and hence contributes c = 0 to the worldsheet theory. Furthermore, the
ghosts of the RNS formalism get transmuted into the so-called ρσ-ghost system. To
impose the physical state conditions one views the worldsheet theory as an N = 4
topological string, and identifies the physical states with the cohomology of the
corresponding twisted N = 4 algebra [11].3
We should mention that originally one of the main motivations for the devel-
opment of the hybrid formalism was the fact that it is conceptually straightforward
to add R-R flux to the background [11]. (See also [18] for a recent attempt to add
R-R flux using the RNS formalism.) For generic flux, the worldsheet theory is the
sigma-model on PSU(1, 1|2), for which the kinetic term and the WZ-term can have
different coefficients. In fact, this sigma-model remains conformal since the dual
Coxeter number of psu(1, 1|2) vanishes [11, 19]. While the resulting string theory
is quite complicated — in particular, once R-R flux is switched on, the ghost fields
couple non-trivially to the sigma-model fields and are no longer free — a (non-chiral)
current symmetry survives [20, 21] even away from the pure NS-NS background, and
this allows one to get the resulting theory at least under some control [22, 23].
Here we will only consider the case of pure NS-NS flux, where the sigma-model
on PSU(1, 1|2) becomes a WZW model at level k, where k is the same as the level
of the RNS formalism, and thus corresponds to the amount of NS-NS flux in the
background. The equivalence of this description to the RNS formalism was demon-
strated (for low-lying states) in [24–26], see also [27]. For us the main reason for
employing the hybrid formalism (relative to the RNS formalism) is that it remains
well-defined for k = 1. Indeed, as we shall explain in detail below, the WZW model
of the supergroup PSU(1, 1|2) continues to make sense at k = 1 (although it behaves
somewhat differently to the case with k > 1 since at k = 1 there is a null-vector at
h = 2 that fixes the value of the Casimir, see Section 4.2 below). The main result
of our paper is that the physical spectrum it gives rise to agrees precisely with that
of the symmetric product orbifold theory of T4. Furthermore, the fusion rules of the
worldsheet theory match rather non-trivially those of the symmetric product theory.
3 Representations of psu(1, 1|2)
For the following, it will be important to study various aspects of the representation
theory of psu(1, 1|2)k. We will denote the generators of the bosonic affine subalgebras
3This is nothing particular to AdS3 backgrounds; one can also view the flat space superstring
as an N = 4 topological string. The N = 4 cohomology (rather than only the N = 2 cohomology)
restricts then to the small Hilbert space of the theory, in which the fields have a definite picture
number.
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sl(2,R)k and su(2)k by J
a
m and K
a
m, respectively, while the fermionic generators are
labelled by Sαβγm . We shall work with the conventions that the commutators and
anti-commutators are given by
[J3m, J
3
n] = −12kmδm+n,0 , (3.1a)
[J3m, J
±
n ] = ±J±m+n , (3.1b)
[J+m, J
−
n ] = kmδm+n,0 − 2J3m+n , (3.1c)
[K3m, K
3
n] =
1
2
kmδm+n,0 , (3.1d)
[K3m, K
±
n ] = ±K±m+n , (3.1e)
[K+m, K
−
n ] = kmδm+n,0 + 2K
3
m+n , (3.1f)
[Jam, S
αβγ
n ] =
1
2
ca(σ
a)αµS
µβγ
m+n , (3.1g)
[Kam, S
αβγ
n ] =
1
2
(σa)βνS
ανγ
m+n , (3.1h)
{Sαβγm , Sµνρn } = kmαµβνγρδm+n,0 − βνγρcaσ αµa Jam+n + αµγρσ βνa Kam+n . (3.1i)
Here, α, β, . . . are spinor indices and take values in {+,−}. The third spinor index
of the supercharges encodes the transformation properties under the outer automor-
phism su(2) of psu(1, 1|2). Furthermore, a is an su(2) adjoint index and takes values
in {+,−, 3}. It is raised and lowered by the standard su(2)-invariant form
η+− = η−+ = 12 , η33 = 1 . (3.2)
The constant ca equals −1 for a = −, and +1 otherwise. Finally, the σ-matrices are
explicitly given by
(σ−)+− = 2 , (σ
3)−− = −1 , (σ3)++ = 1 , (σ+)−+ = 2 , (3.3)
(σ−)−− = 1 , (σ3)−+ = 1 , (σ3)+− = 1 , (σ+)++ = −1 , (3.4)
while all the other components vanish.
3.1 Representations of sl(2,R)
To analyse the psu(1, 1|2)1 WZW model it will be necessary to develop first the rep-
resentation theory of the global psu(1, 1|2)-algebra, i.e. of the algebra of zero-modes
of eq. (3.1a) – (3.1i). The bosonic subalgebra of psu(1, 1|2) is sl(2,R)⊕ su(2). While
the representations of su(2) that appear are finite-dimensional, representations of
sl(2,R) are not, and we begin by reviewing them. There are two kinds of represen-
tations of sl(2,R) that will be relevant for us [1].
1. Discrete representations. These are representations of sl(2,R) that possess
a lowest (highest) weight state. The representation is characterised by the
sl(2,R)-spin j of the lowest (highest) weight state.
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2. Continuous representations. The continuous representations of sl(2,R) do not
contain a highest or a lowest weight state. These representations are charac-
terised by their Casimir C, as well as the fractional part of the J30 -eigenvalues
which we label by λ ∈ R/Z.
More specifically, the continuous representations of sl(2,R) are defined via
J+0 |m〉 = |m+ 1〉 , (3.5a)
J30 |m〉 = m|m〉 , (3.5b)
J−0 |m〉 =
(
m(m− 1) + C)|m− 1〉 . (3.5c)
Here, C is the quadratic Casimir of the sl(2,R) representation, which in these con-
ventions takes the form
C = −J30J30 +
1
2
(
J+0 J
−
0 + J
−
0 J
+
0
)
, (3.6)
while m takes the values m ∈ Z+λ. Provided that the Casimir satisfies C ≥ λ(1−λ)
where we take λ ∈ [0, 1], these representations are unitary, see [28, 29] for useful
reviews. (For the case of the discrete representations, the relevant condition is j ≥ 0.)
The discrete representations can be found as subrepresentations of the contin-
uous representations. It is convenient to parametrise the Casimir of the continuous
representations by j as well, i.e. to write
C = −j(j − 1) = 1
4
−
(
j − 1
2
)2
, (3.7)
where j ∈ R∪(1
2
+iR
)
. In this notation, j and 1−j parametrise the same continuous
representation. For real j, we then see by virtue of the relation (3.5c) that J−0 |j〉 = 0.
Thus, the states |m〉 for which m − j ∈ Z≥0 form a subrepresentation, which is
isomorphic to a lowest weight discrete representation.
We will denote the continuous representation by Cjλ and the discrete represen-
tation by Dj+. There exist also highest-weight (rather than lowest-weight) discrete
representations, which we will denote by Dj−; they are characterised by
J+0 |j〉 = 0 , J30 |j〉 = −j|j〉 . (3.8)
In addition to these infinite-dimensional representations, there are also the usual
finite-dimensional representations of sl(2,R), although they will not be part of the
worldsheet spectrum. We will simply denote the m-dimensional representation by
m. Except for the trivial representation, these are non-unitary. Below, we will need
the Clebsch-Gordan coefficients of the tensor product of Cjλ and D
j
± with 2. An
explicit calculation shows that
C
j
λ ⊗ 2 ∼= C
j+ 1
2
λ+ 1
2
⊕ Cj−
1
2
λ+ 1
2
, Dj± ⊗ 2 ∼= Dj+
1
2± ⊕Dj−
1
2± . (3.9)
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The representations of sl(2,R) that appear in the worldsheet spectrum of Mal-
dacena & Ooguri [1] lead to the standard unitary representations of the WZW model
group SL(2,R), and the associated Lie algebra sl(2,R) is identified with that of the
spacetime Mo¨bius group. However, this does not imply that also the representations
with respect to the spacetime Mo¨bius group are the same standard representations.
In fact, from the WZW perspective, the worldsheet generator J30 is identified with
the compact Cartan generator J30 = L
WZW
1 + L
WZW
−1 of the WZW group SL(2,R),
see the discussion around eq. (8) of [1]. On the other hand, with respect to the
spacetime Mo¨bius group, the correct identification is J30 = L
M
0 , which corresponds to
a non-compact generator of the spacetime Mo¨bius group. These two generators are
not conjugate to one another in SL(2,R) — they are only conjugate to one another
in SL(2,C) — and as a consequence they lead to different representations of the
group SL(2,R). In fact, as we shall explain in Appendix A, the individual world-
sheet representations do not form representations of the spacetime Mo¨bius group
SL(2,R); instead one needs to combine all representations for a given value of the
Casimir, thus leading to the so-called x-basis of [1]. This will play a crucial role later
in Section 6.
3.2 Long representations of psu(1, 1|2)
Next we describe the representations of psu(1, 1|2). We first consider the long (typi-
cal) representations, which come in the form of continuous and discrete representa-
tions for the sl(2,R) subalgebra. Let us concentrate on the continuous case, since
the discrete representations arise as subrepresentations.
The eight supercharges of psu(1, 1|2), i.e. the generators Sαβγ0 , generate a Clifford
module. We can find a highest-weight state of the supercharges which is annihilated
by half of them. Let us assume that the highest weight state transforms in the
representation (Cjλ,n) with respect to the bosonic subalgebra sl(2,R)⊕ su(2), where
n here refers to the dimensionality of the su(2)-representation. The supercharges
transform in the bispinor representation 2 · (2,2) of the bosonic subalgebra. Thus
we conclude that a typical multiplet takes the form:
(Cjλ,n)
(C
j+ 1
2
λ+ 1
2
,n + 1) (C
j+ 1
2
λ+ 1
2
,n− 1) (Cj−
1
2
λ+ 1
2
,n + 1) (C
j− 1
2
λ+ 1
2
,n− 1)
(Cj+1λ ,n) (C
j
λ,n + 2) 2 · (Cjλ,n) (Cjλ,n− 2) (Cj−1λ ,n)
(C
j+ 1
2
λ+ 1
2
,n + 1) (C
j+ 1
2
λ+ 1
2
,n− 1) (Cj−
1
2
λ+ 1
2
,n + 1) (C
j− 1
2
λ+ 1
2
,n− 1)
(Cjλ,n)
(3.10)
Here, the top state is the highest weight state of the Clifford module, and the action
of the supercharges moves between the different bosonic representations.
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For the important cases of n = 1 and n = 2 some shortenings occur. For n = 2,
the representation involving n− 2 is absent, i.e.
(Cjλ,2)
(C
j+ 1
2
λ+ 1
2
,3) (C
j+ 1
2
λ+ 1
2
,1) (C
j− 1
2
λ+ 1
2
,3) (C
j− 1
2
λ+ 1
2
,1)
(Cj+1λ ,2) (C
j
λ,4) 2 · (Cjλ,2) (Cj−1λ ,2)
(C
j+ 1
2
λ+ 1
2
,3) (C
j+ 1
2
λ+ 1
2
,1) (C
j− 1
2
λ+ 1
2
,3) (C
j− 1
2
λ+ 1
2
,1)
(Cjλ,2)
(3.11)
while for n = 1 even more representations are missing,
(Cjλ,1)
(C
j+ 1
2
λ+ 1
2
,2) (C
j− 1
2
λ+ 1
2
,2)
(Cj+1λ ,1) (C
j
λ,3) (C
j
λ,1) (C
j−1
λ ,1)
(C
j+ 1
2
λ+ 1
2
,2) (C
j− 1
2
λ+ 1
2
,2)
(Cjλ,1)
(3.12)
All of these representations exist also in the discrete version; they can be obtained
by replacing the continuous by the corresponding discrete representations,
C
j
λ −→ Dj± . (3.13)
3.3 Short representations of psu(1, 1|2)
Below we will be interested in the affine algebra of psu(1, 1|2)k at level k = 1. Then
the su(2)k factor also has level k = 1, and as a consequence, the affine highest
weight states are only allowed to transform in the n = 1 and n = 2 representations
of su(2).4 Thus it is clear that all of the long representations we have presented
above are not allowed at k = 1. Let us therefore look systematically for short
multiplets. Specifically, we will consider shortening conditions for the multiplets
(3.11) and (3.12).
Starting with (3.11), we require that the two representations with a 3 in the
second line are null. This will remove also all other representations that appear
further below in the multiplet. Thus, the multiplet would reduce to
(Cjλ,2)
(C
j+ 1
2
λ+ 1
2
,1) (C
j− 1
2
λ+ 1
2
,1)
(3.14)
Actually, we will see below that this requires j = 1
2
. Similarly, for the multiplet
(3.12), the only way to eliminate the representation involving the 3 is to require one
4In this section we are discussing the representations of the finite-dimensional Lie superalge-
bra psu(1, 1|2). The affine highest weight states of the corresponding affine algebra will therefore
transform in representations of this algebra. We will also see the shortening of the psu(1, 1|2)
representations at k = 1, from the affine viewpoint, in the next section.
– 9 –
of the representations in the second line to be null. This gives then the following two
possibilities:
(Cjλ,1)
(C
j− 1
2
λ+ 1
2
,2)
(Cj−1λ ,1)
or
(Cjλ,1)
(C
j+ 1
2
λ+ 1
2
,2)
(Cj+1λ ,1)
(3.15)
However, after redefining j → j ± 1
2
(and rearranging the picture),5 these represen-
tations become equivalent to (3.14). Thus, there is at most one such multiplet, and
we shall describe it using the conventions of (3.14). The above discussion works
similarly for the discrete case where we replace Cjλ by D
j
±.
Next, we want to analyse the conditions under which this shortening can happen.
For the discrete case Dj+, these multiplets are well-known in the context of supercon-
formal field theories with small N = 4 superconformal symmetry, since psu(1, 1|2) is
the global subalgebra of this superconformal algebra. In particular, this algebra has
the well-known BPS bound h = j ≥ `, where ` is the su(2)-spin. In this context, the
sl(2,R)-spin is identified with the conformal weight. Thus, for a BPS-representation,
we need j = ` = 1
2
in the discrete case. (Formally, j = ` = 0 is also possible, but
this just corresponds to the lower representations in (3.14) with j = ` = 1
2
.)
Since there is no sl(2,R) highest weight state for the continuous representation,
the analysis for the continuous case is a bit more involved. First, we note that the
psu(1, 1|2)-Casimir decomposes into its bosonic and its fermionic components as
Cpsu(1,1|2) = Cpsu(1,1|2)bos + Cpsu(1,1|2)ferm , (3.16)
Cpsu(1,1|2)bos = Csl(2,R) + Csu(2) , (3.17)
Cpsu(1,1|2)ferm = −
1
2
αµβνγρS
αβγ
0 S
µνρ
0 . (3.18)
The fermionic component of the Casimir commutes by construction with the bosonic
subalgebra. It is not difficult to compute its value on the different constituents of the
short representation (3.14). For instance, on the representation (Cjλ,2), we determine
its value on the highest weight state of the su(2)-algebra, which we denote by |m, ↑〉.
(Here m labels the state in the sl(2,R) representation Cjλ, see eq. (3.5).) We have
Cpsu(1,1|2)ferm |m, ↑〉 = −
1
2
αµβνγρS
αβγ
0 S
µνρ
0 |m, ↑〉 (3.19)
= −1
2
αµγρ{Sα+γ0 , Sµ−ρ0 }|m, ↑〉 (3.20)
= −1
2
αµγρ
(− γρcaσ αµa Ja0 + αµγρσ +−a Ka0)|m, ↑〉 (3.21)
= −2K30 |m, ↑〉 = −|m, ↑〉 . (3.22)
5‘Rearranging’ means here that we change which state we regard as the highest weight state of
the Clifford module.
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Thus,
Cpsu(1,1|2)ferm
(
C
j
λ,2
)
= −1 , Cpsu(1,1|2)ferm
(
C
j± 1
2
λ+ 1
2
,1
)
= 0 , (3.23)
where the second equality follows by a similar computation. Since the complete
psu(1, 1|2)-Casimir must be equal on all the representations appearing in (3.14), we
conclude that the sl(2,R)-Casimir must satisfy
Csl(2,R)(Cj± 12
λ+ 1
2
)
= Csl(2,R)(Cjλ)− 14 . (3.24)
(Here we have used that the Casimir of su(2) equals Csu(2) = 0 on n = 1 and Csu(2) = 3
4
on n = 2.) Together with (3.7), this then implies that j = 1
2
, see the comment after
eq. (3.14) above. (Incidentally, this is also the same condition as for the discrete
case.) Note that, as a consequence,
Cpsu(1,1|2) = 0 (3.25)
on these representations.
This is the only condition for the shortening to occur. The details of this short
representation are spelled out in Appendix B. As we also explain there, the case
λ = 1
2
is special since then the sl(2,R) representation Cjλ (with j =
1
2
) becomes
indecomposable.
4 The psu(1, 1|2)1 WZW model
This section is devoted to a detailed study of the psu(1, 1|2)1 WZW model. Our
main aim is to show how to define a consistent CFT for this chiral algebra. We will
discuss, in particular, the fusion rules and modular invariance. Subtleties appear due
to the fact that this CFT is logarithmic.
4.1 psu(1, 1|2)k for k ≥ 2
Let us first review the WZW model based on psu(1, 1|2)k for k ≥ 2. The super
Wakimoto representation states the equivalence [11, 27, 30]
psu(1, 1|2)k ∼= sl(2,R)k+2 ⊕ su(2)k−2
⊕ 8 topologically twisted fermions in the 2 · (2,2) . (4.1)
This looks then similar to what one would obtain from the RNS formulation upon
rewriting it in GS-like language, i.e. applying the abstruse identity. Here, the 8
fermions transform in the 2 · (2,2) with respect to the bosonic zero-mode algebra
sl(2,R)⊕su(2) ⊂ psu(1, 1|2). The fermions will lead to an 2 82 = 16-dimensional Clif-
ford module, and there cannot be any shortenings in the Clifford module since the
fermions are free. Thus only long representations of psu(1, 1|2) appear in the theory.
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Furthermore, for the continuous representations, every sl(2,R)-Casimir C ≥ 1
4
(cor-
responding to j = 1
2
+ is with s real) is allowed in the spectrum; the corresponding
states describe the continuum of long strings in the spectrum of string theory on
AdS3 × S3 × T4 [1].
4.2 Representations of psu(1, 1|2)1
Let us now consider the case of k = 1. Then the equivalence (4.1) does not hold any
longer since the affine su(2)k−2 algebra has negative level −1, leading to an additional
non-unitary factor. This is also reflected by the fact that the long representations
lead to n = 3 representations for su(2), that are not allowed for su(2)1 ⊂ psu(1, 1|2)1.
(In particular, the n = 3 representation is non-unitary at su(2)1.)
As we have explained before, there is a natural way around this problem: at
k = 1 we need to consider short representations of psu(1, 1|2) that do not involve the
n = 3 representation of su(2). Such short representations exist, and they take the
form of (3.14) with j = 1
2
(C
1
2
λ ,2)
(C1
λ+ 1
2
,1) (C0
λ+ 1
2
,1)
(4.2)
Since the shortening condition fixes j to j = 1
2
, in particular also the Casimir is
fixed. Thus the continuum of states (corresponding to arbitrary values of the Casimir
for the continuous representations) is not allowed any longer, but only the bottom
component (corresponding to j = 1
2
+ is with s = 0) survives. These psu(1, 1|2)-
representations can then be extended to consistent affine representations.
This is the main mechanism for how the problem with the RNS formalism at
k = 1 is circumvented in the hybrid description. In the RNS formalism only long
representations of psu(1, 1|2) appear, since the fermions are free and transform in
the adjoint representation of su(2). This is reflected in the equivalence (4.1). On
the other hand, in the hybrid formalism it is possible to consider instead the short
representations of psu(1, 1|2).6 The introduction of short representations has another
drastic consequence: it makes the string spectrum significantly smaller than in the
generic case. In particular, the final spectrum will seem to have effectively only
four bosonic and fermionic oscillators on the worldsheet, instead of the usual eight
oscillators.
We should mention that the structure of the representations can also be deduced
from the null-vector of psu(1, 1|2)1. The generating null-vector may be taken to
6In [10], a proposal was made for how to make sense of the theory at k = 1 in the RNS
formalism. It was proposed there that the su(2)−1-factor can be represented by symplectic bosons,
which effectively cancel half of the fermions. This prescription yields essentially the same spectrum
as the introduction of the short representations in the hybrid description.
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be the vector K+−1K
+
−1|0〉 = 0, which sits in the same psu(1, 1|2) multiplet as the
null-vector (
L
psu(1,1|2)
−2 − Lsl(2,R)−2 − Lsu(2)−2
)
|0〉 = 0 . (4.3)
This equation just means that we have a conformal embedding
sl(2,R)1 ⊕ su(2)1 ⊂ psu(1, 1|2)1 , (4.4)
see also [31] for a related discussion. Evaluated on affine highest weight states, we
therefore conclude that
Cpsu(1,1|2) = −Csl(2,R) + 1
3
Csu(2) , (4.5)
which together with the condition that the only possible su(2) representations are
n = 1 and n = 2, fixes the allowed representations. On the other hand, for k ≥ 2,
the null-vector, i.e. the analogue of (4.3), appears at higher mode number (conformal
dimension), and hence we do not get a constraint on the quadratic Casimir.
We shall denote the affine representations that are generated from the affine
highest weights in (4.2) by Fλ. These representations will be the main focus of
study. For λ = 1
2
, the affine representation is not irreducible (see below), and we also
need the affine representations associated to (4.2) where Cjλ has been replaced by D
j
±
with j = 1
2
(see also Appendix B); the corresponding affine representations will be
denoted by G±. Finally, we also need the affine representation based on the trivial
representation (i.e. the vacuum representation), which is also consistent; it will be
denoted by L.
4.3 Spectral flow
psu(1, 1|2)k possesses a spectral flow automorphism σ. On the bosonic subalgebra
sl(2,R)k ⊕ su(2)k, it acts by a simultaneous spectral flow on both components. Ex-
plicitly, we have
σw(J3m) = J
3
m +
kw
2
δm,0 , (4.6a)
σw(J±m) = J
±
m∓w , (4.6b)
σw(K3m) = K
3
m +
kw
2
δm,0 , (4.6c)
σw(K±m) = K
±
m±w , (4.6d)
σw(Sαβγm ) = S
αβγ
m+ 1
2
w(β−α) . (4.6e)
In addition, the energy-momentum tensor transforms as
σw(Lm) = Lm + w(K
3
m − J3m) . (4.7)
Notice that the simultaneous spectral flow in sl(2,R)k⊕su(2)k keeps the supercharges
integer moded. As we shall see, it will be necessary to include also spectrally flowed
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representations into the theory so that the fusion rules close, see also [1].7 Thus, we
are considering the set of representations (for k = 1)
σw(Fλ) , w ∈ Z . (4.8)
As regards the discrete representations and the vacuum representation, we have in
fact the identity
σ(L) ∼= G+ , σ−1(L) ∼= G− . (4.9)
Thus, it suffices to consider the spectrally flowed versions of the vacuum,
σw(L) , w ∈ Z . (4.10)
There is one final complication: since the CFT is actually logarithmic,8 additional
(indecomposable) representations will appear. This can already be seen at the zero-
mode level, see also Appendix B: Cjλ is not irreducible for λ = j (since it contains D
j
+
as a subrepresentation), but indecomposable. Hence, we expect that λ = 1
2
will play
a special role. In fact, it turns out that F1/2 is not separately part of the spectrum.
Instead, σ(F1/2), two copies of the representation F1/2, as well as σ
−1(F1/2) join
up to form one indecomposable representation, which we denote by T. Thus, the
representations appearing in the spectrum are in fact
σw(Fλ) , λ 6= 12 and σw(T) , w ∈ Z . (4.11)
While the emergence of the indecomposable representation T leads to many technical
complications, it will turn out that the resulting physical spectrum is largely unaf-
fected by this subtlety, see also [24, 25]. Furthermore, for many considerations (in
particular, for the analysis of the partition function) we may work with the so-called
Grothendieck ring of modules, where modules related by short exact sequences are
identified, i.e.
C ∼ A⊕B ⇐⇒ 0 −→ A −→ C −→ B −→ 0 . (4.12)
This equivalence relation therefore forgets the indecomposablity of modules. On this,
level T becomes then equivalent to σ(F1/2) ⊕ 2 · F1/2 ⊕ σ−1(F1/2). (Similarly, F1/2
becomes equivalent to G+ ⊕ 2 · L ⊕ G−, see the end of Appendix B.) There is no
material difference between the λ 6= 1
2
contributions and that for λ = 1
2
in (4.11),
except potentially for a factor of 4 that will also be resolved below, see eq. (D.15). A
more careful treatment of the indecomposable representations is given in Appendix D.
7The necessity to add spectrally flowed representations of sl(2,R) was first noticed, using argu-
ments based on modular invariance, in [32].
8In fact, the same phenomenon also appears for psu(1, 1|2)k with k > 1, see [24, 25].
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4.4 The fusion rules of psu(1, 1|2)1
Let us next discuss the fusion rules of the theory. For this, we use the well-tested
conjecture that spectral flow respects fusion [33]. More precisely, for two modules A
and B, we have
σw1(A)× σw2(B) ∼= σw1+w2(A×B) . (4.13)
In particular, since L is the identity of the fusion ring, this determines the fusion
of σw(L) with any representation. Furthermore, it follows that it is sufficient to
compute A×B without worrying about spectral flow.
In order to motivate our ansatz for the fusion of Fλ, we note that, on the level
of the Grothendieck ring, we have
F1/2 ∼ G+ ⊕ 2 · L⊕ G− ∼= σ(L)⊕ 2 · L⊕ σ−1(L) , (4.14)
and hence
F1/2 × F1/2 ∼
(
σ(L)⊕ 2 · L⊕ σ−1(L)
)
× F1/2 (4.15)
∼= σ(F1/2)⊕ 2 · F1/2 ⊕ σ−1(F1/2) . (4.16)
Assuming that the general structure is similar for generic λ, this then suggests that
(on the level of the Grothendieck ring, i.e. ignoring indecomposability issues)
Fλ × Fµ = σ(Fλ+µ+ 1
2
)⊕ 2 · Fλ+µ+ 1
2
⊕ σ−1(Fλ+µ+ 1
2
) , (4.17)
where the dependence on λ and µ follows by requiring that the J30 eigenvalues add
up correctly — this requires that the right-hand-side must only depend on λ+ µ —
together with the requirement that (4.17) reduces to (4.15) for λ = µ = 1
2
. Note
that the J30 charges of the middle term differ by 1/2 with respect to those on the
left-hand-side; since only the fermionic generators of psu(1, 1|2) have half-integer
charges, it follows that the middle term has opposite fermion number relative to the
left-hand-side (and indeed opposite fermion number relative to the other two terms
on the right-hand-side, since one unit of spectral flow shifts the J30 eigenvalue by
1
2
,
see eq. (4.6a)). In terms of fusion rules, this means that the middle term arises in
the ‘odd’ fusion rules, while the other two terms are part of the ‘even’ fusion rules,
see e.g. [34]. This will play an important role in Section 6.2.
4.5 A free field construction and the full fusion rules
We can in fact deduce these fusion rules (including the correct indecomposable struc-
ture, see Appendix D), using a free field realisation of psu(1, 1|2)1. To start with, we
have the free field constructions
su(2)1 ⊕ u(1) ∼= 2 complex fermions , (4.18)
sl(2,R)1 ⊕ u(1) ∼= 2 pairs of symplectic bosons . (4.19)
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The first equivalence is well-known: if we denote the two complex fermions by ψα and
ψ¯α with α = ±, then the su(2)1 ⊕ u(1)V generators come from the bilinears ψαψ¯β.
The second equivalence was first discussed in [35] and is probably less familiar. Recall
that a pair of symplectic bosons consists of the two fields ξ and ξ¯, whose modes satisfy
the commutation relations
[ξ¯m, ξn] = δm+n,0 , [ξm, ξn] = [ξ¯m, ξ¯n] = 0 . (4.20)
(Thus, the fields are bosons of spin 1
2
.) Considering two such pairs ξα and ξ¯α with
α = ±, the bilinears ξα ξ¯β generate the Lie algebra sl(2,R)1⊕ u(1)U .9 If we consider
in addition the (neutral) bilinear generators involving one fermion and one symplectic
boson, i.e. the generators ψαξ¯β and ψ¯αξβ, we obtain eight supercharges. Altogether,
we thus generate the superalgebra u(1, 1|2)1
u(1, 1|2)1 ∼= 2 pairs of symplectic bosons and 2 complex fermions . (4.21)
In order to reduce this to psu(1, 1|2)1, we thus only need to quotient out by the two
u(1) currents u(1)U and u(1)V , i.e. we have
10
psu(1, 1|2)1 ∼= u(1, 1|2)1
u(1)U ⊕ u(1)V (4.22)
∼= 2 pairs of symplectic bosons and 2 complex fermions
u(1)U ⊕ u(1)V . (4.23)
The details and our precise conventions for the free fields are summarised in Ap-
pendix C.2. As expected, this free field construction only has short representations
of psu(1, 1|2)1, since it makes use of only four fermions.
While representations of complex fermions are standard, the fusion rules of the
symplectic boson theory were worked out in detail in [36]. One should note that even
though this is a free field construction, the fusion rules are highly non-trivial. (In
particular, the symplectic boson theory is also a logarithmic CFT.) Translating the
fusion rules of the free fields leads then to the fusion rules of the psu(1, 1|2)1-theory,
see Appendix C
Fλ × Fµ =
{
σ−1(Fλ+µ+ 1
2
)⊕ 2 · Fλ+µ+ 1
2
⊕ σ(Fλ+µ+ 1
2
) , λ+ µ 6= 0 ,
T , λ+ µ = 0 ,
(4.24a)
Fλ × T = σ−2(Fλ)⊕ 4 · σ−1(Fλ)⊕ 6 · Fλ ⊕ 4 · σ(Fλ)⊕ σ2(Fλ) , (4.24b)
T × T = σ−2(T)⊕ 4 · σ−1(T)⊕ 6 · T ⊕ 4 · σ(T)⊕ σ2(T) . (4.24c)
9This is exactly the same construction as described in [10], except that it was interpreted there
in terms of sl(2,R)1 ∼= su(2)−1.
10More abstractly, while su(1, 1|2) is a subalgebra of u(1, 1|2), psu(1, 1|2) is obtained from
su(1, 1|2) by quotienting out the ideal generated by the identity, i.e. su(1, 1|2) is a central extension
of psu(1, 1|2).
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In particular, this argument shows that the set of representations given in (4.11)
closes under fusion. As we shall see below, the chiral fields of the dual CFT come
from the representation σ(T), whose fusion with itself indeed contains σ(T) again.
One can also obtain these fusion rules from a Verlinde formula; this is explained
in Appendix C.6.
4.6 The partition function and modular invariance
Next we will demonstrate that these representations give rise to a modular invariant
spectrum, thus making the psu(1, 1|2)1 model also well-defined on the torus. The
relevant modular invariant is the ‘diagonal modular invariant’ with spectrum
H ∼=
⊕
w∈Z
∫
[0,1)\{ 1
2
}
⊕ dλ σw(Fλ)⊗ σw(Fλ) . (4.25)
Including the indecomposable module T makes the structure of the Hilbert space
slightly more complicated. In particular, an ideal has to be factored out to make the
action of L0 − L¯0 diagonalisable and ensure locality [37]; this is again described in
more detail in Appendix D. Once this ideal is factored out, and working on the level
of the Grothendieck ring (as appropriate for the discussion of the partition function),
the above factor of 16 = 4× 4 is removed (see the discussion below eq. (4.12)), and
the indecomposable representation just fills in the contribution for λ = 1
2
.
To show that (4.25) is indeed modular invariant, we have to determine the char-
acters of the representations Fλ. This is done in Appendix C with the help of the
free field realization (4.23), and leads to (see eq. (C.38))
ch[σw(Fλ)](t, z; τ) = q
w2
2
∑
r∈Z+λ
xrq−rw
ϑ2
(
t+z
2
; τ
)
ϑ2
(
t−z
2
; τ
)
η(τ)4
, (4.26)
where our conventions for theta-functions are spelled out in Appendix F. Here
x = e2piit is the chemical potential of sl(2,R), while y = e2piiz is the chemical po-
tential of su(2). In particular, t will play the role of the modular parameter of the
boundary torus of AdS3. The characters are treated as formal power series and not
as meromorphic functions. Indeed, the sum over r formally leads to the factor∑
r∈Z+λ
xrq−rw = e2piiλ(t−τw)
∑
m∈Z
δ(t− τw +m) , (4.27)
and thus modular invariance is a somewhat formal property. Note that this problem
is not specific to k = 1, but also arises for generic k in the original discussion of
[1], see Appendix B.4 of that paper. Incidentally, the delta-functions that appear
in (4.27) arise precisely at the points in the τ -plane where the worldsheet torus can
be mapped holomorphically to the boundary torus, see eq. (74) of [2]. Unlike the
situation described there (where for these values of τ there was a pole in partition
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function), the partition function localises in our case to these maps, thus suggesting
that the AdS3 × S3 factor has become topological.
Under modular transformations, the characters transform into one another. Since
invariance of (4.25) under the T-modular transformation is clear, we focus on the
S-modular transformation. As usual in string partition functions, to get a good
modular behaviour, we have to include a (−1)F into the character. With this, the
S-modular transformation of the characters is described by the formal S-matrix
S(w,λ),(w′,λ′) = −i sgn(Re(τ)) e2pii(w′λ+wλ′) , (4.28)
see Appendix C.5 for more details. The fact that the S-matrix depends on τ is
typical of logarithmic conformal field theories [38, 39], and it will cancel out once
left- and right-movers are correctly combined. The S-matrix is formally unitary
and symmetric. This allows us to deduce that (4.25) is at least formally modular
invariant.
Up to the zero modes, the character (4.26) agrees precisely with the character of
four R-sector fermions and two bosons (where the fermions transform in the (2,2)
with respect to sl(2,R)⊕su(2)). Morally, they originate from the four free bosons and
fermions of the free field construction, of which two bosons have been factored out
by the coset (4.23). We should note that, for generic k, we should have expected to
find six bosonic oscillators corresponding to the six-dimensional bosonic subalgebra
(capturing the 6-dimensional space AdS3 × S3), and eight fermionic oscillators, one
for each supercharge. Thus the character (4.26) has four bosonic and fermionic
oscillators fewer than in the generic case. (In particular, these representation have
therefore many null-states!) This feature will carry through and is responsible for
the fact that also in the final string theory answer, we will only have four bosonic
and four fermionic oscillators.
5 The string theory spectrum
In the final step we now combine the psu(1, 1|2)1 WZW model with the other ingre-
dients of the hybrid formalism and discuss the physical state conditions.
5.1 Physical state conditions
In addition to the psu(1, 1|2)1 WZW model, we have the sigma model corresponding
to M4, as well as the ghosts. In this subsection we will first deal with the ghost
contribution.
For any k ≥ 2, we can obtain the physical string spectrum of the hybrid string by
comparison to the RNS formalism.11 The characters of the psu(1, 1|2)k WZW model
11One could also attempt to calculate the physical spectrum directly in the hybrid formalism,
using the cohomological description of the physical state condition, but this calculation seems to
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for k ≥ 2 are known [27], and thus the spectrum before imposing the physical state
conditions can be computed in the hybrid formalism. By comparison to the known
physical spectrum as determined in the RNS formalism, we then conclude that the
ghost contribution to the partition function in the hybrid formalism cancels four
fermionic oscillators transforming in the (2,2) of sl(2,R) ⊕ su(2), and two bosonic
oscillators.12 The details of this computation are spelled out in Appendix E. Thus,
we have for k ≥ 2
Zghost(t, z; τ) =
∣∣∣∣∣ η(τ)4ϑ2( z+t2 ; τ)ϑ2( z−t2 ; τ)
∣∣∣∣∣
2
. (5.1)
Since this is independent of k and the ghosts are free fields not interacting with the
WZW model at the pure NS-NS point, the ghost contribution should remain the
same also for k = 1. Comparing with (4.26), we note that at the end of the day only
the zero mode contribution survives after the physical state conditions have been
imposed. This will, in turn, be fixed by the mass-shell condition. We should note
that this structure is strongly reminiscent of a topological theory.
5.2 The sigma-model on T4
Let us concentrate in the following on the case whereM4 is described by the sigma-
model on T4 with small N = (4, 4) supersymmetry. As discussed in [11], we actually
need a topologically twisted version of the sigma-model. The topological twist will
effectively amount to evaluating the partition function in the R-sector, for which we
then find
ZRT4(z, t; τ) =
∣∣∣∣∣ϑ2
(
z+t
2
; τ
)
ϑ2
(
z−t
2
; τ
)
η(τ)6
∣∣∣∣∣
2
ΘT4(τ) . (5.2)
Here, the two theta-functions account for the four fermions in the R-sector, which
transform in the (2,2) with respect to sl(2,R) ⊕ su(2), and the eta-functions in
the denominator describe the four free bosons. We have also included the lattice
theta-function
ΘT4(τ) =
∑
(p,p¯)∈Γ4,4
q
1
2
p2 q¯
1
2
p¯2 , (5.3)
which accounts for the non-zero winding and momentum states. Here Γ4,4 is the
Narain lattice of the torus.
be difficult. In fact, even for generic k, this has only been done for the first few energy levels and
in the unflowed sector, see [26].
12Note that, prior to imposing the physical state condition, the hybrid string has 8 + 4 fermions
(8 from the psu(1, 1|2)k WZW model and 4 from the T4) but only 6 + 4 bosons. Thus this is the
expected number.
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Combining the three ingredients (4.26), (5.1) and (5.2), we see that the repre-
sentation σw(Fλ) contributes altogether∣∣∣∣∣ ∑
m∈Z+λ
xmq−mw+
w2
2
∣∣∣∣∣
2
ZRT4(z, t; τ) (5.4)
to the worldsheet spectrum. Next we have to impose the mass-shell and level-
matching conditions, i.e. we need to demand that
hosc −mw + w
2
2
= 0 ⇒ m = w
2
+
hosc
w
, (5.5)
where hosc is the conformal dimension coming from the T4 sigma model, and similarly
for the right-movers. Thus only one term in the sum survives, and the string partition
function becomes
Zstring(t, z) =
∞∑
w=1
x
w
2 x¯
w
2 ZR
′
T4
(
z, t; t
w
)
. (5.6)
Here, we have performed already the sum over the spectrally flowed sectors.13 We
should note that there is one additional constraint coming from the physical state
conditions: since the left- and right-movers are both in Fλ (for the same λ), we have
to have
hosc − h¯osc ≡ 0 mod w . (5.7)
We have indicated this constraint by a prime in (5.6). Next we can use the theta-
function identity
ϑ2
(
z±t
2
; t
w
)
= y∓
w
4 x−
w
8
{
ϑ2
(
z
2
; t
w
)
, w even ,
ϑ3
(
z
2
; t
w
)
, w odd
(5.8)
to simplify the torus partition function (5.2). Thus, we finally arrive at the complete
string partition function
Zstring(t, z) =
∞∑
w=1, even
x
w
4 x¯
w
4 ZR
′
T4
(
z, 0; t
w
)
+
∞∑
w=1, odd
x
w
4 x¯
w
4 ZNS
′
T4
(
z, 0; t
w
)
, (5.9)
where ZNS
′
T4 is the NS-sector version of (5.2), for which the ϑ2 factors have been
replaced by ϑ3. This then reproduces precisely the single-particle partition function
of the symmetric orbifold of T4, see [10]. The spectral flow index w is here identified
with the length of the single cycle twisted sector of the orbifold CFT. We expect the
analysis to work similarly for M4 = K3; details about this will be given elsewhere
[40].
13We have restricted the spectral flow to w > 0, see Section 6 below for an interpretation of the
other states.
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5.3 The chiral fields
Given that w corresponds to the length of the twisted sector cycle, the untwisted
sector arises for w = 1. In particular, the chiral fields of the dual CFT therefore
come from the w = 1 sector, as was already anticipated in [8] and [9]. We also see
from (5.5), that for w = 1 the quantum number m must be a half-integer, i.e. that
λ = 1
2
. Thus the chiral fields come in fact from σ(T). While T is the indecomposable
representation discussed in Appendix D in detail, this is largely invisible on the level
of the physical spectrum. Indeed, as shown in the Appendix, we have to divide the
space
⊕
w∈Z σ
w(T) ⊗ σw(T) by an ideal to obtain the true atypical contribution to
the Hilbert space. In the resulting quotient space, we can choose a gauge such that
T becomes the moral analogue of F1/2, i.e.
(T)gauge−fixed ∼ σ−1(L)⊕ 2 · L⊕ σ(L) ∼ F1/2 , (5.10)
where L denotes the vacuum representation of psu(1, 1|2)1. After the gauge-fixing,
σ(T) consists then of the modules L, 2 · σ(L) and σ2(L).
The vacuum module L yields exactly one physical state, namely the vacuum
itself. (Any excited state has positive conformal weight on the worldsheet and hence
cannot satisfy the worldsheet mass-shell condition.) This state has vanishing space-
time conformal dimension and hence corresponds to the spacetime vacuum. Thus,
as one might have anticipated, the spacetime vacuum comes directly from a vacuum
module on the worldsheet — which sits however in a larger indecomposable module.
Next, σ(L) = G+ is part of a continuous representation. In particular, its L0
spectrum is bounded from below and hence only the ground states of the represen-
tation survive the mass-shell condition. In spacetime, σ(L) hence yields exactly one
psu(1, 1|2)-representation, which corresponds to a h = 1
2
BPS-representation. The
only such representation in the vacuum sector of the symmetric orbifold are two of
the fermions together with their superconformal descendants. Accounting for the
multiplicity, we thus see that 2 · σ(L) yields in spacetime the fundamental fields, i.e.
the four fermions and the four bosons together with their derivatives.
Finally, the remaining chiral fields come from the module σ2(L). Since its L0
eigenvalue on the worldsheet is unbounded from below, there are many excited states
which satisfy the mass-shell condition. In particular, this is the sector where the
higher spin square (HSS) symmetry generators of [14, 41] sit.
It is also instructive to understand where the exactly marginal operators come
from. In the untwisted sector they sit in the sector
4 · σ(L)⊗ σ(L) ⊂ σ(T)⊗ σ(T) , (5.11)
corresponding to the 4 × 4 = 16 moduli which deform the 4-torus T4. The theory
has one more exactly marginal operator that comes from the 2-cycle twisted sector,
and hence arises from
σ(L)⊗ σ(L) ⊂ σ2(T)⊗ σ2(T) . (5.12)
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We should mention that each worldsheet representation σ(L) gives only rise to one
physical psu(1, 1|2) multiplet in the dual CFT, and hence each σ(L) ⊗ σ(L) factor
yields four moduli. This structure therefore reflects the SO(4, 5) symmetry of the
moduli space of the theory [42].
Finally, it is worth mentioning that T plays also another special role in our
construction: all spacetime (quarter)-BPS states come on the worldsheet from the
spectrally flowed images of T! This is simply a consequence of the fact that the
spacetime conformal weight of the BPS states is in 1
2
Z, and hence they have to come
from σw(T) on the worldsheet. (A more careful argument shows that they cannot
come from σw(F0).) In particular, the chiral ring sits entirely in σ
w(T), which ties
together with the fact that
⊕
w∈Z σ
w(T) closes under fusion on itself, see eq. (4.24c).
Furthermore, each summand in (5.10) contains precisely one BPS state, and similarly
for the w-flowed versions.
5.4 A subtlety at w = 0
Finally, we notice that there are in fact also ‘physical’ states for w = 0. Looking back
at (5.5) we see that for w = 0 the ground states of psu(1, 1|2) satisfy the physical
state condition, without any excitation along either psu(1, 1|2) or T4. (This is a
direct consequence of (3.25), and therefore independent of λ.) From the perspective
of the spacetime CFT, these states therefore transform as in (4.2). In particular, this
representation is non-unitary since it contains the summand(
C0
λ+ 1
2
,1
)
, (5.13)
which is a non-unitary representation of sl(2,R) (unless λ = 1
2
). Since (5.13) is the
‘zero-momentum’ ground state of AdS3 × S3, these states are the natural analogue
of the state in, say, bosonic string theory given by
α0−1|p = 0〉 , (5.14)
which is also physical despite having negative norm. (Here α0−1 denotes the time-like
oscillator, and |p = 0〉 is the ground state with zero momentum.) These states should
therefore be discarded. We note that this is consistent since the w = 0 states can
never be produced in OPEs of physical states with w > 0, which follows, as we shall
see, from the fusion rules (6.8).
6 The fusion rules
In the previous sections we have shown that the spectrum of the hybrid string on
AdS3 × S3 × T4 with a single unit of NS-NS flux (k = 1) agrees precisely with that
of the symmetric orbifold of T4. However, on the face of it, it seems that the fusion
rules of the worldsheet theory, see in particular eq. (4.13), are not compatible with
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those of the symmetric orbifold theory. (This issue was already alluded to in [12].)
Indeed, the above dictionary implies that we should identify w with the length of
the twisted cycle ` in the symmetric orbifold. However, as was shown in [43–45], the
fusion rules of single cycle twisted sectors at leading order in 1/N take the form
[`1]× [`2] =
`1+`2−1⊕
`=|`1−`2|+1
[`] , (6.1)
where ` denotes the length of the cycle, and the sum on the right-hand-side runs
over every other value, i.e. `1 + `2 + ` is odd.
6.1 The x-basis
In order to see how to reconcile this with the worldsheet description, we recall from
Section 3.1 and Appendix A that the representation theory of the Mo¨bius group of
the dual CFT requires us to work in the so-called x-basis of [1].14 In that ‘basis’ the
fusion rules were worked out at the end of Appendix D of [3], where it was argued
that they only lead to the constraint (see eq. (D.8) of [3])
w ≤ w1 + w2 + 1 , (6.2)
but that the lower bound (that is visible in the m-basis, see for example eq. (D.7)
of that paper) is not present any longer. As a consequence, the fusion rules of the
symmetric orbifold are then compatible with those of the worldsheet theory.
In the following we want to explain the fusion rules in the x-basis more concep-
tually. To start with we recall that the spectral flow in eq. (4.6a) and (4.6b) can be
understood as arising from conjugation by a loop in the J30 direction [46, 47]. Under
the action of the spacetime Mo¨bius group SL(2,R), a state in a spectrally flowed
representation is hence mapped to one in which the spectral flow direction has been
conjugated, see also the paragraph below eq. (D.8) in [3]. Thus there is really a
moduli space of (isomorphic) spectrally flowed representations that are characterised
by the direction of the spectral flow. This direction is described by an element in
the Lie algebra of sl(2,R), and hence transforms in the 3 of sl2.
The above analysis applies directly to the case of unit spectral flow (w = 1). If
we combine two spectral flow automorphisms corresponding to w = 1, we may in
14As is also explained there, this is not just a basis change of a given representation, but rather
considers certain direct sums of representations. In fact, the x-basis only depends on j, i.e. the
value of the Casimir C = −j(j − 1), but does not fix λ; it therefore includes all representations
corresponding to the different values of λ. We should also note that in the m-basis the fusion rules
preserve the J30 eigenvalue modulo integers. If the m-basis was the correct basis for the description
of the dual CFT, this would imply that conformal dimensions in OPEs of the dual CFT would add
modulo integers, which is not true in general.
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principle choose them to point in different directions. The resulting spectral flow
automorphism thus transforms in the tensor product
3⊗ 3 = 1⊕ 3⊕ 5 . (6.3)
Note that the special case where the two spectral flow directions point in the same
direction describes the highest weight state of this tensor product, and hence lies in
the 5 of this sl2; this is therefore the spectral flow that should be identified with the
w = 2 sector. Recursively proceeding in this manner we thus conclude that the w-
spectrally flowed sector is characterised by transforming in the 2w + 1 dimensional
representation of sl2.
We note in passing that this prescription naturally incorporates the constraint
w > 0: the states with negative w lie in the same representation of the spacetime
Mo¨bius group SL(2,R) since the conformal transformation γ(x) = − 1
x
inverts the
sign of w. Indeed, γ induces the inner automorphism of sl(2,R) corresponding to
J3 7→ −J3 , J± 7→ J∓ , (6.4)
which inverts the sign of w in (4.6a) and (4.6b). This also ties in with the fact
that, as already argued in [3], w > 0 describes the ‘in’-states at x = 0, while w < 0
corresponds to the ‘out’-states that are inserted at x =∞ = γ(0).
The fusion rules of the spectral flow (in the x-basis) are therefore constrained by
the representation theory of this sl2, and hence take the form
[w1]× [w2] =
w1+w2⊕
w=|w1−w2|
[w] . (6.5)
This selection rule replaces (4.13), which was derived under the assumption that all
spectral flow automorphisms point in the same direction — this is the situation that
arises for w = w1 + w2. Together with the shift by ±1 in spectral flow that comes
directly from the fusion rules, see eq. (4.24a), the upper limit of (6.5) thus reproduces
(6.2).
Since the different spectral flow directions lead to isomorphic representations —
they are related to one another by an inner automorphism — one may wonder why
one cannot always choose them to lie in the same direction. The reason why this
is not possible is that this is a singular ‘gauge’ choice; indeed, from the viewpoint
of the dual CFT, the spectral flow direction is related to the position x in the dual
CFT since the Mo¨bius group that maps the ‘in’ states at x = 0 to some generic point
also rotates the spectral flow direction. Thus requiring the spectral flow directions to
align corresponds to the (singular) configuration where the points in the dual CFT
coincide, see also the discussion leading to (6.8) below.
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6.2 Symmetric orbifold fusion rules
While these fusion rules are now compatible with the symmetric orbifold answer of
(6.1), they do not quite match precisely yet. In particular, the upper and lower
bounds on w are w = w1 + w2 + 1 and w = |w1 − w2| − 1, respectively, while from
the symmetric orbifold we would expect w = w1 + w2 − 1 and w = |w1 − w2| + 1,
respectively. In addition, in the symmetric orbifold we have the parity constraint
that `1 + `2 + ` ≡ w1 +w2 +w is odd, which is not visible in the above fusion rules.
As regards the second point, we note that spectral flow by one unit changes the
fermion number by one, see e.g. [9]. If we use the convention that the ground state
of the vacuum representation L is bosonic (as is natural), then the ground state of
σ(L) = G+ ⊂ F1/2 is fermionic, and hence the ground state of σw(Fλ) has fermion
number
fermion number
[
σw
(
Fλ
)]
= (−1)w+1 . (6.6)
Here by the ‘ground state’ of σw(Fλ) we mean the (spectral flow) of the affine pri-
maries transforming in the (C
1
2
λ ,2) of Fλ, see eq. (4.2). Incidentally, the fermion
number may also be read off from the su(2) spin: since the fermionic generators
transform in the 2 with respect to su(2), we note that the states in 1 are bosonic,
while those in 2 are fermionic. Together with the fact that each single spectral flow
exchanges the two su(2) representations, this also leads to (6.6).
Thus the term σw(Fλ) has the same fermion number as σ
w1(Fλ)× σw2(Fµ) (and
hence appears in the ‘even’ fusion rules) provided that
(−1)w1+1 (−1)w2+1 = (−1)w+1 , i.e. if w1 + w2 + w = odd . (6.7)
On the other hand, as we have seen in Section 5 above, the ghost contribution removes
the entire psu(1, 1|2)1 descendants, including the fermionic zero modes, since only
the bosonic zero modes survive, see eq. (5.4). Thus the physical states all come from
‘bosonic’ fields in psu(1, 1|2)1, and hence in correlation functions of physical states
only the even fusion rules contribute. This then implies that for the OPE of physical
states we need to have w1 + w2 + w = odd.
This leaves us with understanding the extremal values w = w1 + w2 + 1 and
w = |w1 − w2| − 1. Looking back at (6.5), it is clear that w = w1 + w2 + 1 can
only arise if the two spectral flow directions point in exactly the same direction, i.e.
it comes from the w = w1 + w2 term in (6.5).
15 In terms of the dual CFT this
means that two of the fields are inserted at the same point, which we should exclude.
Incidentally, the same issue is also visible from the viewpoint of [44, 45], where it is
assumed that the branched coverings are regular in the sense that the branch points
do not coincide; if we relaxed this condition, w = w1 + w2 would also appear in the
15The analysis for w = |w1 − w2| − 1 is similar since again the three spectral flow directions all
have to align.
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analogue of (6.5). Thus we conclude that the even fusion rules (that are relevant for
the physical states) are
σw1(F)× σw2(F) =
w1+w2−1⊕
w=|w1−w2|+1
σw(F) , (6.8)
where w1 + w2 + w is odd, and we have suppressed the dependence on λ and µ
— as we have mentioned before, see footnote 14, the actual representations of the
spacetime Mo¨bius group involve all values of λ. This is then in precise agreement
with the symmetric product fusion rules (6.1).
7 Conclusion and Outlook
We have brought together several of the observations in [8, 9], and more specifically
[10], into a coherent picture of the tensionless limit of AdS3 superstring theory (with
NS-NS flux) and its precise equivalence to the free symmetric product CFT. The
evidence for this equivalence consists of matching, not only the spectra, but also the
fusion rules governing vertex operators on the worldsheet with the selection rules for
correlators in the orbifold CFT. It will be nice to actually compare a set of three point
correlators on both sides such as for the extremal ones of [45] but especially those
of non-BPS operators. We focussed here on the particular case of AdS3 × S3 × T4,
but there seem to be no barriers for the considerations to go through to the other
maximally supersymmetric backgrounds as well [40].
The resulting picture that emerges fits in with many of the expectations one
has on the tensionless limit of AdS string theory. The match of the spectra directly
implies that there are enhanced unbroken symmetries: they arise from the massless
higher spin gauge fields which are dual to the additional conserved currents in the
dual free CFT [48–51], [41]. Indeed, as explained in [14, 52], the tensionless string
theory dual to the symmetric product CFT must have an enlarged stringy symmetry
— the Higher Spin Square (HSS) — which organises the entire perturbative spectrum.
We identified, in Section 5.3, the sector of the worldsheet spectrum which corresponds
to the chiral currents generating the HSS. Given the explicit description that we have
now proposed for the string theory, it should be possible to investigate the properties
of the HSS and its representations from the worldsheet viewpoint. We find it quite
striking that the dual of the spacetime free CFT is also given in terms of free fields on
the worldsheet. Note that the free field description on the worldsheet arises precisely
at k = 1 whereas the supergroup sigma model is generically an interacting theory for
k ≥ 2. This is perhaps a reflection of the general phenomenon whereby additional
symmetries in spacetime are mirrored on the worldsheet.
There have been indications from several directions that the tensionless limit in
AdS is a topological string theory. For instance, this is the natural way in which
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one can reproduce correlators of a dual free CFT. Thus, in the proposed general
scheme of [53–55] to obtain the string worldsheet theory from the free CFT, one sees
signatures of localisation of correlators on the worldsheet [56–59], a property common
to topological string theories. In particular, a similar feature was also noticed in [44]
in their attempt to construct worldsheets dual to the symmetric orbifold CFT. It
will be very interesting to connect our worldsheet description with these approaches
that start from the field theory.
As remarked at several places, we see independent signatures of an underlying
topological string description of our worldsheet theory. We have only short represen-
tations of the worldsheet CFT contributing and as a result there are no net string
oscillator degrees of freedom in the AdS3 × S3 directions after including the ghost
contributions (see eq. (5.4) which has only the zero mode contributions in these di-
rections). Yet another indication comes from the worldsheet partition function of
the psu(1, 1|2)1 theory which is formally a sum of contact terms — see eq. (4.27).
This kind of localisation to maps which are holomorphic from the worldsheet to the
boundary spacetime torus is seen in A-model topological string theories [60]. It will
be interesting to relate our worldsheet description to proposals made by Berkovits
et.al. for an A-model topological string dual for the free N = 4 Super Yang-Mills
theory [61–64] (see also [65] for the AdS4 case). These works are similar in spirit to
the present case in that they start from the corresponding supercoset sigma models.
We also note the topological sector of AdS3 superstring theory studied in [66, 67]
though their specific proposal, based on the RNS formalism, appears to be for k ≥ 2.
Other directions also open up through having a worldsheet dual to the spacetime
CFT. These include the possibility of much more refined tests of the AdS/CFT
correspondence in this background, going beyond tree level in string coupling. One
should also be able to study specific marginal perturbations away from the free theory
and study their possible integrability, thus connecting with the growing literature of
integrable spin chain descriptions for this system — see the recent works [68–70] and
references therein. Finally, studying the effect of the specific marginal perturbation
which corresponds to the blowup mode of the symmetric orbifold can shed light on
the stringy higgsing of the higher spin symmetries — see [71] for a study from the
orbifold CFT point of view.
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A Representations of SL(2,R)
In this appendix we describe the representations of (the universal cover of) SL(2,R)
that are relevant for the description of the Maldacena & Ooguri theory [1]. We begin
by reviewing the ‘usual’ construction of unitary representations of SL(2,R), see e.g.
[28].
A.1 Representations of SU(1, 1)
The unitary representations of SL(2,R) are most easily constructed in terms of the
group SU(1, 1), which is isomorphic to SL(2,R). The group SU(1, 1) consists of the
complex 2× 2 matrices of the form
D =
(
a b
b¯ a¯
)
(A.1)
with |a|2 − |b|2 = 1. These matrices have a natural action on the unit disc |z| ≤ 1
via
z 7→ γD(z) = az + b
b¯z + a¯
, (A.2)
which in particular maps the unit circle, |z| = 1, to itself. The irreducible unitary
(continuous) representations of SU(1, 1) can be constructed on the Hilbert space
L2j,λ(S
1) =
{
f : S1 → C | f(φ+ 2pi) = e−2pii(j+λ)f(φ)} , (A.3)
where the action of a group element D ∈ SU(1, 1) is defined via
(D · f)(z) = (γ−1D )′(z)j f(γ−1D (z)) , (A.4)
and γD(z) is given in (A.2). (Here we identify S
1 with the set |z| = 1, and write
z = eiφ.) We have denoted the spin by j (or equivalently the quadratic Casimir by
C = −j(j − 1)).
It is not difficult to show that the whole group SU(1, 1) acts on L2j,λ(S
1). There
is a natural set of basis functions fm(φ), m ∈ Z+ λ, of L2j,λ(S1), given by
fm(φ) = e
−i(j+m)φ , (A.5)
and on them the Lie algebra generator
Λ0 =
i
2
(
1 0
0 −1
)
∈ su(1, 1) (A.6)
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acts diagonally with eigenvalue
(Λ0 · fm)(φ) = im fm(φ) . (A.7)
Note that Λ0 generates the compact Cartan torus U(1) ⊂ SU(1, 1). Depending on
the value of j and λ, these representations therefore define the usual continuous and
discrete representations of SU(1, 1).
A.2 Representations of SL(2,R)
On the other hand, the Lie group SL(2,R) consists of the real 2× 2 matrices
M =
(
a b
c d
)
, ad− bc = 1 . (A.8)
This group acts naturally on the upper half-plane via
τ 7→ γM(τ) = aτ + b
cτ + d
, (A.9)
and it fixes the real line τ ∈ R. Its Lie algebra is generated by the elements L0, L±1
with
L0 =
1
2
(
1 0
0 −1
)
, L−1 =
(
0 1
0 0
)
, L1 =
(
0 0
−1 0
)
, (A.10)
that satisfy the Lie algebra
[Lm, Ln] = (m− n)Lm+n , m, n = −1, 0, 1 . (A.11)
Note that the Cartan torus corresponding to L0 is, in this case, the noncompact
subgroup of diagonal matrices of SL(2,R).
The Lie group SL(2,R) is isomorphic to SU(1, 1): the isomorphism is achieved
by the Cayley transform that maps the upper half-plane to the unit disc,
C =
e−
ipi
4√
2
(
1 −i
1 i
)
, c(τ) = z =
τ − i
τ + i
. (A.12)
Indeed, for any M ∈ SL(2,R),
D = CM C−1 ∈ SU(1, 1) . (A.13)
As a consequence, any irreducible unitary representation of SU(1, 1) gives rise to such
a representation of SL(2,R), and vice versa. Under this isomorphism, the generator
Λ0 that acts diagonally on the unitary representations of SU(1, 1) becomes
L′0 = C
−1 Λ0C =
1
2
(
L−1 + L1
)
. (A.14)
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In the analysis of [1] J30 is taken to be the (compact) L
′
0 generator of the WZW
algebra sl(2,R) (which acts diagonally on the standard representations of sl(2,R)).
However, from the viewpoint of the spacetime theory, J30 is identified with the (non-
compact) Mo¨bius generator L0 (rather than L
′
0) of the dual CFT. This has important
consequences since the corresponding representations are not isomorphic as represen-
tations of SL(2,R). This is a consequence of the fact that L0 and L
′
0 are not conjugate
to one another in SL(2,R), but only in SL(2,C).
In order to understand the structure of the representations for which L0 acts
diagonally, we consider the vector space of functions
H = {f : R→ C} , (A.15)
on which M ∈ SL(2,R) acts via
(M · f)(x) = (γ−1M )′(x)j f(γ−1M (x)) , (A.16)
where
γM(x) =
ax+ b
cx+ d
, for M =
(
a b
c d
)
∈ SL(2,R) . (A.17)
In this representation the Lie algebra generators Lm of sl(2,R) are the differential
operators
L1 = − ∂
∂x
, L0 = −x ∂
∂x
− j , L−1 = −x2 ∂
∂x
− 2jx , (A.18)
and the Casimir equals C = −j(j−1). The Lie algebra generators act on the subspace
of functions that is generated by
gm(x) = x
−j−m , m ∈ Z+ λ , (A.19)
where L0 acts diagonally with eigenvalue
(L0 · gm)(x) = mgm(x) . (A.20)
For generic λ, the Lie algebra generators map the different gm(x) into one another,
and hence realise a representation of the Lie algebra that is isomorphic to the usual
continuous representation Cjλ. On the other hand, for λ = −j, we can restrict to the
subspace of functions with m + j ∈ Z≤0 which leads to D−j , while for λ = j we get
D+j from the functions with m− j ∈ Z≥0.
However, unlike the situation described above in the context of SU(1, 1), this
realisation does not actually lead to the corresponding representation of the Lie
group SL(2,R). Indeed, for the inversion element of SL(2,R),
Minv =
(
0 1
−1 0
)
, γMinv(x) = −
1
x
, (A.21)
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we find
(Minv · gm)(x) = e−pii(j+m)x−j+m , (A.22)
which cannot (in general, i.e. if λ 6∈ 1
2
Z) be written in terms of the gm(x) functions.
(Similarly, the discrete representations D±j do not define a representation of the
Lie group by themselves, but the inversion element of SL(2,R) maps D+j to D
−
j ,
and vice versa.) Other group elements in SL(2,R) (in particular, translations) map
gm(x) also to functions that have branch-cuts originating from other points x 6= 0
on the real line. While one can formally write these functions in terms of Laurent
polynomials around x = 0, the more natural way to describe the space on which
(the universal covering group of) SL(2,R) acts, is as the full space (A.15), with the
action being given by (A.16). This is then the so-called x-basis of [1].16 In particular,
the representation of this SL(2,R) incorporates all representations of sl(2,R) with
a given value of j (and hence of the Casimir C = −j(j − 1)), but with all values of
λ, including the two discrete representations D+j and D
−
j , see also [72] for a related
observation. This observation plays an important role in Section 6.
B The short representation of psu(1, 1|2)
In this appendix we describe the short representation described by (3.14) explicitly.
We label the states as
|m, ↑, 0〉 , |m, ↓, 0〉 ∈ (C
1
2
λ ,2) (B.1)
|m, 0, ↑〉 ∈ (C0
λ+ 1
2
,1) , |m, 0, ↓〉 ∈ (C1
λ+ 1
2
,1) . (B.2)
Thus m ∈ Z + λ in the first line, while m ∈ Z + λ + 1
2
for the states in the
second line. In each case the third entry keeps track of the quantum numbers with
respect to the outer automorphism su(2). In particular, the two states in the second
line transform actually in a doublet under the outer automophism.17 The bosonic
subalgebra sl(2,R)⊕su(2) acts on these states according to the representation theory
we described in Subsection 3.1 and the usual representation theory of su(2). In our
conventions, this takes the form
J30 |m, l, 0〉 = m|m, l, 0〉 , J30 |m, 0, l〉 = m|m, 0, l〉 , (B.3a)
J+0 |m, l, 0〉 = |m+ 1, l, 0〉 , J+0 |m, 0, l〉 = |m+ 1, 0, l〉 , (B.3b)
J−0 |m, l, 0〉 =
(
m− 1
2
)2|m− 1, l, 0〉 , J−0 |m, 0, l〉 = m(m− 1)|m− 1, 0, l〉 , (B.3c)
K30 |m, ↑, 0〉 = 12 |m, ↑, 0〉 , K30 |m, ↓, 0〉 = −12 |m, ↓, 0〉 , (B.3d)
K+0 |m, ↓, 0〉 = |m, ↑, 0〉 , K−0 |m, ↑, 0〉 = |m, ↓, 0〉 . (B.3e)
16Incidentally, the fact that both D+j and D
−
j appear in this basis was also already noticed there.
17Note that C0λ+1/2
∼= C1λ+1/2 since both have the same Casimir C = 0. On the other hand, the
Casimir of the representation C
1/2
λ equals C = 14 .
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Here, by l we mean either of the two states corresponding to ↑ or ↓. On the other
hand, the 8 supercharges act as
S−−−0 |m, ↑, 0〉 = −
(
m− 1
2
)|m− 1
2
, 0, ↓〉 , S+−−0 |m, ↑, 0〉 = |m+ 12 , 0, ↓〉 , (B.3f)
S−−−0 |m, 0, ↑〉 = m|m− 12 , ↓, 0〉 , S+−−0 |m, 0, ↑〉 = −|m+ 12 , ↓, 0〉 , (B.3g)
S−−+0 |m, ↑, 0〉 = −
(
m− 1
2
)|m− 1
2
, 0, ↑〉 , S+−+0 |m, ↑, 0〉 = |m+ 12 , 0, ↑〉 , (B.3h)
S−−+0 |m, 0, ↓〉 = −m|m− 12 , ↓, 0〉 , S+−+0 |m, 0, ↓〉 = |m+ 12 , ↓, 0〉 , (B.3i)
S−+−0 |m, ↓, 0〉 =
(
m− 1
2
)|m− 1
2
, 0, ↓〉 , S++−0 |m, ↓, 0〉 = −|m+ 12 , 0, ↓〉 , (B.3j)
S−+−0 |m, 0, ↑〉 = m|m− 12 , ↑, 0〉 , S++−0 |m, 0, ↑〉 = −|m+ 12 , ↑, 0〉 , (B.3k)
S−++0 |m, ↓, 0〉 =
(
m− 1
2
)|m− 1
2
, 0, ↑〉 , S+++0 |m, ↓, 0〉 = −|m+ 12 , 0, ↑〉 , (B.3l)
S−++0 |m, 0, ↓〉 = −m|m− 12 , ↑, 0〉 , S+++0 |m, 0, ↓〉 = |m+ 12 , ↑, 0〉 , (B.3m)
while all other actions are zero. This characterises the representation completely. As
we have indicated in the main text, for λ = 1
2
, the states
|m, l, 0〉 , m ≥ 1
2
and |m, 0, l〉 , m ≥ 1 (B.4)
form an irreducible subrepresentation which is obtained from (3.14) upon replac-
ing C
1/2
1/2 by its subrepresentation D
1/2
+ , and C
1
1
∼= C01 by its subrepresentation D1+.
Similarly, the states
|m, l, 0〉 , m ≥ 1
2
and |m, 0, l〉 , m ≥ 0 (B.5)
form a slightly bigger indecomposable subrepresentation. The quotient of (B.5) by
(B.4) consists of the two states |0, 0, l〉, which is isomorphic to twice the trivial
representation.
C The free field representation of psu(1, 1|2)1
In this appendix we provide details about the free field realisation of psu(1, 1|2)1.
We begin by reviewing the free field realisation of sl(2,R)1/2 in terms of a pair of
symplectic bosons [36, 73].
C.1 The symplectic boson theory
We begin with a single pair of symplectic bosons ξm and ξ¯m, satisfying the commu-
tation relations
[ξm, ξ¯n] = δm,−n . (C.1)
It gives rise to an sl(2,R)1/2 affine algebra since we have
J3m = −12(ξξ¯)m , J+m = 12(ξξ)m , J−m = 12(ξ¯ξ¯)m . (C.2)
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Both ξm and ξ¯m are spin-
1
2
fields and possess therefore NS- and R-sector representa-
tions. The NS-sector highest weight representation is described by
ξr |0〉 = 0 , ξ¯r |0〉 = 0 , r ≥ 12 , (C.3)
and gives the vacuum representation of the theory, which we denote by K. On
the other hand, the R-sector representations of the symplectic boson pair have a
zero-mode representation on the states |m〉 with action
ξ0 |m〉 =
√
2 |m+ 1
2
〉 , ξ¯0 |m〉 =
√
2(m− 1
4
) |m− 1
2
〉 , (C.4)
so that, in terms of the sl(2,R) generators we have
J30 |m〉 = m |m〉 , Csl(2,R) |m〉 =
3
16
|m〉 . (C.5)
Thus the R-sector representations of the symplectic boson are labelled by λ ∈ R/1
2
Z,
describing the eigenvalues of J30 mod
1
2
Z; these representations are denoted by Eλ.
At λ = 1
4
, E1/4 becomes reducible, but indecomposable (as follows from the second
term in (C.4)). It is not separately part of the Hilbert space, but rather combines
together with other representations into an indecomposable representation S [36]. Its
structure is best described in terms of the so-called composition series, which takes
for S the form
S :
K
σ2(K)σ−2(K)
K
(C.6)
Here the bottom line is the irreducible vacuum representation K, and it forms a
proper subrepresentation of S. Since S is indecomposable, the complement of K
does not form another subrepresentation of S. However, the quotient space S/K
contains subrepresentations, namely the two irreducible representations described
by the middle line of S. Again, their complement is not another subrepresentation,
so one needs to quotient again by the representations in the middle line. The resulting
space is then the irreducible vacuum representation K appearing at the top of the
diagram. In this language, the direction of the arrows indicates the symplectic boson
action: symplectic bosons can map from top to bottom, but not back. The top
element of the composition series is called the “head”, whereas the bottom element
is called the “socle”.
The representation S is closely related to E1/4 since, on the level of the Grothen-
dieck ring, we have
E1/4 ∼ σ(K)⊕ σ−1(K) =⇒ S ∼ σ(E1/4)⊕ σ−1(E1/4) . (C.7)
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Here σ denotes the spectral flow of the symplectic boson theory which acts via
σ(ξr) = ξr− 1
2
, σ(ξ¯r) = ξ¯r+ 1
2
. (C.8)
The fusion rules of this theory were worked out in [36, eq. (5.8)],
Eλ × Eµ ∼=
{
σ(Eλ+µ+ 1
4
)⊕ σ−1(Eλ+µ+ 1
4
) , λ+ µ 6= 0 ,
S , λ+ µ = 0 ,
(C.9a)
Eλ × S ∼= σ2(Eλ)⊕ 2 · Eλ ⊕ σ−2(Eλ) , (C.9b)
S× S ∼= σ2(S)⊕ 2 · S⊕ σ−2(S) . (C.9c)
C.2 The explicit form of the free field representation
In order to describe the free field realisation of psu(1, 1|2)1 we combine together two
such pairs of symplectic bosons, together with 2 complex fermions. More explicitly,
let us denote the fermions by ψα, ψ¯α, and the symplectic bosons by ξα and ξ¯α with
α = ± and (anti)-commutation relations
{ψ¯αr , ψβs } = αβδr,−s , [ξ¯αr , ξβs ] = αβδr,−s . (C.10)
(Anti)-commutators of barred with barred oscillators vanish, and similarly for the
unbarred combinations. As is clear from the previous section, we can construct two
sl(2,R)1/2 algebras out of the symplectic bosons, which are explicitly given as
J
(+)3
m = −12(ξ+ξ¯−)m , J (−)3m = −12(ξ−ξ¯+)m ,
J
(+)+
m = 12(ξ
+ξ+)m , J
(−)+
m = 12(ξ¯
+ξ¯+)m ,
J
(+)−
m = 12(ξ¯
−ξ¯−)m , J
(−)+
m = 12(ξ
−ξ−)m .
(C.11)
We define the two spectral flow symmetries via
σ(+)(ξ+r ) = ξ
+
r− 1
2
, σ(−)(ξ¯+r ) = ξ¯
+
r− 1
2
, (C.12a)
σ(+)(ξ¯−r ) = ξ¯
−
r+ 1
2
, σ(−)(ξ−r ) = ξ
−
r+ 1
2
, (C.12b)
so that σ(+) only acts on ξ+ and ξ¯− (that appear in the J (+)a generators), while σ(−)
only acts on ξ− and ξ¯+. We also define their action on the fermions via
σ(+)(ψ+r ) = ψ
+
r+ 1
2
, σ(−)(ψ¯+r ) = ψ¯
+
r+ 1
2
, (C.13a)
σ(+)(ψ¯−r ) = ψ¯
−
r− 1
2
, σ(−)(ψ−r ) = ψ
−
r− 1
2
. (C.13b)
We now realise the u(1, 1|2)1 algebra via the combinations
J3m = −12(ξ+ξ¯−)m − 12(ξ−ξ¯+)m , K3m = −12(ψ+ψ¯−)m − 12(ψ−ψ¯+)m , (C.14a)
J±m = (ξ
±ξ¯±)m , K±m = ±(ψ±ψ¯±)m , (C.14b)
Sαβ+m = (ψ
β ξ¯α)m , S
αβ−
m = −(ξαψ¯β)m , (C.14c)
Um = −12(ξ+ξ¯−)m + 12(ξ−ξ¯+)m , Vm = −12(ψ+ψ¯−)m + 12(ψ−ψ¯+)m . (C.14d)
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Here the generators Jam define sl(2,R)1, but they are not just the direct sums of the
J
(±)a
m generators from (C.11). It is convenient to define the two linear combinations
Zm = Um + Vm and Ym = Um − Vm . (C.15)
Then the modes Jam, K
a
m and S
αβγ
m satisfy (3.1a) – (3.1i) with k = 1, except that Zm
appears as a central extension in (3.1i),
{Sαβγm , Sµνρn } = kmαµβνγρδm+n,0 − βνγρcaσ αµa Jam+n
+ αµγρσ βνa K
a
m+n + 
αµβνδγ,−ρZm+n . (C.16)
Here δγ,−ρ denotes as usual the Kronecker delta. Jam, K
a
m, the supercharges S
αβγ
m and
the central extension Zm generate then the superalgebra su(1, 1|2)1. In particular,
Zm commutes with the modes of J
a
m, K
a
m, S
αβγ
m and its own modes. The remaining
commutators involving Ym are given by
[Ym, J
a
n] = 0 , [Ym, K
a
n] = 0 , [Ym, S
αβγ
n ] = −γSαβγ , (C.17)
[Ym, Yn] = 0 , [Ym, Zn] = −mδm+n,0 . (C.18)
From these commutation relations, we see that only the zero-charge sector of the
central extension Z lifts to representations of psu(1, 1|2)1. Furthermore, in order
to obtain complete psu(1, 1|2)1-representations, we have to sum over all charges of
u(1)Y , because the supercharges carry charge with respect to u(1)Y .
We should mention that the combination of spectral flow σ(+) ◦ (σ(−))−1 keeps
the bosonic generators Jam and K
a
m invariant. On the other hand, the spectral flow
σ of psu(1, 1|2)1 can be identified with
σ ≡ σ(+) ◦ σ(−) . (C.19)
Its action on the generators coincides with (4.6a) – (4.6e).
C.3 The fusion rules
The coset representations of (4.23) are labelled by
(σ(+)m(Eλ), σ
(−)n(Eµ); Y, Z) , m+ n ∈ 2Z , (C.20)
where the first entry σ(+)m(Eλ) denotes the representation of the pair of symplectic
bosons ξ+ and ξ¯−, while the second entry σ(−)n(Eµ) is a representation of the pair
of symplectic bosons ξ− and ξ¯+. The condition m + n ∈ 2Z imposes the constraint
that all four symplectic bosons are equally moded, see (C.12a) and (C.12b). Since
the supercharges are bilinear expressions of one symplectic boson and one fermion,
and since we require them to be integer-moded, the moding of the symplectic bosons
also fixes that of the fermions. Thus the fermions will be in the R sector if m is even,
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and in the NS sector if m is odd. In particular, this thereby fixes the representations
of the su(2)1 algebra. Finally, Y and Z denote the eigenvalues of Y0 and Z0.
We recall that Z0 is the central extension of psu(1, 1|2), while Y0 is the other
u(1)-charge extending su(1, 1|2) to u(1, 1|2). With these conventions, the symplectic
bosons and free fermions transform with respect to sl(2,R)⊕ su(2)⊕ u(1)Y ⊕ u(1)Z
as
symplectic bosons : (2,1)1,1 ⊕ (2,1)−1,−1 , (C.21)
fermions : (1,2)1,−1 ⊕ (1,2)−1,1 . (C.22)
We have explained above that for psu(1, 1|2)-representations we have to require Z to
vanish, but should sum over all possible charges of u(1)Y . Furthermore, we have the
selection rules that both Z and Y must satisfy
Z, Y ∈ 1
2
Z+ λ− µ . (C.23)
Since λ, µ ∈ R/1
2
Z, the condition Z = 0 allows us to choose, without loss of gener-
ality, λ = µ. We have the identifications
Fλ ∼=
⊕
Y ∈Z
(σm(Eλ
2
), σ−m(Eλ
2
); Y, 0) , (C.24a)
L ∼=
⊕
Y ∈Z
(σm(K), σ−m(K); Y, 0) , (C.24b)
where the spectral flow parameter m is arbitrary (and we have suppressed the indices
(±) on the spectral flows). Since the spectral flow (σw , σ−w) leaves the bosonic sub-
algebra of psu(1, 1|2)1-algebra invariant, (C.24a) and (C.24b) define indeed highest
weight representations. We can then readily compute the fusion rules: for λ+ µ 6= 0
we find from (C.9a)
(Eλ
2
, Eλ
2
; Y1, 0)⊗ (Eµ
2
, Eµ
2
; Y2, 0) ∼= (σ(Eλ+µ
2
+ 1
4
), σ(Eλ+µ
2
+ 1
4
); Y1 + Y2, 0)
⊕ (σ−1(Eλ+µ
2
+ 1
4
), σ−1(Eλ+µ
2
+ 1
4
); Y1 + Y2, 0)
⊕ (σ(Eλ+µ
2
+ 1
4
), σ−1(Eλ+µ
2
+ 1
4
); Y1 + Y2, 0)
⊕ (σ−1(Eλ+µ
2
+ 1
4
), σ(Eλ+µ
2
+ 1
4
); Y1 + Y2, 0) .
(C.25)
Summing over the Y -charge yields then the fusion rules for the psu(1, 1|2)1 represen-
tations
Fλ × Fµ ∼= σ(Fλ+µ+ 1
2
)⊕ 2 · Fλ+µ+ 1
2
⊕ σ−1(Fλ+µ+ 1
2
) , (C.26)
where the middle term arises from the last two lines in (C.25).
Let us also consider the exceptional case, where λ+ µ = 0. Then the symplectic
boson language predicts the appearance of the module (S, S;Y1 +Y2, 0). This module
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has a composition series of 16 terms. When summing over the Y -charge, we get by
definition the module T. Its composition series is (we have not specified how the
arrows act on the different summands that have non-trivial multiplicities)
T :
L
σ2(L)σ−2(L)
L
2σ(L)2σ−1(L)
2σ(L)2σ−1(L)
4L (C.27)
for the complete description, see Appendix D. In particular, because of (4.14), we
have in the Grothendieck ring
T ∼ σ(F 1
2
)⊕ 2 · F 1
2
⊕ σ−1(F 1
2
) . (C.28)
Next, we compute the fusion rules of Fλ with T. Because of (C.28), we expect that
only Fλ and spectrally flowed images can appear on the right hand side, and this
indeed follows from the symplectic boson fusion rules (C.9b), leading to
Fλ × T ∼= σ2(Fλ)⊕ 4 · σ(Fλ)⊕ 6 · Fλ ⊕ 4 · σ−1(Fλ)⊕ σ−2(Fλ) . (C.29)
Finally, the fusion of T with itself follows from (C.9c), and we find
T × T ∼= σ2(T)⊕ 4 · σ(T)⊕ 6 · T ⊕ 4 · σ−1(T)⊕ σ−2(T) . (C.30)
This reproduces (4.24a) – (4.24c).
C.4 The characters
We can also use the free field realisation to compute the character of psu(1, 1|2)1-
representations. For this, we recall that four free fermions in the R-sector have the
character
ϑ2
(
z+µ−ν
2
; τ
)
ϑ2
(
z−µ+ν
2
; τ
)
η(τ)2
=
ϑ2(z; 2τ)ϑ3(µ− ν; 2τ) + ϑ3(z; 2τ)ϑ2(µ− ν; 2τ)
η(τ)2
.
(C.31)
Our conventions regarding modular functions are collected in Appendix F. Here, we
have introduced the chemical potentials µ and ν, which are associated to Y and Z,
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respectively, while z is the chemical potential with respect to the su(2) algebra, see
eq. (C.22). The right hand side of the equation expresses the character in terms
of su(2)1 ⊕ su(2)1-characters, which separates the chemical potentials, see eq. (F.4).
Similarly, the character of the continuous representation of two pairs of symplectic
bosons (Eλ/2,Eλ/2) is given by∑
m,n∈ 1
2
Z+λ
2
xm+ne2pii(µ+ν)(m−n)
1
η(τ)4
=
( ∑
r∈Z+λ, s∈Z
+
∑
r∈Z+λ+ 1
2
, s∈Z+ 1
2
)
xre2pii(µ+ν)s
1
η(τ)4
, (C.32)
where t is the chemical potential of sl(2,R)1 and we have set x = e
2piit, see eq. (C.21).
The oscillator part of the character is uncharged, since any charge can be absorbed
into the zero-modes of the representation. (C.31) and (C.32) can be multiplied to
obtain the character of the numerator algebra in (4.23). It is then straightforward
to obtain the coset character of (Eλ/2,Eλ/2, Y, Z) by restricting to the respective
exponents of e2piiµ and e2piiν . In particular, we find for Z = 0
ch[(Eλ/2,Eλ/2, Y, 0)](t, z; τ) =
{
qY
2/4
∑
r∈Z+λ x
r ϑ2(z,2τ)
η(τ)4
Y even ,
qY
2/4
∑
r∈Z+λ+ 1
2
xr ϑ3(z,2τ)
η(τ)4
Y odd .
(C.33)
With the identification (C.24a), we finally deduce the character of the continuous
psu(1, 1|2)1-representations
ch[Fλ](t, z; τ) =
∑
r∈Z+λ
xr
ϑ3(2τ)ϑ2(z; 2τ)
η(τ)4
+
∑
r∈Z+λ+ 1
2
xr
ϑ2(2τ)ϑ3(z; 2τ)
η(τ)4
(C.34)
=
∑
r∈Z+λ
xr
ϑ3(t; 2τ)ϑ2(z; 2τ)
η(τ)4
+
∑
r∈Z+λ
xr
ϑ2(t; 2τ)ϑ3(z; 2τ)
η(τ)4
(C.35)
=
∑
r∈Z+λ
xr
ϑ2
(
t+z
2
; τ
)
ϑ2
(
t−z
2
; τ
)
η(τ)4
, (C.36)
where x = e2piit, and we have used that∑
n∈Z
qn
2
= ϑ3(2τ) ,
∑
n∈Z+ 1
2
qn
2
= ϑ2(2τ) . (C.37)
We have also used the identity (F.4). Thus, the character formally looks like 4
fermions in the (2,2) of sl(2,R)⊕ su(2) together with two free bosons and the zero-
modes from the continuous representation.
The spectrally flowed character can be obtained from this by following the rules
(4.6a) – (4.6e) and (4.7). This gives
ch[σw(Fλ)](t, z; τ) = q
w2
2
∑
r∈Z+λ
xrq−rw
ϑ2
(
t+z
2
; τ
)
ϑ2
(
t−z
2
; τ
)
η(τ)4
. (C.38)
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C.5 Modular properties
We now calculate the modular behaviour of the characters (C.38). We stress that
we are treating the character as a formal object and not as a meromorphic function.
Hence the following manipulations will be somewhat formal. Our calculations are
inspired by [1, 74]. To obtain good modular properties, we include a (−1)F into
the character — the new characters will be denoted by c˜h — which corresponds to
the replacement ϑ2 −→ ϑ1 in (C.38). We first note that we can write (recall that
x = e2piit and q = e2piiτ )
c˜h[σw(Fλ)](t, z; τ) = q
w2
2 e2pii(t−wτ)λ
∑
r∈Z
e2pii(t−wτ)r
ϑ1
(
t+z
2
; τ
)
ϑ1
(
t−z
2
; τ
)
η(τ)4
(C.39)
= q
w2
2 e2pii(t−wτ)λ
∑
m∈Z
δ(t− wτ −m) ϑ1
(
t+z
2
; τ
)
ϑ1
(
t−z
2
; τ
)
η(τ)4
(C.40)
= q
w2
2
∑
m∈Z
e2piimλδ(t− wτ −m) ϑ1
(
t+z
2
; τ
)
ϑ1
(
t−z
2
; τ
)
η(τ)4
. (C.41)
With this at hand, it is straightforward to compute the S-modular transformation of
the characters from
c˜h[σw(Fλ)](t, z; τ)→ e pii2τ (t2−z2)c˜h[σw(Fλ)]
(
t
τ
, z
τ
;− 1
τ
)
(C.42)
=
e
pii
τ
(t2−w2)
iτ
∑
m∈Z
e2piimλδ
(
t+w−mτ
τ
)ϑ1( t+z2 ; τ)ϑ1( t−z2 ; τ)
η(τ)4
(C.43)
=− i sgn(Re(τ))
∑
m∈Z
q
m2
2 e2piimλδ(t+ w −mτ)
× ϑ1
(
t+z
2
; τ
)
ϑ1
(
t−z
2
; τ
)
η(τ)4
. (C.44)
Here the prefactor e
pii
2τ
(t2−z2) comes from the general transformation property of weak
Jacobi forms of index 1 and −1, respectively, see e.g. [75], and we have used (F.5).
In the final step we have also set t = mτ − w (because of the δ function), and used
that both m and w are integers. Finally, we have inserted the formal identity
δ
(
x
τ
)
= τ sgn(Re(τ)) δ(x) , (C.45)
which follows by writing
δ(x) = lim
ε→0
1√
2piε
e−
x2
2ε . (C.46)
By definition, we put the branch cut of the square root on the imaginary axis, which
is the reason for the jump in (C.45) at this point. Of course, other choices for the
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branch cut give in the end the same physical result.18 In particular, the sign cancels
out once we combine the left-movers with the right-movers.
The expression (C.44) can now be written as∑
w′∈Z
∫ 1
0
dλ′ S(w,λ),(w′,λ′) c˜h[σw
′
(Fλ′)](t, z; τ) , (C.47)
with
S(w,λ),(w′,λ′) = −i sgn(Re(τ)) e2pii(w′λ+wλ′) . (C.48)
Thus, we have derived the formal S-matrix of the S-modular transformation, see
eq. (4.28). As in [74], it is not entirely independent of τ . This dependence cancels
out in every physical calculation. The S-matrix is (formally) unitary since∑
w′′∈Z
∫ 1
0
dλ′′ S†(w,λ),(w′′,λ′′)S(w′′,λ′′),(w′,λ′) =
∑
w′′∈Z
∫ 1
0
dλ′′ e2pii(w
′′λ′+w′λ′′−wλ′′−w′′λ) (C.49)
= δw,w′
∑
w′′∈Z
e2pii(w
′′λ′−w′′λ) (C.50)
= δw,w′ δ(λ− λ′ mod 1) . (C.51)
Moreover, it is clearly symmetric. These properties suffice to deduce that the com-
bination (4.25) is indeed modular invariant.
C.6 The Verlinde formula
We now use the formal S-matrix to derive the typical fusion rules a third time by
using a continuum version of the Verlinde formula. For this, we also need the S-
matrix element of the vacuum with a continuous representation. To this end, we
notice that on the level of the Grothendieck ring
σ(F1/2) ∼ L⊕ 2 · σ(L)⊕ σ2(L) . (C.52)
Using this identification repeatedly, one proves by induction
ch[L] =
n∑
m=1
(−1)m+1m ch[σm(F1/2)]
+ (−1)n(n+ 1) ch[σn(L)] + (−1)nn ch[σn+1(L)] (C.53)
for any n. Thus by taking n→∞ we conclude
ch[L] =
∞∑
m=0
(−1)m+1m ch[σm(F1/2)] . (C.54)
18In particular, our formula differs from [74]. We feel that the holomorphic prescription we are
using is more adequate, since in particular no τ¯ should appear in the S-modular transformation of
(formally) holomorphic characters.
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We can then calculate the S-matrix element
Svac,(w,λ) =
∞∑
m=0
(−1)m+1mS(m, 1
2
),(w,λ) = (−1)w
−i sgn(Re(τ))(
eipiλ + e−ipiλ
)2 . (C.55)
Finally, we use the Verlinde formula to calculate the fusion rules:
N (w3,λ3)(w1,λ1)(w2,λ2) =
∑
w∈Z
∫ 1
0
dλ
S(w1,λ1)(w,λ)S(w2,λ2)(w,λ)S
∗
(w3,λ3)(w,λ)
Svac,(w,λ)
(C.56)
=
∑
w∈Z
∫ 1
0
dλ e2pii((w1+w2−w3)λ+w(λ1+λ2−λ3))(−1)w(epiiλ + e−piiλ)2 (C.57)
=
(
δw3,w1+w2−1 + 2δw3,w1+w2 + δw3,w1+w2+1
)
δ
(
λ3 = λ1 + λ2 +
1
2
)
.
(C.58)
This reproduces (4.17).
D The indecomposable module T
In this appendix, we discuss the indecomposable module T that appears in the fusion
rules (4.24a) – (4.24c) in some more detail. In particular, we discuss how it modifies
the structure of the Hilbert space. The composition diagram of T was given in (C.27).
In a refined version of (4.25), we should not include F1/2 in the Hilbert space,
but rather T. Thus, the naive ansatz for the Hilbert space would be
Hnaive ∼=
⊕
w∈Z
(
σw(T)⊗ σw(T)⊕
∫
[0,1)\{ 1
2
}
⊕ dλ σw(Fλ)⊗ σw(Fλ)) . (D.1)
We refer to the first summand as the atypical Hilbert space Hnaiveatyp , and the second
term as the typical Hilbert space Htyp. While this contains now only modules which
close under fusion, there are two problems with this proposal. First, locality requires
that L0 − L¯0 acts diagonalisably, since otherwise the complete correlation functions
would be multi-valued. In addition, (D.1) does not agree with (4.25) on the level of
the Grothendieck ring, and hence would not be modular invariant. As explained in
[76, 77], the true Hilbert space is obtained by quotienting out an ideal I ⊂ Hnaiveatyp
from Hnaiveatyp .
There is a very natural way of defining this ideal [25]. For this, let us describe the
module T a bit more conceptually. T has 16 terms in its composition series, which we
shall denote by (ε1, ε2, ε3, ε4) for εi ∈ {0, 1}. The first line of the composition series
(C.27) corresponds to (0, 0, 0, 0), the second line to (ε1, ε2, ε3, ε4) with
∑
i εi = 1, the
third line to (ε1, ε2, ε3, ε4) with
∑
i εi = 2, etc. (ε1, ε2, ε3, ε4) will correspond to a
term σ−ε1−ε2+ε3+ε4(L) in the composition series (C.27). It is useful to introduce a
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σ−1(T)
σ−1(L)
σ(L)σ−3(L)
σ−1(L)
2L2σ−2(L)
2L2σ−2(L)
4σ−1(L)
T
L
σ2(L)σ−2(L)
L
2σ(L)2σ−1(L)
2σ(L)2σ−1(L)
4L
σ(T)
σ(L)
σ3(L)σ−1(L)
σ(L)
2σ2(L)2L
2σ2(L)2L
4σ(L)
s+±1s
−
±1
Figure 1. The definition of the maps s±(i).
Z-grading of the terms in the composition series to lift the degeneracy of the various
modules, see [25]; it takes the form
grad(ε1, ε2, ε3, ε4) = −ε1 + ε2 − ε3 + ε4 . (D.2)
Furthermore, we note that there is an arrow in the composition series (C.27) from
(ε1, ε2, ε3, ε4) to (ε
′
1, ε
′
2, ε
′
3, ε
′
4) if ε
′
i = εi + 1 for exactly one i and ε
′
j = εj for all
remaining j 6= i.19 We can define the intertwiner maps
s±ρ : σ
w(T)→ σw±1(T) , (D.3)
where ρ ∈ {−1, 1} denotes the grade of the map, by
s+−1σ
w(ε1, ε2, ε3, ε4) = σ
w+1(ε1 + 1, ε2, ε3, ε4) , (D.4a)
s++1σ
w(ε1, ε2, ε3, ε4) = σ
w+1(ε1, ε2 + 1, ε3, ε4) , (D.4b)
s−−1σ
w(ε1, ε2, ε3, ε4) = σ
w−1(ε1, ε2, ε3 + 1, ε4) , (D.4c)
s−+1σ
w(ε1, ε2, ε3, ε4) = σ
w−1(ε1, ε2, ε3, ε4 + 1) . (D.4d)
By definition, the right hand side is zero if one of its argument is bigger than one.
These maps preserve the grading, and we have given a graphical representation in
Figure 1. In fact, they generate the long exact sequences
σw−1(T) σw(T) σw+1(T) σw+2(T)
s+ρ s
+
ρ s
+
ρ
s−ρs
−
ρs
−
ρ
· · · · · · (D.5)
19Geometrically, this corresponds to drawing a 4-dimensional hypercube, where the modules sit
on the vertices and the arrows represent the edges. They are given by all possible shortest paths
from one vertex to the opposite vertex.
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We stress that the maps are intertwiners, i.e. morphisms of psu(1, 1|2)1 modules.
With this at hand, we define the ideal I as the ideal generated by I±ρ with
I±ρ ≡
⊕
w∈Z
(
s±ρ ⊗ 1− 1⊗ s∓−ρ
)(
σw(T)⊗ σw±1(T)) . (D.6)
Then the Hilbert spaces becomes
H ≡ Hatyp ⊕Htyp , with Hatyp ≡ Hnaiveatyp /I . (D.7)
Hence we have the equivalence relations
σw(ε1 + 1, ε2, ε3, ε4; ε¯1, ε¯2, ε¯3, ε¯4) ∼ σw−1(ε1, ε2, ε3, ε4; ε¯1, ε¯2, ε¯3, ε¯4 + 1) , (D.8a)
σw(ε1, ε2 + 1, ε3, ε4; ε¯1, ε¯2, ε¯3, ε¯4) ∼ σw−1(ε1, ε2, ε3, ε4; ε¯1, ε¯2, ε¯3 + 1, ε¯4) , (D.8b)
σw(ε1, ε2, ε3 + 1, ε4; ε¯1, ε¯2, ε¯3, ε¯4) ∼ σw+1(ε1, ε2, ε3, ε4; ε¯1, ε¯2 + 1, ε¯3, ε¯4) , (D.8c)
σw(ε1, ε2, ε3, ε4 + 1; ε¯1, ε¯2, ε¯3, ε¯4) ∼ σw+1(ε1, ε2, ε3, ε4; ε¯1 + 1, ε¯2, ε¯3, ε¯4) , (D.8d)
where we have included the right-moving modules in a hopefully obvious way. In
particular, these relations imply that the following modules are null:
σw(1, ε2, ε3, ε4; ε¯1, ε¯2, ε¯3, 1) ∼ σw(ε1, 1, ε3, ε4; ε¯1, ε¯2, 1, ε¯4) (D.9)
∼ σw(ε1, ε2, 1, ε4; ε¯1, 1, ε¯3, ε4) ∼ σw(ε1, ε2, ε3, 1; 1, ε¯2, ε¯3, ε¯4) ∼ 0 . (D.10)
Thus, out of the 256 terms in the composition series of T× T, 175 are set to zero. If
ε1 = 0 and ε¯4 = 1 or vice versa, (D.8a) tells us that the values of ε1 and ε¯4 can be
interchanged, if we compensate in the spectral flow,
σw(1, ε2, ε3, ε4; ε¯1, ε¯2, ε¯3, 0) ∼ σw−1(0, ε2, ε3, ε4; ε¯1, ε¯2, ε¯3, 1) . (D.11)
Hence, we can choose a representative by fixing either ε1 = 0 or ε¯4 = 0. An analogous
statement holds for the other pairs of indices from (D.8b)–(D.8d). In total, the ‘gauge
freedom’ is fixed by setting either εi = 0 or ε¯5−i = 0 for i = 1, . . . , 4.
To see the structure of the resulting representation of psu(1, 1|2)1 × psu(1, 1|2)1
most clearly, we first fix the representatives such that ε¯i = 0 for i = 1, . . . , 4. Thus,
equivalence classes will be labelled by [σw(ε1, ε2, ε3, ε4)]. The left-moving action acts
on these equivalence classes in the obvious way. There is an arrow for the right-
moving action
[σw(ε1, ε2, ε3, ε4)] −→ [σw′(ε′1, ε′2, ε′3, ε′4)] (D.12)
if ε′i = εi + 1 for some i and ε
′
j = εj for the other j 6= i. Moreover, w′ = w + 1 for
i ∈ {1, 2} and w′ = w − 1 for i ∈ {3, 4}. Obviously, we can also choose εi = 0 for
i = 1, . . . , 4, and obtain the same structure with the roles of left- and right-movers
interchanged. Thus, the structure of the atypical Hilbert space is
Hatyp ∼=
⊕
w∈Z
σw(T)⊗ σw(L) and Hatyp ∼=
⊕
w∈Z
σw(L)⊗ σw(T) (D.13)
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with respect to the left (right) action of psu(1, 1|2)1. The module σw(L) appearing
here is always the head of the module σw(T).
To investigate the structure of physical states in string theory, it is more con-
venient to choose the gauge as ε2 = ε4 = ε¯2 = ε¯4 = 0. Then equivalence classes of
terms are labelled by [σw(ε1, ε3; ε¯1, ε¯3)]. Then the structure is of the form
σw(L)
σw−1(L) σw+1(L)
σw(L)
⊗
σw(L)
σw−1(L) σw+1(L)
σw(L)
, (D.14)
where we drew only the ‘obvious’ arrows of the psu(1, 1|2)1 × psu(1, 1|2)1 action.
Since on the level of the Grothendieck ring, F1/2 ∼ σ−1(L)⊕ 2L⊕ σ(L), this equals
σw(F1/2)⊗ σw(F1/2) in the Grothendieck ring. Thus, T becomes the moral analogue
of F1/2 and in particular the character analysis does not differ in the atypical case
from the typical case. Summarizing,
Hatyp ∼
⊕
w∈Z
σw(F1/2)⊗ σw(F1/2) , (D.15)
i.e. the quotient has removed the factor of 16 = 4 × 4 that was mentioned below
eq. (4.12). Thus the atypical contribution precisely fills the gaps of the typical con-
tribution in (D.1), so that in total we retrieve (4.25), which is modular invariant.
Finally, one may check that L0 − L¯0 now acts indeed diagonalisably, and thus cor-
relation functions are single-valued. The resulting Hilbert space therefore defines a
local consistent CFT.
E Physical states of the hybrid formalism for k ≥ 2
Let us spell out the arguments leading to (5.1) for k ≥ 2. The RNS character for
the continuous representation (without insertion of (−1)F) is obtained as follows.
We have the contributions from the bosonic pieces sl(2,R)k+2, su(2)k−2 and the T4
partition function. Combining them gives
Zbos(t, z; τ) =
∣∣∣∣∣ ∑
m∈Z+λ
xm
ch[Mk−2` ](z; τ)
η(τ)7
∣∣∣∣∣
2
ΘT4(τ) , (E.1)
where we have denoted the spin-` module of su(2)k−2 by Mk−2` . Imposing phys-
ical state conditions amounts to multiplying this by |η(τ)2|2, which removes two
neutral oscillators. Similarly, we obtain the fermionic contribution. Summing over
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spin structures and using the Jacobi abstruse identity (F.6) we find for the physical
contribution of the fermions
Z
(phys)
ferm (t, z; τ) =
∣∣∣∣ϑ2( z+t2 ; τ)2ϑ2( z−t2 ; τ)2η(τ)4
∣∣∣∣2 . (E.2)
Combining the two results, we thus obtain for the complete physical contribution
Z(phys)(t, z; τ) =
∣∣∣∣∣ ∑
m∈Z+λ
xm
ch[Mk−2` ](z; τ)ϑ2(
z+t
2
; τ)2ϑ2(
z−t
2
; τ)2
η(τ)9
∣∣∣∣∣
2
ΘT4(τ) (E.3)
=
∣∣∣∣∣ ∑
m∈Z+λ
xm
ch[Mk−2` ](z; τ)ϑ2(
z−t
2
; τ)ϑ2(
z+t
2
; τ)
η(τ)3
∣∣∣∣∣
2
ZRT4(z, t; τ) . (E.4)
Here we have inserted the partition function of T4 (in the R-sector with (−1)F inser-
tions, or alternatively the topologically twisted partition function).
Let us compare this to the hybrid formalism. The psu(1, 1|2)k-characters for
k ≥ 2 can be found in [27]. They are essentially based on the equivalence [11, 27, 30]
psu(1, 1|2)k ∼= sl(2,R)k+2 ⊕ su(2)k−2 ⊕ 8 topologically twisted fermions . (E.5)
Correspondingly, the continuous character contribution to the partition function
reads in the hybrid formalism
Z(t, z; τ) =
∣∣∣∣∣ ∑
m∈Z+λ
xm
ch[Mk−2` ](z; τ)ϑ2(
z−t
2
; τ)2ϑ2(
z+t
2
; τ)2
η(τ)7
∣∣∣∣∣
2
ZRT4(z, t; τ) . (E.6)
Comparing (E.6) and (E.4), we thus conclude that the ghost contribution in the
hybrid formalism amounts to (5.1). As it should be, this is independent of the
character we are considering and continues to hold also in the spectrally flowed
sectors.
Alternatively, one can deduce the result for the ghost contribution also directly
from the hybrid formalism. The ρ-ghost of the hybrid formalism together with a
pair of topologically twisted fermions can be ‘rebosonised’, meaning that these are
precisely the fields needed to bosonise a βγ-system with λ = 2. The contribution
of this βγ-system to the partition function can be computed and cancels another
pair of topologically twisted fermions. Thus, the ρ-ghost cancels in total two pairs
of topologically twisted fermions. The σ-ghost is the bosonised conformal ghost and
cancels as always two bosonic oscillators. This again reproduces (5.1).
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F Theta functions
We follow the notation of [78] and define the theta functions as
ϑ
[
α
β
]
(z; τ) ≡
∑
n∈Z
epii(n+α)
2τ+2pii(n+α)(z+β) (F.1)
= e2piiα(z+β)q
α2
2
∞∏
n=1
(
1− qn)(1 + qn+α− 12 e2pii(z+β))(1 + qn−α− 12 e−2pii(z+β)) .
(F.2)
The four Jacobi theta functions are the special cases
ϑ1 ≡ ϑ
[
1
2
1
2
]
, ϑ2 ≡ ϑ
[
1
2
0
]
, ϑ3 ≡ ϑ
[
0
0
]
, ϑ4 ≡ ϑ
[
0
1
2
]
. (F.3)
In particular, we have the identity
ϑ2
(
z+t
2
; τ)ϑ2
(
z−t
2
; τ
)
= ϑ2(z; 2τ)ϑ3(t; 2τ) + ϑ3(z; 2τ)ϑ2(z; 2τ) , (F.4)
which expresses the equivalence of four free fermions to su(2)1 ⊕ su(2)1.
We also make use of the behaviour under modular transformations, in particular
of ϑ1(z, τ) and η(τ),
ϑ1
(
z
τ
;−1
τ
)
= −i√−iτ epiiz
2
τ ϑ1(z; τ) , η
(
−1
τ
)
=
√−iτ η(τ) . (F.5)
Finally, we use the Jacobi abstruse identity in Appendix E
1
2
(
ϑ3(t; τ)ϑ3(z; τ)ϑ3(τ)
2 − ϑ4(t; τ)ϑ4(z; τ)ϑ4(τ)2 + ϑ2(t; τ)ϑ2(z; τ)ϑ2(τ)2
)
= ϑ2
(
t+z
2
; τ
)2
ϑ2
(
t−z
2
; τ
)2
. (F.6)
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