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Resumen. En este trabajo se hace una demostracio´n alternativa de los resul-
tados [5], donde se estudio´ la existencia de soluciones T -perio´dicas para una
familia de ecuaciones del tipo Lazer-Solimini con retraso dependiente del es-
tado. Las herramientas utilizadas en la demostracio´n son una combinacio´n de
cotas a priori y grado de coincidencia.
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Abstract. In this paper, an alternative proof of results in [5] is given; there,
the existence of T -periodic solutions of a family of Lazer-Solimini equations
with state-dependent delay is studied. The tools used in the proof are a com-
bination of a priori bounds and coincidence degree.
Key words and phrases. Lazer-Solimini equation, State-dependent delay, Coin-
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1. Introduccio´n
Las singularidades no lineales surgen de forma natural cuando se consideran
fuerzas gravitatorias o electromagne´ticas. Por ejemplo, si se considera un es-
pacio unidimensional, la ecuacio´n que describe el movimiento de una part´ıcula
con carga ele´ctrica bajo la influencia de un campo ele´ctrico generado por otra
part´ıcula con carga ele´ctrica situada en el origen y fuerza externa p es
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x′′ ± 1
xα
= p(t), α > 0. (1)
El signo + indica que las part´ıculas tienen cargas contrarias, mientras el
signo − indica que las part´ıculas tienen la misma carga. As´ı que en la ter-
minolog´ıa cla´sica, se dice que la ecuacio´n con el signo + (resp. −) tiene una
singularidad atractiva (resp. repulsiva). A menudo, simplemente se habla del
caso atractivo y repulsivo respectivamente.
Cuando α ≥ 1 en (1), se suele decir que se satisface la condicio´n de “fuerza
fuerte”, termino que fue introducido por Gordon [4]. Al definir el potencial
asociado como
G(x) =
∫ 1
x
1
sα
ds,
se dira´ que
1
xα
tiene una singularidad fuerte en cero si
l´ım
x→0+
G(x) = +∞.
En otro caso, cuando el l´ımite es finito, se dice que la singularidad es de´bil.
La naturaleza de la fuerza externa p(t) determina la dina´mica de la ecuacio´n.
Cuando p(t) es perio´dica, Lazer y Solimini en [7] encontraron condiciones nece-
sarias y suficientes para la existencia de soluciones perio´dicas para el caso atrac-
tivo. Si denotamos el valor medio de p por p =
1
T
∫ T
0
p(t) dt. Entonces despue´s
de integrar (1) sobre todo un per´ıodo se hace evidente que una condicio´n nece-
saria para la existencia de soluciones perio´dicas positivas (resp. negativas), en
el caso atractivo, es p > 0 (resp. p < 0). La suficiencia de la condicio´n se logra
usando cotas a priori y teor´ıa de grado. Mientras que para en el caso repulsivo,
Lazer y Solimini [7] construyeron un ejemplo donde el valor medio de p(t) es
negativo y sin embargo no existen soluciones perio´dicas cuando 0 < α < 1, es
decir, cuando la singularidad es de´bil. Ma´s adelante se presentara´ una condi-
cio´n suficiente que garantiza la existencia de soluciones perio´dicas en el caso
repulsivo con singularidad de´bil.
De otro lado, cuando se habla de las fuerzas gravitacionales, la introduccio´n
de los efectos relativistas tiene sentido. Una de las consecuencias conocidas de
la Relatividad Especial es que el estado dependiente tiene retrasos cuando
se consideran la evolucio´n temporal en sistemas donde interactu´an campos
ele´ctricos y magne´ticos con cargas en movimiento, ver [2, 10]. Motivados por
esta reflexio´n, proponemos el estudio de un ana´logo de las ecuaciones Lazer-
Solimini con retraso dependiente del estado
x′′ + g[x](t) = p(t), (2)
x′′ − g[x](t) = −p(t), (3)
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donde p ∈ C(R/TZ) y
g[x](t) ≡ g(x(t− τ(t, x(t)))),
siendo τ : R × R+ → R+ una funcio´n continua no negativa y T−perio´dica
en la primera variable. Finalmente, g : R+ → R+ es una funcio´n continua que
verifica las siguientes hipo´tesis
l´ım
x→+∞ g(x) = 0,
l´ım
x→0+
g(x) = +∞. (H1)
Nuestro intere´s se centra en las soluciones T -perio´dicas y positivas de (2)
y (3). As´ı que en el caso repulsivo (3), un signo menos se ha an˜adido a p por
conveniencia.
Los sistemas con retraso surgen en forma natural en una gran variedad de
aplicaciones. Por ejemplo, el estado dependiente de retraso juega un papel clave
en una gran variedad de modelos biolo´gicos y meca´nicos (ve´ase por ejemplo [11]
y la bibliograf´ıa consignada all´ı). Aunque las ecuaciones diferenciales escalares
de segundo orden con retrasos han sido consideradas en algunos art´ıculos re-
cientes (ve´ase, por ejemplo [3, 6, 8] so´lo por citar algunos de ellos), sin embargo,
hasta donde mi conocimiento lo permite, parece que [5] es la primera publica-
cio´n que incluye las singularidades en los sistemas con retraso.
Ahora se presentan condiciones suficientes para la existencia de soluciones
perio´dicas para las ecuaciones (2) y (3). El objetivo es proporcionar una de-
mostracio´n alternativa de los resultados presentados en [5] para ecuaciones con
retraso dependiente del estado.
Teorema 1. Supongamos que g satisface (H1) y
g(x) > p > 0 para cada x ≤ T‖p+‖1. (H2)
Entonces (2) (resp. (3)) tiene al menos una solucio´n T−perio´dica positiva.
En el caso atractivo, podemos probar un resultado diferente.
Teorema 2. Supongamos que g satisface (H1) y p > 0. Si p(t) esta acotada
superiormente y
l´ım sup
x→0+
τ(t, x) <
mı´n
{
v ∈ R+ : g(v) = ‖p+‖∞
}
‖p+‖1 , uniformemente en t, (H3)
entonces (2) tiene al menos una solucio´n T−perio´dica positiva.
Como se menciono en [5], parece hasta ahora que el teorema 1 es un resul-
tado nuevo incluso para la ecuacio´n sin retraso. Mientras que el teorema 2 es
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una generalizacio´n del resultado cla´sico de Lazer-Solimini, que se recupera al
tomar τ(t, x) ≡ 0. La novedad de la condicio´n (H2) es que sigue siendo va´lida
para cualquier retraso y tipo de singularidad, pues (H2) tiene que ver con la
fortaleza de la singularidad y garantiza la existencia de soluciones T -perio´dicas
en el caso repulsivo con singularidad de´bil. Por otro lado, (H3) esta´ relaciona-
da con el comportamiento del retraso cerca de la singularidad. Sin embargo,
podr´ıa tener algu´n intere´s desde el punto de vista de la F´ısica, ya que en la
Relatividad Especial el retraso esperado debe ser proporcional a la distancia
de la part´ıcula a la singularidad, que es del tipo τ(t, x) = x, lo que satisface
trivialmente (H3).
En adelante, se consideran los espacios de Banach X = C1
(
R/TZ
)
con
la norma habitual en C1 y Z = L1
(
R/TZ
)
con la norma L1. Dada f ∈ Z,
f+ = ma´x{f, 0} denota la parte positiva y f− = ma´x{−f, 0} la parte negativa
de f . As´ı que se pasa a hacer una breve descripcio´n de como se desarrollo´ el
art´ıculo. En el apartado 2 se presentan algunas cotas a priori para una familia
homoto´pica conveniente. Finalmente, en el apartado 3 se presenta una demos-
tracio´n alternativa de los resultados principales, ahora usando el teorema de
continuacio´n de Mawhin [9].
2. Cotas a priori
En esta seccio´n se muestran algunos lemas que sera´n usados en las demos-
traciones de los principales resultados. Se consideran las siguientes ecuaciones
homoto´picas
x′′ + λg[x](t) = λp(t), (4)
x′′ − λg[x](t) = −λp(t). (5)
El siguiente lema, debido a Lazer-Solimini [7], sera´ de gran utilidad.
Lema 3 ([7, Proposition 3.1]). Sea x ∈ X una funcio´n T−perio´dica tal que
x′′ ∈ Z. Entonces,
‖x′‖∞ ≤ ‖(x′′)±‖1.
Con este lema se puede encontrar una cota uniforme para x′ cuando x es
una solucio´n T−perio´dica de (2) o (3).
Lema 4. Si x es una solucio´n T−perio´dica de (4) o (5) y g satisface (H1)
entonces
‖x′‖∞ ≤ ‖p+‖1.
Demostracio´n. Sea x ∈ X una solucio´n T−perio´dica de (4). Entonces, por
el lema 3, se tiene que
‖x′‖∞ <
∥∥(x′′)+∥∥
1
=
∥∥λ(p(t)− g[x](t))+∥∥
1
≤ ‖λp+‖1 ≤ ‖p+‖1.
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La demostracio´n en el caso que x sea una solucio´n T−perio´dica de (5) es ana´lo-
go, teniendo en cuenta que ‖x′‖∞ ≤
∥∥(x′′)−∥∥
1
=
∥∥(−x′′)+∥∥
1
. X
Ahora se encuentran cotas superiores para soluciones T−perio´dicas de las
ecuaciones (4) o (5).
Lema 5. Supo´ngase que g satisface (H1) y p > 0. Entonces existe una cons-
tante positiva M que no depende de λ tal que
x(t) < M, para todo t,
para toda solucio´n T−perio´dica de (4) o (5).
Demostracio´n. Se denota con x una solucio´n T−perio´dica de (4) o (5). Inte-
grando a ambos lados de la ecuacio´n se obtiene
λ
∫ T
0
g[x](t) dt = λ
∫ T
0
p(t) dt.
= λTp.
Debido a la continuidad de las funciones involucradas, existe t1 ∈]0, T [ tal que
g[x](t1) = g
(
x
(
t1 − τ
(
t1, x(t1)
)))
= p.
Al definir t0,λ := t1 − τ
(
t1, x(t1)
)
y usar el lema 4, se obtiene
x(t)− x(t0,λ) =
∫ t
t0,λ
x′(s) ds ≤ T‖x′‖∞ ≤ T‖p+‖1,
para todo t ∈]t0,λ, t0,λ+T [. De otro lado, (H1) y p > 0 implican que el conjunto
{v ∈ R+ : g(v) = p} es acotado, cerrado y no vac´ıo, esto en consecuencia indica
que el conjunto anterior alcanza un ma´ximo, que se notara´ C∗. Entonces,
x(t) ≤ T‖p+‖1 + x(t0,λ) < T‖p+‖1 + C∗ + 1 =: M ;
es obvio que esta constante no depende de λ. X
Finalmente, se muestran unas cotas inferiores para soluciones T−perio´dicas
de (4) o (5).
Lema 6. Bajo las condiciones del teorema 1, existe ε1 > 0 que no depende de
λ ∈ [0, 1] tal que
x(t) > ε1, para todo t,
para toda solucio´n T−perio´dica de (4) o (5).
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Demostracio´n. Argumentando en forma similar como en el lema 5, se obtiene
x(t) =
∫ t
t0,λ
x′(s) ds+ x(t0,λ),
donde g
(
x(t0,λ)
)
= p. De las condiciones (H1) y (H2) se obtiene C∗ = mı´n
{
v ∈
R+ : g(v) = p
}
. Entonces aplicando el lema 4 una vez ma´s,
x(t) =
∫ t
t0,λ
x′(s) ds+ x(t0,λ) ≥ C∗ − T‖p+‖1 > C∗ − T‖p
+‖1
2
=: ε1 > 0. X
Lema 7. Bajo las condiciones del teorema 2, existe ε2 > 0 que no depende de
λ ∈ [0, 1] tal que
x(t) > ε2, para todo t,
para toda solucio´n T−perio´dica de (4).
Demostracio´n. Sea x una solucio´n T−perio´dica de (4) y supo´ngase que x(t0) =
mı´n
t∈[0,T ]
x(t). Entonces,
λg[x](t0) ≤ x′′(t0) + λg[x](t0) = λpλ(t0) ≤ ‖p+‖∞.
Ahora, al usar la hipo´tesis (H1) se obtiene
x
(
t0 − τ
(
t0, x(t0)
)) ≥ D∗ := mı´n{v ∈ R+ : g(v) = ‖p+‖∞} > 0. (6)
De un lado, si se llama ε˜ := D∗ − ‖p+‖1 l´ım sup
x→0+
τ(t, x), por la condicio´n (H3)
existe ε > 0 tal que
D∗ − ‖p+‖1τ(t, x) ≥ ε˜ > 0, para todo 0 < x ≤ ε. (7)
Ahora, usando el teorema del valor medio y el lema 4 se tiene
x
(
t0 − τ
(
t0, x(t0)
))− x(t0) ≤ x′(ζ)τ(t0, x(t0))
≤ ‖x′‖∞τ
(
t0, x(t0)
)
≤ ‖p+‖1τ
(
t0, x(t0)
)
.
De otro lado, usando (6) se tiene que
x(t0) ≥ x
(
t0 − τ
(
t0, x(t0)
))− ‖p+‖1τ(t0, x(t0))
≥ D∗ − ‖p+‖1τ
(
t0, x(t0)
)
> 0.
Bien, si x(t0) ≤ ε, combinando (7) con la desigualdad anterior, se obtiene
x(t0) ≥ ε˜. La demostracio´n se finaliza tomando
ε2 =
1
2
mı´n{ε, ε˜}. X
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3. Demostracio´n alternativa de los resultados principales
Primero se define el operador lineal
L : D(L)→ Z, L(x) := x′′.
donde D(L) := {x ∈ X : x′ es absolutamente continua en R}.
Se tiene que L es un operador de Fredholm de ı´ndice cero. Adema´s
kerL = {x ∈ X : x es una funcio´n constante} ∼= R,
ImL =
{
h ∈ Z :
∫ T
0
h(t) dt = 0
}
.
Si se define la proyeccio´n Q : Z → Z por
Q(y) := 1
T
∫ T
0
y(s) ds,
entonces Q satisface kerQ = ImL. Ahora se define el operador lineal
LP := L|D(L)∩kerP : D(L) ∩ kerP → ImL.
As´ı se tiene que LP es invertible y la inversa
L−1P : ImL → D(L) ∩ kerP
es continua y tal que
L−1P =
∫ T
0
G(t, s)y(s) ds,
donde
G(t, s) =

s(T − t)
T
, 0 ≤ s < t;
t(T − s)
T
, t ≤ s ≤ T.
El operador de NemitskiiN : X+ → Z,X+ = {x′ ∈ X : x(t) > 0 para todo t} ⊂
X, definido como
N (x) = g[x]− p(t).
En consecuencia, la existencia de una solucio´n T−perio´dica de (2) o (3) es
equivalente a resolver la ecuacio´n
L(x) +N (x) = 0 o´ L(x)−N (x) = 0,
respectivamente. La diferencia con respecto a los resultados presentados en
[5] es que en la demostracio´n no se usara´ el resultado de Capietto-Mawhin-
Zanolin [1] sino el teorema de continuacio´n de Mawhin o grado de coincidencia,
que se presenta a continuacio´n:
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Teorema 8 ([9]). Supo´ngase que X, Y son dos espacios de Banach y L :
D(L) ⊂ X → Y , es un operador de Fredholm de ı´ndice cero. Ma´s au´n, Ω ⊂ X
es un conjunto abierto y N : Ω → Z un operador L-compacto en Ω. Si las
condiciones:
(1) Lx+ λNx 6= 0, para todo (x, λ) ∈ [(D(L)upslope kerL) ∩ ∂Ω]×]0, 1[,
(2) Nx /∈ Im L para todo x ∈ kerL ∩ ∂Ω, y
(3) deg(QN |kerL,Ω ∩ kerL) 6= 0, donde Q : Z → Z es una proyeccio´n conti-
nua tal que kerQ = ImL
se satisfacen, entonces la ecuacio´n Lx + Nx = 0 tiene al menos una solucio´n
en D(L) ∩ Ω.
As´ı que los teoremas 1 y 2 estara´n demostrados si las condiciones 1, 2 y 3
del teorema 8 se satisfacen. Ahora se presenta la demostracio´n del teorema 1.
Demostracio´n de los teoremas 1 y 2. Sea Ω ⊂ X un conjunto acotado y
abierto definido por
Ω =
{
x ∈ X : ε1 < x(t) < M y ‖x′(t)‖∞ < M1, ∀t ∈ R
}
,
donde ε1, M son las constantes positivas que se fijaron en los lemas 5, 6 y
M1 := ‖p+‖1.
Por un lado tenemos que N es L-compacto, pues KPQN =L−1P (I − Q) es
compacto, QN es continua y QN (Ω) es un subconjunto acotado de Z. De
otro lado, la condicio´n 1 del teorema 8 se satisface gracias a los lemas 4, 5
y 6 junto con la definicio´n de Ω. Ahora si se define el conjunto Ω1 = {x ∈
X|x∈kerL,N (x) ∈ ImL} se tiene que todo x ∈ Ω1 es constante x ≡ c y g(c) =
p. Por consiguiente, Ω1 ⊂ Ω y la condicio´n 2 se cumple. De otro lado, x ≡
constante y positivo pertenece a kerL y
QN (x) = 1
T
∫ T
0
g[x]− 1
T
∫ T
0
p(t)dt = g(x)− p,
entonces usando la condicio´n (H2) se tiene que g(ε1)− p > 0 y g(M)− p < 0.
En consecuencia,
deg
(QN (x)|kerL,Ω ∩ kerL) = −1.
As´ı se tiene que la condicio´n 3 tambie´n se verifica. Por lo tanto, (2) tiene
al menos una solucio´n en Ω, que es una solucio´n T−perio´dica positiva. La
demostracio´n del resultado en el caso atractivo (2) es ana´loga, so´lo cambia el
signo del grado a 1. En forma ana´loga se demuestra el resultado obtenido en el
teorema 2. X
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