This study investigates the sources of bilateral real exchange rate (RER) volatility in industrial countries. Going beyond traditional macroeconomic determinants, we identify the role of both tradeand finance-related factors in explaining RER volatility at different time horizons. The results suggest that RER volatility tends to increase with financial openness and with transport costs but decrease with trade openness and with financial depth. Moreover, the time horizon matters. Financial factors (financial openness and financial depth) are found to influence RER volatility at primarily short horizons, while trade-related factors (trade openness and transport costs) contribute significantly also to RER volatility at much longer horizons. The relative importance of traditional macroeconomic fundamentals and these trade-and finance-related factors can vary considerably across horizons.
Introduction
A longstanding issue in international monetary economics is what determines real exchange rate (RER) variability. Volatile RER fluctuations are often attributed to significant monetary disturbances operating under nominal rigidities. However, traditional monetary models of exchange rates do not fare too well with the modern float data. Building on a pricing-to-market paradigm, new open economy macroeconomics models have gained popularity for explaining RER dynamics (witness the burgeoning literature surveyed by Lane, 2001 and Sarno, 2001 ). In addition to such non-monetary factors as government spending and productivity growth, Obstfeld and Rogoff (2000) and Hau (2002) highlight an important role of trade in explaining RER volatility. Greater trade flows may provide a channel that facilitates faster aggregate price adjustment to economic shocks. Changes in exchange rates are shown to depend not only on the size of economic shocks but also on the size of the tradables sector. For given volatilities of economic shocks, RER volatility would decrease with openness to trade.
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Direct evidence for the volatility-openness linkage has been limited thus far. In examining the volatility of three-year changes of effective RERs over the period 1980 -1998 , Hau (2002 finds that trade openness can explain a significant portion of the cross-country variation in RER volatility. Using panel analysis of cross-country data from 1974 , Calderón (2004 analyzes the volatility of one-year changes of effective RERs and reports also that greater trade openness reduces RER volatility. In both studies, the negative relation detected between trade openness and RER volatility is more evident in the data from only industrial countries than in the data from both developing and industrial countries. As Hau (2002) observes, it is not too surprising to find stronger results in the data from industrial countries alone than in the blended data. There is great dissimilarity in economic experience between developing and industrial countries and even among developing countries themselves. Indeed, some developing countries might have experienced such extreme situations as runaway inflation, political instability, and financial crises, which would confound the data and make it difficult to detect volatility-openness linkage.
In this study we examine the empirical determinants of bilateral RER volatility among industrial countries.
These countries comprise a relatively homogeneous group of economies with comparable growth experience. While a broad range of potential determinants are considered, special attention is given to the role of trade (trade openness and transport costs) and financial factors (financial openness and financial depth) in determining RER volatility. Changes in financial openness often take place in tandem with changes in trade openness. Lane and Milesi-Ferretti (2003) point out that greater financial openness can help reduce costs of trade-related financial services, thereby enhancing trade growth. Increasing openness to trade, in return, promotes capital flows by creating an economic environment conducive to foreign investment. Aizenman (2004) also notes that greater trade openness helps erode the 1 The predicted inverse relation between volatility and trade openness is in line with Mundell's (1961) optimal currency area hypothesis of a stabilizing effect of trade flows on RER fluctuations.
In the case of trade openness, Hau (2002) points out that the influence of tradables on aggregate price adjustment may be limited in the short run because of incomplete exchange rate pass-through. As a result, the linkage between RER volatility and trade openness is expected to be more significant over long than over short horizons. Lower transport costs, on the other hand, are known to decrease short-term RER volatility by reducing deviations from the law of one price (Engel and Rogers, 1996; Parsley and Wei, 2001) . A recent study by Bravo-Ortega and di Giovanni (2004) further suggests that lower trade costs would also decrease long-term RER volatility through two separate channels. Lower trade costs tend to expand the share of tradables in consumption over time. Lower trade costs may also induce more similar consumption baskets between countries, thus lessening their relative price variability in the long run. If such long-term effects prevail, there would be a positive relation between RER volatility and transport costs at long horizons, in addition to their expected linkage at short horizons.
New open economy macroeconomics models have not yet offered any clear predictions about the impact of financial openness on RER volatility. While greater financial openness may make an economy more prone to external shocks, it may also facilitate faster macroeconomic adjustment to disturbances in general. 3 Based on the early model of Obstfeld and Rogoff (1995) , Sutherland (1996) shows that the effects of financial openness on the short-term volatility of macroeconomic variables (including output, consumption, and exchange rates) can vary vastly depending on the nature of shocks. In addition to analyzing trade openness, the recent study by Calderón (2004) also explores the implications of financial openness for RER volatility. While finding RER volatility to have a significantly negative relation with trade openness, the study fails to uncover any systematic relation with financial openness.
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Two basic types of exchange rate measurements are bilateral and effective rates. Following most studies of purchasing power parity deviations, our analysis focuses on bilateral RER volatility. The bilateral approach is common in nominal exchange rate volatility analysis (Bayoumi and Eichengreen, 1998; Devereux and Lane, 2003) . Hitherto, the key evidence linking RER volatility to trade openness has been based on analysis of effective RERs (Hau, 2002; Calderón, 2004) . Constructed as a trade-weighted average of bilateral RERs, the effective RER is a useful aggregate measure of a country's competitiveness in multilateral trade. Since changes in bilateral RERs may partly offset one another through averaging, the effective RER measure tends to understate the observed bilateral RER volatility at the disaggregate level. To explain bilateral RER volatility thus presents a new challenging task. It is interesting to see whether the earlier finding of the volatility-openness linkage can be extended to bilateral
RERs. If a similar relation can be established for bilateral RERs, it will expand the existing evidence and further strengthen the empirical support for the stabilizing role of trade openness.
There is also a practical reason for us to adopt the bilateral approach. Analyzing bilateral RERs permits us to explore more fully the cross-country variation existed in the data. Data availability limits the number of industrial countries included in our analysis. For a sample of n countries, in general, there would be only n series of effective RERs plus their respective country data. In contrast, we would have n(n -1)/2 series of bilateral RERs and other economic data from corresponding country pairs. The bilateral data thus contain more information on cross-country variation that can be exploited in statistical analysis.
Models of RER determination are typically two-country models with a home country facing either a foreign country or the rest of the world (ROW). In analysis of effective exchange rates, the sources of RER volatility to be considered are often limited to economic changes in the home country with other changes in the empirical counterpart of the ROW ignored. In analysis of bilateral rates, the sources of RER volatility include economic changes in both the home and the foreign country.
This paper is organized as follows: Section 2 discusses a multiple-grid estimator for the volatility of changes over different time horizons. Section 3 reports the results from cross-country analysis and evaluates the relative importance of different factors in explaining bilateral RER volatility. Section 4 extends our analysis to explain nominal exchange rate volatility. Section 5 investigates additional issues concerning the exchange rate regime effect and the numeraire currency effect. Section 6 concludes.
An Efficient Multiple-Grid Estimator of Volatility
Empirically, volatility is often measured as the standard deviation of period-to-period changes in the relevant variable. To analyze volatility over multiple horizons, Zhang et al. (2005) recently explored the notion of data grids or subgrids. A data grid is a set of data points recorded at regular time intervals. The openness for current-account reversals. Other studies include Kose et al. (2003) , Prasad et al. (2003) , and Buch et al. (2005) , which investigate the impact of financial openness on output volatility.
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full grid (denoted by Ψ) contains all the data points available over the sample period. When data are sampled from Ψ less frequently, it generates different possible subgrids of data. Like the full grid, these subgrids also contain uniformly spaced data points, though with a longer sampling horizon. More formally, given a sampling frequency, the full grid can be partitioned into a number of disjoint subgrids:
where Ψ = {X t , t = 1, 2, 3, …, n}, h indicates the sampling horizon, and Ψ r is the rth data subgrid given by {X t , t = r, r + h, r + 2h, …, r + λ r h} with λ r being the integer part of (n -h -r)/h. Note that Ψ r has λ r + 1 data points. While the sample sizes of different data subgrids need not be equal, their total size should be the same as the size of the full grid so that
be the volatility of h-period changes of X t . In the simplest case of one-period volatility (i.e., of h = 1), we have Ψ 1 = Ψ and
where Var( ⋅ ) is the standard variance estimator. To estimate the volatility of longer-horizon changes, researchers may sample data more sparsely and look at non-overlapping sample data from only a subgrid of Ψ. In the general case of h-period volatility, data would be sequentially sampled at every hth observation (starting, say, with the first observation X 1 ) until the end of the sample period. Accordingly, the h-period volatility of the variable changes can be specified as follows:
where Ψ 1 = {X t , t = 1, 1 + h, 1 + 2h, …, 1 + λ 1 h} with λ 1 being the integer part of the (n -h -1)/h value.
There are two problems with the foregoing approach. First, there is no necessary reason why other available subgrids with different starting data points should not be used. The choice of which observation to include and which to drop seems arbitrary. This also raises questions about the potential bias of the volatility measure and its sensitivity with respect to the start date of the sample period. Second, Ψ 1 can be a very small subset of Ψ, especially when measuring long-horizon volatility. With a substantial portion of data being ignored, the multi-period volatility estimator in (3) is far from efficient.
In this study we use a new estimator of multi-period volatility based on a multiple-grid approach. The new volatility estimator fully utilizes the data information available, and it is more robust and more efficient than the conventional single-grid estimator. In a recent statistical study of realized volatility of asset returns, Zhang et al. (2005) point out the deficiency in the conventional volatility estimator and propose a more efficient method of volatility estimation with noisy data. Instead of using only a single, arbitrarily chosen subgrid of data, as the conventional method does, the new method includes all the data subgrids and is based on the average of the variances for all individual subgrids. The multiple-grid approach is shown to provide an unbiased and efficient estimator for multi-period volatility.
Following the multiple-grid approach of Zhang et al. (2005) , an efficient estimator for h-period volatility in terms of standard deviation is given by
Differing from the single-grid estimator, the multiple-grid estimator for the standard deviation of multiperiod changes makes full use of all the data information available. By utilizing the whole set of subgrids rather than just one single subgrid, the new estimator also averts the issue concerning any arbitrariness in data subgrid selection. As h increases, the Var estimate for each subgrid has a lesser degree of freedom but the overall estimation efficiency can still be maintained through averaging of more subgrid estimates.
Empirical Determinants of Bilateral RER Volatility
To understand what drives bilateral RER volatility across countries, we seek to identify its principal determinants based on data from a cross section of developed economies. In January 1999, all the currencies of the EU countries were completely fixed against the euro at irrevocable conversion rates. There would be no changes in the values of these currencies against one another, and their changes against non-EU currencies could take place only through the fluctuating euro value. National currencies then ceased to be legal tender in all EU member countries by the end of February 2002. deviation estimator, the volatility of RER changes over a range of time horizons (h = 1, 2, 4, 6, 8, 10, 12, 14, 16, 18 , and 20 quarters) is measured for each country pair.
We first evaluate the role of trade-related factors in explaining RER volatility, as in Hau (2002) . This allows a direct comparison of our results with previous results. Financial factors will be added to the model subsequently. The sequential modeling strategy helps illustrate the robustness of the estimated empirical relation and evaluate the relative importance of trade-related and financial factors.
RER Volatility and Trade-Related Factors
In specifying the empirical model, the potential determinants of RER volatility to be considered can be The second group consists of trade-related determinants. It includes transport costs and openness to trade. Central to the gravity model literature on international trade is the vital role geography plays in determining trade costs. Transport costs tend to increase with distance. Other things being equal, countries are likely to trade more with proximate countries than with distant countries. Thus, distance is often used as a proxy for transport costs. Our data on bilateral distance are compiled from the CEPII dataset, with the distance being calculated as the population-weighted average distance between the major cities in the two countries (Head and Mayer, 2002) . 6 By taking proper account of the geographic distribution of population within each country, the weighted distance measure indirectly incorporates the possible impact of population size on trade flows between countries.
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In our preliminary analysis we included the volatility of interest rate differentials as a possible explanatory variable. Adding the interest rate variable, which was found to be very much insignificant, produced little change in our statistical results. 6 We also considered three other distance measures given in the CEPII dataset, including one calculated as the simple distance between the capital cities and another as the distance between the most populated cities of the two countries. The empirical results reported later in this paper are not sensitive to the choice of the distance measure.
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The degree of trade openness of each country is measured as the average of the total trade (import plus export) as a share of GDP over the sample period. For country pairs, the trade openness estimates are averaged between the two countries. In addition to the average degree of trade openness, this study further investigates whether the variability of the over-time changes in trade openness matters. Since the pace of change in trade openness can vary considerably over time and across countries, the average openness measure may not capture the full impact of the change in trade openness on RER dynamics.
Indeed, the models of Obstfeld and Rogoff (2000) and Hau (2002) show that, all else being equal, an increase in the share of traded goods would result in a decrease in the RER level. These models yield a similar reduced-form relation as follows:
Given the variability of the structural shock, economies with greater trade openness would have lower RER volatility. This testable implication is central to the analysis of Hau (2002) . Going further, we notice another implication of the same equation: RER volatility would depend also on the variability of trade openness. Changes in trade openness can take place in varying degrees over time. All else the same, large abrupt changes in trade openness are expected to add volatility to RER changes. 7 This leads to a new testable hypothesis: Countries with greater variability in trade openness changes would tend to have higher RER volatility than would countries with less variability in trade openness changes.
The third set of variables to be considered includes two control variables. The first variable is the size of the two economies, which is measured as the mean of the logarithm of GDP (in US$) of the home and the foreign country. The country size variable, which acts as a general control for macroeconomic heterogeneity of countries, has often been identified in the optimum currency area literature as a possible determinant of exchange rate volatility. The second variable is a dummy variable for countries that are contiguous and have a common border. This contiguity variable has been widely used in the gravity model literature on international trade.
The empirical model of bilateral RER volatility is given by
where j ≠ k and j < k are country indicators; VRER jk is the volatility of bilateral RER changes; VMS jk is the volatility of relative money supply changes between country j and country k; VGOVT jk is the volatility of relative government spending changes; VPROD jk is the volatility of relative productivity changes; 7 A recent study by Li (2004) finds that trade liberalizations can have an appreciable short-term impact on RERs. It is reported that RERs can depreciate considerably subsequent to trade liberalizations.
VRGDP jk is the volatility of relative output changes; LDIST is the logarithm of the distance between countries; ATOPEN jk is the average trade openness and VTOPEN jk is the volatility of trade openness changes; CONTIG jk is a border dummy variable that takes a value of one for countries that are contiguous with a common border and a value of zero otherwise; LSIZE jk is the average size of the economies; and ε jk is the random error term.
A few remarks are in order. First, note that for each sampling horizon h, (6) is a cross-sectional regression covering country pairs in the sample. For different sampling horizons, the regression equations give the relationship between real exchange rate volatility and its determinants at different data frequencies. Thus, the usual GARCH type specification considered in the time series framework is not applicable to the current exercise. Second, the dependent variable VRER jk is an efficient estimate of the volatility of bilateral RER changes constructed using equation (4). It is known that if an independent variable is an estimated quantity, then the resulting estimator could be asymptotically biased. Nonetheless, a constructed dependent would not lead to an asymptotically biased estimator. Third, robust standard errors are reported in our subsequent analysis to control for the effect of heteroskedastic error terms. Fourth, without any a priori information, we consider only linear specifications, which can be viewed as a first order approximation of the true unknown functional form. Table 1 reports the results from estimating the RER volatility equation in (6) over different time horizons.
These multiple-horizon results can display varying patterns depending on the variable being considered.
The money supply variable (VMS) is statistically significant with a positive sign for all the horizons examined. This indicates that a positive relation between RER volatility and money growth volatility exists not just over short horizons of less than two years, but also over much longer horizons. The coefficient estimate for the government spending variable (VGOVT) is significantly positive at short horizons only. At horizons of two years or longer, no significant relation can be detected between RER volatility and government spending. For the productivity variable (VPROD) and the output growth variable (VRGDP) alike, their coefficient estimates are statistically insignificant at all the horizons and may even have an incorrect sign.
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Hence, among all the traditional macroeconomic fundamentals, it is the money growth volatility that is the main contributor to RER volatility at different horizons.
On the other hand, the significance of trade-related factors is generally evident from Table 1 . There is strong evidence to support the presence of a positive relation between RER volatility and transport costs proxied by distance (LDIST). The invariably positive and significant LDIST coefficient estimates suggest that greater transport costs tends to raise RER volatility over not just short but also long horizons. The short-horizon results mirror those found in research on the deviations from the law of one price (Engel and Rogers, 1996; Parsley and Wei, 2001) , while the results for longer horizons support the RER analysis Obstfeld and Rogoff (2000) and Hau (2002) that greater trade openness tends to induce lower RER volatility. While the negative relation between RER volatility and the level of trade openness seems weak at short horizons, it becomes significant at horizons of one year or longer. By contrast, greater variability of trade openness tends to add RER volatility. The estimated coefficients on VTOPEN are all positive and significant at horizons of four quarters or longer. It follows that countries with more variable changes in trade openness tend to have higher RER volatility than do countries with less variable changes in trade openness. In other words, the pace of transition in trade openness matters. In regard to the finding of insignificant impact at short horizons, Hau (2002) suggests that the relation between RER volatility and trade openness can be tenuous when exchange rate pass-through is rather limited over short horizons. We will reexamine the empirical evidence related to trade openness when considering a more general RER volatility model that incorporates financial factors as well.
The two control variables seem able to pick up additional systematic effects on RER volatility. The geographic contiguity variable (CONTIG) has consistently a negative coefficient and is significant at all the time horizons beyond one quarter. It follows that contiguous countries tend to share lower RER volatility than noncontiguous countries do. To the extent that countries are likely to trade more with contiguous countries than with distant countries, the CONTIG variable may capture some effects of trade intensity on RER volatility (beyond those through the distance and trade openness variables). In contrast, the coefficient on the country size variable (LSIZE) is significantly positive for horizons longer than one quarter, suggesting that larger economies tend to have greater RER volatility. Nonetheless, this positive relation with country size fails to hold up when financial factors are included in our extended analysis.
The Contributing Role of Financial Factors
Since a country's trade growth and its financial growth often go together, our RER analysis is extended to include both trade-and finance-related factors. Different financial factors are considered as potential determinants of bilateral RER volatility. These include the depth of financial development within countries (an internal measure) and the financial openness of countries (an external measure). The degree of financial deepening is measured as total credit to the private sector in percent of GDP. An alternative measure of financial depth is the ratio of total domestic credit to GDP. Total domestic credit includes funds available to both private and government sectors. Because this measure can be sensitive to the budgetary conditions of the government sector, the total credit/GDP ratio may not show the true extent to which credit is available to the private sector. We choose not to use this alternative measure. In our data 9
In a related study, Broda and Romalis (2004) examine the relation between bilateral trade and short-term RER volatility. They find that trade expansion reduces RER volatility even after allowing for simultaneity in estimation. 
where j ≠ k and j < k are country indicators; AFDEPTH jk is the average financial depth between countries j and k; ANFA jk is the de facto level of financial openness measured by the average NFA; AKOPEN jk is the average value of the Chinn-Ito index of capital account openness; and the rest of the variables are defined in equation (6). In our preliminary analysis, we also experimented with a model that contained two additional explanatory variables: one for the variability of financial openness changes (VNFA) over the sample period, and another for the variability of financial depth changes (VFDEPTH) within the sample period. These two variables were consistently found to be insignificant and were thus omitted from our final estimated model. Standard intertemporal open-economy models suggest a long-term positive relation between the RER and the NFA of the country. In analyzing a sample of 20 OECD countries, Lane and Milesi-Ferreti (2002) find that growth in NFA (as a ratio of GDP), through its impact on the trade balance, tend to be associated with RER appreciation in the long run. Financial factors are also significant contributors to RER volatility. As shown in Table 2 , the financial depth variable (AFDEPTH) is significantly negative at short horizons of one year or less, though not at longer horizons. This suggests that economies with greater financial depth are associated with significantly lower RER volatility over short horizons. For financial openness, the de facto variable (ANFA) and the de jure variable (AKOPEN) appear to yield comparable but somewhat different results across horizons. Both variables have consistently a positive coefficient for all the horizons examined. However, while the de jure variable of financial openness is significant at both short and long horizons, the de facto variable is significant at horizons shorter than three years only. 11 Despite some differences in statistical significance at longer horizons, the overall results suggest that greater financial openness tends to induce higher RER volatility over short horizons.
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The results on the two control variables seem different from those reported in Table 1 . The country size variable now has a negative coefficient at every horizon, with the coefficient being significant at primarily short horizons. Hence, after accounting for the inter-country differences in financial factors, short-horizon RER volatility is found to increase rather than decrease with the size of economies. The geographic contiguity variable has a negative coefficient but it is significant at long horizons only.
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As an alternative measure to NFA, we tried another de facto measure of financial openness, constructed based on the sum of the banking system's total foreign assets and foreign liabilities as a ratio to GDP. Compared to the NFA variable, this alternative variable was also significant but at even shorter horizons of one year or less only. If the RC measure equals m, for instance, the respective factors would contribute m times as much explanatory power as the traditional fundamentals variables. A value larger (less) than one would mean these factors contribute more (less) explanatory power than the traditional fundamentals do. Table 3 reports the relative contribution estimates for both trade-and finance-related factors over different horizons. At all the horizons under study, trade-related factors seem to contribute considerably more in explanatory power compared to any of the other groups of variables. The difference is particularly noticeable at shorter horizons. Relative to the standard fundamentals, trade-related factors contribute about 11 times as much explanatory power, and financial factors contribute about twice as much explanatory power at horizons of one to two quarters. Interestingly, the traditional fundamentals variables gain relative importance as the time horizon lengthens. Indeed, these fundamentals variables become 12 Stiglitz (2000) notes that greater financial openness tends to induce greater macroeconomic stability because capital flows are strongly procyclical.
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more significant in contribution than financial factors at the three-year and longer horizons. At the fiveyear horizon, the explanatory power of financial factors is no more than one-third of that of standard fundamentals variables. Hence, while trade-related factors remain relatively important in explaining RER volatility at longer horizons, the importance of financial factors is limited to shorter horizons only.
Explaining Bilateral Nominal Exchange Rate Volatility
Running parallel to the literature on RER volatility is another important strand of literature that investigates the sources of nominal exchange rate (NER) volatility. Bayoumi and Eichengreen (1998) evaluate the ability of optimum currency area (OCA) theory to explain the observed differences in bilateral NER volatility across industrial countries. Their study examines the volatility of one-year changes in bilateral
NERs. Standard OCA factors -including trade interdependence, relative output volatility (which captures asymmetric output disturbances), and the size of economies (which governs the potential benefits from a stable currency) -are shown to account for a good portion of the cross-country variation in NER volatility during two sample periods, 1973-1982 and 1982-1992 . In particular, NER volatility is found to decrease with bilateral trade but increase with the size of economies.
In addition to the standard OCA factors, Devereux and Lane (2003) analyze the importance of financial factors in determining bilateral NER volatility. Their analysis looks at two specific measures: one indicates the degree of financial interdependence between countries, and another indicates the depth of financial development within countries. Data for both developing and industrial countries are studied, and monthly NER volatility over the period 1995-2000 is examined. The study obtains a mixture of results.
For developing countries, greater financial interdependence (measured in terms of external debt) tends to raise NER volatility. For industrial countries, however, no definite relation can be established between financial interdependence and NER volatility. On the other hand, greater financial depth tends to lower NER volatility for developing countries but raise it for industrial countries. According to Devereux and Lane (2003) , these results are consistent with the proposition that financial constraints and frictions are much more important in developing than in industrial countries.
While short-term RER fluctuations are expected to come mostly from NER changes, long-term RER fluctuations may in large part reflect relative price changes as well. To the extent that relative price adjustment tends to offset NER changes more over longer horizons, as predicted by the purchasing power parity hypothesis, RER changes are expected to be increasingly less volatile compared to NER changes as the adjustment horizon extends. To verify this, we compute the average RER volatility and the average NER volatility at each time horizon. As reported in Table 4 , the volatility of RERs increases with longer horizons, but at a slower rate than the volatility of NERs. Consequently, the NER to RER volatility ratio also increases steadily with the time horizon, as captured by the following estimated equation: 
where VNER jk is the volatility of bilateral NER changes between country j and country k, and all the other explanatory variables are defined earlier in equation (7). Table 5 summarizes the estimation results for NER volatility. In general, the empirical model seems able to fit the data reasonably well. In comparison to those results for RER volatility, we get some similar and some different results depending on the explanatory variable being examined. Among the traditional fundamental variables, we still find that the money growth is the only significant contributor to NER volatility over a wide range of horizons.
Among the trade-related factors, transport costs have a significant positive relation with NER volatilityas with RER volatility -over both short and long horizons. Our earlier results show that RER volatility tends to decrease with the level of trade openness but increase with the variability of trade openness changes. Similar relations can be found between trade openness and NER volatility. However, both relations involving trade openness become insignificant at horizons longer than four years. Comparing the results between RER and NER volatility suggests that trade openness seems to have a longer impact on RER volatility than on NER volatility. A possible interpretation of the difference in impact is that trade openness may affect RER volatility through relative price adjustment over long horizons.
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The potential impact of financial deepening on NER volatility is a contested issue, as discussed by Devereux and Lane (2003) . All else being equal, more financially developed countries are able to tolerate greater NER volatility. On the other hand, greater domestic financial development can help stabilize
NERs by facilitating intertemporal smoothing by households and firms and by adding liquidity to financial markets. The former argument supports a positive relation between financial depth and NER volatility, whereas the latter suggests a negative relation between them.
In their empirical analysis, Devereux and Lane (2003) find a significant positive relation between financial depth and short-horizon NER volatility for industrial countries. Our analysis produces interestingly different results depending on the horizon over which NER volatility is measured. Greater financial depth tends to be associated with significantly lower NER volatility at horizons shorter than two years but with higher NER volatility at horizons longer than four years. The difference between our results and those of Devereux and Lane (2003) may be attributed partly to the difference in model specifications. Our estimated model includes two trade-related variables (trade openness and transport cost proxy) not considered by Devereux and Lane (2003) . We observe that if these two trade-related variables were dropped from the model, we would detect a significant positive relation between financial depth and NER volatility at both short and long horizons. After controlling for the effects of the trade-related variables, however, we find a significant negative, rather than positive, relation between financial depth and NER volatility at short horizons.
The two financial openness variables, on the other hand, have consistently a positive coefficient. In contrast to the RER results, however, the relation between the de jure financial openness variable and NER volatility is not statistically significant over any horizons. Evidently, the de facto variable (ANFA) appears more relevant than the de jure variable (AKOPEN) in explaining NER volatility. A significant relation can be found between the de facto financial openness variable and NER volatility over horizons of less than two years. Accordingly, the impact of financial openness on NER volatility is limited to relatively short horizons.
Further Analysis of Bilateral RER Volatility
We next examine two additional issues: one relates to the effect of the choice of a nominal exchange rate regime and the other to the effect of the choice of a numeraire currency.
The Issues
Did the European Monetary System (EMS) matter? Studies by, e.g., Mussa (1986) and Baxter and Stockman (1989) have suggested that high exchange rate volatility is not strongly tied to high volatility of macroeconomic fundamentals and that the flexibility of the exchange rate regime matters in producing high RER volatility under floating rates. Our dataset includes a number of countries participating in the EMS. These EMS member countries pegged their currencies against one another but let their currencies float against other currencies. Indeed, the EMS country pairs account for about 20% of the sample observations. This brings us to the question whether the EMS reduced the bilateral RER volatility among member countries. To examine the potential impact of the exchange rate regime on RER volatility, we incorporate into our analysis a dummy variable for intra-EMS country pairs that takes a value of one when the two countries are both members of the EMS and a value of zero otherwise.
Is there a numeraire currency effect? Under our bilateral approach, all possible combinations of country pairs are considered. By not basing our analysis on any arbitrary choice of a base country, it bypasses the issue of whether the choice of a numeraire currency matters. In a related literature on the reverting behavior of RERs, Koedijk et al. (1998) and Papell and Theodoridis (2001) point out that it is exceptionally difficult to find evidence of mean reversion in RERs when using the US dollar -and even more so when using the Japanese yen -as the numeraire currency. Papell and Theodoridis (2001) further observe that, among other factors, the differing exchange rate volatility across currencies may play a role in explaining the numeraire effect. Because the power of stationarity tests decreases with the volatility of the data series, stronger test results are more likely to come from currencies that are less volatile. Should we expect to find a similar numeraire currency effect on RER volatility? This leads us to the question of whether dollar-based and yen-based RER series are generally more volatile than other RER series. Table 6 reports the average estimates of RER volatility for different subgroups of countries. These estimates generally show that intra-EMS real rates are, on average, less volatile than other real rates.
Empirical Results
They also indicate that US dollar-based real rates have, on average, higher volatility than non-dollarbased rates and that yen-based real rates have, on average, higher volatility than non-yen-based rates.
All these patterns seem to hold up independent of the time horizon over which RER volatility is measured.
The key issue then is whether the observed patterns of volatility differences reflect simply some systematic inter-country differences or something more intrinsic. Would the EMS regime effect still exist after controlling for the other determinants of RER volatility? Would the currency numeraire effect still exist after accounting for the other determinants of RER volatility?
To investigate the empirical relevance of either the EMS regime effect or the numeraire currency effect on RER volatility, we augment the empirical model in equation (7) with three additional dummy variables.
They are defined as follows: EMSDU jk is a dummy variable that takes a value of one when country j and country k are both EMS countries and a value of zero otherwise; USDU jk is a dummy variable that takes a value of one when either country j or country k is the US and a value of zero otherwise; and JPDU jk is a dummy variable that has a value of one when either country j or country k is Japan and a value of zero otherwise. The expanded empirical model is given by 
We note that the three newly added dummy variables can also be viewed as additional control variables.
The augmented model may thus provide a further check on the robustness of our earlier findings. Table 7 presents the results from estimating equation (11). The coefficient on the intra-EMS dummy variable is significantly negative at short horizons of one to two quarters but not at longer horizons.
Hence, the regime effect is limited to RER volatility at short horizons only. There is still a significant EMS regime effect on short-horizon RER volatility even after controlling for the effects of all the other determinants. In addition, the dollar-rate dummy variable is mostly insignificant except at horizons longer than four years. At shorter horizons, the dollar-rate dummy variable may even have a negative coefficient.
Similar results apply to the yen-rate dummy variable, which has no significantly positive coefficient at any horizons. Overall, the results provide little support for the existence of any systematic numeraire currency effect on RER volatility.
We next evaluate the robustness of our earlier results from Table 2 concerning other determinants. In most cases, qualitatively similar results are obtained in Table 7 . Among the traditional macroeconomic fundamentals variables, the money growth volatility continues to be the only significant contributor to RER volatility. All the trade-related factors are also significant and have the appropriate signs at every horizon.
On the impact of financial openness, the allowance for the EMS regime effect seems to weaker the statistical relation between financial openness and RER volatility at long horizons. Nonetheless, greater financial openness still induces significantly lower RER volatility at shorter horizons, as shown in Table 2 .
As for financial depth, some short-horizon evidence remains supportive of a negative effect of financial deepening on RER volatility.
Moreover, the coefficient on the geographic contiguity variable is consistently negative in sign and has a magnitude comparable to those reported earlier but, unlike in our previous results, it is no longer statistically significant. The change in results may be explained by the fact that many of the pairs of contiguous countries in our data involve EMS countries. Consequently, the inclusion of the intra-EMS variable may dilute the contiguity effect and make it difficult to detect its statistical significance. For the country size effect, short-horizon RER volatility continues to have a negative relation with country size even after controlling for the other determinants of RER volatility. This study provides a systematic analysis of the observed cross-country differences in bilateral RER volatility between industrial countries. The results of our analysis affirm the contributing role of both tradeand finance-related factors in RER volatility. In a departure from previous studies, our RER volatility analysis employs a multiple-horizon approach. It properly recognizes that the empirical relation between RER volatility and its determinants can vary depending on the time scale at which volatility is evaluated.
The multiple-horizon analysis allows us to identify which determinants may influence RER volatility at both short and long horizons and which determinants may contribute to RER volatility at only short or only long horizons (and not both).
Our findings show that while higher transport costs tend to raise RER volatility, greater trade openness tends to reduce RER volatility. In either case, the empirical relation is found to be significant over both short and long horizons. The effects of finance-related factors on RER volatility are limited primarily to short horizons, however. According to the internal financial measure, economies with greater financial depth tend to have lower RER volatility over short horizons. According to the external financial measure, economies with greater financial openness tend to have higher RER volatility over short horizons. Further results also suggest a significant EMS regime effect on RER volatility at short horizons of one to two quarters -though not at longer horizons -after controlling for the effects of all the other determinants. In general, the relative importance of the different types of RER volatility determinants can vary across horizons. The financial factors are found to be more important than the traditional macroeconomic fundamentals in explaining RER volatility over short horizons. However, the traditional fundamentals variables steadily gain importance in explanatory power as the time horizon lengthens, and they become more important than the financial factors at longer horizons. Similar to that of the financial factors, the explanatory power of the trade-related factors also declines at longer horizons. Nonetheless, the traderelated factors remain to be more important than either the traditional fundamentals or the financial factors in explaining RER volatility at all the horizons examined. All in all, time horizon does matter when evaluating the determinants of RER volatility.
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As a caveat, the scope of this multiple-horizon study of RER volatility is limited to industrial countries.
Compared to industrial countries, developing countries display much greater heterogeneity in their stage of economic development. While equilibrium models of RERs typically examine the steady-state behavior, many developing countries are still in their long transition process to a full market economy, with their economies being far from a steady state. Aside from having significantly less efficient goods and capital markets, developing countries are also more susceptible to such idiosyncratic events as banking and currency crises, which can generate enormous RER volatility. Hence, weaker empirical results may more likely be obtained from developing countries than from industrial countries. To be sure, more research will be needed to determine to what extent our findings can be applied to developing countries. 
_________________________________________________________________________________________________
Notes: The estimated model is given by equation (6) and has a degree of freedom of 161. h indicates the time horizon (in quarters) over which the volatility of RER changes is evaluated. The number in parentheses shown beneath each individual coefficient estimate gives the robust standard error. Statistical significance is indicated by a single asterisk ( * ) for the 5% level and double asterisks ( ** ) for the 1% level. 
Notes: The estimated model is given by equation (7) and has a degree of freedom of 158. See Table 1 for additional notes. 
