Abstract. We show that there is an absolute c ą 0 such that any subset of F 8 2 of size N is OpN 1´c q-stable in the sense of Terry and Wolf. By contrast a size N arithmetic progression in Z is not N -stable.
Given this we ask what happens in groups not containing long arithmetic progressions. The dyadic group F 8 2 (the direct sum of F 2 with itself countably many times) is the prototypical example of such a group. Its study has been tremendously useful in additive combinatorics, and we refer the reader to the survey [Gre05] by Green and the sequel [Wol15] by Wolf for more information. ; we shall develop this to give the following. Before turning to the proofs we make two remarks. First, the notion of stability is of interest in the work of Terry and Wolf when a set has small stability, and it is not clear to us whether our work, which sits at the other end of the scale, genuinely gets at mathematically significant issues.
Secondly, it may well be that there is a rather more direct combinatorial argument and allied lower-bound construction that significantly simplifies and strengthens the work here; certainly we do not know how to rule out such a possibility.
Our proof of Theorem 1.3 decouples into two parts. We begin with the 'modelling' part. k is an integer with l " ηk. Then there is a natural n and set A 1 Ă F n 2 with 2 n " Opη´1 0 K 15 kq that has the pk´2l`1q-order property.
It is tremendously tempting to note that the Balog-Szemerédi-Gowers theorem [TV06, Theorem 2.29] applies to show that if A Ă G has the k-order property (witnessed by sets S and T ) and |A| ď Kk then there are sets S 1 Ă S and T 1 Ă T with |S 1 |, |T 1 | " Ωpkq and |S 1`T 1 | " OpK 4 kq. While this seems very well suited, in fact we shall find it easier to proceed directly.
Proof. We may restrict to the group G :" xAy -the group generated by A -which is finite. Let s, t P G k witness the k-order property in A, and recall that the s i s and t j s are distinct. Put S 1 :" ts i : 1 ď i ď lu and S`:" ts i : l ď i ď k´lu , and T 1 :" tt j : k´l ď j ď ku and T`:" tt j : l ď j ď k´lu .
It follows that
The Ruzsa triangle inequality [TV06, Lemma 2.6] then gives
We now follow the proof of [GR07, Proposition 6.1]. Let n P N be the smallest positive integer for which there is a homomorphism φ : G Ñ F n 2 such that φ restricted to S``Tì s injective. Such exists since S``T`is finite, so projection onto the (finite) group it generates is an example.
Suppose there is some
is a homomorphism and so by minimality of n there are elements s, s 1 P S`and t, t 1 P T`such that θ˝φps`tq " θ˝φps 1`t1 q and s`t ‰ s 1`t1 .
It follows that φpps`tq´ps 1`t1P ker θ " t0, xu.
Since s`t ‰ s 1`t1 we see φpsq`φptq´φps 1 q´φpt 1 q " x which contradicts how x was chosen. It follows that 2 n " |φpS`q´φpS`q`φpT`q´φpT`q|.
Let H ‰ Z Ă T`be such that |Z|´1|S``Z| is minimal so that
and similarly for H ‰ W Ă S`. By [Pet12, Proposition 2.1] (and the fact that´A " A for all sets in G and φ is injective on S``T`) we see that
and let s 1 , t 1 P pF m 2 q k´2l`1 be defined by s 1 i :" φ ps l`i´1 q and t 1 j :" φ pt l`j´1 q for 1 ď i, j ď k´2l`1. Since φ is injective we see that s 1 i`t 1 j P A 1 if and only if s l`i´1`tl`j´1 P A, which is true if and only if l`i´1 ď l`j´1, which in turn is true if and only if i ď j. We conclude that A 1 has the pk´2l`1q-order property and we are done.
The second ingredient is the following.
Lemma 1.6. There is c ą 0 such that every A Ă F n 2 is Op2 np1´cq q-stable.
We shall use the polynomial method from the work of Croot, Lev and Pach [CLP17], though we follow the sequel [EG17] by Ellenberg and Gijswijt.
We write S n for the F 2 -vector space of maps F n 2 Ñ F 2 ; put This can be estimated using H, the binary entropy function -we refer to [MS77, §11, Chapter 10] for the relevant estimate.
2 We turn now to the proof.
Proof. Suppose that k is maximal such that A has the k-order property; s, t P pF n 2 q k witness the k-order property in A; and write S :" ts i : 1 ď i ď ku and T :" tt j : 1 ď j ď ku. Suppose that there are elements 1 ď i, j ď k such that s i`ti " s j`tj . Without loss of generality we have i ď j and hence (since 2¨t
It follows that i " j, and so ts i`ti : 1 ď i ď ku is a set of k distinct elements -write A 0 for this set.
2 For completeness H : r0, 1s Ñ R; p Þ Ñ´p log 2 p´p1´pq log 2 p1´pq with the usual conventions that Hp0q " Hp1q " 0, and [MS77, Lemma 8, §11, Chapter 10] tells us that The remainder of the proof follows that of [EG17, Theorem 4] very closely. Let p P`1 2 , 1 ‰ be a constant to be optimised later with np an odd integer, and suppose that k ě 2 Hppqn`1 . Write d :" np´1 (which is an even integer) and so by (1.1)
r˙" 2 n´d ÿ r"0ˆn r˙.
Writing V :" S d n X tF : F n 2 Ñ F 2 : F pxq " 0 F 2 for all x P Au and rearranging the above we get
n be a polynomial that is 0 F 2 on A and of maximal support and write Σ for the support of P . If |Σ| ă dim V then there would be some Q P V not identically 0 F 2 with Qpxq " 0 F 2 for all x P Σ, so that Q`P would have larger support. We conclude that the support of P is at least |A|´1 2 k and so includes at least half of A 0 .
Write I :" t1 ď i ď k : P ps i`ti q ‰ 0 F 2 u so that |I| ě 1 2 k. The matrix pP ps`tqq sPS,tPT includes the rows pP ps i`tjk j"1 for i P I. If i P I then P ps i`ti q ‰ 0 F 2 and P ps i`tj q " 0 F 2 for all 1 ď j ă i, and so the rows generate a space of dimension at least |I|, and hence rk F 2 pP ps`tqq sPS,tPT ě 1 2
k.
On the other hand (as in [EG17, (1)]) there are constants c m,m 1 P F 2 such that
It follows from (1.1) again that
and since H is decreasing on
We get the result on putting p :"
It may be worth noting that (1.2) is a special case of a more general fact. Suppose that s, t P pF 
which contradicts the fact that 1 A pM i 1 j q " 0 ‰ 1 " 1 A pM ij 1 q. Put another way we have M ij ‰ M i 1 j 1 whenever 1 ď i ď j ă i 1 ď j 1 ď k. One might hope that this condition alone requires M to take many different values (and hence A to be large compared with k). However, it is possible to construct a matrix satisfying this property (and having distinct values in every row and column) using Opk log kq distinct elements. Our argument is very similar to the arguments of Dvir and Edelman [DE17] who apply the Croot-Lev-Pach method to examine the rigidity [Val77, Definition, §6] of certain random matrices. The matrix we have to consider is the 'all-ones' upper triangular matrix and as it happens the rigidity of this has been explicitly calculated in [PV91, Theorem 1] and it is very natural to imagine more can be made of this structure.
With these two lemmas we can prove our main result.
Proof of Theorem 1.3. Suppose that A has the k-order property. Let K :" N{k and apply Lemma 1.5 with l :" X k 4 \ to get n P N and a set A 1 Ă F n 2 that has the 1 2 k order property where 2 n ď OpK 15 kq. Then apply Lemma 1.6 to A 1 to get an absolute c 0 P p0, 1q such that
The result follows with c " c 0 {p15´14c 0 q.
The extension of Theorem 1.3 to groups of bounded exponent seems interesting, though there the constant c would have to depend on the exponent since Proposition 1.2 extends from integers to other groups provided |A`A| " 2|A|´1.
The proof of Lemma 1.5 extends easily, as does much of the proof of Lemma 1.6. In particular, the Croot-Lev-Pach method has been extended to groups of bounded exponent (see e.g. the proof of [BCC`17, Theorem A]). However, (1.2) relies on working in characteristic 2 and this would need to be replaced in the more general setting.
It remains to prove Proposition 1.4; we shall show the following explicit version. and let S 1 , . . . , S R be an enumeration of the subsets of r2ls of size l such that S r Y S R`1´r " r2ls for all r P 1, . . . , R. (For example, proceed iteratively. First select S 1 arbitrarily, then put S R :" r2lszS 1 ; select S 2 from what remains and put S R´1 :" r2lszS 2 ; etc.) Write V S :" tx P G : x i " 0 whenever i R Su for S Ă r2ls.
Let u 1 , . . . , u R , w 1 , . . . , w R Ă G be such that .
