. However, the implementation of autonomous on-ramp merging still presents considerable challenges. One big challenge is that intelligent vehicle agent should take the long-term impacts into consideration when it decides on its current control action (the "long term" in the study is defined to be the completion of a merge process while at any point along the merging maneuver there is a "current" action). In other words, the actions such as accelerating, decelerating, or steering that the ego vehicle takes at the current moment may affect the success or failure of the merge mission. Another challenge is that the merging maneuver is not only based on the merging vehicle's own dynamic state, but dependent on its surrounding vehicles whose actions may be cooperative (e.g. decelerating or changing lane to yield to the merging vehicle) or adversarial (e.g. speeding up to deter the merging vehicle).
The merging process can be handled at relative ease in most cases by experienced human drivers but the algorithms for automated execution of the merge maneuver in a consistently smooth, safe, and reliable manner can become complex. Most previous studies solve the merging problem by assuming some specific rules. For example, Marinescu et al. [6] proposed a slot-based merging algorithm by defining a 2 slot's occupancy status (e.g. free or occupied) based on the information of the mainline vehicles' speed, position, and behavior of acceleration or deceleration. Chen et al. [7] applied a gap acceptance theory and defined some driving rules to model the decision-making process of the on-ramp merge behavior on urban expressways. These rule-based models are conceptually comprehensible but are pragmatically vulnerable due to their inability to adapt to unforeseen situations in the real world.
Reinforcement learning, a machine learning algorithm which trains itself continually through trials and errors [8] , has the potential to allow the vehicle agent to learn how to drive under different or previously unencountered situations by training it to build up its pattern recognition capabilities.
Reinforcement learning is different from standard supervised learning techniques, which need ground truth as input and output pairs. A reinforcement learning agent learns from past experience and tries to capture the best possible knowledge to find an optimal action given its current state, with the goal of maximizing a long-term reward which is a cumulative effect of the current action on future states.
In our study, we apply reinforcement learning algorithm on the autonomous driving agent to find an optimal merging policy. In a typical reinforcement learning problem, the state space and action space are often treated as discrete, which simplifies the learning process in a finite tabular setting.
However, in reality, the vehicle's state and actions (i.e. vehicle dynamics) are continuous. Discretizing them will result in an extremely large unordered set of state/action pairs and render the solution suboptimal. Therefore, finding ways to treat both the state space and action space as continuous is of primary importance, which forms one cornerstone of our research thesis.
The rest of our paper is organized as follows. A literature review of related works is given in the next section, followed by the description of our proposed reinforcement learning algorithm. Then, the training procedure implemented on a simulation platform and the results are presented. Finally, concluding remarks and discussions are given in the closing section.
II. LITERATURE REVIEW
The application of reinforcement learning has seen significant progress in the field of artificial intelligence in the past decade. Narasimhan et al. [9] employed reinforcement learning for language understanding of text-based games. Li et al. [10] proposed a hybrid reinforcement learning approach to deal with customer relationship management problems in a company, in order to find optimal actions (e.g. sending a catalog, a coupon or a greeting card) on its customers. Google DeepMind [11] has been applied deep reinforcement learning techniques to develop an artificial agent and let it play classic Atari games. The trained agent shows better performance than a professional human by directly learning game policies from high dimensional image inputs.
In recent years, reinforcement learning has been applied in traffic and vehicle control problems. Some studies applied reinforcement learning in ramp metering control to improve traffic efficiency. Fares et al. [12] designed a density control agent based on reinforcement learning to control the vehicles entering the highway from on-ramps. In the study, they define the state space as a three-dimensional space and the action space as a two-action space (i.e. red and green). Yang et al.
[13] used basic Q-learning to increase the capacity at the highway-ramp weaving section. The state space was composed by upstream and downstream volumes, and the action space was represented by discrete ramp-merging rates.
Some other studies use reinforcement learning for automated vehicle control. Ngai et al. [14] proposed a reinforcement learning multiple-goal framework to solve the overtaking problem of automated vehicles. They used a quantization method to convert continuous sensor state and action space into discrete spaces. The vehicle can accomplish the overtaking task though it cannot always turn to the desired direction accurately due to the discrete steering angles. Yu et al. [15] investigated the use of reinforcement learning to control a simulated car through a browser-based car simulator.
They decreased the action space from 9 actions to 3 actions We believe it is challenging but crucial to consider the control action space as continuous. In our work, we design a unique format of Q-function approximator to obtain the optimal merging policy without increasing computational cost. We give the description of our approach in the next section.
III. METHODOLOGY
In this section, we provide an in-depth explanation of the methodologies, including the concept of reinforcement learning, the state space, the action space, the reward function, and the neural network based Q-function approximator.
A. Reinforcement Learning
In a reinforcement learning problem, an agent interacts with the environment which is typically formulized as a 
where is a discount factor ∈ (0,1). 
where is learning rate. An optimal policy ( * ) is better than or equal to all other policies ( * ≥ , ∀ ) in which all the states reach the optimal action values ( , = * ( , * )).
Note that the above update approach only applies to discrete states and actions, which makes it impractical to be applied in our case where both the state space (driving environment) and the action space (vehicle control) are
continuous. An alternative is to use neural networks as Qfunction approximator. The Q-value for a given state s and a chosen action a is estimated by the Q-network with weights , expressed as , , . The Q-network can be updated by stochastic gradient descents.
However, if we directly put the states and actions into the neural network without explicitly or implicitly 'tell' it some prior knowledge, it may have a hard time learning the driving policy. Due to this reason, we design the format of the Qfunction approximator as a quadratic function to ensure that there is always a global optimal action for a given state at the very moment. The coefficients of the quadratic function are learned by concise neural networks. To setup the learning graph, we first define the state space, action space and reward function, and then formulate the Q-function approximator.
These are described in the following sections. 
B. State Space
In a typical on-ramp merging scenario, the ego vehicle (i.e.
the merging vehicle) needs to know not only its own dynamic state but also the state of its surrounding vehicles (SVs) to make a rational decision on when and how to merge onto the highway. In other words, the ego vehicle's state is related to SVs' state which makes the driving environment a Non-MDP.
It is a fact that the real-world environment is rarely a MDP, but many situations can be approximated as a MDP in one way or another. In our case, the ego vehicle's own state is independent of its historical kinematic information given its 
C. Action Space
Typically, vehicle control refers to longitudinal control (e.g. acceleration or deceleration) and lateral control (e.g. steering).
In the on-ramp merge scenario, we suppose the merging vehicle travels along the centerline of the lane from ramp to highway and such geometry information is available from the embedded digital map for the ego-vehicle to follow. In other words, for the purpose of demonstrating the reinforcement learning concept in this paper, we do not include the lateral control of steering and only model the longitudinal acceleration as the control action.
Based on vehicle dynamics it is common sense that in reality the acceleration of a vehicle cannot be an arbitrarily value. Therefore, we limit the acceleration in a range of [-4.5 R / , 2.5 R / ] based on literature on vehicle dynamics [19] , and allow the acceleration to be any real value within the range, which is different from some other studies in which the acceleration space was divided into some subsets or a sequence of discrete numbers.
It is worth mentioning that the output action from the learning algorithm generally takes effect on the agent for a relatively small time interval when the data update frequency is high (e.g. 10Hz), leading to miniscule or unobservable effects of that action. To overcome this phenomenon, in evaluating the vehicle dynamics we keep the action the same for a few steps (e.g. the next steps) to let it manifest its impact, and then update it based on newly observed information. In other words, the action calculation is updated every steps, while the state is updated at every time step.
D. Reward Function
After the reinforcement learning agent takes an action in a given state, its impact on the environment is fed back as an immediate reward, i.e., the immediate reward measures the effect of an action in a given state. In our on-ramp merging problem, the effect is reflected by the smoothness, safeness, and promptness of the merging maneuver. Smoothness represents the comfort of the merging maneuver and is measured by the absolute value of the acceleration. The higher the absolute value of the acceleration is, the larger penalty will be imposed on the agent. The safeness is estimated by the distance to the surrounding vehicles. The closer the ego vehicle is positioned to its surrounding vehicles, the larger the penalty it gets. The promptness is assessed by the time that the ego vehicle will take to complete the merging process. This effect cannot be immediately measured by only a single time interval since merging is a time sequential process. We resort to the current vehicle speed to account for the contribution of promptness in the immediate reward. Consequently, the composition of the immediate reward is expressed in equations (3) - (6).
where 6 , R , and ] are factors accounted for each part of reward.
It needs to be stressed that the importance of the safeness is relatively higher than the smoothness and timeliness in our daily driving. Hence we put more emphasis on the distance related reward. This reward is split two parts, the reward from the distance to the gap front vehicle and the reward from the distance to the gap back vehicle, respectively. Equation (5) RR are set to zeros when the ego vehicle is relatively far from the merging zone.
The factor 6 for the acceleration in the immediate reward function is relatively straightforward and can be assigned as a constant. The speed factor ] depends on how fast a merging behavior is considered appropriate and acceptable, and can be designated as a polygonal function to punish speed values that are too low or too high.
E. Q-function Approximator
The quadratic format of Q-function approximator is specified as follows
where , , and are trainable parameters and designed with the neural network structure with environment state as
inputs. An illustration is shown in Fig. 1 . Fig. 1 . Graph of the Q-function approximator.
There are two graphs concealed in this form of the Qfunction approximator. One is the graph for obtaining an optimal action in a given state, the other is the graph for calculating the Q-value for a given state and action. In the optimal action graph, the optimal action is obtained as * = ( ), where ( ) is learned based on the current state . In the Q-value graph, the Q-value is calculated based on the coefficients ( ) , ( ) , ( ) , and action , where the coefficients are constructed by neural networks with the state as fundamental input. is assigned a negative value with an activation function used in the neural network. has the same structure as that in the optimal action graph.
In the learning process, Q-network is updated with the following loss function. 
IV. SIMULATION AND RESULTS

A. Simulation Settings
We train our reinforcement learning agent in simulated 
B. Training
The training procedure is illustrated as follows in Table 1.   TABLE 1 Training Procedure In our study, we design the neural networks in , , and 7 with a two-layer neural network. The total training steps are set to 1,600,000, during which there are around 8,000
ramp vehicles performed ramp merging behavior. The data update interval is set to 0.1s. The action update step is set to 4. The size of replay mini-batch is set to 32. The target Q parameter update step is set to 500. The discount factor in the calculation of j is set to 0.95. The learning rate in the backpropagation is set to 0.001.
C. Results
The loss calculated based on i and j is plotted along with the training steps in Fig. 3 . To save computation memory, loss values are store every 5 steps. The graph shows an obvious decaying and converging trend despite a few spikes along the way. It is normal to have some spikes as in daily driving one may encounter some extreme situations where an unusual action such as a hard braking is required.
We also accumulated the immediate rewards for each ramp merging vehicle in a complete merging task. Remember that the total reward is composed of four parts, reward from distance to front vehicle, reward from distance to gap back vehicle, reward from acceleration, and reward from speed. We also plot the four curves along with the training steps in Fig. 5 . 
V. CONCLUSION AND DISCUSSION
In this work, we adopted a reinforcement learning approach for developing an on-ramp merge driving policy.
Our key contribution is that we treat the state space and action 
