Introduction

Main theorem
The problem of homogenization is a subject widely studied in mathematics and other disciplines for its applications and interesting properties. We study the following elliptic equation where a stands for the coefficient of conductance and it is random, stationary defined with correlation distance 1 in our context. Moreover, r > 0, U r = rU stands the area of the equation and usually the r is very big in concrete example.
(1.1) However, the numerical algorithm for this problem is generally very expensive for the reason of the high oscillating coefficients. [AHKM18] proposes an iterative algorithm, which gives one approach to solve it quickly. The object of this article is to obtain a good uniform bound for this algorithm. We remark that both the algorithm and this article benefit a lot from a series of work [AS16] , [AKM16] , [AKM17] where we get a further progress in the context of stochastic homogenization and especially a quantitative estimate of the large scale regularity and first order corrector. Especially, [Mou16] designs an efficient method to calculate the effective matrix, which provides us possibility to find new algorithms.
We give a quick introduction of the necessary notations and the main theorem. we have a probability space (Ω, F, P) and we denote F V the σ-algebra generated by F is short for F R d .T y denote an operator of translation i.e T y (a)(x) = a(x + y).
In our context, we treat the stochastic homogenization problem where a represents a stationary random conductance of correlation distance 1 which satisfies the uniform elliptic condition.
Stationarity ∀A ∈ F P[T y A] = P[A].
Unit range correlation
Here d H is the Hausdorff distance in R d .
3. Uniform ellipticity condition ∀x, ξ ∈ R d , ∃Λ > 0 such that
In the theory of homogenization, we useā to represent the homogenized operator or effective conductance in large scale, which is a constant matrix. See [AKM18] for further details.
To calibrate the size of a random variable X, we use two parameters s, θ > 0 and the notation O that
Informal speaking, this notation tells us that X has a tail lighter than exp(−x s ) and a typical value like θ. Our main theorem is that : Theorem 1.1 (H 1 contraction). Given a domain U a Borel set of R d with C 1,1 boundary and ∀λ ∈ ( 1 r , 1), there exists a F-measurable random variable Z satisfying ∀s ∈ (0, 2)
and Z serves as a random contract factor of the following iteration :
and they have a random contraction after once iteration :
One good interpretation is that each time we start with an initial guess of the solution v, then we do a cycle of iteration. The solution u 0 of the first equation recovers some general information of the real solution u and the solution u of the third equation recovers some detailed information by passing the homogenized solution in the second one. One advantage is that adding one term of regularization reduces the cost of a heterogeneous operator.
Finally, we add some remarks on the choice of λ. After Banach fixed point theorem, we know the algorithm converges when the factor is less than 1, which implies a choice of small λ so that it happens in high probability. On the other hand, from the view point of numerical analysis, the term of λ should also help accelerate the solving numerical inverse, so we take 1 > λ ≫ 1 r .
Connection with previous work
The strategy and main structure used in this article come from [AHKM18] and chapter 6 in [AKM18] and all of them have heavily used a two-scale expansion , so here we state some differences and improvement.
Two-scale expansion says that we could approximate the solution u by the solution of homogenized solutionū and its first order corrector. This is a nice theory rather than a numerical algorithm, so [AHKM18] proposes this algorithm and use the twoscale expansion to analyze its speed of convergence. The argument in this article is very elegant except it didn't write explicitly the random contraction factor but with the notation of O s , so what we know is just the law of random variable. This means the factor depends on the choice of u, v and the speed of convergence varies during iterations. In this paper, we add one more term (log r) 1 s to recover a uniform rate bound. Chapiter 6 of [AKM18] gives an explicit factor in unit scale context using a technique of localization. We borrow this idea in this article. However, this article isn't a simple adaption from unit case to large scale case. One problem is that in [AKM18] , it uses a fractional Soblev space W 1+α,p (U ), 0 < α < 1 and if it works, we have to apply the Soblev embedding theorem for p = 2d d−2α . However, in our weighted norm context, from
which is sub-optimal compared to the our (log r) 1 s . Reader may wonder if we could pass α → 1, but we have to handle many different norms, some constants will enter O s implicitly and some of these constants explode.
This paper combines the main structure of [AHKM18] and some idea from [AKM18] to separate all the random terms which contribute to Z. To achieve this goal, some delicate operations, especially the maximum of several O s should be implemented in analysis, so we develop several useful lemmas. We remark also that we have remove the Hölder condition of a(x) in theorem 1.1 appeared in [AHKM18] .
Organization of paper
In the rest of the article, we give the proof of theorem 1.1. In section 2 we give some notation. In section 3, we give two lemmas that improve or generalize the technique of [AKM18] in our context. The rest is to reformulate our technique in the structure of [AHKM18] . In section 4, we prove a theorem of two-scale expansion which will be heavily used in the later part. Finally, in section 5, we combine all the result and obtain the main theorem.
Notation
Notation O s
We recall the definition of O s
where (θ −1 X) + means max{θ −1 X, 0}. It could be used to calibrate a random error and has many good properties. One could use inequality of Markov to obtain that
so it gives an estimate of tail. Moreover, we could obtain the same estimate of the sum of a series of random variables although we don't know its joint distribution : for a measure space (E, S, m) and {X(z)} z∈E a family of random variables, we have 
Convolution
Convolution is an important operator for two functions.
The convolution of function inherits good property from the two. For example, the convolution between a L 1
In this article, two mollifiers used is heat kernel Φ r (x)
as a mollifier in scale ε.
Function space
In this article, we use {e 1 , e 2 , · · · e d } as the canonical base of R d and |U | for the Lebesgue measure of Borel set U ∈ R d . We use the function space L p (U ) for its classical definition, while the weighted norm
For each k ∈ N, we denote H K (U ) the classical Soblev space on U equipped with the norm
where β represents a multi-index weak derivative that
When |U | < ∞, we also define weighted norm that
We use H k 0 (U ) to define the closure of C ∞ c (U ) under the same norm. We define also
Finally, we remark that one advantage of the definition of H k is that it reduces the effect of scale in Poincare inequality (see [ES98] 
so the two norm are comparable.
Two technical lemmas
In this section, we prove two useful lemmas that could be used in later work. Similar formula like lemma 3.1 could be found in [AKM18] , here we introduce a variant version and it works well together with lemma 3.2.
An inequality of localization
Proof.
Noticing that ∀x ∈ z + ε 0 ,
and we add this analysis in the former inequality and obtain that
This is the desired inequality. 
Maximum of finite number of random variables of type
Proof. By Markov inequality,
By a union bound, we get
We denote by x 0 the critical point such that e x s 0 = 2N and we set M = max 1 i N X i and a > 0 such that a s > 2 which will be chosen carefully later. Then we use Fubini formula
Now we fix a = log(2N ) log(3/2) 1 s , for the case N 2, we have
For the case N = 1, we could check that eq. (3.2) is also established since
This finishes the proof.
4 Two-scale expansion estimate
Main structure
One important inspiration of this algorithm may be the two-scale expansion, which says that we could approximate the solution of eq. (1.1) by the solution of the equation homogenized and the first order corrector i.e
The structure, regularity of the first set of corrector is recently developed in [AKM18] . We just remark that the first order corrector forms a vector space that we can associate every d canonical unit vector e k a first order corrector φ e k . Reader could also find the quantitative description of two-scale expansion in [AKM18] chapter 6. Idea here is to use (λ 2 − ∇ · a∇) version two-scale expansion to compare the difference between the solution of iteration and the real one.
Theorem 4.1 (Two-scale estimate). There exists a constant
which is a two-scale expansion. For µ ∈ [0, λ] and v ∈ H 1 0 (U ) such that
we have
where
Remark. The explicit expression of X 1 , X 2 , X 3 , Y 1 , Y 2 , Y 3 will be given later in the proof. They could be seen as the maximum of local energy of first order corrector.
Proof. We give at first the proof of deterministic part. We will see that the errors can finally be reduced to the estimates of two norms : H −1 and a boundary layer, which is left to next part. At first, we observe that v and w do not have the same boundary condition, so we try to decompose the errors into two parts : an interior part and a part near the boundary. We denote by b the solution of the equation
then generally speaking, b makes errors near the boundary. So, we have
and we do estimates of two parts respectively.
• Estimate for z We denote z :
, that is why we regard it as the source of error in interior part. Since z ∈ H 1 0 (U r ), we test it in eq. (4.7) and eq. and we apply the uniform ellipticity condition to obtain
• Estimate for b To estimate b we use the property that it is the optimizer of the problem
So we could give an upper bound of this functional by a sub-optimizer
where U r,2l(λ) is defined as
The motivation to propose this sub-optimizer is following : If we think the solution of elliptic equation is an average in some sense of the boundary value, then when the coefficient is oscillating, the boundary value is hard to propagate. So one naive candidate is just smoothing the boundary value in a small band of length 2l(λ).
Moreover, to estimate the L 2 norm, we use once again the Poincare's inequality
We combine the two and get an estimate of b
Finally, we plug in all the estimates above into eq. (4.8)
(4.9) To complete the proof of theorem 4.1, we have to treat these random norms respectively. It's the main task of the next section.
Construction of a flux field
A very useful technique in analysis of a∇w −ā∇v H −1 (Ur) is to construct a flux field. Similar formulas appear both in [AHKM18] and [AKM18] , here we give the version in our context.
We follow similar notation by defining the flux field of corrector, which is a skewsymmetric matrix S e such that a(e + ∇φ e ) −āe = ∇ · S e , and the one after a subtraction of convolution
We have the following identity.
Lemma 4.1. For λ > 0,v ∈ H 1 (U r ) and w ∈ H 1 (U r ) as in theorem 4.1. We construct a vector field F such that ∇ · (a∇w −ā∇v) = ∇ · F, whose i-th component is given by
Proof. We develop
The first term is indeed
as in the right hand side of the identity, so we continue to study the rest of the formula.
II.2 appears in right hand side of the formula, so it remains II.1 to treat. We use the the definition of S (λ) e k in II.1
All the terms match well except III, where we have to research for an equal form after divergence. Thanks to the property of Skew-symmetry, we have
which finishes the proof.
Quantitative description of φ
In this subsection, we will give some quantitative description of φ
e k and S
(λ)
e k , which could be seen the energy of corrector in cell and serves as the bricks to form
Lemma 4.2 (Estimate of corrector). For each s
Proof. We talk only about the part φ
[AKM18] Theorem 4.9 gives us three useful estimates
The first inequality implies φ
: by choosing r = λ −1 and using eq. (2.2), we have
O s (Cl(λ)). We apply the second inequality and use the stationarity of φ that
where the first one has been well controlled. We focus in the second one that
In the last step, we treat Φ λ −1 as a weight for different small cubes so we could apply eq. (2.2) and the stationarity of φ e k .
Proof of
O s (Cl(λ)). This part is a little more difficult than the case d 3 since the scale of integration is different with the scale of convolution. So we need two intermediary steps.
Lemma 4.3. There exist a constant
Proof. (a) Proof of eq. (4.10)
The last step combines the estimate of ∇φ e k ⋆ Φ R and eq. (2.2).
(b) Proof of eq. (4.11) We use the semi-group property of the convolution and the result of eq. (4.10)
A very simple corollary by recurrence of eq. (4.11) is that
We apply this estimate and eq. (4.10) to φ
Since S e k has the same type of estimate as φ e k , see [AKM18] Proposition 6.2, we apply the same procedure to obtain the other half of the lemma 4.2.
Detailed H −1 and boundary layer estimate
In this subection, we complete the proof of theorem 4.1, which remains to give an explicit random variable in the formula eq. (4.9). This requires to analyze several norms like
, where a∇w−ā∇v H −1 (Ur) has an equivqlent expression from last section. We will use a variant version of localization technique in chapiter 6 of [AKM18] to separate the random factor and then use two technical lemmas in section 3 to calibrate the size of the random factor.
Estimate a∇w
With the help of lemma 4.1, we have
and we plugin the identity lemma 4.1 to obtain
We treat the three terms respectively. For H.1, we have
where the last step comes from the approximation of identity, check for example [AKM18] Lemma 6.7. For H.2, since φ
e k L 2 (z+ 0 ) are obtained in lemma 4.2, we could use the lemma 3.1 where we treat the cell of the scale ε = 1 and take
Hence, we extract the term of random variable
12) lemma 3.2 could be applied here to calibrate the size of random variables that
The above estimation gives a good recipe for the rest part. For H.3, we have
where we extract that
and we apply lemma 3.2 to get
For w −v L 2 (Ur) , it's just routine and
so we define that
and use lemma 3.2 again to estimate that
Finally, we come to the estimate of 
Proof. We test the first equation 
We put back this term in the inequality, we also obtain that 
Remark. If we use Poincare's inequality to ∆ū to get the L 2 (U r ) of ∇ū, we will get a factor of r, which is less optimal, but the regularization reduces this factor to λ −1 .
Proof of main theorem
With all these tools in hand, we can now prove theorem 1.1. We will denote by R(λ, µ, r, a, d, U ) the right hand side of eq. This is in the frame of theorem 4.1 thanks to the classical H 2 theory thatū ∈ H 2 (U r ). We apply this theorem 4.1 with abuse of notation of the two scale expansion
Then we obtain 
We check the fig. 1 and notice that the largest term is l(λ) 
