Abstract: this paper presents a framework to enable the analysis of the influence of the transmission faults on the reliability of a networked control system (NCS). The approach is composed of two parts: a modelling part in which all the basic components of a networked control system are modelled and a simulation part in which simulation is done on the models to evaluate the reliability. Due to external perturbations transmission faults may occur on the medium decreasing network quality of service and system performance. These aspects are difficult to assess with traditional dependability method like fault trees and reliability blocks. Our approach is applied to a case study example. The results show that our framework is an effective way for the reliability evaluation of networked control systems (Copyright IFAC 2008).
Fig. 1. Networked control system
Networked control systems pose novel challenges to mathematical analysis and design. To analyze the above mentioned issues authors use simulation approach. In (Zhang et al, 2001 ) Zhang et al. used the Case Western Reserve University campus-wide network (CWRUnet) to simulate the NCS environment and analyse the effect of network-induced delay and packet loss. Branicky et al. (Branicky et al, 2003) developed a simulation tool that combines dynamic-system simulation for the control agents and environment with packet-level network simulation for the communications by extending network simulator-2 (NS2).
Due to the complexity of networked control system architectures, it is not trivial to evaluate their dependability level. The present paper aims at bringing a contribution relative to this aspect.
RELIABILIY OF CONTROL SYSTEM
Fault-trees and reliability blocks diagrams are the easiest and most often used techniques in complex systems dependability assessment. Many people have refined these techniques which have been applied to various industries, including aerospace, medical, and nuclear… These techniques are also called Boolean models. Their aim is to show how a binary system (with two states) state depends on the binary states of the system's components. These methods are not at all suited to modelling systems in which there are strong dependencies between components. The assumption of components independence is precisely what makes Boolean models so powerful, but this assumption is extremely restrictive, and may prove to be totally unrealistic and lead to grossly erroneous results for some kinds of systems. These methods can not be directly applied to control systems study for two main reasons: -These methods do not take into account the transmission delay between nodes. This is a problem since control systems are known to be real time systems and delays are known to be able to degrade or destabilize the system (Zhang et al, 2001 ). -The failure definition for control systems depends on the difference between the desired value of a physical property and its actual value, hence the need to calculate this actual value at each step and to compare it with the reference input. One of the major problems inherent to any reliability study of an industrial system is to take into account, in an effective and realistic way, the dynamic interactions existing between the physical parameters (pressure, temperature, flow rate, level,...) and the nomina1 or dysfunctional behaviour of the components of the system itself. In (Dutuit et al, 1997 ) the authors present a Petri nets approach for a dependability evaluation of a control process, only permanent faults are considered.
In (Askerdal et al, 2002 ) the authors developed a control theory methodology for analyzing the effects that data errors may have on the control system dependability. The effect is measured as the resulting control error (defined as the difference between the desired value of a physical property and its actual value).
In (Moncelet et al, 1998) authors proposed an approach to find feared scenarios in control system. Like the works listed below only permanent faults are considered.
Unlike regular control systems, in networked control systems the synchronization between different sensors, actuators and control units is not guaranteed. Furthermore, there is no guarantee for zero delay or even constant delay in sending information from sensors to the control units and control signals from the control units to the actuators; moreover when there is congestion in the communication network, some packets are dropped. In real time systems, particularly control systems, delays or dropped packets may be catastrophic and may cause instability in the control system.
In (Barger et al, 2003) , the authors take into consideration the message loss by assigning a fixed probability.
In (Jumel et al, 2004) , the authors present a methodology to study the safety of a mechatronic function distributed on a network. They have illustrated this methodology on a brake function mapped on the Time Triggered Architecture (TTA) in presence of transient faults. Thanks to Markov's Chains, they compute some important properties of safety. They take into account different types of faults (byzantine, and non_byzantine) they consider only one type of degradation and they assume that the vehicle's speed is decreased from Mmax in absence of error and Mmin in presence of errors. This assumption tends to simplify the problem and doesn't reflect the real behaviour of a dynamic system, where the faults effect depends on the system dynamics.
Industrial environment is specified by the existence of electromagnetic interferences (EMI). These interferences generate faults in electronic circuits that affect the normal operations. These faults are transient faults which means that the component affected is temporary unavailable, for example if a communication network is affected by a transient fault it may be unable to transmit data for a certain interval of time. These faults lunch the error detection, fault location and recovery mechanism, during this time the component is unavailable for the system mission, this time degrades the system performance and may even lead to a dynamic failure if the delay exceeds a certain limit. In communication systems, transient faults usually affect the medium leading to transmission error. In this study we try to propose an approach to include the influence of transmission error in the reliability analysis of networked control system. Note that external interference occur stochastically in time, this will lead to variable delays on affected messages.
Our work can be seen as an extension of Barger et al work by including variable delays in the dependability study, and Jumel et al work by taking into account the real behaviour of dynamic systems. While this study can be extended to other networks, only one network is considered which is the Control Area Network (CAN).
The failure definition for control systems depends on the actual output of the system. It is no more a simple Boolean function on the components failure. Hence the need to calculate the actual output at each step to decide if the system is in a failure situation or not. This remark makes the analysis very difficult for networked control system, especially when delays are variable.
General approaches to reliability evaluation and fault tolerant design may resort to analytical methods or to experimental evaluations. In the latter case, fault injection techniques are commonly adopted, and can basically be grouped into simulation-based or hardware-based techniques.
The purpose adopted in this paper is to use a simulation model for the entire system. First we model all the components of the traditional control system (sensor, controller, actuator, process…), second we model the behaviour of the network and the whole system, and since we are interested on the transmission faults, we will add a third model to inject perturbations on the network. The goal is to evaluate the impact of external perturbations and additional traffic on the reliability of networked control systems.
At the beginning of this paragraph we have shown why traditional technique like fault trees and block diagrams can't be used for our approach. A solution is to recur to dynamic models. The most popular are Markov processes, because of their numerous nice mathematical properties. In practice, the direct use of Markov processes has virtually been given up, to be replaced by some higher level formalisms (i.e. Stochastic Petri Net) that enable the automatic generation of a (potentially huge) Markov process. In our work we decided to work with Petri Net extensions which are well known in reliability evaluation, and well adapted to model complex systems (Malhotra and Trivedi, 1995) .After the modelling phase variables to evaluate are declared by means of reward function (Malhotra and Trivedi, 1995) .
STOCHASTIC ACTIVITY NETWORK
Stochastic activity networks (SANs) are a stochastic generalization of Petri nets. These models permit the representation of concurrency timeliness, fault-tolerance and degradable performance in a single model. They conserve all the modelling power of Petri nets, and in the same time give the possibility for a compact representation. Structurally, they consist of activities, places, input gates, and output gates. Activities which are similar to transitions in normal Petri nets are of two types: timed and instantaneous. Timed activities represent activities of the modelled system whose duration impact the performance of the modelled system. Instantaneous activities, on the other hand, represent system activities which occur immediately. Input gates and output gates control the enabling of activities and define the marking changes that will occur when an activity completes. SAN models have been used to evaluate a wide range of systems and are supported by several powerful modelling tools such as UltraSAN and Möbius. SAN is defined with the express purpose of facilitating unified Performance/dependability evaluation as well as more traditional performance and dependability evaluation. Dependability evaluation is performed by defining a set of measures in the model.
Table 1. Graphical notations of the elements

NETWORKS
A model is always a compromise between faithfulness and simplicity. A model can be very faithful and represents all the details, but on the other hand it can be intractable. In general assumptions are taken to simplify the model, while leaving it relatively faithful and easily tractable.
Many modelling levels of abstraction can be chosen, with different characteristics and precision. In particular, for network communications we may have:
• Bit-accurate models that reproduce the actual clock cycles in the network interfaces.
• Message-accurate models that represent network messages as atomic entities and abstract about detailed timings, while still explicitly representing the protocol implementation. For our model we have chosen the message-accurate models; it is sufficient to our need and can express all the features of the networks (delays, collision, priorities, and errors).
Controller Area Network
CAN is a broadcast bus, with a priority-based access to the medium and non destructive collision resolution. Data to be transferred is encapsulated within communication objects called frame. Each frame contains an identifier (Id), unique to the whole system, which serves two purposes: assigning a priority for the transmission and allowing messages filtering upon reception. The following section presents the CAN behaviour in Fault Scenarios, and some related works.
In (Unruh, et al, 1989 ) the authors estimate the expected number of undetected transmission errors during lifetime of a vehicle is lower than 10 -12 . This performance is the result of a very efficient error detection mechanism being used in CAN. This mechanism can be divided into: a message level like CRC code, and a bit level. At the bit level, the transmitter monitors the bus signals and detects errors. Each transmitting station observes the signal on the bus and thus, detects the difference between the bit sent and the bit received. If one error is discovered by at least one station using the above mechanisms, the current transmission is aborted by sending an error flag. This prevents other messages to accept this message. After sending the error flag, the sender automatically re-attempts transmission, and the message reenters a scheduling list, and the one with the highest priority is selected and transmitted on the bus. The number of retransmissions is an important parameter. In the specification of CAN, this number is not defined. To calculate the worst response time, the authors in (Cheong, 2003) include the number of retransmission as a variable that characterizes the frame periodic. As cited below, the EMI can affect the medium and produce a transmission error. A detection mechanism is added to cope with these errors. Error recovery mechanisms take some time in detecting and retransmitting the affected message. This lost time is defined as an inaccessibility period where the network isn't ready to provide its service. This behaviour and its consequences are studied in (Rufino and Verissimo, 1995) . A scheduling analysis of CAN is done by (Tindell, et al., 1995) . Tindell extended his study to integrate the presence of faults, by adding an additional term error recovery function. The main disadvantage of the analysis is the use of a deterministic model to represent the fault occurrence, which is not realistic. A stochastic fault model which is closer to EMI behaviour and more realistic was proposed by (Navet, et al., 2000) . Generalized Poisson Process is used to model the frequency of interference, as well as their duration (single errors and error bursts). In this work the authors introduced for the first time the WCDFP (worst case deadline failure probability) which provides a valuable knowledge on the system's reliability. This information is very important when dealing with a hard real time system where losing a message can lead to a global failure of the whole system.
As it was mentioned early, in this study we assume that transmission errors due to interferences on the medium are always detected and directly proclaimed by the error recovery mechanisms.
We assume also that messages can be lost if one of these conditions is satisfied: 1) the maximum number of retransmission (Cheong, 2003) for this message is reached, 2) a new message of the same type is ready to be sent (arrival of a new message always deletes the old one.)
Network model
The Network model is the central model, all other models are linked to it by sharing places (Figure 2) . It represents a model of a CAN network. This model takes account of the CSMA/AMP strategy used in CAN that is mainly the management of the priorities. Lines at the left represent station linked to the network. The model can be easily modified to support new components by adding one line to each component. TM place represents the transmission medium, the medium is idle if there is a token inside, and otherwise the medium is busy. The CSMA/AMP inputcase gives the access to the medium to one station; it is done by assigning priority to the places. The activity on_ the_medium is fired to indicate the beginning of a message transmission. If an interference occurred (presence of a token in IN), an error is produced, transmission is aborted, and a token is removed to the error place which will activate the model error_mechanism, this model will send an error frame on the network.
As we mentioned before this model is linked to other models, like sensors, controllers, actuators, and other components. These components will send and receive messages over the network. For a running time, some performance parameters on the network can be evaluated from this model like: -the sum and the average time delays for each node on the network, -the efficiency of the network, defined as the ratio of the total transmitting time to the time used to send messages, including queuing time, blocking time, etc., -network utilization defined by the ratio of the total time used to transmit data and the total running time, -The ratio of lost messages for each node on the network… These parameters were defined by (Lian et al, 2001 ) to analyze and compare three control networks: Ethernet, ControlNet and DeviceNet. Note that the only considered faults are the perturbations on the network. The fault_injection model injects faults representing an EMI via the medium. We consider that faults have a fixed duration, time between faults is assumed to be exponentially distributed. Since little is known about the frequency of transient faults on local area networks, we will vary their rate occurrence and evaluate their influence. All above reliability for networked control systems can't be evaluated in an analytical way. We propose to evaluate it by Monte-Carlo simulation. The method proposed is described with an example of an NCS with three independent loops that are closed over a control network.
The process controllers, which execute PID algorithms, are well-designed respectively based on different timing parameters. Before the evaluation, we must define the failure definition of a control loop. We based our failure definition on thresholds of the magnitude of the control error, i.e., the difference between the reference output 1 and the actual value. Failure test: If (|ref (t)-actual (t)| > bound) Then 'detect a failure situation'
Fig. 3. NCS with three control loops
We evaluate the reliability of the first loop by changing two parameters: the priority given to the first loop components and the perturbation fault rate.
All the results are obtained by simulation under Möbius tools (Deavours, et al,. 2002 ) with a confidence interval of 0.1 and a confidence level of 0.95.
Case 1: higher priority attributed to loop_1 components. Figure. 4 shows the reliability curve for loop_1, under priority assignment given in Table 2 , and for two different values for perturbation fault rate.
1 Outputs without perturbations on the network are called reference outputs. Figure. 5 case 2 reliability Figure. 5 shows the reliability curve for loop_1, under priority assignment given in Table 3 and for two different values of the perturbation fault rate. To understand the results, we evaluate some performance on the network. Table 4 summarizes network parameter in each case. Perturbation on network decrease the network performance, leading to more delay, and high loss probability. For the same value of fault rate results are different, in fact due to the priority assignment in case 2, loop-1 messages are delayed by the higher priority messages of loop_2. The In this paper, we have presented an environment to assess the impact of the transmission errors on the reliability of a NCS. The approach consists in modelling the functional behaviour of classical control system components, and both functional and dysfunctional behaviour of the network. We base our definition of system failure on thresholds of the magnitude of the control error. Thanks to our environment we were able to predict how the transmission errors on the network may affect the system reliability. Special focus was given to the network; all the other components are considered as free fail. One extension will be the integration of faulty components, with the possibility to analyse the consequences on the failure of the system of various sequences of related or unrelated faults. The possibility to introduce variable in the modelling phase and the ease of joining atomic model in Möbius give the possibility to make a library of models ready to be use in other studies. Implementing this library and adding other models is one of our perspectives.
