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Strong Converse Rates for Quantum Communication
Marco Tomamichel∗, Mark M. Wilde†, Andreas Winter‡
Abstract—We revisit a fundamental open problem in quantum
information theory, namely whether it is possible to transmit
quantum information at a rate exceeding the channel capacity if
we allow for a non-vanishing probability of decoding error. Here
we establish that the Rains information of any quantum channel
is a strong converse rate for quantum communication: For any
sequence of codes with rate exceeding the Rains information
of the channel, we show that the fidelity vanishes exponentially
fast as the number of channel uses increases. This remains true
even if we consider codes that perform classical post-processing
on the transmitted quantum data. As an application of this
result, for generalized dephasing channels we show that the
Rains information is also achievable, and thereby establish the
strong converse property for quantum communication over such
channels. Thus we conclusively settle the strong converse question
for a class of quantum channels that have a non-trivial quantum
capacity.
I. INTRODUCTION
The quantum capacity of a quantum channel N , denoted
Q(N ), is defined as the maximum rate (in qubits per channel
use) at which it is possible to transmit quantum information
over many memoryless uses of the channel with a fidelity that
asymptotically converges to one as we increase the number
of channel uses. (We will formally introduce capacity in Sec-
tion II-B.) The question of determining the quantum capacity
was set out by Shor in his seminal paper on quantum error
correction [1]. Since then, a number of works established a
“multi-letter” upper bound on the quantum channel capacity in
terms of the coherent information [2]–[4], and the coherent in-
formation lower bound on quantum capacity was demonstrated
by a sequence of works [5]–[7] which are often said to bear
“increasing standards of rigor.”1 In more detail, the work in
[5]–[7] showed that the following coherent information of the
channel N is an achievable rate for quantum communication:
Ic(N ) := sup
φRA
I(R〉B)ρ, where ρRB = NA→B(φRA)
(1)
and the optimization is over all pure bipartite states φRA. Here,
the coherent information of a bipartite state ρRB is defined
as I(R〉B)ρ := H(ρB) − H(ρRB), with the von Neumann
entropies H(ρ) := −Tr{ρ log ρ}.2 From the above result, we
can also conclude that the rate Ic(N⊗ℓ)/ℓ is achievable for
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any positive integer ℓ, simply by applying the formula in (1)
to the “superchannel” N⊗ℓ and normalizing. By a limiting
argument, we find that the regularized coherent information
limℓ→∞ Ic(N⊗ℓ)/ℓ is also achievable, and Refs. [2]–[4] es-
tablished that this regularized coherent information is also an
upper bound on quantum capacity. This establishes that
Q(N ) = lim
ℓ→∞
Ic(N⊗ℓ)
ℓ
. (2)
Clearly, the regularized coherent information is not a
tractable characterization of quantum capacity. But the later
work of Devetak and Shor proved that the “single-letter”
coherent information formula in (1) is equal to the quantum
capacity for the class of degradable quantum channels [10].
Degradable channels are such that the receiver of the channel
can simulate the channel to the environment by applying a
degrading map to the channel output.
All of the above works established an understanding of
quantum capacity in the following sense:
1) (Achievability) If the rate of quantum communication is
below the quantum capacity, then there exists a scheme
for quantum communication such that the fidelity con-
verges to one in the limit of many channel uses.
2) (Weak Converse) If the rate of quantum communication
is above the quantum capacity, then there cannot exist
an asymptotically error-free quantum communication
scheme.
It is crucial to note at this point that practical schemes
for quantum communication are restricted to operate on finite
block lengths, and it is thus in principle impossible to achieve
exactly error-free communication (for most channels). Hence,
we are left to wonder whether it is possible to transmit
information at a rate larger than the regularized coherent
information given in (2) if a non-vanishing error is permissible.
Interestingly, it has been known since the early days of classi-
cal information theory that the capacity of a classical channel
obeys the strong converse property [11], [12]: if the rate of
communication exceeds the capacity, then the error probability
necessarily converges to one in the limit of many channel uses.
Furthermore, many works have now confirmed that the strong
converse property holds for the classical capacity of several
quantum channels [13]–[17] and also for the entanglement-
assisted classical capacity of all quantum channels [18]–[20].
Consequently, the present work aims to sharpen the inter-
pretation of quantum capacity in the same spirit.
A. Overview of Results and Outline
In this paper, we extend the Rains relative entropy of a
quantum state [21], [22] by defining the Rains information of
2a quantum channel NA→B as follows:3
R(N ) := sup
ρRA
inf
τRB∈PPT′(R:B)
D(NA→B(ρRA)‖τRB), (3)
where we maximize over input states ρRA with R a reference
system, and minimize over a set of subnormalized states
(including all PPT states) first considered by Rains, namely
the set
PPT′(R :B) = {τRB : τRB ≥ 0 ∧ ‖TB(τRB)‖1 ≤ 1} . (4)
Here, D(ρ‖τ) := tr{ρ(log ρ − log τ)} is the relative entropy
and TB denotes the partial transpose. The quantity in (3), often
called the “Rains bound”, was first explored by Rains in the
context of entanglement distillation [21] and later refined to
the form above in [22].
Our main contribution is that the Rains information of
a quantum channel is a strong converse rate for quantum
communication (Theorem 8), even if we allow for classical
pre- and post-processing. (The allowed codes are described in
more detail in Section II-B.) That is, if the quantum commu-
nication rate of any protocol for a channel NA→B exceeds
its Rains information, then the fidelity of the scheme decays
exponentially fast to zero as the number n of channel uses
increases. This result thus provides an operational proof of
the inequality Ic(N ) ≤ R(N ). Note however that Theorem 4
of [23] provides a direct proof of this inequality via operator
monotonicity of the logarithm and the notion of the reduction
criterion from [24].
We establish this strong converse theorem by exploiting the
generalized divergence framework of Sharma and Warsi [25],
which generalizes the related framework from the classical
context [26] (see also earlier developments from [27]). How-
ever, as discussed in Section III, our main departing point
from that work is to consider a different class of “useless”
channels for quantum data transmission. That is, in [25],
the main idea was to exploit a generalized divergence to
compare the output of the channel with an operator of the
form πR ⊗ σB , where πR denotes the fully mixed state on
the reference system R and σB is an arbitrary state on the
output system. This state can be viewed as the output of a
“useless” channel that replaces the input and reference system
with the maximally mixed state and an uncorrelated state.
The resulting information quantity is a generalization of the
coherent information from (1), and one then invokes a data
processing inequality to relate this quantity to communication
rate and fidelity. Here, we instead compare the output of the
channel with an operator in the set PPT′(R : B), which
contains and is closely related to the positive partial transpose
states, which in turn are well known to have no distillable
entanglement (or equivalently, no quantum data transmission
capabilities, so that they constitute another class of “useless”
channels for quantum data transmission).
It turns out that a Re´nyi-like version of the Rains informa-
tion of a quantum channel appears to be easier to manipulate,
so that we can show that it obeys a weak subadditivity property
(Theorem 6 in Section IV). From there, some standard limiting
3It should be clear from the context whether R refers to “Rains” or to a
reference system.
arguments conclude the proof of our main result (Theorem 8
in Section V).
The main application of this result is to establish the strong
converse property for any generalized dephasing channel (Sec-
tion VI). The action of any channel in this class on an input
state ρ is as follows:
N (ρ) =
d−1∑
x,y=0
〈x|A ρ |y〉A 〈ψy|ψx〉 |x〉〈y|B , (5)
where {|x〉A} and {|x〉B} are orthonormal bases for the input
and output systems, respectively, for some positive integer
d, and {|ψx〉E} is a set of arbitrary pure quantum states. A
particular example in this class is the qubit dephasing channel,
whose action on a qubit density operator is
N (ρ) = (1− p) ρ+ pZρZ, (6)
where the dephasing parameter p ∈ [0, 1] and Z is the
Pauli σZ operator. We prove this result by showing that
the Rains information of a generalized dephasing channel
is equal to its coherent information (Proposition 10). This
extends [21, Theorem 6.2] from “maximally correlated states”
to generalized dephasing channels.
Finally, in Section VII, we discuss how our technique
implies the strong converse property for the classical post-
processing assisted quantum capacity of the quantum erasure
channel. Note however that this result was previously estab-
lished in [28].
B. Related Work
A few papers have made some partial progress on or
addressed the strong converse for quantum capacity question
[18], [19], [25], [28]–[30], with none however establishing that
the strong converse holds for any nontrivial class of channels.
Refs. [18], [19] prove a strong converse theorem for the
entanglement-assisted quantum capacity of a channel, which in
turn establishes this as a strong converse rate for the unassisted
quantum capacity. Ref. [28] proves that the entanglement cost
of a quantum channel is a strong converse rate for the quantum
capacity assisted by unlimited forward and backward classical
communication, which then demonstrates that this quantity is
a strong converse rate for unassisted quantum capacity.
Arguably the most important progress to date for establish-
ing a strong converse for quantum capacity is from [29]. These
authors reduced the proof of the strong converse for the quan-
tum capacity of degradable channels to that of establishing
it for the simpler class of channels known as the symmetric
channels (these are channels symmetric under the exchange of
the receiver and the environment of the channel). Along the
way, they also demonstrated that a “pretty strong converse”
holds for degradable quantum channels, meaning that there is
(at least) a jump in the quantum error from zero to 1/2 as soon
as the communication rate exceeds the quantum capacity.
We also mention that our main contribution here sets a
previous claim from [31] on a firm foundation. Namely,
in the introduction of Ref. [31], the authors claim that the
Rains bound for entanglement distillation leads to a weak
converse upper bound on the quantum capacity of any channel.
3However, Ref. [31] does not appear to sufficiently support this
claim. In particular, the authors do not provide an argument for
the weak sub-additivity of the Rains information of a quantum
channel. (We establish the corresponding property for Re´nyi
Rains information of a quantum channel in Theorem 6 in
Section IV.)
Sharma and Warsi established the “generalized divergence”
framework for understanding quantum communication and
reduced the task of establishing the strong converse to a purely
mathematical “additivity” question [25], which hitherto has
remained unsolved. The later work in [30] demonstrated that
randomly selected codes with a communication rate exceeding
the quantum capacity of the quantum erasure channel lead to
a fidelity that decreases exponentially fast as the number of
channel uses increases. (We stress that a strong converse would
imply this behavior for all codes whose rate exceeds capacity.)
The methods given in the present paper also imply that the
Rains relative entropy of a quantum state is a strong converse
rate for entanglement distillation, as established by Hayashi in
[32, Section 8.6] using a different method.
II. PRELIMINARIES
A. States and Channels
States: We denote different physical systems by capital
letters (e.g. A, B) and we use these labels as subscripts to
indicate with which physical system a mathematical object
is associated. Let HA denote the Hilbert space correspond-
ing to the system A, where we restrict ourselves to finite-
dimensional Hilbert spaces throughout this paper. We define
|A| = dim{HA}. Moreover, let B(A) and P(A) denote the
algebra of bounded linear operators acting on HA and the
subset of positive semi-definite operators, respectively. We also
write XA ≥ 0 if XA ∈ P(A). An operator ρA is in the set
S(A) of quantum states if ρA ≥ 0 and tr {ρA} = 1. We say
that a quantum state ρA is pure if rank(ρA) = 1. We denote
the identity operator in B(A) by IA and the fully mixed state
by πA = IA/|A|.
The fidelity between two density operators ρ and σ is
defined as [33]
F (ρ, σ) :=
∥∥√ρ√σ∥∥2
1
=
[
tr
{√√
ρσ
√
ρ
}]2
. (7)
A bipartite physical system AB is described by the tensor-
product Hilbert space HAB = HA⊗HB with the sets B(AB),
P(AB), and S(AB) defined accordingly. Given a bipartite
quantum state ρAB ∈ S(AB), we unambiguously write ρA =
trB {ρAB} for the reduced state on system A. A state ρAB
is called maximally entangled with Schmidt rank M if there
exist orthonormal bases {|x〉A} and {|x〉B} such that ρAB =
|Φ〉〈Φ|AB , where
|Φ〉AB = 1√
M
M∑
x=1
|x〉A ⊗ |x〉B . (8)
A product state is a state that can be written in the form ρAB =
ρA ⊗ ρB .
A state ρAB is called separable if it can be written in the
form
ρAB =
∑
x∈X
P (x)ρxA ⊗ ρxB (9)
for a set X , a probability mass function P on X and ρxA ∈
S(A), ρxB ∈ S(B) for all x ∈ X [34]. We denote the set of all
such states by SEP(A :B). Furthermore, we say that a bipartite
state ρAB is PPT if it has a positive partial transpose, namely
if TB(ρAB) ≥ 0, where TB indicates the partial transpose
operation on system B. This is a necessary condition for a
bipartite state to be separable [35].4 Let PPT(A :B) denote
the set of all such states.5
For our purposes it is useful to further enlarge PPT(A :B)
to the set PPT′(A :B) [22], defined as
PPT′(A : B) := {τAB : τAB ≥ 0 ∧ ‖TB(τAB)‖1 ≤ 1} .
(10)
The set PPT′(A : B) includes all PPT states because
‖TB(τAB)‖1 = 1 if τAB ∈ PPT(A : B). All operators
τAB ∈ PPT′(A : B) are subnormalized, in the sense that
Tr{τAB} ≤ 1, because
tr {τAB} = tr {TB(τAB)} ≤ ‖TB(τAB)‖1 ≤ 1. (11)
However, the set PPT′ contains strictly sub-normalized states
that are not PPT.
Channels: We denote linear maps from the set of
bounded linear operators on one system to the bounded
linear operators on another system by calligraphic letters. For
example, NA→B denotes a map from B(A) to B(B), and we
will drop the subscript A→ B if it is clear from the context.
Let idA denote the identity map acting on B(A). If a linear
map is completely positive and trace-preserving (CPTP), we
say that it is a quantum channel.
We say that a CPTP map NAB→A′B′ consists of local
operations (LO) from A : B to A′ : B′ if it has the form
NAB→A′B′ = LA→A′⊗MB→B′ for CPTP maps LA→A′ and
MB→B′ . Similarly, we say that N is LOCC if it consists of
local operations and classical communication [37], [38]. Fur-
thermore, LOCC maps are contained in the set of separability
preserving maps from A :B to A′ :B′ that take SEP(A :B) to
SEP(A′ :B′). Finally, N is a PPT preserving operation from
A :B to A′ :B′ if the map TB′ ◦NAB→A′B′ ◦TB is CPTP [21].
(So we can conclude that any LOCC map is a PPT-preserving
map.)
B. Codes, Rates and Capacity
Codes: We consider a general class of classical pre- and
post-processing (CPPP) assisted entanglement generation (EG)
codes, for which the goal is for the sender (Alice) to use a
quantum channel in order to share a state that is close to a
maximally entangled state with the receiver (Bob).6 The CPPP
4It is also sufficient for 2 × 2 and 2 × 3 systems, but otherwise only
necessary [36].
5Note that there is no need to have an asymmetric notation here because a
state is PPT with respect to transpose on system A if and only if it is PPT
with respect to a partial transpose on system B.
6This generalizes the standard classical scenario in which we are interested
in transmitting a uniformly distributed message.
4assisted codes allow classical pre- and post-processing before
and after the quantum communication phase. In particular,
the parties are allowed to prepare a separable resource state
before the quantum communication commences. Note that any
converse bounds for these classical communication assisted
codes naturally also imply the same bounds for unassisted
codes.
Formally, we define a CPPP assisted EG code for a chan-
nel NA→B as a triple
C = (M, EA0B0→A˜AB˜,DA˜BB˜→AˆBˆ) . (12)
Here, A0 ∼= B0 ∼= C are trivial, Aˆ and Bˆ are Hilbert spaces
of dimension M , and A˜ and B˜ are auxiliary Hilbert spaces
of arbitrary dimension. Moreover, EA0B0→A˜AB˜ is an LOCC
quantum channel from A0 :B0 to A˜A : B˜, and DA˜B˜B→AˆBˆ is
an LOCC quantum channel from A˜ : B˜B to Aˆ : Bˆ. We write
|C| =M for the size of the EG code. An unassisted EG code
is defined in the same way, but E and D are restricted to be
LO instead of LOCC.
The corresponding coding schemes thus begin with Alice
and Bob preparing a bipartite state ρA˜AB˜ ∈ SEP(A˜A : B˜)
using the quantum channel E . (This state is restricted to be
a product state for unassisted codes but can be an arbitrary
separable state in the CPPP assisted case.) Alice then sends
the system A through the channel N , resulting in the state
ρA˜BB˜ = NA→B(ρA˜AB˜). (13)
Finally, Alice and Bob perform a decoding D, leading to the
state ωAˆBˆ = DA˜BB˜→AˆBˆ(ρA˜BB˜).
The fidelity of the above code C on the channel N is given
by
F (C,N ) := 〈Φ|AˆBˆ ωAˆBˆ |Φ〉AˆBˆ , (14)
where |Φ〉AˆBˆ is a (fixed) maximally entangled state on AˆBˆ
of Schmidt rank M .
Rates And Capacity: The main focus of this paper is on
EG codes for many parallel uses of a memoryless quantum
channel. That is, we want to investigate product channels N⊗n
for large n. Note that a CPPP assisted EG code for N⊗n (as
described above) allows for classical communication before
and after the product channel is used, but does not allow
for interactive schemes with classical communication between
different channel uses.
A rate r is an achievable rate for (CPPP assisted) quantum
communication over the channel N if there exists a sequence
of codes {Cn}n∈N where Cn is a (CPPP assisted) EG code for
N⊗n, such that
lim inf
n→∞
1
n
log |Cn| ≥ r, (15)
lim
n→∞
F (Cn,N⊗n) = 1. (16)
The quantum capacity of N , denoted Q(N ) is the supremum
of all achievable rates. Analogously, the CPPP assisted quan-
tum capacity of N , denoted Qpp(N ), is the supremum of all
CPPP assisted achievable rates.
On the other hand, r is a strong converse rate for (CPPP
assisted) quantum communication if for every sequence of
codes {Cn}n∈N as above, we have
lim inf
n→∞
1
n
log |Cn| > r =⇒ lim
n→∞
F (Cn,N⊗n) = 0. (17)
The strong converse quantum capacity, denoted Q†(N ), is the
infimum of all strong converse rates. Analogously, the CPPP
assisted strong converse quantum capacity of N , denoted
Q†pp(N ), is the infimum of all CPPP assisted strong converse
rates.
Clearly, the following inequalities hold by definition:
Q(N ) ≤ Qpp(N ) ≤ Q†pp(N ), (18)
Q(N ) ≤ Q†(N ) ≤ Q†pp(N ) . (19)
Finally, we say that a channel N satisfies the strong converse
property for quantum communication if Q(N ) = Q†(N ).
Similarly, we say that a channel N satisfies the strong con-
verse property for CPPP assisted quantum communication if
Qpp(N ) = Q†pp(N ).
III. GENERALIZED DIVERGENCE FRAMEWORK
A functional D : S ×P → R is a generalized divergence if
it satisfies the monotonicity inequality
D(ρ‖σ) ≥ D(N (ρ)‖N (σ)), (20)
whereN is a CPTP map. It follows directly from monotonicity
that any generalized divergence is invariant under isometries,
in the sense that D(ρ‖σ) = D(UρU †‖UσU †), where U is an
isometry, and that it is invariant under tensoring with another
quantum state τ , namely D(ρ‖σ) = D(ρ ⊗ τ‖σ ⊗ τ). Note
that to establish isometric invariance from monotonicity, we
require a channel that can reverse the action of an isometry
(see, e.g., [39, Section 4.6.3] for this standard construction).
A. Rains Relative Entropy and Rains Information
We now define some information measures which play a
central role in this paper. They are direct generalizations of
the Rains bound on distillable entanglement [21] and the
subsequent reformulation of it in [22].
We define the generalized Rains relative entropy of a
bipartite state ρAB as follows:
RD(A :B)ρ := inf
τAB∈PPT′(A:B)
D(ρAB‖τAB), (21)
We sometimes abuse notation and write RD(A : B)ρ =
RD(ρAB) if the bipartition is obvious in context.
One property of RD, critical for our application here, is that
it is monotone under PPT preserving operations, in the sense
that
RD(A :B)ρ ≥ RD(A′ :B′)ω, (22)
where ωA′B′ = PAB→A′B′(ρAB) and PAB→A′B′ is any
PPT-preserving operation from A : B to A′ : B′. This is
because PPT-preserving operations do not take operators τAB
in PPT′(A :B) outside of this set, which follows from
‖TB′(PAB→A′B′(τAB))‖1 = ‖TB′(PAB(TB(TB(τAB))))‖1
≤ ‖TB(τAB)‖1 ≤ 1. (23)
5In the above, the equality follows because the partial transpose
TB is its own inverse, and the first inequality follows because
the map TB′ ◦PAB ◦TB is CPTP (as PAB is PPT preserving)
and the fact that the trace norm is monotone decreasing
under CPTP maps. Since the set of PPT preserving operations
includes LOCC operations, RD(A : B)ρ is also monotone
under LOCC operations.
Finally, we define the generalized Rains information of a
quantum channel as
RD(N ) := sup
ρRA
RD(R :B)ω , (24)
where ωRB = NA→B(ρRA) .
Another critical property of the above quantities has to do
with the set PPT′(A : B) of operators over which we are
optimizing. That is, all operators in this set satisfy the property
given in Lemma 2 of [40], which we recall now:
Lemma 1 (Lemma 2 of [40]). Let τAB ∈ PPT′(A :B). Then
the overlap of τAB with any maximally entangled state ΦAB
of Schmidt rank M is at most 1/M , i.e., Tr {ΦABτAB} ≤ 1M .
The same is true for σAB ∈ PPT(A : B) simply because
PPT(A :B) ⊆ PPT′(A :B).
B. Covariance of Quantum Channels
Covariant quantum channels have symmetries which allow
us to simplify the set of states over which we need to optimize
their generalized Rains information. Let G be a finite group,
and for every g ∈ G, let g → UA(g) and g → VB(g) be
unitary representations acting on the input and output spaces
of the channel, respectively. Then a quantum channelNA→B is
covariant with respect to these representations if the following
relation holds for all input density operators ρA ∈ S(A) and
group elements g ∈ G:
NA→B
(
UA(g)ρAU
†
A(g)
)
= VB(g)NA→B(ρA)V †B(g). (25)
We then have the following proposition which allows us to
restrict the form of the input states needed to optimize the
generalized Rains information of a covariant channel:
Proposition 2. Let NA→B be a covariant channel with group
G as above and let ρA ∈ S(A), φρRA a purification of ρA,
and ρRB = NA→B(φρRA). Let ρ¯A be the group average of
ρA, i.e.,
ρ¯A =
1
|G|
∑
g
UA(g)ρAU
†
A(g), (26)
and let φρ¯RA be a purification of ρ¯A and ρ¯RB = NA→B(φρ¯RA).
Then, RD(R :B)ρ¯ ≥ RD(R :B)ρ
Proof: Given the purification φρRA, consider the following
state
|ψ〉PRA :=
∑
g
1√|G| |g〉P [IR ⊗ UA(g)] |φρ〉RA . (27)
Observe that |ψ〉PRA is a purification of ρA with purifying
systems P and R. Let τPRB be an arbitrary operator in
PPT′(PR : B). Then the chain of inequalities in (28)–(32)
holds. The first inequality follows from monotonicity of the
generalized divergence D under a dephasing of the P register
(where the dephasing operation is given by ∑g |g〉 〈g| · |g〉〈g|).
The first equality follows from the assumption of channel
covariance. The second equality follows from invariance of
the generalized divergence under unitaries, with the unitary
chosen to be ∑
g
|g〉〈g|P ⊗ V †B(g). (33)
Furthermore, this unitary does not take the state out of the
class PPT′, i.e.∑
g
p(g)|g〉〈g|P ⊗ V †B(g)τgRBVB(g) ∈ PPT′(PR :B). (34)
This is because, in this case, one could also implement this
operation as a classically controlled LOCC operation, i.e.,
a von Neumann measurement {|g〉〈g|} of the register P
followed by a rotation V †B(g) of the B register. One can do
so here because both arguments to D in (29) are classical
on P . The second inequality follows because the generalized
divergence D is monotone under the discarding of the register
P . The final inequality results from taking a minimization, and
the final equality is by definition. Since τPRB is chosen to be
an arbitrary operator in PPT′(PR :B), it follows that
inf
τPRB∈PPT′(PR:B)
D(NA→B(ψPRA)‖τPRB) ≥ RD(R :B)ρ
(35)
The conclusion then follows because all purifications are
related by an isometry acting on the purifying system and
the quantity RD is invariant under isometries acting on the
purifying system.
C. Specializing to Re´nyi Divergence
At this point we specialize our discussion to a particular
type of Re´nyi divergence. For ρ ∈ S, σ ∈ P and α ∈ (0, 1)∪
(1,∞), we define the sandwiched Re´nyi relative entropy of
order α as [16], [41]
D˜α(ρ‖σ) := 1
α− 1 log tr
{(
σ(1−α)/2αρσ(1−α)/2α
)α}
(36)
if supp(ρ) ⊆ supp(σ) or α ∈ (0, 1) and it is equal to +∞
otherwise. The sandwiched Re´nyi relative entropy is defined
for α ∈ {1,∞} by taking the respective limit. In particular,
limα→1 D˜α(ρ‖σ) = D(ρ‖σ) [16], [41]. In the following, we
restrict our attention to the regime for which α > 1. The
sandwiched Re´nyi relative entropy is monotone under CPTP
maps N for such values of α [42]–[44] and thus constitutes
a generalized divergence as discussed above. In particular, we
note that the trace term
(ρ, σ) 7→ Q˜α(ρ‖σ) = tr
{(
σ(1−α)/2αρσ(1−α)/2α
)α}
(37)
is jointly convex in its arguments for α > 1 [42].
We denote the corresponding Rains relative entropy by
R˜α(A :B)ρ, or simply use the shorthand R˜α(ρAB) = R˜α(A :
B)ρ if the bipartition is evident. The Re´nyi Rains relative
entropy is subadditive: namely, for any two bipartite states
ρAB and σA′B′ and α ∈ (0, 1) ∪ (1,∞), we have
R˜α(AA
′ :BB′)ρ⊗σ ≤ R˜α(A :B)ρ + R˜α(A′ :B′)σ. (38)
6D(NA→B(ψPRA)‖τPRB)
≥ D
(∑
g
1
|G| |g〉〈g|P ⊗NA→B(UA(g)φ
ρ
RAU
†
A(g))
∥∥∥∥∥∑
g
p(g)|g〉〈g|P ⊗ τgRB
)
(28)
= D
(∑
g
1
|G| |g〉〈g|P ⊗ VB(g)NA→B(φ
ρ
RA)V
†
B(g)
∥∥∥∥∥∑
g
p(g)|g〉〈g|P ⊗ τgRB
)
(29)
= D
(∑
g
1
|G| |g〉〈g|P ⊗NA→B(φ
ρ
RA)
∥∥∥∥∥∑
g
p(g)|g〉〈g|P ⊗ V †B(g)τgRBVB(g)
)
(30)
≥ D
(
NA→B(φρRA)
∥∥∥∥∥∑
g
p(g)V †B(g)τ
g
RBVB(g)
)
(31)
≥ inf
τRB∈PPT′(R:B)
D(NA→B(φρRA)‖τRB) = RD(R : B)ρ . (32)
This follows directly from the additivity of the sandwiched
Re´nyi relative entropy with respect to tensor-product states
and from the definition, since we can always restrict the
minimization to product states.
As a consequence of the joint convexity of the expression
in (37) for α > 1 [42, Proposition 3], its point-wise minimum
over σ is still a convex function of ρ. Moreover, taking into
account the logarithm and prefactor in the definition of the
Re´nyi divergence, we conclude that the Re´nyi Rains relative
entropy is quasi-convex: i.e., if ρAB decomposes as ρAB =∫
dµ(x)ρxAB then
R˜α(ρAB) ≤ sup
x
R˜α(ρ
x
AB) . (39)
The Re´nyi Rains information of a quantum channel NA→B
is defined as
R˜α(N ) := sup
ρRA
inf
τRB∈PPT′(R:B)
D˜α(NA→B(ρRA)‖τRB).
(40)
It suffices to perform the maximization in R˜α(N ) over pure
bipartite states ρRA, due to the quasi-convexity of R˜α when-
ever α > 1 (as discussed above). As a result, it suffices for
the dimension of the reference system R to be no larger than
the dimension of the channel input A, due to the well known
Schmidt decomposition.
The Re´nyi Rains information converges to R(N ) in the
limit as α approaches one from above. This is shown in the
following lemma, whose proof is provided in Appendix A.
Lemma 3. For any quantum channel N and α > β > 1, we
have
R˜α(N ) ≥ R˜β(N ) ≥ R(N ), (41)
lim
α→1+
R˜α(N ) = R(N ). (42)
D. Relating Fidelity of an Entanglement Generation Code to
the Re´nyi Rains Information of a Channel
The power of the generalized divergence framework is
that it allows us to relate rate and fidelity to an information
quantity. The usual approach is to compare the states resulting
from any code to a set of states resulting from a “useless
channel.” For the transmission of classical information, the
only set of useless channels are those which trace out the
input to the channel and replace it with an arbitrary den-
sity operator, effectively “cutting the communication line.”
However, for the transmission of quantum information, there
are more interesting classes of “useless channels” [45]. For
example, it is well known that a PPT entanglement binding
channel has zero quantum capacity [46]. More generally, the
bound in Lemma 1 establishes that if both the input to the
channel and the reference system are replaced with an operator
τRB ∈ PPT′(R : B), then the fidelity with a maximally
entangled state can never be larger than 1/M . Since for a
memoryless channel we are taking M = 2nQ, this overlap will
be exponentially small with the number of channel uses, so that
“channels” that replace with τRB cannot send any quantum
information reliably.
The following proposition gives a “one-shot” bound on the
fidelity of any CPPP assisted EG code:
Proposition 4. Let N be a quantum channel. Any CPPP
assisted EG code C on N obeys the following bound. For
all α > 1,
F (C,N ) ≤ 2−(α−1α )(log |C|−R˜α(N )) . (43)
Proof: Let C = (M, EA0B0 →A˜AB˜,DA˜BB˜→AˆBˆ) as
in (12) and recall the state ρA˜BB˜ in (13) prior to decoding and
the state ωAˆBˆ = DA˜BB˜→AˆBˆ(ρA˜BB˜). The binary test channel
BAˆBˆ→Z outputs a flag indicating if the state is maximally
entangled in the state ΦAˆBˆ or orthogonal to it:
BAˆBˆ→Z(·) := tr
{
ΦAˆBˆ(·)
} |1〉〈1|
+ tr
{(
IAˆBˆ − ΦAˆBˆ
)
(·)} |0〉〈0|. (44)
Furthermore, consider an arbitrary subnormalized
state τA˜BB˜ ∈ PPT′(A˜ : BB˜) and observe that
DA˜BB˜→AˆBˆ(τA˜BB˜) ∈ PPT′(Aˆ : Bˆ) because the decoding
operator is restricted to be LOCC. For ease of presentation,
we set
p = tr
{
ΦAˆBˆ DA˜BB˜→AˆBˆ(τA˜BB˜)
}
, (45)
F = F (C,N ) = tr {ΦAˆBˆ ωAˆBˆ} , (46)
7and assume without loss of generality that the operator
τA˜BB˜ is chosen such that p ∈ (0, tr {τA˜BB˜}) (otherwise,
τA˜BB˜ would not be a good choice because we would have
D˜α(ρA˜BB˜‖τA˜BB˜) = +∞). Applying monotonicity of the
divergence under the decoding map D and the test B, we find
D˜α(ρA˜BB˜‖τA˜BB˜)
≥ D˜α(BAˆBˆ→Z(ωAˆBˆ)‖BAˆBˆ→Z(DA˜BB˜→AˆBˆ(τA˜BB˜))) (47)
=
1
α− 1 log
[
Fαp1−α + (1− F )α [tr {τA˜BB˜} − p]1−α
]
(48)
≥ 1
α− 1 log
[
Fαp1−α
] (49)
≥ 1
α− 1 log
[
Fα (1/M)
1−α
]
(50)
=
α
α− 1 logF + logM. (51)
The second inequality follows by discarding the second term
(1− F )α [tr {τRB} − p]1−α (recall that we are considering
α > 1). The third inequality follows from (45) and Lemma 1.
Now, recall that the state ρA˜AB˜ is in SEP(A˜A : B˜) and
can thus be decomposed as a convex combination of tensor
products of pure states. Using the quasi-convexity of D˜α in
the first argument, we find that there exist pure states σA˜A and
σB˜ such that for every τA˜B ∈ PPT′(A˜ : B), we have
D˜α(NA→B(σA˜A)‖τA˜B)
= D˜α(NA→B(σA˜A)⊗ σB˜‖τA˜B ⊗ σB˜) (52)
≥ D˜α(NA→B(ρA˜AB˜)‖τA˜B ⊗ σB˜) (53)
≥ α
α− 1 logF + logM, (54)
where in the last line we apply the development in (47)-(51)
given that τA˜B⊗σB˜ ∈ PPT′(A˜ :BB˜). Since the above bound
holds for all τA˜B ∈ PPT′(A˜ : B), we can conclude that
inf
τ
A˜B
∈PPT′(A˜:B)
D˜α(NA→B(σA˜A)‖τA˜B)
≥ α
α− 1 logF + logM. (55)
We can finally remove the dependence on any particular code
by optimizing over all inputs to the channel. Identifying A˜
with R to simplify notation, we find
R˜α(N ) = sup
ρRA
inf
τRB∈PPT′(R:B)
D˜α(NA→B(ρRA)‖τRB) (56)
≥ α
α− 1 logF + logM. (57)
This bound is then equivalent to (43).
IV. WEAK SUBADDITIVITY OF THE α-RAINS
INFORMATION FOR MEMORYLESS CHANNELS
In this section, we prove an important theorem, which is
critical for concluding that the Rains information of a channel
is a strong converse rate for quantum communication. Before
we commence, we need the following technical property.
Lemma 5. Let α > 1, ρ, ρ′ ∈ S and σ ∈ P . If ρ ≤ γρ′ for
some γ ≥ 1, then
D˜α(ρ‖σ) ≤ α
α− 1 log γ + D˜α(ρ
′‖σ) . (58)
Proof: From the assumption that ρ ≤ γρ′, we get
σ(1−α)/2αρσ(1−α)/2α ≤ γσ(1−α)/2αρ′σ(1−α)/2α. Then we
have that
tr{(σ(1−α)/2αρσ(1−α)/2α)α}
≤ γα tr{(σ(1−α)/2αρ′σ(1−α)/2α)α} (59)
because tr{f(P )} ≤ tr{f(Q)} for P ≤ Q and f a monotone
increasing function (see, e.g., [44, Lemma III.6]). Taking
logarithms and dividing by α − 1 gives the statement of the
lemma.
We are ready to prove that the Rains information of the
channel obeys a weak subadditivity property.
Theorem 6. Let NA→B be a quantum channel. For all α > 1
and n ∈ N, we have
R˜α(N⊗n) ≤ nR˜α(N ) + α |A|
2
α− 1 logn. (60)
Proof: To begin with, we observe that a tensor-power
channel is covariant with respect to permutations of the input
and output systems, in the sense that
∀π ∈ Sn : WπBnN⊗n(ρAn) (WπBn)†
= N⊗n
(
WπAnρAn (W
π
An)
†
)
, (61)
where WπAn and WπBn are unitary representations of the per-
mutation π, acting on the input space An and the output space
Bn, respectively. So, letting |φρ〉RAn denote a purification of
ρAn , we can apply Proposition 2 to find that
R˜α(N⊗n(φρRAn)) ≤ R˜α(N⊗n(φρRAn)), (62)
where φρRAn is a purification of the permutation invariant state
ρAn . Now, this purification φ
ρ
RAn is related by a unitary on the
reference system R to a state |ψ〉AˆnAn ∈ Sym((Aˆ ⊗ A)⊗n),
where Aˆ ≃ A [47, Lemma 4.3.1]. So it follows that
R˜α(N⊗n(φρRAn)) ≤ R˜α(N⊗n(φρRAn))
= R˜α(N⊗n(ψAˆnAn)). (63)
For such a state in Sym((Aˆ ⊗ A)⊗n), we observe (see, e.g.,
[48]) that
ψAˆnAn ≤ n|A|
2
ω
(n)
AˆnAn
, where ω(n)
AˆnAn
:=
∫
dµ(ϕ)ϕ⊗n
AˆA
,
(64)
with µ(ϕ) denoting the uniform probability measure on the
unit sphere consisting of pure bipartite states ϕAˆA.
Employing Lemma 5, we find that
R˜α(N⊗n(ψAˆnAn)) ≤
α |A|2
α− 1 logn+ R˜α(N
⊗n(ωAˆnAn)).
(65)
8and since the right hand side does not depend on the state ρAn
anymore, this yields
R˜α(N⊗n) ≤ α |A|
2
α− 1 logn+ R˜α(N
⊗n(ωAˆnAn)) (66)
≤ α |A|
2
α− 1 logn+ supφ
AˆA
R˜α(N⊗n(φ⊗nAˆA)) (67)
where we used the quasi-convexity of R˜α in the state (cf. (39))
and the definition of ω(n)
AˆnAn
in (64) to establish the second
inequality. Finally, R˜α is subadditive for product states as seen
in (38), and thus
R˜α
(N⊗n(φ⊗n
AˆA
)
) ≤ nR˜α(N (φAˆA)). (68)
Combining this with (67) concludes the proof.
A consequence of Theorem 6 is that the Rains information
of a channel is weakly subadditive. This corollary is required
in order to set some of the claims in [31], [49] on a firm
foundation. We provide its proof in Appendix B.
Corollary 7. The Rains information of a quantum channel is
weakly subadditive, in the sense that
lim sup
n→∞
1
n
R(N⊗n) ≤ R(N ). (69)
V. THE RAINS INFORMATION IS A STRONG CONVERSE
RATE FOR QUANTUM COMMUNICATION
We are ready to state our main result, which is that the
Rains information of the channel is an upper bound on the
strong converse CPPP assisted quantum capacity.
Theorem 8. For any quantum channelN , we have Q†pp(N ) ≤
infℓ∈N
1
ℓR(N⊗ℓ).
Before we prove this result, we first state a technical propo-
sition which implies that the fidelity decreases exponentially
fast as the number of channel uses increases, with the exponent
bounded in (70) below. (However, we do not know if the
exponent in (70) is optimal.)
Proposition 9. Let N be a quantum channel. Consider any
sequence of codes {Cn}n∈N, where Cn is a CPPP assisted
EG code for N⊗n. Then the rate of this sequence, r =
lim infn→∞
1
n log |Cn|, satisfies
lim inf
n→∞
{
− 1
n
logF (Cn,N⊗n)
}
≥ sup
α>1
{
α− 1
α
(
r − R˜α(N )
)}
.
(70)
Proof: First, by definition of r, for any δ > 0, there exists
an N0 ∈ N such that 1n log |Cn| ≥ r − δ for all n ≥ N0. For
such n and any α > 1, we employ Proposition 4 to find the
following bound:
F
(Cn,N⊗n) ≤ 2−(α−1α )(log |Cn|−R˜α(N⊗n)) (71)
≤ 2−(α−1α )(n(r−δ)−R˜α(N⊗n)) (72)
≤ 2−
(
α−1
α
)(
n(r−δ)−nR˜α(N )−
α|A|2
α−1 logn
)
(73)
= n|A|
2
2−n(
α−1
α )(r−δ−R˜α(N )). (74)
Here, we used the weak subadditivity result from Theorem 6
to establish (73). Hence, we find
lim inf
n→∞
{
− 1
n
logF (Cn,N⊗n)
}
≥ α− 1
α
(
r − δ − R˜α(N )
)
(75)
and the statement of the theorem follows since we can choose
δ and α arbitrarily.
We briefly sketch a proof of the main theorem here for
the case in which we want to show that Q†pp(N ) ≤ R(N )
and provide the full proof below. Consider any code with r
defined as in Proposition 9. If r > R(N ), then by continuity
of R˜α(N ) as α → 1+, there always exists an α > 1 such
that r > R˜α(N ) as well. Thus, the right hand side of (70) is
strictly positive and the fidelity thus vanishes.
Proof of Theorem 8: Consider any sequence of codes
{Cn}n∈N, where Cn is a CPPP assisted EG code for N⊗n such
that r = lim infn→∞ 1n log |Cn| > infℓ∈N 1ℓR(N⊗ℓ). Then, by
definition of the infimum there exists a value ℓ ∈ N such
that ℓr > R(N⊗ℓ). Furthermore, by continuity of R˜α(N⊗ℓ)
as α → 1+ (cf. Lemma 3), there exists an α > 1 such that
ℓr > R˜α(N⊗ℓ).
Next, for any j ∈ {1, 2, . . . , ℓ}, consider the subsequence
of codes {Ckℓ+j}k∈N and their embeddings as codes for the
channelsN⊗(k+1)ℓ = (N⊗ℓ)⊗(k+1). (These codes are defined
for kℓ+ j channels, and their embeddings will simply ignore
the last ℓ − j channels.) Proposition 9 applied to the channel
N⊗ℓ yields
lim inf
k→∞
{
− 1
k + 1
logF (Ckℓ+j ,N⊗(k+1)ℓ)
}
≥ α− 1
α
(
ℓr − R˜α(N⊗ℓ)
)
=: c > 0. (76)
Here we used that 1ℓ lim infk→∞
1
k+1 log |Ckℓ+j | =
lim infk→∞
1
kℓ+j log |Ckℓ+j | − ℓ−j(kℓ+l)(kℓ+j) log |Ckℓ+j | ≥ r
since the lim inf of the subsequence { 1kℓ+j log |Ckℓ+j |}k is
lower bounded by the lim inf of the sequence { 1n log |Cn|}n
and the second term vanishes. Moreover, (76) yields
lim inf
k→∞
{
− 1
kℓ+ j
logF (Ckℓ+j ,N⊗(kℓ+j)
}
= lim inf
k→∞
{
− 1
kℓ+ j
logF (Ckℓ+j ,N⊗(k+1)ℓ)
}
(77)
≥ lim inf
k→∞
{
− 1
kℓ+ ℓ
logF (Ckℓ+j ,N⊗(k+1)ℓ)
}
(78)
≥ c
ℓ
. (79)
Since this holds for all j, we conclude
lim inf
n→∞
{
− 1
n
logF (Cn,N⊗n)
}
= min
j∈{0,1,...ℓ−1}
lim inf
k→∞
{
− 1
kℓ+ j
logF (Ckℓ+j ,N⊗kℓ+j)
}
≥ c
ℓ
. (80)
Hence, we conclude that the fidelity vanishes (exponentially
fast in n) and that infℓ∈N 1ℓR(N⊗ℓ) is a strong converse rate.
9Theorem 8 establishes the Rains information of a quantum
channel as an upper bound on the strong converse capacity
Q†pp(N ) for CPPP assisted quantum communication over a
channel N . Thus, in summary, the following inequalities hold
for all quantum channels:
Ic(N ) ≤ lim
ℓ→∞
1
ℓ
Ic(N⊗ℓ) = Q(N ) ≤ Q†(N )
≤ Q†pp(N ) ≤ inf
ℓ≥1
1
ℓ
R(N⊗ℓ) ≤ R(N ). (81)
VI. STRONG CONVERSE PROPERTY FOR QUANTUM
COMMUNICATION OVER DEPHASING CHANNELS
In this section, we show that the Rains information of a
generalized dephasing channel [10], [50]–[52] (also known as
“Hadamard diagonal” channels [53] and “Schur multiplier”
channels [29]) is equal to the coherent information of this
channel. This extends [21, Theorem 6.2] from “maximally
correlated states” to generalized dephasing channels. Conse-
quently, the hierarchy in (81) collapses for generalized de-
phasing channels. In particular, we establish that the quantum
capacity of this class of channels obeys the strong converse
property and also that classical pre- and post-processing does
not increase the capacity for these channels.
A generalized dephasing channel is any channel with an
isometric extension of the form
UNA→BE :=
d−1∑
x=0
|x〉B 〈x|A ⊗ |ψx〉E , (82)
where the states |ψx〉 are arbitrary (not necessarily orthonor-
mal). Note that these channels are degradable [10].
Proposition 10. Let N be a generalized dephasing channel
of the form (82). Then Ic(N ) = R(N ).
Proof: We have already seen in (81) that Ic(N ) ≤ R(N )
holds for all channels (recall also that this follows from [23,
Theorem 4]). We now establish that the opposite inequality
holds for a generalized dephasing channel N . Consider that
any generalized dephasing channel N obeys the following
covariance property:7
N
(
ZA(z)ρZ
†
A(z)
)
= ZB(z)N (ρ)Z†B(z), (83)
for z ∈ {0, · · · , d− 1}, where
ZA(z)|x〉A = exp {2πixz/d} |x〉A, (84)
ZB(z)|x〉B = exp {2πixz/d} |x〉B . (85)
Furthermore, a uniform mixing of these operators is equivalent
to a “completely dephasing” channel:
1
d
d−1∑
z=0
ZA(z)(·)Z†A(z) =
d−1∑
x=0
|x〉〈x|A(·)|x〉〈x|A , (86)
with the same true for the operators {ZB (z)}z∈{0,...,d−1}.
Then we can apply Proposition 2 to conclude that the Rains
7The covariance in (83) in fact holds for any operators of the form∑
d−1
x=0
exp {iϕx} |x〉〈x|A and
∑
d−1
x=0
exp {iϕx} |x〉〈x|B with ϕx ∈ R,
but it suffices to consider only the operators in (85) for our proof here.
information of a generalized dephasing channel is maximized
by a state with a Schmidt decomposition of the following form:
|ϕp〉RA :=
∑
x
√
pX(x)|x〉R|x〉A, (87)
for some probability distribution pX(x) and some orthonormal
basis {|x〉R} for the reference system R (with the key result
being that the basis {|x〉A} is “aligned with” the basis of the
channel). That is,
R(N ) = sup
pX
inf
τRB∈PPT′(R:B)
D(N (ϕpRA)‖τRB). (88)
Let ∆P be a CPTP map constructed as follows:
∆P (·) = P (·)P + (I − P ) (·) (I − P ) , (89)
with P =
∑
x
|x〉〈x|R ⊗ |x〉〈x|B . (90)
Then the following chain of inequalities holds:
Ic(N ) = sup
ϕRA
inf
σB
D(N (ϕRA)‖IR ⊗ σB) (91)
≥ sup
pX
inf
σB
D(N (ϕpRA)‖IR ⊗ σB) (92)
≥ sup
pX
inf
σB
D(∆P (N (ϕpRA))‖∆P (IR ⊗ σB)) (93)
= sup
pX
inf
σB
D(P (N (ϕpRA))P‖P (IR ⊗ σB)P ) (94)
= sup
pX
inf
q
D(N (ϕpRA)‖
∑
x
q(x)|x〉〈x|R ⊗ |x〉〈x|B)
(95)
≥ sup
pX
inf
τRB∈PPT′(R:B)
D(N (ϕpRA)‖τRB) = R(N ).
(96)
The first inequality follows by restricting the maximization to
be over pure bipartite vectors of the form in (87). The second
inequality follows from monotonicity of the relative entropy
under the CPTP map ∆P . The second equality follows because
D(∆P [(idR ⊗N )(ϕpRA)]‖∆P (IR ⊗ σB))
= D(P [(idR ⊗N )(ϕpRA)]P‖P (IR ⊗ σB)P )
+D((I−P )[(idR⊗N )(ϕpRA)](I−P )‖(I−P )(IR⊗σB)(I−P ))
(97)
since P ⊥ I−P , and because the state (idR ⊗N ) (ϕpRA) has
no support in the subspace onto which I −P projects, so that
the last term above is equal to zero. The third equality follows
because
P [(idR ⊗N ) (ϕpRA)]P = (idR ⊗N ) (ϕpRA), (98)
P (IR ⊗ σB)P =
∑
x
q(x)|x〉〈x|R ⊗ |x〉 〈x|B, (99)
for some distribution q(x) = 〈x|BσB|x〉B . The last inequal-
ity follows because the state
∑
x q(x)|x〉〈x|R ⊗ |x〉〈x|B ∈
PPT′(R :B), and the final equality follows from (88).
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VII. STRONG CONVERSE FOR CLASSICAL
COMMUNICATION
ASSISTED CAPACITY OF ERASURE CHANNELS
In this section, we consider a class of erasure channels of
the form
NA→B : ρA 7→ (1− p)ρB + p|e〉〈e|B, (100)
where p ∈ [0, 1] is the erasure probability, ρB is an isometric
embedding of ρA into B, and |e〉 is a quantum state orthogonal
to ρB .
Using the notion of entanglement cost of a channel, it was
shown in [28] that the strong converse two-way assisted quan-
tum capacity of the erasure channel is equal to (1−p) log |A|.
An alternate way of proving this (implicit in prior work) is as
follows:
1) Use the fact that the erasure channel can be realized by
the action of teleportation on the state NA→B(ΦRA).
As a consequence, any two-way assisted protocol for
quantum communication can be simulated by an entan-
glement distillation protocol for the state NA→B(ΦRA).
The authors of [37, Section V] devised this teleporta-
tion simulation argument for discrete-variable channels,
and it was subsequently generalized to more channels,
including continuous-variable channels, in [54].
2) Apply the strong converse theorem from [32] for dis-
tillable entanglement of a state and evaluate the Rains
relative entropy.8
This latter approach is similar in spirit to what we do below,
which however utilizes the methods given in this paper.
Proposition 11. Let N be an erasure channel of the
form (100). Then, Qpp(N ) = Q†pp(N ) = (1− p) log |A|.
Proof: First note that erasure channels are covariant under
the discrete Heisenberg–Weyl unitary group acting on A, and
thus Proposition 2 implies that
R(N ) = R(N (ψRA)) (101)
≤ D(N (ψRA)∥∥τRB) (102)
= H(τRB)−H(ρRB) (103)
where ψRA is a maximally entangled state, ρRB = N (ψRA),
and τRB is chosen as follows:
|ψ〉RA =
∑
x
1√|A| |x〉R ⊗ |x〉A, (104)
τRB =
∑
x
1
|A| |x〉〈x|R ⊗N
(|x〉〈x|A) . (105)
8Note here that one could also apply the relative entropy of entanglement
to obtain an upper bound as done in [54], but this bound would be generally
weaker than that given by the Rains relative entropy.
Evaluating this, we find
H(RB)τ = H(R)τ +H(B|R)τ (106)
= log |A|+
∑
x
1
|A|H(B)N (|x〉〈x|A) (107)
= log |A|+
∑
x
1
|A| [H((1− p)|x〉〈x|A + p|e〉〈e|)]
(108)
= log |A|+ h2(p), (109)
H(RB)ρ = H((1− p)ψRA + pπR ⊗ |e〉〈e|) (110)
= h2(p) + (1 − p)H(ψRA) + pH(πR ⊗ |e〉〈e|)
(111)
= h2(p) + p log |A|. (112)
In the above, H(B|R) := H(BR)−H(R) is the conditional
entropy. Therefore, we conclude that Q†pp(N ) ≤ R(N ) ≤
(1− p) log |A|.
It is well known that any rate r < (1 − p) log |A| can be
achieved with CPPP assistance [55]. We review this argument
briefly. Let Alice prepare and send n maximally entangled
states through N⊗n. Bob then records which instances of the
channel led to an erasure, and communicates this to Alice.
They will then use the correctly transmitted states to distill a
maximally entangled state of dimension rn. This will succeed
whenever rn/ log |A| is smaller than the number of correctly
transmitted states, which will happen with probability 1 as
n → ∞ as long as r < (1 − p) log |A|. This establishes that
Qpp(N ) ≥ (1− p) log |A| and concludes the proof.
Finally, recall that the erasure channel is degradable for
p ≤ 1/2 [10], and we can thus calculate its unassisted quantum
capacity to be Q(N ) = max{(1− 2p) log |A|, 0} [55]. Thus,
we have an example of a channel where Q(N ) < R(N ),
which means that our upper bound in terms of the Rains
information of the channel is not sufficient to establish the
strong converse property for general degradable channels.
VIII. CONCLUSION
This paper has established that the Rains information of
a quantum channel is a strong converse rate for quantum
communication. The main application of the first result is
to establish the strong converse property for the quantum
capacity of all generalized dephasing channels. Going forward
from here, there are several questions to consider. First, are
there any other channels besides the generalized dephasing
ones for which the Rains information is equal to the coherent
information? If true, the theorems established here would
establish the strong converse property for these channels. For
example, can we prove a strong converse theorem for the
quantum capacity of general Hadamard channels?
Is it possible to show weak subadditivity of a Re´nyi coherent
information quantity for some class of channels, addressing the
original question posed in [25]? To this end, the developments
in [56] might be helpful. Next, is it possible to show that the
Rains information of a general quantum channel represents a
strong converse rate for quantum communication assisted by
interactive forward and backward classical communication?
Similarly, can one show that the squashed entanglement of
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a channel [57] is a strong converse rate for this task? Recent
work has proved that the squashed entanglement of a quantum
channel is an upper bound on the quantum capacity with
interactive forward and backward classical communication,
and it could be that the quantities defined in [58] would be
helpful for settling this question.
Finally, now that the strong converse holds for the classical
capacity, the quantum capacity, and the entanglement-assisted
capacity of all generalized dephasing channels, can we estab-
lish that the strong converse holds for trade-off capacities of
these channels, in the sense of [52], [59]? Can we establish
second-order characterizations for this class of channels, in the
sense of [60]–[63]? See [64] for recent progress on this last
question.
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APPENDIX A
PROOF OF LEMMA 3
Proof of Lemma 3: The first statement follows be-
cause the underlying sandwiched relative entropy, D˜α(ρ‖σ),
is monotonically increasing in α [41, Theorem 7] for all ρ ∈ S
and σ ∈ P , i.e.
D˜α(ρ‖σ) ≥ D˜β(ρ‖σ) (113)
for all α ≥ β ≥ 0. This already establishes that the limit exists
and satisfies
lim
α→1+
R˜α(N ) ≥ R(N ). (114)
We would like to show the opposite inequality. Consider the
following bound [65, Lemma 8] (see also [16, Eq. (21)])
D˜1+δ(ρ‖σ) ≤ D(ρ‖σ) + 4δ [log ν (ρ, σ)]2 , (115)
which holds for δ ∈ (0, log 3/ (4 log ν (ρ, σ))) where
ν(ρ, σ) := tr(ρ3/2σ−1/2) + tr(ρ1/2σ1/2) + 1. (116)
Let us for the moment assume that σ > 0 with tr(σ) ≤ 1, and
its smallest eigenvalue is denoted as λ. In this case, we can
bound ν(ρ, σ) ≤ 2 + 1/√λ.
For any state ρRB and δ > 0 sufficiently small, we can
apply the bound above to arrive at
inf
σRB∈PPT′(R:B)
D˜1+δ(ρRB‖σRB) (117)
≤ inf
τRB∈PPT′(R:B)
D˜1+δ(ρRB‖(1− δ)τRB + δπRB)
(118)
≤ inf
τRB∈PPT′(R:B)
D(ρRB‖(1− δ)τRB + δπRB)
+ 4δ
(
log
(
2 +
√|A||B|√
δ
))2
(119)
≤ inf
τRB∈PPT′(R:B)
D(ρRB‖τRB) + log 1
1− δ
+ 4δ
(
log
(
2 +
√|A||B|√
δ
))2
(120)
The first inequality follows by picking σRB to be of the
form σRB = (1− δ) τRB + δπRB where πRB is the fully
mixed state on RB. Also, note that (1− δ) τRB + δπRB ∈
PPT′(R : B). To verify the second inequality, note that the
minimum eigenvalue of (1− δ) τRB + δπRB is always larger
than δ/(|A||B|). (The system R can be chosen to be of size
|A| without loss of generality, where |A| is the dimension of
the channel input.) Finally, recall that D(ρ‖σ) ≤ D (ρ‖σ′)
whenever σ′ ≤ σ to verify the last inequality.
Since, crucially, the upper bound in (120) is uniform in ρRB ,
we can immediately conclude that
R˜1+δ(N ) ≤ R(N ) + log 1
1− δ
+ 4δ
(
log
(
2 +
√|A||B|√
δ
))2
(121)
by maximizing over channel output states as in the definition
of R˜1+δ and R. Thus, limα→1+ R˜α(N ) ≤ R(N ), concluding
the proof.
APPENDIX B
PROOF OF COROLLARY 7
Proof: We can focus only on operators τRB such that
supp(ρRB) ⊆ supp(τRB), where ρRB = NA→B(φRA). This
is because the quantity of interest contains a minimization over
all τRB . For any sufficiently small δ > 0
R(N⊗n) ≤ R˜1+δ(N⊗n) ≤ 1 + δ
δ
|A|2 logn+ nR˜1+δ(N ).
(122)
The first inequality is from the monotonicity of the sandwiched
Re´nyi relative entropy in the Re´nyi parameter [41, Theorem
7]. The second inequality follows from Theorem 6.
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This invites an application of (121), which gives
1
n
R(N⊗n) ≤ R(N ) + 1 + δ
δ
|A|2 log n
n
+ log
1
1− δ + 4δ
(
log
(
2 +
√|A||B|√
δ
))2
(123)
Choosing δ = 1/
√
n and taking the limit n → ∞ then
immediately yields the desired result.
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