ABSTRACT Loop closure detection plays a vital role in the visual simultaneous localization and mapping (SLAM) systems. In order to overcome the shortcomings of the artificial design algorithm to extract insufficient features, this paper proposes a graph-regularization stacked denoising auto-encoder (G-SDAE) network that achieves high detection accuracy and improve reliability. This method is based on the SDAE and the manifold learning graph regularization structure. The G-SDAE preserves the local abstract geometry structure between features through spatial mapping in manifold learning, and the G-SDAE network can automatically extract abstract features, avoiding relying on empirical design algorithms to extract low-quality visual features. Compared with the bag-of-words (BoW) method, the OpenFABMAP algorithm, and the traditional SDAE method, extensive experiments show that the proposed algorithm achieves superior performances and provides a feasible solution for the loop closure detection part of the visual SLAM.
I. INTRODUCTION
The concept of SLAM was first proposed by Smith, Self and Cheeseman in 1986 [1] . The SLAM is considered to be one of the key technologies in the research of autonomous robots, and is the key to realizing truly autonomous mobile robots [2] . The core of the SLAM problem is to locate itself based on location estimates and maps, and build incremental maps based on its own positioning to achieve robotic autonomous positioning and navigation [3] . The complete visual SLAM system relies on several key parts: i) the Visual Odometry (VO) estimate camera motion between adjacent images [4] ; ii) optimizing feedback from camera pose and loop closure detection [5] ; iii) loop closure detection determines whether the robot returns to the position that has been reached before [6] ; iv) building a globally consistent trajectory and visually dense maps, etc. [7] .
If only relying on the camera pose calculated by the Visual Odometry to consider the motion of the robot in the The associate editor coordinating the review of this manuscript and approving it for publication was Chenping Hou. adjacent time, it will accumulate a large amount of motion error to make the SLAM system unreliable and SLAM system cannot construct globally consistent motion trajectories and maps [8] . Loop closure detection provides the correlation between current and historical data. Therefore, the robot can use the feedback information to reposition itself or help map and registration algorithms to obtain more accurate and consistent results [9] . The methods applied to loop closure detection are mainly divided into three ideas [10] : i) The detection methods based on topological maps; ii) The detection methods based on traditional appearance; iii) The detection methods based on deep learning. We will introduce the relevant methods based on the above three ideas.
First, the most specific mapping framework based on the mapping relationship between topological maps is topology metric or topological mapping [11] . Burgard et al. built independent local maps in real time based on a layered graph approach, and data association techniques stitch these matching maps together to automatically detect loop closures [12] . Latif et al. used topological information to represent position recognition as a sparse convex L1 minimization problem, and applied effective homotopy methods to provide loop closure assumptions [13] . Since image retrieval can be enhanced by adding topological metric information, we can enhance the topology by adding some metrics such as distance and direction. For example, FAB-MAP [14] and SeqSLAM [15] originally used a purely topological system for loop closure detection, and CAT-SLAM found that using local metric pose filtering to enhance position recognition based on sequential appearance can improve the reliability of FAB-MAP loop detection method [16] . The SMART improved the general applicability of SeqSLAM by integrating spatial metric information to form spatially consistent sequences and new image matching techniques [17] . However, because sparse mapping based on topological relationships typically contains too little useful information to effectively eliminate interference information and correctly determine the loop closure trajectory.
Secondly, the appearance of images can provide rich information for loop closure detection. Therefore, loop closure detection methods based on traditional appearance appeared [18] and successfully applied to various practical SLAM systems [19] , [20] . The traditional appearance features mainly include local feature descriptors such as ScaleInvariant Feature Transform SIFT [21] and Speed Up Robust Feature SURF [22] , and global Gist [23] features that do not have a detection phase but need to process the entire image. Many advanced appearance-based loop closure detection algorithms employ the Bag-of-Words (BoW) model to quantify local features into vocabularies to improve efficiency [14] , [24] . Usually, the image frames are assigned an image-visual-word-vector (descriptor) generated by local feature detection methods such as SIFT or SURF. The vector corresponds to the weighted appearance frequency of each visual word in a given image (histogram), clustering the visual feature descriptors into a collection of ''dictionaries'' [25] . This dictionary contain the centers of clusters considered to be independent of each other, by calculating these similarity between vectors to identify loop closure trajectories [18] . Cummins et al. proposed a new BoW method, based on tree structure accelerate the operation efficiency [26] , [27] . The Gist extracts information from the image using Gabor filters of different directions and frequencies, and averages the results to generate a compact vector representing the ''points'' of the scene for loop closure detection and relocation [28] , [29] . However, the BoW method still has its limitations. First, as the amount of data collected by the sensor increases, a huge dictionary needs to be constructed. In a very similar scene, there is a great ambiguity in the dictionary constructed by extracting the word histogram, which leads to an increase in the probability of false positive rate [30] . Second, the visual features are usually manually designed by the researchers in computer vision area, but each feature has its own uniqueness and complexity. Third, the criteria of designing traditional visual features is the feeling of humans, i.e., the features are expected to be stable under the change of the camera view or distance. However, this cannot be always guaranteed during the dynamic process.
Finally, in recent years, deep learning has shown strong advantages in various computer research fields, such as image recognition, classification, understanding, etc. It provides an opportunity for us to solve the loop closure detection problem in SLAM. The deep learning approach attempts to learn representative features directly from raw image data through a multi-layer neural network [31] , which will be used to classify or identify tasks. The most relevant to our work is the unsupervised training deep network based on SDAE [32] . It performs image continuity hypothesis and sparse constraint and applies it in the scene of SLAM loop closure detection [33] . At the same time, the CNN network as a feature extractor can learn related general features in different visual tasks [34] , [35] . Hou et al. used the intermediate layer of the Convolutional Neural Network (CNN) to construct feature descriptors. The output of each layer is treated as a feature vector by normalization, which represents an abstract representation of the input layer for loop closure detection [36] . Sünderhauf et al. comprehensively evaluated and compared the effectiveness of three state-of-the-art ConvNets on robot navigation related issues. They found that intermediate features exhibited robustness to changes in appearance, while advanced features carried more semantic information that could be used to partition the search space [37] . However, the above mentioned networks only focus on the global feature information of the original image data and, ignoring the spatial local geometric association between the image features. In particular, the pooling layer of the CNN also destroys this local geometric relationship [38] .
Based on the graph regularization auto-encoder to achieve image classification work [39] . We improve the loss function of the network and the construction method of the original undirected graph of the local geometry. Then, we propose a network (G-SDAE) based on joint training of graph regularization auto-encoder and SDAE. The graph regularization structure in the G-SDAE network can learn the abstract local geometry between features in the reconstructed spatial geometric matrix process. The whole network training process mainly include independent pre-training, independent finetuning and joint fine-tuning. The similarity between keyframes is calculated by match these features, and further detect the loop closure within a certain similarity range. We discusses the effects of visualization Precision-Recall (P-R) curves and Average-Precision (A-P) scores under various methods. It can be seen that the G-SDAE network has a good performance in each dataset. In short, our main contributions are: 1) We propose an improved unsupervised deep network based on manifold learning and auto-encoder combination. It can effectively learn the local geometry structure of embedded subspaces and extract features.
2) G-SDAE network is applied to loop closure detection in visual SLAM, overcoming the shortcomings of the traditional algorithm to extract insufficient features and achieves high detection accuracy. VOLUME 7, 2019 3) We design a set of algorithms to generate the ground truth of the datasets so that consistent evaluation criteria can be used for all relevant datasets to eliminate errors generated by different GPS sensors.
II. LEARNING FEATURE EXPRESSION
The most important aspect of detect loop closure in a appearance-based method is how to extract abstract features from the image that can express the core information of the original data. This process is called coding in auto-encoder network. For example, giving a raw image data containing n patches of images X = [x 1 , ..., x n ] T ∈ R n×m , each image patch is pulled into a m-dimensional vector. The purpose of coding is to reduce the dimensionality while learning features with stronger representation ability from the hidden layer
Manifold learning aims to enable low-dimensional data to reflect certain essential structural features of high-dimensional data [40] . Some highdimensional data is actually a low-dimensional manifold structure embedded in high-dimensional space. For example, manifold M is a true subset M ∈ R N of N -dimensional European space (Euclidean space is a linear space with inner product, and the metric of geometric space is generalized in linear space). So we can achieve M → R K mapping relationship by Manifold learning, that is mapping high dimensional data into low dimensional space (K N ), and preserving the local structural features of the image without loss of information.
A. STACKED DENOISING AUTO-ENCODER
Auto-encoder is an unsupervised dimensionality reduction learning algorithm, which is similar to principal component analysis (PCA). But it is more powerful than PCA, because its hidden layer acts as a feature extractor. In order to learn more robust features, the risk of the constant function is solved by randomly using the damaged input to the network. Denoising auto-encoder (DAE) [41] forcing the auto-encoder to remove the noise and discover more robust features to reconstruct the input. Based on the multi-layer perceptron (MLP) architecture, multiple single-layer denoising auto-encoders are stacked to map a set of input vectors to a set of output vectors to form a stacked denoising auto-encoder network (SDAE). SDAE networks usually contain three layer structures: i) Input layer x; ii) Hidden layer h; iii) Output layer y. The input layer accepts the raw data with noise added as:
where n and m represent the number and dimensions of the original data, E(ϑ) is the distribution type of noise, and ϑ is the distribution parameter. Each hidden layer contains a number of fully connected nodes, each of which computes a smooth nonlinear activation function from the input data.
Usually, a sigmoid function that maps data to a range between (0, 1), the output of the function is set to h i :
The output of the previous hidden layer is used as the input of the next hidden layer, then map back and reconstruct the original input y j :
The y is considered to be the prediction of the original input x when given coding h. The weight matrix W of the inverse mapping may be selected as a transposed matrix of the forward mapping: W = W T , was called tied weights. It can reduce parameters in the network and speed up training.
In addition, different optimization objective functions can be constructed according to different loss criteria (such as energy, entropy, etc.). The following optimization objective function based on cross entropy loss is:
Usually, the optimization objective function is a convex optimization problem, and the auto-encoder uses a stochastic gradient descent (SGD) iterative algorithm to solve the problem [42] . After several epochs, the loss function converges to a local minimum and the algorithm stops. We are interested in the feature information learned from the hidden layer during the network training process, rather than the reconstruction information of the output layer. The weight W and bias b of each hidden layer are used as feature extractors.
B. GRAPH REGULARIZATION AUTO-ENCODER
In machine learning, usually, the distance between the data points and the mapping function are defined in the European space. There are many successful manifold learning algorithms that conform to the locally invariant characteristics [43] , [44] . However, these methods are linear, in practice, some nonlinear data may not be distributed in the European space. So it does not provide enough expressive power to find the representation space that can preserve the local geometry, which requires the introduction of new assumptions about the distribution of data.
The combination of graph regularizer and auto-encoder can achieve nonlinear dimensionality reduction and feature extraction. Laplacian regularized auto-encoder (LAE) [45] formalizes the loss function equation:
The (x, y) is the loss term of the auto-encoder, λφ (H ) is the item of the graph regularizer, and λ is the penalty coefficient of the training graph regularizer. The learned local geometry φ (H ) can be expressed as the following:
where S ij is the similarity between data samples x i and x j , S is the entire weight matrix. Given n points to form a point set
algorithm to construct a set of K-NNs for each sample point in N . If x i is in the K-NN set of x j or x j is in the K-NN set of x i (this relationship is symmetric), x i and x j form an edge. Then the weight S ij is set to the weighted distance between the two data points, usually weighted by the method of Heat Kernel on the basis of the Euclidean distance, otherwise S ij is set to zero:
We have formed an edge set E = e x i , x j , i, j ∈ n based on the point set N and the K-NN algorithm, and a weighting map G = (N , E) is established. Based on the local invariance assumption, we consider mapping the weighted graph to another k-dimensional European space
n, make the points in this space maintain the same local geometry as the original data. Where h i and h j are the close mappings corresponding to the original data in the new space. By minimizing φ (H ), x i and x j are close to ensure that h i and h j are also close to each other. The D 1 = D 2 are diagonal weight matrices,
The L is called a Laplacian matrix, and tr (·) is a trace of a matrix.
If implemented in the form of an auto-encoder, f denotes the coding part of the similarity weight matrix S, and g denotes the decoding part. The MLP-based graph regularization structure can provides a more smooth way of enforcing the local geometric structure. The layer-by-layer pre-training structure enables the graph regularization structure of each layer to complete the learning process of a geometric feature, which is usually better than the single-layer graph regularization structure. The similarity weight matrix S ∈ R n×n is regarded as n regular n-dimensional original input samples, used for layer-by-layer training, thus: arg min
The constraint HDH T = I removes any scaling factor in the embedded space. Based on formula L = D−S and EckartYoung-Mirsky theorem (ie H ∈ R n×k contains k eigenvectors that provide reconstruction of the best rank k of rank S under the Frobenuis norm), we can get arg min
Our G-SDAE network divides joint loss function into independent SDAE loss term and g-regularizer loss term. In (9), which avoids the process of extracting features from being disturbed, resulting in features being impure:
G−regularizer (9) In addition, we abandoned the design of the simplified anchor point graph [39] . Because it increases the complexity of the network, and the parameters such as the number of anchor points need to be repeatedly adjusted. The anchor improper selection of points may lose many important local geometric relationships in the original image.
III. OVERVIEW OF DETECTING LOOP CLOSURE
The G-SDAE network training part is mainly divided into three parts: i) As shown in Fig. 1(a) , the SDAE network pre-training the image data, and selects a part of the training sets as a validation set. Then fine-tuning the hyper-parameter such as the number of nodes, the number of iterations and the learning rate to optimization network model; ii) As shown in Fig.1(b) , the graph regularization auto-encoder pre-training and fine-tuning the similarity weight matrix S data, and reconstructs the matrix S to learn the local geometry structure from the original data; iii) As shown in Fig. 1(c) , the graph regularization auto-encoder shares the coding part of the SDAE network for joint fine-tuning (the coding part of the SDAE network as the coding part of the G-SDAE network) to obtain an optimal solution.
Hidden layer weights W and biases b in a well-trained network model constitute a feature extractor as (2) . The schematic diagram of the whole process of detect the loop closure relationship is shown in Fig. 2 . Firstly, selectively extract some interesting or noteworthy parts of the image using sparse key point detection algorithms such as SIFT [21] , SURF [22] or ORB [27] feature detection. Second, we sort the detected points in descending order according to the order of key point responses. The first N key points are selected, and the original key-frames gray data is segmented into N image patches of dimension s × s centered on their coordinates, and each image patch is pull into a 1 × s 2 row vector. The original image is processed into an input matrix X N ×s 2 , which passes through the feature extractor of each hidden layer in turn until the hidden layer H f whose final dimension is f . The final hidden layer is used as the feature output layer with f -dimension, and the final output of the original data has a feature matrix of F N ×f . Finally, the similarity matching is performed according to the feature matrix, and calculate the similarity scores between each other to determine the loop closure relationship.
A. CALCULATE IMAGE SIMILARITY
Each key-frame F (i) is divided into k high response image patches by the traditional feature extraction algorithm. The well-trained G-SDAE network hidden layer feature extractors obtain features h k , including abstract features and local geometric structures, and all the features obtained are:
We use the FLANN (Fast Library for Approximate Nearest Neighbors) [46] algorithm in OpenCV to match these abstract feature matrices. Each key-frame obtain k feature matchpairs, and then calculating their standard Euclidean distance. The standard Euclidean distance overcomes the shortcoming of different distributions of the various dimensions in the Euclidean distance, so that each dimension satisfies the standard normal distribution:
The N f is the dimension of the hidden layer, M is the abstract feature matrix of the hidden layer output, and δ f is the variance of the f -th dimension. In order to measure the similarity of the abstract feature matrix in the direction, the cosine distance is introduced:
The Euclidean distance measures the distance of points on two high dimensional spaces, and the cosine distance pays more attention to the difference in direction between the two vectors. The detailed process of calculating the similarity is shown in Algorithm 1: In addition, it is also necessary to convert the inverse relationship between distance and similarity into a proportional relationship. We count the minimum distance Min_dis and the maximum distance Max_dis between the abstract feature matrix. Then, using the normalization method (Min-Max) to convert the distance to a similarity score with a positive correlation and quantized to [0, 1]:
IV. EXPERIMENT AND RESULT
Experimental validation of our approach has been performed on four publicly available datasets containing dynamic/static image sequences namely ''City Centre'', ''New College'', ''Fr3_Office'' and ''Fr3_Texture'' [14] , [47] , [48] . We select the mainstream BoW method, the OpenFABMAP detection algorithm, the traditional SDAE network and G-SDAE network to test the above datasets, respectively. The Open-FABMAP is an improved algorithm based on the FAB-MAP (Fast Appearance-Based Mapping) algorithm proposed by Glover [49] . Our experiments are based on the stacked denoising auto-encoder reference code provided by Theano (open deep learning framework) and DELL OPTIPLEX 9020 (CPU: 3.60GHz, 4 Cores. Memory: 12GiB) [50] . The ''Fr3_Office'' dataset uses ASUS Xtion sensors to collect image data along a desk and there is a large loop closure path. The ''Fr3_Texture'' dataset consists of several conference posters and the trajectories overlap at the beginning and end. The ''New College'' and ''City Centre'' are often used in visual SLAM loop closure detection studies. The left and right side cameras of the mobile robot collect images approximately every 1.5 meters. The datasets are mainly from urban outdoor environments under different dynamic conditions, including some chairs, pedestrians, trees, cars, etc. The relevant information of the datasets is shown in Table 1 .
A. DATA PREPROCESSING
In practical applications, because of the limited computing power of the mobile platform, we cannot handle all images collected during the motion. It is of little significance to verify the similarities between images with short acquisition intervals, we need to clean the datasets. Firstly, the ORB [27] is used to extract features and descriptors, and the PnP (Perspective-n-Point) method is used to solve the motion between position point pairs. When the motion estimation between the two frames is correct, the feature matching is successful and the motion distance is within the appropriate interval, this frame is used as the training data. The number of training sets and test sets we get is displayed on Table 2 . In addition, Fig. 3 shows some of the filtered data samples and Fig. 4 shows the 3D trajectory of the original datasets and the filtered test sets (''Fr3_Office'' and ''Fr3_Texture'').
B. GROUND TRUTH
Although some datasets have a loop closure path, but the official does not provide ground truth, we need to design the algorithm to provide ground truth with true loop closure relationship. The algorithm flow for obtain the ground truth is shown in Fig. 5 . We first extract the ORB features from the RGB images provided by the datasets and make a match. When the matching number of descriptor pair and the descriptor matching distance are within a certain threshold interval. Then, we use the SVD method to solve the ICP (Iterative Closest Point) for the depth data that is to solve the motion estimation problem between the two matching points. We optimize the obtained rotation matrix R and translation vector t through the pose graph tools g2o [5] . axes:
We add the translation vector t 1×3 to each dimension of the corresponding Euler angle (θ x , θ y , θ z ), respectively, and convert them into similarity scores sim for judging whether two images are loop closure. The resulting ground truth information has visualized in Fig. 8 (a) and Fig. 8(c) .
C. PERFORMANCE ANALYSIS
For the BoW method, we use the open source bag-of-word model DBoW3 to generate the ORB feature dictionary. We use the default parameters in the OpenFABMAP algorithm provided by the author. Based on experience, the more hidden layers of the auto-encoder, the more abstract the extracted feature information is. Therefore, the SDAE and 59530 VOLUME 7, 2019 G-SDAE networks all adopt a four layers network structure. The default training parameters of the network are shown in Table 3 .
1) INDOOR STATIC SCENE
In an auto-encoder, the weight matrix W of the first hidden layer is treated as a feature extractor. We calculate the dot product of the input data and the weight matrix W , when the input of the first hidden layer is x, the number of rows of the matrix W is the same as the number of columns of x. The features acquired by the weight W of the first hidden layer can be visualized. Partial visualization features extracted from the ''Fr3_Office'' and ''Fr3_Texture'' by the first hidden layer of the SDAE network and the G-SDAE network are shown in Fig. 6 , these features are collected in the same position of the weight matrix W . The first layer of hidden layer learn some meaningful features, including some prominent corner points and distinct edges. It can be seen from Fig. 6 that many of the hidden units in the hidden layer of the SDAE network have a low average response, only part of them are detecting useful information. However, there are more hidden layer units activated in the G-SDAE network (the area shown as a prominent color in the figure). Those nodes that are not activated cannot learn useful information, and represented in the form of random noise in the figure, which is related to the initialization of network weights. The response of hidden units forms a nonlinear description of the image data. Their output is regarded as features which are used for measuring the similarity of the input data.
As shown in Fig. 7(b) and Fig. 7(d) , we match the keyframes similarity scores and form a normalized similarity matrix by (13) and Algorithm 1. We can more intuitive to see the loop closure relationship between the images. In addition, the similarity score matrix of the ground truth is shown in Fig. 7(a) and Fig. 7(c) .
Comparing the ground truth with the similarity score matrix obtained by training the G-SDAE network, the loop closure information is concentrated in the upper left corner and the lower right corner. It represents some key-frames at the beginning of the motion and some key-frames at the end of the motion, which is consistent with the fact that there are only one large loop closure in the two static datasets. As shown in Fig.7(b) and Fig. 7(d) , the similarity score between some images at the beginning and end of the motion trajectory is higher than 0.5, and they are regarded as true loop closure. For other key-frames that do not have a loop closure relationship, such as those key-frames that are close to the current key-frame, the similarity score is reasonably assigned a smaller score. As shown in Fig. 8 , we show the detected loop closure match pairs. Fig. 8(a) and Fig. 8(c) In order to compare the results of various loop closure detection methods, we scan the similarity score threshold to obtain a P-R curve. The P-R curve represents the relationship between precision rate and recall rate. Precision rate is defined as the ratio between accurately detected loop closure frames (True-Positive) and the total number of detections returned by the method (True-Positive plus False-Positive). Additionally, recall rate is defined as the number of True-Positive detections found, over the total number of loop closure frames that exist in the ground truth (True-Positive plus False-Negative). As shown in Fig. 9(a) and Fig. 9(b) , we compared the similarity scores from four different methods, including the DBoW3 bagof-words model, the OpenFABMAP algorithm, the SDAE network and the G-SDAE network with different hidden layers.
In SLAM, the recall rate is relatively loose, and more attention is paid to the precision rate, because the false positive loop closure will add the wrong edge to the backend Pose Graph, and the optimization algorithm may give a completely wrong result. It may lead to the curvature of the corridors in the established map, the staggering of the walls, and the failure of the entire map. In contrast, the recall rate is lower, some true loop closures are not detected, and the constructed map is affected by certain errors, but it can be repaired after several loop closure detection processes. According to the results shown in Fig. 9(a) , when the recall rate of the G-SDAE network is greater than 85%, the precision rate can still be maintained above 80%. In other methods, when the recall rate is within the range of (70%, 85%), the precision rate is below 50%. When the recall rate is less than 60%, the threshold of the detecting rises at this time, and fewer loop closure are detected, the precision rate of each method is higher than 60%. As shown in Fig. 9(b) , when the recall rate is below 70%, the precision rate of the G-SDAE_1Layer method and the SDAE_4Layer method are both greater than 80%, and the precision rate of the G-SDAE_4Layer method is greater than 90%. By analyzing the impact of the hidden layers of the network on the experimental results, we find that the traditional SDAE network and the G-SDAE network follow the progressive relationship between the hidden layers. In other words, a network with a deep hidden layer structure is more efficient than a network with a shallow hidden layer structure.
2) OUTDOOR DYNAMIC SCENE
Early place recognition systems often implicitly used the simplifying assumption that the visual appearance of each place would not change over the course of the experiment. However, it is clear that the appearance of a place can vary greatly over time due to a large number of causes including changes in lighting and weather. This will lead to an increase in the false positive rate, which increase the difficulty of accurately detecting the loop closure. We divided the ''New College'' and ''City Centre'' into two experimental datasets, separately, the left side view and the right side view. In addition, the similarity matrix heat map is shown in Fig. 10 , and each set of figures in Fig. 10 contains the heat map drawn by the ground truth (on the left side) and the heat map obtained by the G-SDAE network (on the right side).
Both public datasets also provide aerial photos of the data collection area to visualize the results. According to the officially provided GPS positioning data of the robot movement, we can draw a moving trajectory based on the real scene. The similarity score within a certain threshold range obtained by the G-SDAE network is considered as keyframes pairs with true loop closure relationship. For example, based on the trajectory of the real scene, we show the loop closure key-frames detected in the data collected by the left camera of ''New College'' and ''City Centre'' in Fig. 11 , Fig. 12 and Fig. 13 loop closure detected by ground truth, the Fig. 12 and Fig. 13 shows the loop closure detected by the G-SDAE network. Similarly, based on these two outdoor dynamic datasets, we plot the corresponding P-R curves in Fig. 14 . It can be seen from Fig. 14 that the P-R curve obtained by the G-SDAE network has the highest precision rate in the same recall rate, and the DBoW3 method is the worst.
3) AVERAGE-PRECISION (A-P) SCORE COMPARISON
Sometimes it is necessary to use the A-P score to balance the precision rate and recall rate. The A-P score refers to the area under the P-R curve, and the A-P score represents the average of the precision rate on the different recall rate. It represents a weighted average of the precision rate achieved at each similarity score threshold, and using the increase in the recall rate of the previous threshold as the weight:
where P n and R n are the precision rate and recall rate at the nth threshold. This implementation is not interpolated, unlike using the trapezoidal rule to calculate the area under the P-R curve. The trapezoidal rule uses linear interpolation and may be too optimistic. The A-P scores obtained by the above all methods for all public datasets involved in the experiment are shown in Table 4 and Fig. 15 . From Table 4 , the calculated A-P scores can be more clearly seen that the G-SDAE network has the highest A-P score in all datasets. By appropriately increasing the depth VOLUME 7, 2019 of the network structure, we can get a more distinguishing feature representation, which means that the correct loop closure can be accurately detected.
V. CONCLUSION
This paper focuses on the loop closure detection problem in visual SLAM. In our work, we propose a manifold learning auto-encoder (G-SDAE) based on graph regularizer. The G-SDAE network model learns a powerful and compact embedded space to preserve the geometry structure in a local manifold. According to the experimental results, the average accuracy of the loop closure detection by training the G-SDAE network is higher than that of the DBoW3 method and the traditional SDAE method.
However, some hyper-parameters involved in a deep learning network model usually require repeated experiments to obtain an optimized network structure. The separate pre-training and fine-tuning of the G-SDAE network requires extra time consumption. Therefore, how to simplify the network structure and accelerate the training process, will be the subject of further research. 
