ABSTRACT: In an attempt to reconcile the capabilities of statistical downscaling and the demands of ecosystem modeling, the technique of expanded downscaling is introduced. Aimed at use in ecosystem models, emphasis is placed on the preservation of daily variability to the extent that possible climate change permlts. Generally, the expansion is possible for any statistical model which is formulated by utilizing some form of regression, but I will concentrate on linear models as they are easler to handle. Linear statistical downscaling assumes that the local climate anomalies are linearly linked to the global circulation anomalies. In expanded downscaling, in contrast. I propose that the local climate covariance is linked bilinearly to the global circulation covariance. This is done by transforming the technique of unconstrained minimization of the error cost function into a constrained minimization problem, with the preservation of local covariance forming the side condition. A general normalization routine is included on the local side in order to perform the downscaling exclusively with normally distributed variables. Application of the expanded operator to the daily, global circulation works essentially like a weather generator Using observed geopotentlal height fields over the North Atlantic and Europe gave consistent results for the weather stat~on at Potsdam with 14 measured quantities, even fol moisture-related variables. For GCM (general circulation model) scenarios, satisfactory results are obtained when the original variables are normally distributed. If they are not, strong sensitivity even to small input changes cause the normalization to produce large errors. Non-normally distributed variables such as most moisture variables are therefore strongly affected by even slight deficiencies of current GCMs with respect to daily variability and climatology. This marks the limit of applicability of expanded downscaling.
INTRODUCTION
In the context of climate change it has become increasingly urgent to fill the gap between the lowresolution large-scale features of climate models and the high-resolution small-scale features of ecosystems which are, in part, driven by the climate. This discrepancy, however, which applies to the spatial as well as the temporal dimension, creates eminent theoretical as well as practical problems. From the climate side, this has been dubbed the 'downscaling problem', and it addresses the problem of deriving local weather scenarios, for the present and future, from a model run of some given General Circulation Model (GCM).
Such a scenario is certainly not meant as a prediction of future weather processes. Instead it tries to estimate shifts, and study the sensitivity, of statistical parameters such as monthly or annual means at a given location together with the variability about them. Unfortunately, many quantities exhibit large spatial variability in their first 2 statistical moments, most notably precipitation, a quantity which is essential to almost all ecosystems. As another obstacle, non-normality of the variables comes into play such that the use of those moments itself is in question. In that case one does not even know what mlght be important to model. For example, precipitation, which involves both long dry spells and heavy rainfall events, is far from being normal. But exactly those extreme phenomena have the greatest impact.
CLim Res 7:
The measurements at a weather station are determined by an interaction between the global circulation pattern, L; , the regional weather elements, K , and the local microclimate of that station, L. So far, a nested dynamical approach (cf. e.g. Giorgi 1990) which couples all 3 weather aspects is far from being completed, th.e main obstacle being the parameterizations at the interfaces. The calibration of these model parameters based on empirical knowledge is particularly difficult a s they usually enter the equations non-linearly.
There a r e quite a few methods that empirically estimate L directly from G, thereby giving u p the ambitious dynamical approach. By utilizing already obtained observations, g and I, of G and L quantities, respectively, one attempts to establish a direct mathematical relation of the form between the local and global weather patterns, leaving out the regional structure completely. For example, if j represents a summer high-pressure system over the Baltic Sea it is expected that that day's weather in Central Europe is quite sunny and dry, adding a n appropriate entry I to a given weather station record. These approaches can be divided into 2 groups, linear and nonlinear techniques. The latter aImost always utilize some finite set of what is known as Grofiwetterlagen a n d formulate submodels for each element. Among them a r e those of Bardossy & Plate (1991), who fit an Autoregressive Moving Average (ARMA) model to daily precipitation records; those of Wilson et al. (1992) , who use Empirical Orthogonal Function (EOF) techniques to define the weather regimes; and the Classification and Regression Tree (CART) scheme, which is applied by Hughes et al. (1993) to distinguish between dry a n d wet periods. The CART scheme a n d the so-called 'analog' method are applied by Zorita et al. (1995) for the design of rainfall generators. Neural nets, which are currently applied to almost all phenomena, especially nonlinear ones, might also prove valuable in addressing the downscaling problem; see Elsner & Tsonis (1992) for a thorough account. The fact that many of these techniques are applied to precipitation records, a n d most notably to the daily time scale, results from the highly nonlinear and particularly regime-like chara.cter of this quantity. One of the greater pitfalls of the nonlinear approach is the difficulty of finding stable estimates of the model parameters which have to be fitted. Or, as seen from the reverse side: the output of nonlinear models very often depends too sensitively on the exact value of their parameters. By definition, this sensitivity is largely reduced in linear models. The only thing one has to care about, therefore, is ensuring that the number of estimated model parameters stays within a certain bound given by the number of degrees of freedom of the training set. In this study I try to assess the statistical downscaling methods in some generality, but with special emphasis on possible applications. The phrase 'statistical downscaling' is used here to mean any method which determines the transfer function f in Eq. (1) by applying some form of least-squares regression technique to the set of parameters in f , and f is taken from a predefined functional class. For the class of linear functions it has been shown in a number of studies , Werner & Storch 1993 ) that one can find quite stable relations between seasonal atmospheric circulation and local weather anomalies, with correlations going as high as 80% for quantities such as temperature or pressure. To apply these findings to ecosystem models one has to derive, in a second step, daily scenarios which are built upon those mean values, mostly by using tools such as a weather generator.
At first sight, there is no reason to restrict attention to monthly or seasonal means and not to downscale daily values directly. But here one faces the fact that with weak correlations the variability of the downscaled process is reduced accordingly, and many ecosystems require a great deal of daily variability as a driving force. In particular, there seems to be no way of modeling daily precipitation correctly, where the weak correlation damps the variability to a small fraction of what is realistic. In this context, another drawback of statistical downscaling which obeys Eq. (1) becomes evident: If the transfer function f is not too nonlinear, the modeled quantity is bound to have essentially the same statistical distribution as the forclng field. But the statistical distribution of the forcing field is primarily normal when one uses circulation variables such as pressure or geopotential height.
This study presents work that pursues both directions mentioned above: I shall formulate a method of applying downscaling techniques directly to obtain daily values, even for quantities that have daily distributions which are far from normal.
LINEAR STATISTICAL DOWNSCALING
In the slmplest case, statistical downscaling models the local process, I, using a linear expression of the form with a suitably chosen rnatrlx L. It is assumed thatg and [are given as anomalies about some previously determined (daily, monthly, annual) mean values. It is desirable that the model error Lg -f o r , more exactly, the model error covariance become as small as possible. Its size can be measured e.g. by the cost function:
where () denotes expectation). Let us denote the crosscovariance between 2 processes c and y by C , (and C, for = y ) . If, for a sufficiently long time s p a n , j and [are given through observations then the statistical estimates of Ce, C,, and C, are quite reliable. The cost function can then be expressed as
The condition of a local extreme, dT/dL = 0, gives the well-known linear regression solution
With n global and m local variables, L is an nl x n matrix. Since the global dimension is usually quite large it is recommended that reduction techniques such as EOF filtering be used before calculating Eq. (5). A further reduction can be achieved by considering a singular value decomposition (SVD) of the matllx L with an appropriate selection of a few significant singular vectors. Those vectors give the dominant physical mechanism of the impact of G on L . A related method involves using Canonical Correlation Analysis (CCA, see Barnett 1991) where one maximizes the correlation between the loadings of 2 fields and uses this correlation for the prediction.
To my knowledge, the first in a series of downscaling experiments for European stations was conducted by von . For this and the subsequent experiments the North Atlantic/European section of the global circulation, represented either as sea level pressure or geopotential height fields, was chosen as the predictor. von predicted winter mean precipitation over Spain, explaining as much as 50% of the total variance. A similar result has been obtained by Werner & von Storch (1993) , who showed that one can successfully model the mean winter temperature of Central Europe, explaining about 65% of total variance. Heyen et a1 (1996) modeled winter sea level height in the Baltic by the sea level pressure field, reaching overall correlations of 80%. Gyalistras et al. (1994) demonstrated that this method is applicable even to mountainous regions. For a whole range of variables, among them temperature, precipitation and sunshine duration, they showed that one can explain a large amount of annual variability. The best results were obtained for temperature, with about 50 % (30 %) of the winter (summer) variance explained; about 35 % (15 %) of the variance was explained for precipitation. They achieved significant improvement, especially for summer temperature, by including the global near surface temperature as a predictor field. Johannesson et al. (1995) derived climate change scenarios for the Nordic countries by applying the same method, but due to deficiencies of the GCM they used the results were somewhat vague.
CCA is, by definition, symmetric with respect to and L so that formally the roles of 4 and L are interchangeable. From a dynamical point of view, however, this is counterintuitive since the forcing situation q+L is essentially asymmetric. The general asymmetric, linear approach (Eq. 2) seems therefore more appropriate. All techniques which are described below are nevertheless applicable in a CCA context as well. Besides the problenls already mentioned regarding the lower short-term variability of the modeled process, there is another obstacle to applying statistical downscaling techniques to shorter time scales: the appearance of non-normal quantities. By the central limit theorem, averaged values of stationary processes tend to be normally distributed, the distribution being closer to normal the longer the length of the averaging period. On the other hand, it is interesting to note that for normally distributed quantities, if the decorrelation time is small enough the correlation is independent of the averaging period.
EXPANDED DOWNSCALING
By emphasizing the importance of short-term variability of the local processes, a method can be described for directly modeling not the single daily values but their daily covariance. Suppose the covariance of the global and local processes,j and l , are given by C, and C,, respectively. Assuming Eq. (2), the modeled local covariance is given by the term LC,,LT which is bilinear in L. By modifying the conventional approach, the basic downscaling procedure can be reformulated as follows: we are seeking a n operator L which minimizes the error cost function r under the additional side condition that the observed local covariance is preserved. That means we must solve the constrained minimization problem T(L) = min
Lc, = C(
The side condition for Lcan be satisfied if the dimension of the global field G, n , and that of the local field L , m, obey the inequality n 2 (m + 1)/2. But since G usually carries enough degrees of freedom this is no real limitation. Omitting the side condition gives the conventional downscaling operator L. In the following, I will refer to all methods which use some form of Eq. (5) to estimate the global-local relation as 'conventional' downscaling, and the variance-optimized version (Eq. 6) as 'expanded' downscaling, emphasizing that ..-S2 It has to be emphasized that Eq. (7) is completely different in character from Eq. (2). The latter is meant to describe the daily relationship between global and local weather patterns whereas Eq. (7) relates weather statistics. To summarize the conditions which should be met for applications of expanded downscaling: the global circulation field, G, should contain enough degrees of freedom such that the constrained minimization problem Eq. (6) is uniquely solvable for a given locality L . The mapping (7) is assumed to hold for a variety of climates.
Applying Eq. (7) and feeding the resulting covariance C, into a random number generator creates a multivariate local process l that has the same covariance as the observed. Eq. (7) can therefore be interpreted a s the basic equation for a weather generator. But it is easier to directly insert L into Eq. (2) and calculate C, a posteriori. If the climate of the global processy has not changed, C, will be equal, by way of construction, to the observed covariance.
Note that conventional as well as expanded statistical downscaling have at their heart the assumption that there is a (bi)linear relation between global and local weather patterns which applies to a whole variety of climates. This can be questioned since the determination of that relation requires exactly that which it is supposed to be independent of, namely the covariance of a specific climate; see Eqs. (5) 
The validation of an expanded downscaling model uses the same approach as for the conventional case, that is, by verifying the statistical stability of the estimated covariance matrices. If this is guaranteed the modeled process covariance will, under the same climatic conditions, perfectly agree with the desired observed covariance. But note that the dependence on Cy and C, of the operator L in Eq. (6) is more complicated in comparison with the conventional case (Eq. 5). This should not play a major role in well-behaved cases, but in others it might produce misleading results if the estimation is poor. To have a common measure of model performance, the quantity E which is defined in Appendix 1 is used. It is a measure that lies between correlation and 'explained variance' (see e.g. Xu & von Storch 1990) in the sense that, if the modeled amplitude is the same as the observed, E equals the former, and if it is much smaller it equals the latter.
It is desirable that the expanded L is not too different from the conventional L. Otherwise, the daily downscaled values 2 would no longer be consistent with the daily global circulation j, with the consequence that possible shifts of scenario climate means would be incorrectly reflected at the local site. All this applies even more when one considers that the modeled signals are enhanced when the variability is greater. Scenario calculations, therefore, have to be interpreted with great care. For example, if i t turns out that the local precipitation is badly modeled (as measured e . g by E) then the signal, although strong, is just as uncertain. In a sense, only the combination of the modeled quantity and its uncertainty have objective meaning.
Note that the expansion of a downscaling model is not confined to the linear case: any application of a least-squares regression method results in a damping of amplitudes. The replacement of the corresponding unconstrained error minimization problem with the constrained problem will transform the downscaling into the expanded form.
In this study we are dealing with a record I of 14 daily measurements of key meteorological quantities observed at Potsdam, Germany, since the 1890s (Table 1 ). This site is particularly useful as the record is almost homogeneous through this entire period, and statistical estimates should b e quite stable. Fig. 1 depicts the daily distributions of as calculated between 1940 and 1989. Now it is clear that many of the distributions shown, such as those of most moisture variables (PRC, CLD, HUM; see abbreviations in Table l ), are far from being normal. It is a trivial fact that as soon a s the measurement scale of a quantity includes maximum or minimum values (e.g. for WND, SUN) the quantity is bound to be non-normal. This causes the follotvlng dilemma: the predictor variables y that represent the global circulation, such as sea surface pressure or geopotential height, are basically 
NORMALIZING TRANSFORMATIONS: PROBITS
It is possible to transform any unbounded, continuous random variable X to a variable Y which is ( 0 , l ) -normally distributed, i.e. normal with zero mean and unit variance. The main observation is that if the distribution function of X at X is F(x), the new random variable F(X) is uniformly (0,l)-distributed. From this it is clear that with the normal (0.1)-distribution function O(y), the transformations give a one-to-one map between X a n d the normal variate Y. The map Y is often referred to as the 'probit' (= Drobability integral fransformation) of X. For more on probits see e.g. Appendix 2 or Ledermann (1984) . In applications, however, we are dealing with distribution functions F(x) which are discrete and sometimes bounded, a n d are thus represented by non-continuous, non-invertible step functions. To form continuous, invertible probits, statistical fits to the given discrete data a r e used. From Fig. 1 it can b e seen that the various distribution functions span a wide range of different functional classes: from those which are almost linear and where the quantity itself is normal (such as TAV and APR) to those where the quantities are highly non-normal (such a s PRC or RAD). The mapping of the end points of X to -= and +m, respectively, is particularly difficult. Thus it is necessary to choose a genuine function class for each quantity and try to estimate the necessary flt parameters (see e.g. Stidd 1973 , Richardson 1977 , Bardossy & Plate 1992 , Hutchinson et al. 1993 who used a power law for PRC). But this itself is worth a separate study. Instead, I chose B-splines as a uniform class of base functions. Although B-splines are entirely polynomial, the different choice of knots offers wide flexibility in the fitting. To take the annual cycle into account, I calculated the probit for each month separately (for details on B-splines refer to Appendix 2).
This still leaves the problem of bounded values, as exemp!ified the bound ?RC = G. !t is c b v i~u s that the image of PRC under Y, Y, must have a lower bound yo = Y(O), and consequently Y cannot be normal. Here, the introduction of synthetic values can help. Each time the value PRC = 0 is measured, we randomly choose, from an externally generated, normally distributed ensemble, a value y such that y 5 yo. As a result, the outcome will b e a normally distributed variable in the whole range between -m and +m. Since by the general use of B-splines the mapping of extreme values is rather poor, especially when the deviation from normality is strong, the modeling of extreme events-such as, for PRC, long, dry periods or heavy summer rainfall-should be undertaken with great caution. Work is under way to improve on the normalization step. 
JUL

AUG
To check their interdependence, I calculated the modeled by current atmospheric general circulation daily covariance (= correlation) matrix of the 14 probitmodels (AGCMs). Hence it is only natural to choose this normalized variables. The result is shown in Table 2. field as a predictor. Furthermore, it gives the best preNote the strong correlation between temperature and diction results. I used daily analyses provided by the HPR. Generally there are only low correlations National Center of Atmospheric Research (NCAR) in between PRC and any of the other variables; only for 1992 (see Mass et al. 1987 ) from which I selected the APR and partly for SUN do we find a consistent antiNorthern Atlantic and European regions in the longicorrelation with PRC. During summer, TMX seems to tude-latitude box between 55" W-25" N and 45" Edominate many other variables (such as HUM, HPR, 75" N. To reduce the noisy components the fields were SUN, CLD, VPD, RAD). This annual correlation does projected onto the first few EOFs explaining 90% of the not resolve possible seasonal cycles. A more detailed daily variance about their long-term annual average. For seasonal calculation (not shown) revealed, for exammodel calibration, the period 1 January 1975 to 31 Deple, a significant seasonal cycle in the correlation cember 1989 was chosen; all fitting was done separately between temperature and wind, starting with positive for the 4 seasons. Validation was done using the period correlations in winter that decreased and became negl October 1962 to 31 December 1974. ative through spring. and summer, and increased again The 14 leading EOFs of the 2500 field explained 90 % towards fall and winter. By definition, expanded downof the daily variance. Using the 14-dimensional vector scaling is meant to preserve exactly this structure of of the corresponding principal components as the prevariance and interdependence of the local variables dictor we have enough degrees of freedom (8 would be unless the global covariance has cl~anged as the result sufficient) to allow expanded downscaling to b e apof a climate change.
plied. Fig. 2 shows a typical outcome of the experiment for summer 1968; it shows observed and downscaled values for TMX and PRC, for both conventional and ex-5. DOWNSCALING THE NORTH ATLANTIC panded downscaling. Note the very good agreement, CIRCULATION for both methods, between the TMX curves on the weekly time scale. On the other hand, the expanded A good representation of the large scale atmosphercurve clearly shows enhanced variability. For precipitaic circulation provides, among other variables, the tion this has dramatic effects: whereas there is practi-500 hPa geopotential height field (2500). Daily 2500 cally no conventionally downscaled precipitation, the maps exhibit mostly large-scale structures at least expanded version appears much inore realistic. There 1000 km in extent. Furthermore, compared to other, are certainly large daily errors. But when we look at the more complex fields, the 2500 field is relatively well clustering of rainfall events, such as those in early May, 
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80 P-J EDS late July and mid-August, it can be concluded that they are quite well represented. Singular events, such as the heavy rainfall that was observed early May and which was probably caused by a thundershower (see TMX), or the strong model event in mid-June, are not well matched. Generally, the non-normal clustering is still stronger in the observed rainfall compared to the model. This indicates that further improvement in the normalization step may be required. On the other hand, the information that is contained in the global 2500 field (in summer) is probably not enough to derive local thundershowers from it. The inclusion of the 850 hPa temperature field, for instance, as a predictor might help in this regard. As a measure of how strongly the conventional downscaling operator has been modified through the optimization, I calculated the model performance E of daily values of the normalized variables for both operators. The result is shown in Fig. 3 . Note that, since for the optimized operator the modeled amplitude equals the observed, the e values are simply correlations. Clearly, for all seasons and for conventional as well as expanded downscaling, the variable APR (air pressure) is best predicted with e as high as 85 %, followed by the temperature variables with e at about 70 to 75%. Here, a n d in most other cases, the minimization reduces e by less than 5 to 10 %, depending on the season. Generally, all highly nonlinear (non-normal), moisture-related quantities such as precipitation, cloudiness and sunshine have much smaller values, reaching at most 40% for winter precipitation and summer cloudiness. Large seasonal variability is observed in the wind variable: here we have spring and summer values of about 15 % but in summer/fall this increases to over 40%. It is interesting to note that the expanded operator sometimes even produces higher scores than the conventional, as can be seen e.g. in spring precipitation, For the winter season, not much confidence can be put into the esti- As has been mentioned, the inclusion of other predictors promises to improve the model's predictive skill. But it might have other merits: slnce the seasonal cycle is perhaps better represented in those other fields (consider e.g. temperature), the model's dependence on the climatological seasonal cycle can be relaxed.
THE ECHAM SCENARIOS
There is no need to give a comprehensive introduction to the ECHAM AGCM; see Cubasch et al. (1992) or Roeckner et al. (1992) . There exist a number of versions of the model which differ in physical schemes as well as in the chosen resolution. Two 30 yr runs of ECHAM3 with T42 resolution, as described in Perlwitz & Graf (1996) , will b e used here. One is a control run with clin~atological ocean boundary conditions and the other was performed as a time-slice experiment with modified oceanic conditions. The oceanic conditions, i.e. sea surface temperatures, are determined from a T21 ECHAMl run coupled to an OGCM (oceanic GCM), onto which increasing greenhouse gas forcing has been imposed according to the IPCC scenario A emissions. The mean ocean state of the first decade of that run is taken as a boundary for the control run, whereas the final decade is taken for the scenario run.
To apply the downscaling we select, from each daily ECHAM 2500 field, the Northern Atlantic/European area as described above, and interpolate the model grid onto the coarser observational grid (using bilinear interpolation). Since we are dealing with an anomaly model it is relevant which climatology we use for calculating the field anomalies. Like in most other scenario downscaling applications, for the IPCC scenario A run we treat the model climatology, i.e. the annual cycle produced by the control run, as a basic reference, and calculate monthly anomalies relative to that cycle. Here we assume that the climate change signal is unaffected, as a first approximation, by the model climatology. On the other hand, we want to keep the anomalies as small as possible. In this way the error that is fed to the nonlinear parts of the model (i.e. normalization) is minimized. The resulting anomaly field will be referred to as SCA. The model errors relative to the observed climatology are denoted by CTL, and they will, like SCA, be interpreted as a scenario. Fig 4 shows the seasonal means of the CTL and SCA anomaly fields. CTL performs relatively poorly during winter, with a strong positive anomaly of up to 120 m over the Northern Mediterranean and a negative anomaly of -30 m over Greenland. The Mediterranean anomaly roughly corresponds to an average high sealevel pressure system of about 1020 hPa, and thus cannot b e neglected; over the year the anomaly weakens and has a minimum of about 60 m (over the Atlantic) in summer. Another negative anomaly can be seen over the Baltic States (spring) and Finland (summer). But since this is rather small and probably not so influential for our area of interest, we can ignore it. Under SCA conditions the 2500 height field is increased throughout the year and almost over the entire area, the only exception being a 2500 reduction in spring off the coast of England. The strongest positive anomalies appear over Southern Europe. A high pressure ridge builds up during spring, forming 2 separate cells over Spain and the Black Sea in summer, and matures in fall, with maxima of 90 m over those cells. The geostrophic wind which can be deduced from the SCA signal is such that the high pressure ridge over the Mediterranean deflects the westerly jet stream northward. Hence, the inflow of moist Atlantic disturbances onto the European continent, the main source of precipitation, is interrupted. In winter, apart from an intensification over Eastern Europe, no significant signal can be identified compared to the CTL error.
Using expanded downscaling we can now infer 2 scenarios for the locality of Potsdam, which will also be called CTL and SCA. It is certainly desirable that the CTL scenario be a s close to observations a s possible; only then can we have enough confidence in a modeled local quantity to derive climate change inforination. The cumulative distr~bution functions of the normalized variables are depicted in Fig. 5 . Not only do these results affirm that application of Eq. (2) creates normally distributed variables, even fol-PRC and CLD, but we can even see clear profiles of the scenario A signal, especially in the fall season. Here, for example, less humidity and enhanced sunshine lead to higher temperatures. The signal perslsts in the winter season, 'but here the n~odelling is not as good. In spring, the warming is weaker and the humidity is increased, similarly to the summer season.
After rescaling via the inverse probit (see Eq. 8b), we can calculate explicit amplitudes of the various scenarios. However, for many variables the exact outcome is of little value, and the results cannot serve a s much more than a check of model consistency. Fig. 6 depicts the monthly means for the varlous variables. The clearest signal is again the temperature increase throughout the year, especially as seen in TMN and TMX.
In fall, TMX shows values that are about 3 to 5°C higher. In summer and fall this is caused by stronger radiative forcing d u e to enhanced sunshine. Note the large discrepancies in the control climate for several moisture variables (such as PRC in summer or CLD all year). Therefore, one should not put too much faith in these results, with a possible exception of HPR, the vapor pressure. Moisture is too nonlinearhon-normal a & g More precisely, the ratio of amplitudes of the modeled and the observed process is directly bounded above by the correlation between the predictor and predictand field. Even in the case of high correlations this can undermine ecosystem modeling considerably, since many systems requlre the whole range of climate variability in order to fully function. On the other hand, a realistic short-term statistic is all that many of these models really need from the climatic side. This 1s probably the reason why regression models, which includes all linear statistical downscaling models, have so far been applied only to long-term means and their possible change under emission scenarios. Furthermore, modeling short-term variability via regression appears to involve taking a detour since one would, in a first step, estimate the daily or weekly values themselves and then, in a second step, estimate from the result the short-term statistics.
Tn my approach I have tried to mode! mea:: and short-term variability directly: the covariance of the global circulation is linked to the local covariance of a weather site in a bilinear way. Regression models usually proceed by minimizing an error cost function that depends on the transfer-function parameters. In expanded downscaling, this is turned into a constrained minimization by the requirement that the local covariance be preserved. The degree of modification that the unconstrained, classical solution undergoes is directly linked to the quality of that solution: the smaller the error the less it gets modified. But the direction of modification is, of course, not towards a smaller error but towards the original covariability, the price being that the expected error is increased. In a way, the dominance of global-local correlation is replaced by a dominance of local-local correlations.
A solution to the constrained minimization exists if the global dimension exceeds a certain limit depending on the local dimension. The resulting expanded downscaling operates on the global covariance and outputs a local covariance which, in turn, can be used to generate random numbers and local weather scenarios. As such, expanded downscaling appears to be a combination of regression models and weather generators. But it is not necessary to generate numbers: direct application of the expanded operator to the global fields produces a local process which has the 'correct' covariance. Furthermore, correlations that prevailed between predictor and predictand are only slightly disturbed so that global information is correctly passed to the modeled process, just 11ke In regression models. Hence, the means themselves are modeled as accurately as possible.
Since the predictor fields are predominantly normally distributed the same is true, by linearity, for the predictands. This requires a one-to-one normalization, for which I chose a general B-spline approximation of the probits. It is clear that this choice, although rather general, is not perfect and should be refined for highly non-normal quantities such as precipitation. Since modeling of extreme values is particularly bad for nonnormal quantities, and the modeled process retains its original variability as much as possible, this leads to large model errors. Consequently, only modeled values and model error information together give a complete picture of a local scenario.
In 3 experiments I predicted 14 meteorological quantities at the Potsdam weather station from the North Atlantic/European atmospheric circulation, as represented by the 500 hPa geopotential height field. The first experiment used analyzed fields to calibrate and validate the model. This turned out to model normalized pressure and temperature values quite satisfactorily. For temperature, for example, this means that the overa!! weekly variability was represented quiie weii by the model. Compared to the conventional linear regression model, the variability of the expanded downscaling model was visibly closer to the observations. This became particularly clear in the case of precipitation: whereas the regression model was bound to produce almost zero variability (due to the low correlation), expanded downscaling was capable of detecting precipitation clusters correctly and returning realistic precipitation sums. As it seems, the only error was: th.at it usually did not hit the right day. It is clear that the erroneously created rainfall events by definition produced an overall error which was larger compared to the regression model.
Using the ECHAM AGCM, the remaining 2 experiments applied expanded downscaling to a control run and a run with greenhouse gas forcing according to IPCC emission scenario A. In both experiments, the interplay of AGCM and downscaling errors had many unforeseeable consequences, especially for the moisture quantities, which are so important for ecosystem modeling. Because of nonlinearity and non-normality effects for those variables, even small errors in climatology and variability of the AGCM were intensified by the downscaling to climate change signal levels, and yielded unrealistic and inconsistent results. This applies in particular to the winter and summer season. In winter, the ECHAM control climate showed large discrepancies to the observations. In summer, there were indications that strong convective rainfall events were only poorly modeled. For the other seasons, a general warming trend produced by a calmer, drier. and sunnier climate was found.
As an interesting alternative to the above scenarios, especially for applications to ecosystems, the following experiment is suggested: instead of using the control cljmate as a reference for the global scenario A anom-alies, the scenario A climatology itself could be used. This extracts from the full signal everything that comes purely from a change in distributions of global variables. Expanded downscaling seems partic.ula.rly suited for mapping this change of global covariance to the local scale, creating a scenario that solely reflects, in a consistent way, a possible redistribution of weather elements under climate change, while keeping the means constant.
As w e have seen, there is much room for improvement. The inclusion of other predictor variables, such as 850 hPa temperature, is one possibility. Another is the extension to more than 1 modeled site. In fact, I expect expanded downscaling to be particularly useful when applied to a whole group of weather stations.
The consistent spatial information provided by the measurements from all those sites can be comprised into a single covariance which is then used directly for the downscaling The downscaling produces fields of variables the structure and consistency of which can be analyzed much more comprehensively. Provided the obtained fields are smooth enough, further downscaling by interpolation can b e done to provide the ecosystem modeler with consistent, fine-scale climate data. This can improve in particular the modeling of stratified precipitation where the large-scale covariance between stations comes into play. But it will not solve the problem of convective precipitation which occurs on the smallest scale. It is very likely that this marks the limit of all linear, or bilinear, downscaling techniques.
Appendix 1. Calculating model performance
Given an anomaly process x(t) and another process y(t) which is meant to model x(t), a measure of model performance which is often used is the explained variance, defined as the term
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However, this has the disadvantage of deviating considerably from the classical correlation. A closer connection is ach~eved by taking instead the measure For small. (y2) both terms coincide, and it is easy to see that under the condition of equal varlance, i e (x2) = (y2). E is nothing other than a correlation Appendix 2. Normalizing via probits Given a random variable Xwith distribution function F and a number n of realizations of X, X = (X,. ..., X,), and the cumulative normal distribution function Q, we approximate the probit function Y = WIF(X) by using B-splines in the following way. Without loss of generality we have xi < X, for i < j Now for a number m < n, let n = n~k + r with r < n This defines a subdivision of the interval [xl,x,] into m pleces each of which contains k or rmembers of (X,, . , X,). Those pieces form the nodes of the B-spl~nes
The data points are given by the pairs (xl,y,) , .. , &,,X,), with y, denotlng F(x,) for j < n. In order to avoid overshooting effects at the boundaries 1 chose the order of the B-splines to be not more than 4 . It turned out that 12 was generally a good value for m Furthermore, before calculating the B-splines I ~ntroduced new, extrapolated data which extended beyond the boundaries For each side 5 data points, (xl,yl)', ..., (xs,y5)' and (x,,y,)', ..., (x5,yS)", were created according to, for each k S 5, Generally, maps intervals onto intervals. If the domain of X is not R but a sequence of intervals, this method also works although the resulting image of X is certainly not normally distributed. This normalization can, nevertheless, still be achieved. One merely has to replace each instance of an Interval boundary by an appropriate random number.
