Motivated by a genetic investigation on the progressive decline in renal function in a clinical trial study of kidney disease, we develop a practical test for evaluating the group difference in trajectories under a semi-parametric modeling framework. For the temporal patterns or trajectories of longitudinal data, B-splines are used to approximate the function non-parametrically. Such approximation asymptotically converts the problem of testing trajectory difference into the significance test of regression coefficients that can be simply estimated by generalized estimating equations. To select the optimal number of inner knots for B-splines, a cross-validation procedure is performed using the criterion of the generalized residual sum of squares. The new proposed test successfully detects a significant difference of underlying genetic impact on the progression of renal disease, which is not captured by the parametric approach.
Introduction
With the development of modern medical statistics, longitudinal data have been extensively analyzed using parametric models, either marginal or mixed effects models, in many biomedical applications. These parametric approaches for longitudinal data allow us not only to evaluate the effects of population-level risk factors while accounting for subject-specific effects, 1 but also to model the temporal patterns and test for group difference in trajectories over time. For example, in studying patients with hypertensive kidney disease, researchers are interested in comparing the effects of antihypertensive drugs to prevent the progressive decline in renal function, which leads to kidney failure. The objective is to test the difference in the patterns of renal function decline over time. 2 In the parametric settings, response trajectory patterns are usually modeled parametrically as polynomials of time, and group difference in trajectory patterns is commonly tested by the groupby-time interaction. 3 While parametric models are highly useful, they require a specific form for the mean function of response over time, which can be challenging in practice. 4 Moreover, questions often arise about the adequacy of the model assumption and the potential impact of model mis-specification on the analysis. 5 Alternatively, non-parametric or semi-parametric regression methods for longitudinal data offer more flexible modeling options by relaxing the restrictions of parametric models on the temporal trend. There are abundant examples of the application of semi-parametric regression that is based on penalized regression splines and mixed effects models and examples of the likelihood ratio test of curve difference for cross-sectional data in Ruppert et al. 6 In particular, the implementation of smoothing methods in standard software, such as R, has stimulated the application of non-parametric and/or semi-parametric modeling to clinical studies. [7] [8] [9] However, the direct implementation of non-parametric and/or semi-parametric modeling of longitudinal data does not render the test for group differences in trajectories over time. To our knowledge, a ready-to-use statistical test is only available for testing the group differences at a specific time point, but not for testing the group trajectory differences, or longitudinal response profile differences. Lack of such a ready-to-use test in trajectory analysis may result in limited broader application of nonparametric and semi-parametric methods in clinical studies.
In this paper, we study a semi-parametric model with a non-parametric time effect on the trajectory for longitudinal data and develop a statistical test that can ascertain the group trajectory differences. Our developed test can be readily applied to testing trajectory differences over the entire follow-up period, or over a subinterval of interest. Our modeling and statistical test development are motivated by a genetic investigation on the progressive decline in renal function in the African American Study of Kidney Disease and Hypertension (AASK). The AASK study was a multicenter randomized clinical trial to test the effectiveness of three antihypertensive medications and two levels of blood pressure (BP) control on the progression of hypertensive kidney disease in a 3 Â 2 factorial design. 10 It included 1094 African Americans aged 18 to 70 years old with hypertensive kidney disease, measured by glomerular filtration rates (GFR) of 20 to 65 mL/min per 1.73 m 2 . During February 1995 and September 1998, patients were randomly assigned to one of two mean arterial pressure (MAP) goals, 102 to 107 mm-Hg or 92 mm-Hg, and to initiate treatment with an angiotensin-converting enzyme (ACE) inhibitor, a -blocker, or a dihydropyridine calcium channel blocker. Details on the original AASK study design and conduct are available elsewhere. 2, 10, 11 The objective of our genetic study is to evaluate the association of the glutathione S-transferase -m1 (GSTM1) gene with kidney function, using the data available in the AASK study. Specifically, the researchers are interested in whether patients with the GSTM1-null allele would have a more accelerated progression of kidney disease than those with the GSTM1-active variant. 12 
Methodology
In a general longitudinal study, suppose that there are m subjects, n i observations are collected at time ft ij ! 0g n i j¼1 for the ith subject, and we have n ¼ P m i¼1 n i observations in total. Let Y ij and Z ij ¼ ðz ij1 , z ij2 , . . . , z ijq Þ T denote respectively the measurement of response and the q covariates, such as age, gender, and so on, for the ith subject at time t ij , where i ¼ 1, 2, . . . , m and j ¼ 1, 2, . . . , n i . Suppose subjects are distributed over K groups, and the aim is to test the differences in the longitudinal patterns among these K groups. To accurately characterize the longitudinal patterns and avoid model mis-specification, we consider the time effect nonparametrically in the following semi-parametric model:
for i ¼ 1, 2, . . . , m and j ¼ 1, 2, . . . , n i , where a is a q-dimensional coefficient vector corresponding to the q covariates; Ið g i ¼ kÞ is the indicator function for group g i , which is a categorical variable indicating the group membership that the ith subject belongs to; f 0 is an unspecified smooth function of time depicting the trajectory of response for subjects in group K (as a reference group); k is the trajectory difference in response between the reference group and the kth group, k ¼ 1, 2, . . . , K À 1; and ij is the random error. We assume that the maximum follow-up lengths are equal among K groups, which is denoted as T. The semi-parametric model (1) has been studied by Lin and Carroll, 13 He et al., 14 and Leng et al., 15 among others, that mainly focus on the inference of the parametric part. Here, we focus on the inference of the non-parametric part. By taking advantage of the local property of the B-spline basis functions, our method has the flexibility of testing the trajectory difference on the overall time interval or a specific subinterval. Note that both f 0 and k are adjusted for the covariates Z ij . Thus, the trajectory differences between the kth group and the reference group K can then be detected by testing whether the functions k ðtÞ are zero, in other words,
for any t 2 ½0, T and k ¼ 1, 2, . . . , K À 1. We approximate the smooth functions f 0 and k by B-splines. 16 Given the spline order r and a partitioning 0 ¼ t 0 5 t 1 5 Á Á Á 5 t s 5 t sþ1 ¼ T, where s is the number of interior knots, we denote the normalized B-spline basis functions by fB l g L l¼1 for L ¼ s þ r. The functions f 0 and k are then approximated by
for k ¼ 1, 2, . . . , K À 1, where e 0 ðtÞ and e k ðtÞ are approximation error functions that converge to zero uniformly at a certain rate with the increasing number of knots and sample size. In practice, a low order of basis functions and equally spaced quantile inner knots are often used. The advantages of B-splines are mainly attributed to their efficient computation and accurate approximation with a small number of knots. 17 For simplicity, we use the same set of B-spline basis functions to approximate f 0 and k . Combining (1) and (3), we have the model
where 0 ij ¼ ij þ e 0 ðt ij Þ þ P KÀ1 k¼1 Ið g i ¼ kÞe k ðt ij Þ, converging to ij uniformly.
Estimation and hypothesis testing
Model (4) can thus be rewritten as
the repeated measurements of response on the ith subject. Then the generalized estimation equations (GEE) method, developed by Liang and Zeger, 18 can be used to estimate the parameters in (5) . The application of B-splines within the GEE framework can be found in Hua and Zhang 19 and He et al. 14 For simplicity of notation, we
T KÀ1 Þ T is obtained by solving the following equations:
where
is the working covariance matrix of Y i , A i is the diagonal marginal variance of Y i , and R is the working correlation matrix. The asymptotic variance ofb is estimated by the sandwich formula in the GEE framework.
By approximating the functions f 0 ðtÞ and k ðtÞ in model (1) through B-splines, we essentially convert the problem of testing the group differences on the time effect, that is, trajectories, over the entire follow-up period into the following hypothesis testing
for k ¼ 1, 2, . . . , K À 1. Given the asymptotic distribution ofb, the vectorb k asymptotically has the following distribution:b
whereX k is the submatrix ofX, the estimated asymptotical covariance matrix ofb by the sandwich formula of GEE. A Wald-type test statistic,
has an asymptotical 2 distribution with L degrees of freedom (df), where L is the length ofb k .
Besides testing the group differences for the overall trajectories, another advantage of our developed method is its ability to test the group differences of the time effect or trajectories over a subinterval of the follow-up period. This ability is attributed to the locality property of the B-spline basis functions. Indeed, once the inner knots are allocated, the function estimate for k over a subinterval is completely determined by a consecutive subset of parameters inb k that are associated with the subinterval. That is, this subset of parameters is uniquely identified according to the locality property. Therefore, the group differences over the subinterval of interest can be detected by testing whether the identified subset of parameters inb k are simultaneously zero as in (8) . An example is shown in Section 3.2 below.
Knots selection
To implement our developed method in Section 2.1, a key practical issue is to specify data-adaptive B-spline basis functions. In non-parametric regression, a low order of spline is usually preferred, such as linear, quadratic, or cubic spline with the spline order r taking the value of two, three, or four respectively. In our study, quadratic B-spline basis functions (i.e. r ¼ 3) are used in order to keep the model sufficiently flexible yet less complicated, and inner knots are selected as equally spaced quantile knots as frequently suggested in the literature. The number of inner quantile knots s is selected by 10-fold cross-validation using the generalized residual sum of squares (GRSS) as the selection criterion (see Section 3 for an example). The GRSS is defined as
. . , m, are fitted values for the ith subject andR i is the estimated working covariance matrix based on the GEE estimates. The GRSS criterion balances both bias and variation in estimating the functions f 0 ðt ij Þ and k ðt ij Þ using B-spline approximation. The final selection for the number of inner knots will be the one that minimizes the GRSS criterion.
3 Analysis of real data 3.1 Background
As described in Section 1, 1094 African American patients with chronic kidney disease were enrolled on the AASK study between 1995 and 1998. Most of them were followed up to September 2001, and those on the calcium channel blocker arm were terminated in September 2000 based on the recommendation of the data and safety monitoring board. 2, 10 Beyond the baseline measurements such as age and gender, the longitudinal kidney function, measured by GFR in mL/min per 1.73 m 2 , was assessed at baseline, three, six, and every six months thereafter. Approximately 850 patients who remained available in 2002 further consented to the AASK Genomics Study. A total of 692 patients with valid DNA samples were successfully genotyped and included in our analysis. Our genetic study aimed to evaluate the association of the GSTM1 gene with the progression of the kidney disease. Earlier studies have demonstrated that patients who carry the GSTM1-null allele, GSTM1(0), have an increased risk of cardiovascular disease, and this is thought to be due to the reduced ability or an inability to handle oxidative stress and the resultant cellular damage.
In this study, we would like to evaluate whether patients with the GSTM1(0) allele have a more accelerated GFR decline than those with GSTM1-active variant. Thus we are interested in testing whether the GFR declining patterns or trajectories over time are significantly different between patients with GSTM1(0) and those without. Detailed patient characteristics for the 692 patients in the study cohort by GSTM1 genotype have been reported previously ( Table 1 in Chang et al.). 12 Briefly, about 27% patients were classified in the GSTM1(0) group and 73% in the GSTM1-active group. The mean age for the study cohort was 54.2 AE 10.6 years, 59% were male, and 51% had a history of cardiovascular disease. Patients were distributed evenly in the randomization factors (BP control level and antihypertensive drug group). These baseline characteristics were included in our semi-parametric model.
Results
To capture the true decline in renal function in our analysis, we model the change in GFR from the baseline measure instead of the actual GFR. To adjust for potential confounding factors, patient baseline characteristics such as age, gender, MAP, history of cardiovascular disease, BP control level and antihypertensive drug group are included as the covariates Z ij in model (1) . The first-order autoregressive correlation structure (AR(1)) is assumed as the working correlation matrix for GEE among the repeated measurements of GFR response within the same subject. To estimate the parameters a, b 0 , . . . , b KÀ1 in model (4), we utilize the data up to 60 months, where sufficient patients with GFR measurements are observed. Thus the overall follow-up period is from randomization (time 0) to 60 months. Letting s denote the number of inner knots placed within [0,60], we select its value based on the best model fitting by 10-fold cross-validation with the GRSS criterion. Specifically, we let s vary from 0 to 10. The value of GRSS for the model with s inner knots is calculated as in (9) and shown in Figure 1 . It appears that the best model is the one with s ¼ 1 optimal inner knot, making it the median of all visited time points across subjects.
Therefore, in the study of the genetic effect of GSTM1, we use a quadratic B-spline basis function with one inner knot to fit the longitudinal change in GFR. Figure 2 shows the observed and fitted time effects or trajectories for the two genetic groups, adjusted for patient baseline characteristics. Two fitted functions for the change in GFR from baseline clearly show decreasing trends, indicating deterioration of kidney function over the entire follow-up period. Also, for the patients in both genetic groups, there are apparent curvatures in the trajectories for the change in GFR. Such nonlinear trajectory patterns demonstrate the advantage of the semi-parametric modeling approach, which would not be captured easily in a parametric model. In addition, the trajectories for the change in GFR between the two groups apparently decline at different rates. The GSTM1(0) group declines slower in the first 22 months, crossing with the GSTM1-active group at approximately 22 months and then accelerates afterwards.
To test the trajectory difference between the two groups over the follow-up period, we apply the hypothesis testing under a semi-parametric framework as proposed in Section 2. The results in Table 1 show that the GSTM1(0) group is marginally different in GFR declining pattern from the GSTM1-active group over [0,60] months, with p-value 0.0753. Meanwhile, the following six commonly used parametric models (i.e. linear marginal/mixed effects models, piecewise linear marginal/mixed effects models, and quadratic marginal/mixed effects models) have also been applied to the data. The linear marginal model depicts the GFR change trajectory by a linear form of time and the linear mixed effects model additionally includes a random intercept and a random time slope with both models adjusted for the same set of baseline characteristic covariates as in the semi-parametric model. The piecewise linear marginal/mixed effects models and the quadratic marginal/mixed effects models are specified in a similar fashion. The p-values are obtained by testing the significance of interaction terms between genotype group and time. None of these parametric models detected a significant GFR trajectory difference between the GSTM1(0) group and the GSTM1-active group, as summarized in Table 1 .
The fitted changes in GFR by our semi-parametric model clearly reveal different declining patterns of kidney progression between the two groups after 20 months. We further test if the two trajectories are significantly different after 20 months: the long-term effect. As the optimal inner knot is at 20 months, the subinterval from 20 to 60 months corresponds to the B-spline coefficients 12 , 13 and 14 in model (4) by the locality property discussed in Section 2.1. The testing results in Table 2 show that the trajectory of change in GFR for the GSTM1(0) group is indeed significantly different from that in the GSTM1-active group for the long-term follow-up period (p-value ¼ 0.038).
Model diagnostics are important aspects of data analysis for evaluating model goodness-of-fit, for detecting outliers, and for identifying influential observations. In the absence of likelihood ratio tests, model diagnostic tools are needed for the GEE approach where correlated data generally arise. 20 By extending Akaike's information criterion to the GEE framework, Pan 21 proposed to use the quasi-likelihood constructed under the working independence model with the ''naive and robust'' covariance estimates of estimated regression coefficients. In our study, we applied Pan's quasi-likelihood under the independence model criterion (QIC) to our semi-parametric model as well as to the six parametric models. Our semi-parametric model achieved the minimum QIC as shown in Table 1 . This further confirms the better goodness-of-fit of our semi-parametric model over those parametric models. In our semi-parametric model, some baseline characteristics have significant effects on the response, as presented in Table 3 . Specifically, older age and higher baseline GFR are apparently associated with greater decline in GFR. Compared with the ACE inhibitor, patients on the -blocker have a greater decline in GFR, while those on the calcium channel blocker actually have an increase in the change in GFR. Our results on these covariate effects are consistent with previous reports. 12, 22 To further explore the complexity of the study, we also investigated GFR trajectory differences among genotype Â treatment groups and among genotype Â BP goal groups. Patients in GSTM1(0) and -blocker and those in GSTM1(0) and low BP goal are, respectively, considered as the reference group in each of the two analyses. Fitted GFR change curves are presented in Figure 3 . Hypothesis testing results on the progression of GFR change are summarized in Table 4 . The results show that GFR trajectories decline at variable rates with different shapes for the combinations of genotype with the antihypertensive drug or for the combinations of genotype with the BP goal. Indeed, patients in the GSTM1(0) Â -blocker group (the reference group) had the steepest GFR decline. The GFR trajectories in the calcium channel blocker group at either GSTM1 level as well as in the GSTM1-active Â ACE inhibitor group appear to decline slower and they are significantly different from the reference group. Similarly, patients with GSTM1-active genotype apparently have slower deterioration in kidney function, and their trajectories are significantly different from that of the GSTM1(0) group. Although the trajectories for patients with GSTM1(0) seemingly differ for the two BP goals, the difference is not statistically significant.
Simulation
Our proposed test for trajectory difference relies on the Wald-type test statistic defined in (8) . In this section, we conduct a simulation study to investigate the finite sample performance of the proposed test based on AASK study data. Specifically, a total of 500 patients are generated with the same set of baseline covariates included in our semi-parametric model; in other words, for the ith patient,
for i ¼ 1, 2, . . . , 500 and j ¼ 1, 2, . . . , n i , where n i is a random integer from 6 to 12; Z ij is a sevendimensional baseline characteristic covariates vector including age, gender, MAP, baseline GFR, history of cardiovascular disease, BP control level and antihypertensive drug group; a is the coefficient vector corresponding to the seven baseline covariates and is specified to be the same as the one estimated from the real data in Section 3.2; f 0 ðÁÞ is the underlying true GFR change curve for subjects in the GSTM1(0) group and f 1 ðÁÞ is the trajectory differences in GFR change between the GSTM1(0) and GSTM1-active groups, both of which are specified to be similar to the two estimated GFR change curves in Section 3.2; t ij are uniformly generated from 0 to T ¼ 60; IðÁÞ is the indicator function indicating the genetic group membership of the ith subject; and i ¼ ð i1 , i2 , . . . , in i Þ T is the random vector having AR(1) correlation structure with ¼ 13:3 and ¼ 0:86, the same as those estimated from the data. Our proposed semi-parametric model is applied to the simulated data with three different working correlation structures, AR(1) (the true structure), compound symmetry (CS), and independence. The testing for trajectory difference in the GFR change is based on the Wald test with a 5% significance level. Out of the M ¼ 500 simulation runs, the power of the test is reported as the percentage of successful detections of the curve difference. Furthermore, the goodness-of-fit of estimation is evaluated by the weighted average squared error (WASE) defined as
where N ¼ P n i¼1 n i and rangeð f k ðtÞÞ ¼ max t2½0,T f k ðtÞ À min t2½0,T f k ðtÞ. Both testing power and WASE are summarized in Table 5 . In addition, box plots of WASE are provided in Figure 4 .
Out of the 500 runs, 94.6% of the runs successfully detected the GFR change trajectory difference between the two genetic groups for AR(1) working correlation, 91.8% for CS, and 85.8% for working independence. Numerical results in Table 5 show that accounting for the within-subject correlation improves both testing results and estimation precision. 
Discussion
In this work, we use a semi-parametric model to capture the non-linear decline in longitudinal renal function and test the trajectory difference over the follow-up period between the two genotype groups. While the existing methods can only test the difference at an individual time point, our interest is focused on testing the functional effects over the entirety or a subinterval of the follow-up period. By utilizing B-spline approximation, we effectively convert the problem of testing trajectory differences over time into testing parameters in a linear model for repeated measurements. Thus our developed testing method can be easily implemented through testing the selected parameters estimated by GEE, using existing commonly used statistical packages. Our developed method has the flexibility of testing the trajectory differences over the entire follow-up period, or a subinterval of interest. In addition, the semi-parametric model can accommodate various trajectory patterns, which is particularly attractive and important in flexible model fitting, and thus avoid the potential pattern mis-specification in parametric model setting. However, to estimate each trajectory function reliably over the testing period, the B-spline approximation method requires that the maximum follow-up lengths are equal among groups under comparison and patient visit time points scatter evenly within each group. Thus, our developed method is more efficient when the patient visit time is less skewed, though the longitudinal data are not required to be balanced. In our analysis, we first selected the number of knots for the B-splines, and the trajectory differences were tested using the model with the selected knots. Therefore, our analysis did not account for the uncertainty introduced by model selection. Hjort and Claeskens 23 studied the post-selection inference issues. Following the data splitting idea in Wasserman and Roeder 24 and Meinshausen et al. 25 to address this issue, we have explored selecting the knots using a random sample of 30% of the subjects, and estimating the selected model for inferences using the remaining 70% subjects. The p-values for overall and long-term effects of the GSTM1 gene are 0.0783 and 0.0388, respectively, which are very close to the results in Table 2 using the full data set.
With our developed method, it is more likely to detect the true underlying trajectory difference that could be missed in parametric modeling, as shown in our clinical example. Our method can also be used to test the trajectory interaction between two or more factors by considering combined levels of these factors as shown in Figure 3 and Table 4 . In addition, we plan to test the interaction effect of GSTM1 and APOL1 risk variants, as a recent study found that African Americans with the APOL1 risk variants experience faster progression of chronic kidney disease and have a significantly increased risk of kidney failure. 26 
