This paper combines supervised linear unmixing and deconvolution problems to increase the resolution of the abundance maps for industrial imaging systems. The joint unmixing-deconvolution (JUD) algorithm is introduced based on the Tikhonov regularization criterion for offline processing. In order to meet the needs of industrial applications, the proposed JUD algorithm is then extended for online processing by using a block Tikhonov criterion. The performance of JUD is increased by adding a non-negativity constraint which is implemented in a fast way using the quadratic penalty method and fast Fourier transform. The proposed algorithm is then assessed using both simulated and real hyperspectral images.
I. INTRODUCTION
Due to the limited spatial resolution of hyperspectral imagers, the surface area covered by any pixel of the acquired image may contain different chemical materials characterized by their spectral responses. Each pixel of a hyperspectral image is thus a mixture of several spectral signatures of different pure materials called endmembers. Unmixing hyperspectral data aims at the estimation of the endmembers and their fractional abundances inside each pixel area [1] . Blind unmixing refers to the situation in which both the endmembers and abundances have to be estimated while in supervised unmixing one seeks to estimate the abundances with known endmembers; this is the case considered here. In this context, enforcing nonnegativity plays an important role and has motivated the development of a number of methods (see for example [2] ).
The most widely used mixture model representation is the linear mixing model which is the one adopted in this work. However, let us mention that in recent years many attention was paid to the so-called non-linear mixing models and a comprehensive treatment of different non-linear mixing models and resulting non-linear unmixing algorithms is presented in [3] . The linear mixing model implicitly assumes that each endmember is perfectly represented by a single spectral signature. This strong assumption often does not hold for real datasets and many works focussed on taking into account the so-called spectral variability (see for example [4] , [5] ).
Hyperspectral image unmixing may lead to a loss of resolution because of the blurring introduced by the imager. The This work has been supported by the FUI AAP 2015 Trispirabois Project and the Conseil Régional de Lorraine. idea developed in this paper is to combine unmixing and deconvolution to recover abundance maps with fine spatial resolution. This problem is referred to as the joint unmixingdeconvolution (JUD) problem. As far as we know, only a few works are addressing this problem [6] - [8] . In particular, [7] gives a theoretical analysis of the JUD and shows that deconvolution is beneficial for endmembers estimation and that, in the blind unmixing case, it is preferable to first deblur the hyperspectral image and then to estimate the endmembers [8] . In [6] , the endmembers being assumed to be known, a JUD method with total variation regularization is proposed. The goal of this paper is to propose fast approaches to the JUD problem which can be implemented online using a sliding bock approach similar to the one proposed in [9] . Actually, it should be seen as a preliminary step toward the development of recursive estimators based on LMS (least mean squares).
The remainder of the paper is organized as follows. Section II introduces the observation model. Section III presents the unconstrained JUD problem based on Tikhonov regularization for both offline (batch) and online processing, the latter being based on a sliding block scheme. The non-negativity constrained JUD is then introduced in Section IV and an efficient implementation based on the fast Fourier transform is detailed. In Section V, experiments are conducted on a simulated image and a real hyperspectral image. Finally, the conclusions are drawn in Section VI.
II. OBSERVATION MODEL
Consider a hyperspectral image X ∈ R N ×K×P where N , K and P are the number of measurements related to across track, along track and spectral dimensions, respectively. The first two dimensions are spatial dimensions. Each column vector s r = [s 1 r , . . . , s P r ] , for p = 1, . . . , P in matrix S = [s 1 , . . . , s R ] ∈ R P ×R represents an endmember spectrum with R the number of abundances. Denoting X p ∈ R N ×K the 2D spatial image corresponding to p-th wavelength and x p k the k-th column of X p , the hyperspectral image X can be organized into a single vector x:
where col{·} stacks its vector arguments on top of each other. We use similar notations for the observed image by substituting y to x. Similarly, let us denote by A r the 2D spatial image of r-th abundance and a k,r the k-th column of A r . Then, the abundances can also be organized into a single vector a:
Thus, the linear mixing model can be rewritten as:
where ⊗ stands for the Kronecker product and matrix I J denotes the J × J identity matrix. Consider now the 2D spatial convolution kernel
. Let H p (J) ∈ R N J×N J be the circulant-block-circulant convolution (block-Toeplitz) matrix with first block column and first block row given by
], respectively. Here matrix H p ∈ R N ×N is a Toeplitz matrix with first column and first row given by
Combining the linear mixing model in (3) with the convolution model y = Hx + e, where e is a zero-mean iid measurement noise, yields the joint convolution-mixing model:
Matrix (S ⊗ I N K ) is of size N KP × N KR. The storage and multiplication of matrices H and (S⊗I N K ) require a memory which is way too large. Thus we focus on the case when the convolution kernel is the same along the spectral dimension p, i.e. H 1 (K) = . . . = H P (K) . In this case the convolution kernel is acting on each abundance. This leads to the following model requiring smaller memory:
III. JOINT UNMIXING-DECONVOLUTION FOR

HYPERSPECTRAL IMAGES
A. Offline joint unmixing-deconvolution
Estimating abundance a from the blurred noisy image y using the joint unmixing-deconvolution (JUD) method is derived by introducing the following Tikhonov criterion: 2 2 , controlled by parameter η a , promotes the spatial smoothness on the abundances and the matrix ∆ (K) is a Laplacian operator. First, define the Laplacian matrix:
and assume periodic boundary conditions. Let ∆ i be a circulant matrix of size N × N corresponding to column δ i . Then, the matrix ∆ (J) is a circulant-block-circulant matrix of size N J × N J with first block column given by
and first block row given by
The minimizer of (6) can be expressed by:
The computational cost of solution (8) is mainly related to the inversion of a matrix which does not enjoy any Kronecker structure. However, by exploiting the circulant-block-circulant structure of matrix ∆ (K) , an efficient implementation of the estimator can be derived. This will be discussed in section IV. For very large images, batch processing is time-consuming. In the next paragraph, we present an online method based on a sliding block strategy allowing to process data streams with controlled numerical complexity.
B. Online unmixing and deconvolution
Following the same idea introduced in [9] for online deconvolution, the online joint unmixing-deconvolution is addressed as a sliding block processing. Consider a block of size Q, assumed to be odd, and define:
The sequential blurred noisy mixing model is then given by:
where e k is the vectorization of noise in the block. The block version of criterion (6) is given by:
for which the minimizer is:
The final result corresponds to the central part ofâ k , that is:
where matrix C I R ⊗ [0 N ×N (Q−1)/2 , I N , 0 N ×N (Q−1)/2 ] selects the (Q − 1)/2-th block of dataâ k,r , ∀r = 1, . . . , R.
IV. JOINT UNMIXING-DECONVOLUTION UNDER
NON-NEGATIVITY CONSTRAINTS
A. Non-negative JUD
Enforcing the non-negativity of abundances is physically sound in hyperspectral image unmixing. In addition, this constraint also enjoys a stabilizing property [10] which explains its benefit in image restoration. We present here a non-negative version of JUD (NN-JUD) based on the block Tikhonov criterion (11) . Consider the non-negative block Tikhonov problem:
This problem is solved using the quadratic penalty method [11] . It consists in introducing slack variables z ≥ 0 and replacing the inequality constraints by equality constraints a k − z = 0. Combined to the augmented Lagrangian method, this transformation leads to the non-negative block Tikhonov (NNBT) problem:
where ξ is an increasing barrier and u is the scaled Lagrange multiplier. The solution is obtained by iterating over i the following calculations for i = 1, . . . , N iter :
with z 0 = 0, u 0 = 0 and ξ 0 > 0.
B. Efficient implementation of the NN-JUD
In this section, we address the problem of implementing efficiently the NN-JUD. First we note thatâ i+1 k is solution of the following linear equation:
which can be recognized as the Kronecker form of a Sylvestertype equation 1 [12] . The eigenvalue decomposition of the symmetric matrix S S reads S S = UΣ 2 U where Σ 2 is a diagonal matrix whose entries are the (real and nonnegative) eigenvalues of S S. As H 1 (Q) and ∆ (Q) are circulant block circulant matrices, so are H 1 (Q) H 1 (Q) and η a ∆ (Q) ∆ (Q) + ξ i I N Q . They are diagonalizable in the Fourier basis which means that H 1 (Q) H 1 (Q) = F * Γ 2 F and η a ∆ (Q) ∆ (Q) +ξ i I N Q = F * Φ 2 i F where matrix F denotes the 2D discrete Fourier transform matrix and (·) * stands for the conjugate transpose. Inserting these expressions in (16) yields the following linear equation:
whose solution is given by:
To have a fast implementation, all the necessary matrices are pre-calculated and stored in memory. The cost of the eigendecomposition of S S is O(R 3 ), and the cost of computing Fourier decompositions of H 1
) which just has to be made once. Thus, assuming R N Q, the pre-calculation cost is dominated by the cost of the Fourier transforms which is O(2N 2 Q 2 (log 2 N Q))). The computation of the product of (U ⊗ F * ) (or (U * ⊗ F)) by a vector of size RN Q is O(N QR(log 2 N Q + R)) which dominates the cost of the inversion of the diagonal matrix
. Thus, at each iteration, the complexity of estimating a k is O(2N QR(log 2 N Q + R)). Table I 
V. EXPERIMENTAL RESULTS
A. Simulated hyperspectral image
We first generate the unblurred and noisy-free image according to the mixture model (3) . In this experiment, an instantaneous mixture of 3 sources is considered. The abundance maps are of size 101 × 101 while the endmembers, which include 32 spectral bands, correspond to NIR spectra of wood samples. To simulate an observed image, the original image is blurred by a Gaussian kernel of size 7 × 7 with full width at half-maximum (FWHM) set to 3 pixel. A Gaussian noise was added to reach a 5 dB signal-to-noise ratio (SNR). Figure  1 shows abundances estimated by JUD with and without nonnegative constraints. The results are compared with those achieved by separated unmixing and deconvolution (SUD) method [8] which consists in performing successively the unmixing and the deconvolution of the abundance maps. Here, the regularization parameter η a was set to be 5 and the size of the block Q was set to be 7. The number of iterations of the quadratic penalty method N iter was fixed to 10. The initial Figure 2 shows the MSEs of estimated abundances by JUD and SUD with and without non-negative constraints as functions of SNR. Since SUD is less sensitive to the correlation of spectral sources, it yields better performance than JUD for small SNR in the unconstrained case. The nonnegativity constraint allows to increase the performance especially for JUD. To conclude, non-negative JUD method should be considered for the online deconvolution and supervised unmixing problem.
B. Application to wood waste sorting
The last experiment aims at validating the performance of the non-negative JUD algorithm on real blurred hyperspectral images of size 211 × 471 × 32 (spatial, time and spectral sizes respectively). The image contains pieces of wood waste of three types: raw wood, plywood and medium density fiber (MDF). Spectra of each type of wood were learned on similar pieces of wood wastes. The spectral response of the conveyor was estimated from data in an area of size 121 × 91 × 32 and was subtracted from each pixel of the hyperspectral image. By doing so, the spectral response of the conveyor can be assimilated to a zero-mean Gaussian noise. The convolution filter was estimated to be a Gaussian kernel of size 5 × 5 with FWHM of 2 points. The design parameters were set to: η a = 1, Q = 5, N iter = 10. The initial value of penalty factor ξ was set to 1 and β = 10. Figure 3(a) shows the spatial image corresponding to one wavelength. Abundances estimated by the online joint unmixing-deconvolution algorithm are shown in Figure 3 (b)-3(d). Results show that the JUD has good performance to estimate different abundances. We can observe an improvement of spatial resolution in particular around the plywood object (abundance 2). A simple thresholding of the abundance will allow to classify the different types of wood wastes. It is worth to be mentioned that a careful inspection of the top left piece of raw wood revealed that it was partly covered by some residual glue, which is one of the main components of the plywood. This explains why the right part of the raw wood is shown on the second abundance ( Figure  3(c) ) which corresponds to the plywood spectral signature.
VI. CONCLUSION
In this paper, we addressed the joint unmixingdeconvolution problem for hyperspectral image processing. The proposed JUD criterion includes an 2 norm regularizer promoting the spatial smoothness of the abundance maps. It is extended to the online case by using a sliding-block criterion. A non-negativity constraint is also added to improve the unmixing-deconvolution performance. The implementation of NN-JUD algorithm was carried out by using the fast Fourier transform yielding lower computational cost. Experimental results on simulated images showed that NN-JUD method has better performance than unconstrained JUD. An application of the proposed non-negative JUD on a real hyperspectral image is also provided to confirm the performance. Future works will focus on the development of fast LMS-based recursive estimators containing 1 -norm regularizers for industrial imaging systems. The integration of the proposed JUD in a wood waste classification software is currently under study.
