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a b s t r a c t
This paper is to present a new efficient algorithm by using the finite volume element
method and its splitting extrapolation. This method combines the local conservation
property of the finite volume element method and the advantages of splitting
extrapolation, such as a high order of accuracy, a high degree of parallelism, less
computational complexity and more flexibility than a Richardson extrapolation. Because
the splitting extrapolation formulas only require us to solve a set of smaller discrete
subproblems on different coarser grids in parallel instead of on the globally fine grid, a
large scale multidimensional problem is turned into a set of smaller discrete subproblems.
Additionally, this method is efficient for solving interface problems if we regard the
interfaces of the problems as the interfaces of the initial domain decomposition.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
It is well known that conservation law is important in physics since it governs energy, momentum, angular momentum,
mass, electric charge and so on. It states that a particular measurable property of an isolated physical system does not
change as the system evolves. Meanwhile, the finite volume element (FVE) method, which is also called the box method [1]
or generalized difference method [2], plays an important role in the numerical methods for PDEs because it possesses the
well-known local conservation property. Therefore, it has been widely studied, extended and applied to numerous different
problems, such as flow problems [3–9], conservation law [10,11], parabolic and hyperbolic equations [12,13], and elliptic
problems [14–16], to name just a few. Recently some of the literature have also discussed the analysis of this method,
see [17–26] and related reference therein. One important result is the regularity requirement of the source term function in
order to achieve the optimal convergence rate.
On the other hand, many different kinds of extrapolation methods have been developed in order to accelerate the
convergence of numerical algorithms, see [27–35] and reference therein. Splitting extrapolation (SE) is one of these efficient
extrapolationmethods. It is naturally parallelwithhighdegree of parallelism, improves the accuracywith less computational
complexity than Richardson extrapolation and only requires piecewise smoothness for the analytic solutions. In addition, its
natural combination with domain decomposition provides more flexibility in choosingmeshes. In 1983, the idea of splitting
extrapolation was developed in [36] and applied to multiple numerical integrations, multi-dimensional integral equations
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Fig. 1. A mesh of Ω and the dual mesh for an interface problem. Elements in the mesh are solid rectangles and elements in the dual mesh are dashed
rectangles.
and the differencemethod for solving the Poisson equation. For each case, they also gave the corresponding error estimates.
Since then, splitting extrapolation has been applied to high-dimensional numerical quadrature [32,36], the finite difference
method [37], the finite element method [38–43] and numerical methods for integral equations [44,45], etc. Liem et al. [32]
and Lü et al. [46] published twomonographs on splitting extrapolation, and Rüde [47] reviewed themonograph [32] in SIAM
Review in 1997.
However, to our knowledge, there are no articles discussing the splitting extrapolation for the finite volume element
method even though [48] presents an extrapolation for it. We believe that the combination of the FVE’s local conservation
property and splitting extrapolation’s advantages can generate competitive numerical methods. Therefore, we will discuss
it in this article. For simplification, we consider the following model problem:
−∇ · a(x, y)∇u = f (x, y), (x, y) ∈ Ω, (1.1)
u|∂Ω = g(x, y). (1.2)
Here the domain Ω ⊂ ℜ2 is an open set with a piecewise smooth boundary. The splitting extrapolation technique can be
extended to the finite volume element method for more complicated equations and the 3D case as long as we have the
asymptotic expansions.
This paper is organized as follows: in Section 2, we will review the finite volume element method briefly; in Section 3,
we will discuss the splitting extrapolation for the finite volume element solution; in Section 4, we will introduce a
parallel/sequential algorithm; in Section 5, we present several numerical examples.
2. Finite volume element method
In this sectionwebriefly introduce thewell-known finite volume elementmethod. To describe themethod, for eachmesh
Th ofΩ , we introduce a dual mesh Th by connecting the nearby centers of the elements in Th in the vertical and horizontal
directions, see the illustration in Fig. 1 where the dual mesh Th is sketched by the dashed lines while Th is sketched by solid
lines.
First, we derive a weak form on each element of the dual mesh. Assume that the source term f (x, y) is smooth enough so
that the exact solution has the required smoothness in the discussion below. LetKi be an element of Th containing the node
xi of Th. First, we integrate the differential equation (1.1) overKi to get
−
∫
Ki ∇ ·

a(x, y)∇u) dxdy =
∫
Ki f dxdy. (2.3)
A straightforward application of the Green’s formula leads to
−
∫
∂Ki a(x, y)
∂u
∂n
ds =
∫
Ki f dxdy. (2.4)
This weak form enables us to introduce the FVE method as follows. Find uh ∈ Sh(Ω) such that
−
∫
∂Ki a(x, y)
∂uh
∂n
ds =
∫
Ki f dxdy, ∀Ki ∈ Th. (2.5)
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Table 1
Maximum errors for the tests of convergence rate with respect to h1, h2 and h3 in Example 1.
h1 E1 h2 E2 h3 E3
1/8 −2.7600× 10−4 1/8 2.7407× 10−3 1/8 2.1484×10−3
1/16 −6.9001× 10−5 1/16 6.9389× 10−4 1/16 5.3253×10−4
1/24 −3.0760× 10−5 1/24 3.0801× 10−4 1/24 2.3664×10−4
1/32 −1.7400× 10−5 1/32 1.7357× 10−4 1/32 1.3332×10−4
1/40 −1.1209× 10−5 1/40 1.1125× 10−4 1/40 8.5537×10−5
1/48 −7.8411× 10−6 1/48 7.7395× 10−5 1/48 5.9592×10−5
1/56 −5.8096× 10−6 1/56 5.7001× 10−5 1/56 4.3951×10−5
1/64 −4.4910× 10−6 1/64 4.3744× 10−5 1/64 3.3802×10−5
Here, Sh(Ω) is a finite element space. Wewould like to point out that (2.5) indicates that the finite volume element solution
has the local conservation property. For later sections, we choose Ω to be a rectangular domain, Th to be a rectangular
Cartesian mesh and Sh(Ω) to be the standard bilinear finite element space separately [49,50]. If Ω is a polyhedron or a
domain with curved boundaries, then we need to use iso-parametric mapping to transferΩ to be a rectangular domain.
3. Splitting extrapolation
In this section, we will introduce the algorithm of splitting extrapolation and apply it to the finite volume element
solution.
First, we construct a non-overlapping initial domain decomposition Ω¯ =mi=1 Ω¯i satisfying the compatibility condition,
i.e., Ω¯i

Ω¯j (i ≠ j) is either empty or the set of common vertices and common edges. Letℑhi (i = 1, . . . ,m) be a rectangular
Cartesian partition with grid parameter hij (j = 1, 2) on Ωi such that ℑh = mi=1 ℑhi is a piecewise rectangular Cartesian
partition on Ω . In order to avoid hanging nodes on the boundaries of Ωi (k = i, . . . ,m), some hij need to be the same so
that the partitionsℑhi are geometrically conforming.We can combine those hij into one grid parameter. Hence there are only
l (l < md) independent grid parameters, whose values can be chosen independently while there are no hanging nodes on
the boundaries of Ωˆk (k = 1, . . . ,m). The numerical example 1 in Section 5 provides an example of designing independent
grid parameters. Let h1, . . . , hl denote those l independent grid parameters.
Here are somemore conventions used in this article. Let h0 := max1≤i≤l hi. Define the coarse grid to be the grid obtained
from h(0) = (h1, . . . , hl), locally fine grids to be the grids obtained from h(i) =

h1, . . . ,
hi
2 , . . . , hl

, i = 1, . . . , l, and a
globally fine grid to be the grid obtained from h(0)/2. DefineΩh0 to be the set of grid points obtained from h
(0) = (h1, . . . , hl)
and Ωhi to be the set of grid points obtained from h
(i) =

h1, . . . ,
hi
2 , . . . , hl

, i = 1, . . . , l. Let u(0)h and u(i)h be the finite
volume element approximations onΩh0 andΩ
h
i respectively.
To our knowledge, even though the convergence analysis of the finite volume element method with bilinear finite
elements is not completed, numerical examples still show that the finite volume element method with the bilinear finite
elements has second order accuracy under a certain regularity requirement for the source term f , see [2] and reference
therein. Therefore, similar to [41], we have the multi-variable asymptotic expansion as follows.
uh(X)− u(X) =
l−
k=1
ψk(X)h2k + O(h30), ∀X ∈ Ωh0 , (3.6)
where ψk ∈ H10 (Ω) are some functions independent of h1, . . . , hl. The corresponding proof of this expansion is still open,
but we do not discuss it here since we focus on the algorithm in this paper and the proof needs the convergence analysis
of the finite volume element method with bilinear finite elements, which has not been completed yet. Instead, we use the
following two examples to verify this expansion numerically.
Example 1: Consider−1u = f (x, y) onΩ,
u(x, y) = g(x, y) on ∂Ω.
Let Ω be (0, 2) × (0, 1) and the accurate solution be u(x, y) = x(1 − x/2)y(1 − y)ex+y. Then f (x, y) = −y(1 −
y)(1 − x − x2/2)ex+y − x(1 − x/2)(−3y − y2)ex+y. We construct an initial domain decomposition Ω¯ = 2s=1 Ω¯s where
Ω1 = (0, 1)× (0, 1) andΩ2 = (1, 2)× (0, 1). Then we design three independent step sizes as follows: hi (i = 1, 2) are the
step sizes ofΩi (i = 1, 2) in the x-direction; h3 is the step size of bothΩ1 andΩ2 in the y-direction.
First we fix h2 = h3 = 1/512 and set h1 = 18k , k = 1, . . . , 8 separately. In this way, h2 and h3 are small enough so that
we can check the convergence rate with respect to h1. Let E1 be the corresponding maximum error on all the mesh nodes.
Similarly, we fix h1 = h3 = 1/512 and h1 = h2 = 1/512 to check the convergence rate with respect to h2 and h3. Let E2 and
E3 be the corresponding maximum errors on all the mesh nodes separately. Some numerical results are listed in Table 1.
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Table 2
Maximum errors for the tests of convergence rate with respect to h1, h2 and h3 in Example 2.
h1 E1 h2 E2 h3 E3
1/8 2.0398× 10−3 1/8 1.9718× 10−3 1/8 7.7394×10−3
1/16 5.1053× 10−4 1/16 4.9444× 10−4 1/16 1.9340×10−3
1/24 2.2789× 10−4 1/24 2.2113× 10−4 1/24 8.5984×10−4
1/32 1.2903× 10−4 1/32 1.2519× 10−4 1/32 4.8395×10−4
1/40 8.3282× 10−5 1/40 8.0767× 10−5 1/40 3.0997×10−4
1/48 5.8417× 10−5 1/48 5.6643× 10−5 1/48 2.1547×10−4
1/56 4.3420× 10−5 1/56 4.2112× 10−5 1/56 1.5849×10−4
1/64 3.3686× 10−5 1/64 3.2678× 10−5 1/64 1.2151×10−4
Using linear regression, we can see that the data in Table 1 obey
E1 ≈ 0.0168h1.98141 , E2 ≈ 0.1727h1.99142 , E3 ≈ 0.1356h1.99663 .
Example 2: Consider−▽ (a(x, y)▽ u) = f (x, y) onΩ,
u(x, y) = g(x, y) on ∂Ω.
Let Ω be (0, 2) × (0, 1) and a(x, y) = cos(x/2) cos(y). Let the accurate solution be u(x, y) = sin(πx/2) sin(πy),
then f (x, y) = π cos(y) sin(πy)(sin(x/2) cos(πx/2) + π sin(πx/2) cos(x/2))/4 + π cos(x/2) sin(πx/2)(sin(y) cos(πy) +
π sin(πy) cos(y)). The initial domain decomposition and the design of three independent step sizes are the same as Example
1. We also use the same way in Example 1 to test the convergence rate with respect to each step size. See Table 2 for the
numerical results.
Using linear regression, we can see that the data in Table 2 obey
E1 ≈ 0.1224h1.97501 , E2 ≈ 0.1181h1.97352 , E3 ≈ 0.4924h1.99783 .
The above two numerical examples show that the finite volume element method with bilinear finite elements has second
order accuracy for each independent mesh size, which verifies (3.6) numerically.
Finally, following the similar ideas in [38,39,32,41,42,46], we have the following splitting extrapolation formulations
based on (3.6). They give us an approximation of high accuracy at all the nodes in the globally fine grid, not only on the
coarse grid and locally fine grids.
(1) Type 0: grid points inΩh0 . Suppose A is a grid point inΩ
h
0 .
u0(A) = 43
l−
i=1
u(i)h (A)+
[
−4
3
l+ 1
]
u(0)h (A). (3.7)
(2) Type 1: grid points in
l
i=1Ω
h
i \Ωh0 . Let A1 and A2 be two neighboring coarse grid points. Suppose B is the midpoint of
A1A2 and B ∈ Ωhi \Ωh0 .
u1(B) = u(i)h (B)−
1
6
2−
k=1

u(0)h (Ak)− u(i)h (Ak)

− 2
3
l−
j=1
j≠i
2−
k=1

u(0)h (Ak)− u(j)h (Ak)

. (3.8)
(3) Type 2: Centers of rectangular elements. Suppose C is the center of a rectangular element, Ak (k = 1, . . . , 4) are the four
vertices and Bk (k = 1, . . . , 4) are the midpoints of the four edges. First, U0(Ak) and U1(Bk) are computed according to (3.7)
and (3.8). Then by using an incomplete bi-quadratic interpolation without term x2y2 [41,37], we get
u2(C) = 12
4−
k=1
u1(Bk)− 14
4−
k=1
u0(Ak). (3.9)
4. Parallel/sequential algorithm
In this section, we will introduce a parallel/sequential algorithm based on the splitting extrapolation formulas in
Section 3.
Step 1: Construct the initial domain decomposition Ω¯ =mi=1 Ω¯i according to the dimension and interface of the problem,
the shape and size of the domain, and the computers used, which satisfies the compatibility conditions in Section 3.
Step 2: Construct the rectangular Cartesian partition ℑhi (i = 1, . . . ,m) for each Ωi with independent grid parameters
h1, . . . , hl.
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Step 3: Compute u(i)h , i = 0, . . . , l by using the standard finite volume element method in parallel/sequentially. All
processors call the same subroutines with different input parameters if we use parallel computation.
Step 4: Implement (3.7)–(3.9) to all the grid nodes, the edge middle points and the centers of the rectangular elements of
the coarse gridΩh0 by using the results from all processors.
Remark 4.1. The following is a pseudo code by usingMPI for steps 3 and 4 in parallel computation. Suppose the independent
parameters for the coarse grid form a vector h = (h1, . . . , hl) and the name of the subroutine to compute u(i)h , i = 0, . . . , l
is solve_uh.
INCLUDE ‘mpif.h’
CALL MPI_INIT(error_inf)
CALL MPI_COMM_SIZE(MPI_COMM_WORLD, total_processors, error_inf)
CALL MPI_COMM_RANK(MPI_COMM_WORLD, i, error_inf)
l = total_processors− 1
If (i .eq. 0) THEN
CALL solve_uh(h, u_0)
ELSE
h_fined(:)=h(:)
h_fined(i)=h(i)/2
CALL solve_uh(h_fined, u_i)
ENDIF
If (i .eq. 0) THEN
DO i=1, l
CALL MPI_RECV(receive u_i from processor i)
ENDDO
ELSE
CALL MPI_SEND(send u_i to processor 0)
ENDIF
IF (i .eq. 0) THEN
CALL Extrapolation(u_final,u_0,. . .,u_l) /* Implement (3.7), (3.8) and (3.9) */
ENDIF
CALL MPI_FINALIZE(error_inf)
END
Remark 4.2. In step 3, if we construct the domain decomposition proportionally and design independent variables properly,
the processors computing u(i)h (i = 1, . . . , l) can have almost the same load. For example, for domainΩ = (0, 2)×(0, 2), we
construct thedomaindecomposition as Ω¯ =4i=1 Ω¯i,Ω1 = (0, 1)×(0, 1),Ω2 = (0, 1)×(1, 2),Ω3 = (1, 2)×(0, 1),Ω4 =
(1, 2)× (1, 2) and design independent mesh parameters as follows. h1 is the horizontal mesh parameter ofΩ1 andΩ2. h2
is the horizontal mesh parameter of Ω3 and Ω4. h3 is the vertical mesh parameter of Ω1 and Ω3. h4 is the vertical mesh
parameter of Ω2 and Ω4. If we take hi = 1n , i = 1, . . . , 4, then all the four processors computing u(i)h (i = 1, . . . , 4) work
on a mesh with (2n+ 1)(3n+ 1)mesh nodes. Therefore, their loads are balanced.
Remark 4.3. For step 3, if we compute u(i)h , i = 0, . . . , l sequentially, then we can save a lot of memory. After we compute
each u(i)h by using the standard finite volume elementmethod, we only need to save the final results and can deallocatemost
of the memory. Since all the u(i)h , i = 0, . . . , l are on the coarse grid or locally fine grids, then the required memory is much
less than that of the globally fine grid. However, we finally get an approximationwith high accuracy on the globally fine grid
by using the splitting extrapolation formulas.
5. Numerical experiments
In this section, we will present several numerical examples to illustrate the features of splitting extrapolation on the
finite volume element method.
The first example is from aerospace engineering [51] as follows. A long neoprene rubber pad of 4 cm width and 2 cm
height is a component of a spacecraft’s structure. Its top, bottom and left side are bonded to ametal channel at a temperature
T = 20 °C, and the temperature distribution along the right side can be approximated as T = 20 + 80 sin πy2 . The heat
conductivity parameter k = 0.19. We choose this example because we have the analytic solution to compare the errors.
Example 1:−▽ (k▽ T ) = Q (x, y) onΩ,
T = g(x, y) on ∂Ω.
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Table 3
Comparison of errors for FVE and SE in Example 1.
Grid points Point type Error of FVE Error of SE
(9/4, 1/4) Type 0 −3.4532× 10−2 −1.6436×10−5
(2, 1/2) Type 0 −4.9053× 10−2 −9.8507×10−5
(23/8, 7/4) Type 1 −3.7884× 10−2 6.2922×10−5
(2, 11/8) Type 1 −3.6473× 10−2 −8.1443×10−4
(1/8, 7/8) Type 2 ∗∗ 9.1117×10−7
(25/8, 3/8) Type 2 ∗∗ 2.7722×10−5
Max error −1.8748× 10−1 8.2363×10−4
Table 4
Maximum errors of FVE solution on different meshes in Example 1.
h 1/8 1/16 1/32 1/64
Error of FVE −4.7334× 10−2 −1.1819× 10−2 −2.9539× 10−3 −7.3851×10−4
Table 5
Comparison of errors for FVE and SE in Example 2.
Grid points Point type Error of FEV Error of SE
(5/4, 1/4) Type 0 2.0183× 10−3 −4.3916×10−6
(1, 1/4) Type 0 −7.9013× 10−4 3.4195×10−5
(13/8, 3/4) Type 1 1.0197× 10−2 9.4052×10−5
(1, 1/8) Type 1 4.2709× 10−4 −2.1949×10−5
(1/8, 1/8) Type 2 ∗∗ −3.8517×10−6
(11/8, 3/8) Type 2 ∗∗ −6.1198×10−4
Max error 2.0773× 10−2 −8.7711×10−4
Here Ω = (0, 4) × (0, 2), k = 0.19, g(x, y) = 20 on x = 0, y = 0, y = 2 and g(x, y) = 20 + 80 sin πy2  on x = 4.
The analytic solution to this problem is T (x, y) = 20 + 80 sin πy2  sinh πx2  / sinh(2π). We construct an initial domain
decomposition Ω¯ =2s=1 Ω¯s whereΩ1 = (0, 2)× (0, 2) andΩ2 = (2, 4)× (0, 2). Then we design three independent step
sizes as follows: hi (i = 1, 2) are the step sizes of Ωi (i = 1, 2) in the x-direction; h3 is the step size of both Ω1 and Ω2 in
the y-direction.
In order to get the splitting extrapolation solution on the globally fine grid, we only need to apply the standard finite
volume element method on the coarse grid and the locally fine grids. Therefore, for splitting extrapolation, we do not need
to compute the standard finite volume element solution at the globally fine grid points which are neither the grid points of
the coarse grid nor the locally fine grids. In the following tables, let ∗∗ denote these unknown results, error of FEV denote
the error of the standard finite volume element approximation, error of SE denote the error of the splitting extrapolation
solution, and max error denote the maximum error at all grid points.
Table 3 shows some numerical error comparison between the finite volume element solution and the splitting
extrapolation solution with hi = 14 (i = 1, 2, 3). From the comparison, we can see that the errors are dramatically reduced
by the splitting extrapolation.
Table 4 shows the maximum errors at all nodes for the standard finite volume element solution with different meshes.
We can see that for standard finite volume element method we need to use the mesh with h = 1/64 to achieve the same
accuracy as that of splitting extrapolation with h1 = h2 = h3 = 1/4, hence the computation cost is much more than
that of the splitting extrapolation. We will also observe these in all the later numerical examples. Therefore, the splitting
extrapolation can dramatically improve the accuracy and reduce the computation scale.
The second and third examples are the same as the two examples we give in Section 3 which were used to show the
asymptotic expansion numerically.
Example 2: Consider−1u = f (x, y) onΩ,
u(x, y) = g(x, y) on ∂Ω.
LetΩ be (0, 2) × (0, 1) and the accurate solution be u(x, y) = x(1 − x/2)y(1 − y)ex+y. The initial domain decomposition
and the design of independent step sizes are the same as Example 1 in Section 3. In Table 5, we compare some numerical
errors of the finite volume element solution and the splitting extrapolation solution with hi = 14 (i = 1, 2, 3).
Table 6 shows the maximum errors at all nodes for the standard finite volume element method with different meshes.
We can see that for standard finite volume element method we need to use the mesh with h = 1/32 to achieve the same
accuracy as that of splitting extrapolation with h1 = h2 = h3 = 1/4, hence the number of nodes is much larger than that of
the splitting extrapolation.
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Table 6
Maximum errors of FVE solution on different meshes in Example 2.
h 1/8 1/16 1/32 1/64
Error of FVE 4.9100× 10−3 1.2135× 10−3 3.0257× 10−4 7.5755×10−5
Table 7
Comparison of errors for FVE and SE in Example 3.
Grid points Point type Error of FEV Error of SE
(1/2, 1/4) Type 0 2.1509× 10−2 −1.7076×10−4
(1, 1/2) Type 0 4.2963× 10−2 −2.5155×10−4
(13/8, 3/4) Type 1 1.3576× 10−3 4.7438×10−5
(1, 7/8) Type 1 7.4202× 10−3 4.4946×10−4
(1/8, 7/8) Type 2 ∗∗ 1.5743×10−5
(11/8, 3/8) Type 2 ∗∗ 1.2525×10−4
Max error 4.2963× 10−2 −2.9563×10−4
Table 8
Comparison of errors for FVE and SE in Example 4.
Grid points Point type Error of FEV Error of SE
(1/2, 1/2) Type 0 4.8341× 10−3 1.3382×10−5
(1, 1/4) Type 0 −4.8937× 10−2 2.7037×10−5
(13/8, 3/4) Type 1 −6.0719× 10−2 −6.5934×10−4
(1, 5/8) Type 1 −3.7482× 10−2 −1.5661×10−3
(5/8, 7/8) Type 2 ∗∗ −9.8845×10−4
(11/8, 3/8) Type 2 ∗∗ 4.6194×10−3
Max error −1.0152× 10−1 1.8330×10−3
Example 3: Consider−▽ (a(x, y)▽ u) = f (x, y) onΩ,
u(x, y) = g(x, y) on ∂Ω.
Let Ω = (0, 2) × (0, 1), a(x, y) = cos(x/2) cos(y) and u(x, y) = sin(πx/2) sin(πy). The initial domain decomposition
and the design of independent step sizes are the same as Example 1 in Section 3. Similarly, Table 7 provides some numerical
errors to compare the accuracy of the numerical results of the finite volume element solution and the splitting extrapolation
solution.
Finally, the fourth example shows that our method is efficient for solving discontinuous problems if we regard the
interfaces of the problems as the interfaces of the initial domain decomposition.
Example 4: Consider a linear elliptic interface equation−▽ (a(x, y)▽ u) = f (x, y) onΩ = (0, 2)× (0, 1),
u(x, y) = g(x, y) on ∂Ω
together with the jump conditions on the interface Γ = {(x, y) : x = 1, 0 ≤ y ≤ 1}:
[u] |Γ = 0,
[
a(x, y)
∂u
∂n
]
Γ
= 0, a(x, y) =

r, on [0, 1] × [0, 1]
1, on (1, 2] × [0, 1].
Here, r = 0.5. The accurate solution is
u(x, y) =

15xy(y− 1)− 7.5(r + 1)(x− 1)2xy(y− 1), on [0, 1] × [0, 1],
15rxy(y− 1)+ 15(1− r)y(y− 1)− 7.5(r + 1)(x− 1)2xy(y− 1), on (1, 2] × [0, 1].
The initial domain decomposition and the design of independent step sizes are the same as Example 1 in Section 3. The
errors provided by Table 8 show that splitting extrapolation improves the accuracy dramatically.
6. Conclusions
The numerical examples show that the splitting extrapolation can dramatically improve the accuracy of the finite volume
elementmethod, hence dramatically reduce the computation scale to achieve the same accuracy. The splitting extrapolation
formulas are just some linear combinations, so they can be easily implemented. They generate an approximationwith higher
accuracy on a globally fine grid while only requiring some approximations from a set of smaller discrete subproblems on
Y. Cao et al. / Journal of Computational and Applied Mathematics 235 (2011) 3734–3742 3741
different coarser grids. Because these subproblems are independent of each other and have similar scales, the method is
naturally parallel and possesses a high degree of parallelism. The numerical results also show that splitting extrapolation
is efficient for solving discontinuous problems if we regard the interfaces of the problems as the interfaces of the initial
domain decomposition.
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