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ABSTRACT
Spatial correlations of the observed sizes and luminosities of galaxies can be used to
estimate the magnification that arises through weak gravitational lensing. However,
the intrinsic properties of galaxies can be similarly correlated through local physical
effects, and these present a possible contamination to the weak lensing estimation. In
an earlier paper (Ciarlariello et al. 2015) we modelled the intrinsic size correlations
using the halo model, assuming the galaxy sizes reflect the mass in the associated
halo. Here we extend this work to consider galaxy magnitudes and show that these
may be even more affected by intrinsic correlations than galaxy sizes, making this a
bigger systematic for measurements of the weak lensing signal. We also quantify how
these intrinsic correlations are affected by sample selection criteria based on sizes and
magnitudes.
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1 INTRODUCTION
Weak gravitational lensing can be observed through the sta-
tistical analysis of coherent distortions in the shape, size
and brightness of the images of distant galaxies. Measure-
ments of galaxy shape correlations induced by weak lensing,
also called cosmic shear, have been demonstrated to be a
powerful probe and can potentially constrain the cosmolog-
ical model with high precision. Cosmic shear correlations
were detected for the first time in 2000 (Bacon et al. 2000;
Kaiser et al. 2000; Van Waerbeke et al. 2000; Wittman et al.
2000) and recently more accurately measured by surveys
such CFHTLens (Heymans et al. 2013) and KiDS (Kuijken
et al. 2015). Future surveys such as LSST1 and Euclid2 are
expected to significantly improve shear measurements.
Although cosmic shear has traditionally been the pri-
mary goal of weak lensing studies, more attention has re-
cently been given to size and brightness magnification as
complementary probes. Magnification can push small or
faint objects above the size and magnitude thresholds of
a survey; this leads to a signal that can be detected by
cross-correlating a foreground population of galaxies with
a distant background sample. This is also known as magni-
fication bias and was first detected by Scranton et al. (2005)
using background quasars. More recently, other background
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sources such as Lyman-break galaxies have been used to
study dark matter halo profiles (Hildebrandt et al. 2009;
Van Waerbeke 2010; Hildebrandt et al. 2011, 2013; Ford
et al. 2012; Bauer et al. 2014).
In Vallinotto et al. (2011) size and magnitude magni-
fication were used to calibrate the cosmic shear measure-
ments errors, but the first detection of cosmic magnifica-
tion directly using galaxy sizes and magnitudes was per-
formed in Schmidt et al. (2012), where a weighted magni-
fication estimator was applied to an X-ray-selected sample
of galaxy groups; they found measurements of the projected
surface density that are consistent with shear measurements.
Huff & Graves (2014) used the Fundamental Plane rela-
tion for early-type galaxies to detect cosmic magnification
by means of size measurements; however recently Joachimi
et al. (2015) detected a possible contamination from spatial
correlations of Fundamental Plane residuals that should be
taken into account. Recently, Duncan et al. (2016) presented
the first measurement of individual cluster estimates using
weak lensing size and flux magnification.
There are several good reasons for using size and mag-
nitude information along with cosmic shear. Size and mag-
nitude information is already available from cosmic shear
surveys, and ideally one should exploit all of the data’s sta-
tistical power to constrain the cosmological model. For ex-
ample, Casaponsa et al. (2013) have shown that the size
information that comes from shape estimation methods can
readily be used for cosmic magnification measurements, pro-
vided that there is sufficient signal-to-noise and the sizes
c© 2015 The Authors
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are larger than the point spread function. Using different
weak lensing probes can be important to mitigate the im-
pact of shape distortion systematics. For cosmic shear mea-
surements, in addition to systematics arising from instru-
mental effects and atmospheric conditions, there are also
systematics which have an astrophysical origin such as in-
trinsic alignments. The mechanisms that generate the intrin-
sic alignments are not fully understood and seem to depend
on the galaxy type. The large-scale gravitational field seems
to have a central role in generating alignments; essentially,
the gravitational tidal field changes the shape of the halo in
which an elliptical galaxy is embedded or, for spiral galaxies,
it can induce angular momentum correlation to align their
disc spins. These intrinsic alignments produce a signal that
can mimic the effect of weak lensing and bias cosmologi-
cal parameter constraints. A review of the various intrinsic
alignment models and the methods to assess the contami-
nation can be found in Troxel & Ishak (2015).
Heavens et al. (2013) have shown that adding cosmic
magnification via size distortions can help to increase the
constraining power compared to cosmic shear measurements
on their own; they also demonstrated that size measure-
ments can be made largely uncorrelated with shape mea-
surements if the square root of the area of the galaxy image
is used as size estimator. This analysis has been extended in
Alsing et al. (2015) which provided an estimate of the con-
vergence dispersion expected from size measurements and,
analogously to intrinsic alignments for cosmic shear, they
study the possible impact of marginalising over intrinsic size
correlations on constraints of cosmological parameters such
as the dark energy equation of state parameters. In Ciar-
lariello et al. (2015) (hereafter CCP15), we investigated a
theoretical model in which intrinsic size correlations arise
in a simple halo model, assuming larger and more massive
galaxies reside in more massive haloes and linking observed
galaxy sizes to halo and subhalo masses through the relation
found by Kravtsov (2013). Haloes are populated with sub-
haloes by means of a subhalo mass function which accounts
for the fact the size of the largest subhaloes is limited by
the total halo mass. The main result from CCP15 is that
it may not be possible to ignore intrinsic correlations when
weak lensing is measured from galaxy sizes.
In this paper we extend the analysis given in CCP15
to account for intrinsic correlations of magnitudes. The halo
model developed for intrinsic size correlations is applied to
magnitudes and galaxy luminosities are correlated with the
mass of the haloes and subhaloes following the relation given
in Vale & Ostriker (2008). In order to calculate the potential
impact of these correlations on more realistic surveys we also
include in our model size and magnitude thresholds.
The paper is organised as follows. In Section 2 we dis-
cuss how the convergence is estimated from size and mag-
nitude measurements, in both the ideal case and for more
realistic surveys. Section 3 explains our halo model-based
approach, how we relate the sub-halo masses to observed
quantities and our model of the size-magnitude distribution.
Section 4 works out the relevant three dimensional two-point
power spectra for the convergence and the intrinsic size and
magnitude fields. In Section 5 we translate these statistics
for the two dimensional size and magnitude estimators, both
for a fully projected sample and for a tomographic binning
approach; we end with brief conclusions in Section 6.
2 MAGNIFICATION ESTIMATORS
2.1 Ideal size and magnitude estimators
Weak gravitational lensing by large scale structure can be
described by the Jacobian matrix that maps the true galaxy
source positions to their observed positions on the sky,
A(θ) =
(
δij − ∂
2ψ(θ)
∂θi∂θj
)
=
(
1− κ− γ1 −γ2
−γ2 1− κ+ γ1
)
,
(1)
where ψ(θ) is the two-dimensional gravitational potential,
γ1 =
1
2
(ψ,11 − ψ,22), γ2 = ψ,12 where the comma in ψ,i
is the partial derivative of the gravitational potential with
respect to the variable θi and κ is called the convergence.
Indicating the cosmic shear by γ, we have: γ = γ1 +iγ2. The
determinant of this matrix gives the cosmic magnification µ
of a surface area element:
µ =
1
detA
= [(1− κ)2 − |γ|2]−1 . (2)
In the weak lensing regime |κ| and |γ|  1, so the magnifi-
cation is approximately µ ' 1 + 2κ. Therefore, in the weak
lensing limit, the observed galaxy sizes and fluxes, r and F ,
are related to their intrinsic values by:
rO = (1 + κ)rI
FO = (1 + 2κ)FI
(3)
where the subscripts stand for the observed (O) and intrin-
sic (I) quantities. As pointed out by Heavens et al. (2013), if
galaxy size defined as the square root of the galaxy image it
is expected to be uncorrelated with shear for galaxies with
exponential profiles. In order to get an estimator for the
lensing convergence, we define the logarithm of the galaxy
size in arcseconds and use the definition of apparent mag-
nitude for galaxy fluxes, following Schmidt et al. (2012), as
follows:
λ = ln
r
[arcsec]
m = mref − 2.5 log10
F
Fref
(4)
where λ is logarithm galaxy size, m is the galaxy magnitude
and mref is the magnitude for a reference flux. We then can
use as our point estimators the following (Schmidt et al.
2012; Heavens et al. 2013; Bacon et al. 2014):
κˆsize = λO − 〈λO〉
κˆmag =
1
q
(mO − 〈mO〉) ,
(5)
where q ' −2.17.
For any given galaxy, its observed size and magnitude
will be determined more by its intrinsic values than by its
magnification, so any individual measurement will be dom-
inated by this intrinsic dispersion. But by averaging many
such measurements over a patch where the magnification is
coherent, one can reach a regime where the magnification
dominates. However, this assumes that the average intrinsic
sizes and magnitudes are uncorrelated; if there are intrinsic
correlations, so that 〈r〉patch 6= r¯ and 〈m〉patch 6= m¯ then this
could be wrongly interpreted as magnification.
The magnification estimator using either sizes or magni-
tudes will effectively have two contributions, the true lensing
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convergence and the intrinsic contribution:
κˆsize = κ+ κλI ,
κˆmag = κ+ κmI .
(6)
Here, κI is the intrinsic contribution to the magnification
estimator arising from the intrinsic galaxy sizes and magni-
tudes.
2.2 Incorporating selection effects
So far we have focused on estimating lensing from an ideal
survey, implicitly assuming that the population of objects
is not affected by lensing. In realistic surveys, the galaxies
are only included if they exceed some thresholds for detec-
tion, either in magnitude, size or both. In such a case, mag-
nification can bring new objects into the survey, affecting
the number density of objects and their average sizes and
magnitudes. This effect is generally called magnification bias
(Schmidt et al. 2009).
Incorporating these effects, the average properties of the
galaxies that enter into a sample are assumed to depend on
the convergence as
〈λO〉 = 〈λI〉+ ηλκ
〈mO〉 = 〈mI〉+ ηmκ.
(7)
The quantities ηλ and ηm are called lensing responsivities
(Alsing et al. 2015); in an ideal case (a survey with no cuts)
we would have ηλ = 1 and ηm = q. In general, these values
will depend on both the survey population and observational
thresholds and can be redshift dependent, e.g. Alsing et al.
(2015) and Schmidt et al. (2012). Below we show how the
mean values and, consequently, the responsivities ηλ and ηm
are changed when dealing with the realistic case of a survey
with size and magnitude limits.
2.2.1 Magnification bias: galaxy number density
Here we briefly discuss the effect of magnification bias on
the galaxy number density, following the treatment of Hui
et al. (2007) and Schmidt et al. (2009); we then extend this
to the properties relevant for convergence estimation using
sizes and magnitudes. When there is either a magnitude or
size threshold, magnification increases the number density
as objects are brought in the sample; at the same time, the
solid angle is stretched leading to a dilution of the number
density. Which of these competing effects wins out depends
on the density of galaxies at the edge of the selection cuts,
but generically they cause correlations to be induced be-
tween the distant background galaxies (or quasars) and the
foreground galaxies that trace the lensing potential.
We denote the observed and intrinsic distributions of
galaxies as functions of log-sizes, magnitudes and positions
by ΦO(λO,mO,θO) and ΦI(λI,mI,θI) respectively. Conser-
vation of the total number of galaxies implies:
d2θI dλI dmI Φ(λI,mI,θI) = d
2θOdλOdmOΦO(λO,mO,θO),
(8)
where the relations below describe the change of size, mag-
nitudes and area after a lensing transformation in an ideal
case:
λO = λI + κ
mO = mI + qκ
d2θO = (1 + 2κ)d
2θI.
(9)
The number density of objects in a survey is given by,
nO(θO) =
∫
dλOdmOΦO(λO,mO,θO)S(λO,mO), (10)
where S(λ,m) denotes the selection function of the survey.
For simplicity we assume the selection function to be spa-
tially constant and a step function describing magnitude and
size limits (mlim and λlim):
S(λ,m) = Θ(λ− λlim)[1−Θ(m−mlim)] (11)
where the function Θ(x) is the Heaviside function.
Using these relations, we can Taylor-expand the ob-
served selection function, S(λO,mO), with respect the con-
vergence to find:
nO(θO) = (1 − 2κ)
∫
dλI dmI ΦI(λI,mI,θI)
×
[
S(λI,mI) +
∂S
∂λI
κ+ q
∂S
∂mI
κ
]
.
(12)
If the function S(λI,mI) is taken to be a step function, its
derivatives are Dirac delta functions of either size or magni-
tude. Finally, we obtain:
nO(θO) = nI(θI)[1 + (ζ1 + ζ2 − 2)κ(θI)], (13)
where:
ζ1 =
∫ mlim
−∞
dmI fI(λlim,mI)
ζ2 = −q
∫ +∞
λlim
dλI fI(λI,mlim).
(14)
and we have defined:
fI(λI,mI) ≡ ΦI(λI,mI)
nI
. (15)
These responsivities are defined in terms of the intrinsic
galaxy properties, which we model directly here; however
in practice the intrinsic properties will need to be inferred
from the observed galaxy properties, which may introduce
further uncertainties.
2.2.2 Magnification bias: mean size and magnitude
By means of the galaxy number density results from the
previous section, we can calculate how mean values for sizes
and magnitudes are affected by magnification bias. Eventu-
ally, we will obtain the responsivities when selection cuts are
used in a survey.
In the following we begin with the calculation for the
mean size. Analogous results for magnitudes follow the same
reasoning. The observed mean log-size is a region of the sky
is given by:
〈λO〉(θO) = 1
nO
∫
dλOdmO λOΦ(λO, mO, θO)S(λO,mO).
(16)
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Translating everything into intrinsic quantities and account-
ing for the magnification bias effect in the galaxy number
density, we obtain:
〈λO〉(θO) = (1− 2κ)
nI[1 + (ζ1 + ζ2 − 2)κ]
∫
dλI dmI ΦI(λI,mI,θI)
× (λI + κ)
[
S(λI,mI) +
∂S
∂λI
κ+ q
∂S
∂mI
κ
]
.
(17)
Carrying on the calculations, neglecting second order terms,
we find:
〈λO〉(θO) =〈λI〉(θI) + κ(θI) + (α1 + α2)κ(θI)+
− 〈λI〉(ζ1 + ζ2)κ(θI) ,
(18)
where:
α1 =
∫ mlim
−∞
dmI fI(λlim,mI)λlim
α2 = −q
∫ +∞
λlim
dλI fI(λI,mlim)λI.
(19)
Finally, recalling eq. (7), we obtain the equation for the size
responsivity:
ηλ = 1 + (α1 + α2)− 〈λI〉(ζ1 + ζ2). (20)
The results for the magnitude responsivity are very sim-
ilar:
ηm = q + (β1 + β2)− 〈mI〉(ζ1 + ζ2), (21)
where we have:
β1 =
∫ mlim
−∞
dmI fI(λlim,mI)mI
β2 = −q
∫ +∞
λlim
dλI fI(λI,mlim)mlim.
(22)
The results described above are for a given population
and convergence. It is worth remembering that the conver-
gence field is redshift dependent, and in addition that the
characteristics of the populations of galaxies change with
redshift. In particular,
〈λO(z)〉 − 〈λI(z)〉 = ηλ(z)κ(z)
〈mO(z)〉 − 〈mI(z)〉 = ηm(z)κ(z).
(23)
For example, a low redshift population of galaxies is likely
to see small levels of magnification; however, since most of
the population will already be in the sample, it will also see
nearly ideal responsivities. In contrast, at high redshifts the
expected convergence level is much higher, but the respon-
sivities are likely to be lower as more galaxies are likely to
be below the observational thresholds.
3 MODELLING INTRINSIC CORRELATIONS
Here we briefly describe a model to account for intrin-
sic correlation of sizes and magnitudes, based on the halo
model formalism (Scherrer & Bertschinger 1991; Seljak 2000;
Cooray & Sheth 2002; Sheth & Jain 2003). The basic as-
sumption of the halo model is that the mass in the Universe
is distributed in distinct haloes. In our model, we assume
that a central galaxy is associated with the halo centre, and
satellite galaxies are distributed around it following a pro-
file probability density. The satellites are associated with
sub-haloes, which have a mass distribution that depends on
the mass of the halo in which they sit. Furthermore, we
assume the central galaxy is has a mass given by the to-
tal halo mass minus the mass in sub-haloes hosting satellite
galaxies. Throughout we indicate halo masses and sizes with
M ,R and sub-halo (or satellite) masses and sizes with msh,
r; the mass associated with the central galaxy is given by
Mc = M − Σimsh,i.
3.1 Elements of the halo model
A complete specification of the halo model requires know-
ing the halo mass function and the distribution of sub-halo
masses within a halo; it also requires knowing the proba-
bility density profile of how sub-haloes are distributed in a
halo and understanding the statistics of how haloes are dis-
tributed on large scales, usually parameterised by the mass
dependent bias function. We now briefly recall these main
features; we use the same notation and equations provided in
CCP15 and refer the reader there for more details regarding
our halo model assumptions.
In this paper, we use the halo mass function ncom(M, z)
given by Sheth & Tormen (1999), describing the comov-
ing number density of collapsed haloes; the distribution of
satellite galaxies is described by the sub-halo mass function
dN(msh|M, z)/dmsh from Giocoli et al. (2010), which de-
pends on the host halo mass and accounts for the fact that
more massive sub-haloes only exist in more massive haloes.
We also assume that sub-haloes are distributed around
the centre of the halo according to a Navarro-Frenk-White
(NFW) profile (Navarro et al. 1996); in particular, since we
work with power spectra, we use the Fourier transform of
the NFW profile normalized to the halo mass indicated with
u(k|M). In principle, we should also specify a density profile
for sub-haloes, as in Giocoli et al. (2010); however we assume
simple relations of satellite radii and luminosities with the
sub-halo mass, so the sub-halo profiles are not required.
Finally, we need to describe the large-scale distribution
of haloes; this is usually done by specifying the two-point
moments and we assume a simple deterministic bias that is
mass dependent. In the halo model, the two-point correla-
tion function can be written
ξ(x) = ξ1h(x) + ξ2h(x) , (24)
where the first term describes the contribution from each
halo whereas the second term gives the contribution on large
scales from halo correlations. The mass function and proba-
bility density profiles are needed to evaluate both terms, but
the two-halo term also requires the halo correlation function
ξhh(x|M1,M2) = b(M1)b(M2)ξlin(x) where ξlin(x) is the lin-
ear mass correlation function and b(M, z) is the bias param-
eter. We use the bias model (consistent with the mass func-
tion) from Sheth & Tormen (1999). Moreover, as pointed
out by Seljak (2000), because on large scale the amplitude
of the two-halo term has to match the amplitude of the lin-
ear power spectrum, we have a constraint for the halo model
bias so that, on the very largest scales where the mass profile
of the haloes is unimportant, the mass distribution matches
linear theory. In the following sections the redshift depen-
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dence of the halo mass function and the halo bias is always
implicitly assumed even though it is not indicated.
3.2 From haloes to galaxies
We require a process for relating the sizes and magnitudes of
galaxies to the halo and sub-halo masses in the halo model.
For this, we use relations found by Kravtsov (2013) and
by Vale & Ostriker (2008) to relate halo masses to galaxy
sizes and luminosities repectively. Both of these relations
were found by means of abundance matching, which relates
simulated halo masses to the properties of observed galaxies.
By this means Kravtsov (2013) found a linear relation
between the virial radius R200 of the haloes and radius en-
closing half of the galaxy mass r1/2 holding over eight orders
of magnitude in stellar mass and for all morphological types:
r1/2 = 0.015R200. (25)
In this work we use the effective radius Re which is defined
as the radius in which half of the light of the galaxy image is
contained and is simply related to r1/2 through the relation
given in Kravtsov (2013):
Re =
r1/2
1.34
. (26)
In the following we identify Re with r(msh) in order to keep
the notation concise.
Regarding luminosities, Vale & Ostriker (2008) used
abundance matching to fit the mass-luminosity relation for
individual galaxies, using the following double power-law:
L = L0
(M/M0)
a
[1 + (M/M0)bk]1/k
. (27)
In principle abundance matching can be used for any choice
of waveband, provided the luminosity function is well-
constrained. Vale & Ostriker (2008) found for the K wave-
band, L0 = 1.37 × 1010 L h−2, M0 = 6.14 × 109 M h−1,
a = 21.03, b = 20.74 and k = 0.0363, while for the Bj
waveband the parameters are: L0 = 4.12 × 109 L h−2,
M0 = 1.66 × 1010 M h−1, a = 6.653, b = 6.373 and
k = 0.111 (Vale & Ostriker 2008). In the following, we pri-
marily assume our galaxy luminosities are provided in the
Bj waveband, as these provide the more conservative re-
sults, but we also provide the size-magnitude probability
distribution in the K waveband for comparison.
Apparent and absolute magnitudes (Mabs) are related
by:
m−Mabs = 25 + 5 log10
dL
[Mpc]
, (28)
and the absolute magnitudes are defined as,
Mabs −Mabs, = −2.5 log10
L
[L]
, (29)
where we need to remember that each quantity is defined
in a certain waveband. In particular, Mabs, is the solar
absolute magnitude in a well defined waveband. Finally we
obtain the equation which can link apparent magnitudes
with luminosities and, eventually, halo masses:
m = 25 + 5 log10
dL(z)
[Mpc]
− 2.5 log10
L
[L]
+Mabs, , (30)
where Mabs, is the solar absolute magnitude in the chosen
waveband.
3.3 Modelling the size-magnitude distribution
In our model, the intrinsic size and magnitude distribution
is essentially given by the integral of the halo and sub-halo
mass functions. We use the physical halo mass function cor-
rected for the co-moving volume:
n(M, z) =
dN
dMdzdΩ
=
dN
dMdVcom
dVcom
dzdΩ
= ncom(M, z)
c
H0
(1 + z)2 D2A(z)
E(z)
.
(31)
Here, DA(z) is the angular diameter distance and E(z) de-
scribes the evolution of the Hubble parameter.
We also model the additional intrinsic scatter in the
galaxy size-halo mass and luminosity-halo mass relations;
in particular, we model P (λ,m|msh, z), the probability that
a galaxy at a given mass and redshift are observed with a
given size and magnitude. For simplicity we model this as a
product of Gaussian distributions centred around the mean
values described above,
P (λ,m|msh, z) = N(λ|λ(msh, z), σλ)N(m|m(msh, z), σm)
(32)
where
N(λ|λ(msh, z), σλ) = 1√
2piσλ
exp
(
− (λ− λ(msh, z))
2
2σ2λ
)
N(m|m(msh, z), σm) = 1√
2piσm
exp
(
− (m−m(msh, z))
2
2σ2m
)
.
(33)
For the scatter, we use the values found by Kravtsov (2013)
for the size-virial radius relation of galaxies of 0.2 dex, cor-
responding to an intrinsic scatter of σλ ' 0.46. For the
luminosity-halo mass relation we use the value found by
Hansen et al. (2009), that is σlog10 L ∼ 0.2; translating into
magnitudes, we find σm = 0.5. For the present, we assume
that these scatters are uncorrelated and independent of red-
shift.
The resulting size-magnitude distribution is given by:
ΦI(λI,mI, z) =
∫ +∞
M∗
dM n(M, z)
×
∫ M
M∗
dmsh
(
δD(msh −Mc) + dN(msh|M, z)
dmsh
)
×N(λI|λ(msh, z), σλ)N(mI|m(msh, z), σm)
(34)
where M∗ = 1010 M h−1 indicates the minimum mass for
haloes hosting a galaxy (see Guo et al. (2010)) and Mc ac-
counts for the fact that the central galaxy has somewhat less
mass than the full halo.
In Fig. 1 the size-magnitude distributions in the Bj
waveband are shown for different redshifts. As expected, the
observed sizes and fluxes are larger at lower redshifts. Also
plotted is the size-magnitude distribution integrated over
redshift, which in shape resembles that of the mean red-
shift. In Fig. 2, we also plot the integrated size-magnitude
distribution in the K waveband, derived from the K-band
luminosity-mass function given above. Results in those fig-
ure are shown for magnitudes between 24 < m < 20 and
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Figure 1. The inferred size-magnitude distribution from our halo model in Bj-band for different redshifts and projected over a Euclid-like
survey. Cuts are mlim = 24 and λlim = −2.5.
sizes between −2.5 < λ < −0.5. We assume the same cuts
throughout this work if not otherwise stated.
3.4 Survey thresholds and responsivities
To obtain more realistic results, we need to model the galaxy
selection effects. In this work, we assume a magnitude-
limited survey with mlim. The limiting magnitude value
refers to a given waveband and here we assume values for ei-
ther for Bj or K waveband corresponding to the luminosity-
halo mass relations given by Vale & Ostriker (2008). It is also
necessary to model the selection effect for galaxy sizes, and
assume a limiting size of rmin in arc seconds (in practise for
realistic observations, it might also be necessary to consider
cuts on the galaxy surface brightness).
Given a model for the size-magnitude distribution and
assuming a selection function, it is also possible to calculate
the redshift distribution of the survey :
p(z) =
∫
cuts
dλ dmΦ(λ,m, z)∫
dz
∫
cuts
dλ dmΦ(λ,m, z)
, (35)
Assuming, for the Bj-band, sharp cuts at λlim = −2.5 and
mlim = 24 our model can roughly reproduce the expected
redshift distribution with mean redshift 〈z〉 ∼ 0.96.
With these survey thresholds, we can derive the size
and magnitude responsivities of the model as a function of
redshift as described above. These are shown in Fig. 3. We
can see that the the size responsivity approaches the ideal
(ηλ = 1) at low redshifts; this reflects the fact that the mag-
nitude cut, rather than the size cut, is of primary impor-
tance at these redshifts, as can be seen in Fig. 1. The mag-
nitude responsivity is significantly different from the ideal
(ηm = −2.17), reflecting the fact that many galaxies can be
pulled into the sample by magnification.
Note that in calculating the redshift evolution of the
responsivity, we do not include ‘k-corrections’; our results
in Fig. 3 simply account for the shrinking and dimming of
galaxies seen at further distances, and not the fact that they
are observed in a different rest-frame frequency, which would
require assuming an average spectral shape for the galaxies.
However, in Fig. 3 we do show the responsitivies derived
from mass-luminosity relations calibrated in different bands
(Bj and K) (Vale & Ostriker 2008).
To calculate the average responsivity for a survey dis-
tributed over a wide redshift range, we must first integrate
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Figure 2. The inferred size-magnitude distribution in K-band,
projected over a Euclid-like survey. Cuts are mlim = 24 and
λlim = −2.5.
Figure 3. Responsivity values for size and magnitude as a func-
tion of redshift. Results for the Bj band are solid and those for
the K band are dashed.
the size-magnitude distribution function over redshift. As
described above, the responsivities can be derived from:
fI(λI,mI) =
∫
dzΦ(λ,m, z)∫
dz
∫
cuts
dλ dmΦ(λ,m, z)
. (36)
Recall however, this is a mean responsivity and different red-
shifts respond differently; the redshift dependence re-weights
the effective convergence as described below.
3.5 Conditional moments
As the statistical properties of galaxies in haloes depend on
their mass, it is useful to understand how the mean prop-
erties of galaxies that are selected depend on their mass. In
particular, we are interested in the probability that a galaxy
of a given mass and redshift enters into the sample, and
how the mean sizes and magnitudes are affected. For selec-
tion thresholds λlim and mlim, the probability of observing
a galaxy with sub-halo mass msh and at redshift z is
Pobs(msh, z) =
∫ +∞
λlim
dλ
∫ mlim
−∞
dmP (λ,m|msh, z), (37)
where again we use the Gaussian model for the scatter given
in Eq. 32. Similarly, the conditional moments, λ˜(msh, z) and
m˜(msh, z), can be defined as follows:
λ˜(msh, z) =
∫ +∞
λlim
dλ
∫ mlim
−∞
dm λP (λ,m|msh, z),
m˜(msh, z) =
∫ +∞
λlim
dλ
∫ mlim
−∞
dmmP (λ,m|msh, z).
(38)
Note that these are unnormalised weighted moments. If one
was interested for example in the average size of galax-
ies with a given underlying mass that makes it through
the observational cuts, this would be given by λ¯(msh, z) =
λ˜(msh, z)/Pobs(msh, z).
4 CORRELATION STATISTICS
In this section we work out the one and two-point statistics
of the size and magnitude fluctuation fields. Note that below
we focus on the intrinsic quantities, and so drop subscripts
on the size and magnitude variables.
4.1 Galaxy size and luminosity fields
For a particular realisation of a galaxy field in the halo
model, we can define the discrete galaxy density field as
an integral over the observed size-magnitude distribution:
ng(x) =
∫ +∞
λlim
dλ
∫ mlim
−∞
dm
∑
i
∑
j
× δD(λ− λj)δD(m−mj)δ(3)D (x− xi − xj)
(39)
where the
∑
i is over the halos and the
∑
j is over the central
and possible satellite galaxies within each halo. xj represents
the position of each galaxy relative to the halo centre, xi;
xj = 0 for the central galaxy, while for the satellite galax-
ies, their positions are described by the satellite probability
profile. The limits of the size and magnitude integrations
guarantee that we only include galaxies that pass the obser-
vational selection criteria.
We can take the average of the discrete density to de-
termine the mean densities at each redshift:
n¯g(z) =
∫ +∞
λlim
dλ
∫ mlim
−∞
dmΦ(λ,m, z). (40)
Inserting the definition of Φ(λ,m, z) from the halo model
(eq. 34), we can see that after rearranging the order of the
integrals, this can be written as
n¯g(z) =
∫ +∞
M∗
dM n(M, z)
∫ M
M∗
dmsh
×
(
δD(msh −Mc) + dN(msh|M, z)
dmsh
)
Pobs(msh, z).
(41)
Here, we will largely follow CCP15 in calculating the statis-
tics of the size and magnitude estimators. As can be seen
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from the equation above, the main difference with our previ-
ous treatment is that instead of using a fixed mass threshold
at all redshifts, the mass threshold is redshift dependent and
is a tapering function of the sub-halo mass. The latter ac-
counts for the scatter in the mass-size and mass-magnitude
relations, while the redshift dependence accounts for the fact
that hard cuts in the observed sizes and magnitudes corre-
spond to different physical sizes and luminosities at different
redshifts.
Similar arguments can be applied to the size and mag-
nitude fields. We weight the galaxy density field by their
sizes and magnitudes to define, respectively, the galaxy size
and luminosity fields as:
λ(x) = n¯−1g
∫ +∞
λlim
dλ
∫ mlim
−∞
dm
∑
i
∑
j
× δD(λ− λj)δD(m−mj)δ(3)D (x− xi − xj)λj
m(x) = n¯−1g
∫ +∞
λlim
dλ
∫ mlim
−∞
dm
∑
i
∑
j
× δD(λ− λj)δD(m−mj)δ(3)D (x− xi − xj)mj .
(42)
Following arguments similar to those above, the mean sizes
and magnitudes can be expressed in terms of Φ(λ,m, z), and
the integration orders swapped, leading to:
〈λ〉(z) = 1
n¯g
∫ +∞
M∗
dM n(M, z)
∫ M
M∗
dmsh
×
(
δD(msh −Mc) + dN(msh|M, z)
dmsh
)
λ˜(msh, z)
〈m〉(z) = 1
n¯g
∫ +∞
M∗
dM n(M, z)
∫ M
M∗
dmsh
×
(
δD(msh −Mc) + dN(msh|M, z)
dmsh
)
m˜(msh, z) .
(43)
These expressions are very similar to the form used in
CCP15, but replacing λ(msh) → λ˜(msh, z) and m(msh) →
m˜(msh). Again, this change folds in the redshift dependent
cut and the scatter in the mass-size and mass-magnitude re-
lations. With this modification, the subsequent calculations
of the statistics of the fields go forward as in CCP15.
4.2 The local estimator fields
We are interested in the statistics of the intrinsic fluctuations
of the observed angular sizes and magnitudes away from
their mean values at a given redshift or integrated over a
range of redshifts, as these are what are used as estimators
for the convergence. In particular, we define
δλI (θˆ, z) =λ(θˆ, z)− 〈λ〉z
δmI (θˆ, z) =m(θˆ, z)− 〈m〉z.
(44)
At a fixed redshift, we can link these directly to the physical
sizes and luminosities of the galaxies.
Let us focus on the size fluctuation field. A galaxy of
physical size r at redshift z has
λ(θˆ, z) = ln
r(θˆ, z)
[Mpc]
− ln DA(z)
[Mpc]
. (45)
All galaxies at this redshift experience the same offset, so
that the angular diameter distance terms cancel, leaving
δλI (θˆ, z) = ln
r(θˆ, z)
[Mpc]
−
〈
ln
r
[Mpc]
〉
z
. (46)
The scatter in the observed angular sizes of a galaxy of fixed
mass msh (at a fixed redshift) entirely arises from the scatter
of the physical sizes that can be associated with this mass.
While irrelevant in terms of the fluctuations, the angular
diameter distance is still relevant for determining whether
a particular galaxy is in the survey. As above, we denote
the weighted contribution to the size fluctuation field that
survives the selection cuts as δ˜λI (msh, z).
We obtain equivalent relations for the magnitude fluc-
tuation field and its relation to the galaxy luminosity at a
given redshift. In particular, we have:
δmI (θˆ, z) = −2.5 log10
L(θˆ, z)
[L]
+ 2.5
〈
log10
L
[L]
〉
z
. (47)
Again, we denote the weighted contribution to the mag-
nitude fluctuation field that survives the selection cuts as
δ˜mI (msh, z).
Regardless of whether we are dealing with the size or
magnitude field, a given realization of halo and sub-halo
positions results in an estimator-weighted density field as:
δI(x) = n¯
−1
g
∫ +∞
λlim
dλ
∫ mlim
−∞
dm
∑
i
×
∑
j
δD(λ− λj)δD(m−mj)δ(3)D (x− xi − xj)δI,j.
(48)
This can be rewritten as,
δI(x) = n¯
−1
g
∫ +∞
M∗
dM
∑
i
δD(M −Mi)
∫ M
M∗
dmsh
×
∑
j
δD(msh −mj)δ(3)D (x− xi − xj)δ˜I(msh, z).
(49)
4.3 Auto-correlation power spectra
Our focus here is to understand the implications of size cor-
relations on two-point statistics, and in particular in com-
paring how the power spectrum of the magnification estima-
tor relates to that of the true magnification once size cor-
relations are included. Thus, we must calculate the power
spectrum of the intrinsic size correlations and their cross
correlation with the true magnification.
As discussed above, in the halo model two-point correla-
tions receive contributions from pairs of galaxies inhabiting
the same halo and from where they inhabit two different
haloes. The same holds for the power spectrum:
P (k) = P1h(k) + P2h(k) . (50)
It is straightforward to calculate the power spectrum of the
matter density fluctuation δρ/ρ¯ using the halo model formal-
ism developed above , e.g (Scherrer & Bertschinger 1991),
Seljak (2000), Sheth & Jain (2003).
In the following subsections we present our model for
the correlation between intrinsic correlation of galaxy sizes
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and magnitudes. In the one-halo terms, we only include the
cross-correlations between different galaxies, so there is no
central-central contribution.
As the expressions are very similar, we use δI to indi-
cate the intrinsic contributions from either sizes or magni-
tudes, δλI or δ
m
I . In order to reflect the effects of the cuts
in the size-magnitude distribution, we indicate the generic
intrinsic field as δ˜I as discussed above. Initially, we derive
the three-dimensional power spectra at a fixed redshift, and
so drop the explicit redshift dependences; we discuss in the
next section projecting this into two dimensional correlation
functions and tomographic analyses.
4.3.1 One-halo terms
Applying the halo model formalism, we obtain the following
power spectra for the satellite auto-correlation:
P 1h−satδI (k) = n¯
−2
g
∫ ∞
M∗
dMn(M)
×
[∫ M
M∗
dmsh
dN(msh|M)
dmsh
δ˜I(msh)ud(k,M)
]2
.
(51)
We also have contribution from central-satellite correlation
term:
P 1h−cen−satδI (k) =
2
n¯2g
∫ ∞
M∗
dMn(M) δ˜I(Mc)
×
∫ M
M∗
dmsh
dN(msh|M)
dmsh
δ˜I(msh)ud(k,M).
(52)
4.3.2 Two-halo terms
Applying the halo model formalism, we obtain the following
power spectra for the auto-correlation:
P 2hδI (k) = (b¯δI,cen + b¯δI,sat)
2P lin(k) , (53)
where:
b¯δI,cen = n¯
−1
g
∫ ∞
M∗
dM n(M) b(M) δ˜I(Mc) (54)
and
b¯δI,sat = n¯
−1
g
∫ ∞
M∗
dMn(M)b(M)
∫ M
M∗
dmsh
dN(msh|M)
dmsh
× δ˜I(msh)ud(k,M) .
(55)
As discussed in CCP15, it is these bias factors, particu-
larly those for the central galaxies, that are most important
in evaluating the importance of the intrinsic clustering for
the interpretation of the weak lensing signal. In Figure 4, we
show how these biases evolve in redshift. As expected, the
magnitude biases tend to have the opposite sign as the size
biases, because larger densities will be correlated with higher
luminosity and therefore smaller magnitudes. The magni-
tude biases are also generally higher than the size biases,
due to the steepness of the Vale-Ostriker mass-luminosity
relation. As a result, we expect the intrinsic correlations to
be more of a contaminant for convergence estimation than
was the case for sizes (Ciarlariello et al. 2015).
Figure 4. Bias factors driving two-halo term for central and
satellite galaxies in intrinsic size and magnitude correlations in
Bj-band. Negative values are indicated with a dashed line while
positive with a solid line. At low redshifts, the magnitude biases
tend to be higher than those of the sizes.
4.4 Density-size cross power spectra
For the cross-correlation density-size we obtain for both cen-
tral and satellites:
P 1h−satρδI (k) = ρ¯
−1n¯−1g
∫ ∞
0
dMn(M)M
×
∫ M
M∗
dmsh
dN(msh|M)
dmsh
δ˜I(msh)u(k,M)ud(k,M)
P 2hρδI(k) = b¯ρ(b¯δI,cen + b¯δI,sat)P
lin(k)
(56)
where b¯ρ is the mass weighted bias defined in CCP15 (using
the prescriptions given in section (3.1)) and the other bias
factors are given above.
As in CCP15, we are assuming all of the lensing mass
is associated with the haloes, and ignore mass associated
with sub-clumps. Potentially this approximation fails to take
into account further correlations between size and density on
scales within haloes but it should be good to understand the
large-scale behaviour.
4.5 Size-magnitude cross-power spectra
Below, we will explore combined size and magnitude esti-
mators for the convergence, which potentially can increase
the signal-to-noise. In addition, many of their systematics
may be uncorrelated, making their cross-correlation mea-
surements more robust. However, the intrinsic size and mag-
nitudes both correlate with the underlying density field,
meaning the intrinsic correlations remain an important po-
tential systematic. We discuss the intrinsic size-magnitude
cross spectra here.
The one-halo terms for the size-magnitude cross-power
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spectrum are:
P 1h−sat
δλI δ
m
I
(k) = n¯−2g
∫ ∞
M∗
dMn(M)
×
[∫ M
M∗
dm
dN(msh|M)
dmsh
δ˜λI (msh)ud(k,M)
]
×
[∫ M
M∗
dm
dN(msh|M)
dmsh
δ˜mI (msh)ud(k,M)
]
.
(57)
The contribution from central-satellite correlation
terms is made of two parts, depending on whether we con-
sider the size or the magnitude of the central galaxy:
P 1h−cen−sat
δλI δ
m
I
(k) =
1
n¯2g
∫ ∞
M∗
dMn(M)
× [δ˜λI (Mc)
∫ M
M∗
dmsh
dN(msh|M)
dm
δ˜mI (msh)ud(k,M)
+ δ˜mI (Mc)
∫ M
M∗
dmsh
dN(msh|M)
dm
δ˜λI (msh)ud(k,M)].
(58)
For the two-halo terms we have three contributions:
from centrals, from satellites and from the central-satellite
term:
P 2h−cen
δλI δ
m
I
(k) = b¯δλI,cen
b¯δmI,cenP
lin(k)
P 2h−sat
δλI δ
m
I
(k) = b¯δλI,sat
b¯δmI,satP
lin(k)
P 2h−cen−sat
δλI δ
m
I
(k) = (b¯δλI,cen
b¯δmI,sat + b¯δ
m
I,cen
b¯δλI,sat
)P lin(k).
(59)
5 RESULTS
In this section we discuss how the three-dimensional power
spectra discussed above affect the projected two-dimensional
lensing estimation for realistic surveys. We focus on two
cases: a single projected sample and a tomographic anal-
ysis of many redshift slices. In the former case, the different
redshift dependences of the size and magnitude responsiv-
ity functions mean that we cannot naively combine the two
estimators.
5.1 Model assumptions
We evaluate our results in the context of a flat ΛCDM cos-
mology with parameters consistent with first-year Planck
data (Planck Collaboration et al. 2014); in particular, we as-
sume a total matter density Ωm,0 = 0.32, cosmological con-
stant density ΩΛ,0 = 0.68, baryon density Ωb,0 = 0.049 and
Hubble constant H0 = 100h km s
−1 Mpc−1, where h = 0.67.
In addition, we assume the spectral index of the matter
power spectrum is ns = 0.96 and it is normalised such that
σ8 = 0.83.
For estimating lensing convergence power spectrum, we
adopt the transfer function given in Eisenstein & Hu (1998)
and non-linear evolution of the matter power spectrum is
calculated with HALOFIT from Smith et al. (2003) recently
revised by Takahashi et al. (2012). This non-linear treatment
provides very comparable answers to our halo model calcu-
lations.
Figure 5. Convergence power spectra for Euclid-like survey when
redshift dependence of the responsivity values is included.
In Section 3.3 we noted that our halo modelling of the
size-magnitude distribution leads to a realistic redshift dis-
tribution for a Euclid-like survey. However for simplicity we
adopt the following commonly used parameterisation in or-
der to calculate the angular power spectra:
p(z) ∝ za exp
[
−
(
z
z0
)b]
, (60)
which is normalized to unity in order to have the num-
ber density distribution given by : n(z) = n¯p(z). Following
Schneider & Bridle (2010), we consider a set of parameters
to simulate a Euclid-like survey spanning 15000 square de-
grees with an average galaxy number density per steradian
n¯ = 30 arcmin−2 and we assume the parameters to be a = 2,
b = 1.5, z0 = 0.64 which gives a mean redshift around 0.96.
5.2 2D lensing
First, we compare the importance of the intrinsic size and
magnitude correlations to the lensing effects for a thick red-
shift slice. We do this by considering directly the statistics of
the projected size and magnitude fields, δλI and δ
m
I , weighted
by the redshift distribution p(z):
δI(θ) =
∫
dχ p(χ) δI(χθ, χ) . (61)
To compare with the relevant weak lensing power spectra,
we must weight the convergence with the potentially redshift
dependent responsivity factors ηλ(z) and ηm(z).
We incorporate the responsivity factors into an effective
re-weighting of the lensing convergence power spectrum Cκ,
modifying the usual Limber approximation (Limber 1954):
Cκ−eff(`) =
(
3H20 Ωm,0
2c2
)2 ∫ χhor
0
dχ
g2(χ)
[fK(χ)]2
Pδ
(
`
fK(χ)
, χ
)
,
(62)
where Pδ is the matter power spectrum, χ is the comoving
distance along the line of sight, χhor is the comoving horizon
distance and c is the speed of light. fK(χ) is the comoving
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angular diameter distance that depends on K, the inverse
square of curvature radius in units of H0/c, as follows:
fK(χ) =

√
K sin(
√
Kχ) K > 0
χ K = 0 ,√−K sinh(√−Kχ) K < 0.
(63)
For simplicity, below we will assume K = 0.
The modified weighting function is
g(χ) =
fK(χ)
a(χ)
∫ χhor
χ
dχ′ ηx(χ
′)p(χ′)
fK(χ
′ − χ)
fK(χ′)
, (64)
where a is the dimensionless scale factor. Notice that here we
included the responsivity function ηx(χ
′) in eq. (64). This is
because of the redshift dependence of the responsivity due
to the cuts in the survey. The effect is a different weighting
of the convergence power spectrum depending whether we
are measuring size or magnitude correlations. This differ-
ence is shown in Fig. 5. Note that when the responsivities
are redshift independent, the effective convergence spectrum
is simply Cκ−eff(`) = η2λCκ(`) or Cκ−eff(`) = η
2
mCκ(`). How-
ever, in general the responsivity redshift dependence makes
their relation less straight forward.
Our primary observables will be the two-point moments
of the observed size or magnitude fluctuation fields; these
have three contributions, the lensing (“GG”) contribution,
the intrinsic (‘II”) contribution, and their cross correlation.
In spherical harmonic space, these can be written as
Cδˆ(`) = Cκ−eff(`) + CII(`) + CGI(`) +
σ2intr
n¯
(65)
where we have included a shot-noise term, σ2intr is the vari-
ance of the total intrinsic sizes or magnitudes and n¯ is the
total number of galaxies per steradian. For both sizes and
magnitudes, we have that the II and the GI terms are:
CII(`) = CδI(`)
CGI(`) = 2Cκ−effδI(`).
(66)
Again we use Limber’s approximation to calculate the
intrinsic terms (for both size and magnitude) for the II and
GI terms as follows:
CδλI
(`) =
∫ χhor
0
dχ
p2(χ)
χ2
PδλI
(
`
χ
, χ
)
CδmI (`) =
∫ χhor
0
dχ
p2(χ)
χ2
PδmI
(
`
χ
, χ
)
Cκ−effδλI (`) =
3H20 Ωm,0
2c2
∫ χhor
0
dχ
g(χ)p(χ)
χ2
PρδλI
(
`
χ
, χ
)
Cκ−effδmI (`) =
3H20 Ωm,0
2c2
∫ χhor
0
dχ
g(χ)p(χ)
χ2
PρδmI
(
`
χ
, χ
)
.
(67)
The full projected power spectra can be seen in Figures
6 and 7 for the sizes and magnitudes, respectively. In each
figure, we plot the three (GG, II and GI) contributions to
the total observed spectrum. Previously CCP15 analysed
the ideal case, with a fixed mass cutoff at all redshifts and
ideal responsivities. Figure 6 largely confirms the findings
of CCP15 for more realistic observations: for a reasonably
deep redshift survey the purely intrinsic correlations appear
to comprise a minor contribution to the overall signal, while
the cross correlation between the intrinsic and lensing terms
Figure 6. 2D-only size power spectra in Bj-band for a Euclid-like
survey. Shot-noise is shown separately (dashed line) .
Figure 7. 2D-only magnitude power spectra in Bj-band for a
Euclid-like survey. Shot-noise is also shown separately (dashed
line).
does introduce a 10% contribution. While subdominant, this
is enough to potentially bias the pure lensing interpretation
of the observed correlations.
Figure 7 extends this analysis to the magnitude fluc-
tuation spectrum. The level of contamination from intrinsic
correlations is higher, consistent with the enhancement of
seen for the magnitude bias. On large angular scales the
convergence is still dominant, but on small angular scales
the intrinsic II signal is comparable and it even dominates
for higher multipoles.
5.2.1 Comparison with Intrinsic Alignments
It is useful to understand how the intrinsic size and magni-
tude correlations in magnification measurements compare as
a potential systematic to the importance of intrinsic align-
ments for shear measurements. In Figs. 8 and 9 we calculate
the expected size and ellipticity correlations, focussing on
the II and GI contributions respectively, and compare them
to the convergence power spectrum expected for a Euclid-
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Figure 8. Comparison of the contamination due to intrinsic size
correlations (II-λλ) and intrinsic alignments (II-IAs) with respect
to the convergence signal (Cκ−eff) expected in a Euclid-like sur-
vey.
like survey (as in Fig. 6). The ellipticity term is calculated
following the fiducial intrinsic alignment model described in
eq. (29) of Alsing et al. (2015), itself following the normal-
isation of Bridle & King (2007) and Kirk et al. (2012). For
a comparison on small scales, we apply the so-called non-
linear alignment (NLA) model (e.g.Troxel & Ishak (2015)),
using the non-linear evolution of the matter power spectrum
calculated with HALOFIT from Smith et al. (2003) and re-
vised by Takahashi et al. (2012).
We see that while both systematics are sub-dominant
with respect to the convergence power spectrum, our esti-
mate of the intrinsic size-size term is somewhat larger than
the intrinsic alignment correlation. This is particularly true
for the II contribution (Fig. 8), while the GI contributions
are more comparable (Fig. 9). The latter is more relevant
when considering their impact as a systematic, as II contam-
inations can be reduced by correlating galaxies separated in
redshift. While the somewhat larger intrinsic size correla-
tions might suggest larger biases in the interpretation of
size measurements, this will depend sensitively on the qual-
ity of the modelling, the number of degrees of freedom to be
marginalised over, and how well these can be constrained by
independent measurements, such as the galaxy size-mass re-
lation or direct cross-correlation of the large-scale size and
density fields. We leave a more in-depth study of the im-
pact of intrinsic size correlations on cosmological parameter
inference for future study.
5.3 Lensing tomography
With weak lensing tomography, described for example in Hu
(1999), we can increase what we learn about cosmology by
subdividing the survey into a number of photometric red-
shift slices. This has a number of advantages, particularly
in understanding the evolution of the convergence field. It
also has the benefit of localising the II correlations, which
dominate on short distances. Further, in thinner bins, we
are able to treat the responsivity factors as effectively con-
Figure 9. Comparison of the contamination due to intrinsic size-
convergence correlations (GI-λλ) and intrinsic alignments (GI-
IAs) with respect to the convergence signal (Cκ−eff) expected in
a Euclid-like survey.
stant, making combining size and magnitude estimators of
the convergence simpler.
5.3.1 Separate size and magnitude estimators
We divide the redshift distribution given in eq. (60) into
Nbin = 5 tomographic bins of width ∆zbin = 0.3, cutting at
zmax = 1.5, such that:
pi(z) =
{
p(z) zi < z 6 zi+1
0 otherwise
(68)
for every i = 1, . . . , Nbin and zi and zi+1 indicate the bin
boundaries; we normalise such that:∫ zmax
0
dz pi(z) = 1. (69)
For simplicity we do not include any photometric redshift
error. This is potentially an important issue when consid-
ering intrinsic correlations in weak lensing; however, given
the relatively coarse binning we are considering here, we ex-
pect these corrections to be small. Finer binning might allow
for better control of the intrinsic correlations, but then the
photometric errors would require a more careful treatment.
Measuring the correlations in narrow redshift bins,
where the responsivities can be considered constant, allows
us to combine size and magnitude information because the
responsivities can be taken out of the redshift integration.
We can construct estimators directly for the convergence
over a given slice using:
κˆλ ≡ 1
ηλ
(λ− 〈λ〉) ,
κˆm ≡ 1
ηm
(m− 〈m〉) .
(70)
Using i and j to represent two different redshift bins, the
equations from previous sections are then slightly modified:
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Cijκ (`) =
(
3H20 Ωm,0
2c2
)2 ∫ χhor
0
dχ
gi(χ)gj(χ)
[fK(χ)]2
P ijδ
(
`
fK(χ)
, χ
)
Cij
κλI
(`) =
1
ηiλη
j
λ
∫ χhor
0
dχ
pi(χ)pj(χ)
χ2
P ij
δλI
(
`
χ
, χ
)
CijκmI
(`) =
1
ηimη
j
m
∫ χhor
0
dχ
pi(χ)pj(χ)
χ2
P ijδmI
(
`
χ
, χ
)
.
(71)
Here, the tomographic lensing kernel for a given bin is de-
fined as usual,
gi(χ) =
fK(χ)
a(χ)
∫ χhor
χ
dχ′ pi(χ′)
fK(χ
′ − χ)
fK(χ′)
. (72)
Since the redshift bins are not overlapping and photometric
redshift errors are not included, the II term vanishes in bin
cross-correlation and contributes only when i = j; for the GI
contributions, the term gi(χ)pj(χ) is zero when considering
i < j.
We also have the GI contributions to the total correla-
tions, which are:
Cij
κκλI
(`) =
3H20 Ωm,0
2c2
1
ηλ
∫ χhor
0
dχ
pi(χ)gj(χ) + gi(χ)pj(χ)
χ2
× P ij
κδλI
(
`
χ
, χ
)
CijκκmI
(`) =
3H20 Ωm,0
2c2
1
ηm
∫ χhor
0
dχ
pi(χ)gj(χ) + gi(χ)pj(χ)
χ2
× P ijκδmI
(
`
χ
, χ
)
.
(73)
Finally to combine size and magnitude estimators, we must
also calculate the cross-correlation between their intrinsic
correlations:
Cij
κλI κ
m
I
(`) =
1
ηiλη
j
m
∫ χhor
0
dχ
pi(χ)pj(χ)
χ2
P ij
δλI δ
m
I
(
`
χ
, χ
)
.
(74)
The results of the individual size and magnitude to-
mographic analyses are shown respectively in Figures 10
and 11. For the size estimator, we see that the convergence
dominates the estimator in most correlations. The auto-
correlations include the II terms, and these are compara-
ble to the lensing signal at small angular scales and at low
redshifts, where the lensing is signal is small. However, in
these situations the signals tend to be below the shot noise
level. In the cross correlations, the GI correlations are usu-
ally small, with the exception of the 1×5 correlation, where
the convergence is small.
In the case of the magnitude estimator (Fig. 11), the
intrinsic correlations are a much more serious systematic,
again due to their larger bias. The auto-correlations are
dominated by the intrinsic II signal even for the highest red-
shift bins. In the cross-correlations, the GI signal is usually
comparable to that of the convergence.
zmin : zmax σλ σm σ
2
λm αλ αm
[0.0 : 0.3] 0.391 1.092 -0.103 0.977 0.023
[0.3 : 0.6] 0.438 1.040 -0.164 0.973 0.027
[0.6 : 0.9] 0.453 0.900 -0.161 0.898 0.102
[0.9 : 1.2] 0.456 0.738 -0.126 0.745 0.255
[1.2 : 1.5] 0.455 0.603 -0.092 0.561 0.439
Table 1. Table with rms values for size and magnitudes in dif-
ferent redshift bins, and their implications for the weights of the
noise-weighted combined estimator.
5.3.2 Combining size and magnitude estimators
A simple unbiased noise-weighted estimator that combines
the two estimators for galaxy sizes and magnitudes has al-
ready been presented in Schmidt et al. (2012) for the surface
density and Alsing et al. (2015) for the convergence. Follow-
ing their notation, we can write the total intrinsic contribu-
tion to the convergence as linear combination of two terms:
κˆcomb = αλκˆ
λ + αmκˆ
m, (75)
where the two coefficient have the constraint αλ + αm = 1
in order to have an unbiased estimator for the convergence.
Minimising the variance of the full estimator given above,
we obtain explicit forms for αλ and αm:
αλ =
η2λσ
2
m − ηληmσ2λm
η2mσ
2
λ + η
2
λσ
2
m − 2ηληmσ2λm
αm =
η2mσ
2
λ − ηληmσ2λm
η2mσ
2
λ + η
2
λσ
2
m − 2ηληmσ2λm
.
(76)
Here the responsivities and the variances are calculated
given a model (or observations) of the normalised size-
magnitude distribution in a given bin:
σ2λ =
∫ +∞
λlim
∫ mlim
−∞
dλ dmf(λ,m)(λ− 〈λ〉)2
σ2m =
∫ +∞
λlim
∫ mlim
−∞
dλ dmf(λ,m)(m− 〈m〉)2
σ2λm =
∫ +∞
λlim
∫ mlim
−∞
dλ dmf(λ,m)(λ− 〈λ〉)(m− 〈m〉).
(77)
For our model of the size-magnitude distribution, we find the
values given in Table 1. The magnitude variance is larger at
small redshifts, while the size variance changes little, reflect-
ing the trends that can be seen in Fig. 1. This gives more
weight the size estimator at low redshift, and more equal
weighting at higher redshifts.
This full convergence estimator is unbiased, so the ex-
pected convergence power spectrum is unchanged; the II
term is again diagonal in i and j:
CiiII(`) =α
i2
λ
(
CiiκλI
(`) +
σ2λ,intr
n¯iηi2λ
)
+ αi2m
(
CκmI (`) +
σ2m,intr
n¯iηi2m
)
+ 2αiλα
i
mC
ii
κλI κ
m
I
(`),
(78)
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Figure 10. The tomographic power spectra in Bj-band for a Euclid-like survey using the size estimator. Each redshift bin has ∆ z = 0.3
(Bin 1 corresponds to the range from z = 0 to z = 0.3.) Responsivity values are different in each bin, as indicated in Table 1. Lensing
convergence is indicated with GG and the II term only contributes to diagonal correlations. Shot-noise is shown by the dashed lines.
where we have explicitly incorporated the separate shot
noise contributions. For the GI term, we have:
CijGI(`) = α
i
λC
ij
κκλI
+ αjλC
ji
κκλI
(`) + αimC
ij
κκmI
(`) + αjmC
ji
κκmI
(`)
(79)
and again, these terms will be zero for i > j.
The results for the combined tomographic estimation
are shown in Figure 12. The shot noise levels are somewhat
reduced with respect to their individual levels for size or
magnitude. At low redshifts, the results are very compara-
ble to the size estimator alone (Fig. 10) because the mag-
nitude contributions are suppressed by their greater vari-
ance. Again, while the noise levels have dropped, the con-
vergence dominates the auto-correlations where the signal
is detectable. The cross-correlations are also largely domi-
nated by the convergence signal, though the GI terms are
somewhat higher than in the size-only estimator. The noise-
weighted combination thus reduces the shot noise levels,
while increasing the intrinsic correlation contamination.
6 CONCLUSIONS
In our previous paper (Ciarlariello et al. 2015), we examined
the issue of intrinsic size correlations in a halo model, where
the sizes of galaxies were assumed to be a simple function
of the sub-halo mass. Here, we have extended this analy-
sis by examining the correlations in galaxy brightness, and
by introducing intrinsic scatter in the mass-size and mass
brightness relations. We have also included realistic selec-
tion effects into our predictions to account for the reduced
responsivity of the mean properties of galaxies to conver-
gence.
Overall, we find these improvements in the modelling
have not affected the main conclusion of Ciarlariello et al.
(2015), that intrinsic correlations in the galaxy properties
used to trace magnification are an important systematic
to measurements of the convergence power spectrum; if ig-
nored, they can significantly bias the cosmological interpre-
tation of the convergence measurements.
The principle determining factor of the importance
of the intrinsic correlations is their estimator weighted
MNRAS 000, 1–17 (2015)
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Figure 11. The tomographic power spectra in Bj-band for a Euclid-like survey using the magnitude estimator. Responsivity values are
different in each bin, as indicated in Table 1. Lensing convergence is indicated with GG and the II term only contributes to diagonal
correlations. Shot-noise is shown by the dashed lines.
bias(Ciarlariello et al. 2015), e.g. Eq. 54. These depend sig-
nificantly on the form of the mass-size and mass-luminosity
relations. Because of the steeper relationship between the
sub-halo mass and the luminosity reflected in the Vale and
Ostriker (2008) relation, we expect a higher bias for the mag-
nitude correlations compared to that expected for sizes, as
can be seen in Figure 4. Because of this, the intrinsic con-
tamination to magnitude correlations can actually be com-
parable to the convergence signal itself (Fig. 7).
Our results in have also been evaluated using a specific
halo model, in particular using the Sheth & Tormen (1999)
mass function and its associated halo bias model. If we in-
stead use the Press & Schechter (1974) mass function and
halo bias model can result in an increase of around 20% in
both size and magnitude bias. Thus, while there is some sen-
sitivity to the implementation of the halo model, our main
conclusions in terms of the impact of intrinsic size and mag-
nitude correlations are not significantly affected.
The addition of scatter in the mass-size and mass-
luminosity relations does not directly affect expectations
of the two-point correlations. However, it does impact the
probability that a galaxy of a given mass will be selected,
and therefore the bias weighting of the sample. Our mod-
elling of the distribution indicates a significant sensitivity to
the size and magnitude cuts, consistent with observations
and indicating a responsiivity of the means to magnification
significantly suppressed compared to the ideal values.
In the absence of intrinsic systematics, it is beneficial to
combine sizes and magnitudes together into a single noise-
weighted estimator (Alsing et al. 2015). However, given the
difference in the expected intrinsic correlations, combining
sizes and magnitudes may make the systematic contamina-
tion worse than for sizes alone. But this may be mitigated
depending on how the intrinsic correlations are marginalised
over.
The tomographic analysis shows that, like intrinsic
shape correlations, intrinsic size and brightness correlations
are a serious problem within narrow bins, and ameliorat-
ing them requires exploiting cross-correlations between bins
where the II contributions are negligible. However, at low
redshifts, and in neighbouring bins, the GI terms can also
be a comparable systematic.
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16 S. Ciarlariello and R. Crittenden
Figure 12. The tomographic power spectra in Bj-band for a Euclid-like survey using the noise-weighted combined estimator. The size
and magnitude weightings are different in each bin, as indicated in Table 1. Lensing convergence is indicated with GG and the II term
only contributes to diagonal correlations. Shot-noise is shown by the dashed lines.
Our theoretical results emphasise the need to better
quantify these intrinsic correlations, particularly on small
scales where the halo model is approximate and poten-
tially is missing important physics. Hydrodynamic simula-
tions have more realistic small scale physics, but may not
have the full dynamic range essential for weak lensing analy-
ses. Semi-analytic models, based on simulated merging trees
and constrained to match related galaxy observables, may
improve the situation.
Equally essential is to focus on measuring these effects
in large scale surveys, focusing on low redshifts and large
scales where the intrinsic signal is expected to dominate over
shot noise and the convergence signal. We are presently in-
vestigating whether these correlations can be observed in
the SDSS. Measurements of such correlations are observa-
tionally challenging and they are subject to many of the
same systematics as shape measurements. However, unlike
shape estimators, the magnification estimators have the ad-
ditional complication of requiring accurate measurements of
the mean sizes and magnitudes and their responsivities to
lensing under the selection function.
ACKNOWLEDGEMENTS
This work was advanced in part through a 2016 workshop
on Cosmology with Size and Flux Measurements held at the
International Space Science Institute in Bern.
We thank David Bacon and the participants of the ISSI
workshop, particularly Alan Heavens and Fabian Schmidt,
for useful conversations. RC is supported by the UK Science
and Technologies Facilities Council grant ST/K00090X/1.
REFERENCES
Alsing J., Kirk D., Heavens A., Jaffe A. H., 2015, MNRAS, 452,
1202
Bacon D. J., Refregier A. R., Ellis R. S., 2000,MNRAS, 318, 625
Bacon D. J., Andrianomena S., Clarkson C., Bolejko K., Maartens
R., 2014, MNRAS, 443, 1900
Bauer A. H., Gaztanaga E., Marti P., Miquel R., 2014, MNRAS,
440, 3701
Bridle S., King L., 2007, New Journal of Physics, 9, 444
MNRAS 000, 1–17 (2015)
Modelling intrinsic size and luminosity correlations 17
Casaponsa B., Heavens A. F., Kitching T. D., Miller L., Barreiro
R. B., Martinez-Gonzalez E., 2013, MNRAS, 430, 2844
Ciarlariello S., Crittenden R., Pace F., 2015, MNRAS, 449, 2059
Cooray A., Sheth R., 2002, Phys. Rep., 372, 1
Duncan C. A. J., Heymans C., Heavens A. F., Joachimi B., 2016,
MNRAS, 457, 764
Eisenstein D. J., Hu W., 1998, AJ, 496, 605
Ford J., et al., 2012, AJ, 754, 143
Giocoli C., Bartelmann M., Sheth R. K., Cacciato M., 2010, MN-
RAS, 408, 300
Guo Q., White S., Li C., Boylan-Kolchin M., 2010, MNRAS, 1120,
1111
Hansen S. M., Sheldon E. S., Wechsler R. H., Koester B. P., 2009,
AJ, 699, 1333
Heavens A., Alsing J., Jaffe A. H., 2013, MNRAS, 433, L6
Heymans C., et al., 2013, MNRAS, 432, 2433
Hildebrandt H., van Waerbeke L., Erben T., 2009, A&A, 507, 683
Hildebrandt H., et al., 2011, AJ,733, L30
Hildebrandt H., et al., 2013, MNRAS, 429, 3230
Hu W., 1999, AJ, 522, L21
Huff E. M., Graves G. J., 2014, AJ, 780, L16
Hui L., Gaztanaga E., LoVerde M., 2007, Physical Review D, vol.
76, Issue 10, id. 103502, 76
Joachimi B., Singh S., Mandelbaum R., 2015, MNRAS, 454, 478
Kaiser N., Wilson G., Luppino G. A., 2000, eprint arXiv:astro-
ph/0003338
Kirk D., Rassat A., Host O., Bridle S., 2012, MNRAS, 424, 1647
Kravtsov A. V., 2013, AJ, 764, L31
Kuijken K., et al., 2015, MNRAS, 454, 3500
Limber D., 1954, AJ, 119, 655
Navarro J. F., Frenk C. S., White S. D. M., 1996, AJ, 462, 563
Planck Collaboration et al., 2014, A&A, 571
Press W., Schechter P., 1974, AJ, 187, 425
Scherrer R., Bertschinger E., 1991, AJ
Schmidt F., Rozo E., Dodelson S., Hui L., Sheldon E., 2009, Phys-
ical Review Letters, 103, 051301
Schmidt F., Leauthaud A., Massey R., Rhodes J., George M. R.,
Koekemoer A. M., Finoguenov A., Tanaka M., 2012, AJ, 744,
L22
Schneider M. D., Bridle S., 2010, MNRAS, 402, 2127
Scranton R., et al., 2005, AJ, 633, 589
Seljak U., 2000, MNRAS, 213
Sheth R., Jain B., 2003, MNRAS, 538, 529
Sheth R. K., Tormen G., 1999, MNRAS, 308, 119
Smith R. E., et al., 2003, MNRAS, 341, 1311
Takahashi R., Sato M., Nishimichi T., Taruya A., Oguri M., 2012,
AJ, 761, 152
Troxel M., Ishak M., 2015,Phys. Rep., 558, 1
Vale A., Ostriker J. P., 2008, MNRAS, 383, 355
Vallinotto A., Dodelson S., Zhang P., 2011, Phys. Rev. D, 84,
103004
Van Waerbeke L., 2010, MNRAS, 401, 2093
Van Waerbeke L., et al., 2000, A&A, 358, 19
Wittman D., Tyson J., Kirkman D., 2000, Nature
This paper has been typeset from a TEX/LATEX file prepared by
the author.
MNRAS 000, 1–17 (2015)
