Abstract-Cell selection is the process of determining the cells that provide service to each mobile station. Optimizing these processes is an important step towards maximizing the utilization of current and future cellular networks. In this paper we study the potential benefit of global cell selection versus the current local mobile SNR-based decision protocol. In particular, we study the new possibility that is feasible in OFDMA-based systems, of satisfying the minimal demand of a mobile station simultaneously by more than one base station.
I. INTRODUCTION
The ability to provide services in a cost effective manner is one of the most important building blocks of competitive modern cellular systems. Usually, an operator would like to have a maximal utilization of the installed equipment, that is, to maximize the number of satisfied customers at any given point in time. This paper addresses one of the basic problems in this domain, the cell selection mechanism that determines the base stations that provide the service to a mobile station -a process that is performed when a mobile station joins the network (called cell selection), or when a mobile station is on the move in idle mode (called cell reselection, or cell change, in HSPA).
In most current cellular systems the cell selection process is done by a local procedure initialized by a mobile device according to the best detected SNR. In this process the mobile device measures the SNR to several base stations that are within radio range, maintains a "priority queue" of those that † This work was done while the author was with the Computer Science Department at the Technion, Israel. are best detected (called an active set), and sends an official service request to subscribe to base stations by their order in that queue. The mobile station is connected to the first base station that positively confirmed its request. Reasons for rejecting service requests may be handovers or dropcalls areas, where the capacity of the base station is nearly exhausted.
Consider for example the settings depicted in Figure 1 . Assume that the best SNR for Mobile Station 1 (MS1) is detected from microcell A, and thus MS1 is being served by this cell. When Mobile Station 2 (MS2) arrives, its best SNR is also from microcell A, who is the only cell able to cover MS2. However, after serving MS1, microcell A does not have enough capacity to satisfy the demand of MS2 who is a heavy data client. However, if MS1 could be served by picocell B then both MS1 and MS2 could be served. Note that MS1 and MS2 could represent a cluster of clients. The example shows that the best-detected-SNR algorithm can be a factor of max{d}/ min{d} from an optimal cell assignment, wherẽ d is the demand of any mobile station in the coverage area. Theoretically speaking, this ratio can be arbitrarily large.
This simple example illustrates the need for a global, rather then a local, cell selection solution that tries to maximize the global utilization of the network, and not just the SNR of a single user. In voice only networks, where base station capacities are considered to be high, sessions have limited duration, and user demands are uniform, this may not be a big barrier. That is, the current base station selection process results, in most cases, in a reasonable utilization of the network. However, in the forthcoming 4G cellular networks this may not be the case.
Although the detailed structure of 4G systems is as of yet not well defined, there is a clear consensus regarding some of 
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the important aspects of the technologies to be implemented in these systems 1 . Fourth generation systems are planned to provide even higher transmission rates and larger capacity than current 3G (IMT-2000 based) systems, both in terms of the number of users as well as in terms of traffic volume. Most likely, 4G systems will be designed to offer bit rates of 100 Mbit/s (peak rate in mobile environment) to 1 Gbit/s (fixed indoors) with a 5 MHz frequency bandwidth. The systems' capacities are expected to be at least 10 times larger than current 3G systems. In addition, these objectives should be met together with a drastic reduction in the cost (1/10 to 1/100 per bit) [1] . Such high frequencies yield a very strong signal degradation and suffer from significant diffraction resulting from small obstacles, hence forcing the reduction of cell size (in order to decrease the amount of degradation and to increase the degree of coverage), resulting in a significantly larger number of cells compared to previous generations.
The increased number of base stations, and the variable bandwidth demand of mobile clients, will force operators to optimize the way the capacity of a base station is utilized. Unlike in previous generations, the ability of a base station to successfully satisfy the service demand of all its mobile clients would be highly limited and will mostly depend on its infrastructure restrictions, as well as on the service distribution among its mobile clients.
Another interesting aspect is the support for different QoS classes for the mobile stations, (e.g., gold, silver, or bronze). In such a case, the operator would like to have as many satisfied "gold" customers as possible, even if this means several unsatisfied "bronze" customers.
In this paper we study the potential benefit of a new global cell selection mechanism, which should be contrasted with the current local mobile SNR-based decision protocol. In particular, we rigourously study the problem of maximizing the number of mobile stations that can be serviced by a given set of base stations in such a way that each of the serviced mobile stations has its minimal demand fully satisfied. We differentiate between two coverage paradigms: The first is cover-by-one where a mobile station can receive service from at most one base station. The second is cover-by-many, where we allow a mobile station to be simultaneously satisfied by more than one base station. This means that when a mobile station has a relatively high demand (e.g., video-on-demand) in a sparse area (e.g., sea-shore), several base stations from its active set can participate in its demand satisfaction. This option is not available in third-generation networks (and not even in HSPA networks) since these networks have universal frequency reuse and the quality of a service a mobile station receives will be severely damaged by the derived co-channel interference. However, OFDMA-based technology systems and their derivatives are considered to be among the prime candidates for future cellular communication networks. The ability to satisfy the demand of a mobile station by more than one member of its active set is possible in these systems, as defined by the IEEE 802.16e standard. An important question in this context is whether cover-by-many is indeed more powerful than cover-by-one, in the sense that it improves the ability of the network to satisfy more clients.
Approximation algorithms and heuristics play a major role in our paper. A γ-approximation algorithm is a polynomialtime algorithm that always finds a feasible solution for which the value of the objective function is within a proved factor of γ of the optimal solution. Heuristics will be described in comparison with the worst-case behavior of approximation algorithms, in order to design a good practical solution to the problems in question.
Our Contribution
In this paper we present a new approach for cell selection that is derived from the anticipated 4G technologies. To the best of our knowledge, despite recent extensive research done on future cellular networks planning and coverage optimization (e.g., [2] , [3] ), there is no explicit study in the literature discussing the new IEEE 802.16e possibility of simultaneous coverage of mobile clients by more than one base station.
We model, in Section II, the cell selection problem as an optimization problem called all-or-nothing demand maximization (AoNDM). We show that the general version of AoNDM cannot be approximated within a factor better than |J| 1− , unless NP = ZPP, for any > 0, where J is the set of mobile stations. Motivated by this result, we address a special case of the problem. Following practical scenarios, we define a restrictive version of AoNDM, the r-AoNDM problem, for some r < 1, where the network satisfies the condition that the demand of every mobile station is at most an r fraction of the capacity of any base station that can potentially cover the mobile station. We show that even this special case of the problem is NP-hard. These results appear in Section IV. We further present, in Section IV, two different algorithms for this problem. The first is a 1−r 2−r -approximation algorithm, which uses the cover-by-one paradigm, i.e., every mobile station is covered by at most one base station. Note that this approximation guarantee is with regard to the optimal coverby-many assignment. The second algorithm uses the coverby-many paradigm, where a mobile station can be covered simultaneously by more than one base station. It is a careful refinement of the first algorithm, and we prove it guarantees at least a 1 − r fraction of the value of an optimal solution, at a price of increased running time.
In order to evaluate the practical differences between global and local mechanisms for cell selection in future networks we conducted an extensive simulation study (Section V). We compare between global mechanisms that are based on our approximation algorithms and the current best-SNR greedy cell selection protocol. We study the relative performance of these three algorithms under different conditions. In particular, we show that in a high-load capacity-constrained 4G-like network, where clients' demands may be large with respect to cell capacity, global cell selection can achieve up to 20% better coverage than the current best-SNR greedy cell selection method.
II. MODEL AND DEFINITIONS
Consider a bipartite graph G = (I, J, E) where I = {1, 2, . . . , m} is the set of base stations and J = {1, 2, . . . , n} is the set of mobile stations (or clients). Every client j ∈ J has a non-negative demand d(j), and a non-negative profit p(j), and every base station i ∈ I has a non-negative capacity c(i). In addition, for every base station i ∈ I, the coverage area of i is modeled by a subset S i ⊆ J of clients which can be serviced by i. The set of base stations N (j) ⊆ I connected by edges to a client j ∈ J, represents the active set of this client. We further extend the above definitions to sets of nodes, such that for every A ⊆ J, d(A) = j∈A d(j) and p(A) = j∈A p(j), and for every B ⊆ I, c(B) = i∈B c(i). Furthermore, given any A ⊆ J, we let N (A) = j∈A N (j). Given a subset of clients S ⊆ J, a cover plan for S is a weight function x : E → R + , such that for every
, for every j ∈ S, is also known as all-or-nothing-type of coverage. This means that clients that are partially satisfied are not considered to be covered (such a model appears, for example, in OFDMA-based networks where mobile stations have their slot requirements over a frame and these are not useful if not fulfilled).
The all-or-nothing demand maximization problem (AoNDM) is to find a subset of clients S ⊆ J, and a cover plan x for S, such that p(S) is maximized.
For i ∈ I, we use x(i) = j : (i,j)∈E x(i, j), and for j ∈ J, we use x(j) = i : (i,j)∈E x(i, j). As before, we extend these notations to sets of nodes, such that for every A ⊆ I, x(A) = i∈A x(i), and for every B ⊆ J, x(B) = j∈B x(j). We further extend this notation to subgraphs of G, such that given any
In addition, for every v ∈ I ∪ J we denote by E(v) the set of edges with endpoint v, and for every
Given any constant r < 1, we say an instance is r-restricted if for every
We further define the problem of r-AoNDM as the AoNDM problem limited to rrestricted instances.
III. RELATED WORK
Cell selection has received much attention in recent years (e.g., [4] - [7] ) where research focused mainly on multipleaccess techniques, as well as on power control schemes and handoff protocols [4] , [5] , [7] .
In [7] a cell selection algorithm is presented where the goal is to determine the power allocations to the various users, as well as a cover-by-one allocation, so as to satisfy per-user SINR constraints. An HSPA-based handoff/cell-site selection technique is presented in [4] , [5] , where the objective is to maximize the number of connected mobile stations (very similar to our objective), and reaching the optimality of this objective is done via a new scheduling algorithm for this cellular system. All the above results did not take into account variable base station capacities nor mobile station bandwidth demands. In the case of [4] , [5] , this enables the authors to reduce their corresponding optimization problem to a polynomial-time solvable matching problem. As shown in our paper, when base station capacities and/or mobile stations' demands are incorporated, this approach is no longer feasible.
An integrated model for optimal cell-site selection and frequency allocation is shown in [6] , where the goal is to maximize the number of connected mobile stations, while maintaining quasi-independence of the radio based technology. The optimization problem in this model is shown to be NPhard.
AoNDM is very closely related to the problem of planning 4G cellular networks under budget limitation as described in [8] , [9] . In this problem, in addition to the input of AoNDM, we are given a set I of possible configuration of base stations, as well as an opening cost w(i) for every i ∈ I. When a client belongs to the coverage area of more than one base station, interference between the servicing stations may occur. These interferences are modeled by a penalty-based mechanism and may reduce the contribution of a base station to a client. The budgeted cell planning problem asks for a subset of base stations I ⊆ I whose cost does not exceed a given budget B, and the total number of fully satisfied clients is maximized. Notice that in these settings, by taking the set I of base stations with zero opening costs, without interferences, we get a special case of AoNDM where all clients have the same profit. It was shown [9] that this problem cannot be approximated, unless P=NP, and that a e−1 3e−1 -approximation algorithm exists for a special case of the problem where every set of k open base stations can fully satisfy at least k clients, for every integral value of k.
Another closely related problem is the all-or-nothing multicommodity flow problem discussed in [10] and [11] . In this problem we are given a capacitated undirected graph G = (V, E, u) (where u is the edge-capacity function) and set of k pairs (s 1 , t 1 ), . . . , (s k , t k ). Each pair has a unit demand. The objective is to find a largest subset S of {1, . . . , k} such that one can simultaneously route for every i ∈ S one unit of flow between s i and t i . It is straightforward to verify that the unit profit version of AoNDM is a special case of this problem. It was shown that the all-or-nothing multicommodity flow problem can be approximated within an O(log 2 k) factor of the optimum [11] . On the other hand, for any > 0, the problem cannot be approximated to within a factor of O(log 1 3 − |E|) of the optimum, unless NP ⊆ ZPTIME (|V | poly log|V | ) [12] .
However, no special attention is given to specific network topologies (e.g., bipartite graphs, as in our case), and other special instances.
IV. APPROXIMATING THE r-AONDM PROBLEM
The important goal of efficiently solving the AoNDM problem is beyond our reach since this problem is NP-hard, as we mentioned before. Moreover, as the following theorem shows, even obtaining a reasonable approximation algorithm for the problem is improbable under standard complexity
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assumptions. The proof is omitted due to space constraints. Theorem 4.1: For any > 0, AoNDM cannot be approximated to within a factor better than |J| 1− , unless NP = ZPP.
Motivated by this result, we focus on a special case of the problem. Namely, for any r < 1 we consider the rAoNDM problem. The following theorem, whose proof is omitted due to space constraints, shows that even in such restrictive settings, the problem is still intractable.
Theorem 4.2: For any fixed r < 1, the r-AoNDM problem is NP-hard, even if there is only one base station.
In what follows we present two approximation algorithms for the r-AoNDM problem. The algorithms are local-ratio algorithms that are based on a decomposition of the profit obtainable from every client into two non-negative terms; One part is proportional to the demand of the client, while the other part is the remaining profit. We define a family of feasible solutions, which we dub "maximal" (see below for the formal definition), and prove that any such solution is an approximate solution when considering a profit function which is proportional to the demand. The algorithms we present generate such maximal solutions recursively. We then apply an inductive argument which proves that the solution generated by the algorithm is also an approximate solution w.r.t. the original profit function.
We first present an approximation algorithm that guarantees a solution whose value is within a factor of 1−r 2−r from the value of an optimal solution. This algorithm follows the cover-byone paradigm, and thus every mobile station is covered by at most one base station. Our second algorithm is obtained by a careful refinement of this algorithm, and an appropriate change to the notion of maximality. This algorithm uses the coverby-many paradigm, and is guaranteed to produce a solution whose value is within a factor of (1 − r) from the value of an optimal solution, while the complexity increases by a polynomial factor. Next we specify several definitions needed for the analysis of the proposed algorithms.
Given any instance of r-AoNDM over a graph G = (I, J, E), and any two subsets A ⊆ I and B ⊆ J, we define the
We define a capacity function γ : F → R + as follows:
For brevity of notation, we let
A cover plan x for S ⊆ J is said to be a cover-by-one plan if for every j ∈ S, there is exactly one i ∈ I such that x(i, j) > 0. Given a cover-by-one plan x for S ⊆ J, a coverby-one plan x for T ⊆ J is said to be a T -extension of x, if for any j ∈ S and every i ∈ I, x (i, j) = x(i, j). Note that in such a case one is guaranteed to have S ⊆ T . Given a cover plan x for S ⊆ J, a cover plan x for T ⊆ J is said to be a T -rearrangement of x, if S ⊆ T .
Given any cover-by-one plan x for S ⊆ J, we say that x is cover-by-one-maximal (CBO-maximal) if for any j ∈ J \S, no S ∪ {j}-extension of x exists. We further say S ⊆ J is CBOmaximal when it has a CBO-maximal cover plan which is clear from the context. For any A ⊆ I and B ⊆ J, and any flow y in G f (A, B) , we can denote the value of the flow by y(s). Given any cover plan x for S ⊆ J, we say that x is rearrangementmaximal if for any j ∈ J \ S, no S ∪ {j}-rearrangement of x exists. Given any set S ⊆ J, let S = J \S and Y S = I \N (S). We say a cover plan x for S ⊆ J is cover-by-many-maximal (CBM-maximal) if x is rearrangement-maximal, and x(Y S , S) is a maximum flow in the flow graph G f (Y S , S). As before, we further say S ⊆ J is CBM-maximal when it has a CBMmaximal cover plan which is clear from the context.
The following lemma, appearing in [13] , serves as a basic tool with which we analyze the approximation guarantee of the algorithms proposed in this section. for every j ∈ J, set p1(j) = · d(j) 11: set p2 = p − p1 12: x ← CBO-MC (G, d, p2, c) 13: for every j such that p2(j) = 0 do 14: 
Lemma 4.3 (Local Ratio
): Let I be an instance to rAoNDM, over a graph G = (I, J, E), with profit function p. Then, if p = p 1 +p 2 , and x is a cover plan for some set S ⊆ J which is c-approximate w.r.t. p 1 , and also c-approximate w.r.t. p 2 , then x is c-approximate w.r.t. p.
A. A cover-by-one
if ∃i ∈ N (j) such that c(i) − x(i) ≥ d(j) then
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Proof: Let S = J \ S. Without loss of generality, we can assume that no uncovered client receives any service, i.e., for every j ∈ S, x(j) = 0. If S = J, then x is an optimal cover plan, and therefore clearly a 1−r 2−r approximate solution. Assume therefore that S J. First note that for every i ∈ N (S), one of the following holds:
• Either there are no edges between i and S, or
To see this, assume by contradiction that there exists an i ∈ N (S) such that there are edges between i and S, and x(i) ≤ (1 − r)c(i) . By the assumption, there exists at least one client j ∈ S such that (i, j) ∈ E. Consider the function x : E → R + defined by
Clearly, for every i = i, x does not violate the capacity constraint imposed by c(i ), since by the feasibility of x, for every such i , x (i) = x(i) ≤ c(i). Furthermore, since x was a cover-by-one plan, then so is x . Consider base station i.
Since by the assumption x(i) ≤ (1−r)c(i), using the fact that the instance is r-restricted, we have
, hence the capacity constraint is satisfied for i as well. Finally, note that all clients j ∈ S ∪ {j} are satisfied by the cover plan x . It follows that x is an S ∪ {j}-extension of x, contradicting the assumption that x is CBO-maximal. Using a similar argument one can show that N (S) ⊆ N (S), otherwise there is a base station in N (S) \ N (S) that can satisfy at least one client in S, contradicting the maximality of S.
It follows that for every i ∈ N (S), x(i) > (1 − r)c(i).
Let OPT ⊆ J denote any optimal solution to the problem. Note that
p(OPT) = p(OPT ∩S) + p(OPT ∩S) ≤ p(S)
where the last inequality follows from the feasibility of OPT.
On the other hand, by the maximality of S, we are guaranteed to have
which in turn implies

p(S) = · d(S) > (1 − r) · c(N (S)).
It follows that p(OPT) ≤ p(S)+ p(S)
hence S is a Proof: We prove by induction on the recursion that the cover plan returned from every call is a 1−r 2−r -approximate solution. Note that the number of clients in every two consecutive recursive calls decreases by at least 1, thus the recursion will terminate.
For the base case, since J = ∅, there are no clients to cover, hence x ≡ 0 is an optimal cover, and therefore clearly a 1−r 2−r -approximate solution. For the inductive step, we have two cases to consider. First, consider the cover plan x for B ⊆ J \ {j} returned in line 6. By the induction hypothesis, B is a 1−r 2−r approximate solution w.r.t. the graph G = (I, J \ {j} , E \ E(j)) and profit function p. Since p(j) = 0, the optimal profit w.r.t the graph G = (I, J, E) and profit function p cannot be greater than the optimal profit w.r.t the graph G and profit function p. Hence, B is also a 
t. the graph G = (I, J, E)
and profit function p 2 . Since for every client j considered in lines 13-19, p 2 (j) = 0, the optimal profit w.r.t the graph G = (I, J, E) and profit function p 2 cannot be greater than the optimal profit attainable from the instance returned from the recursive call. Hence, the solution returned in line 20 is a 1−r 2−r approximate solution w.r.t. the graph G = (I, J, E) and profit function p 2 , and so is any extension of it using clients j such that p 2 (j) = 0. Note that for every client j such that p 2 (j) = 0, who has a neighbor with sufficient residual capacity, j is added to the cover, where exactly one base station is used to satisfy its demand. It follows that the solution returned in line 20 is a CBO-maximal solution. By Lemma 4.4 it follows that this solution is a Note that the solution x produced by algorithm CBO-MC is a cover-by-one plan. It therefore follows that the ratio between the optimal cover-by-one solution and the optimal cover-bymany solution is at most 1−r 2−r as well.
B. A cover-by-many (1 − r)-approximation algorithm
We now turn to describe our second algorithm, called CBM-MC, which achieves an approximation ratio of (1 − r) using the cover-by-many paradigm. Under CBM-MC, a client is added by first trying to exhaust the capacities of base stations which cannot contribute to uncovered clients, and then using the capacity of the remaining base stations in order to complete the cover. If such a cover cannot be produced, then the client is discarded. The pseudocode of the algorithm is given in Algorithm 2, where we use the subroutine EK-MAXFLOW (G f (A, B) ) to denote the computation of the maximum s-t flow in the flow graph G f (A, B) using the Edmonds-Karp algorithm [14] . Our choice of the EdmondsKarp algorithm is motivated by two of its properties, namely, the fact that it converges from any feasible flow, and the fact that it uses augmentation paths. This choice can be substituted by any algorithm for computing maximum flow, which satisfies these properties. Note that by duality, given any s-t flow in a flow graph G f (A, B) , it is easy to verify if a cut is a minimum cut by checking that all the edges are saturated. I, J, E) , demands d, profits p, capacities c)
Algorithm 2 CBM-MC (G = (
if {t} is a MINCUT in G f then 3: return x 4: end if 5: if there exists a j ∈ J such that p(j) = 0 then 6:
return x 8: else 9: for every j ∈ J, set j = for every j ∈ J, set p1(j) = · d(j) 12: set p2 = p − p1 13: x ← CBM-MC (G, d, p2, c) 14: for every j such that p2(j) = 0 do 15: Lemma 4.6 admits a method for finding a rearrangementmaximal cover plan, as shown in the following lemma, whose proof is omitted due to space constraints: Lemma 4.7: Given any instance to r-AoNDM over a graph G = (I, J, E), any cover plan x for S ⊆ J, and a client j ∈ J \ S, the task of finding a rearrangement of x which is rearrangement-maximal can be done in polynomial time.
The following lemmas describe the correlation between the maximum flow in G f , and the maximum flow in flow graphs of the form G f (Y S , S), for sets S which have a cover plan.
Lemma 4.8: Assume S ⊆ J has some cover plan. Then, there exists a maximum flow (Y S , S) ). Furthermore, such a flow can be found in polynomial time.
Proof:
Clearly y is a feasible flow in G f as well. Consider the Edmonds-Karp Algorithm (EK-MAXFLOW, see [14] for details) for finding a maximum flow, executed on graph G f , starting from the initial feasible flow y. We show that for every augmentation path found by EK-MAXFLOW, after increasing the flow along this path and obtaining some flow y , y (s, Y S ) ≥ y(s, Y S ) .
First note that we can assume that all the augmentation paths used by the EK-MAXFLOW algorithm are simple paths. Furthermore, note that by the fact that any augmentation path is simple, we obtain that for every flow y obtained during executing the EK-MAXFLOW algorithm, and for every i ∈ Y S , y(s, i) ≤ y (s, i), since such flow can only decrease if the algorithm uses a path p such that (i, s) ∈ p, which implies that p is not a simple path.
Since for every feasible flow z we have z(Y S , S) = z(s, Y S ) (by flow conservation, and using the fact that there are no edges between Y S and S), we can conclude that during the entire execution of the EK-MAXFLOW algorithm, the flow y resulting in augmenting any path p satisfies y (s, Y S ) ≥ y(s, Y S ). On the other hand, note that given any maximum flow in G f , if we consider its flow path-decomposition, then the set of paths using edges between Y S and S also constitutes a flow in H S (due to the unidirectionality of edges between N S and S in G f ). Hence these paths cannot support a flow whose value is greater than MAXFLOW(G f (Y S , S) ).
Finally note that EK-MAXFLOW produces a maximum flow in G f in polynomial time, which completes the proof of the lemma.
The above lemma gives rise to the following corollary, whose proof is omitted due to space constraints: Corollary 4.9: If there exists a rearrangement-maximal cover plan y for S ⊆ J, then there exists a CBM-maximal cover plan x for S. Furthermore, such a cover plan can be found in polynomial time.
The following lemma shows a bound on the value of any maximum flow in G f .
Lemma 4.10: Given any S
Proof: Let y be a CBM-maximal cover plan for S, and consider a partition of y into two types of flow paths, each consisting of 3 edges:
Note that such a packing exists, by the directionality of the edges in G f . 2 If we denote the flow along a flow path p by
since all paths in T 1 are paths in G f (Y S , S) , and therefore cannot support a flow greater than MAXFLOW(G f (Y S , S) ). On the other hand,
since all these paths use edges in the cut (s, N S ). It therefore follows that
We can now continue in the same way as we did with the simpler algorithm, where CBM-maximality replaces CBOmaximality.
Lemma 4.11: Consider any instance of the r-AoNDM problem such that for every client j, p(j) = · d(j), for some constant . Any cover plan x for S ⊆ J which is CBM-maximal is a (1 − r) -approximate solution w.r.t. profit function p.
Proof: Let x be any cover plan for S ⊆ J which is CBM-maximal. If S = J, then x is an optimal cover plan, and therefore clearly a (1 − r) approximate solution. Assume S J. Note that by maximality of
Let OPT ⊆ J denote any optimal solution to the problem. We wish to bound the value of p(OPT). Clearly, for any maximum s-t flow y in G f , d(OPT) ≤ y(s), since any cover plan for OPT induces a feasible flow in G f . Combining the above with Lemma 4.10 we obtain that for any maximum s-t flow y in G f ,
By the definition of p we obtain that p(S) > (1−r)·p(OPT), which completes the proof.
Theorem 4.12: Algorithm CBM-MC produces a (1 − r)-approximate solution.
Proof Sketch: The proof is by induction, and follows the same lines as the proof of Theorem 4.5.
V. SIMULATION RESULTS
In the previous sections we proposed two different algorithms for a new global mechanism for cell selection in 4G cellular networks. The main difference between these two algorithms is the way the demand of a mobile client is satisfied. In the CBO-MC Algorithm (Section IV-A) at most one base station satisfies the demand of any given mobile station while the CBM-MC Algorithm (Section IV-B) allows satisfaction of the demand simultaneously by more than one base station.
In order to study the expected performance of the proposed global cell selection algorithms with respect to the current local mobile SNR-based protocol we conducted several simulations over high-loaded, capacity constrained, 4G-like networks. A secondary goal of these simulations was to study the "benefit" of using the new ability, defined by the IEEE 802.16e, of a mobile station to be satisfied simultaneously by more than one base station.
A. Methodology
We considered a network consisting of an n × n-grid of clients' locations (demand points, each considered as a single client, or bin). Each client has a service request for either voice or data service. The demand of a voice and data client is defined as 1 and 25, respectively 3 . Under this ratio between the demand of data and voice clients, the number of the data clients was chosen so that the overall voice volume is 20% of the network's traffic 4 . The locations for each type of client was uniformly and randomly selected over the grid. The profit for satisfying the demand of a voice client was defined as 1, while satisfaction of a data client is credited with a profit that is proportional to its demand (i.e., 25 units of profit).
We maintain microcells and picocells in our network. Since we implemented the restricted version of AoNDM, the demand of every client must be less than or equal to an r-fraction of the capacity of any base station service this client. Therefore, the capacity of a picocell was taken to be about 25/r, for any given value of 0 < r < 1. To simulate high-loaded networks we assumed that the total sum of (client) demands equals the sum of (base station) capacities in the network. The ratio between the number of picocells and microcells was defined to be λ while this factor was also selected as the ratio between the corresponding radiuses and capacities of microcells and picocells. By taking λ = 5, we can now derive the appropriate number of microcells and picocells. The locations for each type of base station was uniformly and randomly selected over the grid and clients were associated with (omnidirectional) base stations according to their distance from each of the centers.
In each of the following three sets of simulations we measured the ratio between the total profit achieved by each of the three algorithms and the total profit of all connected clients, i.e., clients that are within service range of some base station. As AoNDM is NP-hard, the maximum possible profit is hard to calculate, and we consider the total profit of all connected clients as an upper bound on the optimal solution.
B. Results
In the first set of simulations we study the performance of the three algorithms over various network sizes (10K to 40K) 3 The bit rate for voice applications is 64Kbps and the downlink rate for data application is approximately 2Mbps in HSDPA. This gives a ratio of 25-30 between the demand of voice and data clients. 4 To be precise, if nv and n d are the number of voice and data clients, respectively, and d v and d d are the corresponding demands, then the following are satisfies for an overall voice volume of γ of the network's traffic:
. In our case γ = 0.2.
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and different values of r (0.05 to 0.3). Typical results are shown in figures 2-4 , where the upper, middle and the lower curves correspond to the cover-by-many algorithm, cover-byone algorithm, and the greedy-best detected-SNR algorithm, respectively. In each of the three scenarios, our results show that the cover-by-many algorithm is better than the cover-byone algorithm by 5% (for r = 0.05) to 11% (for r = 0.3). An improvement of at least 10% (and up to 20%) was achieved by the cover-by-many algorithm in comparison with the greedy-best detected-SNR algorithm. The results show that the performances of all three algorithm are nearly independent of the size of the network. Moreover, due to the existence of the simultaneous coverage in the third algorithm, when r increases the "distance" between the performance of the cover-by-many algorithm and the other two algorithms also increases in a significant fashion. This shows that when there exist mobile clients with demands that are relatively close to the capacity of the servicing cell (e.g., in case of picocells) allowing satisfaction of a client by more than one base station is crucial in order to maintain high utilization of the network capacities.
The second set of simulations investigates the level of profit achieved by the three algorithms when the value of r varies (from r = 0.01 to r = 0.5). We fixed a network of 15129 clients (i.e., a grid of 123 × 123) with a number of picocells and microcells as explained above. Focusing on the relative fraction of the demand of a client with respect to the capacity of any serviced base station, the results show ( Figure 5 ) that when this fraction increases the ability to reach a higher percentage of the total possible profit decreases. As shown in Figure 5 , all three algorithms exhibit the same behavior. The performance of the cover-by-many algorithm (upper curve) decreases from 100% to 89% when r increases from 0.01 to 0.5. The cover-by-one algorithm decreases by 21% (from 100% in r = 0.01 to 79.5% in r = 0.5), and the greedy-best detected-SNR algorithm (lower curve) exhibited a decrease of 30% (from 89% to 59%).
The third set of simulations examines the level of profit obtained by the three algorithms when the available capacity increases. We fixed a network of 15129 clients, where each client has a demand (of any service) that is at most a fraction of 1/4 (r = 0.25) of the capacity of each of the servicing base stations. In this study, the number of picocells as well as microcells was increased by j times their basic number, j = 1, 1.5, 2, . . . , 5, where the basic numbers are the same as the ones computed in the first set of simulations (65 microcells and 327 picocells). Note that for j > 1, the total capacity is higher than the total demand of clients. As one might expect (see Figure 6 ), when there is a larger number of base stations the performance of the three algorithms can only improve. The greedy-best detected-SNR algorithm (lower curve) achieve an improvement of up to 8% (from 79% to 87%) when the number of base station grows from 392 to 1960. The cover-byone algorithm (in the middle) achieves an improvement of up to 8% (from 89% to 97%), and the cover-by-many algorithm (upper curve) is nearly constant (around 99%) in its ability to satisfy clients.
Finally, the worst-case running time of each of the algorithms, for all cases, was approximately 4 minutes for the case of n = 40000, r = 0.25, on a Pentium M machine, 1.4 GHz, and 256 Mb of RAM. 
VI. CONCLUSIONS
In this paper we present a rigorous study of a new approach for cell selection in fourth generation cellular networks. Unlike the current cell selection protocol, our proposed mechanism is global, has a performance guarantee, and addresses many of the anticipated 4G technologies. We show that even though AoNDM is hard to approximate to within a reasonable factor, we can still cover all practical scenarios by adopting the assumption that every mobile station has a traffic demand that is relatively smaller than the capacity of any base station that is able to participate in its coverage. We give two approximation algorithms for this problem. The first is a 1−r 2−r -approximation algorithm for the case where each mobile station can be covered by exactly one base station (coverby-one). The second is a slower, delicate refinement of the first algorithm, guaranteeing a (1 − r)-approximate solution, that adopt the new IEEE 802.16e possibility of simultaneous coverage of mobile clients by more than one base station (cover-by-many). We compare between global mechanisms that are based on our approximation algorithms and a local procedure performed by the current best-SNR greedy cell selection protocol. We show that when clients of very high bandwidth demand, relatively to the base station's capacity, exist, the use of multiple base station to satisfy the demand of a mobile station can maintain a level of at least 97% of the possible coverage -20% better coverage than the current best-SNR greedy cell selection method. In addition to 4G networks, such relevant scenarios may be found in spread areas where there are several very small populated areas and 'standard' infrastructure is not cost-effective. In these areas, coverage can be achieved using several WiMAX-cells and situations where such cells are over-loaded may be common. Our scheme for cell selection can be used in order to allow a better utilization of these coverage solutions.
