The distribution of geometric features is anisotropic by its nature. Intrinsic properties of surfaces such as normal curvatures, for example, varies with direction. In this paper this characteristic of a shape is used to create a new anisotropic geodesic (AG) distance map on parametric surfaces. We first define local distance (LD) from a point as a function of both the surface point and a unit direction in its tangent plane and then define a total distance as an integral of that local distance. The AG distance between points on the surface is then defined as their minimum total distance. The path between the points that attains the minimum is called the anisotropic geodesic path. This differs from the usual geodesic in ways that enable it to better reveal geometric features. Minimizing total distances to attain AG distance is performed by associating the LD function with the tensor speed function that controls wave propagation of the convex Hamilton-Jacobi (H-J) equation solver. We present two different, but related metrics for the local distance function, a curvature tensor and a difference curvature tensor. Each creates a different AG distance. Some properties of both new AG distance maps are presented, including parametrization invariance. We then demonstrate the effectiveness of the proposed geodesic map as a shape discriminator in several applications, including surface segmentation and partial shape matching.
INTRODUCTION
Being able to compute geodesic distances on a three dimensional surface is important in many fields, including computer graphics and geometric modeling. For example, geodesic paths on a surface are critical in surface segmentation and editing methods since cutting the surface along the geodesic paths produces better results [21, 11] . Minimum-distortion parametrization or remeshing of 3D models are based on the knowledge of geodesic distances [44, 27, 37, 9] . Other applications include isometry-invariant shape classification [10, 15] , skinning [39] , medical imaging and geophysics [34] .
Geodesics are locally shortest paths in the sense that any perturbation of a geodesic curve will increase its length. The minimal length path between two points on the surface are the minimal geodesics connecting those points. Geodesics minimize the Euclidean distance on a surface. A geodesic distance between two vertices of a triangle mesh surface, for instance, can be computed using a shortest-path algorithm on the mesh graph, where the weight associated with an edge is its length. Efficient algorithms, such as the Dijkstra algorithm [38] , can compute path lengths very quickly, but produces paths quite different from true geodesics since the paths they create pass only through the mesh vertices.
Much of the research on geodesic computation on a surface focuses on solving the eikonal equation [5] . Kimmel and Sethian [23] proposed an optimal time algorithm for computing the geodesic distances and thereby extracting shortest paths on triangulated mani-folds using the Fast Marching Method [33] . It computes approximate geodesic paths between two vertices in O(n log n) time per path by numerically solving the eikonal equation (n is the number of vertices in the mesh). Mitchell et al. [25] presented an algorithm for determining the shortest path between a source and a destination on an arbitrary polyhedral surface. In seeking to approximate distance maps on a parametric surface, [5] solves the eikonal equation on a discrete grid obtained by sampling the parametric domain. It presented an efficient O(n) numerical algorithm for first-order approximation of geodesic distances on parametric surfaces, where n is the number of points on the surface.
In this paper, we introduce new local distance function and then compute anisotropic geodesic (AG) distance between points on the surface. The geometric entities we consider in this paper are parametric surfaces that can be represented by a smooth mapping. The AG path differs from the geodesic path in ways that the local distance depends on a unit direction as well as the position of the surface point. Geodesics consider only the Euclidean distance between points along the surface, which is an isotropic quantity. In the case of isotropic geodesics, the local distance depends only on the surface point since its speed is equal (i.e. isotropic) for every unit directions in the tangent plane.
The new anisotropic geodesic problem, for example, is of considerable interest in terrain navigation, where a moving vehicle is bound to move along a surface that could be modeled by a parametric surface. The conventional measure of geodesic distance may not be the shortest distance in three-space which avoids the surface, since we are constrained to travel along the surface. Interestingly, even the conventional geodesic path may not become a meaningful way to travel. Our definition of anisotropic geodesic paths based on the curvature tensor minimizes the change of curvature over the path and so makes it easier to move along using a vehicle. Real roads in the mountain follows this anisotropically minimized path. An overview of our algorithm is as follows. We first define local distance as a function of a surface point and unit direction in its tangent plane. The AG distance between points on the surface is then measured by minimizing a total distance defined as an integral of the local distance function. The minimization process for computing the AG distance is implemented by associating the local distance function with the tensor speed function that controls the wave propagation of a convex Hamilton-Jacobi (H-J) equation solver. We propose two different, but related metrics for the tensor speed function, a curvature tensor and a difference curvature tensor. The distribution of these tensor speed functions over the surface determines the surface's anisotropic distance map. We present some properties of this new AG distance map, including both parametrization and uniform scaling invariance.
The distribution of geometric shapes is anisotropic by its nature. Intrinsic properties of surfaces such as normal curvatures, for example, vary by direction. Based on this observation, we capture the anisotropic distribution of the shape properties and then, demonstrate the effectiveness of the proposed anisotropic geodesic map as a shape discriminator in two applications, surface segmentation and partial shape matching. Local shape clusters are defined and the surface is segmented into a group of meaningful subregions by clustering together finer shape clusters that have similar variances of curvature distribution relative to their surroundings. The IEEE International Conference on Shape Modeling and Applications 2008 4 -6 June, Stony Brook, New York, USA 978-1-4244-2261-6/08/$25.00 ©2008 IEEE anisotropic variance of curvature tensors is analyzed inside the segmented regions and the partial matching problem is reduced to the eigenanalysis problem for the anisotropic distributions.
Our main contributions are:
• two different, but related tensor speed functions, curvature tensor and curvature difference tensor, whose distributions determine the anisotropic geodesic distance maps on parametric surfaces,
• parametrization and uniform scale invariance properties of the proposed tensor speed functions,
• an effective demonstration of the AG distance maps as a shape discriminator in two applications, multi-level data segmentation and rotation-invariant system for measuring similarities between 3D models.
The rest of this paper is structured as follows. Section 2 provides a general review of existing approaches, highlighting some of the related work on surface segmentation and shape matching. Section 3 describes our proposed method, and Section 4 presents two metrics for defining tensor speed function. In Section 5, the efficacy of our method is demonstrated in two applications, data segmentation and partial shape matching, on several models. We conclude in Section 6 by summarizing our results.
RELATED WORK
Geodesics Computation: A number of different strategies have been proposed to compute geodesic distances. [7, 20, 40] compute a geodesic shortest path on polygonal surfaces. Energy-minimizing splines are computed on various manifolds, including parametric surfaces, level sets and meshes [16] . In [8, 31, 32] , algorithms for computing the anisotropic geodesic distance are presented for discrete datasets.
Shape Segmentation: Many existing schemes can be classified as either, analysis, simplification, modeling or retrieval [42] . We review research relevant to our work.
Several approaches use discrete curvature analysis combined with the watershed algorithm [24, 26, 30] . In the same way, Zhang et al. [43] used the sign of the Gaussian curvature to mark boundaries, and process data segmentation. These methods extract only regions surrounded by high curvature boundaries. A classification based method allows detection of simple curvature transitions [14] . Most of these cited approaches, however, do not consider anisotropic distribution of shape properties.
(Partial) Matching: There has been significant research into algorithms for shape-based retrieval or matching of 3D surface models. In this section, we focus on the works most closely related to ours.
The most common approach to shape-based retrieval of 3D objects is to represent every object by a single global shape descriptor characterizing its overall shape, e.g., shape Histograms [2] and the Light Field Descriptor [6] . These methods are suitable for a global matching. Recently, several researchers have investigated approaches to partial matching based on feature correspondences [3, 13, 19, 12] . Their general strategy is to compute multiple local shape descriptors for every object, each representing the shape for a region centered at a point on the surface. The challenge of these methods is to find an optimal set of feature correspondences efficiently. Our approach in this work is to find local shape clusters based on the anisotropic shape distribution and match clusters by measuring similarities of curvature-based anisotropic tensors. The implications of anisotropy on shape matching was considered in [22] , finding a global anisotropic scale. We consider local properties of anisotropic distribution.
ANISOTROPY GUIDED DISTANCE FUNCTION
In this paper, we focus our attention on parametric surfaces, defined on a parametric domain U ⊂ R 2 . We solve the H-J equation over a grid of points sampled from the surface. Since our approach is applicable to sampled grids, the main idea of this work can be extended to other geometric representations, such as point surfaces and triangular meshes, for which the curvature tensor can be computed.
Anisotropic Geodesic Distance
We define a local distance as a function of both a surface point and the unit direction in its tangent plane. The local distance function is then used to define a speed function to create a convex HamiltonJacobi equation.
Given a curve c : [a, b] → S , where S is a surface in R 3 , we define the total distance of c as
where T (t) = c (t)/||c (t)|| is the unit tangent vector of c [17] .
Since c is in the surface, T (t) is in the tangent plane of the surface at the point c(t). The total distance is defined as the integral of a local distance function, ψ :
gives the infinitesimal distance of moving in the unit direction v in the tangent plane of x from the point x ∈ S . Note that the local distance of moving from the point x ∈ S varies according to the associated direction v ∈ S 1 . The anisotropic geodesic curve between c(a) and
c(b) on a surface is defined as a curve c that minimizes the total distance L(c).
A variety of local distance functions ψ that incorporate tangents have been proposed, for example in [28] . In this paper, we use a quadratic (bilinear) local distance function in the H-J framework that controls the motion of the wavefront using the tensor speed functions M as follows.
where M(x) is a symmetric, positive-definite matrix defined at each x ∈ S . Thus, the local distance function at the point x ∈ S is controlled by the speed function M(x) of the H-J formulation in an anisotropic way. By using anisotropic tensors, interesting surface properties can be incorporated into the distance function. For example, geodesics on the parametric surface can be computed using the surface metric [5] . In our work, we employ curvature-based tensors to capture subtle surface features.
where Ω is a domain in R n , g(x) is the travel time or distance from the source, and M is the speed tensor matrix defined on Ω. For the 2-manifold case (n = 2), we use the Hamiltonian defined below for our model equation:
where p and q are partial derivatives of H at x along local axis u and v, and a, b and c are the shown elements of the matrix M [36] . Equation (3) is the eikonal equation when M is an identity matrix. The idea behind the H-J equation is that the eigenvalues and eigenvectors of the tensor M define the propagation direction and speed anisotropically. Therefore, by manipulating the eigensystem of the tensor matrix using surface properties, e.g., curvatures and principal directions, we can define anisotropic geodesic distance to better reveal the local shape of the surface. The difference between the measured geodesic distances using a traditional isotropic metric (i.e. constant in every directions) and the anisotropic speed functions need to be considered carefully. To solve the eikonal equation on the parametric surface, [5] used a metric tensor, G = J t J, where J denotes the jacobian matrix of the surface parametrization, in the equation
Here, as a function of the parametrization map, the matrix G determines how the isotropic speed function is mapped from the parameter domain U ⊂ R 2 into the 3D surface. In our work, we solve the H-J equation that incorporates a general tensor matrix M. Figure 1 shows one example for solving the H-J equation using two different speed functions. A constant speed at every surface vertex is used in Figure 1 (a) and isolines are computed based on that traditional isotropic geodesic distance. Figure 1(b) represents isolines using an anisotropic curvature tensor as a metric (see Section 4 for details on curvature tensor). As shown in Figure 1(b) , the anisotropic geodesic computation has much potential in shape analysis purpose. Figure 1(c) and (d) show a simple surface with two different geodesic paths connecting two points on the surface. In Figure 1(c) , an isotropic distance metric is used and the computed shortest path follows geodesics. An anisotropic tensor matrix M(x) is defined using a curvature based tensor in Figure 1(d) . The shortest path connecting the same two points is then constructed by minimizing the total distance defined in (1), and shown as magenta colored lines in Figure 1(d) .
Constructing the shortest path between two points on a surface is the process of minimizing the length of a curve, where the length of a curve is defined as (1) . The AG distance map constructed as in Section 3.1 gives all paths emanating from a region R 1 ⊂ S . We can consider the map as a graph surface where the height at the point x is given as a total distance from the start region R 1 to the point. Let P(x) denote the shortest path beginning in the region R 1 and terminating at the point x, that minimizes the total length of a curve. Then, P(x) can be computed by following the gradient field of the graph surface starting from the point x. Geodesic paths in Figure 1 (c) and (d) are computed using the above gradient field tracing method.
Solving H-J Equation
Hamilton-Jacobi equation solvers introduced in [41, 35, 29, 4] can be used to solve Equation (3). Instead, in this paper, we used the Fast Iterative Method (FIM), proposed in [18] . The main idea of FIM is to solve a Hamilton-Jacobi equation using an adaptive iterative method without using expensive sorting data structures as in [35, 29] . The proposed method employs a narrow band, called the active list, to store only the grid nodes to be updated, which differs from the global update scheme used in [41] . For each iteration, all nodes in the active list are updated concurrently using a Jacobi update, and the list is reorganized, i.e., removal or insertion of nodes to the list, based on the convergence of the node. The method uses a Godunov upwind method to compute solutions for Equation (3), which only uses adjacent neighbors and therefore maps better to SIMD architectures than local optimization methods to solve Hamilton-Jacobi-Bellman equation as proposed in [4] . Because we use a Jacobi update, porting to parallel architectures is simple and efficient. More discussions on FIM and its implementation details can be found in [18] .
CURVATURE BASED TENSOR FUNCTIONS
In this section, we define two tensor metrices, the Curvature Tensor and the Difference Curvature Tensor, and demonstrate the effectiveness of our algorithm for computing the AG distance in two applications, surface segmentation and partial shape matching.
We define a local surface cluster as a point p on a surface and an associated surface patch of a local neighborhood of p. The key idea is that a small set of clusters can represent a shape, provided that each cluster effectively represents the local surface region around it. Although the anisotropic tensor function M(x) can be arbitrary, we consider curvature based tensor function for the shape analysis.
Curvature Tensor
The curvature tensor at a point x on a surface is defined by a directional curvature in all directions. We define a speed function at the point using a curvature tensor as
where κ(x, v) is the normal curvature in the v-directional of the surface at x and δ > 0 is a small positive real value. Let v 1 and v 2 be the two independent principal curvature directions and κ 1 and κ 2 be the corresponding principal curvatures, respectively. Since S is defined by a smooth mapping, those quantities can be computed exactly. Now, the tensor matrix M C for Equation (3) can be defined as
This representation adapts to the surface geometry as it is defined based on the geodesic distance which is controlled by directional curvature of the geometry. Smooth regions can be represented by a relatively small number of clusters, since each subsurface associated with its seed point can locally cover a large region. In contrast, the wave propagation becomes much slower in a high curvature region, and so relatively many local clusters are required to represent such a region. Figure 3 shows two examples of local surface clusters. In this example, the geodesic distance is calculated based on the anisotropic curvature tensor. Thus, the local cluster in a low curvature region includes much larger surface than in a high curvature region. Note that the geodesic range, ε, is the same for all of the clusters.
The AG distance is a function of the tensor distribution over the surface (Equations (1) and (2)). The curvature tensor is computed using intrinsic properties of the surface and so depend only on the local shape of the geometry. Therefore, the local shape clusters are parametrization independent. Figure 5 shows anisotropic distance maps on the knight model that are generated using two different parametrizations. Knight model in Figure 5(b) is reparametrized by rebalancing the weights of a rational curve using the Moebius transformation. Given a single seed point, the sampled surface points are colored from blue to red according to their geodesic distances. 
Difference Curvature (DC) Tensor
A second tensor distribution for the anisotropic geodesic calculation is presented, that is based on anisotropic local difference of the curvature tensor. Suppose that the surface S is defined over the parametric domain U ⊂ R 2 , u = (u 1 , u 2 ) ∈ U. Then, a surface point x has four neighbors in U along each iso-parametric direction, u
Let the curvature tensor (CT) at the point x be CT x and at its four neighbors CTu Figure 4(a) shows CT x and its four neighbor curvature tensors. Since a curvature tensor is symmetric along its principal directions, it is represented as an ellipse in Figure 4 .
We measure the difference of curvature tensors along each isoparametric direction and associate it with its corresponding unit direction vector. In diffusion tensor imaging, a number of similarity measures to match pairs of diffusion tensor images have been proposed [1] , from which we choose to use between two tensor quantities, D 1 and
The expression under the radical is equivalent to the sum of the squared differences of the elements on the diagonal of the two diffusion tensor matrices. Considering the u + 1 iso-parametric direction, a scalar weight l
is computed using Equation (5) and multiplies the direction vector, u
Finally, we define the Difference Curvature (DC) Tensor using the eigenvalues and eigenvectors of the 2 × 2 covariance matrix of rows of T (x) (T T T ). The geometric meaning of this definition determines the similarity or difference of the curvature tensor with its neighbors. Figure 4(b) represents the DC tensor at the point x where its neighbor curvature tensors are given as in Figure 4 (a) and red arrows represent the weighted vectors, l
(a) (b) Figure 4 : Given a curvature tensor (a), Difference Curvature (DC) tensor is computed using the tensor similarity measure in Equation (5) 
(b). Red arrows in (b) represent the weighted vectors, l
Let the eigenvalues and eigenvectors of the covariance matrix of T (x) be g i and w i , i = 1, 2, respectively. Then the tensor matrix M needed in Equation (3) can be computed as follows:
We use 1/(δ + |g i |), i = 1, 2, in the tensor matrix M DC since the wave propagation needs to be slow along the direction of high difference in the curvature tensors. The key idea behind this new tensor function is that it can be used to measure the amount of anisotropic changes in curvature tensors, which can give a better metric for both shape segmentation and matching. Curvature of surfaces varies with (uniform) scaling. Thus, in our experiments, the anisotropic geodesic distance between two points on a surface is different at two different scales when using a curvature tensor as a metric. The DC tensor, however, is calculated by considering the similarity of curvature tensors in its surroundings. In our experiments, the DC tensor results in a uniform-scale independent metric. An illustrative example for this property is presented in Section 5.2, where the DC tensor is applied to the partial surface matching. Note that the size of each model in the matching application is different to each other.
EXPERIMENTAL RESULTS
In this section, we demonstrate the effectiveness of the proposed AG distance map as a tool for shape analysis. All the experiments are tested on a PC equipped with a Intel Core 2 Duo 2.4GHz processor. Parametric surfaces are uniformly sampled resulting in a 100 × 100 regular grid.
(a) (b) Figure 5 : The anisotropic distance maps on two differently parametrized knight models.
Multi-level Data Segmentation
The anisotropic local shape clusters constructed in Section 4 are applied to multi-level data segmentation. The surface is segmented into a group of meaningful subregions by clustering smaller clusters that have a similar curvature tensor relative to their surroundings or have a similar variance of curvature tensors.
To generate a rather small and yet effective set of local surface clusters, our method uses multi-level representations to hierarchically define the local shape clusters. We first sort the surface sample points according to application specific criteria. In our experiments, the absolute value of the Gaussian curvature (for the curvature tensor function) and g 1 × g 2 (for the DC tensor function) are used for the ascending order sorting. The first vertex in the sorted list is picked as a seed point. Then, the anisotropic wave is propagated until the anisotropic geodesic distance reaches a predefined ε 0 value. All the vertices included in the local cluster are then excluded from the sorted list, and the iterative process continues to define the next cluster and a list, A , is created containing the seed points for each cluster.
When the remaining sample point list is empty, we run the Hamilton-Jacobi solver once again from each seed points d ∈ A . A generalized Voronoi diagram is then computed on the surface with an AG distance as the metric. Since the wave propagation speed depends on the distribution of curvature tensors or DC tensors, boundaries of the computed Voronoi diagram occur along geometric features, such as ridges and valleys (See Figure 3) . For a finer resolution, we repeat the process within a local shape cluster using a new ε i , i = 1, ···, n, for a n-level hierarchy where
Results of data segmentation using the curvature tensor are shown in Figure 3 . For each example, seed points are selected using Gaussian curvatures and we use half of the maximum of the geodesic distances from the seed point to all points on the surface as an anisotropic geodesic distance ε in the calculation of local shape cluster, D ε . Figure 6(a) shows an example that segments a surface into four perceptually meaningful bumps. The consideration of the anisotropic distribution of a shape is critical for this example. Mangan and Whitaker's watershed method [24] which utilizes a total curvature of the surface finds difficulties in partitioning such a model since the watershed depths are almost same for all local minima ( Figure 6(b) ). Curves with thick lines in Figure 6 (b) represents a zero-set of the total curvature. Page et al. [26] uses directional curvatures as a height function for fast marching watersheds. Negative values of directional curvatures play a role of wall during the marching. As seen from Figure 6 (c), [26] segments the middle part of the surface (blue region), which is not meaningful in this example.
A small perturbation of seed points does not affect the segmentations for the example of Figure 6 (a). We perturb the ordering of seed points that are generated by Gaussian curvature based selection scheme, which results in the same segmentation due to high curvature changes along the boundaries of the segmented regions. Some surfaces may be susceptible to the position of seed points, such as the extreme example of a surface generated as two half cylinders with different radii as in Figure 8(a) . Two seed points (black dots) in Figure 8 (a) result in a not-meaningful segmentation when using the curvature tensor as a metric. Figure 8(c) shows the distribution of curvature tensors represented as an ellipsoid. The sizes of the tensor are slightly different in the two parts of the shape. Even in this example, however, the DC tensor works properly (Figure 8(b) ) since it considers how the curvature tensors differ from each other. In Figure 8(d) , note that DC tensors along the boundary of two parts of the compound cylinder are extremely small relative to their surroundings, which means a severe reduction in the wave propagation speed.
Anisotropy Distribution based Similarity Measure
The curvature tensor CT x at the surface point x locally describes the characteristics of a shape around x. Thus, if two different points x 1 and x 2 on the surface have similar curvature tensors, they resemble each other locally. This can be regarded as an anisotropic version of the surface point classification that classifies the point into three classes, elliptic, hyperbolic and parabolic point, according to the isotropic Gaussian curvature. Based on this observation, we extend the similarity of two points into the measuring of similarity between two surface clusters: similar distribution of curvature tensors in two clusters implies that their shapes are also similar.
Let x be a point on the sub-surface S . Consider the similarity of the curvature tensor CT x to its four neighbors, l
), i = 1, 2, computed using Equation (5) . A fourdimensional vector is constructed for a point x:
Now, an m × 4 matrix N S is defined as a matrix each of whose rows is the v x for all x ∈ S , and m is the number of sample points in S . Let C S be the 4 × 4 covariance matrix of N S . Then, we finally analyze the sorted eigenvalues,
, and the corresponding eigenvectors of C S . The four-dimensional vector λ C is a rotation invariant representation of the sub-surface S and also, it is parametrization independent since the anisotropic distance map is.
In order to perform a partial matching between parts of surfaces we first segment the surface into a set of meaningful subparts. As in Section 5.1, the partitioning is accomplished based on the anisotropic tensor distribution. The segmented subparts are then analyzed using the proposed method in this section, therefore yielding a sorted eigenvalue representation λ C . The λ C for each sub-surface are compared, by graphing or otherwise to assess their similarity. Figure 9 shows one example for partial matching of two instances of the character G with different shapes and sizes. The characters are generated by sweeping a space cross section (yellow curve in the bottom of the figure), along a space trajectory. Note that two cross sections in Figure 9 (a) and (b) are different. Same colors in Figure 9 (a) and (b) represent a matched pair. Figure 7 plots the pair (λ C 1 , λ C 2 ) from λ C , the two biggest eigenvalues. We measured partial similarities for five pairs of objects. In Figure 9 (c) and (d), a tail of an ant body and subpart of the bishop model are matched. And four bumps in Figure 6 are compared to each other and the computed similarity measures are almost same. We also measured the similarity for two knight models of Figure 5 that have same geometry but different parametrizations, and hence different sample points are chosen. The result of plotting shows very well how similar objects are mapped to similar spots and form groups. Note that if we use a full vector λ C = (λ C 1 , λ C 2 , λ C 3 , λ C 4 ) instead of two largest values, then grouping of plotting becomes more visible. The running time of H-J equation solver is from 0.4 sec to a few seconds. Computing the similarity measure between subparts of surfaces took 0.15 sec to several seconds. 
CONCLUSIONS AND FUTURE WORK
We have presented a method for computing the anisotropic geodesic distances on parametric surfaces. The anisotropic geodesic distance (AG) distance between points on the surface is newly defined using curvature based tensors and then calculated by solving a general anisotropic Hamilton-Jacobi equation. The curvature tensor and Difference Curvature tensor are proposed as metrics for AG distance computation, and the curvature tensor is shown to be parametrization independent and the DC tensor is uniform scale independent. The AG distance map is then applied to compute local shape clusters that provide a meaningful data segmentation. For each segmented sub-surface C, the tensor distribution is analyzed to yield a representative vector, λ C , containing a rotation invariant signature. A partial matching between segmented sub-surfaces (clusters) is accomplished by comparing their signatures, λ C . The efficacy of the proposed approach is demonstrated on several models.
For a future work, we are investigating another method for selecting seed points in data segmentation. We can devise more complex but effective selection methods that seems suitable for specific applications. Extending the domain of input surfaces is another possible direction. The presented method can be applied to irregular grid based surfaces, such as triangular meshes, point surfaces, or even to higher-dimensional manifolds (volumetric geometry). 
