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Introduction
The development of space survey, sensor and information acquisition technologies has led to higher spatial resolution of remote sensing images and an exponential growth in remote sensing data volume (Li et al., 2012) . However, as a result of the limited data processing and analysis capacity, mass remote sensing image data organization and management lag far behind the rising speed of remote sensing image data. Therefore, high-efficiency remote sensing image retrieval is viewed as one major critical solution to the large-scale applications of remote sensing images.
Remote sensing image retrieval is the extension and utilization of content-based image retrieval (CBIR) techniques in the fields of remote sensing applications (Wang and Song, 2013) . In the CBIR field, most studies focused on building visual features, which can be included into spectral (colour) features, texture features, shape features and salient point features (Datta et al., 2008) . Owing to global image features, traditional colour and texture features are not fine enough to describe complex objects in remote sensing images, especially when comparing with salient point features (Chen et al., 2011; Xu et al., 2010) . In addition, as a result of the disadvantages in spatial complexity, the traditional shape features can only be applied for simple and easy-recognition natural image retrieval (Faloutsos et al., 1994) . Therefore, we focus on salient point features in this paper.
As a typical salient point feature, as being invariant to image rotation, scale range and illumination variance, the scaleinvariant feature transform (SIFT) feature is used largely in CBIR. Smith and Harvey (2011) proposed an approach to set noisy document retrieval through SIFT features. Their works proved that the SIFT-based approach outperformed traditional text-based approaches for noisy text. Lee et al. (2012) developed Pill-ID, an automatic retrieval system for drug pill images based on imprint, colour and shape information, encoded as a SIFT and multi-scale local binary pattern feature vector, a three-dimensional histogram and invariant moments, respectively. Wang and Hong (2012) indicated a two-step progressive trademark retrieval method through global and local features' descriptions based on Zernike moments and SIFT features. Newsam and Yang (2007) built a comparative experiment using SIFT feature full descriptor and quantized descriptor, applied in IKONOS remote sensing image retrieval. From the above research works, it can be concluded that the SIFT feature can provide a good performance in CBIR. However, the land cover classes of remote sensing images are usually diverse and complex. So when we use the SIFT feature in remote sensing image retrieval, it should be noted that only the points located in salient regions or regions of interest (ROIs) are valid to represent the objects of interest. Hence, salient region extraction should be an important preprocessing stage in remote sensing image retrieval.
In another research field, visual attention modelling has been a hot research issue in image processing and analysis, as it can provide effective predictions on human visual focus and visual salient regions' extraction (Borji and Itti, 2013) . Bao et al. (2011) used a visual attention model to improve image retrieval performance through computing regional saliency and analysing the relation between low-level visual features and regional significance. Liang et al. (2010) built their image retrieval method based on salient-SIFT features, which are located in the human ROI and extracted using an Itti visual attention model (Itti et al., 1998a (Itti et al., , 1998b and Canny edge algorithm. Li et al. (2011) were inspired by Itti's model and proposed a novel perspective to retrieval partial-duplicate images with contented-based saliency region and interest points. Huang et al. (2011) proposed a selective attentiondriven model for general object recognition and image understanding. Acharya and Vimala Devi (2011) extracted the image ROI using the Itti and Stentiford models, and built image retrieval based on a colour feature vector and several ROI feature parameters. Wang et al. (2011) created airport detection in remote sensing images using a visual attention mechanism. All of the above research works focused mostly on saliency computation or ROI extraction based on the classical Itti model. However, the Itti model cannot provide adequate precision in salient region extraction when the objects take a large portion of images (Marques et al., 2007) , which creates an application restriction for this model in remote sensing image analysis. In view of this, we use an alternative model, graph-based visual saliency (GBVS, Harel et al., 2006) , which is powerful in predicting human eye fixations on multi-resolution images, to extract salient regions in this paper.
From all above, considering the advantages of SIFT feature and GBVS model in high-resolution remote sensing image analysis, a visual salient point (VSP) feature is proposed for remote sensing image retrieval in this paper. The VSP feature is built based on image key point detection and a visual attention model to represent local salient features in remote sensing images. As a result of filtering out the point features located in background regions, the VSP feature can describe the objects in image more precisely and efficiently. Therefore, the image retrieval results in accord with human visual perception can be achieved through similarity measurements among these features.
Image key point detection and description
Image key point in remote sensing image refers to a significant local feature in image representation and analysis. The descriptor extracted from a key point neighbourhood can effectively represent local information. Popular image key point detectors include the Moravec detector, Harris detector, Harris-Laplace detector, affine-invariant Harris-Affine detector, Smallest Univalue Segment Assimilating Nucleus (SUSAN) detector and SIFT algorithm proposed by Lowe in 2004 (Lowe, 2004 . With holding invariance in image rotation, scale range and illumination variance, SIFT has found increasingly wider utilization in image analysis. The SIFT algorithm is exploited in this work for image key point detection and description.
There are four major steps in SIFT feature extraction (Lowe, 2004) : first, scale-space extreme detection is designed to identify potential interest points that are invariant to scale and orientation; second, accurate key point localization is set to determine location and scale of stable key points, and unstable key points are rejected; third, orientation assignment is carried out to each key point location based on local image gradient directions, for providing invariance to image rotation; and fourth, the key point descriptor is extracted based on local image gradients, which are measured at the selected scale in the region around each key point.
To generate the scale space of an image, image sampling should be exploited during scale-space extreme detection. The Gaussian function has proven to be the only possible scale-space kernel under a variety of reasonable assumptions (Koenderink, 1984; Lindeberg, 1994) , and it can be formulated as:
Where stands for the Gaussian distribution standard deviation. The scale space of an image, L͑x, y, ͒ , can be achieved using the convolution of a variable-scale Gaussian with an input image I͑x, y͒:
The difference-of-Gaussian (DOG) scale space is then exploited to detect stable key point locations in the scale space. The DOG function can be expressed as:
Where k is a constant factor for the difference between two nearby scales. In the DOG scale space, one pixel point will be selected as a local extreme only if it is the local maxima or minima compared with 26 pixels around (eight points in the same scale and nine points in two adjacent scales separately). All of these local extreme points are assembled as a set of candidate key points. The final key points in the image can be achieved by filtering unstable candidate key points. In addition, through orientation assignment for every key point according to neighbourhood gradient directions, SIFT features can be rotation-invariant. Finally, every single detected key point holds three parameters involving the location, scale and orientation. A corresponding descriptor can be extracted to represent the local feature.
Visual attention model
Recently, visual attention/visual salient feature-based image analysis has been a popular research issue (Borji and Itti, 2013 ). The Itti model (Itti et al., 1998a (Itti et al., , 1998b , which was created based on feature integration theory (Treisman and Gelade, 1980) , has been one of the most representative models in this field. This model used three feature channels: colour, intensity and orientation. In this model, an input image was subsampled into a Gaussian pyramid first, and each pyramid level was decomposed into channels for red, green, blue, yellow, intensity and local orientations. From these channels, centre-surround "feature maps" for different features were constructed and normalized. Then these feature maps were linearly summed and normalized once more to yield the "conspicuity maps". Finally, conspicuity maps were linearly combined once more to generate the saliency map, which represented the saliency value of each pixel in the image. However, this model works well only when the object appears small, with the relative object size to a maximum of 5 per cent (Marques et al., 2007) . In urban high-resolution remote sensing images, object contour appears clearly and often covers a significant proportion of the image area, making object detection imprecise when using the Itti model. The leading models of visual saliency may be organized into three stages: feature extraction, activation and normalization/ combination (Harel et al., 2006) . In feature extraction, most classic methods used biologically inspired filters to extract feature maps. In the second stage, activation maps are obtained by subtracting feature maps at different scales. In the last stage, normalization/combination is accomplished in one of three ways: 1 a normalization scheme based on local maxima (Itti et al., 1998a (Itti et al., , 1998b ); 2 an iterative scheme based on convolution with a DOG filter; and 3 a non-linear interactions approach that divides local feature values using weighted averages of the surrounding values in a way that is modelled to fit psychophysics data (Itti et al., 1998a (Itti et al., , 1998b .
Based on the classic visual attention models, Harel et al. (2006) proposed a new bottom-up visual saliency model called GBVS. In this model, a scale-space pyramid was first derived from image features: colour, intensity and orientation (similar to the Itti model). Then, a fully connected graph over all grid locations of each feature map was built. Weights between two nodes were assigned proportional to the similarity of feature values and their spatial distance. Assuming M was a feature map of an input image I , the dissimilarity between two positions ͑p 1 , q 1 ͒ and ͑p 2 , q 2 ͒ in the feature map, with respective feature values M͑p 1 , q 1 ͒ and M ͑p 2 , q 2 ͒ , was defined as:
The directed edge from node ͑p 1 , q 1 ͒ to node ͑p 2 , q 2 ͒ was then assigned a weight proportional to their dissimilarity and their distance on lattice M :
Where ␦ was a free parameter set by experience. The resulting graphs were treated as Markov chains by normalizing the weights of the outbound edges of each node to 1 and by defining an equivalence relation between nodes and states, as well as between edge weights and transition probabilities. Their equilibrium distribution was adopted as the activation and saliency maps. In the equilibrium distribution, nodes that were highly dissimilar to surrounding nodes would be assigned large values. The activation maps were finally normalized to emphasize conspicuous detail, and then combined into a single overall saliency map.
To clarify the efficiency of the two visual attention models, saliency maps from Itti and GBVS are compared in Figure 1 . In comparison between Figure 1 (b) and 1(c), it is obvious that GBVS holds a significant advantage in structure information extraction of salient objects. As shown in Figure 1(d) , the salient region of the image can be achieved from GBVS with a saliency threshold of 85 per cent. Therefore, we adopt GBVS for computing saliency map in this paper. 
VSP feature extraction
There are three major issues in visual salient feature-based image retrieval: salient region detection, feature descriptor determination and similarity measurement of features. The SIFT algorithm is used first to extract the image key points and their descriptors. Generally, about 2000 stable key points can be extracted from a typical image with size of 500 ϫ 500 (Lowe, 2004) . However, not all of these key points are necessary to represent object features in image retrieval. In fact, the key points located in background regions are helpless to represent the objects precisely, but also increase the computation workload in image retrieval. Only the key points located in salient regions or ROIs are valid to represent the objects of interest. Therefore, key points extracted by SIFT should be filtered through image salient regions. GBVS is exploited to generate the saliency map and the saliency threshold is set by experience to detect salient regions in images. These key points in image salient regions are then extracted and defined as VSPs. The SIFT descriptors of these VSPs are normalized and combined into a VSP feature matrix of the image. Given a remote sensing image I , all SIFT feature vectors are normalized to unit length and collected into a set
T is a 128-dimensional column vector, n is the quantity of VSPs, then VSP feature matrix of the image can be shown as:
VSPs of a Worldview-2 remote sensing image are shown in Figure 2 . Comparing Figure 2 (b) and 2(d), it is obvious that all VSPs are located around the salient object after filtering key points using the image salient region. Hence, it can be concluded that the VSP feature proposed in this paper holds better salient object representation in remote sensing images.
Similarity measurements of VSP features
To achieve an efficient similarity measurement of VSP features, three measurements are compared in this paper. Assuming the query image is I q , the VSP feature matrix of I q is F q and the quantity of VSPs in I q is n q ; candidate image is I c , the VSP feature matrix of I c is F c and the quantity of VSPs in I c is n c . According to research operated by Lowe (2004) , VSP feature matching can be accomplished using the nearest neighbour distance ratio. In general, the more matching point pairs two images share, the more similar they are. Therefore, similarity between I q and I c can be formulated as:
Where nЈ is the quantity of matching VSP pairs between I q and I c . In addition, similarity between two VSPs can also indicate the similarity of local regions in images. A smaller difference between two VSPs corresponds to a higher similarity of the local regions in two images. Assuming ed i, j is the Euclidean distance between the i-th column vector SP i in F q and the j -th column vector SP j in F c , min ͑ed i, j , j ϭ 1, 2, ѧ, n c ͒ can be seen as the distance from SP i to the VSP feature matrix F c , which takes values between 0 and ͙2 in theory. Therefore, similarity between I q (F q ) and I c (F c ) can also be expressed as:
Besides that, dissimilarity between VSP feature vectors can also be measured using the discrete Kullback-Leibler distance. The expression is shown as follows:
Where H i ͑r͒ and H j ͑r͒ stand for the r-th value in feature vector SP i and SP j separately. As equation (9) contains a logarithmic operation, it is a time-consuming process. The first-order approximation distance 2 can be exploited to improve the computation efficiency. Its formula is:
As a result, the similarity between I q and I c can be computed as follows: Figure 2 Distribution of SIFT key points and visual salient points in image 4.3 Remote sensing image retrieval algorithm based on VSP features After discussing the solutions for salient region detection, feature descriptor determination and similarity measurement, we use the SIFT algorithm to extract image key points and their descriptors. Meanwhile, the saliency map is accomplished using the GBVS model to separate the salient image regions from the background. Then, the key points located in the salient regions are extracted as VSPs to build VSP feature matrices. Finally, similar images can be sorted using the similarities, which are determined by these VSP feature matrices. The flow chart of the image retrieval algorithm is illustrated in Figure 3 . Operations enclosed by the solid and dashed lines compose the feature extraction stages for the query image and remote sensing image database, respectively. The feature extraction for remote sensing image database can be completed offline.
Experiment and analysis
Our experimental databases were composed of two Worldview-2 image databases and an aerial image database. The two Worldview-2 image databases were derived from two Worldview-2 remote sensing images, whose multispectral images and panchromatic images had been fused using the ERDAS IMAGINE software previously. So the two Worldview-2 images both had a spatial resolution of 0.5 m.
The first image covers a Hangzhou scene with a size of 7,632 ϫ 9,808. The second image covers a Zhengzhou scene with a size of 8,740 ϫ 11,644. The two source images were cut into non-overlapped sub-images with a size of 256 ϫ 256 to build the two image databases, that included 1,170 and 1,610 sub-images, respectively. Thirty typical building and vegetation images each were selected from the Hangzhou image database. Thirty typical road images were selected from the Zhengzhou image database. These 90 images composed the query image set. In the experiments, building and vegetation image retrievals were carried out using the Hangzhou image database, and road image retrievals were carried out using Zhengzhou image database. The retrieval performance was evaluated using the average precision of each query image category and the total average precision. The aerial image database consisted of images of 21 land-use classes selected from aerial orthoimagery with a pixel resolution of 30 cm (Yang and Newsam, 2010) . Large images were downloaded from the USA Geological Survey (USGS) National Map of 20 selected US regions. Hundred images measuring 256 ϫ 256 pixels were manually selected for each of the follow 21 classes: agricultural, airplane, baseball diamond, beach, buildings, chaparral, dense residential, forest, freeway, golf course, harbour, intersection, medium density residential, mobile home park, overpass, parking lot, river, runway, sparse residential, storage tanks and tennis courts. In the experiments, each image of the 21 classes got a retrieval result from the entire aerial image database, then Figure 3 Flow chart of image retrieval precision in top 100-ranked returns and recall in top 200-ranked returns of each retrieval result were calculated. The retrieval performance was evaluated using the average precision and recall of all the 21 classes.
To solve the salient region detection, feature descriptor determination and similarity measurement of features, our experiments were divided into three groups. Group 1 extracted the image salient regions using two visual attention models, Itti and GBVS, to compare the retrieval performance under different visual attention models. Group 2 described the images using three kinds of features: VSP features, colour moments and spectral histograms in dual-tree complex wavelet transform (DTCWT) domain, to compare the retrieval performance between the VSP features and traditional features. Group 3 compared the retrieval performance under the three similarity measurements mentioned in Section 4.2.
Comparison of different visual attention models
In this experiment, the Itti and GBVS models were exploited to extract image salient regions. The saliency threshold was set to 80 per cent, namely, 20 per cent of the image area was viewed as the salient image region.
The retrieval performances of the two visual attention models using the Worldview-2 image databases are illustrated in Table I . Average precisions in top 16-ranked returns, top 32-ranked returns, top 48-ranked returns and top 64-ranked returns for the three query image categories are recorded. The comparisons on total average precision between Itti and GBVS using the Worldview-2 image databases are shown in Figure 4 . The retrieval performances of the two visual attention models using the aerial image database are illustrated in Table II . Table I shows a minor disparity occurs in retrieval performances between the two visual attention models. In general, the GBVS model works a little better than the Itti model. However, when comparing the differences in average precision in the three categories, the GBVS model works significantly better than the Itti model in road image retrieval. This happens for the following reasons:
• Itti model works well in small salient object extraction, but exhibits inadequate precision when facing large image salient regions.
• The object distributions in building images and vegetation images are relatively homogeneous; causing the salient region detection affects less in the image feature extraction.
• In road images, objects cover a large proportion and are irregularly distributed. In addition, the contrast between objects and the background (green field, lake, i.e.) is remarkable. Therefore, the salient region detection has a great influence on the image feature extraction. Figure 4 Total average precision comparisons between Itti and GBVS using Worldview-2 image databases As shown in Figure 4 , the two models both appear to decline in total average precision when return images increase, but the GBVS model generally performs better than the Itti model. Table II also shows an overwhelming superiority for the GBVS model in contrast with the Itti model in retrieval performance. When comparing the retrieval performance in precision, the GBVS model performs better on almost all the classes, except agricultural and baseball diamond. In a more detail comparison, it can be found that the GBVS model performs significantly better than the Itti model on the freeway, harbour, intersection, overpass and parking lot classes. It is consistent with the performance comparison in road image retrieval using the Worldview-2 image databases in Table I , and also for the same reasons. When comparing the retrieval performances in recall, the superiority of the Itti model is only on the agricultural classes.
For all above performance comparisons in this experiment, it can be concluded that the GBVS model is more appropriate for salient region extraction in remote sensing image retrieval.
Comparison of different image features
In this experiment, colour moments (CM), spectral histograms of DTCWT (DTCWT) and VSP features are exploited to represent image features. The retrieval performances of the three kinds of features using the Worldview-2 image databases are illustrated in Table III . The average precisions in top 16-ranked returns, top 32-ranked returns, top 48-ranked returns and top 64-ranked returns for the three query image categories are recorded. The comparisons on total average precision of the three kinds of features using the Worldview-2 image databases are shown in Figure 5 . The retrieval performances of the three kinds of features using the aerial image database are illustrated in Table IV. According to Table III , CM and DTCWT perform better than VSP features in building image retrieval. As some VSPs are located in building shadow regions, whose features are similar to those ones located in the shadow regions of vegetation, some vegetation images unexpectedly appear in the retrieval results, causing the average precision to decrease. However, in vegetation image retrieval, the VSP features work perfectly with the average precision staying above 98 per cent, which is significantly better than that of other features.
As shown in Figure 5 , the three kinds of features all appear to decline in total average precision when return images increase, but the VSP feature always performs the best of all.
According to Table IV, the VSP feature performs better than the other features on the baseball diamond, beach, Figure 5 Total average precision comparisons of different image features using Worldview-2 image databases chaparral, freeway, harbour, intersection, overpass, parking lot, river and runway classes. In a more detail comparison, it can be found that the VSP feature holds a remarkable superiority on the chaparral, freeway, harbour, parking lot and runway classes. However, the VSP feature performs poorly on the airplane, building, dense residential, golf course, medium density residential, sparse residential and storage tanks classes. In addition, it is interesting that the VSP feature holds a precision of 23.3 per cent and a recall of 80.2 per cent on the forest class, which means a lot of correct returns are ranked between 100 and 200. Finally, when comparing the retrieval performances over all the 21 classes, the VSP feature is still the best of the three kinds of features. For all above performance comparisons in this experiment, it can be summarized that the VSP feature is the best of the three kinds of features for remote sensing image retrieval.
Comparison of different similarity measurements
To achieve an efficient similarity measurement of VSP features, three similarity measurements mentioned in Section 4.2 are exploited in this experiment. The retrieval performances of the three similarity measurements using the Worldview-2 image databases are illustrated in Table V . The average precisions in top 16-ranked returns, top 32-ranked returns, top 48-ranked returns and top 64-ranked returns for the three query image categories are recorded. The comparisons on total average precision of the three similarity measurements using the Worldview-2 image databases are shown in Figure 6 . The retrieval performances of the three similarity measurements using the aerial image databases are illustrated in Table VI. According to Table V , S 1 performs worst in this experiment. As the amount of VSPs in a single image is usually less than 100, the number of images in the two remote sensing image databases is more than 1,000; it is obvious that the discrimination of S 1 is not fine enough to distinguish similar images from so many dissimilar images. In addition, S 3 works a little better than S 2 in building image retrieval, and S 2 works a little better than S 3 in vegetation and road image retrieval.
As shown in Figure 6 , the three similarity measurements all appear to decline in total average precision when the number of return images increases; however, S 2 and S 3 always outperform S 1 , and S 2 always performs the best of all.
According to Table VI, S 1 performs best on the airplane, baseball diamond, building, golf course, sparse residential and storage tanks classes; S 2 performs best on the agricultural and chaparral classes; and S 3 performs best on all the rest 13 classes. When comparing the retrieval performance over all the Figure 6 Total average precision comparisons of different similarity measurements using Worldview-2 image databases 21 classes, it can be found that S 1 performs worst in general, and S 3 performs a little better than S 2 on most classes. For all above performance comparisons in this experiment, it can be concluded that S 2 and S 3 can both perform well on similarity measurement of the VSP features in remote sensing image retrieval, and which one of them performs the best depends on the image database.
VSP feature-based retrieval results for three typical images in the two Worldview-2 image databases are shown in Figure 7 . As the images enclosed by red boxes show, the three query images are a building image, a vegetation image and a road image separately. The top 16-ranked returns for the three queries were recorded and the precisions are 100 per cent, 100 per cent and 93.75 per cent, respectively. VSP feature-based retrieval results for five typical images in the aerial image databases are shown in Figure 8 . As the images enclosed by red boxes show, the classes of the five query images are chaparral, freeway, harbour, parking lot and runway, respectively. The top 10-ranked returns for the five queries were recorded. All the returns of the five queries are correct, except the tenth one (a freeway image) in the runway image retrieval.
Conclusion
This paper proposed a novel remote sensing image retrieval method based on VSP features. The three major issues in remote sensing image retrieval using visual salient features were proposed and discussed in depth. A VSP feature was defined based on image key point detection and a visual attention model to represent salient objects in remote sensing images. Because of filtering out many point features located in image background regions, the VSP feature could describe the salient objects more precisely and efficiently. A remote sensing image retrieval algorithm based on VSP features was designed. Two Worldview-2 image databases and an aerial image database were used to evaluate the retrieval performance of the algorithm. In the experiments, different factors in retrieval performance were analysed and a comparison of retrieval performances between the VSP features and traditional features was built. The experimental results showed that the proposed algorithm performs well in salient region detection, feature descriptor determination and similarity measurement in remote sensing image retrieval. The VSP feature-based algorithm outperformed the traditional methods in retrieval precision. Our further research focuses on dimension reduction for the VSP feature and efficiency optimization of the retrieval algorithm while maintaining good retrieval performance.
