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Resumen
Con la aparicio´n de los chips multiprocesador, la industria del hardware ha
pasado la responsabilidad sobre la eficiencia de las aplicaciones a la comuni-
dad de desarrolladores de software. La gran mayorı´a de programadores au´n
continua desarrollando programas secuenciales, mientras que la mayor parte
del desarrollo paralelo aun se realiza por grupos fuertemente especializados
en programacio´n paralela de alto rendimiento, debido a su complejidad y a la
necesidad de disponer de una profunda comprensio´n de conceptos hardware,
algoritmos y herramientas de programacio´n paralelas.
LaMemoria Transaccional (TM) emerge como una alternativa a la programa-
cio´n paralela convencional, facilitando el desarrollo de programas concurrentes.
Estos sistemas proporcionan al programador las construcciones necesarias para
definir bloques de instrucciones que ejecutan como unidades ato´micas y aisladas
(transacciones), siguiendo un modelo de concurrencia optimista. Estas transac-
ciones se ejecutan en paralelo, a menos que se detecte un conflicto entre ellas
en el acceso a un objeto comu´n. La deteccio´n de conflictos se realiza de mane-
ra transparente por parte del sistema transaccional y supone un aspecto crı´tico
para el rendimiento del sistema. Sin embargo, la memoria transaccional, como
paradigma de programacio´n, aun presenta algunas limitaciones a la hora de pa-
ralelizar determinados tipos de co´digos, especialmente aquellos que presentan
restricciones de precedencia, puesto que tienden a serializar en exceso su ejecu-
cio´n, desperdiciando ası´ gran parte de la ganancia de rendimiento obtenida por
el proceso de paralelizacio´n.
En esta tesis, proponemos un modelo de ejecucio´n transaccional pensado
para explotar la ma´xima concurrencia de programas secuenciales y paralelos
que presenten restricciones de precedencia. Una seccio´n de co´digo del progra-
ma se divide en chunks, los cuales se asignan a diferentes hilos para ejecutar
como transacciones. Estas transacciones ejecutan concurrentemente y de mane-
ra desordenada, intentando aprovechar el ma´ximo paralelismo al tiempo que
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se gestiona su finalizacio´n (commit) asegurando que las dependencias de datos
mantengan una sema´ntica secuencial basada en su orden de precedencia. Este
orden de precedencia parcial, derivado de la seccio´n de co´digo del programa,
es extraı´do por el compilador y/o definido por el programador para garantizar
la correccio´n de la ejecucio´n paralela. Cuando se detecte un conflicto, el sistema
transaccional utilizara´ el orden de precedencia definido para aplicar la mejor
polı´tica para resolverlo, preservando el orden y maximizando la explotacio´n de
la concurrencia. En este modelo se define un nuevo estado en el ciclo de vida de
una transaccio´n, denominado executed-but-not-committed, en el que esta ha fina-
lizado su ejecucio´n pero sus cambios aun no han sido confirmados en memoria.
Este nuevo estado permite explotar la concurrencia en dos niveles: intra-thread
and inter-thread. El primero es mejorado al permitir a los hilos lanzar nuevas
transacciones manteniendo las anteriores activas, a la espera de poder realizar
su commit cumpliendo con la sema´ntica secuencial del programa original, evi-
tando ası´ que el hilo se bloquee. La explotacio´n del segundo nivel se debe al
desacoplo de las fases de ejecucio´n y commit, que permiten relajar la condicio´n
de commit de las transacciones (condicio´n necesaria para poder hacer visibles
sus cambios en memoria), permitiendo desordenar los commits sin afectar a la
sema´ntica secuencial del programa original.
Adema´s, debido aque las operacionesde reduccio´n aglutinanuna importante
parte del tiempo de ejecucio´n enmuchas aplicaciones del mundo real, y a que su
uso esta´ fuertemente ligado a construcciones iterativas, hemos considerado los
bucles de reduccio´n como un escenario de especial intere´s en nuestro modelo de
ejecucio´n. En concreto, hemos analizado co´mo el manejo de las direcciones de
memoria pertenecientes a variables de reduccio´n en entornos transaccionales,
ayuda a facilitar y mejorar la explotacio´n de concurrencia. Tras este ana´lisis
hemos propuesto un soporte como extensio´n a nuestro modelo de ejecucio´n, con
el fin de gestionar las operaciones de reduccio´n como un caso especial de accesos
conflictivos a memoria.
Todas nuestras aportaciones se han implemento sobre un conocido STM
(TinySTM) y evaluadas utilizando un conjunto de benchmarks representativo,






Lista de figuras xiii
Lista de tablas xv
1.- Introduccio´n 1
1.1. Multiprocesadores . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2. Complejidad de la programacio´n paralela . . . . . . . . . . . . . . 4
1.3. La memoria transaccional . . . . . . . . . . . . . . . . . . . . . . . 7
1.4. Motivacio´n y contribuciones . . . . . . . . . . . . . . . . . . . . . . 8
1.5. Estructura de la tesis . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.- Antecedentes y trabajos relacionados 15
2.1. TM como paradigma de programacio´n paralela . . . . . . . . . . . 16
2.2. Decisiones de disen˜o en memoria transaccional . . . . . . . . . . . 17
2.2.1. Control de concurrencia . . . . . . . . . . . . . . . . . . . . 17
2.2.2. Gestio´n de versiones . . . . . . . . . . . . . . . . . . . . . . 20
v
vi I´NDICE GENERAL
2.2.3. Deteccio´n de conflictos . . . . . . . . . . . . . . . . . . . . . 20
2.2.4. Resolucio´n de conflictos . . . . . . . . . . . . . . . . . . . . 24
2.2.5. Aislamiento . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.3. Sistemas de memoria transaccional . . . . . . . . . . . . . . . . . . 27
2.3.1. Memoria transaccional hardware . . . . . . . . . . . . . . . 27
2.3.2. Memoria transaccional software . . . . . . . . . . . . . . . 30
2.3.3. Sistemas con orden . . . . . . . . . . . . . . . . . . . . . . . 34
3.- Metodologı´a 43
3.1. Sistema base TinySTM . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.2. Aplicaciones de evaluacio´n . . . . . . . . . . . . . . . . . . . . . . 48
3.2.1. Aplicaciones transaccionales (STAMP) . . . . . . . . . . . . 49
3.2.2. Aplicaciones de tipo Stencil . . . . . . . . . . . . . . . . . . 57
3.2.3. Aplicaciones con reducciones . . . . . . . . . . . . . . . . . 60
3.3. Me´tricas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.- Modelo de ejecucio´n transaccional con orden de precedencia (TEPO) 71
4.1. Co´digos con restricciones de precedencia . . . . . . . . . . . . . . 71
4.2. Nuestro modelo de ejecucio´n transaccional . . . . . . . . . . . . . 76
4.2.1. Chunks de co´digo y orden de precedencia . . . . . . . . . . 76
4.2.2. Modelo de ejecucio´n transaccional . . . . . . . . . . . . . . 78
4.2.3. Gestor de conflictos . . . . . . . . . . . . . . . . . . . . . . . 82
4.2.4. Planificacio´n de transacciones . . . . . . . . . . . . . . . . . 87
5.- Aplicacio´n del modelo TEPO a co´digos iterativos 89
5.1. Caso de estudio: Transposicio´n matriz dispersa . . . . . . . . . . . 90
5.2. Modelo TEPO en co´digos iterativos . . . . . . . . . . . . . . . . . . 93
5.3. Implementacio´n del modelo TEPO . . . . . . . . . . . . . . . . . . 95
5.3.1. Read . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
I´NDICE GENERAL vii
5.3.2. Write . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.3.3. Rollback . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.3.4. Commit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.4. Evaluacio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
5.4.1. STAMP benchmark suite . . . . . . . . . . . . . . . . . . . . 107
5.4.2. Co´digos iterativos . . . . . . . . . . . . . . . . . . . . . . . 112
5.4.3. Evaluando overheads . . . . . . . . . . . . . . . . . . . . . 118
6.- Extensio´n del modelo TEPO para co´digos con reducciones 121
6.1. Fundamentos sobre reducciones . . . . . . . . . . . . . . . . . . . 121
6.1.1. Revisio´n de te´cnicas de paralelizacio´n de reducciones . . . 123
6.2. Reducciones en memoria transaccional . . . . . . . . . . . . . . . . 128
6.3. Soporte transaccional para reducciones . . . . . . . . . . . . . . . 128
6.4. Modelo de programacio´n con R-TM . . . . . . . . . . . . . . . . . 133
6.5. Evaluacio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
6.5.1. Benchmark sinte´tico: Histograma de imagen . . . . . . . . . 135
6.5.2. Aplicaciones reales . . . . . . . . . . . . . . . . . . . . . . . 138
7.- Conclusiones y trabajos futuros 143
Ape´ndices 149
A.- La interfaz OpenTM 149
A.1. Modelo transaccional . . . . . . . . . . . . . . . . . . . . . . . . . . 149
A.2. Construcciones ba´sicas . . . . . . . . . . . . . . . . . . . . . . . . . 150
A.2.1. Bloque transaccional . . . . . . . . . . . . . . . . . . . . . . 150
A.2.2. Bucle transaccional . . . . . . . . . . . . . . . . . . . . . . . 151
A.2.3. Seccio´n transaccional . . . . . . . . . . . . . . . . . . . . . . 152
A.3. Construcciones avanzadas . . . . . . . . . . . . . . . . . . . . . . . 152
viii I´NDICE GENERAL
A.3.1. Ejecucio´n alternativa . . . . . . . . . . . . . . . . . . . . . . 152
A.3.2. Manejadores de transaccio´n . . . . . . . . . . . . . . . . . . 153
A.4. Rutinas adicionales en OpenTM . . . . . . . . . . . . . . . . . . . . 153
A.5. Limitaciones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
Bibliografı´a 157
I´ndice de figuras
1.1. Evolucio´nde losprocesadores Intel desde 1970hasta 2010 (Intel,K.
Olukotun). Extraı´do de la presentacio´n Introduction to many-core
architectures by Henk Corporaal (ASCI Wintherschool on Embedded
Systems). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.1. Diferentes aproximaciones en control de concurrencia . . . . . . . 18
2.2. Problema´tica de la deteccio´n de conflictos. . . . . . . . . . . . . . . 23
2.3. Diferentes me´todos de resolucio´n de conflictos. . . . . . . . . . . . 25
3.1. Estructuras de datos utilizadas en TinySTM . . . . . . . . . . . . . 47
3.2. Pseudoco´digo correspondiente a Bayes. . . . . . . . . . . . . . . . 50
3.3. Pseudoco´digo correspondiente a Genome. . . . . . . . . . . . . . . 51
3.4. Pseudoco´digo correspondiente a Intruder. . . . . . . . . . . . . . . 53
3.5. Pseudoco´digo correspondiente a Kmeans. . . . . . . . . . . . . . . 54
3.6. Pseudoco´digo correspondiente a Labyrinth. . . . . . . . . . . . . . 55
3.7. Pseudoco´digo correspondiente a Ssca2. . . . . . . . . . . . . . . . 56
3.8. Pseudoco´digo correspondiente a Vacation. . . . . . . . . . . . . . . 57
3.9. Pseudoco´digo correspondiente a Yada. . . . . . . . . . . . . . . . . 58
3.10. Co´digo correspondiente al bucle principal del benchmark Jacobi . . 59
3.11. Co´digo correspondiente al bucle principal del benchmark Seidel . . 60
3.12. Co´digo correspondiente al co´mputo de fuerzas en Fluidanimate . . 62
3.13. Co´digo correspondiente a la subrutinaque calcula la transformada
inversa de Legendre para la fila irow. . . . . . . . . . . . . . . . . . 63
ix
x I´NDICE DE FIGURAS
3.14. Bucle de reduccio´n que recorre los bordes de la malla durante el
ca´lculo del cambio de velocidad en Euler. . . . . . . . . . . . . . . 64
3.15. Bucle de reduccio´n que recorre todos los pares de mole´culas para
el ca´lculo de fuerzas enMD2. . . . . . . . . . . . . . . . . . . . . . 66
3.16. Bucle principal del benchmark Histograma . . . . . . . . . . . . . . 67
3.17. Expresiones correspondientes a las me´tricas de speedup en sus tres
variantes. La variable timeSERIAL representa el tiempo de ejecucio´n
de la versio´n secuencial,mientras que timeSTM representa el tiempo
de ejecucio´n la versio´n transaccional. . . . . . . . . . . . . . . . . . 68
3.18. Expresio´n correspondiente a la me´trica throughput. La variable
committedXactsSTM es el nu´mero de transacciones que han rea-
lizado el commit. La variable timeSTM representa en tiempo de
ejecucio´n de la versio´n transaccional del programa. . . . . . . . . 69
3.19. Expresio´n correspondiente a la me´trica transaction commit rate. La
variable committedXactsSTM es el nu´mero de transacciones que han
realizado el commit, mientras que La variable executedXactsSTM
es el nu´mero total de transacciones que ha iniciado el sistema
transaccional. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.1. Problema´tica con los accesos irregulares. Las dependencias de
flujo se representan mediante una flecha simple (en rojo), las anti-
dependencias mediante una fecha marcada con una lı´nea per-
pendicular (en azul) y las dependencias de salida con una fecha
marcada con un cı´rculo (en verde). . . . . . . . . . . . . . . . . . . 75
4.2. Diagrama de estados del chunk . . . . . . . . . . . . . . . . . . . . 81
4.3. Escenarios destacados en la resolucio´n de conflictos en TEPO (ta-
bla 4.1). La precedencia entre las transacciones queda definida
por el identificador nume´rico de cada transaccio´n. Transacciones
sin identificador nu´merico se consideran no relacionadas por un
orden de precedencia . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.4. Escenario de comparacio´n entre aplicar una condicio´n de commit
relajada y estricta . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.1. Co´digo secuencial del algoritmo de transposicio´n de matriz dis-
persa de Pissanetzky en estilo FORTRAN. . . . . . . . . . . . . . . 91
I´NDICE DE FIGURAS xi
5.2. Pseudoco´digo de la versio´n paralela de la transposicio´n de matriz
dispersa utilizando una estrategia de particionamiento de datos
(data parallel) en estilo FORTRAN. . . . . . . . . . . . . . . . . . . . 92
5.3. Pseudoco´digo de la versio´n transaccional de la transposicio´n de
matriz dispersa utilizando notacio´n OpenTM en estilo FORTRAN. 93
5.4. El bucle es particionado en chunks, con un orden de precedencia
total. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.5. Implementacio´n TEPO: un conjunto de transacciones son asigna-
das a dos hilos; las flechas representan el orden de precedencia
inmediato en un estilo similar a los diagramas Hasse; Mientras no
existan conflictos de datos, las transacciones pueden progresar;
las transacciones en ejecucio´n pueden entrar en conflicto bien con
otras en ejecucio´n o bien con aquellas ya ejecutadas a la espera de
commit de otro hilo; para cada hilo las dos transacciones ma´s des-
tacables son la actual en ejecucio´n y la primera esperando su turno
de commit (i.e., el minimal de entre aquellas que se encuentran en
estado X). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.6. Estructura de array de bits para la evaluacio´n de la condicio´n de
commit. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
5.7. Un pool de slots, implementado como un buffer circular, permite
mantener mu´ltiples transacciones activas por hilo. El proceso de
checkpoint esta´ implı´cito al tomar un nuevo slot. . . . . . . . . . . . 104
5.8. Escenarios de commit: En la implementacio´n base de TinySTM
una transaccio´n puede realizar el commit justo despue´s de su eje-
cucio´n; TEPO realiza el commit cuando todas las transacciones
precedentes han finalizado su ejecucio´n (aunque no hayan efec-
tuado el commit); en el caso de la versio´n ordenada de TinySTM,
una transaccio´n realiza el commit solo cuando todas las transaccio-
nes precedentes han efectuado su commit. Adema´s, TEPO puede
lanzar varias transacciones sin necesidad de que las anteriores
realicen el commit, lo cual oculta el este retardo. . . . . . . . . . . . 108
5.9. STAMP benchmark: Speedup utilizando la configuracio´n de la ta-
bla 5.4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
5.10. STAMP benchmark: TCR utilizando la configuracio´n de la tabla 5.4. 111
xii I´NDICE DE FIGURAS
5.11. Resultados de Throughput para el co´digo sparse matrix transposition
para distintas matrices de entrada utilizando TEPO y TinySTM-
ordered. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
5.12. Resultados de TCR para el co´digo sparse matrix transposition para
distintas matrices de entrada utilizando TEPO y TinySTM-ordered. 114
5.13. Funcio´n para el ca´lculo del u´ltimo nu´mero primo . . . . . . . . . 115
5.14. Resultados de Speedup para el co´digo sparse matrix transposition
con carga de trabajo extra (8, 16 y 32 hilos; eje x es presentado en
escala cuadra´tica) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
5.15. Evaluacio´n de speedup y TCR para el benchmark Fluidanimate. (a,b)
muestra la comparacio´n de TEPO frente a las versiones base y
ordenada de TinySTM. (c,d) muestra los resultados de TEPO para
diferentes taman˜os de chunk (CS) (iteraciones/chunk). . . . . . . . 117
5.16. Evaluacio´n de speedup para Jacobi. (a) muestra la comparacio´n de
TEPO frente a TinySTM (tanto base como ordenada) y OpenMP.
(b) muestra los resultados de TEPO para diferentes taman˜os de
chunk (CS) (iteraciones/chunk). . . . . . . . . . . . . . . . . . . . . . 118
5.17. Evaluacio´n de speedup yTCRpara Seidel. (a,b)muestra la compara-
cio´ndeTEPOfrente a la versio´n ordenadadeTinySTM. (c,d)mues-
tran los resultados de TEPOpara diferentes taman˜os de chunk (CS)
(iteraciones/chunk). . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
6.1. Ejemplo de reduccio´n histograma sobre un array de reduccio´n . . 122
6.2. Bucles con reducciones que no constituyen un bucle de reduccio´n 123
6.3. Ejemplo de reduccio´n parcial . . . . . . . . . . . . . . . . . . . . . 123
6.4. Alternativasparaparalelizarunbuclede reduccio´n enestiloOpenMP126
6.5. Utilizacio´n de la aproximacio´n TM como reemplazo directo de
secciones crı´ticas. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
6.6. Buffer dedicado para escrituras de reduccio´n en R-TM. . . . . . . . 130
6.7. Mecanismo de commit para los diferentes buffers en el soporte de
reduccio´n R-TM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
6.8. Definicio´n manual del objeto de reduccio´n (notacio´n OpenTM) . 133
6.9. Densidad de probabilidad para las ima´genes de prueba utilizadas
en el benchmark Histograma . . . . . . . . . . . . . . . . . . . . . . 136
I´NDICE DE FIGURAS xiii
6.10. Resultados experimentales para el benchmark Histograma. . . . . 137
6.11. Transaction commit rate (TCR) de R-TM y TinySTM para distinto
nu´mero de hilos. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
6.12. Speedup relativo y comparativo de R-TM frente a TinySTM. El spee-








6.13. Overhead de memoria medio por hilo para R-TM en relacio´n a una
privatizacio´n total, utilizando distintos taman˜os de transaccio´n
(iteraciones por transaccio´n). . . . . . . . . . . . . . . . . . . . . . 141

Lista de tablas
2.1. Sistemas TM que soportan transacciones ordenadas . . . . . . . . 41
3.1. Caracterizacio´n de las aplicaciones STAMP . . . . . . . . . . . . . 49
4.1. Resolucio´n de conflictos en TEPO: Hilo t esta´ ejecutando el chunk
u que accede a la localizacio´n dememoriam en unmomento dado;
v es otro chunk en U, v , u, que accedio´ a m previamente (RS(v):
Read Set,WS(v): Write Set) . . . . . . . . . . . . . . . . . . . . . . 83
4.2. Planificacio´n en TEPO: Primitivas transaccionales . . . . . . . . . 88
4.3. Planificacio´n en TEPO: Funciones auxiliares . . . . . . . . . . . . 88
5.1. Notacio´n gene´rica . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.2. Funciones de utilidad general . . . . . . . . . . . . . . . . . . . . . 97
5.3. Configuracio´n de la plataforma de evaluacio´n . . . . . . . . . . . 106
5.4. STAMP workloads . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
5.5. Caracterı´sticas de las matrices dispersas . . . . . . . . . . . . . . . 112
6.1. Te´cnicas de paralelizacio´n de bucles de reduccio´n . . . . . . . . . 124
6.2. Primitivas de memoria necesarias para el soporte R-TM . . . . . . 132
6.3. Paralelizacio´n de reducciones: R-TM vs. OpenMP . . . . . . . . . 134





Tradicionalmente, los programas informa´ticos se han desarrollado pensando
en una ejecucio´n en serie. Para resolver un problema, se desarrolla un algoritmo
y se implementa como un flujo en serie de instrucciones. Estas instrucciones
son ejecutadas en un procesador una a una. Sin embargo, la exigencia de la
computacio´n de alto rendimiento y las aplicaciones cientı´ficas pronto mostraron
las limitaciones de estemodelo de ejecucio´n. El desarrollo tecnolo´gico permitio´ la
integracio´n de un nu´mero cada vez mayor de transistores dentro un chip, y por
ende, un incremento en las prestaciones de los procesadores. Estemayor nu´mero
de transistores trajo aparejadas mejoras en la arquitectura de los procesadores
gracias a la inclusio´n de nuevas unidades funcionales, nuevos registros, ası´ como
ma´s y mayores cache´s. Adema´s, estas mejoras vinieron acompan˜adas por un
incremento en la frecuencia de reloj que se tradujo en una mayor velocidad de
computacio´n. Ası´ pues, la complejidad y el rendimiento de los procesadores han
tenido una evolucio´n fuertemente dependiente de la escala de integracio´n.
En 1965, Gordon Moore observo´ empı´ricamente que el nu´mero de transisto-
res dentro del procesador se duplicarı´a cada 18-24 meses y que esta tendencia se
prolongarı´a a lo largo de las siguientes de´cadas (Ley de Moore [68]). Hoy en dı´a,
esta observacio´n au´n es va´lida, llegando a cifras de en torno a los 1000 millones
de transistores en los procesadores actuales. Estos dos aspectos, frecuencia de
reloj y nu´mero de transistores, propiciaron la aparicio´n de las primeras formas
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de paralelismo en los procesadores con flujo de control secuencial. Concretamen-
te, tres tipos de paralelismo interno [83, 74] (complementarios entre sı´) fueron
desarrollados:
Paralelismo a nivel de bit: Al aumentar el taman˜o de palabra, se redujo
significativamente el nu´mero de instrucciones necesarias para realizar una
operacio´ndeterminada.De esta forma, hastamitadde lade´cadade los 80, el
taman˜o de palabra utilizada por los procesadores para sus operaciones fue
incrementando gradualmente desde 4 a 32 bits. Esta tendencia se suavizo´,
acabando en la adopcio´n de los 64 bits como esta´ndar a principios de los
90.
Paralelismo por pipeline: La idea detra´s del paralelismo a nivel de instruc-
cio´n o ILP (instruction-level parallelism) consiste en solapar la ejecucio´n de
mu´ltiples instrucciones. Para ello, las instrucciones deben ser segmentadas
en distintas fases (generalmente bu´squeda, decodificacio´n, ejecucio´n y escritu-
ra) que son ejecutadas por diferentes unidades funcionales una tras otra.
Haciendo estas fases de igual taman˜o y sincroniza´ndolas mediante ciclos
de reloj, se consigue quemu´ltiples instrucciones ejecuten en paralelo, man-
tenie´ndolas en etapas diferentes. Este tipo de paralelismo funciona bien en
ausencia de dependencias.
Paralelismo por mu´ltiples unidades funcionales: Este paralelismo consiste en
utilizarmu´ltiples e independientes unidades funcionales, tales comoALUs
(unidades aritme´tico lo´gicas), FPUs (unidades de punto flotante), unida-
des de carga/almacenamiento, o unidades de salto. Estas unidades crean
varios cauces de ejecucio´n que permiten ejecutar diferentes instrucciones
independientes en paralelo. No obstante, el nu´mero de unidades funcio-
nales que puede ser utilizado de manera eficiente esta´ restringido por las
dependencias de datos entre instrucciones.
Durante an˜os, los factores que han mantenido el incremento en el rendi-
miento de los procesadores han sido el aumento de la frecuencia de reloj y el
aprovechamiento del paralelismo interno obtenido por la explotacio´n del pipeline
y de las mu´ltiples unidades funcionales. Sin embargo, desde hace algu´n tiempo su
lı´mite parece estar cada vez ma´s cerca en los procesadores de a´mbito general.
Adema´s, el incremento de la densidad de transistores en chip y la frecuencia de
reloj hicieron aparecer nuevos problemas de consumo de potencia y disipacio´n
de calor (figura 1.1).
Por ello se opto´ por pasar de un enfoque basado en el incremento de la com-
plejidad de la organizacio´n interna del chip procesador, a una nueva arquitectura
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Figura 1.1: Evolucio´n de los procesadores Intel desde 1970 hasta 2010 (Intel, K.
Olukotun). Extraı´do de la presentacio´n Introduction to many-core architectures by
Henk Corporaal (ASCI Wintherschool on Embedded Systems).
que integrase mu´ltiples nu´cleos de procesamiento independientes, y relativa-
mente simples, dentro de un mismo chip. Este nuevo enfoque permitı´a no solo
resolver el problema en la disipacio´n de calor, al reducir la densidad de transis-
tores en cada nu´cleo y su frecuencia de reloj, sino tambie´n reducir el consumo de
energı´a mediante la desactivacio´n de aquellos nu´cleos de procesamiento inac-
tivos durante los periodos de poca exigencia computacional. El resultado han
sido los llamados procesadores multinu´cleo (multicore processors), en los que cada
nu´cleo dispone de un flujo de control separado. De este modo comienza a cobra
mayor importancia la explotacio´n eficiente del conocido como Paralelismo a nivel
de hilo/proceso; lo cual tiene una consecuencia directa en la manera en que se
escriben y codifican los programas.
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1.2. Complejidad de la programacio´n paralela
Los computadores paralelos han sido utilizado durante muchos an˜os, a lo
largo de los cuales se han propuesto muchas numerosas alternativas en cuanto
a arquitectura. Una manera simple de clasificarlas es siguiendo la taxonomı´a de
Flynn [28], la cual distingue cuatro categorı´as:
Single-Instruction, Single-Data (SISD): Se corresponde con la arquitectura
convencional de computadora secuencial de acuerdo al modelo Von Neu-
mann, en la que hay un u´nico elemento de procesamiento que accede a un
u´nico programa y almacenamiento de datos. En cada paso, se carga una
instruccio´n y sus correspondientes datos, para seguidamente ejecutarla.
Multiple-Instruction, Single-Data (MISD): Su arquitectura de compone de
mu´ltiples elementos de procesamiento, cada uno con su memoria de pro-
grama privada, pero un u´nico acceso comu´n a una u´nica memoria com-
partida. En cada paso, todos los elemento de procesamiento obtienen un
mismo dato, sobre el que cada uno aplica una instruccio´n diferente obte-
nida de su memoria privada de programa.
Single-Instruction,Multiple-Data (SIMD):En esta categorı´a se agrupan aque-
llas arquitecturas con mu´ltiples elementos de procesamiento, cada uno de
los cuales tiene acceso a una memoria de datos (compartida o distribuida);
pero solo dispone de una u´nica memoria de programa, gestionada por un
procesador de control. En cada paso, cada elemento de procesamiento ob-
tiene una misma instruccio´n del procesador de control, la cual aplica a un
conjunto diferente de datos.
Multiple-Instruction, Multiple-Data (MIMD): Las arquitecturas en esta cate-
gorı´a disponen de mu´ltiples elementos de procesamiento que trabajan de
manera ası´ncrona e independiente, disponiendo de acceso a una memoria
de datos y programa compartida o distribuida. Ası´ en cada paso, cada
elemento de procesamiento puede ejecutar diferentes instrucciones sobre
diferentes datos. Los procesadores multinu´cleo o los clusters son claros
ejemplos de tipo de arquitecturas.
De entre estas categorı´as, aquellas que siguen un modelo MIMD, son las que
han despertado un mayor intere´s en los u´ltimos an˜os, en especial para compu-
tacio´n paralela de propo´sito general. Los MIMD pueden a su vez organizarse
en diferentes grupos, en base a la organizacio´n fı´sica de la memoria (maquinas
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de memoria distribuida (DMM) o compartida (SMM)) y a la percepcio´n de esta
desde el punto de vista del programador.
En esta tesis centraremos nuestro estudio en arquitecturas con una memoria
fı´sica compartida (SMM), y ma´s concretamente, en una variante que aglutina
mu´ltiples nu´cleos de ejecucio´n independientes en un u´nico chip, tambie´n co-
nocida como Chips Multiprocessors (CMP’s). Estos sistemas disponen de una red
de interconexio´n que conecta cada nu´cleo de procesamiento con una memoria
compartida (memoria global). El modelo de programacio´n natural en esta clase
de arquitecturas consisten en utilizar la memoria compartida para intercambiar
informacio´n entre los nu´cleos de procesamiento mediante el uso de variables
compartidas. Pese a las ventajas que presenta, la existencia de una memoria
compartida tambie´n presenta algunos inconvenientes. Los accesos concurren-
tes por parte de los nu´cleos de procesamiento a variables compartidas deben
coordinarse puesto que pueden ocasionar condiciones de carrera con efectos im-
predecibles sobre la consistencia de memoria.
Para evitar esto, los programadores deben encargarse de sincronizar estos
accesos, haciendo uso del modelo de paralelismo a nivel de hilo. La idea detra´s de
este tipo de paralelismo consiste en la ejecucio´n de mu´ltiples hilos (threads) que
colaboran para resolver un problema de forma paralela. Un hilo consta de un
flujo de control independiente, que comparte datos con otros hilos a trave´s de
un espacio de direccio´n global. Por lo general, el paralelismo a nivel de hilo no se
puede explotar en su totalidad u´nicamente por hardware, puesto que se precisan
varios pasos previos no triviales tales como descomponer el problema, asignar
el trabajo a los hilos, gestionar y sincronizar estos hilos y mapearlos sobre la
arquitectura.
Por ello, su explotacio´n requiere de algu´n elemento software (compilador, li-
brerı´as, runtime) y/o soporte por parte del programador. Una aproximacio´n en la
que el programador interviene mı´nimamente es la paralelizacio´n automa´tica [65].
En ella el compilador, con la ayuda de librerı´as o soporte runtime, se encarga de
analizar las dependencias en el programa y generar una versio´n paralela correc-
ta de la aplicacio´n. Este tipo de ana´lisis suele ser muy complejo y conservador,
especialmente con co´digos que utilizan indirecciones, punteros o estructuras de
datos dina´micas, por lo que solo es apropiado para un rango muy limitado de
aplicaciones. Adema´s, en muchos casos, el no determinismo ocasionado por la
ejecucio´n concurrente, ası´ como el paralelismo oculto que presentan algunos
co´digos, impiden que se pueda realizar este ana´lisis en tiempo de compilacio´n
como base la paralelizacio´n esta´tica. Por ello, en una gran parte de estas apli-
caciones debe ser el programador el que especifique explı´citamente, a nivel de
lenguaje, las partes del co´digo a paralelizar.
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Por otra parte, en base a co´mo se realice la particio´n del trabajo asignado a ca-
da hilo, podemos destacar las dos principales aproximaciones ma´s ampliamente
utilizadas: Paralelismo a nivel de tarea y paralelismo a nivel de datos. En el paralelis-
mo a nivel de tarea, dividimos el problema en varias tareas y asignamos estas
a los hilos de ejecucio´n. De esta manera cada hilo efectu´a su propia secuencia
de operaciones. En el paralelismo de datos, se particiona el conjunto de datos
utilizados para resolver el problema y se distribuyen entre los hilos de ejecucio´n,
de manera que cada uno de ellos realiza un conjunto de operaciones, mas o me-
nos similar, sobre su parte de los datos. Este reparto de datos no necesariamente
tiene que ser disjunto, ya que varios hilos pueden necesitar datos comunes para
alcanzar una solucio´n correcta.
Por ello, independientemente de co´mo se desarrolle la versio´n paralela de
la aplicacio´n (automa´tica o manual) y de co´mo se divida el problema (tareas o
datos), si existe riesgo de acceso concurrente a datos compartidos, es necesario
tomarmedidas para evitar inconsistencias en la ejecucio´n paralela. Elmecanismo
tradicional para sincronizar los hilos en su acceso a datos compartidos siempre
ha sido el uso de primitivas cla´sicas de sincronizacio´n (barreras, sema´foros, mo-
nitores, etc.), siendo el uso de locks la ma´s representativa de de todas ellas a bajo
nivel. Un lock es una variable compartida que semodifica utilizando operaciones
ato´micas, demanera que solo un hilo pueda adquirirlo a la vez. Una vez adquiri-
do el lock, el hilo accede a la seccio´n crı´tica mientras que otros hilos esperan a que
el lock se libere. Sin embargo, los locks presentan dos aspectos que degradan el
rendimiento paralelo y limitan la escalabilidad: overhead y contencio´n. El overhead
hace referencia al tiempo necesario para inicializar el lock, el tiempo necesario
para adquirirlo y liberarlo, y el espacio de memoria necesario para almacenarlo.
La contencio´n es el tiempo consumido por los hilos que esta´n bloqueados a la
espera de adquirir el mismo lock. Existe un compromiso entre ambos aspectos
dependiendo de la granularidad del lock. Locksde grano fino pueden incrementar
las oportunidades de paralelismo pero a cambio de elevar el overhead,y reque-
rir un mayor esfuerzo de programacio´n. Locks de grano grueso simplifican la
programacio´n paralela, pero an˜aden un alto grado de serializacio´n.
Una alternativa a la exclusio´n mutua mediante locks, es el uso de algoritmos
no bloqueantes (lock-free, wait-free) [37, 48]. Estos me´todos utilizan primitivas
especificas proporcionadas por el hardware, tales como CAS (compare-and-swap)
o TS (test-and-set), que permiten leer y escribir una posicio´n de memoria ato´mi-
camente, garantizando que ninguna otra instruccio´n puede intercalarse entre
ellas. A diferencia de los locks, la programacio´n no bloqueante permite a los hilos
progresar de forma optimista, permitiendo ejecutar concurrentemente la seccio´n
crı´tica mientras no haya conflictos en memoria entre hilos diferentes. En el caso
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de conflicto, los hilos reintentan la ejecucio´n de la seccio´n crı´tica hasta tener e´xito.
Sin embargo, el disen˜o de algoritmos no bloqueantes es complicado y depende
del conjunto de primitivas ato´micas disponible en el sistema para alcanzar un
buen rendimiento.
1.3. La memoria transaccional
En 1977, David B. Lomet realizo´ la observacio´n de que una abstraccio´n simi-
lar al concepto de transacciones presente en bases de datos podrı´an constituir
un buen mecanismo para asegurar la consistencia de datos compartidos en los
lenguajes de programacio´n [59]. Sin embargo, no serı´a hasta 1993 cuando se
acun˜arı´a el termino memoria transaccional (TM) de mano de la primera propues-
ta hardware basada en esta idea, realizada por Maurice Herlihy y J. Eliot B.
Moss [48].
La memoria transaccional [54, 45] emergio´, ası´, como una alternativa viable
a las construcciones cla´sicas para mantener la consistencia (locks, construcciones
lock-free, etc) en paradigmas de programacio´n paralela. Se introduce el concepto
de transaccio´n como una secuencia de instrucciones que se ejecutan especulati-
vamente en un procesador como una unidad ato´mica y aislada. Un sistema de
memoria transaccional ejecuta transacciones en paralelo, permitiendo finalizar
(commit) a aquellas que no presenten conflictos en memoria. Durante su ejecu-
cio´n, el sistemaTMregistra los conjuntos de datos leı´dos (read set) y escritos (write
set) por cada transaccio´n. Cuando dos o ma´s transacciones intentan acceder al
mismo dato compartido y al menos una operacio´n es una escritura, se dice que
las transacciones esta´n en conflicto. En este caso, el conflicto debe ser resuelto
serializando la ejecucio´n de las transacciones conflictivas a fin de preservar la
atomicidad.
Los lenguajes de programacio´n modernos proporcionan potentes mecanis-
mos de abstraccio´n, tales como la composicio´n, que facilitan el desarrollo incre-
mental y la reusabilidad de los componentes software. Sin embargo, las primiti-
vas de bajo nivel para la sincronizacio´n explicita (locks) no son adecuadas para la
construccio´n de estas abstracciones, ya que pueden causar situaciones de dead-
lock. La memoria transaccional permite resolver el problema de la composicio´n,
adema´s reduce la serializacio´n producida por los locks y otras construcciones
cla´sicas gracias a un modelo de ejecucio´n optimista que permite maximizar
la cantidad de concurrencia explotada por la aplicacio´n. Aunque la memoria
transaccional resuelve muchos de los inconvenientes de las construcciones cla´si-
cas, tambie´n introduce nuevas situaciones problema´ticas como livelock y otras
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patologı´as [13] derivadas de las caracterı´sticas propias de esta nueva abstrac-
cio´n, aunque todas ellas pueden ser resueltas por el sistema transaccional para
asegurar el progreso del sistema.
Desde lapropuestadeLomet,muchas implementacionesdememoria transac-
cional han aparecido tanto en software (STM) [93, 49, 46, 38, 60, 22] como en
hardware (HTM) [47, 80, 43, 81, 2, 69, 21], ası´ como implementaciones hı´bridas
(HiTM) [20, 53] y aceleradas por hardware [89]. Aunque los sistemas HTM se
disen˜an para presentar un rendimiento superior a los sistemas STM, estos u´lti-
mos han demostrado ser mucho ma´s versa´tiles y presentan menos limitaciones,
lo que las convierte en una herramienta de investigacio´n excelente. Aunque los
fabricantes de hardware esta´n empezando a incorporar los conceptos de TM
a sus nuevos procesadores multicore [17, 19, 85], como es el caso de Intel con
la inclusio´n de su soporte Transactional Syncronizations Extensions (TSX) en su
arquitectura Haswell o AMD con su Advanced Synchronization Facility (ASF),
estos aun se presentan como una versio´n muy ba´sica y limitada de memoria
transaccional, lejos de las ma´s novedosas y prometedoras propuestas.
1.4. Motivacio´n y contribuciones
Lamemoria transaccional proporciona unmodelo de ejecucio´n desordenado,
donde las transacciones se pueden ejecutar y realizar su commit en cualquier
orden alcanzando un resultado correcto. En presencia de un conflicto entre dos
transacciones, el sistema puede resolverlo abortando cualquiera de ellas. No
obstante, esta aproximacio´n solo es apropiada cuando se aplica a laparalelizacio´n
de bloques de co´digo sin relacio´n sema´ntica entre sı´, ma´s alla´ del acceso a objetos
compartidos.
Sin embargo, son numerosas las construcciones de programacio´n en las que
los bloques de co´digo presentan fuertes relaciones de dependencia entre sı´ que
limitan o restringen el orden en que deben ser ejecutadas para garantizar la
correccio´n de los resultados
En adelante, utilizaremos el te´rmino co´digos con restriccio´n de precedencia para
hacer referencia a estos bloques de instrucciones, ya sean en forma de iteracio-
nes individuales (o grupo de ellas) de un bucle, tareas o sencillamente conjunto
de instrucciones de un programa secuencial, que precisan del resultado o la
ejecucio´n de otras previas para completar su trabajo produciendo un resultado
correcto.. Es el caso de la paralelizacio´n de bucles con dependencias loop-carried
o de conjuntos de tareas dependientes, en las que un conjunto de iteraciones
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o tareas dependen directamente del resultado de la computacio´n realizada en
otras, con el fin de realizar su trabajo. Adema´s, si estas dependencias vienen
determinadas por los datos que se computan durante la ejecucio´n de la aplica-
cio´n, se hacemuy complejo o incluso imposible su ana´lisis y, como consecuencia,
la forma habitual de asegurar la correccio´n es ejecutar estos bloques de co´digo
secuencialmente. Desafortunadamente, este tipo de construcciones no son in-
frecuentes, estando presentes en muchos dominios de aplicacio´n, incluyendo la
computacio´n con matrices dispersas, dina´mica molecular, biologı´a molecular o
procesamiento de ima´genes.
Esta tesis esta´ motivada por este tipo de aplicaciones en los que la explo-
tacio´n del paralelismo no es trivial, o directamente posible, sin incurrir en un
alto grado de serializacio´n. En esta tesis analizamos el paradigma de ejecucio´n
optimista y especulativa, propuesto por la memoria transaccional, como soporte
para facilitar la paralelizacio´n de co´digos con restricciones de precedencia. Aun-
que ya existen algunas propuestas que establecen algu´n tipo de restriccio´n de
orden entre las transacciones del sistema ([43, 4, 9, 27, 78, 82]), en general, este
mecanismo de ordenacio´n es utilizado para obtener un esquema de serializacio´n
de conflictos que evite posibles abortos de transacciones y no especı´ficamente
para asegurar el orden entre las dependencias de datos sea equivalente con el de
la ejecucio´n secuencial del programa.
Las aportaciones realizadas en esta tesis doctoral son las siguientes:
Una evaluacio´n de la idoneidad del paradigma de memoria transaccional
aplicado a la paralelizacio´n de co´digos secuenciales con restricciones de
precedencia se presenta como una alternativa intuitiva y de baja compleji-
dad respecto a otras propuestas cla´sicas.
Se introduce y evalu´a un modelo de ejecucio´n transaccional para co´digos
con restricciones de precedencia que se basa en lo siguiente:
• Definicio´n explı´cita de las dependencias entre transacciones por parte
del programador (o del compilador) demanera que el sistema transac-
cional subyacente pueda ejecutarlas en cualquier orden en tanto que
las dependencias entre ellas sean mantenidas de acuerdo al orden
impuesto.
• Desacoplo de las fases de ejecucio´n y commit de la transaccio´n gra-
cias a la introduccio´n de un nuevo estado executed-but-uncommited que
mantiene activo su contexto hasta que se realiza el commit, ayudando
a simplificar y relajar las restricciones de precedencia entre transac-
ciones.
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• Soporte para el lanzamiento continuodenuevas transacciones en cada
procesador, aunque las anteriores no hayan confirmado sus cambios
a memoria, lo que permite mayor paralelismo y flexibilidad en el
proceso de ejecucio´n, ocultando a su vez la latencia derivada del
mantenimiento del orden de precedencia.
Desarrollo de un soporte transaccional especial para la paralelizacio´n de
bucles de reduccio´n que considera las caracterı´sticas excepcionales de este
tipo de construcciones para maximizar el paralelismo explotado, sin in-
currir en los conflictos innecesarios que provocarı´a la aplicacio´n de una
propuesta transaccional cla´sica sobre estas estructuras que presentan un
paralelismo total.
Fruto de este trabajo se publicado artı´culos en tres congresos de a´mbito
internacional [33, 35, 36]; en tres workshops tambie´n de a´mbito internacional [34,
30, 31]; y ası´ mismo, ha sido aceptada para su publicacio´n una contribucio´n
derivada de este trabajo en la revista ACM Transactions on Architectural and Code
Optimization (TACO) [32] indexada en el ISI Journal Citation Reports (JCR).
A continuacio´n se resumen las principales aportaciones incluidas en de cada
una de ellas:
➲M. Angel Gonzalez-Mesa, Ricardo Quislant, Eladio Gutierrez, and Oscar
Plata. Automatic loop parallelization using transactional memory support.
In 16th Workshop on Compilers for Parallel Computers (CPC’12), Padova, Italy,
January 2012.
➲M. Angel Gonzalez-Mesa, Eladio Gutierrez, and Oscar Plata. Leveraging
transactional memory to extract parallelism. In Euro-TM Workshop on Tra-
nactional Memory (WTM’12) (co-located with EuroSys 2012), Bern, Switzer-
land, April 2012.
En estos artı´culos se presenta una primera propuesta acerca de la utilizacio´n
de la memoria transaccional como vehı´culo para extraer paralelismo de co´digos
iterativos y que conforman la ge´nesis del modelo propuesto en el capı´tulo 4.
Ba´sicamente, se analiza la idea de utilizar el orden lexicogra´fico definido por el
co´digo secuencial para filtrar los conflictos derivados de las falsas dependencias
de datos, al tiempo que se intenta limitar la serializacio´n del sistema ocasionada
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por las verdaderas dependencias explorando alternativas como la detencio´n de
transacciones o el uso de adelantamiento de datos para reducir la tasa de abortos.
➲Miguel A. Gonzalez-Mesa, Eladio D. Gutierrez, and Oscar Plata. Paralleli-
zing the sparse matrix transposition: Reducing the programmer effort using
transactional memory. Procedia Computer Science, 18(0):501 – 510.Interna-
tional Conference on Computational Science (ICCS’13), Barcelona, Spain, June
2013 .
Este artı´culo presenta un estudio detallado de la paralelizacio´n de un al-
goritmo para la transposicio´n de matrices dispersas, como un caso de estudio
ilustrativo en el que el uso del paradigma de memoria transaccional, unido a
la definicio´n de un orden de precedencia, ayuda a reducir de manera dra´stica
la complejidad y cantidad de conocimiento necesaria para su paralelizacio´n en
comparacio´n con otras soluciones cla´sicas para este problema. Este estudio ha
sido incluido al inicio del capı´tulo 5.
➲M. Angel Gonzalez-Mesa, Eladio Gutierrez, Emilio L. Zapata, and Oscar
Plata. Effective transactional memory execution management for improved
concurrency. InACM Transactions on Architectural and Code Optimization (TA-
CO), In Press.
En esta contribucio´n, aceptada para su publicacio´n, generalizamos y amplia-
mos las propuestas anteriores definiendo y validando el nu´cleo del modelo de
ejecucio´n transaccional con orden de precedencia propuesto en el capı´tulo 4.
Adema´s, de la descripcio´n del modelo, tambie´n se presenta la implementacio´n
y evaluacio´n del mismo sobre un conocido STM (segunda mitad del capı´tulo 5).
➲M.Angel Gonzalez-Mesa, Eladio Gutierrez, and Oscar Plata. Parallelizing
irregular reductions using transactions. In 17th Workshop on Compilers for
Parallel Computers (CPC’13), Lyon, France, July 2013.
➲ M. Angel Gonzalez-Mesa, Ricardo Quislant, Eladio Gutierrez, and Os-
car Plata. Dealing with reduction operations using transactional memory
support. In 25th Int’l. Symp. on Computer Architecture and High-Performance
Computing (SBAC-PAD’13), Porto de Galinhas, Brazil, October 2013.
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➲Miguel A Gonzalez-Mesa, Ricardo Quislant, Eladio Gutierrez, and Oscar
Plata. Exploring irregular reduction support in transactionalmemory. In13th
International Conference on Algorithms and Architectures for Parallel Processing
(ICA3PP’13), pages 257–266. Springer, Vietri sul Mare, Italy, December 2013.
Por u´ltimo, estas aportaciones suponen el nu´cleo del soporte transaccional
para reducciones propuesto en el capı´tulo 6. En ellas se realiza un estudio de
las caracterı´sticas de estas operaciones y se define un mecanismo de ejecucio´n
transaccional que evita los conflictos ocasionados por sus accesos concurrentes.
1.5. Estructura de la tesis
En esta tesis se recogen las propuestas, ana´lisis, detalles de implementacio´n y
evaluacio´n experimental acerca de las ideas introducidas en la seccio´n anterior,
organiza´ndose de la siguiente manera:
En el capı´tulo 2 se presentan las principales decisiones de disen˜o a la hora
de desarrollar un sistema de memoria transaccional. Tambie´n se realiza una
descripcio´n de los sistemas TM precursores tanto, hardware como software,
haciendo especial hincapie´ en aquellos que imponen restricciones en el orden de
finalizacio´n entre transacciones.
A continuacio´n, el capı´tulo 3 describe la metodologı´a seguida para la evalua-
cio´n de las propuestas realizadas en esta tesis. Esto incluye una descripcio´n de la
infraestructura de las simulaciones, ası´ como de las aplicaciones de evaluacio´n
o benchmarks utilizados. Adema´s, se presenta una pequen˜a descripcio´n de las
me´tricas.
Un estudio de las principales estructuras de programacio´n que presentan
restricciones de precedencia es presentado en el capı´tulo 4. Seguidamente, pre-
sentamosnuestromodelo teo´ricopara la ejecucio´nde transacciones bajo ordende
precedencia, denominado TEPO (Transaction Execution under Precedence Order),
que proporciona las bases para desarrollar un sistema que extraiga el ma´ximo
paralelismo en estos tipos de co´digos.
En el capı´tulo 5 ponemos el foco de atencio´n sobre una de las construcciones
analizadas en el capitulo anterior, los co´digos iterativos, a trave´s del caso de
estudio de la transposicio´n de matriz dispersa y presentamos una implementacio´n
de nuestro modelo TEPO aplicada a este dominio. Sobre la base de un STM ya
1.5. Estructura de la tesis 13
existente, se describen los principales detalles de implementacio´n y se realiza
una evaluacio´n utilizando un conjunto de aplicaciones representativo.
El capı´tulo 6 discute los inconvenientes del uso de la memoria transaccional
en la paralelizacio´n de bucles reductivos y propone una extensio´n del modelo
TEPOpara tratar con las particularidadesde este tipode construcciones, ası´ como
una implementacio´n software que hace uso de las ideas presentadas.
Finalmente, el capı´tulo 7 sintetiza las principales aportaciones realizadas en
la tesis y discute las lı´neas de trabajo futuras derivadas de ellas.

2 Antecedentes y trabajosrelacionados
Dos de las principales aproximaciones para la explotacio´n optimista de la
concurrencia son TM y TLS (Thread-Level Speculation) [95]. Mientras que TM se
enfoca en la sincronizacio´n optimista de programas multihilo, TLS se centra
en la paralelizacio´n especulativa de programas secuenciales. Una de las prin-
cipales diferencias entre TM y TLS es que esta u´ltima asume que la sema´ntica
secuencial del programa original se mantiene en la ejecucio´n paralela, mientras
que TM presenta una naturaleza desordenada. Sin embargo, ambos conceptos
esta´n fuertemente relacionados, como se indica en [76], donde se analizan las
implicaciones de usar TM para soportar speculative multithreading. En esta tesis
se propone un modelo que hace uso de la memoria transaccional para soportar
una ejecucio´n especulativa de transacciones sujetas a un orden de precedencia
definido por el usuario, el cual representa la sema´ntica secuencial del programa.
Para ello, en este capı´tulo se introduce la memoria transaccional como pa-
radigma de programacio´n paralela (seccio´n 2.1) y se presenta una descripcio´n
de las principales decisiones de disen˜o que afectan al desarrollo de sistemas TM
(seccio´n 2.2). Los sistemas precursores, ası´ como las propuestas ma´s destacadas,
tanto hardware como software, se exponen en la seccio´n 2.3, haciendo especial
hincapie´ en aquellos sistemas quemantienen orden entre las transacciones y que
esta´n estrechamente relacionados con la motivacio´n principal de esta tesis.
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2.1. TM como paradigma de programacio´n paralela
Enel a´mbitode la programacio´n paralela, una transaccio´n es una secuencia de
instrucciones que aparecen como indivisibles e instanta´neas para el programa-
dor. Una transaccio´n debe cumplir con tres propiedades especı´ficas: atomicidad
(atomicity), consistencia (consistency) y aislamiento (isolation) - colectivamente
conocidas como propiedades ACI1 [50, 54]:
Atomicidad: Esta propiedad garantiza que, o bien todas las instrucciones
que componen la transaccio´n se ejecutan satisfactoriamente, o que ninguna
lo haga. No es aceptable una situacio´n en la que solo unas pocas instruccio-
nes de la transaccio´n ejecuten correctamente, ni que aquellas transacciones
que hayan fallado en alguna instruccio´n dejen atra´s evidencias de su ejecu-
cio´n en forma de cambios en memoria, registros, etc. Ası´, una transaccio´n
presenta solo dos posibilidades: completar satisfactoriamente (commit) o
fallar y restaurar el estado del sistema al que habı´a justo al inicio de la
transaccio´n (abort).
Consistencia: Esta propiedad es totalmente dependiente de la aplicacio´n
y hace referencia al conjunto de variables y estructuras de datos que esta
maneja. Una transaccio´n que modifica el estado del sistema, siempre debe
partir de un estado consistente y dejar el sistema en un estado consistente
a su finalizacio´n, con independencia que lo haga satisfactoriamente o no.
Mantener la consistencia del sistema se consigue simplemente abortando
las transacciones fallidas, lo cual deshace todos los cambios realizados y
devuelve el sistema al estado consistente de partida.
Aislamiento: Requiere que una transaccio´n no interfiera con ninguna otra
mientras esta´n ejecutando, independientemente de si esta´n ejecutando en
paralelo o no. Se entiende por interferencia entre transacciones el que acce-
dan a objetos compartidos, pudiendo producir un posible estado de incon-
sistencia. Esta propiedad es precisamente la que convierte a la memoria
transaccional en un modelo atractivo para la programacio´n paralela.
La ideadetra´s de laspropiedadesACIdeuna transaccio´n es queproporcionen
al programador un mecanismo para coordinar accesos concurrentes a objetos
1El conjunto de propiedades en el modelo transaccional en bases de datos (ACID) incluye una
cuarta propiedad denominada durabilidad (durability), la cual requiere que una vez que la transac-
cio´n ha realizado su commit, sus modificaciones deben ser permanentes y estar disponibles a todas
las transacciones a partir de ese momento. Esta propiedad no es realmente importante en memoria
transaccional puesto que los datos en memoria son normalmente vola´tiles.
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compartidos (lecturas y escrituras) en sistemas multihilo o multiprocesador.
Actualmente, esta coordinacio´n es tarea de los programadores, que mediante el
uso de mecanismos de sincronizacio´n de bajo nivel, tales como locks, sema´foros,
operaciones ato´micas, barreras, etc., previenen de estas interferencias. Sin embargo,
estos presentan una serie de inconvenientes asociados principalmente al overhead
y a la alta serializacio´n que imponen sobre el sistema paralelo. Adema´s requieren
de unmayor conocimiento sobre la aplicacio´n y las estructuras de bajo nivel, por
parte del programador, para evitar problemas como deadlocks o degradaciones
importantes del rendimiento.
La memoria transaccional, como paradigma de programacio´n paralela, pro-
porciona una abstraccio´n en la que toda la coordinacio´n necesaria para garanti-
zar la correcta ejecucio´n de los programas paralelos es realizada por el sistema
transaccional de manera eficiente y transparente al programador.
2.2. Decisiones de disen˜o en memoria transaccional
En esta seccio´n se introducen las principales decisiones de disen˜o que caracte-
rizan un sistema dememoria transaccional, cada una de las cuales representa un
aspecto de la sema´ntica de una transaccio´n que puede influir significativamente
en el desempen˜o global del sistema. Hay que tener en cuenta que la relacio´n
entre algunas de las decisiones de disen˜o es tal, que la eleccio´n de una de ellas
puede llegar a condicionar otras. No obstante, conviene destaca que no existe
una configuracio´n que desempen˜e universalmente bien, ya que el rendimiento
del sistema transaccional esta, en cierta medida, ligado a las caracterı´sticas de la
aplicacio´n sobre la que se aplique, por lo que cualquier decisio´n de disen˜o puede
resultar favorable para un domino concreto de aplicacio´n.
2.2.1. Control de concurrencia
Un sistema de memoria transaccional necesita mediar en los accesos concu-
rrentes a objetos 2 compartidos, a fin de evitar los riesgos potenciales asociados
a los conflictos. De ello se encarga el control de concurrencia, que se define por
tres eventos que conforman el ciclo de vida de un conflicto:
2El te´rmino objeto es utilizado en esta seccio´n para hacer referencia la unidad mı´nima a la cual el
sistema transaccional detecta los conflictos, pudiendousarse para identificar direcciones dememoria,
estructuras de datos o instancias a objetos. Su significado estara´ sujeto al nivel de granularidad
seleccionado para el sistema transaccional.
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(b) Control de concurrencia optimista
Figura 2.1: Diferentes aproximaciones en control de concurrencia
Un conflicto ocurre cuando dos transacciones realizan operaciones conflic-
tivas sobre el mismo objeto - ambos escriben concurrentemente, o bien una
transaccio´n escribe y la otra lee.
El conflicto es detectado cuando el sistema de memoria transaccional se
percata de que ha ocurrido una situacio´n que puede derivar en una incon-
sistencia.
El conflicto es resuelto cuando el sistema transaccional toma las acciones
pertinentes para resolver la situacio´n de inconsistencia.
Estos eventos necesariamente tienen que suceder en este orden, sin embargo
el instante en que ocurren a lo largo de la vida de la transaccio´n define los dos
tipos de control de concurrencia.
En el control de concurrencia pesimista todos los eventos (ocurrencia, detec-
cio´n, resolucio´n) suceden en elmismopuntode la ejecucio´n, cuandouna segunda
transaccio´n intenta acceder a un objeto compartido ya accedido (Fig 2.1a). Este
control de concurrencia garantiza el acceso exclusivo de una transaccio´n a un
objeto potencialmente conflictivo. Por otro lado, en el control de concurrencia
optimista (Fig 2.1b) la deteccio´n y resolucio´n del conflicto suceden despue´s de
que se haya producido el conflicto. Esto supone que mu´ltiples transacciones
puedan acceder concurrentemente a un mismo objeto y continuar su ejecucio´n.
En algu´n punto de la ejecucio´n, antes de que la transaccio´n efectu´e el commit, el
conflicto es detectado y resuelto.
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Otra dimensio´n del control de concurrencia es la garantı´a de progreso de la
transaccio´n a fin de que pueda completar su ejecucio´n en un nu´mero finito de
pasos. Pueden destacarse dos propuestas:
Sincronizacio´n bloqueante es aquella que utiliza construcciones tradicio-
nales tales como locks, monitores o sema´foros, no obstante esta aproximacio´n
no garantiza el progreso de los hilos, los cuales pueden incurrir en deadlock
o ser detenidos por un periodo de tiempo indefinido.
Los sistemas que utilizan sincronizacio´n no bloqueante garantizan que
un hilo detenido no pueda bloquear a otros hilos indefinidamente, lo cual
garantiza el progresodel sistema.Dependiendodel grado enque se cumpla
esta garantı´a, podemos encontrar tres aproximaciones:
• Wait freedom es la garantı´a no bloqueante ma´s fuerte y asegura que
todos los hilos que intentan acceder a un conjunto de objetos comu´n,
lo conseguira´n en algu´n momento si continu´an ejecutando. Como
resultado, problemas tales como deadlocks y starvarion no pueden ocu-
rrir. Aunque existen gran variedad de te´cnicas de propo´sito general
para construir algoritmo wait-free, estas implementaciones son nor-
malmente demasiado lentas.
• Lock freedom asegura que al menos un hilo intentando acceder a un
grupo de objetos comu´n lo conseguira´ si continua ejecutando. En el
contexto de la memoria transaccional, esto significa que una transac-
cio´n pueda abortar a otra, pero solo si eso asegura que alcanzara´ su
commit. Ası´, si una transaccio´n TA aborta otra transaccio´n TB entonces
TB (o cualquier otra transaccio´n) nunca podra´ abortar a TA.
• Obstruction freedom es, posiblemente, la garantı´a ma´s de´bil. Asegura
que si todos los otros hilos intentando acceder al grupo de objetos
comu´n son suspendidos, entonces el hilo que queda podra´ continuar
y eventualmente completar su trabajo. En la pra´ctica, esto implica que
una transaccio´n tenga la capacidad de abortar a otras transacciones
que han adquirido un objeto que necesitan. Este esquema no esta´ libre
de livelock, ya que dos transacciones podrı´an indefinidamente abor-
tarse la una a la otra por el acceso al mismo objeto.
Los STMsma´s recientes han demostrado que la sincronizacio´n no bloqueante
puede llegar a obtener un rendimiento comparable a la bloqueante [61].
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2.2.2. Gestio´n de versiones
Los sistemas de memoria transaccional necesitan de un mecanismo que les
permita gestionar las escrituras especulativas realizadas por las transacciones
durante su ejecucio´n. A este mecanismo se conoce como gestio´n de versiones
(VM) y admite ba´sicamente dos polı´ticas.
La primera polı´tica, se conoce como gestio´n de versiones eager o de escritura
directa porque permite a las transacciones actualizar directamente los valores de
los datos en memoria. Debido a que estas escrituras no son definitivas hasta que
la transaccio´n realice su commit, los valores antiguos de cada dato modificado
deben ser almacenados en un undo-log a fin de poder restaurar el estado original
de la memoria en caso de que la transaccio´n aborte. Esta polı´tica hace ra´pido el
proceso de commit debido a que los datos se encuentran escritos en memoria, sin
embargo, penaliza los abortos que precisan de un proceso costoso para restaurar
los valores originales. La gestio´n de versiones eager necesita de un control de
concurrencia pesimista ya que las transacciones necesitan acceso exclusivo a los
objetos en memoria si van a escribirlas directamente.
La segunda polı´tica es la gestio´n de versiones lazy o escritura diferida. En esta
aproximacio´n, las modificaciones en memoria son pospuestas hasta el commit
de la transaccio´n. Mientras tanto, las escrituras realizadas por la transaccio´n son
almacenadas en un redo-log (o write buffer) durante su ejecucio´n, el cual tambie´n
debe ser accedido por las lecturas (de la propia transaccio´n) para recuperar los
valores anteriormente escritos. Cuando la transaccio´n alcanza su commit, las
copias privadas almacenadas en su redo-log con actualizadas en memoria. Esto
hacema´s costoso el commit, pero acelera el procesode aborto, ya que solo requiere
desechar los valores del redo-log.
2.2.3. Deteccio´n de conflictos
Una decisio´n de disen˜o clave en memoria transaccional es co´mo detectar los
conflictos. Cuando seutilizaun control de concurrencia optimista, la deteccio´nde
conflictos viene impuesta porque el uso de locks, o algu´n otro tipo de mecanismo
para obtener la exclusividad sobre un objeto, que generalmente solo permiten
una u´nica transaccio´n propietaria a la vez. Ası´, si una transaccio´n encuentra que
el objeto compartido ya ha sido adquirido, puede determinar automa´ticamente
que existe un conflicto. Por su parte, existe un amplio rango te´cnicas de deteccio´n
de conflictos cuando se aplica un control de concurrencia optimista. En general,
suele haber un proceso de validacio´n en la cual, la transaccio´n actual comprueba
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si se han experimentado conflictos o no durante su ejecucio´n.
La mayorı´a de aproximaciones para deteccio´n de conflictos pueden ser defi-
nidas en base a tres dimensiones ortogonales: granularidad, mecanismo y mo-
mento de la deteccio´n.
Laprimeradimensio´n, la granularidad, determina launidadmı´nimadealma-
cenamiento sobre la cual el sistema transaccional es capaz de detectar conflictos.
Muchas implementaciones de STM extienden un lenguaje orientado a objetos e
implementan una granularidad a nivel de objeto. Esto permite detectar conflictos
en el acceso a una misma instancia de una clase, aunque el acceso se realice
a campos diferentes. Otros sistemas implementan una granularidad a nivel de
palabra o bloque que permite detectar un conflicto en el acceso a una palabra o un
grupo adyacente de palabras en memoria. La mayorı´a de propuestas HTM cuya
deteccio´n de conflictos se realiza a trave´s del protocolo de coherencia suelen de-
tectar los conflictos a nivel de lı´neas de cache´ completas. Amedida que aumenta
la granularidad en la deteccio´n de conflictos se ve agravado el problema de los
falsos conflictos3 que suele estar ligado a perdida de concurrencia causada por
abortos y esperas innecesarias.
La segunda dimensio´n comprende el mecanismo utilizado para detectar un
conflicto en el acceso a un objeto compartido. Para ello es necesario marcar o
anotar el objeto con el fin de conocer si ha sido accedido por una transaccio´n. En
la literatura se han propuesto varios mecanismo para tal propo´sito, siendo los
ma´s relevantes y utilizados:
Lock: Se utiliza un lock asociado a cada palabra en memoria, o un grupo
de ellas (dependiendo de la granularidad), que es adquirido ato´micamente
por la transaccio´n que accede al dato. Dado que los locks son estructuras
que solo pueden ser adquiridas una vez antes de liberarse, una transaccio´n
puededeterminar si existe un conflicto en el acceso a un objeto, si al intentar
adquirir el lock falla porque ha ya sido tomado por otra transaccio´n. Este
es el mecanismo de deteccio´n de conflictos utilizado en la mayorı´a de
implementaciones software.
Bits en cache´: Es el mecanismo propuesto por la mayorı´a de HTMs que
implementan una deteccio´n de conflictos utilizando el protocolo de cohe-
3 Los falsos conflictos surgen cuando la unidad mı´nima a la que se detectan los conflictos es
superior al de una palabra en memoria. Esto ocasiona que el elemento utilizado marcar los objetos
como accedidos por una transaccio´n sea comu´n para un grupo de direcciones de memoria, lo que
ocasiona que se detecten accesos como conflictivos, cuando en realidad no lo son. Este problema
tiene por consecuencia la pe´rdida de rendimiento del sistema debido a abortos innecesarios de
transacciones que podrı´an haber completado su ejecucio´n satisfactoriamente.
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rencia. Los bloques de cache´ se extienden para incluir dos nuevos bits R y
W para marcarlos como accedidos transaccionalmente.
Signatura o Filtro de Bloom: Las direcciones de memoria son mapeadas
a un array de locks por transaccio´n, mediante el uso de varias funciones
hash. Estos bits son activados cuando la transaccio´n escribe la direccio´n
y comprobados para determinar si existe un conflicto. Con los filtros de
Bloom se puede asegurar la ausencia de conflictos, pero no su existencia,
debido a que este sistema presenta un problema de falsos conflictos, ya que
puede suceder que todos los bits mapeados por una direccio´n hayan sido
activados por accesos a otras direcciones.
La tercera dimensio´n hace referencia al momento en el que se efectu´a la de-
teccio´n del conflicto. Un conflicto puede ser detectado cuando una transaccio´n
realiza el primer intento de acceder al objeto. El te´rmino deteccio´n de conflictos
eager es utilizado para referirse a esta polı´tica [69]. Una deteccio´n de conflic-
tos eager, permite tomar medidas sobre una transaccio´n nada ma´s ocurrir el
conflicto, lo que puede reducir significativamente la cantidad de computacio´n
perdida si la transaccio´n finalmente aborta. Sin embargo, tambie´n es posible que
propicie abortos en transacciones que podrı´an haber finalizado correctamente
(figura 2.2). En este escenario, podemos ver como la transaccio´n TB causa que
la transaccio´n TC aborte debido a una dependencia en el objeto X y finalmente
termina abortando ella misma por un conflicto con la transaccio´n TA por el ob-
jeto Y. En este caso, la transaccio´n TC podrı´a haber finalizado correctamente, ya
que no presenta dependencias con la transaccio´n TA y la transaccio´n TB habrı´a
abortando igualmente.
Un conflicto tambie´n puede ser detectado durante la validacio´n que es un
proceso en el que se examina la coleccio´n de localizaciones de memoria leı´das y
escritas por la transaccio´n para comprobar si otra transaccio´n las ha modificado.
La validacio´n puede suceder en cualquier instante (incluso varias veces) a lo
largo de la vida de la transaccio´n.
Finalmente, un conflictopuede serdetectado en el instantede commit. Cuando
la transaccio´n finaliza su ejecucio´n, se realiza una validacio´n del conjunto com-
pleto de localizaciones para determinar si ha ocurrido un conflicto. El te´rmino
deteccio´n de conflictos lazy se utiliza para definir esta polı´tica [69]. Una de-
teccio´n de conflictos en este punto de la ejecucio´n puede resolver el problema
ilustrado en la figura 2.2 gracias a que la deteccio´n del conflicto es postergada
hasta que la transaccio´n finaliza, en cuyo caso, la transaccio´n TC no encontrarı´a
que ha ocurrido un conflicto debido a que la transaccio´n TB ya habrı´a sido abor-
tada. Sin embargo, la cantidad de computacio´n desperdiciada si la transaccio´n
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Figura 2.2: Problema´tica de la deteccio´n de conflictos.
finalmente aborta es ma´xima ya que la transaccio´n completa su ejecucio´n.
Un u´ltimo aspecto relacionado con la deteccio´n de conflictos, aunque mucho
ma´s ligado al disen˜o de STMs, es el que determina la visibilidad de las lecturas en
relacio´n a otras transacciones. En general, las operaciones de lectura pueden ser
visibles o invisibles. En el caso de las lecturas visibles, las transacciones adquie-
ren la propiedad sobre los objetos o localizaciones de memoria no solo durante
la escritura, sino tambie´n durante la lectura. Esto permite a las transacciones
escritoras detectar conflictos con transacciones lectoras, sin embargo, puede pro-
vocar un grave problema de contencio´n cuando mu´ltiples transacciones lectoras
intentan acceder al mismo objeto. Por otro lado, con las lecturas invisibles, las
transacciones no anuncian sus lecturas al resto de transacciones, por lo que para
asegurar su consistencia se debe recurrir a la validacio´n del read set completo.
En transacciones con grandes conjuntos de lectura, esto puede provocar una
importante caı´da del rendimiento. Un estudio ma´s profundo sobre las ventajas
y desventajas de cada alternativa puede encontrarse en [90, 91].
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2.2.4. Resolucio´n de conflictos
Una vez que el se ha detectado un conflicto en el acceso de dos transacciones a
unmismoobjeto, el sistema transaccional, a trave´s de un gestor de contencio´n, debe
realizar las acciones pertinentes para resolverlo y evitar de un posible estado de
inconsistencia. Tres acciones han sido consideradas histo´ricamente en el a´mbito
de la memoria transaccional para resolver un conflicto:
Aborto: Es la aproximacio´n por defecto, utilizada en la mayorı´a de HTM y
STM existentes. Consiste en abortar todas aquellas transacciones presentes
en el conflicto excepto una, la cual podra´ progresar en su ejecucio´n (figu-
ra 2.3a). El principal inconveniente de esta alternativa es que la cantidad
de computacio´n desperdiciada puede llegar a ser importante, sobretodo
cuando el taman˜o de la transaccio´n es grande.
Stall: Consiste en permitir a una de las transacciones continuar ejecutando
ante un conflicto, mientras el resto son detenidas a la espera de que la
transaccio´n ejecutando finalice satisfactoriamente y libere el aislamiento
del objeto conflictivo. Esta aproximacio´n permite reducir la cantidad de
computacio´n desechada, pero introduce un riesgo de deadlock debido a los
ciclos, ya que dos transacciones podrı´an estar esperando a que la otra libere
un objeto que necesitan (figura 2.3b).
Forwarding: Esta aproximacio´n es utilizada en algunos sistemas [82] pa-
ra resolver un conflicto de tipo RAW (read after write) permitiendo a una
transaccio´n lectora disponer de un valor escrito por otra transaccio´n, antes
de que esta realice el commit, para evitar que tenga que abortar o se vea de-
tenida a la espera del objeto. Aunque el forwarding rompe con el aislamiento
de las transacciones, puede propiciar un incremento de concurrencia sig-
nificativo en un caso ideal, sin embargo, tambie´n crea dependencias entre
transacciones, de manera que si una transaccio´n que ha adelantado un
valor aborta, todas aquellas que lo recibieron deben ser forzadas a abortar
tambie´n (abortos en cascada), ya que el valor recibido ha quedado invalidado
con el aborto de la transaccio´n. Esta aproximacio´n tampoco esta´ libre de
ciclos, por lo que sera´ preciso gestionar el proceso de forwarding para evitar
que se produzcan (figura 2.3c).
La decisio´n acerca de sobre que´ transaccio´n/es aplicar estas acciones (abort,
stall, forwarding) es tomada en base a una oma´s polı´ticas de resolucio´n de conflictos y
pueden afectar en granmedida al rendimiento del sistema. En la literatura se han
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(a) Aborto (b) Stall (c) Forwarding
Figura 2.3: Diferentes me´todos de resolucio´n de conflictos.
propuesto numerosas y variadas polı´ticas de resolucio´n con diferente grado de
dificultad y nivel de sofisticacio´n. Entre las ma´s destacadas podemos encontrar:
Passive: Es la polı´tica ma´s simple, en la que la transaccio´n que intenta
adquirir el objeto es abortada.
Polite: La transaccio´n que intenta adquirir el objeto efectu´a un stall por
un intervalo de tiempo. Tras cada intervalo, la transaccio´n comprueba si la
otra transaccio´n ha liberado el objeto. Si no es ası´, el intervalo de espera se
incrementa exponencialmente y se repite el proceso. Pasados un nu´mero
de intentos sin e´xito, la transaccio´n aborta.
Karma: Esta polı´tica utiliza el nu´mero total de objetos en memoria ac-
cedidos por la transaccio´n como una medida de la prioridad. Ası´, una
transaccio´n intentando adquirir un objeto compartido puede abortar inme-
diatamente cualquier otra transaccio´n con prioridad inferior que lo posea.
Sin embargo, si es la propia transaccio´n la que tiene una prioridad menor,
esta espera por un periodo de tiempo e intenta adquirirlo de nuevo, repi-
tiendo este proceso N veces antes de abortar, donde N es la diferencia de
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prioridades con la transaccio´n que posee la propiedad sobre el objeto.
Timestamp: Esta polı´tica da prioridad a las transacciones ma´s antiguas,
abortando la transaccio´n que ostenta la propiedad del objeto siempre que
su instantede inicio seaposterior al de la transaccio´n que intenta adquirirlo.
Otras muchas polı´ticas (eruption, greedy, kindergarten, polka ...) han sido pro-
puestas por diferentes sistemas [90, 91, 38, 39], sin embargo, ninguna ha demos-
trado ser la mejor en todas las posibles configuraciones, ya que su rendimiento
dependera´ de las caracterı´sticas propias del sistema transaccional, de la carga de
trabajo y del tipo de control de concurrencia utilizado.
2.2.5. Aislamiento
El concepto de aislamiento hace referencia a co´mo interaccionan los accesos
transaccionales a objetos entre sı´ y con los no transaccionales.
Se dice que existe un aislamiento de´bil (weak isolation) cuando solo se ga-
rantiza la propiedad de aislamiento entre secciones de co´digo transaccional, pero
no con secciones de co´digo no transaccionales, las cuales pueden acceder a obje-
tos escritos dentro de la transaccio´n sin la proteccio´n del sistema transaccional.
Los accesos efectuados fuera de una transaccio´n pueden ocasionar conflictos
con los objetos transaccionales, derivando en un comportamiento desconocido
del sistema. Para evitar estos problemas, el programador debe proteger expli-
citamente estos accesos compartidos fuera de la transaccio´n o utilizar barreras
para separar y evitar que secciones de co´digo transaccional y no transaccional
ejecuten concurrentemente.
El aislamiento fuerte (strong isolation) garantiza el aislamiento de los ob-
jetos entre transacciones y con secciones de co´digo no transaccional. Para ello,
cada una de las operaciones fuera de un bloque transaccional se convierte en
transaccio´n individual que es gestionada por el sistema transaccional. Aunque
el aislamiento fuerte previene de los comportamientos inesperados, no asegura
la consistencia del resultado final, la cual quedara´ condicionada a la correcta
delimitacio´n de las fronteras de la transaccio´n por parte del programador.
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2.3. Sistemas de memoria transaccional
En esta seccio´n se describen algunos de los sistemas transaccionales ma´s
relevantes de la literatura. Primero realizamos un repaso de los sistemas precur-
sores y las principales propuestas tanto hardware como software. Seguidamente
se presentan aquellos sistemas TM que imponen algu´n tipo de orden sobre la
ejecucio´n o finalizacio´n de sus transacciones.
2.3.1. Memoria transaccional hardware
La primera propuesta Hardware, ası´ como el te´rminoMemoria Transaccional,
fue presentada por Herlihy y Moss en 1993 [47]. Este HTM incluye tres carac-
terı´sticas ba´sicas:
Un conjunto de instrucciones especial es puesto a disposicio´n del pro-
gramador para identificar aquellas localizaciones de memoria accedidas
transaccionalmente (load-transactional y store-transactional ). Es-
tas instrucciones tambie´n ofrecen a los programadores la posibilidad de
terminar explicitamente una transaccio´n, haciendo los cambios visibles a
otras transacciones (commit) o abortarla, desechando todos los cambios
realizados (abort). Adema´s, una instruccio´n validate comprueba si ha
ocurrido un conflicto con el fin de abortar, ya que una transaccio´n no
aborta inmediatamente ante un conflicto y puede continuar ejecutando.
Una cache´ transaccional dedicada, totalmente asociativa, en paralelo con
la cache´ cla´sica que se encarga de almacenar todas las escrituras transac-
cionales sin propagar sus valores a otros procesadores omemoria principal
hasta que la transaccio´n realice el commit (gestio´n de versiones lazy). Es-
ta cache´ dispone de un tag adicional que an˜ade sema´ntica a los estados
cla´sicos de la cache´. Entre los valores que puede tomar, podemos destacar:
empty para reflejar que la lı´nea se encuentra vacı´a; normal para una lı´nea
que contiene datos ya confirmados en memoria; xcommit y xabort para
identificar lı´neas que deben ser descartadas ante un escenario de commit o
abort, respectivamente.
Una extensio´n al protocolo de coherencia cache´ convencional para detectar
conflictos de datos con la nueva cache´ transaccional.
Adema´s, se incluyen dos nuevos flags hardware para indicar si el procesador
se encuentra dentro de una transaccio´n activa (TACTIVE) y si ha recibido una
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condicio´n de aborto (TSTATUS). Esta propuesta no incluye ninguna instruccio´n
para indicar explicitamente el inicio de una transaccio´n, sino que sera´ la pri-
mera instruccio´n transaccional ejecutada (mientras su flag TACTIVE se encuentra
desactivado) la encargada de iniciar una transaccio´n.
Virtual Transactional Memory (VTM) [81] extiende el primer trabajo de Her-
lihy para sobrepasar las limitaciones hardware. VTMmantiene la informacio´n de
aquellas transacciones que exceden los recursos hardware en una tabla (XADT),
mantenida en el espacio´ de memoria virtual de la aplicacio´n, ası´ como todas las
escrituras transaccionales realizadas por ella. Ası´, una transaccio´n sera´ movida a
la tablaXADT si una de las lı´neas transaccionales es desalojada de la cache´ o si la
transaccio´n es suspendida y todas sus lı´neas de cache´ deben ser desalojadas. En
cualquier caso, al existir lı´neas de cache´ desalojadas almacenadas externamente,
se precisa de algu´n mecanismo capaz de comprobar conflictos con las entradas
en dicha tabla. Para ello, VTM proporciona a cada procesador la capacidad de
invocar micro co´digos o rutinas, que se manera selectiva interrumpen las ope-
raciones de lectura y escritura de manera transparente al usuario, y realizan las
comprobaciones pertinentes. Para reducir el coste de la bu´squeda de conflictos,
VTM utiliza un filtro de conflictos software, llamado XADT Filter (XF), imple-
mentado como un filtro de Bloom [12]. Un fallo en el filtro garantiza que no
existe conflicto, mientras que un acierto necesitara´ de un recorrido completo de
la tabla para garantizar que es un conflicto real o solo un falso positivo.
Large TransactionalMemory (LTM) [2] es otra propuesta que resuelve el proble-
ma de los desalojos de lı´neas transaccionales de la cache´, sin abortar la transac-
cio´n. Haciendo uso de un polı´tica de gestio´n de versiones lazy y una deteccio´n
de conflictos eager, la propuesta de este sistema consiste en incluir un bit de
overflow (O bit) que se activa cuando una lı´nea de cache´ es movida fuera de esta.
Para evitar perder la informacio´n y tener que abortar la transaccio´n, las lı´neas
desalojadas de la cache´ son movidas a una tabla hash almacenada en memoria
local. Durante este proceso, todas las peticiones realizadas al procesador sera´n
respondidas con una negativa (NACK). En el caso de que una peticio´n entrante
acierte en una lı´nea de cache´ con el bit de overflow activado, el procesador de-
bera´ recorrer la tabla hash en busca del tag correcto. Si lo encuentra, el procesador
intercambia la lı´nea de cache´ con la entrada de la tabla hash. En caso contrario,
el procesador lo trata como un fallo convencional.
LogTM [69] es un HTM desarrollado con la idea de hacer ra´pido el caso ma´s
comu´n, es decir, el commit. Para ello se propone el uso de un log por cada hilo,
que se encarga de almacenar los valores antiguos de los objetos modificados,
mientras que los valores nuevos se almacenan en memoria (gestio´n de versiones
eager). Esto favorece el caso ma´s comu´n, ya que un commit no requiere acciones
2.3. Sistemas de memoria transaccional 29
adicionales, ma´s alla´ de descartar los valores del log y limpiar los bits de lectura
y escritura de cache´, usados para la deteccio´n de conflictos transaccionales. En
caso de aborto, un manejador software se encarga de recorrer el log y restaurar
los valores antiguos en memoria. Aunque este proceso pueda llegar a ser poco
eficiente, se considera que los abortos son suficientemente inusuales como para
que este coste perjudique el desempen˜o del sistema. Aunque, como ocurre en
otras propuestas hardware, los conflictos son detectados gracias al protocolo de
coherencia (en este caso, basado en directorio) y a los bits de lectura/escritura en
cache´, LogTM extiende su protocolo de coherencia an˜adiendo un nuevo estado
(sticky-M) que permite detectar conflictos con bloques desalojados de cache´, per-
mitiendo ası´ exceder las limitaciones hardware. Una evolucio´n de esta propuesta
es LogTM Signature Edition (LogTM-SE) [100] que desacopla la deteccio´n de con-
flictos de la cache´, adoptando el uso de firmas (signatures) basadas en filtros de
Bloom para trazar los accesos de las transacciones y detectar los conflictos de
manera mucho ma´s eficiente.
La propuesta de AMD para memoria transaccional Advanced Synchronization
Facility (ASF) [19] que se engloba en el grupo de los sistemas TM implı´citos. ASF
proporciona al programador un par de instrucciones speculate y commit para
marcar el inicio y final de la transaccio´n respectivamente. Una vez delimitadas
las fronteras de la transaccio´n, se utiliza un prefijo lock para marcar los accesos
a memoria que deben ser tratados transaccionalmente. En caso de aborto, ASF
recupera mediante hardware el puntero a la pila, mientras que delega en un
manejador software la recuperacio´n del resto de los registros.
Intel en su Transactional Synchronization Extensions (TSX) [85] presenta dos
interfaces para definir co´digo transaccional: Hardware Lock Elision (HLE) y Res-
tricted Transactional Memory (RTM). La primera es compatible con el modelo
convencional de programacio´n con locks, y para ello presenta dos prefijos para
instrucciones (XACQUIRE y XRELEASE). De esta manera, el co´digo escrito con HLE
puede utilizar el soporte tradicional (locks) o el soporte transaccional partiendo
del mismo co´digo. En caso de activar el soporte TSX, ambos prefijos definira´n las
fronteras de la transaccio´n. En caso de aborto, las instrucciones vuelven a ejecu-
tarse, pero esta vez de manera no transaccional. Por su parte, RTM permite una
mayor flexibilidad en la definicio´n de las transacciones que HLE. Esta interfaz
an˜ade tres nuevas instrucciones al ISA: XBEGIN, XEND y XABORT. Aunque Intel no
ha proporcionado detalles acerca de su implementacio´n, todo hace indicar que
TSX sigue una aproximacio´n best effort, que consiste en aborta una transaccio´n
cuando esta excede los recursos hardware o encuentra determinados eventos,
tales como fallos de pa´gina, fallos de cache´s o interrupciones.
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2.3.2. Memoria transaccional software
Los STM son sistemas que implementan toda la sema´ntica necesaria pa-
ra manejar transacciones cumpliendo con las propiedades ACI para la gestio´n
concurrente de objetos compartidos. Esta sema´ntica incluye preservar tanto la
atomicidad comoel aislamiento, garantizar la consistenciade las lecturas transac-
cionales, ası´ como realizar la deteccio´n y resolucio´nde conflictos. Todo ello, unido
a la expansio´n software de las operaciones de lecturas y escrituras transacciona-
les, que an˜aden decenas de instrucciones adicionales, suponen un overhead que
cla´sicamente han limitado a estos sistemas.
No obstante, el rendimiento de los STMsma´s actuales, particularmente aque-
llos integrados con optimizaciones de compilador, ha alcanzado niveles que los
hace, no solo un vehı´culo razonable para la experimentacio´n y el prototipado,
sino tambie´n una alternativa sencilla, real y al alcance de todos los programado-
res para desarrollar aplicaciones paralelas.
Los STMs ofrecen varias ventajas sobre los HTM:
Son ma´s flexibles que los sistemas hardware, lo que permite a los desa-
rrolladores implementar una amplia variedad de sofisticados algoritmos
para mejorar el rendimiento del sistema, ası´ como para proporcionar me-
canismos de resolucio´n de conflictos ma´s complejos que un mero aborto
de transaccio´n.
Los sistemas software son ma´s sencillos de modificar y hacer evolucionar
que los sistemas hardware, debido a que cada cambio o mejora puede
implementarse ra´pidamente y eludiendo los costes asociados a los procesos
de fabricacio´n, ensamblaje y/o sustitucio´n.
Para los usuario finales, las aproximaciones STM ofrecen un entorno para
obtener versiones transaccionales a partir de sistemas software ya existen-
tes demanera fa´cil, intuitiva e integrando estos beneficios con los lenguajes
de programacio´n actuales y sus principales abstracciones.
Los sistemas software no tienen las limitaciones intrı´nsecas impuestas por
el taman˜o fijo de las estructuras hardware, tales como cache´s, buffers o logs.
Muchos conceptos y principios de implementacio´n utilizados en los STMs
actuales ya fueron anticipados por Lomet en 1977 [59]. En su trabajo, Lomet
estudio´ las desventajas y defectos de los mecanismos cla´sicos de sincronizacio´n
utilizados hasta la fecha, tales como sema´foros, secciones crı´ticas o monitores.
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Lomet noto´ que los programadores usaban dichas estructuras principalmente
para mantener la consistencia al ejecutar bloques ato´micos de co´digo que ac-
cedı´an a variables compartidas y relaciono´ esta necesidad con el concepto de





Este procedimiento se ejecutaba en aislamiento respecto a otras ejecuciones
concurrentes, anotando los objetos compartidos para coordinar su acceso. Lomet
tambie´n introdujo una operacio´n de reset que abortaba los procedimientos en
ejecucio´n y restauraba el estado del programa.
Pese a esta primera idea, no serı´a hasta 1995 cuando Shavit y Touitou [93]
acun˜arı´an por primera vez el te´rmino Software Transactional Memory (STM), en la
que serı´a la primera implementacio´n software de un sistema transaccional pra´cti-
ca y competitiva hasta la fecha. Esta propuesta, englobada dentro del conjunto
de implementaciones no-bloqueantes, requerı´a que el programador identificase,
a priori, aquellos objetos de memoria que podrı´an ser accedidos dentro de una
transaccio´n, para permitir al sistema adquirir la propiedad sobre todas ellos. Si
lo consigue, la transaccio´n almacena los valores antiguos y ejecuta el cuerpo de
la transaccio´n, para finalmente actualizar la memoria con los nuevos valores y
liberar la propiedad sobre los objetos.
Este sistema, aunque incurre en un overhead significativo, ofrece una fuerte
garantı´a de progreso ya que una transaccio´n que adquiere la propiedad sobre
las localizaciones que accede, puede completar sin posibilidad de rollback. Si la
transaccio´n falla al intentar adquirir la propiedad de alguna de las localizaciones,
el procedimiento de helping se pondra´ en marcha e intentara´ ejecutar la transac-
cio´n que posee la propiedad sobre estos objetos, bajo la asuncio´n de que el hilo
ejecutando dicha transaccio´n ha sido desplanificado.
Otros STM han seguido la senda de Shavit y Touitou, explorando te´cnicas
que implementan algoritmos no bloqueantes, tales como Herlihy’s Dynamic
STM (DSTM), Object-based STM (OSTM) o Word-based STM (WSTM). DSTM
fue la primera implementacio´n de STM que no requerı´a que el programador
especificase, de antemano, las localizaciones que se iban a acceder, adema´s de
introducir el uso de un mo´dulo de gestio´n de contencio´n explı´cito. Implemen-
tado en Java, esta aproximacio´n requerı´a que todos los objetos manipulados
dentro de una transaccio´n fueran instancias de una clase TMObject que propor-
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cionaba la sema´ntica transaccional. Ası´, los objetos transaccionales quedaban
implementados con dos niveles de indireccio´n.
El sistema utiliza una instancia a un TMObject para identificar un localizador
u´nico, asociado a cada objeto del programa, que a su vez posee apuntadores
hacia: la u´ltima transaccio´n que abrio´ el objeto para escritura, el antiguo valor del
objeto y el nuevovalor del objeto.Adema´s, dadoque cada transaccio´n disponede
un descriptor que indica el estado actual de la transaccio´n (ACTIVE, COMMITTED,
ABORTED), el estado lo´gico de un objeto puede ser determinado fa´cilmente de la
siguiente manera:
Si la u´ltima transaccio´n escritora se encuentra en estado COMMITTED, el
apuntador al nuevo valor corresponde con el estado lo´gico del objeto.
Si la u´ltima transaccio´n escritora se encuentra enestadoACTIVE o ABORTED,
el estado lo´gico del objeto se correspondera´ con el apuntador al valor an-
tiguo.
Si bien DSTM proponı´a una polı´tica de deteccio´n de conflictos eager, OSTM
ofrecı´a una propuesta muy similar, con una deteccio´n de conflictos lazy, donde
la instancia de un TMObject enlaza con un descriptor de transaccio´n, en lugar
de con un localizador. Harris y Fraser presentaron un Word-based STM sin
indirecciones en el que los datos son almacenados de manera normal en la pila,
utilizando una tabla separada para mantener los metadatos y cuyas entradas
esta´n asociadas con la pila a trave´s de una funcio´n hash. WSTM utiliza deteccio´n
de conflictos lazy y lecturas invisibles.
Pese a que los sistemas no-bloqueantes presentan caracterı´sticas interesantes,
han sido las propuestas bloqueantes o lock-based STM los que han demostrado,
sobretodo en los u´ltimos an˜os, obtener un mejor rendimiento. En estas pro-
puestas, una estructura de exclusio´n mutua (lock) es asociada a cada direccio´n
de memoria o rango de ellas (dependiendo de la granularidad) para permitir
garantizar la atomicidad. El momento en que se adquieren dichos locks puede
afectar no solo al rendimiento general del sistema, sino tambie´n limitar algu-
nas de las decisiones de disen˜o expuestas en la Seccio´n 2.2. En la literatura se
presentan dos algoritmos para la adquisicio´n de locks.
En el algoritmo Encounter-time locking (ETL), los locks se adquieren cuando la
transaccio´n realiza la primera escritura en una direccio´n de memoria. ETL per-
mite una gestio´n de versiones tanto eager como lazy, sin embargo, impone una
restriccio´n a la polı´tica de deteccio´n de conflictos, la cual solo podra´ ser eager,
ya que un acceso conflictivo se detectara´ en el momento en que una transaccio´n
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intente adquirir un lock ya tomado. Aunque la adquisicio´n de locks de escritura
resuelve conflictos entre escrituras concurrentes, no previenen de posibles con-
flictos de lectura-escritura que se puedan producir durante la ejecucio´n de las
transacciones (invisible reads)4.
Para detectar conflictos con transacciones lectoras, un nu´mero de versio´n
local debe ser incluido en los metadatos asociados al objeto de memoria a fin de
verificar, en una fase de validacio´n, si el dato leı´do por una transaccio´n ha sido
modificado por otra transaccio´n. Ambos conceptos (lock y versio´n) pueden ser
combinados dando lugar a lo que se conoce como versioned lock. Ba´sicamente, si el
lock esta´ libre significa que ninguna transaccio´n tiene escrituras pendientes sobre
la direccio´n dememoria cubierta por el lock, en cuyo caso el versioned lock contiene
la versio´n actual. Esta versio´n es incrementada cada vez que una transaccio´n
libera el lock, indicando que el objeto ha sido modificado. Ası´, una transaccio´n al
realizar una lectura, almacena en su read set la direccio´n de memoria y el nu´mero
de versio´n del lock que la protege. Al realizar el commit, una fase de validacio´n
verifica que las versiones en el read set coinciden con las versiones actuales de
los locks. Si no es ası´, significa que alguna otra transaccio´n ha escrito la direccio´n
despue´s de haberla leı´do, por lo que el conflicto lectura-escritura es detectado
y resuelto. McRT-STM y Bartok-STM son dos propuestas que implementan esta
aproximacio´n.
Por otro lado, el algoritmo commit-time locking (CTL)propone adquirir los locks
en el instante de commit para realizar las actualizaciones en memoria de manera
aislada y seguidamente liberarlos. Esta aproximacio´n impone una gestio´n de
conflictos lazy ya que una transaccio´n no puede actualizar la memoria sin antes
adquirir el lock. TL2 [22] hace uso de esta aproximacio´n utilizando, al igual que
los STMs descritos en el pa´rrafo anterior, el concepto de versioned locks solo que
la identificacio´n de versiones se realiza ahora utilizando un reloj global que se
incrementa cada vez que una transaccio´n efectu´a su commit. De este modo, cada
transaccio´n comienza leyendo el reloj global y almacena esa marca de tiempo
como su versio´n de lectura. En cada lectura, la transaccio´n comprueba si la versio´n
del objeto es ma´s actual que su versio´n de lectura (instante de inicio), abortando
en caso positivo.
TinySTM [26, 25] propone combinar una aproximacio´n similar a TL2 con
una forma de bloqueo jera´rquico. Un array de locks, cada uno de los cuales
4Existen varios me´todos para tratar con lecturas invisibles, adema´s de una fase de validacio´n.
Algunas configuraciones de McRT-STM y RSTM permiten dispensar lecturas invisibles, pero a
cambio mantienen su read set visible a otras transacciones. Otros trabajos como [58, 57] introducen la
idea de lecturas semi-visibles demanera que una transaccio´n escritora pueda detectar que el dato esta
siendo leı´do por otra transaccio´n actualmente en ejecucio´n, pero no le permite saber su identidad
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cubre un conjunto de direcciones de memoria adyacentes y etiquetas de tiempo
basadas en un reloj global, son utilizadas para dotar al sistema de opacidad.
Este STM implementa soporte tanto para ETL como CTL, por lo que se puede
configurar para funcionar de acuerdo a las principales polı´ticas de gestio´n de
versiones y deteccio´n de conflictos. Dado que este sistema es utilizado como base
de implementacio´n para los aportes de esta tesis, una descripcio´n mas detallada
sera´ presentada en el Capı´tulo 3.
2.3.3. Sistemas con orden
Hasta ahora hemos analizado los principales sistemas presentes en la litera-
tura, de acuerdo al concepto original de TM, el cual no considera orden entre
transacciones. Sin embargo, el ordenpuede llegar a serunapoderosaherramienta
paramejorar algunos aspectos relacionados con la ejecucio´n de las transacciones.
Ası´ pues, en esta seccio´n revisaremos las principales implementaciones TM
presentes en la literatura, tanto software como hardware, que consideran informa-
cio´n acerca de la precedencia entre las transacciones presentes en el sistema, con
el fin de ordenarlas de acuerdo a algu´n determinado de criterio. La Tabla 2.1
resume las principales caracterı´sticas de los sistemas expuestos.
TCC
La propuesta de Transactional Coherence and Consistency (TCC) [43] define un
nuevo modelo de coherencia y consistencia en el cual, las transacciones son la
unidad ba´sica de trabajo paralelo. Las escrituras transaccionales no requieren
solicitudes de coherencia porque son almacenadas en un write buffer hasta que
finalice la transaccio´n (gestio´n de versiones lazy). Un bit de lectura y otro de
escritura son activados por cada lı´nea de cache´ local que contenga datos leı´dos
o escritos transaccionalmente y que se utilizan para la deteccio´n de conflictos.
Al alcanzar su instante de commit, cada transaccio´n difunde un paquete con
todas las direcciones modificadas al resto de procesadores (broadcast) para que
estos comprueben si se produjeron conflictos (deteccio´n de conflictos lazy). Si han
leı´do algu´n dato modificado por la transaccio´n que realiza el commit, entonces
deben abortar.
Un orden entre transacciones puede ser especificado opcionalmente por los
programadores gracias a los denominadosNu´meros de Fase. Transacciones con un
mismo nu´mero de fase puede efectuar el commit en cualquier orden entre ellas.
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Transacciones con nu´mero de fase menor deben realizar el commit antes que
todas aquellas con nu´mero de fase mayor, las cuales son forzadas a detenerse y
esperar. Ante esta situacio´n, una mejora conocida comoDouble Buffering permite
duplicar las estructuras y bits en la cache´ para permitir al procesador lanzar una
segunda transaccio´n cuando los nu´meros de fase impiden efectuar el commit de
alguna transaccio´n.
DATM
Dependence-Aware Transaction Memory (DATM) [82] explora el concepto de se-
rializacio´n de conflictos con el fin de evitar abortos innecesarios. La serializacio´n de
conflictos es un mecanismo que consiste ba´sicamente en reordenar las etapas de
commit de las transacciones conflictivas para evitar una inconsistencia en memo-
ria. La idea detra´s de DATM es aceptar cualquier orden de commit que evite un
conflicto, por lo que la ordenacio´n de las transacciones dependera´ del comporta-
miento dina´mico del sistema. Adema´s, tambie´n ofrece la posibilidad de realizar
data forwarding entre transacciones, para resolver determinados conflictos que
no pueden evitarse u´nicamente con el orden.
Todas las dependencias se trazan a nivel de lı´nea de cache´ cuando ocurren
(deteccio´n de conflictos eager), mientras que las escrituras son mantenidas en los
niveles de cache´ local hasta que se efectu´e el commit (gestio´n de versiones lazy).
En DATM, todos los conflictos restringen el orden de commit de las transacciones
involucradas, ası´ detectarunadependenciaTA → TB implica queTA deba realizar
el commit antes que TB para evitar el conflicto.
El data forwarding introduce dependencias adicionales, ya que si una transac-
cio´n adelanta un dato a otra, la transaccio´n receptora se vuelve dependiente
de ella y por tanto el sistema debe retrasar su commit hasta que la transaccio´n
fuente finalice. Si se produjera un aborto de la transaccio´n fuente, todas aquellas
transacciones que hubieran recibido un dato adelantado por ella se verı´an obli-
gados a abortar tambie´n, causando lo que se conoce como abortos en cascada. El
sistema tambie´n previene los posibles ciclos debidos al forwarding abortando al
menos una de las transacciones involucradas.
STMlite
STMlite [63] es un sistemadememoria transaccional software, que implemen-
ta una polı´tica lazy-lazy (deteccio´n de conflictos - gestio´n de versiones), pensado
para facilitar la paralelizacio´n automa´tica de bucles incurriendo en un bajo over-
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head. La principal caracterı´stica de STMlite es la asignacio´n de un hilo dedicado
a gestionar los commits de las transacciones presentes en el sistema. Este hilo
dedicado, conocido como Transaction Commit Manager (TCM) actu´a como coor-
dinador central para el resto de hilos trabajadores cuando estos solicitan efectuar
el commit de sus transacciones.
Adema´s del TCM, dos estructuras de datos son necesarias para el funciona-
miento del sistema. Un Pre-Commit Log donde se almacena la informacio´n de las
transacciones en espera de realizar su commit, y un Commit Log que mantiene la
informacio´n de aquellas transacciones que ya han finalizado.
La idea detra´s de STMlite es que cada transaccio´n se encargue de gestionar
sus propios read set y write set durante su ejecucio´n concurrente. Al realizar el
commit, cada transaccio´n copia estos conjuntos al Pre-Commit Log y bloquea su
hilo a la espera de una notificacio´n del TCM. A partir de este momento, es el
TCM el encargado de recorrer las entradas del Pre-Commit Log y comprobar si los
conjuntos de lectura de cada transaccio´n candidata a efectuar el commit entra en
conflicto con los conjuntos de escritura de alguna de las transacciones presentes
en el Commit Log.
Dado que solo aquellas transacciones presentesCommit Log cuya ejecucio´n se
solapo´ en algu´n momento con la candidata a efectuar el commit son de intere´s,
cada entrada incluye adema´s un nu´mero de versio´n para indicar el instante de
inicio Sver (Pre-Commit Log) y el instante de commit Cver(Commit Log) de cada
transaccio´n. De manera que si Sver < Cver sabemos que la ejecucio´n se solapo´ en
algu´n instante. Si no se detectan colisiones de conjuntos, se determina que nin-
guna transaccio´n concurrente con ella y ya finalizada, escribio´ en direcciones de
memoria comunes, por lo tanto el TCM concede permiso al hilo para efectuar
el commit y actualizar sus escrituras en memoria. En caso contrario, el TCM
informa al hilo que debe abortar la transaccio´n.
Usando este mecanismo STMlite permite la paralelizacio´n de bucles con
dependencias entre iteraciones. El TCM se encarga de asegurar el orden correcto
entre las transacciones que ejecutan bloques de iteraciones. Para ello se an˜ade
una nueva estructura denominada Loop Chunck Commit Log (LCCL) mantenida
por el TCM y que contiene un identificador del u´ltimo bucle ejecutado (loop
ID) y un identificador del u´ltimo bloque de dicho bucle ejecutado (chunk ID).
Usando esta informacio´n, el TCM se encarga de permitir el commit solo a la
transaccio´n que contenga el siguiente bloque de iteraciones en orden secuencial
de programa.
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SONTM
SONTM [4] es un HTM en el que el orden no viene impuesto por el progra-
mador o por el flujo secuencial del programa, sino por los conflictos que ocurren
durante la ejecucio´n del mismo. Al igual que DATM, haciendo uso del concepto
de serializacio´n de conflictos, el sistema traza las dependencias de datos a medi-
da que ocurren y reordena los commits de las transacciones para evitar que estos
produzcan un aborto.
Para ello, se opta por una polı´tica de deteccio´n de conflictos eager, utilizando
los mensajes de coherencia cache´ para registrar los accesos conflictivos y una
gestio´n de versiones lazy, el cual proporciona aislamiento entre transacciones
hasta el instante de commit. Para determinar el orden de las transacciones, se
define un algoritmo de Serializabilidad de Conflictos (CS) ma´s relajado que la
aproximacio´n 2PL. En e´l, se considera quedos esquemasde commitpresentanuna
Equivalencia de Conflictos si contienen exactamente los mismos accesos y el orden
de las acciones conflictivas es elmismo.Ası´ pues, se dice que un esquema cumple
con la Serializabilidad de Conflictos si presenta una equivalencia de conflictos con
algu´n esquema secuencial.
Para llevar esto a la pra´ctica, se utilizan unos Serializability Order Numbers
(SON) que son asignados en el instante de commit cuando todos los conflictos
de la transaccio´n han sido trazados, y cuyo valor se determinan utilizando dos
reglas ba´sicas:
Forward-serialization: Si una transaccio´n TA lee o intenta efectuar el com-
mit de una direccio´n que ya ha sido comitada por otra transaccio´n TB,
entonces el SON(TA) > SON(TB).
Backward-serialization: Si TB intenta efectuar el commit de una direc-
cio´n que ya ha sido leı´da por otra transaccio´n TA, entonces el SON(TA) <
SON(TB).
Si en algu´nmomento, una transaccio´n no puede ser situada enun esquemade
conflictos equivalente a alguno secuencial, entonces la transaccio´n aborta. Si la
transaccio´n completa su ejecucio´n sin abortar, significa que se encuentra dentro
de algu´n esquema de conflictos va´lido, por lo que tiene permitido efectuar el
commit cuando llegue su turno.
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SoC-TM
SoC-TM [27] es un soporte HW/SW integrado para memoria transaccional
en MPSoCs empotrados (embedded). En e´l, se propone desacoplar el sistema de
memoria transaccional del sistema de coherencia cache´. Para ello, se utiliza un
mo´dulo hardware externo basado en firmas, denominado Mo´dulo Bloom, que
se encarga de monitorizar todos los accesos transaccionales, salvarlos en unas
firmas asociadas a cada procesador y notificar a las CPUs en caso de conflicto de
datos.
ElMo´dulo Bloom proporciona una deteccio´n de conflictos eager, mientras que
las modificaciones realizadas por la transaccio´n se mantienen en la cache´ local
hasta que se realice el commit, manteniendo ası´ una polı´tica de gestio´n de versio-
nes es lazy. Adema´s de actuar en ambientes cla´sicos de memoria transaccional,
el sistema ha sido extendido para permitir paralelizacio´n especulativa de bu-
cles, forzando que las transacciones realicen su commit respetando la sema´ntica
secuencial del programa.
SoC-TM soporta dos tipos de planificacio´n: dina´mica y esta´tica. En la plani-
ficacio´n dina´mica, el planificador asigna transacciones a los nu´cleos de procesa-
miento siguiendo el orden de programa original, el cual establece la prioridad
entre las transacciones.
Unbuffer circular conNranuras (cadaunade las cuales representaunnivel de
prioridad) es usado paramantener el orden, junto con dos punteros a la siguiente
ranura disponible y a la siguiente ranura que debe realizar el commit. Ası´, cada
vez que un procesador solicite una nueva transaccio´n al Mo´dulo Bloom, este
inserta su ID en la siguiente ranura disponible del buffer. Solo el procesador cuyo
ID este´ almacenado en la ranura apuntada para efectuar el commit, tiene permiso
para hacerlo. El resto, se ven forzados a efectuar un stall y esperar su turno. En
la planificacio´n esta´tica, cada procesador calcula localmente el ID de la siguiente
transaccio´n a ejecutar (basa´ndose en el nu´mero total de procesadores y su propio
ID) y se lo comunica al Mo´dulo Bloom que lo anota en un registro asociado al
procesador. Otro registro se encarga de almacenar el ID de la u´ltima transaccio´n
que realizo´ el commit, de manera que el Mo´dulo Bloom solo concedera´ permiso
para finalizar a la siguiente transaccio´n de acuerdo al orden secuencial.
BulkSMT
En [78] se presenta BulkSMT como el primer disen˜o SMT que soporta ejecu-
cio´n continua de transacciones, haciendo uso de sus mu´ltiples contextos hard-
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ware para aprovechar la proximidad de las estructuras hardware compartidas,
tales como cache´s y buffers. Gracias a ello, el hardware puede detectar ra´pida y
eficientemente los conflictos para registrarlos y gestionarlos de la mejor manera
posible para maximizar la concurrencia.
BulSMT propone dosmodos de ejecucio´n de transacciones: en un procesador
SMTde core u´nico omulticore. Para ambaspropuestas se consideranunaspolı´ticas
de deteccio´n de conflictos y gestio´n de versiones eager-eager. La detencio´n de
conflictos se efectu´a utilizando bits de acceso en la cache´. La principal diferencia
entre ambos modos de ejecucio´n se encuentra en el mecanismo de gestio´n de
versiones. En procesadores SMT de nu´cleo u´nico, las escrituras especulativas
realizadas en cache´ son automa´ticamente visibles al resto de contextos hardware.
Adema´s, no es necesario almacenar los valores antiguos, ya que el sistema evita
que las escrituras transaccionales pasen ma´s alla´ de la cache´ L2, por lo que los
valores antiguos de los datos siempre pueden leerse de memoria.
Diferente es el caso del modo de ejecucio´n en procesadores SMT multicore,
en el que se si actualiza la memoria con las escrituras transaccionales para hacer
visible sus cambios. Por tanto, se requiere el uso de Undo Logs hardware para
mantener los valores antiguos (uno para cada contexto hardware).
El orden en esta propuesta se incluye como parte de la polı´tica de resolucio´n
de conflictos. Adema´s de permitir abortar o detener una transaccio´n (hasta que
el dato deseado este´ disponible), BulkSTM permite registrar el tipo y direccio´n
de las dependencias, de manera que forzando el commit de las transacciones en
el mismo orden, se consigue evitar el conflicto y posterior aborto, siguiendo la
misma idea de serializacio´n de conflictos introducida en DATM o SONTM.
TLSTM
TLSTM [9] presenta un modelo unificado de memoria transaccional y TLS
(Thread-Level Speculation), para extraer paralelismo y acelerar aplicaciones. El
soporte transaccional para manejar las transacciones (definidas por el usuario)
esta´ a cargo de SwissTM [23], una conocida implementacio´n software. Estas
transacciones de usuario son divididas automa´ticamente (en tiempo de compi-
lacio´n o de ejecucio´n) en tareas especulativas gestionadas por el soporte TLS.
Las tareas que conforman cada transaccio´n de usuario pueden ejecutar fuera
de orden de forma especulativa, sin embargo los accesos realizados en ellas
deben comportarse como si hubieran ejecutado secuencialmente (escrituras de
Taski deben ser vistas por cualquier tarea Taskn siempre que i < n en orden
secuencial de programa, pero no al contrario). Para ello, a cada tarea se asigna un
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nu´mero de serie u´nico que representa su posicio´n en orden de programa dentro
de cada transaccio´n de usuario. Solo cuando todas sus tareas se han completado
en orden de programa, la transaccio´n de usuario tiene permitido realizar su
commit y hacer visibles todas sus escrituras (gestio´n de versiones lazy). Esto
puede suceder en cualquier instante ya que el sistema no debe mantener orden
entre transacciones de usuario, sino solo entre tareas especulativas dentro de
cada transaccio´n. La u´ltima tarea en orden de programa, conocida como commit-
task, se encarga de verificar que todas las tareas precedentes han completado con
e´xito y de actualizar la memoria con las escrituras especulativas de todas ellas.
Este sistema requiere de una deteccio´n y resolucio´n de conflictos en dos ni-
veles. Los conflictos entre tareas dentro de una misma transaccio´n de usuario
pueden resolverse abortando u´nicamente la tarea posterior en orden de pro-
grama. Conflictos entre transacciones de usuario se resuelven abortando la ma´s
especulativa, lo que implica abortar todas sus tareas especulativas. De nuevo la
u´ltima tarea en orden de programa es la encargada de liberar los locksde escritura
y reiniciar todas las tareas precedentes.




















































































































































































































































































































































































































































































































































































































































































































































































En este capı´tulo se describe lametodologı´a seguida para evaluar las propues-
tas presentadas en esta tesis. El sistema TM software utilizado como base para la
implementacio´n de las distintas aportaciones se describe en la seccio´n 3.1. Segui-
damente, presentamos un resumen del conjunto de aplicaciones de evaluacio´n
(seccio´n 3.2) y describimos las principales me´tricas utilizadas para la evaluacio´n
de rendimiento.
3.1. Sistema base TinySTM
Todas las aproximaciones y te´cnicas propuestas en esta tesis han sido desarro-
lladas sobre un conocido sistema TM software (TinySTM [26, 25]), que presenta
una implementacio´n STM ligera con el soporte ba´sico para la deteccio´n de con-
flictos y la gestio´n de versiones de datos. Este sistema transaccional software,
como lamayorı´a de STMs con granularidad de palabra, utilizan un array de locks
de grano fino para gestionar los accesos concurrentes a memoria, mientras que
se utiliza una aproximacio´n basada enmarcas de tiempo (time-based) para garan-
tizar la consistencia transaccional. Todo el sistema esta´ programado en lenguaje
ANSI C, mientras que para las operaciones ato´micas y barreras de memoria se
utiliza la librerı´a atomic ops de Hans Boehm’s, la cual implementa una versio´n
optimizada de estos mecanismos para arquitecturas tanto de 32 como 64 bits.
TinySTM presenta una gran variedad de configuraciones que cubren la ma-
yorı´a de las decisiones de disen˜o para un sistema transaccional, entre las que
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podemos destacar la eleccio´n del instante en que se adquieren los locks, el instan-
te en que se realizan las actualizaciones en memoria, la polı´tica de contencio´n o
la visibilidad de las escrituras.
Las configuraciones CTL (commit-time locking) y ETL (encounter-time locking)
permiten definir el tipo de control de concurrencia del sistema transaccional
(optimista y pesimista respectivamente).
CTL: Propone adquirir los locks asociados a las direcciones modificadas
por la transaccio´n durante la fase de commit. Esto impide que se detecten
los conflictos hasta este punto de la ejecucio´n transaccional. Ası´ pues, esta
aproximacio´n asume una polı´tica de deteccio´n de conflictos lazy. Aunque
la configuracio´n CTL puede llegar a resolver conflictos en determinadas
situaciones (ver seccio´n 2.2.3), la deteccio´n tardı´a de los conflictos por lo
general suele implicar una gran cantidad de computacio´n desechada en
aplicaciones con alta contencio´n.
ETL: Esta aproximacio´n permite aplicar una polı´tica de deteccio´n de con-
flictos eager, gracias a que los locks sobre las direcciones modificadas se
adquiere al realizar la operacio´n de escritura. Este control de concurrencia
pesimista posibilita detectar y resolver los conflictos tan pronto ocurren,
minimizando ası´ la cantidad de trabajo desechado en caso de conflicto,
sin embargo, tambie´n puede provocar abortos innecesarios que podrı´an
haberse resuelto por sı´ mismos llegado momento de commit. En esta confi-
guracio´n, TinySTM permite seleccionar entre dos diferentes estrategias pa-
ra la actualizacio´n de datos en memoria: escritura directa (write-through)
o diferida (write-back). La diferencia entre ambas, ası´ como sus ventajas
e inconvenientes han sido descritas en la seccio´n 2.2, y su eleccio´n defi-
nira´ la polı´tica de gestio´n de versiones del sistema transaccional (eager o
lazy respectivamente).
En cuanto a polı´tica de contencio´n, TinySTM ofrece varias estrategias:
SUICIDE: Aborta inmediatamente la transaccio´n que detecta el conflicto.
DELAY: Similar a SUICIDE pero retrasando el reinicio de la transaccio´n
hasta que la direccio´n que provoca el conflicto sea liberada. La idea es
evitar que la transaccio´n reiniciada, vuelva a ser aborta por no haber sido
liberado au´n el dato compartido (tı´pico con transacciones grandes y alta
contencio´n).
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BACKOFF: Similar a SUICIDE pero retrasando el reinicio de la transaccio´n
un periodo aleatorio elegido uniformemente en un rango que se incremen-
ta exponencialmente con cada reinicio. Al igual queDELAY, su objetivo es
minimizar los abortos mu´ltiples causados por la adquisicio´n de una direc-
cio´n por parte de otra transaccio´n, a costa de poder incurrir en una espera
innecesaria.
AGGRESSIVE: En caso de conflicto, se aborta la transaccio´n propietaria
actual en favor de la nueva transaccio´n.
TIMESTAMP: En todo conflicto, siempre se aborta la transaccio´nma´s joven
(ma´s actual) en base a las etiquetas de tiempo asignadas a cada transaccio´n
a su inicio.
La visibilidad de las lecturas, es otra de posibles configuraciones que ofrece
TinySTM.
Lecturas visibles: Permite incluir las direcciones leı´das por las transacciones
en el mecanismo de deteccio´n de conflictos. Esto facilita la deteccio´n de
conflictos por parte de transacciones escritoras que invalidan lecturas pre-
vias realizadas por otras transacciones, sin necesidad de que estas recurran
a un proceso de validacio´n.
Lecturas invisibles: Es la configuracio´n definida por defecto. En ella se man-
tienen las lecturas transaccionales al margen del proceso de deteccio´n de
conflictos y se introduce un proceso de validacio´n incremental sobre el
conjunto de direcciones que componen el read set de la transaccio´n.
Adema´s de estas configuraciones, TinySTM tambie´n ofrece la posibilidad
de generar estadı´sticas transaccionales de su ejecucio´n, utilizacio´n de filtros de
Bloom para la deteccio´n de conflictos o prevenir las entradas duplicadas en los
sets de lectura o escritura. Por defecto todas estas opciones esta´n desactivadas.
El sistema que tomaremos como base para la implementacio´n de nuestras
propuestas presentara´ una configuracio´n ETL con polı´tica de escritura diferida
(write-back), lecturas invisibles y una polı´tica de contencio´n de partida basada en
la estrategia SUICIDE.
Para implementar la aproximacio´n ETL, TinySTM utiliza el ya comentado
arrayde locks, demaneraque el bitmenos significativo (LSB) de cada lock asociado
a una direccio´n dememoria se utiliza para indicar si este se encuentra adquirido.
El resto de bits contiene, o bien la direccio´n de la transaccio´n propietaria (LSB
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activado), o bien la versio´n correspondiente al instante de tiempo del commit de
la u´ltima transaccio´n escritora. Por otra parte, la asignacio´n de direcciones de
memoria a locks se realiza mediante una funcio´n hash basada en desplazamiento
de bits (obviando los menos significativos), lo cual permite que cada lock cubra
una porcio´n del espacio de direcciones en memoria (figura 3.1). Esto permite
reducir el taman˜o total del array de locks, y por tanto, el consumo de memoria
necesario, sin embargo, tambie´n ocasiona un problema de false sharing ya que
algunos accesos a direcciones de memoria diferentes pueden ser erro´neamente
identificados como conflictos.
Basa´ndose en esta aproximacio´n, las operaciones de memoria en TinySTM
proceden de la siguiente manera para la configuracio´n utilizada (deteccio´n de
conflictos eager y gestio´n de versiones lazy):
Operacio´n de escritura: Escribir una localizacio´n de memoria requiere ad-
quirir el correspondiente lock durante la operacio´n. Para ello, la transaccio´n
identifica el lock asociado a la direccio´n de memoria (aplicando la funcio´n
hash) e intenta activar el bit menos significativo. Si la adquisicio´n falla,
por estar dicho bit activado, se comprueba si el propietario del lock es la
propia transaccio´n, utilizando para ello la direccio´n almacenada en los bits
restantes. Si es ası´, el nuevo valor se escribe en el write buffer y el proceso
finaliza. En caso contrario, se detecta un conflicto de datos e inmediata-
mente se aborta una de las transacciones (generalmente, la ma´s actual). Si
el lock no ha sido adquirido por nadie, entonces la transaccio´n se vuelve
su propietaria, adquiriendo el lock ato´micamente mediante una operacio´n
compare-and-swap (CAS) y creando sendas entradas en el write buffer y el
write set para la direccio´n.
Operacio´n de lectura: La lectura de una localizacio´n dememoria no requie-
re de la adquisicio´n del lock, sin embargo, se debe asegurar la consistencia
de la lectura. Las versiones o marcas de tiempo son usadas para tal fin.
El proceso consiste en realizar una lectura del lock, seguida de la lectura
de la direccio´n de memoria y finalmente una nueva lectura del lock. Si
entre ambas lecturas del lock, este no ha sido adquirido y mantiene el mis-
mo nu´mero de versio´n, la lectura es va´lida. Una vez leı´da la direccio´n, el
algoritmo LSA [86] determina si la lectura es consistente en el rango de
actuacio´n de la transaccio´n (i.e., no haya sido modificada desde el inicio
de la transaccio´n, ya que en ese caso, su valor podrı´a no ser consistente).
El procedimiento de commit en TinySTM variara´ tambie´n dependiendo de
la configuracio´n escogida. En nuestro caso, el proceso ba´sicamente consiste en


























Figura 3.1: Estructuras de datos utilizadas en TinySTM
actualizar la memoria con los valores contenidos en el write buffer. Sin embargo,
antes de eso, el conjunto de las direcciones de memoria leı´das (read set) debe ser
validado para asegurar su consistencia (i.e., que sus correspondientes locks no
han sido adquiridos por otra transaccio´n y aun mantienen la misma versio´n).
Dependiendodel taman˜odel read set, este procesopuede llegar a sermuy costoso.
Una posible solucio´n consiste en reducir el nu´mero de locks en el array, sin
embargo, esto aumenta au´n ma´s el problema del false sharing.
TinySTM opta por una solucio´n basada en hierarchical locking (figura 3.1), que
consiste en mantener, adema´s del array de l locks utilizado para la deteccio´n
de conflictos, un array jera´rquico de h contadores (h << l), el cual es mapeado
utilizando una funcio´n hash tal que dos direcciones asignadas al mismo lock
tambie´n sean asignadas al mismo contador 1. Adema´s, cada transaccio´n dispone
de unas ma´scaras de lectura y escritura de h bits para marcar los contadores
accedidos durante su ejecucio´n. De esta manera, durante una lectura o escritura,
la transaccio´n determina el contador compartido i que cubre la direccio´n, y
comprueba el i-e´simo bit de la ma´scara de lectura. Si es cero, se pone a uno y
se guarda localmente el valor del contador. En caso de escritura, tambie´n se
comprueba la correspondiente ma´scara y si el bit es cero, se pone a uno y se
incrementa ato´micamente el valor del contador.
1 Si se considera hmu´ltiplo de l, por ejemplo, l = 2i y h = 2 j para (i > j), los ı´ndices de los arrays se
pueden calcular utilizando la misma funcio´n hash como hash(addr) mo´d l (array locks) y hash(addr)
mo´d h (array contadores)
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Ası´, durante la validacio´n solo es preciso comprobar que los contadores
asociados a los bits activos en las ma´scaras, au´n mantienen el valor previamente
leı´do (lectura) o el valor leı´do ma´s uno (escritura). Esto supone muchas menos
comprobaciones que verificar cada elemento del array de locks, ya que h << l.
3.2. Aplicaciones de evaluacio´n
Con el objetivo de evaluar las aportaciones presentadas en esta tesis, un con-
junto de co´digos representativos han sido seleccionados para cubrir las distintos
dominios de aplicacio´n disponibles ymedir diferentes aspectos del rendimiento.
Estas aplicaciones de prueba pueden ser clasificadas en tres grupos principales:
Aplicaciones transaccionales: La suite de benchmarks STAMP (Stanford Tran-
sactional Applications for Multi-Processing), especialmente desarrollada para
investigacio´n en memoria transaccional, ha sido utilizada para evaluar los
aspectos puramente transaccionales de las aportaciones realizadas. Esta
suite incluye ocho aplicaciones que cubren un amplio rango de configura-
ciones de intere´s (taman˜o de transacciones, tiempo en transaccio´n, conten-
cio´n, etc.).
Aplicaciones de tipo Stencil: Dos co´digos de tipo Stencil que resuelven el
mismo problema utilizando dos aproximaciones completamente opuestas
(Jacobi es totalmente paralelo mientras que Seidel es completamente se-
cuencial) han sido considerados para evaluar los overheads introducidos
por las diferentes propuestas respecto del sistema transaccional software
de base.
Aplicaciones con reducciones: Varios co´digos con reducciones han sido
considerados como aplicaciones de intere´s para evaluar las propuestas
realizadas en el a´mbito de los co´digos iterativos, y ma´s concretamente, en
presencia de reducciones irregulares.Fluidanimate, transformada de Legendre,
Euler,Md2y el ca´lculodel histograma de una imagen son los co´digos incluidos
en este grupo, cubriendo una amplia gama de aspectos de intere´s en el
a´mbito de las reducciones (nu´mero de bucles de reduccio´n, reducciones
por bucle, taman˜os de array de reduccio´n, carga computacional del cuerpo
del bucle, etc.).
A excepcio´n de las aplicaciones de STAMP y de Fluidanimate, cuyos co´di-
gos ya se proporcionan en una versio´n paralela, el resto de aplicaciones han
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Tabla 3.1: Caracterizacio´n de las aplicaciones STAMP
Aplicacio´n Dominio Longitud Tx Tiempo Tx Contencio´n
Bayes Aprendizaje automa´tico Larga Alto Alta
Genome Bioinforma´tica Media Alto Baja
Intruder Seguridad Corta Medio Alta
Kmeans Minerı´a de datos Corta Bajo Baja
Labyrinth Ingenierı´a Larga Alto Alta
Ssca2 Cientı´fico Corta Bajo Baja
Vacation Procesamiento de transacciones online Media Alto Baja/Media
Yada Cientı´fico Larga Alto Medio
sido manualmente paralelizados utilizando OpenMP [64, 73]. A continuacio´n se
describen las caracterı´sticas ma´s destacables de cada uno de ellos.
3.2.1. Aplicaciones transaccionales (STAMP)
En esta seccio´n se realiza una breve descripcio´n de las aplicaciones que com-
ponen la suite STAMP [16, 67]. La tabla 3.1 presenta un resumen cualitativo
de las principales caracterı´sticas transaccionales para cada aplicacio´n, entre las
que se incluyen: Longitud de la transaccio´n (nu´mero de instrucciones), tiempo
invertido dentro de transacciones y cantidad de contencio´n.
Bayes
Esta aplicacio´n implementa un algoritmo para el aprendizaje de redes Baye-
sianas a partir de un conjunto de datos observados. En la representacio´n de la
red se utiliza un grafo dirigido sin ciclos, donde cada nodo representa una va-
riable y cada arista representa una dependencia condicional entre las variables.
Partiendo de un estado inicial sin dependencias entre variables, el algoritmo in-
crementalmente aprende las dependencias analizando el conjunto de variables
observadas. En cada iteracio´n, una variable es asignada a cada hilo para ser
analizada y an˜adir nuevas dependencias a la red. En la figura 3.2 se muestra el
pseudoco´digo de la principal parte del algoritmo.
En esta aplicacio´n las transacciones se utilizan para proteger el ca´lculo y la
asignacio´n de nuevas dependencias al grafo. Por tanto,Bayes pasa lamayor parte
del tiempo de ejecucio´n calculando las nuevas dependencias, lo que deriva en
transacciones largas con grandes conjuntos de lectura y escritura (read set, write
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1 global Queue dependencies
2 global Graph network
3
4 begin parallel
5 while true do
6 TxBegin
7 dependency ← dependencies.pop()
8 TxEnd
9









19 fromVariable ← dependency.from()
20 subGraph ← network.subGraph(fromVariable)
21 newDependency ← network.getNewDependency(fromVariable , subGraph)
22 TxEnd
23







Figura 3.2: Pseudoco´digo correspondiente a Bayes.
set). Adema´s, este benchmark presenta una gran contencio´n ya que el subgrafo
cambia frecuentemente.
Genome
Este benchmark presentan una aplicacio´n de bioinforma´tica en la que se toman
un conjunto de segmentos de ADN (relativamente grandes) y se comparan a fin
de reconstruir el genoma original. El proceso consta de dos fases. Una primera
fase utiliza un conjunto hashpara eliminar posibles segmentos duplicados y crear
un conjunto global con segmentos u´nicos. En la segunda fase, cada hilo extrae
un segmento de dicho conjunto global y lo compara (utilizando el algoritmo
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1 global Array segments
2 global Set uniqueSegments
3
4 begin parallel
5 for all segment in segments.myPartition() do
6 TxBegin








15 for all uniqueSegment in uniqueSegments.myPartition() do
16 TxBegin
17 matchedSegment ← uniqueSegments.findMatch(uniqueSegment)







Figura 3.3: Pseudoco´digo correspondiente a Genome.
de comparacio´n de cadenas Rabin-Karp) para finalmente an˜adirlo a su propio
grupo de segmentos ya revisados. El pseudoco´digo de la parte esencial de este
benchmark se incluye en la figura 3.3.
Ambas fases sonprotegidas con transaccionespara quepuedan ser ejecutadas
por mu´ltiples hilos en paralelo sin incurrir en las posibles inconsistencias deri-
vadas de an˜adir o extraer un mismo segmento desde el conjunto u´nico durante
su creacio´n (primera fase) o durante el proceso de comparacio´n de segmentos
(segunda fase). Por ello, Genome pasa la mayor parte del tiempo ejecutando den-
tro de transacciones. Aunque los data sets presentan un taman˜o moderado, la
contencio´n exhibida es realmente baja, debido principalmente a la gran cantidad
de segmentos disponibles para analizar.
52 Capı´tulo 3. Metodologı´a
Intruder
Intruder simula un sistema de deteccio´n de intrusio´n en redes basado en fir-
mas. Los paquetes que circulan por la red son escaneados en paralelo en busca de
alguna firma de intrusio´n conocida. Este proceso se realiza a trave´s de tres fases.
Los paquetes son tomados de una simple cola FIFO en la fase inicial de captura y
reensamblados seguidamente sobre un diccionario compartido, implementado
como un a´rbol auto-balanceado, que contiene la lista de paquetes que pertenecen
a la misma sesio´n. Finalmente, una fase de deteccio´n se encarga de determinar
la ocurrencia de una intrusio´n. El acceso a las estructuras de datos compartidas,
realizado en las dos primeras fases, debe ser protegido para evitar escrituras
concurrentes. Concretamente, la versio´n transaccional del benchmark encierra ca-
da una de estas fases en una transaccio´n, siguiendo una aproximacio´n similar
a los locks de grano grueso. Aunque pueda parecer ineficiente, esta aplicacio´n
alcanza un buen rendimiento debido a la concurrencia optimista del sistema
transaccional. El pseudoco´digo correspondiente a este benchmark es presentado
en la figura 3.4.
En general, aunque el taman˜o de las transacciones es relativamente pequen˜o,
el nivel de contencio´n se mantiene moderadamente alto dependiendo de la
frecuencia con que se efectu´e el balanceo del a´rbol en la fase de reensamblaje.
Debido aquedosde las tres fases transcurrendentrode transacciones, la cantidad
de ejecucio´n transaccional, en relacio´n al total de la aplicacio´n, es media/alta.
Kmeans
Kmeans es un algoritmo de clasificacio´n en el que un conjunto de objetos
en un espacio N-dimensional son agrupados en K diferentes clusters, que se
utilizan para particionar datos en subconjuntos relacionados (pseudoco´digo en
figura 3.5). Cada hilo iterativamente se encarga de procesar una porcio´n de los
objetos, protegiendo en cada iteracio´n la actualizacio´n de los centros del cluster
mediante una transaccio´n. La contencio´n entre hilos dependera´ del nu´mero de
clusters definidos, ya que cuanto mayor sea este, menor sera´ la probabilidad de
que dos hilos operen sobre el mismo cluster. El taman˜o de las transacciones, al
igual que de los read set y write set, es relativamente pequen˜o, puesto que son
proporcionales a la dimensionalidad del espacio. Adema´s, la mayor parte del
tiempo de ejecucio´n es invertido en calcular nuevos centros para el cluster, para
lo cual cada hilo solo precisa leer de su propia particio´n de objetos, fuera de la
proteccio´n de las transacciones.
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1 global Queue packets
2 global Decoder decoder
3
4 begin parallel
5 Detector detector while true do
6 TxBegin
7 packet ← packets.remove()
8 TxEnd





14 error ← decoder.reassemble(packet)
15 TxEnd




20 data ← decoder.getComplete(packet)
21 TxEnd
22
23 if data is not null then
24 error ← detector.check(data)







Figura 3.4: Pseudoco´digo correspondiente a Intruder.
Labyrinth
Este benchmark implementa una variante al algoritmo de bu´squeda de cami-
nos en laberintos propuesto por Lee [55]. Ba´sicamente, se considera una rejilla
tridimensional compartida, sobre la cual, un conjunto de hilos concurrentes gra-
ban rutas desde un punto de inicio hasta otro final, conectados entre sı´ por
puntos adyacentes de la rejilla. En la versio´n transaccional, se produce un con-
flicto cuando dos caminos que se cruzan en algu´n punto, son an˜adidos a la rejilla.
Para evitar conflictos innecesarios, los nuevos caminos no se calculan sobre la
rejilla compartida, sino sobre copias privadas actualizadas que cada hilo realiza
al inicio del ca´lculo de cada nuevo camino. Por tanto, el conflicto es detectado al
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1 global Array points
2 global Array memberships
3 global Array centers
4 global Integer delta
5
6 begin parallel
7 for all point in points.myPartition() do
8 k = FindNearestCenter(centers, point)
9 if k , memberships[point] then
10 myDelta ← myDelta + 1







18 delta ← delta + myDelta
19 TxEnd
20 end parallel
Figura 3.5: Pseudoco´digo correspondiente a Kmeans.
intentar escribir el camino previamente computado sobre la rejilla compartida.
En caso de conflicto, la transaccio´n aborta y reinicia el calculo de otro camino
que una los mismos puntos, esta vez utilizando una nueva copia de la rejilla en
su estado ma´s actual.
Dado que la copia privada requiere leer todos los puntos de la rejilla y esto
ocurre dentro de una transaccio´n, estas lecturas igualmente serı´an an˜adidas al
read set causando numerosos conflictos. Un sistema de early-release [49] ha sido
utilizado para eliminar estos accesos transaccionales generados al crear la copia
privada de la rejilla (figura 3.6).
Debido a que la mayor parte del tiempo es consumida por el ca´lculo del
nuevo camino, lo cual ocurre dentro de una transaccio´n, tanto el taman˜o de los
data sets como el de la transaccio´n son especialmente grandes. Este gran nu´mero
de accesos transaccionales a memoria, unido a hecho de que todo el co´digo es
ejecutado dentro de transacciones, hace que la contencio´n exhibida por Labyrinth
sea bastante alta.
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1 global Queue tasks
2 global Grid maze
3
4 begin parallel
5 while true do
6
7 TxBegin
8 task ← tasks.remove()
9 TxEnd
10 if task is null then
11 break
12 end if
13 start ← task.start()
14 end ← task.end()
15
16 TxBegin
17 mazeCopy ← maze.copy()
18 TxEarlyRelease(maze)
19 success ← Expand(mazeCopy, start, end)
20 if success then
21 path ← Backtrack(mazeCopy , end, start)
22 valid ← maze.addPath(path)








Figura 3.6: Pseudoco´digo correspondiente a Labyrinth.
Ssca2
Scalable Synthetic Compact Applications 2 son un grupo de cuatro kernels que
operan sobre grafos. STAMP incluye uno de estos Kernels que implementa el
proceso de creacio´n de una estructura de datos tipo grafo, utilizando arrays de
adyacencia y arrays auxiliares, haciendo uso de las primitivas TM para benefi-
ciarse del paradigma de paralelizacio´n optimista. Cada hilo en encarga de an˜adir
nuevos nodos al grafo de manera concurrente, utilizando el array de adyacen-
cia, el cual debe ser accedido dentro de transacciones para evitar inconsistencias.
Esta operacio´n es realmente breve, por lo que la aplicacio´n no invierte demasia-
do tiempo dentro de las transacciones. Por otra parte, el nu´mero de lecturas y
escrituras transaccionales es realmente pequen˜o, lo que unido al gran nu´mero
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1 global Array nodes
2 global Array edges
3
4 begin parallel
5 for all edge in edges.myPartition() do
6 fromIndex ← edge.from()






Figura 3.7: Pseudoco´digo correspondiente a Ssca2.
de nodos presentes en el grafo, hace infrecuente que varios hilos modifiquen
el mismo nodo concurrentemente (contencio´n baja). La figura 3.7 presenta el
pseudoco´digo correspondiente a la parte ma´s relevante de este benchmark.
Vacation
Esta aplicacio´n simula un sistema de reserva de viajes distribuido de una
empresa. Ası´, el sistema implementa estructuras tipo a´rbol que relaciona los
clientes y sus reservas con los distintos items de viajes. Ba´sicamente, el sistema
permite tres tipos de acciones: realizar una nueva reserva, cancelar una reserva
existente o actualizarla (figura 3.8). Para asegurar la validez de la base de datos,
cada una de estas operaciones es protegida dentro de una transaccio´n de grano
grueso, lo cual se traduce en un gran tiempo dentro de transaccio´n. Debido
a las caracterı´sticas de estas operaciones, el nu´mero de lecturas y escrituras
transaccionales se mantiene moderado. En relacio´n a la contencio´n presentada
por la aplicacio´n, puede fluctuar entre baja y media dependiendo de la cantidad
de operaciones que modifiquen grandes porciones de la base de datos.
Yada
Yet Another Delaunay Application implementa un algoritmo de refinado dema-
llas iterativo, en el que cada iteracio´n efectu´a los siguientes pasos: primero, cada
hilo extrae un tria´ngulo sin refinar de una cola de trabajo. Seguidamente, se pro-
cede a retriangular la malla, la cual esta´ almacenada como un grafo que contiene
los tria´ngulos que la componen. Este proceso es el ma´s costoso e implica que
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1 global Manager manager
2
3 begin parallel
4 for i ∈ [1...N] do
5 action ← RandomAction()
6 items ← RandomItems()
7 TxBegin
8 if action is reserve then
9 manager.reserve(items)
10 else if action is cancel then
11 manager.cancel(items)






Figura 3.8: Pseudoco´digo correspondiente a Vacation.
muchos tria´ngulos de la malla compartida sean visitados y modificados. Puesto
que esta operacio´n debe protegerse mediante transacciones, tanto el taman˜o de
los conjuntos de lectura y escritura, como el tiempo dentro de la transaccio´n son
altos. El uso de las transacciones en Yada puede apreciarse en el pseudoco´digo
de la figura 3.9. Finalmente, cualquier nuevo triangulo no refinado resultante
de la nueva triangulacio´n es an˜adido a la cola de trabajo para ser procesado en
una posterior iteracio´n. En general, la contencio´n que presenta la aplicacio´n es
moderada, debido al acceso compartido a la malla.
3.2.2. Aplicaciones de tipo Stencil
Las aplicaciones de tipo Stencil son muy comunes en el mundo de la compu-
tacio´n y son aplicables a un amplio rango de campos, tales como la ingenierı´a o
ciencias.
Ba´sicamente, estas aplicaciones utilizan estructuras de mallas o grids, alma-
cenados en forma de arrays multidimensionales, sobre los cuales se realizan un
gran nu´mero de barridos en los que el valor correspondiente a cada elemento se
modifica basa´ndose en los valores de sus vecinos.
Algunas aplicaciones de este tipo son la resolucio´n de ecuaciones diferen-
ciales, me´todos de refinamiento de mallas y todo tipo de filtros aplicados a
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1 global Mesh mesh
2 global Set segments
3 global PriorityQueue work
4
5 begin parallel
6 while true do
7
8 TxBegin
9 element ← work.remove()
10 TxEnd
11
12 if element is null then
13 break
14 end if
15 point ← element.center()
16
17 TxBegin
18 if element is segment then
19 segments.split(element)
20 end if
21 region ← mesh.affectedRegion(point)










Figura 3.9: Pseudoco´digo correspondiente a Yada.
ima´genes (deteccio´n de bordes, desenfoque, etc.). La gran variedad de co´digos
de tipo Stencil pueden ser caracterizadas en base a varios aspectos, tales como,
la dimensio´n del array, la distancia ma´xima de los vecinos representativos o el
nu´mero total de vecinos representativos para cada elemento.
Otros dos factores de gran impacto son el patro´n de acceso a los datos y
el orden a seguir. El primero de estos factores suele estar caracterizado por
la regularidad del patro´n de acceso para cada elemento, lo que proporciona
una base estable sobre la que desarrollar diferentes mecanismos o estrategias
para explotar la concurrencia. Por el contrario, el orden de recorrido del array
puede llegar a convertirse en un factor que limite este aspecto. Basa´ndonos en la
operacio´n de actualizacio´n sobre los datos, podemos clasificar los co´digos Stencil
3.2. Aplicaciones de evaluacio´n 59
1 for (t = 0; t < _PB_TSTEPS; t++){
2 #pragma omp transfor schedule(static,S)
3 for (i = 1; i < _PB_N - 1; i++)
4 for (j = 1; j < _PB_N - 1; j++)
5 B[i][j] = (A[i][j] + A[i][j-1] + A[i][1+j]
6 + A[1+i][j] + A[i-1][j])/5;
7 #pragma omp transfor schedule(static,S)
8 for (i = 1; i < _PB_N -1; i++)
9 for (j = 1; j < _PB_N -1; j++)
10 A[i][j] = B[i][j];
11 }
Figura 3.10: Co´digo correspondiente al bucle principal del benchmark Jacobi
en dos tipos.
Se dice que un Stencil es de tipo Jacobi [79] si en cada barrido las operaciones
de lectura y escritura se realizan sobre diferentes arrays. La figura 3.10 muestra
el bucle principal del benchmark Jacobi en su versio´n 2D obtenido de la suite
Polybench. Al realizar las escrituras en un arrays auxiliar, separando las fases
de ca´lculo y actualizacio´n del array global, el orden en que se procesen los
elementos en cada bucle se vuelve irrelevante. Esto permite paralelizar ambos
bucles totalmente sin necesidad demayor sincronizacio´n que lamera separacio´n
entre fases.
Por otro lado, si tanto las lecturas como las escrituras se realizan sobre el
mismo array (computacio´n in-place), entonces el orden en que se realice el barrido
es importante, ya que cada elemento modificado se utiliza como entrada para
el ca´lculo de otro elemento vecino. En este caso decimos que el co´digo es de
tipo Gauss-Seidel [79] (figura 3.11). Como podemos apreciar, el orden para el
ca´lculo de los elementos viene impuesto por el propio me´todo, el cual debe ser
mantenidopara garantizar un resultado correcto. En este caso, unaparalelizacio´n
no es posible sin incurrir en una serializacio´n total de los hilos.
Debido a que habitualmente el nu´mero de operaciones en punto flotante
realizadas por elemento del array es constante, y generalmente bajo en compa-
racio´n con el nu´mero de referencias a memoria (i.e., los bytesmovidos), este tipo
de co´digos presentan una intensidad operacional [99] realmente baja, definie´ndose
esta como el cociente entre ambos valores. Esto supone un problema para el
rendimiento de la aplicacio´n, ya que, esta´ limitado por el ancho de banda de
memoria.
Las versiones paralelas transaccionales de ambos benchmarks se han obtenido
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1 for (t = 0; t < _PB_TSTEPS; t++){
2 #pragma omp transfor schedule(static,S) ordered
3 for (i = 1; i<= _PB_N - 2; i++)
4 for (j = 1; j <= _PB_N - 2; j++)
5 A[i][j] = (A[i-1][j-1] + A[i-1][j]
6 + A[i-1][j+1] + A[i][j-1]
7 + A[i][j] + A[i][j+1]
8 + A[i+1][j-1] + A[i+1][j]
9 + A[i+1][j+1])/9;
10 }
Figura 3.11: Co´digo correspondiente al bucle principal del benchmark Seidel
simplemente dividiendo el array por filas e instrumentando las operaciones
de lectura y escritura con las variantes transaccionales propuestas. En base a
ello, el taman˜o de las transacciones y sus data sets varia de pequen˜o a medio,
dependiendo de las dimensiones del array de datos. El tiempo en transaccio´n
de ambos benchmarks es del 100%, ya que la u´nica computacio´n que existe se
realiza dentro de estas. Respecto a la contencio´n, Jacobi no presenta ninguna
debido a que es un co´digo totalmente paralelo. Sin embargo, Seidel presenta una
contencio´n muy alta, ya que cada elemento depende de todos sus vecinos, lo
cual implica que dos hilos accedera´n necesariamente a los valores escritos por el
otro, aunque esto solo ocurra en las fronteras.
3.2.3. Aplicaciones con reducciones
Fluidanimate
Fluidanimate es una aplicacio´n que forma parte del Intel RMS, incluida en
suite de benchmark Polybench [77], que implementa una extensio´n del me´todo
Smoothed Particle Hydrodynamics (SPH) para realizar la simulacio´n fı´sica en el
comportamiento de fluidos para su aplicacio´n en videojuegos y otras formas
de animacio´n en tiempo real [72]. Para ello, esta aplicacio´n necesita resolver las
ecuacionesNavier-Stokes, las cuales son un conjunto de derivadas parciales no li-
neales que describen el movimiento de fluidos cuya viscosidad es independiente
del movimiento del mismo (fluidos newtonianos [10]).
Antes de realizar los ca´lculos, el fluido es divido en celdas que actu´an co-
mo contenedores de partı´culas, llegando a albergar hasta un total de diecise´is,
cada una con sus correspondientes atributos (aceleracio´n, densidad, posicio´n,
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velocidad y viscosidad).
Para cada instante de tiempo simulado por el algoritmo (frame), Fluidanimate
ejecuta cinco kernels sobre el conjunto de partı´culas.
Reconstruccio´n de ı´ndices espaciales: Puesto que las partı´culas solo in-
teractuan con aquellas que se encuentren a una distancia igual o inferior
a h (limitada por el kernel de suavizado), el sistema recoloca las partı´culas
utilizando una estructura con indexacio´n espacial para explotar la proxi-
midad entre ellas y reducir el nu´mero de evaluaciones necesarias. De este
proceso se encargan las funciones ClearParticles y RebuildGrid.
Ca´lculo de densidades: Este procedimiento calcula la densidad del fluido
para cada partı´cula en funcio´n de co´mo de pro´ximos se encuentren sus
vecinos. Ası´, aquellas regiones cuyas partı´culas se encuentren ma´s pro´xi-
mas, presentara´n una mayor densidad. La funcio´n ComputeDensities se
encarga de realizar estos ca´lculos.
Ca´lculo de fuerzas: Una vez calculadas las densidades, estas son usadas
para calcular las fuerzas. Para ello, los u´nicos factores externos tenidos en
cuenta por el kernel son la presio´n, viscosidad y gravedad. Adema´s de esto,
este proceso tambie´n se encarga de gestionar las colisiones entre partı´culas.
Esto se realiza en la funcio´n ComputeForces.
Manejo de colisiones con la geometrı´a de la escena: Adema´s de las co-
lisiones entre partı´culas del fluido, las colisiones con la geometrı´a de la
escena son calculadas en la funcio´n ProcessCollisions. En base a ellas,
las fuerzas calculadas en el kernel anterior sera´n actualizadas.
Actualizacio´n de posiciones de las partı´culas: El u´ltimo paso considera
los valores finales de fuerzas obtenidos del paso anterior para calcular los
valores de aceleracio´n de cada partı´cula y actualizar su posicio´n de acuerdo
a ella (funcio´n AdvanceParticles).
Puesto que en la versio´n paralela de este co´digo, los conflictos pueden suce-
der cuando se opera sobre partı´culas, teniendo en cuenta la informacio´n de sus
vecinas, se ha procedido a proteger mediante transacciones los dos principales
kernels de la aplicacio´n, correspondientes al calculo de densidades y fuerzas (alre-
dedor del 96% del tiempo de ejecucio´n). En la figura 3.12 podemos ver el co´digo
asociado al procedimiento que se encarga del ca´lculo de fuerzas. No´tese que solo
aquellas partı´culas que conforman las fronteras de cada celda tienen un riesgo
implı´cito de conflicto. Hemos estimado que u´nicamente el 1.5% de las escrituras
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1 for (ck = 0; ck < nz; ++ck){
2 for (cj = 0; cj < ny; ++cj)
3 for (ci = 0; ci < nx; ++ci){
4 cindex++;
5 numPars = cnumPars[cindex];
6 numNeighCells = GetNeightborCells(ci, cj, ck, neighCells);
7 &cell = CELLS[cindex];
8 for (ipar = 0; ipar < numPars; ++ipar)
9 for (inc = 0; inc < numNeighCells; ++inc){
10 cindexNeigh = neighCells[inc];
11 &neigh = CELLS[cindexNeigh];
12 for (iparNeigh = 0; iparNeigh < numNeighPars; ++iparNeigh){
13 if(&neigh.p[iparNeigh] < &cell.p[ipar]){
14 Calculate dispSq = dispSq(ipar, iparNeigh)
15 if(distSq < HSQ){
16 Calculate acc = acc(cell, neigh)
17 cell.a[ipar] = cell.a[ipar] + acc;





Figura 3.12: Co´digo correspondiente al co´mputo de fuerzas en Fluidanimate
en el array de reduccio´n involucrarı´an conflictos potenciales, lo cual hace que la
contencio´n no sea especialmente alta si se asumen taman˜os de transaccio´n pe-
quen˜os (pocas iteraciones). Por su parte, el taman˜o de los data sets puede variar
de moderado a alto dependiendo, de nuevo, del taman˜o de transaccio´n elegido.
Legendre
Este benchmark implementa un sistema de prediccio´n del clima haciendo uso
de las transformadas de Legendre [71]. Para ello utiliza una serie de arrays tridi-
mensionales que representan distintos aspectos de la climatologı´a, tales como,
vorticidad, divergencia, humedad y temperatura. Definidas las condiciones ini-
ciales, se inicial el bucle principal de la aplicacio´n en el que cada iteracio´n invoca
repetidamente dos subrutinas, que calculan la transformada inversa y directa
de Legendre, para cada una de las latitudes, precedidas de una pequen˜a fase de
inicializacio´n. Esta fase es necesaria debido a que los lı´mites de algunos bucles,
dentro de ambas rutinas, dependen de dos arrays que deben ser inicializados en
tiempode ejecucio´n para cada iteracio´n del bucle principal. En nuestro benchmark
esta inicializacio´n es realizada secuencialmente y consume alrededor de un 5%
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1 for (i = 1; i < JDT+1; i++){
2 im = M[i];
3 imb = MBEG[i];
4 ime = MEND[i];
5 for (is = imb; is<= ime; is=is+2){
6 pnms = PNM[is][irow];
7 pnms1 = PNM[is+1][irow];
8 if(is == ime){
9 for (ilev = 1; ilev <= JDLEV*2; ilev++){
10 FSV[ilev][1][im] = FSV[ilev][1][im] + SPAV[ilev][1][is] * PNMS;
11 FSD[ilev][1][im] = FSD[ilev][1][im] + SPAD[ilev][1][is] * PNMS;
12 FSQ[ilev][1][im] = FSQ[ilev][1][im] + SPAQ[ilev][1][is] * PNMS;
13 FST[ilev][1][im] = FST[ilev][1][im] + SPAT[ilev][1][is] * PNMS;
14 }
15 }else{
16 for (ilev = 1; ilev <= JDLEV*2; ilev++){
17 FSV[ilev][1][im] = FSV[ilev][1][im] + SPAV[ilev][1][is] * PNMS;





Figura 3.13: Co´digo correspondiente a la subrutina que calcula la transformada
inversa de Legendre para la fila irow.
del tiempo total de ejecucio´n.
El 95% restante se reparte a partes iguales entre las dos subrutinas principa-
les, cada una de las cuales han sido a su vez paralelizadas y convenientemente
instrumentada utilizando las llamadas transaccionales. En concreto, este bench-
mark presenta varios bucles anidados conmu´ltiples operaciones de reduccio´n en
cada uno de ellos, accedidas mediante indirecciones. La figura 3.13 muestra uno
de esos bucles.
Euler
El benchmark Euler es un co´digo de hidrodina´mica 3Dmultimaterial, extraı´do
del conjunto de aplicaciones motivadoras propuestas por HPF-2 [29]. En e´l, se
resuelven las ecuaciones de Euler para simulaciones fı´sicas de que involucran
flujo de fluidos y deformacio´n de materiales. La estructura ba´sica en esta aplica-
cio´n es una malla tridimensional compartida sobre la que se realizan diferentes
barridos en el dominio del tiempo para calcular distintas magnitudes fı´sicas,
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1 for (i = 1; i <= numEdges; i++){
2 n1 = edge(i,1);
3 n2 = edge(i,2);
4
5 a1 = foo(edgeData(i,1), edgeData(i,2), edgeData(i,3),
6 velocity(n1,1), velocity(n1,2), velocity(n1,3));
7 a2 = foo(edgeData(i,1), edgeData(i,2), edgeData(i,3),
8 velocity(n2,1), velocity(n2,2), velocity(n2,3));
9
10 r1 = a1*velocity(n1,1) + a2*velocity(n2,1) + edgeData(i,1);
11 r2 = a1*velocity(n1,2) + a2*velocity(n2,2) + edgeData(i,2);
12 r3 = a1*velocity(n1,3) + a2*velocity(n2,3) + edgeData(i,3);
13
14 vel_delta(n1,1) = vel_delta(n1,1) + r1;
15 vel_delta(n1,2) = vel_delta(n1,2) + r2;
16 vel_delta(n1,3) = vel_delta(n1,3) + r3;
17
18 vel_delta(n2,1) = vel_delta(n2,1) - r1;
19 vel_delta(n2,2) = vel_delta(n2,2) - r2;
20 vel_delta(n2,3) = vel_delta(n2,3) - r3;
21 }
Figura 3.14: Bucle de reduccio´n que recorre los bordes de la malla durante el
ca´lculo del cambio de velocidad en Euler.
tales como la fuerza o velocidad, sobre cada uno de los nodos que la compo-
nen. Esta estructura se implementa como un array de tres dimensiones (x,y,z)
accedido mediante indirecciones para realizar las operaciones de reduccio´n co-
rrespondientes al co´mputo de fuerzas y velocidades. Gracias a que la estructura
de la malla es esta´tica (no se modifica la descripcio´n de las aristas en cada paso
del algoritmo), este´ co´digo presenta algunas caracterı´sticas beneficiosas como es
el hecho de utilizar un mismo patro´n de indireccio´n a lo largo de los diferentes
bucles de reduccio´n.
Ba´sicamente, la mayor parte de la computacio´n en esta´ aplicacio´n reside en
tres me´todos: ComputeForces(), ComputeVelocityChange() y SmoothenVelocity(). En
la versio´n transaccional, los bucles de reduccio´n incluidos en estos tres me´todos
han sido paralelizados e instrumentados con las correspondientes instruccio-
nes transaccionales para proteger el acceso a las estructuras compartidas. En la
figura 3.14 presentamos uno de dichos bucles de reduccio´n.
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MD2
MD2 [70] presenta una simulacio´n de dina´mica molecular (en dos dimen-
siones) con interacciones entre partı´culas de corto alcance. Esta simulacio´n se
realiza a lo largo de una serie de pasos temporales, al final de los cuales se obtie-
nen las coordenadas y energı´as finales de cada mole´cula. Ası´, el movimiento de
cada mole´cula en cada instante es determinado por dos aspectos: su velocidad
al inicio del proceso y las fuerzas que ejercen sobre ella el resto de mole´culas
vecinas (problema N-cuerpos). La parte computacionalmente intensiva en este
benchmark se corresponde con el bucle que realiza el ca´lculo de fuerzas, el cual
se ejecuta en cada instante de tiempo. Este bucle irregular, itera sobre una lista
que contiene todos los pares de mole´culas que pueden interactuar entre si, para
cada uno de los cuales se calculan las fuerzas ejercidas por cada mole´cula sobre
la otra. Concretamente, esta lista almacena pares de nu´meros asociados a las
mole´culas y que se utilizan para indexar los arrays que contiene la informacio´n
acerca de la velocidad, posicio´n y fuerza de las mole´culas. Dado que el ca´lculo
de fuerzas es un proceso acumulativo en el que se tienen en cuenta todos los
vecinos cuya distancia sea inferior a un determinado umbral, las operaciones
aplicadas corresponden en su totalidad a reducciones. En la figura 3.15 podemos
apreciar una seccio´n del co´digo correspondiente al bucle que recorre los pares de
mole´culas para el co´mputo de fuerzas. Hay que tener en cuenta que la posicio´n
de las mole´culas cambia debido al efecto de estas interacciones, por lo que la
lista de interaccio´n entre mole´culas debe ser reconstruida cada cierto nu´mero
de pasos, aunque esto realmente no supone un coste computacional excesivo en
relacio´n con el ca´lculo de fuerzas.
Para la versio´n transaccional, se ha paralelizado el bucle que realiza el ca´lculo
de fuerzas, de manera que cada hilo se encargue de procesar un subconjunto de
mole´culas de la lista. Los conflictos sucedera´n cuando dos hilos extraigan de la
lista sendos pares de mole´culas, con al menos una de ellas en comu´n. El taman˜o
de la transaccio´n quedara´ definido por el nu´mero de pares de mole´culas anali-
zadas dentro de cada transaccio´n e influira´ de manera decisiva en la contencio´n
presentada por la versio´n transaccional.
Histogram
Se trata de un benchmark sinte´tico que realiza el ca´lculo del histograma co-
rrespondiente a una imagen digital de entada en escala de grises. El histograma
de una imagen (con niveles de gris en el rango [0, 255]) es una funcio´n discreta
p(rk) = nk/n, donde rk es el k-e´simo nivel de gris, nk es el numero de pı´xeles
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1 for (kk = 0; kk < nbls; kk=kk+2){
2 i = NBLaux->NBLpt[kk];
3 j = NBLaux->NBLpt[kk+1];
4 Calculate xper, yper
5
6 rx = RXpart[i] - RXpart[j] - xper;
7 ry = RYpart[i] - RYpart[j] - yper;
8 r = rx*rx + ry*ry;
9 if(r < THRESHOLD){
10 Calculate rho
11 FXpart[i] = FXpart[i] + rx * rho;
12 FXpart[j] = FXpart[j] + rx * rho;
13 FYpart[i] = FYpart[i] + ry * rho;
14 FYpart[j] = FYpart[j] + ry * rho;
15 }
16 }
Figura 3.15: Bucle de reduccio´n que recorre todos los pares de mole´culas para el
ca´lculo de fuerzas enMD2.
de la imagen con ese nivel de gris y n el numero total de pı´xeles de la imagen
(k = 0, ..., 255). De forma general, podemos decir que p(rk) da una idea acerca de
la probabilidad de que aparezca el nivel de gris rk. La representacio´n gra´fica de
esta funcio´n, para todos los valores de k, proporciona una descripcio´n global de
la apariencia de la imagen.
Aunque el histograma no proporciona informacio´n especı´fica sobre el con-
tenido de la imagen, si que aporta informacio´n u´til de la que parten una gran
cantidad de te´cnicas modernas de procesado de imagen, entre las que pode-
mos incluir mejoras de brillo y contraste o redistribucio´n de tonos. En el campo
de la visio´n artificial, el ca´lculo de los histogramas tambie´n se utiliza para la
delimitacio´n de umbrales, necesarios para el proceso de deteccio´n de bordes o
segmentacio´n de imagen.
Desde el punto de vista computacional, el ca´lculo del histograma de una
imagen supone un ejemplo cla´sico de bucle reductivo, ya que la informacio´n
sobre los niveles de gris presentes en la imagen son agrupados en una estructura
de menor taman˜o mediante el uso de una operacio´n asociativa y conmutativa
(+). En la figura 3.16 se presenta el co´digo correspondiente al bucle principal
del benchmark Histograma. En nuestro caso, la imagen de entrada se almacena
en un array unidimensional (por simplicidad). Para la obtencio´n de la versio´n
transaccional paralela basta con dividir el espacio de iteraciones del bucle, que
recorre los pı´xeles de la imagen, entre los diferentes hilos e instrumentar ade-
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1 #pragma omp transfor schedule(static,S)
2 for (i=0; i<_N_; i++) {
3 g_hist[pixel[i]] = g_hist[pixel[i]] + 1;
4 }
Figura 3.16: Bucle principal del benchmark Histograma
cuadamente las operaciones de lectura y escritura. El taman˜o de la transaccio´n,
y por consiguiente de los data sets, dependera´ de taman˜o de bloque (nu´mero de
iteraciones consecutivas) asignado a cada transaccio´n. Por su parte, la contencio´n
estara´ definida por el taman˜o y distribucio´n de los niveles de gris en la matriz de
entrada, aunque en general, dado que solo hay 256 niveles sobre los que reducir
la informacio´n.
3.3. Me´tricas
En esta seccio´n se detallan todas las me´tricas utilizadas en esta tesis, siendo
cada una de ellas necesaria para evaluar diferentes aspectos de las aportaciones
realizadas.
Speedup
En programacio´n paralela, el speedup se define como el cociente entre el tiem-
po de la versio´n secuencial y el de la versio´n paralela de una misma aplicacio´n.
Esta me´trica representa un factor de aceleracio´n que refleja cua´nto ma´s ra´pido
ejecuta la versio´n paralela de la aplicacio´n. Idealmente, el valor ma´ximo depen-
dera´ del nu´mero de hilos de ejecucio´n paralelos utilizados en la ejecucio´n. En la
pra´ctica, esto ma´ximos ideales difı´cilmente se alcanzan en la mayorı´a de aplica-
ciones, incluso aquellas sin accesos compartidos, debido a efectos tales como los
expuestos por la Ley de Amdahl [1, 88] y otras limitaciones como la velocidad y
capacidad de los buses de acceso a memoria. La figura 3.17a muestra la ecuacio´n
para el ca´lculo del speedup.
Adema´s de este speedup, tambie´n conocido como speedup absoluto, existen
otros tipos presentes en la literatura que ofrecen otras perspectivas para cuan-
tificar la mejora de una aplicacio´n paralela variando el tiempo de ejecucio´n de
referencia (i.e. ejecucio´n secuencial). A continuacio´n enumeramos dos variacio-
nes de speedup utilizadas en esta tesis.










Figura 3.17: Expresiones correspondientes a las me´tricas de speedup en sus tres
variantes. La variable timeSERIAL representa el tiempo de ejecucio´n de la versio´n
secuencial, mientras que timeSTM representa el tiempo de ejecucio´n la versio´n
transaccional.
Speedup relativo
En esta versio´n de speedup se mide la mejora del tiempo de la ejecucio´n
paralela respecto a la misma versio´n paralela con un u´nico hilo de ejecucio´n.
Hay que ser consciente de que un aplicacio´n implementada para ser ejecutada
en paralelo, generalmente realiza ma´s trabajo que la versio´n secuencial, debido a
que necesita crear los hilos, inicializarlos, particionar y distribuir el trabajo a cada
hilo trabajador, entre otras cosas. Cuando medimos el rendimiento de un STM
este problema se agrava significativamente debido a que la versio´n secuencial
no comparte los overheads introducidos por cada operacio´n de memoria (read y
write), ası´ comopor la creacio´n de la transaccio´n (begin) y su finalizacio´n (commit).
El speedup relativo nos permite, en estos casos, paliar este desajuste de ejecu-
cio´n entre ambas versiones, ya que al utilizar lamismaversio´n paralela con 1 hilo,
los overheads asociados a la gestio´n transaccional por software de las operaciones
dememoria, ası´ como el de la creacio´n de hilos, transacciones y el proceso de com-
mit ahora estara´n presentes en el tiempo de ejecucio´n del sistema de referencia.
Ası´, esta me´trica nos proporcionara´ una verdadera medida de las aportaciones
realizadas sin considerar los overheads propios del sistema transaccional.
En nuestro caso, dado que nuestras aportaciones han sido implementadas
sobre la base de TinySTM, utilizaremos como referencia la versio´n paralela de los
benchmark ejecutados sobre una versio´n sinmodificar de TinySTM con un u´nico
hilo de ejecucio´n. La ecuacio´n para el ca´lculo del speedup relativo es mostrada en
la figura 3.17b.
Speedup comparativo
Este speedup se utiliza para comparar dos implementaciones diferentes de
una misma aplicacio´n paralela y medir el factor de mejora de una respecto a
otra. Para ello se calcula el cociente entre el tiempo de ejecucio´n de ambas imple-
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mentaciones para el mismo nu´mero de hilos (figura 3.17c). El speedup comparativo
en el a´mbito de TM, esta´ fuertemente relacionado con el nu´mero de conflictos
y el coste de los abortos. En la comparacio´n de dos implementaciones de siste-
mas de memoria transaccional aplicados al mismo benchmark, estos costes son
los que realmente marcan la diferencia entre ambos sistemas. Ası´, se espera que
si el nu´mero de dependencias se incrementa, el sistema que consiga gestionar-
las de tal manera que nu´mero de conflictos y abortos se reduzca en relacio´n la
otra, obtendra´ un mayor valor en esta me´trica. Hay que destacar que aunque
en esta me´trica parezca no tener una gran influencia el nu´mero de hilos (por-
que el cociente se calcula con el mismo nu´mero de hilos), en realidad tiene una
gran influencia, ya que un mayor nu´mero de hilos, supone un mayor nu´mero
de transacciones ejecutando concurrentemente lo cual incrementa significativa-
mente la contencio´n a la que se ve sometido el sistema transaccional.
Throughput
Esta me´trica se utiliza generalmente para medir el volumen de trabajo o
informacio´n que fluye a trave´s de un sistema. En el a´mbito de TM, el throughput
mide el volumen de transacciones que realizan el commit por unidad de tiempo
en el sistema (figura 3.18). Estame´trica es especialmente sensible al taman˜o de las
transacciones, ya que el throughput medido en una aplicacio´n con transacciones
cortas sera´, por lo general, mayor que otra aplicacio´n con transacciones ma´s
largas. De esta me´trica se espera una buena escalabilidad ante la variacio´n del
nu´mero de hilos, ya que unmayor nu´mero de hilos implican unamayor cantidad




Figura 3.18: Expresio´n correspondiente a la me´trica throughput. La variable
committedXactsSTM es el nu´mero de transacciones que han realizado el commit. La
variable timeSTM representa en tiempo de ejecucio´n de la versio´n transaccional
del programa.
TCR
El Transaction Commit Rate (TCR) [3] se define como el porcentaje de transac-
ciones que efectu´an el commit respecto a todas las transacciones ejecutadas (figu-
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ra 3.19). A diferencia de otras me´tricas como thoughput, el TCR proporciona una
medida de la efectividad de la concurrencia explotada por el sistema transaccio-
nal. En general, se espera que el incremento del nu´mero de hilos afecte negati-
vamente esta medida, ya que al incrementar la contencio´n, la tendencia natural
es que aumente el nu´mero de transacciones abortadas respecto al total de las
ejecutadas, reduciendo este factor.
committedXactsSTM(n threads)
executedXactsSTM(n threads)
Figura 3.19: Expresio´n correspondiente a la me´trica transaction commit rate. La
variable committedXactsSTM es el nu´mero de transacciones que han realizado el
commit, mientras que La variable executedXactsSTM es el nu´mero total de transac-
ciones que ha iniciado el sistema transaccional.
Sobrecarga de memoria
La sobrecarga de memoria o memory overhead es una me´trica utilizada para
determinar los requerimientos de memoria necesarios para la ejecucio´n transac-
cional deuna aplicacio´n. En el casode sistemas basados enunapolı´tica de gestio´n
de versiones lazy, como es el caso de los sistemas presentados en esta tesis, esta
medida se relaciona con el taman˜o del write buffer, el cual es el encargado de
almacenar las escrituras tentativas de la transaccio´n hasta su instante de commit.
En el caso de sistemas basados en una polı´tica de gestio´n de versiones eager
estarı´a relacionada con el taman˜o del undo-log.
Estame´trica se ha utilizado en el capı´tulo 6 para evaluar el ahorro dememoria
proporcionado por el soporte transaccional de reduccio´n. Por ello, considerando
que el peor de los casos implica el acceso a la totalidad de las estructuras de
datos compartidas por parte de la transaccio´n (lo que equivaldrı´a a una aproxi-
macio´n de privatizacio´n total de dichas estructuras), la sobrecarga de memoria




transaccional con orden de
precedencia (TEPO)
Este capı´tulo analiza el problema de la paralelizacio´n de co´digos que presen-
tan restricciones de precedencia que deben ser preservadas para garantizar una
solucio´n correcta en su ejecucio´n concurrente. La seccio´n 4.1 analiza las princi-
pales situaciones con las que el programador se puede encontrar, ası´ como las
dificultades que impiden una paralelizacio´n trivial.
Seguidamente, proponemos un modelo de ejecucio´n basado en memoria
transaccional que permite paralelizar esta clase de co´digos manteniendo las
restricciones de precedencia definidas (seccio´n 4.2). La naturaleza optimista y
especulativa de la memoria transaccional facilita la ma´xima explotacio´n de la
concurrencia para estos co´digos, que de otro modo se verı´an afectados por una
alta serializacio´n a fin de garantizar la correccio´n del resultado.
4.1. Co´digos con restricciones de precedencia
Los co´digos que presentan restricciones de precedencia son aquellos en los
que las dependencias de datos existentes obligan a que las instrucciones se eje-
cuten en un determinado order, ya que en caso de ser alterado, el resultado
podrı´a resultar incorrecto. De acuerdo a esta definicio´n, y salvo en contadas ex-
cepciones, estos co´digos forman parte del nu´cleo de la mayorı´a de aplicaciones
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existentes. De hecho, son la base del modelo de programacio´n secuencial, aun-
que en este caso la ejecucio´n de las instrucciones en estricto orden de precedencia
esta´ garantizada. El problema aparece cuando estos co´digos son paralelizados
para intentar obtener una mejora de rendimiento basada en la explotacio´n de la
concurrencia, ya que paralelizar co´digo implica alterar el orden de ejecucio´n ori-
ginal de las instrucciones del programa. Este problema se da en cualquiera de las
diferentes formas de computacio´n paralela, sin embargo, aquı´ nos centraremos
en dos aproximaciones de alto nivel: paralelismo a nivel de tareas y paralelismo
a nivel de datos.
El paralelismo a nivel de tarea es un paradigma de programacio´n concurren-
te que consiste en asignar tareas, que realizan ca´lculos diferentes sobre cualquier
conjunto igual o diferente de datos, a cada uno de los procesadores de un sistema
de co´mputo. De esta manera, dos tareas son independientes si el conjunto de
datos utilizado es disjunto; sin embargo, si no lo es, se crea una relacio´n de prece-
dencia entre ellas, que restringe su orden de ejecucio´n. Esta restriccio´n de orden
entre tareas viene determinada por la necesidad de una de ellas de disponer de
algu´n valor computado en la otra, o de esperar a que se aplique una determinada
etapa previa sobre los datos antes de proceder con la siguiente. En su modo ma´s
general, el paralelismo de tareas es representado mediante un grafo dirigido,
cuyas aristas indican las relaciones de precedencia. Este grafo es subdividido en
subgrafos que posteriormente son asignados a diferentes procesadores para su
ejecucio´n concurrente. Dado que las tareas dependientes no tienen ma´s opcio´n
que ejecutar de manera ordenada (asegurando esto mediante mecanismos de
sincronizacio´n), la manera en que se divida el grafo sera´ la que determine la
eficiencia del paralelismo resultante.
El paralelismo a nivel de datos, consiste en asignar un conjunto igual o di-
ferente de datos a cada procesador para que realicen los mismos ca´lculos sobre
ellos en paralelo. Este tipo de paralelismo es tı´pico en programas con bucles, los
cuales conducen a menudo a secuencias de operaciones similares - aunque no
necesariamente ide´nticas - en forma de iteraciones aplicadas sobre elementos de
una gran estructura de datos. Este tipo de paralelismo esta´ presente en muchas
de las aplicaciones cientı´ficas y de ingenierı´a, debido a que es especialmente ade-
cuado para ca´lculos sobre vectores ymatrices, porque permiten aplicar la misma
operacio´n sobre cada uno de sus elementos. Idealmente, la ejecucio´n simulta´nea
de iteraciones de un bucle resulta en una aceleracio´n global de la computacio´n,
sin embargo, al igual que en el paralelismo de tareas, esto solo ocurre cuando
los conjuntos de elementos sobre los que trabaja cada procesador son disjuntos.
Cuando las iteraciones del bucle (asignadas a diferentes procesadores) realizan
accesos a datos compartidos se generan relaciones de dependencia que res-
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tringen el orden de su ejecucio´n. Por ello, la deteccio´n de estas dependencias,
especialmente entre iteraciones sucesivas del bucle, se vuelve algo fundamental
para maximizar la explotacio´n del paralelismo. A continuacio´n clasificamos los
principales tipos de dependencia que pueden ocurrir entre dos iteraciones i1 y i2
(ejecutadas en ese orden) en un bucle [8]:
Dependencia de flujo (RAW): Sucede cuando i2 lee una variable escrita en
i1. Este patro´n de acceso constituye una verdadera dependencia de datos ya
que establece una relacio´n entre los datos en el flujo de ejecucio´n secuencial.
La ejecucio´n paralela en este caso podrı´a dar lugar a que la lectura de i2 se
realizase antes que la escritura de i1, producie´ndose la lectura de una valor
incorrecto de la variable.
1 for (i=1; i<N; i++) {
2 A(i) = f (A(i-1));
3 }
Anti-dependencia (WAR): Sucede cuando i2 escribe una variable leı´da
en i1. En una ejecucio´n del bucle secuencial, este caso no constituye una
verdadera dependencia, ya que la operacio´n de escritura sucedera´ siempre
despue´s de la lectura. Sin embargo, esto no esta´ garantizado en la ejecucio´n
paralela, que podrı´a alterar el orden de ejecucio´n y dar lugar a un resultado
incorrecto.
1 for (i=0; i<(N-1); i++) {
2 A(i) = f (A(i+1));
3 }
Dependencia de salida (WAW): Sucede cuando tanto i1 como i2 escriben la
misma variable. En este caso, el orden de las escrituras deben mantenerse
ya que el valor que debe perdurar en memoria es el escrito por i2. Una
ejecucio´n paralela, podrı´a desordenar esta ejecucio´n y realizar la escritura
de i1 en u´ltimo lugar, siendo la que perdurarı´a en memoria.
1 for (i=0; i<N; i++) {
2 A(i %n) = f (A(i));
3 }
Si se desea paralelizar un bucle, antes es necesario identificar las depen-
dencias existentes entre iteraciones a fin de aplicar las te´cnicas adecuadas para
explotar el ma´ximo paralelismo. En el caso de que ninguna de las anteriores de-
pendencias este´n presentes, el bucle puede ser ejecutado en paralelo sin ningu´n
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tipo de problema, ya que eso significa que cada iteracio´n accede, tanto para
lectura como para escritura, a subconjuntos de datos disjuntos del resto. Por
otro lado, si las u´nicas dependencias entre iteraciones presentes en el bucle son
anti-dependencias o dependencias de salida, la paralelizacio´n puede resolverse
sin recurrir a primitivas de sincronizacio´n gracias al uso de te´cnicas como la
privatizacio´n [56, 96, 97]. Sin embargo, la presencia de dependencias de flujo,
por lo general, si que obliga a mantener la restriccio´n de precedencia entre las
iteraciones con el fin de garantizar un resultado consistente con la ejecucio´n
secuencial.
Un caso muy especial es el que constituyen los bucles de reduccio´n, ya que
generalmente puede presentar los tres tipos de dependencias entre iteraciones
sobre unamisma variable, y en los que sin embargo, las caracterı´sticas del patro´n
del acceso y la propia naturaleza de las operaciones de reduccio´n hacen posible
reordenar las iteraciones sin afectar al resultado, siempre y cuando se mantenga
la atomicidad de la operacio´n de reduccio´n. Debido a sus peculiaridades, esta
tesis les dedicara´ el capı´tulo 6 para su estudio en profundidad.
Adema´s de las reducciones, tambie´n existen otros ejemplos de co´digos en los
que el orden de algunas de las dependencias puede ser alterado produciendo
mu´ltiples resultados, siendo todos ellos va´lidos en la sema´ntica del problema
aunque no coincidan necesariamente con el resultado secuencial (el cual es solo
una de las posible soluciones va´lidas). Estos tipos de co´digos dan lugar a un
conjunto relaciones de precedencia mucho menos restrictivas que favorecen el
paralelismo, siempre que no nos importe obtener resultados diferentes al de una
ejecucio´n secuencial.
Centra´ndonos en co´digos secuenciales, una amplia gama de te´cnicas y me-
canismos han sido propuesto en la literatura para lograr su paralelizacio´n, espe-
cialmente en el caso de bucles con dependencias entre iteraciones, sin incurrir
en una sincronizacio´n excesiva. Sin embargo, todas ellas basan su efectividad
en la correcta deteccio´n de las dependencias por parte del programador, o el
compilador. Este proceso actualmente no supone ningu´n problema en co´digos
regulares, en los que las estructuras de datos son simples (e.g, arrays, tablas) y
que son accedidas de una forma directa (e.g, ı´ndices).
La dificultad se presenta cuando tratamos con co´digos irregulares en los que
se emplean estructuras de datos complejas, tales como punteros, listas enlazadas
o arboles; o donde el acceso a los datos se realiza de manera indirecta, a trave´s
de indirecciones o mediante un patro´n de acceso que no puede ser determinado
hasta el tiempo de ejecucio´n por venir impuesto por los datos de entrada, por
ser computado por una fase previa del propio programa o simplemente por ser
4.1. Co´digos con restricciones de precedencia 75
1 for (i=0; i<5; i++) {
2 idx1 = ind1(i);
3 idx2 = ind2(i);
4 A(idx1) = f (A(idx2));
5 }
(a) (b) (c) (d)
Figura 4.1: Problema´tica con los accesos irregulares. Las dependencias de flujo se
representanmediante una flecha simple (en rojo), las anti-dependenciasmedian-
te una fecha marcada con una lı´nea perpendicular (en azul) y las dependencias
de salida con una fecha marcada con un cı´rculo (en verde).
demasiado complejo para ser calculado en tiempo de compilacio´n.
Para ilustrar esta situacio´n, ve´ase el caso simplificado presentado en la figu-
ra 4.1. El co´digo muestra un bucle sencillo que opera sobre un array de datos,
donde en cada iteracio´n realiza la escritura en uno de sus elementos, indexa-
do mediante un array de indireccio´n ind1, de un valor computado a partir de
otro elemento (indexado por el array de indireccio´n ind2). Ambos arrays de
indireccio´n son tomados como entrada de la aplicacio´n, por lo que son desco-
nocidos hasta el tiempo de ejecucio´n. Dependiendo del valor de los arrays de
indirecciones introducidos al programa, el bucle puede ser totalmente paralelo
(figura 4.1a), totalmente secuencial (figura 4.1b), presentar solo algunos tipos de
dependencias entre iteraciones (figura 4.1c) o todas ellas (figura 4.1d).
Como hemos visto en este ejemplo, ninguna de las te´cnica esta´ticas cla´sicas
puede ser aplicada en estas situaciones ya que se desconoce la naturaleza de
las dependencias y, por tanto, la u´nica manera segura de ejecutar el bucle es
manteniendo la sema´ntica del co´digo secuencial original.
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4.2. Nuestro modelo de ejecucio´n transaccional
Para lidiar con las dificultades planteadas en la seccio´n anterior, proponemos
un modelo basado en TM, que denominamos Transaction Execution under Prece-
dence Order (TEPO), que ofrece un modelo de ejecucio´n paralela definido para
explotar lama´xima concurrencia presente en la aplicacio´n, al tiempoque oculta al
programador las grandes complejidades derivadas del ana´lisis de dependencias
y la sincronizacio´n explı´cita de los hilos de ejecucio´n.
El objetivo de nuestro modelo TEPO es explotar el paralelismo de seccio-
nes de co´digo secuencial o aumentar la concurrencia de una seccio´n de co´digo
paralela, recurriendo a un motor de memoria transaccional para tratar con las
dependencias de datos y la sincronizacio´n de las diferentes partes del programa.
TEPO consta de un gestor de ejecucio´n transaccional que intenta maximizar la
explotacio´n del paralelismo mientras mantiene un orden de precedencia entre
las transacciones; y un modelo de programacio´n paralela definido para restar
esfuerzos al programador.
El programador solo debe preocuparse de la definicio´n de los segmentos o
chunks de co´digo (fragmentos del programa que sera´n ejecutados concurren-
temente como una transaccio´n) y su relacio´n de orden de precedencia para
establecer las dependencias de datos reales entre ellos. TEPO se encargara´ de
planificar la ejecucio´n de los chunks en forma de transacciones, manteniendo el
orden de precedencia entre ellos al tiempo que explota la ma´xima concurrencia.
TEPO garantiza el orden de precedencia realizando los cambios en memoria
de aquellos chunks ya ejecutados siguiendo el orden establecido. El modelo de
ejecucio´n TEPO se ha construido sobre un motor de memoria transaccional que
proporciona la funcionalidad ba´sica para detectar y resolver los conflictos de
memoria entre chunks.
4.2.1. Chunks de co´digo y orden de precedencia
Tanto la definicio´n de los chunks de co´digo como el orden de precedencia
tienen un importante impacto en la obtencio´n de paralelismo. Si los chunks no
son definidos apropiadamente, podrı´an exhibir una gran cantidad de conflictos
de memoria, resultando en una ejecucio´n optimista que podrı´a ser dra´stica-
mente serializada. Por otro lado, el orden de precedencia entre chunks permite
determinar el tipo de dependencia de datos en que se ven envueltos y que se
corresponde con determinados conflictos transaccionales, lo cual a su vez afecta
a la polı´tica de resolucio´n de conflictos, la cual debe tomar la acciones necesarias
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para degradar el rendimiento lo menos posible.
Podemos distinguir tres opciones diferentes para definir un orden de prece-
dencia en la ejecucio´n de transacciones, partiendo de una seccio´n secuencial de
programa:
1. Orden lexicogra´fico, que se corresponde con el orden secuencial establecido
por el programador cuando escribe el co´digo fuente (las transacciones
concurrentes obedecen este orden para asegurar que el programa paralelo
es equivalente al secuencial).
2. Orden de flujo de datos, que es un orden menos restrictivo que corres-
ponde al orden impuesto por las dependencias de datos reales entre las
operaciones de memoria (el tipo de dependencia de datos es derivado del
orden lexicogra´fico).
3. Orden sema´ntico, que es un orden au´n menos restrictivo asociado al orden
impuesto por cualquier dependencia de datos existente en el problema,
el cual puede ser alterado produciendo un resultado va´lido, aunque no
coincida con el de la ejecucio´n secuencial.
Como ejemplo, to´mese la situacio´n en la que un programador ha definido
cada iteracio´n individual de un bucle DOALL como chunks de co´digo. El orden
de precedencia lexicogra´fico es impuesto por la variable que indexa el bucle,
mientras que, sin embargo, no existe ningu´n orden de precedencia de flujo de
datos, ya que las iteraciones son independientes. Por otro lado, en el caso de
un bucle de reduccio´n escalar, los ordenes lexicogra´fico y de flujo de datos son
el mismo, pero no existe ningu´n orden de precedencia sema´ntico (el resultado
final de la reduccio´n es independiente del orden de ejecucio´n de las iteraciones,
debido a las propiedades asociativas y conmutativas del operador de reduccio´n).
El programador debe decidir que´ orden de precedencia debe ser tenido en
cuenta. Si el objetivo es paralelizar una seccio´n de programa secuencial, la opcio´n
ma´s simple es aplicar un orden lexicogra´fico puesto que no requiere de ningu´n
ana´lisis de dependencia de datos. La informacio´n sema´ntica sobre el problema
tambie´n puede ser utilizada por el programador para reducir las restricciones de
precedencia. Por ejemplo, puede declarar que el co´digo secuencial (e.g, un bucle)
incluye operaciones de reduccio´n sobre algunas variables. Por otro lado, hay una
clase de aplicaciones (algunos algoritmos de grafos, te´cnicas de segmentacio´n de
imagen, algoritmosde clustering, ...) donde el ordende las instruccionespuede ser
alterado sinproducir unaversio´n paralela incorrecta, sinouna solucio´n diferente,
tambie´n va´lida. En tales aplicaciones, el programador puede elegir diferentes
posibilidades en cuanto al orden de precedencia.
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Las siguientes definiciones formalizan los conceptos descritos anteriormente.
Estas definiciones tienen por objeto definir el modelo de programacio´n en TEPO.
Definicio´n 4.2.1 Un chunk de co´digo es una unidad de ejecucio´n transaccionable
del programa, en que se divide una seccio´n de co´digo del programa. El conjunto
de chunkspara una seccio´n de co´digoR lo representamos comoU = {u0,u1,u2, ...}.

El concepto de chunk es comu´nmente usado en el contexto de TM [78] para
referirse a bloques ato´micos de instrucciones. Estos trabajos asumen que un
nu´cleo de procesamiento ejecuta chunks continuamente. Sin embargo, nosotros
consideramos que la ejecucio´n de un chunk es definida solo para una o varias
regiones de co´digo de intere´s en el programa.
Una vez que el conjunto U es definido, se puede establecer el orden de
precedencia entre chunks como puntualizan las siguientes dos definiciones.
Definicio´n 4.2.2 La relacio´n de orden de precedencia inmediata (≺i ) es aquella
definida por el programador en base a algu´n criterio, considerando que un
chunk nunca se precede a sı´ mismo. 
Definicio´n 4.2.3 La relacio´n de orden de precedencia (≺) es el cierre transitivo de
la precedencia inmediata:
u, v ∈ U,u ≺ v ⇐⇒ u≺i v, or ∃ a0, a1, ...an ∈ U | u≺i a0, a0≺i a1, ..., an−1≺i an, an≺i v.

No´tese que una relacio´n de precedencia va´lida (≺) debe ser, al menos, una re-
lacio´n estricta de ordenparcial, es decir, debe cumplir las propiedades irreflexiva,
asime´trica y transitiva. Esto implica que ≺i debe estar libre de ciclos.
4.2.2. Modelo de ejecucio´n transaccional
Nuestra propuesta consiste en un modelo de planificacio´n y ejecucio´n de
chunks que extiende a un sistema TM para cumplir con la relacio´n de orden de
precedencia definida por el programador o el compilador. Las dos principales ca-
racterı´sticas de este modelo son: (1) la ejecucio´n de dos chunks sujetos al orden de
precedencia mantiene una sema´ntica secuencial equivalente al co´digo original,
es decir, el resultado es el mismo que ejecutar ambos chunks uno detra´s del otro
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siguiendo el orden de programa; y (2) los chunks son ejecutados ato´micamente
y de manera aislada, apoya´ndose en el sistema TM de base para la gestio´n de
conflictos y versiones.
La relacio´n de precedencia esta´ dirigida a dos objetivos: En primer lugar,
puede ayudar a paralelizar una regio´n de co´digo secuencial. Sin ningu´n cono-
cimiento sobre el problema, el programador puede definir un orden de prece-
dencia equivalente al orden lexicogra´fico, asegurando la correccio´n de la versio´n
paralela. Sin embargo, se puede incrementar la concurrencia si el programador
relaja las restricciones de precedencia usando informacio´n sema´ntica y de flujo
de datos del programa. En segundo lugar, puede ser usado para mejorar la con-
currencia explotada de una regio´n de co´digo paralela. Nuestro modelo utiliza el
orden de precedencia entre transacciones para hacer ma´s eficiente la polı´tica de
resolucio´n de conflictos del sistema base. De esta manera, mediante el orden de
precedencia, el programador puede interactuar con el mecanismo de resolucio´n
de conflictos.
Con el fin de proceder con al ejecucio´n de una seccio´n de co´digo seleccionada
bajo el modelo TEPO, se deben especificar los siguientes aspectos: (1) co´mo se
divide la seccio´n de co´digo en chunks; (2) el grafo de orden de precedencia entre
los chunks; (3) el grupo de hilos a cargo de ejecutar los chunks; (4) la funcio´n
encargada de asignar los chunks a los hilos.
Definicio´n 4.2.4 La funcio´n de mapeo, o, asigna chunks a los hilos, tal que,
o : U → T, siendo T el conjunto de hilos, T = {0, 1...nThreads} (nThreads es la
cardinalidad del conjunto de hilos). De aquı´ en adelante, la notacio´n Ut sera´ uti-
lizada para describir aquellos chunks en un conjunto U asignados al hilo t, esto
es, Ut = {u ∈ U | o(u) = t}. 
Una vez se ha fijado todo lo anterior, TEPO ejecuta concurrentemente los
chunks como transacciones normales, salvo por dos principales diferencias: (1)
el gestor de conflictos toma ventaja del orden de precedencia para optimizar la
resolucio´n de conflictos; y (2) los chunks son planificados en hilos de acuerdo al
grafo de orden de precedencia. Ambos aspectos sera´n discutidos en detalle en
las secciones 4.2.3 y 4.2.4.
Cada hilo comienza ha ejecutar los chunks correspondientes, asignados de
acuerdo al orden de precedencia. Inicialmente, se selecciona arbitrariamente
uno de los chunks minimal 1 en su conjunto asignado (chunk con menor orden
de precedencia que todavı´a no se ha ejecutado). Mientras el chunk se ejecuta
1Un chunk a ∈ Y es minimal si ∄ b ∈ Y/b ≺ a
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transaccionalmente, el sistema TM subyacente registra las direcciones de memo-
ria leı´das y escritas (read set (RS) y write set (WS) respectivamente), necesarias
para asegurar la atomicidad y el aislamiento. De esta manera, el sistema TM
vigila la ocurrencia de conflictos de datos entre chunks concurrentes siendo eje-
cutados por el grupo de hilos. Tan pronto como un conflicto es detectado, el
gestor de conflictos decide que acciones tomar para resolver la situacio´n, lo cual
normalmente implica abortar una de las transacciones.
Adema´s de trazar las direcciones de memoria accedidas, el sistema transac-
cional debe encargarse de las modificaciones en memoria (gestio´n de versiones).
TEPO maneja las actualizaciones en memoria siguiendo una polı´tica lazy, man-
teniendo las escrituras transaccionales en un almacenamiento local (write buffer
(WB)), mientras que se preservan los datos originales en memoria principal. Sin
embargo, en un sistema TM con atomicidad fuerte, una gestio´n de versiones
eager tambie´n serı´a posible.
Cuando un hilo finaliza la ejecucio´n de una chunk, se comprueba si puede
realizar el commit (ver seccio´n 4.2.3 para condicio´n de commit), asegura´ndose de
mantener el orden de precedencia. Si el chunk realiza el commit, el hilo comienza
inmediatamente la ejecucio´n de un nuevo chunk, seleccionado de entre conjunto
asignado y siguiendo con el orden de precedencia establecido. En caso contrario,
se realiza un checkpoint del u´ltimo chunk ejecutado (salvando RS, WS yWB) para
mantenerlo en un estado ejecutado-sin-commit. Seguidamente, el hilo comienza
la ejecucio´n de un nuevo chunk (el siguiente orden de precedencia). Adema´s, los
read set y write set del chunk sobre el que se ha realizado el checkpoint se siguen
manteniendo activos, ya que sus modificaciones sobre los datos au´n no se han
confirmado en memoria, y por tanto, aun pueden provocar conflictos con otras
transacciones en ejecucio´n (del mismo o de diferente hilo).
Bajo el modelo de ejecucio´n TEPO, los chunks se ejecutan como transacciones
y sepueden encontrar enunode los estadosdescritos en la figura 4.2.Adiferencia
de los sistemas transaccionales convencionales, en TEPO, el final de la ejecucio´n
de un chunk y su commit son estados desacoplados.
Un chunk ya ejecutado puede realizar el commit inmediatamente o ser retira-
do (tomando un checkpoint) de manera que el hilo sea libre para iniciar nuevos
chunks. El hilo queda a cargo de determinar perio´dicamente si los chunks pen-
dientes pueden efectuar su commit o no, en algu´n momento posterior.
La figura 4.2 muestra el diagrama de estados por los que transita un chunk a
lo largo de su vida y que describe el comportamiento de TEPO. Todos los chunks
asignados a un hilo se encuentran inicialmenten en el estado idle (I). En un
momento dado, el hilo comienza la ejecucio´n de uno de sus chunks, con lo que
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(a) Diagrama de transicio´n de estados
Estado Descripcio´n
I (Idle) El chunk esta´ esperando ser ejecutado
R (Running) El chunk esta´ en ejecucio´n
X (eXecuted) El chunk esta´ ejecutado y listo para el commit
Cing (Committing) El chunk esta´ en proceso de commit
Ced (Committed) El chunk ha finalizado el commit
(b) Descripcio´n de los estados
Figura 4.2: Diagrama de estados del chunk
pasara´ al estado running (R). Cuando el chunk finaliza su ejecucio´n, transita al
nuevo estado executed (X) propuesto como parte del modelo TEPO, para que
el hilo compruebe la condicio´n de commit asociada (ver siguiente seccio´n). Si se
satisface, el hilo comienza el proceso de commit del chunk (estado committing
(Cing)) que una vez concluya la actualizacio´n en memoria principal de sus
escrituras transaccionales, transitara´ al estado committed (Ced). Si la condicio´n
de commit no se cumple, el chunk se mantiene en el estado executed (X) y el
hilo inicia un nuevo chunk.
No´tese que este comportamiento es posible gracias al desacoplo entre ejecu-
cio´n y commit que ofrece el nuevo estado transaccional executed (X). Cada vez
que la ejecucio´n de un chunk finaliza, el hilo comprueba de nuevo la condicio´n
de commit para todos los chunks en estado X (en su correspondiente orden de
precedencia) y efectu´a el commit de aquellos que lo cumplan. Hay que destacar
que los hilos son los encargados de avanzar el estado de los chunks a lo largo de
toda su vida (desde el idle hasta committed, estado por estado), mientras que el
gestor de conflictos puede hacerles volver a un estado anterior si se detecta un
conflicto. El diagrama de estados asume que un conflicto se resuelve abortando
el chunk y devolvie´ndolo al estado idle.
82 Capı´tulo 4. Modelo de ejecucio´n transaccional con orden de precedencia
4.2.3. Gestor de conflictos
La gestio´n de los conflictos esta´ compuesta principalmente por dos operacio-
nes: deteccio´n y resolucio´n. La deteccio´n de conflictos se refiere a la identificacio´n
de accesos de datos concurrentes que ponen en peligro la consistencia del sis-
tema, por parte de chunks en ejecucio´n (estado R) y/o ejecutados (estado X) del
mismo o diferentes hilos. La resolucio´n de conflictos se refiere a las acciones
tomadas para resolver dicha situacio´n de inconsistencia (asegurando la atomi-
cidad de los chunks). En TEPO, el sistema transaccional de base realiza ambas
operaciones, deteccio´n y resolucio´n, siguiendo una polı´tica eager, es decir, tan
pronto como se producen los accesos conflictivos a la localizacio´n de memoria.
La accio´n comu´n en estos casos para resolver el conflicto consisten en abortar
uno de los chunks involucrados (hacie´ndolo volver a estado I) y reiniciando su
ejecucio´n. Normalmente, la accio´n de aborto tiene un importante impacto en el
rendimiento, puesto que todo el trabajo realizado se pierde y debe ser rehecho.
Para reducir este impacto negativo ymejorar la concurrencia entre chunks, TEPO
toma ventaja de la relacio´n de orden de precedencia definida para el conjunto
de chunks para introducir dos nuevas acciones: detener la transaccio´n (stalling) y
adelantar datos (data forwarding).
Con el fin de describir la resolucio´n de conflictos en TEPO, se deben definir
los siguientes conjuntos:
Definicio´n 4.2.5 Denotando comoUS el conjunto de todos los chunks en el estado
S (siendo Sunode los estados I, R, X, Cing o Ced) en todos los hilos definimos,
para un determinado chunk, los siguientes conjuntos de predecesores (prev), de
sucesores (next) o elementos no relacionados (norel), de la siguiente manera,
prevS(u) = {v ∈ US | v , u, v ≺ u}
nextS(u) = {v ∈ US | v , u,u ≺ v}











Siendo consistente con al definicio´n 4.2.4, la notacio´n norelS(u)t = norelSt (u),
restringe el conjunto para aquellos chunks asignados al hilo t. Lo mismo es
aplicable a las funciones prev() y next(). 
La tabla 4.1 muestra las acciones que la polı´tica de resolucio´n de conflictos en
TEPO realiza cuando se detecta una dependencia de datos entre accesos concu-
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rrentes. En algunos casos, la polı´tica puede elegir entre varias posibles acciones.
Estas acciones son definidas con el objetivo de maximizar la concurrencia en la
ejecucio´n de chunks asignados a hilos diferentes.
La polı´tica de resolucio´n de conflictos depende de la condicio´n de commit
para los chunks sujetos a una relacio´n de orden de dependencia. Definimos una
condicio´n de commit de la siguiente manera.
Definicio´n 4.2.6 Chunks concurrentes sujetos aunordendeprecedencia (≺) cum-
plen con la condicio´n de commit estricta si: Dado u ∈ U, u en el estadoX, u transita
al estado Cing si ∀v ∈ U, v ≺ u, v esta´ en el estado Ced. 
Todas las acciones con la etiqueta (1) en la tabla 4.1 corresponden al compor-
tamiento por defecto el sistema transaccional de base (i.e, chunks no ordenados
siendo ejecutados por hilos diferentes). Por simplicidad, asumimos que la accio´n
pordefecto es el aborto (figura 4.3a).Acciones etiquetadas como (2) corresponden
a conflictos de datos cuando un chunk u leem, la cual fue previamente escrita por
un chunk v tal que v ≺ u (dependencia de tipo RAW). En este caso, la condicio´n
de commit estricta asegura que u siempre realizara´ su commit despue´s de v. De
este modo el conflicto puede ser resuelto abortando/retrasando u o adelantando
el dato desde v hasta u (figura 4.3b). Sin embargo, si ambos chunks son asignados
al mismo hilo, la u´nica accio´n posible es el adelantamiento (forwarding) de datos,
ya que de lo contrario, el hilo entrarı´a en deadlock (figura 4.3g). Por otro lado, si
v se encuentra realizando su commit, es posible para u leer el dato en memoria si
la actualizacio´n ya se ha efectuado (considerando un estado Cing no ato´mico).
Las acciones con la etiqueta (3) corresponden a una dependencia de tipoWAR
(u escribe y v lee una misma direccio´nm, obligando a v a realizar su commit antes
que u). La condicio´n de commit estricta permite filtrar esta clase de conflictos
(no action), ya que mientras se cumpla (y sabemos que lo hara´) la ejecucio´n
concurrente sera´ siempre correcta (figura 4.3c).
La etiqueta (4) marca las acciones correspondientes para las dependencias de
tipoWAW (tanto u como v escriben enm y un chunk precede al otro). La condicio´n
de commit estricta asegura que la escritura que perdurara´ en memoria, sera´ la
correspondiente al u´ltimo chunk segu´n el orden de precedencia (figura 4.3d).
Las acciones etiquetadas como (5) tambie´n corresponden a las dependencias
de tipo WAR porque el chunk que efectu´a la lectura (u) debe realizar el commit
primero (figura 4.3e). Ası´, estos conflictos se resuelven de manera similar al caso
(3). Por su parte, las acciones con la etiqueta (6) corresponden a dependencias
de tipo RAW en la que el chunk escritor (u) debe efectuar el commit en primer
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Figura 4.3: Escenarios destacados en la resolucio´n de conflictos en TEPO (ta-
bla 4.1). La precedencia entre las transacciones queda definida por el identifica-
dor nume´rico de cada transaccio´n. Transacciones sin identificador nu´merico se
consideran no relacionadas por un orden de precedencia
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lugar (figura 4.3f). En estos casos, como la lectura en v fue realizada antes tem-
poralmente que la escritura en u, la u´nica accio´n posible es abortar v, ya que el
valor que posee no se corresponde con el valor real que tendrı´a en una ejecucio´n
secuencial (el escrito por u). Finalmente, las acciones la etiqueta (7) denota las
acciones correspondientes al caso en que chunks no relacionados asignados al
mismo hilo, accedan la misma direccio´n m. Por defecto, los chunks realizan el
commit en el mismo orden en que fueron ejecutados (figura 4.3h).
De la anterior tabla se puede deducir que un chunk ejecutado v (en estado X)
puede ser abortado u´nicamente por un chunk u precedente que este´ en ejecucio´n
(u en estado R, u ≺ v). Este hecho permite relajar la condicio´n de commit.
Definicio´n 4.2.7 Chunks concurrentes sujetos a un orden de precedencia (≺) sa-
tisfacen la condicio´n de commit relajada si: Dado u ∈ U, u en el estadoX, u transita
al estado Cing si ∀v ∈ U, v ≺ u yWS(u) ∩WS(v) = ∅, v se encuentra en el estado
X, Cing o Ced. 
Esta condicio´n relajada permite realizar commits fuera de orden (respecto
al orden de precedencia definido por el programador) y, por tanto, aumentar
la concurrencia entre chunks en algunas situaciones. La figura 4.4 ilustra un
escenario simple de tres hilos ejecutando 12 chunks sujetos a una relacio´n de
orden de precedencia total 2 donde se aplican los dos tipos de condiciones de
commit.
En la figura 4.4a se muestra co´mo los chunks pueden finalizar fuera de orden,
gracias a la condicio´n de commit relajada. En ella puede apreciarse que el chunk
3 realiza el commit antes que el chunk 2, lo cual es posible porque tanto el chunk
1 (estado Ced) como el chunk 2 (estado X) que le preceden han finalizado su
ejecucio´n.
En contraposicio´n, la condicio´n estricta (figura 4.4b) serializa los commits de
los chunks, lo cual asegura la correccio´n pero reduce la concurrencia. No´tese
que la condicio´n de commit relajada no es aplicable a aquellos chunks sujetos a
dependencias de tipoWAW, como semuestra en la u´ltima columnade la tabla 4.1,
debido a que en este caso, el orden estricto entre escrituras debe ser preservado
para la obtencio´n de un resultado correcto.
2Esto significa una relacio´n de orden, en la que se satisface totalmente que: ∀a , b, o bien a ≺ b, o
b ≺ a.































































































(b) Condicio´n de commit estricta
Figura 4.4: Escenario de comparacio´n entre aplicar una condicio´n de commit
relajada y estricta
4.2.4. Planificacio´n de transacciones
El planificador de TEPO esta´ a cargo de planificar y ejecutar, como transac-
ciones, los chunks asignados a cada hilo, adema´s de iniciar el procedimiento de
commit en aquellos chunks que cumplan con su condicio´n de commit (estricta o re-
lajada). La condicio´n de commit se define de manera que el orden de precedencia
se preserve, tal y como se indica en la siguiente definicio´n.
Definicio´n 4.2.8 La planificacio´n de chunks limitados por un orden de preceden-
cia se define como:
(1) Planificacio´n intra-thread: Aquellos chunks asignados almismo hilo comien-
zan su ejecucio´n de acuerdo al orden de precedencia, de manera que si u, v ∈ Ut
y u ≺ v entonces el hilo t comienza la ejecucio´n de u antes que v.
(2) Planificacio´n inter-thread: Aquellos chunks asignados a diferentes hilos rea-
lizan su commit tan pronto como sea posible de acuerdo a su condicio´n de commit,
ya sea estricta o relajada. 
La planificacio´n de las transacciones en TEPO es una operacio´n totalmente
distribuida, disen˜ada para minimizar los costes asociados a la planificacio´n y
sincronizacio´n, adema´s de para maximizar la concurrencia en la ejecucio´n de
chunks. Esta operacio´n fue esbozada al final de la seccio´n 4.2.2 y se describe en
detalle en el algoritmo 1 junto con las tablas 4.2 y 4.3.
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Algorithm 1 Planificacio´n de transacciones para un determinado hilo
1 while chunks avail(mytid) do ⊲Mientras existan chunks asignados al hilo (mytid) que
no han efectuado el commit
2 u = get chunk(I, mytid)
3 if u , ∅ then ⊲ Si hay chunks pendientes en estado I
4 TX begin()
5 Execute u ⊲ Tanto la transaccio´n en ejecucio´n como las previas
en espera de commit del hilo pueden abortar aquı´. En
ese caso, la mı´nima transaccio´n de las abortadas debe
reiniciar la ejecucio´n.
6 TX checkpoint() ⊲ u transita al estado X
7 end if
8 while Xmytid , ∅ do ⊲Mientras el hilo tenga chunks en estado X
9 e = get chunk(X, mytid) ⊲ Recorrerlo en orden de precedencia
10 if TX commit check(e) then
11 TX commit(e)
12 else




Tabla 4.2: Planificacio´n en TEPO: Primitivas transaccionales
Primitiva Transicio´n de estados Accio´n
TX begin() I → R Reserva nuevos RS, WS, WB
TX checkpoint() R→ X Salva los actuales RS, WS, WB
TX commit check() - Comprueba la condicio´n de commit
TX commit() X → Cing→ Ced Realiza el commit del chunk, libera RS, WS, WB
RS: Read Set; WS: Write Set; WB: Write Buffer
Tabla 4.3: Planificacio´n en TEPO: Funciones auxiliares
Funcio´n Descripcio´n
chunks avail(t) Devuelve false si todos los chunks asignados a t han realizado el commit; En
caso contrario, devuelve true
get chunk(A,t) Devuelve el chunk minimal∗ en estado A del hilo t; Si existen varios disponi-
bles, se selecciona uno arbitrariamente; En otro caso, devuelve ∅
∗Un chunk a ∈ Y es minimal si ∄ b ∈ Y/b ≺ a
5 Aplicacio´n del modeloTEPO a co´digos iterativos
Este capı´tulo esta´ centrado en la aplicacio´ndenuestromodeloTEPOaco´digos
iterativos, en los cuales se establece una relacio´n de orden total entre los chunks
del programa. El capı´tulo comienza presentando como aplicacio´n motivadora
y caso de estudio, un algoritmo para la transposicio´n de una matriz dispersa
(seccio´n 5.1). Este co´digo presenta un patro´n de accesos irregular que lo hace
especialmente conveniente para ser paralelizado utilizando las abstracciones
TM, debido a que las dependencias de datos vienen determinadas por la matriz
de entrada, lo que dificulta su ana´lisis en tiempo de compilacio´n. Este tipo
de aplicaciones demandan un importante esfuerzo por parte del programador
para desarrollar una versio´n paralela optimizada del co´digo. En estos casos, la
memoria transaccional ayuda a simplificar el trabajo de programacio´n durante la
paralelizacio´n del co´digo, permitiendo obtener una versio´n paralela competitiva
en te´rminos de rendimiento.
En la siguiente seccio´n, describimos las caracterı´sticas del algoritmo de trans-
posicio´n de matriz dispersa. La seccio´n 5.3 presenta la implementacio´n de nues-
tro modelo TEPO como soporte transaccional para la paralelizacio´n de co´digos
iterativos condependencias no resueltas esta´ticamente. Finalmente, la seccio´n 5.4
presenta y compara los resultados obtenidos.
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5.1. Caso de estudio: Transposicio´n matriz dispersa
Como caso de estudio y aplicacio´n motivadora se ha considerado el algorit-
mo de transposicio´n de matriz dispersa propuesto por S. Pissanetzky [75], el
cual es considerado uno de los algoritmos secuenciales ma´s eficientes para la
transposicio´n dispersa. En e´l, se trabaja con matrices almacenadas en formato
CRS 1 (Compressed Row Storage) [6], que es un esquema de representacio´n de ma-
trices dispersas ampliamente utilizado y eficiente en cuanto al espacio requerido
para la compresio´n de la informacio´n [94]. La transposicio´n de matriz dispersa
presenta un patro´n de acceso a memoria irregular que depende de la matriz
de entrada, y por tanto, sus dependencias no pueden ser conocidas antes de su
ejecucio´n. Como puede observarse, este co´digo representa exactamente ese gran
bloque de construcciones iterativas con restricciones de orden descritas en el
capı´tulo 4, susceptibles de ser paralelizadas aplicando nuestro modelo TEPO.
La figura 5.1 muestra el co´digo secuencial de este algoritmo utilizando sin-
taxis Fortran. Despue´s de una fase de inicializacio´n, de complejidad O(Nrows +
Ncols), donde los contadores de fila de la matriz transpuesta son calculados, la
transposicio´n en sı´ misma tiene lugar (complejidad O(NrowsxNcols)). Observar
que el co´digo contiene patrones de indexacio´n complejos con hasta tres niveles
de indireccio´n en el lado izquierdo de algunas sentencias de asignacio´n. En el
caso general, las dependencias entre iteraciones sera´n determinadas por la distri-
bucio´n de los elementos distintos de cero de la matriz a transponer. Por ejemplo,
en el caso de una matriz puramente diagonal, no existirı´a ninguna dependencia
presente.
Analizando las tres sentencias dentro del doble bucle (lı´neas 18-20) podemos
observar varias fuentes de dependencias. Primero, una dependencia loop-carried
es causada por el ı´ndice ROWT(COLUMN(j) + 1) en la actualizacio´n de los vecto-
res DATAT y COLUMNT. Ambos arrays son indexados por ROWT cuyo valor puede
haber sido calculado en una iteracio´n diferente de la que lo esta´ utilizando. Una
segunda dependencia loop-carried es dada por la operacio´n de reduccio´n en ROWT
dentro del bloque de transposicio´n (lı´nea 20), puesto que el elemento es leı´do y
1Una matriz dispersa de taman˜o Nrows × Ncols con Nnzeros elementos distintos de cero se
representa en formato CRS utilizando tres vectores lineales: COLUMN[Nnzeros], DATA[Nnzeros] y
ROW[Nrows+1]. DATA contiene, fila por fila, los valores distintos de null, COLUMN contiene los ı´ndi-
ces correspondientes a las columnas, y cada elemento de ROW apunta al ı´ndice en COLUMN donde





 se almacenara´ como
ROW=[1, 3, 5, 6], COLUMN=[2,3,1,3,3], DATA=[a,b,c,d,e], considerando que todos los ı´ndices
comienzan en 1. No´tese que ROW[Nrows+1]=Nnzeros+1.
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1 c --- Initialization




6 do i=1, ROW(NROWS+1)-1




11 do i=3, NCOLS+1
12 ROWT(i) = ROWT(i)+ROWT(i-1)
13 enddo
14
15 c --- Transposition
16 do i=1,NROWS
17 do j=ROW(i), ROW(i+1)-1
18 DATAT(ROWT(COLUMN(j)+1)) = DATA(j)
19 COLUMNT(ROWT(COLUMN(j)+1)) = i
20 ROWT(COLUMN(j)+1) = ROWT(COLUMN(j)+1)+1
21 enddo
22 enddo
Figura 5.1: Co´digo secuencial del algoritmo de transposicio´n de matriz dispersa
de Pissanetzky en estilo FORTRAN.
escrito en la misma sentencia. Una posible tercera fuente de dependencia es la
escritura en posiciones de DATAT y COLUMNT. Debido a que ambas esta´n indexadas
mediante un patro´n de acceso irregular, dos iteraciones diferentes podrı´an po-
tencialmente escribir en la misma localizacio´n de memoria. No obstante, con un
conocimiento profundo acerca del algoritmo, el programador podrı´a determinar
que esta dependencia no es relevante, ya que cada posicio´n de DATAT y COLUMNT
solo se escribe una sola vez en memoria. Esto se debe a que cada elemento en
la matriz de entrada aparece una u´nica vez en la transpuesta. Sin embargo, una
matriz mal formada en formato CRS podrı´a romper esta hipo´tesis, generando
una nueva fuente de conflictos. Por ello, una paralelizacio´n simple deberı´a ga-
rantizar el acceso ato´mico a las localizaciones de memoria de los arrays dentro
del bucle, ası´ como mantener el orden entre iteraciones durante la escritura a
una determinada posicio´n. En la pra´ctica, esto implicarı´a un alto grado de seria-
lizacio´n.
Una aproximacio´n bien conocida que resuelve la paralelizacio´n de este co´di-
go consiste en aplicar una estrategia de particionamiento de datos [7]. El co´digo
de la figura 5.2 esboza esta posibilidad. Ba´sicamente, la matriz dispersa de entra-
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1 c --- Input matrix: A = {ROW, COLUMN, DATA}
2 c --- (Local) submatrix for thread id:
3 c --- Alocid = {ROWloc id,
4 c --- COLUMNloc id, DATAloc id}
5 c --- Transposed matrix: AT = {ROWT, COLUMNT, DATAT}
6 C$OMP PARALLEL
7 id = omp_get_thread_num()
8 Nthreads = omp_get_num_threads()
9
10 c --- Partition into submatrices
11 call sp_partition(A, Alocid, Nthreads)
12
13 c --- Local transposition













22 C$OMP END PARALLEL
Figura 5.2: Pseudoco´digo de la versio´n paralela de la transposicio´n de matriz
dispersa utilizando una estrategia de particionamiento de datos (data parallel) en
estilo FORTRAN.
da necesita ser dividida en submatrices ma´s pequen˜as, tambie´n dispersas, que
son distribuidas entre los hilos de ejecucio´n. En el co´digo presentado se asume
que existen tantas submatrices como hilos disponibles. Esta divisio´n puede ser
tan compleja como se desee (por bloques, cı´clica, ...) e implica una traduccio´n de
los ı´ndices de acceso, desde la estructura CRS de la matriz de entrada original a
las nuevas submatrices. Una divisio´n simple puede consistir en partir la matriz
por filas, con todas las submatrices del mismo taman˜o. En este caso, el procedi-
miento de divisio´n puede ser ejecutado totalmente en paralelo. Como asumimos
una arquitectura de memoria compartida, el paralelismo ha sido expresado en
el pseudoco´digo utilizando notacio´n OpenMP. Despue´s de dividir la matriz de
entrada, cada hilo invoca el procedimiento de transposicio´n secuencial aplicada
a la submatriz o submatrices de las que esta´ a cargo. En un u´ltimo paso, todas las
submatrices transpuestas deben ser recolectadas para componer la transpuesta
de la matriz de entrada. Dependiendo de la estrategia de divisio´n utilizada, es-
te paso puede ser ma´s o menos complejo, ya que diferentes bloques de datos,
con resultados parciales, podrı´an necesitar ser ensamblados para reconstruir la
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1 C$OMP TRANSDO SCHEDULE(static, blockSize) ORDERED
2 do i=1,NROWS
3 do j=ROW(i), ROW(i+1)-1
4 DATAT(ROWT(COLUMN(j)+1)) = DATA(j)
5 COLUMNT(ROWT(COLUMN(j)+1)) = i
6 ROWT(COLUMN(j)+1) = ROWT(COLUMN(j)+1)+1
7 enddo
8 enddo
9 C$OMP END TRANSDO
Figura 5.3: Pseudoco´digo de la versio´n transaccional de la transposicio´n de
matriz dispersa utilizando notacio´n OpenTM en estilo FORTRAN.
estructura de la matriz original. Por ejemplo, en el caso ma´s simple de una divi-
sio´n en bloques de filas contiguas de igual taman˜o, las submatrices transpuestas
necesitan ser concatenadas por columnas para obtener la transposicio´n correcta.
Por esta razo´n, y para ser conservador, este u´ltimo paso ha sido marcado co-
mo secuencial en el co´digo, aunque se podrı´a explotar una cierta cantidad de
paralelismo.
Como ya se ha discutido, la cantidad de informacio´n acerca del problema
puede guiar al programador hacia una solucio´n ma´s eficiente cuando desarrolla
versiones paralelas de co´digos con patrones dememoria complejos, como el caso
de la transposicio´n de matriz dispersa. Las abstracciones de la memoria transac-
cional pueden facilitar el trabajo de programacio´n en estos casos, permitiendo
explotar la concurrencia de manera optimista sin necesidad de informacio´n adi-
cional. La figura 5.3 muestra co´mo el programador podrı´a codificar una versio´n
paralela para este algoritmo si dispusiera de un soporte transaccional que se en-
cargase de preservar las dependencias de datos en el orden correcto (utilizando
notacio´n OpenTM). No´tese que los esfuerzos para desarrollar esta versio´n son
significativamente menores que los requeridos para aplicar la estrategia de par-
ticionamiento de datos (figura 5.2), ya que no se precisa de ningu´n conocimiento
en profundidad acerca de la aplicacio´n.
5.2. Modelo TEPO en co´digos iterativos
En esta seccio´n se analiza co´mo los co´digos iterativos, i.e. bucles, pueden
beneficiarse del modelo de ejecucio´n transaccional TEPO. En los co´digos ite-
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2 for (i=0; i<N; i++) {
3 loop_body
4 }
Conjunto de chunks: L = {u0, u1, ...}
Definicio´n de chunk:
uk = {Iteraciones desde chunkSz × k hasta
chunkSz × (k + 1) − 1}
Orden de precedencia: uk≺i uk+1
Mapeo: o(uk)=k mo´d nThreads
Figura 5.4: El bucle es particionado en chunks, con un orden de precedencia total.
rativos, el orden de precedencia es una relacio´n de orden total 2. El objetivo
es maximizar la concurrencia cuando se implementan construcciones iterativas
transaccionales, tales como el bloque transfor propuesto en OpenTM (ve´ase
anexo A), mostrado en la figura 5.4. De acuerdo a su definicio´n, la construccio´n
transfor puede ser complementada con la definicio´n de tres para´metros: el es-
quema de particionamiento, el taman˜o del chunk (iteraciones asignadas a cada
hilo en cada decisio´n de planificacio´n) y el taman˜o de la transaccio´n (nu´mero de
iteraciones consecutivas del bucle que ejecutan como una u´nica transaccio´n). Por
simplicidad, en adelante, el taman˜o del chunk sera´ considerado igual al taman˜o
de la transaccio´n (chunkSz) para un esquema de particionamiento esta´tico.
Con el fin de expresar un bloque transfor en te´rminos del framework presen-
tado en el capı´tulo 4, es necesario definir tres para´metros: Co´mo particionar el
co´digo en chunks, la relacio´n de precedencia entre dichos chunks y la funcio´n que
mapea los chunks a los hilos de ejecucio´n. Un particionamiento simple consiste
en dividir el espacio de iteracio´n en chunks de chunkSz iteraciones contiguas:
L = {u0,u1, ...}. Si se consideran como una secuencia, los chunks esta´n sujetos a
la siguiente relacio´n de precedencia inmediata: u0≺i u1≺i u2.... El esquema de
planificacio´n static del bucle se corresponde con una asignacio´n de chunks a
hilos mediante una funcio´n de mapeo block-cyclic: o(ui) = i mo´d nThreads.
Un aspecto clave deTEPOes que el ordendeprecedencia definido se preserva
a trave´s de los commits de aquellas iteraciones con dependencias. La clausula
ordered denota esta caracterı´stica. Notar que incluso si el bucle fuera totalmente
paralelo (bucle tipoDOALL), los commits tendrı´an lugar chunk a chunkde acuerdo
al orden de precedencia secuencial. Sin embargo, cuando el orden de precedencia
entre iteraciones no es una preocupacio´n, e.g. cuando las iteraciones del bucle
pueden ser reordenadas, nuestro modelo permite a los chunks realizar el commit
tan pronto hayan finalizado satisfactoriamente su ejecucio´n sin esperar a ningu´n
2Esto significa una relacio´n de orden, en la que se satisface totalmente que: ∀a , b, o bien a ≺ b, o
b ≺ a.
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otro. Para ello, simplemente se omitirı´a la clausula que ordena la ejecucio´n de
las transacciones. No obstante, en estos casos, hemos considerado un orden
artificial, como puede ser el instante de inicio de la transaccio´n, con el objetivo
de simplificar la implementacio´n.
En co´digos iterativos, nuestro modelo tiene por objetivo el incrementar la
concurrencia explotada de dos maneras: intra-thread e inter-thread. La primera
es incrementada debido a que se permite al hilo que comiencen la ejecucio´n
de nuevos chunks incluso cuando alguno previo no ha cumplido su condicio´n
de commit (para evitar bloquear el hilo), manteniendo estos chunks pendientes
ejecutados pero au´n sin realizar su commit. Tambie´n la concurrencia inter-thread
es mejorada, porque en caso de no existir conflictos, un chunk puede realizar su
commit tan pronto como los chunks precedentes se encuentren, al menos, ejecu-
tados (estado ejecutado-sin-commit). De esta manera, la restriccio´n de orden de
precedencia no necesariamente implica una serializacio´n de aquellas iteraciones
que son mutuamente paralelas.
5.3. Implementacio´n del modelo TEPO
En esta seccio´n se discuten los detalles acerca de la implementacio´n del mo-
delo TEPO sobre un sistema STM ligero. TinySTM (presentado en el capı´tulo 3)
ha sido utilizado como sistema base, el cual ha sido apropiadamente modificado
para incluir el modelo de ejecucio´n TEPO. La configuracio´n ba´sica considera una
aproximacio´n basada en encounter-time locking (ETL), por la cual los conflictos
son detectados tan pronto ocurren (early), con una polı´tica de escritura diferida,
haciendo uso de un write buffer (o redo log) que almacena las escrituras transac-
cionales hasta que se produce la actualizacio´n de memoria durante la fase de
commit. Esto requiere adaptar a nuestro modelo, las primitivas ba´sicas de TM
(read, write, rollback y commit).
Siguiendo una notacio´n similar a la encontrada en [87], los algoritmos del
4 al 7 describen el nu´cleo de las primitivas transaccionales adaptadas. Alguna
notacio´n general, ası´ como varias funciones de soporte para simplificar el co´digo,
son definidas en las tablas 5.1 y 5.2. En esta descripcio´n, el te´rmino transaccio´n es
adoptado como equivalencia al concepto de chunk utilizado durante la descrip-
cio´n del modelo, en tanto que un chunk representa una porcio´n del programa
asignado, como unidad ejecutable, a una transaccio´n.
En esta implementacio´n se asumira´ un u´nico hilo de ejecucio´n asociado a
cada nu´cleo de procesamiento, por lo que la variable P referencia el identificador

























































Figura 5.5: Implementacio´n TEPO: un conjunto de transacciones son asignadas
a dos hilos; las flechas representan el orden de precedencia inmediato en un
estilo similar a los diagramas Hasse; Mientras no existan conflictos de datos, las
transacciones pueden progresar; las transacciones en ejecucio´n pueden entrar en
conflicto bien con otras en ejecucio´n o bien con aquellas ya ejecutadas a la espera
de commit de otro hilo; para cada hilo las dos transacciones ma´s destacables son
la actual en ejecucio´n y la primera esperando su turno de commit (i.e., el minimal
de entre aquellas que se encuentran en estado X).
Tabla 5.1: Notacio´n gene´rica
P ⊲ Id del hilo (id del procesador)
T ⊲ Transaccio´n
w ⊲ Estructura asociada a cada palabra en memoria
S = {idle, running, executed, commiting, commited, killed} ⊲ Posibles estados de la transaccio´n
Plist ⊲ Lista de todos los hilos en el sistema
P.Tlist ⊲ Lista de transacciones esperando commit en el hilo P, por orden de precedencia
P.TS ⊲ Primera transaccio´n en P en orden de precedencia en estado S
P.T f f c ⊲ Primera transaccio´n de P esperando commit, i.e., minimal de prevXP (P.Trunning)
P.Tprev ⊲ La transaccio´n precedente de P.Trunning en P, i.e., maximal de prevXP (P.Trunning)
T.state ⊲ Estado de la transaccio´n T
T.rset ⊲ Read set (RS) de la transaccio´n T
T.wset ⊲Write set (WS) de la transaccio´n T
T.wbu f f er ⊲Write buffer (WB) de la transaccio´n T
T.sco ⊲Define el tipo de condicio´n de commit para T: Estricta (true) or Relajada (false)
T.P ⊲ Hilo en el que T ha sido asignada (o(T) = P)
w.owner ⊲ Primera transaccio´n activa (en orden de precedencia) que escribio´ la palabra w
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Tabla 5.2: Funciones de utilidad general
getWord(m) ⊲ Devuelve la estructura palabra para la direccio´n de memoria m
getFromWbuff(P,w) ⊲ Devuelve el valor de la palabra w del write buffer de la u´ltima
transaccio´n escritora de w en P
addToWbuff(P,w, v) ⊲ Inserta/Actualiza un valor v en la entrada w del write buffer de
la transaccio´n en ejecucio´n
getFromMemory(w) ⊲ Devuelve el valor de la palabra w desde memoria
copyToMemory(T) ⊲Vuelva el contenidodelwrite bufferdeuna transaccio´n amemoria
addToWset(P,w) ⊲ Inserta/Actualiza una entrada en elwrite set de la transaccio´n en
ejecucio´n
addToRset(P,w) ⊲ Inserta/Actualiza una entrada en el read set de la transaccio´n en
ejecucio´n
restorePC(T) ⊲ Restaura el contexto del programa al momento de inicio de T
checkCommitCondition(T) ⊲Comprueba siT cumple su condicio´n de commitde forma segura
existFreeSlot(P) ⊲ True si hay algu´n slot libre para iniciar una nueva transaccio´n
new(T) ⊲ Obtiene los recursos para una nueva transaccio´n T, almacenan-
do un nuevo slot y sus data sets ywrite buffer asociados; el contexto
del programa en el instante de inicio de la transaccio´n necesita
ser salvado
release(T) ⊲ Libera los recursos asociados a T (data sets, write buffer, slot)
del hilo. Cada hilo mantiene en todo momento activo al menos un conjunto de
datos (read set, write set y write buffer) correspondientes a la transaccio´n actual en
ejecucio´n. Para mantener mu´ltiples transacciones activas por hilo, se define una
estructura adicional, un pool de slots, que sera´ explicada durante la implemen-
tacio´n del commit (seccio´n 5.3.4). Al conjunto de estados por los que transita la
transaccio´n a lo largo de su vida (ver capı´tulo 4), se an˜ade un nuevo estado tran-
sicional killed, para indicar que la transaccio´n ha sido marcada como abortada
y, en consecuencia, necesita abortar tan pronto sea posible. Dado que la imple-
mentacio´n es aplicada a co´digos iterativos, las transacciones tendra´n asociado
un orden de precedencia total, basado en el orden de las iteraciones que ejecuten.
En la figura 5.5 se muestra este tipo de escenario para dos hilos y un conjunto
de transacciones con un orden de precedencia total (iterativo). Las transacciones
de intere´s han sido sido marcadas de acuerdo a la notacio´n introducida en esta
seccio´n.
5.3.1. Read
El algoritmo 4 se corresponde con la primitiva de lectura transaccional (read).
A diferencia de la implementacio´n base, la lectura comienza comprobando si
transaccio´n actual en ejecucio´n, o alguna las transacciones precedentes (de acuer-
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Algorithm 2 Funciones de soporte
1 function checkState(P) ⊲ Alguna transaccio´n en el hilo P fue abortada?
2 for each T ∈ P.Tlist do in order
3 if T.state ∈ {killed} then




1 function AbortSubsequentReader(P,T,w) ⊲Aborta lectores dewposteriores aT en otros hilos
2 for each Pr ∈ Plist ∧ Pr , P do ⊲ Para el resto de hilos
3 for each Tr ∈ Pr.Tlist
⋂
next{R,X}(T) do ⊲ Para toda transaccio´n activa de orden posterior
(en ejecucio´n o a espera de commit)
4 if w ∈ Tr.rset then ⊲ Si hay conflicto en w





do a ≺) en el hilo, ya ejecutadas y pendientes de commit, han sido abortadas (es-
tado killed) por alguna otra transaccio´n predecesora. En ese caso, las transac-
ciones abortadas deben ser reiniciadas. No´tese que este paso no es necesario en
la implementacio´n base ya que solo existe una transaccio´n por hilo (la que se
encuentra en ejecucio´n).
El siguiente paso es comprobar si la direccio´n de memoria ha sido escrita y
do´nde. Mientras que la implementacio´n base comprueba u´nicamente si la direc-
cio´n se encuentra en el write set de la transaccio´n en ejecucio´n (porque no hay
otra), nuestra implementacio´n del modelo TEPO debe comprobar tambie´n si se
encuentra en los write sets de alguna de las transacciones precedentes del hilo
que au´n no han efectuado el commit. Si ninguna de las transacciones precedentes
del hilo ha escrito la direccio´n solicitada, el valor puede ser leı´do directamente
dememoria. Si ha sido escrita por la transaccio´n actual, el valor puede ser encon-
trado en su write buffer. En cualquier otro caso significa que alguna transaccio´n
precedente de otro hilo ha escrito la direccio´n y por lo tanto, el conflicto de datos
es detectado, causando que la transaccio´n lectora aborte3. Si la lectura tiene e´xito,
la direccio´n de memoria es finalmente an˜adida al read set.
3Como vimos en la descripcio´n del modelo TEPO, este conflicto tambie´n puede ser resuelto
efectuando un stall de la transaccio´n lectora hasta que el dato este´ disponible, o a trave´s de un
forwarding desde la transaccio´n escritora a la lectora
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Algorithm 3 Start transaccional en TEPO
1 procedure Start(P)
2 new(T) ⊲ Se asume un slot disponible en este punto
3 T ← P.Tidle ⊲ Primera transaccio´n inactiva en orden de prec.
4 T.state← running ⊲ Transaccio´n actual en ejecucio´n
5 T.sco← f alse ⊲ Condicio´n de commit relajada por defecto
6 end procedure
Algorithm 4 Read transaccional en TEPO para el hilo P
1 procedure Read(P,m)
2 checkState(P) ⊲ Comprueba posibles abortos
3 w← getWord(m)
4 Tw ← w.owner ⊲ Propietario es el primer escritor activo de m
5 T ← P.Trunning ⊲ Transaccio´n actual en ejecucio´n
6 if Tw , null ∧ Tw.state < {killed} then
7 if Tw.P = P then ⊲ Si el hilo actual es el propietario
8 v← getFromWbuff(P,w) ⊲ Toma el valor de su write buffer
9 else
10 if Tw ∈ next{R,X,Cing}(T) then
11 v← getFromMemory(w) ⊲ Si el escritor es posterior, lee el valor de memoria
12 else if Tw ∈ prev{R,X,Cing}(T) then
13 Rollback(P,T) ⊲ Conflicto RAW con una transaccio´n precedente
14 else if Tw ∈ norel{R,X,Cing}(T) then




19 v← getFromMemory(w) ⊲Palabra no escrita por ninguna transaccio´n activa
20 end if




El algoritmo 5 muestra el pseudoco´digo de la primitiva transaccional write.
Al igual que en la operacio´n de lectura, la escritura comienza comprobando el
estado de todas las transacciones, tanto actual como previas, en busca de posi-
bles abortos sobre las transacciones del hilo. Si el write set de la transaccio´n en
ejecucio´n ya contiene la direccio´n, entonces el hilo fue el u´ltimo en escribir la
direccio´n y, por ello, la correspondiente entrada en elwrite bufferdebe reescribirse
con el nuevo valor. Si por el contrario, fue otro hilo en que escribio´ la direccio´n,
se detecta un conflicto de tipoWAW. Como vimos en el capı´tulo 4, estos conflic-
tos son resueltos considerando un criterio basado en el orden de precedencia,
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Algorithm 5Write transaccional en TEPO para el hilo P
1 procedureWrite(P,m, v)
2 checkState(P) ⊲ Comprueba posibles abortos
3 w← getWord(m)
4 Tw ← w.owner ⊲ Propietario es el primer escritor activo de m
5 T ← P.Trunning ⊲ Transaccio´n actual en ejecucio´n
6 if Tw , null ∧ Tw.state < {killed} then
7 if Tw.P , P then ⊲ Si el hilo actual no es el propietario
8 if Tw ∈ prev{R,X,Cing}(T) then
9 T.sco← true ⊲ Conflicto WAW: orden de commit estricto Tw→T
10 AddToWset(P,w)
11 else if Tw ∈ next{R,X}(T) then
12 Tw.sco← true ⊲ Conflicto WAW: orden de commit estricto T→Tw
13 w.owner← T ⊲ T nuevo propietario de w
14 AddToWset(P,w)
15 else if Tw ∈ norel{R,X,Cing}(T) then
16 Rollback(P,T) ⊲Aborto por conflictoWAWno resuelto con orden
17 end if
18 end if




23 addToWbuff(P,w, v) ⊲ En cualquier caso inserta w en el write buffer
24 AbortSubsequentReader(P,T,w) ⊲ La escritura es visible para lectores posteriores
25 end procedure
forzando el commit de las transacciones en conflicto en estricto orden secuencial.
En este caso, el bit SCO (Strict Commit Order) se activa para el escritor con mayor
orden de precedencia. Una transaccio´n con el bit SCO activo, no podra´ realizar
su commit hasta que todas las transacciones precedentes a e´l lo hayan hecho. En
cualquiera de los casos, tanto si la direccio´n fue escrita en otra transaccio´n como
si no fue escrita por ninguna, es necesario crear una nueva entrada en el write
buffer local para almacenar el nuevo valor, adema´s de insertar la direccio´n de
memoria en el write set.
Finalmente, la operacio´n de escritura transaccional fuerza un aborto para to-
das aquellas transacciones que la suceden en order de precedencia y que hayan
leı´do dicha direccio´n. Este u´ltimo paso es necesario para mantener la consis-
tencia ya que la nueva escritura podrı´a hacer que todos los valores leı´dos por
transacciones con mayor orden de precedencia se vuelvan inconsistentes.
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Algorithm 6 Rollback transaccional en TEPO para el hilo P
1 procedure Rollback(P,T) ⊲AbortaT (y todos sus sucesores) y reinicia su ejecucio´n
2 repeat
3 release(P.Trunning) ⊲Libera todos sus recursos (Data sets,Write Buffer, Slot)
4 P.Trunning.state← idle ⊲ La transaccio´n pasa a estar inactiva
5 P.Trunning ← P.Tprev ⊲ Convierte la transaccio´n previa en al actual
6 until P.Trunning = T ⊲ Hasta que T sea la actual
7 restorePC(T) ⊲ Reinicia T como la transaccio´n actual en ejecucio´n
8 end procedure
5.3.3. Rollback
La primitiva rollback, mostrada en el algoritmo 6, permite al sistema recu-
perarse a sı´ mismo de un estado de inconsistencia, abortando una transaccio´n
conflictiva y restaurando el contexto del programa a uno consistente anterior. La
operacio´n de rollback es ma´s ra´pida en sistemas con gestio´n de versiones lazy ya
que los datos no tienen que ser restaurados en memoria. Ası´, el proceso consiste
simplemente en vaciar el write buffer y reiniciar tanto el read set como el write
set. Una vez hecho esto, la transaccio´n puede volver al punto inicial y reiniciar
su ejecucio´n. La operacio´n de rollback en el modelo TEPO es muy similar a la
implementada por el sistema base. Solo es necesario soportar mu´ltiples transac-
ciones por hilo, adema´s de la que esta´ en ejecucio´n. De esta manera, cuando
una transaccio´n aborta, todas las transacciones posteriores en el hilo deben ser
abortadas tambie´n. De esta manera, comenzando por la transaccio´n actual en
ejecucio´n, se procedera´ a repetir el proceso de rollback con todas las transaccio-
nes del hilo en orden inverso hasta que se alcance la transaccio´n conflictiva y el
contexto del programa pueda ser restaurado al inicio de esta.
5.3.4. Commit
El algoritmo 7 muestra el pseudoco´digo para el procedimiento de commit. Al
igual que ocurre al inicio de las operaciones de lectura y escritura, el commit co-
mienza con una comprobacio´n para identificar posibles abortos de transacciones
en el hilo. Si ninguna de ellas ha sido abortada, la fase de commit procede, em-
pezando por la primera transaccio´n pendiente, en orden de precedencia dentro
del hilo. Con el fin de verificar la condicio´n de commit y cumplir con las restric-
ciones de precedencia entre transacciones, se necesita una estructura de datos
compartida para mantener una traza de las transacciones que ya han efectuado
el commit.
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Algorithm 7 Commit transaccional en TEPO para el hilo P
1 procedure Commit(P)
2 repeat
3 checkState(P) ⊲ Comprueba posibles abortos
4 Tc ← P.T f f c ⊲ Primera transaccio´n esperando su commit
5 while checkCommitCondition(Tc) = true do
6 copyToMemory(T) ⊲ Vuelca write buffer a memoria
7 release(Tc) ⊲ Libera data sets, write buffer y slot
8 Tc.state← committed ⊲ Esta transaccio´n acaba de realizar el commit
9 Tc ← P.T f f c ⊲ Toma la siguiente transaccio´n esperando por commit
10 end while
11 until existFreeSlot(P) = true ⊲ Sin slots libres, no puede iniciar nuevas transacciones
12 end procedure
1 function checkCommitCondition(T) ⊲ La transaccio´n puede realizar su commit?
2 if T.sco = true then ⊲ Orden de commit estricto
3 for each Tp ∈ prev(T) do ⊲ Comprueba estado de las transacciones precedentes
4 if Tp.state < {committed} then




9 else ⊲ Orden de commit relajado
10 for each Tp ∈ prev(T) do ⊲ Comprueba estado de las transacciones precedentes
11 if Tp.state < {executed, committing, committed} then






En nuestro caso, esta estructura compartida esta´ compuesta por un par de
arrays de bits que permiten llevar una traza del estado de las transacciones del
sistema. Estos arrays, en los que cada bit identifica una u´nica transaccio´n, son
utilizados en el proceso de comprobacio´n de la condicio´n de commit comoma´sca-
ras que anotan las transacciones que han sido ejecutadas (ex-mask) y las que ya
han realizado el commit (cm-mask). Con el objetivo de mantener la eficiencia del
proceso de comprobacio´n, el taman˜o de estos arrays debe ser, significativamente
menor al nu´mero total de transacciones dispensadas durante la ejecucio´n del
programa. Para evitar las limitaciones que esto supone, se ha implementado un
sistema de ventana deslizante, en la que el contenido de los arrays es desplaza-
do para descartar los bits correspondientes a aquellas transacciones con menor
orden de precedencia que ya han efectuado el commit y que por tanto ya no son
representativas (figura 5.6a). El desplazamiento actual de la ventana semantiene
como un contador de offset, asociado a ambos arrays en la estructura de datos




(b) Operacio´n de comprobacio´n
Figura 5.6: Estructura de array de bits para la evaluacio´n de la condicio´n de
commit.
compartida.
De esta manera, considerando una transaccio´n con un identificador de orden
(OID) dado, el proceso puede ser descrito de la siguiente manera. Cuando la
transaccio´n finaliza su ejecucio´n (transita al estado executed), el bit 2(oid−o f f set),
que identifica dicha transaccio´n (teniendo en cuenta el desplazamiento de la
ventana) en la ma´scara ex-mask es activado. La condicio´n de commit (CC) aso-
ciada a la transaccio´n, consiste ba´sicamente en otro array de bits local que se
utiliza como una ma´scara que identifica las transacciones previas con las que
debe mantener el orden. Como ya de discutio´ en el capı´tulo 4, este valor puede
ser asignado tanto por el programador como por el compilador. En el caso de
co´digos iterativos, en los que las transacciones mantienen un orden total, este
valor es asignado como 2oid − 1, lo que genera una ma´scara de unos para todas
las transacciones precedentes del sistema. El proceso de comprobacio´n consis-
te simplemente en efectuar una operacio´n and entre CC (eliminando los offset
bits menos significativos) y las ma´scaras ex-mask o cm-mask para confirmar el
cumplimiento de las condiciones de commit relajada o estricta, respectivamente
(figura 5.6b). Si la operacio´n and devuelve la propia CC, podemos garantizar que
la transaccio´n puede proceder con su commit de manera segura. Si es ası´, el bit




































Figura 5.7:Un poolde slots, implementado comoun buffer circular, permitemante-
nermu´ltiples transacciones activas por hilo. El proceso de checkpoint esta´ implı´ci-
to al tomar un nuevo slot.
correspondiente a la transaccio´n es activado, esta vez en el array cm-mask.
Esta estructura nos permite una gestio´n eficiente del orden de precedencia
entre transacciones, con independencia de que presenten relaciones de orden
total o parcial. Sin embargo, la presencia de un orden total (iterativo puro)
admite soluciones, quiza´s ma´s simples aunque tambie´n ma´s restrictivas, tales
como el uso de un conjunto de contadores compartidos para apuntar a la u´ltima
transaccio´n que realizo´ el commit en cada hilo [34].
Una vez garantizado el orden de precedencia, para cada transaccio´n que
realiza el commit, el contenido del write buffer necesita ser volcado a memoria, y
los read set y read set reiniciados. Cuando una transaccio´nminimal no satisface con
su condicio´n de commit, ninguna otra transaccio´n el hilo podra´ hacerlo. En este
caso se toma un checkpoint de la transaccio´n recientemente ejecutada, dejando el
procesode commitpendiente y se libera al hilo para iniciar unanueva transaccio´n.
Debido a que podrı´a darse el caso de un nu´mero ilimitado de transacciones
por hilo sin poder efectuar su commit, tomandopara cada una su respectivo check-
point, los recursos necesarios para mantenerlas podrı´an crecer sin restricciones.
Con el fin de limitar este aspecto, se ha definido un pool predefinido de slots [34].
Para un orden de precedencia total, este pool se ha implementado como un buffer
circular (figura 5.7) con un nu´mero limitado de slots reutilizables, suficiente-
mente largo como para permitir varias transacciones pendientes de commit, sin
incrementar significativamente el riesgo de overflow. Una solucio´n similar puede
encontrarse en [27]. Por medio de dos punteros, el slot de la transaccio´n que
recientemente ha efectuado el commit puede ser liberado (puntero next to com-
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mit en la figura 5.7), o un nuevo slot puede ser elegido (puntero next available).
Cada slot esta´ asociado al read set, write set y write buffer de la transaccio´n co-
rrespondiente, adema´s de con el contexto del programa en el punto de inicio de
dicha transaccio´n. Implementa´ndolo de esta manera, no es necesario tomar un
checkpoint explı´cito, como indica el algoritmo 1 (capı´tulo 4), ya que cada vez que
una nueva transaccio´n comienza, uno de los slots libres es asignado a ella. Si no
quedan slots disponibles, el hilo no podra´ iniciar ninguna nueva transaccio´n. En
esta situacio´n, el hilo se mantiene a la espera de que una de las transacciones
pendientes, ya ejecutadas, satisfaga su condicio´n de commit y libere su slots.
En nuestra evaluacio´n experimental, el nu´mero de transacciones por hilo se
hamantenido bien balanceado, demanera que el nu´meromedio de transacciones
a la espera de commitpor hilo ha sido 3. En nuestro caso se hadefinidounma´ximo
de 8 transacciones activas (sin realizar commit) por hilo, con el fin de permitir
una buena explotacio´n del paralelismo sin incurrir en overheads excesivos.
5.4. Evaluacio´n
La implementacio´n del modelo TEPO para co´digos iterativos realizada sobre
el sistema base TinySTM (versio´n 1.0.4), se ha evaluado utilizando un conjun-
to de benchmarks representativos. Esta seccio´n discute los resultados de dicha
evaluacio´n. Todos los experimentos se han realizado utilizando un equipo con
las caracterı´sticas mostradas en la tabla 5.3. Todos los co´digos han sido com-
pilados utilizando la versio´n 4.3.4, utilizando las opciones de compilacio´n -O2
para el sistema transaccional (tal y como recomienda TinySTM) y -O3 para los
benchmarks.
Para esta evaluacio´n se han propuesto tres conjuntos de experimentos. En
primer lugar, se ha utilizado la suite transaccional STAMP [16], que constituye
una referencia ampliamente utilizada en sistemas transaccionales. Con ello pre-
tendemos comparar TEPO con la implementacio´n base TinySTM. En segundo
lugar, se ha evaluado la habilidad de TEPOpara explotar la concurrencia con dos
co´digos iterativos e irregulares: el algoritmo de transposicio´n de matriz dispersa
propuesto por Pissanetzky (caso de estudio propuesto al inicio de este capı´tulo)
y el benchmark fluidanimate de la suite PARSEC [11], el cual presenta bucles con re-
ducciones de tipo histograma. Finalmente, con el objetivo de medir los overheads
introducidos por el modelo TEPO con respecto al STM base, se han evaluado
ambas implementaciones utilizando dos versiones diferentes de un co´digo ite-
rativo de tipo Stencil (Jacobi2D y Seidel2D) obtenidos de la suite Polybench [77].
En todos estos benchmarks (excepto STAMP), se han definido manualmente las
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Tabla 5.3: Configuracio´n de la plataforma de evaluacio´n
Para´metro Descripcio´n
Procesador Intel Xeon X7550
No nu´cleos 32 (4 sockets x 8 nu´cleos/socket)
Frecuencia 2GHz
Memoria 128GB
Sistema operativo Ubuntu Server 12.04 LTS, Kernel 2.6.32 (64 bits)
Compilador gcc v4.3.4
transacciones dividiendo el bucle original e introduciendo un nuevo bucle inte-
rior para crear bloques de iteraciones. Este bucle se encapsula en un chunk y se
ejecuta como una transaccio´n. En Jacobi, Seidel y la transposicio´n de matriz dispersa,
se utiliza el bucle que itera a trave´s de las filas para crear los chunks. En Fluida-
nimate, se particiona el bucle que itera sobre las partı´culas vecinas. El capı´tulo 3
incluye una descripcio´n ma´s detallada acerca de cada uno de estos benchmarks.
Adema´s del sistema de base TinySTMoriginal, sinmodificaciones, se ha utili-
zado una versio´n con orden de TinySTM, en la cual los commits de las transaccio-
nes suceden u´nicamente cuando todas las transacciones previas han efectuado
su commit (condicio´n estricta), deteniendo los hilos hasta que se satisfaga dicha
condicio´n (o abortando la transaccio´n y ejecuta´ndola de nuevo, dependiendo de
la situacio´n). La polı´tica de aborto para esta implementacio´n asume invalidar
siempre la transaccio´n con mayor orden de precedencia en caso de conflicto de
datos. En adelante nos referiremos a esta versio´n con el nombre de TinySTM-
ordered, la cual tambie´n sera´ utilizada como punto de referencia en la evaluacio´n,
principalmente en aquellos casos en los que el cumplimiento del orden de pre-
cedencia es requisito necesario para alcanzar un resultado correcto.
Para mitigar el efecto de las fluctuaciones aleatorias en los resultados, oca-
sionadas por el comportamiento transaccional, cada ejecucio´n ha sido repetida
al menos cincuenta veces, tomando como valor final la media de todos ellos. Las
me´tricas utilizadas en esta seccio´n incluyen el speedup tomando como referencia
el tiempo de la versio´n secuencial del co´digo 4, el TCR (Transaction Commit Ra-
te) [3], como el porcentaje de transacciones que han realizado el commit respecto
del total de transacciones ejecutadas, que mide la efectividad de la explotacio´n
de la concurrencia; y el throughput, como el nu´mero de transacciones que han
realizado el commit por segundo. Ver capı´tulo 3 para ma´s informacio´n sobre las
me´tricas.
4En caso de que el co´digo secuencial no este´ disponible, se utilizara´ como referencia la implemen-
tacio´n base de TinySTM ejecutada con u´nico hilo.
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Tabla 5.4: STAMP workloads
Benchmark Argumentos de entrada #TX #TX Lecturas #TX Escrituras Tiempo en Contencio´n
(media) (media) TX
Bayes -v32 -r4096 -n10 -p40 -i2 -e8 -s1 2K 28.75 3.26 99% Alta
Genome -g16384 -s64 -n16777216 2489K 36.23 0.89 98% Baja
Intruder -a10 -l128 -n65536 -s1 5816K 22.40 1.60 77% Alta
Kmeans -m15 -n15 -t0.00001 -i rand-n65536-d32-c16 4106K 599.99 599.99 1.5% Baja
Labyrinth -i random-x512-y512-z7-n512 1K 180.52 177.02 100% Alta
Ssca2 -s20 -i1.0 -u1.0 -l3 -p3 22362K 1.00 2.00 28% Baja
Vacation -n2 -q90 -u98 -r1048576 -t4194304 4194K 284.01 5.54 97% Baja/Media
Yada -a15 -i ttimeu1000000.2 2415K 58.74 18.01 96% Media
5.4.1. STAMP benchmark suite
Los benchmark de STAMP se han configurado utilizando las cargas de trabajo
presentadas en la tabla 5.4. Los siguientes experimentos se enfocan en comparar
TEPO frente las versiones, original y ordenada, de TinySTM. Debido a que
los co´digos de STAMP ya se encuentran escritos transaccionalmente y se han
ejecutado sin modificaciones adicionales respecto a la versio´n proporcionada, la
implementacio´n del modelo TEPO divide los bucles en chunks de una iteracio´n
por transaccio´n.
Con el propo´sito de evaluar convenientemente tanto la implementacio´n
TEPO como TinySTM-ordered, se ha forzado un orden artificial entre transaccio-
nes para estas dos implementaciones, siguiendo como criterio de precedencia el
instante de inicio de estas. Por su parte, la implementacio´n TinySTM de base se
ha evaluado sin considerar orden entre transacciones. No´tese que el resultado de
la ejecucio´n de los co´digos de STAMP es correcta con independencia del orden
entre las transacciones.
De esta manera, el orden artificial impuesto introduce un retardo entre la eje-
cucio´n y el commit con respecto a la implementacio´n base de TinySTM (transac-
ciones desordenadas) como explica la figura 5.8. Mientras TinySTM base puede
efectuar el commit de las transacciones tan pronto como su ejecucio´n finalice,
TinySTM-ordered debe esperar hasta que las transacciones precedentes hayan
finalizado su commit satisfactoriamente. Esta situacio´n deriva en un retardo del
commit que afecta al rendimiento. Por otro lado, a la vez que preserva el orden
de precedencia, TEPO permite a las transacciones comenzar la fase de commit
cuando el conjunto de las transacciones que le preceden han sido, al menos,
ejecutadas. Esta condicio´n (commit relajado) puede llegar a reducir significativa-
mente el retardo de commit, lo cual se traduce en una mejora en el tiempo de
ejecucio´n del benchmark. Adema´s, TEPO puede ocultar esta latencia permitiendo
al hilo iniciar nuevas transacciones cuando las anteriores no puedan realizar su


























































Figura 5.8: Escenarios de commit: En la implementacio´n base de TinySTM una
transaccio´n puede realizar el commit justo despue´s de su ejecucio´n; TEPO realiza
el commit cuando todas las transacciones precedentes han finalizado su ejecu-
cio´n (aunque no hayan efectuado el commit); en el caso de la versio´n ordenada
de TinySTM, una transaccio´n realiza el commit solo cuando todas las transaccio-
nes precedentes han efectuado su commit. Adema´s, TEPO puede lanzar varias
transacciones sin necesidad de que las anteriores realicen el commit, lo cual oculta
el este retardo.
commit.
Los resultados en lamedicio´n del speedup semuestran en al figura 5.9. Como
era lo esperado, en casi todas las situaciones, TEPO obtiene medidas de speedup
intermedias entre las implementaciones de TinySTM base y su versio´n ordena-
da. A diferencia de TinySTM, la implementacio´n de TEPO no toma ventaja de la
ejecucio´n desordenada de las transacciones, sin embargo es capaz de mejorar el
tiempo de ejecucio´n respecto a la versio´n ordenada (ver figura 5.8). El objetivo
de estos experimentos no es enfrentar TEPO con la implementacio´n TinySTM
de base en te´rminos de tiempo de ejecucio´n para co´digos sin orden de prece-
dencia (ya que no puede mejorarlo en ningu´n caso), sino mostrar que despue´s
de introducir un orden de precedencia en el co´digo, TEPO es capaz de rendir
mejor que este mismo sistema, manteniendo el mismo orden entre transaccio-
nes (TinySTM-ordered). No obstante, incluso con la desventaja de tener que
mantener un orden de precedencia, para algunos experimentos concretos, TEPO
mantiene un rendimiento muy cercano al de la versio´n base de TinySTM.
Observando la evolucio´n del speedup en la figura 5.9, podemos clasificar
los co´digos en dos grupos principales. En un primer grupo, la implementacio´n
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base muestra una escalabilidad relativamente buena, la cual esta´ principalmente
limitada por las caracterı´sticas de la memoria en sistema hardware de pruebas.
Este grupo incluye Genome, Labyrinth y Vacation. Aunque el speedup de TEPO es
inferior al de TinySTM en estos casos, se aprecia una tendencia similar en cuanto
a escalabilidad, mantenie´ndose siempre por encima de los resultados obtenidos
por TinySTM-ordered.
Enun segundo grupo, compuesto por Intruder, Kmeans yYada, la escalabilidad
de la versio´n base esta´ limitada por las caracterı´sticas de los co´digos para un gran
nu´mero de hilos. En estos casos, TEPO sigue la misma tendencia que la versio´n
base, mantenie´ndose mucho ma´s cerca de ella que la versio´n ordenada, a pesar
del hecho de cumplir con el orden artificial impuesto.
Los co´digos Ssca2 y Bayes tienen un comportamiento singular y no pueden
clasificarse en ninguno de estos grupos. En Ssca2, todas las versiones obtienen un
rendimiento bastante pobre, debido al alto nu´mero de pequen˜as transacciones,
que aunquepresentan una baja contencio´n, disparan los costes asociados a la ges-
tio´n transaccional, ocasionando que no se extraiga demasiado paralelismo. Sin
embargo, TEPO continuamostrando una ventaja respecto a TinySTM-ordered en
cuanto a tiempo de ejecucio´n. Finalmente, Bayes presenta una alta variabilidad
debido a que el tiempo de ejecucio´n es especialmente sensible al orden en que
se ejecutan las transacciones en la fase de aprendizaje del a´rbol (ve´ase capı´tulo 3
para ma´s detalles del benchmark).
El retardo de commit asociado con las implementaciones con orden tiene
adema´s un efecto en te´rminos de TCR (figura 5.10). Este retardo hace que el
tiempo de vida de las transacciones se alargue, incrementando la probabilidad
de conflictos entre transacciones concurrentes. El menor retardo de commit pro-
porcionado por TEPO se traduce en una reduccio´n significativa de la tasa de
abortos con respecto a TinySTM-ordered. Sin embargo, este no es el u´nico as-
pecto importante. Aunque la implementacio´n TinySTM de base no cumple con
ningu´n orden, TEPO obtiene mejores o iguales medidas de TCR en la mayorı´a
de experimentos. Esto se debe a que el orden de precedencia artificial introdu-
cido por TEPO ayuda a filtrar un alto nu´mero de falsas dependencias de datos,
las cuales ocasionan numerosos abortos en la versio´n de base. Este efecto pue-
de observarse en la evolucio´n de la escalabilidad del TCR, donde TEPO escala
mejor que las versiones de TinySTM, especialmente cuando un nu´mero alto de
hilos hace crecer la contencio´n del sistema. Sin embargo, esto no se traduce en
una mejora del speedup debido al efecto negativo de la introduccio´n del orden
artificial.
En general, las medidas de TCR en TEPO se mantienen en un rango entre
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Figura 5.9: STAMP benchmark: Speedup utilizando la configuracio´n de la tabla 5.4.
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Figura 5.10: STAMP benchmark: TCR utilizando la configuracio´n de la tabla 5.4.
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Tabla 5.5: Caracterı´sticas de las matrices dispersas
#coef. no nulos #coef. no nulos
Matriz Taman˜o por fila (med.) por fila / taman˜o fila
(NNR) (NNRD, en%)
beacx 497x506 100 20.2%
wm3 207x260 14 6.7%
jpwh 991 991x991 6.1 0.62%
1138 bus 1138x1138 3.6 0.32%
bcsstk18 11948x11948 12 0.10%
bcspwr10 5300x5300 4.1 0.07%
el 70% y el 100% para todos los co´digos, excepto aquellos que presentan un
speedup limitado y falta de escalabilidad (Intruder, Kmeans y Yada). Para estos
co´digos, los sistemas TM incurren en una serializacio´n de la ejecucio´n como
consecuencia de la alta tasa de abortos producida por los conflictos de datos.
Como caso extremo, tenemos a Yada que muestra altas tasas de aborto debido
a que el gran taman˜o de sus transacciones y la cantidad de tiempo invertido
en ellas (alrededor del 96% del benchmark) disparan la contencio´n, haciendo los
conflictos de datos extremadamente comunes.
5.4.2. Co´digos iterativos
Este segundo grupo de de experimentos incluye dos co´digos iterativos irre-
gulares: la transposicio´n de una matriz dispersa y un co´digo con reducciones
de tipo histograma. Para el primero de estos co´digos, dado que el orden de las
iteraciones no puede ser cambiado, la implementacio´n base de TinySTM no es
aplicable, ya que no conduce a un resultado va´lido. Por ello, en estos experimen-
tos se compara TEPO u´nicamente con la versio´n ordenada (TinySTM-ordered).
Por su parte, el segundo co´digo si que permite reordenamiento de las iteraciones,
por lo que los resultados de las tres implementaciones sera´ presentado.
Transposicio´n de matriz dispersa
Las matrices de entrada y salida esta´n representadas en formato CRS (Com-
pressed Row Storage), quedando definidas por tres vectores unidimensionales:
row, column y data. Como se analizo´ en la seccio´n 5.1, el bucle principal del algo-
ritmo de Pissanetzky presenta un patro´n de acceso complejo con varios niveles
de indireccio´n, que ocasionan conflictos de datos dependiendo de la distribucio´n
de elementos distintos de cero en la matriz de entrada, lo cual es desconocido
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Figura 5.11: Resultados de Throughput para el co´digo sparse matrix transposition
para distintas matrices de entrada utilizando TEPO y TinySTM-ordered.
hasta el momento de ejecucio´n. Debido a ello, el comportamiento del sistema
puede ser modulado utilizando matrices con diferentes caracterı´sticas. Para esta
evaluacio´n hemos seleccionado un conjunto de matrices del repositorio Matrix
Market [14], cuyas caracterı´sticas se resumen en la tabla 5.5.
El nu´mero de conflictos de datos, y por lo tanto la efectividad de la parale-
lizacio´n transaccional, estara´ relacionada con la densidad de las filas no nulas
en la matriz CRS de entrada, ma´s que con la densidad de la matriz completa,
ya que estas filas son precisamente las que sera´n transpuestas para conformar la
matriz CRS de salida. De acuerdo a la densidad media por filas no nulas (non-
null row density o NNRD), las matrices evaluadas pueden ser clasificadas en tres
categorı´as:NNRD alto (beacxc, wm3),NNRDmedio (jpwh 991, 1138 bus) yNNRD
bajo (bcsstk18, bcspwr10). Las figuras 5.11 y 5.12 muestran el rendimiento obte-
nido para la ejecucio´n de estas matrices. En te´rminos de throughput, un NNRD
mas alto hace que se incremente la mejora de rendimiento de TEPO frente a la
versio´n ordenada de TinySTM. Esta tendencia relativa se mantiene tambie´n en
las medidas del TCR. Hay que destacar que el TCR es menor para las matrices
ma´s pequen˜as, aunque TEPOmejora los resultados de TinySTM-ordered, debido
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Figura 5.12: Resultados de TCR para el co´digo sparse matrix transposition para
distintas matrices de entrada utilizando TEPO y TinySTM-ordered.
a que estas matrices poseen la mayor densidad por fila no nula.
Debido a que la paralelizacio´n se ha aplicado al bucle ma´s externo (ve´ase
figura5.3), las matrices ma´s grandes tendra´n mayor nu´mero de iteraciones en el
bucle interior, resultando en una carga de trabajo absoluta mayor por cada itera-
cio´n del bucle exterior, y como consecuencia, se ejecutara´n un menor nu´mero de
transacciones por unidad de tiempo. En todos los experimentos TEPO fue capaz
de explotar una concurrencia mayor que la implementacio´n base ordenada.
No´tese que la transposicio´n de matriz dispersa es un co´digo fuertemente
afectado de memory-bound, ya que su principal operacio´n es ba´sicamente mo-
vimientos de datos. En estos casos en los que la aplicacio´n presenta baja carga
computacional, el anchode bandadememoria fuera del chip es amenudounode
los aspectos que ma´s restringe el rendimiento del sistema. Con el fin de analizar
co´mo afecta este aspecto al rendimiento del sistema y su escalabilidad, el co´digo
ha sido evaluado an˜adiendo una carga computacional sinte´tica, operando sobre
cada coeficiente de la matriz original, antes de escribirlo en la matriz transpuesta
de salida. Esta carga de trabajo sinte´tica consiste en encontrar el u´ltimo nu´mero
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1 double lastPrime(double initVal){
2 double i, number, lastPrime;
3
4 assert(SEARCH_RANGE > 0); \\ Define la carga de trabajo
5 number = initVal;
6
7 while (number <= (initVal + SEARCH_RANGE)) {
8 i = 2;
9 while (i <= number) {
10 if(number % i == 0) break;
11 i++;
12 }





Figura 5.13: Funcio´n para el ca´lculo del u´ltimo nu´mero primo
primero a partir del valor a transponer y en un rango fijo definido (figura 5.13).
Conel findenormalizar lamedidade esta computacio´n an˜adida, utilizaremos
la intensidad operacional [99] que mide la relacio´n entre el nu´mero de operacio-
nes en punto flotante (FLOPS) y el tra´fico de memoria (Bytes movidos por las
operaciones de lectura y escritura) de la aplicacio´n. Para medir estos factores se
ha utilizado la librerı´a PAPI (Performance Application Programming Interface) [15]
que proporciona un interfaz portable para acceder a los contadores hardware de
los multiprocesadores modernos. Las medidas de intensidad operacional se han
efectuado sobre una versio´n secuencial del benchmark introduciendo una carga
de trabajo adicional de forma sinte´tica.
Los resultados pueden verse en la figura 5.14, donde el speedup es resumido
para varios niveles de carga computacional. Como era de esperar, a medida que
crece la intensidad operacional, mayor es el paralelismo explotable en todos
los casos, ya que el efecto de la memoria tiene menor peso. Por el contrario, y
desde el punto de vista transaccional, una intensidad operacional alta implica
mayor tiempo en transaccio´n y como consecuencia, mayor coste en caso de
aborto. La ventaja de TEPO sobre TinySTM-ordered semantiene en casi todas las
situaciones, especialmente para un gran nu´mero de hilos. Concretamente, para 8
hilos la mejora de speedup de TEPO es de alrededor del 10% en la mayorı´a de los
casos. Para 16 hilos, esta mejora se incrementa hasta el 30%, mientras que para
32 hilos se consigue alcanzar una mejora de hasta el 60% en algunas matrices.
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Figura 5.14: Resultados de Speedup para el co´digo sparse matrix transposition con
carga de trabajo extra (8, 16 y 32 hilos; eje x es presentado en escala cuadra´tica)
Como se aprecia en las figuras, los resultados son modulados por el patro´n de la
matriz de entrada, lo cual resulta en una tendencia convergente hacia un punto
dema´ximo paralelismo, o saturacio´n, alcanzable por TEPO. Las ejecuciones en la
versio´n ordenada de TinySTMnomuestran lamisma tendencia, ya que el speedup
observado queda por debajo de TEPO en todos los casos y difiere ma´s de una
matriz a otra. Singular es el caso de la matriz wm3 cuyo pobre comportamiento
esta´ limitado por su pequen˜o taman˜o.
Fluidanimate
Fluidanimate, del conjunto de benchmark PARSEC, es el segundo co´digo ite-
rativo testeado, en este caso con operaciones de tipo reduccio´n. Los resultados
de la evaluacio´n se muestran en la figura 5.15 para la configuracio´n simlarge que
consta de una entrada de 300K partı´culas y 5 frames. No´tese que las propieda-
des asociativas y conmutativas de las operaciones de reduccio´n hacen que la
implementacio´n base de TinySTM alcance resultados correctos aunque las itera-
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Figura 5.15: Evaluacio´n de speedup y TCR para el benchmark Fluidanimate. (a,b)
muestra la comparacio´n de TEPO frente a las versiones base y ordenada de
TinySTM. (c,d) muestra los resultados de TEPO para diferentes taman˜os de
chunk (CS) (iteraciones/chunk).
ciones puedan ser desordenadas 5. En cualquier caso, TEPO obtiene los mejores
resultados a pesar de todas las implementaciones alcanzan valores de TCR casi
ma´ximos.
En este benchmark cabe destacar que solo la computacio´n asociada a aquellas
partı´culas correspondientes a los lı´mites, son encerradas en secciones crı´ticas en
la versio´n original del co´digo, y por tanto, la probabilidadde conflictos no esmuy
alta (solo alrededor del 1.5%de las escrituras en el array de reduccio´n involucran
conflictos potenciales). El taman˜o del chunk tiene una influencia significativa en
la escalabilidad de TEPO con el nu´mero de hilos, debido a que el cociente entre
5Salvo los errores acumulados de la aritme´tica en coma flotante
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Figura 5.16: Evaluacio´n de speedup para Jacobi. (a) muestra la comparacio´n de
TEPO frente a TinySTM (tanto base como ordenada) y OpenMP. (b) muestra los
resultados de TEPO para diferentes taman˜os de chunk (CS) (iteraciones/chunk).
overhead y carga u´til de trabajo es menos representativo con chunks grandes. Sin
embargo, el TCR empeora en estos casos porque la probabilidad de conflictos
incrementa en proporcio´n con la vida u´til de la transaccio´n.
5.4.3. Evaluando overheads
Aunque en los u´ltimos an˜os semejorado la eficiencia de las implementaciones
STMhasta el punto de ser consideradas ligeras y competitivas, la realidad es que
sus prestaciones au´n quedan lejos de los sistemas HTM. Con el fin de evaluar el
overhead introducido por nuestra propuesta en relacio´n al sistema transaccional
de base, se han utilizado dos implementaciones de un co´digo de tipo stencil en
su versio´n 2D, incluidas en el conjunto de benchmark Polybench. No´tese que este
tipo de co´digos [18] presentan una baja intensidad operacional, por lo que el
acceso a memoria supone un importante cuello de botella para el rendimiento.
El primer co´digo, Jacobi puede ejecutar totalmente en paralelo debido a que las
fases de computacio´n y actualizacio´n dememoria esta´n desacopladas pormedio
de un array auxiliar. Por otro lado, Seidel realiza el mismo co´mputo in-place, y por
tanto, su ejecucio´n se serializa debido a las dependencias entre iteraciones. Una
descripcio´n ma´s profunda de ambos co´digos puede ser vista en la seccio´n 3.2.2).
Las medidas de speedup para Jacobi se muestran en la figura 5.16. Al tratarse
de un co´digo totalmente paralelo, la medida del TCR se ha omitido por no ser
representativa (no existen conflictos). Solo como referencia, se ha incluido la
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Figura 5.17: Evaluacio´n de speedup y TCR para Seidel. (a,b) muestra la compa-
racio´n de TEPO frente a la versio´n ordenada de TinySTM. (c,d) muestran los
resultados de TEPO para diferentes taman˜os de chunk (CS) (iteraciones/chunk).
medicio´n de una versio´n paralela utilizando OpenMP (cada bucle se paraleliza
se manera separada mediante la cla´usula pragma omp parallel for). Puesto
que reordenar las iteraciones en la versio´n paralela no afecta a la correccio´n
de los resultados, la implementacio´n base de TinySTM es tambie´n aplicable en
este caso. El principal punto de intere´s en la medicio´n del speedup es comprobar
como la versio´n paralela ejecutada con TEPO no an˜ade un overhead adicional
significativo respecto al sistema transaccional de base. De hecho, se puede se
puede observar una ligera ventaja en TEPO cuando el nu´mero de hilos crece.
Al incrementar el taman˜o del chunk, el overhead puede ser compensado con
concurrencia, elevandoel speeduphastaunnivelma´s alto, el cual alcanza supunto
de saturacio´n alrededor del 75% del proporcionado por la versio´n OpenMP.
La naturaleza secuencial de Seidel implica un fuerte empeoramiento en el
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speedup y el TCR como se muestra en la figura 5.17. Como las iteraciones no
pueden ser reordenadas, la versio´n ordenada de TinySTM ha sido tomada como
referencia. La baja carga computacional por iteracio´n y el alto overhead asociado
a las operaciones transaccionales (lecturas y escrituras), son los responsables de
la caı´da de la eficiencia por debajo del secuencial, torna´ndose este efecto signi-
ficativamente peor cuando un alto nu´mero de hilos concurrentes operan en el
sistema. Incluso ası´, TEPO no rinde peor que TinySTM-ordered. Al igual que
ocurrı´a en Jacobi, esta degradacio´n del rendimiento puede aliviarse incremen-
tando el taman˜o de chunk para minimizar los overheads transaccionales.
No´tese que Seidel es el u´nico benchmark en el que la versio´n ordenada de
TinySTM obtiene mejores valores de TCR que TEPO (aunque esta mejora sea
mı´nima). Debido a que Seidel es in-place, las transacciones consecutivas provo-
cara´n conflictos entre sı´. Puesto que TEPO permite unmayor nu´mero de transac-
ciones activas por hilo que TinySTM-ordered, la tasa de abortos total sera´ mayor,
ya que mientras que esta u´ltima solo tiene que abortar una transaccio´n por hilo
(la actual en ejecucio´n), TEPO debe abortar en cadena todas las transacciones
iniciadas, cada vez que ocurra un conflicto.
6
Extensio´n del modelo
TEPO para co´digos con
reducciones
En los capı´tulos anteriores hemospresentadounmodelode ejecucio´n transac-
cional para co´digos con restricciones de precedencia. Aunque este modelo tam-
bie´n puede aplicarse a co´digos con reducciones, las caracterı´sticas que presentan
estas construcciones, hace que gran parte del paralelismo que presentan se des-
perdicie. En este capı´tulo presentamos una extensio´n al modelo TEPO en forma
de soporte para maximizar la explotacio´n de paralelismo en co´digos con reduc-
ciones.
En este capı´tulo describimos los fundamentos sobre los co´digos de reduc-
cio´n (6.1), ası´ como las te´cnicas cla´sicas utilizadas para la su paralelizacio´n (6.1.1).
Seguidamente analizamos la problema´tica del uso de la memoria transaccional
como sustituto de los locks en la paralelizacio´n de estas estructuras (6.2). Por
u´ltimo, presentamos y evaluamos nuestro soporte R-TM (6.3, 6.4 y 6.5).
6.1. Fundamentos sobre reducciones
Las operaciones de reduccio´n forman parte esencial del nu´cleo de muchas
aplicaciones de ca´lculo intensivo tales como computacio´n con matrices disper-
sas o resolucio´n de elementos finitos, y frecuentemente aparecen asociadas con
patrones de acceso irregular.
121
122 Capı´tulo 6. Extensio´n del modelo TEPO para co´digos con reducciones
1 int f1[fDim], ..., fn[fDim];
2 float A[ADim];
3 for (i=0; i<fDim; i++){
4 Calculate ξ1, ξ2, ..., ξn;
5 A[f1[i]] = A[f1[i]] ⊕ ξ1;
6 ...
7 A[fn[i]] = A[fn[i]] ⊕ ξn;
8 }
9
Figura 6.1: Ejemplo de reduccio´n histograma sobre un array de reduccio´n
Se dice que una operacio´n es una reduccio´n cuando presenta un patro´n de
la forma O = O ⊕ ξ, donde ⊕ es un operador asociativo y conmutativo aplicado
al objeto O, y ξ es una expresio´n calculada con objetos diferentes a O. Algunos
ejemplos de operadores de reduccio´n son la suma, el producto y ca´lculos de
ma´ximos y mı´nimos. Dependiendo de la naturaleza del objetoO sobre el cual se
aplica la reduccio´n, podemos distinguir dos tipos: reduccio´n escalar es aquella en
la que la operacio´n de reduccio´n se aplica sobre una variable simple; reduccio´n
histograma es aquella en la que el objeto O es un array.
En muchos casos, las operaciones de reduccio´n suelen estar ligadas a cons-
trucciones iterativas como bucles, sin embargo, contener una o ma´s operaciones
de reduccio´n no es condicio´n suficiente para constituir un bucle de reduccio´n.
Las condiciones de asociatividad y conmutatividad exigen que el orden en que
se ejecuten las iteraciones del bucle no afecte al resultado final, para lo cual,
se requiere que el bucle cumpla con una serie de restricciones adicionales. Se
dice que un bucle es de reduccio´n, o de reduccio´n histograma, si incluye una
o varias operaciones de reduccio´n, sobre el mismo o distintos objetos, siempre
que la operacio´n aplicada sobre cada objeto no cambie. Adema´s, no puede exis-
tir ninguna otra referencia a estos objetos en ninguna parte del bucle distinta a
la propia sentencia de reduccio´n. Los bucles con reducciones que cumplen con
estas condiciones presentan una naturaleza totalmente paralela, en la que solo
es necesario asegurar el acceso en exclusio´n mutua a los objetos reducidos para
garantizar la correccio´n de la ejecucio´n paralela (figura 6.1).
Existen situaciones en que la existencia de sentencias de reduccio´n no es con-
dicio´n suficiente para que el bucle sea de reduccio´n [84]. La figura 6.2 ilustra dos
ejemplos de bucles con patro´n de acceso irregular que contienen operaciones de
reduccio´n, pero que sin embargo, no conforman un bucle de reduccio´n. El co´digo
de la figura 6.2(a) presenta un bucle con dos operaciones de reduccio´n (suma y
producto) sobre el mismo objeto. Aunque por separado sean operaciones de re-
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1 for (i=0; i<N; i++) {
2 idx1 = ind1(i);
3 idx2 = ind2(i);
4 O(idx1) = O(idx1) + ξ;
5 O(idx2) = O(idx2) * ξ;
6 }
(a)
1 for (i=0; i<N; i++) {
2 idx1 = ind1(i);
3 O(idx1) = O(idx1) + ξ;




Figura 6.2: Bucles con reducciones que no constituyen un bucle de reduccio´n
1 for (i=0; i<N; i++){
2 A[K[i]] = ...;
3 ... = A[L[i]];







Figura 6.3: Ejemplo de reduccio´n parcial
duccio´n, la operacio´n realizada por el bucle no lo es, ya que en conjunto pueden
dar lugar a una operacio´n que no es ni asociativa ni conmutativa. En el bucle de
la figura 6.2(b) se efectu´a una lectura fuera de la operacio´n de reduccio´n, lo que
hace que la operacio´n no sea conmutativa ya que el valor Z(i) esta´ relacionado
con el valor almacenado enO(i), el cual depende en cada momento del orden en
que se ejecuten las iteraciones.
Un casoparticular de estas situaciones, son loque se conocen como reducciones
parciales, debido a que las condiciones de reduccio´n se cumplen para algunos
de los accesos a memoria del objeto de reduccio´n, pero no para todos ellos
(figura 6.3).
6.1.1. Revisio´n de te´cnicas de paralelizacio´n de reducciones
Encontramos abundante literatura en la que sepresentan soluciones eficientes
de paralelizacio´n de bucles de reduccio´n, dada su gran relevancia computacio-
nal. Estas soluciones se pueden clasificar en tres grupos: basadas en exclusio´n
mutua, basadas en privatizacio´n del array de reduccio´n y basadas en la parti-
cio´n del array de reduccio´n. La tabla 6.1 compendia algunas de las te´cnicas ma´s
importantes, resaltando sus ventajas e inconvenientes [41].
El me´todo ma´s sencillo e intuitivo para resolver la paralelizacio´n de un bucle
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Tabla 6.1: Te´cnicas de paralelizacio´n de bucles de reduccio´n
Exclusio´n mutua
Privatizacio´n del array de
reduccio´n











Ventajas Bajo esfuerzo de programacio´n
Bajo esfuerzo de programacio´n
Alta concurrencia
Explotacio´n de localidad
Bajo requerimiento de memoria
Desventajas
Serializacio´n potencial
Alto coste de sincronizacio´n
Sin explotacio´n de localidad
Alto requerimiento de memoria
Sin explotacio´n de localidad
Fase de inspeccio´n requerida
Replicacio´n de computacio´n
(LW)
Carga de trabajo no balanceada
(SW)
de reduccio´n es bloqueando el acceso concurrente a los elementos del array
de reduccio´n mediante el uso de una seccio´n crı´tica. Utilizando primitivas y
variables de exclusio´n mutua, tales como locks, se establece un bloque de acceso
ato´mico que asegura que en un instante determinado, solo un procesador puede
estar ejecutando la operacio´n de reduccio´n, lo cual garantiza la correccio´n del
resultado final (Figura 6.4(a)). El principal inconveniente de este tipo de solucio´n
es que serializan la ejecucio´n del bucle de reduccio´n, adema´s de incurrir en un
overhead significativo (adquisicio´n y liberacio´n del lock). Esta serializacio´n puede
disminuirsemediante la utilizacio´n de locks de grano fino (Figura 6.4(c)), aunque
esto requiere de un array de locks con tantas posiciones como elementos en el
arrayde reduccio´n, lo cual incrementa au´nma´s el overheadde esta solucio´n. El uso
de operaciones ato´micas (Figura 6.4(b)) es amenudo una alternativamuchoma´s
eficiente, sin embargo, su disponibilidad esta´ ligada a la arquitectura hardware
y presentan serias limitaciones.
El segundo grupo deme´todos para resolver el problema consiste en usar pri-
vatizacio´n. La privatizacio´n consiste en proporcionar copias privadas del array
de reduccio´n a cada procesador, de manera que puedan operar concurrente-
mente, evitando la posibilidad de accesos conflictivos a un mismo elemento. La
utilizacio´n de este me´todo requiere de dos procesos adicionales, que deben ser
ejecutados antes y despue´s del bucle de reduccio´n, con el fin de inicializar las
copias privadas (copy-in) y acumular los valores parciales sobre el array original
(copy-out). Varias te´cnicas han sido propuestas en la bibliografı´a para resolver la
paralelizacio´n de bucles de reduccio´n usando la idea de privatizacio´n.
La reduccio´n privatizada [42], consiste en realizar tantas copias del array
de reduccio´n como procesadores, de manera que cada uno realice un porcio´n
de iteraciones del bucle sobre su copia privada del array (Figura 6.4(d)). Los
principales inconvenientes de esta propuesta son la cantidad de memoria ne-
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cesaria para las copias privadas del array, ası´ como el coste computacional de
su inicializacio´n (copy-in) y sobre todo de la etapa final de agregacio´n, la cual
hay que realizar secuencialmente o bien en paralelo, garantizando la exclusio´n
mutua de las escrituras sobre el array original mediante el uso de primitivas de
sincronizacio´n.
La expansio´n del array de reduccio´n [24] tambie´n emplea la idea de reduc-
cio´n privatizada, con la diferencia de que no se utilizan copias privadas del array
de reduccio´n en cada procesador, sino que el array global original se expande
an˜adiendo una nueva dimensio´n, indexada por el identificador del procesador
(Figura 6.4(e)). La principal ventaja de esta te´cnica respecto a la reduccio´n pri-
vatizada, es que no requiere del uso de mecanismos de exclusio´n mutua en la
etapa final de agregacio´n (copy-out), ya que al utilizarse un mismo array glo-
bal expandido, el total de elementos de dicho array pueden repartirse entre los
procesadores disponibles, de manera que cada procesador pueda efectuar con-
currentemente la acumulacio´n de todos los valores parciales sobre los elementos
asignados.
Puesto que el principal inconveniente de las te´cnicas basadas en privatizacio´n
es que se requiere una copia del objeto privatizado por hilo, se han propuesto
diferentes mejoras orientadas a disminuir el overhead de computacio´n y, prin-
cipalmente, de memoria que ello implica. Podemos mencionar entre ellas: la
expansio´n enlazada del array de reduccio´n, la privatizacio´n selectiva y las tablas de
reduccio´n [84].
La expansio´n enlazada del array de reduccio´n es una evolucio´n de los me´to-
dos de privatizacio´n cuyo objetivo es reducir la carga computacional asociada
a la etapa de acumulacio´n final. Para ello, se an˜ade un campo adicional a cada
elemento accedido del array para mantener una lista enlazada de los procesa-
dores que han escrito cada elemento. En la etapa de acumulacio´n final, solo se
utilizara´n los valores de las copias privadas de los procesadores presentes en esta
lista, evitando ası´ acumulaciones innecesarias con el elemento neutro (presente
en procesadores que no han escrito el elemento). Este me´todo presenta ventajas
cuando los accesos al array de reduccio´n son dispersos y solo representan un
pequen˜o porcentaje del total de elementos.
Con el fin de reducir lamemoria adicional requerida por la expansio´n enlaza-
da se propone la privatizacio´n selectiva en la que el taman˜o del array expandido
no sera´ elmismoque el del arrayde reduccio´n original, sinoque solo se replicara´n
aquellos elementos que sean accedidos porma´s de un procesador (aquellos cuya
lista enlazada tenga ma´s de dos elementos), utilizando una funcio´n de mapeo
para transformar los ı´ndices originales al nuevo espacio de ı´ndices. El incon-
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1 #pragma omp parallel for
2 for (i=0; i<fDim; i++){
3 Calculate ξ1, ξ2, ..., ξn
4 #pragma omp critical
5 {
6 A[f1[i]]=A[f1[i]] ⊕ ξ1




(a) Lock grano grueso (seccio´n crı´tica)
1 #pragma omp parallel for
2 for (i=0; i<fDim; i++){
3 Calculate ξ1, ξ2, ..., ξn
4 #pragma omp atomic
5 A[f1[i]]=A[f1[i]] ⊕ ξ1
6 #pragma omp atomic





1 #pragma omp parallel for
2 for (i=0; i<fDim; i++){
3 Calculate ξ1, ξ2, ..., ξn
4
5 omp_set_lock(&my_lock[f1(i)]);









(c) Locks grano fino
1 #pragma omp parallel private(Ap)
2 {
3 for (i=0; i<ADim; i++)
4 Ap[i] = 0;
5 #pragma omp for
6 for (i=0; i<fDim; i++){
7 Calculate ξ1, ξ2, ..., ξn
8 Ap[f1[i]]=Ap[f1[i]] ⊕ ξ1
9 Ap[f2[i]]=Ap[f2[i]] ⊕ ξ2
10 ...
11 }
12 for (i=0; i<ADim; i++){
13 #pragma omp atomic
14 A[i] = A[i] ⊕ Ap[i];
15 }
16 }
(d) Privatizacio´n de Array
1 #pragma omp parallel for
2 for (i=0; i<fDim; i++){
3 Calculate ξ1, ξ2, ..., ξn
4 A[tid][f1[i]]=A[tid][f1[i]] ⊕ ξ1
5 A[tid][f2[i]]=A[tid][f2[i]] ⊕ ξ2
6 ...
7 }
8 #pragma omp parallel for
9 for (i=0; i<fDim; i++){
10 for (tid=0; tid<nThreads; tid++)
11 A[i]=A[i] ⊕ A[tid][i];
12 }
13
(e) Expansio´n de Array (inicializacio´n omitida)
1 for (d=0; d<nThreads; d++)
2 for (s=0; s<d+1; s++){
3 #pragma omp parallel for
4 for (m=s; m<nThreads -d; m+=d+a){
5 i=init(m,d);
6 cnt=count(m,d);
7 for (k=0; k<cnt; k++){
8 Calculate ξ1, ξ2, ..., ξn
9 A[f1[i]]=A[f1[i]] ⊕ ξ1





(f) Fase de ejecucio´n de SynchWrite
Figura 6.4: Alternativas para paralelizar un bucle de reduccio´n en estilo OpenMP
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veniente de este me´todo es el overhead que supone determinar los elementos a
expandir y el mapeo de los ı´ndices, por lo que para hacer provechosa esta apro-
ximacio´n, se requiere que el bucle sea ejecutado un alto nu´mero de veces con el
mismo patro´n de acceso (alta reusabilidad).
Cuando el taman˜o del array de reduccio´n es desproporcionado, entonces
los me´todos anteriores no son aplicables debido al gran gasto de memoria y
al excesivo overhead en las fases de inicializacio´n y acumulacio´n. El me´todo de
las tablas de reduccio´n [101] permite resolver estos inconvenientes gracias al
uso de un par de tablas por procesador cuya extensio´n es del mismo orden, o
menor, que el nu´mero de reducciones a realizar por el procesador. Estas tablas,
accedidas aplicando una funcio´n hash al ı´ndice del array original, son utilizadas
para almacenar los resultados de las reducciones y los ı´ndices de los elementos
sobre los que se realiza. En una primera fase se realiza la primera ejecucio´n del
bucle y se rellenan las tablas por primera vez. La segunda fase se aplica a las
ejecuciones posteriores del bucle donde se realiza una privatizacio´n selectiva de
los elementos realmente accedidos.
Finalmente, existe un tercer grupo de te´cnicas que evitan la privatizacio´n
realizando un particionamiento del array de reduccio´n. Estas se basan en el uso
del paradigma inspector/ejecutor, en las que el patro´n de acceso al array de
reduccio´n es analizado en runtime por una fase de inspeccio´n lo que permite
determinar la computacio´n que debe ser asignada a cada procesador. En este
grupo podemos incluir me´todos como LocalWrite [44] y SynchWrite [40] (ver
Figura 6.4(f))
Si esta´ garantizado que un bucle dado cumple las condiciones de reduccio´n,
porque ha sido reconocido por el programador o el compilador, las te´cnicas de
paralelizacio´n descritas anteriormente proporcionan una solucio´n eficiente para
explotar la concurrencia en las arquitecturas multicore actuales. Sin embargo,
no es fa´cil anticipar cual de estas te´cnicas es la mejor para un determinado
problema [101, 51] debido a que las caracterı´sticas del patro´n de acceso (nu´mero
de reducciones, indirecciones, referencia de localidad, contencio´n de memoria,
...) pueden tener una influencia significativa en el rendimiento. Adema´s, las
limitaciones de la arquitectura tales como la memoria disponible o los costes de
sincronizacio´n, necesitan ser evaluadas.
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6.2. Reducciones en memoria transaccional
El uso de transacciones para la paralelizacio´n de reducciones como reem-
plazo directo de secciones crı´ticas constituye una solucio´n trivial. El modelo de
ejecucio´n propuesto por las transacciones es similar al uso de locks de grano
fino protegiendo localizaciones de memoria individuales [92, 52]. La figura 6.5
muestra diferentes opciones para la paralelizacio´n de reducciones en un sistema
TM, usando notacio´n OpenTM. En la figura 6.5 (a) la transaccio´n cubre solamen-
te una operacio´n de reduccio´n dejando la carga de trabajo del bucle fuera. Esta
opcio´n minimiza el trabajo de requerido para reiniciar la transaccio´n cuando ha
abortado, pero a cambio del coste por el incremento del nu´mero de transacciones.
La unio´n de todas las operaciones de reduccio´n en la misma transaccio´n
permite reducir el overhead total de la operacio´n de commit pero a cambio de
incrementar la probabilidad de aborto (figura 6.5 (b)). Si el overhead de iniciar/fi-
nalizar la transaccio´n esmuy alto, se pueden agrupar varias iteraciones del bucle
en una misma transaccio´n, como expresa la construccio´n transfor de OpenTM
en la figura 6.5 (c). Sin embargo, el programador tiene que tener en mente que
ahora la carga de trabajo esta´ incluida en la transaccio´n, de manera que el cos-
te de reiniciar una transaccio´n abortada supone adema´s, la reejecucio´n de esta
carga.
Este uso de las transacciones para resolver la paralelizacio´n de bucles reduc-
tivos puede ser una solucio´n tan efectiva como las secciones crı´ticas basadas en
locks, o incluso mejor. Sin embargo, cualquier conflicto detectado en memoria
compartida ocasiona un aborto (o stall) de una transaccio´n, degradando el ren-
dimiento, lo cual ocurre frecuentemente en los bucles de reduccio´n, si el acceso
al objeto de reduccio´n presenta una alta contencio´n.
6.3. Soporte transaccional para reducciones
Las propiedades asociativas y conmutativas del operador de reduccio´n pue-
den emplearse para filtrar conflictos en objetos de reduccio´n, evitando abortos
(o stalls) innecesarios de transacciones.
Lo que proponemos en esta tesis es incorporar un soporte especı´fico para las
operaciones de reduccio´n en sistemas TM, al que nos referiremos, en lo siguiente,
como R-TM. Este soporte se podrı´a aplicar de entrada en la mayorı´a de siste-
mas TM tanto software como hardware. Esta propuesta requiere modificaciones
livianas, con un bajo coste de implementacio´n, en el mecanismo de gestio´n de
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1 #pragma omp parallel for
2 for (i=0; i<fDim; i++){
3 Calculate ξ1, ξ2, ..., ξn
4 #pragma omp transaction
5 A[f1[i]]=A[f1[i]] ⊕ ξ1
6 #pragma omp transaction
7 A[f2[i]]=A[f2[i]] ⊕ ξ2
8 ...
9 }
(a) Transacciones de grano fino
1 #pragma omp parallel for
2 for (i=0; i<fDim; i++){
3 Calculate ξ1, ξ2, ..., ξn
4 #pragma omp transaction
5 {
6 A[f1[i]]=A[f1[i]] ⊕ ξ1




(b) Transacciones de grano grueso
1 chunk = fDim/nThreads;
2 #pragma omp transfor schedule(static, chunk, xactSize)
3 for (i=0; i<fDim; i++){
4 Calculate ξ1, ξ2, ..., ξn
5 A[f1[i]]=A[f1[i]] ⊕ ξ1
6 A[f2[i]]=A[f2[i]] ⊕ ξ2
7 ...
8 }
(c) Transacciones de grano extra grueso
Figura 6.5: Utilizacio´n de la aproximacio´n TM como reemplazo directo de sec-
ciones crı´ticas.
versiones y la fase de commit del sistema transaccional subyacente. Por ello, debe
ser considerado como una optimizacio´n al sistema transaccional ma´s que como
una propuesta software en sı´ misma.
El soporteR-TMque se plantea en este capı´tulo esta´ restringido aun escenario
simplificado en el que la totalidad de los conflictos de memoria proceden de las
variables de reduccio´n, y por tanto, el orden de ejecucio´n de las iteraciones del
bucle puede ser alterado manteniendo la correccio´n del resultado. Un caso de
















Figura 6.6: Buffer dedicado para escrituras de reduccio´n en R-TM.
intere´s que involucre conflictos dememoria adicionales adema´s de los conflictos
reductivos (e.g, reducciones parciales), sı´ que requerirı´a que el orden de las
iteraciones del bucle, o mas concretamente, el orden de las dependencias entre
iteraciones, sea preservado. Este tipode escenario puede sermanejadoutilizando
el soporte de reducciones propuesto sobre un sistema que garantice este orden,
tal como nuestro modelo TEPO (Capı´tulo 4) o alguna otra propuesta ordenada.
Sin embargo, en este capı´tulo y con el fin de simplificar la explicacio´n del soporte
de reduccio´n, consideraremos u´nicamente este escenario simplificado , el cual
puede ser considerado como un paso previo a la extensio´n de la propuesta a
otras situaciones en las que sı´ puedan existir otro tipo de conflictos aparte de los
de reduccio´n.
La idea detra´s de nuestro soporte es aprovechar el aislamiento que propor-
ciona la memoria transaccional sobre sus escrituras con el fin de implementar
una forma de privatizacio´n selectiva sobre las variables de reduccio´n. Para ello
asumiremos un sistema transaccional de base con una polı´tica de gestio´n de ver-
siones lazy que simplifica el mecanismo adicional para implementar la privatiza-
cio´n, debido a que las escrituras se mantienen invisibles a las otras transacciones
hasta el commit. Por otro lado, la deteccio´n de conflictos puede implementar
aproximaciones tanto eager como lazy. Esta decisio´n realmente no es crı´tica si el
sistema u´nicamente paraleliza bucles reductivos, aunque sı´ debera´ ser analizada
teniendo en cuenta el resto de la aplicacio´n. En la implementacio´n propuesta se
utilizara´ un sistema con deteccio´n de conflictos eager.
Considerando un sistema base con estas caracterı´sticas, las modificaciones
requeridas para implementar nuestro soporte para reducciones se describen a
continuacio´n:
Rdx-buffer: Un nuevo almacenamiento privado denominado reduction buffer
















Figura 6.7: Mecanismo de commit para los diferentes buffers en el soporte de
reduccio´n R-TM.
(Rdx-buffer) es an˜adido a cada transaccio´n (figura 6.6). Este buffer almacena todas
las escrituras, sobre objetos de reduccio´n, efectuadas por la transaccio´n. Estas
escrituras se mantienen separadas del resto de escrituras transaccionales (que
utilizan el cla´sico write buffer) ya que deben ser tratadas de manera diferente
durante la fase de commit, con el fin de acumularlos correctamente con los datos
globales en memoria. El Rdx-buffer puede ser implementado como una tabla que
almacena conjuntamente tres campos: la direccio´n dememoria perteneciente a la
variable de reduccio´n, el nuevo valor con el que hay que reducir y la operacio´n
de reduccio´n que se debe aplicar. De manera que en cada escritura, el Rdx-
buffer es accedido para determinar si la direccio´n de memoria fue anteriormente
escrita. Si es ası´, el campo que contiene el valor del objeto de reduccio´n es
actualizado de acuerdo con la operacio´n de reduccio´n y el nuevo valor. En caso
contrario, se genera una nueva entra entrada en la tabla para la direccio´n y el
nuevo valor. Aunque este proceso podrı´a acelerarse simplemente an˜adiendo una
nueva entrada al Rdx-buffer, la reutilizacio´n nos permite reducir en gran medida
la cantidad de memoria utilizada.
Lecturas y escrituras de reduccio´n: Todas las lecturas y escrituras a variables
de reduccio´n en una transaccio´n deben ser instrumentadas demanera adecuada.
Los sistemas STM y los HTM explı´citos ya proporcionan primitivas/instruccio-
nes especiales para identificar las operaciones de memoria transaccionales. Por
otro lado, en los HTM implı´citos solo se especifican los lı´mites de la transaccio´n,
y todos las accesos dememoria dentro de ellos son considerados transaccionales.
En tales sistemas, se pueden definir instrucciones especiales ISA con el fin de
distinguir entre lecturas y escrituras sobre reducciones, del resto de operacio-
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Busca una direccio´n de memoria en el Rdx-buffer y devuelve
el valor si la encuentra. En caso contrario se devuelve el valor
por defecto (elemento identidad). La direccio´n de memoria
no se an˜ade al read set.
Escritura reductiva
tmrstore
Busca una direccio´n de memoria en el Rdx-buffer y acumula
el nuevo valor si la encuentra. La direccio´n de memoria no
se an˜ade al write set.
nes transaccionales. Un aproximacio´n similar es seguida en [62] para proponer
instrucciones adicionales utilizadas para optimizaciones de rendimiento.
La tabla 6.2 muestra una descripcio´n de las primitivas propuestas para ope-
raciones de reduccio´n. Una lectura reductiva (tmrload) no lee de la memoria
global. En su lugar, busca la direccio´n de memoria en el Rdx-buffer y toma el
valor asociado a ella, si lo encuentra. Si la direccio´n dememoria no puede ser en-
contrada en el Rdx-buffer, la lectura devolvera´ el elemento neutro o identidad de
la operacio´n de reduccio´n a que se ve sometida el objeto, como valor por defecto.
Adema´s, tmrload no an˜ade la direccio´n al conjunto de lectura de la transac-
cio´n en ejecucio´n. Una operacio´n de escritura transaccional (tmrstore) actu´a de
manera similar a la escritura transaccional cla´sica del sistema pero acumulando
el nuevo valor (de acuerdo a la operacio´n de reduccio´n) con el almacenado en
la entrada correspondiente del Rdx-buffer, en lugar de simplemente almacenar
el nuevo valor en el write buffer. Adema´s, tmrstore no an˜ade la direccio´n de
memoria al write-set de la transaccio´n ni la incluye en el procedimiento utilizado
para la deteccio´n de conflictos del sistema transaccional (adquirir lock asociado,
insertar en filtros de Bloom, etc.).
Fase de Commit: El no incorporar las direcciones de memoria al sistema de
deteccio´n de conflictos, permite evitar que los accesos concurrentes a objetos de
reduccio´n disparen el procedimiento de resolucio´n de conflictos asociado. Este
comportamiento es va´lido en nuestro escenario simplificado porque el objeto
de reduccio´n puede ser privatizado de manera segura. De hecho, el uso del
Rdx-buffer descrito es equivalente a una privatizacio´n selectiva de los accesos
reductivos dentro de la transaccio´n. Consecuentemente, cuando una transaccio´n
alcanza su punto de commit, todos estos valores privatizados selectivamente
deben ser acumulados apropiadamente en el objeto de reduccio´n en memoria
principal. Con el fin de conseguir esto, la fase de commit debe ser extendida para
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1 chunk = fDim/nThreads;
2 #pragma omp transfor schedule(static, chunk, xactSize) reduction(+:A)
3 for (i=0; i<fDim; i++){
4 Calculate ξ1, ξ2, ..., ξn
5 A[f1[i]]=A[f1[i]] ⊕ ξ1
6 A[f2[i]]=A[f2[i]] ⊕ ξ2
7 ...
8 }
Figura 6.8: Definicio´n manual del objeto de reduccio´n (notacio´n OpenTM)
incluir un procedimiento que actualice ato´micamente la memoria compartida
con el contenido del Rdx-buffer (figura 6.7). El acceso mutuamente exclusivo a
los datos compartidos puede ser asegurado utilizando los tradicionales locks.
Sin embargo, existen otras opciones, tales como las operaciones ato´micas, que
reducen el elevado coste asociado a estas estructuras en caso de que sean so-
portadas por la arquitectura del procesador. Estas operaciones son normalmente
implementadas bloqueando el bus de memoria o la cache´.
Una tercera alternativa es el uso de algoritmos lock-free, basados en operacio-
nes ato´micas, tales como compare-and-swap (CAS) presentes en todas las arqui-
tecturas actuales. Esta u´ltima opcio´n es usual cuando se reducen variables de
punto flotante, ya que disponer de un soporte nativo para operaciones ato´micas
de este tipo no es comu´n.
6.4. Modelo de programacio´n con R-TM
El soporte R-TM propuesto asume que el bucle de reduccio´n se divide en
transacciones del mismo taman˜o (xactSize como semuestra en la figura 6.5 (c)).
Estas transacciones son ejecutadas en paralelo, y cada una computa modifica-
ciones parciales sobre la variable de reduccio´n en su Rdx-buffer privado. Estos
valores parciales son acumulados con la variable original cuando la transaccio´n
realiza el commit, liberando a su vez, el espacio utilizado en el Rdx-buffer.
Utilizando la notacio´n OpenTM, los programadores pueden hacer uso de la
clausula reduction en la construccio´n transfor para especificar sinta´cticamen-
te, a nivel de programa, cuales son los objetos de reduccio´n (figura 6.8). En un
sistema que implemente nuestro soporte para reducciones, el compilador instru-
mentara´ todas los accesos a estos objetos de reduccio´n dentro de una transaccio´n,
utilizando las primitivas descritas en la tabla 6.2. En este caso, se extiende la li-
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Tipo de variable de
reduction
Int Float Int Float Int/Float Int Float
















< O(#Hilos×tamaTx) O(#Hilos×N) 0 0
Overhead
Sincronizacio´n
O(#Transacciones) O(#Hilos) O(#Iterations) O(#Iteraciones)
mitacio´n heredada de OpenMP para esta clausula, por la cual, solo las variables
escalares pueden ser de reduccio´n.
El modelo de ejecucio´n que proporciona nuestro soporte R-TM resulta en
una privatizacio´n selectiva y dina´mica de los objetos de reduccio´n, i.e, el Rdx-
buffer almacena una nueva entrada solo cuando es requerido, y libera el espacio
utilizado cada vez que la transaccio´n realiza el commit. De estamanera el overhead
extra de memoria debido a la privatizacio´n esta´ limitado por el taman˜o de la
transaccio´n. Suponiendo el peor caso posible, i.e, que cada transaccio´n escriba
en todas las posiciones del arrayde reduccio´n, el consumodememoria serı´a igual
al de una privatizacio´n cla´sica del array completo. En la pra´ctica, el taman˜o de
la transaccio´n hara´ que el consumo de memoria sea significativamente menor.
Por otro lado, las acumulaciones enmemoria principal, realizadas durante los
commits, son protegidas por locks u operaciones ato´micas, las cuales introducen
algu´n overhead de sincronizacio´n entre hilos. El nu´mero total de sincronizaciones
de hilos necesarias es igual al nu´mero de transacciones finalizadas. Observar
que esta situacio´n se corresponde con un caso intermedio entre paralelizacio´n
de reducciones utilizando locks (u operaciones ato´micas) y privatizacio´n total
(full privatization) (figura 6.4).
El compromiso entre los overhead de la privatizacio´n y la sincronizacio´n de-
pendera´ del taman˜o de la transaccio´n, el cual es un para´metro que puede ser
seleccionado por el programador/compilador. La tabla 6.3 resume la discusio´n
anterior en comparacio´n con los mecanismos proporcionados por OpenMP para
la resolucio´n de reducciones.
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6.5. Evaluacio´n
Las modificaciones propuestas, introducidas por nuestro soporte transaccio-
nal de reducciones (R-TM), se ha implementado de nuevo sobre TinySTM como
sistema TM base. La evaluacio´n experimental de esta implementacio´n se ha rea-
lizado sobre la misma plataforma de evaluacio´n utilizada en el capı´tulo anterior
y cuyas principales caracterı´sticas se resumen en la tabla 5.3. Tanto los co´digos
probados como el runtime STM fueron escritos en lenguaje C. En todas las eje-
cuciones, un u´nico hilo ha sido asignado a cada nu´cleo de procesamiento (no
considera hyperthreading).
Los resultados experimentales obtenidos corresponden a la media de un
centenar de ejecuciones, con el fin de filtrar efectos aleatorios asociados con la
ejecucio´n transaccional.
6.5.1. Benchmark sinte´tico: Histograma de imagen
Inicialmente, hemos evaluadoel soporteR-TMutilizandounbenchmark sinte´ti-
co que calcula el histograma de niveles de gris de una imagen. Este programa
(descrito en la seccio´n 3.2.3) esta´ formado por un bucle con una u´nica instruccio´n
de reduccio´n irregular (acumulacio´n en el array histograma del nu´mero de pı´xel
para cada nivel de gris) sin carga adicional de computacio´n.
Los experimentos se han realizado para cuatro ima´genes de entrada diferen-
tes, creadas para evaluar distintas a´reas de contencio´n en el array histograma.
Estas ima´genes fueron generadas como un conjunto aleatorio de 4M pı´xeles con
256 diferentes niveles de gris. Las a´reas de contencio´n para el histograma han
sido obtenidas seleccionando diferentes distribuciones Gausianas truncadas de
los valores de gris.
La figura 6.9 muestra la funcio´n de densidad de probabilidad para las ima´ge-
nes evaluadas. Todas las distribuciones han sido definidas en el rango [0, 255] con
lamedia localizada en 0, excepto para la primera imagen cuyamedia esta situada
en 127. Las ima´genes difieren en la desviacio´n esta´ndar (σ), clasificadas desde
0 (imagen uniforme con distribucio´n de gris focalizada en una localizacio´n del
array histograma de ma´xima contencio´n) hasta infinito (imagen uniforme con
distribucio´n de gris aleatoria, sin a´reas de contencio´n). Tambie´n se han seleccio-
nado dos valores de desviacio´n esta´ndar, 16 y 70, los cuales introducen a´reas de
contencio´n estrechas y amplias, respectivamente.
Los resultados experimentales del soporteR-TMpara el programadepruebas












































Figura 6.9: Densidad de probabilidad para las ima´genes de prueba utilizadas en
el benchmark Histograma
descrito se muestran en la figura 6.10, en te´rminos de aceleracio´n con respecto al
sistema base TinySTM (speedup relativo), Transaction Commit Rate (TCR) y over-
head de memoria incurrido por el Rdx-buffer durante la ejecucio´n transaccional,
expresado como el porcentaje de memoria utilizado con respecto a una privati-
zacio´n total del array de reduccio´n (ver seccio´n 3.3 para ma´s informacio´n sobre
las me´tricas).
El speedup de R-TM respecto a la implementacio´n base de TinySTM (figu-
ras 6.10(a, d, g, j)), para diferentes matrices de entrada) es particularmente in-
teresante. Los altos valores para el speedup relativo son causados ba´sicamente por
las grandes disparidades exhibidas por las tasas de aborto. Mientras que R-TM
muestra unas tasas de aborto nulas (ya que todos los conflictos son originados
por la operacio´n de reduccio´n, y por tanto son ignorados), TinySTM experimenta
altas tasas de abortos, debido principalmente a la contencio´n sobre el pequen˜o
array de reduccio´n (256 elementos), la cual incrementa con el nu´mero de hilos.
De hecho, en el caso de ma´xima contencio´n (σ = 0), R-TM es casi 90 veces
ma´s ra´pido que TinySTM para 32 hilos y transacciones de 100 (reducciones)
iteraciones del bucle. Este speedup relativo decrece amedida que σ incrementa, ya
que el a´rea de contencio´n sobre el array histograma se extiende. Como resultado,
la tasa de abortos en TinySTM es menor (el patro´n de conflictos es distribuido
a trave´s de las transacciones) y el overhead asociado al commit para R-TM crece
(ma´s valores en elRdx-buffer para acumular enmemoria). No´tese que, en general,
R-TM rinde mejor para taman˜os de transacciones entre 10 y 100 iteraciones del
bucle de reduccio´n, debido a este aspecto.
Las medidas de TCR para este benchmark se presentan en las figuras 6.10 (b,
e, h, k) para las diferentes ima´genes de entrada. Dado que R-TM lleva a cabo una
privatizacio´n selectiva implı´cita, en la pra´ctica, esto elimina todos los abortos
causados por conflictos sobre el array de reduccio´n. Este hecho no ocurre en
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Figura 6.10: Resultados experimentales para el benchmark Histograma.
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Tabla 6.4: Cargas de trabajo para las aplicaciones reales
Legendre MD2 Euler Fluidanimate
# Bucles de reduccio´n 1 1 3 2
# Reducciones por bucle 8 4 2 3 4 2 6
# Elementos del array de reduccio´n 95K 160K 3K 18K 2K 135K 135K
# Iteraciones del bucle de reduccio´n 30M 24M 9M 80M
el sistema TM base, resultando en una importante pe´rdida de concurrencia.
Adema´s, la concurrencia explotada por TinySTM tambie´n decrece con el taman˜o
de la transaccio´n, ya que las transacciones ma´s grandes abortara´n ma´s veces
antes de alcanzar con e´xito su commit. Es importante observar que el sistema
base no presenta una buena escalabilidad, ni con respecto al nu´mero de hilos ni
al taman˜o de la transaccio´n. Mientras que para 32 hilos el TCR cae un 32% de
media, un taman˜o de transaccio´n de 10 iteraciones hace que la concurrencia de
desplome alrededor de un 70%demedia, ya que ambos para´metros incrementan
el nu´mero de conflictos de datos.
Finalmente, las figuras 6.10 (c, f, i, l) muestran el porcentaje de espacio en
memoria (por hilo) requerido por el Rdx-buffer para las diferentes matrices de
entrada, respecto al incurrido por una solucio´n basada en privatizacio´n total
(overhead de memoria del 100%). Como se esperaba, la peor situacio´n se da para
transacciones grandes. En este benchmark, el overhead dememoria para el taman˜o
de transaccio´n ma´s grande evaluado (1000 iteraciones) es ba´sicamente equiva-
lente al me´todo de privatizacio´n total. Sin embargo, para taman˜os de transaccio´n
ma´s pequen˜os, R-TM permite ahorrar una gran cantidad de espacio en memoria
ya que el Rdx-buffer crece dina´micamente actuando como una efectiva privatiza-
cio´n selectiva. En el caso de los taman˜os de transacciones con un mejor speedup
relativo (entre 10 y 100 iteraciones por transaccio´n), el overhead de memoria de-
bido al Rdx-buffer es de entre el 5% y 35% del requerido por una estrategia de
privatizacio´n total.
6.5.2. Aplicaciones reales
Se han evaluado, ası´ mismo, otros cuatro co´digos representativos de apli-
caciones reales que invierten una parte significativa de su tiempo de ejecucio´n
en bucles de reduccio´n irregulares: Euler [29], transformada de Legendre [71],
2D Molecular dynamics (MD2) [70] y Fluidanimate [11]. La tabla 6.4 recoge aque-
llos aspectos que definen la carga computacional de los experimentos, como la
dimensio´n de los arrays de reduccio´n, su nu´mero, y el nu´mero de iteraciones.
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Figura 6.11: Transaction commit rate (TCR) de R-TM y TinySTM para distinto
nu´mero de hilos.
La figura 6.11 muestra las medidas de TCR para los cuatro benchmarks uti-
lizando un taman˜o de transaccio´n fijo (10 iteraciones). Podemos apreciar como
la mejora de concurrencia obtenida por R-TM es menor para Fluidanimate y Le-
gendre. Aunque nuestra propuesta siempre obtiene una concurrencia o´ptima,
el bajo nu´mero de conflictos de datos en estos co´digos hacen que TinySTM se
mantenga tambie´n cerca de esta ma´xima concurrencia. Por otro lado, tanto Euler
como MD2 presentan un mayor nu´mero de dependencias de datos (moderado
para el primero y elevado para el segundo).
La figura 6.12, por su parte, muestra los speedup relativos y comparativos
de R-TM sobre la implementacio´n base TinySTM (ve´ase seccio´n 3.3). Legendre
presenta un muy bajo nu´mero de conflictos (niveles de TCR cercanos al 99% en
TinySTM) adema´s de un coste por aborto transaccionalmuy reducido (baja carga
computacional en transaccio´n), lo cual explica el moderado comportamiento del
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Figura 6.12: Speedup relativo y comparativo de R-TM frente a TinySTM. El spee-
dup relativo se calcula de acuerdo a la expresio´n
timeTinySTM(1 thread)
timeR−TM(n threads)
, y el speedup




speedup comparativo en este benchmark (co´digo afectado de memory bound). Flui-
danimate tambie´n muestra un comportamiento similar en cuanto al nu´mero de
conflictos, sin embargo, el coste de los abortos es significativamente mayor. Esto
se refleja en unmejor speedup comparativo por parte de R-TM. Por su parte, Euler
tambie´n presenta mayor carga computacional en transaccio´n que Legendre, aun-
que no tan grande como Fluidanimate. Esto, unido a que el nu´mero de conflictos
es relativamente bajo (valores de TCR alrededor de 0.7 para TinySTM) explican
porque el speedup comparativo para R-TM no alcanza valores superiores. Por
u´ltimo, MD2 aunque muestra un gran nu´mero de conflictos, el coste asociado
a estos no es muy alto (carga computacional entre baja y moderada). En este
benchmark se puede observar como el ma´ximo valor para el speedup comparativo
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Figura 6.13: Overhead de memoria medio por hilo para R-TM en relacio´n a una
privatizacio´n total, utilizando distintos taman˜os de transaccio´n (iteraciones por
transaccio´n).
(2.2x para 4 hilos) se alcanza para el mı´nimo valor en la curva del TCR (0.45 para
TinySTM). De la anterior discusio´n se puede deducir que el coste asociado a los
abortos transaccionales tiene ma´s impacto sobre el rendimiento que el nu´mero
de conflictos, no tanto por el tiempo invertido en restaurar el estado previo de la
transaccio´n, sino por la cantidad de computacio´n desechada que necesita volver
a ser ejecutada.
En relacio´n a speedup relativo, se puedenobservardos tendencias.Una incluye
aquellas aplicaciones con carga computacionalmoderada en transacciones (coste
del aborto moderado) y nu´mero de transacciones bajo/moderado (ver tabla 6.4),
tales comoMD2 y Euler. Estos benchmarksmuestran un buen y escalable speedup
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relativo, ya queR-TM reduce a cero el coste de los abortos (porque no los hay) y el
co´digo presenta un buen equilibrio entre carga de trabajo transaccional y nu´mero
de transacciones. Legendre, por otro lado, tiene un alto nu´mero de transacciones
con una muy baja carga computacional. Como resultado, el speedup relativo es
pobre debido al impacto del overhead transaccional. Fluidanimate tiene el mayor
nu´mero de transacciones y adema´s de una carga computacional bastante alta.
Esto hace que el speedup relativo se incremente, casi linealmente, para un nu´mero
pequen˜o de hilos, sin embargo no es escalable, debido al overhead asociado a tal
elevado nu´mero de transacciones.
Finalmente, la figura 6.13 muestra la memoria requerida por nuestra pro-
puesta R-TM en comparacio´n a un me´todo de privatizacio´n total. En todos los
casos, la memoria requerida por R-TM es mucho menor que el ma´ximo (repli-
cacio´n total del array de reduccio´n). El incremento del taman˜o de transaccio´n
tiene un efecto dan˜ino sobre el overhead de memoria, sin embargo hay que tener
en cuenta que aunque el uso de transacciones pequen˜as tiene menores requeri-
mientos de memoria, esto tambie´n incrementara´ la cantidad de commits. No´tese
que Fluidanimate necesita de una cantidad extremadamente pequen˜a de espacio
extra, debido a que nuestra versio´n transaccional esta´ basada en un co´digo que
inicialmente separaba las partı´culas que generan conflicto de las que no lo hacen.
Ası´, solo las partı´culas que tienen conflicto con otras (asociadas a las fronteras)
esta´n incluidas dentro de transacciones, mientras que el resto (la mayorı´a de
partı´culas) operan directamente sobre el array de reduccio´n global.
7 Conclusiones y trabajosfuturos
Desde la popularizacio´n de los sistemasmulticore, la programacio´n paralela se
ha convertido en un paradigma imprescindible para conseguir mayor eficiencia
en los tiempos de ejecucio´n de las aplicaciones a trave´s del aprovechamiento
de la concurrencia. Especialmente, la normalizacio´n de estas arquitecturas como
entornos de desarrollo y explotacio´n de uso comu´n, ha elevado el nu´mero de
programadores que trabajan sobre ellas. Sin embargo, el desarrollo de versiones
paralelas eficientes, y por tanto la explotacio´n de la concurrencia, no es trivial en
lamayorı´a de situaciones, lo cual exige a los programadores una alta preparacio´n
y un alto nivel de esfuerzo para comprender la naturaleza del problema y aplicar
los me´todos necesarios para alcanzar dicho objetivo.
En esta tesis hemos abordado la tema´tica de la paralelizacio´n de aplicacio-
nes utilizando estrategias basadas en la memoria transaccional. Este paradigma
simplifica el trabajo de programacio´n, ayudando a desarrollar versiones parale-
las de las aplicaciones sin necesidad de disponer de un conocimiento profundo
acerca de la aplicacio´n, de una manera total o parcialmente automa´tica. En este
a´mbito de trabajo, nos hemos centrado en aquellos co´digos que presentan res-
tricciones de precedencia que determinan dependencias de datos cuyo orden
debe satisfacerse para la obtencio´n de un resultado correcto.
A continuacio´n resumimos las conclusiones de cada uno de los apartados de
esta memoria, finalizando con una exposicio´n de las futuras lı´neas de trabajo
derivadas de esta tesis.
El primer paso realizado ha sido analizar y comentar los diferentes tipos
de construcciones que presentan restricciones de precedencia y que pueden ser
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encontrados por los programadores cuando desarrollan versiones paralelas de
sus aplicaciones. Tras esta revisio´n se ha concluido que los principales aspectos
que dificultan y/o limitan la paralelizacio´n utilizando mecanismos cla´sicos son:
Los patrones de acceso: Uno de los principales problemas se encuentra en
los patrones de acceso a las estructuras de datos compartidas cuando estos
son irregulares (basados en indirecciones, punteros, etc.), son extremada-
mente complejos como para ser calculados en tiempo de compilacio´n, o
bien, dependen de los datos de entrada a la aplicacio´n. En todos estos casos
se hace imposible resolverlos, y por tanto, determinar las dependencias de
datos antes de la ejecucio´n.
Las restricciones de orden: En la mayorı´a de aplicaciones, la necesidad
de aplicar sobre la informacio´n determinados procesos u operaciones si-
guiendo un orden especı´fico restringe o dificulta la paralelizacio´n puesto
que la correccio´n del resultado esta´ condicionada al cumplimiento de dicho
orden.
Ambos aspectos condicionan conjuntamente el mecanismo utilizado para ex-
plotar concurrencia, ya que no solo se requiere un sistema dina´mico capaz de
adaptarse y gestionar los conflictos de datos potenciales en tiempo de ejecucio´n,
sino que adema´s se precisamantener un orden que no viole las relaciones de pre-
cedencia entre operaciones de memoria conflictivas para alcanzar un resultado
correcto.
Para hacerle frente a ambos aspectos hemos desarrollado y validado un mo-
delo de ejecucio´n transaccional TEPO (Transaction Execution under Precedence
Order), que mantiene las relaciones de precedencia garantizando la sema´ntica
secuencial del programa original. Para establecer una relacio´n de orden, el mo-
delo admite la definicio´n de un identificador de orden por transaccio´n (aunque
no es obligatorio) y dos condiciones de commit (una estricta y otra ma´s relaja-
da). Adema´s, se ha ampliado el gestor de conflictos transaccional para hacerlo
sensible al orden de precedencia transaccional.
Todo ello permite la paralelizacio´n de co´digo secuencial sin intervencio´n del
programador siempre que el compilador se encargue de la deteccio´n de las cons-
trucciones potencialmente paralelas. El programador tambie´n puede utilizar este
soporte para facilitar el desarrollo de aplicaciones paralelas marcando los bucles
o las fronteras de las secciones presumiblemente conflictivas, dejando de lado los
aspectos de sincronizacio´n y dependencias de datos que sera´n responsabilidad
del sistema transaccional y del modelo de ejecucio´n propuesto.
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Paramantener dicho orden sin incurrir en una espera excesiva, se ha propues-
to desacoplar las fases de ejecucio´n y commit de la transaccio´n, introduciendo un
nuevo estado transaccional para mantener las transacciones ejecutadas que no
han realizado el commit, de manera que el sistema pueda aprovechar este tiempo
para iniciar y ejecutar nuevas transacciones.
Utilizando una implementacio´n realizada sobre un conocido STM, enfocada
especialmente a bucles, hemos validado nuestro modelo comprobando que se
garantiza la correccio´n del resultado, manteniendo el orden definido, al tiem-
po que se incrementa significativamente la concurrencia explotada en relacio´n
a la versio´n que u´nicamente preserva el orden. Hemos determinado que este
incremento de la concurrencia se debe principalmente a dos factores.
Muchas dependencias de datos presentes, concretamente, todas las anti-
dependencias (WAR) en el contexto secuencial, son filtradas totalmente por
el orden impuesto. Esto evita que el gestor de conflictos dispare el aborto
de transacciones sometidas a este tipo de dependencias de datos, cuya eje-
cucio´n en el nuevo contexto ordenado, es completamente segura. Por otra
parte, el aplicar una condicio´n de commit estricta para aquellas transaccio-
nes que presenten dependencias de salida (WAW) consigue garantizar la
consistencia de la ejecucio´n, sin necesidad de abortar ninguna de ellas, lo
que reduce su impacto negativo sobre el rendimiento.
La ejecucio´n continua de transacciones, propiciada por el desacoplo de las
fases de ejecucio´n y commit, consigue ocultar parte de la latencia entre am-
bas fases causada por el orden, al tiempo que incrementa la concurrencia.
Este mayor nu´mero de transacciones en ejecucio´n hace que se incrementen
los recursos necesarios para mantener activos los contextos de las transac-
ciones en espera de commit, lo cual podrı´a llegar a afectar al rendimiento,
limitando en parte esta mejora. Sin embargo, durante la evaluacio´n se ha
comprobado que, en la pra´ctica, para bucles iterativos que por lo gene-
ral mantienen un buen balanceo de carga (computacional), el nu´mero de
transacciones activas por hilo es, entre bajo y moderado dependiendo de
la aplicacio´n.
En los experimentos llevados a cabo, el overhead observado apenas supone
un sobre coste del 7% respecto de la implementacio´n de base del STM utilizado,
considerando adema´s, que este u´ltimo no mantiene el orden.
Adicionalmente, se ha desarrollado un soporte especial para bucles de re-
duccio´n, en aquellos casos en los que todas las dependencias provienen de los
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objetos de reduccio´n, que complementa el modelo TEPO y que permite lidiar
con las especiales caracterı´sticas de estas construcciones. Ası´, tras un ana´lisis en
profundidad de los aspectos claves de las reducciones y de revisar los princi-
pales me´todos cla´sicos para su paralelizacio´n, hemos desarrollado un soporte
transaccional efectivo.
Nuestra propuesta, denominada R-TM, queda definida por dos aspectos
claves. Un buffer de reduccio´n (Rdx-buffer) se usa para mantener las escrituras
transaccionales realizadas sobre las variables de reduccio´n. La inclusio´n de esta
nueva estructura, separada del write buffer convencional, facilita y organiza el
proceso de commit, ya que las escrituras de reduccio´n no sustituyen a los valores
en memoria, sino que se acumulan con ella. Por otro lado, los accesos realizados
por la reduccio´n no se tienen en cuenta en la traza realizada por el gestor de
conflictos, por lo que su acceso concurrente no provoca abortos entre las transac-
ciones. Estos dos aspectos unidos permiten utilizar el entorno transaccional para
aplicar una privatizacio´n selectiva y dina´mica sobre las variables de reduccio´n.
La primera consecuencia directa de esta aproximacio´n es una reduccio´n sig-
nificativa de la memoria necesaria en la paralelizacio´n de bucles de reduccio´n
respecto a una solucio´n basada en privatizacio´n total, la cual no llega al 5% de
la requerida por esta u´ltima para ninguna de las aplicaciones reales evaluadas.
La segunda consecuencia esta´ relacionada con el incremento de concurrencia ya
que, gracias a la privatizacio´n, los accesos en los bucles de reduccio´n no pre-
sentan conflictos. Esto se traduce en una explotacio´n del paralelismo ma´xima
(TCR igual a 100%) para todos los benchmarks utilizados, como se ha demostra-
do en la evaluacio´n realizada. Finalmente, en la comparacio´n directa entre las
implementaciones con y sin soporte para reducciones, se ha demostrado que
esta ganancia de concurrencia se traduce en una mejora del tiempo de ejecucio´n
de las aplicaciones, aunque e´sta se encuentra fuertemente influenciada no solo
por la cantidad de abortos ahorrados respecto al sistema de base, sino tambie´n
por la cantidad de trabajo que las transacciones realizan.
El punto negativo viene determinado por los overheads asociados a las imple-
mentaciones STM. A diferencia de las implementaciones basadas en HTM, los
STMs incurren en un overhead asociado principalmente a los accesos a memoria
y estructuras software (buffers, write set, read set, etc), ası´ como a los mecanismos
para mantener la consistencia (deteccio´n de conflictos implementada con locks,
restauracio´n de contextos, etc) que limitan en gran medida el factor de mejora
de las propuestas realizadas en cuanto a tiempos de ejecucio´n se refiere.
Pese a todo, podemos concluir que nuestro modelo presenta una alternativa
simple y eficaz que no requiere de ningu´n (si se delega sobre el compilador la
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instrumentacio´n de bucles y secciones potencialmente paralelas) o muy poco
esfuerzo y conocimiento por parte del programador, sobre el problema para
obtener una versio´n paralela correcta y eficiente, de todo tipo de co´digos con
restricciones de precedencia (especialmente construcciones iterativas).
Por u´ltimo, durante el desarrollo de esta tesis han surgido nuevas ideas y
mejoras que abren el camino a posibles lı´neas de trabajo que abordar en el
futuro:
Realizar una implementacio´n hardware el modelo TEPO reducirı´a signi-
ficativamente los overheads transaccionales respecto a la implementacio´n
software, lo que provocarı´a una mejora de la eficiencia. Sin embargo, para
ello habra´ que resolver aspectos claves tales como la limitacio´n del nu´mero
de transacciones en espera de commit, ya que en este caso, su control es-
tarı´a asociado al uso de estructuras hardware, las cuales esta´n mucho ma´s
limitadas.
Como se comento´ durante la definicio´n del modelo, aunque nosotros he-
mos basado la implementacio´n particular realizada en una configuracio´n
eager-lazy (deteccio´n de conflictos - gestio´n de versiones), una configu-
racio´n eager-eager tambie´n es posible si el sistema transaccional presenta
una atomicidad fuerte. Podrı´a ser interesante proponer una implementa-
cio´n del modelo TEPO basada en esta configuracio´n y realizar un estudio
comparativo acerca de co´mo influye la polı´tica de gestio´n de versiones en
el rendimiento del sistema, ası´ como de las causas ma´s importantes que
definen esta variacio´n.
Generalizar el soporte de reducciones para permitir detectar conflictos
cruzados entre las escrituras transaccionales cla´sicas y las de reduccio´n.
Esta mejora permitirı´a atajar de manera mucho ma´s eficiente el caso de las
reducciones parciales, permitiendo que el soporte de reduccio´n se encargue
de manejar determinadas direcciones de memoria hasta que se detecte un
acceso (fuera de la operacio´n de reduccio´n) que rompa con su condicio´n
de reduccio´n, momento a partir del cual, pasarı´a a ser tratada como una




OpenTM [5] es un interfaz de programacio´n de aplicaciones (API) que ex-
tiende a OpenMP [64] con nuevas construcciones relacionadas con memoria
transaccional. Su objetivo es integrar TM en un entorno de alto nivel para pro-
gramacio´n paralela ampliamente conocido, a fin de facilitar y hacer ma´s pra´ctico
su uso. La interfaz OpenTM es totalmente independiente implementacio´n parti-
cular de TM, por lo que puede ser utilizada tanto con STMs como HTMs. Dado
que esta´ disen˜ado como una extensio´n de OpenMP, OpenTM hereda todo el
modelo de ejecucio´n de este, ası´ como las sema´nticas de memoria, sintaxis del
lenguaje y la mayorı´a de construcciones runtime.
A.1. Modelo transaccional
Su modelo transaccional se basa en tres conceptos ba´sicos:
Transacciones implı´citas: El programador es el encargado de definir las
fronteras del bloque transaccional (inicio y final) sin ningu´n tipo de indi-
cacio´n acerca de los accesos a datos compartidos. El compilador sera´ el
encargado de transformar todas las operaciones de memoria realizadas
dentro del a´mbito de la transaccio´n en operaciones transaccionales para
garantizar su atomicidad y aislamiento. Esto permite minimizar las mo-
lestias del programador, que solo tiene que delimitar un bloque que desee
ejecutar en paralelo, sin embargo, requiere de soporte de compilacio´n para
instrumentar las operaciones de memoria como transaccionales.
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Aislamiento fuerte: en OpenTM las transacciones son ato´micas y aisladas
respecto aotras transacciones y co´digono transaccional.Adema´s se impone
una separacio´n consistente entre las transacciones que han finalizado y los
accesos en co´digo no transaccional del resto de la aplicacio´n. Todos los
sistemas hardware y algunos hı´bridos garantizan el aislamiento fuerte. En
STM el compilador debe insertar barreras de lectura y escritura adicionales
fuera de la transaccio´n para implementar esta propiedad.
Virtualizacio´n de transacciones: Aunque infrecuente, los programadores
esperan que el sistema TM subyacente garantice una correcta ejecucio´n
incluso aunque las transacciones excedan la capacidad de recursos tales
como la cache´ o la memoria fı´sica. Por ello se requiere que este sistema
soporte transacciones virtualizadas para resolver esta limitacio´n.
A.2. Construcciones ba´sicas
A continuacio´n se describen las construcciones ba´sicas que OpenTM propor-
ciona para la programacio´n paralela con transacciones.
A.2.1. Bloque transaccional
La definicio´n de un bloque transaccional se realiza en OpenTM mediante el
uso de la directiva transaction, la cual delimita las instrucciones sobre las que
se aplicara´ el control transaccional. Su sintaxis es:
1 #pragma omp transaction [clausula [[,] clausula]...]
2 bloque-de-instrucciones
Las posibles clausulas a definir podemos encontrar:
ordered: Se utiliza para forzar un orden secuencial de commit entre dife-
rentes ejecuciones de esta transaccio´n por parte de diferentes hilos y es
especialmente u´til en paralelizacio´n especulativa de co´digos secuenciales.
Si se activa esta clausula, el sistema transaccional al detectar un conflic-
to entre transacciones, abortara´ y reiniciara´ las transacciones necesarias
para mantener la atomicidad y el aislamiento, siguiendo el esquema de
orden y la polı´tica de contencio´n establecidos. Si no se especifica, OpenTM
generara´ transacciones desordenadas.
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nesting(open|close): Especifica el comportamiento de las transacciones
anidadas. Por defecto, el sistema se toma el tipo close, el cual define un
control de anidamiento tal que solo permite a una transaccio´n padre ver
las modificaciones realizadas por las transacciones hijas cuando realizan su
commit. Por su parte, si el anidamiento se establece como open, el commit en
una transaccio´n hijahara´ visibles susmodificacionesno solo a la transaccio´n
padre, sino tambie´n al resto de transacciones del sistema.
A.2.2. Bucle transaccional
OpenTM permite definir un bucle como transaccional gracias a la construc-
cio´n transfor, que divide el espacio de iteracio´n del bucle en bloques y los
ejecuta en paralelo como transacciones ato´micas. Su sintaxis es la siguiente:
1 #pragma omp transfor [clausula [[,] clausula]...]
2 bucle-for
Las clausulas permitidas por esta construccio´n son:
private: Esta clausula, heredada de OpenMP, permite definir una varia-
ble como privada al bucle transaccional. Esto creara´ una copia de dicha
variable, sin inicializar, en cada hilo de ejecucio´n que comparte el mismo
nombre y el mismo tipo que la original.
reduction: Marca una variable compartida como reductiva para permitir
a hilos concurrentes realizar acumulaciones sobre ella sin necesidad de
realizar operaciones ato´micas o secciones crı´ticas, aunque si es preciso
indicar para cada variable, la operacio´n de reduccio´n a la que se va a
someter. Dado que hereda de OpenMP, acusa las mismas limitaciones,
siendo la principal que solo es aplicable a variables de reduccio´n escalares.
ordered: Permite forzar que las transacciones que encapsulan las iteracio-
nes realicen el commit, cumpliendo con el orden secuencial de las iteraciones
que componen el bucle.
schedule: Se utiliza para indicar el esquema de particionamiento del espa-
cio de iteraciones del bucle y su agrupamiento en transacciones. Para ello
de proporcionan tres para´metros:
• asignacio´n de trabajo: El primer para´metro indica co´mo se asignara´n
las iteraciones a los hilos trabajadores: static, dynamic, guided y
runtime.
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• taman˜o de bloque: El segundo para´metro define el nu´mero de iteracio-
nes asociadas a cada hilo en cada asignacio´n de trabajo.
• taman˜o de transaccio´n: El tercer para´metro indica cua´ntas iteraciones
del bucle se ejecutan en cada transaccio´n de cada hilo. Si no se especi-
fica ninguna, cada iteracio´n sera´ ejecutada en una u´nica transaccio´n.
A.2.3. Seccio´n transaccional
La construccio´n transsection se utiliza para definir secciones de co´digo que
ejecutan como tareas paralelas no iterativas, encapsuladas en transacciones, con
dependencias potenciales. Su sintaxis es la siguiente:
1 #pragma omp transsections [clausula [[,] clausula]...]
2 [#pragma omp transsection]
3 bloque-de-instrucciones -1
4 [#pragma omp transsection]
5 bloque-de-instrucciones -2
6 ...
Las clausulas permitidas por esta construccio´n son:
ordered: Fuerza un orden secuencial de commit entre las tareas definidas.
A.3. Construcciones avanzadas
Las construcciones ba´sicas de OpenTM son suficientes para expresar el pa-
ralelismo en la mayorı´a de aplicaciones. Sin embargo, tambie´n se introducen
algunas construcciones adicionales para soportar las te´cnicas de programacio´n
transaccional ma´s recientes.
A.3.1. Ejecucio´n alternativa
OpenTM proporciona la construccio´n orelse que permite definir un bloque
de co´digo que se ejecutara´ en caso de que la transaccio´n aborte. Esto permite al
programador especificar una serie de acciones adicionales, independientes del
propio proceso de recuperacio´n de aborto definido en la polı´tica de resolucio´n
de conflicto. Demanera que si la transaccio´n realiza el commit satisfactoriamente,
el bloque alternativo no llegara´ a ejecutarse nunca. La sintaxis es la siguiente:
A.4. Rutinas adicionales en OpenTM 153
1 #pragma omp transaction
2 bloque-de-instrucciones -1
3 #pragma omp orelse
4 bloque-de-instrucciones -2
5 ...
A.3.2. Manejadores de transaccio´n
La construccio´n handler permite definir un manejador software que se eje-
cutara´ cuando la transaccio´n sufra un cambio de estado. Este manejador puede
definirse para cualquiera de las tres construcciones ba´sicas y la construccio´n
avanzada orelse. La sintaxis es la siguiente:
1 #pragma omp transaction [clausula [[,] clausula]...]
2 bloque-de-instrucciones -1
3 #pragma omp handler clausula
4 bloque-de-instrucciones -2
5 ...
La clausula de la construccio´n handler permite indicar que evento o tran-
sicio´n que disparara´ el manejador. Las posibles opciones son: commit, abort y
violation. La principal diferencia entre estas dos u´ltimas es que violation se
refiere a la interrupcio´n de la transaccio´n causada por una dependencia,mientras
que abort requiere que la transaccio´n aborte explicitamente.
A.4. Rutinas adicionales en OpenTM
OpenTM extiende el conjunto de rutinas en runtime de OpenMP con el fin de
soportar algunas caracterı´sticas de intere´s para la ejecucio´n transaccional. Unade
estas caracterı´sticas es permitir una sincronizacio´n condicional de transacciones.
Para ello se facilitan dos rutinas: omp retry() y omp watch(). omp retry() indica
a una transaccio´n que debe bloquearse a la espera de que se cumpla cierta con-
dicio´n. Esta condicio´n puede ser especificada mediante la rutina omp watch(),
la cual notifica al runtime que debe monitorizar un conjunto de direcciones de
memoria a la espera de que sean actualizadas y continuar las transacciones blo-
queadas cuando esto ocurra. A continuacio´n podemos ver un ejemplo de su
uso:
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1 #pragma omp transaction{




6 t = dequeue(queue);
7 }
OpenTM tambie´n presentan dos rutinas que permite recuperar el esquemade
gestio´nde contencio´n actual (omp watch()) o establecerunonuevo (omp set cm()).
Los para´metros exactos de esta u´ltima dependera´n fuertemente de las polı´ticas
de contencio´n disponibles en el sistema TM. Finalmente, tambie´n se incluyen
algunas rutinas que permiten al programador determinar si el flujo de ejecucio´n
se encuentra dentro de una transaccio´n (omp in transaction()), obtener el ni-
vel de anidamiento de la transaccio´n actual (omp get nestinglevel()) o abortar
explicitamente una transaccio´n (omp abort()).
A.5. Limitaciones
Adema´s de aquellas limitaciones heredadas de OpenMP, existen ciertos as-
pectos acerca de OpenTM que deben ser considerados:
Sincronizacio´n: OpenTM no permite el uso de las construcciones de sincro-
nizacio´n cla´sicas de OpenMP (e.g., critical, atomic, mutex y barrier)
dentro de una transaccio´n, ya que tienen una sema´ntica bloqueante y su
uso conjunto puede derivar en deadlocks o violaciones de la propiedad de
aislamiento.
E/S y llamadas al sistema: OpenTM requiere que todas las librerı´as llamadas
desde el interior de una transaccio´n sean transaction-safe para minimizar el
comportamiento inesperado como consecuencia de efectos colaterales tales
como instrucciones de E/S y llamadas al sistema. Ası´ cada implementacio´n
de OpenTM debera´ ser responsable de especificar que´ librerı´as pueden ser
invocadas de manera segura junto con transacciones.
Deteccio´n de conflictos relajada: Aunque algunas de las nuevas propuestas
de TM hacen hincapie´ en los beneficios de las polı´ticas de deteccio´n de
conflictos relajadas y proponen algunas directivas a implementar en las
APIs de programacio´n transaccional que permiten excluir ciertas variables
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de la deteccio´n de conflictos (e.g., race [98] o exclude [66]), OpenTM no
proporciona ninguna directiva para tal efecto.
Compilacio´n: EnSTMtodas las instrucciones llamadasdentrodeuna transac-
cio´n deben estar correctamente instrumentadas para que puedan hacer uso
del soporte transaccional. Aunque esto es labor del compilador, existen
ciertas situaciones en las que no es posible sin ayuda del programador. Es
el caso de los punteros a funcio´n, los cuales podrı´an ser difı´ciles de resol-
ver esta´ticamente por el compilador. Para evitar estas posibles situaciones,
OpenTM requiere que los programadores usen la directiva tm function
para identificar todas aquellas funciones que pueden ser invocadas dentro
de las transacciones, para que el compilar pueda clonar dichas funciones
introduciendo la instrumentacio´n adecuada.
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