In this response, we will weigh two di erent approaches to shape recognition. On the one hand we have the use of restricted camera models as advocated in the paper of Pizlo et. al. to give a closer approximation to real calibrated cameras. The alternative approach is to use a full projective camera model and take advantage of the machinery of projective geometry.
About the perspective projection
Before discussing the usefulness of projective geometry, we revisit perspective projection. A pin hole camera can be modeled as a linear mapping in homogeneous coordinates from the 3D space onto a plane. Usually this mapping is represented by the product of a rigid motion in space with matrix D, followed by a standard perspective projection expressed as a 3 4 matrix P 0 , and nally a rescaling in the image due to the camera parameters represented by a 3 3 matrix K. So 
How many degrees of freedom has a plane to plane projection?
Let us rst consider the number of degrees of freedom of a projection between two planes. This question is also discussed in the discussion paper of Pizlo et. al.
Without loss of generality we can assume that the points are selected from thex;ỹ plane. The camera mapping induces a plane-to-plane projective mapping and therefore can at most have 8 degrees of freedom, so all the 11 d.o.f. are not independent. The 3 3 projection matrix between two planes can be related to the physical parameters of the imaging system and the coordinate system of the object plane as follows: and, after rotating and translating this con guration in space (through D), project them onto the image. The coordinates of these three points de ne a vector of dimension 6. It only remains to check if the manifold spanned by the parameters of the rigid motion has dimension 6. Computing the determinant of the Jacobian shows easily that, except for singular points, the Jacobian has full rank and therefore the manifold is of dimension 6. This computation can be veri ed using Maple or Mathematica. Therefore a perspective projection of a plane onto the image plane of a calibrated camera has 6 degrees of freedom.
Uncalibrated camera
If now the camera is no longer assumed to be calibrated, obviously the number of d.o.f. cannot be higher than 8. So if we consider that two of the intrinsic parameters might change (for instance the focal length and the aspect ratio, or the position of the camera principal point), then, using the manifold technique, one can easily check that the number of d.o.f. is 8 in each of these cases. It might be noticed however that real parameters are really limited in range: this reduces the possible parameter space to a small region of the whole space, but it should noticed that this region is still of dimension 8. This point will be discussed later on.
The perspective projection from the full 3D space
It is also interesting to compare the number of d.o.f with that of the general projection of 3D (non planar) points. 23] but is quite confusing in the discussion paper). When similarity invariants are concerned, SD is absorbed and only T remains. The determination of T is equivalent to that of the vanishing line of the object plane. If and were known, we could compute the exact similarity invariants of the shape. But, for general recognition purpose, we do not have a priori knowledge on the plane in which the object lies, so T remains unknown. At this stage, the computed invariants cannot be independent of the unknown parameters of T . With some assumptions on and , an approximation of the similarity invariants might be expected. This is discussed in the previous paper of Pizlo et al. 23] .
In this discussion paper, FCDP is de ned by Pizlo et. al. to be composed of TS which has 3 d.o.f., together with the constraint that the object is in front of the camera. This constraint has been previously exploited by 13, 15] and also by people working on computer graphics. E ? FCDP is de ned to be composed of T; S, and D, and not of the calibration matrix K. Thus E ? FCDP has 6 d.o.f. and is nothing but the transformation between the calibrated camera and the object plane.
It can be easily checked that T is a two-parameter transformation which fails to de ne a transformation group, since the product of two such transformations is no longer of the desired form.
Therefore neither FCDP nor E ? FCDP can be a group, as clearly indicated by the authors.
It means that neither FCDP nor E ? FCDP can be a geometry in the modern view of the geometries. Even worse, it means that no FCDP or E ?FCDP invariant can be de ned, other than full projective invariants. To distinguish FCDP-inequivalent shapes that are nevertheless projectively equivalent it is necessary to use quasi-invariants. For this to work, it is necessary to assume that the images are taken from non-extreme view-points. Approximate invariants might be estimated with a priori knowledge as suggested in 23]. Thus, the authors have raised an interesting point: how can be characterized a shape observed by a calibrated camera? FCDP and E ?FCDP might be more restricted transformations than others, but unfortunately, the invariants related to FCDP and E ? FCDP are not computable from images.
2 What is projective geometry useful for?
Understanding the projection
As we have seen in the previous section, projective geometry nicely models perspective projection. Understanding what projective geometry is avoids some errors encountered in the past. For instance, conics are equivalent within projective geometry. Understanding this point avoids the common mistaken assertion that circle projects only onto ellipses. In fact, if the observed circle is large enough, and if a part of it is positioned behind our visual system, it projects as a hyperbola. This hyperbola is however restricted to what is visible in front of us: only one branch exists in the image. This agrees with the known fact that convexity is preserved for a set of seen points. From this well-known property that convexity is preserved for points that are seen, one may be led to a false assumption that convexity is preserved by perspective projection for all sets of points. At least this might be inferred from Pizlo's discussion paper. Let us consider a simple counter-example which nicely illustrates the fact that convexity is not preserved if the points under consideration are not observable ones. Figure 1 show a planar projection of a hexagon with parallel sides. H is the projection of the vanishing line (horizon) of the hexagon plane, and P; Q, and R are projections of the vanishing points corresponding to intersections of the opposite sides. When the camera rotates to the left, points move to the right in the image. When AB becomes parallel to H, R is the point at in nity on H. After rotating a little bit more, R appears on the left of H, and at this point the order of P; Q; R is changed. In the context of projective geometry, this fact is not surprising since in this geometry, the projective line is closed on itself.
Providing generic geometric tools
Projective geometry is a well known scienti c discipline 28], and it provides a set of wonderful tools for reasoning and computing. Using projective geometry, several authors have been able to prove that 3D vision is possible without calibrated cameras 6, 12, 19, 25] . Much more, the fundamental matrix described in 6, 12] allows one to compute epipolar geometry in a reliable and e cient way just using point matches in the images (see 30] , and their software available by ftp). Everybody who has calibrated a stereo head knows the burden that is thereby avoided. This has led to a set of di erent programs allowing structure to be computed either from multiple views, or from a set of completely uncalibrated cameras 4] or from a set of images taken by an unknown but single camera. Faugeras and Maybank 8, 17] pioneered the eld, and their work is nicely integrated in general framework described in 29]. If calibration is needed, these kinds of tools o er ways to calibrate without the need of a calibration objet. A simple a robust approach can be found in 14].
Computing invariants
We have seen that if we want to restrict ourselves to real cases of perspective projection, or to calibrated cameras, no true invariants may be de ned, other than invariants of the full projective group. On the other hand, the projective framework provides invariants. The basic invariant is the cross ratio and other useful invariants have been developed using geometric or algebraic tools. For the basic cross-ratio invariant, Maybank 16 ] presents a detailed study of the probability of false matches when using this invariant for indexing a set of shapes. Indexing using projective invariants have been demonstrated for planar gures by the Oxford team 27, 26] , and for shapes consisting of sets of planar points in 18, 20] . Invariant methods have been extended to the 3D case where objects are observed by a pair of uncalibrated cameras 2, 11, 10] . Calibration is no longer needed in this case. One has just to know the correspondence between features (points, lines or conics) and the epipolar geometry. The latter may be computed from the correspondences. Such invariants may be computed for con gurations of 6 points, 2 conics, 3 points and 2 lines, along with others. This work was recently extended to the case where 6 points in 3D are observed in three images 24]. Of course, the correspondences have to be known but calibration is not needed. As the invariants associated with these points are the projective coordinates of the sixth point with respect to the ve rst ones, this method allow one to reconstruct the scene up to a projective transformation. For a general overview, the reader is referred to 21, 22] .
Conclusion
Projective geometry has led to considerable understanding of perspective projection. The large body of work that was developed around these tools in the last few years allows robust 3D image perception without camera calibration. Without doubt, theses tools are going to provide robust methods for the structure-from-multiple-image problem in the near future.In particular, projective geometry allows one to compute invariant values under perspective distorsion. These invariants have already been used for shape indexing and their performance for discriminating shapes has already been studied. Unfortunately, there are fundamental di culties in attempting to extend such methods to more restricted projection models, such as those de ned by calibrated or partially calibrated cameras. In the case of projections of planar objects, this di culty stems from the fact that the set of transformations that are induced by the image projection do not form a group. In fact, the smallest group containing the set of transformations is the full projective group. In restricting the camera model, one is throwing away a large and still growing body of e ective and elegant techniques for scene reconstruction, or model indexing. On the other hand, the restricted camera models discussed by Pizlo et. al. exclude extreme con guration which are not admissible for human perception. It is possible that there are some instances in which the added discriminatory power of a restricted model may be important, however, the problem of distinguishing shape becomes much harder. Projective geometry does not provide tools for these kinds of limitations. The only answers that might be found in the computer vision literature are quasi invariants or the cheirality invariants ( 13] 
