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NOMENCLATURE
• Bold face Quantities with a bar above (e.g. x,V) denote vectors
i Bold face Quantities without a bar (e.g. A, Y, L) denote matrices
% Quantities not in bold face denote scalars
• Pfc active power injected at bus R
• Qk fehctive power injected at bus R
• Vk complex Voltage at bUs R
1 TYjj the row i, column j element from the bus admittance matrix
• P a vector of UctiVe bUs injections
• Q a vector of reactive bUs iUjections
• }v| a vector of bus Voltage magnitudes
• ~5 a vector of bus Voltage phase ahgles
if- Voltage phase angle at bus i
• #ij angle of the row i, column j element of the bUs admittance matrix 
IY diagonal matrix of primitive line admittances
i ii line-bus incidence matrix
• Vg Vectbr Of tinkiiown bUs Voltages
• Vg Vector of known bUS voltages
I W Vector of unknown line currents
• ^ vector of known line currents
§ fei vector of known complex voltages with respect to ground
• E2 vector Of unknown complex voltage with respect to ground
• Ygi vector of measured transmission line voltages
t ir vector of residuals
■S'3L coefficient matrix
• x vector of unknowns
i b m element Vector
• t off-nominal tap ratio
• <f> phase shifting transformer angle

























complex power injected into bus one
vector of complex line flows
vector of complex bus injections
complex line current from bus i to bus j
complex voltage at bus i
complex line flow from bus i to bus j
series impedance of line from bus i to bus j
magnitude of the series impedance
active line power on line ij
reactive line power on line ij
series reactance of line from bus i to bus j
vector of active line flows
vector of reactive line flows
vector of bus voltage phase angles
complex power injected at bus i
complex admittance of line from bus i to bus j
bus susceptance matrix
vector of active injected bus power
vector of reactive injected bus power
vector of unknown active injected bus power
vector of known active injected bus power
vector of unknown active line flows
vector of known active line flows
vector of unknown bus voltage phase angles
vector of known bus voltage phase angles
product of diagonal matrix of primitive line admittances and the line- 
bus incidence matrix
k(A) condition number of matrix A
E^ns root mean square error of variable type F
fi(CAL the calculated value of the ith element of variable type F
fiKWN the known value of the ith element of variable type F
ef error in the ith element of variable type F
emax the maximum error in variable type F
e|ye the average error in variable type F
of the standard deviation of the error in variable type F
ABSTRACT
Merow, Michael Carl. M.S.E.E., Purdue University. May 1987. A NON­
ITERATIVE POWER FLOW STUDY TECHNIQUE BASED ON 
THE METHOD OF MINIMAL LEAST SQUARES. Major Professor: 
Gerald T. Heydt.
A load flow study is used to determine the state variables of a power 
system. Load flow studies are essential for analyzing the effects of future 
load growth, for planning new facilities, and for the normal daily operation of 
the power system. The goal of this research is to examine an alternative 
load flow solution to be used in connection with the power system’s data 
acquisition system.
Three standard linear power flow models are proposed which form a 
redundant set of linear equations. The equations make use of system 
measurements to help overcome errors introduced in the linear models. The 
set of redundant equations is then solved in minimal least squares sense.
A method to include off-nominal tap ratio transformers and transmission 
line shunt capacitance is developed. A method to identify optimal 
measurement placement through a study of singular values is suggested. The 




li.ll KLotivatiOIr and" Research Goals
A load flow study is used to determine the state variables of a power 
system. Using transmission line and load information, voltage magnitudes 
and phase angles (the state variables) are calculated. Once the complex 
voltages are known, the calculation of current and the flow of complex power 
on each transmission line is a simple matter.
Load flow studies are essential for analyzing the effects of future load 
growth, and for planning new generation and transmission facilities. In 
addition, the load flow solution is an important tool used in the normal, daily 
oipefaMcm of the power system. In power system operation applications, the 
load flow solution may provide information that is not acquired by the 
supervisory control and data acquisition system (SCADA). This information 
is required to ensure that the system is controlled adequately, operated in a 
secure regime, and dispatched in the most efficient manner possible.
The principal area of interest in this thesis is power flow studies as used 
in Connection with SCADA systems. The SCADA system is, in general, a 
dual set of digital computers with one computer acting as a back-up to the 
other. The SCADA computer (or microprocessors) work in harmony with the 
on-line computers. The SCADA system Scans many different data points of 
the power system but, due to cost and other limitations, the entire system 
cannot be monitored. The most critical points of the system are scanned the 
most frequently. Substation loads and voltages, breaker positions, tie line 
flows, and generator loads and voltages are scanned as frequently as every 
two seconds [1]. Thus, critical points that are not acquired by the SCADA 
system need to be calculated or estimated rapidly.
When typical load flow solutions are considered for real-time 
applications, they are found to be undesirable for several reasons. Typical 
solutions are iterative algorithms, and as such they are characterized by long 
solution times. This makes generating data for real-time applications
impossible. Secondly, typical solutions provide precise solutions. The choice 
of load flow methods is a compromise between solution speed and solution 
accuracy. For a set accuracy, the solution speed depends upon the size and 
complexity of the system, and on the type of solution [5]. This precision 
might also be unwarranted considering that transmission system parameters 
are not exactly known, and could vary with changes in the loading of the 
line, or with changes in the environment. Lastly, typical solutions (excluding 
state estimators) do not take into account valuable data provided by the 
data acquisition system. These solutions calculate a specific set regardless of 
any a priori information.
The principal motivation for this research is to examine an alternative 
load flow solution. The method must possess a high solution speed for the 
contemplated on-line applications. The solution must also be reasonably 
accurate. The required solution speed eliminates iterative algorithms, and 
the elimination of these algorithms requires the use of a linear solution. This 
approach provides an interesting and instructive analysis of the prime 
reasons for power flow in a power system.
1.2 Literature Summary
This section outlines some of the most common load flow study 
algorithms and the modifications made to them in order to increase their 
solution speed. A special load flow study technique, the state estimator, is 
also outlined. The last section develops the solution of a set of linear 
equations by the method of minimal least squares to provide a foundation for 
the remainder of the thesis.
1.2.1 Iterative Load Flow Algorithms
Load flow study is the term given to a general class of algorithms that 
Solve for the complex voltage of every bus, and the complex power flow on 
every transmission line of a power system. This is not a simple solution of a 
system of linear equations since we are provided with injected complex power 
at each bus. Injected power is a product of voltage and current. This product 
gives rise to a non-linear problem which is commonly solved using an 
iterative algorithm.
The purpose of this section is to briefly describe the most common 
iterative algorithms. There are numerous references available describing, in 
depth, any one of the methods outlined. Reference [11] is a concise review of
2
3 ....
the methods that have received widespread practical application, recent 
attractive developments, and Other methods that ,have interesting or useful 
characteristics.’
Gauss-Seidel method.
The Gauss-Seidel method is based on the solution of simultaneous 







for n ^ k. The calculated voltage is Vk for an N bus system. It is assumed 
that P and Q are given, and Vk is the complex conjugate of the present 
voltage at bus n. The are from the bus admittance matrix.
The Gauss-Seidel method was one of the first methods to be 
implemented oh digital computer, but due to its slow convergence, it has 
been replaced by much better solution methods. There is also some 
convergence difficulty with the method when certain network conditions and 
system loads are confronted. [1-7] ,
Newton-Raphson method
The Newton-Raphson method is based on the Taylor’s series expansion 
of a function of several variables [8]. There are t^o basic functions in the 
power flow problem, active and reactive injected bus power. The injected 
bus power is a function of two types of variables, bus voltage magnitude and 
phase angle. Derivatives higher than the first order are ignored making the 





Initial voltages are guessed, usually unity in per unit measure. The AP’s and 
AQ’s are calculated using a nodal equation. The matrix of partial 
differentials, called the Jacobian, is evaluated at the present operating point. 
The Jacobian is then inverted, and the AV’s and A5’s are calculated. The
ss AP
_Atv| . — * aq (1.2.1-2)
voltages are updated, and the process continues by calculating new AP’s and 
AQ’s. The iteration halts when it is found that all the AP’s and AQ’s fall 
below some preset value.
The Newton-Raphson method, although more difficult to program than 
the Gauss-Seidel method, is widely used due to its rapid convergence and 
known solution accuracy. The method is easily modified to take into account 
constant voltage es, tap changing transformers, and phase shifting 
transformers, area control errors, and other phenomena [1-7].
Stott’s decoupled load flow study
There is a strong relationship between voltage phase angle and active 
power flow, and between voltage magnitude and reactive power flow on a
transmission line. This fact suggests that the partial differentials dAP
dA7
and
dAQ=7 of the Jacobian matrix are dominant.
Ignoring the and ■ partial differentials in the Newton-
dAS dA|V|
Raphson load flow has little effect on the convergence of the solution. This 
fact was formalized by Stott and Alsac [9]. Ignoring these partial 
differentials results in what is called a decoupled load flow solution. 
Although additional iterations may be required to reach the desired accuracy, 
solution speed is generally increased due to time savings in computing the 
Jacobian matrix. Only one half of the original elements now need to be
calculated. The Jacobian becomes
dAP 0
dA7 AJ AP
0 dAQ A|V|. AQ
dA|v|
(l.2.1-3)











Since the solution for Act and A|V| requires central processing time which is
proportional to n2 (or a higher power of n) wliere n is the dimension of the 
stibm^trices in (1.2.1-3), Equations (1.2.1-4) and (1.2.1-5) represent a time 
saving without sacrifice in accuracy.
Fast-decoupled load flow study
Recently, there have been further approximations made to the Jacobian 
matrix. [10] The diagonal elements of the Jacobian contain long sums 
involving several multiplications. If these sums could be avoided, there would 
be a decrease in the time required to calculate the Jacobian. There is an 
interesting similarity between the diagonal Jacobian sums and the mismatch 
formulas. Examination of the upper left Jacobian element,
= E V,V; |Yj: hin((1.2.1-6)
ao\ j=l^i
and the reactive power mismatch formula,
AQi =Qi- £ ( (1.2.1 7)
. 'i=W{
shows that a simple substitution eliminates the long sums,
8P-
-JT = Qi - fciilVfanMil).- ■ (1.2.1-8)
In these equations, P; is the active power injected at bus i, Q; is the reactive 
ppwer injected at bus i, is the voltage phase angle at bus i, V; is the 
voltage magnitude at bus i, [Yy | is the admittance magnitude of the line 
between bus i and bus j, and 6^ is the angle of the admittance magnitude 
when the admittance is expressed in polar coordinates. The approximation 
that AQj — 0 has been made which is a very good approximation near the 
solution. The remaining- - three submatrices of the Jacobian are treated in a 
similar manner. As in the decoupled load flow solution, there will be 
additional iterations required to reach a desired solution accuracy. Solution 
speed is generally improved due to the time savings gained in avoiding the 
long sums. The off diagonal terms may also be ignored, as in the decoupled 
load flow, yielding great improvements in solution speed. This is especially 




The term state estimation is used in power systems to describe a process 
of assigning values to the unknown state variables in the state vector [1,3,7]. 
The state vector is composed of the voltage magnitude and phase angle of 
every system bus. The state vector contains the exact amount of information 
required to completely describe the power system. The estimation process 
uses data acquired and transmitted by the SCAD A system. These data are 
often inaccurate and corrupted by noise. Once the state vector is 
determined, other Calculations or functions may be undertaken, such as, 
contingency .analysis, economic, dispatch, automatic generation control, and 
alarming. Two simple estimators are outlined in this section.
Non-iterative state estimator
A simple state estimator may be obtained through an application of 
Ohm’s law [3]. If losses are ignored, the power on a transmission line may be 
approximated by transmission line current. A further assumption of a unity 
bus voltage profile makes this approximation exact. Ohm’s law may be 
expressed in matrix form as
YLVhi = (1.2.2-1)
where Y is a diagonal matrix of primitive line admittances, V^s is a vector 
of bus voltages, I^g is a vector of line currents (complex line flows) and L is 
an incidence matrix called the line-bus incidence matrix. The line-bus 
incidence matrix has row dimension equal to the number of lines, and column 
dimension equal to the number of busses. The matrix is described as
Mu
1 if line i begins at bus j 
—1 if line i terminates at bus j . 
0 otherwise
The vectors Vil and lung may be partitioned into subvectors of knowns and 






The vectors are dimensioned as follows
7
Vb° nbus—kbv by 1
VbK kbv by 1
r nline—klc by 1
if klc by 1
Where nbus is the number of busses, nline is the number of lines, kby is the 
number of known bus voltages, and klc is the number of known line currents. 
The inatrices are partitioned as follows
Ya nline—klc by nline
Tb klc by nline
La nline by nbus—kbv
Lb nline by kbv.
Equation (1.2,.2-2.) may be solved for the unknowns in the least squares sense 
using the pseudoinverse discussed in Section (1.2.3).
An iterative state estimator
A state estimator may use any of the data acquired by the SC AD A 
system in itsalgorithm, A very simple algorithm can be developed using line 
flow measurements as the acquired data [12,13]. A relationship between 
transmission line voltages and bus voltages is given as
' N+K -
Yi = 2 LUEj i = 1,2,...M (1.2.2-3)
j=i
where,
Vj = ith complex transmission line voltage
Ej = jth complex bus voltage with respect to ground
Ly = the ij element of the line-bus incidence matrix
N = the number of unknown complex bus voltages
K — number Of known complex voltages
M = number of line (Watt and var) measurements.
Equation (1.2,2-3) may be written in matrix form and partitioned as
¥=^^+42^2 (1.2.2-4)
where.
Ei = vector of known complex bus voltages
8
E2 = vector of unknown complex bus voltages
Rearranging,
Vi - AiEi = A2E2
and substituting,




V + U = BE2. (l.2.2-6)
If actual voltage measurements of transmission lines were available, they 
could be expressed as,
Vm + U=BE2+F (1.2.2-7)
where,
Vm •=. a vector of measured complex transmission line voltages 
r = a vector of residuals.
The vector of residuals is minimized with respect to the transmission line 
voltages. The result is
B2 = B+(Vm+U) (1.2.2-8)
where B+ is the pseudoinverse of B. (See Section 1.2.3). The vector of 
measured transmission line voltages is provided by actual measurements of 






Vmj = the measured complex voltage on line i 
Pjp—jQip — the measured Watt and var flow on line j measured at bus p 
Ep = the complex voltage at bus p 
Zj = the complex series impedance of line j 
Yip = the complex shunt admittance of line j at bus p.
Equations (1.2.2-8) and (1.2.2-9) are solved iteratively by first guessing initial 
unknown bus voltages, then repeatedly solving Equation (1.2.2-9) and then 
Equation (1.2.2-8) until the unknown voltage vector converges. There is a
9
great deal of published information on this and other types of state 
estimators [10-24].
Summary
Although the solution speed of a state estimator is faster than a detailed 
load flow calculation, state estimators have a number of limitations. State 
estimators in use are, in general, iterative algorithms, characterized by long 
solution times. The estimator does not accept different ranges and accuracies 
for real and reactive power at a single measurement point. Estimators do 
not accept available information such as bus injections or voltage magnitudes 
unless they contain phase information [l]. Because phase angle information is 
considered expensive and impractical to measure and transmit, this is a 
severe limitation [12].
1.2.3 Minimal Least Square Solutions
There arise many instances in science and engineering when it becomes 
necessary to solve a system of linear equations. A general system is
aUxl+a12x2 + ... + alnxn = bl
a21xl"t~a22x2 ... + 2-2nxn ~ ^2
; : (1.2.3-1)
amlxld”am2x2 d- ••• d" anmxn ^m*
This system is conveniently written in matrix-vector notation as
Ax = b (1.2.3-2)
where A is an mxn coefficient matrix, x is an n element vector of unknowns, 
and b is an m element vector. When A is square and nonsingular the 
solution of the system is simply
x = A-1b. (1.2.3-3)
Frequently, situations arise where A is not a square and/or nonsingular 
matrix. There could be insufficient information supplied to solve the problem 
resulting in an underdetermined system,
X1 +x2 +x3 = 3 
X1 +x3 = 2,
or more information than required to solve the problem resulting in an 
overdetermined system. This additional information could be redundant or
(1.2.3-4)
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inconsistent as demonstrated by tbe following sets of equations:
1. ) Redundant Equations
' X1 + x2 = 1
2xj + x2 = 2 (1.2.3-5)
4xj + 3x2 = 4
2. ) Inconsistent Equations
xi + x2 = 2
xi — x2 =0 (1.2.3-6)
xl =1/2
In Equations (1.2.3-4),(1.2.3-5), and (1.2.3-6) the coefficient matrix A is 
singular. Under the indicated circumstances, there is no solution per se to 
the problem posed. One could use the term solution to refer to x which 
satisfies the equations in the sense of a least squared error. Working 
independently, Moore and Penrose determined that this type of solution to 
equation (1.2.3-2) is v
x = A+b, (1.2.3-7)
where A+ is called the Mbore-Penrose inverse, or pseudoinverse as it is 
commonly known [25-27]. Penrose had shown that the pseudoinverse of an 
mxn matrix A was an nxm matrix A+ that satisfied the following conditions
. x Ax = x 
Ax A = A 
(Ax)h = Ax 
(xA)h = x A,
where the superscript H stands for hermitian. He had also shown that 
Equation (1.2.3-7) minimizes
|[Ax - b||, (1.2.3-9)
where the norm is the 2-norm commonly called the Euclidean norm. This 
definition of a pseudoinverse is somewhat transparent and does not explicitly 
describe how one might calculate the pseudoinverse of a matrix, nor does it 




definition of a pseudoinverse is somewhat transparent and does not explicitly 
describe how one might calculate the pseudoinverse of a matrix, nor does it 
answer the mere general question ‘What is the solution to Ax = b when A is 
non-in vert ible? ’.
To answer this question using the minimal least squares approach, we 
seek a vector x that minimizes the norm of a residual vector r. There are 
many different vector norms, but the norm frequently used in minimal least 
squares solutions is the Euclidean norm
M V>3?- (1.2.3-10)
The residual vector is
F — b — Ax. (1.2.3-11)
Of all the vectors that minimize the residual vector, we seek the unique 
vector that not only minimizes the residual, but also has the minimum uorm. 
This vector is called the minimal least squares solution.
The minimal least squares solution, the solution to equation (1.2.3-2), is 
the vector x that satisfies
AT(b—Ax) = 0 (1.2.3-12)
or
x = (ATA)_1ATb (1.2.3-13)
provided (ATA)-1 is nonsingular.
One approach to solving the minimal least squares problem is to simply 
guess a solution, Equation (1.2.3-12), then prove that it is a necessary and 
sufficient condition that | |b —A x 11 is a minimum. Although this approach is 
mathematically correct, it offers very little insight into the problem.
A straightforward approach is to simply minimize the sum of the squares 
of the residuals. Let the sum of the squares of the residuals be denoted by S,














This agrees with the solution already given in Equation (1.2.3-12).
Equation (1.2.3-12) is indeed the minimal least squares solution provided 
A A is invertible. In practical application, round-off errors, usually form a 
digital computer, can cause large numerical errors when Equation (1.2.3-12) 
is directly applied; even when A A is invertible. For this reason, more 
sophisticated methods are employed to calculate consistently useful solutions 
(See Appendix A). There are numerous applications of minimal least squares 
solutions including linear programming. There is an incredible amount of 
information concerning minimal least squares solutions as demonstrated by 
the 1,775 references in [28], [28-34],
1.3 Organization of Thesis
The remainder of this thesis is organized into three additional chapters. 
In Chapter II, basic assumptions are made, and from these assumptions, 
equations describing a power system are linearized. The power flow problem 
is then presented as a set of linear equations which are solved in a minimal 
least squares sense. Provisions are made for off-nominal tap ratio 
transformers and transmission line models containing shunt capacitance. The 
chapter concludes with a discussion of singular values. Chapter III examines 
the accuracy of the solution when applied to a power system. Chapter IV 
presents conclusions and recommendations for further research. The 
Appendices contain additional information on selected topics and tabular 
data too numerous to be placed in the body of this thesis.
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CHAPTERn
SOLUTION OF THE LOAD FLOW PROBLEM 
USING THE METHOD OF 
MINIMAL LEAST SQUARES
2.1 Introduction
As mentioned in chapter I, the state vector contains the exact amount of 
information required to completely describe the power system. This vector 
usually consists of the following state variables:
corresponding to PQ busses: |V.| and 8 
corresponding to FV busses: 8 
corresponding to TCUL blisses: 8 and t 
corresponding to phase shifter busses: \V\ and <f)
The notation t and <fi denote TCUL taps and phase shifter angle respectively.
In the development of a non-iterative load flow study, complex line flows 
and complex bus injections are included as part of the state vector. 
Although line flow information is not system state information, in the 
linearized case, the line flows define the system solution. In this loose sense, 
line flow data may be taken to be states. By including these new variables 
and making some assumptions, a linear description of the power system can 
be developed. Active and reactive power flows are decoupled as is voltage 
magnitude from voltage phase angle. The decoupling allows the use of 
active information even if its "reactive" counterpart is unavailable, and 
vise-versa. This allows liberal use of telemetered data. It should be noted 
that in this thesis, all data assumed to be telemetered, is considered to be 
absolutely correct and uncorrupted by noise. The linear description is placed 
in a matrix-vector form and solved using a minimal least squares solution.
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2.2 Assumptions
Because power is a product of voltage and current, the load flow 
problem is immediately recognized as being a non-linear problem. Of course, 
the system itself is linear. A number of assumptions must be made to 
linearize the problem. This new linear problem can then be solved rapidly 
without resorting to iterative algorithms. The assumptions are as follows:
1. ) All bus voltage magnitudes are approximately 1.0 per unit
2. ) The voltage phase angle difference between connected busses is
small
3. ) Transmission lines are primarily reactive
4. ) System power losses are negligible.
Modern power systems are designed and operated in such a manner that the 
bus voltage profile is approximately unity. This is accomplished by inserting 
reactive compensation, fixed tap transformers, or tap changing transformers 
at busses where the voltage is not within tolerance.
Active power flow on a transmission line is a strong function of 
difference in the voltage phase angles of connected busses; the power flows in 
the direction of the smaller phase angle. More specifically, this power flow is 
a function of the sine of the difference in phase angles. In the interests of 
stability, this angle is kept small. This allows the sine of the difference in 
phase angles to be replaced by the angle itself.
The reactance of a transmission line dominates the impedance of the 
line. When the line impedance is placed in polar form, the impedance angle is 
found to be very close to ninety degrees. This impedance angle appears 
frequently in the power flow equations and assuming that this angle is 
exactly ninety degrees allows for some simplifying trigonometric substitutions.
The last assumption that losses are small is required relate line flows to 
the bus injections at both ends of the transmission line. This is a good 
approximation for active power due to small, often neglectable line 
resistances, but in the reactive power case, it is a reasonable approximation 
only when the system is lightly loaded.
-V:,,; ; 15 ,, ,■ \: - - ^
2.3 Load Flow Problem Formulation
Unlike a State estimator that estimates only the state sector, the 
complex line flows . and complex bus injections will be considered to be 
included in the solution. Linear equations that describe the relationships 
between complex voltage, cornplex power flow on a transmission line, and 
complex power injected at a bus are needed.
j2.3.|t iOonservatidn of Energy
The transmission line model used here is the short to medium length line 
model that contains a series reactance and resistance. The shunt admittance 
used in the long line models has been temporarily ignored. The only loss 
mechanism in this model is the series impedance in which the resistance 
Causes active power loss, and the reactance causes the reactive power loss. 
These losses are both functions of the square of the current. If all losses are 
ignored, the complex power at the receiving end of the line is equal to the 
complex power at the sending end. The power injected at the bus is equated 
to the power leaving the bus through the transmission line by an application 
of the law of conservation of energy, Figure 2.1 is one-line diagram of four 
bus system containing 'four transmission lines. An application of the law of 
conservation of energy results in the following set of equations,
SL1 +Sl2 " —%i.'
—SL1 -bStg — SB2
—SL2 —LL3 +Sl4 = Sg3 
■ ■' ■~Sl4..;==.%4*
This set of equations is written in a compact form using matrix-vector 
notation,
(2.31-1)
LtSl — SB, (2.3.1-2)
where LT is the transpose of the line-bus incidence matrix discussed in 
Section 1.2.2. Equation (2.3.1-2) is known as a transportation equation. The 
term itrarisportation refers to the transport of a commodity froin a source to a 
sink. Transportation theory has been used extensively in many areas 
Including load flow [35-37]. The basic idea used in transportation theory is to 
find a certain combination of network flows that satisfies specified supplies 
and demands. Consider a water delivery system consisting of pumping 
stations and pipes. When water is pumped at the pumping station it must go
Figure 2.1 Simple four line, four bus system with bus injections
■ of.'tbe station through one of the pipes connected to it, or leak out and 
be lost. Because losses are ignored, the total amount of water pumped into 
tlie pipesi (generation) is exactly equal to the water leaving the pumping 
station in the pipes (line flows). Furthermore, the water pumped into one end 
pf a pipe is exactly equal to the water pumped out of the other end. 
Equation (2.3.1-2) may be rewritten to describe active and reactive power
LtPl = Pb (2.3.1-3)
LTQl = Qb (2.3.1-4)
i^.3.2 Transimission Line Power Flow Equations
As mentioned in Section 2.3.1, the transmission line model used here is 
the short to medium length line model shown in Figure 2.2. The model 
consists of a series impedance that includes a resistance r^ and a reactance 
Xjj. Shunt admittance is neglected. The line current Ijj can be found in 
terms of the voltages at bus i and at bus j, and the series impedance Zjj
■i; ••• — (V; V;)- (2.3.2-1)
, / ■; .. ■. ■ zij■■■. • v-
The complex power sent, measured at bus i, is simply the conjugate of the 
current multiplied by the voltage at bus i. It should be noted that under the 
assumption of no losses, this equals the complex power received at bus j, or
sij = Vjlij oc Vjijj . (2.3.2-2)
If Equation (2.3.2-2) is applied, and real and imaginary parts separated, the 
familiar transmission line power flow equations result
V:2 y.y.
pij = T' cos(^j) - ~T± co<8-5i+ed (2.3.2-3)
-ij • ij
y2 .yy .
Qij = y-sin(^ij) -sinC^j-f^ij) (2.3.2-4)
■ Li} Zij
where Py and Qjj are the active and reactive powers metered at bus i, and 
sent from bus i to bus j, Vj is the voltage magnitude at bus i, Vj is the 
voltage magnitude at bus j, is the voltage phase angle at bus i, is the 
voltage phase angle, at bus j, Z;j is the magnitude of the series impedance, 





Figure 2.2 Short to medium length transmission line model
<>
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The assumptions described in Section 2.2 can be used to linearize 
Equations (2.3.2-3) and (2.3.2-4). This linearization is commonly known as a 
DC load flow [1,4]. The magnitude of the line reactance will be used in place 
of the magnitude of the line impedance because the impedance angle is 
assumed to be exactly ninety degrees. First, the active power case
Pii =
,7r, (1.0)(1.0) ,c c , 7rNcos]—) — - --U COS(c>j—Oj + —)
Pij = 0 - (xjj) 1 cos(5i-5j+|:)
Pij = (xij)_1 sin^i-^j)
Pij = (xij)_1(5i—^j)-
The reactive power case is treated in a similar manner
V,(1.Q). . .7r. (1.0)Vj . 7Tv
Qu = —— Mt) - —sm(^-<5j+—)
Qij - y^r1 - ^(x^-wcy).
(2.3.2-5)
’ Qij = (x^-^Vi-Vj). (2.3.2-6)
These last two equations state that active power flow is a function of voltage 
phase angle and flows towards the smaller angle, and reactive power flow is a 
function of voltage magnitude and flows towards the smaller voltage.
Equations (2.3.2-5) and (2.3.2-6) can be expressed in matrix- vector form
YL4 = Pl (2.3.2-7)
YLVb = Ql, (2.3.2-8)
where Y is a diagonal matrix consisting of the reciprocals_of the primitive 
line reactances, <5jg- is a vector of bus voltage phase angles, VB is a vector of 




The complex power injected at a bus can also be expressed in terms of 
bus voltages and the bus admittance matrix. Figure 2.3 depicts several 
transmission lines connected to bus i. S; denotes the complex power injected 
at bus i. An application of KirchhofTs current law reveals
Si + £ Vi (yiJ(Vj-Vi)]* - 0. (2.3.3-1)
i-l
In this equation, the voltages are complex quantities and y;j is the 
admittance from bus i to bus j and is also complex. By defining a complex 
matrix called the bus admittance matrix where





Equation (2.3.3-1) can be rewritten in a more compact form,
Si = £ ViYijVj*, (2.3.3-4)
j=i
and placed into polar form with the real and imaginary parts equated
Pi= S IVillYijllVjM-^+Si-Sj) (2.3.3-5)
i-i
Qi- 2 IVillYijllVjM-V^H'j)- (2-3-3-6)
j=l
The terms in these equations[except the bus admittance matrix) are the same 
as defined earlier. The first step in linearizing these equations is to recognize 
that
#ij oc
7T—— for i=j 
2
7T— for i^j .
(2.3.3-7)
Working with the active power first, Equation (2.3.3-5) is simplified as 
follows:
an injectionTypical Bus i
22
Pi = E (1.0)lBij|cos(-^+5i-5j) + (1.0)|Bij|(l.0)cos(^) 
j=i 2 2
Pi = E r)
j=i v- 2
T^1 '
Pi = E NMH)
j=l / ■ ,
Pi=E|Bij|(Mj)- (2.3.3-8)
j=i ' ■ .
The matrix B is called the bus susceptance matrix and is formed using the 
same rules (Equations (2.3.S-2) and (2.3.3-S)) as the bus admittance matrix. 
In this matrix only the reactances of the transmission line impedances are 
used and the matrix is real. When B is formed in this way, the absolute 
value signs are be dropped. Also let
By > 0, i*j 
Bjj > 0, i=j .
Equation (2.3.3-S) is written in matrix-vector form by simply including a 
minus sign
—B3q = PB. (2.3.3-10)
Here, PB is a vector of active injected bus power, ^ is a vector of bus 
voltage phase angles (in radians), and B is the bus susceptance matrix.
The reactive power equation is linearized in a similar manner. Equation 








Qi - -Vi V [B,, IVj-VilB.il.
Y j=l
V ■' 7*i
With the Bji teirms described earlier in Equation (2.3.3-9),
Qi = (-I.OJVj S BijVj.
': j-i. ; :
Allowing Vj = 1.0, yields,
■ Q = -E BjjVj,
: \ -1=1 . y' Y > Y;: :
which is easily expressed in matrix-vector form as
; -BYb = Qb i ' (2.3.3-12)
The bus susceptance matrix is exactly the same as in Equation (2.3.3-10). 
QB is a vector of injected reactive power and VB is a vector of bus voltage 
magnitudes.
2.3,4 Solution iii Matrix-Vector Form
The matrix^vector equations just derived provide enough information to 
completely describe a power system. In fact, these equations will over 
describe a system if all of the equations are used. It should again be noted 
that reactive power and voltage magnitude are decoupled from active power 
and voltage phase angle. These equations can be used in four different ways 
to link the three variables of both the reactive and the active power cases. 
Figure 2.4 pictorially represents this idea, Any one of the four cases shown 
can be used to solve for the unknowns. Elements of Figure 2.4 are 
interpreted as follows: the active power Case I consists of all three equations
,Y PB = _B^
Pb - LtPl.
In Case II, the second of these equations is deleted from the model and only 
the first and third equations are used to relate P^, and Pb* In the active 
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Figure 2.4 Solution possibilities for active and reactive cases
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pl = yl^ 
pB = ltpl. ■
Case IV is a similar interpretation using the model
PB = —
Pb = LtPl.
The rehctive power relations are interpreted similarly.
The active power solution will be treated in some depth; the reactive 
power solution is derived in a parallel manner, and for this reason, it will be 
dealt with only when the derivation is substantially different (See Section 
2.4.3). ..
The vectors PL> PB> and for the active case, and QL, QB, and VB for 
the reactive will consist of known and unknown quantities. The known 
quantities are the result of data acquisition. Let the vectors PL> PB> and 















Where nline is the number of lines, nbus is the number of busses, plk is
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number of active line power flows, pbk is the number of known active bus 
power injections, and dbk is the pumber of known voltage phase angles. The 
matrices Y, L, LT, and B will also be partitioned in order to maintain 
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Each of these three matrix equations may be expanded with the unknowns 
placed on the left side of the equation, and the knowns placed on the right 
side of the equation. Once this is done, the resulting equations are easily 
placed in matrix-vector form where the unknowns are solved for in the 
minimal least squares sense. This is done for Case II only as the method is 
quite straightforward
27
A7g + B7f = 1^
C7# + D7>£ = p£
+ KP? = p£
Lfj+ Mpf = p| :
A^b -Pi1 = -B3?
= P-d^f 
jp? -pj = -Kpf 
LPl = Pf-MPf
A -I 0 xU









2.4 Modifications for Bong Transmission Lines and Off-Nominal 
Tap Ratio Transformers
Typical power systems contain long transmission lines that are modeled 
by including shunt admittances to the model showp in Figure 2.2. Most 
transformers contain various tap settings above and below the nominal tap 
setting. Typically the tap settings of these transformers can be changed only 
when the transformer is unloaded; this is normally done seasonally to help 
maintain the voltage profile. More expensive transformers allow the tap 
settings to be changed under load. In order to apply this non-iterative power 
flow study to a standard IEEE test system and to realistically compare the 
solution to a Newton-Raphson solution, shunt admittance and off-nominal 
tap ratio transformers must be modeled and included in the solution.
4.J Long Transmission Lin® JVfodel
A long transmission line is modeled like a short line except a charging 
Capacitance is added to both ends of the line [38]. In this context, the term 
long does not imply a distributed parameter model of a line; the model used 
is a lumped parameter model with charging capacitance lumped at the line 
terminals. This model is valid through about 300 Km line lengths. Beyond
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this length, the lumped form of the distributed model may be used, as shown 
by Heydt in [3]. For certain values of Zy and yj, the lumped parameter model 
behaves exactly like the distributed model at the terminals. For the present 
purposes, the long line model is shown in Figure 2.5. The complex current 
entering the line at bus i is
i. (2.4.i-i)
and the complex power entering is
Sy - Vi{(zij)“1[(l + Zijy^Vi - Vj]}*. (2.4.1-2)
This equation can be rewritten in polar form, real and imaginary parts
equated, and simplified as done in Section 2.3. The following expressions are 
obtained for active and reactive power
p,i = feirH^Hi) t2-4-1-3)
\ Q,j ’ V,A(x,j) 1 - VitXij)"' (2.4-1-4)
where
A = 1 — Xjjbj. (2.4.1-5)
The shunt admittance at bus i, y,, is assumed to be completely capacitive. 
Because yj = g-fjb, the shunt admittance becomes jb. It is interesting to 
note that, under the assumptions in Section 2.2, shunt admittance does not 
affect the ability of the line to carry active power. Increasing shunt 
admittance does, however, decrease the amount of reactive power that the 
line will carry for given V; and Vj.
2.4.2 Transformer Model
The common model for a transformer with a nominal tap ratio is simply 
the impedance of the transformer (on a per unit basis). A transformer with a 
variable tap setting t is shown in Figure 2.6. The unity turns side of the 
transformer is connected to bus i, and the tap side is connected to bus j. 
The transformer impedance is considered to be completely reactive. A 
transformer of this type can be modeled by the equivalent circuit shown in 
Figure 2.7 [3]. All values are given as admittances. Substituting the 
appropriate values from this figure into Equations (2.4.1-3), (2.4.1-4), and 
(2.4.1-5) give the following equations for active and reactive power flow 






Figure 2.5 Long transmission line model
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Figure 2.6 Off-nominal tap ratio transformer model
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(1 *t)yii
Figupe 2.7 Equivalent circuit for off-nominal tap ratio transformer
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Pij - (2.4.2-1)
Qij •' ts(xij) ‘Vrt(»ii) % (2.4.2-2)
This may be done for the receiving end as well. Equations for the active and 
reactive power flow through a transformer as measured from the assumed 
receiving end (tap side) are
I>,j ,(*,,) '(;•-*;) (2.4.2-S)
Q,, “ t(x,j) ‘Vi-l^r'Vj. (24.2-4)
If t2 of Equation (2.4.2-2) is expanded in a Taylor’s series where t = 1 4- e, 
and Vj = Yj — V, Equations (2.4.2-2) and (2.4.2-4) are found to be equivalent 
and the expression for Qj becomes
Qij - elXijJ-'V. (2.4.2-S)
2.4.3 Modifications to Matrices
The required changes to the bus susceptance matrix, B, are 
straightforward, but the changes to the matrix T = YL of Equations (2.3.2- 
7) and (2.3.2-8) are not so obvious. The bus susceptance matrix is modified 
for a transmission line by adding the line charging capacitance to the 
diagonal elements of B associated with the busses connected by the 
transmission line. If a transformer with a tap ratio of t at bus j connects bus 
i and bus j, then the transformer is treated as a transmission line with a 
series admittance of ty,j charging capacitance of t(l—t)yy at bus i, and 
charging capacitance of (1—t)y;j at bus j. Modifications to the matrix T are 
different for active and reactive cases.
Consider line m that can be either a transmission line or a transformer. 
Line m begins at bus i and terminates at bus j. The line reactance of line m 
is Xjj, the charging capacitance of line m at bus j is bmj and the tap ratio of 
line is tm; the tap is always connected to bus j. For the active power case, if 
line m is a transmission line and not a transformer, T becomes
(TU











For the reactive power case, if line m is a transmission line and not a 
transformer, T becomes
|TU =
If line m is a transformer,
[T]mn =









One possible method of solving the system of linear equations Ax = b is 
by using the singular value decomposition (SVD) to calculate the Moore- 
Penrose inverse. The solution is then simply x = A+b. The SVD is especially 
useful because the singular values may be used to gain significant insight into 
the least squares problem. The SVD is described in Appendix A. Also, a 
great deal of effort has gone into commercial software for the solution of the
SVD problem. These efforts include sparsity programming methods.
The solution to Ax = b can be quite sensitive to small changes in the 
elements of A, To put this idea into a numerical context, the notion of the 
condition number of a general rectangular matrix, A, is defined as
k(A) = |1a|IIK+II (2.5-1)
In Eq.(2.5-1), the norm notation may be one of several possible norms and the 
condition number, k(A), depends on the norm which is used. If the norm is 
the two-norm of a matrix defined in [29], then
°r(A)
where r== rank(A) and oi(A) and <rr(A) are the largest and smallest singular
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values of A respectively. With the condition number defined, the following 
theorem is presented with the proof found in [29].
Theorem
Suppose b, x, r, x and p are vectors that satisfy 
||Ax—b|| = min r = b — Ax
||(A+5A)x—(b+5b)|| = min f = (b-|-<5) — (A+6A)x 















+ tan(#)k(A)2 - + 0(62) (2.5-3)
where 0(e2) denotes a term of order e2. The interesting feature of this 
theorem is that the sensitivity of the least squares solution is largely 
determined by the square of the condition number. Thus, a large difference 
between the largest and smallest singular values of A result in large bounds 
for error in the minimal least squares solution.
2.6 Summary
By making four basic assumptions about the state of a power system, 
linear equations describing the system are established. These equations can 
be used in four different ways to establish a set of linear equations sufficient 
to allow for the solution of all unknown system variables considered. A 
method for incorporating off-nominal tap ratio transformers and transmission 
line shunt capacitance is developed. The system of linear equations may be 
solved in the minimal least squares sense. In all cases the coefficient matrix is 
sparse and sparsity programming techniques could be employed. By studying 
the singular values of the coefficient matrix, solution error may be quantified 
and insight into the problem of minimizing solution error is gained.
i
CHAPTERm
REPRESENTATIVE TESTS AND RESULTS
3.1 Test System Description
The transmission system that was used to test the non-iterative load 
flow study is a slightly modified version of the 345 KV New England test 
system found in [39], This system is representative of a typical 345 KV 
transmission system consisting of forty-four lines and thirty-eight busses. 
Eight of the busses are introduced by off-nominal tap ratio transformers. 
There are twelve transformers and they are described by a reactance and a 
tap ratio. The transmission lines are modeled by a series impedance and a 
shunt capacitance placed at both ends of the lines as shown in Figure 2.5. 
All eight generation busses were assumed to be voltage regulated busses 
regulated to a voltage magnitude of one per unit. A one line diagram of the 
systeih is shown in Figure 3.1. The test system was per Unitized on a 100 
MVA-345 KV base. Transmission line data, bus voltage data, load and 
generation data, transmission line load data, and transformer data can be 
found in Appendix B.
A base, or known solution to this system was provided by a Newton- 
Raphson algorithm as discussed in Section 1.2.1. The mismatch tolerance 
was set to 0.001 per unit. This guarantees that the calculated power injected 
at each bus is within 0.1 MW of the given injected power. Bus number one 
of the system in Figure 3.1 was chosen as the swing bus. Busses two through 
seven are the voltage regulated busses. Injected active and reactive bus 
power was not specified for the swing bus, and only injected active power 
was specified for the voltage controlled busses. The unspecified bus 




Figure 3.1 New England test system
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3.2 Comparison of Methods
Initially, all four methods were compared graphically using a measure of 
the difference between the calculated value from the non-iterative method, 
and the corresponding known value from the Newton-Raphson method. This 
measure will be called the root mean square(RMS) error and is defined as
Erms ^ ^ X! (A,cal—^i,kwn)2 (3.2-1)
where F is the variable type in question, Erms is the RMS error of that 
particular variable type, and N is the number of calculated unknowns. The 
RMS error is a rapid means for determining the accuracy of each method as 
compared to one another. Figures 3.2, 3.3, 3.4, and 3,5 show the base ten 
logarithm of RMS error of the four variable types plotted against the number 
of provided measurements. The ledgends on these figures refer to Figure 2.4. 
In these cases, nineteen bus injections were provided along with one bus 
voltage magnitude and phase angle. Measurements are provided to the study 
method by first adding the remainder of the bus injection measurements, all 
line flow measurements, and then the bus voltage information. Line flow 
measurements were given approximately in order from largest load to 
smallest load. The busses were ordered beginning with generation busses, 
then busses with no generation or load, and finally the remaining busses from 
largest load to smallest load. After each new measurement is provided, the 
RMS error for each variable type is calculated and plotted.
In the examination of Figures 3.2 through 3.5, it is apparent that no one 
method is obviously superior as compared to the others. For the active 
pqwer case, method two, and for the reactive power case, method three as 
shown in Figure 2.4, appear to be the most accurate solution methods and 
these methods will be the only ones considered in the remainder of this 
chapter. The inaccuracy of the other methods appears to be caused by the 
nodal equation in the active power case, and the transportation equation in 
the reactive power case. The nodal equation approximates the injected bus 
power using line admittance data and bus voltage phase angles. This 
equation is simply the line flow equation summed pver all the lines connected 
to the bus. The small error in each one of the line flow equations propagates 
into a large error in the nodal equation explaining why this equation could be 
detrimental to the solution. In the reactive power case, the transportation 
equation leads to inaccurate solutions. The use of this equation assumes 
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Figure 3.5 Reactive line flow RMS error vs. provided measurements
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the reactive power case as transmission lines can consume much reactive 
power. Also, reactive power may come from both ends of the line to supply 
the line with reactive power; this further complicates the problem.
It should also be noticed from these figures that in many instances, large 
reductions in error are made with the addition of a single measurement. 
'This is reflected by the condition number of the coefficient matrix as 
discussed in Section 2.5. Condition numbers and singular values will again be 
examined in Section 3.4.
The remainder of this chapter will focus on the non-iterative load flow 
study method in more detail. The load flow study method will use the 
solution method of case two for active power, and the solution method of 
case three for reactive power.
3.3 Detailed Analysis
Before beginning with an in depth examination of the method, a few 
words should be said about the provided measurements. In actual practice, 
provided measurements come from the data acquisition system. The devices 
used to detect and quantify these measurements will not be identical. Thus, 
some measurements will be more reliable than others. Also, measurements 
will be corrupted by noise, and will be completely invalid in some instances. 
No attempt will be made here to account for these problems. The question 
of which measurements will, or should be provided is a difficult one to 
answer. The obvious answer is to provide the measurements that yield the 
most accurate solution. In general, we can be assured that certain 
measurements will be available. The total complex power injected at 
generation busses will generally be known. This will also be true for busses 
with large loads, or busses with no load or generation associated with them. 
It is also reasonable to assume that heavily loaded lines, high voltage lines, 
or any other lines carrying large loads will be monitored. At least one 
voltage magnitude and phase angle will be specified for reference since the 
solution is based on differences in bus voltage magnitudes and angles. Due to 
the difficulty and expense in detecting and transmitting phase angle 
information, the one reference phase angle might indeed be the only given 
phase angle. Under these considerations, the ordering used in the previous 
section is reasonable. Beyond this, a variety of other cases will be used to 
illustrate other orderings. Although these cases were studied in some detail, 
they are not presented since the results are quite similar.
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The solution will be examined using some methods drawn for the field of 
statistics. If F denotes a particular variable type, then the error in a
calculated variable is defined as
eiF — lfi,€AL — ^.kwnI* (3.3-1)
The inaximum error is defined as the largest error taken over the set of 
calculated variables
e£ax = max(eiF} i e {calculated values}. (3.3-2)
The average error is simply the arithmetic mean of all the errors for a 




where N is the number of calculated values. The square of standard 
deviation in the error is defined as
N - N „
>;
[of p = 1-1 ^ - (3 3-4)
for at least two calculated values. These equations will be used to closely 
examine the accuracy of the solution as measurements are provided. This 
will be done for various orderings of the provided measurements.
At this point, it is necessary to describe the test case used. Test case 
one begins with all generation, swing bus voltage magnitude and angle 
known. In addition, busses with no generation or load associated with them 
are known. Measurements are provided by first providing the remainder of 
the bus injections, then the line flows, and finally the bus voltage 
measurements. Bus injections, line flows, and voltage information can be 
added in five other orderings. These additional orderings, along with test 
case one are summarized in Table 3.1. All test cases begin with the same 
knowns. The orderings of the individual values of voltage magnitude, etc. 
Were not changed. In a more general sense, provided measurements will be 
some combination of bus injections, line flows, and bus voltage 
measurements; not simply one large group of datum. One could devise 
numerous ordering scenarios; the orderings used here are considered to be 
adequate for the present purposes. The results of test case one are shown in 
tabular form in Appendix C. The voltage and line flow results of test case 
one are shown graphically ; in Figures 3.6-3.9. These results are fairly typical
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Figure 3.7 Maximum, average, and standard deviation in voltage 
phase angle error
max
















Number of Provided Measurements
Figure 3.9 Maximum, average, and standard deviation in reactive 
line flow error
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of the other five cases. In test cases two through five, accurate results are 
erratic while the initial set of Jcnowns is provided. In test cases two and ifive, 
the initial inclusion of the line flow measurements did not benefit the solution 
accuracy. The reactive case especially suffered. In test cases three and four, 
the active power case suffered from the inclusion of voltage phase angle 
measurements. These problems are of little concern for several reasons. In 
practice many 'bus injections and few voltage phase angles will be known, 
and this poor behavior will not he evident. Also, it should be remembered 
that this is an approximate method expected to calculate solutions quickly. 
During a disturbance, the system is not well known. Fault impedances are 
not very predictable and it is not reasonable to be overly concerned with 
solution accuracy.
This section and especially Figures 3.7-2.9 may be summarized as 
follows:
* At a particular point, the average error is reduced to a low value and 
^remains that way as ipore measurements are added.
* Maximum error tends fo be much greater than the -average error 
while the standard deviation remains small.
* The addition of a single measurement may cause large reductions in 
error.
-* fEcmnfgcnc^aJly^decreases as measurements ace provided.
I* After approximately forty measurements are provided:
i. ) average phase angle error decreases to less than 0.13 degrees
ii. ) average voltage magnitude error decreases to less than 0.045
per unit
iii. ) average active line flow error decreases to less than 0.025 per
unit
iv. ) average reactive line flow error decreases to less than 0.63 per
unit ■■ '■ ■ ■
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3.4 Singular Valuer
In Section 2.5 it was shown that the condition number of the coefficient 
matrix gave an indication of the sensitivity of the least squares solution. The 
inclusion of a measurement causes the deletion of a column of the coefficient 
matrix, and may or may not have a profound effect on the solution. If a 
decrease in the condition number and thus , the sensitivity of the least squares 
solution is evident, thjSn the addition of that particular measurement may be 
considered to be helpful to the accuracy of the solution. This is apparent in 
Figure 3.10 where the normalized square of the condition number and the 
normalized maximum voltage magnitude error are plotted. As the square of 
the condition number rises and falls, so does the error. Additional 
measurements should be provided until the least squares solution becomes 
insensitive. This could be defined as the point at which the condition 
number falls below a predetermined value. Because the condition number is 
directly calculated from the singular values, the study of the singular values 
becomes very important.
Parameters that produce large and small singular values must be 
identified and eliminated by deleting the column or columns containing these 
parameters. This will indicate which measurements are most useful in 
increasing the accuracy of the solution. It is very difficult to determine 
analytically which parameters yield large and small singular values. The 
numerical solution, however, is quite simple. The active case singular values 
corresponding to four situations are shown in histogram form in Figure 3.11. 
It is evident that specific groups of singular values are associated with 
certain measurements.
It should be noted that the accuracy of the linear problem is in question 
here. The actual load .flow problem is nonlinear with the linear problem 
being derived from it. Improvements in the accuracy of the linear problem 
may or may not translate into improvements in the accuracy of the nonlinear 
problem.
norm
magnitude error and 
squared ys. provided
Figure 3.10 Normalized maximum voltage 
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The primary goal of this research was to develop an alternative, fast, 
reasonably accurate load flow solution that incorporated known system 
parameters. The primary contributions of this research are:
1. ) Formulation of a linear load flow problem suitable for a non-iterative
solution based on the method of minimum least squares.
2. ) A method of incorporating transmission line charging capacitance and
off-nominal tap ratio transformers into the linear problem.
3. ) Inclusion of available system measurements into the linear, non­
iterative load flow solution.
4. ) A study of the characteristics of the solutions of the linear load flow
problem by the method of minimal least squares. This includes a study 
bf ike error characteristics.
5. ) A study of the singular spectrum characteristics of the linear load flow
problem.
6. ) A method to identify optimal measurement placement and .problem 
formulation.
Four assumptions lead to the linearization of. power flow equations. 
System measurements were incorporated in the problem which was then 
solved in the minimal least squares sense. A method for the optimal number 
of measurements and their placement is suggested. The method was tested 
extensively on the New England test system.
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4.2 Recommendations
Recommendations for further research are:
1. ) Identify an algorithm for optimal measurement placement.
2. ) Study singular values and condition numbers for transformed set of
equations.
3. ) Include losses.
4. ) Include bad data identification and correction.
5. ) Apply sparsity and optimal ordering techniques.
6. ) Investigate different methods of solution such as the QR decomposition.
7. ) Study measurement placement such that the loss of a measurement
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Appendix A Minimal Least Squares Solutions
A.1 The LU DecompqsitiQp
The solution to the set of linear equations Ax == b when A is singular is
x = (ATA)-1ATb (Al)
when (AtA)_1 exists. The matrix (ATA)_1AT is often referred to as the 
pseudoinverse of A, or A+. Difficulty in applying equatipn (Al) arises when 
(AtA)_1 is singular or when computer round-off error causes significant 
errors in the calculation of this inverse. One possible cure to the problem is 
to factor A into two matrices L and U where L is lower triangular with a 
unit diagonal, and U is lower triangular [33]. The dimension of the matrices 
and vectors are
A m by n 
x n by 1
b m by 1 (A2)
L m by r 
U r by n
where r is the rank of A and is determined during the decomposition. When 
A is decomposed in this way? Equation (Al) becomes
x = UT(U Ut)-1(L L)_1LTb. (A3)
Once the decomposition is complete, the system type is determined and 
further calculations are performed as required.
If m = n = r, the system is square and possesses a unique solution. 
The solution is arrived at by simply solving
LUx =b (A4)
in two steps by forward and back substitution.
If m > n and r = n> then the system is overdeterrninefl and possesses 
maximum rank. In this case, Equation (A3) reduces to
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x = U-1(LTL)-1LTb. (AS)
Because r = n, (LTL)U is square and the equation is easily solved.
When n > m and r = m, the system is underdeterrmned and is of 
maximum rank. The solution is dealt with in a similar manner as the 
overdetermined system. Equation (A3) becomes
x = UT(U UT)-1L-1b (A6)
or . '
X =UTw. (A7)
Because m = 4, L(UUT) is square and w is easily found.
If r < m and r < n, the system is rank deficient and (A3) is directly 
applied. Equation (A3) may be simplified slightly and becomes
x =UT(LTLUU)“1LTb . (A8)
(AO)
A.2 Singular Value Decomposition
The Singular Value Decomposition (SVD) is not only another alternative 
method for the evaluation of the pseudoinverse of a matrix but more 
importantly, it is a means of calculating the singular values of a matrix. The 
singular values may then be used to calculate the condition number which is 
a measure of the sensitivity of the least square solution.
The SVD theorem states that any mxn matrix A may be factored into 
three other matrices
A = U£ VT (A10)
where U is a mxn orthonormal matrix, V is a nxn orthonormal matrix, and 
is a mxn matrix consisting of r singular values along the main diagonal 
and zeros everywhere else, where r is the rank of A [29]. The singular values
*T\
are the strictly positive square roots of the non-negative eigenvalues of A A. 
The pseudoinverse is found as
A+ = U£+Vt (All)




Here, L LUU is square.
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diagonals where these entries are the reciprocals of the eipgul4f values.
A.3 The QR Decomposition
This method involves decomposing A into a unitary matrix Q and an 
upper right trapezoidal matrix R,
Using the property of Unitary matrices that Q * = QT one obtains
Rx QTb. (A13)
The solution is obtained by back substitution. The decomposition is usually 
difficult but procedures for determining the decomposition are well 
documented [29].
There are numerous methods for solving equation (Al) under the 
imposed conditions each with advantages and disadvantages. The power 
systems problem will certainly be sparse and gains in computation speed will
be available through sparsity and optimal row ordering techniques.
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Appendix B New England Test System Description
Table B1 New England test system line list
Bus Number Line Jm]pedance Line Che.
i i r X B




4 18 .0007 .0142
19 29 .0008 .014 .2565
5 30 .0005 .0272
8 32 .0006 .02
3 20 .0009 .018
10 12 .0002 .0026 .0434
18 26 .0016 .0195 .3040
10 31 .0006 .0092 .1130
it 27 .0013 .0151 .2572
13 14 .0004 .0043 .0729
9 11 .0181
24 30 .0022 .0350 .3610
10 14 .0007 .0082 .1389
28 33 .0014 .0151 .2490
12 21 .0008 .0112 .1476
26 ♦ 29 .0008 .0135 .2548
23 26 .0009 .0094 .1710
13 16 .0004 .0043 .0729
15 16 .0009 .0101 .1723
25 36 .0014 .0147 ,2396
11 32 .0070 .0086 .1460
15 22 .0008 .0129 .1382
21 31 .0004 .0046 .0780
17 26 .0007 .0089 .1342
17 34 .0007 .0082 .1319
28 36 .0057 .0625 1.029
20 18 .0007 .0138
12 22 .0008 .0128 .1342
33 36 .0043 .0474 .7802
22 27 .0013 .0213 .2214
32 36 .0032 .0323 .5310
24 26 .0003 .0059 .0680
11 35 .0035 .0411 .6987
21 38 .0023 .0363 .3804
19 30 .0006 .0096 .1846
27 34 .0011 .0133 .2138
14 37 .0016 .0435
16 37 .0016 .0435
15 23 .0018 .0217 .3660
17 25 .0013 .0173 .3216
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■ i . . a ; .. r - - X t .[
'.tf'v 28 ' 0.0008 010156 i 41025;
■ 2 13 f 0,02 1:07 i
6 : >19 • | 0;014S 1.025
. i 10 1 0^025 1.07
■It ■ 18 0,0007 0.0142 ; 1107 ;
5 : 30 : 0.0005 010272 ! 1.00
32 - 0.0006 0.0232 ^ 11025;
3 20 v 0.0009 0,018 1.009 :■
9 11 0,0161 Ii025 i
20 ? m * 0.0007 : 0.0138 ; 1.06
14 i 37 i 0.0016 0^0435 1;006
:io • :.®7J 0,0016 0.0435 l’006f
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Appendix C Computer Study Datum





■Fr pt, eniax’ eave <J
19 l 0 7.289 3.191 2.235
20 i o 7.278 3.249 2.213
21 i 0 6.438 2.657 1.978
22 i 0 5.057 1.857 1.634
23 i 0 4.975 1.949 1.569
24 l 0 4.940 1.969 , 1.535
25 i 0 4.827 2.026 1.482
26 l 0 4.818 2.121 1.432
27 l 0 4.655 2.138 1.272
28 i 0 4.648 1.959 1.154
29 l o 4.705 1.990 1.175
30 i 0 4.546 1.209 0.933
31 l 0 4.225 0.691 0.892
32 i 0 4.136 0.660 0.915
33 i 0 4.108 0.592 0.861
34 i 0 4.596 0.741 0.828
35 i 0 4.705 0.817 0.817
36 i 0 4.225 0.465 0.861
37 i 0 1.110 0.447 0.296
38 l 0 0.632 0.129 0.150
38 i 1 0.635 0.132 0.158
38 i 2 0.625 0.132 0.153
38 i 3 0.631 0.131 0.155
38 i 4 0.600 0.133 0.139
38 i 5 0.631 0.134 0.145
38 i 6 0.637 0.132 0.148
38 l 7 0.640 0.132 0.149
38 i 8 0.641 0.133 0.151
38 i 9 0.666 0.136 0.158





Pr ¥ Pi, ?ma.Y a ...
38 i 11 0.591 0.130 0.130
38 i 12 0.590 0.130 0.129
38- l 13 0.555 0.134 0406
38 1, 14 0.561 0.133 0.108
■: 38 ■' l * 15 0.553 0.133 0.105
38 l 16 0.535 0.138 0.099
38 ■ l 17 0.534 0.139 0.098
38 i 18 0.533 0.138 0.097
38 i 19 0.533 0.138 0.097
38 i 20 0.516 0.143 0,093
38 l 21 0.518 0.142 0-094
38 l 22 0.519 0.142 0,094
38 i 23 0.531 0.139 0.096
38 i 24 0.528 0.144 0.101
38 i 25 0.511 0.138 0.093
38 i 26 0.512 0.138 0.093
■ 38 i 27 0.512 0.138 0.093
38 i 28 0.502 0.139 0.094
38 i 29 0.522 0.137 0.095
38 l 30 0.522 0.136 0.094
38 l 31 0.522 0.136 0.094
38 i 32 0.516 0.137 0.093
38 l 33 0.516 0.137 0.093
38 i 34 0.516 0.137 0.093
38 i 35 0.512 0.136 Q.092
38. l 36 0.512 0.136 0.092
38 l 37 0.512 0.136 0.092
38 i 38 0.512 0.136 0.092
38 i 39 0.512 0.136 0.092
38 i 40 0,520 0.135 0.094
38 i 41 0.520 0.135 0.094
38 i 42 0.52Q 0.135 0.094
38 i 43 0.522 0.134 0.094
38 i 44 0.521 0.135 0.094




Pr PTl ^iriay eave a
38 3 44 0.348 0.219 0.089
38 4 44 0.470 0.305 0.117
38 5 44 0.364 0.229 0.087
38 6 44 0.317 0.190 0.080
38 7 44 0.338 0.210 0.077
38 8 44 0.302 0.185 0.076
38 9 44 0.297 0.188 0.071
38 10 44 0.259 0.118 0.076
38 11 44 0.251 0.118 0.072
38 12 44 0.248 0.118 0.070
38 13 44 0.255 0.131 0.068
38 14 44 0.255 0.135 0.066
38 15 44 0.236 0.120 0,062
38 16 44 0.236 0.123 0.062
38 17 44 0.194 0.072 0.045
38 18 44 0.194 0.070 0.048
38 19 44 0.194 0.070 0.050
38 20 44 0.194 0.073 0.049
38 21 44 0.194 0.075 0.052
38 22 44 0.194 0.075 0.054
38 23 44 0.194 0.069 0.060
38 24 44 0.194 0.074 0.060
38 25 44 0.189 0,064 0.060
38 26 44 0.189 0.068 0.060
38 27 44 0.189 0.069 0.064
38 28 44 0.189 0.059 0.056
38 29 44 0.189 0.062 0.058
38 30 44 0.189 0.067 0.060
38 31 44 0.189 0.075 0.060
38 32 44 0.103 0.060 0.032
38 33 44 0.103 0.057 0.034
38 34 44 0.103 0.069 0.027
38 35 44 0.103 0.067 0.032
38 36 44 0.103 0.073 0.043
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Qn V Ql ema.Y a
38 1 ii 0,114 0.036 0.033
38 1 12 0.113 0.035 0.033
38 1 13 0.090 0.027 0.025
38 1 14 0.091 0.027 0.025
38 1 15 0.089 0.027 0.025
38 1 16 0.090 0.031 0.024
38 1 17 0.091 0.032 0.024
38 1 18 0.093 0.032 0.024
38 1 19 0.092 0.032 0.024
38 1 20 0.093 0.035 0.024
38 1 21 0.090 0.034 0.023
38 1 22 0.084 0.029 6.022
38 1 23 0.074 0.023 0.019
38 1 24 0.055 0.021 0.013
38 1 25 0.058 0.022 0.014
38 1 26 0,058 0.022 0.014
38 1 27 0.059 0.022 0.014
38 1 28 0.050 0.021 0.011
38 1 29 0.047 0.019 0.010
38 1 30 0.046 0.019 0.009
38 1 31 0.046 0.019 0.009
38 1 32 0.044 0.018 0.008
38 1 33 0.043 0.018 0.008
38 1 34 0.043 0.017 0.008
38 1 35 0.042 0.017 0.007
38 1 36 0.042 0.017 0.007
38 1 37 0.042 0.017 0.008
38 1 38 0.042 0.018 0.008
38 1 39 0.042 0.018 0,008
38 1 40 0.042 0.018 0.008
38 1 41 0.042 0.018 0.008
38 1 42 0.042 0.018 0.008
38 1 43 0.042 0.018 0.008
38 1 44 0.039 0.017 , 0.007





; ■ ; ■ •• > ;
Error
Ql ^TnaSr
38 i' 44 0.031 6.011 0.006
38 4 44 : 6.02§ 0.009 0.006
3$ 5 44 0.028 0.008 0.006
38 6 : - 44. 0.027 0.007 0.006
38 „■ 7 ! 44 ; 0.025 0.007 0.005
38 ; 44 0.022 6.6o5 0.004
38 ; 9 : 44 0.024 6.6o6 0.005
38 ; 10 44 0.023 p.pps 0.005
: 38 ; - 11 ! 44 0.021 6;p64 0.005
38 12 44 0.021 0.004 0.005
38 : 13 44 0.021 6.004 0.005
38 i 14 . 44 0.021 0.004 0.005
’ 38 ; 15 44 0.021 0.004 0.005
38 16 44 0.021 0.004 0.005
38 17 44 0.019 0.604 0.005
38 . is ; - 4.4. : 0.019 0.004 0.005
38 19: 44 : 0.019 0.004 0.005
38 : 20 44 : 0.019 0.004 0.005
38 21 ^ 44 : 0.019 0.004 0.005
38 22 44 : 0.019 6.004 0.005
38 ; 23 44 : 0.019 0.004 0.005
38 . 24 44 0.019 6.665 0.005.V-y't-'
38- 25 : ■'44:: 0.013 0.004 0.004
38. % 44 : 0.013 0.004 0.004
38 27 44 0.013 0.004 0.004
38 28 44 0.012 0.003 0.005
38 29 44 0.012 6.6o4 0.005
38 : .3b". 44 0.012 0.004 0.005
38 31 44 6.012 0.005 0.005
; 38 32 44 0.020 0.006 0.007
38 33 ' 44.- o.i&o 0.007 0.008
38 34 44 0.020 6.069 0.008
38 35 44 0.008 0.005 0.606
38 36 44 0.005 0,003 0.002
38 37 44 0.005 6.005 0.000




Pr PTl ®ma y ®ave a
19 l 0 2.768 0.960 0.751
20 l 0 2.770 0.946 0.764
21 i 0 2.269 0.846 0.719
22 1 0 2.110 0.742 0.654
23 l 0 2.117 0.717 0.631
24 l o 2.122 0.726 0.625
25 i 0 2.127 0.717 0.595
26 l 0 2.199 0.714 0.592
27 l 0 2.105 0.625 0.553
28 l o 2.103 0.578 0.574
29 l o 2.107 0.579 0.578
30 l 0 2.047 0.423 0.525
31 l 0 1.740 0.385 0.452
32 1 0 1.702 0.380 0.439
33 1 0 1.690 0.366 0.439
34 i 0 1.895 0.302 0.429
35 l 0 1.941 0.286 0.437
36 l 0 1.739 0.277 0.431
37 l 0 0.433 0.074 0.093
38 l 0 0.109 0.020 0.022
38 l 1 0.113 0.021 0.024
38 l 2 0.112 0.020 0.023
38 i 3 0.111 0.021 0.024
38 1 4 0.110 0.021 0.023
38 l 5 0.110 0.021 0.023
38 l 6 0.110 0.022 0.023
38 i 7 0.110 0.023 0.023
38 i 8 0.118 0.024 0.025
38 i 9 0.119 0.026 0.025





P T* 5r PT, eavfi
'At:" 1 - ll 0,115 0.022 0,024
38 1 12 0.115 0.022 0.024
38 1 13 0.102 0.020 0.024
38 1 14 0.103 0.021 0.024
38 1 15 0.085 0.019 0.022
3i; . ' 1 . ■ 16 0.085 0.018 0,022
38 1 - 17 0,085 0.019 0.022
38 1 18 0.084 0.019 0.023
1 38 1 19 0.084 0.020 0.023
: 38/ 1 '■ 20 0.084 0.019 0.022
38 ; 1 21 0,084 0.020 0.022
38 ^ 1 ‘ 22 0.084 0.021 0.023
38 : 1 23 0.085 0.020 6.024
: 38 1 24 0,089 0 020 0.024
38 1 25 0.044 0.013 0.013
38 1 26 0.044 0.014 0.013
38 ^ 1 27 0.044 0014 0.014
38 1 28 0.042 0.014 0.014
i 38 ; i' 29 0.033 0.010 0.010
: 38 i 30 0.027 0.010! 0.009
38 l ' 31 0.027 0.010 0.009
j'38 l : 32 ■■ 0iO27 0.010 ; o.oio
38 l 33 0.027 0.011 0.010
38 l : 34 6,027 0.012 0.010
38 l 35 0,022 0.011 0.009
38 l 36 0.022 0.010 0.009,
38 X 37 0.022 0.011 0.009
38 . ' l " . 38 0.022 0.013 0.009
F 38 : l 39 0.022 0.011 0.010
38 1. 40 0.022 0.008 0.009
38 1 41 0.022 0.010 0.011
38 l 42 0.022 0.013 0.014
38 43 0.022 0.022 0.000
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19 1 0 1.156 0.290 0.330
20 1 0 1.073 0.304 0.327
21 1 o 1.075 0.311 0.311
22 1 0 1.111 0.297 0.316
23 1 0 1.306 0.304 0.320
24 1 0 1.079 0.290 0.298
25 1 0 1.146 0.300 0.316
26 1 0 1.169 0.301 0.317
27 1 0 1.216 0.313 0.334
28 1 0 1.247 0.345 0.337
29 1 0 1.016 0.346 0.307
C
O o 1 ( 0 0.922 0,316 0.295
31 1 0 0.969 0.304 6.282
32 1 0 1.033 0.310 0.293
33 1 0 1.218 0.361 0356
34 1 0 1.669 0.387 0.416
35 1 0 1.797 0.502 0.471
36 1 o 3.650 1.053 1.046
37 1 o 6.781 1.221 1.427
38 1 0 2.858 0.580 0.593
38 1 1 2.891 0.597 0.606
38 1 2 2.890 0.601 0.608
38 1 3 2.851 0.606 0.606
38 1 4 2.858 0.615 0.607
38 1 5 2.820 0.621 0.606
38 1 6 2.615 0.593 0.591
38 1 7 2.604 0.605 0.592
38 1 8 2.635 0.624 0.604
38 1 9 2.591 0.628 0.602





Pr • ^rnaY 7 ■
; 38 ■. 1 ‘ ’■ ii 2.068 0.493 0.509
38 1 12 2.067 0.507 0.509


















38 1 ; 17 1.426 0.409 0.360
38 1 18 i.438 0.421 G . 3 71
38 ;. l 19 1.438 0.434 0.370
38 l 20 1.211 0.436 : 0.333
38 l 21 1.211 0.441 0.329
38 l ; 22 1.240 01402 0.330
38 l 23 1.266 0.354 0.339
38 l 24 1.043 ? 0.276 0.247
38 l ' 25 1.078 0.291 0.266
38 . 1 26 1.098 0.303 ; 0.273
38 : 1 ' ; 27 1.099 0.307 0.279
38 1 28 0.563 0.215 0.164
38 1 29 0.509 0.175 0.145
38 1 30 0.473 0.155 0.143
38 1 31 0.468 0.139 0.130
' 38 ; 1: 32 0.463 0.132 0.134
38 1 33 0.456 0.136 0.137
38 1 ■ 34 ' 0.453 ;:.Oil47' 0.140
38 i : , 35 0.426 0.143 0.141
38 i 36 0.420 0.141 0.148
38 i 37 . 0.421 0.119 0.148
38 i 38 0.421 0.122 0.162
38 i 39 0.421 0.106 0.176
38 : i 40 0.423 0.128 0.197
38 i 41 0.423 0.167 6.221
38 i 42 0.423 0.238 0.261
i 43 0.422 0.422 0.000
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Appendix D FORTRAN 77 Source Listing for Minimal Least 
Squares Subroutine
**************************************************************
c .. V. ' \ • /. ''' ■ : •
c Least squares subroutine 
c
c Description:
c Finds the least squares solution to a set of linear 









c • ’ ■ ,
c a(input)-the coeflScient matrix(real)(50x50max)
c b(input)-the b vector of the above equation(real)(50max) /
c x(output)-the solution vector(real)(50max)
c ndar(input)-the number of rows of a exactly as in the calling 
c program’s dimension statement(integer)
c ndac(input)-the number of columns of a exactly as in the calling 
c program’s dimension statement (integer)
c ndx(input)-the number of elements in x exactly as in the calling 
c program’s dimension statement (integer)
c ndb(input)-the number of elements in b exactly as in the calling
c program’s dimension statement(integer)
c m(input)-the actual niimger of rows in a (integer) 
c n(input)-the actual number of columns in a (integer)
c r(output)-the rank of a(integer)
c
subroutine leasq(apc,b,ndar,ndac,ndx,ndb,m,n,r)








c . ' ■ ' ' : ’
c Set Up Index Vector







100 jf(sle .imand.s .le .ii^then 
e Search For Maximum Element
maxrpyr=s -1’1' ^ :
imaxepl=s 5
inaxelm=abs(a(s^) 
c Search For abs(a(i,j))= 1.0
c Search Entire Matrix
do 114 i===s,m 












c Interchange Rows and Permute b
118 if(maxrp^.ne^|tiien 
dp 119 j=l,n
tmpy 1 (j)= a(s,j) 
a(sj)= a(maxroy? 






c Interchange Columns And Permute The Index Vector 
if (ipaxcpl.ne .sjthen 
do 121 i=l,m 







c Begin Actual Becompositipn 
dp 130 i=sl-l,m 
if(abs(a(i,s))Je.toll)goto 130 
a(i,s)=a(i,s)/a(s,s) 















c Determine Type Of System and Solve Accordingly 
iffn.lt.m.and.n.eq.r)then
c ****************************************,******* 
c Overdetermined System 
c Calculate tmpmxl=LtL
c Clear The Resultant Matrix
do 140 i=l,r 




c Calculate The Matrix 
do 142 i=l,r 
do 143 j=l,r 

















c Calculate tmpmx2=tmpmxl*U 
c Clear Resultant Matrix 
do 145 i=l,r 
do 146 j=l,n 
t mpmx2 (i j )=0.0 
146 continue
145 continue
e Calculate Resultant Matrix 
do 148 i=l,r 









c Clear The Resultant Vector
do 151 i=l,r 
tmpvl(i)=0.0
151 continue
c ^5alcul|tte The Vector 













c tJnderdete^rmined Systern 
c Calculate tmpmxl=U*Ut
c Clear The Resultant Matrix
do 160 i=l,r 




c Calculate The Resultant Matrix 
do 162 i=l,r 
do 163 j=l,r
’c:







c CJear Jfcesultaht Matrix
dol65l==l>m 
do 166 j=l,r
do 167 i=i^n 
do 168 J==ljr 
do 169 k^%r 
faictor=ljO 















c Compute The Solution x=Ut*x 
c Clear The Resultant Vector 
do 170 i=l,n 
x(i)=0.0
170 continue
c Calculate The Vector 
do 171 i—l,n 







c Unique Solution 
c Preform Forward Substitution 
do 180 i=2,r 
sum=0.0 
do 181 j=l,i-l 




c Preform Back Substitution 
b(r)=b(r)/a(r,r) 
do 182 i=r-l,l,-l 
sum=0. 
do 183 j=i-fl,r 









c Rank Defficient Case or The General Case
c Calculate tmpmxl=LtL
c Clear The Resultant Matrix 
do 190 i=l,r 




c Calculate The Matrix 
do 192 i=l,r 
do 193 j=l,r

















c /: ,. .
c Calculate tmpmx2=U*Ut
c Clear The Resultant Matrix
do 195 i=l,r 




c Calculate The Resultant Matrix 
do 197 i=l,r 









c Calculate tmpmx3=tmpmxl *tmpmx2 
c Clear Resultant Matrix 
do 200 i=i,r 




c Calculate The Matrix 
do 202 i=l,r 
do 203 j=l,r 








c Clear The Resultant Vector
do 205 i=l,r 
tmpyi(i)^=Q.O
205 continue
c Calculate The Vector 
do 206 i=l*r 
do 207 k=i,m 
factor—1.0 
if(k.gt.i)factor=a(k,i) 
tmpvl (i)=t mpv 1 (i)+f actor* b (k)
207 continue
206 continue
c Solve tmpmx3*v==tmpvl for v 
call ludemp(tmpmx3,r) 
call fwdsub(tmpmx3,tmpvl,r) 
call b aksub(tmpmx3,tmpvl,r) 
c Calculate The Solution x=Ut*tmpvl 
Clear The Resultant Vector 
do 208 i=l,n 
x(i)=0.0
208 continue
c Calculate The Vector 
do 209 i=l,n 






c Repermute The Solution And Print It 
c
do 220 i=l,n 
tmpvl(i)=x(i)
220 continue









c LU Decompose a Square Matrix 




do 10 s==l,r 
do 20 i=s-fl,r 
a(i,s)=a(i,s)/a(s,s) 













c Calculate and Store In b 
do 10 i=2,r 
sum=0.0

















do 11 j==i-fl,r 
sum= sum-fa (i,j ) * b (j)
11 continue





£ * * * * * * * * ***** * * * * * * * * * * * * * * * * * * * * * * ****** * * * * * * ****** * * * * *
