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Abstract
We prove that Gibbs measures of nonlinear Schro¨dinger equations arise as high-temperature
limits of thermal states in many-body quantum mechanics. Our results hold for defocusing inter-
actions in dimensions d = 1, 2, 3. The many-body quantum thermal states that we consider are
the grand canonical ensemble for d = 1 and an appropriate modification of the grand canonical
ensemble for d = 2, 3. In dimensions d = 2, 3, the Gibbs measures are supported on singular distri-
butions, and a renormalization of the chemical potential is necessary. On the many-body quantum
side, the need for renormalization is manifested by a rapid growth of the number of particles. We
relate the original many-body quantum problem to a renormalized version obtained by solving a
counterterm problem. Our proof is based on ideas from field theory, using a perturbative expansion
in the interaction, organized by using a diagrammatic representation, and on Borel resummation
of the resulting series.
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1. Introduction
1.1. Overview. An invariant Gibbs measure P of a nonlinear Schro¨dinger equation (NLS) is, at
least formally, defined as a probability measure on the space of fields φ that takes the form
P(dφ) =
1
Z
e−H(φ) dφ , (1.1)
where Z is a normalization constant, H is the Hamilton function, and dφ is the (nonexistent)
Lebesgue measure on the space of fields. We consider fields φ : Λ → C defined on physical
space Λ, which we take to be either the Euclidean space Rd or the torus Td = Rd/Zd ' [0, 1)d
with d = 1, 2, 3, each endowed with their natural operations of addition and subtraction. We are
interested in Hamilton functions of the form
H(φ) ..=
∫
dx
(|∇φ(x)|2 + V (x)|φ(x)|2)+ 1
2
∫
dx dy |φ(x)|2w(x− y) |φ(y)|2 , (1.2)
where V > 0 is a one-body potential and w is an interaction potential. We always assume w to be
repulsive or defocusing, meaning that w or its Fourier transform is nonnegative. Typical examples
for w include bounded continuous functions and the delta function.
Formally, the space of fields φ : Λ→ C generates a Poisson algebra with Poisson bracket defined
by
{φ(x), φ¯(y)} = iδ(x− y) , {φ(x), φ(y)} = {φ¯(x), φ¯(y)} = 0 .
The Hamiltonian equation of motion associated with the Hamilton function (1.2) is then given by
the time-dependent NLS1
i∂tφ(x) = −∆φ(x) + V (x)φ(x) +
∫
dy |φ(y)|2w(x− y)φ(x) . (1.3)
At least formally, we find that the Gibbs measure (1.1) is invariant under the flow generated by the
NLS (1.3). Such invariant Gibbs measures have been extensively studied as tools to construct global
solutions of time-dependent NLS with rough initial data [8,10,11,13–16,19,22,23,31,60,75,89,90,92].
More precisely, the existence of global solutions is shown for almost all initial data belonging
to the support of (1.1). The measure (1.1) is typically supported on a set of distributions of low
regularity. In this framework, the invariance of (1.1) serves as a substitute for a conservation law
at low regularities.
In this paper, we are interested in deriving invariant Gibbs measures as high-temperature limits
of grand canonical thermal states of many-body quantum mechanics. In the grand canonical high-
temperature limit, the number of particles grows with the temperature. In order to obtain a
nontrivial limit, we need to rescale the strength of the many-body interaction potential with the
temperature. This gives rise to a mean-field limiting regime for the many-body system, which may
be also regarded as a classical limit. Here, the classical system is the (formal) Hamiltonian system
defined by the Hamilton function H(φ) from (1.2).
The study of the classical limit of quantum mechanics is almost as old as quantum mechanics
itself, going back at least to the works of Schro¨dinger [79,80] and Ehrenfest [34]. The first rigorous
treatment of the classical limit for systems with infinitely many degrees of freedom is due to Hepp,
1If w is a bounded interaction potential, this equation is often called Hartree equation.
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who recognized in [55] that the time-dependent NLS (1.3) arises as the Hamiltonian equation of
motion approximating the many-body quantum time evolution of coherent states. In his work,
Hepp also proved that the time evolution of the fluctuations around the classical dynamics is
governed by a time-dependent quadratic Hamiltonian on the Fock space (quadratic in the creation
and annihilation operators). The results of Hepp were later extended by Ginibre and Velo [49] to
singular interactions.
A many-body quantum system of n particles has a Hamiltonian of the form
H(n) ..=
n∑
i=1
(−∆xi + V (xi))+ λ ∑
16i<j6n
w(xi − xj) , (1.4)
acting on the bosonic Hilbert space consisting of wave functions in L2(Λn) that are symmetric
in their arguments x1, . . . , xn ∈ Λ. In (1.4), λ > 0 is the interaction strength. In order to
obtain a nontrivial limit as n → ∞, we require both terms of (1.4) to be of comparable size,
which leads to the mean-field scaling λ = n−1. The dynamical problem for factorized initial data,
where one analyses the convergence of the many-body dynamics e−itH(n) generated by (1.4) to that
generated by (1.3), has been extensively studied since the work of Hepp [55] mentioned above;
see [1,2,24,25,27,28,35–42,44,46,56,57,59,78,84,86]. Moreover, quantum fluctuations around the
classical dynamics have been considered in [4, 18, 26, 52,53, 65]. More recently, fluctuations around
the dynamics generated by the NLS with a local interaction (arising from an interaction potential
converging to the delta function) have been analysed in [7, 51,70].
In this paper we focus on the equilibrium state of the many-body quantum system at some
given temperature. At zero temperature, the many-body quantum system is in the ground state of
the Hamiltonian (1.4). The convergence of the ground state energy of (1.4) towards the minimum
of (1.2) has been proved, for different choices of the interaction w, in [3, 5, 43, 58, 68, 69, 76, 86]
and in a more general setting in [63] and in [50, 66, 86], where also the excitation spectrum of
(1.4) has been analysed. Under general assumptions on V,w it is also possible to prove (see [63]
and also [67], for the more subtle Gross-Pitaevskii regime) that the ground state of (1.4) exhibits
complete condensation, meaning that all particles, up to a fraction vanishing in the limit of large
n, occupy the orbital φ0 ∈ L2(Rd) minimizing (1.2) (provided the minimizer is unique). Results
on Bose-Einstein condensation of the canonical ensemble for fixed temperature τ > 0 were proved
in [63,66].
To obtain a nontrivial limiting measure P(dφ), one has to increase the temperature τ of the
system in tandem with the particle number n. In [61], Lewin, Nam, and Rougerie considered the
thermal states associated with (1.4) in the grand canonical ensemble at temperature τ and with a
chemical potential fixing the expected number of particles to be τ . They compared the correlation
functions of the grand canonical ensemble at temperature τ with the correlation functions of the
Gibbs measure (1.1), in the limit τ → ∞. In dimension d = 1, they proved the convergence
of the (relative) partition function (i.e. the ratio between the free and the interacting partition
functions) and of all correlation functions. In [64], they further extended their results to sub-
harmonic trapping. Moreover, in dimension d = 2, 3 they considered a many-body quantum model
with a smooth, non-translation-invariant interaction w : L2(Rd) ⊗ L2(Rd) → L2(Rd) ⊗ L2(Rd)
satisfying 0 6 w 6 h1−p ⊗ h1−p (for p > 1 if d = 2 and for p > 3/2 if d = 3). Here h ..= −∆ + V is
the one-body Hamiltonian. Finite-rank operators are a typical example of such smooth interactions.
For these models, they established convergence of the (relative) partition function and of the one-
point correlation function towards the corresponding classical limits, where the interaction term of
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(1.2) is replaced by the smooth interaction 12〈φ⊗2 , wφ⊗2〉.
The main result of our work is the derivation in dimensions d = 2, 3 of the Gibbs measure
(1.1), (1.2) as the high-temperature limit of a modified grand canonical ensemble for a many-
body quantum system. In contrast to the work of Lewin, Nam, and Rougerie [61], we consider
interactions defined by a translation-invariant two-body potential w(x − y) that we choose to be
bounded and of positive type. For technical reasons, the starting point of our derivation is an
appropriate modification of the standard grand canonical many-body quantum thermal states.
This modification enables us to control the remainder term in the perturbative expansion of the
many-body quantum state. It is well known that, unlike in dimension d = 1, in dimensions d = 2, 3
the free Gibbs measure (1.1) corresponding to w = 0 is supported on distributions of negative
regularity, i.e. φ is P-almost surely not a function but a singular distribution. Thus, some care
is already needed to define the classical probability measure (1.1). Indeed, in order to define the
Gibbs measure (1.1) with a nonzero interaction w, one has to renormalize the interaction term
1
2
∫
dx dy |φ(x)|2w(x − y) |φ(y)|2. This renormalization may be performed by a Wick ordering of
the interaction, whereby it is replaced with a formal expression of the form 12
∫
dx dy (|φ(x)|2 −
∞)w(x − y) (|φ(y)|2 −∞). Here the infinities are carefully defined by introducing an ultraviolet
truncation parameter in the classical field φ, and subtracing from |φ|2 a function that diverges as
the truncation parameter is sent to infinity.
Our methods also apply to the simpler case d = 1 where no renormalization is necessary, and
provide an alternative approach to the one developed in [61]. Unlike in dimensions d = 2, 3, in
dimension d = 1 we do not need to exploit delicate cancellations arising from the renormalization,
and a simple argument using the Feynman-Kac formula may be used to estimate the remainder
term of the perturbative expansion of the quantum state. As a consequence, for d = 1 we do not
need the modification mentioned above and we can consider the usual grand canonical thermal
states.
In the PDE literature, the existence and the invariance under (1.3) of the Gibbs measures
(1.1) was first shown by Bourgain in [8,10,11] (their existence was previously essentially shown by
Lebowitz, Rose, and Speer in [60], for one-dimensional systems with local and focusing interaction,
whereas the defocusing problem was previously considered in the constructive quantum field theory
literature [48, 82]). As noted above, the invariance of the measure (1.1) provides a method to
construct global solutions of (1.3) for almost all initial data in the support of (1.1). An alternative
method to study local solutions of nonlinear wave equations with rough random initial data was
developed in [20] and was applied to construct global solutions of the NLS with rough random initial
data in [29], based on the low-high decomposition from [12]. Related ideas have been applied in
various other dispersive models. We refer the reader to [9,21,30,32,47,73,74,88] and the references
therein for further results in this direction.
In [17] it was observed that, in dimensions d > 1, for a focusing local interaction (where w = −δ
in (1.2)) one cannot construct measures (1.1) even if one adds additional truncation assumptions.
For an appropriate focusing nonlocal interaction, it was shown in [11] that for d = 2, 3 it is possible
to construct the measure (1.1) provided that one truncates the Wick-ordered (square) L2-norm. In
addition, in [11] invariance of this measure was shown.
Unlike the classical system (1.1), (1.2), the many-body quantum system carries an intrinsic
ultraviolet (i.e. high-frequency) cutoff, which is proportional to the temperature τ . Indeed, our
results may be interpreted as a construction of the Gibbs state of the NLS as a limit of regularized
states, with the temperature τ playing the role of the regularization parameter. This construction is
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very physical, starting from many-body quantum states, unlike the much simpler but less physical
construction by truncation given in Sections 1.3 and 1.6 below.
In the limit τ → ∞, the expected number of particles in the many-body grand canonical
ensemble grows much faster for d = 2, 3 than for d = 1; this is the manifestation, on the many-
body quantum level, of the singularity of the limiting classical field. As for the classical system,
we also have to renormalize the chemical potential of the quantum many-body problem. Our main
result, Theorem 1.6 below, is that a modification of the renormalized many-body quantum grand
canonical ensemble converges, as τ → ∞, to the (renormalized) Gibbs measure (1.1). Here the
convergence is in the sense of the relative partition function and all correlation functions. We also
establish the relationship between the original and renormalized many-body quantum problems,
which is governed by the so-called counterterm problem.
Our proof uses a different approach from that Lewin, Nam, and Rougerie [61]. While [61] makes
use of Gibbs’ variational principle and the quantum de Finetti theorem, our approach is based
on ideas from field theory, using a perturbative expansion in the interaction (for both classical
and quantum problems) which is organized using a diagrammatic representation, and on Borel
resummation of the resulting series; we use a version of Borel resummation going back to Sokal [85].
We refer to Section 1.8 below for a more detailed overview of our proof.
Conventions. We use C to denote a constant that may depend on fixed quantities (such as w).
If a constant depends on some parameter α then we write it as Cα. We use the notation N =
{0, 1, 2, . . . }. For a separable Hilbert space H and q ∈ [1,∞], the Schatten space Sq(H) is the set
of bounded operators A on H satisfying ‖A‖Sq(H) <∞, where
‖A‖Sq(H) ..=
{
(Tr |A|q)1/q if q <∞
sup spec |A| if q =∞ ,
and |A| ..= √A∗A. If there is no risk of confusion, we sometimes omit the argument H in these
norms. We denote by dx the Lebesgue measure on Λ, and we often abbreviate
∫
Λ dx ≡
∫
dx.
Acknowledgements. We are grateful to Nicolas Rougerie for helpful discussions. We gratefully ac-
knowledge support from the NCCR SwissMAP of the Swiss National Foundation of Science (SNF).
A. Knowles acknowledges SNF support through the grant “Spectral and eigenvector statistics of
large random matrices”. B. Schlein also acknowledges SNF support through the Grant “Dynamical
and energetic properties of Bose-Einstein condensates”. V. Sohinger acknowledges support of the
National Science Foundation Grant No. DMS-1440140 while he was in residence at the Mathemat-
ical Sciences Research Institute in Berkeley, California, during part of the Fall 2015 semester.
1.2. The one-body Hamiltonian. We define the one-particle space H ..= L2(Λ;C), whose scalar
product and norm we denote by 〈· , ·〉 and ‖·‖ respectively. We always use the convention that scalar
products are linear in the second argument. For p ∈ N, we define the p-particle space H(p) as the
symmetric subspace of the tensor product H⊗p, i.e. the space of functions in L2(Λp;C) that are
symmetric under permutation of their arguments.
It is often convenient to identify a closed operator ξ on H(p) with its Schwartz integral kernel,
which we denote by ξ(x1, . . . , xp; y1, . . . , yp). The latter is in general a tempered distribution (see
e.g. [77, Corollary V.4.4]), and we shall always integrate over the variables x1, . . . , xp, y1, . . . , yp with
respect to a sufficiently regular test function. Similarly, for a Schwartz distribution T : f 7→ T (f),
we sometimes use the notation T (x) ≡ T (δx) for the integral kernel of T in expressions of the form
T (f) =
∫
dxT (x)f(x).
6
Let κ > 0 be a chemical potential and v : Λ → [0,∞) be a one-body potential. We define the
one-body Hamiltonian
h ..= −∆ + κ+ v , (1.5)
a densely defined positive operator on H. We assume that h has a compact resolvent and that
Trhs−1 < ∞ (1.6)
for some s < 1. We shall mainly focus on the case s = −1, which is relevant in dimensions d = 2, 3,
but the case s = 0 is also of interest for d = 1.
We note that the assumption (1.6) with s = −1 is satisfied when{
Λ = Td and v = 0
Λ = Rd and v = |x|r for r > 2d4−d .
The first claim follows immediately since d 6 3. The second claim is a consequence of the Lieb-
Thirring inequality in [33, Theorem 1]; see also [61, Example 3.2]. In particular, on R2 the potential
is infinitesimally more confining than the harmonic oscillator.
More generally, we have the following result.
Lemma 1.1. When Λ = Td and v = 0 (1.6) holds whenever s < 1− d2 . Furthermore, when Λ = Rd
(1.6) holds whenever s < 1− d2 and the potential v ∈ C∞(Rd) is chosen such that
κ+ v > 0 , (κ+ v) d2−1+s ∈ L1(Rd) .
Proof. The claim for Λ = Td follows immediately since 1
(κ+|n|2)d/2+ ∈ `2(Zd) and the claim for
Λ = Rd follows from [33, Theorem 1].
Throughout the following, we regard κ and v as fixed, and do not track the dependence of our
estimates on them.
1.3. The classical system and Gibbs measures. For r ∈ R denote by Hr the Hilbert space of
complex-valued Schwartz distributions on Λ with inner product 〈f , g〉Hr ..= 〈f , hrg〉. In particular,
H0 = H. We define the classical free field as the abstract Gaussian process on the Hilbert space
H−1. For completeness and later use, we give an explicit construction.
Consider an infinite sequence of independent standard complex Gaussians. More precisely, we
introduce the probability space (CN,G, µ), where G is the product sigma-algebra and µ ..= ⊗k∈N µk
with µk(dz)
..= pi−1e−|z|2dz, where dz denotes Lebesgue measure on C. We denote points of the
probability space CN by ω = (ωk)k∈N. We use the notation
h =
∑
k∈N
λkuku
∗
k (1.7)
for the eigenvalues λk > 0 and associated normalized eigenfunctions uk ∈ H of h. For any K ∈ N
we define the truncated classical free field
φ[K]
..=
K∑
k=0
ωk√
λk
uk , (1.8)
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which is a random element in H. We immediately find, for every f ∈ H−1, that 〈f , φ[K]〉 converges
in L2(µ) to a random variable denoted by φ(f), which is antilinear in f . Under µ, the process
(φ(f))f∈H−1 is the Gaussian free field with covariance h−1:∫
dµ φ¯(g)φ(f) = 〈f , h−1g〉 ,
∫
dµφ(g)φ(f) =
∫
dµ φ¯(g) φ¯(f) = 0 . (1.9)
Moreover, from (1.6) we easily find that φ[K] converges in L
2(µ;Hs) to
φ =
∑
k∈N
ωk√
λk
uk , (1.10)
so that for f ∈ H−s ⊂ H−1 we may interpret φ(f) as the dual pairing of f with a random element
φ ∈ Hs, the classical free field :
φ(f) = 〈f , φ〉 , φ¯(f) = 〈φ, f〉 . (1.11)
(In fact, an application of Wick’s theorem shows that all of the above convergences in L2(µ) hold
in Lm(µ) for any m <∞.)
Next, we define the interaction. Let w be an even function on Λ and define the classical
interaction
W ..=
1
2
∫
dx dy |φ(x)|2w(x− y) |φ(y)|2 . (1.12)
Note that W > 0 if w is pointwise nonnegative or if w is of positive type, meaning its Fourier
transform is a positive measure. We shall always make one of these two assumptions. Physically,
they correspond to a repulsive or defocusing interaction. Moreover, a sufficient condition that
W < ∞ µ-almost surely is that w ∈ L∞(Λ) and (1.6) holds with s = 0, since in that case
|φ|2 ∈ L1(Λ) µ-almost surely. We make these assumptions for now, later relaxing them in Sections
1.6–1.7.
Next, we define the classical state ρ(·) associated with the one-body Hamiltonian h and inter-
action potential w as the expectation with respect to the normalized probability measure 1Z e
−Wdµ.
Explicitly, for a random variable X we set
ρ(X) ..=
∫
X e−W dµ∫
e−W dµ
. (1.13)
We characterize the classical state ρ(·) through its moments. To that end, for p ∈ N, we define
the classical p-particle correlation function γp, an operator on H
(p), through its kernel
γp(x1, . . . , xp; y1, . . . , yp) ..= ρ
(
φ¯(y1) · · · φ¯(yp)φ(x1) · · ·φ(xp)
)
. (1.14)
Remark 1.2. The family of correlation functions (γp)p∈N determines the moments of the classical
state ρ(·). Indeed, for f1, . . . , fp, g1, . . . , gq ∈ H−1, the joint moment is
ρ
(
φ¯(g1) · · · φ¯(gq)φ(f1) · · ·φ(fp)
)
=
{〈
f1 ⊗ · · · ⊗ fp , γp g1 ⊗ · · · ⊗ gq
〉
if p = q
0 if p 6= q .
That the left-hand side vanishes for p 6= q is a consequence of the gauge invariance of the expectation
ρ(·): the measure e−Wdµ on (CN ,G) is invariant under the rotation ω 7→ eitω for any t ∈ R, as
follows immediately from the definitions of µ and W .
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Remark 1.3. Instead of the randomized eigenfunction expansion representation (1.10), we can
also characterize the classical field φ directly by a measure P on Hs. Indeed, as shown above there
is an event Ω ∈ G such that µ(CN \Ω) = 0 and φ(Ω) ⊂ Hs. We define P ..= (φ|Ω)∗
(
1
Z e
−Wdµ
)
as the
pushforward of the measure 1Z e
−Wdµ on Ω under φ. Thus, we may for instance rewrite (1.14) as
γp(x1, . . . , xp; y1, . . . , yp) =
∫
Hs
P(dφ) φ¯(y1) · · · φ¯(yp)φ(x1) · · ·φ(xp) .
This provides a rigorous construction of the formal measure (1.1). For our purposes, however, it is
more convenient to use the representation as a randomized eigenfunction expansion from (1.10).
1.4. The quantum system. We now define the many-body quantum Hamiltonian. On the
n-particle space H(n), the many-body Hamiltonian reads
H(n) ..=
n∑
i=1
hi + λ
∑
16i<j6n
w(xi − xj) , (1.15)
where hi denotes the operator h acting in the variable xi and λ > 0 is the interaction strength. Un-
der the assumptions on h and w from Sections 1.2–1.3, H(n) is a densely defined positive self-adjoint
operator on H(n). We shall show that the classical state (1.13) arises as the high-temperature limit
of the thermal state associated with the Hamiltonian H(n). Thus, we introduce the fundamental
large parameter of our work, τ , which has the interpretation of the temperature. We shall always
be interested in the limit τ →∞. The canonical ensemble associated with the Hamiltonian (1.15)
is defined by the density operator P
(n)
τ
..= e−H(n)/τ .
As we shall see below (see Section 1.5), in the high-temperature limit τ → ∞, the rescaled
number of particles n corresponds to the square L2-norm
N ..=
∫
dx |φ(x)|2 (1.16)
of the classical field φ; see (1.32) below. Since the latter is not fixed in ρ(·), we need to replace
the canonical ensemble, defined for a single n, with a grand canonical ensemble, which admits a
fluctuating particle number. To that end, we introduce the bosonic Fock space
F ≡ F(H) ..=
⊕
n∈N
H(n) .
We then consider the grand canonical density operator Pτ ..=
⊕
n∈N P
(n)
τ . This gives rise to the
quantum state ρτ (·), defined by
ρτ (A) ..= Tr(APτ )
Tr(Pτ )
(1.17)
where A is a closed operator on F . We remark that the growth of the number of particles pro-
portionally to the temperature is closely related to the symmetry of H(n) imposed by the bosonic
statistics; this relationship is discussed in more detail in [62], where the very different behaviour
for distinguishable Boltzmann statistics is also analysed.
On Fock space we introduce annihilation and creation operators, whose definitions we now
review. We denote vectors of F by Ψ = (Ψ(n))n∈N. For f ∈ H we define the bosonic annihilation
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and creation operators b(f) and b∗(f) on F through(
b(f)Ψ
)(n)
(x1, . . . , xn) =
√
n+ 1
∫
dx f¯(x) Ψ(n+1)(x, x1, . . . , xn) , (1.18)
(
b∗(f)Ψ
)(n)
(x1, . . . , xn) =
1√
n
n∑
i=1
f(xi)Ψ
(n−1)(x1, . . . , xi−1, xi+1, . . . , xn) . (1.19)
The operators b(f) and b∗(f) are unbounded closed operators on F , and are each other’s adjoints.
They satisfy the canonical commutation relations
[b(f), b∗(g)] = 〈f , g〉 , [b(f), b(g)] = [b∗(f), b∗(g)] = 0 , (1.20)
where [A,B] ..= AB −BA denotes the commutator.
For f ∈ H, we define the rescaled annihilation and creation operators
φτ (f) ..= τ
−1/2b(f) , φ∗τ (f) ..= τ
−1/2b∗(f) . (1.21)
In analogy to (1.11), we call φτ the quantum field. We regard φτ and φ
∗
τ as operator-valued
distributions and use the notations
φτ (f) = 〈f , φτ 〉 =
∫
dx f¯(x)φτ (x) , φ
∗
τ (f) = 〈φτ , f〉 =
∫
dx f(x)φ∗τ (x) . (1.22)
The distribution kernels φ∗τ (x) and φτ (x) satisfy the canonical commutation relations
[φτ (x), φ
∗
τ (y)] =
1
τ
δ(x− y) , [φτ (x), φτ (y)] = [φ∗τ (x), φ∗τ (y)] = 0 . (1.23)
Next, we define the rescaled particle number operator
Nτ ..= 1
τ
⊕
n∈N
N (n) =
∫
dxφ∗τ (x)φτ (x) . (1.24)
Moreover, we can write the Hamiltonian (1.15), rescaled by 1τ and extended to Fock space, as
Hτ ..=
1
τ
⊕
n∈N
H(n) =
∫
dx dy φ∗τ (x)h(x; y)φτ (y) +
λτ
2
∫
dx dy φ∗τ (x)φ
∗
τ (y)w(x− y)φτ (x)φτ (y) .
(1.25)
With these notations, we may write the grand canonical density operator simply as
Pτ =
⊕
n∈N
P (n)τ =
⊕
n∈N
e−H
(n)/τ = e−Hτ .
We remark that integrals of operator-valued distribution such as (1.25) are carefully defined in the
weak sense as densely defined quadratic forms, with domain consisting of Ψ ∈ F such that there
exists n0 ∈ N such that Ψ(n) is a Schwartz function for n 6 n0 and Ψ(n) = 0 for n > n0.
Analogously to the classical case, we characterize the quantum state ρτ (·) using correlation
functions. For p ∈ N, we define the quantum p-particle correlation function γτ,p, an operator on
H(p), through its kernel
γτ,p(x1, . . . , xp; y1, . . . , yp) ..= ρτ
(
φ∗τ (y1) · · ·φ∗τ (yp)φτ (x1) · · ·φτ (xp)
)
. (1.26)
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Remark 1.4. As in the classical case (see Remark 1.2) the quantum state ρτ (·) is determined by
its correlation functions (γτ,p)p∈N. Indeed, for f1, . . . , fp, g1, . . . , gq ∈ H, we have
ρτ
(
φ∗τ (g1) · · ·φ∗τ (gq)φτ (f1) · · ·φτ (fp)
)
=
{〈
f1 ⊗ · · · ⊗ fp , γτ,p g1 ⊗ · · · ⊗ gq
〉
if p = q
0 if p 6= q . (1.27)
That the left-hand side vanishes for p 6= q is a consequence of the gauge invariance of the state
ρτ (·). To see this, we use the rescaled number of particles operator Nτ from (1.24), and find
eitNτφτ (x)e−itNτ = e−it/τφτ (x) for all t ∈ R, by differentiation and using (1.23). Introducing the
identity I = e−itNτ eitNτ into ρτ (·) on the left-hand side of (1.27) and using that ρτ (e−itNτA) =
ρτ (Ae−itNτ ) by definition of Hτ , we find that the left-hand side of (1.27) vanishes unless p = q.
1.5. The high-temperature limit. In order to understand the limit τ → ∞ of the quantum
state ρτ (·), it is instructive to consider first the simple free case. For f, g ∈ H and w = 0 we find
from (1.7)
ρτ
(
φ∗τ (g)φτ (f)
)
=
〈
f ,
1
τ(eh/τ − 1) g
〉
=
∑
k∈N
〈f , uk〉〈uk , g〉
τ(eλk/τ − 1) . (1.28)
By dominated convergence, we find
lim
τ→∞ ρτ
(
φ∗τ (g)φτ (f)
)
=
∑
k∈N
〈f , uk〉〈uk , g〉
λk
= 〈f , h−1g〉 , (1.29)
so that, in the high-temperature limit τ → ∞, the quantum two-point function converges to the
classical two-point function from (1.9). A similar statement holds for arbitrary polynomials in the
rescaled annihilation and creation operators φτ and φ
∗
τ . In particular, we find that for the second
term of (1.25) to have a nontrivial limit, we require λτ to be of order one. Hence, from now on we
set
λ ..=
1
τ
. (1.30)
The equations (1.28)–(1.29) hold for general h and in particular explain the choice (1.30) of λ
for d = 1, 2, 3. We may also use them to analyse the expected number of particles. Indeed, writing
Nτ =
∑
k∈N φ
∗
τ (uk)φτ (uk), we find, again for w = 0, that
ρτ (Nτ ) =
∑
k∈N
1
τ(eλk/τ − 1) . (1.31)
If Trh−1 <∞, which corresponds to d = 1, we find
lim
τ→∞ ρτ (Nτ ) = Trh
−1 = ρ(N ) , (1.32)
where N was defined in (1.16). A slightly more involved computation using Lemma B.1 shows that
all moments converge: limτ→∞ ρτ (N `τ ) = ρ(N `) for all ` ∈ N.
Thus, that the particle number grows like τ is closely linked to the fact that the classical field
has a finite L2-norm. This is true if and only if (1.6) holds for s = 0, which is generally true for
d = 1.
In the higher-dimensional case, where (1.6) only holds for some s < 0, we have ρ(N ) = ∞
and the left-hand side of (1.32) diverges. On the classical side, the field φ has µ-almost surely
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negative regularity (i.e. it is not a function). This singularity of the classical field is manifested on
the quantum side by a diverging rescaled particle number Nτ . Suppose that λk ∼ k1/α for some
α > 0. For example, on the d-dimensional torus Λ = Td with v = 0, we have α = d/2. Then an
elementary analysis of the right-hand side of (1.31) shows that as τ →∞
ρτ (Nτ ) ∼

1 if α < 1
log τ if α = 1
τα−1 if α > 1 ,
(1.33)
which corresponds to the dimensions d = 1, 2, 3 respectively. Similarly, all moments of Nτ are finite
in ρτ (·), but they diverge as τ →∞ unless Trh−1 is finite. This may be interpreted as the quantum
state ρτ (·) having a natural subexponential cutoff for eigenvalues λk larger than τ , as is apparent
from the right-hand side of (1.31).
In the one-dimensional case Trh−1 < ∞, the high-temperature limit of ρτ (·) was understood
in [61], where the authors prove that
lim
τ→∞‖γτ,p − γp‖S1(H(p)) = 0 ,
under very general assumptions on w, which in particular admit w ∈ L∞(Λ) as well as the delta
function w = δ yielding the local quartic interaction in (1.12).
1.6. Higher dimensions and renormalization. We now move on to the case where Trh−1 =∞
and Trh−2 < ∞, which arises when d = 2, 3 and is the main focus of our work. Throughout this
subsection we assume that w ∈ L∞(Λ) is a bounded even function of positive type, and that (1.6)
holds with s = −1.
In this case the classical field φ from (1.10) is not in H, so that the interaction (1.12) is ill-
defined. Such divergences are well known in quantum field theory and the theory of stochastic
partial differential equations. It is also well known that they can be dealt with by a Wick ordering
procedure, which involves a truncation and a subtraction of appropriately chosen terms that diverge
as the truncation parameter is removed. Thus, recalling the truncated classical field φ[K] ∈ H with
K ∈ N from (1.8), we define the truncated Wick-ordered classical interaction as
W[K]
..=
1
2
∫
dx dy
(|φ[K](x)|2 − %[K](x))w(x− y) (|φ[K](y)|2 − %[K](y)) , (1.34)
where we defined the classical density at x as
%[K](x)
..=
∫
dµ |φ[K](x)|2 .
Note that
∫
dx %[K](x) =
∑K
k=0 λ
−1
k diverges as K → ∞. Moreover, by assumption on w we have
W[K] > 0.
The Wick-ordered classical interaction is then defined as the limit of the truncated W[K] as
K → ∞. Its construction is the content of the following result, whose proof is an application of
Wick’s theorem and is given in Section 3 below.
Lemma 1.5 (Definition of W ). Suppose that (1.6) holds with s > −1, and that w ∈ L∞(Λ) is an
even function of positive type. Then the sequence (W[K])K∈N is a Cauchy sequence in
⋂
m>1 L
m(µ).
We denote its limit by W .
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We now define the classical state ρ(·) as in (1.13), with W defined in Lemma 1.5.
Next, we discuss the quantum problem. Let V : Λ→ [0,∞) be a one-body potential and ν ∈ R
a chemical potential. Our starting point is the many-body Hamiltonian analogous to (1.25), defined
as
H˜τ ..=
∫
dx dy φ∗τ (x)
(−∆ + ν + V )(x; y)φτ (y) + 1
2
∫
dx dy φ∗τ (x)φ
∗
τ (y)w(x− y)φτ (x)φτ (y) .
(1.35)
As it turns out, in order to obtain a nontrivial high-temperature limit as τ → ∞, the chemical
potential ν = ν(τ) will have to tend to −∞. Heuristically, this can be understood from the fact
that the rescaled quantum density diverges as τ →∞, as explained in (1.33). To understand how
to choose the chemical potential ν as a function of τ , it is convenient to rewrite H˜τ in terms of a
renormalized Hamiltonian, called Hτ , where the interaction only depends on the fluctuations of the
density around its mean. Let κ > 0 and vτ : Λ → [0,∞) be a possibly τ -dependent bare one-body
potential, and define, in analogy to (1.5), the corresponding one-body Hamiltonian
hτ ..= −∆ + κ+ vτ . (1.36)
Then we define the free Hamiltonian as
Hτ,0 ..=
∫
dx dy φ∗τ (x)hτ (x; y)φτ (y) . (1.37)
The associated free quantum state ρτ,0(·) is defined as
ρτ,0(A) ..= Tr(A e
−Hτ,0)
Tr(e−Hτ,0)
, (1.38)
and the quantum density at x is defined as
%τ (x) ..= ρτ,0
(
φ∗τ (x)φτ (x)
)
. (1.39)
By definition, the renormalized many-body Hamiltonian is
Hτ ..= Hτ,0 +Wτ , (1.40)
where we defined the renormalized quantum interaction
Wτ ..=
1
2
∫
dx dy
(
φ∗τ (x)φτ (x)− %τ (x)
)
w(x− y) (φ∗τ (y)φτ (y)− %τ (y)) . (1.41)
Having defined the physical many-body Hamiltonian H˜τ and its renormalized version Hτ , we
now explain how they are related. It turns out that this relationship is in general nontrivial, and is
related to the so-called counterterm problem. Before discussing the counterterm problem, however,
we focus on the simple case where Λ = Td, V = 0, and ν > 0, in which case the counterterm
problem can be solved by elementary means.
(i) The case Λ = Td, V = 0. By translation invariance, we find that %τ (x) = %τ (0) for all x ∈ Λ.
Using (1.23), we therefore find
H˜τ = Hτ +
[
%τ (0)wˆ(0)− 1
2τ
w(0) + ν − κ
]
Nτ − %τ (0)
2
2
wˆ(0) , (1.42)
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with vτ = 0 and wˆ(0) ..=
∫
dxw(x). Hence, up to an irrelevant (diverging) additive constant,
H˜τ and Hτ differ by a chemical potential multiplying Nτ . In order to obtain the renormalized
Hamiltonian (1.40) with some fixed κ, we therefore have to ensure that the expression in square
brackets in (1.42) vanishes, so that we have to choose the original chemical potential ν ≡ ν(τ)
in (1.35) to be sufficiently negative, tending to −∞ as τ → ∞. Indeed, wˆ(0) > 0 because w
is of positive type, and %τ (0) =
∫
dx%τ (x) = ρτ,0(Nτ ), which diverges as τ →∞ according to
(1.33). The physical interpretation is that, in order to obtain a well-defined high-temperature
limit, we have to let the chemical potential ν ≡ ν(τ) in (1.35) tend to −∞ to compensate the
large repulsive interaction energy arising from the large number of particles.
(ii) The general case. In general, H˜τ and Hτ are not related by a simple shift in the chemical
potential: we also have to change the bare one-body potential vτ in a τ -dependent fashion
to recover the original one-body potential V in (1.35). This is because %τ (x) is no longer
independent of x, although it still diverges as τ →∞. However, it turns out that there exists
a constant %¯τ such that %¯τ diverges as τ → ∞ and %τ (x) − %¯τ converges for all x ∈ Λ. We
rewrite
H˜τ = Hτ +
[
%¯τ wˆ(0)− 1
2τ
w(0) + ν − κ
]
Nτ − 1
2
∫
dx dy %τ (x)w(x− y)%τ (y) , (1.43)
where we imposed the condition
vτ = V + w ∗ (%τ − %¯τ ) , (1.44)
and ∗ denotes convolution. The condition (1.44) is a self-consistent equation for vτ , since %τ
by definition also depends on vτ (see (1.36)–(1.39)). Hence, as in (i) above, up to an irrelevant
(diverging) constant, H˜τ and Hτ differ by a chemical potential, equal to the expression in
square brackets in (1.43), multiplying Nτ . As in (i), we shall see that in order for %τ − %¯τ to
remain bounded, we have to choose %¯τ to diverge as τ → ∞, which means that the original
chemical potential ν ≡ ν(τ) has to be chosen to tend to −∞ as τ →∞ so that the expression
in square brackets in (1.43) vanishes.
Note that now the original one-body potential V and the bare one-body potential vτ are
different. Finding the matching bare potential vτ associated with a given V , such that (1.44)
holds, is referred to as the counterterm problem. In general, the counterterm problem is
a nonlinear integral equation for vτ , and as such its solution requires a nontrivial analysis.
The general solution of the counterterm problem is given in Section 5 below, where we prove,
under some technical assumptions on V , that there exists a %¯τ (explicitly given in (5.1) below)
such that (1.44) has a unique solution vτ , which depends on τ , and that vτ converges to some
limiting potential v in the sense that
lim
τ→∞‖h
−1
τ − h−1‖S2(H) = 0 . (1.45)
(Recall (1.5).) See Theorem 5.2 below for the precise statement. The one-body potential
v thus constructed is the limiting bare one-body potential, and choosing it in the definition
(1.5) of the classical one-body potential h yields a classical state (1.13), with W defined in
Lemma 1.5, that is the correct rigorous version of the Gibbs measure formally defined in (1.1).
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Next, we define the thermal states associated with the one-body Hamiltonian hτ and interaction
potential w. Instead of considering the usual grand canonical density operator Pτ = e
−Hτ,0−Wτ , as
in Section 1.4, we introduce a family of modified grand canonical density operators
P ητ
..= e−ηHτ,0e−(1−2η)Hτ,0−Wτ e−ηHτ,0 (1.46)
parametrized by η ∈ [0, 1/4]. Note that in the free case w = 0, P ητ does not depend on η. For
technical reasons explained in Section 1.8 below, it is sometimes more convenient to consider P ητ
with η > 0 rather than Pτ = P
0
τ .
We define the quantum state ρητ (·) associated with P ητ through
ρητ (A) ..=
Tr(AP ητ )
Tr(P ητ )
. (1.47)
Analogously to (1.26), for p ∈ N we define the quantum p-particle correlation function γητ,p by
γητ,p(x1, . . . , xp; y1, . . . , yp)
..= ρητ
(
φ∗τ (y1) · · ·φ∗τ (yp)φτ (x1) · · ·φτ (xp)
)
. (1.48)
The classical p-particle correlation function γp is defined as in (1.14).
Unlike in the one-dimensional case Trh−1 <∞, in the higher-dimensional case Trh−1 =∞ the
p-point correlation function γp does not lie in S
1(H(p)). For simplicity, for the following discussion
we set p = 1 and consider the free case w = 0, where γ1 = h
−1. Thus, Tr γ1 = ∞, and the
convergence of correlation functions cannot hold in the trace class ‖·‖S1(H(p)). Instead, under the
assumption Trh−2 < ∞ we find ‖γ1‖2S2(H) = Tr γ21 = Trh−2 < ∞. We conclude that for higher
dimensions we need to replace the notion of convergence in trace norm ‖·‖S1(H(p)) with convergence
in the Hilbert-Schmidt norm ‖·‖S2(H(p)).
1.7. Results. We may now state our main result in the higher-dimensional setting.
Theorem 1.6 (Convergence for d = 2, 3). Let κ > 0 and v : Λ → [0,∞), and define h as in
(1.5). Suppose that Trh−2 <∞. Moreover, suppose that hτ satisfies
lim
τ→∞‖h
−1
τ − h−1‖S2(H) = 0 . (1.49)
Let w ∈ L∞(Λ) be an even function of positive type. Let the classical interaction W be defined as
in Lemma 1.5 and the classical p-particle correlation function γp be defined as in (1.14) and (1.13).
Moreover, let the quantum p-particle correlation function γητ,p be defined as in (1.48), (1.47), (1.46),
(1.37), and (1.41).
Then for every η ∈ (0, 1/4] and p ∈ N we have
lim
τ→∞‖γ
η
τ,p − γp‖S2(H(p)) = 0 . (1.50)
Remark 1.7. By a diagonal sequence argument, we find that under the assumptions of Theorem
1.6 there exists a family (ητ )τ>1 such that limτ→∞ ητ = 0 and limτ→∞‖γηττ,p− γp‖S2(H(p)) = 0 for all
p ∈ N.
In Theorem 1.6, one can of course take hτ = h, in which case the assumption (1.49) is trivial.
More generally, starting from a physical (non-renormalized) Hamiltonian of the form (1.35), the
assumption (1.49) is satisfied by solving the counterterm problem, as explained in (1.45); see
Theorem 5.2 below.
Our methods can also be applied to the easier case d = 1, where no renormalization is necessary.
We illustrate this in the following two theorems. The following result was previously proved in [61].
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Theorem 1.8 (Convergence for d = 1). Let κ > 0 and v : Λ → [0,∞), and define h as in
(1.5). Suppose that Trh−1 <∞. Let w ∈ L∞(Λ) be an even nonnegative function. Let the classical
interaction W be defined as in (1.12) and the classical p-particle correlation function γp be defined
as in (1.14) and (1.13). Moreover, let the quantum p-particle correlation function γτ,p be defined
as in (1.26), (1.17), and (1.25).
Then for all p ∈ N we have
lim
τ→∞‖γτ,p − γp‖S1(H(p)) = 0 . (1.51)
We remark that an analogous result also holds if the density operator Pτ = P
0
τ is replaced with
P ητ from (1.46). Moreover, we can also admit the quantum one-body Hamiltonian to depend on
τ , replacing h on the right-hand side of (1.25) with hτ satisfying limτ→∞‖h−1τ − h−1‖S1(H) = 0.
However, for the one-dimensional case there is no natural reason to do so, unlike in the higher-
dimensional case where hτ was obtained by solving the counterterm problem.
Up to now, we focused on a nonlocal interaction of the form (1.12). For d = 1, our methods
may also be used to derive Gibbs measures with a local interaction. We illustrate this in the case
Λ = T1 and w = αδ for some constant α > 0, in which case the classical interaction (1.12) becomes
W =
α
2
∫
dx |φ(x)|4 . (1.52)
A physically natural way to obtain a local interaction is to modify the range of the two-body
interaction potential. Recall from Section 1.5 that the typical number of particles in the quantum
system is of order τ , and the scaling λ = 1/τ in front of the interaction (1.15) ensures the interaction
potential per particle is of order one. This corresponds to a mean-field scenario, where each particle
interacts with an order τ other particles and the interaction strength is of order τ−1.
Instead, we may consider short-range interactions, where w in (1.25) is replaced with wτ (x) =
τw(τx), where w is an even nonnegative function2 with integral α. Physically, using the interaction
wτ means that each particle interacts with an order 1 other particles, and the interaction strength
is of order 1. Indeed, because we have an order τ particles in T1, the typical separation between
neighbouring particles is of order τ−1.
Theorem 1.9 (Convergence for d = 1 with local interaction). Let Λ = T1, κ > 0, v = 0,
and define h as in (1.5). Let wτ be an even nonnegative function on Λ satisfying
‖wτ‖L1 6 C , ‖wτ‖L∞ 6 Cτ , (1.53)
and suppose that wτ converges weakly (with respect to bounded continuous functions) to α > 0 times
the delta function at 0. Let the classical interaction W be defined as in (1.52) and the classical
p-particle correlation function γp be defined as in (1.14) and (1.13). Moreover, let the quantum
p-particle correlation function γτ,p be defined as in (1.26) and (1.17), where the many-body quantum
Hamiltonian (1.25) has interaction potential wτ instead of w.
Then for all p ∈ N we have (1.51).
Note that the assumptions on wτ in Theorem 1.9 are satisfied if we take wτ (x) = τ
βw(τβx) for
any β ∈ (0, 1] and even nonnegative w with integral α.
2More precisely, w is an even nonnegative function in L1(R) and wτ : Λ → R is defined by wτ (x) ..= τw(τ [x]),
where [x] is the unique representative in the set (x+ Z) ∩ [−1/2, 1/2).
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1.8. Strategy of proof. Our basic approach is a perturbative expansion in the interaction, mo-
tivated by ideas from field theory. Let us first focus on the classical problem. For simplicity, we
explain our strategy for the partition function
∫
e−Wdµ.
Since W > 0, it is easy to see that the function z 7→ ∫ e−zWdµ is analytic in the right half-
plane Re z > 0. However, it is ill-defined for Re z < 0, and therefore its radius of convergence
at z = 0 is zero. Hence, a power series representation in terms of moments
∫
Wm dµ of W
with respect to µ is a hopeless task. This well-known phenomenon is best understood in the toy
example A(z) = (2pi)−1/2
∫
e−zx4 e−x2/2 dx, which is obviously analytic for Re z > 0. Moreover,
using Taylor’s theorem and Wick’s theorem for the moments of a Gaussian measure, we find the
asymptotic expansion
A(z) =
M−1∑
m=0
amz
m +RM (z) , am ..=
(−1)m(4m− 1)!!
m!
, |RM (z)| 6 (4M − 1)!!
M !
|z|M ,
(1.54)
for any M ∈ N and Re z > 0. The estimate on the remainder term behaves like (CM |z|)M for large
M , and in particular diverges as M →∞ unless z = 0. Although the power series for A(z) is not
convergent around z = 0, one can neverthless reconstruct A effectively from its coefficients am by
Borel summation. This was understood in [91] and [85], building on the previous work [54,72].
Recall that the Borel transform B(z) of a formal power series A(z) =
∑
m>0 amz
m is defined
as B(z) ..=
∑
m>0
am
m! z
m. Then, as formal power series, we may recover A from from its Borel
transform B by
A(z) =
∫ ∞
0
dt e−tB(tz) . (1.55)
For am as in (1.54), the formal power series A(z) has a vanishing radius of convergence, but its
Borel transform B(z) has a positive radius of convergence, and hence defines an analytic function
in a ball around the origin. If we can show that B extends to an analytic function of sufficiently
slow increase defined in some neighbourhood of the positive real axis, we can therefore recover
the function A(z) on the positive real axis from its coefficients am via the identity (1.55). This
procedure allows us to obtain control of functions A(z) via the coefficients of their asymptotic
expansions (1.54), although these expansions may have zero radius of convergence. The precise
statement is given in Theorem A.1 below, which shows that two analytic functions Aτ (z) and A(z)
are close provided that the coefficients of their asymptotic expansions are close. This requires
bounds on the coefficients aτ,m, am and on the remainder terms Rτ,M (z), RM (z) of the asymptotic
expansions of the form |aτ,m|+ |am| 6 Cmm! and Rτ,M (z) +RM (z) 6 CMM !|z|M , which are much
weaker than bounds needed to obtain a positive radius of convergence for A.
Thus, thanks to Borel summation, we may control the classical partition function A(z) =∫
e−zW dµ in terms of the coefficients am =
(−1)m
m!
∫
Wm dµ. In order to identify these coefficients
as the limits of the corresponding quantum coefficients, they have to be computed explicitly using
Wick’s theorem for the Gaussian measure µ. To that end, we use the Definition of W from Lemma
1.5 to write am = limK→∞
(−1)m
m!
∫
Wm[K] dµ, and apply Wick’s theorem to the resulting expression.
Thus we get an integral over 2m integration variables, with an integrand that is a product of
expressions of the form w(xi − xj) and G(xi;xj), where we defined the classical Green function
G(x; y) ..=
∫
dµ φ¯(y)φ(x), which is nothing but the covariance G = h−1 of the classical free field.
A crucial observation is that, thanks to the Wick ordering in (1.34), the arguments xi and xj
are always different integration variables from the list (xi), which allows us to obtain the needed
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estimates for the coefficients am. Without the Wick ordering in (1.34), we would get terms of the
form G(xi;xi), which yield, after integration over xi, TrG = Trh
−1 = ∞. The remainder term
RM (z) of the asymptotic expansion of A(z), which arises from the remainder of Taylor’s theorem
applied to e−zW , may be estimated easily in terms of am because W > 0.
We remark that the above analysis of the asymptotic expansion of the classical partition function
A(z) =
∫
e−zW dµ proceeds under much stronger assumptions on the interaction W than has been
considered in the field theory literature. Indeed, our main focus and the key difficulties of the proof
are in the analysis of the quantum problem.
In analogy to the classical partition function A(z) =
∫
e−zW dµ, the (relative) quantum partition
function for the modified grand canonical density operator P ητ from (1.46) is defined as
Aτ (z) =
Tr(P ητ (z))
Tr(e−Hτ,0)
, P ητ (z)
..= e−ηHτ,0e−(1−2η)Hτ,0−zWτ e−ηHτ,0 . (1.56)
Since Wτ is a positive operator, it is not too hard to show that Aτ (z) is analytic for Re z > 0. As in
the classical case, we aim to find an asymptotic expansion of the form Aτ (z) =
∑M−1
m=0 aτ,mz
m +
Rτ,M (z). The main work in the proof is
(i) obtain bounds of the form |aτ,m| 6 Cmm! and |Rτ,M (z)| 6 CMM !|z|M on the coefficients
and the remainder term of the expansion of Aτ (z), which are strong enough to control Aτ (z)
using its Borel transform;
(ii) prove the convergence of the quantum coefficient aτ,m to the classical coefficient am as τ →∞.
Part (i) is in fact the hardest part of the proof; we now outline how these estimates are derived.
The Taylor expansion of Aτ (z) is obtained from a Duhamel expansion, which arises from a re-
peated application of Duhamel’s formula eX+zY = eX + z
∫ 1
0 dt e
X(1−t)Y et(X+zY ) to the expression
e−(1−2η)Hτ,0−zWτ . This gives an explicit expression for aτ,m in terms of an m-fold time integral∫
dt over an m-dimensional simplex (see (2.10) below), whose integrand consists of the trace of
a product of interaction terms Wτ and free propagators e
−(ti−1−ti)Hτ,0 depending on the times t.
We compute the trace using the quantum Wick theorem (see Appendix B), which says that an
expression of the form
1
Tr(e−Hτ,0)
Tr
(
φ∗τ (x1) · · ·φ∗τ (xm)φτ (y1) · · ·φτ (ym) e−Hτ,0
)
(1.57)
is given by a sum over all pairings of the labels x1, . . . , xm, y1, . . . , ym, where each pairing contributes
a product over pairs of two-point functions of the form
1
Tr(e−Hτ,0)
Tr
(
φ∗τ (x)φτ (y) e
−Hτ,0
)
= Gτ (x; y) ,
where Gτ is the quantum Green function. It may be easily computed (see Appendix B) to equal
Gτ =
1
τ(ehτ /τ−1) . Thus, for energies less than the temperature τ , the quantum Green function Gτ
behaves like the classical Green function G = h−1, whereas for energies above the temperature τ it
exhibits a subexponential decay.
A major hurdle in the application of the quantum Wick theorem is that the expressions obtained
from the Duhamel expansion are not of the simple form (1.57), but intertwine factors of φτ and
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φ∗τ with free propagators e−(ti−1−ti)Hτ,0 . The quantum Wick theorem remains applicable in this
case, except that the resulting quantum Green functions are time-dependent, and take on the form
Gτ,t ..=
e−thτ /τ
τ(ehτ /τ−1) or Sτ,t
..= e−thτ/τ , depending on the structure of the pair in the pairing. We
get factors of the form Gτ,t with t > −1 and Sτ,t for t > 0. Thus, these time-dependent operators
are no longer uniformly Hilbert-Schmidt. In fact, the only norm under which they are uniformly
bounded in time is the operator norm ‖·‖S∞ , which is far too weak for our estimates. (Note that,
here and throughout this paper, time does not refer to physical time, which is the argument of a
unitary one-parameter group, but rather to imaginary physical time, which is the argument of a
contraction semigroup of the form t 7→ e−thτ/τ .)
It is therefore crucial to exploit the detailed structure of the terms arising from the quantum
Wick theorem and the precise time-dependence of the Green functions. We do this by introducing a
graphical notation, whereby individual terms arising from the quantum Wick theorem are encoded
by graphs. The value of a graph is estimated by using an interplay of Sp-norms of the associated
operators and the Lp-norms of their operator kernels. In order to go back and forth between
these two pictures, a crucial observation that we make use of is that the operator kernels of all
time-evolved Green functions Gτ,t and Sτ,t are nonnegative. This allows us to rewrite integrals of
absolute values of the operator kernels, obtained after using Lp-estimates, as kernels of products
of operators. This interplay lies at the heart of our estimates. Viewed from a slightly different
angle, we work both in physical space x ∈ Λ, where operators are controlled using Lp-norms of
their kernels, and in the eigenfunction or Fourier space k ∈ N, where operators are controlled using
their Schatten norms. The latter space is also often referred to as frequency space (by analogy to
the case Λ = Td and h = −∆ + κ, where the eigenfunctions are parametrized by frequencies). In
fact, most of our analysis takes place in physical space, in contrast to most previous work on Gibbs
measures of NLS (e.g. [8, 10,11]) that operates in eigenfunction space.
More concretely, we estimate a pairing by decomposing its associated graph into disjoint paths,
where a path consists of a string of consecutive Green functions. Paths are connected by interaction
potentials w(xi − xj) whose two arguments may belong to different paths. Using ‖w‖L∞ <∞, we
may estimate the contribution of a pairing by simply dropping the interaction potentials w, at the
cost of a multiplicative constant ‖w‖mL∞ , to decouple the paths, resulting in a product of integrals
of paths. Using the positivity of the remaining integral kernels, we may rewrite the contribution
of each path as a trace of an operator product of Green functions. This allows us to combine the
time indices t of all Green functions within a path, which always sum to zero for any path, and
ultimately conclude the estimate. This combination of the times within a path is essential for our
estimates, and estimating the Lp- or Sp-norms of the individual Green functions directly leads to
bounds that are not good enough to conclude the proof.
The upper bound that we obtain for each explicit coefficient aτ,m of the quantum expansion
is uniform in the times t and the parameter η. By dominated convergence, the convergence of
aτ,m to the classical coefficient am may be proved using rather soft arguments, for each fixed t in
the interior of the simplex, without worrying about uniformity in t. In that case, all time-evolved
Green functions are Hilbert-Schmidt (albeit with norms that may blow up as t approaches the
boundary of the simplex), and the convergence of aτ,m may be relatively easily established using
the convergence of Gτ,t to the classical Green function G for all t > −1 and Sτ,t to the identity I for
t > 0. This shows that aτ,m, expressed as a sum over graphs, converges to an explicit expression,
where the contribution of each graph is given as an integral of a monomial in factors of w and G.
It then remains to simply verify that this expression is precisely the one obtained from the classical
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theory using Wick’s theorem, which was outlined above.
As explained above, the classical remainder term RM (z) may be trivially estimated in terms
of the M -th explicit term aM |z|M . This is not the case for the quantum problem, where the
estimate of Rτ,M (z) is a major source of technical difficulties, and also the reason why we require
η > 0 in Theorem 1.6. The structure of the remainder term Rτ,M (z) is analogous to that of aτ,m
outlined above, except that the last free propagator e−tMHτ,0 is replaced with the full propagator
e−tM (Hτ,0+zW ). Hence, the quantum Wick theorem is not applicable. Moreover, estimating the
remainder term in terms of an explicit term (i.e. setting z = 0 to obtain an upper bound), like
in the classical case, does not work owing to the noncommutativity of the interactions Wτ and
the quantum propagators. On the other hand, owing to the delicate cancellations inherent in the
renormalized interaction Wτ , our only means of estimating factors of Wτ effectively is the quantum
Wick theorem for the quasi-free state ρτ,0(·) from (1.38).
Our approach is to estimate the remainder term by a careful splitting using Ho¨lder’s inequality
for the Schatten spaces. To that end, we have to ensure that the total time tM carried by the full
propagator e−tM (Hτ,0+zW ) is bounded away from one, in order to ensure that the remaining free
propagators have a total time bounded away from zero. By an appropriate choice of the splitting,
we may therefore obtain a product of Schatten norms containing either (a) only the full propagator
or (b) a product of free propagators and interaction potentials Wτ . The former may be estimated
using the Trotter-Kato product formula, using that Re z > 0 and Wτ is positive. The latter may
be again estimated using Wick’s theorem. A further technical complication in the use of Wick’s
theorem is that, in order to use Wick’s theorem to estimate the Schatten norm in a factor of type
(b), the total times in factors of type (b) have to be inverses of even integers. The existence of such
a splitting is guaranteed by a carefully constructed splitting algorithm. We remark that it is the
requirement that the full propagator have a total time separated away from one that leads to the
requirement η > 0 in Theorem 1.6.
In the one-dimensional case, where the interaction potential is not renormalized, the remainder
term may be easily estimated in terms of the explicit term by an application of the Feynman-Kac
formula for the full propagator. (See Proposition 4.5 below.) Hence, in that case we can also set
η = 0. This argument requires taking the absolute value of the integral kernel of the interaction
W , and hence destroys the delicate cancellations arising from the renormalization needed in the
higher-dimensional case.
Putting everything together, we have obtained the necessary estimates to deduce from the Borel
summation result in Theorem A.1 that the relative quantum partition function Aτ (1) from (1.56)
converges to the classical partition function A(1) =
∫
e−W dµ.
Finally, instead of partition functions, we can analyse correlation functions by computing the
expectation of observables, i.e. polynomials in the classical or quantum fields. This leads to a
minor generalization of the approach outlined above, whose essence however remains the same.
The convergence of the correlation function then follows from the convergence of observables by a
simple duality argument.
1.9. Organization of the paper. We conclude the introduction with an outline of the remainder
of the paper. In Section 2 we set up and analyse the perturbative expansion for the quantum
problem. The analogous task for the classical problem is performed in Section 3, where we also
identify the classical expansion as the high-temperature limit of the quantum expansion. In Section
4, we explain the modifications required to apply our results to the one-dimensional problem without
renormalization. In Section 5 we formulate the counterterm problem precisely and solve it. Finally,
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in the appendices we collect various technical tools needed in our proofs. In Appendix A we state
and prove a general result about resummation of asymptotic expansions using Borel summation.
In Appendix B, we collect some standard facts about bosonic quasi-free states. The final Appendix
C collects some basic estimates on the quantum Green function.
2. The quantum problem
Sections 2–3 are devoted to the proof of our main result, Theorem 1.6.
2.1. Preparations. We use the notation hτ =
∑
k∈N λτ,kuτ,ku
∗
τ,k for the eigenvalues λτ,k > 0 and
eigenfunctions uτ,k ∈ H of hτ . We abbreviate φτ,k ..= φτ (uτ,k). From (1.23) we deduce that
[φτ,k, φ
∗
τ,l] =
δkl
τ
, [φτ,k, φτ,l] = [φ
∗
τ,k, φ
∗
τ,l] = 0 . (2.1)
Moreover, we have the eigenfunction expansion
φτ (x) =
∑
k∈N
uτ,k(x)φτ,k , (2.2)
and we can write Hτ,0 =
∑
k∈N λτ,k φτ,kφ
∗
τ,k.
Next, we define the quantum Green function, Gτ , as the one-particle correlation function of the
free state (1.38):
〈f ,Gτg〉 ..= ρτ,0
(
φ∗τ (g)φτ (f)
)
. (2.3)
In particular, the quantum density %τ (x) = Gτ (x;x) is given by the diagonal of Gτ . From Lemma
B.1 (i) we find
Gτ =
1
τ(ehτ/τ − 1) =
1
τ
e−hτ/τ
1− e−hτ/τ . (2.4)
Analogously, we define the classical Green function, G, as the covariance of the field φ under the
Gaussian measure µ:
〈f ,Gg〉 ..=
∫
dµ 〈f , φ〉 〈φ, g〉 = 〈f , h−1g〉 , (2.5)
i.e. G = h−1.
Next, we construct an observable using a self-adjoint operator ξ on H(p). More precisely, for
p ∈ N we denote by
Bp ..=
{
ξ ∈ S2(H(p)) : ‖ξ‖S2(H(p)) 6 1
}
the unit ball of S2(H(p)). We define the lift of ξ ∈ Bp to F through
Θτ (ξ) ..=
∫
dx1 · · · dxp dy1 · · · dyp ξ(x1, . . . , xp; y1, . . . , yp)φ∗τ (x1) · · ·φ∗τ (xp)φτ (y1) · · ·φτ (yp) .
(2.6)
The main work in this section is to compute the expectation of Θτ (ξ) in the state ρ
η
τ (·), for arbitrary
self-adjoint ξ ∈ Bp. In addition, for the Borel summation argument we have to introduce a complex
parameter in front of the interaction potential Wτ . To that end, we write
ρητ (Θτ (ξ)) =
Tr
(
Θτ (ξ)P
η
τ
)
Tr(P ητ )
=
ρ˜ητ,1(Θτ (ξ))
ρ˜ητ,1(I)
, (2.7)
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where we defined
ρ˜ητ,z(A) ..=
Tr
(A e−ηHτ,0e−(1−2η)Hτ,0−zWτ e−ηHτ,0)
Tr(e−Hτ,0)
. (2.8)
Here z is a free complex parameter with nonnegative real part.
2.2. Duhamel expansion. Define the function
Aξτ (z)
..= ρ˜ητ,z(Θτ (ξ)) . (2.9)
We now perform a Taylor expansion up to order M ∈ N of Aξτ (z) in the parameter z. This is done
using a Duhamel expansion. The resulting coefficients are
aξτ,m
..= Tr
(
(−1)m 1
(1− 2η)m
∫ 1−η
η
dt1
∫ t1
η
dt2 · · ·
∫ tm−1
η
dtm
×Θτ (ξ) e−(1−t1)Hτ,0 Wτ e−(t1−t2)Hτ,0 Wτ · · · e−(tm−1−tm)Hτ,0 Wτ e−tmHτ,0
)/
Tr
(
e−Hτ,0
)
, (2.10)
and the remainder term is
Rξτ,M (z)
..= Tr
(
(−1)M z
M
(1− 2η)M
∫ 1−2η
0
dt1
∫ t1
0
dt2 · · ·
∫ tM−1
0
dtM Θτ (ξ) e
−(1−η−t1)Hτ,0 Wτ
× e−(t1−t2)Hτ,0 Wτe−(t2−t3)Hτ,0 · · · Wτ e−tM (Hτ,0+
z
1−2ηWτ )e−ηHτ,0
)/
Tr
(
e−Hτ,0
)
. (2.11)
Lemma 2.1. For any M ∈ N we have Aξτ (z) =
∑M−1
m=0 a
ξ
τ,mzm +R
ξ
τ,M (z).
Proof. By performing a Duhamel expansion of Aξτ (z) in the parameter z obtained by iterating the
Duhamel formula M times, we find that, for m = 0, 1, . . . ,M − 1, the m-th coefficient equals
Tr
(
(−1)m
∫ 1
0
ds1
∫ s1
0
ds2 · · ·
∫ sm−1
0
dsmΘτ (ξ) e
−ηHτ,0 e−(1−s1)H
η
τ,0 Wτ e
−(s1−s2)Hητ,0 Wτ
· · · e−(sm−1−sm)Hητ,0 Wτ e−smH
η
τ,0 e−ηHτ,0
)/
Tr
(
e−Hτ,0
)
where Hητ,0
..= (1− 2η)Hτ,0. We first change variables by dilation as s′j ..= (1− 2η)sj and then by
translation as tj ..= s
′
j + η in order to deduce (2.10). The proof of the formula for the remainder
term is analogous, except that we only perform the first change of variables.
2.3. The explicit terms I: time-evolved Green function representation. We shall need
time-evolved versions of the creation and annihilation operators with respect to the Hamiltonian
hτ/τ . We give a precise definition by expanding in the eigenfunctions of hτ .
Definition 2.2. Given t ∈ R, we define the operator-valued distributions ethτ/τφτ and ethτ/τφ∗τ
respectively as(
ethτ/τφτ
)
(x) ..=
∑
k∈N
etλτ,k/τuτ,k(x)φτ,k ,
(
ethτ/τφ∗τ
)
(x) ..=
∑
k∈N
etλτ,k/τ u¯τ,k(x)φ
∗
τ,k . (2.12)
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These objects arise when we conjugate the creation and annihilation operators by etHτ,0 .
Lemma 2.3. For t ∈ R we have
etHτ,0 φ∗τ (x) e
−tHτ,0 =
(
ethτ/τφ∗τ
)
(x) , etHτ,0 φτ (x) e
−tHτ,0 =
(
e−thτ/τφτ
)
(x) . (2.13)
Proof. Observe first that the identities from (2.13) are equivalent by duality. By using (2.2),
(1.37), and linearity, the first identity of (2.13) follows from
Fτ (t) ..= e
t φ∗τ,kφτ,k φ∗τ,k e
−t φ∗τ,kφτ,k = e t/τφ∗τ,k . (2.14)
In order to show (2.14), we remark that Fτ (t) is an operator-valued distribution which depends
smoothly on the parameter t. We compute
F ′τ (t) = e
t φ∗τ,kφτ,k
(
φ∗τ,k φτ,k φ
∗
τ,k − φ∗τ,k φ∗τ,k φτ,k
)
e−t φ
∗
τ,kφτ,k
as a densely defined quadratic form. By (2.1), we therefore get
F ′τ (t) = τ
−1 e t φ
∗
τ,kφτ,k φ∗τ,k e
−t φ∗τ,kφτ,k = τ−1 Fτ (t) .
Since Fτ (0) = φ
∗
τ,k, it follows that Fτ (t) = e
t/τ φ∗τ,k, as claimed.
Lemma 2.3 now directly implies the following result for the conjugation of the interaction Wτ
by etHτ,0 .
Corollary 2.4. For t ∈ R we have
etHτ,0 Wτ e
−tHτ,0 =
1
2
∫
dx dy
((
ethτ/τφ∗τ
)
(x)
(
e−thτ/τφτ
)
(x)− %τ (x)
)
× w(x− y)
((
ethτ/τφ∗τ
)
(y)
(
e−thτ/τφτ
)
(y)− %τ (y)
)
. (2.15)
We denote the renormalized product of two operators A, B that are each linear in φτ , φ∗τ by
: AB : = AB − ρτ,0(AB) . (2.16)
We now substitute the result of Corollary 2.4 into (2.10) and use cyclicity of the trace to obtain
aξτ,m = (−1)m
1
(1− 2η)m 2m
∫ 1−η
η
dt1
∫ t1
η
dt2 · · ·
∫ tm−1
η
dtm f
ξ
τ,m(t1, . . . , tm) , (2.17)
where
f ξτ,m(t1, . . . , tm)
..=
∫
dx1 . . . dxm+p dy1 . . . dym+p( m∏
i=1
w(xi − yi)
)
· ξ(xm+1, . . . , xm+p; ym+1, . . . , ym+p)
ρτ,0
(
m∏
i=1
([
:
(
etihτ/τφ∗τ
)
(xi)
(
e−tihτ/τφτ
)
(xi) :
] [
:
(
etihτ/τφ∗τ
)
(yi)
(
e−tihτ/τφτ
)
(yi) :
])
×
p∏
i=1
φ∗τ (xm+i)
p∏
i=1
φτ (ym+i)
)
. (2.18)
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Here we recall the definition of ρτ,0 from (1.38). In the above formula, and in what follows, when
we write
∏
, we always take the product of the operators in fixed order of increasing indices from
left to right.
We define an abstract vertex set X of 4m+ 2p elements, which encode the φτ and φ∗τ in (2.18).
Definition 2.5. Let m, p ∈ N be given.
(i) The vertex set X ≡ X (m, p) consists of triples of the form (i, r, δ), where i = 1, . . . ,m + 1.
For i = 1, . . . ,m we have r = 1, 2, and for i = m+ 1 we have r = 1, . . . , p. Finally δ = ±1. In
what follows, we also denote each such triple (i, r, δ) by α. Given α = (i, r, δ) ∈ X , we write
its components i, r, δ as iα, rα, δα respectively.
(ii) On X , we impose a linear order 6 by ordering the elements of α = (i, r, δ) ∈ X in increasing
order as
(1, 1,+1), (1, 1,−1), (1, 2,+1), (1, 2,−1), . . . , (m, 1,+1), (m, 1,−1), (m, 2,+1), (m, 2,−1),
(m+ 1, 1,+1), . . . , (m+ 1, p,+1), (m+ 1, 1,−1), . . . , (m+ 1, p,−1) . (2.19)
Moreover, given α, β ∈ X , we say that α < β if α 6 β and α 6= β.
Before we proceed, let us explain the motivation for this definition. The first component i
indexes the operator (w or ξ) occurring outside of ρτ,0 in the integrand in (2.18). Furthermore,
for i = 1, . . . ,m, the index r = 1, 2 tells us whether we are looking at the factor φ]τ (xi) or φ
]
τ (yi),
whereas for i = m+1, r = 1, . . . , p indicates the choice of the factor φ∗τ (xm+r) or φτ (ym+r). Finally,
δ = ±1 is taken to be +1 for a φ∗τ and −1 for a φτ . In this way (X ,6) encodes the occurrences of
φτ and φ
∗
τ in (2.18) in the appropriate order. A graphical interpretation of this encoding is given
in Figure 2.1 below.
Next, to each vertex α = (i, r, δ) ∈ X we assign an integration label xα = xi,r,δ. Moreover,
to each i = 1, . . . ,m we assign an index ti, and we also use tm+1 ..= 0. For α = (i, r, δ), we
interchangeably use the notations xα ≡ xi,r,δ and tα ≡ ti, depending on which form is more
convenient. We also abbreviate
x = (xα)α∈X ∈ ΛX , t = (tα)α∈X ∈ RX . (2.20)
We always consider (t1, . . . , tm) in the support of the integral in (2.17), in which case we have t ∈ A,
where we defined the simplex A ≡ A(m) as
A ..=
{
t ∈ RX : ti,r,δ = ti with 0 = tm+1 6 η < tm < tm−1 < · · · < t2 < t1 < 1− η
}
. (2.21)
Note that
α < β =⇒ 0 6 tα − tβ < 1 . (2.22)
Define a family of operator-valued distributions (Bα(x, t))α through
Bα(x, t) ..=
{(
etαhτ/τφ∗τ
)
(xα) if δα = 1(
e−tαhτ/τφτ
)
(xα) if δα = −1 .
Definition 2.6. Let Π be a pairing of X , i.e. a one-regular graph on X . We regard its edges as
ordered pairs (α, β) satisfying α < β. Let P ≡ P(m, p) denote the set of pairings of X such that
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(i) for each i = 1, . . . ,m and r = 1, 2 we have ((i, r,+1), (i, r,−1)) /∈ Π;
(ii) for each (α, β) ∈ Π we have δαδβ = −1.
Definition 2.7. We define the value of Π ∈ P through
Iξτ,Π(t) ..=
∫
ΛX
dx
m∏
i=1
(
w(xi,1,1 − xi,2,1)
2∏
r=1
δ(xi,r,1 − xi,r,−1)
)
× ξ(xm+1,1,1, . . . , xm+1,p,1;xm+1,1,−1, . . . , xm+1,p,−1)
∏
(α,β)∈Π
ρτ,0
(Bα(x, t)Bβ(x, t)) . (2.23)
Lemma 2.8. For each m, p ∈ N we have f ξτ,m(t) =
∑
Π∈P Iξτ,Π(t).
Proof. Analogously to the labels x = (xα)α, we assign to each vertex α = (i, r, δ) ∈ X a spectral
index kα = ki,r,δ, and abbreviate k = (kα)α.
Given k > 0, we define
uατ,k
..=
{
u¯τ,k if δα = +1
uτ,k if δα = −1 .
Using (2.12) we write
Bα(x, t) =
∑
kα∈N
e δαtαλτ,kα/τuατ,kα(xα)Aα(k) (2.24)
where the family of operators (Aα(k))α is defined by
Aα(k) ..=
{
φ∗τ,kα if δα = +1
φτ,kα if δα = −1 .
(2.25)
As before, we also use the abbreviation Aα ≡ Ai,r,δ when α = (i, r, δ).
Substituting (2.24) into (2.18), it follows that
f ξτ,m(t) =
∫
ΛX
dx
m∏
i=1
(
w(xi,1,+1 − xi,2,+1)
2∏
r=1
δ(xi,r,+1 − xi,r,−1)
)
× ξ(xm+1,1,+1, . . . , xm+1,p,+1;xm+1,1,−1, . . . , xm+1,p,−1)
×
∑
k
∏
α
eδαtαλτ,kα/τuατ,kα(xα) ρτ,0
(
m∏
i=1
2∏
r=1
:
[ ∏
δ=±1
Ai,r,δ(k)
]
:
∏
δ=±1
p∏
r=1
Am+1,r,δ(k)
))
. (2.26)
In the above expression, we adopt our previous convention for
∏
to X in the sense that all the
products are taken in increasing order of the vertices in X . We henceforth use this convention.
Next, we claim that Lemma B.1 implies
ρτ,0
(
m∏
i=1
2∏
r=1
:
[ ∏
δ=±1
Ai,r,δ(k)
]
:
∏
δ=±1
p∏
r=1
Am+1,r,δ(k)
))
=
∑
Π∈P
∏
(α,β)∈Π
ρτ,0
(Aα(k)Aβ(k)) .
(2.27)
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Indeed, we can multiply out all 2m factors of the form
:
[ ∏
δ=±1
Ai,r,δ(k)
]
: =
∏
δ=±1
Ai,r,δ(k)− ρτ,0
( ∏
δ=±1
Ai,r,δ(k)
)
,
and apply Lemma B.1 (ii) to each resulting term. The result is a sum of the form (2.27) over all
pairings satisfying property (i) of Definition 2.6. Note that it is precisely the renormalization : [ · ] :
that gets rid of the pairings violating property (i) of Definition 2.6. Moreover, by Lemma B.1 (i) we
find that if Π contains an edge (α, β) satisfying δαδβ = 1 then its contribution vanishes. Hence, any
pairing with a nonzero contribution to (2.27) satisfies property (ii) of Definition 2.6. This proves
(2.27).
Substituting (2.27) into (2.26) and using (2.24), we deduce the claim.
Next, in order to compute the factors ρτ,0(·) in (2.23), for t ∈ R we introduce the bounded
operators
Sτ,t ..= e
−thτ/τ (t > 0) , (2.28)
Gτ,t ..=
e−thτ/τ
τ(ehτ/τ − 1) (t > −1) . (2.29)
In particular, Gτ,0 = Gτ . As usual, we denote the Schwartz operator kernels of Sτ,t and Gτ,t by
Sτ,t(x; y) and Gτ,t(x; y) respectively. In general, the integral kernels Sτ,t(x; y) and Gτ,t(x; y) are
measures on Λ2.
We have the following simple but crucial positivity result for the operator kernels.
Lemma 2.9. For all t > 0 and x, y ∈ Λ we have Sτ,t(x; y) = Sτ,t(y;x) > 0. Moreover, for all
t > −1 and x, y ∈ Λ we have Gτ,t(x; y) = Gτ,t(y;x) > 0.
Proof. Since Sτ,t and Gτ,t are self-adjoint, the symmetry of their kernels follows from their point-
wise nonnegativity. Using the convergent Neumann series
Gτ,t =
1
τ
∑
n>1
e−(t+n)hτ/τ (2.30)
and continuity, we find that it suffices to prove that Sτ,t(x; y) > 0 for all t > 0 and x, y ∈ Λ. We do
this using the Feynman-Kac formula. For x ∈ Λ, denote by Wx the Wiener measure on continuous
paths b ∈ C([0,∞); Λ) satisfying b(0) = x, i.e. the law of the Λ-valued Brownian motion starting
at x with variance
∫
Wx(db) (b(t)− x)2 = 2t for t > 0. Then we have
Sτ,t(x; y) =
∫
Wx(db) exp
(
−
∫ t/τ
0
ds
[
κ+ vτ (b(s))
])
δ
(
b(t/τ)− y) ,
which is manifestly nonnegative.
Lemma 2.10. Let α, β ∈ X satisfy α < β.
(i) If δα = +1, δβ = −1, and tα − tβ < 1 then
ρτ,0
(Bα(x, t)Bβ(x, t)) = Gτ,−(tα−tβ)(xα;xβ) .
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(ii) If δα = −1, δβ = +1, and tα − tβ > 0 then
ρτ,0
(Bα(x, t)Bβ(x, t)) = Gτ,tα−tβ (xα;xβ) + 1τ Sτ,tα−tβ (xα;xβ) .
(iii) In both cases (i) and (ii) we have
ρτ,0
(Bα(x, t)Bβ(x, t)) > 0 .
Proof. We use the spectral representation to write
Sτ,t(x; y) =
∑
k∈N
e−tλτ,k/τ u¯τ,k(x)uτ,k(y)
for t > 0, and
Gτ,t(x; y) =
∑
k∈N
e−tλτ,k/τ u¯τ,k(x)uτ,k(y)ρτ,0
(
φ∗τ,kφτ,k
)
for t > −1, where we used (2.4).
If δα = +1, δβ = −1 and tα − tβ < 1, we compute using (2.24) and (2.25)
ρτ,0
(Bα(x, t)Bβ(x, t)) = ∑
kα,kβ∈N
e
tαλτ,kα/τ− tβλτ,kβ /τ u¯τ,kα(xα)uτ,kβ (xβ)ρτ,0
(
φ∗τ,kαφτ,kβ
)
=
∑
k∈N
e(tα−tβ)λτ,k/τ u¯τ,k(xα)uτ,k(xβ)〈uτ,k , Gτuτ,k〉 = Gτ,−(tα−tβ)(xα;xβ) ,
as was claimed in part (i). In the second step we used (2.3), (2.4), and that Gτ is diagonal in the
basis (uτ,k).
Likewise, if δα = −1, δβ = +1 and tα − tβ > 0, we compute using (2.1)
ρτ,0
(Bα(x, t)Bβ(x, t)) = ∑
kα,kβ∈N
e
−tαλτ,kα/τ+ tβλτ,kβ /τuτ,kα(xα)u¯τ,kβ (xβ)ρτ,0
(
φ∗τ,kαφτ,kβ
)
+
1
τ
∑
k∈N
e−tαλτ,k/τ+ tβλτ,k/τuτ,k(xα)u¯τ,k(xβ)
=
∑
k∈N
e−(tα−tβ)λτ,k/τuτ,k(xα)u¯τ,k(xβ)〈uτ,k , Gτuτ,k〉
+
1
τ
∑
k∈N
e−(tα−tβ)λτ,k/τuτ,k(xα)u¯τ,k(xβ)
= G¯τ,tα−tβ (xα;xβ) +
1
τ
S¯τ,tα−tβ (xα;xβ)
= Gτ,tα−tβ (xα;xβ) +
1
τ
Sτ,tα−tβ (xα;xβ) .
In the last equality, we used that Gτ,tα−tβ (x; y) and Sτ,tα−tβ (x; y) are real-valued kernels by Lemma
2.9. This proves part (ii).
Part (iii) now follows from Lemma 2.9.
2.4. The explicit terms II: graphical representation. It is convenient to introduce a graph-
ical representation for the vertex set X and the pairing Π ∈ P. See Figure 2.1 for an illustration.
Definition 2.11. Fix m, p ∈ N. To each Π ∈ P we assign an edge-coloured undirected multigraph3
3This means that the graph may have multiple edges.
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1, 1,+1 1, 2,+1
1, 1,−1 1, 2,−1
4, 1,+1 4, 2,+1
4, 1,−1 4, 2,−1
5, 1,+1 5, 4,+1
5, 1,−1 5, 4,−1
Figure 2.1. A graphical depiction of a pairing Π ∈ P. Here m = 4 and p = 4. We depict each vertex
α = (i, r, δ) ∈ X with a white dot, and each edge of Π using a dotted line. We draw vertices with δ = +1
on the top and vertices with δ = −1 on the bottom. We indicate the names of a few vertices next to the
corresponding dots. If two vertices are connected by a vertical line, this indicates a delta function in (2.23)
that constrains their respective labels in x to coincide, and we connect these vertical lines with a horizontal
wiggly line representing a factor w(·) in (2.23). Finally, we represent the integral kernel of ξ in (2.23) with
a grey box. In this picture, the leftmost 4m = 16 vertices are ordered lexicographically according to their
(x, y)-coordinates, and the subsequent 2p = 8 vertices are ordered lexicographically according to their (y, x)-
coordinates, whereby the x-axis is ordered from left to right and the y-axis from top to bottom; see (2.19).
(VΠ, EΠ, σΠ) ≡ (V, E , σ), with a colouring σ : E → ±1, as follows.
(i) On X we introduce the equivalence relation α ∼ β if and only if iα = iβ 6 m and rα = rβ.
We define the vertex set V ..= {[α] : α ∈ X} as the set of equivalence classes of X . We use
the notation V = V2 ∪ V1, where
V2 ..= {(i, r) : 1 6 i 6 m, 1 6 r 6 2} , V1 ..= {(m+ 1, r,±1) : 1 6 r 6 p} .
(ii) The set V carries a total order 6 inherited from X : [α] 6 [β] whenever α 6 β. It is trivial to
check that 6 is well-defined on V (i.e. does not depend on the choice of the representatives
α, β ∈ X ).
(iii) For a pairing Π ∈ P, each edge (α, β) ∈ Π gives rise to an edge e = {[α], [β]} of E with
σ(e) ..= δβ.
(iv) We denote by conn(E) the set of connected components of E , so that E = ⊔P∈conn(E) P. We
call the connected components P of E paths.
Since the vertex set V is determined by m and p, we often refer to the multigraph (V, E) simply
as E . An example of such a multigraph is depicted in Figure 2.2. Note that the multigraph E
may contain multiple edges, but it cannot contain loops. This absence of loops is crucial for our
estimates, and is guaranteed by the condition (i) from Definition 2.6, which itself was a consequence
of the renormalization in the interaction Wτ .
The proof of the following lemma is immediate from Definitions 2.6 and 2.11.
Lemma 2.12. For any Π ∈ P the associated graph EΠ ≡ E has the following properties.
(i) Each vertex of V2 has degree 2.
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1, 1 1, 2
4, 1 4, 2
5, 1,+1 5, 4,+1
5, 1,−1 5, 4,−1
Figure 2.2. A graphical depiction of the edge-coloured multigraph E associated with the pairing Π from
Figure 2.1. We depict vertices of V using white dots and edges of E using dotted or dashed lines: edges e
with colour σ(e) = +1 correspond to dotted lines and edges e with colour σ(e) = −1 to dashed lines. We
indicate the names of a few vertices next to the corresponding dots. A wiggly line connecting two vertices
a, b ∈ V denotes a factor w(ya − yb) in (2.38). The grey box depicts the integral kernel of ξ. Each line
corresponding to an edge e ∈ E encodes a factor Jτ,e in (2.38). The set of paths conn(E) consists of two
closed paths and four open paths.
(ii) Each vertex of V1 has degree 1.
(iii) There are no loops (cycles of length one).
In particular, each P ∈ conn(E) is a path of E in the usual graph-theoretic sense.
For the following we fix m, p ∈ N and a pairing Π ∈ P, and let (V, E , σ) denote the associated
graph from Definition 2.11.
With each x = (xα)α∈X ∈ ΛX and t = (tα)α∈X ∈ RX we associate integration labels y =
(ya)a∈V ∈ ΛV and time labels s = (sa)a∈V ∈ RV defined by
y[α]
..= xα, s[α]
..= tα (2.31)
for any α ∈ X ; as explained above (2.20), the definitions given above do not depend on the choice
of representative α. Note also that by (2.22) we have
0 6 sa − sb < 1 for a < b . (2.32)
Moreover,
sa = sb if and only if ia = ib , (2.33)
where we use the notation i[α]
..= iα.
Definition 2.13. Let P ∈ conn(E). We call P a closed path if it only contains vertices of V2, and
an open path otherwise.
By Lemma 2.12, we find that any closed path P ∈ conn(E) is a closed path in V2 in the usual
graph-theoretic sense, and any open path P ∈ conn(E) has two distinct end points in V1, and its
remaining |V(P)| − 2 vertices are in V2. We denote by V(P) ..=
⋃
e∈P e ⊂ V the set of vertices of
the path P ∈ conn(E). Moreover, we split V(P) = V2(P)unionsqV1(P), where Vi(P) ..= V(P)∩Vi. Note
that V1(P) = ∅ whenever P is a closed path.
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Definition 2.14. Let y = (ya)a∈V ∈ ΛV and s = (sa)a∈V ∈ RV satisfy (2.32). Let e = {a, b} ∈ E
with a < b. We define the labels ye
..= (ya, yb) ∈ Λe and the integral kernels
Jτ,e(ye, s) ..= Gτ,σ(e)(sa−sb)(ya; yb) +
1(σ(e) = +1)
τ
Sτ,sa−sb(ya; yb) , (2.34)
Jˆτ,e(ye, s) ..= Gτ,σ(e)(sa−sb)(ya; yb) . (2.35)
Note that Jˆτ,e is always a Hilbert-Schmidt operator because sa − sb < 1. However, Jτ,e is not
Hilbert-Schmidt when σ(e) = +1 and ia = ib, in which case sa − sb = 0.
In the following we use the splitting
y = (y1,y2) (2.36)
where yi
..= (ya)a∈Vi for i = 1, 2. By a slight abuse of notation, from now on we write
ξ(ym+1,1,+1, . . . , ym+1,p,+1; ym+1,1,−1, . . . , ym+1,p,−1) = ξ(y1) . (2.37)
Lemma 2.15. With s defined in (2.31), we have
Iξτ,Π(t) =
∫
ΛV
dy
(
m∏
i=1
w(yi,1 − yi,2)
)
ξ(y1)
∏
e∈E
Jτ,e(ye, s) . (2.38)
Proof. We define a mapping L : ΛV → ΛX by Ly ..= (y[α])α∈X . We note that L is a bijection
mapping ΛV onto {
x ∈ ΛX : xi,r,+1 = xi,r,−1 for all 1 6 i 6 m, 1 6 r 6 m
}
.
Moreover, using Lemma 2.10 and Definition 2.14, it follows that for e = {a, b} with a < b
Jτ,e(ye, s) = ρτ,0
(Bα(Ly, t)Bβ(Ly, t))
where (α, β) ∈ Π is chosen such that [α] = a, [β] = b. The claim now follows by using the change
of variables x = Ly on the right-hand side of (2.38), and recalling (2.23).
Corollary 2.16. With s defined in (2.31), we have∣∣Iξτ,Π(t)∣∣ 6 ‖w‖mL∞ ∫
ΛV
dy |ξ(y1)|
∏
e∈E
Jτ,e(ye, s) . (2.39)
Proof. This follows from Lemmas 2.15 and 2.10 (iii).
2.5. The explicit terms III: upper bound. Recall that for the Hilbert-Schmidt norm ‖·‖S2(H)
we have the basic identity
‖A‖S2(H) =
(∫
Λ
dx dy |A(x; y)|2
)1/2
. (2.40)
Moreover, by spectral decomposition of |A| = √A∗A, we easily find
‖A‖Sq2 (H) 6 ‖A‖Sq1 (H) (2.41)
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for all 1 6 q1 6 q2 6 ∞. Both of these facts extend trivially to the p-particle case where H is
replaced with H(p).
Note also that for any t > −1 we have Gτ,t ∈ Sq(H) for all q ∈ [1,∞), as can be easily seen
by spectral decomposition and the fact that h−1τ ∈ S2(H). It follows that Gqτ,t ∈ S1(H) for all
1 6 q <∞.
In this subsection we fix m, p ∈ N and a pairing Π ∈ P, and let (V, E , σ) denote the associated
graph from Definition 2.11. The following two results are the key estimates that allow us to integrate
out the variables of a single path P ∈ conn(E). The former bounds, (2.42) and (2.44), are used
to derive an upper bound on
∣∣Iξτ,Π(t)∣∣; see Proposition 2.19 below. The latter bounds, (2.43) and
(2.45), are used to prove the convergence of Iξτ,Π(t) for fixed t ∈ A in Section 2.6.
Lemma 2.17. Suppose that P ∈ conn(E) is a closed path. Then∫
ΛV(P)
∏
a∈V(P)
dya
∏
e∈P
Jτ,e(ye, s) 6 C |V(P)| , (2.42)
and ∣∣∣∣∣
∫
ΛV(P)
∏
a∈V(P)
dya
(∏
e∈P
Jτ,e(ye, s)−
∏
e∈P
Jˆτ,e(ye, s)
)∣∣∣∣∣→ 0 as τ →∞ . (2.43)
Lemma 2.18. Suppose that P ∈ conn(E) is an open path with end points b1, b2 ∈ V1(P). Then∥∥∥∥∥
∫
ΛV2(P)
∏
a∈V2(P)
dya
∏
e∈P
Jτ,e(ye, s)
∥∥∥∥∥
L2yb1yb2
6 C |V2(P)| , (2.44)
and ∥∥∥∥∥
∫
ΛV2(P)
∏
a∈V2(P)
dya
(∏
e∈P
Jτ,e(ye, s)−
∏
e∈P
Jˆτ,e(ye, s)
)∥∥∥∥∥
L2yb1yb2
→ 0 as τ →∞ . (2.45)
Proof of Lemma 2.17. We first prove (2.42). Denote by q the length of the path P, and use the
notation P = {e1, e2, . . . , eq} for the edges of P, whereby ej and ej+1 are incident for j = 1, . . . , q.
Here, and throughout the proof, the index j is always understood to be modulo q. Denote by aj
the unique vertex in ej−1 ∩ ej . Without loss of generality, we suppose that a1 < a2. Note that we
always have q > 2.
Next, by construction of E in Definition 2.11, the colour σ(ej) of any edge ej ∈ P is determined
by σ(e1). Indeed,
σ(ej) =
{
σ(e1) if aj < aj+1
−σ(e1) if aj > aj+1 .
(2.46)
This follows immediately from Definition 2.11, and is best understood using Figure 2.3.
Next, for j = 1, . . . , q, we define the vertices aj,− ..= min{aj , aj+1} and aj,+ ..= max{aj , aj+1}.
From (2.46) we get, for j = 1, . . . , q,
σ(ej)(saj,− − saj,+) = σ(e1)(saj − saj+1) . (2.47)
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e1
a1 a2
Figure 2.3. A closed path P of length 5, with q = 5. The vertices of V2 are ordered from left to right and
depicted using white dots. Edges with colour +1 are depicted with dotted lines and edges with colour −1
with dashed lines. The edge e1 is indicated, and has colour σ(e1) = −1. Its colour determines the colours of
all other edges.
Substituting (2.47) into (2.34), we get, for j = 1, . . . , q,
Jτ,ej (ye, s) = Gτ,σ(e1)(saj−saj+1 )(yaj ; yaj+1) +
1(σ(ej) = +1)
τ
Sτ,σ(e1)(saj−saj+1 )(yaj ; yaj+1) . (2.48)
Here we used that the kernels of Gτ,t and Sτ,t are symmetric by Lemma 2.9. Note that the time
arguments in (2.48) are always in the corresponding domains from (2.28) and (2.29), as may be easily
seen using (2.32) and (2.47). More precisely, if σ(e1) = 1, then σ(ej) = 1 implies that aj < aj+1
and hence saj − saj+1 > 0. Likewise, if σ(e1) = −1, then aj > aj+1 and hence saj − saj+1 6 0.
We can hence rewrite the expression on the left-hand side of (2.42) as
Tr
[
q∏
j=1
(
Gτ,σ(e1)(saj−saj+1 ) +
1(σ(ej) = +1)
τ
Sτ,σ(e1)(saj−saj+1 )
)]
. (2.49)
Note that all operators in the above product commute, so that the order of the product is imma-
terial. We let
JP ..= {1 6 j 6 q : σ(ej) = +1} .
By construction, JP 6= {1, . . . , q}. Indeed, by Definition 2.11, the smallest vertex in the path P is
incident to an edge of colour +1 and to an edge of colour −1.
We write (2.49) as
∑
I⊂JP
Tr
[( ∏
j∈{1,...,q}\I
Gτ,σ(e1)(saj−saj+1 )
)(∏
j∈I
1
τ
Sτ,σ(e1)(saj−saj+1 )
)]
=
∑
I⊂JP
Tr
[( ∏
j∈{1,...,q}\I
Gτ,0
)(∏
j∈I
1
τ
Sτ,0
)]
=
∑
I⊂JP
1
τ |I|
Tr
(
Gq−|I|τ
)
. (2.50)
In the first equality above, we used
∑q+1
j=1(saj − saj−1) = saq+1 − sa0 = 0, which holds since
saq+1 = sa0 = 0.
By (2.41), we note that if |I| 6 q−2 then Tr (Gq−|I|τ ) = ‖Gτ‖q−|I|Sq−|I| 6 ‖Gτ‖q−|I|S2(H). Consequently,
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(2.49) is
6
∑
I⊂JP :
|I|6q−2
1
τ |I|
‖Gτ‖q−|I|S2(H) +
q
τ q−1
‖Gτ‖S1(H) 6 C |V2(P)|
(
1 + ‖Gτ‖S2(H) +
1
τ
‖Gτ‖S1(H)
)|V(P)|
.
(2.51)
In the last line we used q > 2. Estimate (2.42) now follows from (2.51) by Lemma C.1.
Finally, (2.43) follows by a similar argument. When estimating the right-hand side of (2.43),
the only difference is that we sum over nonempty sets I in (2.50) and (2.51). Recalling (2.49),
Definition 2.14, and using q > 2 we thus obtain an additional factor of 1τ and one power of
(1 + ‖Gτ‖S2(H) + 1τ ‖Gτ‖S1(H)) less than on the right-hand side of (2.51), and we deduce (2.43)
again by using Lemma C.1.
Proof of Lemma 2.18. We argue similarly as in the proof of Lemma 2.17. We first prove (2.44).
Let b1 and b2 be as in the statement of the lemma. Assume, without loss of generality, that b1 < b2.
By construction of E in Definition 2.11, it follows that δb1 = +1 and δb2 = −1.
Let q ..= |V2(P)|. In the case q = 0 we have Jτ,{b1,b2}((yb1 , yb2), s) = Gτ (yb1 ; yb2) because
σ({b1, b2}) = −1, and the claim follows immediately by Lemma C.1.
For the following we assume q > 1. We write P = {e1, e2, . . . , eq, eq+1} for the edges of P,
whereby ej and ej+1 are incident for j = 1, . . . , q with the further properties that b1 ∈ e1, b2 ∈ eq+1,
and aj ..= ej ∩ej+1 ∈ V2(P), for all j = 1, . . . , q. Furthermore, we add the conventions that a0 ..= b1
and aq+1 ..= b2.
In this case, by Definition 2.11, the colour σ(ej) of any edge ej ∈ P is uniquely determined.
Namely,
σ(ej) =
{
−1 if aj−1 < aj
+1 if aj−1 > aj ;
(2.52)
see Figure 2.4.
e1
b1
b2
Figure 2.4. An open path P of length 4, with q = 3. The vertices of V2 are ordered from left to right and
we draw the two vertices of V1 contained in P. Edges with colour +1 are depicted with dotted lines and
edges with colour −1 with dashed lines. The edge e1 is indicated, and has colour σ(e1) = +1.
Taking, for j = 1, . . . , q + 1, aj,− ..= min{aj−1, aj} and aj,+ ..= max{aj−1, aj}, (2.52) implies
that, for j = 1, . . . , q + 1,
σ(ej)(saj,− − saj,+) = saj − saj−1 . (2.53)
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In particular, we substitute (2.53) into (2.34) and we get, for j = 1, . . . , q + 1,
Jτ,ej (yej , s) = Gτ,saj−saj−1 (yaj−1 ; yaj ) +
1(σ(ej) = +1)
τ
Sτ,saj−saj−1 (yaj−1 ; yaj ) . (2.54)
As for (2.48), we used the symmetry of the kernels of Gτ,t and Sτ,t from Lemma 2.9. It immediately
follows that the time arguments in (2.54) are always in the corresponding domains from (2.28) and
(2.29). From (2.54) we deduce
∫
ΛV2(P)
∏
a∈V2(P)
dya
∏
e∈P
Jτ,e(ye, s) =
[
q+1∏
j=1
(
Gτ,saj−saj−1 +
1(σ(ej) = +1)
τ
Sτ,saj−saj−1
)]
(yb1 ; yb2) .
(2.55)
We now define JP ..= {1 6 j 6 q + 1 : σ(ej) = +1}. We note that σ(e1) = +1 and hence 1 ∈ JP .
Furthermore, σ(eq+1) = −1 and hence q + 1 /∈ JP . Therefore 1 6 |JP | 6 q.
We write (2.55) as
∑
I⊂JP
[( ∏
j∈{1,...,q+1}\I
Gτ,saj−saj−1
)(∏
j∈I
1
τ
Sτ,saj−saj−1
)]
(yb1 ; yb2)
=
∑
I⊂JP
[( ∏
j∈{1,...,q+1}\I
Gτ,0
)(∏
j∈I
1
τ
Sτ,0
)]
(yb1 ; yb2) =
∑
I⊂JP
1
τ |I|
(
Gq+1−|I|τ
)
(yb1 ; yb2) . (2.56)
In the first equality above, we used
∑q+1
j=1(saj+1 − saj ) = saq+1 − sa0 = 0, which holds since
saq+1 = sa0 = 0.
Consequently, (2.55) is
6
∑
I⊂JP :
|I|6q−1
1
τ |I|
‖Gτ‖q−1−|I|S2(H) ‖Gτ (yb1 ; ·)‖L2 ‖Gτ (yb2 ; ·)‖L2 +
q + 1
τ q
Gτ (yb1 ; yb2)
6 C |V2(P)|
(
1 + ‖Gτ‖S2(H)
)|V2(P)| (‖Gτ (yb1 ; ·)‖L2 ‖Gτ (· ; yb2)‖L2 +Gτ (yb1 ; yb2)) . (2.57)
In the first inequality we used that, for all l > 2,
Glτ (yb1 ; yb2) =
∫
Λl−1
l−1∏
j=1
dζj Gτ (yb1 ; ζ1)Gτ (ζ1; ζ2) · · ·Gτ (ζl−2; ζl−1)Gτ (ζl−1; yb2)
6 ‖Gτ‖l−2S2(H) ‖Gτ (yb1 ; ·)‖L2 ‖Gτ (yb2 ; ·)‖L2 , (2.58)
by the Cauchy-Schwarz inequality. Now (2.44) follows from (2.57) and Lemma C.1.
The proof of (2.45) is similar. The only difference is that we sum over nonempty sets I in (2.56)
and (2.57). We thus obtain an additional factor of 1τ and one power of
(
1 + ‖Gτ‖S2(H)
)
less than
on the right-hand side of (2.57). We deduce (2.45) from Lemma C.1.
Proposition 2.19. For any Π ∈ P and t ∈ A we have ∣∣Iξτ,Π(t)∣∣ 6 Cm+p ‖w‖mL∞.
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Proof. We rewrite (2.39) as
∣∣Iξτ,Π(t)∣∣ 6 ‖w‖mL∞ ∫
ΛV1
dy1
∣∣ξ(y1)∣∣ ∫
ΛV2
dy2
∏
e∈E
Jτ,e(ye, s) . (2.59)
Introduce the splitting conn(E) = connc(E) unionsq conno(E) into closed paths connc(E) and open paths
conno(E). Then we have the factorization∫
ΛV2
dy2
∏
e∈E
Jτ,e(ye, s) =
∏
P∈connc(E)
(∫
ΛV(P)
∏
a∈V(P)
dya
∏
e∈P
Jτ,e(ye, s)
) ∏
P∈conno(E)
(∫
ΛV2(P)
∏
a∈V2(P)
dya
∏
e∈P
Jτ,e(ye, s)
)
.
(2.60)
Substituting (2.60) into (2.59) and using Corollary 2.16 and Lemmas 2.17, it follows that
∣∣Iξτ,Π(t)∣∣ 6 Cm ‖w‖mL∞ ∫
ΛV1
dy1
∣∣ξ(y1)∣∣ ∏
P∈conno(E)
(∫
ΛV2(P)
∏
a∈V2(P)
dya
∏
e∈P
Jτ,e(ye, s)
)
,
The claim now follows by applying Lemma 2.18 and the Cauchy-Schwarz inequality in yb for all
b ∈ V1, where we used that |conno(E)| = p.
Proposition 2.20. For f ξτ,m(t) defined in (2.17) we have
∣∣f ξτ,m(t)| 6 (Cp)p (Cm2‖w‖L∞)m.
Proof. We use Lemma 2.8, Proposition 2.19 and |P| 6 (2m+ p)! to deduce∣∣f ξτ,m(t)| 6 Cm+p‖w‖mL∞ (2m+ p)! ,
from which the claim follows.
Corollary 2.21. For aξτ,m defined in (2.10) we have
∣∣aξτ,m∣∣ 6 (Cp)pCmm! ‖w‖mL∞.
Proof. This follows immediately from Proposition 2.20 and (2.17), noting that the time integration
on the right-hand side of (2.17) has a volume (1− 2η)m/m!.
2.6. The explicit terms IV: convergence. The following definition introduces the limit τ →∞
of Jτ,e(ye, s) from Definition 2.14.
Definition 2.22. Let y = (ya)a∈V ∈ ΛV . We associate an integral kernel Je(ye) ..= G(ya; yb) with
each edge e = {a, b} ∈ E with a < b.
We note that, in the above definition, the quantity Je(ye) does not depend on time. Moreover,
Je(ye) > 0 by the following lemma.
Lemma 2.23. We have G(x; y) = G(y;x) > 0 for all x, y ∈ Λ.
Proof. The claim immediately follows from the Feynman-Kac formula applied to G = h−1 =∫∞
0 dt e
−ht, analogously to the proof of Lemma 2.9.
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The following definition introduces the limit τ → ∞ of Iξτ,Π(t) from Definition 2.7; see also
(2.38).
Definition 2.24. For Π ∈ P and E = EΠ as in Definition 2.11, we define
IξΠ ..=
∫
ΛV
dy
(
m∏
i=1
w(yi,1 − yi,2)
)
ξ(y1)
∏
e∈E
Je(ye) .
Recall the definition (2.21) of A.
Lemma 2.25. For all fixed t ∈ A and Π ∈ P we have
Iξτ,Π(t)→ IξΠ as τ →∞ uniformly in ξ ∈ Bp .
(Note that we do not prove that the convergence is uniform in t ∈ A.)
Proof. In analogy with (2.38) we define, for any Π ∈ P and t ∈ A
Iˆξτ,Π(t) ..=
∫
ΛV
dy
(
m∏
i=1
w(yi,1 − yi,2)
)
ξ(y1)
∏
e∈E
Jˆτ,e(ye, s) . (2.61)
Here we recall Jˆτ,e defined by (2.35) in Definition 2.14. We observe that
Iξτ,Π(t)− Iˆξτ,Π(t)→ 0 as τ →∞ uniformly in ξ ∈ Bp . (2.62)
In order to prove (2.62) we first decompose Iξτ,Π(t) and Iˆξτ,Π(t) as a product over paths as in (2.60).
We then use a telescoping argument for the factor corresponding to each path. We conclude by
using (2.43) from Lemma 2.17 and (2.45) from Lemma 2.18 and by arguing as in the proof of
Proposition 2.19. This yields (2.62).
By (2.62), it suffices to show that
Iˆξτ,Π(t)→ IξΠ as τ →∞ uniformly in ξ ∈ Bp .
By (2.61) and Definition 2.24, it follows that
Iˆξτ,Π(t)− IξΠ =
∫
ΛV
dy
(
m∏
i=1
w(yi,1 − yi,2)
)
ξ(y1)
[∏
e∈E
Jˆτ,e(ye, s)−
∏
e∈E
Je(ye)
]
. (2.63)
By telescoping, we write∏
e∈E
Jˆτ,e(ye, s)−
∏
e∈E
Je(ye) =
∑
e0∈E
[ ∏
e∈E:
e<e0
Jˆτ,e(ye, s)
(
Jˆτ,e0(ye0 , s)−Je0(ye0)
) ∏
e∈E:
e>e0
Je(ye)
]
, (2.64)
where we order the elements of E in some arbitrary fashion.
Substituting (2.64) into (2.63), it follows that
∣∣∣Iˆξτ,Π(t)−IξΠ∣∣∣ 6 ∑
e0∈E
‖w‖mL∞
∫
ΛV
dy
∣∣ξ(y1)∣∣
[ ∏
e<e0
Jˆτ,e(ye, s)
∣∣∣Jˆτ,e0(ye0 , s)−Je0(ye0)∣∣∣ ∏
e>e0
Je(ye)
]
.
(2.65)
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Here, we used that Jˆτ,e(ye, s),Je(ye) > 0 by Lemmas 2.9 and 2.23 respectively. We denote by
Lξτ,e0(t) the summand in (2.65) corresponding to e0 ∈ E . It suffices to show that
Lξτ,e0(t)→ 0 as τ →∞ uniformly in ξ ∈ Bp . (2.66)
For the remainder of the proof, we fix e0 ∈ E and we prove (2.66).
Let y = (ya)a∈V ∈ ΛV and s = (sa)a∈V ∈ RV satisfy (2.32). We associate an integral kernel
J˜τ,e(ye, s) with each edge e ∈ E through
J˜τ,e(ye, s) ..=

Jˆτ,e(ye, s) if e < e0∣∣Jˆτ,e(ye, s)− Je(ye)∣∣ if e = e0
Je(ye) if e > e0 .
(2.67)
In particular
Lξτ,e0(t) = ‖w‖mL∞
∫
ΛV
dy
∣∣ξ(y1)∣∣∏
e∈E
J˜τ,e(ye, s) . (2.68)
Before we proceed, we collect several useful estimates on the kernels J˜τ,e(ye, s) defined in (2.67).
Here in each case, we write e = {a, b} with a < b.
(i) When e < e0, we claim
‖J˜τ,e( · , s)‖S2(H) 6 Cs . (2.69)
We use Definition 2.14 to write
J˜τ,e(ye, s) = Gτ,σ(e)(sa−sb)(ya; yb) . (2.70)
We know from (2.32) that sa − sb ∈ [0, 1). Hence (2.69) follows from Lemma C.2. We note
that the constant Cs depends on s.
(ii) When e = e0 we claim
lim
τ→∞ ‖J˜τ,e( · , s)‖S2(H) = 0 . (2.71)
By Definitions 2.14 and 2.22, it follows that
J˜τ,e(ye, s) =
(
Gτ,σ(e)(sa−sb) −G
)
(ya; yb) . (2.72)
We again use that sa − sb ∈ [0, 1) and apply Lemma C.2.
(iii) If e > e0, then by Definition 2.22 we have
‖J˜τ,e( · , s)‖S2(H) = ‖G‖S2(H) 6 C . (2.73)
Arguing analogously to (2.60), we rewrite (2.68) as
Lξτ,e0(t) = ‖w‖mL∞
∫
ΛV1
dy1
∣∣ξ(y1)∣∣ ∏
P∈connc(E)
(∫
ΛV(P)
∏
a∈V(P)
dya
∏
e∈P
J˜τ,e(ye, s)
)
×
∏
P∈conno(E)
(∫
ΛV2(P)
∏
a∈V2(P)
dya
∏
e∈P
J˜τ,e(ye, s)
)
. (2.74)
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Let P ∈ connc(E). By the Cauchy-Schwarz inequality in ya for a ∈ V(P) we obtain∫
ΛV(P)
∏
a∈V(P)
dya
∏
e∈P
J˜τ,e(ye, s) 6
∏
e∈P
‖J˜τ,e( · , s)‖S2(H) . (2.75)
Let P ∈ conno(E). We recall the notation from the proof of Lemma 2.18:
P = {e1, . . . , eq+1} , V1(P) = {b1, b2} , V2(P) = {a1, . . . , aq} .
By the Cauchy-Schwarz inequality in ya for a ∈ V2(P) we obtain(∫
ΛV2(P)
∏
a∈V2(P)
dya
∏
e∈P
J˜τ,e(ye, s)
)
6
q∏
j=2
‖J˜τ,ej ( · , s)‖S2(H) ‖J˜τ,e1((yb1 , ·), s)‖L2 ‖J˜τ,e1((·, yb2), s)‖L2 . (2.76)
Substituting (2.75) and (2.76) into (2.74) and applying the Cauchy-Schwarz inequality in the y1
variables we obtain
Lξτ,e0(t) 6 ‖w‖mL∞ ‖ξ‖S2(H)
∏
e∈E
‖J˜τ,e( · , s)‖S2(H) . (2.77)
Recalling (2.69), (2.71), and (2.73), the claim (2.66) now follows from (2.77).
Next, for m ∈ N we define
aξ∞,m ..=
(−1)m
m! 2m
∑
Π∈P
IξΠ . (2.78)
Proposition 2.26. For aξτ,m as defined in (2.10), we have
aξτ,m → aξ∞,m as τ →∞ uniformly in ξ ∈ Bp . (2.79)
Proof. From Lemma 2.8, Proposition 2.19, and Lemma C.1 it follows that f ξτ,m(t) defined in (2.18)
is bounded uniformly in τ > 0, ξ ∈ Bp, and t ∈ A. Furthermore, from Lemmas 2.8 and 2.25, for
all t ∈ A we have
f ξτ,m(t)→
∑
Π∈P
IξΠ as τ →∞ uniformly in ξ ∈ Bp .
The claim now follows by using (2.17), (2.78), and the dominated convergence theorem.
2.7. The remainder term. In this subsection we estimate the remainder term from (2.11).
Proposition 2.27. For Rξτ,M (z) defined as in (2.11) and Re z > 0 we have
|Rξτ,M (z)| 6
(
Cp
η2
)p(C‖w‖L∞ |z|
η2
)M
M ! . (2.80)
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The rest of this subsection is devoted to the proof of Proposition 2.27. We begin by performing
the change of variables u1 = 1− 2η − t1 and uj = tj−1 − tj for 2 6 j 6M in the definition (2.11),
and abbreviate u = (u1, . . . , uM ) as well as |u| ..=
∑M
i=1 ui. This yields
Rξτ,M (z) = (−1)M
zM
(1− 2η)M
∫
(0,1−2η)M
du 1(|u| < 1− 2η) gξτ,M (z,u) , (2.81)
where we defined
gξτ,M (z,u)
..= Tr
(
Θτ (ξ) e
−(η+u1)Hτ,0 Wτ e−u2Hτ,0 Wτ e−u3Hτ,0 · · ·
· · · e−uMHτ,0 Wτ e−(1−2η−|u|)(Hτ,0+
z
1−2ηWτ )e−ηHτ,0
)/
Tr
(
e−Hτ,0
)
. (2.82)
For the following we fix u ∈ (0, 1− 2η)M satisfying |u| < 1− 2η.
In order to estimate gξτ,M (z,u), we introduce the rescaled Schatten norm
‖A‖S˜p(F) ..=
(
Tr|A|p
Tr(e−Hτ,0)
)1/p
=
‖A‖Sp(F)
Tr(e−Hτ,0)1/p
for p ∈ [1,∞) and ‖A‖S˜∞(F) ..= ‖A‖S∞(F) (the operator norm on F). We note the trivial identity∥∥e−tHτ,0∥∥
S˜1/t(F) = 1 (2.83)
for all t > 0. The following result is an immediate consequence of Ho¨lder’s inequality for Schatten
spaces; see [83].
Lemma 2.28 (Ho¨lder’s inequality). Given p1, p2 ∈ [1,∞] and Aj ∈ Spj (F) we have
‖A1A2‖S˜p(F) 6 ‖A1‖S˜p1 (F) ‖A2‖S˜p2 (F) ,
where 1p =
1
p1
+ 1p2 .
By cyclicity of the trace and Lemma 2.28, we estimate
|gξτ,M (z,u)| 6
∥∥∥e−ηHτ,0Θτ (ξ)e−η/2Hτ,0∥∥∥
S˜2/3η(F)
∥∥∥e−(1−2η−|u|)(Hτ,0+ z1−2ηWτ )∥∥∥
S˜1/(1−2η−|u|)(F)
×
∥∥∥e−(η/2+u1)Hτ,0 Wτ e−u2Hτ,0 Wτ e−u3Hτ,0 · · · e−uMHτ,0 Wτ∥∥∥
S˜1/(η/2+|u|)(F)
. (2.84)
Here, and throughout the following estimates, it is crucial to work with norms inside of which the
total time in the exponents add up precisely to the inverse Schatten exponent. If this balance is
broken even slightly, our estimates break down badly. This strong sensitivity to the total time in
the exponents is already apparent in the simplest example ‖e−tHτ,0‖S˜1 if t 6= 1. Indeed, by a simple
calculation analogous to the proof of Lemma B.1 (i) one finds
−∂t log Tr(e−tHτ,0)
∣∣
t=1
=
∑
k∈N
ψ(λτ,k/τ) , ψ(x)
..=
xe−x
1− e−x ,
from which we deduce that −∂t log Tr(e−tHτ,0)|t=1 ∼ τα with the typical behaviour λτ,k ∼ k1/α,
where α < 2. Hence, for t close to 1 we obtain ‖e−tHτ,0‖S˜1 ∼ exp(−τα(t − 1)), which blows up
rapidly for t < 1.
In the following three lemmas we estimate individually the three factors on the right-hand side
of (2.84).
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Lemma 2.29. For u ∈ (0, 1− 2η)M satisfying |u| < 1− 2η we have∥∥∥e−(η/2+u1)Hτ,0 Wτ e−u2Hτ,0 Wτ e−u3Hτ,0 · · · e−uMHτ,0 Wτ∥∥∥
S˜1/(η/2+|u|)(F)
6
(
CM2η−2‖w‖L∞
)M
.
(2.85)
Proof. We would like to use the tools developed in Sections 2.3–2.5 to estimate the left-hand side
of (2.85). However, looking at the definition of the Schatten norms, this is only possible if the
exponent 1/(η/2 + |u|) is an even integer. Since this is in general false, we need to split up the
left-hand side of (2.85) using Ho¨lder’s inequality in such a way that every resulting piece has an
exponent in 2N. This splitting has to be with care to avoid overuse of Ho¨lder’s inequality, which
would lead to bounds that are not affordable. Indeed, by the quantum Wick theorem we find that
‖e−tHτ,0Wτ‖S˜1/t(F) ∼ t−2, so that a liberal application of Ho¨lder’s inequality with very short times
is a bad idea.
We begin by defining a slightly more general form of the left-hand side of (2.85). Let 0 < T 6 1,
1 6 m 6M , and s = (s1, . . . , sm) ∈ [0, T ]m be ordered as s1 6 s2 6 · · · 6 sm. Define
KT (s) ..=
∥∥∥e−(T−sm)Hτ,0Wτe−(sm−sm−1)Hτ,0Wτ · · · e−(s2−s1)Hτ,0Wτe−s1Hτ,0∥∥∥
S˜1/T (F)
.
Moreover, for m = 0 define KT (s) ..= ‖e−THτ,0‖S˜1/T (F) = 1, where we used (2.83).
For the following we fix 1 6 m 6M as well as T, s satisfying
T > η/2 , s ∈ [0, T − η/2]m . (2.86)
We define the splitting time Tˆ ..= max
{
t ∈ (0, T ) : 1/t ∈ 2N}. We now split T = T˜ + Tˆ and
m = m˜ + mˆ, where mˆ ..=
∑m
i=1 1(si 6 Tˆ ). We define the new families s˜ ∈ [0, T˜ − η/2]m˜ and
sˆ ∈ [0, Tˆ ]mˆ by setting sˆi ..= si for 1 6 i 6 mˆ, and s˜i ..= smˆ+i − Tˆ for 1 6 i 6 m˜.
We now apply Ho¨lder’s inequality (Lemma 2.28) in the definition of KT (s), which yields
KT (s) 6 KT˜ (s˜)KTˆ (sˆ) . (2.87)
See Figure 2.5 for an illustration of this splitting. Explicitly, we write
KT (s) =
∥∥∥e−(T˜−s˜m˜)Hτ,0Wτe−(s˜m˜−s˜m˜−1)Hτ,0Wτ · · · e−(s˜2−s˜1)Hτ,0Wτe−s˜1Hτ,0
× e−(Tˆ−sˆmˆ)Hτ,0Wτe−(sˆmˆ−sˆmˆ−1)Hτ,0Wτ · · · e−(sˆ2−sˆ1)Hτ,0Wτe−sˆ1Hτ,0
∥∥∥
S˜1/T (F)
and split the norm using Ho¨lder’s inequality (Lemma 2.28) at the line break.
By definition of Tˆ we have 1/2Tˆ ∈ N, so that
KTˆ (sˆ)
1/Tˆ =
1
Tr(e−Hτ,0)
Tr
[((
e−sˆ1Hτ,0Wτe−(sˆ2−sˆ1)Hτ,0 · · ·Wτe−(Tˆ−sˆmˆ)Hτ,0
)
×
(
e−(Tˆ−sˆmˆ)Hτ,0Wτ · · · e−(sˆ2−sˆ1)Hτ,0Wτe−sˆ1Hτ,0
))1/2Tˆ]
.
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0TˆT
T
T
0
0
Tˆ
Tˆ
Figure 2.5. An illustration of the splitting algorithm. Each expression KT (s) is represented graphically by
a horizontal line. We draw the time axis oriented from right to left to match the ordering in the definition
of KT (s). We draw a white dot, representing a factor Wτ , at each si, i = 1, . . . ,m. The interval [0, T ] is
split into the two intervals [0, Tˆ ] and (Tˆ , T ], where T = Tˆ + T˜ . The interval (Tˆ , T ] is the starting point of
the next step of the algorithm, after a shift by −Tˆ which maps it to (0, T˜ ]. The term KT˜ (s˜) is represented
graphically below its parent term KT (s), and we rename T˜ → T and s˜→ s. At each step, there are mˆ white
dots in the first interval [0, Tˆ ] and m˜ dots in the second interval (Tˆ , T ]. Note that, by construction, there
are never dots in the interval (T − η/2, T ], which is indicated with a dotted line. The algorithm terminates
when m˜ = 0, i.e. there are no dots beyond Tˆ .
As in Section 2.3, using Corollary 2.4 we conclude that KTˆ (sˆ)
1/Tˆ = f∅
τ,mˆ/Tˆ
(tˆ) for some immaterial
tˆ ∈ [0, 1)mˆ/Tˆ , where f was defined in (2.18). Here p = 0, which we indicate by replacing ξ with ∅.
From Proposition 2.20 we therefore get
KTˆ (sˆ) 6
(
Cmˆ2Tˆ−2‖w‖L∞
)mˆ 6 (CM2η−2‖w‖L∞)mˆ , (2.88)
where in the last step we used that Tˆ > T/2 > η/4 and mˆ 6 m 6M .
Going back to (2.87), we deduce the following implication:
1 6 m 6M , T > η/2 , s ∈ [0, T − η/2]m =⇒ KT (s) 6
(
CM2η−2‖w‖L∞
)mˆ
KT˜ (s˜) .
(2.89)
We now iterate this procedure, starting from m(0) ..= M , T (0) ..= |u|+η/2, and s(0)k ..=
∑M
i=M−k+2 ui
for k = 1, . . . ,M . Hence, the left-hand side of (2.85) is equal to KT (0)(s
(0)). Note that m(0), T (0),
and s(0) satisfy the assumptions of (2.89).
We now iterate according to the following rules.
(i) If m(i) = 0 then stop.
(ii) If m(i) > 1 then set m(i+1) ..= m˜(i), T (i+1) ..= T˜ (i), and s(i+1) ..= s˜(i).
Since Tˆ > T/2, we deduce that T (i+1) 6 T (i)/2. Moreover, by induction we find that if m(i) > 1
then we always have T (i) > s(i)
m(i)
+ η/2 > η/2. We deduce that the algorithm stops after at most
log2(2/η) steps. Denote by i∗ the time at which the algorithm stops. Then we have
∑i∗−1
i=0 mˆ
(i) = M .
We therefore conclude using (2.89) that
KT (0)(s
(0)) 6
(
CM2η−2‖w‖L∞
)M
,
which is the claim.
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Lemma 2.30. For any t ∈ (0, 1) and any z with Re z > 0 we have ∥∥e−t(Hτ,0+zWτ )∥∥
S˜1/t(F) 6 1.
Proof. We use the Trotter-Kato product formula, which states that
e−t(Hτ,0+zWτ ) = lim
n→∞
(
e−tHτ,0/ne−tzWτ/n
)n
(2.90)
in ‖·‖S˜1(F) and hence also in ‖·‖S˜1/t(F). (See e.g. the presentation of [71] whose proof may be
adapted to the case Im z 6= 0.) Using Lemma 2.28 we find∥∥∥(e−tHτ,0/ne−tzWτ/n)n∥∥∥
S˜1/t(F)
6
∥∥∥e−tHτ,0/ne−tzWτ/n∥∥∥n
S˜n/t(F)
6
∥∥e−tHτ,0/n∥∥n
S˜n/t(F)
∥∥e−tzWτ/n∥∥n
S˜∞(F) 6
∥∥e−tHτ,0/n∥∥n
S˜n/t(F) = 1 ,
where in the third step we used Lemma 2.31 below, and in the last step we used (2.83). The claim
now follows from (2.90).
Lemma 2.31. The operator Wτ is positive.
Proof. Using the Fourier representation w(x) =
∫
wˆ(dk) eik·x, we find
Wτ =
1
2
∫
wˆ(dk)
(∫
dx eik·x
(
φ∗τ (x)φτ (x)− %τ (x)
))(∫
dy eik·y
(
φ∗τ (y)φτ (y)− %τ (y)
))∗
,
which is manifestly a positive operator since wˆ is nonnegative by assumption.
Lemma 2.32. For ξ ∈ Bp we have
∥∥e−ηHτ,0Θτ (ξ)e−η/2Hτ,0∥∥S˜2/3η(F) 6 (Cpη−2)p.
Proof. As in the proof of Lemma 2.29, we use the quantum Wick theorem, which requires an even
Schatten exponent. To that end, let ηˆ ..= max
{
s ∈ (0, η) : 1/s ∈ 2N}. Then by Lemma 2.28 and
(2.83) we have∥∥∥e−ηHτ,0Θτ (ξ)e−η/2Hτ,0∥∥∥
S˜2/3η(F)
6
∥∥∥e−ηˆ/2Hτ,0Θτ (ξ)e−ηˆ/2Hτ,0∥∥∥
S˜1/ηˆ(F)
. (2.91)
Now we write∥∥∥e−ηˆ/2Hτ,0Θτ (ξ)e−ηˆ/2Hτ,0∥∥∥1/ηˆ
S˜1/ηˆ(F)
=
1
Tr(e−Hτ,0)
Tr
[(
e−Hτ,0/q Θτ (ξ)
)q]
, (2.92)
where we abbreviated q ..= 1/ηˆ and used the cyclicity of the trace. Since ηˆ > η/2, we have q 6 2/η.
The estimate of the right-hand side of (2.92) is performed using the quantum Wick theorem,
analogously to the argument from Sections 2.3–2.5. Here we only explain the differences, and refer
to Sections 2.3–2.5 for the full details and notations.
Analogously to Definition 2.5, we encode the creation and annihilation operators in the q oper-
ators Θτ (ξ) are using an abstract vertex space X ..= {1, . . . , q} × {1, . . . , p} × {−1,+1}. We again
denote the elements of X with triples α = (i, r, δ), where i = 1, . . . , q indexes the q operators Θτ (ξ),
r = 1, . . . , p the p the creation or annihilation operators in the definition of Θτ (ξ), and δ = ±1
means a creation / annihilation operator. We introduce a total order on X that coincides with the
ordering of the creation and annihilation operators: the triples (i, r, δ) are lexicographically ordered
according to the string iδr, where the sets {1, . . . , q} and {1, . . . , p} carry the natural order and in
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3, 2,−1
Figure 2.6. The vertex set X with q = 4 and p = 3, represented with white dots. In analogy to Figures 2.1
and 2.2, we also draw grey rectangles to indicate the copy i = 1, . . . , q of ξ that each vertex (i, r, δ) belongs
to. For δ = +1 and δ = −1 we draw (i, r, δ) above and below the grey rectangle respectively. We indicate
the location of the vertex (3, 2,−1) as an example.
{−1,+1} we use the order +1 < −1 for the letter δ. See Figure 2.6 for a graphical illustration of
X .
The set of pairings P is simply given by the set of bipartite pairings Π on X , whereby each
block (α, β) ∈ Π satisfies δαδβ = −1. Then by the quantum Wick theorem (Lemma B.1) we have
1
Tr(e−Hτ,0)
Tr
[(
e−Hτ,0/q Θτ (ξ)
)q]
=
∑
Π∈P
Iξτ,Π , (2.93)
where we defined
Iξτ,Π ..=
∫
ΛX
dx (ξ⊗q)(x)
∏
(α,β)∈Π
Qαβ(xα;xβ) , Qαβ(xα;xβ)
..= ρτ,0
(Bα(x, t)Bβ(x, t)) .
Here we introduced the time labels tα ≡ ti ..= 1− i/q for α = (i, r, δ) ∈ X .
Next, we use Lemma 2.10 to determine the operator kernels Qαβ(xα;xβ). We consider two cases
for α < β.
(i) If δα = +1 and δβ = −1 then Qαβ(xα;xβ) = Gτ,−t(xα;xβ) for some t 6 1− 1/q.
(ii) If δα = −1 and δβ = +1 then Qαβ(xα;xβ) = Gτ,t(xα;xβ) + 1τ Sτ,t(xα;xβ) for some t > 1/q.
Indeed, in case (i) we use Lemma 2.10 (i) and the fact that ti 6 1− 1/q for all i. In case (ii) we use
that, by definition of the ordering on X , this case can only happen if iα < iβ, which implies that
t ..= tα − tβ > 1/q.
Either way, we deduce from (1.49) and Lemmas C.2 and C.4 that ‖Qαβ‖S2(H) 6 Cq. Plugging
this estimate into the definition of Iξτ,Π and using (2.40) and Cauchy-Schwarz, we obtain |Iξτ,Π| 6
(Cq)pq. Recalling (2.93) and noting that |P| = (pq)!, we conclude that
1
Tr(e−Hτ,0)
Tr
[(
e−Hτ,0/q Θτ (ξ)
)q]
6 (Cpq2)pq .
Recalling (2.92), we find that the left-hand side of (2.91) is bounded by (Cpq2)p, from which the
claim follows using q 6 2/η.
Unleashing Lemmas 2.29–2.32 on (2.84), we obtain the following result.
Proposition 2.33. For u ∈ (0, 1− 2η)M satisfying |u| < 1− 2η and ξ ∈ Bp we have
|gξτ,M (z,u)| 6
(
CM2η−2‖w‖L∞
)M
(Cpη−2)p .
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Proposition 2.27 follows immediately from Proposition 2.33 and (2.81).
We conclude this section by proving that Aξτ is analytic in the right half-plane.
Lemma 2.34. The function Aξτ is analytic in {z : Re z > 0}.
Proof. Let P (6n) be the orthogonal projection onto the subspace
⊕n
n′=0H
(n′) of F . Note that
P (6n) commutes with Θτ (ξ), Hτ,0, and Wτ . Define
Aξτ,n(z)
..=
Tr
(
P (6n) Θτ (ξ) e−ηHτ,0e−(1−2η)Hτ,0−zWτ e−ηHτ,0
)
Tr(e−Hτ,0)
. (2.94)
Using cyclicity of the trace and Ho¨lder’s inequality from Lemma 2.28, we find for Re z > 0
|Aξτ,n(z)| 6
∥∥e−η/2Hτ,0Θτ (ξ)e−ηHτ,0∥∥S˜2/3η(F) ∥∥e−(1−2η)Hτ,0−zWτ∥∥S˜1/(1−2η)(F) ∥∥e−η/2Hτ,0∥∥S˜2/η(F)
6 (Cpη−2)p ,
where in the second step we used Lemmas 2.30 and 2.32.
Next, using that Θτ (ξ) and Wτ are bounded on the range of P
(6n), a simple argument using
the Duhamel formula shows that Aξτ,n is analytic for Re z > 0. Since limn→∞A
ξ
τ,n(z) = A
ξ
τ (z) and
Aξτ,n(z) is uniformly bounded for Re z > 0, we conclude that Aξτ is analytic for Re z > 0.
3. The classical problem
3.1. Construction of W . In addition to the classical Green function from (2.5), we define its
truncated version
〈f ,G[K]g〉 ..=
∫
dµ 〈f , φ[K]〉 〈φ[K] , g〉 =
〈
f ,
K∑
k=0
1
λk
uku
∗
k g
〉
. (3.1)
In particular, the classical density %[K] = G[K](x;x) is given by the diagonal of G[K].
Throughout this section we use the classical (i.e. probabilistic) Wick theorem on polynomials
of W[K] and Θ(ξ). The resulting pairings are conveniently described by the abstract vertex set X
from Definition 2.5 (i). Note that, since the classical fields φ commute, the ordering from Definition
2.5 (ii) is superfluous in this whole section. As in Section 2.3, each vertex α = (i, r, δ) ∈ X encodes
a field φ¯ or φ, with i = 1, . . . ,m+ 1 indexing the operator (w for i = 1, . . . ,m and ξ for i = m+ 1),
and δ = +1 and δ = −1 corresponding to φ¯ and φ respectively. In this section we take over many
notations from Sections 2.3–2.4 without further comment.
Proof of Lemma 1.5. It suffices to prove convergence of W[K] in L
m(µ) for a fixed m ∈ 2N.
Choose K1, . . . ,Km > K arbitrary sequences indexed by K ∈ N. We claim that as K → ∞ the
quantity MK ..=
∫
dµW[K1] · · ·W[Km] converges to a limit that does not depend on the sequences
K = (K1, . . . ,Km). The proof is an application of Wick’s theorem. To that end, we use the vertex
set X ≡ X (m, 0) from Definition 2.5 (i). Recalling the definition of the set P of admissible pairings
Π from Definition 2.6, we use Wick’s theorem to write MK =
1
2m
∑
Π∈P IK,Π, where
IK,Π ..=
∫
ΛX
dx
m∏
i=1
(
w(xi,1,1 − xi,2,1)
2∏
r=1
δ(xi,r,1 − xi,r,−1)
) ∏
(α,β)∈Π
G[Kiα∧Kiβ ](xα;xβ) .
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Here we used that
∫
dµφK(x)φ¯K˜(y) = G[K∧K˜](x; y). Next, fix Π ∈ P and use the graph (V, E)
associated with Π from Definition 2.11 to write
IK,Π =
∫
ΛV
dy
(
m∏
i=1
w(yi,1 − yi,2)
) ∏
{α,β}∈E
G[Kiα∧Kiβ ](yα; yβ) . (3.2)
We denote by IΠ the expression obtained from the right-hand side of (3.2) by replacing G[Kiα∧Kiβ ]
with G. We claim that IΠ is well-defined. For the proof, we find using Lemma 2.23 that
|IΠ| 6 ‖w‖mL∞
∫
ΛV
dy
∏
{α,β}∈E
G(yα; yβ) .
That the right-hand side is finite follows easily from w ∈ L∞(Λ) and the path decomposition
E = ⊔P∈conn(E) P of E from Definition 2.11, using that TrGk < ∞ for k > 2 by the assumption
s > −1 in (1.6).
Next, we claim that IK,Π → IΠ as K → ∞. This follows analogously to the above argument,
by telescoping on the right-hand side of
|IK,Π − IΠ| 6 ‖w‖mL∞
∫
ΛV
dy
∣∣∣∣∣ ∏{α,β}∈EG[Kiα∧Kiβ ](yα; yβ)−
∏
{α,β}∈E
G(yα; yβ)
∣∣∣∣∣ ,
and using that ‖G[Kiα∧Kiβ ] − G‖S2(H) → 0 as K → ∞, by definition of G[K] and the assumption
s > −1 in (1.6).
We may now easily conclude the proof. For K →∞ with K˜ > K we have
lim
K→∞
2m ‖W[K˜] −W[K]‖mLm(µ) = limK→∞
m∑
l=0
(−1)l
(
m
l
)∫
dµWm−l
[K˜]
W l[K]
= lim
K→∞
m∑
l=0
(−1)l
(
m
l
)∫
dµWm−l[K] W
l
[K] = 0 ,
as claimed.
3.2. Expansion. We proceed analogously to Section 2, except that in the classical case the ex-
pansion and its control is much easier because we are dealing with commuting random variables.
For a self-adjoint observable ξ ∈ Bp, we define the random variable
Θ(ξ) ..=
∫
dx1 · · · dxp dy1 · · · dyp ξ(x1, . . . , xp; y1, . . . , yp)φ¯(x1) · · · φ¯(xp)φ(y1) · · ·φ(yp) , (3.3)
which is the classical analogue of (2.6). We write the expectation of Θ(ξ) in the state ρ(·) as
ρ(Θ(ξ)) =
ρ˜1(Θ(ξ))
ρ˜1(1)
, (3.4)
where we defined
ρ˜z(X) ..=
∫
X e−zW dµ (3.5)
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for Re z > 0. Performing a Taylor expansion of the exponential e−zW up to order M , we get
Aξ(z) ..= ρ˜z(Θ(ξ)) =
M−1∑
m=0
aξmz
m +RξM (z) , (3.6)
where we defined
aξm
..=
(−1)m
m!
∫
Θ(ξ)Wm dµ , RξM (z)
..=
(−1)MzM
M !
∫
Θ(ξ)WM e−z˜W dµ for some z˜ ∈ [0, z] .
Lemma 3.1. Recall the definition of aξ∞,m from (2.78). For any m, p ∈ N and ξ ∈ Bp, we have
aξm = a
ξ
∞,m . (3.7)
Proof. Since ξ ∈ S2(H(p)) and G ∈ S2(H), we find using Wick’s theorem, the Cauchy-Schwarz
inequality, and (2.40) that Θ(ξ) ∈ L2(µ). Using Lemma 1.5 and Ho¨lder’s inequality, we therefore
write
aξm =
(−1)m
m!
lim
K→∞
∫
Θ(ξ)Wm[K] dµ .
Using Wick’s theorem, we rewrite the right-hand side as a sum over pairings. To that end, let
X ≡ X (m, p) be the vertex set from Definition 2.5, and P ≡ P(m, p) be the set of pairings from
Definition 2.6. Then we get from Wick’s theorem that
aξm =
(−1)m
m! 2m
lim
K→∞
∑
Π∈P
Iξ[K],Π ,
where we defined
Iξ[K],Π ..=
∫
ΛV
dy
(
m∏
i=1
w(yi,1 − yi,2)
)
ξ(y1)
∏
e∈E
J[K],e(ye)
and
J[K],e(ye) ..=
{
G(ya; yb) if e = {a, b} with a, b ∈ V1
G[K](ya; yb) if e = {a, b} with a ∈ V2 or b ∈ V2 .
Here (V, E) is the multigraph associated with Π from Definition 2.11. See also Definitions 2.22 and
2.24. Here we used that
Eφ(x)φ¯[K](y) = Eφ[K](x)φ¯(y) = Eφ[K](x)φ¯[K](y) = G[K](x; y) ,
as follows from the definition of φ[K].
Next, by spectral decomposition, we immediately find that ‖G[K] − G‖S2(H) → 0 as K → ∞.
Recalling Definitions 2.22 and 2.24, by a simple telescoping argument on the definition of Iξ[K],Π,
using (2.40), w ∈ L∞(Λ), and the Cauchy-Schwarz inequality, we find that Iξ[K],Π → IξΠ as K →∞.
Now the claim follows by (2.78).
From Lemma 3.1, Corollary 2.21, and Proposition 2.26, we deduce the following result. (For
conciseness, we obtain the upper bound from the corresponding quantum result that we have
already established, Corollary 2.21, but such an upper bound could also be easily derived using
Wick’s theorem without passing by the quantum problem.)
46
Corollary 3.2. For each m ∈ N we have∣∣aξm∣∣ 6 (Cp)p (C‖w‖L∞)mm! . (3.8)
Next, we estimate the remainder term RξM (z).
Lemma 3.3. For each M ∈ N and Re z > 0 we have∣∣RξM (z)∣∣ 6 (Cp)p (C‖w‖L∞ |z|)MM ! . (3.9)
Proof. As in Lemma 2.31, we easily find that W > 0. Hence, using the Cauchy-Schwarz inequality
we find
∣∣RξM (z)∣∣ 6 |z|MM !
∫
|Θ(ξ)|WM dµ 6 |z|
M
M !
(∫
Θ(ξ)2 dµ
)1/2(∫
W 2M dµ
)1/2
.
Using ξ ∈ S2(H(p)), we find using Wick’s theorem, the Cauchy-Schwarz inequality, and (2.40), that∫
Θ(ξ)2 dµ 6 (Cp)2p. Moreover, using Corollary 3.2 we find
∫
W 2M dµ 6 ‖w‖2ML∞(CM)4M . The
claim now follows.
Finally, a simple application of Wick’s theorem and the Cauchy-Schwarz inequality yields the
following result.
Lemma 3.4. The function Aξ from (3.6) is analytic for Re z > 0.
3.3. Proof of Theorem 1.6. We now have all the necessary ingredients to conclude the proof
of Theorem 1.6.
Using the duality S2(H(p)) ∼= S2(H(p))∗ (see e.g. [83]), we write
‖γητ,p − γp‖S2(H(p)) = sup
ξ∈Bp
∣∣Tr(γητ,p ξ − γp ξ)∣∣ = sup
ξ∈Bp
∣∣ρητ (Θτ (ξ))− ρ(Θ(ξ))∣∣ , (3.10)
where we recall that Bp denotes the unit ball of S
2(H(p)).
Let the functions Aτ and A
ξ
τ be defined as in (3.6) and (2.9) respectively. We now verify the
assumptions of Theorem A.1, with ν =
(Cp
η2
)p
and σ = C‖w‖L∞
η2
. That Aξ and Aξτ are analytic in
CR follows from Lemmas 3.4 and 2.34. The asymptotic expansions (A.2) are given in (3.6) and
Lemma 2.1. The bound (A.3) follows from Corollaries 3.2 and 2.21. The bound (A.4) follows from
Lemma 3.3 and Proposition 2.27. Finally, the convergence (A.5) follows from Proposition 2.26 and
Lemma 3.1. Setting z = 1 and R = 2 in Theorem A.1, we therefore obtain from (A.6) that
ρ˜ητ,1(Θτ (ξ))) −→ ρ˜1(Θ(ξ)) uniformly in ξ ∈ Bp .
Since ρ˜1(1) 6= 0, we conclude from (3.4) and (2.7) that
ρητ (Θτ (ξ))) −→ ρ(Θ(ξ)) uniformly in ξ ∈ Bp .
The claim now follows using (3.10). This concludes the proof of Theorem 1.6.
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4. The one-dimensional problem
In this section we consider the case d = 1 and prove Theorems 1.8 and 1.9. Thus, throughout this
section we assume (1.6) holds for s = 0. The main difference between this section and Sections
2–3 is that, because φ ∈ L2(Λ) µ-almost surely, for d = 1 there is no need to renormalize the
interaction. This simplifies the argument considerably, and the proofs of Theorems 1.8 and 1.9 are
easier than that of Theorem 1.6.
In this section we take hτ ≡ h, so that the quantum Green function (2.4) is Gτ ..= 1τ(eh/τ−1) . In
particular, using Lemma 2.9 we have
‖Gτ‖S1(H) = TrGτ =
∑
k>0
1
τ(eλk/τ − 1) 6
∑
k>0
1
λk
= Trh−1 < ∞ . (4.1)
4.1. Proof of Theorem 1.8, I: convergence in Hilbert-Schmidt norm.
Proposition 4.1. Under the assumptions of Theorem 1.8 we have limτ→∞‖γτ,p − γp‖S2(H(p)) = 0
for all p ∈ N.
This subsection is devoted to the proof of Proposition 4.1. The proof is similar to that of
Theorem 1.6, but we we do not renormalize the interaction and we set η = 0. The absence of
renormalization requires us to work with a different graph structure, which allows for the presence
of loops. Moreover, we are able to estimate the remainder term by using the Feynman-Kac formula,
thus circumventing the more complicated estimates of Section 2.7 which require η > 0. The rest of
the proof proceeds analogously to that of Theorem 1.6.
We first focus on the quantum case. We begin by setting up the Duhamel expansion analogously
to Section 2.2, with the splitting of (1.25) as Hτ = Hτ,0 +Wτ , where we defined
Hτ,0 ..=
∫
dx dy φ∗τ (x)h(x; y)φτ (y) , Wτ ..=
1
2
∫
dx dy φ∗τ (x)φ
∗
τ (y)w(x− y)φτ (x)φτ (y) .
(4.2)
Given ξ ∈ Bp, we perform a Taylor expansion up to order M ∈ N of Aξτ (z) ..= ρ˜τ,z(Θτ (ξ)) in the
parameter z by using a Duhamel expansion. Here Re z > 0 and ρ˜τ,z ≡ ρ˜0τ,z is defined as in (2.8)
with Wτ given by (4.2) and η = 0. By the same argument as in Lemma 2.1, the coefficients a
ξ
τ,m
of the expansion are given by (2.10) and the remainder term Rξτ,M (z) by (2.11), where Wτ is given
by (4.2) and η = 0. Given m, p ∈ N, we recall the set X ≡ X (m, p) from Definition 2.5. Since Wτ
is now normal-ordered, we need to modify the order on X ≡ X (m, p). The vertices (i, r, δ) of X
are now ordered according to the lexicographical order of the string iδr, whereby the value of δ is
ordered as +1 < −1. We slightly abuse notation by also denoting this new order as 6. For the
remainder of this section, we adapt all of the definitions from Section 2.3, but by using the above
lexicographical order instead of (2.19) and setting η = 0 without further comment. Owing to the
absence of renormalization, we consider a larger set of pairings than P from Definition 2.6.
Definition 4.2. We define R ≡ R(m, p) to be the set of pairings Π of X such that for each
(α, β) ∈ Π we have δαδβ = −1.
We now extend the Definition 2.11 to the class of all Π ∈ R. In particular, we assign to each
Π ∈ R an edge-coloured multigraph (VΠ, EΠ, σΠ) = (V, E , σ) satisfying points (i)–(iv) of Definition
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2.11. By contruction of R, the new graph can have loops. They have to be of the form e = {a, a}
for some a ∈ V2. Here, we recall the definition of the sets V1 and V2 in point (i) of Definition 2.11.
Given Π ∈ R, we define its value Iξτ,Π(t) at t ∈ A ≡ A(m) as in Definition 2.7. Note that
Jτ,e(ye, s) is defined as in Definition 2.14, with the index σ(e) defined using the above lexicograph-
ical order on V. Here we recall that we are taking η = 0 in (2.21). Note that this definition makes
sense for Π ∈ R. By minor modifications of the proof of Lemma 2.8, we deduce that the coefficients
aξτ,m of the Taylor expansion of A
ξ
τ (z) are given by
aξτ,m =
(−1)m
2m
∫
A
dt
∑
Π∈R
Iξτ,Π(t) . (4.3)
Note that we now sum over pairings Π ∈ R. The additional pairings Π ∈ R \P were forbidden in
Section 2 by the renormalization.
For the following we fix m, p ∈ N and a pairing Π ∈ R. We can estimate all of the integrands
on the right-hand side of (4.3) uniformly in t ∈ A and τ > 1.
Proposition 4.3. For any Π ∈ R, t ∈ A, we have the estimate∣∣Iξτ,Π(t)∣∣ 6 Cm+p ‖w‖mL∞ (1 + ‖Gτ‖S1(H))m+2p . (4.4)
This result is an analogue of Proposition 2.19 in the current setting. We prove Proposition
4.3 in several steps, following the proof of Proposition 2.19. An important difference is that now
the associated graph (V, E , σ) can have loops, which requires an appropriate modification in the
argument. Moreover, we need to take into account the change of the order from (2.19) to the
lexicographical order. The latter point is a minor one. It is manifested in replacing for each
1 6 i 6 m every occurrence of the factor
ρτ,0
(B(i,1,−1)(x, t)B(i,2,+1)(x, t)) = Gτ (x(i,1,−1);x(i,2,+1)) + 1τ Sτ,0(x(i,1,−1);x(i,2,+1))
by
ρτ,0
(B(i,2,+1)(x, t)B(i,1,−1)(x, t)) = Gτ (x(i,2,+1);x(i,1,−1)) = Gτ (x(i,1,−1);x(i,2,+1)) .
Note that this only subtracts the term 1τ Sτ,0(x(i,1,−1);x(i,2,+1)) and that there is no time evolution
applied to the Green function in either formula. All of the other factors of ρτ,0
(Bα(x, t)Bβ(x, t))
remain the same. The analysis now proceeds as with the order given by (2.19) and we do not
emphasize this point in the sequel.
With y, s as in (2.31), Jτ,e as in (2.34), and ξ(y1) as in (2.37), we have that (2.39) holds for
Π, which now belongs to R. Moreover, we adapt the terminology from Definition 2.13 and the
discussion that immediately follows to the current setting.
Instead of Lemma 2.17, we have the following result.
Lemma 4.4. Suppose that P ∈ conn(E) is a closed path. Then∫
ΛV(P)
∏
a∈V(P)
dya
∏
e∈P
Jτ,e(ye, s) 6 C |V(P)| . (4.5)
Moreover, with Jˆτ,e as in (2.35), the convergence (2.43) holds.
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Proof. We first prove (4.5). We consider the cases when |V(P)| = 1 and when |V(P)| > 2
separately. In the first case, P is a loop of the form e = {a, a} for some a ∈ V2. In particular, the
expression on the left-hand side of (4.5) equals
∫
Λ dyaGτ (ya; ya) = ‖Gτ‖S1(H), so that the claim
holds by (4.1). Here we used Lemma 2.9 and that there is no time evolution applied to Gτ . In
the second case P does not contain any loops so we can use the proof of Lemma 2.17 to obtain
the same bound as on the right-hand side of (2.42). The convergence (2.43) in this context follows
from the proof of Lemma 2.17. The only difference that we have to note is that when |V(P)| = 1,
the claim holds trivially since Jτ,e = Jˆτ,e whenever e is a loop.
Furthermore, if P ∈ conn(E) is an open path, then it cannot have any loops. Hence the proof
of Lemma 2.18 implies that (2.44) and (2.45) still hold in this setting. Putting this observation
together with Lemma 4.4 and (2.41), and arguing as in the proof of Proposition 2.19, we deduce
Proposition 4.3.
Combining Proposition 4.3 and (4.1), we deduce that Corollary 2.21 holds in this setting.
Next, for Π ∈ R and t ∈ A, we define IξΠ(t) as in Definition 2.23. Analogously to (2.78), we
define
aξ∞,m ..=
(−1)m
2mm!
∑
Π∈R
IξΠ . (4.6)
A modification of the proof of Proposition 2.26 shows that (2.79) still holds with aξτ,m given by
(4.3) and aξ∞,m given by (4.6). More precisely, (2.62) still holds by (2.43) and (2.45) applied in this
setting. In the telescoping argument, we need to take into consideration that e can be a loop. If
this is the case, we define J˜τ,e as in (2.67).
The convergence (2.79) then follows by using the arguments in the discussion following (2.64)
with the estimates {
‖J˜τ,e(·, s)‖S1 6 C if e 6= e0
limτ→∞ ‖J˜τ,e(·, s)‖S1 = 0 if e = e0 .
(4.7)
Indeed, if e 6= e0, then ‖J˜τ,e(·, s)‖S1 6 ‖Gτ‖S1 + ‖G‖S1 and the bound in (4.7) holds by (4.1) and
Trh−1 < ∞. For e = e0, we use ‖J˜τ,e(·, s)‖S1 = ‖Gτ −G‖S1 , which converges to zero as τ → ∞,
by spectral decomposition and dominated convergence.
Next, we estimate the remainder term. Owing to the absence of renormalization, we can in
fact show that it is possible to estimate the remainder term in terms of the explicit term. The key
ingredient here is the Feynman-Kac formula.
Proposition 4.5. Given t ∈ A(M) with η = 0 and Re z > 0, we let
R(t, z) ..= Θτ (ξ) e−(1−t1)Hτ,0 Wτ e−(t1−t2)Hτ,0 Wτ · · · e−(tM−1−tM )Hτ,0 Wτ e−tM (Hτ,0+zWτ ) . (4.8)
Then we have ∣∣∣∣ TrR(t, z)Tr(e−Hτ,0)
∣∣∣∣ 6 (Cp)p(CM)2M ‖w‖ML∞ . (4.9)
Proof. Let P (n) be the orthogonal projection onto the subspace H(n) of F . For an operator A on
F , we denote A(n) ..= P (n)AP (n). All of the operators A that we consider in the following leave
the subspace H(n) invariant, in which case we have A = ∑n∈NA(n). Define the operator
S(t) ..= Θτ (ξ) e−(1−t1)Hτ,0 Wτ e−(t1−t2)Hτ,0 Wτ e−(t2−t3)Hτ,0 · · · e−(tM−1−tM )Hτ,0 Wτ , (4.10)
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so that we may write
TrR(t, z) =
∑
n∈N
Tr
(R(t, z))(n) = ∑
n∈N
Tr
(S(t) e−tM (Hτ,0+zWτ ))(n) . (4.11)
For any n ∈ N we have
Tr
(S(t) e−tM (Hτ,0+zWτ ))(n) = ∫
Λn
dx
∫
Λn
dy
(S(t))(n)(y; x) (e−tM (Hτ,0+zWτ ))(n)(x; y) .
We now estimate each of the factors
(
e−tM (Hτ,0+zWτ )
)(n)
(y; x) and
(S(t))(n)(x; y) separately in
absolute value.
We first estimate
(
e−tM (Hτ,0+zWτ )
)(n)
(y; x). Given x ∈ Λn, we denote by Wx the law of the
Λn-valued Brownian motion b starting at x with variance
∫
Wx(db) (b(t)− x)2 = 2t for t > 0. By
the Feynman-Kac formula, we have(
e−tM (Hτ,0+zWτ )
)(n)
(x; y) =
∫
Wx(db) e
−κn
τ e−
∫ tM
0 ds z
(
1
τ2
∑
16i<j6n wij(b(s))
)
δ(b(t)− y) .
Here we used the identity (Wτ )
(n)(u; v) = 1
τ2
∑
16i<j6nw(ui−uj)
∏n
l=1 δ(ul− vl) and the notation
wij(u) ..= w(ui − uj) for u = (u1, . . . , un) ∈ H(n) and 1 6 i < j 6 n. In other words, on H(n) the
operator Wτ acts as multiplication by
1
τ2
∑
16i<j6nwij(u). Since Re z > 0 and w > 0, we have∣∣(e−tM (Hτ,0+zWτ ))(n)(x; y)∣∣ 6 ∫ Wx(db) e−κnτ δ(b(t)− y) = (e−tMHτ,0)(n)(x; y) , (4.12)
where in the second step we used the Feynman-Kac formula again.
Next, we estimate
(S(t))(n)(y; x). In particular, we note that∣∣(S(t))(n)(y; x)∣∣ 6 (Θτ (ξ˜) e−(1−t1)Hτ,0 Wτ e−(t1−t2)Hτ,0 Wτ · · · e−(tM−1−tM )Hτ,0 Wτ)(n)(y; x) .
(4.13)
Here ξ˜ is defined to be the operator whose integral kernel is equal to the absolute value of the kernel
of ξ. We note that
ξ˜ ∈ Bp . (4.14)
The estimate (4.13) follows by writing
(S(t))(n)(y; x) = ( 2M∏
j=1
∫
Λn
dvj
)(
Θτ (ξ)
)(n)
(y; v1)
(
e−(1−t1)Hτ,0
)(n)
(v1; v2)
(
Wτ
)(n)
(v2; v3)
(
e−(t1−t2)Hτ,0
)(n)
(v3; v4) · · ·
(
e−(tM−1−tM )Hτ,0
)(n)
(v2M−1; v2M )
(
Wτ
)(n)
(v2M ; x)
and noting that
∣∣(Θτ (ξ))(n)∣∣ 6 (Θτ (ξ˜))(n), (e−(tj−tj−1)Hτ,0)(n) > 0, and (Wτ)(n) > 0 in the sense
of operator kernels. Substituting (4.12) and (4.13) into (4.11), we obtain
|TrR(t, z)| 6 Tr
(
Θτ (ξ˜) e
−(1−t1)Hτ,0 Wτ e−(t1−t2)Hτ,0 Wτ · · · e−(tM−1−tM )Hτ,0 Wτ e−tMHτ,0
)
.
We now recall (4.14) and argue as in the proof of Proposition 4.3 with ξ replaced by ξ˜. In addition,
we sum over all pairings Π ∈ R. There are at most (2M +p)! 6 C2M+p ppM2M such pairings. The
claim now follows.
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Recalling the formula (2.11) for the remainder term Rξτ,m and using Proposition 4.5 we deduce
that the following result holds in this setting.
Corollary 4.6. For all M ∈ N and Re z > 0 we have ∣∣Rξτ,M (z)∣∣ 6 (Cp)p (C‖w‖L∞ |z|)MM !.
In addition, we note that Proposition 4.5 and the proof of Lemma 2.34 imply that Aξτ is analytic
in {z : Re z > 0}.
We now consider the classical case. Let aξm denote the coefficients of ρ˜z(Θ(ξ)), where ρ˜z is
defined for Re z > 0 as in (3.5) and where W is given by (1.12) for a pointwise nonnegative w.
Furthermore, let RξM (z) denote the remainder term in the Taylor expansion up to order M . A
simple modification of the proof of Lemma 3.1 yields that (3.7) holds in this setting. In particular,
adapting the proof of Corollary 3.2 implies (3.8) in this setting. Finally, the proofs of Lemmas 3.3
and 3.4 carry over and imply that (3.9) holds and that Aξ is analytic for Re z > 0.
We now finish the proof of Proposition 4.1 by using the duality argument given in the proof of
Theorem 1.6. Note that combining all of the results of this subsection, it follows that the assump-
tions of Proposition A.1 are satisfied with ν = (Cp)p, σ = C‖w‖L∞ . The result of Proposition 4.1
now follows as in the proof of Theorem 1.6; see Section 3.3.
4.2. Proof of Theorem 1.8, II: convergence of the traces.
Proposition 4.7. Under the assumptions of Theorem 1.8 we have limτ→∞Tr γτ,p = Tr γp for all
p ∈ N.
This subsection is devoted to the proof of Proposition 4.7. This is done in several steps, using
arguments similar to those used in the proof of Proposition 4.1. The main difference is that we
have to work with a different type of observable, and, consequently, with a different graph structure
from the one used in Subsection 4.1. More precisely, we fix throughout this section p ∈ N and we
define ξ ≡ ξp to be the identity operator on H(p), with integral kernel
ξ(x1, . . . , xp; y1, . . . , yp) ..=
p∏
j=1
δ(xj − yj) . (4.15)
Note that ξ /∈ Bp. Nevertheless, we can extend the definitions (2.9) and (3.6) of Aξτ and Aξ for ξ
as in (4.15). Note that here we again take η = 0. With this definition, we have
Tr γτ,p = Θ
ξ
τ (1) , Tr γp = Θ
ξ(1) . (4.16)
With the same notation as in the preceding subsection, we set up the Duhamel expansion of Aξτ,p(z)
and Aξτ (z) in Re z > 0. We first focus on the quantum case. For fixed m ∈ N we work again with
the set X ≡ X (m, p) from Definition 2.5 and the set of partitions R ≡ R(m, p) from Definition 4.2.
We need to modify the graph structure in Definition 2.11 for the current setting.
Definition 4.8. Fix m, p ∈ N. To each Π ∈ R we assign an edge-coloured undirected multigraph
(V˜Π, E˜Π, σ˜Π) ≡ (V˜, E˜ , σ˜), with a colouring σ˜ : E → ±1, as follows.
(i) On X we introduce the equivalence relation α ∼ β if and only if iα = iβ and rα = rβ. We define
the vertex set V˜ ..= {[α] : α ∈ X} as the set of equivalence classes of X . We use the notation
V˜ = V˜2 ∪ V˜1, where V˜2 ..= {(i, r) : 1 6 i 6 m, 1 6 r 6 2} and V˜1 ..= {(m+ 1, r) : 1 6 r 6 p}.
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(ii) The set V˜ carries a total order 6 inherited from X : [α] 6 [β] whenever α 6 β. Note that
here we use the lexicographic order on X introduced in Section 4.1.
(iii) For a pairing Π ∈ R, each edge (α, β) ∈ Π gives rise to an edge e = {[α], [β]} of E˜ with
σ˜(e) ..= δβ.
(iv) We denote by conn(E˜) the set of connected components of E˜ , so that E˜ = ⊔P∈conn(E˜) P. We
call the connected components P of E˜ paths.
Note that in point (i) of Definition (2.11), we in particular view α and β as equivalent when
iα = iβ = m+ 1 and rα = rβ. This is the main difference with the graph structure from Definition
2.11. By a slight abuse of notation, we denote both the equivalence relation from Definition 2.11
and from Definition 4.8 by ∼. From context, it will be clear to which equivalence relation we are
referring. From Definitions 4.2 and 4.8, we deduce that each vertex of V˜ has degree 2. Therefore V˜
factorizes as a product of closed paths. In particular, these closed paths can be loops. Moreover,
all elements of conn(E˜) are closed paths.
For the following we fix m, p ∈ N and a pairing Π ∈ R, and let (V˜, E˜ , σ˜) denote the associated
graph from Definition 4.8. Given t ∈ A ≡ A(m), we appropriately modify Definition 2.7 and define
Iξτ,Π(t) ..=
∫
ΛV˜
dy
(
m∏
i=1
w(yi,1 − yi,2)
)∏
e∈E˜
Jτ,e(ye, s) .
Note that (4.3) holds in this setting.
With each x = (xα)α∈X ∈ ΛX and t = (tα)α∈X ∈ A we associate integration labels y =
(ya)a∈V˜ ∈ ΛV˜ and time labels s = (sa)a∈V˜ ∈ RV˜ as in (2.31), except that we now take the vertex
set V˜ and the equivalence relation ∼ to be the one from Definition 4.8. In addition we adapt the
splitting (2.36) to this context, where now yi
..= (ya)a∈V˜i . Given P ∈ conn(E˜) we denote by V˜(P)
the set of vertices of P. Moreover, we let V˜i(P) ..= V˜(P) ∩ V˜i for i = 1, 2. Given e ∈ E˜ , we define
Jτ,e as in Definition 2.14. (Here we replace each occurrence of V and E in Definition 2.14 by V˜ and
E˜ respectively.)
Lemma 4.9. Suppose that P ∈ conn(E˜). Then∫
ΛV˜(P)
∏
a∈V˜(P)
dya
∏
e∈P
Jτ,e(ye, s) 6 C |V˜(P)| . (4.17)
Proof. We consider two cases: (i) V˜(P) ⊂ V˜2 and (ii) V˜1(P) 6= ∅. In case (i), all of the vertices in
P belong to V˜2 and the claim follows by arguing as in the proof of Lemma 4.4.
Let us therefore focus on case (ii). If V˜(P) = 1, then P is a loop in V˜1 and so the left-hand side
of (4.17) equals ‖Gτ‖S1 , which satisfies the claimed bound.
We henceforth assume V˜(P) > 2. Since P is a closed path, there exists l ∈ N and distinct
elements b1, . . . , bl ∈ V˜1 such that P =
⊔l
j=1 Pj , where for each j = 1, . . . , l the path Pj is of
the form Pj = {ej1, ej2, . . . , ejqj} for some qj ∈ N and edges ejk such that bj ∈ ej1, bj+1 ∈ ejqj and
ejk ∩ ejk+1 ∈ V˜2, for all k = 1, . . . , qj − 1. Here we set bl+1 ..= b1. (It is possible to have qj = 1 in
which case Pj is the path of length 1 joining bj and bj+1.)
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We now write the left-hand side of (4.17) as∫
Λl
dyb1 · · · dybl
(
l∏
j=1
∫
ΛV˜2(Pj)
∏
a∈V˜2(Pj)
dya
∏
e∈Pj
Jτ,e(ye, s)
)
. (4.18)
Arguing as in (2.55)-(2.56) we can get rid of all the time evolutions in the j-th factor of the integrand
in (4.18) for all j = 1, . . . , l. In particular, the proof of (2.57) (in the proof of Lemma 2.18) implies
that the j-th factor is
6 C |V˜2(Pj)|
(
1 + ‖Gτ‖S2(H)
)|V˜2(Pj)| (‖Gτ (ybj ; ·)‖H ‖Gτ (· ; ybj+1)‖H +Gτ (ybj ; ybj+1)) .
The estimate (4.17) now follows by applying the Cauchy-Schwarz inequality in yb1 , . . . , ybl and using
Lemma C.1.
From Lemma 4.9 and (4.1) we deduce that, for any Π ∈ R, t ∈ A, the estimate (4.4) holds
when ξ is given by (4.15). In particular, it follows that Corollary 2.21 holds in this setting. Next,
for Π ∈ R, we define
IξΠ ..=
∫
ΛV˜
dy
(
m∏
i=1
w(yi,1 − yi,2)
)∏
e∈E˜
Je(ye) .
We define aξ∞,m as in (4.6). With this notation, (2.79) still holds in this setting by using the same
telescoping proof adapted to the one-dimensional setting as in Section 4.1. For the remainder term,
we note that for R(t, z) by (4.8) we have that (4.9) holds even if we take ξ as in (4.15). The proof
is a minor modification of the proof of Proposition 4.5. More precisely, we note that for S(t) given
by (4.10), (4.13) holds if we take ξ˜ ..= ξ. Namely, in this case
(
Θτ (ξ)
)(n) > 0 for all n ∈ N in
the sense of operator kernels. The proof now proceeds as in Section 4.1. We hence deduce that
Corollary 4.6 holds in this setting. As in the previous subsection, we deduce that the function Aξτ
is analytic in {z : Re z > 0}
We now consider the classical case. The identity (3.7) holds when ξ is given by (4.15). Arguing
as earlier, we obtain (3.8) in this setting. As in the proof of Lemma 3.3, we reduce the estimate of the
remainder term to that of the explicit term by the trivial estimate |RξM (z)| 6 |z|
M
M !
∫
Θ(ξ)WM dµ.
We deduce that Lemma 3.3 holds in this setting. Note that now we cannot use Cauchy-Schwarz as
earlier. Moreover, the same proof allows us to deduce that the function Aξ is analytic for Re z > 0.
We now conclude the proof of Proposition 4.7. Combining all of the results of this subsection, it
follows that the assumptions of Proposition A.1 are satisfied with ν = (Cp)p, σ = C‖w‖L∞ . Hence,
it follows that, for Re z > 0 we have Aξτ (z) → Aξ(z) as τ → ∞. In particular, setting z = 1 and
recalling (4.16), we obtain Proposition 4.7.
4.3. Proof of Theorem 1.8, III: conclusion. In order to conclude the proof of Theorem 1.8
we need the following lemma.
Lemma 4.10. Let p ∈ N be fixed. Suppose that, for all τ > 0, γτ ∈ S1(H(p)) is positive and
γ ∈ S1(H(p)) is positive. Moreover, suppose that
(i) lim
τ→∞‖γτ − γ‖S2(H(p)) = 0 , (ii) limτ→∞Tr γτ = Tr γ .
Then we have limτ→∞‖γτ − γ‖S1(H(p)) = 0.
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Proof. The proof is analogous to arguments in [83, Section 2]; see in particular the proof of [83,
Lemma 2.20]. For simplicity of notation, throughout the proof we abbreviateS2(H(p)) andS1(H(p))
as S2 and S1 respectively. All of the operators we consider act on H(p). By scaling, we can assume
without loss of generality that Tr γ = 1.
Let ε > 0 be given. Since γ ∈ S1, it is possible to find an operator P of finite rank such that
for Q ..= I− P we have
TrQγ Q 6 ε . (4.19)
In particular, we can choose P to be the projection onto the span of a sufficiently large set of
eigenvectors of γ.
Using cyclicity of the trace and P 2 = P , we obtain
TrQ(γτ − γ)Q =
(
Tr γτ − Tr γ
)− (TrPγτ − TrPγ) . (4.20)
By assumption (ii), the first term on the right-hand side of (4.20) converges to zero as τ → ∞.
Moreover, by the Cauchy-Schwarz inequality we have∣∣TrPγτ − TrPγ∣∣ 6 ‖P‖S2‖γτ − γ‖S2 ,
which converges to zero as τ →∞ by assumption (i). By (4.19) and (4.20), we deduce
TrQγτ Q 6 2ε (4.21)
for τ sufficiently large. We henceforth consider such τ .
Since γ and γτ are positive, we obtain from (4.19) and (4.21)
‖Qγ Q‖S1 6 ε , ‖Qγτ Q‖S1 6 2ε . (4.22)
We estimate
‖γ − γτ‖S1 6 ‖Q(γ − γτ )Q‖S1 + ‖P (γ − γτ )Q‖S1 + ‖Q(γ − γτ )P‖S1 + ‖P (γ − γτ )P‖S1 . (4.23)
The first term on the right-hand side of (4.23) is bounded by 3ε by (4.22). By the Cauchy-Schwarz
inequality, the second and third term are
6 ‖Q(γ − γτ )‖S2‖P‖S2 6 ‖γ − γτ‖S2‖P‖S2 ,
which converges to zero as τ →∞ by assumption (i). Similarly, the fourth term is
6 ‖P (γ − γτ )‖S2‖P‖S2 6 ‖γ − γτ‖S2‖P‖S2 .
In particular, for τ sufficiently large we have ‖γ − γτ‖S1 6 4ε. Since ε is arbitrary, the result
follows.
Theorem 1.8 now follows from Propositions 4.1 and 4.7 and Lemma 4.10 with γτ = γτ,p and
γ = γp.
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4.4. Proof of Theorem 1.9. The proof of Theorem 1.9 is similar to that of Theorem 1.8, but
since the interaction is no longer uniformly bounded, some modifications in the proof are needed.
We first explain several changes in the setup of the problem. Instead of the nonlocal W from (1.12),
we consider the local W from (1.52). Instead of Wτ as in (4.2), we consider
Wτ ..=
1
2
∫
dx dy φ∗τ (x)φ
∗
τ (y)wτ (x− y)φτ (x)φτ (y) . (4.24)
For simplicity, throughout the proof we suppose that α = limτ→∞
∫
wτ is equal to 1.
Let us first consider the quantum case. For fixed p ∈ N we consider the observable ξ that either
belongs to Bp or is the identity ξp = I on H
(p) with kernel (4.15). Given such a ξ, we again perform
a Taylor expansion up to order M ∈ N of Aξτ (z) ..= ρ˜τ,z(Θτ (ξ)) in the parameter z with Re z > 0.
Here ρ˜τ,z ≡ ρ˜0τ,z is defined as in (2.8) with Wτ given by (4.24) and η = 0. The coefficients aξτ,m of
the expansion are given by (2.10) and the remainder term Rξτ,M (z) by (2.11), where Wτ is given by
(4.24) and η = 0. Furthermore, given m ∈ N and Π ∈ R ≡ R(m) we define Iξτ,Π(t) at t ∈ A ≡ A(m)
by
Iξτ,Π(t) ..=
∫
ΛV
dy
(
m∏
i=1
wτ (yi,1 − yi,2)
)
ξ(y1)
∏
e∈E
Jτ,e(ye, s) (4.25)
if ξ ∈ Bp and by
Iξτ,Π(t) ..=
∫
ΛV˜
dy
(
m∏
i=1
wτ (yi,1 − yi,2)
)∏
e∈E˜
Jτ,e(ye, s) (4.26)
if ξ = ξp. The order 6 (used in the definition of σ(·)) on the sets V and V˜ is the lexicographical
order from Sections 4.1–4.2. The order 6 (used in the definition of σ(·)) on the sets V and V˜ is the
lexicographical order from Sections 4.1–4.2. Note that, as in Sections 4.1 and 4.2, we take η = 0 in
the definition of A(m). Arguing as in the proof of Corollary 2.21, the needed upper bounds on the
explicit terms are a consequence of the following result.
Throughout the following, we use positive constants C0, C1, C2 > 0 that may only depend on κ
and the constant C from (1.53).
Proposition 4.11. For any Π ∈ R, t ∈ A and for Iξτ,Π(t) as defined in (4.25)–(4.26) we have∣∣Iξτ,Π(t)∣∣ 6 Cm+p0 .
Before proving Proposition 4.11 we introduce some basic tools. Recalling Sτ,t and Gτ,t given by
(2.28) and (2.29), we define Qτ,t for t ∈ (−1, 1) by
Qτ,t ..=
{
Gτ,t +
1
τ Sτ,t if t ∈ (0, 1)
Gτ,t if t ∈ (−1, 0] .
(4.27)
Note that for t ∈ (−1, 0) we can write
Qτ,t =
e−(t+1)h/τ
τ(eh/τ − 1) +
1
τ
e−(t+1)h/τ =
e−{t}h/τ
τ(eh/τ − 1) +
1
τ
e−{t}h/τ (4.28)
where {x} ..= x− bxc ∈ [0, 1) denotes the fractional part of x. We adopt this notation from now
on. From (4.27) and (4.28) we note for t ∈ (−1, 1) the splitting
Qτ,t = Q
(1)
τ,t +
1
τ
Q
(2)
τ,t , (4.29)
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where
Q
(1)
τ,t
..=
e−{t}h/τ
τ(eh/τ − 1) , Q
(2)
τ,t
..=
{
e−{t}h/τ if t ∈ (−1, 1) \ {0}
0 if t = 0 .
(4.30)
A splitting of the form (4.29) valid for all t ∈ (−1, 1) is a key ingredient of our proof. From Lemma
2.9 it follows that for all t ∈ (−1, 1) and x, y ∈ Λ we have
Q
(1)
τ,t (x; y) = Q
(1)
τ,t (y;x) > 0 , Q
(2)
τ,t (x; y) = Q
(2)
τ,t (y;x) > 0 . (4.31)
We note the following result.
Lemma 4.12. With Q
(j)
τ,t given by (4.30) and Qτ,t given by (4.27) we have the following estimates.
(i) ‖Q(1)τ,t ‖L∞(Λ2) 6 C1 for all t ∈ (−1, 1).
(ii)
∫
dy Q
(2)
τ,t (x; y) =
∫
dy Q
(2)
τ,t (y;x) 6 1 for all t ∈ (−1, 1) and x ∈ Λ.
(iii) ‖Q(2)τ,t ‖L∞(Λ2) 6 C1τ if {t} > 1/4.
(iv) Qτ,t(x; y) > C2 for all t ∈ (−1, 1) and x, y ∈ Λ.
Proof. Since we are working in one dimension and since v = 0, we change our earlier indexing
convention and we index the eigenvalues of h as λk = (2pik)
2 + κ, where k ∈ Z.
We first prove (i). Note that
‖Q(1)τ,t ‖L∞(Λ2) =
∥∥∥∥∥∑
k∈Z
e−{t}λk/τ
τ(eλk/τ − 1) e
2piik(x−y)
∥∥∥∥∥
L∞(Λ2)
6
∑
k∈Z
e−{t}λk/τ
τ(eλk/τ − 1) 6
∑
k∈Z
1
λk
< ∞ .
Part (iii) is proved in the same way.
We now prove (ii). If t = 0 the claim immediately holds since Q
(2)
τ,0 ≡ 0. We therefore consider
t ∈ (−1, 1) \ {0}. The two integrals in the claim are indeed equal by (4.31). Note that∫
dy Q
(2)
τ,t (x; y) =
∫
dy
∑
k∈Z
e−{t}λk/τe2piik(x−y) =
∑
k∈Z
∫
dy e−{t}λk/τe2piik(x−y) = e−{t}λ0/τ 6 1 .
The interchanging of the integration in y and the summation in k is justified by the decay of
e−{t}λk/τ .
Finally we prove (iv). It suffices to prove that Gτ,t(x; y) > C2. First, we observe that there
exists a constant c > 0 such that for all s > 1 and x, y ∈ Λ we have es∆(x; y) > c; this can be
proved either using the Feynman-Kac formula or the Poisson summation formula. The claim (iv)
then easily follows from the Neumann series representation (2.30) and Lemma 2.9, which yield
Gτ,t(x; y) >
1
τ
2τ+1∑
n=τ+1
e−(t+n)κ/τe(t+n)∆/τ (x; y) .
We now have all the necessary ingredients to prove Proposition 4.11.
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Proof of Proposition 4.11. Let us first consider the case when ξ ∈ Bp. We decompose the
multigraph EΠ ≡ E into paths. We order these paths as P1, . . . ,Pk in an arbitrary fashion. Using
the nonnegativity of Jτ,e we obtain the estimate
∣∣Iξτ,Π(t)∣∣ 6 ∫
ΛV
dy
(
m∏
i=1
wτ (yi,1 − yi,2)
)∣∣ξ(y1)∣∣
(
k∏
j=1
∏
e∈Pj
Jτ,e(ye, s)
)
. (4.32)
Note that, due to the structure of the interaction we cannot automatically decouple the paths in
(4.32) by arguing as in (2.59)-(2.60). Indeed, arguing in this way would give us a factor of ‖wτ‖mL∞ ,
which we only know is bounded by (Cτ)m. Such a rough upper bound is not affordable. Therefore
we need to carefully distribute the factors of wτ (yi,1 − yi,2) among the paths.
Before we proceed we introduce some notation. Given a = (ia, ra) ∈ V2 we define a∗ ∈ V2 by
a∗ ..= (ia, 3 − ra). Since ra = 1, 2 for all a ∈ V2, we have (a∗)∗ = a. Note that we always have
a 6= a∗. Moreover we define for a ∈ V2 the function Waτ by
Waτ ..=

wτ if a ∈ Pj , a∗ ∈ Pl for some 1 6 j < l 6 k
1 if a ∈ Pj , a∗ ∈ Pl for some 1 6 l < j 6 k
wτ if a, a
∗ ∈ Pj for some 1 6 j 6 k and ra = 1
1 if a, a∗ ∈ Pj for some 1 6 j 6 k and ra = 2 .
(4.33)
In particular, we can write
m∏
i=1
wτ (yi,1 − yi,2) =
∏
a∈V2
Waτ (ya − ya∗) . (4.34)
Moreover, from (1.53) we deduce
‖Waτ ‖L1 6 C , ‖Waτ ‖L∞ 6 Cτ . (4.35)
Given P ∈ conn(E) we define V∗(P) ..= {a∗ : a ∈ V2(P)} \ V2(P). Graphically, V∗(P) corresponds
to all of the vertices in V which are connected to some vertex in P by an interaction wτ , but which
do not belong to V2(P).
We shall integrate out the variables y2 by integrating successively the y2-variables in the paths
P1, . . . ,Pk. Given 1 6 j 6 k+ 1, we define V2,j ..= V2
∖ (⋃j−1
l=1 V2(Pl)
)
, which indexes the variables
left after having integrated out the paths P1, . . . ,Pj−1. In particular, V2,1 = V2 and V2,k+1 = ∅.
For a subset A ⊂ V we abbreviate yA ..= (ya)a∈A and for r ∈ [1,∞] we write LrA for the space LryA
with the corresponding norm. We also use the splitting y = (y1,y2), which, in the above notation,
is shorthand for y = (yV1 ,yV2).
Using (4.34) we note that the right-hand side of (4.32) equals
∫
ΛV1
dy1
∣∣ξ(y1)∣∣ ∫
ΛV2
dy2
k∏
j=1
(∏
e∈Pj
Jτ,e(ye, s)
∏
a∈V2(Pj)
Waτ (ya − ya∗)
)
6
∥∥∥∥∥
∫
ΛV2
dy2
k∏
j=1
(∏
e∈Pj
Jτ,e(ye, s)
∏
a∈V2(Pj)
Waτ (ya − ya∗)
)∥∥∥∥∥
L∞y1
. (4.36)
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Here we used an L1-L∞-Ho¨lder inequality in y1 and ‖ξ‖L1y1 6 ‖ξ‖L2y1 6 1.
We shall show that for all 1 6 l 6 k∥∥∥∥∥
∫
Λ
V2,l
dyV2,l
k∏
j=l
(∏
e∈Pj
Jτ,e(ye, s)
∏
a∈V2(Pj)
Waτ (ya − ya∗)
)∥∥∥∥∥
L∞y1L
∞
V2\V2,l
6 C |V(Pl)|0
∥∥∥∥∥
∫
Λ
V2,l+1
dyV2,l+1
k∏
j=l+1
(∏
e∈Pj
Jτ,e(ye, s)
∏
a∈V2(Pj)
Waτ (ya − ya∗)
)∥∥∥∥∥
L∞y1L
∞
V2\V2,l+1
. (4.37)
The claim of Proposition 4.11 follows from (4.36) by iteratively applying (4.37).
What remains is the proof of (4.37). Fix 1 6 l 6 k. Note that
V2,l = V2(Pl) unionsq V2,l+1 = V2(Pl) unionsq
(V2,l+1 ∩ V∗(Pl)) unionsq (V2,l+1 \ V∗(Pl)) . (4.38)
Using (4.38) we rewrite the left-hand side of (4.37) as∥∥∥∥∥
∫
Λ
V2,l+1∩V∗(Pl)
dyV2,l+1∩V∗(Pl)
∫
ΛV2(Pl)
dyV2(Pl)
∏
e∈Pl
Jτ,e(ye, s)
∏
a∈V2(Pl)
Waτ (ya − ya∗){∫
Λ
V2,l+1\V∗(Pl)
dyV2,l+1\V∗(Pl)
k∏
j=l+1
(∏
e∈Pj
Jτ,e(ye, s)
∏
a∈V2(Pj)
Waτ (ya − ya∗)
)}∥∥∥∥∥
L∞y1L
∞
V2\V2,l
. (4.39)
We first integrate in yV2(Pl). In doing so we note that, by construction, the yV2,l+1\V∗(Pl) integral in
(4.39) does not depend on yV2(Pl). After this we use an L
∞-L1-Ho¨lder inequality in yV2,l+1∩V∗(Pl).
Finally we take the supremum in the remaining variables. We therefore deduce that (4.39) is
6
∥∥∥∥∥ ∏
e∈Pl
Jτ,e(ye, s)
∏
a∈V2(Pl)
Waτ (ya − ya∗)
∥∥∥∥∥
L∞y1L
∞
V∗(Pl)
L1V2(Pl)
×
∥∥∥∥∥
∫
Λ
V2,l+1
dyV2,l+1
k∏
j=l+1
(∏
e∈Pj
Jτ,e(ye, s)
∏
a∈V2(Pj)
Waτ (ya − ya∗)
)∥∥∥∥∥
L∞y1L
∞
V2\V2,l+1
. (4.40)
For the first factor we used that the function which we are estimating depends only on y1,yV2(Pl)∪V∗(Pl).
From (4.40) we note that (4.37) follows if we prove∥∥∥∥∥ ∏
e∈Pl
Jτ,e(ye, s)
∏
a∈V2(Pl)
Waτ (ya − ya∗)
∥∥∥∥∥
L∞y1L
∞
V∗(Pl)
L1V2(Pl)
6 C |V(Pl)|0 . (4.41)
We now prove (4.41) by induction on n ..= |V(Pl)|. In the sequel we use the same notation for the
vertices, edges, and associated times as in the proof of Lemma 2.17 if Pl is a closed path and as in
the proof of Lemma 2.18 in Pl is an open path. Suppose that Pl is a closed path. For 1 6 j 6 n,
we write the time associated with the edge ej as ζj ..= σ(e1)(saj − saj+1). The sum of the times in
Pl is
n∑
j=1
ζj =
n∑
j=1
σ(e1)(saj − saj+1) = 0 . (4.42)
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Moreover, for all 1 6 i 6 n and 1 6 q 6 n− 1 we have
i+q∑
j=i
ζj =
i+q∑
j=i
σ(e1)(saj − saj+1) = σ(e1)(sai − sai+q+1) ∈ (−1, 1) . (4.43)
In the above calculations all the indices are understood to be modulo n. Analogous results with
obvious modifications hold for open paths Pl as well. We use these identities tacitly throughout
the following.
Our goal is to estimate I(Pl), where
I(P) ..=
∫
dyV2(P)
∏
e∈P
Jτ,e(ye, s)
∏
a∈V2(P)
Waτ (ya − ya∗) ,
which in general is a function of (y1,yV∗(P)).
Induction base: n = 1 and n = 2. If n = 1 then P is a loop at a1 ∈ V2. In particular, a1 6= a∗1 and
ζ1 = 0, so that
I(P) =
∫
dya1Wa1τ (ya1 − ya∗1)Qτ,0(ya1 ; ya1) 6 ‖Qτ,0‖L∞(Λ2) ‖Wa1τ ‖L1(Λ) 6 C .
Here we used Lemma 4.12 (i) and (4.35).
If n = 2 we consider three cases.
(A) P is a closed path with vertices a1, a2 ∈ V2 satisfying a2 = a∗1. In this case ζ1 = ζ2 = 0.
Let us assume without loss of generality that ra1 = 1. Then, by (4.33) we have Wa2τ = 1.
Consequently
I(P) =
∫
dya1 dya2Wa1τ (ya1 −ya2)Qτ,0(ya1 ; ya2)Qτ,0(ya2 ; ya1) 6 ‖Qτ,0‖2L∞(Λ2)‖Wa1τ ‖L1(Λ) .
By Lemma 4.12 (i) and (4.35) this is bounded by a constant.
(B) P is a closed path with vertices a1, a2 ∈ V2, where a2 6= a∗1.
In this case ζ1 = σ(e1)(sa1 − sa2) ∈ (−1, 1) \ {0}, and ζ2 = −ζ1. It follows that
I(P) =
∫
dya1 dya2Wa1τ (ya1 − ya∗1)Wa2τ (ya2 − ya∗2)Qτ,ζ1(ya1 ; ya2)Qτ,−ζ1(ya2 ; ya1) .
We now apply the decomposition (4.29) to Qτ,ζ1 and Qτ,−ζ1 and write
I(P) =
∫
dya1 dya2Wa1τ (ya1 − ya∗1)Wa2τ (ya2 − ya∗2)Q
(1)
τ,ζ1
(ya1 ; ya2)Q
(1)
τ,−ζ1(ya2 ; ya1)
+
1
τ
∫
dya1 dya2Wa1τ (ya1 − ya∗1)Wa2τ (ya2 − ya∗2)Q
(2)
τ,ζ1
(ya1 ; ya2)Q
(1)
τ,−ζ1(ya2 ; ya1)
+
1
τ
∫
dya1 dya2Wa1τ (ya1 − ya∗1)Wa2τ (ya2 − ya∗2)Q
(1)
τ,ζ1
(ya1 ; ya2)Q
(2)
τ,−ζ1(ya2 ; ya1)
+
1
τ2
∫
dya1 dya2Wa1τ (ya1 − ya∗1)Wa2τ (ya2 − ya∗2)Q
(2)
τ,ζ1
(ya1 ; ya2)Q
(2)
τ,−ζ1(ya2 ; ya1) .
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We need to estimate each term separately.
The first term is
6 ‖Q(1)τ,ζ1‖L∞(Λ2) ‖Q
(1)
τ,−ζ1‖L∞(Λ2)
∫
dya1 dya2Wa1τ (ya1 − ya∗1)Wa2τ (ya2 − ya∗2)
= ‖Q(1)τ,ζ1‖L∞(Λ2) ‖Q
(1)
τ,−ζ1‖L∞(Λ2) ‖Wa1τ ‖L1(Λ) ‖Wa2τ ‖L1(Λ) ,
which is bounded by Lemma 4.12 (i) and (4.35).
The second term is estimated, using Lemma 4.12 (ii), as
6 1
τ
‖Wa2τ ‖L∞(Λ) ‖Q(1)τ,−ζ1‖L∞(Λ2)
∫
dya1Wa1τ (ya1 − ya∗1)
∫
dya2 Q
(2)
τ,ζ1
(ya1 ; ya2)
6 1
τ
‖Wa2τ ‖L∞(Λ) ‖Q(1)τ,−ζ1‖L∞(Λ2)
∫
dya1Wa1τ (ya1 − ya∗1)
=
1
τ
‖Wa2τ ‖L∞(Λ) ‖Q(1)τ,−ζ1‖L∞(Λ2) ‖Wa1τ ‖L1(Λ) ,
which is bounded by a constant, by Lemma 4.12 (i) and (4.35). The third term is estimated
analogously.
When estimating the fourth term we consider two cases.
(i) ζ1 ∈ (−3/4, 0) ∪ [1/4, 1). We estimate the fourth term using Lemma 4.12 (ii)
6 1
τ2
‖Wa2τ ‖L∞(Λ) ‖Q(2)τ,ζ1‖L∞(Λ2)
∫
dya1Wa1τ (ya1 − ya∗1)
∫
dya2 Q
(2)
τ,−ζ1(ya2 ; ya1)
6 1
τ2
‖Wa1τ ‖L1(Λ) ‖Wa2τ ‖L∞(Λ) ‖Q(2)τ,ζ1‖L∞(Λ2) ,
which by (4.35) and Lemma 4.12 (iii) is bounded by a constant.
(ii) ζ1 ∈ (−1,−3/4] ∪ (0, 1/4). We then estimate the fourth term using Lemma 4.12 (ii) by
6 1
τ2
‖Wa2τ ‖L∞(Λ) ‖Q(2)τ,−ζ1‖L∞(Λ2)
∫
dya1Wa1τ (ya1 − ya∗1)
∫
dya2 Q
(2)
τ,ζ1
(ya1 ; ya2) ,
and we conclude the argument as in (i).
(C) P is an open path with vertices b1, b2 ∈ V1. In this case I(P) = Qτ,0(yb1 ; yb2), which is
bounded by a constant by Lemma 4.12 (i) .
Summarizing the base step, we have proved that I(P) is bounded by a constant when n =
|V(P)| 6 2.
Induction step. Suppose that I(P) 6 C |V(P)|0 whenever |V(P)| 6 n − 1 with n > 3. We want to
show that the bound holds if |V(P)| = n. We do this by integrating a vertex in V2(P) and reducing
the path P to a new path with one fewer vertex, satisfying the same properties.
We pick an arbitrary vertex a ∈ V2(P), subject to the restriction that if a∗ ∈ V2(P) then
ra = 1. It is easy to see that such a vertex always exists. For definiteness, we assume without loss
of generality that a = a2.
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By construction, the only dependence on ya = ya2 in the integrand defining I(P) is
Wa2τ (ya2 − ya∗2)Qτ,ζ1(ya1 ; ya2)Qτ,ζ2(ya2 ; ya3) .
In what follows we prove∫
dya2Wa2τ (ya2 − ya∗2)Qτ,ζ1(ya1 ; ya2)Qτ,ζ2(ya2 ; ya3) 6 C0Qτ,ζ1+ζ2(ya1 ; ya3) . (4.44)
Note that (4.44) implies that I(P) 6 C0 I(Pˆ), where Pˆ is the path (open or closed) obtained from
P by deleting the vertex a2 and replacing the edges {a1, a2} and {a2, a3} with the edge {a1, a3}
carrying the time ζ1 + ζ2. We observe that the path Pˆ still satisfies the conditions (4.42) and (4.43)
by construction.
Assuming (4.44) is proved, we can complete the induction. Together with the induction base,
this will conclude the proof of Proposition 4.11.
What remains is the proof of (4.44). Using (4.29) it follows that the left-hand side of (4.44) is∫
dya2Wa2τ (ya2 − ya∗2)Q
(1)
τ,ζ1
(ya1 ; ya2)Q
(1)
τ,ζ2
(ya2 ; ya3)
+
1
τ
∫
dya2Wa2τ (ya2 − ya∗2)Q
(2)
τ,ζ1
(ya1 ; ya2)Q
(1)
τ,ζ2
(ya2 ; ya3)
+
1
τ
∫
dya2Wa2τ (ya2 − ya∗2)Q
(1)
τ,ζ1
(ya1 ; ya2)Q
(2)
τ,ζ2
(ya2 ; ya3)
+
1
τ2
∫
dya2Wa2τ (ya2 − ya∗2)Q
(2)
τ,ζ1
(ya1 ; ya2)Q
(2)
τ,ζ2
(ya2 ; ya3) .
We need to estimate each term separately.
The first term is
6 ‖Q(1)τ,ζ1‖L∞(Λ2) ‖Q
(1)
τ,ζ2
‖L∞(Λ2)
∫
dya2Wa2τ (ya2−ya∗2) = ‖Q
(1)
τ,ζ1
‖L∞(Λ2) ‖Q(1)τ,ζ2‖L∞(Λ2) ‖Wa2τ ‖L1(Λ) ,
which is bounded by a constant, by Lemma 4.12 (i) and (4.35).
The second term is
6 1
τ
‖Wa2τ ‖L∞(Λ) ‖Q(1)τ,ζ2‖L∞(Λ2)
∫
dya2 Q
(2)
τ,ζ1
(ya1 ; ya2)
which is bounded by a constant, by Lemma 4.12 (i) and (ii) and (4.35). The third term is estimated
analogously.
The fourth term is
6 1
τ2
‖Wa2τ ‖L∞(Λ)
∫
dya2 Q
(2)
τ,ζ1
(ya1 ; ya2)Q
(2)
τ,ζ2
(ya2 ; ya3)
which by (4.35) is
6 C
τ
∫
dya2 Q
(2)
τ,ζ1
(ya1 ; ya2)Q
(2)
τ,ζ2
(ya2 ; ya3) . (4.45)
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We now estimate (4.45). First note that, if ζ1 = 0 or ζ2 = 0, this expression equals to zero by
(4.30). We henceforth consider the case when ζ1, ζ2 ∈ (−1, 1) \ {0}. In particular, we can rewrite
the expression in (4.45) as
C
τ
∫
dya2 e
−{ζ1}h/τ (ya1 ; ya2) e
−{ζ2}h/τ (ya2 ; ya3) =
C
τ
e−({ζ1}+{ζ2})h/τ (ya1 ; ya3) . (4.46)
If {ζ1}+{ζ2} > 1, then the expression in (4.46) is 6 C for some constant C by the proof of Lemma
4.12 (iii). Otherwise, if {ζ1} + {ζ2} < 1, we have {ζ1} + {ζ2} = {ζ1 + ζ2} > 0. Therefore, in this
case, the expression in (4.46) is
C
τ
e−({ζ1+ζ2})h/τ (ya1 ; ya3) =
C
τ
Q
(2)
τ,ζ1+ζ2
(ya1 ; ya3) 6 C Qτ,ζ1+ζ2(ya1 ; ya3) .
Putting everything together, it follows that the expression on the left-hand side of (4.44) is
6 C + C Qτ,ζ1+ζ2(ya1 ; ya3) .
The claim (4.44) now follows from Lemma 4.12 (iv). This concludes the proof of the induction
step.
We can now deduce Proposition 4.11 when ξ ∈ Bp. The proof of Proposition 4.11 when ξ = ξp
proceeds analogously. The only difference is that we now work with (V˜, E˜) instead of (V, E) and we
note that all of the connected components of E˜ are closed paths. (Recall that (4.36) was estimated
in terms of the L1-norm of ξ.)
From Proposition 4.11 we deduce that Corollary 2.21 holds in this setting. Next, for Π ∈ R, we
define
IξΠ ..=
∫
ΛV
dy
(
m∏
i=1
δ(yi,1 − yi,2)
)
ξ(y1)
∏
e∈E
Je(ye)
if ξ ∈ Bp and
IξΠ ..=
∫
ΛV˜
dy
(
m∏
i=1
δ(yi,1 − yi,2)
)∏
e∈E˜
Je(ye) .
if ξ = ξp. In other words, we replace w by δ in Definition 2.24. With IξΠ given in this way we define
aξ∞,m by (4.6). We want to show that (2.79) still holds in this setting. The following analogue of
Lemma 2.25 holds in this setting.
Lemma 4.13. For all fixed t ∈ A and Π ∈ R we have
Iξτ,Π(t)→ IξΠ as τ →∞ uniformly in ξ ∈ Bp ∪ {ξp} .
Proof. Since we are working in one dimension, it follows from the definition of Jτ,e,Je and from
a telescoping argument that
lim
τ→∞
∥∥∥∏
e∈Eˆ
Jτ,e(ye, s)−
∏
e∈Eˆ
Je(ye)
∥∥∥
L∞y
= 0 , (4.47)
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where Eˆ stands for E if x ∈ Bp or E˜ if ξ = ξp. Note that this convergence is not uniform in s. In the
telescoping step of the proof of (4.47) we use 1τ ‖Sτ,t‖L∞(Λ2) → 0 as τ →∞ as well as the estimate∣∣∣∣ etλk/ττ(eλk/τ − 1)
∣∣∣∣ 6 C
{
1
λk
if λk 6 τ
1
τ e
−(1−t)λk/τ if λk > τ ,
for all t 6 1. The latter allows us to apply the dominated convergence theorem and deduce that
‖Jτ,e(ye, s)− Je(ye)‖L∞y → 0 as τ →∞.
We consider first the case when ξ ∈ Bp. We compute
Iξτ,Π(t)− IξΠ =
∫
ΛV
dy
(
m∏
i=1
wτ (yi,1 − yi,2)
)
ξ(y1)
(∏
e∈E
Jτ,e(ye, s)−
∏
e∈E
Je(ye)
)
+
∫
ΛV2
dy2
[∫
ΛV1
dy1
∏
e∈E
Je(ye) ξ(y1)
](
m∏
i=1
wτ (yi,1 − yi,2)−
m∏
i=1
δ(yi,1 − yi,2)
)
. (4.48)
The first line on the right-hand side of (4.48) is bounded in absolute value by
∥∥∥∏
e∈E
Jτ,e(ye, s)−
∏
e∈E
Je(ye)
∥∥∥
L∞y
∫
ΛV
dy
(
m∏
i=1
wτ (yi,1 − yi,2)
)
|ξ(y1)|
6
∥∥∥∏
e∈E
Jτ,e(ye, s)−
∏
e∈E
Je(ye)
∥∥∥
L∞y
‖ξ‖L1y1 ,
where we used that
∫
wτ = 1 and that the arguments yi,1, yi,2 of each wτ are in y2. This converges
to zero as τ →∞ by (4.48), uniformly in ξ ∈ Bp. Furthermore, we note that by (4.48), ξ ∈ L2y1 and
the dominated convergence theorem we find that the expression in square brackets on the second
line of (4.48) is a bounded continuous function of y2. Therefore, the second line on the right-hand
side of (4.48) also converges to zero as τ → ∞ by the assumption that wτ converges weakly to
the delta function at 0. The claim when ξ ∈ Bp follows, and the argument for the case ξ = ξp is
analogous.
Since wτ > 0 pointwise, we can apply the Feynman-Kac formula as in the proof of Proposition
4.5 and reduce the estimates on the remainder term to those on the explicit terms, as we did in
Sections 4.1 and 4.2. In particular, from Proposition 4.11 we obtain that for all M ∈ N and Re z > 0
we have ∣∣Rξτ,M (z)∣∣ 6 (CC0 p)p (CC0|z|)MM ! ,
for the constant C0 from Proposition 4.11. Moreover, for fixed τ > 0, the function wτ ∈ L∞(Λ)
and hence the function Aξτ is analytic in {z : Re z > 0} by the same arguments as in Sections 4.1
and 4.2.
We now consider the classical case. Let aξm denote the Taylor coefficients and R
ξ
M (z) the
remainder term of Aξ(z) ..= ρ˜z(Θ(ξ)), where ρ˜z is defined for Re z > 0 as in (3.5), except that now
W is given by (1.52). The identity aξm = a
ξ∞,m follows from Wick’s theorem. Proposition 4.11 and
Lemma 4.13 imply that for all m ∈ N we have∣∣aξm∣∣ 6 (CC0 p)p (CC0)mm! , (4.49)
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for the constant C0 from Proposition 4.11. If ξ ∈ Bp then the proof of Lemma 3.4 carries over this
setting and shows that the RξM (z) satisfies∣∣RξM (z)∣∣ 6 (CC0 p)p (CC0|z|)MM ! , (4.50)
and that the function Aξ is analytic for Re z > 0. If ξ = ξp we argue as in Section 4.2 and we
reduce the estimate of the remainder term to that of the explicit term and so for ξ = ξp we obtain
(4.50) from (4.49). Furthermore, we deduce that the function Aξ is analytic for Re z > 0.
Putting everything together we deduce Theorem 1.9 by using the same duality arguments as in
the proof of Theorem 1.8 in Section 4.3. This concludes the proof of Theorem 1.9.
5. The counterterm problem
In this section we formulate the counterterm problem from (1.44) precisely, and solve it. We fix
the spatial domain Λ = Rd, with d = 2, 3. Throughout this section, we use the convention
fˆ(p) ..=
∫
dx f(x) e−ip·x
for the Fourier transform, in order to avoid factors of 2pi in the calculations below. Note that this
is a slightly different convention from the one used earlier.
For a nonnegative function u : Λ→ [0,∞) we use the abbreviations
Guτ
..=
1
τ(e(−∆+u)/τ − 1) , %
u
τ (x)
..= Guτ (x;x) .
Thus, in the notation (2.4) and (1.39) we have Gτ = G
κ+vτ
τ and %τ = %
κ+vτ
τ (recall the remark after
(2.3)). For given κ > 0 we now make the choice
%¯τ ≡ %¯κτ ..= %κτ (x;x) , (5.1)
which is independent of x by translation invariance of the operator −∆ + κ.
With these notations, we may write the counterterm problem (1.44) as
vτ = V + w ∗ (%κ+vττ − %¯κτ ) , (5.2)
where the dependence of the right-hand side on vτ is now made explicit.
The main result of this section, Theorem 5.2 below, states that, for a general class of external
potentials V , for sufficiently large κ > 0 and for all τ > 0, the counterterm problem (5.2) has a
unique solution vτ . Since the solution vτ of (5.2) depends on τ , we also show that vτ approaches a
limit v as τ →∞. This one-body potential v is the one-body potential in the classical one-particle
Hamiltonian (1.5) that yields the correct rigorous construction of the formal measure (1.2) with
external potential V .
We start by imposing some conditions on the external potential V in the original Hamiltonian
(1.35). We require that V ∈ L∞loc(Λ) satisfies V (x) > 0 for all x ∈ Λ, that hV ..= −∆ + κ + V
satisfies ‖h−1V ‖S2 <∞, and that there exists a constant C > 0 such that
V (x+ y) 6 CV (x)V (y) (5.3)
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for all x, y ∈ Λ. Moreover, for some of our results, we also need the additional assumption V ∈
C1(Λ), with ‖∇V/V ‖L∞ <∞; see the statement of Theorem 5.2 below.
Note that by the condition ‖h−1V ‖S2 < ∞ we have V 6≡ 0. Hence, (5.3) implies that V (x) > 0
for all x ∈ Λ. (In fact, since we have the freedom of choosing the constant κ, we can always assume
that V (x) > c for some constant c.) Moreover, (5.3) implies that V grows at most exponentially
at infinity. In particular, the following result holds.
Lemma 5.1. For V > 0 satisfying (5.3) there exists a constant C0 > 0 such that
V (x) 6 eC0(|x|+1) (5.4)
for all x ∈ Λ.
Proof. We let f(x) ..= log V (x) and note that (5.3) implies f(x + y) − f(x) − f(y) 6 C for all
x, y ∈ Λ. Hence f(2x) 6 C + 2f(x) for all x ∈ Λ. Iterating this inequality, we find
f(x) 6
n−1∑
j=0
2jC + 2nf(x/2n) 6 2nC + 2nf(x/2n) . (5.5)
For a given x ∈ Λ with |x| > 1, we find a unique n ∈ N \ {0} such that 2n−1 < |x| 6 2n. From
(5.5) we conclude that f(x) 6 2|x|C + 2|x| sup|y|61 f(y) 6 C0|x| for all x ∈ Λ with |x| > 1. Here
we defined C0 ..= max{2C + 2 sup|y|61 log V (y), 0} > 0. Since trivially f(x) 6 C0 for all x ∈ Λ with
|x| 6 1, we conclude that f(x) 6 C0(|x|+ 1) for all x ∈ Λ, which implies (5.4).
To prove the existence and uniqueness of vτ satisfying (5.2), we regard (5.2) as a fixed point
equation on an appropriate metric space. This allows us to apply Banach’s fixed point theorem.
We fix V ∈ L∞loc(Λ) with V > 0 satisfying (5.3). For f ∈ L∞loc(Λ), we set
‖f‖V ..= sup
x∈Λ
|f(x)/V (x)| .
Then we define the Banach space B ..= {f ∈ L∞loc(Λ) : ‖f‖V <∞}. For r > 0, we denote by
Br(V ) ..= {f ∈ B : ‖f − V ‖V 6 r}
the closed ball of radius r around V in the space B. This is a complete metric space with respect
to the metric inherited from B.
The main result of this section is that the counterterm problem
u = V + w ∗ (%κ+uτ − %¯κτ ) , u ∈ Br(V ) , (5.6)
has a unique solution u, which we call vτ , and that this solution is continuous in τ in an appropriate
topology.
Theorem 5.2. Let V ∈ L∞loc(Λ) satisfy V (x) > 0 for all x ∈ Λ, [−∆ + κ+ V ]−1 ∈ S2, and (5.3).
Let w ∈ L∞(Λ) be an even function such that∫
|w(y)|(1 + V 2(y)) dy < ∞ . (5.7)
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Then for every r ∈ (0, 1) there exists κ0 ≡ κ0(r) > 0 with the following properties. For all
κ > κ0 and for all τ > 0 there exists a unique solution u =.. vτ of the counterterm problem (5.6).
Furthermore, for all κ > κ0 there exists v ≡ v(κ) ∈ Br(V ) such that limτ→∞ ‖vτ − v‖V = 0. Under
the additional assumption V ∈ C1(Λ) with ‖∇V ‖V <∞, we also have
lim
τ→∞
∥∥[−∆ + κ+ vτ ]−1 − [−∆ + κ+ v]−1∥∥S2 = 0 . (5.8)
Remark 5.3. The condition u ∈ Br(V ), for a r ∈ (0, 1), implies that
(1− r)V (x) 6 u(x) 6 (1 + r)V (x) .
In particular, u(x) > 0 for all x ∈ Λ and the Hamiltonian hu = −∆ + κ+ u is such that
(1− r)hV 6 hu 6 (1 + r)hV . (5.9)
This also implies that ‖h−1u ‖S2 6 (1− r)−1‖h−1V ‖S2 <∞ for all u ∈ Br(V ).
In order to prove Theorem 5.2, we need some basic properties of the translation invariant
Gibbs states associated with h0 = −∆ + κ. Similar properties for the Gibbs state associated with
hv = h0 + v, for a potential v ∈ Br(V ) follow from the Feynman-Kac representation of e−αhv .
Lemma 5.4. (a) For every α ∈ [0, 2) there exists a constant Cα > 0 such that[
1
τ2
eα(−∆+κ)/τ
(e(−∆+κ)/τ − 1)2
]
(x;x) 6 Cακ−(2−d/2) .
The constant Cα diverges as α approaches 2. Because of translation invariance, the left-hand
side is actually independent of x.
(b) There exists a constant C > 0 such that
0 6
[
1
τ
eα(−∆+κ)/τ
e(−∆+κ)/τ − 1
]
(x; y) 6 Cκd/2−1 e−
√
κ|x−y|/4
for all x, y ∈ Λ with |x− y| > 1, all κ > 1 and all 0 6 α < 1. The constant C can be chosen
independently of α, for α ∈ [0, 1). In the sense of distributions, the bound continues to hold
for α = 1, with the convention that the Dirac δ-function satisfies δ(x− y) = 0, if |x− y| > 1.
Proof. (a) In Fourier space, we find[
1
τ2
eα(−∆+κ)/τ
(e(−∆+κ)/τ − 1)2
]
(x;x) =
∫
dq
1
τ2
eα
|q|2+κ
τ(
e
|q|2+κ
τ − 1)2 . (5.10)
To estimate the integral we observe, first of all, that the function x→ eαx/(ex−1)2 is monotonically
decreasing in x, for x > 0. In fact
eαx
(ex − 1)2 =
e(α−2)x
(1− e−x)2 =
∑
n>1
ne−(n+1−α)x ,
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which is a sum of positive and monotonically decreasing functions (since α < 2 by assumption).
We divide the integral in (5.10) in two parts. For |q|2 6 κ, we bound |q|2 + κ > κ. For |q|2 > κ we
use |q|2 + κ > |q|2. We find[
1
τ2
eα(−∆+κ)/τ
(e(−∆+κ)/τ − 1)2
]
(x;x) 6 Cκ
d/2
τ2
eακ/τ
(eκ/τ − 1)2 +
1
τ2
∫
|q|>√κ
eα|q|2/τ
(e|q|2/τ − 1)2 dq
6 C
κ2−d/2
sup
x>0
x2eαx
(ex − 1)2 +
1
τ2−d/2
∫
|q|>
√
κ/τ
eα|q|2
(e|q|2 − 1)2 dq .
(5.11)
If κ 6 4τ , we have
1
τ2−d/2
∫
|q|>
√
κ/τ
eα|q|2
(e|q|2 − 1)2 dq 6
C
τ2−d/2
∫
√
κ/τ6|q|62
1
|q|4 dq +
1
τ2−d/2
∫
|q|>2
eα|q|2
(e|q|2 − 1)2 dq
6 C
[
1
κ2−d/2
+
1
τd/2−2
]
6 C
κd/2−2
for a constant C depending on α (being finite, for all fixed α < 2). If κ > 4τ , we obtain
1
τd/2−2
∫
|q|>
√
κ/τ
eα|q|2
(e|q|2 − 1)2 dq 6
C
τd/2−2
∫
|q|>
√
κ/τ
e−(2−α)|q|
2
dq 6 C
τ2−d/2
e−cκ/τ 6 C
κ2−d/2
.
Also here, C depends on α. From (5.11), we conclude that[
1
τ2
eα(−∆+κ)/τ
(e(−∆+κ)/τ − 1)2
]
(x;x) 6 C
κ2−d/2
,
as claimed.
(b) We have
1
τ
eα(−∆+κ)/τ
e(−∆+κ)/τ − 1 =
1
τ
e(α−1)(−∆+κ)/τ
∑
n>0
e−n(−∆+κ)/τ =
1
τ
∑
n>0
e−(n+1−α)(−∆+κ)/τ .
Since exp(−(n + 1 − α)(p2 + κ)/τ) has a positive Fourier transform, for all n ∈ N, α ∈ [0, 1), we
conclude that [
1
τ
eα(−∆+κ)/τ
e(−∆+κ)/τ − 1
]
(x; y) > 0
for all x, y ∈ Λ (the kernel depends only on x− y). To show the upper bound, we compute[
1
τ
eα(−∆+κ)/τ
e(−∆+κ)/τ − 1
]
(x; y) =
1
τ
∑
n>0
∫
dq e−(n+1−α)(|q|
2+κ)/τe−iq·(x−y)
= pid/2τd/2−1
∑
n>0
1
(n+ 1− α)d/2 e
−(n+1−α)κ/τe−
|x−y|2τ
4(n+1−α)
= pid/2τd/2−1
∑
I
1
(n+ 1− α)d/2 e
−(n+1−α)κ/τe−
|x−y|2τ
4(n+1−α)
+ pid/2τd/2−1
∑
II
1
(n+ 1− α)d/2 e
−(n+1−α)κ/τe−
|x−y|2τ
4(n+1−α) ,
(5.12)
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where
∑
I denotes the sum over all n ∈ N with 2(n + 1 − α) > τ |x − y|/
√
κ and
∑
II indicates
the sum over all n ∈ N with 2(n + 1 − α) 6 τ |x − y|/√κ. In the first sum, we neglect the factor
exp(−|x − y|2τ/4(n + 1 − α)) and we estimate (comparing the sum of a monotone sequence with
the corresponding integral)
pid/2τd/2−1
∑
I
1
(n+ 1− α)d/2 e
−(n+1−α)κ/τe−
|x−y|2τ
4(n+1−α)
6 Cτd/2−1e−
√
κ|x−y|/4
∫
|z|>τ |x−y|/√κ
e−zκ/τ
zd/2
dz
6 Cκd/2−1e−
√
κ|x−y|/4
∫
|z|>√κ|x−y|
e−z
zd/2
dz
6 Cκd/2−1e−
√
κ|x−y|/4
(5.13)
for all κ > 1 and |x − y| > 1. In the second sum on the right-hand side of (5.12), we neglect the
factor exp(−(n+ 1− α)κ/τ). Furthermore, we introduce a new index ` ∈ N and we sum first over
all n ∈ N such that
τ |x− y|
(`+ 1)
√
κ
< 2(n+ 1− α) 6 τ |x− y|
`
√
κ
(5.14)
and then over all ` ∈ N \ {0}. Since there are at most
|x− y|τ
2`
√
κ
− |x− y|τ
2(`+ 1)
√
κ
=
|x− y|τ
2`(`+ 1)
√
κ
6 |x− y|τ
2`2
√
κ
indices n ∈ N satisfying (5.14), we conclude that
pid/2τd/2−1
∑
II
1
(n+ 1− α)d/2 e
−(n+1−α)κ/τe−
|x−y|2τ
4(n+1−α)
6 Cκd/4−1/2|x− y|1−d/2
∑
`>1
e−
√
κ|x−y|`/2
`2−d/2
6 Cκd/2−1e−
√
κ|x−y|/4
for all x, y ∈ Λ with |x − y| > 1 and all κ > 1. Together with (5.12) and (5.13), the last equation
implies that there exists a constant C > 0 such that[
1
τ
eα(−∆+κ)/τ
e(−∆+κ)/τ − 1
]
(x; y) 6 Cκd/2−1e−
√
κ|x−y|/4 (5.15)
for all x, y ∈ Λ with |x− y| > 1 and all κ > 1.
Notice that the same computation holds for α = 1. In this case, however, the term with n = 0
on the first line in the right-hand side of (5.12) has to be handled differently; it gives precisely the
contribution τ−1δ(x − y) which, in the sense of distributions, vanishes for |x − y| > 1. All other
terms in the sum over n can be handled as above.
We are now ready to proceed with the proof of Theorem 5.2.
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Proof of Theorem 5.2. For τ > 0 and u ∈ B we define
Φτ (u) ..= V + w ∗ (%κ+uτ − %¯κτ ) .
We claim, first of all, that for fixed r ∈ (0, 1) there exists κ0 such that Φτ (u) ∈ Br(V ) for all
u ∈ Br(V ), τ > 0 and κ > κ0. In fact
%κ+uτ (y)− %¯κτ = Gκ+uτ (y; y)−Gκτ (y; y)
=
1
τ
(
1
e(−∆+κ+u)/τ − 1 −
1
e(−∆+κ)/τ − 1
)
(y; y)
=
1
τ
(
1
e(−∆+κ+u)/τ − 1
(
e(−∆+κ)/τ − e(−∆+κ+u)/τ) 1
e(−∆+κ)/τ − 1
)
(y; y)
= −1
τ
∫ 1
0
dt
(
et(−∆+κ+u)/τ
e(−∆+κ+u)/τ − 1
u
τ
e(1−t)(−∆+κ)/τ
e(−∆+κ)/τ − 1
)
(y; y)
= −
∫ 1
0
dt
∫
dz
(
1
τ
et(−∆+κ+u)/τ
e(−∆+κ+u)/τ − 1
)
(y; z)u(z)
(
1
τ
e(1−t)(−∆+κ)/τ
e(−∆+κ)/τ − 1
)
(z; y) . (5.16)
In the third equality, we used the resolvent identity and in the fourth equality a Duhamel expansion.
Now we split the integral in two parts. In the region with |y − z| 6 1, we estimate
0 6 u(z) 6 ‖u‖V V (z) 6 C‖u‖V V (y) .
In the last estimate we used V ∈ L∞loc(Λ) and the assumption (5.3) to deduce
V (z) = V (y + (z − y)) 6 CV (y) sup
|x|61
V (x) 6 CV (y) .
We observe that
et(−∆+κ+u)/τ
e(−∆+κ+u)/τ − 1 = e
(t−1)(−∆+κ+u)/τ 1
1− e−(−∆+κ+u)/τ =
∑
n>0
e−(n+1−t)(−∆+κ+u)/τ .
For all t < 1, we have n + 1 − t > 0. Using the Feynman-Kac representation for the heat kernel
exp(−(n+ 1− t)(−∆ + κ+ u)/τ) and u(x) > 0 for all x ∈ Λ, we find that
0 6
(
1
τ
et(−∆+κ+u)/τ
e(−∆+κ+u)/τ − 1
)
(y; z) 6
(
1
τ
et(−∆+κ)/τ
e(−∆+κ)/τ − 1
)
(y; z) . (5.17)
Hence, by (5.17), u > 0, and (5.3) we have
0 6
∫ 1
0
dt
∫
|y−z|61
dz
(
1
τ
et(−∆+κ+u)/τ
e(−∆+κ+u)/τ − 1
)
(y; z)u(z)
(
1
τ
e(1−t)(−∆+κ)/τ
e(−∆+κ)/τ − 1
)
(z; y)
6 C‖u‖V V (y)
[
1
τ2
e(−∆+κ)/τ
(e(−∆+κ)/τ − 1)2
]
(y; y) ,
(5.18)
which by part (a) of Lemma 5.4 is
6 Cκd/2−2‖u‖V V (y) . (5.19)
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Next, we consider the integral in the region |y − z| > 1. Using part (b) of Lemma 5.4, (5.17), and
u > 0 we obtain
0 6
∫ 1
0
dt
∫
|y−z|>1
dz
(
1
τ
et(−∆+κ+u)/τ
e(−∆+κ+u)/τ − 1
)
(y; z)u(z)
(
1
τ
e(1−t)(−∆+κ)/τ
e(−∆+κ)/τ − 1
)
(z; y)
6 Cκd−2‖u‖V
∫
|y−z|>1
e−
√
κ|y−z|/2V (z) dz
6 Cκd−2‖u‖V V (y)
∫
|x|>1
e−
√
κ|x|/2V (x) dx
6 Cκd/2−2‖u‖V V (y)
(5.20)
for κ large enough. In the second inequality, we used (5.3) and the change of variables x = y − z.
In the third inequality, we used Lemma 5.1 and integrated over the region |x| > 1. We conclude
from (5.16), (5.18), (5.19), and (5.20) that
0 6 −(%κ+uτ (y)− %¯κτ ) 6 Cκd/2−2‖u‖V V (y) (5.21)
for all y ∈ Λ and all κ > 0 large enough, depending on the constant C0 in the exponential bound
(5.4) for V . Using (5.3), we find
∣∣w ∗ (%κ+uτ − %¯κτ )(x)∣∣ 6 Cκd/2−2‖u‖V ∫ |w(y)|V (x− y) dy
6 Cκd/2−2‖u‖V V (x)
∫
|w(y)|V (y) dy 6 Cκd/2−2‖u‖V V (x) ,
where we used (5.7). We therefore obtain∥∥w ∗ (%κ+uτ − %¯κτ )∥∥V 6 Cκd/2−2‖u‖V 6 Cκd/2−2‖u− V ‖V + Cκd/2−2 (5.22)
because ‖V ‖V = 1. Hence, since d/2 − 2 < 0, it follows that for every r ∈ (0, 1), there exists
κ0 ≡ κ0(r) > 0 such that Φτ : Br(V )→ Br(V ) for all κ > κ0 and all τ > 0.
Furthermore, if u1, u2 ∈ Br(V ), we find Φτ (u1)− Φτ (u2) = w ∗ (%κ+u1τ − %κ+u2τ ). Now we have
%κ+u1τ (y)− %κ+u2τ (y)
=
1
τ
1
e(−∆+κ+u1)/τ − 1
[
e(−∆+κ+u1)/τ − e(−∆+κ+u2)/τ
] 1
e(−∆+κ+u2)/τ − 1(y; y)
=
1
τ
∫ 1
0
dt
et(−∆+κ+u1)/τ
e(−∆+κ+u1)/τ − 1
u1 − u2
τ
e(1−t)(−∆+κ+u2)/τ
e(−∆+κ+u2)/τ − 1 (y; y)
=
∫ 1
0
dt
∫
dz
[
1
τ
et(−∆+κ+u1)/τ
e(−∆+κ+u1)/τ − 1
]
(y; z)(u1(z)− u2(z))
[
1
τ
e(1−t)(−∆+κ+u2)/τ
e(−∆+κ+u2)/τ − 1
]
(z; y) .
Similarly as before, dividing the integral in two parts, we obtain
|%κ+u1τ (y)− %κ+u2τ (y)| 6 Cκd/2−2‖u1 − u2‖V V (y) ,
which implies that
‖Φτ (u1)− Φτ (u2)‖V 6 Cκd/2−2‖u1 − u2‖V .
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Hence, for κ large enough and for all τ > 0, Φτ : Br(V )→ Br(V ) is a contraction on Br(V ). Since
Br(V ) is complete, there exists a unique fixed point vτ ∈ Br(V ) such that (5.2) holds..
Next, we show that the sequence of fixed points vτ has a limit in Br(V ), as τ →∞. For τ > 0,
let hτ = −∆ + κ+ vτ . We find
vτ − vτ ′ = Φτ (vτ )− Φτ ′(vτ ′) = w ∗
(
(%κ+vττ − %¯κτ )− (%κ+vτ ′τ ′ − %¯κτ ′
)
. (5.23)
We have[
%κ+vττ (y)− %¯τ
]− [%κ+vτ ′τ ′ (y)− %¯τ ′]
=
[
1
τ
1
ehτ/τ − 1 −
1
τ
1
e(−∆+κ)/τ − 1
]
(y; y)−
[
1
τ ′
1
ehτ/τ ′ − 1 −
1
τ ′
1
e(−∆+κ)/τ ′ − 1
]
(y; y)
+
[
1
τ ′
1
ehτ/τ ′ − 1 −
1
τ ′
1
ehτ ′/τ
′ − 1
]
(y; y)
=.. A(y) +B(y) ,
(5.24)
where A(y) and B(y) denote the contributions of the first and second lines respectively. We start
with the term B. We obtain, by using the resolvent identity and a Duhamel expansion as in (5.16),∣∣∣[ 1
τ ′
1
ehτ/τ ′ − 1 −
1
τ ′
1
ehτ ′/τ
′ − 1
]
(y; y)
∣∣∣
=
∣∣∣∣∣
∫ 1
0
dt
∫
dz
[
1
τ ′
ethτ/τ
′
ehτ/τ ′ − 1
]
(y; z)(vτ − vτ ′)(z)
[
1
τ ′
e(1−t)hτ ′/τ ′
ehτ ′/τ
′ − 1
]
(z; y)
∣∣∣∣∣
6 ‖vτ − vτ ′‖V
∫ 1
0
dt
∫
dz
[
1
τ ′
ethτ/τ
′
ehτ/τ ′ − 1
]
(y; z)V (z)
[
1
τ ′
e(1−t)hτ ′/τ ′
ehτ ′/τ
′ − 1
]
(z; y)
6 Cκd/2−2 ‖vτ − vτ ′‖V V (y) .
(5.25)
The last bound can be proved similarly to (5.21), integrating first over the region |y − z| 6 1
using part (a) of Lemma 5.4 and then over |y − z| > 1 by using[
1
τ ′
eαhτ ′/τ
′
ehτ ′/τ
′ − 1
]
(y; z) 6
[
1
τ ′
eα(−∆+κ)/τ ′
e(−∆+κ)/τ ′ − 1
]
(y; z) 6 Cκd/2−1e−
√
κ|y−z|/4
for all |y − z| > 1, uniformly in α ∈ [0, 1), which follows from Part (b) of Lemma 5.4 (the same
estimate holds if we replace hτ ′ with hτ ). We conclude that∣∣∣∣∫ w(x− y) [ 1τ ′ 1ehτ/τ ′ − 1 − 1τ ′ 1ehτ ′/τ ′ − 1](y; y) dy
∣∣∣∣ 6 Cκd/2−2‖vτ − v′τ‖V V (x) .
Here we again used (5.3) and (5.7). The estimate (5.25) now follows. From (5.23), (5.24), and
(5.25) we find
(1− Cκd/2−2)‖vτ − vτ ′‖V 6 ‖w ∗A‖V . (5.26)
Next, we consider the contribution of the term A, defined in (5.24). We claim that ‖w ∗ A‖V → 0
as τ, τ ′ → ∞. By (5.26), this also implies that ‖vτ − vτ ′‖V → 0, as τ, τ ′ → ∞, if κ > 0 is large
enough. Writing
A(y) = −
∫ 1
0
dt
[
1
τ
ethτ/τ
ehτ/τ − 1
vτ
τ
e(1−t)(−∆+κ)/τ
e(−∆+κ)/τ − 1 −
1
τ ′
ethτ/τ
′
ehτ/τ ′ − 1
vτ
τ ′
e(1−t)(−∆+κ)/τ ′
e(−∆+κ)/τ ′ − 1
]
(y; y) ,
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we remark that
‖w ∗A‖V
6
∫ 1
0
dt
∥∥∥∥∥
∫
dy w(· − y)
[
1
τ
ethτ/τ
ehτ/τ − 1
vτ
τ
e(1−t)(−∆+κ)/τ
e(−∆+κ)/τ − 1 −
1
τ ′
ethτ/τ
′
ehτ/τ ′ − 1
vτ
τ ′
e(1−t)(−∆+κ)/τ ′
e(−∆+κ)/τ ′ − 1
]
(y; y)
∥∥∥∥∥
V
.
Proceeding similarly as in the derivation of (5.22), the integrand of t-integral is
6
∥∥∥∥∥
∫
dy w(· − y)
[
1
τ
ethτ/τ
ehτ/τ − 1
vτ
τ
e(1−t)(−∆+κ)/τ
e(−∆+κ)/τ − 1
]
(y; y)
∥∥∥∥∥
V
+
∥∥∥∥∥
∫
dy w(· − y)
[
1
τ ′
ethτ/τ
′
ehτ/τ ′ − 1
vτ
τ ′
e(1−t)(−∆+κ)/τ ′
e(−∆+κ)/τ ′ − 1
]
(y; y)
∥∥∥∥∥
V
6 2Cκd/2−2‖v‖V .
Since the right-hand side is clearly integrable over t ∈ [0, 1], the convergence ‖w ∗A‖V → 0 follows
from the dominated convergence theorem if we can prove that∥∥∥∥∥
∫
dy w(· − y)
[
1
τ
ethτ/τ
ehτ/τ − 1
vτ
τ
e(1−t)(−∆+κ)/τ
e(−∆+κ)/τ − 1 −
1
τ ′
ethτ/τ
′
ehτ/τ ′ − 1
vτ
τ ′
e(1−t)(−∆+κ)/τ ′
e(−∆+κ)/τ ′ − 1
]
(y; y)
∥∥∥∥∥
V
→ 0
(5.27)
as τ, τ ′ →∞, for every fixed t ∈ (0, 1). To this end, we decompose[
1
τ
ethτ/τ
ehτ/τ − 1
vτ
τ
e(1−t)(−∆+κ)/τ
e(−∆+κ)/τ − 1 −
1
τ ′
ethτ/τ
′
ehτ/τ ′ − 1
vτ
τ ′
e(1−t)(−∆+κ)/τ ′
e(−∆+κ)/τ ′ − 1
]
(y; y)
=
[
1
τ
ethτ/τ
ehτ/τ − 1 −
1
τ ′
ethτ/τ
′
ehτ/τ ′ − 1
]
vτ
τ
e(1−t)(−∆+κ)/τ
e(−∆+κ)/τ − 1 (y; y)
+
1
τ ′
ethτ/τ
′
ehτ/τ ′ − 1vτ
[
1
τ
e(1−t)(−∆+κ)/τ
e(−∆+κ)/τ − 1 −
1
τ ′
e(1−t)(−∆+κ)/τ ′
e(−∆+κ)/τ ′ − 1
]
(y; y) .
(5.28)
The absolute value of the first term is
=
∣∣∣∣∣
∫
dz
[
1
τ
ethτ/τ
ehτ/τ − 1 −
1
τ ′
ethτ/τ
′
ehτ/τ ′ − 1
]
(y; z)vτ (z)
[
1
τ
e(1−t)(−∆+κ)/τ
e(−∆+κ)/τ − 1
]
(z; y)
∣∣∣∣∣
6 α
∫
dz
∣∣∣∣∣
[
1
τ
ethτ/τ
ehτ/τ − 1 −
1
τ ′
ethτ/τ
′
ehτ/τ ′ − 1
]
(y; z)
∣∣∣∣∣
2
+ α−1
∫
dz v2τ (z)
∣∣∣∣∣
[
1
τ
e(1−t)(−∆+κ)/τ
e(−∆+κ)/τ − 1
]
(z; y)
∣∣∣∣∣
2
(5.29)
for an arbitrary α > 0. On the one hand, using part (a) of Lemma 5.4 and arguing as in the proof
of (5.19), we have
∫
|y−z|61
dz v2τ (z)
∣∣∣∣∣
[
1
τ
e(1−t)(−∆+κ)/τ
e(−∆+κ)/τ − 1
]
(z; y)
∣∣∣∣∣
2
6 C‖vτ‖2V V (y)2
[
1
τ
e2(1−t)(−∆+κ)/τ
(e(−∆+κ)/τ − 1)2
]
(y; y)
6 Cκd/2−2‖vτ‖2V V (y)2
(5.30)
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for a constant C > 0 depending on t, finite for all fixed 0 6 t < 1. On the other hand, by using
part (b) of Lemma 5.4 and arguing as in the proof of (5.20), we find∫
|y−z|>1
dz v2τ (z)
∣∣∣∣∣
[
1
τ
e(1−t)(−∆+κ)/τ
e(−∆+κ)/τ − 1
]
(z; y)
∣∣∣∣∣
2
6 Cκd−2‖vτ‖2V
∫
V 2(z)e−
√
κ|y−z|/2 dz
6 Cκd/2−2‖vτ‖2V V (y)2
(5.31)
for κ large enough. By (5.29), (5.30), and (5.31), we conclude that∣∣∣∣∣
∫
dy w(x− y)
[
1
τ
ethτ/τ
ehτ/τ − 1 −
1
τ ′
ethτ/τ
′
ehτ/τ ′ − 1
]
vτ
τ
e(1−t)(−∆+κ)/τ
e(−∆+κ)/τ − 1 (y; y)
∣∣∣∣∣
6 Cα−1κd/2−2‖vτ‖2V
∫
|w(x− y)|V 2(y) dy + α‖w‖L∞
∥∥∥∥∥1τ ethτ/τehτ/τ − 1 − 1τ ′ ethτ/τ
′
ehτ/τ ′ − 1
∥∥∥∥∥
2
S2
.
With the assumptions (5.3) and (5.7) and with the optimal choice
α =
V (x)κd/4−1∥∥ 1
τ
ethτ /τ
ehτ /τ−1 − 1τ ′ e
thτ /τ ′
ehτ /τ
′−1
∥∥
S2
,
we obtain the bound∥∥∥∥∥
∫
dy w(x− y)
[
1
τ
ethτ/τ
ehτ/τ − 1 −
1
τ ′
ethτ/τ
′
ehτ/τ ′ − 1
]
vτ
τ
e(1−t)(−∆+κ)/τ
e(−∆+κ)/τ − 1 (y; y)
∥∥∥∥∥
V
6 Cκd/4−1‖vτ‖V
∥∥∥∥∥1τ ethτ/τehτ/τ − 1 − 1τ ′ ethτ/τ
′
ehτ/τ ′ − 1
∥∥∥∥∥
S2
.
Since∥∥∥∥∥1τ ethτ/τehτ/τ − 1 − 1τ ′ ethτ/τ
′
ehτ/τ ′ − 1
∥∥∥∥∥
S2
6
∥∥∥∥∥1τ ethτ/τeh/τ − 1 − 1hτ
∥∥∥∥∥
S2
+
∥∥∥∥∥ 1τ ′ ethτ/τ
′
ehτ/τ ′ − 1 −
1
hτ
∥∥∥∥∥
S2
, (5.32)
it follows from Lemma C.3 that∥∥∥∥∥
∫
dy w(· − y)
[
1
τ
ethτ/τ
eh/τ − 1 −
1
τ ′
ethτ/τ
′
ehτ/τ ′ − 1
]
vτ
τ
e(1−t)(−∆+κ)/τ
e(−∆+κ)/τ − 1 (y; y)
∥∥∥∥∥
V
→ 0 (5.33)
as τ, τ ′ → ∞. The application of Lemma C.3 is justified by the assumption that vτ ∈ Br(V ) and
Remark 5.3. Note that, for the second term on the right-hand side of (5.32), we first let τ ′ → ∞
and we apply Lemma C.3 with the parameter τ ′ and the operator hτ which is constant in the
parameter τ ′. Next, we consider the second term on the right-hand side of (5.28), which is
=
∫
dz
[
1
τ ′
ethτ/τ
′
ehτ/τ ′ − 1
]
(y; z)vτ (z)
[
1
τ
e(1−t)(−∆+κ)/τ
e(−∆+κ)/τ − 1 −
1
τ ′
e(1−t)(−∆+κ)/τ ′
e(−∆+κ)/τ ′ − 1
]
(z − y)
6 α
∫
dz v2τ (z)
∣∣∣∣∣ 1τ ′ ethτ/τ
′
ehτ/τ ′ − 1(y; z)
∣∣∣∣∣
2
+ α−1
∫
dz
∣∣∣∣∣
[
1
τ
e(1−t)(−∆+κ)/τ
e(−∆+κ)/τ − 1 −
1
τ ′
e(1−t)(−∆+κ)/τ ′
e(−∆+κ)/τ ′ − 1
]
(z)
∣∣∣∣∣
2
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for every α > 0. Proceeding as above (considering separately the regions with |y − z| 6 1 and
|y − z| > 1, and using the results of Lemma 5.4), this quantity is
6 Cακd/2−2‖vτ‖2V V (y)2 + Cα−1
[
1
τ
e(1−t)(−∆+κ)/τ
e(−∆+κ)/τ − 1 −
1
τ ′
e(1−t)(−∆+κ)/τ ′
e(−∆+κ)/τ ′ − 1
]2
(0; 0) .
With the optimal choice
α =
∣∣∣[ 1τ e(1−t)(−∆+κ)/τe(−∆+κ)/τ−1 − 1τ ′ e(1−t)(−∆+κ)/τ ′e(−∆+κ)/τ ′−1 ]2(0; 0)∣∣∣1/2 κ−d/4+1
‖vτ‖V V (y) ,
we find
1
τ ′
eth/τ
′
eh/τ ′ − 1v
[
1
τ
e(1−t)(−∆+κ)/τ
e(−∆+κ)/τ − 1 −
1
τ ′
e(1−t)(−∆+κ)/τ ′
e(−∆+κ)/τ ′ − 1
]
(y; y)
6 Cκd/4−1‖vτ‖V V (y)
∣∣∣∣∣∣
[
1
τ
e(1−t)(−∆+κ)/τ
e(−∆+κ)/τ − 1 −
1
τ ′
e(1−t)(−∆+κ)/τ ′
e(−∆+κ)/τ ′ − 1
]2
(0; 0)
∣∣∣∣∣∣
1/2
.
We conclude that∥∥∥∥∥
∫
dy w(· − y) 1
τ ′
eth/τ
′
eh/τ ′ − 1v
[
1
τ
e(1−t)(−∆+κ)/τ
e(−∆+κ)/τ − 1 −
1
τ ′
e(1−t)(−∆+κ)/τ ′
e(−∆+κ)/τ ′ − 1
]
(y; y)
∥∥∥∥∥
V
6 Cκd/2−1‖vτ‖V
∣∣∣∣∣∣
[
1
τ
e(1−t)(−∆+κ)/τ
e(−∆+κ)/τ − 1 −
1
τ ′
e(1−t)(−∆+κ)/τ ′
e(−∆+κ)/τ ′ − 1
]2
(0; 0)
∣∣∣∣∣∣
1/2
.
(5.34)
To prove that the right-hand side converges to zero, as τ, τ ′ →∞, we show that
lim
τ→∞
[
1
τ
e(1−t)(−∆+κ)/τ
e(−∆+κ)/τ − 1 −
1
(−∆ + κ)
]2
(0; 0) = lim
τ→∞
∫
dp
[
1
τ
e(1−t)(p2+κ)/τ
e(p2+κ)/τ − 1 −
1
p2 + κ
]2
= 0 .
(5.35)
Since ∣∣∣∣∣1τ et(p
2+κ)/τ
e(p2+κ)/τ − 1 −
1
p2 + κ
∣∣∣∣∣ 6 Cp2 + κ
for an appropriate constant C > 0, since (p2 + κ)−2 is integrable (in dimensions d 6 3), and since
lim
τ→∞
[
1
τ
et(p
2+κ)/τ
e(p2+κ)/τ − 1 −
1
p2 + κ
]
= 0
pointwise, for all p ∈ Λ, the dominated convergence theorem implies (5.35). From (5.34), we obtain
that ∥∥∥∥∥
∫
dy w(· − y) 1
τ ′
eth/τ
′
eh/τ ′ − 1v
[
1
τ
e(1−t)(−∆+κ)/τ
e(−∆+κ)/τ − 1 −
1
τ ′
e(1−t)(−∆+κ)/τ ′
e(−∆+κ)/τ ′ − 1
]
(y; y)
∥∥∥∥∥
V
→ 0
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as τ, τ ′ →∞. Together with (5.33) and (5.28), we conclude that (5.27) holds, for all fixed t ∈ (0, 1).
This shows that ‖vτ − vτ ′‖V → 0, for τ, τ ′ → ∞. Hence vτ is a Cauchy sequence in the complete
metric space Br(V ). As a consequence, there exists v ∈ Br(V ) with vτ → v, as τ →∞.
Finally, we prove (5.8). As before, we use the notation hτ = −∆ + κ + vτ . Moreover, we set
h = −∆ + κ+ v. From the resolvent identity we get
‖h−1τ − h−1‖2S2 = ‖h−1τ (vτ − v)h−1‖2S2 = Tr h−1τ (vτ − v)h−2(vτ − v)h−1τ
6 ‖h−1τ V ‖S∞‖V h−1‖S∞ ‖h−1‖S2 ‖h−1τ ‖S2 ‖vτ − v‖2V .
By Remark 5.3, it follows that the above expression is
6 C ‖h−1τ V ‖S∞‖V h−1‖S∞ ‖h−1‖2S2 ‖vτ − v‖2V . (5.36)
Since ‖vτ − v‖V → 0, as τ → ∞, to prove that ‖h−1τ − h−1‖S2 → 0 it is enough to show that
the operator norms ‖h−1τ V ‖S∞ , ‖V h−1‖S∞ are bounded, uniformly in τ . To this end, we observe
that, for all ψ ∈ L2(Λ),
‖h−1τ V ψ‖2 =
〈
V ψ, h−2τ V ψ
〉
=
〈
V 1/2ψ,
{
h−1τ V
1/2 +
[
V 1/2, h−1τ
]}{
V 1/2h−1τ +
[
h−1τ , V
1/2
]}
V 1/2ψ
〉
6 2
〈
V 1/2ψ, h−1τ V h
−1
τ V
1/2ψ
〉
+ 2
〈
V 1/2ψ, h−1τ
[
−∆, V 1/2
]
h−2τ
[
V 1/2,−∆
]
h−1τ V
1/2ψ
〉
6 2
〈
V 1/2ψ, h−1τ V h
−1
τ V
1/2ψ
〉
+ 2
〈
V 1/2ψ, h−1τ ∇ ·
∇V√
V
h−2τ
∇V√
V
· ∇h−1τ V 1/2ψ
〉
+ 2
〈
V 1/2ψ, h−1τ
∇V√
V
· ∇h−2τ ∇ ·
∇V√
V
h−1τ V
1/2ψ
〉
,
(5.37)
where we used the Cauchy-Schwarz inequality in the form 〈x, (A+B)(A∗ +B∗)x〉 6 2〈x,AA∗x〉+
2〈x,BB∗x〉, as well as the identities [A,B−1] = B−1[B,A]B−1 and [−∆, V 1/2] = −∇· ∇V√
V
− ∇V√
V
·∇.
We observe that∥∥∥h−1/2τ V 1/2ϕ∥∥∥2 = 〈V 1/2ϕ, h−1τ V 1/2ϕ〉 6 ‖V/vτ‖L∞‖ϕ‖2 6 11− r‖ϕ‖2 ,
since vτ (x) > (1− r)V (x) for all τ > 0 (because vτ ∈ Br(V )). This implies that
‖h−1/2τ V 1/2‖S∞ = ‖V 1/2h−1/2τ ‖S∞ 6
1
1− r .
Similarly, ∥∥∥∥h−1/2τ ∇V√V
∥∥∥∥
S∞
=
∥∥∥∥∇V√V h−1/2τ
∥∥∥∥
S∞
6 ‖∇V ‖V
1− r .
Moreover, ‖∇h−1/2τ ‖S∞ = ‖h−1/2τ ∇‖S∞ 6 1.
From (5.37), we find
‖h−1τ V ψ‖2 6
[
2‖h−1/2τ V 1/2‖4S∞ + 4‖h−1/2τ V 1/2‖2S∞‖∇h−1/2τ ‖2S∞
∥∥∥∥∇V√V h−1/2τ
∥∥∥∥2
S∞
‖h−1τ ‖S∞
]
‖ψ‖2
6 4
(1− r)4 (1 + κ
d/2−2‖∇V ‖2V )‖ψ‖2 .
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This proves that ‖h−1τ V ‖S∞ < ∞, uniformly in τ > 0. Analogously, we find ‖h−1V ‖S∞ < ∞.
Hence, (5.36) implies limτ→∞ ‖h−1τ − h−1‖S2 = 0.
A. Borel summation
The following result is the key tool that allows us to deduce the convergence of analytic functions
from the convergence of the coefficients of their asymptotic expansions. For its statement, for R > 1
we introduce the open ball
CR ..= {z ∈ C : Re z−1 > R−1} . (A.1)
Theorem A.1. Let (Aξ)ξ and (A
ξ
τ )ξ,τ be families of functions that are analytic in CR. The first
family is indexed by a parameter ξ in some arbitrary set and the second one is, in addition, indexed
by τ > 0. Suppose that, for all M ∈ N, Aξ and Aξτ are given by the asymptotic expansions
Aξ(z) =
M−1∑
m=0
aξmz
m +RξM (z) and A
ξ
τ (z) =
M−1∑
m=0
aξτ,mz
m +Rξτ,M (z) in CR , (A.2)
where the explicit terms satisfy
sup
ξ
∣∣aξm∣∣+ sup
τ,ξ
∣∣aξτ,m∣∣ 6 νσmm! (A.3)
and the remainder terms satisfy
sup
ξ
∣∣∣RξM (z)∣∣∣+ sup
τ,ξ
∣∣∣Rξτ,M (z)∣∣∣ 6 νσMM !|z|M for all z ∈ CR (A.4)
for some constants ν > 0 and σ > 1, which are independent of m and M .
Moreover, suppose that the differences of the explicit terms satisfy
sup
ξ
∣∣aξτ,m − aξm∣∣→ 0 as τ →∞ . (A.5)
Then
sup
ξ
∣∣Aξτ −Aξ∣∣→ 0 pointwise in CR as τ →∞ .
The proof of Theorem A.1 is based on Borel summation techniques inspired by the following
result of Sokal from [85].
Theorem A.2 (after [85]). Given R > 1, let A be an analytic function on the ball (A.1). Suppose
that for all M ∈ N the function A is given by the asymptotic expansion
A(z) =
M−1∑
m=0
amz
m +RM (z) in CR (A.6)
where the explicit terms satisfy
|am| 6 νσmm! (A.7)
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and the remainder term satisfies∣∣RM (z)∣∣ 6 νσMM !|z|M for all z ∈ CR (A.8)
for some constants ν > 0 and σ > 1, which are independent of m and M .
Then, the following statements hold.
(i) The series
B(t) ..=
∞∑
m=0
amt
m/m! (A.9)
converges absolutely for all |t| < 1σ and it has an analytic extension to the region
Sσ ..=
{
t : dist(t,R+) <
1
σ
}
. (A.10)
(ii) In the region S¯2σ =
{
t : dist(t,R+) 6 12σ
}
, the function B(t) satisfies the bound
∣∣B(t)∣∣ 6 C0Re|t|/Rνσ (A.11)
for some universal constant C0 > 0.
(iii) We have
A(z) =
1
z
∫ +∞
0
e−t/zB(t) dt for all z ∈ CR . (A.12)
The proof of Theorem A.2 was outlined in [85] which, in turn, is based on the methods used in
the proof of [54, Theorem 136] and it rediscovers and extends the work of [72]. The proof in [54]
is based on the work [91], in which the function A is assumed to be analytic in a larger domain.
For completeness and with applications to the proof of Theorem A.1 below in mind, we give a full
proof of Theorem A.2. Theorem A.1 itself is proved at the end of this appendix, using tools from
the proof of Theorem A.2.
Proof of Theorem A.2. The fact that the series B(t), defined in (A.9) converges absolutely for
all |t| < 1σ follows immediately from the assumption (A.7). We now explain how to extend B
analytically to the whole region Sσ. Following [85], we define for k ∈ N, r ∈ (0, R), t > 0 the
quantities
bk(t)
..= ak +
1
2pii
∫
Re ζ=r−1
etζζk−1
(
A(ζ−1)−
k∑
m=0
amζ
−k
)
dζ . (A.13)
Note that the above integrals are absolutely convergent for t > 0 and independent of r for 0 < r < R.
In order to deduce the absolute convergence, we note that by (A.6) and (A.8), for Re ζ = r−1
we have ∣∣∣∣A(ζ−1)− k∑
m=0
amζ
−m
∣∣∣∣ 6 νσk+1(k + 1)!|ζ|−(k+1) .
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Hence∫
Re ζ=r−1
∣∣∣∣etζζk−1(A(ζ−1)− k∑
m=0
amζ
−m
)∣∣∣∣ |dζ| 6 ∫
Re ζ=r−1
et/r|ζ|k−1νσk+1(k + 1)!|ζ|−(k+1) |dζ|
= et/rνσk+1(k + 1)!
∫
Re ζ=r−1
|ζ|−2 |dζ| = νpiret/rσk+1(k + 1)!
In the last equality, we used the identity∫
Re ζ=r−1
|ζ|−2 |dζ| = pir . (A.14)
Absolute convergence now follows.
In order to see that each bk(t) is independent of r for 0 < r < R, we note that the function
δ(ζ) ..= etζζk−1
(
A(ζ−1)−
k∑
m=0
amζ
−m
)
is analytic in the region Re ζ > 0, and that for ζ = r−1, it satisfies the bound
|δ(ζ)| 6 et/rνσk+1(k + 1)! 1|ζ|2 .
The claim that bm(t) is independent of r follows from Cauchy’s theorem and the fact that, for fixed
0 < r2 < r1 < R ∫ 1/r2
1/r1
1
|s± Li|2 ds 6
( 1
r2
− 1
r1
) 1
L2
→ 0 as L→∞ .
In particular, we can take r to be arbitrarily close to R.
In the following we use the identity
1
2pii
∫
Re ζ=r−1
etζζ−(m+1) dζ =
tm
m!
for all m ∈ N , (A.15)
which follows easily from the residue theorem. Recalling (A.13), we write, for M ∈ N
b0(t) = a0 +
1
2pii
∫
Re ζ=r−1
etζζ−1
(
A(ζ−1)− a0
)
dζ
= a0 +
1
2pii
∫
Re ζ=r−1
etζζ−1
(
A(ζ−1)−
M−1∑
m=0
amζ
−m/m!
)
dζ
+
1
2pii
∫
Re ζ=r−1
etζζ−1
(M−1∑
m=1
amζ
−m/m!
)
dζ ,
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which by (A.6) and (A.15) is equal to(
a0 +
M−1∑
m=1
amt
m/m!
)
+
1
2pii
∫
Re ζ=r−1
etζζ−1RM (ζ−1) dζ . (A.16)
Let t > 0. We choose M > tR in (A.16), and we let
r ..=
t
M
. (A.17)
For parameters chosen in this way, we need to estimate the remainder term in (A.16). We use (A.8)
in order to deduce that∣∣∣∣ 12pii
∫
Re ζ=r−1
etζζ−1RM (ζ−1) dζ
∣∣∣∣ 6 12pi
∫
Re ζ=r−1
et/rνσMM !|ζ|−(M+1) |dζ|
6 1
2pi
et/rνσMM !rM−1
∫
Re ζ=r−1
1
|ζ|2 dζ =
1
2
et/rνσMM !rM , (A.18)
where we used (A.14). In particular, by (A.17) and by Stirling’s formula, the right-hand side of
(A.18) is
6 CeMνσM
√
M
(M
e
)M( t
M
)M
6 Cν
√
M
(
σt)M ,
which converges to zero as M →∞ provided that t < 1σ . In particular, we note that
b0(t) =
∞∑
m=0
amt
m/m! = B(t) (A.19)
for all 0 < t < 1σ .
In order to show that the function B has the desired analytic continuation property, we relate
the functions bk defined in (A.13) with b0. Moreover, we show upper bounds on |bk(t)|. In order to
address the first point, we show that, for all k ∈ N and t > 0
b
(k)
0 (t) = bk(t) . (A.20)
In particular, using (A.19) in (A.20), we deduce that, for all k ∈ N
bk(0) = ak . (A.21)
We show the identity (A.20) inductively. The claim when k = 0 holds by definition.
We compute
b′0(t) =
1
2pii
∫
Re ζ=r−1
etζ
(
A(ζ−1)− a0
)
dζ
= a1
1
2pii
∫
Re ζ=r−1
etζζ−1 dζ +
1
2pii
∫
Re ζ=r−1
etζ
(
A(ζ−1)− a0 − a1ζ−1
)
dζ
= a1 +
1
2pii
∫
ζ=r−1
etζ
(
A(ζ−1)− a0 − a1ζ−1
)
dζ = b1(t) ,
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where in the last step we used (A.15). We know from the discussion immediately following (A.13)
that the obtained integral is absolutely convergent, which justified the differentiation under the
integral. We iterate this procedure in order to obtain the identity (A.20).
In order to obtain a good bound on |bk(t)|, we first estimate∣∣bk(t)− ak∣∣ = ∣∣∣∣ 12pii
∫
Re ζ=r−1
etζζk−1Rk+1(ζ−1) dζ
∣∣∣∣ . (A.22)
By (A.8), the expression in (A.22) is bounded by
1
2pi
∫
Re ζ=r−1
et/r|ζ|k−1νσk+1(k + 1)!|ζ|−(k+1) |dζ|
=
1
2pi
et/rνσk+1(k + 1)!
∫
Re ζ=r−1
1
|ζ|2 dζ =
1
2
ret/rνσk+1(k + 1)! ,
where we again used (A.14). In particular, we can let r → R and deduce that∣∣bk(t)− ak∣∣ 6 Ret/Rνσk+1(k + 1)! .
Using (A.7) and R, σ > 1, it follows that∣∣bk(t)∣∣ 6 2Ret/Rνσk+1(k + 1)! (A.23)
for all t > 0.
For fixed t0 > 0, define the function
Bt0(t) ..=
∞∑
k=0
bk(t0)(t− t0)k/k! . (A.24)
By using (A.23), it follows that the series in (A.24) is absolutely convergent for t ∈ C with |t− t0| <
1
σ . Hence, it defines an analytic function in this domain. From (A.21), it follows that B
0 = B.
Suppose that 0 6 t0 < t1 are such that t1 − t0 < 1/σ. Then, using (A.20), (A.23), and Taylor’s
theorem, it follows that for all t ∈ (t0, t1)
∞∑
k=0
bk(t0)(t− t0)k/k! =
∞∑
k=0
bk(t1)(t− t1)k/k! = b0(t) .
In particular, the functions Bt0 and Bt1 agree on the interval (t0, t1). By analyticity, it follows that
they agree on the whole intersection of their domains of definition, i.e. on the intersection of the
balls of radius 1/σ centred at t0 and at t1 respectively. Consequently, we can extend B = B
0 to
the whole strip Sσ by letting
B(t) ..= Btj (t) (A.25)
for some tj > 0 with |t − tj | < 1/σ. This is a well-defined analytic function in Sσ. Part (i) now
follows.
We now prove part (ii), i.e. the bound on
∣∣B(t)∣∣ given by (A.11).
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Let t ∈ S¯2σ be given. We can find t0 > 0 such that |t − t0| 6 1/(2σ) . By the construction in
(A.25), we know that B(t) = Bt0(t). We substitute (A.23) into (A.24) in order to deduce that
∣∣B(t)∣∣ 6 2Ret0/Rν ∞∑
k=0
(k + 1)σ
(1
2
)k
= CRet0/Rνσ
for some universal constant C > 0. Moreover,
et0/R = e|t0|/R 6 e(|t|+|t−t0|)/R = e|t|/Re|t−t0|/R 6 e|t|/Re1/(2σR) 6 e|t|/Re1/2 .
Here we used that R, σ > 1. Consequently,
∣∣B(t)∣∣ 6 C0Re|t|/Rνσ for some universal constant C0.
Hence, (A.11) follows.
We now prove part (iii), i.e. (A.12), which allows us to write f in terms of B. In the proof of
part (i), we saw that, for all t > 0,
B(t) = b0(t) = a0 +
1
2pii
∫
Re ζ=r−1
etζ
A(ζ−1)− a0
ζ
dζ .
Here r ∈ (0, R) is arbitrary. We then compute, for z ∈ CR, the right-hand side of (A.12)
1
z
∫ +∞
0
e−t/zB(t) dt = a0 +
1
z
1
2pii
∫ +∞
0
∫
Re ζ=r−1
e−t/z+tζ
A(ζ−1)− a0
ζ
dζ dt . (A.26)
By (A.8), we know that
∣∣A(ζ−1)−a0
ζ
∣∣ 6 C/|ζ|2 for some universal constant C > 0; this is integrable
over Re ζ = r−1 for all r ∈ (0, R). Furthermore, choose r > 0 in the integral in (A.26) such
that Re z−1 > r−1 > R−1. This is possible to do since z ∈ CR. In particular, for all t > 0 we
have Re
(− tz + tζ) < 0. Hence, the integral in (A.26) is absolutely convergent. Therefore, we can
interchange the orders of integration and deduce that
1
z
∫ +∞
0
e−t/zB(t) dt = a0 +
1
z
1
2pii
∫
Re ζ=r−1
∫ +∞
0
e−t/z+tζ
A(ζ−1)− a0
ζ
dtdζ
= a0 +
1
z
1
2pii
∫
Re ζ=r−1
1
1
z − ζ
A(ζ−1)− a0
ζ
dζ = a0 − 1
z
1
2pii
∫
Re ζ=r−1
A(ζ−1)− a0
(ζ − 1z )ζ
dζ .
Note that
f(ζ) ..=
A(ζ−1)− a0
(ζ − 1z )ζ
is a meromorphic function in Re ζ > R−1. We now evaluate the above integral by using the residue
theorem. For fixed L > 0, we let ΦL be the rectangular path in C whose top and bottom sides
are Im = L and Im = −L respectively. The left side of ΦL is Re = r−1 and the right side is
Re = r−1 + L. We orient ΦL clockwise. For L large enough, 1z lies within ΦL. We henceforth
assume that this is the case.
The only pole of f inside ΦL is at
1
z , which is a simple pole. We know that |A(ζ−1)−a0| 6 C/|ζ|
for some universal constant C > 0. Consequently, for |ζ|  1|z| , it follows that |f(ζ)| 6 C|ζ|3 for
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some universal constant C > 0. Therefore, if we take L  1|z| , then the top, right, and bottom
contributions are O
(
L
L3
)
= O
(
1
L2
)
. Hence, putting everything together, it follows from the residue
theorem that
1
z
∫ +∞
0
e−t/zB(t) dt = a0 − 1
z
(−1)Res
(
A(ζ−1)− a0
(ζ − 1z )ζ
;
1
z
)
= a0 +
1
z
A(z)− a0
1/z
= a0 + (A(z)− a0) = A(z) .
The factor of −1 in the above calculation came from the fact that ΦL is oriented clockwise.
Proof of Theorem A.1. By translation, we can assume, without loss of generality, that Aξ ≡ 0,
i.e. aξm = 0 for all m and ξ. Define
Bξτ (t)
..=
∞∑
m=0
aξτ,mt
m/m! . (A.27)
By using the bounds (A.3) and (A.4) and by the proof of Theorem A.2, it follows that Bξτ converges
absolutely as a series for all |t| < 1σ and that it has an analytic extension to the region Sσ. Moreover,
the bound
sup
τ,ξ
∣∣Bξτ (t)∣∣ 6 C0Re|t|/Rνσ (A.28)
holds in S¯2σ for some universal constant C0 > 0. Finally, for all τ, ξ,
Aξτ (z) =
1
z
∫ +∞
0
e−t/zBξτ (t) dt for all z ∈ CR . (A.29)
Given a non-negative integer j, let tj ..=
j
4σ and let Sj
..= B(tj ,
1
2σ ) be the closed ball of radius
1
2σ
centred at tj . Again, using the proof of Theorem A.2, it follows that, on Sj one can write
Bξτ (t) =
∞∑
k=0
bξτ,k(tj)(t− tj)k/k! (A.30)
where the coefficients bξτ,k(tj) satisfy
sup
τ,ξ
∣∣bξτ,k(tj)∣∣ 6 Cjσkk! (A.31)
for some Cj > 0 which depends on j, R, σ, ν. Namely, for the latter bound, we are using (A.23)
applied in this context.
We now show that for all j
sup
ζ∈Sj
sup
ξ
∣∣Bξτ (ζ)∣∣→ 0 as τ →∞ . (A.32)
We show (A.32) by induction.
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For the base case j = 0, we consider t ∈ S0, which means that |t| 6 12σ . In particular, we can
use (A.27) and deduce that
sup
ξ
∣∣Bξτ (t)∣∣ 6 ∞∑
m=0
(
sup
ξ
∣∣aξτ,m∣∣)|t|m/m! 6 ∞∑
m=0
(
sup
ξ
∣∣aξτ,m∣∣) 1(2σ)m 1m! .
The latter expression converges to zero as τ → ∞ by using (A.3), (A.5) and the dominated con-
vergence theorem. This proves the base case.
We now prove the induction step. Namely, we suppose that (A.32) holds for some j. We now
show that it holds for j + 1. Let Γj+1 denote the circle centred at tj+1 of radius
1
10σ . We note that
then Γj+1 is contained in the ball Sj . We give Γj+1 the positive orientation. By Cauchy’s integral
formula,
bξτ,k(tj+1) =
k!
2pii
∮
Γj+1
Bξτ (ζ)
(ζ − tj+1)k+1 dζ .
In particular,
sup
ξ
∣∣bξτ,k(tj+1)∣∣ 6 k!2pi
∮
Γj+1
supξ
∣∣Bξτ (ζ)∣∣
|ζ − tj+1|k+1 |dζ| 6
k!
2pi
2pi
(
1
10σ
)(
1
10σ
)k+1 sup
ζ∈Γj+1
sup
ξ
∣∣Bξτ (ζ)∣∣
6 10kσkk! sup
ζ∈Sj
sup
ξ
∣∣Bξτ (ζ)∣∣→ 0 as τ →∞ . (A.33)
In order to deduce the last step, we used the induction assumption. Furthermore, by (A.30) applied
on Sj+1, we note that, for t ∈ Sj+1
sup
ξ
∣∣Bξτ (t)∣∣ 6 ∞∑
k=0
(
sup
ξ
∣∣bξτ,k(tj+1)∣∣) 1(2σ)k 1k! .
The quantity on the right-hand side converges to zero as τ →∞ by using (A.31), (A.33), and the
dominated convergence theorem. In particular, we deduce that
sup
ζ∈Sj+1
sup
ξ
∣∣Bξτ (ζ)∣∣→ 0 as τ →∞ .
This finishes the induction.
From (A.32), we deduce that∣∣Bξτ ∣∣→ 0 pointwise on S¯2σ as τ →∞ . (A.34)
Now, (A.29) implies that, for all z ∈ CR
sup
ξ
∣∣Aξτ (z)∣∣ 6 1|z|
∫ +∞
0
e−tRe z
−1(
sup
ξ
∣∣Bξτ (t)∣∣)dt ,
which converges to zero as τ →∞ by (A.28), (A.34), and the dominated convergence theorem.
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B. The quantum Wick theorem
In this appendix we review some standard facts about bosonic quasi-free states. Throughout this
appendix, let h > 0 be a positive self-adjoint operator on H satisfying Tr e−h < ∞. We write
h =
∑
k>0 λkuku
∗
k and abbreviate bk
..= b(uk). We define the quasi-free state
ρh0(A) ..=
Tr(A e−
∑
k λkb
∗
kbk)
Tr(e−
∑
k λkb
∗
kbk)
.
Lemma B.1 (Quantum Wick theorem). With the above notations, the following holds.
(i) We have
〈f ,Gh g〉 ..= ρh0
(
b∗(g) b(f)
)
=
〈
f ,
1
eh − 1 g
〉
(B.1)
and
ρh0
(
b(f) b(g)
)
= ρh0
(
b∗(f) b∗(g)
)
= 0 (B.2)
for all f, g ∈ H.
(ii) Let A1, . . . ,An be operators of the form Ai = b(fi) or Ai = b∗(fi), where f1, . . . , fn ∈ H.
Then we have
ρh0(A1 · · · An) =
∑
Π
∏
(i,j)∈Π
ρh0(AiAj) , (B.3)
where the sum ranges over all pairings of {1, . . . , n}, and we label the edges of Π using ordered
pairs (i, j) with i < j.
Before we proceed with the proof of Lemma B.1, we record three auxiliary results. First, using
(1.20), we get
ρh0(A) =
Tr(A e−λkb∗kbk)
Tr(e−λkb∗kbk)
, (B.4)
whenever A is a polynomial in the variables bk and b∗k. Second, we have the following factorization
property.
Lemma B.2. Let A1, . . . ,An be operators of the form Ai = bki or Ai = b∗ki for k1, . . . , kn ∈ N.
Then we have
ρh0(A1 · · · An) =
∏
k>0
ρh0
( ∏
i:ki=k
Ai
)
,
where the ordering of the operators in the product is always increasing in i.
Proof. This is immediate from the definition of ρh0(·) and (1.20).
Lemma B.3 (Gauge invariance). Let A1, . . . ,An be as in Lemma B.2. Given k ∈ N, we define
N−k ..=
∣∣∣{1 6 i 6 n : Ai = bk}∣∣∣ , N+k ..= ∣∣∣{1 6 i 6 n : Ai = b∗k}∣∣∣ .
Then we have ρh0(A1 · · · An) = 0 unless N−k = N+k for all k ∈ N.
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Proof of Lemma B.3. By Lemma B.2, the claim follows if we show that, for fixed k ∈ N we have
ρh0
( ∏
i:ki=k
Ai
)
= Tr
( ∏
i:ki=k
Ai e−λkb∗kbk
)/
Tr
(
e−λkb
∗
kbk
)
= 0
unless N−k = N+k . This, in turn, is a consequence of the identity
ρh0
( ∏
i:ki=k
Ai
)
= e(N
+
k −N−k )λkρh0
( ∏
i:ki=k
Ai
)
, (B.5)
which follows by a repeated application of etb
∗
kbk b∗k e
−tb∗kbk = et b∗k, which follows from (2.14) by
setting τ = 1.
Proof of Lemma B.1. (i) The claim (B.2) follows immediately by Lemma B.3. We now show
the claim (B.1). By linearity and Lemma B.3 it suffices to prove
ρh0(b
∗
k bk) =
1
eλk − 1 . (B.6)
We prove (B.6) by using the occupation state basis (ψm)m∈NN , an orthonormal basis of F
defined by ψm ..=
∏
l∈N
(b∗l )
ml√
ml!
Ω, where Ω = (1, 0, 0, . . . ) ∈ F is the vacuum state and m = (ml)l∈N
ranges over NN. Using bkΩ = 0 and (1.20) we easily find{
bk ψm =
√
mk ψm˜ for m˜l = ml − δkl
b∗k ψm =
√
mk + 1ψm˜ for m˜l = ml + δkl .
(B.7)
Here we use the convention that ψm = 0 if an entry of m is negative. In particular, we have
b∗k bk ψm = mk ψm . (B.8)
Substituting (B.8) into (B.4), we obtain
ρh0(b
∗
k bk) =
∑
mk
mk e
−λkmk∑
mk
e−λkmk
=
1
eλk − 1 ,
as was claimed.
(ii) We prove this part of the Lemma by first considering several special cases and by then
deducing the general result. In what follows, we denote for fixed k ∈ N
c(k) ..= ρh0(b
∗
k bk) =
1
eλk − 1 . (B.9)
Moreover, we abbreviate A ..= A1 · · · An.
(1) Suppose that n = 2r and, for a fixed k ∈ N, Ai = b∗k for 1 6 i 6 r and Ai = bk for
r + 1 6 i 6 n. In other words, the operators A1, . . . ,An are normal-ordered : all creation
operators are to the left of all annihilation operators. In this case we have
ρh0(A) = r!
(
c(k)
)r
. (B.10)
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We note that, by Lemma B.3 and (B.9), the expression on the right-hand side of (B.10) indeed
equals to
∑
Π
∏
(i,j)∈Π ρ
h
0(AiAj) in this case. We prove (B.10) by again using the occupation
state basis. Namely, using (B.4) and (B.7), we have
ρh0
(
(b∗k)
r (bk)
r
)
=
∑
mk
mk(mk − 1) · · · (mk − r + 1) e−λkmk∑
mk
e−λkmk
= r!
(
1
eλk − 1
)r
,
as was claimed.
(2) Suppose that, for a fixed k ∈ N and for all 1 6 i 6 n, Ai = b∗k or Ai = bk.
Now the operators are no longer normal-ordered. By Lemma B.3, it follows that
ρ0(A) =
∑
Π
∏
(i,j)∈Π
ρh0(AiAj) = 0
unless n = 2r is even and that there are exactly r values of i for which Ai = bk. Let us now
assume that this is the case.
If B1, . . . ,Bp are operators each of which is bk or b∗k, then we write
:
p∏
j=1
Bj : = (b∗k)N
+
(bk)
p−N+
for the normal-ordering of
∏p
j=1 Bj , where N+ is the number of 1 6 j 6 p such that Bj = b∗k.
(This is a slight abuse of notation since, in (2.16), we used : · : to denote the renormalized
product of two operators that are linear in bk, b
∗
k. Since we never use these two operations
simultaneously, it will be clear from context to which one we are referring.)
Given the sequence A = (A1, . . . ,An) as in the assumptions, we say that the pair (i, j) is
an inversion if 1 6 i < j 6 n and Ai = bk, Aj = b∗k. We denote the set of all inversions
by I ≡ I(A). Furthermore, for 0 6 s 6 r, we say that M = {(i1, j1), . . . , (is, js)} is an
s-matching if
(i) i1, . . . , is, j1, . . . , js are distinct elements of {1, . . . , n}.
(ii) (iq, jq) ∈ I for all q = 1, . . . , s.
Finally, given an s-matching M, we write
AM ..= A1 · · · Aˆi1 · · · Aˆjs · · · An ,
where we have omitted the factors Ai1 , . . . ,Ais ,Aj1 , . . . ,Ajs from the product and we have
kept the original ordering which was increasing in i. We denote the set of all s-matchings by
Ms ≡Ms(A).
We then have
A =
r∑
s=0
∑
M∈Ms
: AM : . (B.11)
This claim is proved by induction on the number of inversions.
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Namely, in the base case, where there are zero inversions, the operator A is already normal-
ordered and the identity (B.11) immediately follows. For the induction step, we assume that
the claim holds when there are q > 0 inversions. Suppose that A = (A1, . . . ,An) has q + 1
inversions. Then, we can find 1 6 i 6 n such that (i, i+ 1) is an inversion. We choose i to be
minimal. We note that by (1.20) we have
A = A1 · · · Ai−1Ai+1AiAi+2 · · · An +A1 · · · Ai−1Ai+2 · · · An . (B.12)
Furthermore, we note that, in the sequences
A1 = (Ai, . . . ,Ai−1,Ai+1,Ai,Ai+2, . . . ,An), A2 = (Ai, . . . ,Ai−1,Ai+2, . . . ,An)
there are exactly q inversions. Therefore, we can apply the induction hypotheses to them.
We can now deduce (B.11). The contribution from A1 corresponds to the sum over all M
with (i, i + 1) /∈ M and the contribution from A2 corresponds to the sum over all M with
(i, i+ 1) ∈M.
Using (1.20), we can write the right-hand side of (B.3) as
∑
Π
∏
(i,j)∈Π
(
c(k) + 1I(i, j)
)
. Here
1I(i, j) = 1 if (i, j) ∈ I and it is 0 otherwise. Multiplying everything out, recalling the result
of case (1), and using (B.11) we obtain the claim in this case.
(3) Suppose that A1, . . . ,An are operators of the form Ai = bki or Ai = b∗ki for k1, . . . , kn ∈ N.
The claim in this case follows from case (2) and from Lemma B.2.
(4) The general case follows from case (3) and linearity.
C. Estimates on the quantum Green function
Lemma C.1. Suppose that h, hτ > 0 satisfy h
−1, h−1τ ∈ S2(H) and limτ→∞‖h−1τ − h−1‖S2(H) = 0.
Then
lim
τ→∞
∥∥∥∥ 1τ(ehτ/τ − 1) − h−1τ
∥∥∥∥
S2(H)
= 0 , (C.1)
and
lim
τ→∞
1
τ
Tr
1
τ(ehτ/τ − 1) = 0 . (C.2)
Proof. We begin with (C.1). Note first that
Tr(h−2τ − h−2) 6 ‖h−1τ (h−1τ − h−1)‖S1(H) + ‖(h−1τ − h−1)h−1‖S1(H)
6
(‖h−1τ ‖S2(H) + ‖h−1‖S2(H))‖h−1τ − h−1‖S2(H) → 0 . (C.3)
Let (λk) and (λτ,k) denote the eigenvalues of h and hτ respectively. We order the eigenvalues in a
nondecreasing fashion. Then we have that
lim
τ→∞λτ,k = λk (C.4)
for all k. Here we used the infinite-dimensional version of the Hoffman-Wielandt inequality [6,
Theorem 2] applied to the operators h−1τ and h−1. (Note that, since the eigenvalues are ordered
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in a nondecreasing fashion, there is no permutation of the indices. Moreover, even though the
spectrum of h−1 has a limit point at zero, we always consider the convergence in (C.4) for a fixed,
finite k. Therefore, the additional subtlety arising from working with extended enumerations of the
eigenvalues as in [6] is not present.)
Next, let ε > 0 and pick K = K(ε) such that
∑
k>K λ
−2
k 6 ε. From (C.3) and (C.4) we deduce
that
lim
τ→∞
∑
k>K
1
λ2τ,k
6 ε . (C.5)
Using τ(eλ/τ − 1) > λ for all τ, λ > 0 we get the estimate∥∥∥∥ 1τ(ehτ/τ − 1) − h−1τ
∥∥∥∥2
S2(H)
=
∑
k∈N
(
1
τ(eλτ,k/τ − 1) −
1
λτ,k
)2
(C.6)
6
K∑
k=0
(
1
τ(eλτ,k/τ − 1) −
1
λτ,k
)2
+
∑
k>K
1
λ2τ,k
, (C.7)
from which we deduce, together with (C.4) and (C.5) that
lim sup
τ→∞
∥∥∥∥ 1τ(ehτ/τ − 1) − h−1τ
∥∥∥∥2
S2(H)
6 ε .
Since ε > 0 was arbitrary, (C.1) follows.
Next, we prove (C.2). We write
1
τ
Tr
1
τ(ehτ/τ − 1) =
1
τ2
∑
k
1(λτ,k 6 τ)
eλτ,k/τ − 1 +
1
τ2
∑
k
1(λτ,k > τ)
eλτ,k/τ − 1
6 C
τ
∑
k
1(λτ,k 6 τ)
λτ,k
+ C
∑
k
1(λτ,k > τ)
λ2τ,k
. (C.8)
Using (C.4), limk→∞ λk =∞, and (C.5), we easily find that the second term on the right-hand side
of (C.8) vanishes in the limit τ →∞.
In order to estimate the first term on the right-hand side of (C.8), we introduce the probability
measure
ντ ..=
1
Zτ
∑
k
1
λ2τ,k
δλτ,k , (C.9)
where Zτ > 0 is a normalization constant. Hence, the first term of (C.8) is equal to
CZτ
τ
∫
ντ (dx)x1(x 6 τ) .
By (C.3), we know that Zτ converges to some Z > 0 as τ →∞, so that it suffices to prove that
lim
τ→∞
1
τ
∫
ντ (dx)x1(x 6 τ) = 0 .
We argue by contradiction and suppose that there exists an ε > 0 and a sequence τi → ∞ such
that
1
τi
∫
ντi(dx)x1(x 6 τi) > ε (C.10)
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for all i. By the convergence Zτ → Z, (C.4), limk→∞ λk =∞, and (C.5), we find that there exists
a x∗ > 0 such that ντi([x∗,∞)) 6 ε/2 for all i. Suppose without loss of generality that τi > x∗ for
all i. Then we get
1
τi
∫
ντi(dx)x1(x 6 τi) =
1
τi
∫
ντi(dx)x1(x 6 x∗) +
1
τi
∫
ντi(dx)x1(x∗ < x 6 τi)
6 x∗
τi
+
ε
2
< ε
for large enough i. This is the desired contradiction to (C.10). This concludes the proof of (C.2).
Lemma C.2. With the notations and assumptions as in Lemma C.1, we have that uniformly in
t ∈ (−1, 1)
lim
τ→∞ (1 + t)
∥∥∥∥ e−thτ/ττ(ehτ/τ − 1) − h−1τ
∥∥∥∥
S2(H)
= 0 . (C.11)
Proof. By (C.1), the claim (C.11) is equivalent to
lim
τ→∞(1 + t)
∥∥∥∥ e−thτ/ττ(ehτ/τ − 1) − 1τ(ehτ/τ − 1)
∥∥∥∥
S2(H)
= 0 (C.12)
uniformly in t ∈ (−1, 1). We write
(1 + t)2
∥∥∥∥ e−thτ/ττ(ehτ/τ − 1) − 1τ(ehτ/τ − 1)
∥∥∥∥2
S2(H)
=
∑
k
(1 + t)2
(
e−tλτ,k/τ − 1
τ(eλτ,k/τ − 1)
)2
. (C.13)
and split the sum into the parts λτ,k 6 τ and λτ,k > τ . The first piece is estimated by∑
k
1(λτ,k 6 τ)(1 + t)2
(
C|t|λτ,k/τ
λτ,k
)2
6 C
τ2
∑
k
1(λτ,k 6 τ) 6
C
τ
∑
k
1(λτ,k 6 τ)
λτ,k
,
which goes to zero as τ →∞, as shown after (C.8).
The second piece of (C.13) is estimated as
∑
k
1(λτ,k > τ)(1 + t)
2
(
1 + e−tλτ,k/τ
τeλτ,k/τ
)2
6 C
∑
k
1(λτ,k > τ)
τ2
(1 + t)2
(
e−2λτ,k/τ + e−2(1+t)λτ,k/τ
)
6 C
∑
k
1(λτ,k > τ)(1 + t)
2
(
1
λ2τ,k
+
1
(1 + t)2λ2τ,k
)
6 C
∑
k
1(λτ,k > τ)
λ2τ,k
,
which goes to zero as τ →∞, as shown after (C.8). This concludes the proof.
An analogous result to Lemma C.2 holds under slightly different assumptions.
Lemma C.3. Suppose that hτ > 0 is such that h
−1
τ ∈ S2(H). Furthermore, suppose that there
exists r ∈ (0, 1) and a sequence (λk)k of positive real numbers such that
(1− r)λk 6 λτ,k 6 (1 + r)λk (C.14)
for all τ, k, where λτ,k denote the eigenvalues of hτ . Then (C.11) holds uniformly in t ∈ (−1, 1).
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Proof. By (C.14) and h−1τ ∈ S2(H) we deduce that∑
k
1
λ2k
< ∞ . (C.15)
Moreover, since by (C.14) ∣∣∣∣ 1τ(eλτ,k/τ − 1) − 1λτ,k
∣∣∣∣ 6 Cλτ,k 6 Cλk ,
the dominated convergence theorem implies (C.1). Therefore, we reduce the claim to proving (C.12)
uniformly in t ∈ (−1, 1). Arguing as after (C.13), we need to show that Iτ ..= 1τ
∑
k
1(λτ,k6τ)
λτ,k
and
IIτ ..=
∑
k
1(λτ,k>τ)
λ2τ,k
converge to zero as τ →∞. By (C.14), we have
Iτ 6
1
(1− r)
1
τ
∑
k
1(λk 6 (1 + r)τ)
λk
,
which converges to zero as τ →∞ by considering the probability measure ν ..= 1Z
∑
k
1
λ2k
δλk for an
appropriate normalization constant Z > 0 and using the argument following (C.8). Furthermore,
IIτ 6
1
(1− r)2
1
τ
∑
k
1
λ2k
1
(
λk >
τ
(1 + r)
)
,
which converges to zero as τ →∞ by (C.15).
Lemma C.4. With the notations and assumptions as in Lemma C.1, we have uniformly in t ∈ (0, 1)
that
lim
τ→∞
t
τ
∥∥e−thτ/τ∥∥
S2(H)
= 0 .
Proof. We compute
t2
τ2
∥∥e−thτ/τ∥∥2
S2(H)
=
t2
τ2
∑
k∈N
e−2tλτ,k/τ 6
∑
k
t2
τ2
Cτ
t λτ,k
1(λτ,k 6 τ) +
∑
k
t2
τ2
Cτ2
t2 λ2τ,k
1(λτ,k > τ)
6 C
τ
∑
k
1(λτ,k 6 τ)
λτ,k
+ C
∑
k
1(λτ,k > τ)
λ2τ,k
,
which tends to zero as τ →∞, as shown after (C.8).
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