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Abstract
Usually, a parser for an LL(k)-grammar G is a deterministic pushdown transducer which
produces a leftmost derivation for a given input string x ∈ L(G). Ukkonen (JCCS 26(1983)153–
170) has given a family of LL(2)-grammars proving that every parser for these grammars has
exponential size. If we add to a parser the possibility to manipulate a constant number of pointers
which point to positions within the constructed part of the leftmost derivation and to change the
output in such positions, we obtain an extended parser for the LL(k)-grammar G. Given an
arbitrary LL(k)-grammar G, we will show how to construct an extended parser of polynomial
size manipulating at most k2 pointers. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction, notations and basic results
E8cient implementations of parsers for context-free grammars play an important
role with respect to the construction of compilers. Since practical algorithms for general
context-free analysis need cubic time, during the 1960s subclasses of the context-
free grammars having linear time parsers were de9ned. The most important such
context-free grammars are the LR(k) – and the LL(k)-grammars. But the size of linear
LR(k)- and LL(k)-parsers might be exponential in the size of the underlying grammar.
Indeed, Ukkonen [5] has constructed families of LR(k)- and LL(k)-grammars having
only parsers of exponential size. The reason is that parsers always treat exactly one
possible derivation which can depend on the pre9x of the input derived so far. Hence,
the state of the parser has to include all necessary information. SLL(k)- grammars have
the property that the alternative of the leftmost variable within the left sentential form
which has to be chosen only depends on the variable itself and the lookahead of length
k. The choice of the alternative does not depend on the pre9x of the input already
derived. Hence, SLL(k)-grammars have parsers of polynomial size.
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The crucial observation is that for LL(k)-grammars, always at most k diAerent deriva-
tions are possible. Moreover, these derivations only diAer with respect to the derivation
of pre9xes of the lookahead. Hence, the following question arises: Is it possible to sim-
ulate all possible derivations in parallel such that the needed time remains linear and
the modi9ed parser has only polynomial size? We will give a positive answer to this
question.
We assume that the reader is familiar with the elementary theory of LL(k)-parsing
as written in standard text books (see e.g. [1, 3, 6]). First, we will review the notations
used in the subsequence.
A context-free grammar (cfg) G is a four-tuple (V; 	; P; S) where V is a 9nite,
nonempty set of symbols called the total vocabulary, 	⊂V is a 9nite set of terminal
symbols, N =V\	 is the set of nonterminal symbols (or variables), P is a 9nite set
of rules (or productions), and S ∈N is the start symbol. The productions are of the
form A→ , where A∈N and ∈V∗.  is called alternative of A. L(G) denotes the




where lg(A) is the length of the string A. Let  denote the empty word.
A derivation is leftmost if at each step a production is applied to the leftmost
variable. A sentential form within a leftmost derivation starting in S is called left
sentential form. A context-free grammar G is ambiguous if there exists x∈L(G) such
that there are two distinct leftmost derivations of x from the start symbol S. A context-
free grammar G=(V; 	; P; S) is reduced if P= ∅ or, for every A∈V , S ⇒∗ A ⇒∗ w
for some ; ∈V∗; w∈	∗.
A pushdown automaton M is a seven-tuple M =(Q;	; ; ; q0; Z0; F), where Q is
a 9nite, nonempty set of states, 	 is a 9nite, nonempty set of input symbols,  is a
9nite, nonempty set of pushdown symbols, q0 ∈Q is the initial state, Z0 ∈ is the start
symbol of the pushdown store, F ⊆Q is the set of 8nal states, and  is a mapping
from Q× (	∪{})× to 9nite subsets of Q×∗.
Given any context-free grammar G=(V; 	; P; S), we will construct a pushdown au-
tomaton MG with L(MG)=L(G). For the construction of MG the following notation is
useful.
A production in P with a dot on its right side is an item. More exactly, let
p=X →X1X2 : : : Xnp ∈P. Then (p; i), 06i6np is an item which is represented by
[X →X1X2 : : : Xi ·Xi+1 : : : Xnp ]. Let HG = {(p; i) |p∈P; 06i6np} be the set of all items
of G. Then MG =(Q;	; ; ; q0; Z0; F} is de9ned by
Q = HG ∪ {[S ′ → : S]; [S ′ → S: ]};
q0 = [S ′ → : S]; F = {[S ′ → S:]};
 = Q ∪ {⊥}; Z0 =⊥
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and
 :Q × (	 ∪ {}) → 2Q×∗ :
 will be de9ned such that MG simulates a leftmost derivation. With respect to , we
distinguish three types of steps.
(E) expansion:
([X →  · A ]; ; Z) = {([A → ·]; [X →  · A ]Z) |A →  ∈ P}:
The leftmost variable in the left sentential form is replaced by one of its alter-
natives. The pushdown store is expanded.
(C) reading:
([X → ’ · a ]; a; Z) = {([X → ’a ·  ]; Z)}:
The next input symbol is read.
(R) reduction:
([X → ·]; ; [W → % · X&]) = {([W → %X · &]; )}:
The whole  is derived from X . Hence, the dot can be moved beyond X and the
corresponding item can be removed from the pushdown store, getting the new
state. Therefore, the pushdown store is reduced.
A pushdown automaton is deterministic if for each q∈Q and Z ∈ either
(i) (q; a; Z) contains at most one element for each a∈	 and (q; ; Z)= ∅ or
(ii) (q; a; Z)= ∅ for all a∈	 and (q; ; Z) contains at most one element.
A deterministic pushdown tranducer is a deterministic pushdown automaton with the
additional property to produce an output. More formally, a deterministic pushdown
tranducer is an eight-tuple (Q;	; ; '; ; q0; Z0; F), where all symbols have the same
meaning as for a pushdown automaton except that ' is a 9nite output alphabet and 
is now a mapping  :Q× (	∪{})× → Q×∗ ×'∗.
For a context-free grammar G=(V; 	; P; S), an integer k, and ∈V∗ FIRSTk()
contains all terminal strings of length 6k and all pre9xes of length k of terminal
strings which can be derived from  in G. More formally,
FIRSTk() = {x ∈ 	∗ |  ⇒∗ xy; y ∈ 	∗ and |x| = k or y = }:
A usual way to represent a 9nite set of strings is the use of tries. Let 	 be a 9nite
alphabet and |	|= l. A trie with respect to 	 is a directed tree T =(V; E) where each
node v∈V has outdegree 6l. The outgoing edges of a node v are marked by pairwise
distinct elements of the alphabet 	. The node v represents the string s(v) which is
obtained by the concatenation of the edge markings on the unique path from the root
r of T to v. An e8cient algorithm without the use of 9xed-point iteration for the
computation of all FIRSTk -sets can be found in [2].
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Let G=(V; 	; P; S) be a reduced, context-free grammar and k be a positive integer.
We say that G is LL(k) if G ful9lls the following property: If there are two leftmost
derivations
(i) S ⇒∗lm wA ⇒lm w ⇒∗lm wx and
(ii) S ⇒∗lm wA ⇒lm w  ⇒∗lm wy
such that FIRSTk(x)=FIRSTk(y), then =  .
The following implication of the LL(k) de9nition is central for the construction of
LL(k)-parsers. The proof can be found in [1].
Theorem 1. A cfg G=(V; 	; P; S) is LL(k) if and only if the following condition
holds: If A→  and A→  are distinct productions in P; then FIRSTk()∩FIRSTk
( )= ∅ for all wA such that S ⇒∗ wA.
A parser for an LL(k)-grammar G is a deterministic pushdown tranducer which
produces a leftmost derivation for a given input x∈L(G). If we add to a parser the
possibility to manipulate a constant number of pointers which point to positions within
the constructed part of the leftmost derivation and to change the output in such posi-
tions, we obtain an extended parser for the LL(k)-grammar G.
Ukkonen [5] has given a family of LL(2)-grammars and shown that every parser
for these grammars must have exponential size. Given an arbitrary LL(k)-grammar G,
we will show how to construct an extended parser of polynomial size manipulating at
most k2 pointers.
2. The construction of polynomial size extended LL(k)-parser
2.1. A motivating example
Given any LL(k)-grammar G, our goal is the construction of an extended LL(k)-
parser of polynomial size for G. In order to explain the main idea, we consider the
LL(2)-grammar, given by Ukkonen [5] for proving an exponential lower bound on the
size of any parser. For n∈N consider the cfg Gn =(Vn; 	n; Pn; A0) de9ned by
Pn : Ai → ai+1Ai+1Bi+1 |di+1Ai+1Ci+1 (06i6n− 1);
An → bi |  (16i6n);
Bi → bici |  (16i6n);
Ci → ci |  (16i6n):
It is easy to see that Gn is an LL(2)-grammar. Let us 9rst review Ukkonen’s idea
for proving the exponential lower bound for the size of any LL(k)-parser, k¿2 for
Gn. Consider the leftmost derivation of a string x1x2 : : : xnbjcj : : :, where xi ∈{ai; di},
16i6n. The critical point is when the parser has to determine the correct alternative
for An with respect to the left sentential form x1x2 : : : xnAnXnXn−1 : : : X1. It needs the
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knowledge of whether xj = aj or xj =dj. In the case that xj = aj,  would be the correct
alternative, since bjcj would be derived from Bj. In the other case, cj would be derived
from Cj and hence, bj would be the correct alternative for An. In the case that the
parser does not have the possibility to continue the parsing process and to determine
the correct alternative for An later, there are two possibilities to obtain this information:
(i) The information is contained in the actual state q of the parser and the topmost
stack symbol Z . But then, the number of distinct pairs (q; Z) must be exponential
in n since there exist 2n distinct strings x1x2 : : : xn with xi ∈{ai; di}; 16i6n, and
j is not known in advance. This would imply that the size of the parser must be
exponential in the size of the grammar.
(ii) The parser looks into the stack whether Bj or Cj is pushed. But then, the in-
formation above Bj and Cj, respectively, must be stored in the current state q
and the current topmost stack symbol Z . But then, the number of pairs (q; Z)
must be exponential in the size of the grammar, since for the left sentential form
x1x2 : : : xnAnXnXn−1 : : : Xj+1Xj : : : with Xl ∈{Bl; Cl}; n¿l¿j, the number of possi-
ble distinct strings XnXn−1 : : : Xj+1 is 2n−j. This would also imply that the size of
the parser must be exponential in the size of the grammar.
If we allow to continue the parsing process and to delay the determination of the
correct alternative for An to the future, then we will obtain an extended LL(2)-parser
for Gn of size O(n). We only need a pointer to the correct position of the production
with left-hand side An in the computed leftmost derivation. The extended parser works
in the following way:
– The correct alternatives for the variables A0; A1; : : : ; An−1 can be derived immedi-
ately from the 9rst unread symbol of the input. The corresponding productions can
be written directly into the leftmost derivation under construction.
– Let us consider the moment, when the parser wants to expand An. If the 9rst
unread symbol of the input is in {c1; c2; : : : ; cn} then it is clear that  is the correct
alternative of An. If the 9rst unread symbol of the input is bj, 16j6n, and the
second unread symbol is = cj, then bj is the correct alternative of An. In both
cases, the correct production can be written into the leftmost derivation under
construction.
If the 9rst and second unread symbols are bj and cj, 16j6n, then the parser
cannot determine the correct alternative of An. The parser creates a pointer, pointing
to the correct (i.e. current) position for the production with left hand side An in
the leftmost derivation under construction and treat in parallel the two possible
continuations of the leftmost derivation.
For each variable of XnXn−1 : : : Xj+1 it is clear that  is the correct alternative
and the parser writes successively the corresponding production into the leftmost
derivation under construction.
Let us consider the moment, when Xj should be expanded. If Xj =Bj then bjcj
is the correct alternative for Xj and  is the correct alternative for An. Otherwise,
i.e., Xj =Cj, cj is the correct alternative of Xj and bj is the correct alternative of
An. In both cases, the parser can write the correct production with respect to An
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at the correct position of leftmost derivation under construction. Furthermore, the
production corresponding to Xj can be written into the leftmost derivation.
– For all further variables, the correct alternatives can be derived from the 9rst
unread symbol of the input. Hence, the corresponding productions can be written
directly into the leftmost derivation.
2.2. The general construction
Our goal is now to generalize the method explained with help of the example above
such that it can be used for any LL(k)-grammar. The following questions arise:
(i) How many leftmost derivations have to be treated in parallel in the worst case?
(ii) What data structures should be chosen for an e8cient parallel continuation of all
possible leftmost derivations?
(iii) How to treat the output of the extended parser?
Let G=(V; 	; P; S) be an arbitrary LL(k)-grammar. Consider the pushdown automaton
MG for G. Our goal is to construct the extended parser PG by a step-by-step extension
of MG. For doing this, assume that w is the read input, x is the substring of length k
which follows w and that [X → :A ], A∈N is the state of the pushdown automaton.
Then, PG wants to expand the variable A. Furthermore, assume that PG knows no
symbol of x= x1x2 : : : xk .
Our goal is now to determine the pre9xes of x which can be derived exactly from
A. These can be only pre9xes x′ of x such that x′ ∈FIRSTk(A). Hence, it is useful
that
– PG computes the maximal pre9x u of x which is also pre9x of an element of
FIRSTk(A).
For an e8cient solution of this subgoal, we add for each variable X ∈N the trie Tk(X ),
corresponding to FIRSTk(X ) to PG. Now,
– PG starts to read the lookahead x and, simultaneously, follows the corresponding
path in Tk(A), starting at the root, until the maximal pre9x u of x in Tk(A) is
determined.
Depending on whether |u|¡k or |u|= k, we distinguish two cases.
Case 1: |u|= k. Then x∈FIRSTk(A). Theorem 1 implies that for every proper pre9x
u′ of x such that u′ ∈FIRSTk(A) it holds that with respect to the leftmost derivation
for the input string of PG; u′ cannot be the terminal string which is derived from A.
Moreover, at most one alternative  of A with x∈FIRSTk() exists. Hence, PG can
determine the correct expansion step.
Case 2: |u|¡k. It follows directly that the terminal string which is derived from A
must be a pre9x u′ from u. Furthermore, u′ ∈FIRSTk(A). Hence, it is useful if PG has
direct access to such pre9xes. For getting this, every node v∈Tk(A) contains a pointer
to the node w∈Tk(A) such that
(i) s(w)∈FIRSTk(A), and
(ii) w is the nearest node to v on the path from the root of Tk(A) to v, which
ful9lls (i).
N. Blum /Theoretical Computer Science 267 (2001) 49–59 55
Since PG does not know the whole lookahead x, possibly PG cannot decide which of
these 6k pre9xes is the correct string which is derived from A within the leftmost
derivation of the input. Hence, PG has to store all these possibilities.
For doing this, PG initializes for each of these pre9xes u′ a queue which contains
one element. This element contains the variable A, the terminal string u′, and a pointer
to the position within the leftmost derivation at which the derivation of u′ from A has
to be written if u′ would be the correct terminal string.
Now, the parser PG continues the construction of the leftmost derivation with the
9rst not expanded variable or not read terminal symbol of the state or an item in the
pushdown store. For simplicity, we assume that the current state is always stored at
the top of the pushdown store. Since for all items, the treatment of the symbols before
the dot is 9nished and the symbol directly behind the dot is a variable which has
just been expanded, the needed symbol is at the second position behind the dot of an
item. Hence, as long as the topmost item in the pushdown store contains less than two
symbols behind the dot, PG performs a pop-operation.
Assume that B is the second symbol behind the dot of the topmost item in the
pushdown store. Then B is a terminal symbol which is not treated by a reading step
or B is a nonexpanded variable. In both cases, PG considers iteratively all queues.
Assume that M is the queue under consideration and that j is the length of the pre9x
of x which corresponds to the queue M . We distinguish two cases.
Case 2.1: B∈	. If B= xj+1 then PG extends the queue M under consideration by
adding a new successor corresponding to xj+1 to the node corresponding to the head
of M . Otherwise, PG is in a dead end with respect to the queue M and M can be
deleted completely.
Case 2.2: B∈N . It is useful if PG knows the maximal pre9x of the next k− j input
symbols which is also a pre9x of an element in FIRSTk(B). In contrast to the above,
PG already read |u| − j of these k − j symbols. Hence, PG needs the possibility of
direct access to the “correct” node in Tk(B) with respect to the read pre9x of the next
k − j symbols. Then, PG can process analogously to the above.
For getting this direct access, we extend PG by a trie TG representing the set 	k .
Also, PG manipulates a pointer P(TG) which always points to the node u in TG with
s(u) is the pre9x of the lookahead x already read.
For v∈TG let d(v) denote the depth of v in TG and si(v); 06i¡d(v) denote the
su8x of s(v) which starts with the (i+1)st symbol of s(v). Every node v∈TG contains
for all A∈N and 16i¡d(v) a pointer Pi;A(v) which points to the node w∈Tk(A) such
that s(w) is the maximal pre9x of an element of FIRSTk(A) which is also a pre9x of
si(v).
Using the pointer Pj;B(u), where u is the node to which P(TG) points, PG has direct
access to the correct node w in Tk(B).
If s(w) = sj(u) then s(w) is the maximal pre9x of sj(u) which is pre9x of an element
of FIRSTk(B). In this case, PG proceeds analogously to the above. But instead of
the initialization of new queues, PG extends the queue M under consideration in an
appropriate manner. This can be done as follows.
56 N. Blum /Theoretical Computer Science 267 (2001) 49–59
For every pre9x u′ of s(w) with u′ ∈FIRSTk(B), the node corresponding to the head
of the queue M obtains a new successor corresponding to the pre9x u′. If no such u′
exists, then PG is in a dead end with respect to the queue M and M can be deleted
completely.
If s(w)= sj(u) then PG continues to read the rest of the lookahead x and, simulta-
neously, follows the corresponding path in Tk(B), starting at the node w.
Altogether, the data structure for the set of queues is a forest. The path from the
root of a tree to a leaf always corresponds to an actual queue and vice versa. The root
is the head of the queue and the leaf is the tail of the queue. Every node on the path
from the head to the tail corresponds to a substring of x. The pre9x of x corresponding
to the queue can be obtained by the concatenation of these substrings. As observed
below, the corresponding pre9xes of two distinct queues are distinct. Moreover, the
roots of two distinct trees of the forest correspond to distinct pre9xes of x.
Next, we want to derive an upper bound for the number of queues. Note that an
LL(k)-grammar is always unambiguous.
Lemma 2. The number of queues is always 6k.
Proof. Consider the moment, when for the current symbol all work with respect to all
the queues is done. Each such a moment corresponds to a string  =A ′ ∈NV∗, where
PG does not know the correct alternative for A. The queues correspond to pairwise
distinct derivations of a proper pre9x of x from  . Note that  is a pre9x of length 0
of x.
Assume that two distinct queues correspond to a derivation of the same pre9x of
x. Then there exists a word in L(G) which has two distinct leftmost derivations from
the start symbol S. Note that G is reduced. But this would be a contradiction to the
unambiguity of G. Hence, at most one queue corresponds to every pre9x of x. Hence,
the number of queues is bounded by k.
Therefore, we have proven that the number of leftmost derivations which have to be
treated in parallel is always 6k. Now we want to bound the length of every queue by
k. If we take care that every node up to the tail of a queue corresponds to a string of
length ¿0, then every queue contains at most k nodes. For getting this property, every
time when  can be the string derived from the variable C under consideration, PG
writes the unique derivation of  from C into the leftmost derivation under construction.
In the case that another string u would be derived from C, this wrong derivation will
be superscribed later by the correct derivation of u from C. Hence, always when 
is the correct terminal string derived from a variable C, the correct derivation of 
from C is written at the leftmost derivation under construction and nothing has to be
changed with respect to this part of the derivation. We need the possibility that the tail
of a queue can correspond to the terminal string  for the case, that the father of this
tail has another son and also for the case that there is a queue which corresponds to
the string . By construction, nodes corresponding to  need no pointer to a position
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within the leftmost derivation under construction. In the case that the tail of the queue
M under consideration corresponds to , instead of the tail of M , its father obtains
new successors.
Altogether, the number of nodes within the forest is bounded by k2 and hence, the
number of pointers is bounded also by k2. Altogether, we have proven the following
lemma.
Lemma 3. The number of nodes in the forest and hence; the number of pointers
which point to positions within the constructed part of the leftmost derivation is
always 6k2.
The earliest moment when the pre9x of x derived from A can be determined is the
moment when the forest consists of exactly one tree. This pre9x corresponds to the
root of this unique tree. By Theorem 1, this must happen when the last symbol xk of
the lookahead is read or earlier. When the forest consists of exactly one tree, the pre9x
u′ of x corresponding to the root r of this tree is the terminal string which is derived
from A. PG modi9es the leftmost derivation under construction as follows.
– Using the pointer of the root r; PG has access to the position within the leftmost
derivation under construction, where the leftmost derivation of u′ from A has to be
written. We can assume that this derivation is precomputed such that PG can write
this derivation at the correct position. Eventually, the derivation of  from A will
be superscribed.
– The root r is deleted. Eventually, the new forest contains now more than one tree.
Since u′ is derived from A, the new lookahead is shifted |u′| positions. Hence, PG has
to update the pointer P(TG). For doing this within constant time, each node v∈TG
contains d(v)− 1 pointers Pi(v); 16i¡d(v) pointing to the unique node w∈TG with
s(w)= si(v). Now, PG performs the following steps.
– Using the pointer P|u′|(v), where v is the node to which P(TG) points, PG has direct
access to the node, to which the pointer P(TG) has to point. After updating the
pointer P(TG), the parser continues its work at that point, where the work was
interrupted.
Next, we want to bound the size of PG and the parsing time. By construction, PG
contains |N |+ 1 tries. Each trie consists of at most 2|	|k nodes. For all nodes in TG,
the number of pointers is bounded by (|N |+1)k. For all A∈N for all nodes in Tk(A),
the number of pointers is at most k. Hence, all tries need O(k|N ||	|k) space. The space
for the precomputed leftmost derivations for terminal strings of length 6k is bounded
by O(|N ||	|k). Note that G is an LL(k)-grammar.
For each reading and expansion, respectively at most k queues are considered. Since
the number of queues does not exceed k, the whole time per step for the construction
of queues is O(k). For the decomposition of queues no more time than for the con-
struction is needed. Hence, the parsing time is bounded by O(k × length of the
derivation).
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Next, we want to show that the length of the derivation is bounded by the length
of the input.
Lemma 4. Let G=(V; 	; P; S) be a reduced LL(k)-grammar and x∈	+ be an input
of length n. Then the length of the leftmost derivation of any pre8x x′ of x is O(|x′|).
Proof. It is clear that the number of read operations is |x′|. Furthermore, the number
of reductions cannot be more than the number of expansions. Hence, it remains to
prove that the number of expansions is O(|x′|).
Let A→  be the production used during an expansion. In dependence of the subse-
quent leftmost derivation, the expansion step obtains one of the following three types.
(i) If ⇒∗lm , the expansion is called -expansion.
(ii) If = 12 such that 1⇒∗lm z1 and 2⇒∗lm z2 where z1; z2 ∈	+, the expansion is
called joining.
(iii) If = 1B2 such that 1⇒∗lm ; 2⇒∗lm  and B⇒∗lm z where z ∈	+, the expansion
is called chaining.
An -expansion is terminal if the variable A which is replaced by  is part of the right
side of a production used in a joining or a chaining production.
Let J denote the number of joining expansions, C denote the number of chaining
expansions, T denote the number of terminal -expansions, U denote the number of
nonterminal -expansions and r denote the maximum length of the right side of a pro-
duction. Then T¡r(J+C) and J6|x′|−1 are easy to verify. Since G is unambiguous,
for each variable there exists at most one possible leftmost derivation of  from this
variable. Let l be the maximum length of such a leftmost derivation. Then U6l ·T .
It remains to show that C =O(|x′|). Since J6|x′|−1, it su8ces to prove that between
two joining expansions at most a constant number of chaining expansions can occur.
According to the unambiguity of G, the chaining expansions cannot construct a cycle.
Hence, the number of chaining expansions is bounded by |N | − 1. This completes the
proof of the lemma.
Altogether, we have proven the following theorem:
Theorem 5. Let G=(V; 	; P; S) be an LL(k)-grammar. Then there is an extended
parser PG for G which has the following properties.
(i) The size of the parser is O(k|N ||	|k)).
(ii) PG needs only the additional space for at most k2 pointers.
(iii) The parsing time ist bounded by O(kn) where n is the length of the input.
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