Abstract. By using the mirror coupling for solutions of SDEs driven by pure jump Lévy processes, we extend some transportation and concentration inequalities, which were previously known only in the case where the coefficients in the equation satisfy a global dissipativity condition. Furthermore, by using the mirror coupling for the jump part and the coupling by reflection for the Brownian part, we extend analogous results for jump diffusions. To this end, we improve some previous results concerning such couplings and show how to combine the jump and the Brownian case. As a crucial step in our proof, we develop a novel method of bounding Malliavin derivatives of solutions of SDEs with both jump and Gaussian noise, which involves the coupling technique and which might be of independent interest. The bounds we obtain are new even in the case of diffusions without jumps.
Introduction
We consider stochastic differential equations in R d of the form
where (W t ) t≥0 is an m-dimensional Brownian motion and N (dt, du) = N(dt, du)−dt ν(du) is a compensated Poisson random measure on R + ×U, where (U, U, ν) is a σ-finite measure space. Moreover, the coefficients b : where σ HS = √ tr σσ T is the Hilbert-Schmidt norm. Note that κ is allowed to take negative values.
If the condition (1.2) holds with a constant function κ ≡ K for some K ∈ R, we call (1.2) a one-sided Lipschitz condition. If K > 0, we call it a (global) dissipativity condition. If a one-sided Lipschitz condition is satisfied and we additionally assume that the drift b is continuous and that σ and g satisfy a linear growth condition, we can prove that (1.1) has a unique non-explosive strong solution, even if the one-sided Lipschitz condition is satisfied only locally (see e.g. Theorem 2 in [17] ).
For p ≥ 1, the L p -Wasserstein distance (or the L p -transportation cost) between two probability measures µ 1 , µ 2 on a metric space (E, ρ) is defined by W p,ρ (µ 1 , µ 2 ) := inf
ρ(x, y) p π(dx dy)
1/p
, where Π(µ 1 , µ 2 ) is the family of all couplings of µ 1 and µ 2 , i.e., π ∈ Π(µ 1 , µ 2 ) if and only if π is a measure on E × E with marginals µ 1 and µ 2 . If the metric space (E, ρ) is chosen to be R d with the Euclidean metric ρ(x, y) = |x − y|, then we denote W p,ρ just by W p . If the equation (1.1) is globally dissipative with some constant K > 0, then it is well known that the solution (X t ) t≥0 to (1.1) has an invariant measure and that the transition semigroup (p t ) t≥0 associated with (X t ) t≥0 is exponentially contractive with respect to W p for any p ∈ [1, 2], i.e., W p (µ 1 p t , µ 2 p t ) ≤ e −Kt W p (µ 1 , µ 2 )
for any probability measures µ 1 and µ 2 on R d and any t > 0 (see e.g. the proof of Theorem 2.2 in [26] ). However, we will show that for p = 1 a related result still holds (under some additional assumptions, see Corollary 2.7) if we replace the global dissipativity condition with the following one. which justifies calling it a dissipativity at infinity condition. Moreover, in some cases we will also need another condition on the function κ, namely This is obviously satisfied if, e.g., there is a constant L > 0 such that we have κ(r) ≥ −L for all r ≥ 0 (which is the case whenever the coefficients in (1.1) satisfy a one-sided Lipschitz condition) and if b is continuous. Such an assumption is quite natural in order to ensure existence of a solution to (1.1) .
For probability measures µ 1 and µ 2 on (E, ρ), we define the relative entropy (KullbackLeibler information) of µ 1 with respect to µ 2 by H(µ 1 |µ 2 ) := log
We say that a probability measure µ satisfies an L p -transportation cost-information inequality on (E, ρ) if there is a constant C > 0 such that for any probability measure η we have W p,ρ (η, µ) ≤ 2CH(η|µ) . Then we write µ ∈ T p (C).
The most important cases are p = 1 and p = 2. Since W 1,ρ ≤ W 2,ρ , we see that the L 2 -transportation inequality (the T 2 inequality, also known as the Talagrand inequality) implies T 1 , and it is well known that in fact T 2 is much stronger. The T 2 inequality 2 has some interesting connections with other well-known functional inequalities. Due to Otto and Villani [30] , we know that the log-Sobolev inequality implies T 2 , whereas T 2 implies the Poincaré inequality. On the other hand, the T 1 inequality is related to the phenomenon of measure concentration. Indeed, consider a generalization of T 1 known as the α-W 1 H inequality. Namely, let α be a non-decreasing, left continuous function on R + with α(0) = 0. We say that a probability measure µ satisfies a W 1 H-inequality with deviation function α (or simply α-W 1 H inequality) if for any probability measure η we have (1.3) α(W 1,ρ (η, µ)) ≤ H(η|µ) .
We have the following result which is due to Gozlan and Léonard (see Theorem 2 in [14] for the original result, cf. also Lemma 2.1 in [40] ). It is a generalization of a result by Bobkov and Götze (Theorem 3.1 in [8] ), which held only for the quadratic deviation function.
Fix a probability measure µ on (E, ρ) and a convex deviation function α. Then the following properties are equivalent:
(1) the α-W 1 H inequality for the measure µ holds, i.e., for any probability measure η on (E, ρ) we have α(W 1,ρ (η, µ)) ≤ H(η|µ) , f (ξ k ) − µ(f ) > r ≤ e −nα(r) for any r > 0, n ≥ 1 .
This gives an intuitive interpretation of α-W 1 H in terms of a concentration of measure property (1.5), while the second characterization (1.4) is very useful for proving such inequalities, as we shall see in the sequel. For a general survey of transportation inequalities the reader might consult [15] or Chapter 22 of [38] .
As an example of a simple equation of the type (1.1) consider
with a d-dimensional Brownian motion (W t ) t≥0 . If the global dissipativity assumption is satisfied, then (X t ) t≥0 has an invariant measure µ and by a result of Bakry andÉmery [3] , µ satisfies the log-Sobolev inequality and thus (by Otto and Villani [30] ) also the Talagrand inequality. More generally, for equations of the form (1.6) dX t = b(X t )dt + σ(X t )dW t , also under the global dissipativity assumption, Djellout, Guillin and Wu in [11] showed that T 2 holds for the invariant measure, as well as on the path space. As far as we are aware, there are currently no results in the literature concerning transportation inequalities for equations like (1.6) without assuming global dissipativity. Hence, even though in the present paper we focus on SDEs with jumps, our results may be also new in the purely Gaussian case.
For equations of the form (1.7) dX t = b(X t )dt + U g(X t− , u) N(dt, du) , the Poincaré inequality does not always hold (see Example 1.1 in [40] ) and thus in general we cannot have T 2 . However, under the global dissipativity assumption, Wu in [40] showed some α-W 1 H inequalities. Suppose there is a real measurable function g ∞ on U such that |g(x, u)| ≤ g ∞ (u) for every x ∈ R d and u ∈ U. We make the following assumption.
Assumption E. (Exponential integrability of the intensity measure)
There exists a constant λ > 0 such that
where ν is the intensity measure associated with N .
Remark 1.1. Assumption E is quite restrictive. In particular, let us consider the case where U ⊂ R d and g(x, u) = g(x)u for some R d×d -valued function g and hence the equation (1.7) is driven by a d-dimensional Lévy process (L t ) t≥0 (i.e., we have dX t = b(X t )dt + g(X t− )dL t ). Then Assumption E implies finiteness of an exponential moment of (L t ) t≥0 (cf. Theorem 25.3 and Corollary 25.8 in [35] ). However, there are examples of equations of such type for which the α-W 1 H inequality implies Assumption E, and hence in general we cannot prove such inequalities without it (see Remark 2.5 in [40] ). Nevertheless, without this assumption it is still possible to obtain some concentration inequalities (see Remark 5.2 in [40] or Theorem 2.2 below).
Fix T > 0 and define a deviation function
where the constants λ > 0 and K > 0 are such that Assumption E is satisfied with λ and that (1.7) is globally dissipative with the dissipativity constant K. Then for any T > 0 and any x ∈ R d , by Theorem 2.2 in [40] we have the W 1 H transportation inequality with deviation function α T for the measure δ x p T , which is the law of the random variable X T (x), where (X t (x)) t≥0 is a solution to (1.7) starting from x ∈ R d , i.e., we have
for any probability measure η on R d , where W 1 = W 1,ρ with ρ being the Euclidean metric on R d . Analogous results have been proved by a very similar approach in [26] for equations of the form (1.1), i.e., including also the Gaussian noise.
In the sequel we will explain how to modify the proofs in [40] and [26] to replace the global dissipativity assumption with our Assumption D1. We will show that we can obtain α-W 1 H inequalities by using couplings to control perturbations of solutions to (1.1), see Theorem 2.1. We will also prove that the construction of the required couplings is possible for a certain class of equations satisfying Assumption D1 (Theorems 2.3 and 2.8). All these results together will imply our extension of the main theorems from [40] and [26] , which is stated as Corollary 2.9.
The method of the proof is based on the Malliavin calculus. On any filtered probability space (Ω, F , (F t ) t≥0 , P) equipped with an m-dimensional Brownian motion (W t ) t≥0 and a Poisson random measure N on R + × U, we can define the Malliavin derivatives for a certain class of measurable functionals F with respect to the process (W t ) t≥0 (the classic Malliavin differential operator ∇), as well as a Malliavin derivative of F with respect to N (the difference operator D). Namely, if we consider the family S of smooth functionals of (W t ) t≥0 of the form
, we can define the Malliavin derivative with respect to (W t ) t≥0 as the unique element ∇F in
where the convergence holds in L 2 (Ω) (see e.g. Definition A.10 in [10] ). Then the definition can be extended to all random variables F in the space D 1,2 which is the completion of S in L 2 (Ω) with respect to the norm
. For a brief introduction to the Malliavin calculus with respect to Brownian motion see Appendix A in [10] or Chapter VIII in [5] and for a comprehensive treatment the monograph [29] . On the other hand, the definition of the Malliavin derivative with respect to N that we need is much less technical, since it is just a difference operator. Namely, if our Poisson random measure N on R + × U has the form
with R + -valued random variables τ j and U-valued ξ j , then for any measurable functional f of N and for any (t, u) ∈ R + × U we put
There is also an alternative approach to the Malliavin calculus for jump processes, where the Malliavin derivative is defined as an actual differential operator, which was in fact the original approach and which traces back to Bismut [7] , see also [4] and [6] . However, for our purposes we prefer the definition (1.8), which was introduced by Picard in [31] and [32] , and which is suitable for proving the Clark-Ocone formula. Namely, we will need to use the result stating that for any F being a functional of (W t ) t≥0 and N such that
we have
It is proved in [25] that the definition (1.8) is actually equivalent to the definition of the Malliavin derivative for jump processes via the chaos expansion and this approach is used to obtain the Clark-Ocone formula for the pure jump case. For the jump diffusion case, see Theorem 12.20 in [10] . For more general recent extensions of this result, see [22] . Once we apply the Clark-Ocone formula to the solution of (1.1), we can obtain some information on its behaviour by controlling its Malliavin derivatives. Therefore one of the crucial components of the proof of our results in this paper is Theorem 2.14, presenting a novel method of bounding such derivatives, which, contrary to the method used in Lemma 3.4 in [26] , works also without the global dissipativity assumption and without any explicit regularity conditions on the coefficients of (1.1), except some sufficient ones to guarantee Malliavin differentiability of the solution (it is enough if the coefficients are Lipschitz, see e.g. Theorem 17.4 in [10] ). The last notion that we need to introduce before we will be able to formulate our main results is that of a coupling. For an R d -valued Markov process (X t ) t≥0 with transition kernels (p t (x, ·)) t≥0,x∈R d we say that an R 2d -valued process (X ′ t , X ′′ t ) t≥0 is a coupling of two copies of the Markov process (X t ) t≥0 if both (X ′ t ) t≥0 and (X ′′ t ) t≥0 are Markov processes with transition kernels p t but possibly with different initial distributions. The construction of appropriate couplings of solutions to equations like (1.1) plays the key role in the proofs of Theorems 2.3 and 2.8. For more information about couplings, see e.g. [23] , [12] , [28] and the references therein.
The only papers that we are aware of which deal with transportation inequalities directly in the context of SDEs with jumps are [40] , [27] , [26] and [37] . The latter two actually extend the method developed by Wu in [40] , but in both these papers a kind of global dissipativity assumption is required (see Remark 2.12 for a discussion about [37] ). In the present paper we explain how to drop this assumption (by imposing some additional conditions) and further extend the method of Wu. Since our extension lies at the very core of the method, it allows us to improve on essentially all the main results and corollaries obtained in [40] and [26] (and it might be also applicable to the results in [37] , cf. once again Remark 2.12), replacing the global dissipativity assumption with a weaker condition.
On the other hand, in [27] some convex concentration inequalities of the type (2.6) have been shown for a certain class of additive functionals S T = T 0 g(X t )dt of solutions (X t ) t≥0 to equations like (1.1). These are later used to obtain some α-W 1 I inequalities, which are analogous to α-W 1 H inequalities (1.3) but with the Kullback-Leibler information H replaced with the Fisher-Donsker-Varadhan information, see e.g. [16] for more details. The proof in [27] , similarly to [40] , is based on the forward-backward martingale method from [20] , but unlike [40] it does not use the Malliavin calculus. In the framework of Wu from [40] that we use here, it is possible to obtain related α-W 1 J inequalities with J being the modified Donsker-Varadhan information. Once we have transportation inequalities like the ones in our Theorem 2.1, we can use the methods from Corollary 2.15 in [40] and Corollary 2.7 in [26] . This is, however, beyond the scope of the present paper and in the sequel we focus on extending the main results from [40] and [26] .
Main results
We start with a general theorem, which shows that a key tool to obtain transportation inequalities for a solution (X t ) t≥0 to (2.1)
is to be able to control perturbations of (X t ) t≥0 via a coupling, with respect to changes in initial conditions (see (2.2) below) as well as changes of the drift (see (2.3) ). In the next two theorems we assume that the coefficients in (2.1) satisfy some sufficient conditions for existence of a solution and its Malliavin differentiability (e.g. they are Lipschitz, cf. Theorem 17.4 in [10] ). From now on, (F t ) t≥0 will always denote the filtration generated by all the sources of noise in the equations that we consider, while (p t ) t≥0 will be the transition semigroup associated with the solution to the equation. Moreover, for a process (h t ) t≥0 adapted to (F t ) t≥0 , we will denote by ( X t ) t≥0 a solution to
Then we have the following result.
Theorem 2.1. Assume there exists a constant σ ∞ such that for any x ∈ R d we have σ(x) ≤ σ ∞ , where · is the operator norm, and there exists a measurable function g ∞ : U → R such that |g(x, u)| ≤ g ∞ (u) for any x ∈ R d and u ∈ U. Assume further that there exists some λ > 0 such that Assumption E is satisfied. Moreover, suppose that there exists a coupling (X t , Y t ) t≥0 of solutions to (2.1) and a function c 1 : R + → R + such that for any 0 ≤ s ≤ t we have
Furthermore, assume that there exists a coupling (X t , Y where j is any deterministic R m -valued function such that for all t > 0 we have |j(t)| = σ ∞ . Moreover, for any Lipschitz function F :
The crucial step in proving the above theorems is to find appropriate bounds on Malliavin derivatives of the solution to (2.1). We will show that we can obtain such bounds on D and ∇ using conditions (2.2) and (2.3), respectively (see Section 5 for details). Now we present another result, which will consequently lead us to some examples of equations for which the inequalities (2.2) and (2.3) actually hold. First, however, we need to formulate some additional assumptions. We will need a pure jump Lévy process (L t ) t≥0 with a Lévy measure ν L satisfying the following set of conditions.
for every Borel set B ∈ B(R d ) and every Under Assumptions L1-L3 and an additional assumption that the density q is continuous almost everywhere on R d , it has been proved in [28] (see Theorem 1.1 therein) that there exists a coupling (X t , Y t ) t≥0 of solutions to
defined as a weak solution to the 2d-dimensional SDE given in the sequel by (3.2) and (3.3), cf. Remark 2.5. Moreover, consider Assumption L4. (Positive mass of the overlap of the jump density and its translation) There exists a δ > 0 such that
Let us define a continuous function κ : R + → R so that for any x, y ∈ R d the condition b(x) − b(y), x − y ≤ −κ(|x − y|)|x − y| 2 is satisfied and suppose that Assumption D1 holds. Then we get that, by Theorem 1.2 in [28] , there exist explicitly given L, θ > 0 and a function f such that (2.9)
However, the function f used in [28] is discontinuous. It is actually of the form
with a > 0 and f 1 being a continuous, concave function, extended in an affine way from some point R 1 > 0 (and thus we have a 1 x ≤ f 1 (x) ≤ a 2 x for some a 1 , a 2 > 0). Hence we obtain (2.11)
for some L > 0, which is, however, undesirable since in order to be able to apply Theorem 2.1 we would like to have |x − y| and not |x − y| + 1 on the right hand side (cf. Remark 2.6). Thus we need to improve on the result from [28] and get an inequality like (2.9) but with a continuous function f (i.e. with a = 0 in (2.10)). To this end, we define (2.12)
where ν L 1 is the first marginal of the rotationally invariant measure ν L . The choice of ε/2 as the upper integration limit is motivated by the calculations in the proof of Theorem 1.2 in [28] , see also the proof of Theorem 3.1 below. Now consider a new condition.
For any λ > 0 there exists a K(λ) > 0 such that for all ε < λ we have ε ≤ K(λ)C ε . In other words, ε/C ε is bounded near zero or, using the big O notation, ε = O(C ε ) as ε → 0.
Intuitively, it is an assumption about sufficient concentration of the Lévy measure ν L around zero (sufficient small jump activity). It is satisfied e.g. for α-stable processes with α ∈ [1, 2) since in this case C ε = Aε 2−α for some constant A = A(α) and we have ε/C ε = Aε α−1 . It turns out that once we replace Assumption L4 in Theorem 1.2 in [28] with Assumption L5, we are able to obtain (2.9) with a continuous function f , which is exactly what we need for Theorem 2.1. This is done in Section 3 in Theorem 3.1. However, we are able to generalize this result even further. Theorem 2.3. Consider an SDE of the form
is a pure jump Lévy process with Lévy measure ν L satisfying Assumptions L1-L3 and L5, whereas N is a compensated Poisson random measure on R + × U with intensity measure dt ν(du). Assume that all the sources of noise are independent, σ 1 ∈ R d×d is a constant matrix and the coefficients b :
If at least one of the following two conditions is satisfied
L t = 0 and Assumption D2, then there exists a coupling (X t , Y t ) t≥0 of solutions to (2.13) and constants C, c > 0 such that for any x, y ∈ R d and any t > 0 we have
Remark 2.4. The reason for the particular form of the equation (2.13) is that in order to construct a coupling leading to the inequality (2.14) we need a suitable additive component of the noise. We can either use (B 1 t ) t≥0 if the condition (1) holds, or (L t ) t≥0 if the condition (2) holds. The constants C and c depend on which noise we use. In particular, the constant c is either equal to c defined by (4.5) if we use (B 1 t ) t≥0 or to c 1 defined by (3.17) if we use (L t ) t≥0 . On the other hand, if we have only a multiplicative Gaussian noise but the coefficient σ is such that σσ T is uniformly positive definite, we can use Lemma 4.1 below to decompose this noise and extract an additive component satisfying (1) . Without such an assumption on σ, Remark 2 in [12] indicates that it might still be possible to perform a suitable construction, using the so-called Kendall-Cranston coupling, although this might significantly increase the level of sophistication of the proof. In the case of the jump noise, as far as we know there are currently no methods for obtaining couplings leading to inequalities like (2.14) in the case of purely multiplicative noise, and the recent papers treating this kind of problems (see e.g. [39] , [28] and [24] ) use methods that rely on the noise having at least some additive component.
Remark 2.5. In [28] , the coupling (X t , Y t ) t≥0 constructed for an equation of the form dX t = b(X t )dt + dL t is shown to exist as a weak solution to some 2d-dimensional SDE. However, it is possible to modify the argument therein to prove that it is actually a unique strong solution and this is also what we obtain above in Theorem 2.3. See the discussion in Section 3 for details. This allows us to infer that (X t , Y t ) t≥0 is in fact a Markov process (see e.g. Theorem 6.4.5 in [2] or Proposition 4.2 in [1] , where it is shown how the Markov property follows from the uniqueness in law of solutions to SDEs with jumps). As a consequence, we see that the inequality (2.14) actually implies that for any 0 ≤ s ≤ t we have
Remark 2.6. Theorem 2.3 is obtained based on Theorem 3.1 which is presented later in this paper. It is however possible to obtain analogous (but perhaps less useful) result based on the already mentioned Theorem 1.2 in [28] , where we have Assumption L4 instead of Assumption L5. Then we get an inequality of the form (2.11). It is still possible to obtain some transportation inequalities if in Theorem 2.1 we replace the condition (2.2) with a condition like (2.11), but because of its form it forces us to additionally assume that the underlying intensity measure is finite (see Remark 6.1).
The above result is proved using the coupling methods developed in [28] and [12] , and is of independent interest, as it extends some of the results obtained there. In particular, it immediately allows us to obtain exponential (weak) contractivity of the transition semigroup (p t ) t≥0 associated with the solution to (2.13), with respect to the L 1 -Wasserstein distance W 1 , as shown by the following corollary.
Corollary 2.7. Under the assumptions of Theorem 2.3,
for any probability measures η and µ on R d and for any t > 0. Moreover, (p t ) t≥0 has an invariant measure µ 0 and we have
for any probability measure η on R d and any t > 0.
This result follows immediately from (2.14) like in the proof of Corollary 3 in [12] or the beginning of Section 3 in [21] . Using couplings allows us also to prove a related result involving a perturbation of the solution to (2.13) by a change in the drift. This gives us a tool to determine some concrete cases in which the assumption (2.3) from Theorem 2.1 holds.
Theorem 2.8. Let (X t ) t≥0 be like in Theorem 2.3 and suppose additionally that Assumption D2 holds, det σ 1 > 0 and that the coefficients σ and g are Lipschitz. Consider a process ( X t ) t≥0 which is a solution to (2.13) with the drift perturbed by u t , i.e.,
where u t is either σ 1 h t or σ( X t )h t for some adapted d-dimensional process h t . Then there exists a process (Y t ) t≥0 such that (X t , Y t ) t≥0 is a coupling of solutions to (2.13) and for any 0 ≤ s ≤ t we have
where the constants C, c > 0 are given by (4.9) and (4.5), respectively.
Observe that the constants above depend on the function κ and hence to calculate their explicit values we need to apply the right version of κ in the formulas (4.9) and (4.5), i.e., the version that is used in the proof of Theorem 2.8. Now, combining Theorems 2.3 and 2.8 to check validity of assumptions of Theorem 2.1, we get the following result.
Corollary 2.9. Consider the setup of Theorem 2.3. Suppose all its assumptions and Assumption D2 are satisfied and additionally that det σ 1 > 0 and the coefficients σ and g are Lipschitz. Moreover, assume that (X t ) t≥0 is Malliavin differentiable (X t ∈ D 1,2 for all t ≥ 0) and, similarly to Theorem 2.1, that there exists a constant σ ∞ such that for any x ∈ R d we have σ(x) ≤ σ ∞ and there exists a measurable function
Assume further that there exists some λ > 0 such that Assumption E is satisfied and that there exists λ > 0 such that
Then the transportation inequality (2.4) from the statement of Theorem 2.1 holds with
2c .
Moreover, for the invariant measure µ 0 we have
for any probability measure η on R d , with α ∞ defined as the pointwise limit of α T as T → ∞. Finally, the inequality (2.5) holds with
The constants c, C, c and C appearing in the definitions of α T and α P T are the same as in (2.14) and (2.15).
This corollary extends the results from Theorem 2.2 in [40] to the case where we drop the global dissipativity assumption required therein, as long as we have an additive component of the noise, which we can use in order to construct a coupling required in our method. It is easy to notice that the corollaries in Section 2 in [40] (various results regarding concentration of measure for solutions of (2.13) in the pure jump case) hold as well under our assumptions. We also extend Theorem 2.2 from [26] , where similar results are proved in the jump diffusion case under assumptions analogous to the ones in [40] . However, in [26] there are additionally stronger assumptions on regularity of the coefficients, which are needed to get bounds on Malliavin derivatives of solutions to (2.13). Here we use a different method of getting such bounds (cf. Remark 2.16) which does not require coefficients to be differentiable and works whenever we have X t ∈ D 1,2 for all t ≥ 0.
Example 2.10. To have a jump noise satisfying all the assumptions of Corollary 2.9, we can take a Lévy process whose Lévy measure behaves near the origin like that of an α-stable process with α ∈ (1, 2) (so that Assumptions L1-L3 and L5 are satisfied), but has exponential moments as well (so that Assumption E is also satisfied). A natural example of such a process is the so called relativistic α-stable process, which is a Lévy process (L t ) t≥0 with the characteristic function given by
, with β = α/2 and some parameter m > 0. For more information on this process, see e.g. [9] where Corollary II.2 and Proposition II.5 show that it indeed satisfies Assumption E, or [36] where in Lemma 2 the formula for the density of its Lévy measure is calculated, from which we can easily see that Assumption L5 holds. SDEs driven by relativistic stable processes (and in fact also by a significantly more general type of noise) have been recently studied in [18] .
Remark 2.11. Both in [40] and [26] , apart from the transportation inequalities for measures δ x p T on R d and for measures P x,[0,T ] on the path space with the L 1 metric, there are also inequalities on the path space with the [40] and Theorem 2.8 in [26] ). However, the method of proof for these (see the second part of the proof of Lemma 3.3 in [26] ) involves proving an inequality of the type
with some constant C, which requires the integral form of the Gronwall inequality, which can only work if the constant C is positive (cf. Remark 2.3 in [37] ). Since this is the case even under the global dissipativity assumption, we have not been able to use couplings to improve on these results in any way and hence we skip them in our presentation, referring the interested reader to [40] and [26] .
Remark 2.12. Another possible application of our approach would be to extend the results from [37] , where transportation inequalities were studied in the context of regime switching processes, modelled by stochastic differential equations with both Gaussian and Poissonian noise (see (2.1) and (2.2) therein). There a kind of one-sided Lipschitz condition is imposed on the coefficients (see the condition (A3) in [37] ) and, as pointed out in Remark 2.2 therein, transportation inequalities on the path space can be obtained without dissipativity. However, in such a case the constants with which those inequalities hold for P x,[0,T ] , explode when T → ∞ (see Theorem 2.1 in [37] ). Since the method of proof used in [37] is a direct extension of the one developed by Liming Wu in [40] , it should be possible to apply our reasoning to obtain non-exploding constants at least in (2.13) in [37] under a dissipativity at infinity condition. This is, however, beyond the scope of our present paper. .2) for equations of the type dX t = b(X t )dt+dL t under different than ours assumptions on the Lévy measure and using a different coupling (see Theorem 1.1 therein; (1.6) in [24] follows from an inequality like (2.2) which is needed in the proof of Theorem 3.1 therein). This is sufficient to get the transportation inequalities like in our Theorem 2.1 for an SDE with pure jump noise under their set of assumptions (plus, additionally, Assumption E). On the other hand, Eberle, Guillin and Zimmer in [13] showed an inequality like (2.2) for equations of the type dX t = b(X t )dt+dB t without assuming dissipativity even at infinity, at the cost of multiplying the right hand side of (2.2) by a factor which, however, can possibly be controlled under some suitable integrability assumptions for (X t ) t≥0 , cf. Theorem 2 and formula (28) in [13] . This could lead to obtaining at least some concentration inequalities like (2.6) for solutions of equations of the type
, under some weaker than ours assumptions on the coefficients b and g. These examples show robustness of our formulation of Theorem 2.1, as it allows us to easily obtain transportation or concentration inequalities in many cases where inequalities like (2.2) arise naturally.
The crucial step in the proof of Theorem 2.1 is to find upper bounds for the Malliavin derivatives of X t . Thus, in the process of proving our main results, we also obtain some bounds that might be interesting on their own in the context of the Malliavin calculus.
Theorem 2.14. Let (X t ) t≥0 be a Malliavin differentiable solution to (2.1) such that (2.3) holds. Assume that there exists a constant σ ∞ such that for any x ∈ R d we have σ(x) ≤ σ ∞ . Then for any Lipschitz functional f : R d → R with f Lip ≤ 1, for any adapted, R + -valued process g and for any 0 ≤ s ≤ r ≤ t we have
Moreover, we have
where the L ∞ norm is the essential supremum on
On the other hand, using the condition (2.2), we can obtain related bounds for the Malliavin derivative D of Lipschitz functionals of X t with respect to the Poisson random measure N (see Section 5.2 for details).
In the same way in which Corollary 2.9 follows from Theorem 2.1 via Theorems 2.3 and 2.8, the following corollary follows from Theorem 2.14 via Theorem 2.8.
Corollary 2.15. Let (X t ) t≥0 be a Malliavin differentiable solution to (2.13), satisfying the assumptions of Theorem 2.3 with det σ 1 > 0 and lim r→0 rκ(r) = 0 (i.e., Assumption D2). Moreover, assume that the coefficients σ and g are Lipschitz and that there exists a constant σ ∞ such that for any x ∈ R d we have σ(x) ≤ σ ∞ . Denote by ∇ i the Malliavin derivative with respect to (B i t ) t≥0 for i ∈ {1, 2}. Then for any functional f and any process g like above and for any 0 ≤ s ≤ r ≤ t we have
where C and c are the same as in (2.15). We also have L ∞ bounds analogous to (2.18) for ∇ 1 u f (X t ) and ∇ 2 u f (X t ), with the upper bound being, respectively, σ 1 and σ ∞ . In analogy to our comment below the statement of Theorem 2.14, we observe here that a related corollary for the Malliavin derivatives with respect to (L t ) t≥0 and N is also true (see the end of Section 5.2, in particular (5.25) and (5.26)).
Remark 2.16. If the global dissipativity assumption is satisfied and the coefficients in the equation are continuously differentiable, it is possible to obtain much stronger bounds than (2.19) and (2.20) . Namely, for the multiplicative noise we get
for any 0 ≤ s ≤ t, where K > 0 is the constant with which the global dissipativity condition holds (see Lemma 3.4 in [26] ). We were not able to obtain such bounds in our case. However, our assumptions are much weaker than the ones in [26] and the bounds (2.19) and (2.20) are sufficient to prove the transportation inequalities in Corollary 2.9. On the other hand, our bounds for the Malliavin derivative D with respect to the Poisson random measure N have the same form as the ones in [40] and [26] (cf. Section 5.2 in the present paper and Section 4.2 in [40] ).
The remainder of the paper is organized as follows. In Section 3 we present an extension of the results from [28] regarding couplings of solutions to SDEs driven by pure jump Lévy noise. In Section 4 we explain how to further extend these results to the case of more general jump diffusions and hence we prove Theorem 2.3. In Section 5.1 we introduce our technique of obtaining estimates like (2.3) in Lemma 5.1, which then leads directly to the proofs of Theorem 2.8 and Theorem 2.14, followed by the proof of Corollary 2.15. In Section 5.2 we explain how to show related results in the case of Malliavin derivatives with respect to Poisson random measures. In Section 6 we finally prove the transportation and concentration inequalities, i.e., Theorem 2.1, Theorem 2.2 and Corollary 2.9.
Coupling of SDEs with pure jump noise
Here we consider an SDE of the form
where (L t ) t≥0 is a pure jump Lévy process and the drift function b is continuous and satisfies a one-sided Lipschitz condition. In this section, let N be the Poisson random measure on
vN(ds, dv) + we can thus write (3.1) as
and we can define a coupling (X t , Y t ) t≥0 by putting
3)
for t < T := inf{t > 0 : X t = Y t } and Y t = X t for t ≥ T , where
Intuitively, it is a modification of the reflection coupling with a positive probability of bringing the marginal processes together instead of performing the reflection. We can call it the mirror coupling. For the discussion explaining this construction in detail see Section 2 in [28] . Under Assumptions L1-L3 and an additional assumption that the Lévy density q is continuous almost everywhere on R d , it has been proved in [28] (see Theorem 1.1 therein) that a 2d-dimensional SDE given by (3.2) and (3.3) has a weak solution which is a coupling of solutions to (3.1). However, by a simple argument we can prove that the system of equations consisting of (3.2) and (3.3) has in fact a strong solution, for which we do not need continuity of q. This has been pointed out to us by Jian Wang and our reasoning is actually based on the proof of Proposition 2.2 from his joint paper [24] with Dejun Luo. The idea is to write the equation for (Y t ) t≥0 as
Now observe that if we only consider the equation
it is easy to see that it has a unique strong solution since the function R(X t− , Y t− ) is locally Lipschitz for t < T . Then note that the second integral appearing in (3.5) denotes a sum of jumps of which there is only a finite number on any finite time interval, since ) t≥0 by adding at time τ j−1 the jump defined by the second integral in (3.5), and (Y 1 t ) t≥0 is just a solution to (3.6) . This technique of modifying the paths of a process by adding jumps defined by a Poisson integral of finite intensity is well known, cf. e.g. Theorem IV-9.1 in [19] or Theorem 6.2.9 in [2] , where it is called the interlacing technique.
Now we turn to the proof of a modification of the main result in [28] , which will give us an inequality like (2.9), but with a continuous function f . Recall that in the case of an equation of the form (3.1), the function κ is such that for all x, y ∈ R d we have
holds with some constant c 1 > 0 for any t > 0 and any x, y ∈ R d . By the construction of f 1 , we also have
with some constant L > 0.
Proof. The existence of the coupling as a strong solution to the system (3.2)-(3.3) has been discussed above. Now we will explain how to modify the proof of Theorem 1.2 in [28] in order to prove the new result presented here. Denote
Using the expression (3.5) for dY t , we can write
where
Applying the Itô formula (see e.g. Theorem 4.4.10 in [2] ) with a function f 1 we get 8) where the last term is obtained from the usual sum over jumps appearing in the Itô formula by applying the Taylor formula and using the fact that in our coupling the vectors Z s− and ∆Z s are always parallel (see Section 3 in [28] for details). Now we introduce a sequence of stopping times (τ n ) ∞ n=1 defined by (3.9) τ n := inf{t ≥ 0 : |Z t | / ∈ (1/n, n)} .
Note that we have τ n → T as n → ∞, which follows from non-explosiveness of (Z t ) t≥0 . By some tedious but otherwise easy computations (see the proof of Theorem 1.2 in [28] for details, specifically Lemma 3.1 and Lemma 3.2 therein) we can show that
where γ is a constant defined by (2.8) with the measure ν instead of ν L . In [28] it is also shown (see Lemma 3.3 therein) that for any t > 0, we have (3.12)
where δ > 0 is arbitrary, ε ≤ δ, the constant C ε is defined by (2.12) with the first marginal ν 1 of the measure ν and the functionf ε is defined bȳ f ε (y) := sup
The crucial element of the proof in [28] , after getting the bounds (3.10), (3.11) and (3.12), is the construction of a function f 1 and a constant c 1 > 0 such that
holds for all r > δ, where κ is the function satisfying (3.7). Combining this with (3.8) and using Assumption L4 and the discontinuity of the distance function to deal with the case of r ≤ δ (see Lemma 3.7 in [28] ), it is shown how to get a bound of the form
which then leads to (2.9). Now we will show a different way of dealing with the case of r ≤ δ, using Assumption L5 instead of Assumption L4, which allows us to keep the continuity of f 1 .
It is quite easy to see (using once again the fact that Z s− and ∆Z s are parallel, cf. the proof of Lemma 3.3 in [28] ) that for any u ∈ (0, 1) we have
We also have 
Now we will show that under Assumption L5, after a small modification in the formulas from [28] , the inequality
holds for all r > 0 (note that here we havef ε (r) in place off ε (r) in (3.13) ). The function f 1 , constructed in Lemma 3.6 in [28] in order to satisfy (3.13), is such that f (t)
Here R 1 > 0 is given by (3.33) in [28] , but can be chosen arbitrarily large if necessary and c 1 is a positive constant given by (3.17) 
holds for all r ≤ δ, which combined with (3.13) will give us (3.15). Hence we need to show that for any s ∈ (r, r + ε) we have
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First let us calculate (recall that we can choose R 1 large enough so that s < δ + ε < R 1 )
Observe now that for r ≤ s we have f 1 (r) ≤ f 1 (s) ≤ Φ(s) ≤ Φ(s + ε) and thus
Therefore it remains to be shown that
Actually, we will just show that
Then, since −h − ≤ h and s ∈ (r, r + ε), we will get
In order to show (3.19) we observe that straight from the definition
and then we calculate f
Now it is enough to show that it is possible to choose ε, δ and M in such a way that the sum of the last three terms is bounded by some non-positive quantity. Since we have Assumption D2, for any λ > 0 there exists some K(λ) > 0 such that for all |r| < λ we have |rκ(r)| ≤ K(λ). Since s < r + ε ≤ δ + ε, we obtain sκ(s) − rκ(r) ≤ 2K(δ + ε) .
We also know that f ′ 1 is non-increasing and thus f ′ 1 (s) ≤ f ′ 1 (r), but the sign of (rκ(r)−2γ) is unknown so we cannot just bound (rκ(r) − 2γ)(f ′ 1 (s) − f ′ 1 (r)) by zero. We will deal with this term in a more complicated way. We have
We also have
where in the first inequality we have used the fact that |1 − e x | ≤ |xe x | for all x ≥ 0 and that g ≤ 1 and ϕ(s) ≤ 2f ′ 1 (s). In the second inequality we used
which holds since |s − r| < ε. Thus if we find δ, ε and M such that
then (3.19) holds and we prove our statement. This is indeed possible since we assume that ε/C ε is bounded in a neighbourhood of zero.
Coupling of jump diffusions
Here we study jump diffusions of more general form (2.13) and we prove Theorem 2.3. In order to do this, we first recall results obtained by Eberle in [12] for diffusions of the form dX t = b(X t )dt + σ 1 dB t , where σ 1 is a constant non-degenerate d × d matrix and (B t ) t≥0 is a d-dimensional Brownian motion. Eberle used the coupling by reflection (X t , Y t ) t≥0 , defined by
where T := inf{t ≥ 0 : X t = Y t } is the coupling time and ϕ(s)ds and some constant R 1 > 0 defined by (9) in [12] . Here c > 0 is a constant given by
where α := sup{|σ −1 1 z| 2 : z ∈ R d with z = 1} (cf. the formula (12) in [12] ) and κ is defined by (4.6) κ(r) = inf − |σ
In other words, κ is the largest quantity satisfying
for all x, y ∈ R d , although for our purposes we can consider any continuous function κ such that (4.7) holds. Then it is possible to prove that
Note that our definition of κ differs from the one in [12] by a factor 2 to make the notation more consistent with our results for the pure jump noise case presented in the previous Section (cf. formulas in Section 2.1 in [12] ). By the methods explained in the proof of Theorem 1 in [12] (see also Corollary 2 therein) we get
and, by the choice of f (which is comparable with the identity function, since it is extended in an affine way from R 1 > 0), we also get
with a constant C > 0 defined by (cf. (14) and (8) in [12] ) (4.9) C := 2ϕ(R 0 ) −1 , where R 0 := inf{R ≥ 0 : ∀r ≥ R κ(r) ≥ 0} . Now we will explain how to combine the results from [12] and [28] to get analogous results for equations involving both the Gaussian and the Poissonian noise. The general idea is, similarly to [12] and [28] , to use an appropriate coupling (X t , Y t ) t≥0 , to write an SDE for the difference process Z t = X t − Y t , to use the Itô formula to evaluate df (|Z t |) and then to choose f in such a way that df (|Z t |) ≤ dM t − cf (|Z t |)dt for some constant c > 0, where (M t ) t≥0 is a local martingale.
Proof of Theorem 2.3. We consider an equation of the form
where σ 1 > 0 is a constant and all the other coefficients and the sources of noise are like in the formulation of Theorem 2.3 (in particular, here we denote the underlying Poisson random measure of (L t ) t≥0 by N L and its associated Lévy measure by ν L ). Restricting ourselves to a real constant in front of (B 1 t ) t≥0 instead of a matrix helps us to slightly reduce the notational complexity and seems in fact quite natural at least for the equations for which Lemma 4.1 applies. Recall that κ is such that for all x, y ∈ R d we have (4.10)
and that it satisfies Assumption D1. Now we will apply the mirror coupling from [28] to (L t ) t≥0 , by using the "mirror operator" M(·, ·), i.e., recalling the notation used in the equations (3.2) and (3.3), we define
with the reflection operator R defined by (3.4). We will also use the reflection coupling (4.1) from [12] , with the reflection operator R σ 1 defined by (4.2) and apply it to (B 1 t ) t≥0 . Note that if the coefficient near the Brownian motion is just a positive constant and not a matrix, the formulas from [12] become a bit simpler, in particular the unit vector e t defined by (4.3) becomes just (X t − Y t )/|X t − Y t |. Thus the two reflection operators we defined coincide and we can keep denoting them both by R. Moreover, we apply the synchronous coupling to the other two noises and hence we have
Since all the sources of noise are independent, it is easy to see that (X t , Y t ) t≥0 is indeed a coupling (this follows from the fact that R applied to (B 1 t ) t≥0 gives a Brownian motion and M applied to (L t ) t≥0 gives the same Lévy process, whereas the solution to the equation above is unique in law). We can now write the equation for
where we evaluated σ 1 (I − R(X t− , Y t− )) as 2σ 1 e t e T t and we will later use the fact that d W t := e T t dB 1 t is a one-dimensional Brownian motion in order to simplify our calculations. We apply the Itô formula to get
constitute the drift and the local martingale terms, while
come from the quadratic variation of the Brownian noises, whereas
and
are the jump components. Now we proceed similarly to [12] and [28] . Since we want to obtain an estimate of the form df (|Z t |) ≤ dM t − cf (|Z t |)dt and we assume that the function f is concave, we should use its second derivative to obtain a negative term on the right hand side of (4.11). In order to do this, we can use the additive Brownian noise (B 1 t ) t≥0 to get a negative term from I 6 (it is easy to see that it reduces to 2σ 2 1 f ′′ (|Z t |)) and then use the function f from [12] given by (4.4), aiming to obtain an inequality like (4.8) (then we can just use the synchronous coupling for (L t ) t≥0 and the terms I 4 and I 8 disappear). Alternatively, we can use the additive jump noise (L t ) t≥0 to get a negative term from I 8 . As we already mentioned in Section 3 under the formula (3.8), the integral I 8 reduces to the left hand side of (3.14), see Section 3 in [28] for details. Then we can use the function f 1 from [28] , aiming to obtain an inequality like (3.15) (then we use the synchronous coupling for (B 1 t ) t≥0 and the terms I 2 and I 6 disappear). In either case, I 3 and I 5 can be controlled via κ, since the coefficients σ and g are included in its definition. If we are only interested in finding any constant c > 0 such that (2.14) holds, then it is sufficient to use one of the two additive noises and to apply the synchronous coupling to the other (if both noises are present it is recommendable to use (B 1 t ) t≥0 since the formulas in [12] are simpler than the ones in [28] ). If we are interested in finding the best (largest) possible constant c, then we can use both noises, but then we would also need to redefine the function f and this would be technically quite sophisticated (whereas by using only one noise we can essentially just use the formulas that are already available in either [12] or [28] ).
We should still explain how to control I 7 and I 9 . We can control I 9 following the ideas from [24] and controlling I 7 is also quite straightforward.
First observe that ∇f
Z t− and, following Section 5.2 in [24] , note that since f is concave and differentiable, we have
for any a, b > 0. Thus
Next we will need the inequality
which holds for any x, y ∈ R d since
Hence we obtain
On the other hand, if we denote by σ k the k-th column of the matrix σ, then
Hence we get a bound on df (|Z t |), which allows us to bound Ef (|Z t |) − Ef (|Z s |) for any 0 ≤ s < t. Using a localization argument with a sequence of stopping times (τ n ) ∞ n=1 like in (3.9), we can get rid of the expectations of the local martingale terms. Then we can use the inequality (4.10) multiplied by f ′ (|x − y|)
to see that, if we are using the additive Lévy noise (L t ) t≥0 to get our bounds, then after handling I 8 like in (3.14) and using the estimates (3.10) and (3.11), we need to choose a function f 1 such that
and this is exactly (3.15), so we can handle further calculations like in the proof of Theorem 3.1. Alternatively, if we are using the additive Gaussian noise (B 1 t ) t≥0 , we can modify the definition of κ to include the σ 1 factor (cf. (4.6)) and then we need to choose a function f such that [12] , specifically the formula (63), while remembering about the change of the factor 2 in our definition of κ compared to the one in [12] ).
Either way we obtain some constant c > 0 and a function f such that
holds for any 0 ≤ s < t. Here c and f are equal either to c and f defined by (4.5) and (4.4) or c 1 and f 1 defined by (3.17) and (3.16), respectively, depending on whether we used (B 1 t ) t≥0 or (L t ) t≥0 in the step above. Thus we can use the differential version of the Gronwall inequality to get
− ct for any t > 0 , and after using the Fatou lemma, the fact that τ n → T and that Z t = 0 for t ≥ T , we get
Since we can compare our function f with the identity function from both sides, this finishes the proof. Note that in the last step one has to be careful and use the differential version of the Gronwall formula, since the integral version does not work when the term on the right hand side is negative (cf. Remark 2.3 in [37] ). Note also that if we are only dealing with the Gaussian noise, then we can reason like in [12] , i.e., having proved that
(by choosing an appropriate function f ) for some local martingale (M t ) t≥0 , we can see that this implies d(e ct f (|Z t |)) ≤ dM t , so by using a localization argument we can directly get E[e ct f (|Z t |)] ≤ Ef (|Z 0 |) without using the Gronwall inequality. However, in the jump case this is not possible, since we have to first take the expectation in order to deal with I 8 and I 9 by transforming the stochastic integrals with respect to N L and N into deterministic integrals with respect to ν L and ν, respectively. Only then can we use the definition of κ via (4.10) to find an appropriate function f such that (4.13) holds.
We will now show how, starting from an equation of the form (2.1) with one multiplicative Gaussian noise, we can obtain an SDE of the form (2.13) with two independent Gaussian noises, one of which is still multiplicative, but the other additive (and the additive one has just a real constant as a coefficient, cf. the comments in the proof of Theorem 2.3 earlier in this section).
Lemma 4.1. If (X t ) t≥0 is the unique strong solution to the SDE (4.14)
where (B t ) t≥0 is a Brownian motion and σσ T is uniformly positive definite, then (X t ) t≥0 can also be obtained as a solution to
with two independent Brownian motions (B 1 t ) t≥0 and (B 2 t ) t≥0 , some constant C > 0 and a diffusion coefficient σ such that if σ(x) HS ≤ M for all x ∈ R d with some constant M > 0, then
where the constants λ > C > 0 are as indicated in the proof.
Proof. Observe that if the diffusion coefficient σ is such that σσ T is uniformly positive definite, i.e., there exists λ > 0 such that for any x, h ∈ R d we have
then σ(x)σ(x) T − λ 2 I is nonnegative definite for any x ∈ R d and thus we can consider
which is the unique (symmetric) nonnegative definite matrix such that a(x)a(x) T = σ(x)σ(x) T − λ 2 I. Note that if we now define σ as
for some constant 0 < C 2 < λ 2 , we can get
and thus we can assume that σ(x) is also uniformly positive definite. Therefore Lemma 3.3 in [33] applies (our σ corresponds to σ in [33] and our σσ T corresponds to q therein). Thus we get
(all eigenvalues of σ(x)σ(x) T − C 2 I are not less than λ 2 − C 2 , which is the condition that needs to be checked in the proof of Lemma 3.3 in [33] ). This shows that whenever σσ T is Lipschitz with a constant L, the function σ is Lipschitz with L/2 √ λ 2 − C 2 . In particular, if σ is Lipschitz with a constant L and bounded with a constant M, then σσ T is Lipschitz with the constant 2LM and thus σ is Lipschitz with LM/ √ λ 2 − C 2 . Hence we prove (4.16) . Now assume that (X t ) t≥0 is a solution to (4.15) and consider the process
We can easily calculate
Hence, if we write
where d B t = σ −1 (X t )dA t , then using (4.17) and the Lévy characterization theorem, we infer that ( B t ) t≥0 is a Brownian motion. Thus (X t ) t≥0 is a solution to (4.14).
The proof of (4.16) is based on the reasoning in [33] , Section 3 (the matrix q(x) used there is our σ(x)σ(x) T ; the difference in notation follows from the fact that the starting point for studying diffusions in [33] is the generator and not the SDE). Due to (4.16) we see that if the coefficients in (4.14) satisfy Assumption D1, then the coefficients in the modified equation (4.15) also do (after a suitable change in the definition of κ). More generally, Lemma 4.1 allows us to replace an equation of the form (2.1) with
as long as σσ T is uniformly positive definite.
Bounds on Malliavin derivatives
5.1. Brownian case. In this section we first prove Theorem 2.8 and then we show how to obtain bounds on Malliavin derivatives using the inequality (2.3). As a consequence we prove Theorem 2.14 and Corollary 2.15. We begin with proving the following crucial result.
Lemma 5.1. Let (X t ) t≥0 be a d-dimensional jump diffusion process given by
where σ is a d×d matrix with det σ > 0 and (B t ) t≥0 is a d-dimensional Brownian motion, whereas b and g satisfy Assumption D1 and Assumption D2 and g is Lipschitz. Let h t be an adapted d-dimensional process and consider a jump diffusion ( X t ) t≥0 with the drift perturbed by h t , i.e.,
Then there exists a d-dimensional process (Y t ) t≥0 such that (X t , Y t ) t≥0 is a coupling and we have
for some constant C > 0.
Proof. The arguments we use here are based on ideas from Sections 6 and 7 in [12] , where interacting diffusions (without the jump noise) were studied. Here the most important part of the argument also concerns the Gaussian noise, however, we include the jump noise too in order to show how to handle the additional terms, which is important for the proof of Theorem 2.8. On the other hand, in order to slightly simplify the notation, we assume from now on that σ = I. Denote
where (Y t ) t≥0 will be defined below by (5.6), and consider Lipschitz continuous functions λ, π : R d → [0, 1] such that for some fixed δ > 0 we have
Now fix a unit vector u ∈ R d and define R( X t , Y t ) := I − 2e t e T t , where
We will see from the proof that the exact value of u is irrelevant. Let us notice that the equation (5.2) for the process ( X t ) t≥0 can be rewritten as
where (B 1 t ) t≥0 and (B 2 t ) t≥0 are independent Brownian motions, and define
Using the Lévy characterization theorem and the fact that λ 2 + π 2 = 1, we can show that the processes defined by
are both d-dimensional Brownian motions and hence the process (Y t ) t≥0 defined by (5.6) has the same finite dimensional distributions as (X t ) t≥0 defined by (5.1) with σ = I, while both (5.2) with σ = I and (5.5) also define the same (in law) process, which follows from the uniqueness in law of solutions to equations of the form (5.1). Thus (X t , Y t ) t≥0 is a coupling. Note that obviously in this case ( X t , Y t ) t≥0 is not a coupling, but we do not need this to prove (5.3). Consider the equation for Z t = X t − Y t , which is given by
and observe that the process
is a one-dimensional Brownian motion. Now we would like to apply the Itô formula to calculate df (|Z t |) for the function f given by (4.4), just like we did in the proof of Theorem 2.3. However, the function x → f (|x|) is not differentiable at zero. In the proof of Theorem 2.3 this was not a problem, since we started the marginal processes of our coupling at two different initial points and were only interested in the behaviour of f (|Z t |) until Z t reaches zero for the first time. Here on the other hand we will actually want to start both the marginal processes at the same point. Moreover, because of the modified construction of the coupling, which now behaves like a synchronous coupling for small values of |Z t |, it can keep visiting zero infinitely often. A way to rigorously deal with this is to apply the version of the Meyer-Itô formula that can be found e.g. as Theorem 71 in Chapter IV in [34] . We begin with computing the formula for d|Z t |, by calculating d|Z t | 2 first and then applying the Itô formula once again to a smooth approximation of the square root function, given e.g. by
A related argument was given by Zimmer in [41] in the context of infinite-dimensional diffusions, see Lemmas 2-5 therein. In our case, after two applications of the Itô formula, we get
Since for any r ∈ [0, ∞) we have S(r) → √ r when ε → 0, we can also show almost sure convergence of the integrals appearing in the formula above. For example, using the fact that S is concave, for any a, b ≥ 0 we have S(a) − S(b) ≤ S ′ (b)(b − a) and hence
Using the fact that g is Lipschitz and that sup r≤ε S ′ (r) ε −1/2 , we see that the integral
in L 1 and hence, via a subsequence, almost surely when ε → 0. Dealing with the other integrals is even easier, cf. Lemmas 2 and 3 in [41] for analogous arguments. Thus we are able to get
Now observe that the function f defined by (4.4) is twice continuously differentiable at all points except for R 1 , whereas f ′ exists and is continuous even at R 1 . Therefore we can apply the Meyer-Itô formula in its version given as Theorem 71 in Chapter IV in [34] to the process (|Z t |) t≥0 and the function f . For any 0 ≤ s ≤ r we get
We can see that the integrand in the integral with respect to ( W t ) t≥0 in (5.7) is bounded (since f ′ and λ are bounded) and the integrand in the integral with respect to N is square integrable with respect to ν(du)dt. Thus the expectations of both these integrals are zero. Moreover, the expectation of the integral with respect to N in (5.7) can be dealt with in the same way as the expectation of the term I 9 in the proof of Theorem 2.3, see (4.12). Thus, after taking the expectation everywhere in (5.7) and using the definition of κ, we get
(5.8)
We will now want to use the fact that the function f defined by (4.4) satisfies
In particular, denoting r t := |Z t |, we get
and thus
which holds since if |Z t | ≥ δ, then 1 − λ 2 (Z t ) = 0 and if |Z t | ≤ δ, then 1 − λ 2 (Z t ) ≤ 1 and cf (r t ) ≤ cδ, which follow from the properties (5.4) of the function λ and the fact that f (x) ≤ x for any x ∈ [0, ∞). Since obviously −κ ≤ κ − , we can further bound the right hand side of (5.10) by
where the last inequality follows from the fact that 1 − λ 2 (Z t ) = 0 when |Z t | ≥ δ and that
then, from (5.10) and (5.11) we obtain
Hence, combining (5.8) with (5.12) multiplied by 1 {rt =0} , we get
Now observe that due to Assumption D2, we have m(δ) → 0 as δ → 0. We can also choose X 0 = Y 0 so that Z 0 = 0. Eventually, applying the Gronwall inequality, we obtain
which finishes the proof, since there exists a constant C > 0 such that for any x ≥ 0 we have x ≤ Cf (x).
Proof of Theorem 2.8. Once we have Lemma 5.1, extending its result to the equation (2.13) is quite straightforward. In comparison to the proof of Lemma 5.1, the key step is to redefine κ in order to include the additional coefficient σ of the multiplicative Brownian noise (so that κ satisfies (4.10)) and then perform the same procedure as we did earlier (mixed reflection-synchronous coupling) only on the additive Brownian noise in order to construct processes like (5.5) and (5.6), where to the other noises we apply just the synchronous coupling. This way we can still get the inequality (5.9) with the same function f as in the proof of Lemma 5. Proof of Theorem 2.14. In order to keep notational simplicity, assume that we are dealing here with the equation dX t = b(X t )dt+ σ(X t )dW t , i.e., the coefficient of the jump noise is zero. It does not influence our argument in any way, since we will need to perturb only the Gaussian noise. Recall that for a functional f : We know that if F is a random variable of the form F = f (
where convergence is in L 2 (Ω). However, it is unclear whether (5.13) holds also for arbitrary F ∈ D 1,2 and in particular for X t (see the discussion in Appendix A in [10] , specifically Definitions A.10 and A.13). Nevertheless, for F ∈ D 1,2 we can still prove that
even if we replace h ∈ H with an adapted stochastic process (ω, t) → h t (ω) such that E T 0 |h s | 2 ds < ∞ and the Girsanov theorem applies (e.g. the Novikov condition for h is satisfied).
Indeed, we know that for any F ∈ D 1,2 and for any adapted square integrable h we have
We recall now the proof of this fact, as we need to slightly modify it in order to get (5.14). As a reference, see e.g. Lemma A.15. in [10] , where (5.15) is proved only for F ∈ S and for deterministic h, but the argument can be easily generalized, or Theorems 1.1 and 1.2 in Chapter VIII of [5] . For now assume that h is adapted and bounded (and thus it satisfies the assumptions of the Girsanov theorem). Then, starting from the right hand side of (5.15), we have
and we obtain a process with the same transition probabilities as (X (t,u) s (x)) s≥0 and thus also (X s (x)) s≥0 . This follows from a standard argument about gluing couplings at stopping times, see e.g. Subsection 2.2 in [39] for a possible approach. This way we get a coupling (X s (x), Y s (x)) s≥0 such that E X (t,u) T (x) − Y T (x) |F t ≤ c 1 (T − t)|g(X t− , u)| holds for any T ≥ t (from our construction we see that X where we used the coupling property in the second step. In particular, if there exists a measurable function g ∞ : U → R such that |g(x, u)| ≤ g ∞ (u) for any x ∈ R d and u ∈ U, then we obviously get
To end this section, let us consider briefly the case of the equation (2.13), where we have two jump noises, given by a Lévy process (L t ) t≥0 and a Poisson random measure N. Then we can easily obtain analogous bounds on the Malliavin derivatives with respect to (L t ) t≥0 and N, which we denote by D L and D, respectively. Namely, in the framework of Theorem 2.3 we obtain a coupling (X t , Y t ) t≥0 such that 
Proofs of transportation and concentration inequalities
Proof of Theorem 2.1 and Theorem 2.2. We first briefly recall the method of the proof of Theorem 2.2 in [40] and its extension from [26] (however, we denote certain quantities differently from [26] to make the notation more consistent with the original one from [40] ). We will make use of the elements of Malliavin calculus described in Section 1. Specifically, we work on a probability space (Ω, F , (F t ) t≥0 , P) equipped with a Brownian motion (W t ) t≥0 and a Poisson random measure N, on which we define the Malliavin derivative ∇ with respect to (W t ) t≥0 (a differential operator) and the Malliavin derivative D with respect to N (a difference operator). We use the Clark-Ocone formula, i.e., if F is a functional such that the integrability condition (1.9) is satisfied, then The way to prove this is based on the forward-backward martingale method developed by Klein, Ma and Privault in [20] . On the product space (Ω 2 , F 2 , P 2 ) for any (ω, ω ′ ) ∈ Ω which is a backward martingale with respect to the decreasing filtration F ⊗ F * t , where F * t is the σ-field generated by N([r, ∞), A) and W r for r ≥ t where A are Borel subsets of U. Application of the forward-backward Itô formula (see Section 8 in [20] ) to φ(M t + M * t ) and comparison of the characteristics of M t and M * t shows that for any s ≤ t we have Eφ(M t + M * t ) ≤ Eφ(M s + M * s ) . This follows from Theorem 3.3 in [20] . However, it is important to note that if we replace (6.3) with a weaker assumption, stating that for any adapted, R + -valued process g and for any [ then the argument from [20] still holds (check the page 493 in [20] and observe that what we need for the proof of Theorem 3.3 therein is that the integral of the process φ ′′ (M u + M * u ) appearing there is non-positive and that is indeed the case if M and M * are given by (6.6) and (6.7), respectively, and the condition (6.8) holds). Now we will use the fact that by the Clark-Ocone formula (6.1) we know that M t + M * t → F − EF in L 2 as t → T . Observe that since φ is convex, we have Then, if we want to obtain transportation or concentration inequalities, g ∞ (u) + 1 has to be square integrable with respect to the measure ν. However, if ν is a Lévy measure, this implies that ν has to be finite. This could still allow us to obtain some interesting results in certain cases that are not covered by Corollary 2.9, where Assumption L5 is required, which we do not need to obtain (6.13) (cf. Remark 2.6). For the sake of brevity, we skip the details.
Proof of Corollary 2.9. In the presence of two Gaussian and two jump noises, we use the Clark-Ocone formula of the form [10] ). Then we proceed as in the proof of Theorem 2.1, using the fact that under our assumptions, Theorem 2.3 and Theorem 2.8 provide us with couplings such that the conditions (2.14) and (2.15) are satisfied and this allows us to obtain the required bounds on the Malliavin derivatives (of the type (6.9) and (6.10)). More precisely, under our assumptions we obtain (2.19) and (2.20) from Corollary 2.15, whereas (5.25) and (5.26) follow from our reasoning at the end of Section 5.2. Combining all these bounds and using (6.4), just like in the proof of Theorem 2.1, allows us to obtain the desired transportation inequalities. Furthermore, taking T → ∞ in the α T -W 1 H inequality, we obtain (2.16) by the argument from the proof of Lemma 2.2 in [11] .
