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Abstract
General two-dimensional autonomous dynamical systems and their standard numerical discretizations are
considered. Nonstandard stability-preserving finite-difference schemes based on the explicit and implicit Euler
and the second-order Runge–Kutta methods are designed and analyzed. Their elementary stability is established
theoretically and is also supported by a numerical example.
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1. Introduction
Mathematical models of biological and chemical interactions usually consist of systems of differential
equations that represent the rates of change of the size of each interacting component. Such dynamical
systems arise in population biology, epidemiology, chemistry and many other scientific fields. In most
of the interactions modeled all rates of change are assumed to be time independent, which makes the
corresponding systems autonomous.
Numerical methods that approximate differential systems are expected to be consistent with the
original differential system, to be zero-stable and convergent. Nonstandard finite difference techniques,
developed by Mickens [1], have laid the foundation for designing methods that preserve the physical
properties, especially the stability properties of equilibria, of the approximated differential system.
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Anguelov and Lubuma [2] have used Mickens’ techniques to design nonstandard versions of the explicit
and implicit Euler and the second-order Runge–Kutta methods, under the limiting condition that all
eigenvalues of the Jacobian at each equilibrium of the original differential system are single and real.
However, a wide range of mathematical models do not satisfy the aforementioned limitation. Among
them are most of the non-conservative predator–prey systems such as the Lotka–Volterra models [3,4],
most models with Michaelis–Menten functional responses [5], the ratio-dependent models [6,7], some
SI and SIR epidemiology models [8,9] and most phytoplankton–nutrient systems [10,11]. Therefore
developing stability-preserving numerical methods for general autonomous dynamical systems that have
not only single real but also multiple real and complex eigenvalues of their Jacobians at the equilibria is
of critical importance. In this paper we design a variety of such nonstandard finite-difference schemes,
based on the explicit Euler, the implicit Euler and the second-order Runge–Kutta methods. The proposed
numerical schemes work equally well with conservative and non-conservative systems.
The paper is organized as follows. In Section 2 we provide some definitions and preliminary results. In
Section 3 we state and prove our main results. In the last section we illustrate our results by a numerical
example and outline some future research directions.
2. Definitions and preliminaries
A general two-dimensional autonomous system has the following form:
y¯′ = f (y¯); y¯(t0) = y¯0, (1)
where y¯ denotes the vector-function [x1(t), x2(t)]T, the function f = [ f1, f2]T : R2 → R2 is
differentiable and y¯0 ∈ R2. The equilibrium points of system (1) are defined as the solutions of
f (y¯) = 0.
Definition 1. Let y¯∗ be an equilibrium of system (1), J (y¯∗) =
(
∂ fi
∂x j (y¯
∗)
)
1≤i, j≤2 be the Jacobian of
system (1) at y¯∗ and σ(J (y¯∗)) denotes the spectrum of J (y¯∗). An equilibrium y¯∗ of system (1) is called
linearly stable if Re(λ) < 0, for λ ∈ σ(J (y¯∗)) and linearly unstable if Re(λ) > 0 for some λ ∈ σ(J (y¯∗)).
A numerical scheme with a step size h, that approximates the solution y¯(tk) of system (1) can be
written in the form:
Dh(yk) = Fh( f ; yk), (2)
where Dh(yk) ≈ y¯′, Fh( f ; yk) ≈ f (y¯) and tk = t0 + kh.
Definition 2. Let y¯∗ be a fixed point of the scheme (2) and the equation of the perturbed solution
yk = y¯∗ + k be linearly approximated by
Dhk = Jhk . (3)
Then the fixed point y¯∗ is called stable if ‖k‖ → 0 as k → ∞, and unstable otherwise, where k is the
solution of (3).
Definition 3. The finite difference method (2) is called elementary stable, if, for any value of the step
size h, the linear stability of each equilibrium y¯∗ of system (1) is the same as the stability of y¯∗ as a fixed
point of the discrete method (2).
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Definition 4. The finite-difference method is called “weakly” nonstandard if the traditional denominator
h in the first-order discrete derivative Dh(yk) is replaced by a nonnegative function ϕ(h) such that
ϕ(h) = h +O(h2).
3. Main results
The nonstandard stability-preserving finite-difference schemes for solving general two-dimensional
dynamical systems are given in the following theorem:
Theorem 1. Let φ be a real-valued function on R that satisfies the property:
φ(h) = h + O(h2) and 0 < φ(h) < 1 for all h > 0. (4)
Assume that system (1) has a finite number of equilibria and Re(λ) 
= 0, for λ ∈ Ω , where Ω =⋃
y¯∗∈Γ σ(J (y¯∗)) and Γ represents the set of all equilibria of system (1). Let q = maxΩ
( |λ|2
2|Re(λ)|
)
. Then
the following “weakly” nonstandard schemes are elementary stable:
(a) nonstandard explicit Euler method given by
yk+1 − yk
φ(hq)/q
= f (yk); (5)
(b) nonstandard implicit Euler method given by
yk+1 − yk
φ(hq)/q
= f (yk+1); (6)
(c) nonstandard second-order Runge–Kutta method given by
yk+1 − yk
φ(hq)/q
= f (yk) + f (yk + (φ(hq)/q) f (yk))
2
. (7)
Proof. Let y¯∗ be an equilibrium of system (1), h1 = ϕ(h) = φ(hq)q and J = J (y¯∗). Note that since
0 < h1 < 1q then h1 <
2|Re(λ)|
|λ|2 for all λ ∈ Ω .
(a) If y¯∗ is an equilibrium of system (1), then Eq. (3) for the perturbed solution of the scheme (5) has
the form
k+1 − k
h1
= Jk . (8)
Eq. (8) leads to
k+1 = (I + h1 J )k, (9)
where I represents the 2 × 2-identity matrix.
If Λ is the Jordan form of J , then J = SΛS−1, where S is a non-singular complex 2 × 2-matrix.
In general, Λ has the form
(
λ1 0
0 λ2
)
or
(
λ1 1
0 λ1
)
. After the change of variables k = Sδk , Eq. (9)
becomes δk+1 = (I + h1Λ)δk . Eigenvalues of I + h1Λ are given by µi = 1 + h1λi , i = 1, 2. Since
‖k‖ → 0 is equivalent to ‖δk‖ → 0, then y¯∗ is a stable fixed point of (5) if |µi | < 1 for i = 1, 2
and an unstable fixed point if at least one |µi | > 1.
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Let y¯∗ be a stable equilibrium of system (1) and λ = a + ib be an eigenvalue of J . Then a < 0
and |1 + h1λ|2 = (1 + h1a)2 + h21b2 = 1 + h1(2a + h1|λ|2) < 1. Therefore y¯∗ is a stable fixed
point of (5).
If y¯∗ is unstable then a > 0 for some eigenvalue λ = a + ib of J . Thus |1 + h1λ|2 =
(1 + h1a)2 + h21b2 > 1. Therefore y¯∗ is an unstable fixed point of (5).
(b) Similarly, the linearized system of the perturbed solution of the method (6) implies that δk+1 =
(I −h1Λ)−1δk . The method (6) is stable at y¯∗ if |µ| < 1 for all eigenvalues µ of (I −h1Λ)−1, given
by µi = 11−h1λi , i = 1, 2.
Let y¯∗ be a stable equilibrium of system (1) and λ = a + ib be an eigenvalue of J . Then a < 0
and |1 − h1λ|2 = (1 − h1a)2 + h21b2 > 1. Therefore
∣∣∣ 11−h1λ
∣∣∣ < 1 and y¯∗ is a stable fixed point
of (6).
If y¯∗ is an unstable equilibrium of system (1), then there exists an eigenvalue λ = a + ib of the
Jacobian J with a > 0. Then |1 − h1λ|2 = (1 − h1a)2 + h21b2 = 1 + h1(−2a + h1|λ|2) < 1.
Therefore y¯∗ is an unstable fixed point of (6).
(c) For the method (7) the linearized equation about the perturbed solution is as follows:
k+1 =
(
I + h1 J + h
2
1 J
2
2
)
k . (10)
After the change of variables k = Sδk , Eq. (10) implies δk+1 = (I +h1Λ+ h
2
1Λ
2
2 )δk . The eigenvalues
of I + h1Λ+ h
2
1Λ
2
2 are given by µi = 1 + h1λi +
h21λ
2
i
2 , i = 1, 2.
Let y¯∗ be a stable equilibrium of system (1), λ = a + ib be an eigenvalue of J and µ =
1 + h1λ + h
2
1λ
2
2 . Then a < 0 and |µ|2 = (1 + h1a +
h21
2 (a
2 − b2))2 + h21b2(1 + ah1)2. The
condition |µ|2 < 1 is equivalent to α(h1) < 0, where α(t) = 2a +2a2t +a(a2 +b2)t2 + (a2+b2)24 t3.
The derivative α′(t) = 2a2 +2a(a2 +b2)t + 3(a2+b2)24 t2 = a
2
4 β(
a2+b2
a
t), where β(t) = 8+8t +3t2.
Since β(t) is positive for all t , the derivative α′(t) is positive for all t and α(t) is an increasing
function. The inequality h1 ≤ −2aa2+b2 implies α(h1) ≤ α
( −2a
a2+b2
)
= 2ab2
a2+b2 < 0. Therefore |µ|2 < 1
and y¯∗ is a stable fixed point of (7).
If y¯∗ is an unstable equilibrium of system (1), then there exists λ = a + ib, an eigenvalue of J ,
with a > 0. The condition |µ|2 > 1 is equivalent to α(h1) > 0. Since α(t) is positive for all t > 0,
then y¯∗ is an unstable fixed point of (7). 
Remark 1. Definitions of schemes (5) and (6) guarantee that all of their fixed points are equilibria of
system (1) and vice versa.
Remark 2. There exists a variety of functions φ that satisfy condition (4), e.g., φ(h) = 1 − e−h , i.e.,
ϕ(h) = φ(hq)/q = (1 − e−hq)/q.
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Fig. 1. Numerical approximations of the solution of system (11) using the standard second-order Runge–Kutta method (left)
and the nonstandard second-order Runge–Kutta method (right).
4. Numerical examples and conclusions
To illustrate the efficiency of the designed nonstandard finite difference methods, we consider the
following predator–prey system with Beddington–DeAngelis functional response [12]:
x ′1 = x1 −
Ax1x2
1 + x1 + x2 ,
x ′2 =
Ex1x2
1 + x1 + x2 − Dx2,
(11)
where the constants A = 6.0, D = 5.0 and E = 7.5.
Mathematical analysis of system (11) shows that there exist two equilibria (0, 0) and(
AD
AE−E−AD ,
E
AE−E−AD
)
= (4, 1), with the equilibrium (4, 1) being globally stable in the interior of
the first quadrant [12]. The eigenvalues of J (0, 0) are given by λ1 = 1 and λ2 = 5, and the eigenvalues
of J (4, 1) are given by µ1,2 = − 112 ± i
√
119
12 . Numerical approximations of the solution of system (11)
with initial values x1(0) = 4.5 and x2(0) = 0.5 and step-size h = 1.159 (see Fig. 1) support the
results of Theorem 1. The step-size h = 1.159 is chosen such that α(h) > 0, where the function α(h)
is defined as in the proof of Theorem 1(c). The global stability of the equilibrium (4, 1) implies that all
trajectories must approach (4, 1) when t → ∞. The nonstandard second-order Runge–Kutta method
preserves the global stability of the equilibrium (4, 1), while the approximation obtained by the standard
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second-order Runge–Kutta method shows persisting oscillations with increasing magnitude, as shown
in Fig. 1. Similar results can be obtained when comparing the standard with the nonstandard versions of
the explicit and implicit Euler methods, respectively.
Stability-preserving finite-difference schemes, based on the explicit and implicit Euler and the
second-order Runge–Kutta methods, were developed and analyzed. The nonstandard numerical methods
represent generalizations of results obtained earlier by Anguelov and Lubuma [2], which makes
them applicable to solving arbitrary two-dimensional autonomous dynamical systems. Future research
directions include the construction of nonstandard schemes that preserve most of the essential qualitative
properties of the exact solution of the dynamical system.
Acknowledgement
H.V. Kojouharov was supported in part by NSF Grant DMS 0107439.
References
[1] R.E. Mickens, Nonstandard Finite Difference Model of Differential Equations, World Scientific, Singapore, 1994.
[2] R. Anguelov, J.M.-S. Lubuma, Contributions to the mathematics of the nonstandard finite difference method and
applications, Numer. Methods Partial Differential Equations 17 (5) (2001) 518–543.
[3] A.J. Lotka, Elements of Physical Biology, Williams and Wilkins, Baltimore, 1925.
[4] R.E. Mickens, A nonstandard finite-difference scheme for the Lotka–Volterra system, Appl. Numer. Math. 45 (2003)
309–314.
[5] R.M. May, Stability and Complexity in Model Ecosystem, Princeton University Press, Princeton, 1974.
[6] Y. Kuang, E. Beretta, Global qualitative analysis of a ratio-dependent predator–prey system, J. Math. Biol. 36 (1998)
389–406.
[7] S.-B. Hsu, T.-W. Hwang, Y. Kuang, Global analysis of the Michaelis–Menten-type ratio-dependent predator–prey system,
J. Math. Biol. 42 (2001) 489–506.
[8] W. Piyawong, E.H. Twizell, A.B. Gumel, An unconditionally convergent finite-difference scheme for the SIR model, Appl.
Math. Comput. 146 (2003) 611–625.
[9] A.B. Gumel, E.H. Twizell, P. Yu, Numerical and bifurcation analyses for a population model of HIV chemotherapy, Math.
Comput. Simulation 54 (1–3) (2000) 169–181.
[10] A.H. Taylor, J.R.W. Harris, J. Aiken, The interaction of physical and biological process in a model of the vertical
distribution of phytoplankton under stratification, Mar. Int. Ecohyrd. (J.C. Nihoul (Ed.)) 42 (1986) 313–330.
[11] S.R.-J. Jang, L.J.S. Allen, A simple food chain with a growth inhibiting nutrient, Appl. Math. Comput. 104 (1999)
277–298.
[12] D.T. Dimitrov, H.V. Kojouharov, Complete mathematical analysis of predator–prey models with linear prey growth and
Beddington–DeAngelis functional response, Appl. Math. Comput. 162 (2) (2005) 523–538.
