We use the Millennium Galaxy Catalogue (MGC) to study the effect of compact galaxies on the local field galaxy luminosity function. Here we observationally define as 'compact' galaxies that are too small to be reliably distinguished from stars using a standard star-galaxy separation technique. In particular, we estimate the fraction of galaxies that are misclassified as stars due to their compactness.
INTRODUCTION
The idea that galaxies at a given luminosity span a wide range in surface brightness (SB) and that selection effects might cause both high and low SB galaxies to be under-represented in the observed galaxy distribution goes back to at least Reaves (1956) ; Zwicky (1957) ; Arp (1965) and Disney (1976) . Low SB galaxies are difficult to detect because of their low contrast against the sky (Impey & Bothun 1997 ) while high SB galaxies may be confused with stars. Previously overlooked types of galaxies have indeed been uncovered over time, such as the giant low SB galaxy Malin 1 (Bothun et al. 1987 ) and several types of blue compact galaxies (Zwicky 1966 ; see Kunth &Östlin 2000 for a recent review) and resolution. Recently, Driver et al. (2005) presented the bivariate brightness distribution of the Millennium Galaxy Catalogue (MGC; Liske et al. 2003) , i.e. the space density of galaxies in the LSP. They used simulations to determine the MGC's selection limits and found that the observed galaxy distribution was well separated from both the low and high SB selection limits for luminosities brighter than at least MB ≈ −18 mag (see their fig. 12 ). Hence SB selection effects are not a significant issue in the MGC at these luminosities (unless the SB distribution of galaxies is bimodal) and in that sense the bright end of MGC's luminosity function (LF) is truly 'global'. The goal is now to obtain a similarly complete picture at lower luminosities.
To probe the galaxies beyond the MGC's low SB limit requires deeper imaging and spectroscopy on 8-m class telescopes.
In this paper we will instead address the question of what lies beyond the MGC's high SB selection limit. In particular, what is the effect of the compact galaxies beyond this limit on the local field galaxy LF and what is their contribution to the luminosity density? To answer these questions we must first understand and quantify the MGC's incompleteness due to some compact galaxies having been misclassified as stars from the imaging data. To this end we have assembled two datasets:
First, we conducted an all-object spectroscopic survey in the range 16 BMGC < 20 mag over a 1.14 deg 2 sub-region of the MGC, targeting all detected objects in this magnitude range, regardless of classification, morphology, colour or any other properties. This complete sample will be used to determine the fraction of galaxies that have been misclassified due to their compact nature.
A few such all-object surveys have been performed previously: Morton, Krug & Tritton (1985) observed all 606 objects to B 20 mag in a 0.31 deg 2 region while Colless et al. (1990 Colless et al. ( , 1991 ) investigated a random sample of 266 objects in the range 21 bJ 23.5 mag. Most recently, Drinkwater et al. (2000) described an ambitious project to observe 14 000 objects with 16.5 bJ 19.7 mag in a 12 deg 2 region centered on the Fornax cluster, which led to the discovery of 13 compact galaxies behind the Fornax cluster (mostly CNELG-like objects but also including four redder, weaker emission line galaxies; Drinkwater et al. 1999) as well as the UCDs in the cluster itself mentioned above.
Unfortunately, these previous studies cannot be used to reliably and quantitatively predict the number of compact galaxies misclassified as stars by the MGC because they either lack SB measurements or were performed in a special environment. On the other hand, many studies concerning the known compact galaxy populations contain very detailed SB information but they do not use complete samples, and hence cannot be used to make precise predictions either.
The second dataset consists of all available spectroscopy of stellar objects in the range 16 BMGC < 20 mag in the full MGC survey region. We have augmented existing public data (almost exclusively of QSO candidates) with observations of additional stellar objects. Although these data are incomplete they provide a lower limit on the frequency of misclassified compact galaxies and help in the investigation of their properties.
The paper is organised as follows: we describe our data in Section 2, study the properties of compact galaxies masquerading as stars in Section 3 and quantify the MGC's incompleteness due to misclassification in Section 4. In Section 5 we evaluate the contribution of compact galaxies to the local galaxy luminosity function and density. Finally, we summarise our findings in Section 6. We use H0 = 100 h km s −1 Mpc −1 , ΩM = 0.3 and ΩΛ = 0.7 throughout.
DATA

The MGC
The Millennium Galaxy Catalogue (MGC; Liske et al. 2003 ) is a deep (µLIM = 26 mag arcsec −2 , BLIM = 24 mag), wide-field (37.5 deg 2 ) B-band imaging survey conducted with the Wide Field Camera on the 2.5-m Isaac Newton Telescope. The survey region is a 72-deg long, 35-arcmin wide strip along the equator, and is fully contained within the survey regions of the Sloan Digital Sky Survey (SDSS; York et al. 2000) and the 2dF Galaxy Redshift Survey (2dFGRS; Colless et al. 2001) .
Details of the observations, reduction, object detection using SEXTRACTOR (Bertin & Arnouts 1996) and catalogue construction are given by Liske et al. (2003) . As it pertains to the present investigation we briefly remind the reader of our star/galaxy separation procedure for objects with 16 BMGC < 20 mag.
As a starting point for classification we used the stellaricity parameter provided by SEXTRACTOR, which is produced for each object by an artificial neural network. Its input consists of nine object parameters (eight isophotal areas and the peak intensity) and the seeing. The output consists of a single number, called stellaricity, which takes a value of 1 for unresolved objects, 0 for extended objects and intermediate values in more dubious cases. We began by classifying all objects with stellaricity 0.98 as stellar. This is a 'natural' value to adopt because the stellaricity distribution rises sharply from 0.97 to 0.98 (see fig. 9 of Liske et al. 2003 ). All remaining objects were then inspected visually and classified as stars, galaxies, asteroids (defined as apparently real objects without any detectable counterparts in SuperCOSMOS Sky Survey or SDSS images), or detections due to cosmic rays, satellite trails, CCD defects, etc.
If an object was found to be incorrectly deblended or if the object's parameters were obviously wrong, the object was reextracted by manually changing the SEXTRACTOR extraction parameters until a satisfactory result was achieved. In addition, all low-quality regions in the survey (e.g. near CCD edges or defects) were carefully masked out, resulting in an effective survey area of 30.88 deg 2 .
Spectroscopy
To obtain spectroscopy for the MGC (BMGC < 20 mag) we first turned to publicly available data and matched the MGC to the SDSS Data Release 1 (SDSS-DR1; Abazajian et al. 2003) , 2dF-GRS, 2QZ (Croom et al. 2004 ) and other smaller surveys. We then conducted our own redshift survey (MGCz), mainly using the Two Degree Field (2dF) facility on the Anglo-Australian Telescope (see Driver et al. 2005 for details) . While the primary goal of this campaign was to obtain redshifts for those MGC galaxies without public data, we also targeted two other samples:
The all-object sub-region
The first of these additional samples consisted of all objects, irrespective of morphology, image classification or colour, in a small sub-region of the MGC. This all-object sub-region is defined as that part of the MGC strip which is bounded by 11 h 49 m 52. s 44 < α < 12 h 00 m 08. s 45 (J2000), i.e. MGC fields 56-61 (with only partial coverage of the end fields). The seeing in these fields ranged from 1.05 to 1.25 arcsec with the median at 1.15 arcsec, slightly better than the survey median of 1.27 arcsec. The effective area of this region, after subtraction of the exclusion regions, is 1.1371 deg 2 and it contains 1552 objects (and 10 asteroids) in the range 16 BMGC < 20 mag. The bright limit is set by the magnitude where stars begin to flood and the faint limit is that of the main MGCz galaxy survey.
We have at least one spectrum for each object in this sample and we give details of the spectroscopic identifications in Table 1 . However, for three objects the quality of the data is too low to allow an identification or redshift measurement (Qz = 2, see Driver et al. 2005) . Hence the overall spectroscopic completeness is 99.8 per cent. The three objects without good quality spectra are shown in Fig. 1 . For two of these (MGC27582 and MGC95504) there is no possibility of misclassification: they are clearly low SB galaxies and we will treat them as confirmed galaxies in the rest of the paper.
In contrast, the third object, MGC25828 (J115340.51 +001407.9), is unresolved (stellaricity = 0.99) and hence could be a misclassified galaxy. Since the number of such objects is small (cf . Table 1 ) even a single additional case would make a significant difference to our incompleteness estimates. Hence we take a closer look at this object in the following.
We have three independent 2dF spectra for MGC25828, one of which was contributed by the 2QZ (who could not identify it either), and these are shown in Fig. 2 . Even though a high signalto-noise continuum is common to all three spectra (S/N ≈ 12) we were nevertheless unable to confidently identify this object because of the lack of emission and absorption features. A broad 'bump' near 4040Å is only evident in the bottom two spectra while the top spectrum shows two broad bumps at 5025 and 6185Å. If this variation is real, i.e. due to object variability and not some instrumental effect, then the object must vary on the timescale of one day (time difference between the top two spectra), while the similarity between the bottom two spectra (which were taken three years apart) must then be coincidental.
A strong optical continuum with no or only weak broad emission lines, and variability on the timescale of days are characteristics of blazars (e.g. Wagner & Witzel 1995) . Indeed, if we interpret the broad bumps above as weak emission lines then they could possibly be identified as Lyα, C IV and C III] at z ≈ 2.24 (cf. Fig. 2) .
The possible identification of MGC25828 as a blazar is further supported by two facts: (i) The object has AGN-like colours as evidenced by its selection as a target by both the 2QZ and the SDSS QSO survey (who have not yet observed it). (ii) According to the SuperCOSMOS Sky Survey (Hambly et al. 2001 ) and USNO-B (Monet et al. 2003) catalogues this object has no significant proper motion. Hence it is not surprising that MGC25828 satisfies the Londish et al. (2002) selection criteria for BL Lac candidates in the 2QZ (even though it is missing from their published list of candidates; Londish, priv. comm.) . Three independent 2dF spectra of the possible blazar MGC25828. The top two spectra are from MGCz, while the bottom spectrum was obtained by the 2QZ. None of them are flux-calibrated. Each panel shows the object, mean sky and error spectra. The purpose of the sky spectra is to indicate the positions of strong sky lines and they have been scaled arbitrarily. The UT date of observation is also shown in each panel. The vertical dashed lines indicate the positions of prominent broad QSO emission lines at z = 2.24 (top panel) and stellar absorption features at z = 0 (bottom panel). On the other hand we do not observe any broad-band photometric variability. Comparing the object's brightness in the SDSS and MGC images, which were taken one year apart, we find a difference of only 0.07 mag (see Cross et al. 2004 for the filter conversion). Also, the object does not appear to be a strong radio or X-ray source since it is not listed in either the FIRST or ROSAT All-Sky Survey (RASS) catalogues.
The lack of stellar absorption features in the spectrum of MGC25828 (cf. bottom panel of Fig. 2 ) means that this object could also be a DC white dwarf (e.g. Wesemael et al. 1993) . However, it also implies that the observed continuum is unlikely to be due to a stellar population and so we can discard the possibility that this Figure 3 . Colour-colour plot using SDSS-DR1 PSF magnitudes showing our colour selection of targets for additional observations of morphologically stellar objects outside of the all-object region. Black points and blue crosses show MGC stars and QSOs with 18 BMGC < 20 mag respectively. We define the band between the solid lines as the 'stellar locus' in this colour-colour space. Green dots show a random sample of 300 galaxies in the same magnitude range. Note that PSF magnitudes are physically not very meaningful for extended objects; we only wish to indicate the degree of separation between stars and galaxies in this space. Red dots show all 65 spectroscopically identified galaxies in the MGC which had been morphologically misclassified as stars (MCs).
object is a galaxy. We are therefore reasonably certain to have identified all galaxies in the all-object region (within our magnitude limits).
Additional spectroscopy of stellar objects
Apart from the main galaxy survey and the all-object region, we also observed a third sample of targets when 2dF fibres were available. The target list for this sample comprised: (i) all morphologically stellar objects with 18 BMGC < 20 mag that lie away from the stellar locus in (u − g)-(g − z) colour-colour space, where the 'stellar locus' is defined in Fig. 3 ; (ii) a random subset of stellar objects that lie in the stellar locus (18 BMGC < 20 mag); (iii) stellar objects morphologically classified as galaxies by the SDSS-DR1 (16 BMGC < 20 mag). Objects were only targeted if they had not been observed previously by other surveys. Merging the incomplete observations of this target list with publicly available data yields 3223 secure identifications of morphologically stellar objects outside of the all-object region, 65 per cent of which were supplied by MGCz. Details are given in Table 2 . The relatively high discovery rate of misclassified galaxies compared to the previous Section is presumably due to the colour selection. However, this sample is in no way complete. Since more than one survey has significantly contributed to this sample and since the magnitude limits, colour selection techniques and incompleteness levels of these surveys are different, it is very difficult to reliably construct its selection function. For example, we expect the spectroscopic completeness to the left of the stellar band in Fig. 3 to be very different from that within the band because of the MGCz colour selection. However, even the space to the left will not be sampled homogeneously because of the colour selection of the 2QZ and SDSS QSO surveys. Simply ignoring these additional data does not help either because we specifically excluded objects already observed by these surveys from MGCz observations. In Section 4.3 we will ignore these complications and apply a rudimentary incompleteness correction to this sample based on the selection function of the MGCz observations. In any case, at the very least this sample provides an indication of the properties of misclassified compact galaxies as well as a lower limit on their incidence.
PROPERTIES OF MISCLASSIFIED COMPACT GALAXIES
In total we have spectroscopically identified 65 compact galaxies (cf. Tables 1 and 2) that had been morphologically misclassified as stars from the imaging data (using the procedure described in Section 2.1). In the following we will refer to these objects as misclassified compact galaxies (MCs). We illustrate their morphological similarity to stars in Fig. 4 , where we show a selection of their MGC images alongside the images of two stars. In Fig. 5 we compare their stellaricity values to the stellaricity distributions of stellar objects and non-misclassified galaxies. In this Section we will investigate the properties of these 65 MCs in order to understand what types of galaxies are being missed due to misclassification. However, since these 65 MCs make up only about one half of the total number of MCs expected in the MGC (see Section 4) it is in principle possible that their properties are not fully representative of all MCs in general. Nevertheless, they provide a good indication of the types of objects that may be missed.
Spectral properties
Only five of the 65 MCs are absorption line galaxies and we show three example spectra in Fig. 6(a)-(c) . Three of the absorption line MCs (MGC10809, MGC17413 and MGC34647) appear to be E+A galaxies (Dressler & Gunn 1983) since they have strong Balmer absorption with an Hδ rest equivalent width (EW) of > 5Å superimposed on an elliptical galaxy spectrum. Although MGC10809 possibly has a weak [O II] λ3727 emission line (cf. Fig. 6b ), its EW is < 2.5Å and hence all three objects satisfy commonly used criteria to define E+A galaxies (e.g. Goto 2005) .
Note also the unusual spectrum of MGC26040 (Fig. 6c ). It has a very weak 4000Å break (D4000 = 1.28) and a blue, AGN-like (u − g) colour (cf. Section 3.2). It is also a radio and X-ray source, with detections in FIRST, NVSS and RASS. Based on these properties Schwope et al. (2000) and Anderson et al. (2003) independently classified MGC26040 as a probable BL Lac. This object also erroneously appears in the SDSS QSO catalogue of Schneider et al. (2003) . Erroneously because Schneider et al. required a spectrum to show at least one broad emission line for the object to be included in the catalogue, and stressed that BL Lac objects were not included. Indeed, the object has been excised from the most recent version of the SDSS QSO catalogue (Schneider et al. 2005) .
The spectra of 60 of our 65 MCs show nebular emission lines. The EUV photons that ionize the emitting gas may be provided by either hot massive stars from recent or ongoing star formation or by the non-thermal continuum of an active galactic nucleus (AGN) or both. In principle, the emission line spectrum is quite sensitive to the hardness of the ionizing radiation and hence emission line ratio diagrams are frequently used to distinguish between star-forming or H II region-like galaxies and narrow-lined (i.e. type 2) AGN, such as Seyfert 2 galaxies and low-ionization nuclear emission regions (LINERs). These line ratio diagnostics were pioneered by Baldwin, Phillips & Terlevich (1981) and further refined by Veilleux & Osterbrock (1987) .
To λλ6548,6584 doublet was constrained to have the same width and redshift and a flux ratio of 1:3. For two galaxies we were able to improve the fit by adding a weak broad component in Hα and Hβ while five galaxies required a weak broad component in Hα only, indicative of Seyfert 1.8 and 1.9 galaxies respectively. Hence we classify these seven objects as AGN and collectively refer to them as type 1.x AGN. Two example spectra are shown in Fig. 6(d) -(e).
In Fig. 7 we show the resulting line ratios for 44 of the 60 emission line MCs. The other 16 MCs are excluded from this plot because either their spectra do not cover Hα (11 cases) or at least one of the four lines could not be detected with reasonable S/N (4 cases). Finally, one object was excluded because both the Hα and [O III] λ5007 lines appeared to be saturated.
The dashed line in Fig. 7 is the empirical upper envelope of star-forming galaxies found by Kauffmann et al. (2003a) and the solid line shows the theoretical upper limit for the location of pure starbursting galaxies in this diagram derived by Kewley et al. (2001) . A number of galaxies lie between these lines and it is clear that it is not possible to perfectly separate star-forming galaxies from type 2 AGN. The reason is of course that nuclear activity and star-formation are not mutually exclusive phenomena and an object's emission lines may contain contributions from both. It is well known that star-formation may affect the line ratios not only of the lower luminosity LINERs (e.g. Ho et al. 1993 ) but also of the more powerful Seyfert 2s (e.g. Cid Fernandes et al. 2001 ).
Hence we follow Brinchmann et al. (2004) and divide our MCs into three groups: we label objects below the dashed line in Fig. 7 as star-forming galaxies (24 objects, green dots), those above the solid line as type 2 AGN (4 objects, red dots) and those inbetween as composites (9 objects, orange dots). In Fig. 6 (f)-(k) we show example type 2, composite and star-forming spectra.
We caution the reader that the above terminology is somewhat misleading because it suggests that all star-formation/AGN overlap is limited to the composite objects. That is not the case: we plot in Fig. 7 as red triangles the narrow components of the seven galaxies already identified as AGN by the presence of broad components. One of these objects lies below the Kauffmann et al. line, demonstrating that even objects labelled as 'star-forming' above may in fact contain an AGN (see also Simpson 2005) . Similarly, (Kauffmann et al. 2003a ) while the solid line gives the theoretical upper limit for starbursts (Kewley et al. 2001) . Accordingly, green dots mark star-forming galaxies, red dots denote type 2 AGN and orange dots show composites. Red triangles show the type 1.x AGN, using only their narrow line components. a significant fraction of bona fide Seyfert 2s are known to contain a young stellar population (e.g. Storchi-Bergmann et al. 2000) and Brinchmann et al. (2004) estimated that nearly 5 per cent of the total star formation rate density at z ∼ 0.1 occurs in the host galaxies of type 2 AGN.
In addition, two further caveats apply to our classifications based on our emission line measurements: (i) Our 2dF spectra (from 2dFGRS and MGCz) are not flux calibrated. However, since the members of each line pair are quite close in wavelength we do not expect the flux calibration to have a large impact on the line ratios. (ii) We do not account for the underlying stellar Balmer absorption. Neglecting this absorption pushes galaxies in Fig. 7 toward the AGN regime. To assess the severity of this problem we compare our line ratio measurements to those of Tremonti et al. (2004) who carefully modelled and subtracted the stellar continuum (including the Balmer absorption) before emission line fitting. Eight of our objects in Fig. 7 were also in Tremonti et al.'s sample, but six of the 16 line ratio measurements cannot be compared to ours because of our use of a broad component. For the rest we find that Tremonti et al.'s ratios are smaller than ours by less than 0.05 dex in five cases, by 0.07 dex in one case, and by ∼0.2 dex in four cases. From Fig. 7 we can see that a shift of the latter magnitude would change the classification of three of the type 2 objects and of most of the composites.
Of the 11 MCs whose spectra do not cover Hα we find that six show evidence of a broad component in Hβ and we add these six objects to the type 1.x AGN class. One further object (MGC21061) has an [O III]/Hβ ratio of 1.4, placing it firmly in the AGN regime of Fig. 7 irrespective of its unknown [N II]/Hα ratio. In fact this object shows broad Mg II emission and so we also classify it as a type 1.x AGN.
This leaves a total of nine emission line objects which we are unable to classify because at least one pair of emission lines is unavailable for various reasons. However, two of these objects appear to be almost exact superpositions of a small, faint galaxy and a foreground star, since they both show clear evidence of stellar absorption lines at z = 0 in addition to redshifted emission lines. Absolute magnitude using h 100 = 1, Ω M = 0.3, Ω Λ = 0.7. For the BL Lac and type 1.x objects we assume a power-law spectral shape and hence a K-correction of K(z) = −(α + 1) 2.5 log(1 + z), where α = −0.5. For all other objects we use the K-corrections of Driver et al. (2005, section 3 .2). b Physical half-light radius in units of h −1 kpc, where the observed apparent half-light radius, re, has been seeing-corrected using r 2 0 = r 2 e − 0.32 Γ 2 , Appendix A), where Γ is the seeing FWHM. A '-' indicates objects with re < 0.6 Γ. c Rest-frame colours using SDSS-DR1 PSF magnitudes for the BL Lac and type 1.x objects, and model magnitudes for all others. K-corrections as above. We summarise our line ratio measurements and classifications in columns 7-9 of Table 3. Finally we note that several of the MCs classified as AGN have been previously classified by other authors or have been detected in X-ray or radio surveys (see the last column of Table 3 ). These findings broadly support our AGN identifications.
Colours
In Fig. 8 we compare the MCs to the general MGC galaxy and QSO populations in the rest-frame (u−g)0-(g −z)0 colour-colour plane. In this comparison we use SDSS-DR1 PSF magnitudes for QSOs and for those MCs classified as type 1.x AGN or BL Lac, while we use model magnitudes for all other objects. For galaxies we also use the individual K-corrections derived by Driver et al. (2005) . However, these will be inappropriate for those MCs whose broad-band fluxes are likely to be strongly contaminated by an AGN continuum (the type 1.x and BL Lac objects). For these objects and for QSOs in general we use a crude K-correction assuming a power-law spectral shape with index α = −0.5 (Francis 1993) . This correction does not account for the effects of broad emission lines which can contribute substantially to the flux in a given band. In fact, when considering colours this procedure is of course equivalent to applying no K-correction at all. The MCs' rest-frame colours are listed in columns 5 and 6 of Table 3 .
The galaxy distribution in Fig. 8 (small grey points) shows the well-known division between a red (≈ early-type) and a blue (≈ late-type) population (e.g. Baldry et al. 2004) , while the QSOs (crosses) exhibit their characteristic UV excess. We note that low-z QSOs (red crosses) are somewhat redder in (g − z)0 than the bulk of QSOs at higher redshifts (cyan crosses) due to Hα falling in the z-band and, presumably, contamination from the host galaxies (see also Richards et al. 2001) .
The redshift range of the low-z QSOs was chosen to coincide with that of the type 1.x AGN (i.e. 0.2 < z < 0.46) and indeed we find that their colours are matched by the BL Lac (blue square) and by 12 out of 14 of our type 1.x AGN (red triangles). This indicates that the broad-band UV-visual fluxes of these MCs are indeed dominated by an AGN continuum and not by starlight, supporting our identification of these objects as AGN based on their emission lines.
One type 1.x (MGC35898) is somewhat bluer in (g − z)0 than the rest, which is probably due to vigorous star-formation activity which is indicated by strong, narrow high order Balmer line emission (cf. Fig. 6e ). In contrast, the 14th type 1.x (MGC03855) is significantly redder in both colours. However, it is both an X-ray and radio source and so its identification as an AGN is reasonably secure. This object may well be reddened by dust in the host galaxy (Richards et al. 2003) .
In contrast to type 1.x objects, the AGN contribution to the continua of type 2 objects is extremely small (Kauffmann et al. 2003a ), even in their nuclear regions (Schmitt, Storchi-Bergmann & Fernandes 1999) , and hence their broad-band colours are expected to be dominated by their host galaxies. Indeed, the colours of our four type 2 objects (red dots) are quite different from those of the QSOs but are consistent with normal galaxies.
In a broad-brush sense the properties of the host galaxies of type 2 AGN are known to depend on the AGN's [O III] λ5007 luminosity (Kauffmann et al. 2003a) . For example, the mean stellar ages (as measured by D4000 and the Hδ EW) of the hosts of lowluminosity AGN are similar to those of normal early-type galax- Table 3 . 'abs.l.' and 'em.l.' refer to absorption and emission line objects without further classification. 'low-z QSOs' refers to QSOs in the same redshift range as type 1.x AGN, i.e. 0.2 < z < 0.46. Star/galaxy superpositions are shown with and without K-corrections (open and solid brown squares respectively). We use SDSS-DR1 PSF magnitudes for QSOs, type 1.x AGN and the BL Lac, and model magnitudes for all other objects. The dashed lines show the (observed-frame) 'stellar locus' defined in Fig. 3. ies, while high-luminosity AGN reside in hosts with younger stellar populations, similar to those of normal late-type galaxies. This would explain why we observe both red and blue type 2 objects. To check whether our objects are consistent with the above trend we need to measure their [O III] luminosities. Unfortunately, only the red object's spectrum (MGC32111) is flux calibrated: it turns out to be of intermediate luminosity (L[O III] = 10 7.74 L⊙) which is however low enough for the D4000 and Hδ EW distributions of type 2s (cf. fig. 12 of Kauffmann et al.) to still overlap comfortably with the ranges typical for normal early-type galaxies (D4000 > 1.7 and Hδ EW < 1Å). The strength of our object's 4000Å break (D4000 = 1.7) does indeed fall in this overlap region and indicates the presence of an old stellar population, but its Hδ EW (= 1.9Å) is somewhat too high for normal early-types. In fact, MGC32111 is displaced from Kauffmann et al.'s (2003b) well-defined D4000-Hδ relation. This occurs frequently for type 2s and may be interpreted as a sign of a significant burst of star-formation in the past two Gyr (Kauffmann et al. 2003a ).
An old, evolved stellar population together with a significant, truncated two-Gyr-old starburst has also been invoked by Balogh et al. (2005) to explain the (r − K) and (u − g) colours of E+A galaxies, and so it is perhaps not surprising that MGC32111 and our three E+As (blue dots) are found in a similar region of Fig. 8 . In this scenario a galaxy in the red locus in Fig. 8 is moved down and to the left onto the blue sequence by a burst of starformation. After the burst's truncation the galaxy's UV-blue colour reddens again quite rapidly while redder colours evolve much more slowly, leaving the galaxy below the red locus in Fig. 8 . We note that our E+As' (u − g) colours are indeed identical to those found by Balogh et al. (2005) .
The only MC that is a normal absorption line galaxy (blue triangle, cf. Fig. 6a ) lies among the general red galaxy population as expected. The MCs identified as star-forming (green dots) or composite (orange dots) in the previous Section occupy the blue half of the general blue galaxy sequence. The star-forming MCs extend to its very blue tip. The three objects furthest along the sequence all show higher order Balmer lines (e.g. MGC35989, see Fig. 6k ), indicative of strong star-formation activity.
Notice the odd locations in Fig. 8 of the two likely star/galaxy superpositions (open brown squares). These are not too surprising: if the broad-band fluxes of these objects are dominated by the stars rather than the galaxies then their K-corrections are meaningless. Indeed, the objects' observed-frame colours (solid brown squares) place them squarely in the centre of the stellar locus (dashed lines, cf. also Fig. 3) .
The unclassified emission line objects (brown dots) mostly lie along the general blue sequence. The reddest three objects are also those with the weakest emission lines while the object near the tip of the blue sequence (MGC34325) again shows high order Balmer lines. However, we have re-plotted Fig. 8 using PSF magnitudes and QSO K-corrections for the unclassified objects to see whether any would lie among the low-z QSOs. This was indeed the case for MGC34325 and so this object could also be a type 1.x AGN. Finally, the object at (g − z)0 = −0.5 is the one with saturated Hα and [O III] λ5007. It also shows very strong high order Balmer lines and may hence be undergoing an extreme starbursting phase.
Redshifts, luminosities and sizes
In Fig. 9 we show the distribution of the MCs in the absolute magnitude-redshift plane, along with the rest of the MGC galaxy population. To calculate the absolute magnitudes we use the same K-corrections as in the previous Section and we list the MCs' redshifts and magnitudes in columns 2 and 3 of Table 3 .
The MCs appear to be segregated in the MB-z plane according to their type: star-forming and composite objects mostly lie along the faint magnitude limit at low redshifts, while the type 1.x AGN all lie at z > 0.2 and correspondingly brighter magnitudes. In fact, the only other MCs at z > 0.2 are the BL Lac, the star/galaxy superpositions and two unidentified emission line objects. One of these lies at z ≈ 0.2 and the other is MGC34325 (at z = 0.46) which was already suspected of being a type 1.x in the previous Section. Assuming that MGC34325 is indeed a type 1.x, we find that all MCs whose continua are not dominated by starlight lie at z > 0.2 and MB < −19.3 mag, while the 'real' galaxies among the MCs all lie at z < 0.22 and MB > −20.3 mag, so that there is almost no overlap between the two groups. In particular, this produces a pronounced bimodality in the MCs' magnitude distribution. From now on we will generically refer to these two groups as 'real' and 'AGN-dominated' MCs (47 and 18 objects respectively, where the latter group also contains the star/galaxy superpositions).
So why are 'real' and 'AGN-dominated' MCs distributed so differently? And why are both groups distributed differently from the general MGC galaxy population?
For the 'AGN-dominated' MCs two obvious explanations come to mind. (i) It is well-known that the frequency of nuclear activity decreases with decreasing redshift (e.g. Croom et al. 2004) . This is also seen in the MGC where the density of QSOs falls off rapidly towards lower z. (ii) The frequency of nuclear activity might also decrease with luminosity or size. In this case the hosts of the low-z counterparts of our type 1.x would probably be resolved and so they would not be selected as MCs. To test this explana- tion we would have to fit the emission lines of all resolved MGC galaxies. However, from Fig. 8 it is already clear that only very few resolved galaxies with QSO-like colours exist.
To understand the distribution of the 'real' MCs it is helpful to consider their magnitude and size selection limits simultaneously. In Fig. 10 we show the 'real' MCs along with the rest of the MGC in the physical size-absolute magnitude plane. To be able to compare the sizes with each other, especially in the case of small galaxies, we have applied the seeing correction of Driver et al. (2005) . The MCs' sizes are listed in column 4 of Table 3 .
First of all we notice the luminosity-size relation of galaxies: fainter galaxies tend to be smaller than brighter ones. This already explains why in Fig. 9 the 'real' MCs are mostly found near the faint magnitude limit: at a given redshift, the smallest galaxies are also the faintest. However, this should be true at all redshifts and so this relation by itself does not explain why 'real' MCs are preferentially found at lower z.
The polygon in Fig. 10 encloses the observable parameter space for galaxies at z = 0.08. It is determined by the MGC's apparent magnitude, size and low SB limits. These selection limits will be discussed further in Section 4 (see Fig. 11 and accompanying text). The minimum size limit, rmin, is of particular interest here because MCs are expected to have apparent sizes re rmin. The three curved diagonal lines in Fig. 10 show how the top part of the polygon moves as a function of redshift. Essentially, they show the locations of galaxies with re = rmin and BMGC = 13, 18 and 20 mag respectively (top left to bottom right). We shall refer to the last of these as the 'small faint line' (SFL). Evidently, galaxies below the SFL cannot possibly have sizes smaller than rmin, no matter what their redshifts are.
The point of this plot is that the slope of the SFL is different Figure 10 . Seeing-corrected physical size vs. absolute magnitude for 'real' MCs and the general MGC galaxy population as indicated. The large, light and dark grey dots refer only to galaxies in the range 18 < BMGC < 20 mag. The polygon shows the various selection limits at z = 0.08: the MGC's apparent magnitude limits, the minimum and maximum size limits as well as the low SB limit. The vertical dashed line shows the bright limit of the MCs as in Fig. 9 . The diagonal lines show how the top part of the polygon moves as a function of z. The exact locations of the polygon and the lines depend on the assumed K-correction and seeing. Here we have used median values for both.
from the slope of the luminosity-size relation of the galaxies. The SFL actually curves away from the galaxy locus at brighter magnitudes and hence does not equally cut into the galaxy population at all luminosities. In fact, at the highest luminosities there is an almost empty region between the galaxy locus and the SFL and we must conclude that galaxies are very rare in this part of parameter space. To make this point clearer we highlight in Fig. 10 galaxies at z ≈ 0.08 and z ≈ 0.18 by large light and dark grey points respectively. For clarity we only show objects with 18 < BMGC < 20 mag. The low-z population reaches all the way to rmin and so it is not surprising to find galaxies smaller than rmin (and hence 'real' MCs) at z ≈ 0.08. In contrast, the high-z population does not quite reach to the SFL and hence cannot reach to rmin, implying that galaxies do not exist beyond this limit either (unless the size distribution is bimodal). Put simply, the distribution of the MCs in Figs. 9 and 10 is explained by the fact that the MGC's minimum size limit only affects faint galaxies and that the MGC is already complete at high luminosities.
Implications
In the previous Sections we have seen that the spectra, colours, magnitudes and redshifts of 18 of our 65 MCs indicate that their broad-band fluxes are not dominated by starlight. In the context of deriving a luminosity function these objects must be considered a contamination. In addition, having found them among the MCs raises the possibility that the non-misclassified compact galaxies are similarly contaminated. If erroneously included in the analysis these 'AGN-dominated' galaxies could significantly bias our LF estimates.
We have therefore subjected all non-MC galaxies with re < rmin + 0.1 arcsec to an analysis of their emission lines and colours along the lines of Sections 3.1 and 3.2. There are 192 such galaxies but we have found only two type 1.x objects among them. Hence the high fraction of 'AGN-dominated' objects among the MCs must be due to the colour selection of morphologically stellar targets. In any case, from now on we will exclude all 20 'AGN-dominated' compact galaxies from all further analysis.
MGC INCOMPLETENESS AT HIGH SB
In order to quantify the MGC's incompleteness due to the misclassification of compact galaxies as stars we will now restrict ourselves to the complete dataset from the 1.14 deg 2 all-object region described in Section 2.2.1. 446 of the 1552 objects in this region are confirmed galaxies (cf. Table 1 ). Of these, two objects are MCs, i.e. they had originally been misclassified as stars. (The third MC in this region is 'AGN-dominated' and will not be considered here.)
The goal of this Section is now to use the MCs in the all-object region to answer the following two questions: (i) How reliable is the MGC's high SB selection limit (as determined by Driver et al. 2005) , not just in the all-object region but for the survey as a whole? (ii) How many galaxies beyond this limit were missed by the MGC? In other words we wish to determine the MGC's incompleteness due to misclassification as a function of SB (or size, see below). Since the number of misclassified galaxies must depend to some extent on seeing, this task is complicated, at least in principle, by the fact that the typical seeing of the all-object region is different from that of the MGC as a whole. Although the difference is only 10 per cent we have no way of knowing a priori whether it is important or not.
We begin by recalling that the MGC's high SB limit is in fact a minimum size limit (see Appendix A of Driver et al. 2005) . We use the half-light radius, re (in arcsec), as our size measure, which is defined as the semi-major axis of the ellipse containing half of the object's total flux (as measured by SEXTRACTOR's BEST magnitude). In Fig. 11(a) we show the distribution of objects from the all-object region in the re-BMGC plane. The grey shaded areas show the various selection limits: the imposed bright and faint magnitude limits of 16 and 20 mag respectively (see Section 2.2.1), the limiting SB and the maximum and minimum size limits. We determined the latter three limits by simulating galaxies over the whole re-BMGC plane using the image characteristics of the real MGC data, and extracting the objects in the same manner as the real data (see Appendix A of Driver et al. 2005 ). Here we are only concerned with the minimum size limit, rmin.
Driver et al. (2005) defined rmin as the minimum re at which a galaxy can still be reliably distinguished from stars. To derive rmin they reasoned as follows: the ability to distinguish a galaxy from stars depends primarily not on the absolute value of the galaxy's re but rather on the distance of the galaxy to the stellar locus in re-space, where the scale of that distance is set by the width of the stellar re distribution. Obviously, the observed re values of stars and small galaxies are affected by seeing, and hence rmin must be a function of seeing. Driver et al. observed that for the MGC the median re value of stars is given by 0.6 Γ, where Γ is the seeing FWHM, and that the width of the stellar re distribution is independent of seeing. These simple considerations imply rmin = 0.6 Γ + ∆, and using the simulations they determined Figure 11 . (a) Distribution of objects from the all-object region in the observed half-light radius-magnitude plane. Stars and QSOs are marked by small black points, galaxies by green open circles and misclassified compact galaxies by large solid red dots. Grey shaded areas show the observational selection limits discussed in the text. The seeing dependence of the minimum size limit is indicated by different levels of grey shading. We note in passing that the low SB and maximum size limits are not the absolute detection limits but rather the limits to which accurate photometry is possible. The slight increase of the stars' re at the brightest magnitudes is due to the onset of flooding. (b) Same as (a) but replacing re with ρ = re − 0.6 Γ, i.e. the difference between an object's re and the median re of stars observed in the same seeing. ∆ = 0.31 arcsec. The seeing dependence of rmin is represented in Fig. 11(a) by using different levels of grey shading for the best, median and worst seeing encountered in the all-object region.
The above also implies that ρ = re −0.6 Γ is a useful measure of an object's similarity to stars. In Fig. 11(b) we plot the distribution of galaxies and stars in the ρ-BMGC plane. The transformation re → ρ removes the seeing dependence of the stellar locus [cf. panel (a)], aligning all stars around ρ = 0 while preserving the width of the stellar re distribution. The minimum size limit is now simply given by ρmin = 0.31 arcsec and is also seeing independent. Note however that for a galaxy ρ is not seeing independent. While a galaxy moves downwards in Fig. 11(a) when observed under worse seeing conditions, it moves upwards in panel (b).
From Fig. 11(b) we can see that the two MCs lie near ρmin and other galaxies, which were correctly identified as such, exist at similar ρ values, indicating that the probability of misclassifying such galaxies is not 1. Both MCs lie beyond the minimum size limit, resulting in 100 per cent completeness within the selection limits, while the completeness at ρ < ρmin is ∼50 per cent (two out of the four galaxies in this range were misclassified).
We would now like to estimate the probability of misclassifying a galaxy and the resulting incompleteness for the full MGC more quantitatively. First, we define some notation. In the following Ng and NMC denote the numbers of galaxies that were actually identified as such and of those that were misclassified as stars respectively. Hence the true number of galaxies is given by NG = NMC +Ng. The superscripts 'AO' and 'MGC' refer to objects in the all-object region and in the full survey region respectively. Now consider the binomial probability, pg, that a galaxy is morphologically misclassified as a star from the imaging data by the procedure described in Section 2.1. It follows from the discussion of the minimum size limit above that pg should only be a function of ρ and that pg(ρ) is the same for any observation. The number of galaxies that are actually misclassified in a given observation is then determined by the distribution of galaxies in ρ, nG(ρ), which in turn depends on the seeing. We would like to estimate the number of misclassified galaxies in the MGC with ρ larger than some ρ lim :
where we need to measure pg(ρ) from the all-object region. Ideally, we would estimate it as
in small bins of ρ. However, from Fig. 11(b) it is clear that the interesting region of ρ near ρmin is not populated densely enough to do this. We adopt two approaches to deal with this.
Parameterising pg(ρ)
In the following we will assume a functional form for pg(ρ) and use the data to constrain the model's parameter(s). Which functional form to use? Clearly, pg(ρ) should rise monotonically from 0 at ρ ≫ ρmin to 1 at ρ 0. Furthermore, given the paucity of data, the model should have at most two parameters. In general, these two parameters will characterise in some sense the 'position' and steepness of pg(ρ). Constructing a one-parameter model will require fixing one of these at some a priori value. The only choice that is not completely arbitrary seems to be pg(0) = 1.
Using these general considerations as a guideline we now choose the following four models: 
We have chosen three different one-parameter models in order to be able to test the sensitivity of the results to the precise functional form. In each case the free parameter (c, σ, ω) controls the steepness with which pg declines to 0. In contrast we have chosen only one two-parameter model (the error function) because, as we shall see below, such models are already over-fitting the sparse data. We now fit these models to the data from the all-object region using maximum likelihood. The likelihood function is given by
where the first product runs over all MCs and the second product over all other galaxies in the all-object region. Maximising this function with respect to the model parameters yields the results shown in panels (a)-(b) of Fig. 12 , where the grey-shaded regions indicate 90 per cent confidence ranges. Due to its additional free parameter the erf model behaves quite differently from the other models. It rises quite steeply just below ρmin to accommodate the observed misclassified fraction of ∼50 per cent in this region (cf. Fig. 11b ) and predicts that essentially all galaxies with ρ 0.18 arcsec should be misclassified. The other three models exhibit a more gentle rise, with the cosine and gaussian models resulting in very similar pg curves. The smallness of the errors on pg for small and large ρ values is of course a consequence of having assumed a specific functional form.
We now estimate the number of misclassified galaxies in the full MGC as
and define the incompleteness of galaxies with ρ > ρ lim due to misclassification as Fig. 12 . Recall that according to the erf model essentially all galaxies with ρ 0.18 arcsec should have been misclassified as stars. However, from Fig. 12(c) we can see that a few galaxies with ρ < 0.18 arcsec were in fact identified in the full survey. This causes the erf model to predict an infinite number of misclassified galaxies. This unrealistic result is of course due to the paucity of data in the all-object region compared to the number of free parameters of the erf model, which is also reflected by the large error on p erf g shown in in Fig. 12(b) . We will not consider this model any further.
Note also that the few observed galaxies at small ρ values also justify our choice of pg(0) = 1 for the one-parameter models. Moving the pg = 1 point to a larger ρ value would have caused the same problem as above.
The incompleteness resulting from the linear, gaussian and cosine models is shown in panel (d) of Fig. 12 . For a given model we can now read off the numbers that were the goal of this Section: (i) the incompleteness of galaxies within the selection limit, i.e. at ρ lim = ρmin where the MGC was assumed to be complete by Driver et al. (2005) and (ii) the MGC's overall incompleteness. We summarise these values in columns 2 and 4 of Table 4 respectively. Figure 12. (a) Best fit models of the binomial probability of misclassifying a galaxy as a function of ρ = re − 0.6 Γ, using the linear, gaussian and cosine models of equations (3)- (5) as indicated. The fits are obtained from the observed abundance of MCs in the all-object region, where we can be certain that all galaxies have been identified. The grey shaded area shows the 90 per cent confidence range for the gaussian model. (b) Same as (a) for the erf model of equation (6). (c) Number of observed galaxies (i.e. those that were originally identified as such) in the full MGC survey region with ρ > ρ lim . (d) Estimates of the incompleteness of galaxies with ρ > ρ lim due to their misclassification as stars based on the binomial probabilities in panel (a) and the number of galaxies in panel (c). The thin red line is the incompleteness derived from all known ('real') MCs in the full MGC survey region. Since this sample is incomplete (cf. Section 2.2.2), this line is a strict lower limit to the true incompleteness. The grey shaded area shows the 90 per cent confidence range for the gaussian model and the vertical dashed line marks the minimum size limit for the reliable detection of galaxies adopted by Driver et al. (2005) .
We also show in column 6 the incompleteness of galaxies beyond the selection limit.
From Fig. 12(d) we can see that the differences between the three models are smaller than the random errors (shown only for the gaussian model by the grey shaded area). Hence, given the size of the errors, the results do not depend sensitively on the precise shape of the assumed functional form of pg.
Nevertheless, the incompleteness estimate provided by the linear model is somewhat lower than that of the other two models and may in fact be too low. In Fig. 12(d) we plot as a thin red line the incompleteness derived from all known 'real' MCs in the MGC (47 in total), i.e. those in the all-object region as well as those discovered through our additional spectroscopy of stellar objects described in Section 2.2.2. Since this sample is itself incomplete, the incompleteness derived from it must be considered a strict lower limit to the true incompleteness. The estimate from the linear model traces this limit almost exactly. The cosine model, which gives the highest incompleteness estimates, is most consistent with the lower boundary. We summarise the lower limit on the incompleteness in the last line of Table 4 .
Note the tail of MCs at large ρ values identified in the additional data. There are a total of 10 MCs with ρ > ρmin, however the tail consists mostly of six objects at ρ > 0.45 arcsec. Their large ρ values are due to re measurement errors caused by slightly Table 4 . Estimates of the MGC's incompleteness due to misclassification of galaxies as stars (16 BMGC < 20 mag). erroneous SEXTRACTOR object ellipses which in turn are due to nearby bright objects in four of the six cases. The one-parameter models are not equipped to handle a non-zero tail of objects at large ρ. The gaussian is best suited, but even for this model the incompleteness derived from these objects eventually exceeds even the upper end of the 90 per cent confidence range. This highlights that the derived errors on the incompleteness estimates do not include the shortcomings of the chosen models. In columns 3, 5 and 7 of Table 4 we list the MGC's remaining incompleteness, Rg(ρ lim ), after accounting for those MCs that have already been discovered. Specifically, Rg is calculated by applying equation (9) after having subtracted the known 'real' MCs from the number of MCs predicted from the all-object region (N MGC MC ) in the numerator. If the number of known MCs exceeds the predicted number (see discussion above) we only list an upper limit.
Assuming ΓAO = ΓMGC
Recall that the formalism of the previous Section was necessary because of the different seeing in the all-object region and the MGC as a whole. In this Section we will simply ignore this difference. Since in fact ΓAO < ΓMGC, this assumption introduces a bias towards lower incompleteness.
Ignoring the seeing difference means that we can assume that the ρ distribution of galaxies in the all-object region is the same as in the full MGC (apart from the normalisation):
where N = ∞ −∞ n(ρ) dρ. Substituting into equations (2) and (1) we find for the number of misclassified galaxies in the full MGC:
i.e. we simply scale the number of MCs in the all-object region by the ratio of the total numbers of galaxies in the full MGC and the all-object region. For simplicity and so that we do not have to make any reference to objects with ρ < ρ lim we prefer to replace this ratio with
which is valid under the assumption of having the same seeing in the all-object region and in the full MGC. In analogy to equation (2) we now define the 'cumulative' binomial probability as
and we rewrite equation (11) as
analogous to equation (8).
Given the assumption ΓAO = ΓMGC we can consider several other ways of estimating N MGC MC : First, instead of scaling the number of MCs by the total number of galaxies as in equation (11), we can simply scale by the observed areas on the sky, A, thus making no reference to any objects other than the MCs:
Next, from an a posteriori point of view it is interesting to ask: given an object morphologically classified as stellar, what is the binomial probability,ps, that it is actually a galaxy? We now havẽ
and
where Ns is the number of objects morphologically classified as stellar. This includes stars, QSOs and MCs. Note that the process of testing whether a morphologically stellar object is in fact a galaxy is not really a binomial process because the outcome is pre-determined. In fact, compared to the previous two estimates of this Section we expect equation (16) to result in a higher incompleteness because the average stellar density in the full survey is higher than in the all-object region (due to different mean Galactic latitudes, cf. fig. 11 of Liske et al. 2003) . s' refer to objects originally classified as galaxies and stars, while 'v' denotes that subset of 's' which was classified by eye. (e) Estimates of the incompleteness of galaxies with ρ > ρ lim due to their misclassification as stars based on the probabilities in panels (a)-(c) (which were derived from the all-object region) and the numbers of objects in panel (d) as indicated. The thin red line is the incompleteness derived from all known ('real') MCs in the full MGC survey region, and gives a lower limit on the true incompleteness. The grey shaded areas show 90 per cent confidence ranges and the vertical dashed line marks the minimum size limit adopted by Driver et al. (2005) .
Finally, we note that both of the MCs in the all-object region have stellaricity < 0.98 (cf. Fig. 4 ) and therefore their original classification as stars was the result of visual inspection (see Section 2.1). Hence we can gain yet another estimate of the incompleteness by substituting Ns above with the respective number of stellar objects classified as such by visual inspection, Nv. However, we must expect this estimate to return an even higher incompleteness than the previous one because it suffers an additional bias: the fraction of stars classified visually is higher in the full survey than in the all-object region because of the worse seeing.
In Fig. 13 we show the above cumulative probabilities derived from the all-object region (panels a-c), the appropriate numbers of objects in the full survey region (d) and the resulting incompleteness estimates (e). The latter are summarised in Table 4 .
Given the errors, the derived Ig values of this Section are reasonably consistent with each other. This implies that the effects of the differences in the stellar density and visually classified fraction between the all-object region and the full MGC are not dramatic. Nevertheless, they are detectable, and we have Ig < I s g < I v g as expected. We also find that Ig is smaller than the incompleteness estimates from the previous Section and we attribute this to the seeing difference between the all-object region and the full MGC. However, compared to the size of the random errors the systematic shift is again small.
Note that both MCs in the all-object region have ρ < ρmin.
Therefore the all-object region predicts Ig(ρ lim = ρmin) = 0 which is of course below the lower limit set by the sample of already known MCs in the full MGC (again shown as a thin red line in Fig. 13e ). Hence, in Table 4 we only list upper limits for the residual incompleteness Rg at ρmin. A major difference between Figs. 13(e) and 12(d) is the size of the errors for large ρ lim . The error of, say, Ig(0.6) in Fig. 13(e) is simply set by the observation that none out of N MGC G (0.6) galaxies in the all-object region had been misclassified, while the smallness of the error on I gaus g (0.6) in Fig. 12(d) is due to the additional assumption of a specific function for pg.
Even though Ig(ρ lim ) should be a monotonic function, I s g in Fig. 13 (e) exhibits a small decline from ρ lim ≈ 0.12 to 0 arcsec. This reflects a small misalignment between the stellar ρ distributions, ns(ρ), in the all-object region and the full survey. In any case, since the fluctuation is much smaller than the errors, it has little effect on the result.
Correcting the MC sample for incompleteness
In the bottom panels of Figs. 12 and 13 we have compared the various Ig estimates predicted from the complete sample of MCs in the all-object region with the lower limit on Ig derived from the incomplete sample of all known 'real' MCs in the full MGC. Almost all of the estimates are within a factor of 2 of the lower limit, suggesting that our additional observations of stellar objects have probed at least part of that region of observational parameter space in which MCs exist.
As a cross-check we will now apply a rudimentary correction to the number of MCs discovered outside of the all-object region (see Section 2.2.2) to see whether we recover a similar overall incompleteness as in the previous Sections. We perform the correction by dividing the four-dimensional parameter space spanned by BMGC, (u − g), (g − z) and SDSS-DR1 morphological classification into five separate regions. We then determine the spectroscopic incompleteness of stellar objects in each of these regions and apply this factor to the number of MCs discovered in them, implicitly assuming that each region was sampled homogeneously. Since MGCz contributed most of the spectra in the 'additional' sample, we follow the MGCz target selection described in Section 2.2.2 in defining the above regions. The result of applying this correction is that the MGC's overall incompleteness is 0.61 per cent, in reasonable agreement with the models of Section 4.1 (cf. column 4 of Table 4 ). The 95 per cent confidence upper limit on this number is 1.74 per cent but there is an unknown additional uncertainty due to our use of an approximate selection function. Hence the estimate above is much less reliable than those of the previous Sections and we do not quote any upper limits in Table 4 .
LUMINOSITY FUNCTION AND DENSITY INCLUDING COMPACT GALAXIES
In the previous Section we have seen that the standard MGC galaxy catalogue is missing up to 64 per cent of galaxies with re < rmin. However, since this translates to only 2 per cent of all galaxies (cf. columns 6 and 4 of Table 4 , gaussian model) one might be tempted to conclude that MCs and other compact galaxies are entirely negligible with respect to the galaxy population as a whole. However, since the raw number of non-compact galaxies is dominated by luminous objects and since compact galaxies are preferentially faint (cf. right panel of Fig. 9 ), the above impression may be misleading.
Clearly, we need to consider the issue as a function of luminosity before we can reach a final conclusion regarding the relevance of compact galaxies and their misclassification. The goal of this Section is therefore to evaluate the contribution of compact galaxies to the local galaxy LF. In the following we construct LFs using a variant of the bivariate step-wise maximum likelihood (SWML) method of Driver et al. (2005) . We impose the same apparent magnitude, low-SB and redshift limits: 13 < BMGC < 20 mag, re < 15 arcsec, µ eff < 25.25 mag arcsec −2 and 0.013 < z < 0.18, but we do not impose a minimum size limit. In our context of compact galaxies we can hence regard this method as being equivalent to a standard monovariate SWML analysis (Efstathiou, Ellis & Peterson 1988) , where all SB selection effects are ignored. The only difference is that we are in fact accounting for the MGC's low-SB limits.
The application of the above limits leaves us with 7803 nonmisclassified galaxies. To convert apparent to absolute magnitudes we use the Driver et al. global evolutionary correction and individual K-corrections, where the former is given by E(z) = −0.75 × 2.5 log(1 + z).
We begin now by first constructing the LF of non-compact galaxies only, i.e. we exclude all MCs as well as all nonmisclassified galaxies with re < rmin from the sample. This is the sample that would result from a severe high-SB selection effect (in the sense that every galaxy below rmin is missed) and its LF will obviously be an under-estimate of the true LF. In the following we will refer to this as the non-compact LF (NCLF). In Fig. 14 Next we add in the non-misclassified compact galaxies with re < rmin (CGs), which somewhat raises the LF at the faint end as expected (blue open squares). However, we know that these CGs are ∼50 per cent incomplete, and so we are still under-estimating the true LF. This is the LF one obtains from the MGC data if the issue of high-SB selection effects is simply ignored.
The brown open circles in Fig. 14 show the result of also adding in the known 'real' MCs. Since not all MCs were actually discovered, this sample is still incomplete and we are still underestimating the true LF.
Finally, we derive a LF estimate using an incompleteness correction: in Section 4.1 we postulated that the classification of galaxies is a random process, where the binomial probability of misclassifying a galaxy as a star, pg, depends only on the galaxy's ρ = re − 0.6 Γ. Hence we can recover the total number of galaxies by simply weighting each non-misclassified galaxy by [1 − pg(ρ)] −1 . The result is shown as red solid dots in Fig. 14 where we have used the gaussian estimate of pg (cf. Section 4.1). Using the cosine or linear estimates instead results in the LFs marked by the upper and lower ends of the light red vertical boxes respectively. The errorbars protruding from these boxes show the uncertainties due to the 90 percentile errors on the cosine and linear model parameters.
We list the parameters of the best fitting Schechter functions of the above LFs in Table 5 .
For comparison we also plot in Fig. 14 as green open triangles the MGC LF as derived by using the fully bivariate SWML method of Driver et al. (2005) , including the minimum size limit. In this case we are using the same sample as for the NCLF, i.e. the MCs and CGs are excluded, but now the rmin selection limit is properly . The grey shaded area shows a ±1σ range around the RSF that is typical of the Schechter function fits of the various LFs. The LFs are derived using an essentially standard SWML method, except the one labelled 'BSWML' where we use the full bivariate method of Driver et al. (2005) . 'CGs' refers to non-misclassified compact galaxies. The errors on the NCLF are poissonian only. The errors on the incompleteness corrected LF reflect the uncertainties due to the choice of the incompleteness model (boxes) and the models' parameters (errorbars). The black dotted and red dashed lines show the best fit Schechter function for the NCLF and the incompleteness corrected LF respectively. Some data points are offset horizontally for clarity.
taken into account in the SWML analysis by appropriately reducing each galaxy's observable parameter space in the luminosity-SB plane. This is equivalent to reducing the volume over which a galaxy could have been observed, and hence the resulting LF is somewhat higher than in the standard NCLF case.
Examining Fig. 14 we first of all notice that measurable differences between the various LF estimates are confined to the regime MB −18 mag. As mentioned above, this is due to the combined effect of rmin and the luminosity-size relation of galaxies as discussed in connection with Fig. 10 .
Secondly, comparing the red dots to the blue open squares, it seems that the incompleteness of compact galaxies due to misclassification does not affect the LF significantly: for almost all points the differences are smaller than the 1σ poisson error. In this sense even the effect of the total compact galaxy population is only marginally significant (comparing the red dots with the black squares). However, the impact of the compact galaxies is obviously systematic and hence more significant when considering the faint end of the LF as a whole: the overall effect of the compact galaxies is to steepen the faint-end slope α by 0.05, which is a 2.5σ effect (cf . Table 5 ), while the misclassified galaxies alone steepen α by 0.03, which is still marginally significant. The steepening increases to 0.05 if we use the upper end of the 90 percentile confidence range on p gaus g (ρ), and to 0.06 if we use the most extreme incompleteness correction (cf. last line of Table 5 ).
To further illustrate this point, we directly compare the LFs of compact and non-compact galaxies in absolute terms in Fig. 15 . Although there are ∼2 orders of magnitude fewer compact galaxies than non-compact ones at bright magnitudes, they make up ∼10 per cent of all galaxies in the range −17 < MB < −14 mag, and the misclassified galaxies alone contribute ∼6 per cent in this range.
Finally, comparing the incompleteness corrected LF to the fully bivariate SWML estimate in Fig. 14 (green triangles) we find that the two agree very well for almost all points. Put simply, the first method corrects for missing objects while the second method corrects for missing parameter space (or volume), and it is reassuring that the two methods yield the same result with no obvious systematic bias.
Since the luminosity density, j, is dominated by the bright end of the LF it is only marginally affected by the compact galaxies. For a given LF we calculate the luminosity density from the parameters of the best fit Schechter function as j = φ * L * B MGC Γ(α + 2). From the last column of Table 5 we can see that the inclusion of compact galaxies increases j by 3.5 per cent, while the misclassified galaxies alone are responsible for an increase of only 2 per cent.
CONCLUSIONS
We have explored the very high surface brightness (SB) regime of the Millennium Galaxy Catalogue (MGC) to assess the impact of compact galaxies on the field galaxy luminosity function (LF) in the local (z ≈ 0.1) Universe. We have observationally defined 'compact galaxies' as objects whose half light-radii are so small that they cannot reliably be distinguished from stars in the MGC using SEXTRACTOR and/or visual examination (i.e. re 1 arcsec).
We have studied the incompleteness of the standard MGC galaxy catalogue (BMGC < 20 mag) due to the misclassification of compact galaxies as stars using the 1.14 deg 2 all-object subregion of the MGC, where we have spectroscopically identified all galaxies in the range 16 < BMGC < 20 mag. We find:
1. Within the MGC's minimum size limit (as derived by Driver et al. 2005) only 0.15 per cent of galaxies are missed due to their compactness, with a 95 per cent upper limit of 0.66 per cent. Hence we verify Driver et al.'s assumption that the MGC is complete within its minimum size limit.
2. Beyond the minimum size limit ∼50 per cent of galaxies are misclassified as stars.
3. However, with respect to the total galaxy population this translates to an incompleteness of only 1.05 per cent of all galaxies, with a 95 per cent upper limit of 2.31 per cent.
Our incompleteness is a factor of 2.6 lower than the (2.8 ± 1.6) per cent found by Drinkwater et al. (1999) for galaxies with 16.5 bJ 19.7 mag in the Fornax Cluster Spectroscopic Survey (FCSS). This is presumably due to the higher resolution of the MGC compared to the UK Schmidt photographic data from which the FCSS was selected. The null-result of Morton et al. (1985) on the other hand can be explained by their small survey area of 0.31 deg 2 . The incompleteness values above ignore the fact that a total of 47 misclassified compact galaxies (MCs) have already been discovered through additional spectroscopy of morphologically stellar objects. Accounting for these objects reduces the overall incompleteness to just 0.58 per cent.
Using this extended, albeit incomplete sample of 47 objects we have studied the nature of the MCs. Over 90 per cent of them are emission line galaxies (similar to the fraction of Drinkwater et al. 1999 ), but we also find three E+A galaxies. Although some E+As show clear signs of interaction (Zabludoff et al. 1996; Yang et al. 2004 ) they are generally found to be bulge-dominated, spheroidal systems (Quintero et al. 2004; Yang et al. 2004; Blake et al. 2004) with bright compact cores (Goto 2005 ) and higher central SB than normal bulge-dominated galaxies (Quintero et al. 2004; Yang et al. 2004) . Hence their appearance among the MCs is not too surprising.
An analysis of emission line ratios revealed that four of the emission line galaxies harbour a type 2 AGN. Even though early studies of Seyfert galaxies seemed to suggest that they were mostly hosted by spiral galaxies (Adams 1977) , recent results from the SDSS have shown that the surface mass density distribution of type 2 AGN hosts is very similar to that of normal early-type galaxies (Kauffmann et al. 2003a ). Also, their concentration index distribution extends to very high values and so we conclude that our compact type 2s are not unusual.
Blue compact galaxies, although ill-defined, are the most common and widely studied class of compact galaxies (see Kunth &Östlin 2000 for a review) and we find that 83 per cent of our MCs are blue, star-forming galaxies with strong nebular emission lines. We note that these galaxies generally have MB > −19 mag and are hence fainter than the luminous blue compact galaxies (e.g. Phillips et al. 1997; Werk et al. 2004 ) but overlap with the blue compact dwarfs (BCDs; e.g. Thuan & Martin 1981; Gil de Paz et al. 2003) .
The 'blue spheroids' of Ellis et al. (2005) (see also Cross et al. 2004; Driver et al. 2006 ) are another type of blue, star-forming, sub-L * galaxy. However, in contrast to the BCDs, which often have disturbed or irregular morphologies (Cairós et al. 2001) , the blue spheroids are very smooth, with concentration and asymmetry indeces similar to normal ellipticals. Since our MCs are only barely resolved we have not been able to reliably fit their SB profiles. Hence, without higher resolution imaging it is not possible to decide whether the MCs are more similar to BCDs or a high SB version of the blue spheroids.
The faintness of the MCs, which is essentially due to the luminosity-size relation of galaxies, is the cause of their differential effect on the local galaxy luminosity function: our main re- sult is that even in the relatively high-resolution MGC the misclassification of compact galaxies as stars causes the LF to be systematically underestimated at the faint end by ∆α = 0.03
+0.02
−0.01 , while the bright end remains unaffected. The faint-end bias is comparable in size to the poisson errors of the MGC and misclassified galaxies contribute ∼6 per cent to the LF in the range −17 < MB < −14 mag. In contrast, the luminosity density is only affected at the ∼2 per cent level.
Clearly, we have not uncovered a large population of galaxies 'hiding' among the stars. On the other hand, high-SB selection effects are not completely negligible either and hence should be taken into account when constructing LFs. This is 'naturally' achieved by first constructing the bivariate space density of galaxies in either the luminosity-SB or luminosity-size plane using a bivariate SWML method, and then integrating over the second parameter to obtain the LF ). Here we have confirmed that this method recovers a result very close to an incompleteness corrected LF.
Our result regarding the high SB end of the galaxy distribution should be viewed together with the situation at the low SB end. While luminous galaxies are not affected by low SB selection effects (e.g. Driver et al. 2005) , faint galaxies are. Blanton et al. (2005) recently presented an SDSS LF corrected for low SB incompleteness at µ eff,r 23 mag arcsec −2 and concluded that the correction resulted in a significant steepening of the faint end of the LF. Indeed, at MB −16 mag the galaxy population extends to even the deeper MGC's SB limit of µ lim = 25.25 mag arcsec −2 . Hence, even in the MGC the faint end of the LF is significantly affected by both low and high SB selection effects, despite the fact that the MGC is both deeper and of higher resolution than any previous major ground-based survey. Clearly, to obtain a complete view of the dwarf galaxy population requires still deeper and higher resolution imaging (soon to be delivered by the VLT Survey Telescope) as well as spectroscopy on 8-m class telescopes.
