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CM PERIODS, CM REGULATORS AND HYPERGEOMETRIC
FUNCTIONS, II
MASANORI ASAKURA AND NORIYUKI OTSUBO
Abstract. We study periods and regulators of a certain class of fibrations
of varieties whose relative H1 has multiplication by a number field. Both are
written in terms of values of hypergeometric functions 3F2 and the former
reduces to values of the Γ-function, which provide examples of the conjecture
of Gross-Deligne.
1. Introduction
In a previous paper [3], we proved the Gross-Deligne period conjecture for a
particular fibration of curves over the projective line. We also proved a formula
which expresses regulators in terms of hypergeometric functions 3F2. The aim
of this paper is to prove similar results for more general fibrations. Firstly, the
dimension of the fiber is arbitrary, but we put assumptions on the relative H1. It
is assumed to have multiplication by a number field K and the dimension over K
is two and the monodromy is restricted. Secondly, the number field K need not be
abelian over Q. This is beyond the scope of the original conjecture of Gross-Deligne
[11].
Let f : X → P1 be a fibration equipped with K-multiplication on R1f∗Q and
satisfying our hypotheses (see Sect. 2). For a positive integer l, let X(l) be a
desingularization of the base change of X by the map π : P1 → P1; t 7→ tl. Then,
our first objective is the de Rham-Hodge structure
H(l) := H1(P1, j∗(π∗Q⊗R
1f∗Q)), j : P
1 \ {0, 1,∞} →֒ P1
withK[Aut(π)]-multiplication. One easily sees thatH(l) is a subquotient ofH2(X(l))
and the complementary space can be written explicitly (see §6.1 for the detail)
Letting ei : K[Aut(π)] → Ki be a projection to a number field, one has a de
Rham-Hodge structure eiH
(l) with Ki-multiplication. Under some assumption on
the monodromy, one can show dimKi eiH
(l) = 1 and hence we can discuss the period
of the eigen-component (H(l))χ for each χ : Ki →֒ C:
(H
(l)
dR)
χ ∼= Period[(H(l))χ] · (H
(l)
B )
χ.
If K is abelian over Q, the Gross-Deligne conjecture [11] states that the period is
a product of values of the gamma function at rational numbers which reflect the
Hodge decomposition of H . If H is associated with H1 of an abelian variety with
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complex multiplication by an abelian field, this is due to Shimura [19] and Anderson
[1]. The elliptic case is the well-known Lerch-Chowla-Selberg formula [13].
Our first main result is to compute the periods of H(l) and verify the Gross-
Deligne conjecture partially. We note that our motive is not necessarily related
with an abelian variety and K may be non-abelian.
Our second main result of this paper is a regulator formula (Theorem 4.3).
Beilinson’s regulator map is a vast generalization of the classical regulator of units,
and conjecturally describes a special value of the L-function. Our result describes
a part of the regulator map
reg : H3M (X
(l),Q(2))→ H3D(X
(l),Q(2))
from the motivic cohomology to the Deligne cohomology in terms of special values
of hypergeometric functions 3F2. Recall that the classical polylogarithms are spe-
cial case of hypergeometric functions and the regulators of Fermat curves are also
written in terms of 3F2-values [14]. In our previous work [3], we gave such a for-
mula for a fibration of curves and proved the non-vanishing of the regulator. This
amounts to compute the connecting homomorphism induced from the localization
sequence of mixed Hodge structures (MHS)
ρ : H1(Dss,Q)→ Ext
1
MHS(Q, H
(l)
B ⊗Q(2))
where Dss denotes the fibers over µl. Unfortunately our regulator formula does not
guarantee the non-vanishing of ρ, though we expect it in general. We note that in
our previous paper [3], the non-vanishing of regulator map is verified in the case of
the hypergeometric fibrations by developing a new technique.
The precise statements of our main theorems (the period formula and the reg-
ulator formula) shall be given in §4 (Theorems 4.1, 4.3). The main ingredients of
our method are Fuchs equations of the hypergeometric functions and the theory of
limiting mixed Hodge structures. We apply the theory of Fuchs equations to com-
pute the periods of certain rational relative 1-forms and describe them in terms of
hypergeometric functions. Moreover, we use the theory of limiting mixed Hodge
structures by Schmid to determine certain coefficients of hypergeometric functions,
and in the proof of the regulator formula, Dixon’s formula on 3F2 also plays an
important role.
Concerning the period conjecture of Gross-Deligne, a further progress was re-
cently made by J. Fresa´n and the first author by a completely different method. It
covers our period formula (Theorem 4.1). However, it seems impossible to obtain
the regulator formula by the same method. Indeed we use lots of computational
results in our proof of the period formula to prove the regulator formula.
This work is supported by JSPS Grant-in-Aid for Scientific Research, 24540001
and 25400007.
Notations Throughout this paper, we fix an embedding Q →֒ C. For an algebraic
variety X defined over Q, we denote Xan := HomSpecQ(SpecC, X) the associated
analytic space. We often omit “an” as it is clear from the context what is meant.
For example we denote H•B(X,Q) and H
B
• (X,Q) the Betti (co)homology of X
an.
The hypergeometric function pFq is defined by
pFq
(
α1, . . . , αp
β1, . . . , βq
;x
)
=
∞∑
n=0
∏p
i=1(αi)n∏q
j=1(βj)n
xn
n!
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where (α)n =
∏n
i=1(α+i−1) is the Pochhammer symbol. Recall that pFq converges
at x = 1 if and only if
∑
βj −
∑
αi > 0. We write
Γ
(
α1, . . . , αp
β1, . . . , βq
)
=
∏p
i=1 Γ(αi)∏q
j=1 Γ(βj)
.
Then, B(α, β) = Γ
(
α,β
α+β
)
is the beta function.
2. De Rham-Hodge Structure with Multiplication and Periods
2.1. De Rham-Hodge structure. A de Rham-Hodge structure (over Q) is a da-
tum H = (HdR, HB, ι, F
•) consisting of a finite dimensional vector space over Q
(resp. Q) HdR (resp. HB), a comparison isomorphism ι : C⊗QHdR
∼= C⊗QHB and
a filtration F • on HdR which induces a Q-Hodge structure on HB via ι. A mixed
de Rham-Hodge structure (over Q) is a datum H = (HdR, HB, ι, F
•,WdR,•,WB,•)
with increasing filtrations WdR,• ⊂ HdR, WB,• ⊂ HB such that each graded piece
GrWj H is a de Rham-Hodge structure of weight j.
Let K be a Q-algebra. We call a ring homomorphism ρ : K → End(H) a
multiplication by K where End denotes the endomorphism ring of the mixed de
Rham-Hodge structure. For an embedding χ : K →֒ Q, we set the eigenspaces as
HχB := {x ∈ Q⊗Q HB | gx = χ(g)x, ∀g ∈ K},
HχdR := {x ∈ HdR | gx = χ(g)x, ∀g ∈ K}.
If K is a semisimple, commutative and finite dimensional Q-algebra, then one has
the eigen-decompositions Q ⊗Q HB =
⊕
χH
χ
B, HdR =
⊕
χH
χ
dR. If K is a number
field and dimK HB = 1 (⇔ dimQHB = [K : Q]), then the multiplication ρ is called
maximal. In this case H cannot have mixed weights. Since HB is one-dimensional
over K, one has dim
Q
HχB = dimQH
χ
dR = 1 and then there is a unique integer pχ
such that HχB belongs to the Hodge componentH
pχ,qχ . The formal sum T =
∑
pχχ
is called the Hodge type of H .
2.2. Periods of de Rham-Hodge structure. Let H be a de Rham-Hodge struc-
ture with maximal multiplication. For χ : K →֒ Q, there is a nonzero complex
number Period(Hχ) such that
ι(edR) = Period(H
χ)eB
where edR ∈ H
χ
dR (resp. eB ∈ H
χ
B) is a basis. We call it the period of the χ-part
Hχ. This is well-defined up to multiplication by Q
×
.
2.3. Variation of de Rham-Hodge structure. Let U be a smooth variety over
Q. One can define a variation of de Rham-Hodge structureH = (HdR, HB, ι, F
•,∇)
on U in a natural way. A ring homomorphism ρ : K → End(H ) is called a (rela-
tive) multiplication where End denotes the endomorphism ring of the variation of
de Rham-Hodge structure.
3. Fibration with Relative Multiplication
We work over the base field Q. We mean by a fibration a surjective morphism
f : X −→ C
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from a smooth projective variety X onto a smooth projective curve C. We mean by
a (relative) multiplication on Rif∗Q a ring homomorphism ρ : K → End(R
if∗Q|U )
with U ⊂ C a (sufficiently small) non-empty Zariski open set.
3.1. Setting and notation. We begin with a fibration
f : X −→ P1
equipped with a relative multiplication on R1f∗Q by a number field K which sat-
isfies the following conditions. Hereafter we fix a coordinate t ∈ A1 ⊂ P1.
(a) The rank of the multiplication is two, i.e. dimK R
1f∗Q = 2.
(b) f is smooth over P1 \ {0, 1,∞}.
(c) The local monodromy T = T1 on H
1
B(Xt,Q) at t = 1 is maximally unipo-
tent, i.e. the rank of N := log(T ) is 12 dimQH
1
B(Xt,Q).
Let l ≥ 1 be an integer. We then consider the commutative diagram
X(l)
f(l) !!❈
❈
❈
❈
❈
❈
❈
❈
❈
i // X∗l

//

X
f

P1
pi // P1
where π(t) = tl and i is a desingularization. Put G(l) := Aut(π). Note that G(l) is
naturally isomorphic to the group of lth roots of unity µl ⊂ Q
×
. We write by τζ
the automorphism corresponding to ζ ∈ µl, namely τζ(t) = ζt. There is a canonical
isomorphism
K[G(l)] ∼=
∏
i
Ki
ofQ-algebras whereKi are field extensions ofK. Let ei ∈ K[G
(l)] be the idempotent
element corresponding to the projectionK[G(l)]→ Ki (i.e. e
2
i = ei and eiK[G
(l)] =
Ki).
For k ∈ (Z/lZ)× let εk : Q[G
(l)]→ Q ⊂ C be a homomorphism of Q-algbra given
by εk(τζ) = ζ
k. There is a one-to-one correspondence
Hom
Q-alg(K[G
(l)],Q) ←→ (Z/lZ)× ×Hom
Q-alg(K,Q).
εk ⊗ χ ←→ (k, χ)
Put
Ii := {εk ⊗ χ | εk ⊗ χ factors through Ki}. (3.1)
Let ∆∗p denote the punctured disk at p = 0, 1 or ∞. Let φ : π1(∆
∗
p) →
GL(H1B(Xt,Q)) be the local monodromy representation. Since the monodromy
action is commutative with the multiplication by K, it induces a two-dimensional
representation φχ : π1(∆
∗
p) → GL(H
1
B(Xt,Q)
χ) ∼= GL(2,Q) for each χ : K →֒ Q
by the condition (a). Its semisimplification (φχ)ss induces two homomorphisms
π1(∆
∗
p) → µ∞ ⊂ Q
×
. Under the canonical identifications π1(∆
∗
p)
∼= H1(∆
∗
p,Z)
∼=
Z(1), µ∞ ∼= Q/Z(1) and Hom(Z(1),Q/Z(1)) ∼= Q/Z they give rise to two rational
numbers modulo integers, which we write by αχ1 and α
χ
2 for p = 0 and by β
χ
1 and
βχ2 for p =∞. In other words, e
2piiαχ1 and e2piiα
χ
2 are eigenvalues of T0 (=the local
monodromy at t = 0 in counter-clockwise direction), and e2piiβ
χ
1 and e2piiβ
χ
2 are
eigenvalues of T∞.
CM PERIODS, CM REGULATORS AND HYPERGEOMETRIC FUNCTIONS, II 5
3.2. Motivic sheaf M (l). Put
M
(l) := π∗Q⊗R
1f∗Q ∼= π∗(R
1f
(l)
∗ Q)
a variation of de Rham-Hodge structure on P1 \ {0, 1,∞} equipped with a multi-
plication by the ring K[G(l)]. The stalk of M (l) is a free K[G(l)]-module of rank 2.
The eigenvalues of T0 (resp. T∞) on the εk ⊗ χ-part of M
(l) are
exp 2πi
(
k
l
+ αχ1
)
, exp 2πi
(
k
l
+ αχ2
)
,
(resp. exp 2πi
(
−
k
l
+ βχ1
)
, exp 2πi
(
−
k
l
+ βχ2
)
).
Lemma 3.1. Let K[G(l)] → Ki be a projection and ei the associated idempotent.
Let Ii be as in (3.1). Fix an arbitrary εk0 ⊗χ0 ∈ Ii. Then for any εk⊗χ ∈ Ii there
is some s ∈ Zˆ× such that
s
(
k0
l
+ αχ0j
)
=
k
l
+ αχj , s
(
k0
l
+ βχ0j
)
=
k
l
+ βχj in Q/Z
where Zˆ× := lim
←−n
(Z/nZ)× ∼= Aut(Q/Z) (by changing the numbering α
χ
j and β
χ
j
suitably).
Proof. The Galois group Gal(Q/Q) acts on Q⊗QeiM
(l) by σ⊗id for σ ∈ Gal(Q/Q).
Then letting (M (l))εk⊗χ ⊂ Q⊗Q eiM
(l) be the εk ⊗ χ-part, one has
σ[(M (l))εk⊗χ] ⊂ (M (l))σ◦(εk⊗χ)
by definition. There is σ ∈ Gal(Q/Q) such that σ ◦ (εk0 ⊗ χ0) = εk ⊗ χ. For
monodromy T on eiM
(l), one has
det(1−xT |(M (l))εk⊗χ) = det(1−xT |(M (l))σ◦(εk0⊗χ0)) = σ det(1−xT |(M (l))εk0⊗χ0)
and hence
exp 2πi
(
k
l
+ αχj
)
= σ exp 2πi
(
k0
l
+ αχ0j
)
= exp2πi · s
(
k0
l
+ αχ0j
)
,
exp 2πi
(
k
l
+ βχj
)
= σ exp 2πi
(
k0
l
+ βχ0j
)
= exp 2πi · s
(
k0
l
+ βχ0j
)
where s := εcyc(σ) ∈ Zˆ
× (εcyc = the cyclotomic character). 
3.3. Monodromy on H1(Xt). Let the notation and the assumption be as above.
Let Xt denote the general fiber of f
(l). Put
S := P1 \ {0, 1,∞}, S(l) := π−1(S), U (l) := (f (l))−1(S(l)).
By (a), H1(Xt,Q) is equipped with an action of K which commutes with the action
of π1(S
(l), t). Let N : H1(Xt,Q) → H
1(Xt,Q) be the log monodromy at t = 1.
Put g = [K : Q]. The condition (b) and the fact N2 = 0 implies
Ker(N) = Im(N) ∼= Q⊕g, Coker(N) ∼= Q⊕g
and hence
Ker(N) = Im(N) ∼= K, Coker(N) ∼= K (3.2)
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as K-modules. By the theory of limiting MHS ([17], [20]), the limit H1lim(Xt,Q) at
t = 1 is a mixed Tate Hodge structure such that
GrWi H
1
lim(Xt,Q) =

Ker(N) ∼= Q⊕g i = 0
Coker(N) ∼= Q(−1)⊕g i = 2
0 otherwise.
(3.3)
Lemma 3.2. Let ∆∗1 ⊂ P
1 be the punctured neighborhood of t = 1. Then there
are isomorphisms H1(∆∗1,M
(l)) ∼= Q(−2)⊕gl as de Rham-Hodge structure and
H1(∆∗1,M
(l)) ∼= K[G(l)] as K[G(l)]-module.
Proof. Let T1 be the local monodromy on M
(l) at t = 1. Then there is a natural
isomorphism
H1(∆∗1,M
(l)) ∼= Coker[T1 − 1 : M
(l) → M (l) ⊗Q(−1)].
Now the assertion is immediate from (3.2), (3.3) and the fact that the action of T1
on π∗Q is trivial. 
Lemma 3.3. The invariant part of H1(Xt,Q) by π1(S
(l), t) is zero.
Proof. Let M = H1(Xt,Q)
pi1(S
(l),t) be the invariant part. By [9] (4.1.2), M is a
sub-Hodge structure of pure weight 1. It defines a constant VHS, and hence the
limiting MHS Mlim at t = 1 is of pure weight 1. Hence
M = Mlim ⊂ Gr
W
1 H
1
lim(Xt,Q) = Ker(N)/Im(N)
and the last term vanishes by (3.2). Hence M = 0. 
Corollary 3.4. Γ (S,M (l)) = 0 and Γ (S, (M (l))∗) = 0 where (−)∗ denotes the
dual sheaf.
Proof. Indeed Γ (S,M (l)) = Γ (S, π∗R
1f
(l)
∗ Q) = Γ (S
(l), R1f
(l)
∗ Q) is the invariant
part of H1(Xt,Q) by π1(S
(l), t). By the Hard Lefschetz theorem, R1f
(l)
∗ Q ∼=
(R1f
(l)
∗ Q)
∗ and hence the latter also follows. 
Lemma 3.5. H2(P1, j∗M
(l)) = 0 where j : S →֒ P1 is the open immersion. Hence
E = Γ (P1, R1j∗M
(l)) (see (4.3) for the definition of E).
Proof. Let i : P1 \ S →֒ P1 be the closed immersion. There is an exact sequence
0 −→ j!M
(l) −→ j∗M
(l) −→ i∗i
∗j∗M
(l) −→ 0
of constructible sheaves. This yields H2(P1, j!M
(l)) = H2(P1, j∗M
(l)). By the
Verdier duality theorem
H2(P1, j!M
(l)) = H0(P1, Rj∗(M
(l))∗)∗ = Γ (S, (M (l))∗)∗.
Now the assertion follows from Corollary 3.4. 
Lemma 3.6. H1B(X
(l),Q) = 0.
Proof. By Lemma 3.3 one has Γ (S(l), R1f
(l)
∗ Q) = 0. HenceH
1(U (l),Q) = H1(S(l),Q).
Since S(l) is a smooth rational curve, the weight of H1(U (l),Q) is 2. Hence the map
H1(X(l),Q) →֒ H1(U (l),Q) must be zero. This means H1(X(l),Q) = 0. 
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Lemma 3.7. Let Ev ⊂ H1(Xt,Q) be the space of vanishing cycles at t = 1, namely
Ev = Ker(N). Then Q[π1(S
(l), t)](Ev) = H1(Xt,Q). Moreover for χ : K →֒ C, one
has C[π1(S
(l), t)](Evχ) = H1(Xt,C)
χ, where we put Evχ = Ker(N) ∩H1(Xt,C)
χ.
Proof. The latter follows immediately from the former. We show the former. By
Deligne’s semisimplicity theorem [9] (4.1.6), there is a complementary subspace
V ⊂ H1(Xt,Q) of Q[π1(S
(l), t)](Ev) which is stable under the action of π1(S
(l), t).
Note Im(N) = Ker(N) = Ev. Therefore the commutative diagram
H1(Xt)/Ev
N
∼=
// Ev
V 
 N //
∪
OO
V ∩ Ev = 0
OO
yields V = 0. 
Lemma 3.8. H1(Xt,C)
χ ∼= C2 is an irreducible C[π1(S
(l), t)]-module.
Proof. By (3.2), Evχ is one-dimensional over C. Since N2 = 0, one sees that Evχ
is the unique one-dimensional subspace of H1(Xt,C)
χ which is stable under the
action of N . Since C[π1(S
(l), t)](Evχ) = H1(Xt,C)
χ by Lemma 3.7, there is no
non-trivial C[π1(S
(l), t)]-submodule. 
Lemma 3.9. Let F •Hi(Xt,C)
χ = F •∩Hi(Xt,C)
χ denote the χ-part of the Hodge
filtration. Then dimC F
1H1(Xt,C)
χ = 1.
Proof. It is equivalent to say that the limiting Hodge filtration F 1∞ ⊂ H
1
lim(Xt,C)
at t = 1 satisfies dimC F
1
∞H
1
lim(Xt,C)
χ = 1. However, since H1lim(Xt,C) is a MHS
of type (0, 0) and (1, 1), one has
F 1∞H
1
lim(Xt,C)
∼= GrW2 H
1
lim(Xt,C) = H
1
lim(Xt,C)/Ker(N)
∼= Coker(N). (3.4)
By (3.2), each eigenspace for the multiplication by K is one-dimensional. 
4. Main Theorems
Let
M
(l) := π∗Q⊗R
1f∗Q ∼= π∗(R
1f
(l)
∗ Q)
be as in §3.2. Let j : P1 \ {0, 1,∞} →֒ P1 be the open immersion. We then consider
the cohomology groups
H(l) := H1(P1, j∗M
(l)), M (l) := H1(P1 \ {0, 1,∞},M (l)) (4.1)
and
E :=
⊕
p=0,1,∞
Ep, Ep := (R
1j∗M
(l))p = Coker[Tp − 1 : M
(l) → M (l)] (4.2)
where Tp is the local monodromy at p. They carry de Rham-Hodge structures by
the theory of Hodge modules of M. Saito ([15], [16]). They are also equipped with
multiplication by K[G(l)]. Since H2(P1, j∗M ) = 0 (Lemma 3.5), we have an exact
sequence
0 // H(l) // M (l) // E // 0 (4.3)
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of de Rham-Hodge structures. The de Rham-Hodge structure H(l) has a Hodge
decomposition of type (0, 2) + (1, 1) + (2, 0) ([21]). It is auto-dual, namely there is
an isomorphism
(H(l))∗ ∼= H(l) ⊗Q(2) (4.4)
which arises from the isomorphism D(j∗M
(l)[1]) ∼= j∗M
(l)[1] ⊗ Q(2) of Hodge
modules. However (4.4) is not compatible with the action of K[G(l)]. There is a
unique involution K → K, α 7→ tα such that the pairing ( , ) on R1f∗Q ⊗ R
1f∗Q
satisfies (αx, y) = (x, tαy). Then the involution K[G(l)] → K[G(l)], g =
∑
ασ 7→
tg :=
∑
tασ−1 induces a compatible action on (4.4) in the sense that the pairing
( , ) on H(l) ⊗H(l) satisfies (gx, y) = (x, tgy). In particular (4.4) induces
[(H(l))∗]εk⊗χ = [(H(l))εk⊗χ]∗ ∼= [H(l)]ε−k⊗
tχ ⊗Q(2).
where tχ(α) := χ(tα) for α ∈ K.
Since the paring on R1f∗Q⊗R
1f∗Q is compatible with the monodromy, one has
α
tχ
j = −α
χ
j and β
tχ
j = −β
χ
j .
4.1. Period formula. Let K[(G(l)] → Ki be a projection and ei the associated
idempotent. Since Γ (S,M (l)) = 0 (Lemma 3.4) one has
dimQ eiM
(l) = −χ(S, eiM
(l)) = −χtop(S) dimQ(eiM
(l)) = 2 dimQKi.
This means eiM
(l) ∼= K⊕2i as Ki-module. It follows from Lemma 3.2 that one has
E1 ∼= K[G
(l)] as K[G(l)]-module and hence eiE1 ∼= Ki. Hence
dimKi eiH
(l) = 1 ⇐⇒ eiE0 = eiE∞ = 0.
The dimension of eiE0 or eiE∞ does depend on i. If none of eigenvalues of T0 and
T∞ is 1, or equivalently none of rational numbers
k
l
+ αχ1 ,
k
l
+ αχ2 , −
k
l
+ βχ1 , −
k
l
+ βχ2
belongs to Z for all εk ⊗ χ ∈ Ii (cf. §3.2), then eiE0 = eiE∞ = 0, and hence eiH
(l)
is a de Rham-Hodge structure with maximal multiplication by Ki.
Our first theorem is on the periods of eiH
(l):
Theorem 4.1 (Period formula). Let K[G(l)] → Ki be a projection and ei the
associated idempotent as in §3. Suppose that none of rational numbers
k
l
+ αχ1 ,
k
l
+ αχ2 , −
k
l
+ βχ1 , −
k
l
+ βχ2 (4.5)
belongs to Z for some εk ⊗ χ ∈ Ii (and hence for all εk ⊗ χ ∈ Ii by Lemma 3.1).
Then the periods of eiH
(l) are given as follows.
Period((eiH
(l))εk⊗χ) ∼
Q
× 2πiΓ
(
k/l+ αχ1 , k/l+ α
χ
2 ,
k/l− βχ1 , k/l− β
χ
2
)
.
We note that the auto-duality (4.4) yields
(2πi)2Period([eiH
(l)]εk⊗χ)−1 ∼
Q
× Period([eiH
(l)]ε−k⊗
tχ). (4.6)
One can directly check it on noting α
tχ
j = −α
χ
j , β
tχ
j = −β
χ
j and Γ(x)Γ(1 − x) =
π/ sin(πx).
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Remark 4.2. J. Fresa´n and the first author recently verified the period conjecture
of Gross-Deligne for the determinant of cohomology groups, and it includes our
motive H(l). In particular, it is proven that the Hodge type pεk⊗χ of H
(l) is given
as follows,
pεk⊗χ = 1 +
{
k
l
+ αχ1
}
+
{
k
l
+ αχ2
}
−
{
k
l
− βχ1
}
−
{
k
l
− βχ2
}
where {x} := x− ⌊x⌋ is the fractional part.
4.2. Regulator formula. Our second main result is on the extension data of the
exact sequence (4.3).
Again let K[G(l)] → Ki and ei satisfy the assumption in Theorem 4.1. Recall
from Lemma 3.2 that E1 is isomorphic to a direct sum ofQ(−2) as a de Rham-Hodge
structure. The exact sequence (4.3) gives rise to the connecting homomorphism
ρ : E1(2) −→ Ext
1
MdRH(Q, H
(l)(2)), (V (j) := V ⊗Q(j)) (4.7)
where ExtMdRH denotes the Yoneda extension group in the category of mixed de
Rham-Hodge structures. For εk ⊗ χ ∈ Ii, let δεk⊗χ := dimQ[eiF
2H
(l)
dR]
εk⊗χ = 0 or
1. We define ρεk⊗χ to be the composition of ρ and
Ext1MdRH(Q, H
(l)(2))→ Ext1MdRH(Q, eiH
(l)(2)) (projection)
∼= Coker[eiH
(l)
B (2)→ C⊗Q (eiH
(l)
dR/F
2)]
→ Coker[(eiH
(l)
B (2))
εk⊗χ → C⊗
Q
(eiH
(l)
dR/F
2)εk⊗χ]
∼= C/[Qδεk⊗χ +Q · (2πi)
2Period([eiH
(l)]εk⊗χ)−1]
∼= C/[Qδεk⊗χ +Q · Period([eiH
(l)]ε−k⊗
tχ]
where the second isomorphism is given with respect to aQ-basis of (eiH
(l)
dR)
εk⊗χ ∼= Q
and the last isomorphism follows from (4.6). Obviously ρεk⊗χ factors through
eiE1(2) = eiE(2) or the εk ⊗ χ-part [eiE1(2)]
εk⊗χ ∼= Q.
Theorem 4.3 (Regulator formula). Let the notation and the assumption be as in
Theorem 4.1. There is a complex number c = cf,χ ∈ Q + 2πiQ +
∑
a∈Q
× Q log(a)
depending only on f : X → P1 and χ such that the following holds. Let εk ⊗ χ ∈ Ii
and x ∈ eiE(2) = eiE1(2). Then ρ
ε−k⊗
tχ(x) is a Q-linear combination of
1, c · Γ
(
αχ1 + k/l, α
χ
2 + k/l
k/l − βχ1 , k/l− β
χ
2
)
, (4.8)
and
B(αχ1 + β
χ
1 , α
χ
1 + β
χ
2 ) 3F2
(
αχ1 + β
χ
1 , α
χ
1 + β
χ
2 , α
χ
1 + k/l
2αχ1 + β
χ
1 + β
χ
2 , α
χ
1 + k/l+ 1
; 1
)
. (4.9)
In addition the coefficient of (4.9) is non-zero unless x = 0.
There is an alternative description of the εk ⊗ χ-part of ρ. Let FiltQ be the
category of finite dimensional Q-modules equipped with finite decreasing filtration.
Let Vec
Q
(resp. VecC) be the category of finite dimensional Q-modules (resp. C-
modules). Let MF = MFdR,B := VecQ ×VecC FiltQ whose objects consist of M =
(MdR,MB, F
•, ι) where MB ∈ VecQ and (MdR, F
•) ∈ FiltQ and ι : C ⊗MdR
∼=
C⊗MB is a comparison isomorphism. This is not abelian but is an exact category
in which all morphisms have kernel and cokernel. Therefore one can discuss the
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Yoneda extension groups ExtjMF(M
′,M) (see also [8] 1.1 for the derived category
of MF). In a similar way to [7] one can show that there is a natural isomorphism
Ext1MF(Q,M)
∼= (C⊗MdR)/(F
0MdR + ι
−1(MB))
where Q denotes the trivial one-dimensional object. There is an exact functor from
the category of mixed de Rham-Hodge structures with multiplication by K[G(l)] to
MF given by M 7→M εk⊗χ. This induces
Ext1(Q, H) −→ Ext1MF(Q, H
εk⊗χ) ∼= (C⊗H
εk⊗χ
dR )/(F
0Hεk⊗χdR + ι
−1(Hεk⊗χB ))
where the first Ext is the Yoneda extension group in the category of mixed de
Rham-Hodge structures with multiplication by K[G(l)]. The exact sequence (4.3)
gives rise to the connecting homomorphism E1(2) → Ext
1(Q, H), and then ρεk⊗χ
is the composition of this with the above.
4.3. Motivic interpretation of the mixed Hodge structure M (l). The con-
necting homomorphism (4.7) describes Beilinson’s regulator map on a motivic co-
homology group.
Put D
(l)
0 := (f
(l))−1(0), D
(l)
∞ := (f (l))−1(∞), D
(l)
i := (f
(l))−1(ζil ) (1 ≤ i ≤ l)
and D(l) := D
(l)
0 +D
(l)
∞ +
∑
D
(l)
i . Put U
(l) = X(l) \D(l). The exact sequence (4.3)
sits into the following commutative diagram
0

0

0 // H(l) //
ι

M (l) //

E //
∩

0
0 // H2(X(l))/〈D(l)〉 //

H2(U (l)) //

H3
D(l)
(X(l))
H2(X
(l)
t ) H
2(X
(l)
t )
(4.10)
where X
(l)
t = (f
(l))−1(t) is the general fiber and 〈D(l)〉 is the subgroup generated
by the cycle classes of the irreducible components of D(l).
Proposition 4.4. Put D
(l)
ss := D(l) − (D
(l)
0 +D
(l)
∞ ). Then the diagram
H3
M ,Dss
(X(l),Q(2)) //
regDss

H3
M
(X(l),Q(2))
reg

E1(2)
ι◦ρ // Ext1MHS(Q, (H
2(X(l))/〈D(l))(2)〉)
is commutative up to sign. Moreover the map regDss is surjective.
Proof. See [4] 11.2 for the commutativity. We can see the surjectivity of regDss in
the following way. Let D◦ss ⊂ Dss be the regular locus and put Z := Dss \ D
◦
ss.
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There is a commutative diagram
0 // H3
M ,Dss
(X(l),Q(2))
regDss

// O(D◦ss)
× ⊗Q //
dlog

QZ _

0 // H3Dss(X
(l),Q(2)) // H3D◦ss(X
(l) \ Z,Q(2)) // H4Z(X
(l),Q(2))
H1(D◦ss,Q(1))
∼=
OO
with exact rows. As is easily shown, dlog is surjective onto H1(D◦ss,Q(1)) ∩H
0,0.
Hence so is regDss onto H
3
Dss
(X(l),Q(2)) ∩H0,0 = E1(2). 
5. Key Lemmas
In this section we prove three lemmas which play key roles in the proof of The-
orems 4.1 and 4.3. Let the notation be as in §3. We fix an arbitrary embedding
χ : K →֒ C throughout this section, and simply write αj = α
χ
j and βj = β
χ
j .
5.1. Key Lemma 1. Let (H := R1f∗Ω
•
U/S ,∇) be the connection on S = P
1 \
{0, 1,∞} with regular singularities at t = 0, 1,∞. The number field K acts on
(H ,∇). Let
(H χ,∇) ⊂ (H ,∇)
be the χ-part, a connection of rank 2. The Hodge filtration F 1H χ is a subbundle
of rank 1 (Lemma 3.9).
Fix a relative 1-form ω 6= 0 ∈ Γ (S, F 1H χ) ⊂ Γ (U,Ω1U/S) which is defined
over Q. Let N : H1(Xt,Q) → H1(Xt,Q) be the log monodromy at t = 1. The
eigenvalues of the local monodromy on H1(Xt,C)
χ ∼= C2 at t = 0 (resp. t =∞) is
written as {e2piiα1 , e2piiα2} (resp. {e2piiβ1 , e2piiβ2}).
Lemma 5.1. There exists a basis {δt, γt} of H1(Xt,Q)
χ such that
(T1(δt), T1(γt)) = (δt, γt)
(
1 1
0 1
)
, (5.1)
(T0(δt), T0(γt)) = (δt, γt)
(
e2piiα2 0
ε e2piiα1
)
, (5.2)
for some ε ∈ Q, ε 6= 0. We have α1 + α2 + β1 + β2 ∈ Z and αi + βj 6∈ Z for any i,
j.
Proof. Since T1 is a non-trivial unipotent monodromy onH1(Xt,Q)
χ by (3.2), there
is a unique eigenvector δt such that T1(δt) = δt. Let γt be any cycle which is linearly
independent from δt. Then T1(γt)−γt = cδt for some c ∈ Q
×
. By replacing δt with
c−1δt, we obtain (5.1). Secondly, if δt is an eigenvector for T0, then the subspace
Q · δt is stable under the action of π1(S, t). This contradicts Lemma 3.8. Therefore
an eigenvector of T0 must be γt + cδt for some c ∈ Q
×
. Replacing γt with γt − cδt,
we have (5.2) for some ε ∈ Q. Again by Lemma 3.8, we have ε 6= 0. Hence the first
assertion is proved. Since Tr(T1T0) = Tr(T
−1
∞ ) = e
−2piiβ1 + e−2piiβ2 , we have
−e2piiα1 − e2piiα2 + e−2piiβ1 + e−2piiβ2 = ε 6= 0.
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On the other hand, since T∞T1T0 = I, we have
e2piiα1e2piiα2e2piiβ1e2piiβ2 = 1.
These imply the second assertion. 
From now on, we assume that α1+α2+β1+β2 = 1. For δt, γt as above, we put
f1(t) :=
∫
δt
ω, f2(t) :=
∫
γt
ω,
which are multi-valued analytic functions on S.
Lemma 5.2 (Key Lemma 1). Put
F1(t) := t
α1
2F1
(
α1 + β1, α1 + β2
1
; 1− t
)
, F2(t) := t
α1
2F1
(
α1 + β1, α1 + β2
1 + α1 − α2
; t
)
.
Then, there is a differential operator θ = q0 + q1
d
dt with qi(t) ∈ Q(t) and constants
λi ∈ C such that
f1 = λ0θF1, f2 = λ1θF1 + λ2θF2.
Moreover, λ0λ2 6= 0.
Proof. As is well-known, fi(t) are linearly independent solutions of the Fuchs equa-
tion (=ordinary differential equation with regular singularities) arising from (H χ,∇).
Therefore it is completely determined by the monodromy of f1 and f2. Then as is
well-known, its monodromy is isomorphic to that of H1(Xt)
χ. By the above lemma,
it is expressed by the Riemann scheme
t = 0 t = 1 t =∞
α1 0 β1
α2 0 β2
 .
This coincides with that of the Gauss hypergeometric equation whose solutions
are F1 and F2. The fundamental theorem of Fuchs equations (Riemann-Hilbert
correspondence) yields the existence of a differential operator θ = q0(t) + q1(t)d/dt
(∃qi(t) ∈ C(t)) such that
〈f1, f2〉C = 〈θF1, θF2〉C.
Here θ gives an equivalence of the Fuchs equation of fi and that of Fi. Since both
equations are defined over Q, qi(t) are defined over Q. Finally, f1 is characterized
as an eigenfunction for T1 and so is F1. Therefore 〈f1〉C = 〈θF1〉C. Since {f1, f2}
are linearly independent, λ0λ2 6= 0 follows. 
5.2. Key Lemma 2.
Lemma 5.3 (Key Lemma 2). Let the notation be as in Lemma 5.2 (Key Lemma
1). Then λ0 ∈ 2πiQ
×
.
Proof. Let δi,t ∈ H1(Xt,Q)∩Ker(N) (1 ≤ i ≤ g) be a basis. Then f1(t) is a linear
combination of
gi(t) =
∫
δi,t
ω
over Q. Let Jt be the Albanese variety of Xt. Since Jt degenerates totally at t = 1,
there is an algebraic uniformization
u : (Gm,r)
g = SpecQ[ε]/(εr)[ui, u
−1
i ]1≤i≤g −→ Jt, ε := t− 1
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for r ≥ 1. Thinking ω of a 1-form on Jt, let
u∗(ω) =
g∑
i=1
hi(t)
dui
ui
, hi(t) ∈ Q((t− 1)).
Then
gi(t) =
g∑
j=1
hj(t)
∫
δi,t
duj
uj
= 2πi
g∑
j=1
rijhj(t), rij :=
1
2πi
∫
δi,t
duj
uj
∈ Q.
Therefore we have
λ0θF1(t) = f1(t) =
g∑
i=1
cigi(t) ∈ 2πiQ((t− 1)), ∃ci ∈ Q.
Since θ is a differential operator with coefficients in Q and F1 has a Taylor expansion
at t = 1 with coefficients in Q, the assertion follows. 
5.3. Key Lemma 3.
Lemma 5.4 (Key Lemma 3). Let the notation be as in Lemma 5.2 (Key Lemma
1). Then
λ2 = −
λ0
2πi
B(α1 + β1, α1 + β2), λ1 ∈ Q+ 2πiQ+
∑
a∈Q
×
Q log(a).
Key lemma 3 is proven by looking at the asymptotic behavior of f2 at t = 1.
To do this, we first prepare the following lemma, which is proven by the theory of
limiting mixed Hodge structures due to Schmid [17] and a theorem of Hoffman [12].
Lemma 5.5. Put
f˜2 := f2 −
1
2πi
log(1− t)f1.
Then we have
(i) f1 and f˜2 are meromorphic at t = 1.
(ii) ordt=1(f1) ≤ ordt=1(f˜2).
(iii) limt→1 2πif˜2(t)/f1(t) ∈ 2πiQ+
∑
a∈Q
× Q log(a).
Proof. Let δ∗t , γ
∗
t ∈ H
1(Xt,C)
χ be the dual basis. Then
ω =
(∫
δt
ω
)
δ∗t +
(∫
γt
ω
)
γ∗t = f1(t)δ
∗
t + f2(t)γ
∗
t ∈ H
1(Xt,C)
χ.
Note that N(δ∗t ) = γ
∗
t and N(γ
∗
t ) = 0. The nilpotent orbit theorem of Schmid [17]
yields that the subspace spanned by
exp
(
1
2πi
log(1− t)N
)
ω = f1(t)δ
∗
t + f˜2(t)γ
∗
t ∈ H
1
lim(Xt,C)
χ
converges in the flag manifold as t→ 1. Since f1 = λ0θF1 is meromorphic at t = 1,
so is f˜2(t). This proves (i).
Let k1 := ordt=1(f1) and k2 := ordt=1(f˜2). Suppose k1 > k2. Then the limiting
Hodge filtration F 1∞ is spanned by(
lim
t→1
f1(t)/f˜2(t)
)
δ∗t + γ
∗
t = γ
∗
t ∈ H
1
lim(Xt,C)
χ.
14 MASANORI ASAKURA AND NORIYUKI OTSUBO
Namely F 1∞ = Ker(N). This is impossible by (3.4). Hence we have k1 ≤ k2,
finishing the proof of (ii).
Finally we show (iii). Since k1 ≤ k2, the limiting Hodge filtration is spanned by
δ∗t + (lim
t→1
f˜2(t)/f1(t))γ
∗
t ∈ H
1
lim(Xt,C)
χ.
The main theorem of [12] yields that the extension data of
0 −→ Q(1)⊕g −→ H1lim(Xt,Q(1)) −→ Q
⊕g −→ 0
are log(Q
×
). Therefore limt→1 2πif˜2(t)/f1(t) is a linear combination of log(Q
×
)
over Q, as desired. 
Proof of Key Lemma 3. By Lemma 5.1, we have Nf2 = f1. By Lemma 5.2 (Key
lemma 1), λ2θ(NF2) = λ0θF1 and hence λ2NF2 = λ0F1. The asymptotic behaviour
of Gauss’ hypergeometric function is given as follows (see [10] 2.3.1, p.74):
2F1
(
a, b
a+ b
; t
)
= B(a, b)−1
∞∑
n=0
(a)n(b)n
n!2
(kn − log(1− t))(1 − t)
n (5.3)
where
kn := 2ψ(n+ 1)− ψ(a+ n)− ψ(b + n), ψ(z) := Γ
′(z)/Γ(z).
In particular, we have
lim
t→1
NF2 = −2πi/B(a, b)
with a = α1 + β1, b = α1 + β2. Comparing with F1(1) = 1, we obtain the first
assertion. Next, by (5.3), there are analytic functions hi at t = 1 such that
θF2 = B(a, b)
−1(h1 + h2 log(1− t)).
By Lemma 5.5 (i) and (ii),
f˜2
f1
=
λ1
λ0
+
λ2
λ0
θF2
θF1
−
1
2πi
log(1 − t)
=
λ1
λ0
−
1
2πi
(
h1
θF1
+
(
h2
θF1
+ 1
)
log(1− t)
)
is holomorphic at t = 1. Since θF1 is meromorphic at t = 1, we have h2/θF1 = −1.
Therefore,
lim
t→1
f˜2
f1
=
λ1
λ0
−
1
2πi
lim
t→1
h1
θF1
.
Since θ = q0 + q1d/dt with qi ∈ Q(t), θF1 has Laurent coefficients in Q. By (5.3),
the first Laurent coefficient of h1 is in k0Q+ k1Q. By a theorem of Gauss (cf. [10]
1.7.3, p.18–19), kn is a linear combination of Q and log(Q
×
). Therefore, we obtain
the second assertion from Lemma 5.3 and Lemma 5.5 (iii). 
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6. Proof of the Period Formula
Let the notation be as in §3. Put D
(l)
∞ := (f (l))−1(∞) and U
(l)
:= X(l) \D
(l)
∞ =
(f (l))−1(P1 \ {∞}):
U
(l) //
f(l)

X(l)
f(l)

D
(l)
∞

oo
P1 \ {∞} // P1 {∞}oo
Let K[G(l)] → Ki be a projection and ei ∈ K[G
(l)] the corresponding idempotent
which satisfy the assumption in Theorem 4.1. We fix an embedding χ : K →֒ Q
and an integer 0 < k < l prime to l such that εk ⊗ χ ∈ Ii, i.e. the homomorphism
εk ⊗ χ : K[G
(l)] → Q factors through Ki (see (3.1) for the definition of Ii). We
then write αj = α
χ
j and βj = β
χ
j simply.
6.1. Put H2(X(l))0 := Ker[H
2(X(l))→ H2(X
(l)
t )] where X
(l)
t is the general fiber,
and H2(U (l))0 and H
2(U
(l)
)0 similarly. Recall the commutative diagram (4.10). It
induces
0 // H(l) //
∼=

M (l) //
∼=

E // 0
0 // H2(X(l))0/〈D(l)〉 // H2(U (l))0 // E // 0
0 // H2(X(l))0/〈D(l)〉 // H2(U
(l)
)0/〈D
(l)〉 //
∪
OO
E∞ //
∪
OO
0.
(6.1)
Note that all terms are equipped with multiplication by K[G(l)]. Put
H2(U
(l)
)fib := Ker
[
H2(U
(l)
)→
∏
F
H2(F )
]
where F runs over all fibral divisors in U
(l)
(i.e. f (l)(F ) is a point). Then we claim
that
H2(U
(l)
)fib −→ H
2(U
(l)
)0/〈D
(l)〉 (6.2)
is injective. Indeed, the kernel of the composition
〈D(l)〉 −→ H2(X(l)) −→
∏
F
H2(F )
is one-dimesional, generated by the cycle class of general fiber (Zariski’s lemma,
[5] I, (2.10)), and it dies in H2(U
(l)
) as U
(l)
6= X(l). Since eiE∞ = 0, we have an
injective map
eiH
2(U
(l)
)fib →֒ eiH
2(X(l))0/〈D
(l)〉 ∼= eiH
(l). (6.3)
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6.2. Rational 2-forms Ωk. Recall from Lemma 5.2 the 1-form ω ∈ Γ (S, F
1H χ) ⊂
Γ (S, f∗Ω
1
U/S) and the differential operator θ = q0(t) + q1(t)d/dt. Let ω
(l) be the
pull-back of ω by t → tl. Take q(t) 6= 0 ∈ Q[t] such that p0(t) := q(t)q0(t) and
p1(t) := q(t)q1(t) are polynomials and (t− 1) | p1(t). We then consider the rational
2-form
Ωk = Ωk,q(t) := t
k−1q(tl)dt ∧ ω(l) (6.4)
Replacing q(t) with ta(1 − t)bq(t) for some a, b ≫ 0 if necessary, we may assume
that
Ωk ∈ Γ (U
(l)
,Ω2X(l)).
This defines a de Rham cohomology class [tjΩk] ∈ H
2
dR(U
(l)
/Q) for any j ≥ 0.
Obviously [tjΩk] ∈ H
2
dR(U
(l)
/Q)fib and τ [t
jΩk] = ζ
k+j
l [t
jΩk]. In particular
[tlmΩk] ∈ [eiH
2
dR(U
(l)
/Q)fib]
εk⊗χ →֒ [eiH
(l)
dR]
εk⊗χ ∼= Q (6.5)
for any m ≥ 0 where the inclusion comes from (6.3).
6.3. Homology cycle ∆. Put D
(l)
0 := (f
(l))−1(0). Let δt ∈ H1(Xt,Q)
χ be the
vanishing cycle in Lemma 5.1. By sweeping δt over the segment 0 ≤ t ≤ 1 we
obtain a Lefschetz thimble ∆ ∈ H2(U
(l)
, D
(l)
0 ;Q). It may have a nonzero boundary
∂∆ ∈ H1(D
(l)
0 ,Q). Let ∆
∗
0 ⊂ P
1 be the punctured neighborhood of t = 0, and
put ∆˜∗0 := π
−1(∆∗0). By the local invariant cycle theorem, there is a canonical
isomorphism
H1(D
(l)
0 ,Q)
∼= Γ (∆˜∗0, R
1f
(l)
∗ Q) = Γ (∆
∗
0,M
(l)).
Since k/l+αχj 6∈ Z by the assumption in Theorem 4.1, this yieldsH1(D
(l)
0 ,Q)
εk⊗χ =
0. By the exact sequence
H2(U
(l)
,Q)εk⊗χ −→ H2(U
(l)
, D
(l)
0 ;Q)
εk⊗χ −→ H1(D
(l)
0 ,Q)
εk⊗χ = 0
the component ∆εk⊗χ lifts up to a homology cycle in H2(U
(l)
,Q)εk⊗χ, which we
write by the same notation ∆εk⊗χ.
6.4. Computing the period of H(l). We shall compute the period of [tlmΩk].
We first note that, since [tlmΩk] belongs to the εk ⊗ χ-part,∫
∆
tlmΩk =
∫
∆εk⊗χ
tlmΩk. (6.6)
If one shows the non-vanishing of the integral for some m ≥ 0, then we have the
non-vanishing [tlmΩk] 6= 0 of the cohomology class, and hence it gives a basis of
the εk ⊗ χ-part of H
(l)
dR. Then the period is given by
Period([H(l)]εk⊗χ) ∼
Q
×
∫
∆
tlmΩk. (6.7)
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Let us compute the integral (6.6).∫
∆
tlmΩk =
∫
∆
tk+lm−1q(tl) dt ∧ ω(l)
=
∫ 1
0
tk+lm−1q(tl) dt
∫
δt
ω(l)
=
1
l
∫ 1
0
tm+k/l−1q(t)f1(t) dt
=
λ0
l
∫ 1
0
(p0(t)F1(t) + p1(t)F
′
1(t))t
k/l+m−1dt (Lemma 5.2)
=:
λ0
l
Im.
Proposition 6.1. Let p0(t) =
∑
i dit
iand p1(t) =
∑
i d
′
it
i. Put q := k/l and
an :=
(α1 + q)n(α2 + q)n
(1 − β1 + q)n(1− β2 + q)n
, n ≥ 0, (6.8)
Cm :=
∑
i≥−1
(di − d
′
i+1(q +m+ i))am+i, m ≥ 1 (6.9)
where d−1 := 0. Then we have
Im = Cm · Γ
(
α1 + q, α2 + q
1− β1 + q, 1− β2 + q
)
.
Moreover, for infinitely many m ≥ 1, we have Cm 6= 0 and hence [t
lmΩk] 6= 0.
Proof. Firstly, recall that∫ 1
0
2F1
(
a, b
d
;xt
)
tc−1(1 − t)e−c−1 dt = Γ
(
c, e− c
e
)
3F2
(
a, b, c
d, e
;x
)
. (6.10)
Using this, we have∫ 1
0
F1(t)t
q+n−1 dt
=
∫ 1
0
2F1
(
α1 + β1, α1 + β2
1
; t
)
(1− t)α1+q+n−1 dt
= Γ
(
α1 + q + n
α1 + q + n+ 1
)
3F2
(
α1 + β1, α1 + β2, 1
1, α1 + q + n+ 1
; 1
)
= Γ
(
α1 + q + n
α1 + q + n+ 1
)
2F1
(
α1 + β1, α1 + β2
α1 + q + n+ 1
; 1
)
= Γ
(
α1 + q + n, α2 + q + n
1− β1 + q + n, 1− β2 + q + n
)
= Γ
(
α1 + q, α2 + q
1− β1 + q, 1− β2 + q
)
an
where we used Euler’s formula and α1 + α2 + β1 + β2 = 1. Hence we have∫ 1
0
p0(t)F1(t)t
q+m−1 dt = Γ
(
α1 + q, α2 + q
1− β1 + q, 1− β2 + q
)∑
i
diai+m.
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Secondly, recall that
d
dt
2F1
(
a, b
c
; t
)
=
ab
c
2F1
(
a+ 1, b+ 1
c+ 1
; t
)
.
Using this, we have
d
dt
F1(t) =α1F1(t)t
−1
− (α1 + β1)(α1 + β2)2F1
(
α1 + β1 + 1, α1 + β2 + 1
2
; 1− t
)
tα1 .
The integral for the first term is already computed. For the second term, we have
similarly as above∫ 1
0
2F1
(
α1 + β1 + 1, α1 + β2 + 1
2
; 1− t
)
tα1+q+n−1
=
1
α1 + q + n
3F2
(
α1 + β1 + 1, α1 + β2 + 1, 1
α1 + q + n+ 1, 2
; 1
)
.
Applying Lemma 7.7 with q = 0, we have
(α1 + β1)(α1 + β2)
α1 + q + n
3F2
(
α1 + β1 + 1, α1 + β2 + 1, 1
α1 + q + n+ 1, 2
; 1
)
=
1
α1 + q + n
Γ
(
α1 + q + n+ 1, α2 + q + n− 1
−β1 + q + n, β2 + q + n
)
− 1
= Γ
(
α1 + q, α2 + q
1− β1 + q, 1− β2 + q
)
(α1 + q + n− 1)an−1 − 1.
Combining these and using p1(1) =
∑
i d
′
i = 0, we obtain∫ 1
0
p1(t)F
′
1(t)t
q+m−1 dt
= Γ
(
α1 + q, α2 + q
1− β1 + q, 1− β2 + q
)∑
i
d′i(α1ai+m−1 − (α1 + q + i+m− 1)ai+m−1)
= −Γ
(
α1 + q, α2 + q
1− β1 + q, 1− β2 + q
)∑
i
d′i(q + i+m− 1)ai+m−1.
Hence we obtain the first assertion. The second assertion follows from the lemma
below. 
Lemma 6.2. Let {an}n≥0 be as above. Let {xn}
r
n=1, {yn}
r
n=1 be sequences of finite
length such that xn 6= 0 for some n and yn 6= 0 for some n. Then.
r∑
n=1
(xnan+m + yn(n+m)an+m)
is non-trivial for infinitely many m ≥ 0.
Proof. Put
ei = (ai+1, . . . , ai+r, (i + 1)ai+1, . . . , (i+ r)ai+r) ∈ Q
⊕2r.
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It suffices to show that em+1, . . . , em+2r are linearly independent. Put a = α1 + q,
b = α2 + q, c = 1− β1 + q, d = 1− β2 + q. Since (α)i+j = (α)i(α+ i)j , we have for
j = 1, . . . , r,
ai+j =
(a)i(b)i
(c)i(d)i
·
(a+ i)j(b + i)j
(c+ i)j(d+ i)j
=
(a)i(b)i
(c)i(d)i
·
(a+ i)j(b + i)j(c+ i+ j)r−j(d+ i+ j)r−j
(c+ i)r(d+ i)r
.
So we have the determinant∣∣∣∣∣∣∣
em+1
...
em+2r
∣∣∣∣∣∣∣ =
m+2r∏
i=m+1
(a)i(b)i
(c)i(d)i(c+ i)r(d+ i)r
·
∣∣∣∣∣∣∣
fm+1
...
fm+2r
∣∣∣∣∣∣∣
where we put
fi = (bi,1, . . . , bi,r, (i+ 1)bi,1, . . . , (i + r)bi,r)
with
bi,j = (a+ i)j(b+ i)j(c+ i+ j)r−j(d+ i+ j)r−j.
For each j = 1, . . . , r,
Pj(t) := (a+ t)j(b+ t)j(c+ t+ j)r−j(d+ t+ j)r−j
is a polynomial of degree 2r such that Pj(i) = bi,j . Suppose that the above deter-
minant is 0. Then, there exist cj , dj which are not all 0 such that the polynomial∑r
j=1(cj + djt)Pj(t) vanishes at t = m+ 1, . . . ,m+ 2r. Since every Pj(t) is divis-
ible by (a + t)(b + t) which does not vanish at integers, we have a polynomial of
degree 2r−1 with 2r distinct roots. Hence we have
∑r
j=1(cj+djt)Pj(t) = 0. Since
P1(t), . . . , Pr−1(t) are divisible by (c+t+r−1)(d+t+r−1), so is (cr+drt)Pr(t). On
the other hand, by Lemma 5.1, Pr(t) is not divisible by (c+ t+ r− 1)(d+ t+ r− 1),
hence cr = dr = 0. Proceeding similarly, we obtain cj = dj = 0 for all j, which is a
contradiction. 
We finish the proof of Theorem 4.1. The constant Cm is an nonzero algebraic
number for infinitely many m’s. Then (6.7) holds so that we have
Period([H(l)]εk⊗χ) ∼
Q
× λ0Im ∼Q× λ0 · Γ
(
α1 + q, α2 + q
1− β1 + q, 1− β2 + q
)
.
Since λ0 ∈ 2πiQ
×
by Lemma 5.3, we are done.
Remark 6.3. Since α1 + α2 + β1 + β2 ∈ Z, we can also write
Period([H(l)]εk⊗χ) ∼
Q
× B(α1 + q, β1 − q)B(α2 + q, β2 − q).
The above proof also shows that the map (6.5) is bijective. Hence
Corollary 6.4. eiH
2(U
(l)
)fib ∼= eiH
(l).
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7. Proof of the Regulator Formula
In this section we prove Theorem 4.3. We fix a projection K[G(l)]→ Ki and the
idempotent ei which satisfy the assumption of Theorem 4.1, i.e. none of (4.5) is an
integer. Recall the following notations:
D
(l)
0 := (f
(l))−1(0), D(l)∞ := (f
(l))−1(∞), D
(l)
i := (f
(l))−1(ζil ), (1 ≤ i ≤ l)
D(l)ss :=
l∑
i=1
D
(l)
i , D
(l) := D
(l)
0 +D
(l)
∞ +D
(l)
ss , D
(l)
ss := D
(l)
0 +D
(l)
ss ,
U
(l)
:= X(l) \D(l)∞ , U
(l) := X(l) \D(l).
7.1. Cycle Γ. Let γQ,t ∈ H1(Xt,Q) be a homology cycle which does not vanish at
t = 1. We then define a cycle
Γ ∈ H2(U
(l)
, D
(l)
0 +D
(l)
l ;Q)
to be the Lefschetz thimble obtained by sweeping γQ,t over the segment 0 ≤ t ≤ 1.
Since k/l + αχj 6∈ Z by the assumption of Theorem 4.1, one has eiH1(D0,Q) = 0
(cf. §6.3). Hence we obtain a cycle
eiΓ ∈ H2(U
(l)
, D(l)ss ;Q), D
(l)
ss :=
l∑
i=1
D
(l)
i
with nontrivial boundary:
∂(eiΓ) = eiγQ,1 6= 0 ∈ eiH1(D
(l)
ss ,Q)
∼= Ki.
7.2. Proof of Theorem 4.3 : Step 1. We want to compute the extension data
of (4.3). The auto-duality (4.4) for H(l) together with the Verdier duality yields a
commutative diagram
0 // H(l)(2) //
∼=

M (l)(2) //
∼=

E(2) //
∼=

0
0 // (H(l))∗ //

(H1(P1, j!M
(l)))∗ //

(i−1j∗M
(l))∗ //
∼=

0
0 // H2(X(l))/H2(D(l)) // H2(X(l), D(l)) // H1(D(l)) // 0
0 // H2(U
(l)
)/H2(D
(l)
ss ) //
OO
H2(U
(l)
, D
(l)
ss ) //
OO
H1(D
(l)
ss )
OO
with exact rows where j : P1 \ {0, 1,∞} →֒ P1 and i : {0, 1,∞} →֒ P1. It follows
from Corollary 6.4 that the exact sequence
0 // eiH2(U
(l)
)/H2(D
(l)
ss )
// eiH2(U
(l)
, D
(l)
ss )
// eiH1(D
(l)
ss )
// 0
[eiH
2(U
(l)
,Q)fib]
∗
∼=
OO
eiH1(D
(l)
ss )
(7.1)
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is isomorphic to the ei-part of (4.3).
Let us discuss (7.1). Since eiH
1(Dss,Q) is a Hodge structure of type (0, 0), there
is an isomorphism
Π : eiF
1H2dR(U
(l)
, D
(l)
ss )
∼=
−→ eiF
1H2dR(U
(l)
)fib.
For ω ∈ eiF
1H2dR(U
(l)
)fib we write
ω
(U
(l)
,D
(l)
ss )
:= Π−1(ω) ∈ eiF
1H2dR(U
(l)
, D
(l)
ss ).
The following is well-known to specialists and indeed it can be proven immediately
from the definition (the detail is left to the reader).
Proposition 7.1. Let
ρˇ : eiH1(D
(l)
ss ,Q) −→ Ext
1
MdRH(Q, eiH
2(U
(l)
)fib)
be the connecting homomorphism arising from (7.1). Let Γx ∈ eiH2(U
(l)
, D
(l)
ss ;Q)
be a lifting of x ∈ eiH1(D
(l)
ss ,Q). Then, under the canonical isomorphism
Ext1MdRH(Q, eiH
2(U
(l)
)fib) ∼= Coker
[
eiH2(U
(l)
,Q)→ Hom(eiF
1H2dR(U
(l)
)fib,C)
]
we have
ρˇ(x) =
[
ω 7−→
∫
Γx
ω
(U
(l)
,D
(l)
ss )
]
.
Let us see ρˇ(x) more explicitly. We first note that one can choose a lifting Γx by
applying an element αx ∈ K[G
(l)] on the cycle Γ constructed in §7.1:
Γx = αxΓ.
Let ω be a de Rham cohomology class defined over Q. Then ω
(U
(l)
,D
(l)
ss )
is a class
defined over Q as well. Let ω˜ ∈ Γ (U
(l)
,Ω2
U
(l)
/Q
) satisfy [ω˜] = ω in H2dR(U
(l)
/Q).
Then since ∂Γx ∈ H1(Dss,Q) we have∫
Γx
ω
(U
(l)
,D
(l)
ss )
=
∫
Γx
ω˜ + c, ∃c ∈ Im(H1dR(Dss/Q)⊗H1(Dss,Q)) = Q (7.2)
(cf. [2] §3.3). Recall the rational 2-forms tlmΩk from the proof of period formula
in §6. It gives a basis of the εk ⊗χ-part of eiH
2
dR(U
(l)
)fib. Now let ω˜ = t
lmΩk. We
then have ∫
Γx
ω
(U
(l)
,D
(l)
ss )
=
∫
gΓ
tlmΩk + c = (εk ⊗ χ)(αx) ·
∫
Γ
tlmΩk + c.
Finally let us recall the connecting homomorphism ρ (4.7) which arises from (4.3).
Since ε−k ⊗
tχ-part of (4.3) corresponds to εk ⊗ χ-part of (7.1), we have
ρε−k⊗
tχ = (ρˇ)εk⊗χ.
Summing these up, we obtain the following.
Proposition 7.2. Let εk ⊗ χ ∈ Ii. Then for x ∈ eiE(2) there is a constant c ∈ Q
such that
ρε−k⊗
tχ(x) = (εk ⊗ χ)(αx)
∫
Γ
tlmΩk + c. (7.3)
Note (εk ⊗ χ)(αx) ∈ Q
×
unless x = 0.
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Remark 7.3. The constant “c” in (7.3) depends on the choice of the lifting
ω˜ = tlmΩk (recall from Proposition 6.1 that t
lmΩk can be a basis for infinitely
many m’s). However if one chooses ω˜ to be a certain lifting arising from Deligne’s
canonical extension, then it is proven that c = 0 ([3] Appendix).
7.3. Proof of Theorem 4.3 : Step 2 : Contiguous relations of 3F2.
Lemma 7.4. If c+ 1 > a+ b and q > 0, we have
3F2
(
a, b, q
c, q + 1
; 1
)
= qΓ
(
c, c+ 1− a− b
c+ 1− a, c+ 1− b
)
3F2
(
1, c+ 1− a− b, c− q
c+ 1− a, c+ 1− b
; 1
)
.
Proof. Apply [6] Ch. III, 3.2 (1), p.14. 
Lemma 7.5 (3-term relations). Let
F q(x) := 3F2
(
1, c, q
a, b
;x
)
, Fa(x) := 3F2
(
1, c, q
a, b
;x
)
.
Then we have
(a− q − 1)(b− q − 1)F q(x) + q(a+ b− 3− 2q − (c− q − 1)x)F q+1(x)
+ q(1 + q)(1 − x)F q+2(x) = (a− 1)(b− 1),
and
(a− 2)(a− 1)(1− x)Fa−2(x) + (a− 1)((2a− c− q − 3)x− a+ b+ 1)Fa−1(x)
− (a− q − 1)(a− c− 1)xFa(x) = (a− 1)(b− 1).
In particular, if a+ b > c+ q + 2, we have
(a− q − 1)(b− q − 1)F q(1) + q(a+ b− c− 2− q)F q+1(1) = (a− 1)(b− 1),
(a− 1)(a+ b− c− q − 2)Fa−1(1)− (a− q − 1)(a− c− 1)Fa(1) = (a− 1)(b − 1).
Proof. Let D = x ddx be the Euler differential operator. Then F
q(x) is a solution of
the differential operator
D(D+a−1)(D+b−1)−x(D+1)(D+c)(D+q) = D[(D+a−1)(D+b−1)−x(D+c)(D+q)].
On the other hand, one can directly shows (D + q)F q(x) = qF q+1(x). Therefore if
we write
(D+a−1)(D+b−1)−x(D+c)(D+q) = a1(x)(D+q+1)(D+q)+a2(x)(D+q)+a3(x)
then we have
D(a1(x)q(q + 1)F
q+2 + a2(x)qF
q+1(x) + a3(x)F
q(x)) = 0
⇐⇒
a1(x)q(q + 1)F
q+2 + a2(x)qF
q+1(x) + a3(x)F
q(x) = constant.
We thus obtain the 3-term relation for F q (details are left to the reader). Noting
(D+a−1)Fa(x) = (a−1)Fa−1(x), the 3-term relation for Fa is proven in the same
way. 
Lemmas 7.4 and 7.5 immediately imply
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Corollary 7.6. For c+ 1 > a+ b, put
F a,b,qc := Γ
(
c+ 1− a, c+ 1− b
c, c+ 1− a− b
)
3F2
(
a, b, q
c, q + 1
; 1
)
.
Then for any rationals a′ ≡ a, b′ ≡ b, c′ ≡ c and q′ ≡ q mod Z, there are rationals
k, k′, k′′ such that
kF a,b,qc + k
′F a
′,b′,q′
c′ + k
′′ = 0.
We shall apply Corollary 7.6 to the case a′ = a, b′ = b, c′ = c and q′ = q + 1.
For the later use we write it down explicitly.
Lemma 7.7. For any a, b, c ∈ R with c+ 1 > a+ b, put
F (q) := 3F2
(
a, b, q
c, q + 1
; 1
)
.
Then, we have
(q + 1− a)(q + 1− b)
q + 1
F (q + 1)− (q + 1− c)F (q) = Γ
(
c, c+ 1− a− b
c− a, c− b
)
.
7.4. Proof of Theorem 4.3 : Step 3. We finish the proof of Theorem 4.3. By
Proposition 7.2 it is enough to show that the integral∫
Γ
tlmΩk
in (7.3) is a Q-linear combination of the terms (4.8) and (4.9), and that the coeffi-
cient of (4.9) is nonzero. Put as in Lemma 5.2
F1(t) = t
α1
2F1
(
α1 + β1, α1 + β2
1
; t
)
, F2(t) = t
α1
2F1
(
α1 + β1, α1 + β2,
2α1 + β1 + β2
; t
)
.
Similarly as in the proof in §6.4, we have∫
Γ
tlmΩk
(6.4)
=
∫ 1
0
tlm+k−1q(tl) dt
∫
γt
ω(l)
=
1
l
∫ 1
0
tm+k/l−1q(t)f2(t) dt
=
1
l
∫ 1
0
tm+k/l−1q(t)(λ1θF1 + λ2θF2) dt (Lemma 5.2)
=
λ1
l
Im +
λ2
l
∫ 1
0
tm+k/l−1
(
p0(t)F2(t) + p1(t)F
′
2(t)
)
dt. (7.4)
The integral Im is computed in Proposition 6.1. Let us compute the second integral
in (7.4):
Jm : =
∫ 1
0
tm+k/l−1
(
p0(t)F2(t) + p1(t)F
′
2(t)
)
dt
=
∫ 1
0
(
tm+k/l−1p0(t)− (t
m+k/l−1p1(t))
′
)
F2(t) dt,
where the second equality follows from (t−1)|p1(t) as is assumed. Let p0(t) =
∑
dit
i
and p1(t) =
∑
d′it
i. We fix a sufficiently large integer m such that Cm 6= 0 which
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is defined in Proposition 6.1. Put
Kn :=
∫ 1
0
tk/l+n−1F2(t) dt =
∫ 1
0
tα1+k/l+n−12F1
(
α1 + β1, α1 + β2
2α1 + β1 + β2
; t
)
dt.
Then Jm is a linear combination of Kn’s:
Jm =
∑
i≥−1
(di − (m+ k/l + i)d
′
i+1)Km+i, (d−1 := 0). (7.5)
Lemma 7.8. Put a := α1 + β1, b := α1 + β2 and q = k/l. Then we have
Kn = (q + α1 + n)
−1 · 3F2
(
a, b, q + α1 + n
a+ b, q + α1 + n+ 1
; 1
)
.
Proof. Straightforward from (6.10). 
Lemmas 7.7 and 7.8 yield that there are pn, p
′
n ∈ Q such that
B(a, b)Kn = pnB(a, b)3F2
(
a, b, α1 + q
a+ b, α1 + q + 1
; 1
)
+ p′n (7.6)
Using α2 = 1− (α1 + β1 + β2), the rational number pn is given by
pn = (q + α1 + n)
−1
n∏
k=1
(q + α1 + k)(q + α2 + k − 1)
(q − β1 + k)(q − β2 + k)
= (q + α1)
−1 (q + α1)n(q + α2)n
(q − β1 + 1)n(q − β2 + 1)n
.
We thus have pn = (q + α1)
−1an where an is the constant in (6.8). Hence
B(a, b)Jm = (q + α1)
−1
∑
i≥−1
(di − (m+ k/l+ i)d
′
i+1)am+i

· B(a, b)3F2
(
a, b, α1 + q
a+ b, α1 + q + 1
; 1
)
+ p′′m
= CmB(a, b)3F2
(
a, b, α1 + q
a+ b, α1 + q + 1
; 1
)
+ p′′m
for some p′′m ∈ Q where Cm is the constant in (6.9). Since λ2 6= 0 ∈ Q · B(a, b) by
Key Lemma 3 (Lemma 5.4), we have∫
Γ
tlmΩk =
λ1
l
Im +
λ2
l
Jm
=
λ1
l
Im +
λ2
l
(
Cm · 3F2
(
a, b, α1 + q
a+ b, α1 + q + 1
; 1
)
+ C′mB(a, b)
−1
)
=
λ1
l
Im + c1 + c2B(a, b) 3F2
(
a, b, α1 + q
a+ b, α1 + q + 1
; 1
)
for some c1 ∈ Q and c2 ∈ Q
×
. The third term appears as (4.9). Again, by Key
Lemma 3 (Lemma 5.4) and Proposition 6.1, the first term λ1Im/l appears as the
second term in (4.8). So we are done.
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