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Abstract
A family of polynomial τ -functions for the NLS-Toda hierarchy is constructed.
The hierarchy is associated with the homogeneous vertex operator representation of
the affine algebra g of type A
(1)
1 . These τ -functions are given explicitly in terms of
Schur functions that correspond to rectangular Young diagrams. It is shown that
an arbitrary polynomial τ -function which is an eigenvector of d, the degree operator
of g, is contained in the family. By the construction, any τ -function in the family
becomes a Virasoro singular vector. This consideration gives rise to a simple proof
of known results on the Fock representation of the Virasoro algebra with c = 1.
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1 Introduction
The main object of this paper is the family of the Schur functions associated with the
rectangular Young diagrams. We have encountered these rectangular Schur functions in
the studies of integrable systems and related representation theories:
• The Virasoro singular vectors in the Fock space of central charge c = 1 [1],[2],
• Polynomial τ -functions of the NLS-Toda hierarchy [3],[4].
One of the aim of this paper is to understand these two results in a unified manner.
Another aim is to parametrize all the τ -functions of the NLS-Toda hierarchy which are
homogeneous polynomials with respect to the degree specified below. As the common
background, we utilize the homogeneous vertex operator construction of the basic repre-
sentation L(Λ0) of the affine Lie algebra g(A
(1)
1 ) ([5]).
Among many ways of introducing the NLS-Toda hierarchy, our main viewpoint is
group-theoretic ([6],[8],[7]). One knows that the basic representation L(Λ0) is realized
on the space V
def
= C[ t ] ⊗ C[eα, e−α], where t = (t1, t2, . . . ). The NLS-Toda hierarchy
characterizes the G-orbit of the highest weight vector in V , where we denote by G the
group associated with g(A
(1)
1 ) introduced by Peterson and Kac [9]. The hierarchy is also
described in terms of Hirota’s bilinear forms. It is given by infinite number of bilinear
equations including the following typical equations:
(D2t1 +Dt2)τn · τn+1 = 0, D
2
t1
τn · τn + 2τn−1τn+1 = 0 (n ∈ Z), (1.1)
where we write a typical element τ of V as τ =
∑
n∈Z τne
nα (τn ∈ C[ t ]). The second
equation of (1.1) is known as the bilinear form the Toda lattice equation. If we set
Φ
def
= τn+1/τn,Φ
def
= τn−1/τn for any fixed n and pose the assumption that Φ is the complex
conjugate of ±Φ, then, from equations (1.1), we have
− i∂tΦ = ∂
2
xΦ∓ 2|Φ|
2Φ, (1.2)
where t
def
= it2 and x
def
= t1. Equation (1.2) is known as the nonlinear Schro¨dinger (NLS)
equation. So we call this hierarchy as the NLS-Toda hierarchy. Let us define the degree
in the space V by
deg(tj) = j(j ≥ 1), deg(e
nα) = n2(n ∈ Z). (1.3)
A direct computation of the SL2(C)-orbit of e
nα leads to a formula (4.26) of τ -functions
of the hierarchy. The τ -functions are written in terms of rectangular Schur functions. We
can also prove that the family given by (4.26) exhaust all the homogeneous τ -functions
of the hierarchy.
One knows that the Virasoro algebra acts on the space V , where the each sector
C[ t ]enα(n ∈ Z) is preserved. It is remarkable that the Virasoro algebra commutes with
the Lie subalgebra sl2(C) of g(A
(1)
1 ). Since our τ -functions are given as SL2(C)-orbit
through the vector enα, it is immediate to see that the τ -function is a singular vector,
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that is we have Lkτ = 0 for k > 0. Hence we have a simple explanation of the result of
Segal [1] and Wakimoto-Yamada [2].
We here add some historical remarks. It should be firstly mentioned that Sachs [3]
obtained the formula for τ -functions in terms of rectangular Schur functions by using the
Jacobi identity. Gilson et al. [4] also derived the formula from the double Wronskian
type solution to the 2-component KP hierarchy. In addition, M. Sato made the following
inspiring comment, unfortunately without any proof, in his series of lectures delivered at
Kyoto University, : “The whole family of the rectangular Schur functions characterizes
the NLS hierarchy”.
2 Homogeneous construction of the basic represen-
tation
First we recall some facts on the basic representation L(Λ0) of the affine Lie algebra g of
type A
(1)
1 due to Frenkel and Kac (cf. [5], see also [10]).
Let
◦
g = sl(2,C) with the standard basis
E =
(
0 1
0 0
)
, H =
(
1 0
0 −1
)
, F =
(
0 0
1 0
)
. (2.4)
The affine Lie algebra g of type A
(1)
1 can be realized as the vector space
g =
◦
g⊗ C[t, t−1]⊕ CK ⊕ Cd (2.5)
with the bracket [K, g] = 0, [d,X ⊗ tn] = nX ⊗ tn, and
[X ⊗ tm, Y ⊗ tn] = [X, Y ]⊗ tm+n +mδm+n,0tr(XY )K (X, Y ∈
◦
g, m, n ∈ Z) (2.6)
where [X, Y ] is the bracket in
◦
g. For X ∈
◦
g, n ∈ Z put Xn
def
= X ⊗ tn. We identify
◦
g with
the subalgebra of g consisting of the elements X0(X ∈
◦
g).
Consider the subalgebra h = CH ⊕ CK ⊕ Cd. It is called a Cartan subalgebra of g.
Let Λ0, δ be the linear functions on h defined by
Λ0(H) = 0, Λ0(K) = 1, Λ0(d) = 0, δ(H) = δ(K) = 0, δ(d) = 1. (2.7)
The basic representation L(Λ0) of the Lie algebra g is the irreducible highest weight
representation of the highest weight Λ0. Namely it is an irreducible g-module in which
there exists a non-zero vector vΛ0 such that
KvΛ0 = vΛ0 , dvΛ0 = 0, XnvΛ0 = 0 (n ≥ 0). (2.8)
We have
[Hm, Hn] = 2mδm+n,0K. (2.9)
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The elements Hn(n 6= 0) generate a subalgebra H, which is called the homogeneous
Heisenberg subalgebra of g. Let t denote the sequence of infinitely many independent
variables t1, t2, . . . . We have a natural representation of H on the space of polynomials
C[ t ] given by
Hn 7→ 2
∂
∂tn
, H−n 7→ ntn (n > 0), K 7→ id. (2.10)
We construct a representation of g on the space V
def
= C[ t ]⊗ C[Q], where C[Q] is the
group algebra of the root lattice Q
def
= Zα of
◦
g. Let the elements of H act on the first
factor of C[ t ]⊗ C[Q] by (2.10). Define also an action of H = H0 on V by
H(P ⊗ enα) = 2nP ⊗ enα (P ∈ C[ t ], n ∈ Z). (2.11)
To describe the actions of En and Fn, it is convenient to consider the generating function
X(z)
def
=
∑
n∈Z
Xnz
−n−1 (X ∈
◦
g). (2.12)
Let us introduce the following operators on V :
z±H(P ⊗ enα) = z±2nP ⊗ enα, e±α(P ⊗ enα) = P ⊗ e(n±1)α (P ∈ C[ t ], n ∈ Z).(2.13)
Then the action of E(z) and F (z) are given by the following vertex operators :
E(z) 7→ eη(t,z)e−2η(∂˜t ,z
−1)eαzH , F (z) 7→ e−η(t,z)e2η(∂˜t ,z
−1)e−αz−H (2.14)
where
η(t, z) =
∞∑
j=1
tjz
j , η(∂˜t, z
−1) =
∞∑
j=1
1
j
∂
∂tj
z−j . (2.15)
If we set vΛ0
def
= 1 ⊗ e0 ∈ V then we have (2.8). It is shown that the set of formulas
(2.10),(2.11), (2.13), and (2.14) gives an irreducible representation of g on V. In this way,
we obtain a realization of L(Λ0) on the space V.
3 Definition of the NLS-Toda hierarchy
Since L(Λ0) = V is an integrable representation, we can define the actions of exp(En), exp(Fn)
(n ∈ Z) on V. These operators generate a subgroup of GL(V ) which we denote by G. Let
O = GvΛ0 be the G-orbit through the highest weight vector vΛ0 .
Definition 1 A non-zero vector τ ∈ V = C[t]⊗ C[Q] is called a τ -function of the NLS-
Toda hierarchy if and only if τ ∈ O.
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Let Lhigh be the highest component of V ⊗V , i.e., the g-submodule in V ⊗V generated
by vΛ0 ⊗ vΛ0 . Then we have Lhigh
∼= L(2Λ0) and the group orbit O can also be described
as follows:
τ ∈ O ⇐⇒ τ ⊗ τ ∈ Lhigh. (3.16)
Further, the method of the generalized Casimir operator due to Kac and Wakimoto ([11])
enables us to write down the condition τ ⊗ τ ∈ Lhigh as a system of Hirota’s bilinear
differential equations. In particular, a τ -function of the NLS-Toda hierarchy satisfies
(1.1). In this paper, however, we do not use the explicit forms of these equations. The
bilinear equations are also derived from the free fermion operators and the boson-fermion
correspondence (see [6],[8]).
4 Rectangular Schur functions
In this section we will show that the rectangular Schur functions appear naturally in the
SL2(C)-orbit through the maximal weight vector of L(Λ0).
Let the polynomials pk(t) be defined by
eη(t,z) =
∞∑
k=0
pk(t)z
k, (4.17)
where η(t, z) =
∑∞
j=1 tjz
j . Then the Schur function Sλ indexed by the partition λ =
(λ1, . . . , λn) can be expressed by the following determinant:
Sλ = Sλ(t) = det (pλi−i+j(t))1≤i,j≤n , (4.18)
where we agree that pk(t) = 0 for k < 0. Let λ
′ be the conjugate of λ. Then we have
Sλ(−t) = (−1)
|λ|Sλ′(t), |λ| =
n∑
j=1
λj . (4.19)
If t is expressed by a sequence of finite number of variables z = (z1, . . . , zn) as
tj =
1
j
(
zj1 + · · ·+ z
j
n
)
(j ≥ 1) (4.20)
then we have
Sλ = Sλ(z) =
det(z
λj+n−j
i )1≤i,j≤n
det(zn−ji )1≤i,j≤n
. (4.21)
The denominator is nothing but the Vandermonde determinant:
∆n(z) :=
∏
i<j
(zi − zj). (4.22)
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As for the rectangular Young diagram (k, . . . , k) (repeated n times) denoted by (n, k),
we see from (4.21) that S(n,k)(z) has a simple form
S(n,k)(z) = (z1 · · · zn)
k. (4.23)
Let t = (t1, t2, . . . ) and z = (z1, . . . , zn) be two sequences of infinite and finite variables,
respectively. The Cauchy formula (see [12]) can be written as
e
∑n
k=1 η(t,zk) =
∑
λ
Sλ(t)Sλ(z), (4.24)
where summation runs over partitions λ with length at most n.
We also note orthogonality relations for the Sλ(z). If f = f(z1, . . . , zn) is a Laurent
polynomial, let f = f(z−11 , . . . , z
−1
n ) and let CT [f ] denote the constant term in f. A scalar
product is defined by 〈f, g〉n =
1
n!
CT [fg∆n∆n]. Then we have
〈Sλ, Sµ〉n = δλµ. (4.25)
Our main result in this section is the following.
Theorem 1 Let k be a non-negative integer, and γ ∈ C. We have the following expression
of a τ -function:
exp(γF )
(
ekα
)
=
2k∑
n=0
(−1)
n(n+1)
2 γnS(2k−n,n)(t)e
(k−n)α. (4.26)
Proof. First we note that
F (z1) · · ·F (zn)e
kα = e−
∑n
j=1 η(t,zj)(z1 · · · zn)
−2k∆2n e
(k−n)α. (4.27)
It can be verified by using the relations
e−η(t,z)e−2η(∂˜t ,w
−1) =
(
1−
w
z
)2
e−2η(∂˜t ,w
−1)e−η(t,z), z−Hq−1 = z2q−1z−H . (4.28)
Now we want to pick up the coefficient of (z1 · · · zn)
−1 in (4.27), which is equal to F nekα.
Notice that the coefficient can be written in terms of the scalar product
F nekα = CT [z1 · · · znF (z1) · · ·F (zn)e
kα]
=
∑
λ
(−1)
n(n−1)
2 Sλ(−t)n!〈Sλ, S(n,2k−n)〉ne
(k−n)α, (4.29)
where we expand e−
∑n
j=1 η(t,zj) by (4.24) and use ∆n = (−1)
n(n−1)
2 (z1 · · · zn)
−n+1∆n. Using
the orthogonality (4.25) and (4.19) we have
F nekα = n!(−1)
n(n−1)
2 S(n,2k−n)(−t) = n!(−1)
n(n+1)
2 S(2k−n,n)(t). (4.30)
Q.E.D.
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5 Parametrization of the homogeneous τ-functions
Definition 2 If τ ∈ O is an eigenvector of d with eivenvalue N then we say that τ is
homogeneous of degree N.
We first state the following theorem that claims the family of τ -functions constructed
in Section 4 exhausts all the homogeneous polynomial τ -functions.
Theorem 2 Let τ be a homogeneous τ -function of degree N. Then there exists a non-
negative integer m such that N = m2. If, moreover, τ is not constant multiple of e±mα,
then there exist constants γ, c 6= 0 such that τ = c exp (γF ) emα.
To prove Theorem 2, we will use a fundamental result by Peterson-Kac. Let g be a
symmetrizable Kac-Moody Lie algebra, and h be its Cartan subalgebra. Let Λ ∈ h∗ be
a dominant integral weight and L(Λ) be an irreducible g-module with highest weight Λ.
We denote by vΛ a highest weight vector in L(Λ). For v ∈ L(Λ) let v =
∑
λ∈h∗ vλ be its
weight decomposition. Put supp(v)
def
= {λ ∈ P (Λ) | vλ 6= 0}, and let S(v) be the convex
hull of supp(v) in h∗. By G ⊂ GL(L(Λ)) we denote the associated group. And let W
denote the Weyl group of g.
Lemma 1 [9] Let τ ∈ L(Λ) be in the G-orbit through vΛ. Then each vertex of S(τ)
belongs to the W -orbit of the highest weight Λ.
Proof of Theorem 2. For g = g(A
(1)
1 ), W -orbit of Λ0 consists of the elements
λm
def
= Λ0 +mα−m
2δ (m ∈ Z). (5.31)
Note that λm is the weight of e
mα ∈ V. Let τ ∈ O be homogeneous of degree N. By
applying Lemma 1, we see that there exists a non-negative integer m such that N = m2
and that S(τ) is the segment
[λm, λ−m]
def
= {sλm + (1− s)λ−m | 0 ≤ s ≤ 1} (5.32)
unless S(τ) = {λm} or {λ−m}. If S(τ) = {λ±m} then τ is a constant multiple of e
±mα
respectively. Therefore we assume S(τ) = [λm, λ−m] and write τ =
∑2m
n=0 τm−ne
(m−n)α,
where we have deg τn = n(2m− n). In particular, τ±m is a non-zero constant.
For a complex parameter γ, we set σ
def
= exp(−γF )τ. By the definition of O, we have
σ ∈ O. In addition, since F preserves the degree, we can write σ =
∑2m
n=0 σm−ne
(m−n)α,
deg σn = n(2m− n), in a similar way to τ . Now we see the coefficient σ−m is constant in
t, and more explicitly we have
σ−m = (−1)
mτmγ
2m + lower order term in γ. (5.33)
by (4.30). Now we can choose γ such that the polynomial σ−m is equal to zero. Thus
λ−m 6∈ supp(σ). Then by Lemma 1, we have S(σ) consists of the one point λm. That is
to say σ = cemα for certain non-zero constant c ∈ C. Hence we have τ = c exp(γF )emα.
Q.E.D.
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6 Virasoro singular vectors
Let define the operators Ln (n ∈ Z) on V by
Ln =
1
4
∑
m∈Z
: Hm+nHn :, (6.34)
where we define the normal ordering by
: HmHn :=
{
HmHn if m ≤ n
HnHm if m > n.
(6.35)
Then we have
[Lm, Xn] = −nXm+n, (6.36)
[Lm, Ln] = (m− n)Lm+n +
1
12
(m3 −m)δm+n,0 id. (6.37)
Equation (6.37) means that the operators Ln gives a representation of the Virasoro algebra
L with central charge c = 1. For N ∈ Z, we set
S(N)
def
= {v ∈ V |Lkv = 0(k ≥ 1), L0v = Nv}. (6.38)
We also set Sn(N)
def
= S(N) ∩ Vn (n ∈ Z). Then we have S(N) =
⊕
n∈Z Sn(N). A vector
v in Sn(N) is called a singular vector in Vn of grade N. For any n ∈ Z, e
nα ∈ Vm is a
singular vector of grade n2. This follows from Hke
nα = 0 for k > 0 and Henα = 2nenα.
Now we remark that equation (6.36) implies, in particular, the following notable fact:
[
◦
g,L] = 0 on V. (6.39)
Therefore, starting from a singular vector emα,
◦
g creates other singular vectors . By virtue
of Theorem 1, they are nothing but rectangular Schur functions.
Theorem 3 ([1],[2]) If there exists a non-negative integer m such that N = m2 then
S(N) =
⊕
−m≤n≤m
CS(m−n,m+n)(t)e
nα, (6.40)
and then S(N) is an irreducible
◦
g-module, otherwise S(N) = {0}.
Proof. Let m be a non-negative integer. Put N = m2. By the discussion above, we have
S(m−n,m+n)(t)e
nα ∈ Sn(N), (6.41)
for n ∈ Z such that −m ≤ n ≤ m. The irreducibility of the right hand side of (6.40) as
◦
g-module can be seen from its character. Let Wm,n ⊂ V be the L-submodule generated
by S(m−n,m+n)(t)e
nα. Then Wm,n is an irreducible highest weight L-module. In fact, V
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is known to be completely reducible because it is unitarizable. Now we can make use of
the following character formula due to Kac ([13]):
trWm,nq
L0 =
qm
2
(1− q2m+1)∏∞
k=1(1− q
k)
. (6.42)
Here we set W =
⊕∞
m=0
⊕
−m≤n≤mWm,n. To complete the proof, it is suffices to note
W = V , which is due to Frenkel [14]. Namely, we have the following character identity:
trWz
HqL0 =
∞∑
m=0
∑
−m≤n≤m
trWm,nz
HqL0
=
∞∑
m=0
∑
−m≤n≤m
z2nqm
2
(1− q2m+1)∏∞
k=1(1− q
k)
=
∑
n∈Z z
2nqn
2∏∞
k=1(1− q
k)
= trV z
HqL0 . (6.43)
Q.E.D.
The irreducible decomposition of the Virasoro module Vn and the formulas of the
singular vectors in terms of rectangular Schur functions are wellknown. These results
were obtained more than 15 years ago by Segal [1] and, independently, by Wakimoto-
Yamada [2]. In the present paper, we make use of the action of the affine Lie algebra
on the space V = ⊕n∈ZVn. This viewpoint enables us to explain the formula of singular
vectors quite naturally.
7 Concluding remarks
Taking each of the maximal weight vectors emα in L(Λ0) as a seed solution, we have
constructed all of the τ -function of the NLS-Toda hierarchy, which are eigenvectors of
L0. It turns out that each of them constitutes a finite Toda chain of the Schur functions
associated with rectangular Young diagrams. Moreover, we have got a clear understanding
that each component τme
mα of a τ -function is a singular vector of the Virasoro algebra. It
will be an interesting problem to describe the τ -functions with a support on the arbitrary
polyhedra other than the segment [λ−m, λm].
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