Abstract. Given a family of biholomorphisms φ t on a noncompact complex manifold M , we provide conditions, on φ t , under which M is biholomorphic to C n . As an application, we generalize previous results in [1] . We prove that if (M n , g) is a complete non-compact gradient Kähler-Ricci soliton with potential function f which is either steady with positive Ricci curvature so that the scalar curvature attains its maximum at some point, or expanding with non-negative Ricci curvature, then M is biholomorphic to C n .
introduction
Let M n be a complex manifold of complex dimension n. In this paper we want to study conditions under which M is biholomorphic to C n . In [1] , it was proved that if M is a gradient Kähler-Ricci soliton of steady type or expanding type (see the definitions below) with positive or nonnegative Ricci curvature respectively so that the scalar curvature attains its maximum at some point in case it is a steady gradient Kähler-Ricci soliton, then M is biholomorphic to C n provided that all eigenvalues of the complex Hessian of the potential function at the stationary point are equal. In this work, we want to generalize this result. Interestingly, it is not essential that M is a gradient Kähler-Ricci soliton provided that there is a nice family of biholomorphisms defined on M. So let us first describe the family of biholomorphisms that we need.
We assume that there is a family of biholomorphisms φ t , 0 ≤ t < ∞ on M such that (i) φ 0 is the identity map; (ii) φ t satisfies the semi-group property, i.e. φ t 1 • φ t 2 = φ t 1 +t 2 for all t 1 , t 2 ≥ 0; (iii) φ t has a fixed point p, i.e. φ t (p) = p for all t; (iv) φ t is shrinking to p in the sense that for any open set U of p and for any compact set W of M, there exists T > 0 such that φ T (W ) ⊂ U; (v) in some coordinate neighborhood U of p with coordinates w = (w 1 , . . . , w n ) so that p corresponds to the origin, φ t is given by φ t (w 0 ) = w(t) for all w 0 ∈ U where w(t) satisfies (1.1)
=F i (w) w i (0) = w 0,i for 1 ≤ i ≤ n, with some holomorphic functionsF i , as long as the solution curve z(t) remains in U. We want to prove the following: 
We may apply Theorem 1.1 to Kähler-Ricci solitons. Recall that a Kähler manifold (M, g ij (x)) is said to be a Kähler-Ricci soliton if there is a family of biholomorphisms φ t given by a holomorphic vector field V , such that g ij (x, t) = φ * t (g ij (x)) is a solution of the Kähler-Ricci flow: Remark 1.1. In [1] , it was proved that if λ 1 = · · · = λ n , then M is biholomorphic to C n . Hence Theorem 1.2 generalizes the result in [1] . Moreover, the theorem is also true for Kähler-Ricci solitons provided that for some point p, and some coordinate neighborhood around p, the holomorphic vector field V that generates the biholomorphisms satisfies V =
, such thatF i 's are in the form (1.2).
Analysis of the original flow
Consider the flow given by the following system in C n :
. By scaling, we may assume that the flow given by (1.1) maps the unit ball D = {|z| < 1} to itself. Let ℓ i be the smallest integer such that ℓ i λ 1 > λ i . (So ℓ 1 = 2). Let N i 's be the following sets of n-tuples of nonnegative integers α = (α 1 , . . . , α n ):
It is easy to see that if α ∈ N i then α j = 0 for all j ≥ i because of (2.2).
To simplify the description in the following, we say that a system w ′ i = F i (w) is equivalent to another system ζ ′ i = G i (ζ) if there is a biholomorphism ζ(w) with ζ(0) = 0 near the origin such that w(t) is a solution of the first system if and only if ζ(w(t)) is a solution of the second system. Also, if f a function defined near the origin, then f (w) = O(|w| k ) means that |f |(w) ≤ C|w| k for some constant C near the origin. 
Proof. We first remark that G i in the lemma depends only on w 1 ,. . . , w i−1 . We will prove the lemma by induction on k. Namely, suppose we have found a biholomorphism near the origin such that (2.1) is equivalent to (2.5) w
Note that this can always be done for k = 1. So, we assume that this has been done for k. We can express
Suppose m ≥ ℓ k+1 , then we are done with the induction process. Suppose m < ℓ k+1 . Note that m ≥ 2. Define ζ i = w i , for i = k + 1, and define (2.8)
where d α 's are to be determined. This defines a biholomorphism near the origin.
(2.10) whereK k+1 andK * k+1 are of order |ζ| m+1 , where we have used the fact that
. By the definition of N k+1 for any α / ∈ N k+1 we can find d α such that
For these choices of d α 's, we have
Hence (2.14)
where
The lemma follows by induction.
Remark 2.1. After having finished the paper, we learnt from Prof. Shlomo Sternberg [5] that it can be further proved that (2.1) is equivalent to the system (2.4) with K i equal to zero. Although this would simplify certain arguments in the paper, its proof is more involved, and we will prove our results assuming only those of Lemma 2.1.
Thus after a biholomorphism near the origin, we may assume that F i in (2.1) satisfies the conclusions of the lemma 2.1.
Lemma 2.2. There exist constants a > 0 and C > 0 such that if w(t)
is an integral curve of (2.1) with initial data |z| < b, then w(t) exists for all t ≥ 0 and
Proof. If z = 0, then w(t) = 0 for all t and (2.17) is obviously true. Suppose z = 0 then z(t) = 0 for all t. By (2.1), we have d dt
Since there exists a constant
for some constant C 2 depending only on F i 's as long as w(t) ∈ D. From this it is easy to see that given ǫ > 0 there exists 1 > a > 0 depending on F i 's and ǫ such that if |z| < a, then the integral curve w(t) with initial data z will satisfy
as long as w(t) ∈ D(a) = {|w| < a}. In particular, w(t) will be defined for all t and is in D(a) if ǫ is small enough. From this inequality, we have
Integrating from 0 to t and exponentiate, we conclude that the lemma is true provided ǫ is small enough.
Lemma 2.3. For any ǫ > 0, there exists a > 0 and a constant C such that if w is the solution of 2.1 with initial data z with |z| < a, then
Proof. By Lemma 2.2, we can find 1 > a > 0 and C > 0 such that if |z| < a and if w(t) is the solution of (2.1) with w(0) = z, then
Here and below a, C denote positive constants independent of z and t, but it may vary from line to line. By (2.21), we have in particular |w 1 (t)| ≤ Ce −λ 1 t |z|. Suppose for k ≥ 1, for any ǫ > 0, we can find a and C such that for |z| < a < 1, the solution w(t) of (2.1) with initial data w(0) = z satisfies
because N k+1 is a finite set. Choose ǫ > 0 in (2.22) such that (2.23) is true. Since F k+1 is of the form (2.24)
by (2.22) and (2.23), and
by Lemma 2.2 and the facts that K k+1 (w) = O(|w| ℓ k+1 ) and that ℓ k+1 λ 1 > λ k+1 . Here we have also used the fact that |z| < a < 1 and |α| ≥ 2 for α ∈ N k+1 and ℓ k+1 ≥ 2. Hence
for some constant C independent of z and t provided a > 0 is small enough and |z| < a. Therefore if a > 0 is small and |z| < a, then we have
From this and induction, it is easy to see the lemma is true.
an inverse flow
We will now construct a flow which is in some sense an inverse for (2.1). Consider the system (3.1)
Here G i is as in Lemma 2.1 related to (2.1). In particular, G i is a polynomial in ζ 1 , . . . , ζ i−1 . Note that G 1 = 0. It is easy to see that there exist polynomials P i (w 1 , . . . , w i−1 , t) in w 1 , . . . , w i−1 and t such that
is the solution of (3.1) with initial data w = (w 1 , . . . , w n ). Note that ζ i (t) is defined for all −∞ < t < ∞. Note also that a term in P i is of the form w
Proof. Let t 0 and a = (a 1 , . . . , a n ) ∈ C n be given. Consider the system which is the 'inverse' of (3.1):
. As before, we know that given any initial data, (3.4) has solution for all −∞ < t < ∞. Hence we can find z such that the solution of (3.4) with w(0) = z satisfies w(t 0 ) = a. Let ζ i (t) = e λ i t (w i (t) + P i (w 1 (t), . . . , w i−1 (t), t)). Then ζ(t) is the value of the solution of (3.4) at time t with initial data ζ(0) = w(t). It is easy to see that ζ i (t) = z i . Therefore,
Put t = t 0 , the result follows because w(t 0 ) = a.
Let φ t be the flow on D given by (2.1). Let ψ t the flow on C n given by (3.1). The following lemma provides the sense in which ψ t is an inverse for φ t .
Lemma 3.2. There exist 1 > a > 0 and C > 0 such that for any t > 0, if |z| < a
Here we use the Euclidean metric in C n Proof. Let |z| < a be fixed where a > 0 will be chosen to be small. Let w(t) be the solution of (2.1) with w(0) = z. Let ζ(s) be the solution of (3.1) with initial data ζ(0) = w(t). Then ψ t • φ t (z) = ζ(t). Since
where we have used Lemma 3.1. By Lemmas 2.2 and 2.3, for any ǫ > 0 small enough, there is a constant C and a > 0 such that if |z| < a, then (3.9) |w j (t)| ≤ Ce (−λ j +ǫ)t |z|, and
for some polynomials p ij (t) in t with nonnegative coefficients for all i and for all 1 ≤ j ≤ i − 1, where we have used the fact that P i is a polynomial in w 1 , . . . , w i−1 and t such that a term in P i is of the form w
By (3.8-3.11), using the fact that ℓ j λ 1 > λ j for all j, we can find ǫ > 0, a > 0 and C > 0 such that if |z| < a, then
Since ζ i (0) = z i , we have
where |A i (z, t)| ≤ C|z| 2 for some constant independent of z and t. Hence (3.14)
where A(z, t) is a vector valued holomorphic function with |A(z, t)| ≤ C|z| 2 . From this it is easy to see the lemma is true.
Lemma 3.3. There exists k 0 such that for all k ≥ k 0 , |z| < 1 and for all v ∈ T z (C n ), we have
Proof. Let k be a positive integer and let F = ψ k . Suppose |z| < 1, and let F (z) = ζ, then
j is a polynomial in z and k. Let β 1 , . . . , β n be complex numbers and let
Using the fact that |z| < 1 and Q's are polynomials, there exist positive integers k 1 and m such that for k ≥ k 1 and for any ǫ 2 , . . . , ǫ n between 0 and 1, we have
where we have used the fact that 1 − ǫ
From the first equality in (3.21) it is easy to see the upper bound of in the lemma is true.
To prove the lower bound, choose ǫ 2 such that
Hence (3.21) implies that
(3.24)
Note that for k large enough,
for some positive constant C. Suppose we have found functions
of k and an integer k 2 ≥ k 1 with the property that
for some positive constant C for all k ≥ k 2 for all 1 ≤ i ≤ p and such that
Note that since k ≥ k 2 , A p (k) > 0 by (3.26) and so 0 < ǫ p+1 < 1. Then
By (3.26), we see that if k is large enough
for some positive number C. By (3.26), we also have
Hence by induction, we conclude that there exist functions B 1 , . . . , B n of k and integer k * with the property that
for all k ≥ k * and for all 1 ≤ i ≤ k and such that
The lemma follows from (3.34) and (3.35)
constructing the limit metric
The idea of the proof of the Theorem 1.1 is to construct a complete flat Kähler metric on M. Let M be a complex manifold satisfying the conditions in the theorem. Let p be a fixed point of the biholomorphisms φ t . By Lemma 2.1, we can identify a holomorphic coordinate neighborhood of p with a ball D ⊂ C n centered at the origin so that p corresponds the origin and the flow in D is given by (2.1) with F i satisfying the conclusions of Lemma 2.1. Let ψ t be the flow on C n given in §3.
For the rest of the paper, l and k will always represent positive integers, g ǫ is the Euclidean metric on C n . For every l, let
. where φ t is considered as a flow on M. Note that by the semi-group property of φ t , if l ≥ k, then φ l = φ l−k • φ k and so
Hence D(l) ⊃ D(k). We also have:
Proof. This follows from property (iv) of φ t mentioned in §1 and the above remark. Now we define the following metrics on D(l) Proof. On D(k) we have
Applying Lemma 3.2 to ψ l−k • φ l−k and Lemma 3.3 to ψ k above, there Proof of Theorem 1.1. By Lemma 4.2, it remains to prove that g ∞ constructed in the lemma is complete and that M is simply connected. To see that g ∞ is complete, note that for any k and l ≥ k we have
From (5.1) and (4.4), it follows that (ψ l−k • φ l−k )(D(k)) contains a ball of radius Ce λ 1 k in C n where C is independent of k and l. From this and (4.3), the completeness of g ∞ follows. Since D(l) exhaust M with l and each D(l) is homeomorphic to the Euclidean ball D, it is easy to see that M is simply connected. This completes the proof of the main theorem.
Proof of Theorem 1.2. Let φ t be the biholomorphisms generated by the holomorphic vector field V which is the gradient of a real valued function f in the definition of gradient Kähler-Ricci solitons. Under the curvature conditions of the gradient Kähler-Ricci soliton, there is a
