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The traditional approach to the interpretation of the results from a Principal 
Component Analysis implicitly discards variables that are weakly correlated with the 
most important and/or most interesting Principal Components.  Some authors argue 
that this practice is potentially misleading and that it would be preferable to take a 
variable selection approach comparing variable subsets according to appropriate 
approximation criteria.  In this paper, we propose algorithms for the comparison of all 
possible subsets according to some of the most important criteria proposed to date.  
The computational effort of the proposed algorithms is studied and it is shown that, 
given current computer technology, they are feasible for problems involving up to 30 
variables.  A software implementation is freely available on the internet. 
 
Keywords:  Principal Component Analysis, Principal Variables, Variable Selection, 








DISCARDING VARIABLES IN PRINCIPAL COMPONENT ANALYSIS: 
ALGORITHMS FOR ALL-SUBSETS COMPARISONS 
 
Most methods of multivariate data analysis employ some form of dimensionality 
reduction. By representing large data sets in low-dimensional spaces that preserve the 
basic data structure these methods can reveal the fundamental patterns of the data 
more easily.  For instance, in Principal Component Analysis (PCA) the original 
variables are often replaced by a few linear combinations (the first Principal 
Components or PCs) that retain most of the data variability.  However, when the 
number of original variables is large, the PCs themselves may be difficult to interpret 
and, in order to surpass this problem, the variables that have low correlations with the 
PCs are usually ignored.  Some authors (e.g. Cadima and Jolliffe 1995) argue that this 
practice is potentially misleading and that, for the purpose of interpreting PCs, it may 
be preferable to search for small subsets of the original variables that approximate the 
relevant PCs in some optimal way.  Alternatively, one can search for variables subsets 
that approximate the full data set “well” (see, e.g., Robert and Escoufier 1976, 
McCabe 1984, Krzanowski 1987). 
In order to find subsets that best approximate other variables (either original or 
PCs) two problems need to be resolved.  Firstly, it is necessary to define precisely 
what it is meant by good approximations.  In this paper, we will only consider 
methods that optimize some clearly defined criteria measuring the quality of the 
resulting approximations (for other approaches see Jolliffe 1972, 1973).  Secondly, 







best" or, at least, for a manageable pool of "reasonable" subsets.  Given the 
exponential growth in the number of alternative subsets this task can be extremely 
demanding in terms of computational resources. This paper will focus on algorithms 
that try to alleviate the latter problem.  The interested reader is referred to the articles 
by Robert and Escoufier (1976), McCabe (1984) and Cadima and Jolliffe 
(Forthcoming) for in-depth discussions of the criteria considered here.   
The structure of the paper is as follows.  In the next section several alternative 
criteria to measure the proximity between spaces spanned by different sets of variables 
will be reviewed.  In the following section, algorithms to evaluate these criteria for all 
possible variable subsets will be presented and discussed.  These algorithms are based 
on adaptations of Furnival’s (Furnival 1971) and McCabe’s (McCabe 1975) 
algorithms for variable selection in Regression and Discriminant Analysis.  Then, 
branch and bound algorithms based on adaptations of Furnival and Wilson’s implicit 
enumeration algorithm for Regression Analysis (Furnival and Wilson 1974) will be 
proposed.  The last section presents the conclusions and some suggestions for further 
research. 
All the algorithms discussed in this paper were programmed in the C
++ language. 
A public-domain software implementation for Personal Computers can be 
downloaded from the internet at the address http://porto.ucp.pt/psilva.      
 
 
CRITERIA FOR APPROXIMATING SPACES AND SUBSPACES 
The first k Principal Components of a data set comprised by p variables (k < p) are 
known to be the k uncorrelated linear combinations of the original variables that best approximate the original data according to many different criteria.  McCabe (1984) 
has studied the problem of finding the best k-dimensional subsets of the original 
variables according to the same criteria.  Let the column vector
(1) of mean-centered 
variables (x), be partitioned as x
T = [x1
T | x2
T] where x1 and x2 are respectively the 
selected (x1) and discarded (x2) variables.  Let   be the covariance 














2 can be summarized in the matrix Σ22|1 = Σ22 - Σ21 Σ11
-1 Σ12 which, under 
the assumption of multivariate normality, equals the conditional covariance of x2 given 
x1 (see, e.g., Morrisson 1990). 
One of the most often cited properties of the first k Principal Components, is that 
they are the k orthonomal linear transformations of the original variables having 
maximum variance.  For the problem of variable selection, the criterion of maximizing 
total variance would simply lead to the selection of the variables with the largest 
univariate variances, a rather uninteresting result.  In the one hand, this choice ignores 
the correlation structure of x, and in the other hand, if the variables are in standardized 
form all subset choices would be equivalent.  A more useful approach is to maximize 
the generalized variance of the retained variables given by  |Σ11|, i.e., to maximize the 
variance understood in a multivariate sense.  This criterion considers correlation 
structure and is equivalent to the minimization of  |Σ22|1| which can be understood as a 
multivariate measure of the information lost. 
Another important property of the principal components is that they provide a 














of different ways.  We will adopt the view that a k-dimensional random variable y 
provides a good approximation to x if it is possible to find a p-dimensional linear 
transformation of y, say z = B y, that is close to x in some clearly defined sense.  The 
proximity between x and z can be measured in a “variable by variable form” through 
E[(z-x)
T(z-x)], or considering all variables simultaneously through  
|| E[(z-x) (z-x)
T] ||
2 (2).  When y is allowed to be any linear orthonomal transformation 
of x, these two criteria are minimized when y is chosen as the vector of the x’s first k 
Principal Components.  When the choice of y is restricted to the variable subsets of x, 
the minimization of E[(z-x)
T(z-x)], is equivalent to the minimization of  tr Σ22|1, the 
minimization of  || E[(z-x) (z-x)
T] ||
2 is equivalent to the minimization of  ||Σ22|1||
2 and 
these two criteria usually lead to different selections. 
Partitioning the vector z similarly to x as z
T =[z1
T| z2
T] and noting that when y is 
chosen as a subset of x it follows that y = x1 = z1 and E[(z-x)
T(z-x)] = E[(z2-x2)
T(z2-
x2)], McCabe proposed as an alternative criterion the minimization of   
E[(z2-x2)
T Σ22
-1 (z2-x2)] which this author considers as a measure of the proximity 
between z2 and x2 in the “... natural metric for these variables” (McCabe 1984: 143).  
The minimization of this criterion is equivalent to the minimization of tr ( Σ22
-1
  Σ22|1 ) 
and to the maximization of  tr ( Σ22
-1 Σ21  Σ11
-1 Σ12), i.e., the maximization of  the sum 
of  squared canonical correlations between the selected and the discarded variables. 
In practice Σ is usually unknown and is replaced by a sample covariance matrix S. 
 Furthermore, it is common to overcome differences in scale by first standardizing the 
data which implies that the new covariance matrix will also be a correlation matrix.  Keeping that in mind, in the remainder of the paper we will write all comparison 
criteria as functions of S, and in particular, we will express the four McCabe criteria as  
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  min tr ( (S22 )
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where m = min(k,p-k), the eigenvalues of S22|1 are denoted by  δa , the canonical 
correlations between the, (k*n) and ((p-k)*n), X1 and X2 data matrices are denoted by 
a ˆ ρ , and the covariance matrix S can refer either to the data in their original scales or 
in standardized form.   
Cadima and Jolliffe (Forthcoming) noted that McCabe’s second criterion,  
min tr S22|1,  is equivalent to the maximization of the matrix correlation
(3) between the 
original data and its orthogonal projection onto the subspace spanned by the selected 
variables.  This correlation, named the RM coefficient by Cadima and Jolliffe, can be 

















where λa is the variance of the a-th Principal 
Component and (rm)a is the multiple correlation between the a-th Principal Component 
and X1.  Therefore RM 







 explained by the space generated by the subset of selected variables. 
We will consider two additional criteria, the first one based on Escoufier's RV 
coefficient of configuration proximity, and the second one based on Yanai's 
Generalized Coefficient of Determination or GCD (see, e.g., Ramsay, Berge and Styan 
1984).  
Escoufier’s RV coefficient is a correlational measure that compares the proximity 
between two data sets that may have different dimensions.  Many of the best known 
multivariate methods can be presented as solutions to the problem of maximizing an 
RV coefficient subject to constraints and metrics chosen according to the objectives of 
the analysis (see Robert and Escoufier 1976 for details).  Furthermore, RV has the 
important property of being invariant with respect not only to translations but also to 
rotations of the data.  Robert and Escoufier proposed the criterion 
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RV =  (5)   
for the selection (or elimination) of variables in PCA.  The k*k linear transformation 
matrix M is chosen in order to maximize RV(X, M X1) subject to an ortoghonality 
constraint on the rows of M X1.  According to Robert and Escoufier this 
transformation defines an appropriate metric, MM
T, for the comparison between the 







where ξa is the a-th eigenvalue of the eigen-problem [S11 | S12] [S11 | S12]
T M
T  =  
S11 M
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The last criterion we will consider applies when the objective of the selection 
procedure is to have good approximations to some subset of the PCs, say the set G 
comprising  q PCs.  In that case, an appropriate criterion should measure the proximity 
between the spaces spanned by X1 and G.  One such criterion is the Yanai’s 
Generalized Coefficient of Determination 
()





11 SG ) (S
−
= ) , ( 1  (7) 
where the matrix SG is obtained from the spectral decomposition of S retaining only 
the q parcels associated with G.  Cadima and Jolliffe (Forthcoming) show that 
GCD(G,X1) equals the matrix correlation between the orthogonal projectors onto the 
spaces spanned by X1 and G and suggested that, in order to approximate G, X1 should 
be chosen as the set that maximizes GCD(G,X1).  This criterion is equivalent to 
max tr ((S11)




































where the va are the eigenvectors of S retained in SG, normalized to the value of the 
corresponding eigenvalues.   
Table 1 summarizes the six criteria considered in this paper.  We note that, 
similarly to McCabe’s criteria, the RV and GCD coefficients could also have been 








 TABLE 1 
Overview of Comparison Criteria 
Proponent  Conceptual Criteria  Operational Criteria 
McCabe (1rst) 




T(z-x)]  min tr S22|1
McCabe (3rd) 
(1984) 





(1984)  min E[(z2-x2)
T (Σ22)
-1(z2-x2)]  min tr ( (S22)
-1 S22|1 ) 
Robert and Escoufier 
(1976) 
max RV(x, M x1)  max tr  ( ) { }




Cadima and Jolliffe 
(Forthcoming) 
max GCD(g,x1)  max  tr  ( (S11)
-1  SG11 ) 
  
EXHAUSTIVE ENUMERATION ALGORITHMS 
The Furnival-McCabe (F-MC) Algorithm 
The evaluation of the previous approximation criteria for all the alternative 
subsets of X can be a formidable task given the exponential increase in the number  
(= 2
p-1) of different subsets.  However, specialized algorithms may reduce the 
required computational effort substantially.  For instances, as McCabe (1984) notes, an 
exhaustive evaluation of his first criterion, | S11 |, can be made using McCabe's 
(McCabe 1975) adaptation of Furnival's (Furnival 1971) all-subsets comparison 
algorithm for regression analysis.  The original intent of the Furnival-McCabe’s 
algorithm, thereafter referred to as F-MC, was the efficient evaluation of the 
determinants for all the square submatrices M11 that can be extracted from a 















(i) A "pivot operator" that updates |M11| to |M1’1’|, M1’1’ being a submatrix with 
exactly one row and one column (with the same indices) more than M11. 
(ii) A sequence of subset evaluations that, using the operator defined in (i), 
computes all |M11| in the most efficient way. 
 
In this paper, M will always be taken as a sample covariance matrix S.  In the 
following sections we will show how, by replacing the "pivot operator" defined in (i) 
while keeping the same sequence of subset evaluations, new versions of the F-MC 
algorithm applicable to all the criteria discussed in the previous section can be 
defined.   
 
Pivot Operators 
Assume that after evaluating | S11 | we want to find | S1’1’ | for a new subset 
X1’ = X1 ∪{Xu}.  Using standard results from matrix algebra |S1’1’| can be computed as 
 
 
| S1’1’ |  =  | S11 | *  S22|1(u,u) (9) 
 
 
In order to implement (9) it is necessary to know S22|1(u,u).  We will assume that 
S22|1(u,u) was computed in a previous step of the algorithm and will define a pivot 
operator as the set of arithmetic operations needed to update both the determinant 
criterion and required elements of S22|1.  These elements can be updated with the help 











B − =  =  B(u,u)*A(i,u)  (i ≠ u)  (11) 
u) (u,
u) (j, u) (i,
j) (i, j) (i,
A
A * A
A B − =  =  A(i,j) + B(i,u)*A(j,u)  (i ≠ u , j ≠ u)  (12) 
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where X2’ = X2 \ {Xu}. 
When S22|1 is to be used to evaluate other subsets involving at most t additional 
variables only the elements of S22|1 whose rows and columns refer to these variables 
need to be updated.  The pool of subsets that will make use of (a portion of) S22|1 
depends on the particular sequence chosen for the algorithm. This sequence, which 
can be critical in terms of computational effort, will be discussed in detail in the next 
subsection. 















∈ − − =
a X a tr tr  (13) 
which follows from (12).  In this case, it is necessary to make a full update of the  
t columns of S22|1 that will be needed in future steps. 








2 = Σi,j (S22|1(i,j))
2 without computing all the elements of S22|1.  The best 
strategy seems to be, to make a full update of S22|1 and then compute the sum of its 
squared elements. 
The adaptation of the F-MC algorithm to the evaluation of McCabe's fourth 
criterion tr ( (S22)
-1 S22|1 ) = Σi,j ((S22)
-1(i,j) *  S22|1(i,j)) requires the knowledge of all 
the S22|1 and (S22)
-1 elements.  Both S22|1 and (S22)
-1 can be repeatedly updated by the 
strategy described in the previous paragraphs since, as it can be easily confirmed, (12) 
still holds when A = (S22)
-1 and B = (S2’2’)
-1 . 
  Subset comparisons based on RV(X, M X1) can use (6) and require the 
knowledge of all the ((S11)
-1 (S
2)11 ) elements.  From (10) – (12) it follows that these 
elements can be updated by  
()
( ) ( ) ( ) [ ]
u) (u,
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2 S * S ) (S S *
a X : a
j) (a, u) (a, j) (u, ]    (i ≠ u)  (15) 
 
where  and  denote the submatrices of S • 1
2) S ( • ' ) S ( 1
2 2 where the rows (but not the 
columns) associated with the variables excluded from X1 or X1' have been removed. 
The implementation of (14) and (15) requires the knowledge of S
2, S22|1(u,u)  and 
the u-th columns of ((S11)
-1 S12) and ((S11)
-1 (S
2)12 ).  The matrix S







 in an initial step of the algorithm.  The elements of S22|1, ((S11)
-1 S12) and  
((S11)
-1 (S
2)12 ) that will be needed in future steps can be repeatedly updated using 
equations (10) – (12), (14) and (15). 
Subset comparisons according to GCD(G,X1) are equivalent to comparisons 
according to tr ((S11)
-1  SG11)  =   which, using a matrix-vector 
version of the symmetric sweeping operator (see Beale, Kendal and Mann 1967), can 











-1  SG1’1’)  =  tr ((S11)








1 | 2 a
S
) (v (   (16) 
   
where (va)2|1 = (va)2 - (va)1
T (S11)
-1 (va)1. 
Finally, the (va)2|1 vectors can be repeatedly updated by  
  ((va)2’|1’)(i)  =  ((va)2|1)(i) + 
u) (u,
u) (i, * (u) )
1 | 22
1 | 22 1 | 2 a
S




Sequencing and Computational Effort 
The assessment of the computational effort required by all-subsets comparison 
algorithms is usually based on the number floating point operations (multiplications 
and divisions of real numbers) performed.  In the case of the original F-MC algorithm 
each update of  |S11| requires one single multiplication.  An update of the t*(t+1)/2 
different elements of S22|1 associated with t given variables, requires  t +  t*(t+1)/2  
more operations: the t quotients and  t*(t+1)/2  products necessary to implement (12) . 
 The total effort can be minimized by a sequence of  2







 t=0,...,p-1;  2
p-t-1  pivots involve t variables (see Furnival and Wilson 1974 for a proof 
to this claim).  In that case, the total number of floating point operations can be 
calculated with the help of the following result 
  = (3a+b+c) 2 ∑
−
=
− − + +
1 p
0 t
1 t p ) ( 2 c t b t a
2 p – a p
2 – (2a+b) p – (3a+b+c) (18) 
 
which can be easily proven by induction.  It follows from (18) that, as p increases, the 
total number of floating point operations required to compute all |S11| approaches 4*2
p 
from below (see Table 3b in page 15) implying that the average number of floating 
point operations per subset tends to 4. 
Several different strategies can ensure that this minimal effort is achieved. For 
instance, Furnival and McCabe keep p submatrices simultaneously in memory and at 
each pivot on Xu only update the rows and columns with indices below u. Then, all 
subsets can be evaluated with minimal effort by sequencing them in increasing order 
of the following binary-representation index  







a 2 * δ a(X1) = 1 if Xa ∈ X1 and δa(X1) = 0 if Xa ∉ X1)  
Table 2 shows, as an example, the sequence of the algorithm when p = 3.  
Table 3a) shows the number of floating point operations required to update all the 
comparison criteria from a k dimensional subset to a k+1 dimensional set and  
Table 3b) shows the total number of floating operations required by the different 
criteria. 
The results shown in Table 3a) for criteria  |S11|, tr S22|1 and tr ( (S11)
-1  SG11 ) 









Sequencing the F-MC algorithm (p = 3) 















1  φ  {X1} X1 0 1  None 
2  φ  {X2} X2 1 1  3 
3 {X2} {X1, X2} X1 0 3  None 
4  φ  {X3} X3 2 1  2 
5 {X3} {X1, X3} X1 0 2  None 
6 {X3} {X2, X3} X2 1 2  3 
7 {X2, X3} {X1, X2, X3} X1 0 3  None 
 
(13), (16) and update the different elements of S22|1 and (va)2|1 that will be needed in 
future steps.  The results for ||S22|1||
2 and tr ((S22)
-1 S22|1) follow from the fact that 
S2’2’|1’ and (S2’2’)
-1 have each ((p-k–1) (p-k)) / 2 = (1/2) ((p-k–1)
2+(p-k–1)) different 
elements that need to be updated and squared or cross-multiplied.  For these two 
criteria any sequencing of the algorithm leads to same effort.  To compute the effort 
required to update the tr  () { }
2 1 ) ( ) ( 11
2
11 S S
− criterion it is necessary to recognize that 
the matrix ( ) 1'1'
2
1'1' ) S ( ) S (
1 − , not being in general symmetric, has (k+1)
2 different 
elements.  Thus, the number of operations required to update this criterion using (6), 
(14) and (15) equals (k+1) k + k + (k+1)
2 + (1/2)(k+1)(k+2) =  (5/2) k
2 + (11/2) k + 2. 
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−  and S22|1 
that will be needed in future steps, (1/2) t








 TABLE 3 
Computational Effort of the F-MC Algorithm 
a) Number of floating point operations per pivot
  Floating Point Operations 
 |S11|  (1/2) t
2 + (3/2) t + 1 
tr S22|1 (2+t) (p-k–1) – (1/2) t
2 – (1/2) t 
||S22|1||
2 (p-k–1)
2 + 2 (p-k–1) 
tr ((S22)
-1 S22|1)  (3/2) (p-k–1)
2 + (7/2) (p-k–1)  
tr  () { }
2 1 ) ( ) ( 11
2
11 S S
−   (5/2) k
2 + (11/2+ 3t) k + (1/2) t
2 + (7/2) t + 2 
tr  ( (S11)
-1  SG11 )  (1/2) t
2 + ( 3/2 + q) t + 2 q 
b) Total number of floating point operations 
  Floating Point Operations 
 |S11|  4 (2
p) – (1/2) p
2 – (5/2) p – 4 
tr S22|1 ((3/2) p-1) (2
p) -  (1/2) p
2  - (3/2) p + 1 
||S22|1||
2 ((1/4) p
2+ (5/4) p) (2
p) -  p
2  - 2 p  
tr ((S22)
-1 S22|1)  ((3/16) p
2+ (11/16) p - (7/8)) (2
p) +  (1/2) p
3 -  p
2  - (1/2) p + 2 
tr  () { }
2 1 ) ( ) ( 11
2
11 S S
−   ((5/8) p
2+(19/8) p-2) (2
p) + (1/2) p
3 - (1/2) p
2 - p + 2 
tr  ( (S11)
-1  SG11 )  (3 + 3 q) (2
p) – (1/2) p
2 – ( 5/2 + q ) p – (3 + 3 q )  
 
required.  The result shown in Table 3 a) is the sum of these two quantities 
The results shown in Table 3b) for |S11| and tr ( (S11)
-1  SG11 ) follow from a 
direct application of formula (18).  The result for tr S22|1 follows from (18), the 


































u = Xt+1.  The result for ||S22|1||
2 was derived 
using the previous identity together with  .  The result 
for tr ((S
()
2 2 - n 2 2
1 - n
1 a
n 2 n n a
a
n








-1 S22|1) follows from the previous two identities, the addition of the 
(1/2)p
2(p+1) operations
(4) required for the initial inversion of S, and noting that for 
this criterion only    pivots to k-dimensional subsets (k =1,2,...,p-2) are 
required.  This latter remark follows from the fact that all subsets including one given 








k - 1 - p
1 p
11)
-1 S11|2) = 2*k – p+ tr ((S22)
-1 S22|1) which follows from (4).  The 
result for tr  ( { }
2 1 ) ( ) ( 11
2
11 S S
− was derived using (18), the previous identities, and 
adding the (1/2) (p
3 + p) operations
(5) required for the initial computation of S
2. 
From Table 3b) it can be seen that, as p grows, the average number of operations 
per subset approaches a constant for criteria |S11| and tr ( (S11)
-1 SG11 ), for criterion  
tr S22|1 it approaches a linear function on p, and for ||S22|1||
2, tr ((S22)
-1 S22|1) and  




11 ) S ( ) S (
1 −  this average approaches a quadratic function on p.  Therefore, 
for p not trivially small the algorithm adaptations based on the later three criteria can 
require considerable more effort than those based on the former two.  However, we 
remark that if these adaptations were not used and all the criteria values were 
evaluated from scratch, for all possible choices of X1 the matrix S11 would have to be 









2) floating point operations.  Therefore, the adaptations presented here 
always reduce the order of (limiting) average of operations per subset, from a cubic 
function on p to a quadratic or lower order function on p.  This fact can have a 
dramatic impact in the maximum number of variables for which all-subset 
comparisons remains practical.     
 
 
IMPLICIT ENUMERATION ALGORITHMS 
Furnival and Wilson’s Leaps and Bounds (F-W)  
As the results in Table 3b) show, even with the efficient strategies described in 
the previous section, the exhaustive evaluation of a comparison criterion for all the 
different subsets of X can be an extremely demanding task if the number of original 
variables is not small.  However when, as often it is the case, the purpose of the search 
is the identification of a manageable poll of candidate subsets for further analysis, it 
may be possible to conduct a search that implicitly enumerates all the subsets without 
having to compute the relevant criteria for all of them.  For instance, when the 
comparison criterion never improves with the removal of variables, finding a “poor” 
value for a given set may suffice to immediately disregard its proper subsets.  
Methods that make use of this property are known as branch and bound algorithms for 
variable selection.  Perhaps the best known of these methods is the Leaps and Bounds 
algorithm of Furnival and Wilson (1974) which combines the basic ideas of the 
Furnival algorithm with a branch and bound strategy.  The original algorithm (from 
now on referred to as the F-W algorithm) addressed subsets comparisons in linear 







can be found in Lawless and Singhal (1978) and Duarte Silva (1998, 2001). 
The F-W algorithm uses a double search tree.  In the first branch, which grows 
from the empty set adding variables at each node, the algorithm evaluates the most 
promising subsets of each dimension early on. Then, using the current best criterion 
values as bounds, it tries to identify groups of subsets that can safely be disregarded.  
In the second branch, that grows the full-variable set, the algorithm evaluates the 
effect of removing variables from previous sets.  Attempting to maximize the number 
of subsets that can be disregarded at once, the algorithm, in its initial stages tries to 
remove the potentially more important variables from the largest subsets.  
In the next sections we will show how the F-W algorithm can be adapted in order 
to perform efficient searches for the best subsets according to five of six the criteria 
considered in this paper.  However, for the |S11| criterion this algorithm cannot be 
used since |S11| does not satisfy a monotonicy property shared by the other criteria.     
 
Monotonicy Properties 
Adaptations of the F-W algorithm require comparison criteria that never improve 
with the removal of variables.  To show that this property holds for tr S22|1 we need to 
prove that 
 
tr S2'2'|1'   ≤    tr S22|1   (19) 
  
Noting that by (13), tr S2’2’|1’ equals tr S22|1 minus some non-negative quantities, 
it follows that (19) is always true.  
We will now prove that ||S22|1||
2 shares the same property using the spectral decomposition S22|1 = Σa v1a v1a
T where v1a denote the eigenvectors of S22|1 
normalized to the value of their respective eigenvalues. First, we will write 
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where the inequality follows from the fact that  and  equal the 
sample variances of the residuals from the regressions of  on X
a 1 22|
T
a 1 1 v S v a 1' 22|
T
a 1 1 v S v
2
T
a X v1 1 and X1' 
respectively.  Using a similar argument, from the spectral decomposition  
S22|1' = Σa v1'a v1'a
T
   it follows that 
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a
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 (21) 
Finally, noting that Xu ∈ X1' implies ∀ Xj ∈ X2  S22|1'(u,j)  = 0, it follows that  
() ( ) () ( )
2 2   1' | 2'2' 1' | 22 S S tr tr = and 
 
||S2'2'|1'||
2     ≤    ||S22|1||
2    (22) 
 
which proves the monotonicy property for this criterion. 
To prove that tr ( (S2'2')
-1 S2'2'|1' ) ≤ tr ( (S22)
-1 S22|1 ) we will first use the spectral 
decomposition (S22)
-1= Σa wa wa
T to show that 
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 Then, using known results on the inverses of patterned matrices (see, e.g., 
Morrison 1990, pp 66-69) it can be shown that tr ( (S22)
-1 S22|1' ) = tr ( (S2'2')
-1 S2'2'|1' ) 
+ tr (N S2'2'|1') where 
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2' 2'2' 2'
S S S S
S S S S
N  is a 
symmetric matrix.  Therefore, as S2'2'|1' is at least positive semidefinite, tr (N S2'2'|1') 
can be decomposed onto a sum of non-negative quadratic forms and it follows that  
 
tr ( (S2'2')
-1 S2'2'|1' )   ≤   tr ( (S22)
-1 S22|1' )   ≤   tr ( (S22)
-1 S22|1 ) (24) 
 
i.e., the monotonicy property applied to the tr ( (S22)
-1 S22|1 ) criterion. 
We will show that RV(X, M X1) satisfies the monotonicy property by noting that 
from (5) this criterion can be written as 
 
RV(X, M X1) = 
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= RV(X, N X1')  (25) 
 



















 RV(X, M' X1') we have 
 
  RV(X, M' X1')  ≥  RV(X, N X1')  =  RV(X, M X1) (26) 
which proves the result.   
Finally, to prove that this property holds for the tr ((S11)
-1 SG11) criterion we 
need to show that  
 
  tr ((S1'1')
-1 SG1'1')   ≥   tr ((S11)
-1 SG11) (27)   
 
which follows immediately from (16) by noting that only non-negative quantities are 
added to tr ((S11)




The implementation of the F-W algorithm requires operators capable of updating 
comparison criteria in a backward fashion, i.e., when moving from X1’ to  
X1 = X1’ \ {Xu}.  Such operators can be derived using a reversibility property of the 
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It follows that McCabe’s second criterion can be repeatedly updated by  
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 The repeated evaluation of || S22|1 ||
2 and tr ((S22)
-1 S22|1 )  can be done, as 
previously, by making a full update of the required matrices and then adding up the 
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to be known.  It follows from (12), that this matrix can be updated by  
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Finally, the repeated evaluation of  tr ((S11)
-1  SG11)  can be based on  
tr ((S11)
-1  SG11)  =  tr ((S1’1’)
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Sequencing the F-W Algorithm  
In order to reduce the computational effort of the F-W algorithm it is necessary to 
sequence it in a way such that: (i) The best subsets of each dimension are identified in 
the initial stages of the algorithm; (ii) The majority of the less interesting sets can be 
disregarded without calculating the value for the comparison criterion; (iii) Most 
pivots only have to update small portions of the relevant matrices. 







double search tree that in one branch moves in a forward fashion using a depth first 
strategy (a “lexicographic traverse” in Furnival and Wilson description), and in the 
other branch moves in a backward fashion using a one-level breath first then depth 
first strategy (a “familiar traverse”).   Figures 1 and 2 show pseudo-codes of routines 
that implement these strategies assuming that: (a) there are p-1 different memory 
locations indexed by the integers 1,...,p-1; (b) the criteria and matrix elements 
concerning the empty (forward search) and full (backward search) sets are stored in 
memory p-1;  (c) the routines are originally called with arguments p-1 (initial 
memory) and Xp (last variable to be swept in or out);  (d)  the variables are indexed by 
increasing order of potential impact on the comparison criterion. 
 
FIGURE 1 
Pseudo-code for Forward Search 
Forward_Search(Initial Memory m0, Last Variable Xl) 
 Let  m = m0 
 For  (i = 1 to l – 1)  {   
  Get  X1 intermediate results from memory m 
  Let  u = l – i + 1 
  Pivot  X1 onto X1' by sweeping on variable Xu  
    If  (i < l - 1)  { 
   S a v e   X1' intermediate results in memory u - 2 
   L e t    Prev_Mem(u-2) = m 
   Let m = u - 2 
  } 
 }  








Pseudo-code for Backward Search 
Backward_Search(Initial Memory m0, Last Variable Xl) 
 For  (i = 1 to l – 1)  { 
  Get  intermediate  X1' results from memory m0 
  Let  u = l – i + 1 
  Pivot  X1' onto X1 by sweeping on variable Xu   
    If  (i < l - 1) Save intermediate X1 results in memory u - 2 
 } 
  If  (l > 2)  For (j = 1 to l - 2) Backward_Search(j,Xj+1) 
 
A simple but effective way of establishing the indices referred in (d) is to sort the 
variables according the criteria values for the p-1 dimensional subsets in which each 
variable was in turn removed. 
Table 4 shows the algorithm sequence for a problem with four variables. As this 
Table illustrates, the forward search never considers subsets that include X1, while all 
the subsets analyzed in the backward search include X1.  Therefore, only matrix 
elements with indices between 1 and u (exclusive) need to be updated at each step.  In 
this example, assuming that only the identification of the best subset for each 
dimension is required, the pivots 1 through 6 will always be performed, pivots 7-8 
will only be performed if the subset {X1, X2, X4}does not compare unfavorably with 
the current best two-dimensional subset,  pivots 9-14 will only be performed when  
{X1, X2, X3} does not compare unfavorably with the best one and two dimensional 
subsets, and pivots 13-14 can be skipped if {X1, X2} compares unfavorably with the 








Sequencing the F-W Algorithm (p = 4) 













1-2 X4 2  φ  {X4} {X1,X2,X3,X4} {X1,X2,X3} 
3-4 X3 1 {X4} {X3, X4} {X1,X2,X3,X4} {X1,X2,X4} 
5-6 X2 0 {X3, X4} {X2, X3, X4} {X1,X2,X3,X4} {X1,X3,X4} 
7-8 X2 0 {X4} {X2, X4} {X1,X2,X4} {X1,X4} 
9-10 X3 1  φ  {X3} {X1, X2, X3} {X1, X2} 
11-12 X2 0 {X3} {X2, X3} {X1, X2, X3} {X1, X3} 
13-14 X2 0  φ  {X2} {X1, X2} {X1} 
 
In less trivial problems involving a moderate number of variables that have 
different impacts on the comparison criteria the computational savings can be 
substantial.  In particular, based on Monte Carlo simulations, Furnival and Wilson 
(1974) and Duarte Silva (1998) report for some Linear Regression and Discriminant 
Analysis problems a decrease in the number of floating point operations by a factor 
varying between 10 and 100 when p = 20, and varying between 100 and 2000 when  
p = 30.  
   
Computational Effort – Simulated Data 
In order to have an idea of the computational effort required to compare all-
subsets according to the criteria discussed in this paper, a simulation experiment 
involving 225 artificial data sets and 9 different data conditions (25 replications per 







realizations of  p = 6*r linear combinations (X1, X2, ..., Xp) of independent standard 
normal variates (Z1, Z2, ..., Zp).  These combinations are based on the equations 
 
X6*i+j = Z6*i+j (j=1,2,3)    (32) 
    (i = 0,...,r-1) 
X6*i+j = αj* Z6*i+j-3 + βj* Z6*i+j (j=4,5,6)    (33) 
 
 
The model defined by (32)-(33) with parameters r = 1, α4 = α5 = α6 =1.0,  
β4 = 0.5, β5 = 0.7, β6 = 1.0 was used previously by Jolliffe (Model 1 in Jolliffe 1973) 
in order to evaluate several methods for discarding variables proposed by this author.  
In this model, variables are associated in pairs and in each pair one of the variables 
can be interpreted as a linear combination of the other plus a random disturbance.  
Variables in different pairs are uncorrelated.  Presumably, a “good” variable selection 
method should try to keep one variable in each pair and discard the remaining, 
particularly those “redundant variables” with the least important disturbance 
components.  Since the goal of our simulation was the evaluation of computational 
effort, we created nine different data conditions by crossing two factors believed to 
have an influence on this effort.  The first factor is the number of original variables 
and has as three levels: p=12 (r=2), p=18 (r=3) and p=24 (r=4).  The second factor, 
also with three levels, models different degrees of separation between the best and the 
poorest subset selections.  The first level corresponds to an r-fold replication of the 
model used by Jolliffe.  The second level is defined by the parameter choices: α4 = α5 







be difficult to identify the best subsets.  In this condition, as the disturbance 
components carry a relatively heavy weight, all variables are either non or weakly 
correlated and the resulting subsets become similar.  The third level intends to 
illustrate a condition for which it should be easy to identify the best subsets.  In this 
condition, the α and β parameters are set to the same values as in Jolliffe’s model, but 
group structure is added to the data using a strategy devised by Krzanowski (1987).  
For the first 25 observations, equations (32) and (33) fully define the X variables.  
However, in observations 26 through 50, 51 to 75 and 76 to 100 the constants 10, 20 
and 30 are added to right hand side of equation (32) while (33) remains always 
unchanged.  This way, the data can be divided into four clearly defined groups (a 
“strong group structure” in Krzanowski description) and the variables responsible for 
this structure should stand up as the best candidates for selection.  
Table 5 presents the minimum, median and maximum (across the 25 replications) 
of the number of floating point operations required to find the best ten subsets of each 
dimension, according to the comparison criteria considered.  For criterion | S11 | the 
figures report the number of operations required to perform an exhaustive search 
using the F-MC algorithm (see Table 3b ) and for criterion tr  ( (S11)
-1  SG11 ) the 
matrix SG corresponds to the sum of the first four parcels in the spectral 
decomposition of S.  
The results in Table 5 show that the ratio between the number of floating 
operations required by the F-W algorithm relative to the F-MC algorithm tends to 
decrease as p grows.  However, the computational savings were not as strong as those  
 TABLE 5 
Computational Effort of the F-W Algorithm – Simulated Data 
a)  Joliffe’s Model 
 
Absolute Effort 
Number of Operations 
(thousands) 
Relative Effort 
N. Op. in Implicit Search
N. Op. in Exhaustive Search 
 
 
p=12  p=18 p=24 p=12  p=18  p=24 
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b)  Hardly Distinguishably Subsets 
 
Absolute Effort 
Number of Operations 
(thousands) 
Relative Effort 
N. Op. in Implicit Search
N. Op. in Exhaustive Search 
 
 
p=12 p=18  p=24  p=12  p=18  p=24 
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 c)  Joliffe’s Model with Group Structure 
 
Absolute Effort 
Number of Operations 
(thousands) 
Relative Effort 
N. Op. in Implicit Search
N. Op. in Exhaustive Search 
 
 
p=12 p=18  p=24  p=12  p=18  p=24 
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previously reported for Linear Regression and Discriminant Analysis problems, and 
vary widely according to comparison criteria employed and data condition analyzed.  
In a few instances, the effort of the F-W algorithm was even larger than that of the  
F-MC algorithm.  These results can be explained by the fact that, when all subsets 
have to be evaluated, the simultaneous forward and backward strategy of F-W is 
slightly less efficient than the pure forward strategy of F-MC. 
The relative effort for the tr ((S22)
-1 S22|1) criterion is typically higher than for any 
of the remaining criteria.  There are two possible explanations for this behavior. 
Firstly, contrary to the other criteria, tr ((S22)
-1 S22|1) is invariant with respect to the 
scaling of the variables.  Therefore, this criterion is unaffected by differences in 







 Secondly, since the minimization of tr ((S22)
-1 S22|1)  is equivalent to the 
maximization of the sum of squared correlations between the retained and the 
discarded variables, the best candidates for selection when comparing k-dimensional 
subsets are also the best candidates for elimination when comparing subsets of 
dimension p-k.  This “role reversal property” makes the identification of important 
variables strongly dependent on the number and pool of other variables currently 
under consideration.  As a result, for this criterion it becomes particularly difficult to 









The computational savings for tr  ( (S11)
-1  SG11 ) tend to be stronger than those 
for the remaining criteria, suggesting that it is easier to distinguish subsets that 
approximate well a few PCs than subsets that approximate well the full data.  
Furthermore, the expected increase in total effort due to the second data condition 
(hardly distinguishably subsets) does not seem to hold for the tr  ( (S11)
-1  SG11 ) and 
tr  ( { }
2 1 ) ( ) ( 11
2
11 S S
− criteria.  Somehow surprisingly, the introduction of group 
structure into Jolliffe’s model only leads to important computational savings for the 
comparisons based on the tr  () { }




Table 6 shows the maximum number of variables for which the F-MC and F-W 
algorithms require less than 50 millions, 3 billions, and 150 billions floating point 
operations.  The figures for the F-MC algorithm are exact, while those for F-W are 
based on a geometric extrapolation of the decrease found in the median relative effort 
when p went from 12 to 24.  In our current implementation running on a Pentium II Computer at 350 Mhz with 64M  of RAM , the limits on the number of operations 
presented above correspond roughly to one minute (0.05*10
9 operations), one hour  
(3.0*10
9 operations), and 48 hours (150*10
9 operations) of CPU time. 
From Table 6 it can be seen that, as long as there is some degree of structure in 
the data, on-line analysis (i.e. analysis requiring no more than a few minutes o CPU 
time) should be feasible for any problem with p ≤ 20, while batch analysis are feasible 
when p ≤ 30.  Subset comparisons based on the |S11| or and the tr  ( (S11)
-1  SG11 ) 
criteria can still be done for slightly larger values of p. 
 
TABLE 6 
Largest Number of Original Variables (p) 
by Maximum Number Floating Point Operations 













9)  0.05 3.0 150 0.05 3.0 150 0.05 3.0 150 0.05 3.0 150
|S11|  23 29 35 --- --- --- --- --- --- --- --- --- 
tr S22|1 20 26 31  21 27 33  20 26 31  21 27 32 
||S22|1||
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Computational Effort – Real Data 
We further investigated the effort of our algorithms using two previously 
published sets of real data.  The first of these sets was obtained from Gibbons, 
Dianne, McDonald and Gunst (1987) who collected data on the air pollution 
conditions of 80 U.S. cities in 1960.  For that purpose, 12 different variables were 
observed.  We will employ a sub-sample of 40 observations and 11 variables that was 
published, and used for illustration purposes, by Jobson (1992, Chapter 9).  The 
variable definitions can be found in Gibbons and al. (1987) and Jobson (1992).  The 
Covariance Matrix of the raw data is given in Appendix Table A1.  The second data 
set was collected by Jeffers (1967) and was published (among others) by Morrison 
(1990).  This data consists on 40 observations of 19 variables describing physical 
characteristics of Winged Aphids (Alate adelges).  The variable description is given in 
Morrison (1990) and the Covariance matrix of the raw data in Appendix Table A2. 
Results on the computational effort required to find the best ten subsets of each 
dimension are given in Table 7.  The ( (S11)
-1  SG11) criterion employed is based on 
the approximation to the space spanned by the first four PCs. 
From the results in Table 7 it can be seen that analysis based on the raw data tend 
to require less effort than the corresponding analysis based on standardized data.  As 
previously noted this result can be explained by the fact that, with raw data but not 
with standardized data, differences in dispersion can contribute to the separation 
between several variable subsets.  We further notice that for the Winged Aphids data,   
TABLE 7 
Computational Effort of the F-W Algorithm – Real Data 
Absolute Effort 
Number of Operations 
(thousands) 
Relative Effort 
N. Op. in Implicit Search
N. Op. in Exhaustive Search 


















 |S11|  8  8 2 097 2 097 ----  ----  ----  ---- 
tr S22|1 12 30 619 3  867 0.393 0.975 0.043  0.268 
||S22|1||
2 28  76 1 017 5 452 0.315  0.849  0.017  0.091 
tr ((S22)
-1 S22|1)  62  62 42 303 42 303 1.026  1.026  1.010  1.010 
tr  () { }
2 1 ) ( ) ( 11
2
11 S S
−   62  218 3 554 43 367 0.301  1.062  0.025  0.308 
tr  ( (S11)
-1  SG11 ) 15  26 327 418 0.474  0.858  0.042  0.053 
 
both in raw as well in standardized form, all the criteria except for tr ((S22)
-1 S22|1) 
required less effort than when applied to the simulated data with a similar number of 
variables. The same holds for the raw Air Pollution data, while the analysis of this  
data in standardized form yielded results comparable to those of the simulation 
experiment. 
This finding suggests that some real data sets can have structures that allow for 
higher computational savings that those found in the simulation experiments. For such 
data sets, analysis involving a larger number of variables than reported in Table 6 may 
still be possible.  However, given the previously discussed properties and the 
computational results concerning tr ((S22)
-1 S22|1), for this criterion important 














CONCLUSIONS AND FURTHER RESEARCH 
The interpretation of the results from a PCA performed on a large number of 
variables is often based on the inspection of the correlations between the original 
variables and the most important and/or most interesting PCs.  This strategy implicitly 
discards those variables that are weakly correlated with the latter PCs.  Some authors 
argue that this practice is potentially misleading and that it is preferable to explicitly 
take a variable selection approach comparing subsets according to relevant 
approximation criteria.  However, unlike model-based statistical methodologies where 
objective comparison criteria based on natural loss functions can usually be defined, 
in data-analytic and exploratory methods the quality of the resulting selections has to 
be assessed according to less well defined concepts such as their ability to preserve 
some “basic structure of the data”.  Not surprisingly, several different criteria have 
been proposed for the comparison of variable subsets in PCA. 
Another problem that plagues all variable selection approaches is the explosive 
computational effort required to search amongst all the 2
p-1 different variable subsets 
that can be defined in a problem involving p variables.  We have shown that this 
problem can be overcome for moderate values of p (say up to 30, given current 
computer technology) and some of the most important comparison criteria proposed to 
date.  When the number of original variables is so large that no method can guarantee 
optimal results in a reasonable time, a viable approach is to use heuristic methods in 
order to identify a pool of “good”, but not necessarily “best”, subsets according to the 
criteria considered.  For instance, in problems involving larger data sets, Minhoto 







We are currently working on the adaptation of the algorithms described in this 
paper to the problem of comparing subsets according to an important criterion that 
was not considered in this paper, namely Krazanowski’s M
2 coefficient (Krazanowski 
1987).  Krazanowski’s M
2 measures the proximity between the selected variables and 
the full data set, when their representations in a q-dimensional space are matched by 
Procrustes Rotation.   
In this paper, we did not address the problem of assessing the relative merits of 
the various criteria proposed for subset comparisons.  This problem requires the 
consideration of several issues such as the objectives of the analysis, the mathematical 
properties of the criteria and the empirical behavior, under different data conditions, of 
the resulting comparison methodologies.  The consideration of the later issue has been 
limited by computational difficulties.  We believe that the algorithm adaptations and 
software implementation described in this paper will contribute to overcome this 
problem allowing both a wider application of the above methodologies as well as a 
more rigorous study of their merits, problems and properties.  
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Air Pollution Data: Covariance Matrix   
 
1285.276                 
1476.410  3579.590                
2432.976 6843.282 17080.028                 
357.791 862.436 1495.326 371.126              
632.743 1559.513 3014.012  701.042 1967.020           
865.531 2589.949 6308.640 1418.824 4647.731 13883.046         
170.087 2223.264 4839.939  655.308 892.616 817.568 6211.117        
326.906 534.974 1311.813  64.510  106.542 141.401 190.950 405.074      
66.810 98.049 353.982 18.386 96.665 215.231 -41.707 122.586 106.894     
3.125 118.472  261.244 31.601 47.627  70.648 132.465 27.728 38.301 40.956   




Winged Aphids Data: Covariance Matrix   
 
14.214                 
6.825  3.950                
4.469  2.393  1.639               
3.027  1.686  1.073  0.807              
0.659 0.320 0.230 0.148  0.109             
0.977 0.529 0.355 0.242 0.075  0.105           
1.068 0.572 0.377 0.266 0.079  0.099 0.111          
1.223 0.700 0.462 0.325 0.035  0.096 0.104 0.184         
1.187 0.670 0.429 0.311 0.060  0.095 0.105 0.131 0.155        
1.202 0.663 0.420 0.301 0.071 0.103 0.115 0.123 0.121 0.145       
-1.974 -1.124 -0.761 -0.500 -0.066 -0.117 -0.145 -0.205 -0.174 -0.161 1.299      
2.183 1.187 0.763 0.538 0.108 0.174 0.191 0.230 0.211 0.217 -0.336 0.402        
2.621 1.435 0.919 0.643 0.123 0.207 0.228 0.279 0.257 0.258 -0.383 0.467 0.564       
2.040 1.098 0.701 0.493 0.087 0.154 0.171 0.215 0.199 0.196 -0.290 0.356 0.431 0.335     
2.881 1.567 0.991 0.716 0.160 0.236 0.260 0.278 0.288 0.283 -0.405 0.505 0.606 0.467 0.770  
1.505 0.754 0.517 0.326 0.157 0.153 0.166 0.107 0.135 0.158 -0.132 0.267 0.312 0.228 0.368 0.339
 Notes: 
 
(1)  In this paper all vectors are assumed to be column vectors and will be represented 
by bold lower case symbols.  Matrices will be represented by bold upper case. 
(2)  We are assuming the usual Frobenius norm:  || A ||
2 = tr (A
TA) = 




2 λ j) (i, A ∑ a is the a-th eigenvalue of A. 
(3)  Consistently with the use of a Frobenius norm we adopt the following 
conventional definitions of matricial inner product and correlation:   
 <  A,B > = tr (A
T B) ;    corr(A,B) = 
) B B ( ) A A (






(4) Inverting  an  p*p matrix by the classical Gaussian elimination  algorithm requires 
a total of  p
3 floating point operations.  However, inverting symmetric matrices 
can be made by taking advantage of the equality between the below-diagonal and 





(5) We  compute  S
2 by an efficient procedure that takes advantage of its symmetry.  
For all the off-diagonal elements, S
2(i,j) with i ≠ j, a product of the form 
S(i,k)*S(k,j) needs to be computed.  A total of  p*(p*(p-1))/2 such products is 
required.  For the diagonal elements, p*(p+1)/2 products of the form S(i,k)*S(k,i) 






3+p).    
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