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This paper investigates the impact of pre-existing offline data on online learning, in the context of dynamic
pricing. We study a single-product dynamic pricing problem over a selling horizon of T periods. The demand
in each period is determined by the price of the product according to a linear demand model with unknown
parameters. We assume that the seller already has some pre-existing offline data before the start of the
selling horizon. The offline data set contains n samples, each of which is an input-output pair consists of
a historical price and an associated demand observation. The seller wants to utilize both the pre-existing
offline data and the sequential online data to minimize the regret of the online learning process.
We characterize the joint effect of the size, location and dispersion of offline data on the optimal regret
of the online learning process. Specifically, the size, location and dispersion of offline data are measured
by the number of historical samples n, the absolute difference between the average historical price and
the optimal price δ, and the standard deviation of the historical prices σ, respectively. For the single-
historical-price setting where the n historical prices are the same, we prove that the best achievable regret
is Θ˜
(√
T ∧ ( T
nδ2
∨ logT
δ2
)
)
. For the (more general) multiple-historical-price setting where the historical prices
can be different, we show that the best achievable regret is Θ˜
(√
T ∧ T
nσ2+(n∧T )δ2
)
. For both settings, we
design a learning algorithm based on the “optimism in the face of uncertainty” principle, whose regret
is optimal up to a logarithmic factor. Our results reveal surprising transformations of the optimal regret
rate with respect to the size of offline data, which we refer to as phase transitions. In addition, our results
demonstrate that the location and dispersion of the offline data set also have an intrinsic effect on the optimal
regret, and we quantify this effect via the inverse-square law.
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1. Introduction
Classical statistical learning theory of offline learning deals with the problem of finding a predictive
function based on the entire training data set, with the goal of finding algorithms that have low
generalization error or sample complexity bounds (see, e.g., Valiant 1984). In contrast to the offline
learning setting where the entire training data set is directly available at the beginning, online
learning deals with the setting where data become available in a sequential manner that may
depend on the sequential actions of the algorithm, with the goal of finding algorithms that have
1
2low regret bounds.1 While offline learning assumes access to offline data (but not online data) and
online learning assumes access to online data (but not offline data), in reality, a broad class of
practical problems fall into the middle of these two problems: there is an offline historical data
set (based on historical actions) at the time that we study the problem, and the learner wants to
develop an online learning policy (with sequential access to online data) from now on.
Currently, there is no standard framework for the above type of learning problems, as classical
offline learning theory and online learning theory have different settings and goals. While estab-
lishing a framework that bridges all aspects of offline learning and online learning is generally a
very complicated task, in this paper, we propose a novel framework that bridges the gap between
offline learning and online learning in a specific problem setting, which, however, already captures
the essence of many dynamic pricing problems that sellers face in reality.
1.1. The Problem: Online Pricing with Offline Data
We consider the “Online Pricing with Offline Data” (OPOD) problem stated as follows. Consider a
seller offering a single product with infinite amount of inventory over a selling horizon of T periods.
Customer’s demand for the product is determined by the price charged by the seller according to
an underlying linear demand model. The seller knows neither the true demand parameters nor the
distribution of random noise. However, we assume that before the selling horizon starts, she has
used some historical prices in the past and collected n demand observations from the market. In
other words, the seller has a pre-existing offline data set consisting of n historical samples before
the start of online learning. The seller’s objective is to design a learning algorithm that utilizes
both the offline data and the sales data collected on the fly to learn the unknown demand model
while concurrently maximizing total revenue over T periods.
Metrics of online pricing. Following the convention of online learning, we measure the per-
formance of an algorithm for the OPOD problem by the regret, which is the difference between the
optimal expected revenue and the total expected revenue generated by the algorithm over T peri-
ods, see the precise definition in §3. A slightly difference between the regret notion here and the
regret notion of a classical online learning problem is that the regret of the OPOD problem depends
on the pre-existing offline data. We refer to the best achievable regret (which depends on offline
data) as the optimal regret of the OPOD problem.
1 In this paper, when we discuss online learning, we focus more on the literature of stochastic online learning, where
the online sequential data arrive in a stochastic manner. There is a vast literature of online learning focusing on the
non-stochastic setting where the online sequential data arrive in an adversarial manner (see Cesa-Bianchi and Lugosi
2006), which is not the emphasize of this paper.
3Metrics of offline data. Following the convention of offline (supervised) learning (Hastie et al.
2005), we model the offline data as a set of n samples: {(pˆ1, Dˆ1), . . . , (pˆn, Dˆn)}, where each sam-
ple (pˆi, Dˆi) is an input-output pair consisting of a historical price pˆi and an associated demand
observation Dˆi generated from the linear demand model (i= 1, . . . , n). We focus on three funda-
mental statistics of the offline data set: the number of samples n, the mean of the historical prices
1
n
∑n
i=1 pˆi, and the standard deviation of the historical prices
√∑n
i=1(pˆi− 1n
∑n
i=1 pˆi)
2. Based on
these three statistics, we define three key metrics of the offline data set:
• The size of offline data, measured by n, is the number of samples in the offline data set.
• The (relative) location of offline data, measured by δ = | 1
n
∑n
i=1 pˆi−p∗|, is the distance between
the average historical price and the underlying optimal price p∗. Note that p∗ is determined by the
unknown parameters of the linear demand model, and δ is a completely unknown quantity to the
algorithm.
• The dispersion of offline data, measured by σ=
√∑n
i=1(pˆi− 1n
∑n
i=1 pˆi)
2, is the standard devi-
ation of the historical prices.
We make some comments on the metric of location δ. We are interested in the distance between
1
n
∑n
i=1 pˆ and p
∗, rather than simply the value of 1
n
∑n
i=1 pˆ, because it makes more sense to us to
evaluate the average historical price against an intrinsic benchmark that depends on the underlying
model parameters.
1.2. Key Research Questions
This paper is inspired by the high-level idea of bridging the gap between offline and online learning
and understanding how the pre-existence of offline data affects the statistical complexity of online
learning, where the statistical complexity is measured by the optimal regret of the online learning
process. Specifically, we are interested in the following high-level research question:
• How does the size, location and dispersion of offline data affect the optimal regret of online
learning?
We investigate the above question in the OPOD framework, where the optimal regret of the online
learning process naturally depends on the characteristics of offline data. Correspondingly, we aim
to answer the following questions:
(1) How does the size of offline data n affect the optimal regret of the OPOD problem?
(2) How does the location of offline data δ affect the optimal regret of the OPOD problem?
(3) How does the dispersion of offline data σ affect the optimal regret of the OPOD problem?
4Besides the above research questions, in the algorithmic side, we seek to design a simple, intuitive
and easy-to-implement pricing policy that achieves the optimal regret for the OPOD problem, given
any kind of offline data. Note that the fact that δ is unknown to the algorithm makes designing an
algorithm whose performance has good dependency on δ challenging. Nevertheless, in this paper, we
want to design efficient algorithms that do not require the knowledge of δ, while still (surprisingly)
achieve the best possible performance in terms of δ.
1.3. Main Results
In this paper, we address the above research questions in two scenarios when there is only one
fixed historical price and there are multiple historical prices. We characterize the optimal regret
for both scenarios via the length of the online horizon T and three quantities of offline data, i.e.,
n, δ and σ. The main results in this paper are summarized as follows.
First, we consider a simple setting when only one fixed price is tested offline and all the n
historical sales data are generated by charging this single historical price. There is no dispersion
among the historical prices in this setting, and the standard deviation σ is zero. We prove that the
optimal regret is Θ˜((
√
T logT ) ∧ T logT
(n∧T )δ2 ). This is achieved by establishing a lower bound for the
regret of any learning algorithm based on the multivariate van Trees inequality, and designing an
online learning algorithm based on the “Optimism in the Face of Uncertainty” (OFU) principle
with a matching upper regret bound (up to a logarithmic factor). Although the optimal regret
depends on the unknown quantity δ, our proposed algorithm does not require any information
about this quantity, and acutally can be easily implemented in practice. Table 1 summarizes our
optimal regrets under different orders of n and δ.
Second, we study a general setting where the historical prices are not necessarily identical, which
enables us to further explore the joint effect of the size, location and dispersion of offline data set
on the optimal regret. When the standard deviation σ is nonzero, intuitively, the dispersion of the
historical prices will provide more information about the unknown demand curve and help reduce
the optimal regret. For this general setting, we prove that the optimal regret is Θ˜((
√
T logT ) ∧
T logT
(n∧T )δ2+nσ2 ). This bound has an additional term nσ
2 compared with the previous case that captures
the effect of the dispersion of historical prices, and recovers the result in the case with single
historical price for σ= 0. Table 2 summarizes the optimal regret bounds under different magnitudes
of n, σ and δ.
51.4. Key Insights: Phase Transition and Inverse-Square Law
The above results lead to two important implications. First, as the order of the number of offline
data n changes, the optimal regret may switch from one state or phase to another, which is called
as the phase transition. As shown in Tables 1 and 2, increasing the order of the offline sample size
within the same phase does not always reduce the optimal regret, and the specific state the optimal
regret depends on the size, location and dispersion of offline data set. In addition, the magnitude
of δ and σ also determine the number of phases, and the transition points of the offline sample
size. For the setting with single historical price, when δ = Ω(T−
1
4 ), there are three phases of the
optimal regret, and when δ =O(T−
1
4 ), there is no phase transition and the optimal regret is always
Θ˜(
√
T ). This demonstrates that nothing can beat the difficulty that the small distance between the
historical price and the optimal price brings about. For the setting with multiple historical prices,
when σ . δ, there are four phases if δ =Ω(T−
1
4 ), and only one phase if δ =O(T−
1
4 ). When σ & δ,
there are two phases.
Second, the optimal regret is inversely proportional to the square of the generalized distance and
the standard deviation of the offline samples, which quantifies the intrinsic effect of the location
and dispersion of offline data set on the complexity of online learning. This is called as the inverse-
square law. It is quite intuitive that the more dispersive the offline data is, the more information
the seller has gained from the market and the smaller the optimal online regret is. In addition, the
closer the mean historical price is to the optimal one, the more difficult it is for the seller to learn the
demand model and the greater online revenue loss the seller will incur. This is seemingly counter
intuitive, and we offer the explanation as follows. In the presence of the pre-existing offline data,
motivated by the exploration objective, a learning algorithm may deviate from the mean historical
price from time to time to test other prices, even though a “good” algorithm will eventually be
close to the optimal price. However, if the mean historical price is very close to the optimal price,
such a deviation will also lead to a significant gap between the algorithm’s price with the optimal
price, and the algorithm will incur greater revenue loss.
1.5. Structure and Notations
Our paper is organized as follows. In §3, we formulate the OPOD problem. In §4, we consider the
simple setting when there is only one historical price and characterize the optimal regret. In §5, we
generalize our results to the setting with multiple historical prices. Finally, we summarize our paper
and discuss about future research §6. Most of the technical proofs are deferred to the Appendix.
Throughout the paper, all the vector are column vectors unless otherwise specified. For any
x = (x1, . . . , xn) ∈ Rn, we use || · || to denote the l2 norm, i.e., ||x|| = (
∑n
i=1 x
2
i )
1
2 . The notations
6Table 1 Optimal regret for the setting with single historical price
δ & T−
1
4
offline sample size 0<n. δ−2T
1
2 δ−2T
1
2 . n. T n& T
optimal regret Θ˜(
√
T ) Θ˜( T
nδ2
) Θ˜( logT
δ2
)
δ . T−
1
4
offline sample size 0<n. T T . n. δ−2T
1
2 n& δ−2T
1
2
optimal regret Θ˜(
√
T )
Table 2 Optimal regret for the setting with multiple historical prices
δ & T−
1
4 , σ. δ
offline sample size 0≤ n.
√
T
δ2
√
T
δ2
. n. T T . n. Tδ
2
σ2
n& Tδ
2
σ2
optimal regret Θ˜(
√
T ) Θ˜( T
nδ2
) Θ˜( logT
δ2
) Θ˜( T
nσ2
)
δ . T−
1
4 , σ. δ
offline sample size 0≤ n. T T . n.
√
T
δ2
√
T
δ2
. n. Tδ
2
σ2
n& Tδ
2
σ2
optimal regret Θ˜(
√
T )
σ & δ
offline sample size 0≤ n.
√
T
σ2
n&
√
T
σ2
optimal regret Θ˜(
√
T ) Θ˜( T
nσ2
)
O(·), Ω(·) and Θ(·) are used by hiding the constant factors, and O˜(·), Ω˜(·) and Θ˜(·) are used by
hiding constant factors and a logarithmic factor. We use “a∧ b” to denote “min{a, b}” and “a∨ b”
to denote “max{a, b}”.
2. Related Literature
2.1. Dynamic Pricing with Online Learning
When there is no offline data available before the online process starts, the OPOD problem becomes
a pure online learning problem, i.e., dynamic pricing with an unknown linear demand model, which
falls into the general problem category of dynamic pricing with online learning. We refer to this
broad category of online learning problems as the online pricing problems. The online pricing
problems have aroused great interest in recent years in the operations research and management
science areas, see den Boer (2015) for a survey. The papers in this reserach stream study the fun-
damental trade-off between pricing to form a good estimate of unknown demand (exploration)
7and pricing to gain profit or revenue as much as possible (exploitation). Harrison et al. (2012)
consider a Bayesian formulation with two hypotheses on demand models, and the customer’s pur-
chase behavior is generated from only one of them. They show that the myopic Bayesian policy
can lead to incomplete learning, but under some additional assumption, some variant of myopic
pricing can avoid using the uninformative price and achieve bounded regret as the number of
customers increases. Broder and Rusmevichientong (2012) consider single-product pricing under
a general parametric demand model. They show the optimal regret of Θ(
√
T ) by constructing a
learning algorithm combining the maximum-likelihood estimation and the explicit price experimen-
tation that achieves O(
√
T ) regret, and establishing a lower bound Ω(
√
T ) on the worst-case regret
that any policy could achieve. They also show that when the demand functions satisfy certain
conditions that preclude the possibility of an uninformative price, the optimal regret is Θ(logT ).
There is a vast literature (e.g., den Boer and Zwart 2013, den Boer 2014, Keskin and Zeevi 2014,
Keskin and Zeevi 2016, Qiang and Bayati 2016, den Boer and Keskin 2017, Nambiar et al. 2019,
Ban and Keskin 2019) studying the dynamic pricing problem with an unknown linear demand
model (and its variants), which is arguably a “canonical” model of the online pricing problems. In
such a model, the demand is assumed to be linear with the price (thus the revenue is quadratic
with the price), but the parameters in the demand model are unknown. All of the above papers
focus on pure online learning, i.e., they assume that there is no data available at the start of the
selling horizon. In this paper, we take the canonical model of dynamic pricing with an unknown
linear demand model as our baseline model, but significantly extend it by incorporating the offline
data into the online decision making.
The work of Keskin and Zeevi (2014) is the most relevant to this paper. Keskin and Zeevi (2014)
consider dynamic pricing with an unknown linear demand model, studying the important ques-
tion of whether knowing an exact point of the demand curve in advance may help to reduce
regret. Depending on whether the seller knows or does not know this exact point (i.e., the exact
expected demand under a single price pˆ), they prove that the best achievable regret is Θ(logT )
and Θ˜(
√
T ) respectively. Compared to their work, the OPOD problem studied in this paper is more
relevant to practice, and more general in theory. Practically, while firms will never know the true
expected demand under a single price exactly (which requires infinite demand observations under
this price), they usually have lots of historical sales data (which are finite). Theoretically, the results
in Keskin and Zeevi (2014) can be viewed as a special case of our results when σ= 0, n=0 or ∞,
and δ =Θ(1), with an additional strong assumption that δ = |pˆ− p∗| is lower bounded by a known
constant (as their algorithms for the “exact point” (σ = 0, n=∞) case rely on this knowledge).
Since δ can be a completely unknown quantity in our problem (and also in reality), their algorithms
and regret bounds cannot be further extended to our setting.
8Finally, we highlight that the phase transitions and the inverse square law discovered in this
paper provide novel insights that have not appeared in previous literature of online pricing.
2.2. Multi-Armed Bandits
Our paper is also related to the literature of multi-armed bandits (MAB). In the classical k-armed
bandit problem, the decision maker chooses one of k arms in each round and observe random
reward generated from an unknown distribution associated with the arm being played, with the
goal of minimizing the regret, see Lattimore and Szepesva´ri (2018) for more references about this
topic. In most of the literature in MAB (see Dani et al. 2008, Rusmevichientong and Tsitsiklis
2010, Abbasi-Yadkori et al. 2011, Filippi et al. 2010 for some celebrated works), the decision maker
is assumed to start from scratch and has no data available before she sequentially pulls the arms. In
contrast, there are also a few papers studying bandit problems in different settings where algorithms
may utilize different types of historical information, see e.g., Shivaswamy and Joachims (2012),
Bouneffouf et al. (2019), Bastani et al. (2019), Hsu et al. (2019), Gur and Momeni (2019), of which
Shivaswamy and Joachims (2012) is the most relevant to this paper.
Shivaswamy and Joachims (2012) study the MAB problem with historical observations of the
rewards collected before the learning algorithm starts. While their assumption on the offline data
is very similar to ours, there are significant differences between the two papers in terms of model
settings, main results and analytical techniques. First, Shivaswamy and Joachims (2012) study
the MAB problem with discrete and finitely many arms, while our model is built on the liter-
ature of online pricing problems (see §2.1 for references), where the prices are continuous and
infinitely many, and the rewards are nonlinear with respect to prices. The properties and results
for these two classes of problems are very different.2 Second, under certain conditions on the opti-
mality gap (i.e., the difference between the mean rewards of the best and the second-best arms),
Shivaswamy and Joachims (2012) prove a regret upper bound that changes from O(logT ) to O(1)
with Ω(logT ) amount of balanced data, with no regret lower bound proved and no discussion of
phase transitions. In comparison, we characterize the optimal regret via matching upper and lower
bounds that range from Θ˜(
√
T ) to Θ˜(logT ), and figure out surprising phase transitions of the
optimal regret rate as the offline sample size changes. Moreover, we characterize the impact of the
location and dispersion of offline data on the optimal regret by deriving novel tight regret bounds
that depend on the generalized distance between the historical prices and the true optimal price,
2 The online pricing problems are very different from the classical finite-armed bandit problem, because they have
continuous and infinitely many prices (i.e., arms). The online pricing problems are also very different from the so-
called stochastic linear bandit problem (see Dani et al. 2008), because the optimal price is usually an interior point
of the decision set. The above two facts make the online pricing problems uniquely challenging.
9and the standard deviation of the historical prices. This enables us to discover the elegant inverse
square law, which does not appear in previous literature. Third, while Shivaswamy and Joachims
(2012) use a conventional approach in bandit literature to upper-bound the regret via the optimal-
ity gap, since we are bounding the regret via δ and σ, we present fundamentally different regret
analysis that may be of independent interest. In particular, we track the trajectory of the algo-
rithm’s pricing decisions and prove some nontrivial global properties based on inductive arguments.
Besides, our method also exploits the specific structure of the problem provided by the quadratic
relationship between the rewards and prices.
2.3. Offline Learning in OR/MS Literature
As pointed out before, this paper seeks to combine offline learning with online learning in dynamic
pricing problems. The literature of online learning have been summarized in §2.1, and we next
review the works on the offline learning, with an emphasis on OR/MS literature. The topic of offline
learning has been discussed in different contexts of operations management problems. These prob-
lems usually involve stochastic optimization in a data-driven setting. In particular, the approach of
sample average approximation (SAA) is commonly adopted, which solves the optimization problem
by replacing the unknown distribution by its empirical counterpart constructed from the historical
samples. Intuitively, the optimal solution of the SAA problem will converge to that of the original
problem as the sample size increases, and the main task is to derive an analytical bound on the
probability that the SAA solution achieves a near optimal performance, and analyze how many
samples are needed to guarantee a high accuracy with high probability. This natural approach
motivates a line of research on the data-driven inventory control problems, see e.g., Levi et al.
(2007), Levi et al. (2015), Cheung and Simchi-Levi (2019) and Qin et al. (2019). Nevertheless, all
these papers assume that the decision maker cannot adjust her estimation on demand distribution
by using any new data. However, our paper assumes that the decision maker can make online
pricing decisions based on both the offline and online data.
3. Model Formulation
Basic model. Consider a firm selling a single product with infinite amount of inventory over a
time horizon of T periods. In each period 1≤ t≤ T , the manager chooses a price pt from a given
interval [l, u]⊂ [0,∞), and offers it to the customers. Then the seller observes the demand Dt for
period t. In this paper, we focus on the linear demand models: the demand in each period is a
linear function of the price plus some random noise. More specifically,
Dt =α+βpt+ ǫt, (1)
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where α ∈ [αmin, αmax] ⊆ (0,∞) and β ∈ [βmin, βmax] ⊆ (−∞,0). The random noise {ǫt : t ≥ 1}
are i.i.d. random variables with the generic distribution ǫ and zero mean. We assume that ǫt is
an R-sub-Gaussian random variable, i.e., E[exǫt] ≤ e x2R22 for any x ∈ R. Let θ = (α,β) and Θ =
[αmin, αmax]× [βmin, βmax]. The seller’s single-period revenue function rθ(·) is defined as
rθ(p) = p(α+βp), ∀θ ∈Θ, p∈ [l, u]. (2)
We define p∗θ to be the price that maximizes the expected single-period revenue function rθ(p) over
the interval [l, u] when the parameter is θ, which is also denoted as ψ(θ), i.e.,
p∗θ = ψ(θ) = argmax{rθ(p) : p∈ [l, u]}. (3)
We also assume that for any θ ∈Θ, the optimal price is an interior point of the feasible set [l, u].
Therefore, we have
p∗θ =−
α
2β
, ∀θ ∈Θ. (4)
Let r∗θ be the optimal expected revenue, i.e., r
∗
θ = p
∗
θ(α+βp
∗
θ).
historical prices and offline data. In reality, the seller does not know the exact values of
α and β, but needs to learn such information from the sales data. Most of the existing literature
assume that no data is available at the beginning of online horizon, and the seller can only start
data collection while making online decisions. In this paper, we consider a more practical case
by assuming that the seller has collected some historical data from the offline stage, which can
be used for online decision making. More specifically, we assume that the seller has conducted
experiments for n periods by charging the historical prices pˆ1, pˆ2, . . . , pˆn before making the online
pricing decisions, and collected n demand samples Dˆ1, Dˆ2, . . . , Dˆn from the market. We assume
that these data are generated according to the demand model in (1), then for each 1≤ i≤ n,
Dˆi = α+βpˆi+ ǫˆi,
where {ǫˆi : 1≤ i≤ n} are i.i.d. random variables. The seller can use the offline data as well as the
data generated on the fly to estimate the unknown parameters and maximize the online revenue.
Let p¯1:n be the average historical price, i.e., p¯1:n =
1
n
∑n
i=1 pˆi, and σ be the sample standard deviation
of the offline demand data, i.e., σ =
√
1
n
∑n
i=1(pˆi− p¯1:n)2. We also let δ be the absolute difference
between the mean historical prices and the optimal price, i.e., δ = |p¯1:n− p∗|. When σ= 0, there is
only one historical price, and the offline sales data are observed under a single historical price. In
this case, we assume that δ 6= 0.
11
As reviewed in §2.2, Keskin and Zeevi (2014) also consider the historical-price problem for the
same linear demand model. They assume that the expected demand under one fixed historical
price, called as historical demand, is known to the seller exactly. In reality, although the seller
could estimate the historical demand by charging a fixed historical price for many times to collect
demand samples, the exact value of the historical demand can never be known, and there is no
guarantee of how the estimation error affects the optimal regret. Instead, we assume that the seller
does not know the exact historical demand, but has access to a finite amount of demand samples
collected before the online algorithm, which is more realistic and commonly adopted in practice.
Further, this new formulation also motivates the study of the impacts of the offline data set on the
online learning process, which will be the main focus of this paper.
Pricing policies and performance metrics. For each t≥ 0, letHt be the vector of information
available at the end of period t, i.e., Ht = (pˆ, Dˆ1, . . . , pˆn, Dˆn, p1,D1, . . . , pt,Dt). Note that when t= 0,
the information available is the offline data consisting of n pairs of price and sales observations.
An admissible pricing policy is defined as a sequence of functions π = (π1, π2, . . .), where πt+1 :
R
2n+2t→ [l, u] is a measurable function which maps the information vector Ht to a feasible price.
Therefore, the policy π generates a price sequence (p1, p2, . . .) with each pt adapted to Ht−1. Let Π
be the set of all admissible policies, Pπθ and E
π
θ be the probability measure and expectation induced
by the policy π under the demand parameter θ.
For any historical prices pˆ1, pˆ2, . . . , pˆn with the generalized distance δ ∈ (0, u− l) and standard
deviation σ, let ρπθ (T,n, δ, σ) be the expected T -period revenue of the seller under the pricing policy,
i.e.,
ρπθ (T,n, δ, σ) =E
π
θ
[ T∑
t=1
rθ(pt)
]
. (5)
The regret of the policy π is defined as
Rπθ (T,n, δ, σ) = Tr
∗
θ − ρπθ (T,n, δ, σ), (6)
which is the gap between the expected revenue under the clairvoyant policy that knows the exact
parameter θ before the first period with the expected revenue generated by the pricing policy π.
We also define the worst-case regret of a policy π as
Rπ(T,n, δ, σ) = sup
θ∈Θ:|ψ(θ)−p¯1:n|=δ
Rπθ (T,n, δ, σ). (7)
The optimal regret is defined as R∗(T,n, δ, σ) = infπ∈ΠRπ(T,n, δ, σ). The firm’s objective is to find
a pricing policy that minimizes the worst-case regret.
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4. Single Historical Price
In this section, we study a simple case when only one fixed historical price denoted by pˆ is tested
offline, and all the sales data Dˆ1, Dˆ2, . . . , Dˆn are collected under this single historical price pˆ. As
reviewed in §2.1, Keskin and Zeevi (2014) study a similar dynamic pricing problem and consider
two extreme cases to this problem: no offline data is available before online learning, i.e., n= 0,
and the expected demand at a fixed historical price is exactly known to the seller, i.e., n =∞
conceptually. The latter assumption, however, cannot be satisfied in real-life practice, since no
matter how long the historical price has been in effect, the seller can never obtain the exact value
of the expected demand. Although we can approximate the expectation by the empirical mean of
the sales data, it is unclear how the residual error affects the optimal regret in the online learning
process. In this section, we consider a more practical scenario by incorporating a finite amount
of offline data into online learning, and provide theoretical understanding on the impacts of the
offline data set on the order of the optimal regret.
4.1. Lower Bound
In this subsection, we establish a lower bound on the optimal regret of the OPOD problem. For
simplicity, we consider the case of normally distributed demand shock, i.e., ǫ∼N (0, σ2ǫ ). Similar
results can be derived to the exponential family of distributions.
Theorem 1. Suppose ǫ ∼ N (0, σ2ǫ ). For any compact parameter set Θ, price interval [l, u], and
fixed σǫ > 0, there exists an absolute constant K1 such that for any δ ∈ (0, u− l), T ≥ 2 and n≥ 1,
R∗(T,n, δ)≥K1
((√
T ∧ T
(n∧T )δ2
)∨ logT). (8)
Theorem 1 provides a lower bound on the optimal regret, which depends on the length of online
horizon T , the sample size of offline data n and the generalized distance δ. It is worth mentioning
that when there is only one historical price, there is no dispersion among the offline price and the
standard deviation is just zero. When δ =Ω(T−
1
4 ), the lower bound in the RHS of the inequality
(8) becomes Ω(
√
T ∧ T
nδ2
∨ logT ), which switches from Ω(√T ) and Ω(logT ) as the order of offline
sample size n increases. In particular, if δ is a known constant or has a known positive lower bound,
the RHS of (8) becomes Ω(
√
T ) and Ω(logT ) when n = 0 and ∞ respectively, which recovers
Theorems 1 and 3 in Keskin and Zeevi (2014) respectively. When δ = O(T−
1
4 ), the lower bound
is always Ω(
√
T ) regardless of the size of n, which demonstrates that when the historical price is
extremely close to the true optimal price, increasing the offline sample size does not help reduce
the optimal regret.
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We next highlight the key steps in the proof of Theorem 1 and leave the detailed analysis to the
Appendix. Note that it suffices to show that R∗(T,n, δ) is lower bounded by three different terms:
Ω(logT ), Ω(
√
T ∧ T
nδ2
) and Ω(
√
T ∧ 1
δ2
). Since the optimal regret with finite offline sales data under
the single historical price cannot be less than that when the expected demand under the historical
price is exactly known, the lower bound Ω(logT ) is straightforwardly implied from Theorem 3 in
Keskin and Zeevi (2014). Further, from the multivariate van Trees inequality, there exist constants
c1, c2 such that for some appropriately chosen vector C(θ)∈R2, the following inequality holds:
Rπθ (T,n, δ)≥
T∑
t=2
c1
c2+supθ∈Θ:|pˆ−ψ(θ)|=δ{C(θ)TIπt−1(θ)C(θ)}
, (9)
where for each t≥ 1, Iπt (θ) is the Fisher information matrix in period t, i.e.,
Iπt (θ) =
1
σ2ǫ
E
π
θ
[
n+ t npˆ+
∑t
s=1 ps
npˆ+
∑t
s=1 ps npˆ
2+
∑t
s=1 p
2
s
]
.
Note that due to the existence of offline data, in the above definition of the Fisher information
matrix Iπt (θ), we need to take into account the historical price tested in the n offline periods. By
letting C(θ) = [−ψ(θ) 1]T and after some algebraic manipulation, the lower bound Ω(√T ∧ T
nδ2
) can
be proved. Lastly, from the univariate van Trees inequality and the natural lower bound from the
historical-price setting considered in Keskin and Zeevi (2014), we can show that there eixst some
constants c′1, c
′
2 such that
Rπθ (T,n, δ)≥
T∑
t=2
c′1
c′2+supθ∈Θ:|pˆ−ψ(θ)|=δ
∑t−1
s=1E
π
θ [(ps− pˆ)2]
≥
T∑
t=2
c′1
c′2+2(t− 1)δ2+2supθ∈Θ:|pˆ−ψ(θ)|=δ
∑t−1
s=1E
π
θ [(ps− p∗)2]
,
which, after some simple calculation, implies the lower bound Ω(
√
T ∧ 1
δ2
). It is worth mentioning
that in the proof of Theorem 3 in Keskin and Zeevi (2014), they replace the term Eπθ [(ps− pˆ)2] in
the denominator by its upper bound u− l, which gives the lower bound Ω(logT ) in their setting,
while we use the inequality Eπθ [(ps − pˆ)2]≤ 2δ2 + 2Eπθ [(ps − p∗)2], which gives us a different lower
bound Ω(
√
T ∧ 1
δ2
). This modification helps us to characterize the effect of the location of offline
data set on the worst-case regret.
4.2. O3FU Algorithm and Asymptotic Optimality
In this subsection, we propose an online learning algorithm, and characterize the upper regret
bound of this algorithm, which matches the lower bound in Theorem 1 up to a logarithmic factor.
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Our proposed algorithm is called as the “Online and Offline Optimism in the Face of Uncer-
tainty” (O3FU) algorithm, whose construction is based on the celebrated “Optimism in the Face
of Uncertainty” (OFU) principle, which effectively solves the exploration-exploitation dilemma
inherent in the problem. Let λ be a constant greater than 1+u2. For any t≥ 1, let wt
wt =R
√
2 log
(
T (1+ (1+u2)(t+n)/λ)
)
.
The pseudo-code of O3FU algorithm is provided in Algorithm 1.
Algorithm 1: O3FU Algorithm
Input: historical price pˆ, offline demand data Dˆ1, Dˆ2, . . . , Dˆn, support of unknown parameters
Θ, support of feasible price [l, u], l2-norm regularization parameter λ≥ 1+u2, sub-Gaussian
parameter R;
Initialization: V0,n = λI +n[1 pˆ]
T[1 pˆ], Y0,n= (
∑n
i=1 Dˆi)[1 pˆ]
T;
while t= 1,2, . . . do
if t= 1 then
Charge the price p1= l · I{pˆ > u+l2 }+u · I{pˆ≤ u+l2 }, and observe demand realization D1;
Compute V1,n = V0,n+ [1 p1]
T[1 p1], Y1,n = Y0,n+D1[1 p1]
T, θˆ1 = V
−1
1,nY1,n;
Compute the confidence set C1 =
{
θ′ ∈R2 : ||θ′− θˆ1||V1,n ≤w1
}
;
else
If Ct−1 ∩Θ 6= ∅, let (pt, θ˜t) = argmaxp∈[l,u],θ′∈Ct−1∩Θ p(α′+β′p); otherwise, let pt = p1;
Charge the price pt, and observe demand realization Dt;
Update Vt,n = Vt−1,n+ [1 pt]T[1 pt], Yt,n = Yt−1,n+Dt[1 pt]T , θˆt= V
−1
t,n Yt,n;
Update the confidence set Ct =
{
θ′ ∈R2 : ||θ′− θˆt||Vt,n ≤wt
}
.
In the O3FU algorithm, in the first period, we charge a price from the two boundary points
{l, u} whose distance from the historical price is greater. For each period t≥ 2, we first maintain a
confidence set Ct−1 for the unknown parameter θ, which will be proved to contain the true demand
parameter θ with high probability. The O3FU algorithm then selects an optimistic estimator θ˜t =
argmaxθ′∈Ct−1∩Θmaxp∈[l,u] p(α
′+β′p), and charges the price pt = argmaxp∈[l,u] p(α˜t+ β˜tp), which is
optimal with respect to the estimator θ˜t. This is equivalent to joint maximization of the revenue over
(p, θ)∈ [l, u]× (Ct−1∩Θ) as described in the above Algorithm 1. This is further illustrated in Figure
1, where the blue curves are the revenue functions with the candidate demand parameters belonging
to the set Ct−1 ∩Θ, and the red curve is the envelope of the blue curves, which is the revenue
function associated with the demand parameter θ˜t. Under the OFU principle, if our estimation of
θ˜t is far away from the true parameter θ, the algorithm will be forced to choose other prices in the
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subsequent periods, but if our estimation of θ˜t is close to θ, we will be able to exploit and reduce
the revenue loss. Therefore, the O3FU algorithm will automatically strike a balance between the
exploration and exploitation, which makes it intuitive to explain and easy to implement in practice.
It is worth mentioning that for the historical-price problem in Keskin and Zeevi (2014), the semi-
myopic algorithms developed therein need to use a known positive lower bound on the generalized
distance δ, while our O3FU algorithm is parameter free and does not need any information about
δ, making it easier to implement in practice.
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Figure 1 Phase transitions in the setting with single historical price
We now discuss about the computation of the O3FU algorithm. To compute (pt, θ˜t) for each
period t≥ 2, we consider the following two-stage optimization problem:
max
θ′∈Ct−1∩Θ
max
p∈[l,u]
p(α′+β′p), (10)
which is equivalent to joint maximization of the revenue over (p, θ)∈ [l, u]× (Ct−1 ∩Θ). It is easily
verified that (10) is a two-stage concave optimization problem. More specifically, after solving the
first-stage maximization problem, which has a closed-form solution α−2β , the objective function we
obtain in the second stage, i.e., α
2
−4β , is concave in (α,β) in the set Ct−1∩Θ. Therefore, (pt, θ˜t) can
be computed efficiently for each period t≥ 2.
Theorem 2. Let π be the above O3FU algorithm. For any given parameter set Θ, feasible price
interval [l, u], historical price pˆ, there exists an absolute constant K2 > 0 such that for any offline
sample size n≥ 1, generalized distance δ ∈ (0, u− l), T ≥ 1,
sup
θ∈Θ:|pˆ−ψ(θ)|=δ
Rπ(T,n, δ)≤K2
(√
T logT
)∧(T logT
nδ2
∨ logT
δ2
)
. (11)
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To understand the implications of the upper bound in Theorem 2, we first consider the well-
separated case when δ is a constant and the coefficient 1
δ2
in the RHS of (11) has no effect on the
order of the regret bound. This could happen when the seller launches a brand new product with
no similar product in the previous selling seasons, and the historical price is charged based on little
information about the market, which is far away from the true optimal price. In this case, when
n=O(
√
T ), the upper regret bound is always O(
√
T logT ). As n increases from Θ(
√
T ) to Θ(T ),
the order of the bound decays drastically in the form of O(T logT
n
). For example, when n=Θ(T
2
3 ),
the upper bound becomes O(T
1
3 logT ). When n reaches the order of Ω(T ), the bound achieves
the best achievable level of O(logT ) and stays the same afterwards. In all the above three cases,
the upper regret bound of the O3FU algorithm matches the lower bound in Theorem 1 up to a
logarithmic factor, and therefore, the O3FU algorithm is asymptotically optimal. In particular,
Theorem 1 also recovers the two extreme cases considered in Keskin and Zeevi (2014): when there
is no data available, i.e., n = 0, and when the expected demand under pˆ is exactly known, i.e.,
n=∞ (conceptually).
In some scenarios, however, the historical price pˆ may be very close to the true optimal price
p∗. For example, the newly launched product shares a similar potential demand function of related
products from previous selling seasons, and the seller chooses the historical price for the new prod-
uct based on large volumes of historical data of these related products. Therefore, the estimation
may be very accurate (i.e., δ is very small), and the factor 1
δ2
in the regret bound (11) cannot be
simply ignored. In this case, the behavior of the optimal regret is closely related to the magnitude
of δ relative to Θ(T−
1
4 ). When δ =Ω(T−
1
4 ), if n=O(
√
T
δ2
), the regret bound of the O3FU algorithm
stays at the level of O(
√
T logT ). As n increases from Ω(
√
T
δ2
) to Θ(T ), the regret bound decreases
from O(
√
T logT ) to O(T logT
nδ2
). Once n increases to Ω(T ), the regret bound stays at the level of
O( logT
δ2
) and does not change any more. In contrast, when δ = o(T−
1
4 ), regardless of the offline
sample size n, the regret of the O3FU algorithm is always O(
√
T logT ). In all the above cases,
the upper bound on the regret of the O3FU algorithm matches the lower bound in Theorem 1 by
ignoring a logarithmic factor, and therefore, the O3FU algorithm is asymptotically optimal.
We next highlight the key idea in the proof of Theorem 2. It suffices to show a problem-
independent upper bound O(
√
T logT ) and a problem-dependent upper bound O((T
n
∨1) logT
δ2
). The
first upper bound can be proved using similar arguments in the regret analysis of linear bandits,
e.g., Abbasi-Yadkori et al. (2011), by observing that the expected revenue can be expressed as a
linear function of the unknown vector [α β] and the action [p p2]. To show the second upper bound,
however, we cannot borrow the existing results on the problem-dependent upper bound for linear
bandits due to the following reasons. First, our objective function is quadratic in the decision vari-
able, with the optimal price being the interior point of the interval [l, u]. In linear bandit problems,
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however, the derivation of the problem-dependent upper bound O( logT
∆
) with ∆ defined as the
gap between the values of the best and second best extremal points of the decision set (see e.g.,
Abbasi-Yadkori et al. 2011), relies on the assumption of a linear objective function and polytope
action set. In this case, the algorithm based on the OFU principle will only choose extremal points
of the action set, which simplifies the problem significantly. Second, our main objective is to capture
the effect of the offline sample size n and generalized distance δ into the regret bound, but both
of these two quantities do not exist in the linear bandit problem. It is worth mentioning that in
linear bandits, ∆ is the gap between the best and second best extremal points of the decision set,
which is irrelevant to the generalized distance δ we define here. Actually, to establish the problem-
dependent upper bound O((T
n
∨1) logT
δ2
), we develop a novel approach by tracking the trajectory of
the O3FU algorithm’s pricing decisions and proving some nontrivial global properties, which are
stated in the following lemma.
Lemma 1. Suppose for each t ≥ 1, the true parameter θ belongs to the confidence set Ct, i.e.,
θ ∈Ct, then the sequence of events {Ut,1 : t≥ 1} and {Ut,2 : t≥ 1} must also hold, where
Ut,1 =
{
||θ˜t− θ||2 ≤
√
(4u+1)2+1
w2t−1
(n∧ (t− 1))(p∗− pˆ)2
}
, Ut,2 =
{
|pt− pˆ| ≥ 1
2
|p∗− pˆ|
}
.
Lemma 1 shows that as long as θ belongs to the confidence set Ct for each t≥ 1, the l2-norm
distance between the true parameter θ and the estimator generated in each step by the O3FU
algorithm, i.e., θ˜t, will also be upper bounded. In addition, the distance between the historical
price pˆ and the price pt generated from the algorithm will also be at lest some constant times the
generalized distance δ. Therefore, the O3FU algorithm can adaptively select prices such that the
distance between the estimator θ˜t and the true parameter θ is under control, and the trajectory
of gap between the pricing decision and the (suboptimal) historical price admits a global lower
bound. The proof of Lemma 1 comes from inductive arguments, which is provided in the Appendix
B.2.
4.3. Phase Transition and Inverse-Square Law
The characterization of the optimal regret of the OPOD problem for the setting with single historical
price leads to two important implications.
First, as the order of the offline sample size n changes, the optimal regret transits from one
state to another at different thresholds of n, and there are phases defined by the offline sample
size n. This is called as the phase transition. We illustrate this phenomenon in Figures 2 and 3
for the well-separated and general cases respectively. In the well -separated case, there are three
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phases defined by two thresholds of the offline sample size, i.e., Θ(
√
T ) and Θ(T ), where in the first
and the last phases, the optimal regret remains the same, while in the second phase, the optimal
regret drops significantly. In contrast to the well-separated case where the phase transitions do not
depend on the value of δ, in the general case, the number of phases and the thresholds of the offline
sample size which define different phases is closely related to the magnitude of δ. As illustrated in
Figure 3, when δ =Ω(T−
1
4 ), similar to the well-separated case, there are three phases defined by
two thresholds of offline sample size, but when δ =O(T−
1
4 ), there is no phase transition, and the
optimal regret is always Θ˜(
√
T ).
Second, Theorems 1 and 2 also characterize the impact of the location of the historical price
relative to the optimal price on the optimal regret, which can be stated in the inverse-square
law. More specifically, when δ = Ω(T−
1
4 ) and n = Ω(δ−2
√
T ), the optimal regret is of the order
Θ˜( T
nδ2
∨ logT
δ2
), which is inversely proportional to the square of the distance between the historical
price and the optimal price. In particular, even in the case when the expected demand under the
historical price is known to the seller exactly, or n=∞, the optimal regret is still Θ( logT
δ2
), which
grows quadratically as δ decreases. Therefore, the factor δ−2 is essential in the regret bound. We
call such dependence of the optimal regret on δ as the inverse-square law. Seemingly counter-
intuitively, our result indicates that the closer the historical price is to the optimal price, the more
difficult it is to learn the demand parameters. This can be explained as follows. In the presence
of the offline sales data under the historical price, motivated from the exploration task, a learning
algorithm needs to deviate from pˆ to try other prices. However, when δ is extremely small, such
a deviation will also lead to a significant gap with the optimal price, and therefore incurs more
revenue loss to the seller.
Figure 2 Phase transitions for the single historical price in the well-separated case
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Figure 3 Phase transitions for the single historical price in the general case
5. Multiple Historical Prices
In the previous section, we focus on the simple case when there is only one historical price. However,
it is also commonly observed that the seller has tried some different offline historical prices before
the online learning. In this section, we consider this more general setting when pˆ1, pˆ2, . . . , pˆn are not
necessarily equal. When there are at least two different prices contained in these historical prices,
the standard deviation σ of historical prices is positive and it is intuitive that such a dispersion
of prices will lead to improvement in the optimal regret of the OPOD problem. More importantly,
the variability inherent in the offline data will also bring about joint effects with the other two
measures of the historical prices: the size n and the location δ, on the optimal regret, which will
be the main focus of this section.
5.1. Lower Bound
In this subsection, we establish a lower bound on the regret for the OPOD problem with multiple
historical prices. Similar to §4.1, we assume that ǫ∼N (0, σ2ǫ ).
Theorem 3. Suppose ǫ∼N (0, σ2ǫ ). For any compact parameter set Θ, price interval [l, u], and fixed
σǫ > 0, there exists an absolute constant K3 > 0 such that for any historical prices (pˆ1, pˆ2, . . . , pˆn)
with size n≥ 1, standard deviation σ and generalized distance δ ∈ (0, u− l), and any T ≥ 2,
R∗(T,n, δ, σ)≥K3
(√
T ∧ T
(n∧T )δ2+nσ2
)
. (12)
Theorem 3 establishes a lower bound on the best achievable regret for any learning algorithm of
the OPOD problem with multiple historical prices. When σ = 0, there is no dispersion of historical
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prices, and the RHS reduces to the lower bound in (8) by ignoring a logarithmic factor. When σ > 0,
compared with the lower bound in Theorem 1, there is an additional term nσ2 in the denominator,
which captures the effect of the dispersion of offline prices on the upper regret bound. When σ. δ,
the lower bound in (12) switches from Ω(
√
T ) to Ω( T
nδ2
) as n increases from O(
√
T
δ2
) to Ω(T ). Then
the upper regret bound remains at Ω( 1
δ2
) for T . n . Tδ
2
σ2
, and finally switches to Ω( T
nσ2
) when
n=Ω(Tδ
2
σ2
). In comparison, when σ & δ, the lower bound switches from Ω(
√
T ) to Ω( T
nσ2
) when n
exceeds the threshold Θ(
√
T
σ2
).
We highlight the key steps to prove Theorem 3 as follows. It suffices to show that R∗(T,n, δ, σ)
is lower bounded by Ω(
√
T ∧ T
nσ2+nδ2
) and Ω(
√
T ∧ T
nσ2+Tδ2
). The proof of the first lower bound is
similar to the case with single historical price, exept that the definition of the Fisher information
matrix is modified to
Iπt (θ) =
1
σ2
E
π
θ
[
n+ t
∑n
i=1 pˆi+
∑t
s=1 ps∑n
i=1 pˆi+
∑t
s=1 ps
∑n
i=1 pˆ
2
i +
∑t
s=1 p
2
s
]
. (13)
To prove the second lower bound, we plug in the new Fisher information matrix (13) and another
vector C(θ) = [p¯1:n 1]
T to the RHS of the inequality (9), we get
Rπθ (T,n, δ)≥
T∑
t=2
c1
c2+supθ∈Θ:|p¯1:n−ψ(θ)|=δ{
∑n
i=1(pˆi− p¯1:n)2+
∑t−1
s=1E
π
θ [(ps− p¯1:n)2]}
.
In order to get a lower bound on Rπθ (T,n, δ), we apply the inequality
∑t−1
s=1(ps− p¯1:n)2≤ 2
∑t−1
s=1(ps−
p∗)2 + 2(t − 1)δ2 to the above inequality. After some simple algebra, the lower bound Ω(√T ∧
T
nσ2+Tδ2
) can be obtained.
5.2. MHP-O3FU Algorithm and Asymptotic Optimality
In this subsection, we analyze the performance of an online learning algorithm for the OPOD problem
with multiple historical prices. Our proposed algorithm is called as the Multiple historical Prices -
Offline and Online Optimism in the Face of Uncertainty (MHP-O3FU), which is slightly modified
from the O3FU algorithm. The pseudo-code of MHP-O3FU algorithm is given in Algorithm 2.
There are some notable differences between the MHP-O3FU algorithm for multiple historical
prices and the O3FU algorithm for single historical price. First, since there are multiple historical
prices, the price charged in the first period under the MHP-O3FU is modified to the point in the
set {l, u} which is farther to the average historical price p¯1:n. This modification will be useful for the
first step in our inductive arguments in the regret analysis. Second, in the definition of the initial
matrix V0,n and the initial vector Y0,n, we utilize all the multiple historical prices pˆ1, pˆ2, . . . , pˆn.
The following theorem provides an upper bound on the regret of the MHP-O3FU algorithm.
21
Algorithm 2: MHP-O3FU Algorithm
Input: historical prices pˆ1, pˆ2, . . . , pˆn, offline demand data Dˆ1, Dˆ2, . . . , Dˆn, support of demand
parameters Θ, support of feasible price [l, u], l2-norm regularization parameter λ≥ 1+u2,
sub-Gaussian parameter R;
Initialization: V0,n = λI +
∑n
i=1[1 pˆi]
T[1 pˆi], Y0,n =
∑n
i=1 Dˆi[1 pˆi]
T;
while t= 1,2, . . . do
if t= 1 then
Charge the price p1= u · I{p¯1:n > u+l2 }+ l · I{p¯1:n ≤ u+l2 }, and observe demand
realization D1;
Compute V1,n = V0,n+ [1 p1]
T[1 p1], Y1,n = Y0,n+D1[1 p1]
T, θˆ1 = V
−1
1,nY1,n;
Compute the confidence set C1 =
{
θ′ ∈R2 : ||θ′− θˆ1||V1,n ≤w1
}
;
else
If Ct−1 ∩Θ 6= ∅, let (pt, θ˜t) = argmaxp∈[l,u],θ′∈Ct−1∩Θ p(α′+β′p); otherwise let pt = p1;
Charge the price pt, and observe demand realization Dt;
Update Vt,n = Vt−1,n+ [1 pt]T[1 pt], Yt,n = Yt−1,n+Dt[1 pt]T, θˆt = V
−1
t,n Yt,n;
Update the confidence set Ct =
{
θ′ ∈R2 : ||θ′− θˆt||Vt,n ≤wt
}
.
Theorem 4. Let π be the MHP-O3FU algorithm. For any given parameter set Θ, feasible price
interval [l, u], average historical price p¯1:n, there exists an absolute constant K4 > 0 such that for
any offline sample size n≥ 1, any generalized distance δ ∈ (0, u− l), standard deviation σ, and any
selling horizon T ≥ 1, we have
sup
θ∈Θ:|p¯1:n−ψ(θ)|=δ
Rπ(T,n, δ, σ)≤K4
((√
T logT
)∧ T logT
nσ2+(n∧T )δ2
)
. (14)
Some discussions of Theorem 4 are in order. First, the upper bound in (14) matches with the lower
bound in (12) up to a logarithmic factor. Therefore, our MHP-O3FU algorithm is asymptotically
optimal. Second, compared with the upper bound in Theorem 2, we have an additional term nσ2
in the denominator, which captures the effect of the dispersion of historical prices.
To show Theorem 4, we generalize the idea in the proof of Theorem 2 to the multiple historical
prices setting. Similar to Theorem 2, our proof is divided into showing a problem-independent
upper bound O(
√
T logT ) and a problem-dependent upper bound O( T logT
nσ2+(n∧T )δ2 ). The first upper
bound can be easily proved by treating our problem as a linear bandit problem and applying
arguments in the regret analysis of linear bandits. To prove the second upper bound, our analysis
is based on the following lemma, which generalizes Lemma 1 to the setting with multiple historical
prices.
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Lemma 2. Suppose for each t ≥ 1, the true parameter θ belongs to the confidence set Ct, i.e.,
θ ∈Ct, then the sequence of events {Ut,1 : t≥ 1} and {Ut,1 : t≥ 1} must also hold, where
Ut,1 =
{
||θ˜t− θ||2=
√
(4u+1)2+1
w2t−1
nσ2+(n∧ (t− 1))δ2
}
, Ut,2 =
{
|pt− p¯1:n| ≥ 1
2
δ
}
.
5.3. Phase Transition and Generalized Inverse-Square Law
In the OPOD problem with multiple historical prices, we also observe the phase transition and
generalized inverse-square law.
First, for any fixed order of δ and σ, as the order of offline sample size n changes, the optimal
regret transits from one state to another, and depending on the magnitude of δ and σ, there are
different number of phases, which are defined by diffeent thresholds of the offline sample size.
This is specifically illsutrated in Figure 4. When σ =O(δ) and δ =Ω(T−
1
4 ), there are four phases
defined by three thresholds of the offline sample size, i.e., Θ(Tδ−2), Θ(T ) and Θ(Tσ2δ−2). In the
first and third phases, the optimal regret remains at Θ˜(
√
T ) and Θ˜( logT
δ2
) respectively, while in the
second and fourth phases, the optimal regret drops significantly as the offline sample size increases.
When σ=O(δ) and δ =O(T−
1
4 ), the optimal regret is always Θ˜(
√
T ). When σ=Ω(δ), the optimal
regret transits from Θ˜(
√
T ) to Θ˜( T
nσ2
) as the offline sample size exceeds Θ(
√
T
σ2
). In this case, when
n=Ω( T
σ2
), the optimal regret is constant. This is intuitive since when the the historical prices are
sufficiently dispersive, e.g., σ=Ω(δ), and the offline sample size is sufficiently large, e.g., n=Ω( T
σ2
),
the seller has already gained accurate estimation about the two demand parameters, and will incur
few regret loss in the online process.
Second, a generalized inverse-square law is implied from the results on the optimal regret. Theo-
rems 3 and 4 show that the optimal regret is inversely proportional to the square of δ and σ, which
quantifies the effect of the location and dispersion of offline data set on the optimal regret. The
intuition for the dependence of the optimal regret on δ is similar to the case with single historical
price. And as the historical prices become more dispersive, intuitively, the seller will collect more
information about the unknown demand curve, and incur smaller regret loss.
6. Conclusion
In this paper, we provide a novel framework that bridges the gap between offline learning and online
learning in the context of dynamic pricing. In contrast to previous literature that involves only
offline data (collected before the selling horizon) or only online data (collected during the selling
horizon), we consider a challenging problem that involves both offline data and online data, aiming
to understand whether and how the prior-existence of offline data would benefit the online learning
23
Figure 4 Phase transitions in the setting with multiple historical prices
process. For both the settings with single or multiple historical prices, we establish a lower bound
on the optimal regret through the van Trees inequality, and construct an online learning algorithm
based on the OFU principle that achieves a matching upper regret bound up to a logarithmic
factor. As two important implications, we discover phase transitions and the inverse-square law,
which characterize the joint effects of the size, location, and dispersion of the offline data on the
behavior of the optimal regret.
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Technical Appendix
Appendix A. Proof of Theorem 1 in Section 4.1
It suffices to show that R∗(T,n, δ) has the following three lower bounds: Ω(logT ), Ω(
√
T ∧ T
nδ2
),
and Ω(
√
T ∧ 1
δ2
).
The first lower bound Ω(logT ) is easily implied from Theorem 3 in Keskin and Zeevi (2014),
which focuses on the setting where the expected demand under the historical price is exactly
known to the seller. Otherwise, if R∗(T,n, δ) cannot be lower bounded by Ω(logT ), then for the
single historical price setting in Keskin and Zeevi (2014), we can generate n indepdendent offline
samples according to the known expectated demand under pˆ. By assumption, the regret of any
learning algorithm using these offline data cannot be lower bounded by Ω(logT ), which leads to
contradiction with Theorem 3 in Keskin and Zeevi (2014).
We now prove the second lower bound Ω(
√
T ∧ T
nδ2
). For notational convenience, let Θ(pˆ, δ) =
{θ ∈Θ : |pˆ−ψ(θ)|= δ}. Let q(·) be the density function for the unknown parameter θ supported
over Θ(pˆ, δ), taking zero at the boundary and positive values at the interior points. For notational
convenience, let C(θ) = [−ψ(θ) 1]T. From the multivariate van Trees inequality, for any t≥ 2, we
have
Eq
[
E
π
θ [(pt−ψ(θ))2]
]≥ (Eq[C(θ)T ∂ψ∂θ ])2
I˜(q)+Eq[C(θ)TIπt−1(θ)C(θ)]
, (EC.1)
where I˜(q) is the Fisher information function for the density q. Note that we can choose q appro-
priately such that I˜(q) is independent of δ, e.g., when q(·) is the density for uniform distribution,
I˜(q) = 0. It is easy to verify that
Eq[C(θ)
T
∂ψ
∂θ
] =Eq[
α
4β2
]≥ αmin
4β2min
, (EC.2)
and in addition,
Eq[C(θ)
TIπt−1(θ)C(θ)]=
1
σ2
Eq
[
E
π
θ
[
n(pˆ−ψ(θ))2+
t−1∑
s=1
(ps−ψ(θ))2
]]
≤ 1
σ2
sup
θ∈Θ(pˆ,δˆ)
{
n(pˆ−ψ(θ))2+
t−1∑
s=1
E
π
θ [(ps−ψ(θ))2]
}
≤ 1
σ2
(
nδ2+ sup
θ∈Θ(pˆ,δ)
t−1∑
s=1
E
π
θ [(ps−ψ(θ))2]
)
, (EC.3)
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where the first inequality follows from the definition of q(·). Combining the inequalities (EC.1),
(EC.2) and (EC.3), for each t≥ 2, we have
sup
θ∈Θ(pˆ,δ)
{ T∑
t=2
E
π
θ [(pt−ψ(θ))2]
}
≥
T∑
t=2
σ2ǫα
2
min/(4β
2
min)
σ2ǫ I˜(q)+nδ2+supθ∈Θ(pˆ,δ)
{∑t−1
s=1E
π
θ [(ps−ψ(θ))2]
} . (EC.4)
Let c0 = σ
2
ǫα
2
min/(4β
2
min), c1 = σ
2
ǫ I˜(q), and aπ(t) = supθ∈Θ(pˆ,δ)
{∑t
s=1E
π
θ [(ps − ψ(θ))2]
}
. By noting
that {aπ(t) : t≥ 1} is an increasing sequence, we have
aπ(T )≥
T∑
s=2
c0
c1+nδ2+ aπ(t)
≥ (T − 1) c0
c1+nδ2+ aπ(T )
,
which implies that aπ(T )≥Ω(√T ∧ T
nδ2
). Therefore, for any algorithm π, any T ≥ 2 and n≥ 1, we
have
sup
θ∈Θ(pˆ,δ)
{ T∑
t=1
E
π
θ
[
r∗θ − rθ(pt)
]}
= sup
θ∈Θ(pˆ,δ)
{
−β
T∑
t=1
E
π
θ [(pt−ψ(θ))2]
}
≥ |βmax| sup
θ∈Θ(pˆ,δ)
{ T∑
t=1
E
π
θ [(pt−ψ(θ))2]
}
≥Ω(
√
T ∧ T
δ2n
). (EC.5)
Finally, we prove the last lower bound Ω(
√
T ∧ 1
δ2
). We show that for the case when the expected
demand Dˆ under the historical price pˆ is exactly known to the seller, the best achievable regret
is lower bounded by Ω(
√
T ∧ 1
δ2
). Then similar to the arguments used in the first lower bound,
Ω(
√
T ∧ 1
δ2
) will also serve as a lower bound on the regret of our problem. Let q′ be an absolutely
continuous density on {β ∈ [βmin, βmax] : | Dˆ2β − pˆ2 |= δ} such that I˜(q′) is independent of δ. From the
univariate van Trees inequality, we have
Eq′
[
E
π
β[(pt−ϕ(β))2]
]≥ σ2ǫ (Eq′ [ϕ′(β)])2
σ2ǫ I˜(q′)+
∑t−1
s=1Eq′ [E
π
β[(ps− pˆ)2]]
≥ σ
2
ǫα
2
min/(4β
2
min)
σ2ǫ I˜(q′)+ 2
∑t−1
s=1Eq′ [E
π
β [(ps− p∗)2]] + 2(t− 1)δ2
≥
1
2
σ2ǫα
2
min/(4β
2
min)
σ2ǫ I˜(q′)+
∑T
t=1Eq′ [E
π
β[(pt− p∗)2]] +Tδ2
,
By letting q′(·) be the density function for uniform distribution, then I˜(q′) = 0. We also let c′0 =
σ2ǫα
2
min/(8β
2
min), b
π(t) = sup
β∈[βmin,βmax]:| Dˆ2β−
pˆ
2 |=δ
{∑ts=1Eπβ[(p∗− ps)2]}, then for any T ≥ 2,
bπ(T )≥ c
′
0T
Tδ2+ bπ(T )
,
e-companion to Author: Article Short Title ec3
which implies that bπ(T )≥Ω(√T ∧ 1
δ2
). Therefore, for any algorithm π, any T ≥ 2 and n≥ 1, we
have
sup
β∈[βmin,βmax]:| Dˆ2β−
pˆ
2 |=δ
{ T∑
t=1
E
π
θ
[
r∗θ − rθ(pt)
]}≥ |βmax| sup
β∈[βmin,βmax]:| Dˆ2β−
pˆ
2 |=δ
{
t∑
s=1
E
π
β[(p
∗− ps)2]}
≥Ω(
√
T ∧ 1
δ2
).
Q.E.D.
Appendix B. Proof of Statements in Section 4
B.1. Proof of Theorem 2
As preparations, we first need to establish confidence sets for the least square estimator. We borrow
the result from Abbasi-Yadkori et al. (2011), which is stated in the following Lemma EC.1.
Lemma EC.1 (Theorem 2 in Abbasi-Yadkori et al. 2011). For any 0< ǫ< 1,
P
(
||θ− θˆt||Vt,n ≤R
√
2 log
(1+ (1+u2)(t+n)/λ
ǫ
)
+
√
λ(α2max+β
2
min),∀1≤ t≤ T
)
≥ 1− ǫ.
We are now ready to prove Theorem 2 and we will divide the proof into two steps to prove
the regret of O(
√
T logT ) and O( T logT
n(p∗−pˆ)2 ) respectively. Without loss of generality, we assume that
n=O(T ), since otherwise, by just using Θ(T ) offline data, the O3FU algorithm achieves the upper
bound in Theorem 2.
Step 1. In this step, we prove that the regret of the O3FU algorithm is O(
√
T logT ). Let
xt = [1 pt]
T for each t≥ 1. For any t≥ 2, suppose θ ∈Ct−1, then we have
p∗(α+βp∗)− pt(α+βpt)≤ pt(α˜t+ β˜tpt)− pt(α+βpt)
≤ u||xt||V −1t−1,n · ||θ˜t− θ||Vt−1,n
≤ u||xt||V −1t−1,n ·wt−1 (EC.6)
where the first inequality follows from the definition of (pt, θ˜) in O3FU algorithm, and the second
inequality follows from Cauchy-Schwarz inequality, and the last inequality follows from θ˜t ∈Ct−1.
Therefore,
T∑
t=1
(
p∗(α+βp∗)− pt(α+βpt)
)≤
√√√√T T∑
t=1
(
p∗(α+βp∗)− pt(α+βpt)
)2 ≤ u
√√√√Tw2T T∑
t=1
||xt||2V −1t−1,n ,
(EC.7)
where the first inequality follows from Cauchy-Schwarz inequality, and the second inequality follows
from the inequality (EC.6) and the fact that wt increases in t. Next, we need to introduce an existing
result from Abbasi-Yadkori et al. (2011), which will be used to bound the term
∑T
t=1 ||xt||2V −1t−1,n .
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Lemma EC.2 (Lemma 11 in Theorem 2 in Abbasi-Yadkori et al. 2011). Let {Xt : t ≥ 1}
be a sequence in Rd, V be a d × d positive definite matrix and define Vt = V +
∑t
s=1XsX
T
s . If
||Xt||2 ≤L for all t and λmin(V )≥max{1,L2}, then
T∑
t=1
||Xt||2V −1t−1 ≤ 2
(
d log
Tr(V )+TL2
d
− log detV
)
.
To apply the above Lemma EC.2, we let d= 2, L=
√
1+u2, λ≥ 1+u2,
Xt=
[ 1
pt
]
, V = λI +n
[
1 pˆ
pˆ pˆ2
]
, Vt = V +
t∑
s=1
[
1 ps
ps p
2
s
]
.
Then we have
T∑
t=1
||xt||2V −1t−1,n ≤ 2
(
2 log
(2λ+n(1+ pˆ2))+T (1+u2)
2
− log (λ(λ+n(1+ pˆ2))))=O(log(T +n)),
which, combined with the inequality (EC.7), the definition of wT and n=O(T ), implies that
Rπ(T,n, δ) =O(
√
T logT ).
Step 2. In this step, we prove that the regret of the O3FU algorithm is O( T logT
n(p∗−pˆ)2 ). We will
focus on the case when |pˆ−p∗| ≥ wT
n1/4
, since otherwise,
√
T ∧ T
nδ2
&
√
T ∧ T√
n
≈√T , and by the step
1 above we directly prove the bound.
Note that
p∗(α+βp∗)− pt(α+βpt) =−β(p∗− pt)2 ≤ |βmin|
4β2max
(
1+
α2max
β2max
)
||θ− θ˜t||2.
We only need bound the term ||θ− θ˜t||2 for each t≥ 1. To this end, we appeal to the result from
Lemma 1, and bound the regret as follows.
T∑
t=1
E[||θ− θ˜t||2] =
T∑
t=1
E
[
||θ− θ˜t||2 · 1{θ∈Cs,∀1≤s≤T}
]
+
T∑
t=1
E
[
||θ− θ˜t||2 · 1{∃1≤s≤T,θ/∈Cs}
]
≤
T∑
t=1
E
[
||θ− θ˜t||2 · 1{θ∈Ct,Ut,1}
]
+
T∑
t=1
(
(αmax−αmax)2+(βmax−βmin)2
) 1
2T
≤
√
(4u+1)2+1
T∑
t=1
w2t−1
(n∧ (t− 1))(p∗− pˆ)2 +
1
2
(αmax−αmax)2+ 1
2
(βmax−βmin)2
=O
( T logT
n(p∗− pˆ)2
)
,
where the first inequality follows from Lemma 1 and Lemma EC.1. Q.E.D.
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B.2. Proof of Lemma 1
When t=1, Ut,1 is trivial. In addition, since p1= l · I{pˆ > u+l2 }+u · I{pˆ≤ u+l2 }, we have |p1−p∗| ≥ δ.
Suppose for each 1≤ s≤ t− 1, the events Us,1 and Us,2 hold. Then we need to bound ||θ˜t− θ||2
and |pt− pˆ|. Let ∆αt = α˜t−α, ∆βt = β˜t−β, and γt = ∆αt∆βt for ∆βt 6= 0. Since θ ∈Ct−1 and θ˜t ∈Ct−1,
we have ||θ˜t− θ||2Vt−1,n ≤ 2
(||θ˜t− θˆt−1||2Vt−1,n + ||θ˜t− θˆt−1||2Vt−1,n)≤ 2w2t−1, which is equivalent to
λ
(
(∆αt)
2+(∆βt)
2
)
+n
(
∆αt+∆βtpˆ
)2
+
t−1∑
s=1
(
∆αt+∆βtps
)2 ≤ 2w2t−1. (EC.8)
We next divide the proof into three cases by assuming ∆β ≥ 0. If ∆β < 0, just consider γt = −∆αt−∆βt
and the proof will be similar, which is omitted for simplicity.
Case 1: ∆βt =0. In this case, (EC.8) becomes (∆αt)
2(λ+n+ t− 1)≤w2t−1, which implies that
||θ− θ˜t||2 = (∆αt)2+(∆βt)2= (∆αt)2 ≤
2w2t−1
λ+n+ t− 1 , (EC.9)
Note that
|ψ(θ1)−ψ(θ2)| ≤ 1
2|βmax|
√
1+
α2max
β2max
· ||θ1− θ2||. (EC.10)
Therefore,
|pˆ− pt| ≥ |pˆ− p∗| − |pt− p∗| ≥ |pˆ− p∗| −
√
α2max+β
2
max
2
√
2β2max
· wt√
λ+n+ t− 1 ≥
1
2
δ,
where the second inequality follows from the inequalities (EC.10) and (EC.9).
Case 2: ∆βt 6=0, |γt| ≥ 4u+1. In this case, it is easy to verify that (γt + 2pˆ)2 ≥ (|γt| − 2pˆ)2 ≥
(2pˆ+1)2 ≥ 2pˆ2+1, which implies that 1+ γ2t ≤ 2(γt+ pˆ)2. Therefore, we have
||θ− θ˜t||2 ≤
2w2t−1(1+ γ
2
t )
λ(1+ γ2t )+n(γt+ pˆ)2+
∑t−1
s=1(γt+ ps)
2
≤ 2w
2
t−1(1+ γ
2
t )
λ(1+ γ2t )+n(γt+ pˆ)2
≤ 2w
2
t−1
λ+n/2
, (EC.11)
where the first inequality follows from (EC.8). In addition,
|pˆ− pt| ≥ |pˆ− p∗| − |pt− p∗| ≥ |pˆ− p∗| −
√
(α2max+β
2
max)
2
√
2β2max
wt√
λ+n/2
≥ 1
2
δ,
where the second inequality follows from (EC.10) and (EC.11).
Case 3: ∆βt 6=0, |γt|< 4u+1. In this case, for notational convenience, we let
C =
l|βmax|
u|βmin| , C1 =
C
√
1+ (4u+1)2
2(C+1)
.
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Subcase 3.1: 1+ γ2t ≤C1 (γt+pˆ)
2
(pˆ−p∗)2 . In this subcase, we have
||θ− θ˜t||2 ≤
2w2t−1(1+ γ
2
t )
λ(1+ γ2t )+n(γt+ pˆ)
2
≤ 2C1w
2
t−1
C1λ+n(pˆ− p∗)2 ≤
2C1w
2
t−1
C1λ+((t− 1)∧n)(pˆ− p∗)2 ,
and
|pt− pˆ| ≥ |p∗− pˆ| − |pt− p∗|
≥ |p∗− pˆ| −
√
2C1(α2max+β
2
max)
4β2max
wt−1√
n|pˆ− p∗|
≥ |p∗− pˆ| −
√
2C1(α2max+β
2
max)
4β2max
wt−1
n1/4
≥ |p∗− pˆ|
(
1−
√
2C1(α2max+β
2
max)
4β2max
)
≥ 1
2
δ,
where in the fourth inequality we utilize the fact that δ ≥ wT
n1/4
.
Subcase 3.2: 1+ γ2t >C1
(γt+pˆ)
2
(pˆ−p∗)2 . In this subcase, we have
||θ− θ˜t||2 = (∆βt)2(γ2t +1)
≤ 2w
2
t−1(γ
2
t +1)
λ(γ2t +1)+n(γt+ pˆ)2+
∑t−1
s=1(γt+ ps)
2
≤ 4w
2
t−1(γ
2
t +1)∑(t−1)∧n
s=1 (ps− pˆ)2
≤ 1
4
4w2t−1((4u+1)
2+1)
((t− 1)∧n)(p∗− pˆ)2 ,
where the first inequality follows from (EC.8), the last inequality follows from inductive assumption:
for each 1 ≤ s ≤ t− 1, |ps − pˆ| ≥ 12 |p∗ − pˆ|. Now, it suffices to bound the term |pt − pˆ|. If we can
prove the following inequality:
|γt+ pt| ≥C|γt+ p∗|, (EC.12)
the remaining proof can be completed as follows.
|pt− pˆ| ≥ |pt+ γt| − |γt+ pˆ|
≥C|γt+ p∗| − |γt+ pˆ|
≥C(|p∗− pˆ| − |γt+ pˆ|)− |γt+ pˆ|
=C|p∗− pˆ| − (C +1)|γt+ pˆ|
≥
(
C− (C +1)
√
1+ (4u+1)2
C1
)
|p∗− pˆ|
≥ C
2
|p∗− pˆ|,
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where the second inequality follows from (EC.12), the fourth inequality follows from the original
assumption of Subcase 3.2, i.e., 1+γ2t >C1
(γt+pˆ)
2
(pˆ−p∗)2 and |γt| ≤ 4u+1, and the last inequality follows
from the choice of C1.
Finally, we prove the inequality (EC.12). We define
A1 = pt(α˜t+ β˜tpt), A2 = pt(α+βpt), A3 = p
∗(α˜t+ β˜tp
∗), A4 = p
∗(α+βp∗).
Recall that pt and p
∗ are the maximizers of some maximization problem, i.e.,
pt = arg max
p∈[l,u]
p(α˜t+ β˜p), p
∗ =arg max
p∈[l,u]
p(α+βp),
then we have the following relationships for Ai for 1≤ i≤ 4:
A1 ≥A3, (EC.13)
A1 ≥A4 ≥A2, . (EC.14)
In order to show the inequality (EC.12), we consider the following two cases when A3 ≥ A2 and
A3 <A2. If A3 ≥A2, then we have
|∆αt+∆βtpt|= A1−A2
pt
≥ A4−A3
pt
=
p∗
pt
|∆αt+∆βtp∗| ≥ l
u
|∆αt+∆βtp∗|, (EC.15)
where the first inequality follows from A3,A4 ∈ [A2,A1]. By dividing ∆βt (> 0 by assumption) on
both sides of (EC.15), we get the inequality (EC.12). If A3 <A2,
|∆αt+∆βtpt|= A1−A2
pt
≥ A4−A2
pt
=
−β(p∗− pt)2
pt
=
−βp∗
−β˜tpt
· −β˜t(p
∗− pt)2
p∗
≥ l|βmax|
u|βmin| ·
A1−A3
p∗
≥ l|βmax|
u|βmin| ·
A4−A3
p∗
=
l|βmax|
u|βmin| · |∆αt+∆βtp
∗|, (EC.16)
where the second identity and the second inequality follow from the observation that if f(x) =
ax2 + bx+ c with a < 0 and x∗ =− b
2a
, then f(x∗)− f(x) =−a(x∗− x)2. By dividing ∆βt (> 0 by
assumption) on both sides of (EC.16), the inequality (EC.12) holds. Q.E.D.
Appendix C. Proof of Theorem 3 in Section 5
It suffices to show that R∗(T,n, δ, σ) has the following two lower bounds: Ω(
√
T ∧ T
nσ2+nδ2
), and
Ω(
√
T ∧ T
nσ2+Tδ2
).
The proof of the first lower bound Ω(
√
T ∧ T
nσ2+nδ2
) is similar to that of Theorem 1, and we
highlight the difference as follows. From the multivariate van Trees inequality, we can establish the
following inequality similar to (EC.4):
sup
θ∈Θ:|ψ(θ)−p¯1:n|=δ
{ T∑
t=2
E
π
θ [(pt−ψ(θ))2]
}
≥
T∑
t=2
σ2ǫα
2
min/(4β
2
min)
σ2ǫ I˜(q)+
∑n
i=1(pˆi− p∗)2+supθ∈Θ:|ψ(θ)−p¯1:n|=δ
{∑t−1
s=1E
π
θ [(ps−ψ(θ))2]
} ,
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which implies that
sup
θ∈Θ:|ψ(θ)−p¯1:n|=δ
{ T∑
t=1
E
π
θ
[
r∗θ − rθ(pt)
]}≥ |βmax| sup
θ∈Θ:|ψ(θ)−p¯1:n|=δ
{ T∑
t=1
E
π
θ [(pt−ψ(θ))2]
}
≥Ω
(√
T ∧ T∑n
i=1(pˆi− p∗)2
)
.
We then prove the second lower bound Ω(
√
T ∧ T
nσ2+Tδ2
). Given the offline demand data
Dˆ1, . . . , Dˆn, by applying the multivariate van Trees inequality, we can obtain a similar inequality
to (EC.1) for some probability density function q(·) defined in {θ ∈Θ : |ψ(θ)− p¯1:n|= δ}:
Eq
[
E
π
θ [(pt−ψ(θ))2|Dˆ1, . . . , Dˆn]
]≥ (Eq[C(θ)T ∂ψ∂θ ])2I˜(q)+Eq[C(θ)TIπt−1(θ)C(θ)|pˆ1, . . . , pˆn] .
By choosing C(θ) = [−p¯1:n 1]T in the above inequality, we have
Eq
[
E
π
θ [(pt− p∗)2|Dˆ1, . . . , Dˆn]
]
≥ σ
2
ǫα
2
min/(4β
2
min)
I˜(q)+∑ni=1(pˆi− p¯1:n)2+∑t−1s=1Eq[Eπθ [(ps− p¯1:n)2|Dˆ1, . . . , Dˆn]]
≥
1
2
σ2ǫα
2
min/(4β
2
min)
I˜(q)+∑ni=1(pˆi− p¯1:n)2+(t− 1)(p¯1:n− p∗)2+∑t−1s=1Eq[Eπθ [(ps− p∗)2|Dˆ1, . . . , Dˆn] .
After summing over from t= 2 to T and taking expectation with respect to Dˆ1, . . . , Dˆn on both
sides of the above inequality, we get
T∑
t=1
Eq
[
E
π
θ [(pt− p∗)2]
]≥Ω(√T ∧ T∑n
i=1(pˆi− p¯1:n)2+T (p¯1:n− p∗)2
)
.
Therefore, we have
sup
θ∈Θ:|ψ(θ)−p¯1:n|=δ
{ T∑
t=1
E
π
θ
[
r∗θ − rθ(pt)
]}≥ |βmax| T∑
t=1
Eq
[
E
π
θ [(pt− p∗)2]
]
≥Ω
(√
T ∧ T
nσ2+Tδ2
)
.
Q.E.D.
Appendix D. Proof of Statements in Section 5
D.1. Proof of Theorem 4
The proof will be divided into two steps of showing the regret of O(
√
T logT ) and O( T logT
nσ2+(n∧T )δ2 )
respectively.
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Step 1. Lemma EC.1 and the inequalities (EC.6) and (EC.7) continue to hold by replacing each
design matrix Vt−1,n with that defined in Algorithm 2. To apply Lemma EC.2 to the RHS of the
inequality (EC.7), we just let d= 2, L=
√
1+u2, λ≥ 1+u2,
Xt=
[ 1
pt
]
, V = λI +
K∑
k=1
nk
[
1 pˆk
pˆk pˆ
2
k
]
, Vt = V +
t∑
s=1
[
1 ps
ps p
2
s
]
.
Then we get
T∑
t=1
||xt||2V −1t−1,n ≤ 2
(
2 log
(2λ+
∑K
k=1 nk(1+ pˆ
2
k))+T (1+u
2)
2
− log (λ(λ+ K∑
k=1
nk(1+ pˆ
2
k))
))
=O(logT ),
where the identity follows from nk ≤ T for each 1≤ k≤K. From the definition of wT , we have
Rπ(T,n, δ, σ) =O(
√
T logT ).
Step 2. In this step, we prove the upper bound regret O( T logT
nσ2+(n∧T )δ2 ), which is similar to Step
2 in the proof of Theorem 2. By applying Lemma 2, we have
T∑
t=1
E[||θ− θ˜t||2]≤
T∑
t=1
E
[
||θ− θ˜t||2 · 1{θ∈Ct}
]
+
T∑
t=1
(
(αmax−αmax)2+(βmax−βmin)2
) 1
2T
≤XXX
T∑
t=1
w2t−1
nσ2+(n∧ (t− 1))δ2 +
1
2
(αmax−αmax)2+ 1
2
(βmax−βmin)2,
where the first inequality follows from Lemma EC.1, and the second inequality follows from Lemma
2. When n≥ T , we have
T∑
t=1
w2t
nσ2+(n∧ t)δ2 ≤C1
T∑
t=1
logT + log(t+n)
nσ2+ tδ2
=O
( logn
δ2
log(nσ2+Tδ2)
)
.
When n≤ T , we have
T∑
t=1
w2t
nσ2+(n∧ t)δ2 ≤C2
T∑
t=1
logT + log(t+n)
nσ2+nδ2
=O
(T log(T +n)
nσ2+nδ2
)
=O
( T logT
nσ2+(n∧T )δ2
)
.
D.2. Proof of Lemma 2
The framework of the proof is similar to that of Lemma 1, and we will mainly highlight the
difference. When t= 1, the result is trivial. Suppose for each 1≤ s≤ t− 1, the events Us,1 and Us,2
hold. Then we need to bound ||θ˜t − θ||2 and |pt − p¯1:n|. We can establish a similar inequality to
(EC.8):
λ
(
(∆αt)
2+(∆βt)
2
)
+
n∑
i=1
(
∆αt+∆βtpˆi
)2
+
t−1∑
s=1
(
∆αt+∆βtps
)2 ≤ 2w2t−1.
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The proofs for Case 1 and Case 2 in Lemma 1 can be easily modified and are therefore omitted.
We now consider Case 3: ∆βt 6= 0, |γt|< 4u+1 by dividing into two subcases.
Subcase 3.1: 1+ γ2t ≤C1 (γt+p¯1:n)
2
(p¯1:n−p∗)2 . In this subcase, we have
||θ− θ˜t||2 ≤
2w2t−1(1+ γ
2
t )
λ(1+ γ2t )+
∑n
i=1(γt+ pˆi)
2
≤ 2C1w
2
t−1
C1λ+n(γt+ p¯1:n)2
≤ 2C1w
2
t−1
C1λ+((t− 1)∧n)δ2 ,
where the second inequality follows from Jensen’s inequality 1
n
∑n
i=1(γt + pˆi)
2 ≥ (γt + p¯1:n)2. The
proof for |pt− p¯1:n| ≥ 12δ is similar to Lemma 1 and we omite the details.
Subcase 3.2: 1+ γ2t >C1
(γt+p¯1:n)
2
(p¯1:n−p∗)2 . In this subcase, we have
||θ− θ˜t||2 = (∆βt)2(γ2t +1)≤
2w2t−1(γ
2
t +1)
λ(γ2t +1)+
∑n
i=1(γt+ pˆi)
2+
∑t−1
s=1(γt+ ps)
2
.
To proceed, we establish the following inequality for some constant C2:
n∑
i=1
(γt+ pˆi)
2+
t−1∑
s=1
(γt+ ps)
2≥C2
(
nσ2+
(
n∧ (t− 1))δ2). (EC.17)
