The nature of quasi-periodic pulsations in solar flares is poorly constrained, and critically the general prevalence of such signals in solar flares is unknown. Therefore, we perform a large-scale search for evidence of signals consistent with quasi-periodic pulsations in solar flares, focusing on the 1 -300s timescale. We analyse 675 Mand X-class flares observed by GOES in 1-8Å soft X-rays between 2011 February 1 and 2015 December 31. Additionally, over the same era we analyse Fermi/GBM 15-25 keV X-ray data for each of these flares that was associated with a Fermi/GBM solar flare trigger, a total of 261 events. Using a model comparison method, we determine whether there is evidence for a substantial enhancement in the Fourier power spectrum that may be consistent with a QPP signature, based on three tested models; a power-law plus a constant, a broken powerlaw plus constant, and a power-law-plus-constant with an additional QPP signature component. From this, we determine that ∼ 30% of GOES events and ∼ 8% of Fermi/GBM events show strong signatures consistent with classical interpretations of QPP. For the remaining events either two or more tested models cannot be strongly distinguished from each other, or the events are well-described by single power-law or broken powerlaw Fourier power spectra. For both instruments, a preferred characteristic timescale of ∼ 5-30 s was found in the QPP-like events, with no dependence on flare magnitude in either GOES or GBM data. We also show that individual events in the sample show similar characteristic timescales in both GBM and GOES datasets. We discuss the implications of these results for our understanding of solar flares and possible QPP mechanisms.
1. INTRODUCTION Over several decades, many studies have suggested the presence of characteristic timescales in the emission from solar flares. Collectively, these fluctuations are often referred to as quasi-periodic pulsations (QPP) or quasi-periodic oscillations (QPO). These fluctuations are typically observed on timescales of 1 s up to several minutes, and are seen over a wide range of wavelengths, from radio waves and microwaves (e.g. Chiu 1970; Grechnev et al. 2003; Melnikov et al. 2005; Inglis et al. 2008) , EUV (e.g. Dolla et al. 2012) , up to soft and hard X-ray (e.g. Parks & Winckler 1969; Kane et al. 1983; Asai et al. 2001; Zimovets & Struminsky 2009; Inglis & Gilbert 2013) and even gamma ray energies (e.g. Nakariakov et al. 2010) . Shorter (Tan & Tan 2012 ) and longer timescales are also present in flare emission, which are also sometimes referred to as QPP. Similar quasiperiodic signatures are also seen from stellar flares (e.g. Mathioudakis et al. 2006; Kowalski et al. 2010; Pugh et al. 2016) , where longer characteristic timescales are often observed (Balona et al. 2015; Pugh et al. 2015) . However, despite many advances in instrumentation over the years, it remains unclear what physical mechanism is responsible for generating such characteristic timescales in flares.
Two main mechanisms have gained traction as probable explanations for QPP (see Nakariakov & Melnikov 2009; Van Doorsselaere et al. 2016 , for reviews). These are either that QPP are a signature of magnetohydrodynamic (MHD) wave modes (Edwin & Roberts 1983) generated in the flare arcade (e.g. Nakariakov et al. 2006; Nakariakov & Zimovets 2011) , or that they are a signature of the flare reconnection and energy release itself, which may occur in a bursty, or quasioscillatory manner (e.g. Linton & Longcope 2006; Drake et al. 2006; Murray et al. 2009; Guidoni et al. 2016 ). Crucially however, most studies of this phenomenon have focused on a single event or a small sample of events, and there remains a lack of large-scale, statistically robust studies of QPP. As a result, regardless of the physical mechanism(s) responsible for these signals, their actual prevalence in flare emission is poorly known.
Recent work has illustrated the ubiquity of power laws in the Fourier power spectra of a variety of astrophysical objects, including gamma-ray bursts (Cenko et al. 2010) , magnetars (Huppenkothen et al. 2013) , active galactic nuclei (McHardy et al. 2006) , stellar and solar flares (Gruber et al. 2011; Inglis et al. 2015) , as well as emission from the Sun in coronal active regions and the quiet Sun . These power laws are believed to be an intrinsic property of the observed object, and it is therefore critical to take them into account when searching for significant oscillations or pulsations in the time series of such events. Failure to do so may lead to a large overestimation of the significance of power in the Fourier spectra of analysed signals (see also Vaughan 2005 Vaughan , 2010 . Additionally, the nature of the Fourier power spectrum in such signals means that the empirical subtraction of slowly varying components of the signal may lead to misleading results and should be avoided (Vaughan 2010; Gruber et al. 2011; Inglis et al. 2015; Auchère et al. 2016) .
Considering this, Simões et al. (2015) recently analysed 34 X-class flares from solar Cycle 24, while accounting for potential power-law properties of the Fourier spectrum. Their results suggest that oscillatory-like signals may indeed be prevalent in GOES (Geostationary Operational Environmental Satellite) soft X-ray data, at least during the impulsive phase of events, finding a signal in 25 out of 32 events. How-ever, it is clear that further large-sample studies are needed.
In this work, we aim to address the question of the occurrence frequency of QPP signals in solar flares and their typical properties, focusing in particular on the 1 -300 s range. We build on the previous efforts of Inglis et al. (2015) , who described an analysis prescription that accounts for the powerlaw shape of the Fourier power spectrum. Here, we examine the lightcurves of all GOES M-and X-class flares occurring between 2011 February 1 and 2015 December 31, a sample of ∼ 700 events. For comparison, we find all of the events in this sample that were associated with a Fermi Gamma-ray Burst Monitor (GBM, Meegan et al. 2009 ) event trigger. This subset comprises ∼ 300 events, which we analyse with GBM 15-25 keV X-ray data using the same methodology. To our knowledge this constitutes the first large-scale, self-consistent search for the presence of QPP in solar flares. Using this approach we can determine the occurrence frequency of such events, and the distribution of their estimated characteristic timescales.
2. INSTRUMENTS AND DATA SELECTION 2.1. Instruments For this study we require a large sample of solar flare observations. Additionally, in order to be able to compare results across multiple wavelengths, we require a time period with continuous complementary observations. In our case, we have used data from the GOES instrument series, and from Fermi/GBM. For this reason, we choose the interval 2011 February 1 -2015 December 31, as it not only coincides with the availability of GOES-15 satellite data, but also includes regular solar observations by GBM.
GOES satellites, in addition to their primary function as Earth-observing instruments, are equipped with solar X-ray detectors that record the incident flux in the 0.5 -4 Å and 1 -8 Å wavelength ranges. GOES observations are typically used to record the strength of a solar flare as a 'GOES-class' on a logarithmic scale, which has become a standard flare descriptor in solar physics. Solar X-ray data from the most recent satellite, GOES-15, has been available since 2010 at a nominal 2s cadence. Due to the high geostationary orbit of GOES, data coverage is also almost continuous, which is ideal for this study.
Fermi is a gamma-ray and X-ray astrophysics mission launched in 2008 into low-Earth orbit. It has two scientific instruments; GBM, which operates in the 8 keV -40 MeV range, and the Large Area Telescope (LAT, Atwood et al. 2009 ), which observes in the 20 MeV -300 GeV range. Both instruments have solar applications, but GBM in particular regularly observes emission from solar flares, with a solar duty cycle of ∼ 60%, similar to the solar-dedicated Reuven Ramaty High Energy Solar Spectroscopic Imager (RHESSI Lin et al. 2002) . GBM consists of 12 NaI detectors and 2 BGO detectors, all at different orientations to ensure full-sky coverage and enable localization of emission sources (see Meegan et al. 2009 ). The NaI detectors provide sensitivity in the ∼ 8 keV -1 MeV range, while the BGO detectors operate in the ∼ 250 keV -40 MeV energy range. Similar energies are covered by RHESSI, which performs imaging spectroscopy between 3 keV -17 MeV. However, RHESSI time series data is not ideal for this type of study. First, RHESSI rotates on its axis approximately every 4 s, as well as experiencing more complex second-order rotation effects that modify the time series data (Inglis et al. 2011) . Secondly, the aluminium attenuators used by RHESSI during periods of high count rates cause discontinuities in the time series data that are difficult to compensate for. Fermi/GBM time series data is relatively free from such artifacts. Accordingly, for this solar flare work, we focus on 15-25 keV X-ray data provided by the Fermi/GBM NaI detectors, as well as the GOES 1-8Å data.
For solar observations, it is necessary to select a particular GBM detector that is Sun-oriented during the flare. However, GBM can suffer from pile-up effects and spectral distortion during strong flares, because unlike RHESSI there are no attenuators available to reduce count rates during periods of strong emission. Given this, we construct a simple scheme using tools available in the SunPy data analysis package (SunPy Community et al. 2015) to select the desired NaI detector for each event. First we determine the pointing angle between each detector and the Sun for the duration of the event. From these, we select the 5 detectors with the smallest angles to the Sun. As a second step, we select from these the detector with the lowest variance in angle to the Sun. Generally speaking, this results in the selection of a detector with an acceptable angle to the Sun, but not so close as to suffer from strong pile-up or spectral distortion effects. The low variance in the detectorSun angle also ensures that long term systematic changes in the observed count rates from spacecraft motion are kept to a minimum. To ensure that the exact choice of detector does not have an undue influence on the results, we tested the use of different detectors on a selection of GBM events. We found that although there were slight variations in the determined parameters, the overall conclusions for each event were unaffected. The choice of detector is likely to be more crucial at higher energies, e.g. above 50 keV, due to lower count rates.
Data selection
To compile the GOES dataset, we choose all M-and Xclass flares during the 2011 February 1 -2015 December 31 time interval (∼ 700 events), using the start and end times from the GOES catalogue as the time window for our analysis of each event. To access this catalogue, we use the Heliophysics Event Knowledgebase 1 (HEK). As a preliminary step, we remove all short events from consideration, defined as an event with fewer than 200 data points, i.e. shorter than 400 s, as we do not consider our analysis method reliable for such short events. After this processing step, we are left with a database of 675 events.
For Fermi/GBM, as mentioned in Section 2.1, the lowEarth orbit of the spacecraft produces frequent occultations of the Sun, meaning necessarily fewer events are observed. To accumulate the database of Fermi/GBM events, we use the GBM trigger catalogue produced by the instrument team 2 , selecting all events marked as flares. We cross-check this against the GOES catalogue, discarding any events where there is not a clear match between the two. Using this method, the total raw sample size for Fermi/GBM is 297 events (the actual number of events analysed is smaller, as discussed in Section 4.2). We choose the 15-25 keV range for study as most flares of M and X class emit significantly in X-rays in this energy range, whereas at higher energies fewer contain significant emission.
For the purpose of our analysis, we use the CTIME data product produced by the instrument team, which provides high-cadence lightcurve data in pre-binned energy channels. For CTIME data, the nominal cadence is 0.256 s, with a burst mode cadence of ≈ 64 ms activated for several minutes during flare times. For this work, in order to achieve a uniform cadence and to ensure a reasonable signal-to-noise ratio, we rebin all data to 1 s cadence prior to analysis.
The onset of X-ray emission in higher-energy 15-25 keV Fermi data is generally more impulsive and of shorter duration than the lower-energy X-ray profile observed by GOES, due to the different energy ranges and characteristic exponential decay times of the observed emission. The GOES flux typically begins rising earlier than the emission in 15-25 keV X-rays, and also decays more slowly following the emission peak. Additionally, as the on-board GBM trigger is not designed specifically for flares, on many occasions the 15-25 keV X-ray flux during flares begins rising significantly in advance of the GBM trigger time. For these reasons, we require a different convention for setting the start and end times of the analysis for GBM. Hence, we construct the start and end times for GBM 15-25 keV analysis such that they are a subinterval of the GOES analysis window, i.e. the GBM analysis window is fully contained within the GOES window. This allows us to directly compare the results from the two datasets (see Section 4.3).
We select the start time as 120 s prior to the GBM burst trigger time. This is designed to ensure that any pre-trigger flare emission is captured in the majority of cases. Since the trigger catalogue does not contain event end times, we prescribe the end time to be midway between the GOES peak time and the GOES end time. This scheme is found in practice to well encapsulate the period of significant hard X-rays for flares. Additionally, this selection ensures that time window for GBM analysis is contained within the GOES time interval, although the GBM interval is usually shorter.
3. METHODOLOGY The methodology for this work is based on that applied to solar flares in Inglis et al. (2015) , and to solar active region data in Ireland et al. (2015) . Here we describe the key points of the method, including modifications from that work. The first step in the analysis procedure is to normalize the input data, such that,
where I is the original signal andĪ is the mean of the signal. This operation normalizes the signal only -no subtraction of an estimated smoothed background component or timedifferencing is performed, unlike in other works (e.g. Dolla et al. 2012; Simões et al. 2015; Dennis et al. 2016) . This is important as it ensures that no artifacts are introduced to the Fourier power spectrum of the signal, which could yield misleading results (e.g. Vaughan 2010; Gruber et al. 2011; Auchère et al. 2016) . The next step is to apodize this normalized signal by choosing an appropriate window function, to mitigate the effects of the finite-duration time series on the Fourier power spectrum. In this work, we utilize the Hann window (Blackman & Tukey 1959) function. Other functions, such as the Blackman-Harris window or the Hamming window would be equally appropriate. In general, the results are not very sensitive to the choice of window function (see Inglis et al. 2015) . Apodizing has the side-effect of broadening peaks in the Fourier power spectrum, meaning that neighbouring frequencies may no longer be independent. However, given the typical number of frequencies in flare Fourier power spectra, and that the features we analyse typically encompass at least several frequencies (see Section 4), this should not impact the results.
After these data preparation steps, the main element of the procedure is to perform a model comparison on the Fourier power spectrum of each solar flare. In this work we consider three models; a single power-law plus constant model (S 0 ), a power-law-plus-constant model with an additional localized enhancement (S 1 ), and a broken-power law model (S 2 ). These models may be written:
The choice of model S 0 is based on the observation that power-law Fourier power spectra are a common property of a variety of astrophysical and solar objects (Cenko et al. 2010; Gruber et al. 2011; Huppenkothen et al. 2013; Inglis et al. 2015; Ireland et al. 2015) , and that such power laws can lead naturally to the appearance of bursty features in time series (e.g. Ireland et al. 2015) . This power law must be accounted for in the model in order to avoid a drastic overestimation of the significance of peaks in the power spectrum (Vaughan 2005; Gruber et al. 2011) . The constants C 0 , C 1 and C 2 account for a transition between power law behaviour and 'white noise' behaviour in the Fourier power spectrum. The second model S 1 is equivalent to model S 0 plus an extra term corresponding to a Gaussian enhancement in log-frequency space. This model component is designed to represent a signature that may be consistent with classical ideas of QPP, i.e. excess power in a localized frequency range. Note that this model is empirical, but is derived from our expectation that due to the rapid evolution of solar flares in the impulsive phase, any QPP signature would necessarily have some width in Fourier space. In studies of the solar interior, for example identification of solar p-modes, theoretically based models have been tested (e.g. Anderson et al. 1990; Koen 2012) . However, solar flares are much more impulsive and rapidly evolving phenomena, and an appropriate model choice is unclear. Model S 2 is motivated by the idea that a single powerlaw model (i.e. S 0 ) may be too restrictive to fit flare Fourier power spectra, and that the presence of an enhancement in the spectrum is not necessarily best described by model S 1 . The potential for a spectral break allows broad features in the Fourier spectrum to be captured without resorting to a 'QPPlike' model.
For model S 1 , we impose the following constraints on the values of the parameters, in particular f p and σ, in order to restrict our range of interest. For this reason, we choose:
where σ is the width of the peak in log-frequency space, and P = 1/ f p , i.e. the model only considers characteristic timescales in the 1-300s range. Shorter periods are not detectable by GOES or Fermi/GBM due to the instrument time resolution. while longer periods we consider out of the scope of this analysis. Additionally, the 2 s time cadence of GOES data means that in reality only periods of at least 4 s can be detected in the Fourier domain for this instrument. Similarly, with our GBM data binned to 1 s the minimum detectable period is 2 s. The limitations on the width parameter are necessary to ensure that the enhancement in Fourier power covers multiple datapoints, but is constrained to be localized. Without such a constraint, the bump component may take on an arbitrarily large width and dominate the entire spectral window.
In order to find the best fit to each model, we use model fitting tools provided by the SciPy data analysis package. From this we determine the maximum likelihood L for each model and the associated best-fit parameters. The likelihood function may be written (e.g. Vaughan 2005) :
where I = (i 1 ,...,i N/2 ) represents the observed Fourier power at frequencies f j for a time series of length N, and S = (s i ,...,s N/2 ) represents the model of the Fourier power spectrum, either S 0 , S 1 or S 2 . In order to ensure that we adequately cover the available parameter space, each fit is repeated 20 times with randomized initial guess values, and the parameters that yield the largest value of L are retained as the final best fit. This procedure helps to avoid the problem of fitting local maxima in L, but not finding the true global maximum likelihood.
In the next analysis step, in order to compare which model is more appropriate for the observed data, we use the Bayesian Information Criterion (BIC). This criterion (Burnham & Anderson 2004 ) is defined by:
where L is the maximum likelihood, k is the number of free parameters in the model and n = N/2 is the number of data points in the Fourier power spectrum. The key concept of BIC is that there is a built-in penalty for adding complexity to the model. This is adopted because a model with more parameters should always better maximize the likelihood -or equivalently minimize the negative log-likelihood -than a model with fewer parameters in the case where the simpler model is a subset of the more complex one, as is the case here. Using the BIC value to compare models therefore tests whether added complexity is sufficiently justified.
A smaller value of BIC indicates that a model is preferred over others. To compare models therefore, we calculate ∆BIC between the two models. In general, a ∆BIC value >10 is considered strong evidence in favour of one model over another (Burnham & Anderson 2004) . In this work we use the following criterion to determine whether a model i is 'strongly favoured':
for all other models j = i.
It is important to note however that neither likelihood or BIC determine whether a model is actually a good choice in absolute terms -all of the tested models could be unrepresentative of the observed data. In order to determine if a model is actually consistent with the data we require a goodness-of-fit statistic. In this work, we utilize the χ 2 -like statistic for exponentially distributed data as described by Nita et al. (2014) , who showed that an appropriate statistic may be written:
for a single Fourier power spectral sample, whereρ j = i j /s j is the sample-to-model estimator, i.e. the ratio of the sample data to the best-fit model (see Nita et al. 2014, Equation 5 ), and ν is the number of degrees of freedom. For each model, we determine χ 2 ν and using the approximate expression for the probability density function of χ 2 ν (Nita et al. 2014 , Appendix A) subsequently find the probability p of the data given the chosen model. For these events where no model provides an adequate fit (defined in this work as p < 0.01), the model comparison via ∆BIC has limited value; in these cases we can say only that additional models should be tested. This approach differs from that adopted in Inglis et al. (2015) , where an MCMC method was used to numerically generate the underlying distributions of chosen test statistics (see also Vaughan 2010) . The MCMC method, while ideal, is too numerically intensive to be viable for this large sample of events.
4. RESULTS 4.1. GOES soft X-ray data For each of the 675 events in our GOES sample, we examined the emission from the GOES 1-8Å channel, fit models S 0 , S 1 and S 2 to the Fourier power spectral density, and performed the model comparison test described in Section 3. Therefore, for each event we determine the values of BIC and χ 2 ν for each model, using ∆BIC to establish which of the tested models was preferred, and χ 2 ν to determine how well both models fit the data.
Typical examples of the model comparison analysis are shown in Figure 1 . The original input data are shown in the left panels for each event, while the fits of models S 0 , S 1 and S 2 to the Fourier power spectra are shown in the remaining panels. For model S 1 , the 2.5% and 97.5% quantiles relative to the power-law component of the model are shown, illustrating the height of the additional bump component. The peak location of the bump is denoted by the vertical red line. In general, when there is a lack of evidence for model S 1 , the best-fit amplitude B of this extra component often goes to zero (its minimum allowed value), resulting in almost identical fits for models S 0 and S 1 . By contrast, when model S 1 is preferred, there is usually a substantial additional peak visible in the spectrum which is several σ above the mean of the powerlaw component.
Based on the ∆BIC test, We separate all the surveyed events into four categories; S0, S1, S2, and U, or unresolved. Each category is populated by events where that model is strongly preferred over all others according to Equation 8. For example, an event is classified as S0 if model S0 produces the lowest value of BIC, and the ∆BIC relative to both other models is at least 10 in favour of S 0 . Additionally, to confirm an event in the S0 category the goodness-of-fit χ 2 ν must be satisfactory, defined as having a p-value > 0.01. If the p-value for the given model fails this test, it is excluded from the category. The same criteria apply for categories S1 and S2. The remaining events are classified as unresolved events -these are cases where at least two of the tested models cannot be strongly distinguished from each other. Power Spectral Density -Model S1 data best fit 2.5%, 97.5% Power Spectral Density -Model S1 data best fit 2.5%, 97.5% Power Spectral Density -Model S1 data best fit 2.5%, 97.5% Power Spectral Density -Model S1 data best fit 2.5%, 97.5% Power Spectral Density -Model S1 data best fit 2.5%, 97.5% Power Spectral Density -Model S2 data best fit ∆BIC S0−S1 = 58.0 ∆BIC S0−S2 = 8.7 ∆BIC S2−S1 = 49.6
∆BIC S0−S1 = -13.0
∆BIC S0−S1 = 59.0 ∆BIC S0−S2 = 22.4 ∆BIC S2−S1 = 36.4 The full survey results are summarized in the distributions shown in Figure 3 , with the main findings also shown in Table 1. Figures 3a, 3b and 3c show the histograms of ∆BIC values for all three model comparisons; S 0 -S 1 (panel 3a), S 0 -S 2 (panel 3b), and S 2 -S 1 (panel 3c), for all 675 events. Figure 3d shows the categorisation of these events as described above; we find 7 S0 events (1%), 202 S1 events (30%), 110 S2 events (16%), with the remaining 356 (53%) events unresolved. These unresolved events are further examined in Figure 3h . Hence, of the 675 events surveyed, 202 show evidence of an additional component in the Fourier power spectrum, that may be consistent with a QPP signature. We can see that the distributions of ∆BIC are not symmetric about the peaks. For example, in the comparison between model S 0 and S 1 shown in Figure 3a , the mode of the distribution is ∆BIC ∼ -8, but there is a substantial tail of events showing positive ∆BIC values, with a few events showing values > 200. By contrast the values of ∆BIC cut-off more sharply on the negative side of the distribution, with the smallest recorded value of ∆BIC ≈ -21. This cut-off can be naturally explained by considering that model S 1 reduces to S 0 when B → 0, hence the likelihood L for S 1 should always be at least that of S 0 . Hence for cases where no enhancement is found in the Fourier power spectrum, the likelihood of the best fit models S 0 and S 1 will be equal, with the difference in BIC being determined by the term k ln(n) (see Equation 7 ). Figure 3f shows the distribution of characteristic timescales, or 'periods', for those events where model S 1 was strongly preferred over both the single power-law model S 0 and the broken power law model S 2 . We can see that a majority of the survey events show a best-fit period in the 10-30 s region, with the median value of the distribution P median = 17.5 s and the modal value P mode ≈ 12 s. An important caveat is that there may be a selection effect at short values of P that cause fewer events to be observed. This is due to the 2s time cadence of GOES data. This means that events with P < 4 s cannot be observed in this analysis, while there may be a selection bias against events with P 10. Hence we cannot say whether the period distribution for GOES truly peaks at ∼ 12 s. This can be illustrated by examining the turnover frequency f T (see Figure 3e) , the point at which the best fit model Fourier power spectrum transitions from a power-law slope to a constant background (see Equations 2, 3, 4). Here we define f T as the point where the amplitude of the best-fit power law becomes equal to the best-fit constant C, i.e. for model S 0 the point at which A 0 f −α0 = C 0 . The location of f T shows where the underlying noise level begins to dominate the flare signal, affecting how likely a periodic signal is to be detected. The distribution is peaked around a modal value of f T ∼ 0.1 Hz, corresponding to P ∼ 10 s. Hence in many events the data limits the possibility of detecting a P < 10 s signal. Figure 3e also shows that there is a substantial edge of events with f T = 0.25 Hz, corresponding to the shortest frequency in the GOES signal. For these events, there is no discernible transition to a white noise regime.
At longer periods, few events are detected with characteristic timescales in the 100 -300s range, where 300 s is the upper limit on P that we have defined in our parameter search. These results indicate a strong preference for characteristic signals in the 10-30s range in GOES data. This distribution of periods is also consistent with a pattern that has been previously speculated to be present in GOES data (Simões et al. 2015; Dennis et al. 2016; Hayes et al. 2016) .
In Figure 3g we examine how the periods and peak widths of the S1 events are distributed. Here we represent the peak widths using as the ± 1σ values of f p translated into period space. We can see that although many events indicate relatively localized structures, characteristic widths of 15-20 s are common, with a small number of events showing widths > 30 s. One possibility is that these broadband events are evidence of rapidly evolving timescales in flares, or an indication of the presence of multiple co-temporal signatures. However, we have ruled out the possibility that a larger structure such as a spectral break in the Fourier power spectral density is being incorrectly fit by S 1 ; such events would show a preference for the broken power-law model S 2 .
As Figure 3d shows, using our strict classification criteria over 50% of studied events fall in the 'unresolved' category. In Figure 3h we examine these further by relaxing the model selection criteria simply to ∆BIC > 0. Hence, for each of the unresolved events, we can see which of the three models is favoured. Of the 356 unresolved events, we find that 85 (24%) favour model S 0 , 93 (26%) favour model S 1 , 106 (30%) favour model S 2 , with the remaining 72 (20%) flares unassigned. These unassigned events occur when the most favoured model fails the goodness-of-fit criterion described in Section 3. If we combine the strongly classified events in Figure 3d with these additional events, we find that 92 events favour or strongly favour model S 0 , with 295 for model S 1 , and 216 for model S 2 . This information is summarised in Table 1.
For this work, we prefer the strict ∆BIC > 10 criterion shown in Equation 8 for the purposes of identifying potential QPP events. Therefore, we can say that at approximately 30% of studied events show a signal in GOES consistent with the presence of QPP, and that there appears to be a clear preferential timescale associated with signals in GOES flare data. We examine the properties of events that 'favour' model S 1 further in Sections 4.3, 4.4.
Fermi/GBM X-ray data
It is highly desirable to compare the GOES 1-8 Å survey results with those obtained at other wavelengths, since QPP are known to be detected over a wide range of wavelengths (see Section 1). Studying QPP in different energy ranges can yield insight into the physical mechanism responsible for their generation. For this reason, we apply the same analysis method to Fermi/GBM 15-25 keV data for all observed events between 2011 February 1 and 2015 December 2015, as described in Section 2.2.
In addition to the caveats described in Section 2.2, we find that, some analysed events show discontinuities in the lightcurves, either due to missing data, occultation of the Sun, or an observation mode change of the instrument. These discontinuities cause large distortions in the Fourier power spectrum, invalidating the analysis method. Using a manual search, we find 36 of these events, which we discard from consideration. This leaves us with a final Fermi/GBM data set of 261 analysed events for consideration. Select examples are shown in Figure 2 .
The resulting distributions for this dataset are shown in Figure 4 , with the main results summarized in Table 1 . As before, Figures 4a, b, c show the ∆BIC distributions for each of the three axes of model comparison. As with the GOES results, events which strongly favour model S 1 are highlighted in red, while events that strongly favour S 2 are highlighted in Power Spectral Density -Model S1 data best fit 2.5%, 97.5% Power Spectral Density -Model S1 data best fit 2.5%, 97.5% Power Spectral Density -Model S1 data best fit 2.5%, 97.5% Power Spectral Density -Model S1 data best fit 2.5%, 97.5% green. Figure 4d shows the breakdown of classifications for all events, based on the strict criterion of Equation 8. The difference between these GBM results and their GOES counterparts is substantial -most obvious is that a much larger fraction of events fall in the 'unresolved' category, over 78% of the sample. Accordingly, we find only 21 events categorised as S1 (8%), 25 as S2 (10%) and a further 11 as S0 (4%). Inspection of the distribution of periods for these S1 events (as shown in Figure 4f) shows a similar distribution to that seen in GOES however. For the GBM dataset, we find P median = 10 s and P mode ≈ 11 s, shorter than the 17.5 s and 12 s values found in GOES. This may be due to the finer time resolution of the GBM data, with dt = 1 s, which enables events with P < 4 s to be detected, unlike in GOES data. At longer periods, only one event is found with P > 40s. As before, Figure 4e shows the distribution of turnover frequency f T for the GBM events. Similar to GOES, we see a substantial edge of events at the highest available frequency, indicating that for In each of these three panels, events that meet all the criteria needed to assign a strongly preferred model are highlighted, with S1 events shown in red and S2 events shown in green. d) Breakdown of the event classifications according to their ∆BIC values. Events where model S 0 is strongly preferred over all other models are labeled 'S0'. Events where model S 1 is strongly preferred are labelled 'S1', and where model S 2 is preferred the event is categorised as 'S2'. Events where at least two models may be appropriate are classified as unresolved, or U. e) Distribution of Fourier power spectrum turnover frequency f T for all events. f) Distribution of characteristic timescales -or periods -for all S1 events. g) Distribution of characteristic width for all S1 events, converted into seconds using ±σ values. h) Breakdown of the event classification when the model selection criterion is relaxed to ∆BIC > 0, i.e. the distribution of which model is favoured, regardless of margin.
these events a transition to a white-noise regime never occurs. For the remaining events however, the modal value of the distribution is at f T ∼ 0.2 Hz, a substantially higher frequency than was found in the GOES dataset. Hence it may be easier to detect higher frequencies in the GBM data compared with GOES. For the GBM data, it is particularly interesting to understand the properties of the events that were classified as 'unresolved', as these account for over three-quarters of the studied events. In Figure 4h we show which model was favoured in these cases. In contrast with the GOES results, here the single power-law model S 0 is much more likely to be favoured, accounting for 117 of the unresolved events, or 57%. 48 events favour model S 1 (24%), and 38 favour model S 2 (19%). A similar pattern holds if these events are combined with the strongly classified events in Figure 4d ; we see that in total 128 out of 261 events favour or strongly favour S 0 , with 69 for model S 1 and 63 for S 2 .
In general, the GBM data supports the simplest model S 0 substantially more often than the GOES dataset, and correspondingly finds a smaller fraction of events showing evidence for QPP signatures. The 21 S1 events comprise only ∼ 8% of the total sample of 261 available in the Fermi/GBM data, compared with almost 30% in the GOES sample. Figure  4f shows that the detected characteristic timescales are distributed similarly to those observed in GOES, with a strong preference for a signal in the 5-15 s range, although their characteristic widths tend to be narrower. Several factors may explain the differences between the GOES and GBM surveys. The lower detection rates in GBM may be a result of the lower signal-to-noise ratio in the 15-25 keV X-ray data relative to 5.39 ± 0.51 -αa 2.82 ± 0.27 -'Strongly favoured' refers to events that prefer a model i by a margin of BIC i < BIC j -10, for j = i (see Equation 8 ). Favoured by any margin refers to events where BIC i < BIC j for j = i.
GOES soft X-rays. GBM 15-25 keV X-rays are also sourced from different flare plasma and include a non-thermal component, compared to the soft X-rays observed by GOES, which observe only the thermal emission from hot coronal plasma.
Comparison between GOES and Fermi/GBM results
An important question to address is whether GOES and Fermi/GBM, observing different energy ranges and hence different flare plasma, yield similar results. Although we have seen from Section 4.1 and 4.2 that the overall distributions of ∆BIC and characteristic timescale P are similar for both in- In each of these three panels, events that meet all the criteria needed to assign a strongly preferred model are highlighted, with S1 events shown in red and S2 events shown in green. d) Breakdown of the event classifications according to their ∆BIC values, using the same criteria as GOES (Figure 3 ). e) Distribution of Fourier power spectrum turnover frequency f T for all events. f) Distribution of characteristic timescales -or periods -for all S1 events.g) Distribution of characteristic widths in seconds for all S1 events. h) Breakdown of the event classification when the model selection criterion is relaxed to ∆BIC > 0, i.e. the distribution of which model is favoured, regardless of margin.
struments, it is possible that the results for individual events may be quite different. GOES observes only thermal plasma at lower temperatures, while Fermi/GBM is generally observing higher temperature plasma, as well as non-thermal emission that may be associated with flare footpoints. To investigate the relationship between the GOES and Fermi/GBM results, we compare the detection of QPP-like signatures in both instruments, i.e. whether an event classed as S1 in the Fermi/GBM data set is also classified as S1 in the GOES dataset. The results are shown in Figure 5 . We can see that, of the 261 events that were co-observed by both instruments, 7 were classed as S1 by both GBM and GOES, while a further 14 were classed as S1 in GBM but not GOES. Conversely, 80 events were recorded as S1 in GOES but not GBM, and the remaining 156 events were not classed as S1 for either instrument.
It is also of interest to examine the additional events that favour model S 1 for both instruments, even though these do not meet our strict criteria of BIC 1 < BIC j -10 for j = 0,2. Figure 5b shows that when the model selection criteria are relaxed to ∆BIC > 0, as we showed in Figures 3, 4 , we find that there are 34 events that prefer model S 1 in both GOES and GBM by any margin, while 33 prefer S 1 in GBM but not GOES, 95 events prefer model S 1 in GOES but not GBM, and the remaining 93 prefer an alternative model in both instruments.
Hence, events where a QPP signature is suggested in the Fermi/GBM dataset do not necessarily have corresponding signatures in GOES. Similarly, in reverse it is also common that a GOES signature will not have a clear counterpart in the GBM dataset. In general, Figures 3 and 4 suggest that overall there is greater sensitivity to such QPP-like signals in GOES data, compared to the higher energy 15-25 keV data obtained by Fermi/GBM. This is despite indications (see Figure 3e ) that short-period signals (< 10 s) may be easier to detect with GBM.
Panel 5c shows the relationship between the best-fit characteristic timescales, or periods, for the 34 events which preferred model S1 in both datasets. The events where model S1 was strongly preferred in both datasets are marked in red. These events are summarised in Table 2 . Here, the uncertainties associated with the data points are based on the best-fit parameter σ, which defines the breadth of the enhancement in frequency space. From Figure 5c , there is clearly a relationship between P GBM and P GOES , and in most cases the detected timescales are consistent between the two instruments. Using a Spearman rank correlation test, we find that ρ = 0.86 when only the strong S1 events are considered, and ρ = 0.41 when all 34 events are considered. This reduction in correlation is primarily the result of three outlying events where P GBM is much larger than P GOES . Figure 5d , further illustrates the relationship by plotting the ratio P GBM /P GOES , illustrating that most events are consistent with a ratio of 1. This consistency between the timescales detected by two instruments observing in different energy ranges give us confidence in the employed methodology, and also has implications as to the physical mechanisms occurring in these flares. Additionally, the persistence of this relationship in events that we have not identified as strongly favouring model S1 in Section 4.1 and Section 4.2 suggests that these features may also be physical, and that the criteria adopted in this work are rather strict.
Further data exploration
Using these datasets, a number of additional relationships can be tested. In particular, it is important to understand Figure 5 . Comparison of measured parameters in Fermi/GBM and GOES data. a) All 261 analysed events co-observed by Fermi/GBM and GOES split into four categories, 1) A QPP-like signature (strong preference for model S 1 ) in both GBM and GOES, 2) a strong signature in GBM but not GOES, 3) a strong signature in GOES but not GBM, and 4) no strong signature in either instrument. b) Same as panel a) but with the model selection criterion relaxed to ∆BIC > 0. Hence the four categories are 1) tentative evidence for a signal in GOES and GBM, 2) tentative evidence for a signature in GBM but not GOES, c) tentative evidence for a signature in GOES but not GBM, and 4) No evidence in either instrument. c) P GBM vs P GOES for the 34 events showing some preference for model S 1 in both instruments. The 7 events showing strong evidence for model S 1 in both instruments are marked in red. The line y = x is shown for reference. Here the error bars represent the best-fit width σ for the event in each instrument. The Spearman rank correlation coefficient is shown both for all 34 tentative events (0.41) and for the 7 strong events (0.86). d) The ratio P GBM / P GOES for the same events, with the 7 strong events marked in red, as in the third panel.
whether the characteristic timescale is dependent on any other measurable parameters of solar flares, such as the duration or the GOES-class of the event. We can also establish whether the measured power-law index of the Fourier power spectrum is related to these parameters; previous work has suggested that the power-law index may be a function of observation energy (McAteer et al. 2007; Inglis et al. 2015) .
In Figure 6 we show the distributions of the best-fit powerlaw index for both GOES and GBM datasets, when either model S 0 or S 1 is favoured. Events where S 2 is preferred are considered separately in Figure 7 . For these distributions we also remove from consideration any events where the preferred model fails the goodness-of-fit test described in Section 3. The left panels show the distribution of power-law indices for all these events, separated into M-and X-class. We can see that the mean of the distribution is rather different for the two instruments; the mean power-law index and standard error for GOES events isᾱ GOES = 4.20 ± 0.21 whereas for GBM the mean isᾱ GBM = 3.01 ± 0.21. Some GOES events show power law indices as high as 6, while no GBM events show an index steeper than 4.5. In both cases, there is no obvious difference between M-and X-class events. The second column of Figure 6 shows these distributions separated into two categories based on the favoured model. For GOES we find thatᾱ 0 = 3.95 ± 0.41, andᾱ 1 = 4.28 ± 0.25, indicating that although the measured mean is slightly steeper for events preferring S 1 , the means are consistent within the uncertainties. This suggests that there is no strong selection effect occurring. For example, steeper overall Fourier power spectra may allow a relatively modest signal at higher frequencies to be discovered, whereas a flatter spectrum may mask such a component. The consistency ofᾱ 0 andᾱ 1 suggests that this is not the case for our sample. Similarly, in the GBM data there we findᾱ 0 = 3.02 ± 0.27 andᾱ 1 = 3.00 ± 0.36, consistent within the error bar. The panels in the third column show the relationship between the measured power-law indices and the GOES-class of each event. For GOES, we see that there is little obvious relationship between the two. Using the Spearman rank correlation test, we find coefficients of C GOES = -0.04. For GBM there appears to be a slight relationship with C GBM = 0.35, and steeper indices preferentially associated with larger GOES class. Finally, the fourth column shows the relationship between the detected period and the GOES class for GOES (top) and GBM (bottom) data, for all events where model S 1 is strongly favoured (black), and where it is favoured by any margin (red). Here in both cases we see Spearman correlation coefficients close to zero, indicating that there is no relationship between the flare size and the detected period for either instrument.
We performed several other correlation tests which for brevity are not shown in Figure 6 . In particular, we investigated the relationship between P and the event duration, P and ∆BIC, and GOES-class and ∆BIC. In each case we found no evidence of a correlation in either dataset. From this we can conclude that the flare size and duration are not major factors that determine QPP properties or their occurrence.
McAteer et al. (2007); Inglis et al. (2015) have previously suggested a relationship between the measured power-law index in Fourier power spectra and energy of the emission, in the context of self-organised criticality and fractal behaviour. In particular, McAteer et al. (2007) calculated the Holder exponent for emission at various energies for the 2002 July 3 solar flare, a property which is related to the Fourier powerlaw index. They relate the flattening of this index with energy to the persistence -i.e., how later observed values in a signal depend on earlier values of the physical system. In a 'persistent' regime, if an increase in the signal is observed then the next observed value in time is also likely to show an increase (smooth behavior), whereas in an anti-persistent regime the opposite occurs, and a decrease is equally likely (bursty behavior). The results presented in Figure 6 are consistent with this picture, with the 15-25 keV emission showing a systematically flatter mean power-law index of ∼ 3, compared to the lower energy 1-8 Å(∼ 1.5 -12 keV) GOES emission with a mean index of ∼ 4.2. This is also consistent with our understanding of flare properties, where the lower energy emission is related to thermal heating, where the cooling time is long relative to the electron beam decay time, whereas higher energy emission is increasingly associated with burstier impulsive particle acceleration and energy deposition.
Also of interest are the properties of events where the broken-power law model S 2 is preferred, for example the typical values of the power law indices α a , α b and the break frequency f break . Figure 7 examines these properties for the 110 events classed as S2 in GOES data. We can see that the distributions of α b and α a , the power-law indices below and above the break frequency f break , are very different, with a mean value ofᾱ b = 5.39 ± 0.51 for below the break andᾱ a Table 2 Summary of events where model S 1 is strongly favoured in both GOES and GBM datasets. Strongly favoured events in both instruments are marked with the † symbol. = 2.82 ± 0.27 above. Hence, the indices below the break frequency are generally much steeper than those above the break frequency. The value of f break itself is distributed around a peak value of ∼ 0.01 Hz, corresponding to P ∼ 100 s. Figure 7c shows α a plotted directly against α b for all GOES S2 events. From this it can be seen that in all but a few occasions, the spectral index flattens above the break frequency, in general by a factor of ∼ 2. Figure 7d shows the distribution of the 1σ uncertainties for α a and α b , which for figure clarity we omit from the previous panel. We can see that the value of α a is typically well-constrained to within ∼ 0.2, whereas a greater spread of uncertainty is associated with the α b values. This is due to the relative scarcity of points below f break in these cases. For the outlying points above the y=x line in Figure 7d , the uncertainties are small enough that these points are clearly separated from the rest of the population.
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In Figure 8 we examine the relationship between best-fit frequency f 0 = 1/P and the turnover frequency f T , which denotes the transition between a power-law and a white-noise regime in the Fourier power spectrum. We can see that, at least in the GOES dataset, there is a correlation between the turnover and the best-fit period. We find Spearman rank correlation coefficients of C GOES = 0.71 and C GBM = 0.16. Additionally, it can be seen that in both datasets it is rare for f 0 to be found at a higher frequency than f T . This is illustrated in Figure 8 by the solid red line, which represents f 0 = f Tclearly, the majority of the best-fit f 0 values lie below this line. Hence, in general, characteristic periods tend to be found in the power-law dominated part of the Fourier spectrum. This can be explained by the fact that the portion of the Fourier power spectrum above f T is dominated by background noise, rather than flare signal (see examples in Figures 1, 2) . Therefore, any weak oscillatory signals in this regime are likely to remain undetected by the model comparison method. The weaker correlation in the GBM dataset can be explained both by the small sample size and by the fact that the distribution of f T values is peaked at a higher frequency than in GOES data (see Figure 4e ).
DISCUSSION AND INTERPRETATION
We have analysed 675 GOES events and 261 GBM solar flares using a model comparison approach similar to that introduced by Inglis et al. (2015) . The purpose of this analysis is to identify events with signatures consistent with QPP. We considered three models; a single power-law-plus-constant model S 0 (see Equation 2), a broken power-law model S 2 (see Equation 4) and a model S 1 including a power-law but also an additional peak in the Fourier power spectrum (see Equation  3 ). All three of these models account for the known powerlaw shape of flare-like signals (Cenko et al. 2010 ; Gruber et al. . Data exploration for GOES and GBM data sets. Left panels: histograms of best-fit power law index for all events where S 0 or S 1 was favoured and with an acceptable goodness-of-fit, observed by GOES (top) and GBM (bottom). M-class events are shown in blue while X-class flares are highlighted in green. Center-left panels: Histograms of power-law index for GOES (top) and GBM (bottom) as before, separated into categories according to whether S 0 or S 1 was favoured. Center-right panels: Best-fit power law index vs GOES-class for GOES (top) and GBM (bottom) events. We find Spearman rank correlation coefficients of C GOES = -0.04 and C GBM = 0.35, indicating little correlation in GOES and weak correlation in GBM. Right panels: Best-fit period vs GOES-class for all events strongly favouring model S 1 (black data) and favouring S 1 by any margin (red data), for GOES (top) and GBM (bottom). The Spearman rank correlation coefficients are C GOES = -0.05 and C GBM = 0.01, indicating no correlation. 2011; Huppenkothen et al. 2013; Inglis et al. 2015; Ireland et al. 2015) . Choosing the Bayesian Information Criterion as our model selection statistic, we search for events with a strong preference for model S 1 , defined as BIC 1 < BIC j -10 for j=0,2. We find that S 1 is a more appropriate fit in 202 of 675 GOES events (30%), and in 21 out of 261 GBM events (8%, see Figures 3, 4) . It is these signatures that we consider most consistent with classical ideas of QPP, namely that they are a signature of MHD wave modes, or quasi-periodic magnetic reconnection. This suggests that QPP signals are a relatively uncommon occurrence in solar flares, or at least of weak amplitude relative to the global Fourier power spectrum.
There are a number of caveats to consider when interpreting this estimate of the prevalence of such signals. Firstly, the method employed here is a global technique; we analyse the entire Fourier power spectrum for the duration of the event, rather than employing a time-dependent method such as a wavelet analysis. Hence, if a signal is only present during a relatively small fraction of the flare, its overall strength in the Fourier power spectrum may be small enough that it goes undetected by our model comparison approach. Additionally, phase changes of an oscillation during an event may also cause a signal to remain undetected.
A second drawback is the scenario where the characteristic timescale is rapidly evolving during an event. For example, recent work (see Dennis et al. 2016) has shown that in one flare the characteristic timescale evolved from ∼ 20 s to ∼ 80 s during one hour of observations following the GOES event peak. Using our global technique, the result of this would be a very broad peak in Fourier space. Depending on the loca- tion of this peak in f , such a feature may not be fully captured by model S 1 due to the width limitations imposed in order to ensure that a localized feature is detected (see Equation 5 ). Time-dependent methods, such as wavelet analysis (see e.g. Simões et al. 2015; Dennis et al. 2016 ) may be better suited for exploring this category of events. If such events are common it would substantially change the estimated prevalence of QPP signatures, although regardless the result presented here is much lower than that suggested recently by Simões et al. (2015) , who found an ∼ 80% occurrence rate of QPP in Xclass flares.
In order to obtain statistically robust, reproducible results, we have attempted to be as consistent as possible in the analysis of both the GOES and Fermi/GBM data. To achieve this, it was inevitably necessary to impose some constraints on the analysis method and sacrifice some ability to customize the data selection. For example, in order to have a consistent methodology for the selection of the analysis time interval, we used the start and end times recorded in the GOES catalogue. In reality, when analysing a single event, it may be desirable to fine-tune this interval in order to best capture the perceived time interval of interest. Similarly, for analysing Fermi/GBM data we prescribe the end time to be midway between the GOES peak time and GOES end time, regardless of the true shape of the Fermi/GBM lightcurve. Again, for analysing a small sample in detail, such parameters could be adjusted as needed to suit the individual circumstances. For this study however, it was critical to maintain a consistent approach in order for the results to be reproducible.
An additional finding of this work is that, for both instruments, the detected timescales tended to be clustered in a distinct range. In both cases, the period distributions are centered at ∼ 10-15s (although events with P < 10s may have been missed, particularly in GOES data), with most events falling in the P < 50 s range (see Figures 3, 4) . This is meaningful since this is consistent with the expected characteristic periods of various MHD modes in the solar corona (e.g. McEwan et al. 2008; Pascoe et al. 2009; Inglis et al. 2009; Macnamara & Roberts 2011; Pascoe & De Moortel 2014) , see also Nakariakov & Melnikov (2009); De Moortel & Nakariakov (2012) ; Nakariakov et al. (2016) for recent reviews. This preferred timescale also suggests that there is a physical feature, e.g. a length scale or time scale, that is common to flares exhibiting QPP. In Section 4.4 no relationship between flare magnitude and P was found (see Figure 6) , meaning that the amount of energy released is not a major factor that determines QPP properties or occurrence probability. A similar result was found for stellar flare QPP observed by Kepler (Pugh et al. 2016) . This suggests in turn that the physical size of the flare arcade may not be critical, as more energetic events tend to be associated with larger arcades.
It also remains a challenge to explain QPP in flares purely in terms of MHD wave modes given the complex motion and evolution of flare plasma, in particular the movement of X-ray emission footpoints (e.g. Grigis & Benz 2005; Krucker et al. 2005; Yang et al. 2009; Inglis & Gilbert 2013) . Another possible explanation for QPP signatures is the generation and interaction of magnetic islands in flare current sheets (e.g. Drake et al. 2006 Drake et al. , 2013 Guidoni et al. 2016) , which may explain the bursty generation of high-energy electrons and hard X-ray emission. In this scenario, the magnetic islands can trap and accelerate electrons, increasing their energy by two orders of magnitude (Drake et al. 2006) . As the islands descend sunward and interact with the flare arcade, these electrons escape, streaming to the flare footpoints and generating X-ray emission (Guidoni et al. 2016) . Hence, the preferred timescale of ∼ 5-30 s found in this work provides a constraint on the rate of island formation in the current sheet. An advantage of this model is that it self-consistently explains the observed motions of hard X-ray footpoints in the chromosphere as well as the steady increase in height of hot plasma in flare arcades over time (e.g. Liu et al. 2013 ).
6. SUMMARY We have performed a large-sample search for quasiperiodic pulsations in solar flares over the time interval 2011 February 1 -2015 December 31, analysing 675 GOES events and 261 Fermi/GBM events. To the best of our knowledge, this is the largest statistical study focused on QPP in solar flares. Our main findings are as follows:
• Approximately 30% of GOES events (202), and 8% of GBM events (21) showed strong evidence of an enhancement in the Fourier power spectrum consistent with classical ideas of QPP.
• When the model selection criterion (see Equation 8 ) was relaxed to ∆BIC > 0, a total of 295 GOES events (44%) and 69 GBM events (26%) preferred the QPPlike model S 1 .
• For both instruments, characteristic timescales in the 5-30s range were most commonly detected, as shown in Figures 3f, 4f) . • For the 7 events where model S 1 was strongly preferred in both GBM and GOES, we find a correlation between the best-fit periods for each instrument (see Figure 5) . If all 34 events are included where S 1 is favoured by any margin in both instruments, this correlation is replicated. This indicates that the same features and timescales are being seen in two energy bands, 1-8Å and 15-25 keV.
• Higher energy 15-25 keV GBM data shows on average shallower Fourier power-law indices than the GOES 1-8 Å data, with a mean value ofᾱ GBM = 3.02 ± 0.24 in GBM, compared toᾱ GOES = 4.20 ± 0.21 in GOES.
• No significant correlations were found in the GOES dataset between the detected period and the flare size (GOES class), or the best-fit power-law index and flare size. A weak correlation between P and flare size was found in the GBM data. This suggesting that the flare magnitude does not have a major impact on QPP properties.
Hence, we can draw preliminary conclusions about the occurrence rate of QPP-like signatures in solar flares, which we conservatively estimate to be ≥ 30% in Soft X-rays and ≥ 8% in hard X-rays. These results indicate that QPP signatures are a minority occurrence in solar flare data. However, as discussed in Section 5, the true rate may be higher, as we have adopted conservative criteria in this study. Although this work does not attempt to determine the mechanism responsible for producing the observed signatures, the finding of a characteristic timescale of 5-30 s is informative, as such timescales are consistent with the expected signature of MHD wave modes in flare arcades. Much scope for future work remains -in particular statistical surveys of QPP in flares should be performed for other instruments at different wavelengths in order to establish a complete picture of QPP occurrence in solar flares. Similar studies can also be carried out on stellar flare data (e.g. Balona et al. 2015) , while further study of the nature of events where a broad feature in the Fourier power spectrum was observed is also needed. Finally, future work is needed to explore the differences in occurrence and evolution of QPP between the impulsive and gradual phases of solar flares.
APPENDIX
The large set of results collected by this study are useful as a guide for future work on QPP. In Tables 3 and 4 we present excerpts of the list of obtained parameters for the 675 GOES flares and 261 GBM flares we have analysed. These tables are published in full in electronic format. 
