Introduction
Automation and computer acquisition of data in analytical chemistry has meant that enormous amounts of data can be obtained. The analytical chemist is faced with the problem of bringing some order into these data, so that he can understand the relationships between the variables being measured and between those variables and the object of his research. This is particularly difficult when more than two variables are being measured. Indeed, when only one or two variables are measured the analyst usually makes graphs to explain what happens. When more tha two variables are measured, it is impossible to represent the data in two dimensions. The purpose of this article is to show that, in such a case, pattern-recognition methods can be used to visualize the data and therefore to gain insight into them. These methods can be called display methods. Instead of giving a lot of theory, this is demonstrated with a practical example: the authentification of the geographical origin of wine.
The classical methods for the chemical analysis of wines enable the major constituents, such as ethanol content, dry matter, acidity and mineral content, to be controlled. These parameters can be useful for the detection of adulterations, but do not help with the problem of the identification of wines according to their origin. Until now, such an identification has only been possible with sensorial evaluation by experienced tasters.
As the characterization of wines according to origin is important, several investigators have attempted to solve the problem by multivariate characterization of wines. Wines are analysed for a number ofconstituents and the set ofobservations made on each wine sample constitutes a pattern. If the constituents that were analysed were appropriately chosen, wines from different origins would have different patterns--so these patterns may be used for classification according to origin.
Motet et al. [ [-4] also proved that the characterization of wines on the basis of inorganic contents can be useful for assignment according to origin. Schreier et al. [5] made use of the concentrations of aroma constituents derived from the grapes: the six groups of German white wines that were involved in their study could be discriminated using multivariate techniques. When Computer programs
The computer package 'ARTHUR' [11] was used to obtain principal component plots and non-linear maps of the data-set, the 'BMDP' package [12] A PC analysis was performed on the scaled data-set plotted in figure 1. As in this data-set each sample is characterized by two parameters, two PCs can be computed. The Instead of representing the samples in the original pattern space, as was done in figure 1, they can also be represented in a rotated space--the co-ordinates of which coincide with the direction of the PCs (see figure 2) . The position of, for instance, sample 1, which has in the plot ofthe scaled data the co-ordinates(-0" 158, 1-997) is computed in the following way:
=0"7071 (-0"158)-0"7071 1"997 1"524 U2,1 =09"7071 (-0"158)+0"7071 1"997= 1"300.
In order to represent the data in a reduced space, i.e. in a onedimensional space in this example (on one axis), the data points can be projected on the first PC: figure 3 shows such a display.
As the fraction of the total variance explained by the first PC amounts to 57.8%, the display obtained in the reduced space gives an idea ofthe situation ofthe samples in the original space. The loadings ofboth parameters on the first PC are equal, which means that the variance represented in the direction ofthis PC is defined by both variables to the same extent. In fact, when PCA is performed on a two-dimensional data-set with autoscaled variables, the absolute value of the loadings on both PCs will always be equal to each other. In the case that more than two variables are included in the data-set, the loadings cannot be predicted a priori; the loadings of the variables on the important PC give an indication of the relations between the parameters themselves. Indeed, when two variables are strongly correlated the variance of these two variables over all the objects will vary in a similar way. In the case that a great part of the variance of one of these variables is explained, by for instance, PC 1, resulting in a high loading on this PC, a significant part of the variance within the other variable will also be explained by the same PC, so that the loading of this second variable will also be high on this same PC. Variables that have high loadings on the first few PCs will be strongly related to each other.
If PCA is performed on the unscaled data, the first PC explains 97.5% ofthe variance and the second 2.5%. This first PC is given by the equation"
=0"9997 X-0"0251 X 2.
Clearly the direction of this PC is given almost solely by proline--the loading ofthis variable is much greater than that of glycine. Consequently, the information given by this PC (see figure 4 ) is almost the same as that given by proline itself. This is to be expected as the variance ofproline in the samples (0.8906) is much greater than that of glycine (0.1442).
If the only purpose of displaying the data is to obtain a visualization of the data-set without interest in the relations between the parameters used to characterize the samples, nonlinear display methods can be used as well. These methods produce displays in which the reduced dimensions are nonlinear combinations of the original variables. The displays one obtains are called maps. Non-linear mapping (NLM) is one of the most frequently used methods: it represents the data in a reduced dimension according to the criterion that the distances between the samples in the reduced space approach the distances between the samples in the original space. Kowalski and Bender [14] give the following comparison in order to explain the method. Suppose that each of the samples in the original hyperspace is connected with every other sample by tensionless springs. The total energy of the springs is zero when considered in the original space. Pressing the samples together in order to obtain a mapping into, for instance, two dimesions gives rise to a tension on each of the springs. NLM aims to give a representation of the data so that the sum of the tension on all the springs is minimal. As mentioned above, the loadings on the most important PCs may give an indication of the relationship between the parameters themselves. In the example, only the first PC is really important. The amino-acids Asp-ac, Thr, Set, Glu-ac, Gly, Ala, Val, Met, Ile, Leu, Phe and Lys have almost the same weight on this PC; consequently, these parameters must be correlated to a high degree. This conclusion was confirmed by the application of the routine Pearson available in the SPSS package [ 15] . The correlation between each of the amino-acids mentioned ranges from 0"68 to 0"95. There is no significant correlation between proline and one of the other amino-acids.
The second display method applied was NLM. As the method is time-consuming, the NLM routine of the ARTHUR package was used to obtain maps for two groups of wine at a time. Figure 6 is the map of the Bordeaux and the nonBeaujolais Bourgogne wines; figure 7 is the map of the Bourgogne wines. Again, it can be concluded that a differentiation of wines must be possible on the basis of the parameters used in the study. In order to compare the representation obtained with NLM and PCA, PCA was applied to the same combinations of two groups of wines. The pictures obtained with NLM are similar to the PC plots. As the optimization procedure to obtain an NLM map is rather tedious, and no supplementary information is obtained about the parameters themselves (i.e. it cannot be easily concluded which parameters are responsible for the differentiation between the groups), PCA is the preferred display method. samples or objects into a group. The general procedure carried out in a supervised situation is as follows. First, with a data-set consisting of objects with known classification, a classification or decision rule is developed that separates the learning classes in an optimal way--these decision rules can be used for the classification of new samples. The computation of the decision rules corresponds with the division of the original hyperspace in as many regions as there are learning classes in the training set, each region corresponding to one class. New objects are classified according to their position with respect to the boundaries between the classes. The data-set collected on the wines can obviously be investigated with supervised techniques as the samples can a priori be divided into several groups, i.e. into groups of wines from the same region. Some supervised techniques, such as linear discriminant analysis (LDA), also give a display. In LDA, the classification functions are developed in a reduced pattern space; as in PCA, each of the directions of this space is obtained by a linear combination of the original variables. These new variables are called discriminant functions or canonical variates. The criterion used to define the discriminant function is the maximization of the ratio of the betweengroup variance to the within-group variance. The resulting discriminant functions are oriented in the direction which provides a maximum differentation between the classes. The dimension of the reduced pattern space is one less than the number of training classes. In the case of two groups, one discriminant function is obtained. Each of the discriminant functions is given by the equation:
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The position of an object, k, in the reduced space is given by its score on each discriminant function:
dsik=a Xlk + +a, v X,,.
The display obtained with this technique visualizes the optimal discrimination between the classes. The vector V' in figure gives the direction of the discriminant function obtained when LDA was applied to the data-set represented in the figure. Figure 8 gives the display of the data in the reduced onedimensional space.
Application to the wine data With LDA, a display of the data-set is obtained when the samples are plotted in the space defined by the discriminant functions. When a discrimination is attempted between three groups, two discriminant functions are calculated and the optimum discrimination can be represented in a twodimensional plot. If the differentiation between, for instance, four groups is investigated, the reduced space is threedimensional and so visualization becomes more difficult.
Therefore LDA was applied to only three groups at a time. The variables were introduced in the discriminant function one at a time. The selection criterion for the introduction of a new parameter is based on the discriminating power of that variable, i.e. the degree to which a newly introduced variable increases the discrimination between the groups. Variables are included in the discriminant function until the further inclusion of one of the remaining parameters does not significantly improve the discrimination. [16] . Figure 11 is the dendrogram of the scaled data offigure 1. As the objects can be divided into two classes, the highest link in this dendrogram can be cut to obtain two clusters and to see whether each of these contain mainly objects of a same class. Applying this criterion, a cluster is obtained which consists only ofCgte du Rhone wines, while the second contains all the Beaujolais wines and three C6te Rhone wines. Obviously, the dendrogram visualizes the degree of discrimination between the groups of wines.
DFI
The application ofWard's method to the wine data results in the separation of the objects into two very distinct groups (see figure 12 ): group A is compact and consists mainly of Bordeaux wines; group B, which is more heterogeneous, can be divided into three subgroups: B1 and B3 consist of Bourgogne wines and B2 joins wines from Bordeaux and from Bourgogne. The Cgte du Rhone wines appear in all of the clusters.
Conclusion
The object of this paper is to show that display and related pattern-recognition techniques permit the investigation of multivariate data-sets. Wine analysis is considered only as an example and certain aspects are treated more fully by Ooghe and De Waele [10] . Clearly, the applications are not confined to wine or food analysis. Applications in, for example, archeometry [17] , meteoritics [18] , microbiology [19] , medical diagnosis [20] , investigations of structure activity relations [21] , and environmental problems [22] have also been reported. Pattern recognition is a natural addition to automated analysis: eventually there will be instruments which can analyse samples, determine the pattern to which a sample corresponds, and suggest its geographical origin. Figure 11 . Dendrogram of the scaled objects in .figure 1 (obtained by using the Ward's method). Figure 12 . Dendrogram of the wine data (obtained by using Ward's method).
