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Abstract
Motivated by a problem onmessage routing in communication networks, Graham and Pollak proposed a scheme for addressing
the vertices of a graphGbyN-tuples of three symbols in such away that distances betweenverticesmay readily be determined from
their addresses. They observed that Nh(D), the maximum of the number of positive and the number of negative eigenvalues
of the distance matrix D of G. A result of Gregory, Shader and Watts yields a necessary condition for equality to occur. As an
illustration, we show thatN >h(D)=5 for all addressings of the Petersen graph and then give an optimal addressing by 6-tuples.
© 2004 Elsevier B.V. All rights reserved.
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Throughout the paper, G will always denote a ﬁnite, connected, simple graph with vertices 1, 2, . . . , n and n × n adja-
cency matrix A. Terminology not deﬁned here may be found in van Lint and Wilson [8]. Properties of symmetric matri-
ces assumed here may be found in Horn and Johnson [6]. Finally, for a discussion of addressings, see van Lint and Wilson
[8, p. 62].
The distance, d(i, j), between distinct vertices i and j of G is the number of edges on a shortest path connecting them.
If i = j , then d(i, j) = 0. A length N addressing of G is a labelling of the vertices of G by N-tuples of the symbols
a, b, 0 with the property that the distance between two vertices is equal to the number of positions at which correspond-
ing entries of their labels are distinct and nonzero. Thus, the distance between two vertices is determined from their ad-
dresses by counting the number of positions at which one address has an entry a or b while the other address has a
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Fig. 1. A length 6 addressing of the Petersen graph.
(different) entry b or a. For example, an addressing of length 6 is shown on the Petersen graph in
Fig. 1.1
The notion of addressing used here follows that of Graham and Pollak [3], except that they use the symbols 0, 1, ∗ with the
asterisk playing the role of our symbol 0. We will ﬁnd the choice of a, b, 0 to be algebraically convenient in Theorem 1.
LetN(G) be the minimum N for whichG has a length N addressing.An addressing ofG of lengthN(G) is said to be optimal.
In 1971, Graham and Pollak [3] conjectured that, for all (connected) graphs G,
N(G)n− 1. (1)
In 1983, this was proved algorithmically byWinkler [8, p. 65] [9]. In their original paper [3], Graham and Pollak showed that a
result of Witsenhausen implies that if G has an addressing of length N, then
Nh(D), (2)
whereD is the n×nmatrix with distance entries di,j=d(i, j), and h(D)=max{n+(D), n−(D)} is the maximum of the numbers
of positive and negative eigenvalues of D. Using a term employed by Kratzke et al. [7], an addressing of G of length N will be
called eigensharp if N = h(D). Since NN(G)h(D), eigensharp addressings are optimal. It is known [8, p. 62] that trees,
complete graphs and odd cycles have eigensharp addressings of length n− 1, while even cycles have eigensharp addressings of
length n/2. If G has a length k addressing using only the two symbols a, b, equivalently, if G may be isometrically embedded
into the k-cube, then results of Graham and Winkler [4, Theorems 3,7] imply that such an addressing may be chosen to have
length n−(D) and so be eigensharp. In particular, the length k addressing of the k-cube obtained by replacing the 1’s and 0’s of
its vertex k-tuples by a’s and b’s is eigensharp. It will be seen below that the Petersen graph has no eigensharp addressing.
Let the address matrix of an addressing of G be the n×N matrixM(a, b) with the address of vertex i in row i. If a and b are
regarded as scalars, we may write
M(a, b)= aX + bY , (3)
where X and Y are n × N (0, 1)-matrices. In [1, Theorem1], Brandenburg et al. observe that XYT + YXT = D, where D is
the distance matrix of G mentioned above. They also reprove (2) by showing that if D is any n × n symmetric matrix and
D=XYT+YXT for some real n×N matricesX, Y , thenNh(D). WhenN =h(D), Gregory et al. [5, Lemma 1.2] show that
the columns of X must be a linearly independent subset of the column space of D, as must the columns of Y. Since the column
1 In [2], Deza and Huang provide a scale 2 (binary) addressing of the Petersen graph of length 6, whereas the addressing in Fig. 1 is a scale
1 addressing. In a scale 2 binary addressing, the Hamming distance between addresses is twice the graphical distance between the associated
vertices.
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space of a symmetric matrix is orthogonal to its null space, an application of these conditions to Eq. (3) yields the following
necessary conditions for an addressing to be eigensharp.
Theorem 1. Let M(a, b) be the address matrix of an eigensharp addressing of a graph G. Then for all real scalars a, b, each
column of M(a, b) is orthogonal to the null space of the distance matrix D of G. Also, the columns of M(1, 0) are linearly
independent as are the columns ofM(0, 1).
Note that ifM(a, b) is an address matrix of G and the symbols a and b are interchanged in any of its columns, then another
address matrix of G is obtained. This leads to further linear independence conditions when Theorem 1 is applied.
The adjacency matrix of G is the n× n matrix A with ai,j = 1 if vertex i is adjacent to vertex j and ai,j = 0 otherwise. The
graph G is called k-regular if each vertex has degree k or, equivalently, if A1=k1 where the italic 1 denotes the n × 1 column
vector with all entries equal to 1. Thus, G is k-regular if and only if 1 is an eigenvector of G associated with the eigenvalue k.
The diameter of G is the maximum of the distances d(i, j) over all vertices i and j in G.
Lemma 2. Suppose G is k-regular with diameter at most 2 and let the eigenvalues of its adjacency matrix A be 1(=k),
2, 3, . . . , n. Then the eigenvalues of the distance matrix D of G are 2n− 2− k,−(2+ 2),−(2+ 3), . . . ,−(2+ n).
Proof. If J denotes the n× n all-ones matrix and I the n× n identity matrix, then J − I −A will be the adjacency matrix of the
complement of G where vertices i and j are adjacent if they are distinct and nonadjacent in G. Since nonadjacent vertices of G
are at distance 2, it follows that D = 2(J − I )− A. Let u1, u2, . . . , un be an orthogonal basis of eigenvectors of A associated
with the eigenvalues 1(=k), 2, . . . , n. Then Aui = iui for i = 1, . . . , n. Since G is k-regular, we may take u1=1. Then
Du1 = (2n− 2− k)u1. Also, when i > 1, ui is orthogonal to u1=1, so Jui=0 and Dui =−(2+ i )ui . 
The eigenvalues of the adjacency matrix of the Petersen graph [8, p. 246] are
3, 1, 1, 1, 1, 1,−2,−2,−2,−2.
The Petersen graph is 3-regular and of diameter 2. By Lemma 2, the corresponding eigenvalues of its distance matrix Dmust be
15,−3,−3,−3,−3,−3, 0, 0, 0, 0.
By (2), an addressing of the Petersen graph must have length at least h(D)= 5. Using Theorem 1, we now prove that this length
cannot be achieved; that is, the Petersen graph has no eigensharp addressing.
Theorem 3. The length 6 addressing of the Petersen graph in Fig. 1 is optimal.
Proof. Note ﬁrst that if the four vertices on any K1,3 (a vertex and its three neighbours) in the Petersen graph are labelled 0
while the six vertices on the remaining 6-cycle are alternately labelled 1 and −1, then the associated column (0, 1,−1)-vector
x is in the null space of the distance matrix D since the weighted sum
∑
j d(i, j)xj equals zero at each vertex i.
Now suppose that the Petersen graph has an addressing of length 5. By Theorem 1, each column of the associated 10 × 5
address matrixM(a, b) is orthogonal to the vectors x above. This implies that each column ofM(a, b) has at least four a’s. For
suppose some column w of M(a, b) has at most three a’s. Mark the vertices i of the Petersen graph for which wi = a. If three
vertices are marked and all three are adjacent to a fourth vertex, then there is a 6-cycle containing precisely two of the marked
vertices at which an alternate 1,−1 labelling has the same sign. In all other cases, a K1,3 can always be chosen to contain all
but one of the marked vertices, so there will be a 6-cycle containing exactly one of them. In both cases the vector x associated
with the 6-cycle will not be orthogonal to w when a = 0 and b = 0. Thus, each column of M(a, b) has at least four a’s and,
similarly, at least four b’s. But then M(a, b) would have to have at least 16 (unordered) a, b pairs per column for a total of at
least 80 for the whole matrixM(a, b). But the sum of all the distances from a given vertex is 15 and so the sum of all distances
between unordered pairs of vertices is 15× 102 = 75, a contradiction. 
Lemma 2 can be used to ﬁnd the eigenvalue lower bound h(D) for any regular graph of diameter 2 for which the eigenvalues
are known. Unfortunately, the general upper bound of n − 1 on N(G) is often too large and, even for strongly regular graphs
(see [8, p. 231] for deﬁnitions), there does not appear to be an efﬁcient procedure for constructing addressings of reasonable
length. However, the following viewpoint, used to obtain the addressing in Fig. 1, sometimes suggests good addressings.
The distance multigraphD(G) of the simple connected graph G is the loopless multigraph with the same vertices 1, 2, . . . , n
as G, but with d(i, j) edges between each pair i, j of distinct vertices. Thus D(G) may be regarded as the multigraph that has
the distance matrix D of G as its adjacency matrix. A biclique in a multigraph H is a (simple) complete bipartite subgraph of H.
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A Ks,t is a biclique with s vertices in one part and t vertices in the other. A collection of bicliques in a loopless multigraph H is
said to decompose H if their edge sets partition the edge set of H.
To each column of an address matrixM(a, b) of G associate a biclique inD(G) with the a vertices in one part of the biclique
and the b vertices in the other. It is straightforward to check that (up to column permutations and a, b interchanges in columns)
this rule gives a one-to-one correspondence between address matrices of G and biclique decompositions ofD(G). Therefore, if
b(H) denotes the minimum number of bicliques needed to decompose a loopless multigraph H, then
N(G)= b(D(G)). (4)
For example, if G is the Petersen graph, the argument in Theorem 3 ﬁrst uses the orthogonality condition in Theorem 1 to show
that ifKs,t is a biclique in a decomposition ofD(G) by h(D)= 5 bicliques, then s4 and t4. Thus, a decomposition ofD(G)
by 5 bicliques would have to cover 5st80 edges. But D(G) has only 75 edges, so b(D(G))6. The 6 columns of the address
matrix for Figure 1 were originally found by ﬁrst obtaining a decomposition of D(G) by 6 bicliques. The bicliques may be
described by selecting three independent edges ofG: the bottom horizontal edge, the middle horizontal edge, and the top vertical
edge, for example. A K2,8 and a K3,3 are associated to each of these three edges as follows: the vertex parts of the K2,8 are
the two vertices on the edge and the remaining eight vertices not on the edge while each vertex part of the K3,3 is obtained by
taking a vertex at one end of the edge together with its two neighbors not on the edge.
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