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Motivated by two recent experiments in which thermal properties of complex many-body systems
were successfully reproduced on a commercially available quantum annealer, we examine the extent
to which quantum annealing hardware can reliably sample from the thermal state associated with
a target quantum Hamiltonian. We address this question by studying the thermal properties of
the canonical one-dimensional transverse-field Ising model on a D-Wave 2000Q quantum annealing
processor. We find that the quantum processor fails to produce the correct expectation values
predicted by Quantum Monte Carlo. Comparing to master equation simulations, we find that this
discrepancy is best explained by how the measurements at finite transverse fields are enacted on the
device. Specifically, measurements at finite transverse field require the system to be quenched from
the target Hamiltonian to a Hamiltonian with negligible transverse field, and this quench is too
slow. We elaborate on how the limitations imposed by such hardware make it an unlikely candidate
for studying the thermal properties of generic quantum many-body systems.
I. INTRODUCTION
Describing the static and dynamical properties of a
many-body quantum system remains a considerable chal-
lenge in physics. Strong correlations among the particles
of a many-body quantum system can lead to highly com-
plex entangled states, which exist in a vector space whose
dimension grows exponentially with the size of the sys-
tem. Due to this exponential scaling, affecting both the
time and memory that a classical computer needs in order
to perform the relevant computations, even simulations
of systems with only a few correlated particles quickly
become intractable. Tackling this problem with a quan-
tum computer or simulator continues to inspire [1] and
drive the field of quantum simulation [2–5].
The adiabatic paradigm of quantum computing [6–8]
naturally lends itself to tackling the problem of studying
ground state properties of quantum systems. By prepar-
ing the system in the ground state of a ‘trivial’ Hamilto-
nian and performing a sufficiently slow interpolation to-
wards the target many-body quantum Hamiltonian, the
adiabatic theorem of quantum mechanics [9–11] provides
a guarantee that the state at the end of the evolution will
be close to the target ground state.
But what if we are interested in finite temperature
properties of the same system? For decades, the work-
horse for addressing this question has been Quantum
Monte Carlo (QMC) methods [12–14]. Despite extensive
work on developing more sophisticated methods [15–18],
no universal method whose space and time complexity
scale polynomially with problem size is yet known. It re-
mains an open research topic how to efficiently encode a
∗ itayhen@isi.edu
generic thermal state into the ground state of a quantum
Hamiltonian [19, 20].
Alternatively, one can ask whether the open-system
dynamics [21] of a system naturally has the thermal state
as its steady state, and if so whether the dissipative dy-
namics can be used in lieu of a true quantum algorithm
to prepare such a state. Having the steady state of the
dissipative dynamics be the standard Gibbs state asso-
ciated with the target Hamiltonian is a non-trivial as-
sumption; it is known to be the case of Markovian weak-
coupling limit master equations [22, 23] satisfying the
Kubo-Martin-Schwinger (KMS) condition [24]. An open-
system adiabatic theorem [25–29] provides a guarantee
that in the long-time limit the state of the system will be
close to the desired thermal state.
Recently, two experiments [30, 31] carried out on D-
Wave quantum annealing processors were reported to
have successfully reproduced certain thermal properties
of complex quantum systems. In these studies, the pro-
cessor is used as an analogue quantum simulator: the
superconducting circuit hardware [32–35] implements a
transverse-field Ising model (TFIM) Hamiltonian in its
low-lying spectrum. The system is allowed to thermally
relax at a particular realization of the TFIM Hamilto-
nian, and diagonal thermodynamic observables are calcu-
lated using measurements performed after quenching the
system to a purely Ising Hamiltonian. In Ref. [30], the
emergence of the finite order parameter associated with
the Kosterlitz-Thouless phase transition of the TFIM on
the triangular lattice [36] was observed, while Ref. [31]
observed the finite-size precursors of the phase transi-
tions associated with the TFIM on three-dimensional cu-
bic lattices. In both cases, a minor-embedding proce-
dure [37, 38] was required to map the target Hamiltonian
connectivity graph onto the hardware physical connectiv-
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2ity. Both studies found good agreement between theory
and experimental observations when measured quantities
were restricted to the order parameter of the studied sys-
tem [30] or to critical parameters indicating the location
of phase transitions [31].
Motivated by these results, we examine in this study
the extent to which one can use such hardware to pro-
vide thermal samples for quantum Hamiltonians imple-
mented by the hardware, especially at ever increasing
system sizes. As the simulation of quantum systems
on quantum information processors gains traction and
moves on to problems which are classically difficult (or
virtually impossible) to solve, we face the question of how
to verify or trust the results produced by these devices.
The one-dimensional (1D) TFIM, a canonical system in
quantum thermodynamics, provides a simple case study,
which hopefully helps build confidence in the device as
more difficult problems are tackled.
To that aim, we study the performance of the D-Wave
2000Q annealing processor (DW)1 on the 1D nonfrus-
trated TFIM. We verify the accuracy of the expectation
values calculated from the experimental samples by com-
paring them to data obtained from QMC simulations. If
such devices are to be used more widely as quantum sim-
ulators or as thermal state samplers, we believe this is a
crucial first step in the process of validating the reliability
of the device for this task.
We find in general that the thermal expectation val-
ues calculated using the samples from the annealer are
not in good agreement with the expected values obtained
by QMC, especially in the quantum paramagnetic region
where the transverse field dominates [39]. Master equa-
tion simulations [40] on small size problems confirm that
a reason for this discrepancy is the inability of current
devices to perform measurements at the target Hamilto-
nian; instead measurements are performed on an Ising
Hamiltonian with negligible transverse field, which re-
quires a quench from the target Hamiltonian to the Ising
Hamiltonian. Our simulations indicate that increasing
the maximum annealing rate by a factor of 105 would
reproduce the expected thermal expectation values, but
this would in turn require annealing times on the order
of a few picoseconds. Extensivity of the Hamiltonian
suggests that this annealing rate would need to decrease
with the inverse of the system size, further suggesting
that such a measurement approach is not a scalable ap-
proach to address questions on the static properties of
thermal quantum states.
1 Housed at NASA Ames Research Center.
II. EXPERIMENTAL METHODS
A. Transverse-Field Ising Model
We consider the one-dimensional transverse-field Ising
model (1D TFIM) [39] with the n-qubit Hamiltonian
HTFIM = −AHTF +BHIM = −A
n∑
i=1
σxi −B
n∑
i=1
σzi σ
z
i+1,
(1)
where we choose periodic boundary conditions (σzn+1 =
σz1). The two-fold degenerate ground state of the fer-
romagnetic Ising chain HIM, corresponding to all-spins
up and all-spins down, satisfies all the Ising couplings
(it is nonfrustrated) and has ground state (GS) energy
E0 = −n.
Our objective will be to measure the expectation value
of HIM for different ratios of A to B, which is ideally
given by:
〈HIM〉 =
Tr
[
HIMe
−βHTFIM]
Tr [e−βHTFIM ]
. (2)
B. Obtaining mid-anneal measurements
The D-Wave 2000Q annealing processor implements a
time-dependent Hamiltonian H(s) (where s ∈ [0, 1] is
a dimensionless annealing parameter), which is a linear
combination of the transverse-field Hamiltonian HTF and
an Ising Hamiltonian Hp—more general than the HIM
that we are implementing in our case—with a Chimera
connectivity graph [37, 38]:
H(s) = A(s)HTF +B(s)Hp . (3)
The time-dependent functions A(s) and B(s) give the
annealing schedule and are fixed by the hardware, so the
device implements TFIMs with different ratios of A/B
along its annealing schedule. For the DW2000Q proces-
sor we use, the minimum gap of the TFIM occurs at
s∗ ≈ 0.346, with A(s∗)/h ≈ 1.05GHz. Further details of
the processor are provided in Appendix A.
The rate at which the annealing schedule is traversed
can be customized. Instead of having the dimension-
less time parameter s be simply related to the time by
s(t) = t/ta (where ta is the total annealing time), we are
able to redefine s(t) as a piece-wise function of t. This al-
lows us to pause at specific points in the anneal, where s
(and thus the Hamiltonian) remains fixed for some period
of time. It also allows us to use different annealing rates
ds/dt for different portions of the anneal, effectively en-
abling us to perform approximate quenches by abruptly
turning down the strength of the driver Hamiltonian from
a given point mid-anneal.
Leveraging this capability, we progress towards the
thermal state associated with the Hamiltonian at s = sp
by performing anneals up to s = sp and pausing at sp for
3a period of time thereby allowing the system to thermally
relax to its steady state. We then quench as rapidly as
allowed by the hardware towards s = 1, where ideally
a computational basis measurement is performed. The
success of this method depends on two factors: the abil-
ity of the hardware to thermalize to the desired Gibbs
state, and the annealing rate during the quench being
fast enough to prevent any changes to the state.
We restrict our attention to a ‘forward’ annealing pro-
tocol. Here, the system is initialized in the thermal state
of the Hamiltonian at s(0) = 0, which has very high
weight on the ground state of H(0), and the system is
annealed from s = 0 to some intermediate s = sp at a
rate of 0 <
(
ds
dt
)
i
< 1µs−1. We then pause at s = sp
for some time tp and finally quench as rapidly as possible
to s = 1 at the fastest rate permitted by the hardware,(
ds
dt
)
f
= 1µs−1. A diagram of this schedule is shown in
Fig. 1. In Appendix B, we discuss an alternative proto-
col using ‘reverse’ annealing; while the details of the two
protocols are different, we find no qualitative differences
between the results of the two protocols.
t
0
sp
1
s tp(
ds
dt
)
i
(
ds
dt
)
f
FIG. 1. Diagram of the forward annealing schedule s(t), show-
ing the initial anneal to sp, performed at a rate
(
ds
dt
)
i
, a pause
of length tp and the final quench, performed at a rate
(
ds
dt
)
f
.
The durations of the three parts are not to scale.
We incorporate gauge averaging [41] to average out sys-
tematic biases that might exist on the qubits and/or cou-
plers, such as certain qubits more readily aligning in one
direction. Gauge averaging is carried out by repeating
each run of na anneals 100 times, where for each run we
apply a transformation of the form Jij → aiajJij where
ai ∈ {−1,+1} is chosen at random. This transformation
corresponds to applying a unitary transformation to the
Hamiltonian, so the energy spectrum is unchanged but
the states are relabeled accordingly. For example, the un-
gauged classical state (s1, ..., sn) is mapped to the state
(a1s1, ..., ansn). The results in different gauges can be
readily mapped back to the states of the original prob-
lem.
III. RESULTS
In what follows, we separate the discussion to two cases
according to the location of the pause, which we argue
exhibit qualitatively different behaviors. When the pause
takes place before the minimum gap, that is, sp < s∗, the
driver Hamiltonian still dominates, and if the system is in
the instantaneous GS of H(sp), the expectation value of
HIM—the diagonal energy—in this region will be closer
to the GS energy of HTF than to that of HIM. On the
other hand, with a pause after the minimum gap, sp >
s∗, we find the system in the region dominated by the
problem Hamiltonian, and hence the expectation value
of HIM will be closer to its GS energy.
A. The case of pausing before the minimum gap
We first consider the case of sp < s∗, i.e., where the
pause takes place prior to the system reaching its min-
imum gap. In this region, the strength of A(sp)HTF is
considerably greater than that of B(sp)HIM, so there is
little overlap between the GS of HIM and the instan-
taneous GS of H(sp). The QMC results reflect this.
For instance, with pause location sp = 0.2 and prob-
lem size n = 138, the expectation value of HIM is
〈HIM〉exact
∣∣
sp=0.2
≈ −16.5, while the Ising GS energy is
−138. When we calculate this same expectation value
using the output from the annealer, however, we find
〈HIM〉DW
∣∣
sp=0.2
≈ −132, suggesting that the experimen-
tal measurement is failing to capture the state of the sys-
tem in the region before the minimum gap, with the rel-
ative difference between experimental and QMC results
being 700%. This is depicted in Fig. 2 (top).
This experimental behavior of being very far from the
expected value and very close to the Ising ground state
value holds for all the problem sizes we studied, ranging
from 4 to over 500 qubits. Figure 2 (bottom) shows the
relative difference between experiment and theory as a
function of size. While very small problems seem to do
slightly worse, this difference remains fairly constant for
a large range of sizes. We note that the experimental
results do not change in any significant way as we increase
the pause time tp, so we deduce that the system is very
close to its steady state at the pause point.
A possible explanation for this dramatic difference is
the upper limit on the annealing rate, which constrains
our quench to a maximum
(
ds
dt
)
f
= 1µs−1. This rate
is likely not sufficiently fast to prevent the state from
evolving during the quench and allowing the dynamics
to populate the Ising GS. We validate this conjecture
using master equation simulations in Sec. III C.
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FIG. 2. Top: Expectation value for HIM for n = 138 and
sp = 0.2. Solid blue curve corresponds to QMC prediction,
dashed orange curve corresponds to the Ising GS energy, and
data points correspond to the experimental results using the
forward annealing protocols. Bottom: The relative differ-
ence between the experimental and QMC results as a function
of problem size for sp = 0.2, tp = 1.9ms and 1500 anneals per
gauge. Error bars correspond to the 95% confidence interval
calculated using a bootstrap over the 100 gauges.
B. The case of pausing after the minimum gap
When we choose the pause to occur after the minimum
gap, i.e., in the case where sp > s∗, the Hamiltonian
B(sp)HIsing dominates over A(sp)HTF. We therefore ex-
pect 〈HIM〉 to be significantly closer to E0 = −n. The
experimental results in this region turn out to depend
sensitively on the value of sp, as we show in Fig. 3. We
observe the best agreement with QMC around sp = 0.6.
When we pause at later points, however, 〈HIM〉 obtained
from the annealer moves away from the correct value.
The dependence on sp is likely again due to the quench
rate. For sp < 0.6, the thermal state at sp still does not
have a complete overlap with the Ising ground state, so
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FIG. 3. From top to bottom, 〈HIM〉 comparison between ex-
periment and simulations for n = 138 and sp = 0.5, 0.6, 0.7
and 0.8. Solid blue curve corresponds to QMC result, dashed
orange curve corresponds to the Ising GS energy, and data
points correspond to the DW results using the forward anneal-
ing protocols. Error bars correspond to the 95% confidence
interval calculated using a bootstrap over the 100 gauges.
5the quench from s = sp to s = 1 is sufficiently slow for the
system to repopulate the Ising ground state. Hence we
find that the experimental 〈HIM〉 is lower than predicted
by QMC. For sp > 0.6, the HamiltonianA(sp)HTF is very
weak relative to B(sp)HIM, so the dynamics are expected
to be extremely slow and effectively frozen [42, 43]. In
this case, the system likely does not have enough time
to thermalize. The points around sp = 0.6 represent a
‘sweet spot’ where the system is still able to thermalize
and is only minimally affected by the slowness of the
quench.
C. Quantifying the impact of the quench
In the previous section we have seen how the exper-
imental samples fail to reproduce the correct thermal
expectation values associated with the point where we
pause sp. We argued that this is likely due to the quench
rate from s = sp to s = 1 not being sufficiently fast,
with the system continuing to evolve during the quench.
In order to confirm this hypothesis, we use the adiabatic
master equation (ME) [40] to simulate the quantum an-
nealing process using different quench rates. The key
feature of this numerical method is that for any fixed s
Hamiltonian, the fixed point of the dissipative dynamics
is the Gibbs state of H(s). Therefore, for any sufficiently
long pause and sufficiently fast quench, we expect the
simulation results to agree with the theoritical prediction.
Because of the computational cost of the simulations, we
are only able to obtain exact results for the smallest sys-
tems with n = 4, but already at these sizes we are able to
see the adverse effects of the quench rate for reproducing
the correct thermal expectation values.
We first run these simulations using the same sched-
ule as the annealer, with a quench annealing rate of
ds
dt = 1µs
−1. These are shown as the ‘slow quench’ re-
sults in Fig. 4, where we find the simulated 〈HIM〉 results
are in agreement with experiment at all pause times sp
during the anneal. Specifically, we find 〈HIM〉 to be close
to the Ising GS energy regardless of the value of sp. In
fact, for this small system size, even if we considered
closed system dynamics, i.e. we decoupled the system
from the thermal environment, we would get the same
result, pointing to the fact that the quench is so slow
that the evolution across the minimum gap is effectively
adiabatic.
Next we survey a wide range of quench rates to find
how fast the quench must be to reproduce the correct
thermal expectation values. For the n = 4 system, we
find that we need to go up to dsdt = 10
3µs−1 before seeing
any change in the behavior of 〈HIM〉. As the annealing
rate dsdt becomes larger, 〈HIM〉 gets closer to the exact
results, and they finally become in good agreement when
the annealing rate is dsdt = 10
5µs−1 (the ‘fast quench’ in
Fig. 4). This implies that we need to increase the current
fastest rate allowed by the hardware by a factor of 105,
with the minimum time for a full anneal decreasing from
1µs to around 10 ps.
0.0 0.2 0.4 0.6 0.8 1.0
sp
−4.0
−3.5
−3.0
−2.5
−2.0
−1.5
−1.0
−0.5
0.0
〈H
IM
〉
ME rate=105µs−1
exact
ME rate=104µs−1
ME rate=103µs−1
ME rate=1µs−1
DW
FIG. 4. Comparison of numerical (ME) simulations using sev-
eral different quench rates. The slowest one, 1µs−1, matches
that of the experiments, while the fastest one, 105µs−1, agrees
with the analytical results. Simulations are for a system size
of n = 4. Also shown are the exact results and the experi-
mental ones.
While performing simulations at larger system sizes
becomes computationally prohibitive, we can provide a
simple argument that suggests that the annealing rate
must be even faster at larger system sizes. For simplicity,
let us assume a constant quench rate and an evolution
from s = sp to s = 1 that is purely unitary. In order for
the unitary dynamics to not change the state significantly
we must require∣∣∣∣∣T exp
[
−i
(
ds
dt
)−1 ∫ 1
sp
H(s′)ds′
]
− 1
∣∣∣∣∣ ≤  (4)
for some suitably small , which may also need to de-
crease with system size in order to reproduce the ther-
mal expectation values to the desired accuracy. Here | · |
denotes the operator norm, but any appropriate distance
measure can be used. If we expand the time-ordered
exponential for small (ds/dt)−1, it follows from the ex-
tensivity of the Hamiltonian that to ensure each term
inside the norm remains small, the inverse of the anneal-
ing rate (ds/dt)−1 must scale at least as 1/n. Therefore,
we already find that simply to ensure that the unitary dy-
namics does not change the state significantly, the quench
rate must become faster as the system size is increased.
D. Other observables: Magnetization
We have so far considered the thermal expectation
value of HIM as our benchmark for DW’s behavior. The
question arises whether the agreement—or lack thereof—
between experimental results and simulations is observ-
able dependent. In Refs. [30, 31], certain observables
6showed good agreement, while others did not. This is
an important point to consider when evaluating DW’s
potential as a quantum thermal sampler, as consistent
behavior across different observables would be required
for a fully functional sampler.
We choose the squared longitudinal magnetization
M2z—due to the symmetry of the system, 〈Mz〉 is always
0. Looking at the overall picture (Fig. 5), it is apparent
that the two observables follow different patterns of be-
havior when DW’s results are compared to QMC; while
〈HIM 〉 always stays close to the value it should attain
at the end of the anneal, 〈M2z 〉 follows a trend that is
qualitatively more similar to the QMC data.
However, the 〈M2z 〉 results produced by DW do not
match QMC anywhere in the anneal (except at one point
where they cross), and in fact their relative difference
is much larger than for 〈HIM 〉 for most system sizes
(Fig. 6).
These observations confirm our suspicion that the de-
gree of agreement between DW and QMC can vary across
different observables. This adds another layer of compli-
cation if we wish to use the annealer to predict thermal
expectation values, as its behavior regarding a particular
observable is not indicative of what would happen for a
different one, and each case would need to be considered
individually.
IV. CONCLUSION
In this work, we asked whether the current ability
to control the annealing schedule of the D-Wave 2000Q
quantum annealing processor allows us to accurately
probe the state of the system in the middle of the an-
neal. The argument put forth is that if the system is
quenched sufficiently rapidly from s = sp towards s = 1
where the measurement is performed, we would be effec-
tively performing a measurement on the state at sp. We
used the nonfrustrated one-dimensional transverse-field
Ising model as a case study and found that the D-Wave
2000Q quantum annealing processor cannot be used to
reliably reproduce the correct thermal expectation values
for the observable HIM. We show in Appendix C that our
findings remain unchanged when we consider frustrated
chains.
We identified the most likely culprit to be the quench
rate: with a maximum annealing rate of dsdt = 1µs
−1 of-
fered by the device, the system continues to evolve before
the measurement occurs. We also verify in Appendix D
that fluctuations in the temperature cannot explain the
discrepancy between the QMC predictions and our ex-
perimental observations.
Beyond the experimental difficulty of achieving the
necessary fast quench rates, another fundamental prob-
lem arises. In our work, we have assumed an ideal qubit
(2-level) Hamiltonian, but in the hardware the effective
qubit Hamiltonian is realized by projecting onto the low-
est two energy levels of a superconducting flux qubit [44].
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FIG. 5. Comparison of DW and QMC results for an n = 138
chain at a range of locations through the anneal, for 〈M2z 〉
(top) and 〈HIM 〉 (bottom). Blue data points correspond to
QMC results and green data points to DW with tp = 1.9ms
and 1500 anneals per gauge. Error bars correspond to the
95% bootstrap confidence interval.
In this effective description, the computational basis is
defined in terms of symmetric and anti-symmetric combi-
nations of the ground and first-excited states of the flux
qubit Hamiltonian at zero flux, and this basis changes
along the annealing schedule [44, 45]. In the unitary
dynamics, the above approximation manifests itself as
geometric terms in the effective qubit Hamiltonian that
contributes to the evolution even in the limit of a sudden
quench [45]. These effects are not captured by our ideal
qubit assumption in Eq. (4), and while the effect on a
single qubit may be small, the error associated with it
accumulates with system size.
An additional difficulty will be added as we seek to
study problems of increasing complexity. When embed-
ding is required, its negative effect on the likelihood of ob-
taining correct solutions is particularly harmful for sam-
pling problems [46], where we are interested in states at
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FIG. 6. Relative difference between the experimental and
QMC results for 〈M2z 〉 as a function of problem size for
sp = 0.2, tp = 1.9ms and 1500 anneals per gauge. Error
bars correspond to the 95% bootstrap confidence interval.
all energies as opposed to only ground states like for opti-
mization problems. This effect is worsened with problem
size and the complexity of the embedding.
Our results, considered along those of Refs. [30, 31]—
where experiments on the same platform were able to
reproduce the correct thermal expectation values of cer-
tain observables (but not others) in far more compli-
cated systems that required embedding—suggest that
the ability of the annealer to produce correct mid-anneal
predictions is highly dependent on the observable and
the problem considered, and their particular susceptibil-
ity to the quench. It is likely that for the systems in
Refs. [30, 31], the quench did not change the samples in
a significant way for the expectation values of observables
that were calculated. However, as the simple example of
the 1D TFIM shows, it is impossible to know a-priori
whether a system will be susceptible to the slowness of
the quench, and hence extreme care must be taken when
interpreting results from the variable annealing schedule
as ‘measurements-in-the-middle.’ We therefore conclude
that currently available quantum annealing devices are
not well posed to function as substitutes for quantum
Monte Carlo simulators.
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Appendix A: The D-Wave 2000Q Quantum
Annealing Processor
Our experimental results are generated by a D-Wave
2000Q Quantum Annealing Processor (DW), located at
NASA Ames Research Center. Quantum annealing [47–
51] is a metaheuristic for solving certain types of dis-
crete optimization problems. Drawing inspiration from
simulated annealing, it uses quantum fluctuations to en-
courage exploration of the solution space of an Ising-type
problem Hamiltonian,
HIM =
∑
i,j
Ji,jσ
z
i σ
z
j +
∑
i
hiσ
z
i . (A1)
When the solution to a problem of interest can be en-
coded as the ground state (GS) of HIM and initializing
the system in the known GS of a different Hamiltonian,
we can make use of the adiabatic theorem [11] to pro-
vide a guarantee that the GS can be reached with high
probability for a sufficiently slow interpolation.
In the case of our annealer, the system is initialized
in the GS of a transverse-field driver Hamiltonian Hd =
−∑ni=1 σxi , and evolved through time by decreasing the
strength of Hd while increasing that of HIM. The time-
dependent Hamiltonian is:
H(s) = A(s)Hd +B(s)HIM, (A2)
where s = t/ta is a dimensionless time parameter and ta
is the total annealing time. A(s) and B(s) determine the
respective strengths of the driver and problem Hamilto-
nian (Fig. 7), with A(0) B(0) and A(1) B(1).
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FIG. 7. Strengths of the driver and problem Hamiltonians
as functions of the dimensionless time parameter s, shown in
units of h = 1.
The D-Wave 2000Q processor consists of a lattice of
niobium superconducting quantum interference device
(SQUID) qubits operating at a temperature of approx-
imately 12mK, and connected according to a Chimera
architecture [52, 53]. Chimera graphs are made up of
smaller unit cells, which can be repeated in two dimen-
sions to achieve graphs of different sizes. Each cell is a
complete bipartite graphK4,4, where a qubit is connected
to four others within its cell and two more in adjacent
cells. The Chimera graph CL is obtained by arranging
the unit cells in a square pattern with L cells per side.
The processor we are using features a C16, with a total
of 256 cells and 2048 qubits (although a few are inopera-
tive due to fabrication issues). Its complete connectivity
graph is shown in Fig. 8.
Appendix B: Reverse Annealing Protocol
For our ‘reverse’ anneal protocol, the system is initial-
ized in a classical state (each qubit is either in a com-
putational one or a computational zero state) chosen at
random at s = 1. We then anneal backwards from s = 1
to s = sp at a rate of 0 <
(
ds
dt
)
i
< 1µs−1, pause for a time
tp and quench to s = 1 at a rate of
(
ds
dt
)
f
= 1µs−1. A
diagram for this protocol is shown in Fig. 9. For each sub-
sequent anneal, we use the configuration returned from
10
FIG. 8. The quantum annealer hardware adjacency graph, a
16×16 Chimera graph. The nonworking qubits are not shown
here.
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FIG. 9. Diagram of the reverse annealing schedule s(t), show-
ing the initial anneal to sp, performed at a rate
(
ds
dt
)
i
, a pause
of length tp and the final quench, performed at a rate
(
ds
dt
)
f
.
The durations of the three parts are not to scale.
the previous anneal as our initial state. Presumably do-
ing so instead of initializing with random state decreases
the thermalization time [30].
A key difference between the forward and reverse an-
nealing protocols is that for a sufficiently large sp the
reverse annealing protocol avoids crossing the minimum
gap encountered during the forward annealing proto-
col. This can help reduce transitions to excited states,
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FIG. 10. Expectation value for HIM for n = 138 and sp = 0.2.
Solid blue curve corresponds to QMC prediction, dashed or-
ange curve corresponds to the Ising GS energy, and data
points correspond to the experimental results using the re-
verse annealing protocols. Error bars correspond to the 95%
confidence interval calculated using a bootstrap over the 100
gauges.
which are more likely to happen when the spectral gap
is smaller.
To allow the system to reach its steady state, we use
increasing effective total time (ttot), defined as the prod-
uct of the number of anneals na times the pause time
per anneal (ttot = natp). There are upper limits for both
the time per anneal (≤ 2 ms) as well as the overall to-
tal time (≤ 3000 ms). We choose a long pause time of
tp = 1900µs, and only vary the number of anneals na,
in contrast with the forward annealing protocol where
na was fixed and a range of tp explored. Note that the
maximum ttot is the same for both protocols.
We show the results for sp < s∗ in Fig. 10 and the
results for sp > s∗ in Fig. 11.
We see little difference between the forward and reverse
anneal protocols for sp < s∗, which is consistent with
the system thermalizing rapidly in this transverse-field-
dominated regime [42], but we do find some quantitative
differences for sp > s∗, which appear to become more
pronounced away from sp = 0.6. The dependence on the
annealing protocol is likely due to two different effects:
i) the forward protocol must go through the minimum
gap in order to reach s = sp while the reverse protocol
never does, and ii) the varying initial condition of each
anneal for the reverse anneal. We see that for sp ≤ 0.7,
the reverse annealing protocol appears to reach lower av-
erage energies than the forward annealing protocol, but
for sp = 0.8, the dynamics are likely too slow for it to
have reached its steady state value.
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FIG. 11. From top to bottom, 〈HIM〉 comparison between
experiment and theory for n = 138 and sp = 0.5, 0.6, 0.7 and
0.8. Solid blue curve corresponds to QMC prediction, dashed
orange curve corresponds to the Ising GS energy, and data
points correspond to the DW results using the forward anneal-
ing protocols. Error bars correspond to the 95% confidence
interval calculated using a bootstrap over the 100 gauges.
−20
−15
−10
0 400 800 1200 1600 2000
tp (µs)
−140
−135
−130
〈H
IM
〉
QMC
GS
DW
FIG. 12. At sp = 0.2, the n = 138 frustrated chain exhibits
similar behavior to the non-frustrated case. While QMC cal-
culations show 〈HIM〉 far from the GS of HIM, experimental
results match what we would find at a much later point in the
anneal.
Appendix C: Frustrated Chains
We repeated the study reported on in the main text
using frustrated Ising chains. The two models are iden-
tical except that while the nonfrustrated model can be
mapped to couplers having Ji,i+1 = −1 ∀ i, in the frus-
trated case one of the couplings is antiferromagnetic and
equals +1. In this case, the GS configuration cannot sat-
isfy all edges; it is 2n-degenerate, with E0 = −n+ 2. We
find that for this model as well the results and conclusions
are qualitatively very similar to the non-frustrated ones,
with 〈HIM〉 very far from the value obtained through
QMC before the minimum gap (see Fig. 12).
Appendix D: Effect of Temperature
The D-Wave 2000Q device operates at a temperature
of approximately 12mK which is the value we used in
our QMC simulations. However, temperature is not di-
rectly measured during the experiment, and fluctuations
could have an effect on our measurements [54]. To elim-
inate fluctuations in temperature as a possible source of
discrepancy, we repeat the simulations for a range of tem-
peratures, and confirm that the change in 〈HIM〉 is mini-
mal and does not correspond to the behavior we observe
experimentally, especially the low 〈HIM〉 value early in
the anneal (Fig. 13).
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FIG. 13. QMC results for the n = 138 chain at different tem-
peratures are shown, with very slight differences within the
range of temperatures at which the annealer could potentially
operate.
