Abstract. We consider a complete filtered Rota-Baxter algebra of weight λ over a commutative ring. Finding the unique solution of a non-homogeneous linear algebraic equation in this algebra, we generalize Spitzer's identity in both commutative and non-commutative cases. As an application, considering the Rota-Baxter algebra of power series in one variable with q-integral as the Rota-Baxter operator, we show certain Eulerian identities.
Introduction
Let k be a commutative ring and R be a k-algebra. For a fixed λ ∈ k assume we have a linear operator P : R → R satisfying P (x)P (y) = P (xP (y)) + P (P (x)y) + λP (xy) (1) for all x, y ∈ R. Then (R, P ) is a Rota-Baxter algebra of weight λ, and P is called a Rota-Baxter operator of weight λ. There are plenty of examples of Rota-Baxter algebras in different mathematical areas. The R-algebra of analytic functions C ω (R) on the real line, with the integral operator is a R-B algebra of weight 0 (see section 2 for more details). Also the algebra of linear operators with the integral operator is a non-commutative R-B algebra of weight 0. The algebra of formal power series in variable t with rational coefficients Q [[t] ], with the q-integral is a Rota-Baxter algebra of weight 1 (see section 4) [13, 9] . The algebra of sequences (a n ) with values in k and the partial sum operator P (a 1 , a 2 , · · · ) = (a 1 , a 1 +a 2 , a 1 +a 2 +a 3 , · · · ) is a Rota-Baxter algebra of weight −1 [2, 13, 9] . The algebra of functions ϕ(t) = ∞ −∞ e itx dF (x), where F : R → R is a function of bounded variation such that lim x→−∞ F (x) = F (−∞) exists, with an operator P (ϕ)(t) = ∞ 0 e itx dF (x) + F (0) − F (−∞) is a Rota-Baxter algebra of weight −1 [15, 9] . Many other examples can be found in [13, 15, 9, 12] .
Among many interesting results concerning Rota-Baxter algebras (see a monograph [9] ) there is a founding one, Spitzer's identity
where a ∈ R. The name comes after Frank Spitzer who in 1956 gave expression for the characteristic function of a class of random variables using combinatorial tools [16] . Four years later Glen Baxter [2] realized that the identity given by Spitzer can by obtained using integral operator satisfying (1) . Actually he proved the above identity for any operator satisfying (1) in a given algebra, and then applied this result for the above mentioned Rota-Baxter algebra of functions ϕ. During the next forty years the result of Baxter has been discussed in a narrow range and the greatest contribution has been made by Gian Carlo Rota [13, 14, 15, 12] , Pierre Cartier [4] , John F.C. Kingman [10] , Frederic V. Atkinson [1] , and a few others. The big breakthrough has been started in 2000 by Li Guo, and later on by his collaborators, who investigate Rota-Baxter algebras in many different directions. From the point of view of this article the most important achievement is a generalization of Spitzer's identity to non-commutative Rota-Baxter algebras given by Kurusch EbrahimiFard, Li Guo and Dirk Kreimer in the context of renormalization in perturbative quantum field theory [5] (see also [7, 9] ). In this article we derive a certain generalization of Spitzer's identity. Namely, for a commutative RotaBaxter algebra (R, P ) of weight λ we show that
if λ ∈ k is not a zero divisor in R, and
if λ = 0. Also for a non-commutative Rota-Baxter algebra (R, P ) of weight λ (assuming λ ∈ k is not a zero divisor in R) we show that
where χ λ is the BCH-recursion introduced in [5] and defined by (14) in section 2. Similarly, for a noncommutative Rota-Baxter algebra (R, P ) of weight 0 it occurs that
where χ 0 is the zero BCH-recursion introduced in [7] and defined by (18) in section 2.
These results are collected in Theorems 1 and 2 and Corollary 2.1 in section 2. They are preceded by the definition of complete filtered Rota-Baxter algebra, certain facts used in the article, and the origin of these results. In section 2 we also post Propositions 1 and 2 containing certain Eulerian identities. In section 3 we prove the two stated theorems, and in section 4 we apply Theorem 1 in the algebra Q[[t]], with q-integral as the Rota-Baxter operator, to show the Eulerian identities stated in the propositions.
Results
We begin by introducing the most important notions and facts about Rota-Baxter algebras (we will follow [9] ). Let k be a commutative ring and R be a k-algebra. If there exist λ ∈ k and a linear operator P : R → R satisfying the Rota-Baxter equation P (x)P (y) = P (xP (y)) + P (P (x)y) + λP (xy) (6) for all x, y ∈ R, then (R, P ) is called a Rota-Baxter algebra of weight λ, and P is called a Rota-Baxter operator of weight λ. If R is additionally commutative, we say (R, P ) is a commutative Rota-Baxter algebra of weight λ. SetP : R → R,P (x) = −λx − P (x).
Then (R,P ) is also a Rota-Baxter algebra of weight λ, as one can easily check. In order to consider the exponential and the logarithmic functions in the algebra we need to assure convergence of series. Therefore we assume R is a filtered algebra, namely for n ∈ N ∪ {0} there exists a non-unitary subalgebra R n ⊂ R such that R = R 0 , R n+1 ⊂ R n , n R n = {0}, and for all n, m ∈ N ∪ {0} we have R n R m ⊂ R n+m . In the filtered algebra we define a metric d : R × R → R given by
We say that an algebra R with filtration { R n | n ∈ N ∪ {0} } is a complete filtered algebra if d is a complete metric on R. We say that (R, R n , P ) is a complete filtered Rota-Baxter algebra of weight λ if R is a complete filtered algebra and P (R n ) ⊂ R n for all n ∈ N ∪ {0}. It is easy to see that for a sequence x n ∈ R n , n ∈ N ∪ {0}, a series ∞ n=0 x n is convergent in R. Therefore, the exponential exp : R 1 → R and the logarithmic log : 1 + R 1 → R functions given by the standard formulas
n n x n are well defined. We will use a well known facts that exp log(1 + x) = 1 + x and log exp(x) = x for all x ∈ R 1 . We are now ready to present results of this article. The most significant identity satisfied in a (commutative) Rota-Baxter algebra is Spitzer's identity introduced first by Spitzer [16] in the probability theory, and then abstract-algebraically described by Baxter [2] and Rota [13] . In a modern language Spitzer's identity can be stated as follows [9] . Let (R, R n , P ) be a commutative complete Rota-Baxter algebra of weight λ such that λ is not a zero divisor of R, and a ∈ R 1 is fixed. Then the equation
has a unique solution
where, here and throughout the article, we use an abbreviation
(so we do not need to assume λ to be invertible in k).
Iterating the equation (7), it is easy to see that
Spitzer's identity is thus
Let us look at a certain example. Let C ω (R) be the R-algebra of analytic functions on the real line,
be the integral operator given by
Using integration by parts formula, it easy to prove that (C ω (R), C ω (R) n , P ) is a commutative complete filtered Rota-Baxter algebra of weight 0. The equation (7) in this algebra reads as
By the Picard iteration of this integral equation we get
On the other hand, differentiating it, we obtain a non-homogeneous non-autonomous linear differential equationḃ
with a well known solution
Observe that Spitzer's identity in (C ω (R), C ω (R) n , P ) is nothing else but comparing these two formulas for b(t). Now, in a commutative complete filtered Rota-Baxter algebra (R, R n , P ) of weight 0, consider the following generalization of the equation (7) 
where a 0 , a 1 ∈ R 1 are fixed. In the special case
Once again, by the Picard iteration we obtain
and on the other hand, differentiating it, we obtain a non-homogeneous non-autonomous linear differential equationḃ
This suggests that the solution of (10) for any Rota-Baxter algebra of weight 0 is
A natural question arise: if this formula can be extended for λ = 0. The answer is positive if we modify a 0 by a factor 1 + λa 1 . We state this result in the following theorem.
Theorem 1. Let (R, R n , P ) be a commutative complete filtered Rota-Baxter algebra of weight λ, and a 0 , a 1 ∈ R 1 are fixed. Then the equation
in case λ is not a zero divisor of R, and moreover the equality (2) is satisfied.
(ii) has a unique solution b = exp(P (a 1 ))P (exp(−P (a 1 ))a 0 ) (13) in case λ = 0, and moreover the equality (3) is satisfied.
As an application of Theorem 1 we show an Eulerian identity. Proposition 1. For 1 = q ∈ Q the following equality holds true
For a non-commutative algebra the theorem must be modified. Following [5, 6, 7, 9] in a non-commutative complete filtered Rota-Baxter algebra of weight λ (λ is not a zero divisor of R) we introduce the BCHrecursion operator χ λ : R 1 → R 1 which is defined as the unique solution of the algebraic equation
for a ∈ R 1 . Here BCH : R 1 × R 1 → R 1 is the celebrated Baker-Campbell-Hausdorff power series in a non-commutative algebra given as the unique solution of
for all x, y ∈ R 1 . The operator χ λ is introduced so that the formula exp(−λa) = exp(P (χ λ (a))) exp P (χ λ (a)) (15) be fulfilled for all a ∈ R 1 . Having χ λ we can state the analogue of Theorem 1 in the non-commutative algebra.
Theorem 2. Let (R, R n , P ) be a (non-commutative) complete filtered Rota-Baxter algebra of weight λ which is not a zero divisor of R, and a 0 , a 1 ∈ R 1 are fixed. Then (i) the equation
has the unique solution
and moreover the equality (4) is satisfied; (ii) the equation
If λ = 0 the theorem must be additionally modified. As was pointed out in [7, 3, 8] the BCH-recursion χ λ reduces for λ → 0 to the Magnus recursion [11] . Namely, for a non-commutative complete filtered RotaBaxter algebra of weight 0 the zero BCH-recursion operator χ 0 : R 1 → R 1 is given by the unique solution of the algebraic equation
for each a ∈ R 1 . Here, ad x (y) = [x, y] = xy − yx is the linear addjoint operator, and B k , k ∈ N, are the Bernoulli numbers. Then the solution of the equation (7) is b = exp(P (χ 0 (a))) [7] , so that exp P χ λ λ −1 log(1 + λa 1 ) reduces to exp(P (χ 0 (a))) in the limit λ → 0. Therefore we can state the following corollary from Theorem 2.
Corollary 2.1. Let (R, R n , P ) be a (non-commutative) complete filtered Rota-Baxter algebra of weight 0, and a 0 , a 1 ∈ R 1 are fixed. Then the equation
and moreover the equality (5) is satisfied.
In the context of the algebra of linear operators, considered by Wilhelm Magnus in [11] , this corollary is quite clear. Indeed, knowing (by Magnus) that the solution of a homogeneous linear equatioṅ
, Ω(0) = 0, it is known that for an inhomogeneous equationḂ
the solution is
Now P defined as in (9) is also a Rota-Baxter operator in the space of linear operators, and one can conclude, as observed in [7] , that Ω(t) = P (χ 0 (A 0 )). Therefore, we see that (21) is equivalent to (19). Integrating (20) (actually using P ) we have Corollary 2.1 for P = P .
Before we end this section let us look at a certain interesting case of the equation (11) . Namely, assume (1 + λa 1 )a 0 = −a 1 , so that a 0 = −(1 + λa 1 ) −1 a 1 , where we abbreviate
In this case formula (2) reads as
By Spitzer's identity the sum on the right side is equal to exp(P λ −1 log(1 + λa 1 ) ). Using this fact we can transform this equality into the following form
This implies that e −P (λ −1 log(1+λa1)) is a solution of an equation
But from Spitzer's identity this equation has also a solution e P (λ −1 log(1−(1+λa1) −1 a1)) . Both formulas coincides since − log(1 + λa 1 ) = log 1 1 + λa 1 = log 1 − λa 1 1 + λa 1 .
This reasoning explains roughly the occurrence of the factor 1 + λa 1 in the first component of the right side of (11) . It is needed because the "inverse dynamics" to the "dynamics" generated by the homogeneous equation
is given by the "dynamics" generated by the equation (23). Observe also that with the above remarks we can say that the solution of the equation (11) is b = cP (da 0 ), where c and d are the unique solutions of the equations (24) and (23), respectively.
It occurs that formula (22) gives another Eulerian identity.
Proposition 2. For 1 = q ∈ Q the following equality holds true
Proofs of Theorems
In this section we prove Theorem 1 and Theorem 2. In what follows we use formula (see [10, 9] )
fulfilled for every u ∈ R, where (R, P ) is a Rota-Baxter algebra of weight λ with the assumption that λ is not a zero divisor of R. On the other hand for λ = 0 we need the following lemma.
Lemma 3.1. Let (R, P ) be a commutative Rota-Baxter algebra of weight 0. Then for every a ∈ R and k ∈ N ∪ {0} we have
Proof. We prove (i) by induction on k. For k = 0 the equality is obvious. Assume
n is satisfied for all n ≤ k. Using the induction hypothesis and then Rota-Baxter formula (6) for x = a(P (a)) k−1 and y = a we get
Using the induction hypothesis twice for both components we obtain
This ends the proof of (i). For (ii) it is enough to use result from (i) and a well known formula
Proof of Theorem 1. First, let us prove the uniqueness of a solution in both cases. (12) is a solution of (11) in case λ is not a zero divisor of R. Let u = λ −1 log(1 + λa 1 ), so that a 1 = λ −1 (exp(λu) − 1). In order to show that (12) is a solution of (11) it is enough to show
Observe that e λu − 1 e P (u) P e −P (u) a 0 = e −P (u) − e P (u) P e −P (u) a 0 .
Then, using (6) for x = e −P (u) − e P (u) and y = e −P (u) a 0 we get
By the definition of exp and formula (25) we compute that P e −P (u) − e P (u) = λ e P (u) − 1 .
Therefore (27) P e λu − 1 e P (u) P e −P (u) a 0 = = λ e P (u) − 1 P e −P (u) a 0 − λP e P (u) − 1 e −P (u) a 0
Since −P (u) − P (u) = λu, it is easy to see that the right side transforms to
This is exactly (26). Finally, it is easy to see that
is a solution of (11). Since n-th component of this sum is in R n+1 , the series is convergent. From the uniqueness of the solution we conclude (2). In order to prove (ii), i.e., that (13) is a solution of (11) for λ = 0 we proceed slightly differently. By Lemma 3.1 (i) and the definition of exp the formula (13) is equivalent to
On the other hand, by iterating the considered equation (11) it is easy to see that
is also a solution of (11) . To complete the proof of (ii) we show, using induction on k, that
For k = 0 on both sides there is P (a 0 ). Assuming the above equality is correct, we show
Using Lemma 3.1(ii) for the second line we conclude that
which is what we want to prove. Finally, the generalized Spitzer's identities (2) and (3) holds true by repeated use of (11).
Proof of Theorem 2. The uniqueness of the solution in both cases comes by the same reasoning as in the proof of Theorem 1. The proof of (i) is also similar to that of Theorem 1. In fact we only need to take care on the order of factors and use formulas
when needed. Note that they both comes from the equality (15) . Let us sketch the proof briefly. As previously, we assume u = λ −1 log(1 + λa 1 ), so that a 1 = λ −1 (exp(λu) − 1) and we want to show
Using (28) we get
Now we do the same as in the previous proof changing P (u) andP (u) into P (χ λ (u)) andP (χ λ (u)), respectively, until we obtain an analog of the equation (27)
Now, using (29) in the second summand and simplifying the right side we get
So we obtain (30). Now, as previously it is easy to see that
is a solution of (16), and since n-th component of this sum is in R n+1 , the series is convergent. From the uniqueness of the solution we conclude (4) . By repeated use of (16) we conclude that if λ is not a zero divisor of R, then the generalized noncommutative Spitzer's identity (4) holds true.
The proof of (ii) is quite the same and we omit it.
Eulerian identities
In this section we prove Proposition 1 and Proposition 2. Let 1 = q ∈ Q. Consider the algebra of formal power series in variable t with rational coefficients Q[[t]], and the q-integral P q :
is a commutative RotaBaxter algebra of weight 1 (see [9, Example 1.1.8] ). Take Q[[t]] n as power series of order not less than n, i.e.,
is a commutative complete filtered Rota-Baxter algebra of weight 1. We will use the following Eulerian identity
which is Spitzer's identity (8) in this algebra applied for a = t (see [9, Example 1.3.7] ). In particular, it will be important that
Proof of Proposition 1. Let us compute the outcome of (2) 
Using induction on n it is easy to see that
Summing up these expressions, we get
where the last equality follows from an Eulerian identity (31).
The right side of (2) . The first factor is just the formula (32). According to the second factor, lets compute first exp (−P q (log(1 + t))) = exp P q
In order to compute P q (exp (−P q (log(1 + t))) t) we need the following lemma (it roughly follows from the unproven Example 1.3.8 in [9] ).
Lemma 4.1. It follows that
] be given on the homogeneous polynomials byP q (t n )(t) =
and it is easy to see that it is complete filtered. In this algebra we use Spitzer's identity (8) for a = t. Proceeding like in (34) we obtain exp P q (− log(1 − t)) = ∞ k=0 1 1 − q k t .
By induction on n we also get that From (8) we therefore have
Taking −t instead of t we obtain the formula.
We continue the proof of Proposition 1. Using this lemma and equality (34) we see that P q (exp (−P q (log(1 + t))) t) = P q t(1 + t) 1 + (1 + q n t) .
Changing −t to t, and after simple transformations we conclude that
Proof of Proposition 2. Let us compute (22) Changing t for −t gives the result.
Concluding remarks
In this article we proved a generalization of Spitzer's identity in a complete filtered Rota-Baxter algebra of weight λ. The idea comes from the formula for the solution of non-homogeneous linear differential equation. This suggest that other formulas in Rota-Baxter algebras can also be derived if we imitate solutions of other types of differential equations, like Bernoulli equation, Riccati equation, Abel equation, higher order linear equations, etc.
