The output consensus of multi-agent systems is investigated, where constant communication delay is present and the dynamics of the agents are heterogeneous. Based on the networked predictive control scheme, the distributed consensus protocol with dynamic output feedback controller is designed, and the sufficient conditions of the output consensus are obtained. Numerical examples illustrate the effectiveness of the proposed method.
Introduction
The fast development of embedded computation and wireless communication in recent decades have enabled and popularised a new control structure where multiple relatively independent devices could work together for some single objective, thus the name 'multi-agent systems' (MASs). Practical examples of such a control structure can be seen in multi-robot systems, multi-satellite systems, air vehicle formation, underwater vehicle queue and so on. For this new control structure some theoretical challenges are yet to be solved.
Recently, one often discussed topic for MASs is 'consensus', the theoretical framework of which was first proposed by OlfatiSaber and Murray [1] . Following the line considerable works have been reported, mainly for homogenous MASs where each agent has the same dynamics. For instance, stabilisability and consensus of homogeneous MASs described by a positive state-space model are investigated in [2] . A robust control approach for an observertype protocol is presented by virtue of low-gain and high-gain techniques in [3] . However, many practical systems should be modelled in the heterogeneous fashion in reality, since there is often no way to assume the same dynamics for each agent. However, unlike its homogeneous counterpart, heterogeneous MASs still face many challenges.
As is known to all, communication delay is something that the system cannot avoid [4] [5] [6] , and yet time delay can degrade the control performance greatly or even destabilise the system. Time delay has been discussed widely in other related research field like networked control systems; for the consensus of homogeneous MASs with time delay, some reports can also been seen [7] [8] [9] [10] , but the combination of heterogeneous MASs and time delay still needs some good effort. Indeed, there could be two types of philosophies in the face of time delays, either 'passively acceptant' [11, 12] , or 'actively compensative' [13, 14] . For the former, one can refer to [15] which uses the relatively delayed and periodical intermittent information of neighbour agents, to [16] where MASs without exact knowledge of the network topology, and many others. For the latter, one can refer to, e.g. [17] which uses model predictive control, [18] which discusses the role of the sampling interval, [19, 20] which proposes a decentralised predictive mechanism, [21] which presents event-triggered control, and so forth. One point is worth mentioning that distributed model predictive control is a representative model predictive control schemes. Li et al., for decoupled non-linear systems, proposed receding horizon control (RHC) algorithm to achieve optimal control performance and handle system constraints more efficiently. The RHC strategy is that the consensus protocol for each agent at each step is generated by solving an optimisation problem, in which the arguments for optimisation are a sequence of control variables, including the control variable at current time step and the predicted ones in several future steps. For example, Li and Yan [22] report the preliminary result for the MASs with linear time invariant dynamics. Li and Shi [23] address bounded communication delays by using the robustness constraint and by designing the waiting mechanism, then analyse the feasibility and stability issues. Literature [24] is extended to deal with large-scale non-linear systems with disturbances and communication delays simultaneously. In these works and some others [25] [26] [27] [28] , people begin to realise that the predictive based methodology can be an effective way to actively compensate for the delay and therefore has received much attention.
Inspired by the above discussion in this work, we consider the protocol design and output consensus analysis of discrete-time heterogeneous MASs with delays. A novel distributed protocol is proposed to actively compensate for the constant communication delay with a dynamic output feedback controller. Consensus analysis is also conducted.
The main contributions of this paper can be summarised as follows. First, compared with the works in [11, 12, 15, 16] , we put forward the networked predictive control scheme to compensate delays actively, where an observer is used to predict the forward step based on the obtained time-delay information, then according to the structure of the system model, the information of the next time is predicted until the information of the current time. Second, the problem of state consensus for MASs with heterogeneous dynamics has been investigated in [14, 29] , which have the same dimensions of the state, control input and measured output, respectively. In this paper, we address further the output consensus problem of heterogeneous MASs, where dimensions of the states and control inputs can be different for the dynamics systems except for the dimension of measured outputs. Third, the communication network with a constant time delay is studied in this manuscript, but the proposed method also applies to MASs with the bounded and time-vary communication delay. Therefore, this manuscript also give a method to deal with bounded and time-vary delay.
The paper is organised as follows. The protocol design and consensus analysis are given in Section 2. Numerical examples are provided in Section 3. Concluding remarks are drawn in Section 4.
Notations:
The sets of non-negative integers, real number and complex number are denoted by ℤ + , ℝ and ℂ, respectively. M m, n (F ) is the set of all m-by-n matrices over a field F and M n, n (F ) is usually abbreviated to M n (F ) 
is denoted by and defined as
0 represents zero matrix with the appropriate dimension, and 1 N denotes a N-dimension column vector with all entries being one. diag( ⋅ ) represents a block-diagonal matrix.
Protocol design and consensus analysis

Protocol design
Consider an MAS with N heterogeneous agents, and the dynamics of agent i is described by the following linear discrete-time system:
where
are the state, control input and measured output of agent i, respectively;
, n i are constant matrices. τ is the transmission delay which is assumed to be constant and bounded. φ xi ( ⋅ ), φ ui ( ⋅ ) and φ yi ( ⋅ ) are the initial state, initial control input and initial output, respectively. Information exchange between agents in MASs can be modelled by fixed and directed topology. Regarding the above N agents as nodes of a digraph, the communication relationship among agents in (1) can be conveniently represented by a weighted digraph G = (V, ℰ, A) with the set of nodes V = {1, 2, …, N}, set of edges ℰ ⊆ V × V, and a non-negative weighted adjacency matrix A = [a i j ] ∈ M N (ℝ) where a ii = 0 for all i ∈ V. The directed edge (i, j) ∈ ℰ means that agent j can receive the information from agent i; if this is so, then agent j is called the sub-node, and agent i is the parent node. For agent i, agent j is its neighbour if (i, j) ∈ ℰ, and the set of all its neighbour nodes is denoted by
If there exists a directed path from node i to node j, then node j is said to be reachable from node i. The set of all reachable nodes to node i is denoted by
Obviously, all the row-sums of ℒ are zero, which implies that ℒ has always a zero eigenvalue corresponding to the right eigenvector 1 N . For more information on graph theory, the reader is referred to [30] .
The concept of state consensus can no longer exist for heterogeneous MASs, since even the dimensions of the agents states can be different. On the contrary, output consensus, i.e. lim t → ∞ ∥ y i (t) − y j (t) ∥ = 0, ∀ i, j = 1, 2, …, N can be more desirable, and is the topic to be discussed in this work.
In this paper, there exists a constant communication delay among agents. So not current data but delayed data can be received from other agent. If the protocol is designed by using delayed data, the performance and effect of MASs can be unsatisfactory so that prediction-based approach is exploited to overcome communication delay actively. As agent i receives information from agent j ( j ∈ {i} ∪ N i * ) with time delay τ, in order to overcome the effect of the network delay, based on the output data of agent j up to time t − τ, the state predictions of agent j from time t − τ + 1 to t are constructed as follows:
are the one-step ahead state prediction and the input of the observer at time t − τ, respectively.
is the state prediction of agent j at time t − τ + d on the basis of the information up to time t − τ, and
We design the following protocol:
is the output prediction difference between agent i and agent j, φ zi (t) is the initial state of the protocol. Â i , B i , Ĉ i , D i , F i and Ĥ i are matrices to be designed, i = 1, 2, …, N.
Consensus analysis
Definition 1: For discrete-time MASs (1), protocol (3) is said to solve the consensus problem if the following conditions hold:
where e i (t) = x^i(t | t − 1) − x i (t) is the one-step ahead estimate error. Let (A 1 , A 2 , …, A N ) ,
From (1), the system state can be expressed by
Combining (4) and (5) yields
Substituting (6) and (7) into (3) derives
The closed-loop system can then be described as
Then
and
T , l i is the ith row of Laplacian matrix ℒ. Theorem 1: Consider discrete-time MASs (1) with fixed and directed topology. Protocol (3) solves the output consensus problem if the following conditions hold:
T and ℒ is the Laplacian matrix of digraph G. Proof: It follows from condition (a 2 ) that there exists
From (a 3 ), take B i such that B i C i = 0, i ∈ V. (9) and (10) is reduced to
Then, the compact form of closed-loop systems is as follows:
As δ(t) = Ry(t), the generalised closed-loop system can be described as
It follows from condition (a 4 ) that Γ is Schur, so system (13) 
where ℒ is the Laplacian matrix of digraph G. Proof: From Lemma 1, Γ in (11) is Schur if and only if 
The proof is completed. □
(i) (a 1 ) and (a 2 ) in Theorem 1 hold;
T and ℒ is Laplacian matrix of digraph G. Proof: From (10) and condition (ii)
Combining (12) and (14) yields generalised closed-loop system as follows:
where 
has a solution, and the general solution is
can be constructed as
In particular, when communication network has not time delays, protocol (3) is reduced to
where ζ i (t) = ∑ j ∈ N i a i j Δy i j (t), Δy i j (t) = y j (t) − y i (t) is the output difference between agent i and agent j. For discrete-time MASs (1) without network delay, protocol (16) is said to solve the output consensus problem if lim t → ∞ ∥ y i (t) − y j (t) ∥ = 0 and lim t → ∞ z i (t) = 0, i, j ∈ V . Similar to the above analysis, the augmented system with (16) is ξ(t + 1) = Γξ(t), where
T and Γ is still defined as (11) . Similar to the above proof of Theorem 1, the following result can be readily obtained. The interconnection among the four agents is described by G in Fig. 1 and the adjacent matrix 
is detectable, for an arbitrary positive definite matrix Q i , discrete-time algebraic Riccati equation
Then, feedback gain matrices can be obtained as follows: The interconnection among the four agents is described by G in Fig. 5 and the adjacent matrix 
