We discuss a model for computing the chemical reactions occuring among air pollutants and predict their dispersion in the atmosphere. We consider a parallel implementation on the CRAY T3D, using up to 128 processors. Load balancing is the main technical di culty to obtain a good e ciency. We propose a performance model and check its validity.
Introduction
A better control and understanding of atmospheric pollution phenomena more and more rely on numerical models and large scale computer simulations.
Due to the large number of chemical and physical processes involved, an air quality simulation requires a considerable computing power. The run time of a realistic model on a high-end workstation can be prohibitive: more than one day for a 24 hours prediction.
In this paper we propose a parallelization of such an air pollution code and show the bene t of having many processors cooperate to the solution.
We rst present our model. All these data are obtained from measurement by weather stations or by using topographical maps.
The second part of the paper is devoted to the parallelization methodology and the load balancing strategy. We give an analysis of the performance we have achieved on p processors.
Model description 2.1 Gas phase mechanism
The chemistry mechanism used here is the condensed LCC mechanism 1]. The original gas phase mechanism was developed to represent the photo-oxidation of non-methane organic compounds and nitrogen oxides in urban-scale air quality simulation models. In order to model the chemical reactions of a complex mixture of organic compounds, 12 lumped organic precursors are used. The gas phase chemical mechanism has been expanded 2] in order to treat explicitly the biogenic emissions and fuel additives. Two aerosol species are introduced to take into account the gas phase production of ammonium nitrate 3] and sulfate. The modi ed LCC gas phase chemical mechanism was successfully used throughout a number of photosmog episode simulations 4, 5, 6] and, therefore, is used as a sound basis for the simulations in the parallelized model system. Summarizing, the chemical gas phase system considers 36 gas phase species, two aerosol species, and 9 steady state species. The complete list of species de ned in the gas phase chemical system is given in Table 1 . These species are coupled via 106 gas phase reactions 1].
Condensed aqueous phase mechanism
In order to test the capabilities of massively parallel computations the gas phase chemical mechanism was extended by a simple aqueous phase reaction system.
The liquid phase chemistry is activated for grid cells with liquid water (i.e. 
The arguments 
Chemical solver
The equations describing the interaction between the pollutants in the phase are coupled, non-linear ordinary di erential equations. The vector function S j (t; c j )
is the source function in the ensemble averaged atmospheric di usion equation
for the chemical species concentration c j (eq. (5)), which is a common basis for most air quality models. This can be written as:
Since the chemical module is set up as a column over all vertical levels, In order to solve the chemical reaction system we employ the highly accurate and computational e cient \hybrid scheme " 13] . The hybrid scheme is a predictor-multi-corrector algorithm which classi es the equations as sti or non-sti based on the step-size to characteristic reaction-time ratio. Very rapid reacting species are pre-selected as steady-state species and therefore eliminated from the system of di erential equations. Because the hybrid method is not strictly mass conservative, a built-in feature to reduce the step size if convergence of the solution cannot be achieved is used. No explicit mass conservation technique is applied. In order to optimize the integration with respect to mass conservation and computer time we set the minimum time step for the integration to t min = 5 10 ?6 and the relative error to " = 0:1% With these settings
we have obtained for all species simulated concentrations which di er much less than 1% from a reference solution gained with the LSODE 15] integration mechanism for an integration interval of one hour.
Advection scheme
The operators for advection, L a , is calculated with the Piecewise Parabolic 
where t x v i c x i is the ux of at the face i, and c x i represents the average value which crosses the face i during the time step t:
where c(x) is a polynomial interpolation of a over the grid. Note that the ux depends only on c(x) in the upwind cell. In general, the bar refers to the average quantity over the domain that crosses the face. The subscript i refers to the quantity evaluated at the i face. The interpolation of a high order polynomial can produce local extrema which can lead to over-and under-shooting. In PPM, 
Parallelization
The above di erential equation is solved on a three-dimensional domain which is spatially discretized in cells. The most important part of the computation is the chemistry phase because of the numerical methods that are used (sti equations, multi-step technique). It turns out that this reaction phase involves local information only and can be computed independently for each cell. Thus there is a large degree of parallelism to be exploited because many processors could be used simultaneously to calculate the reaction at various places. Transport and di usion phases, on the other hand, require communications across the processors. However, these are regular and local communications which do not prevent the scalability of the application.
Here we consider an implementation on the CRAY T3D installed at EPFL, using the message passing programming model. The CRAY T3D is a distributed memory architecture which contains 256 DEC-alpha processors, each with 150 M ops and 64 Mbyte of memory. The total peak performance is 38 G ops.
Communications among the processors are done through an interconnection network with the topology of a 3D torus.
Data decomposition
We Since the transport and di usion phases require full synchronization of the PEs, the processors with less work have to wait for those having more computations, thus leading to an important loss of e ciency.
A typical example of an uneven water distribution is shown in gure 2. a: PE 1 has 39 aqueous columns while PE 2 and PE 3 have only 18 and 3, respectively.
The last PE has none of them. Figure 2 . b shows the di erence of run time incurrred by this situation.
Load balancing
To remedy the above problem, we consider a dynamical load balancing algorithm. The strategy consists of distributing the columns with water on the processor which are less loaded, so that aqueous chemistry is shared among the PEs in a fair way. The transport phase, on the other hand, still requires the initial cartesian decomposition.
For the chemistry phase, each PE counts how many aqueous columns it contains. It sends a list of these columns to a master PE, arbitrary chosen.
This master deduces the total quantity of aqueous columns and computes a new, balanced distribution of these columns. To communicate this new work distribution, the master performs a one-to-all personalized communication so that:
Overloaded processors receive the columns they no longer should compute and the addresses of the PEs these columns must be sent to.
The other processors receive the list of extra columns they will have to compute and wait until all of them are received.
Once all columns have been computed, the extra columns are sent back to their owner so that the transport step can be performed.
In the case described in gure 2 there is total of 60 aqueous columns and, ideally, each PE should get 15. As shown in gure 3, the master decides to give 12 PE 1 's columns to PE 3 , and 12 PE 1 's columns plus 3 PE 2 ' columns to PE 4 .
A good load balancing is achieved with an overhead which does not exceed a small percentage of the total computation.
Performance: the bene t of parallelism
This section presents a performance model describing the run time of our parallel implementation for the data decomposition presented in section 3.1.
Let a be the overall local CPU time for each cell (including the computation devoted to transport, gaseous and aqueous chemistry) and b the communication time between cells, which is incurred by the transport step. This latter value is typically related to the parallel overhead. Because of our load balancing scheme,
we assume in what follows that the total load is fairly shared across the PEs.
We can express the sequential computing time as T seq = aLlh. The parallel run time can be estimated as
where ( 
