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An appropriate channel model is required to evaluate the performance of 
different physical (PHY) layer designs. However, there is no known space-time 
millimeter wave channel model that could benefit the use of directional antennas that 
is applicable in environments with lots of reflections such as residential or office. The 
millimeter wave signal strength is subject to temporal and spatial variations. The 
focus of the first part is the investigation of the characteristics of the millimeter wave 
propagation model. By analyzing measurement data of millimeter wave channels for 
indoor environments, space-time clusters are identified, and intercluster statistics for 
millimeter wave propagation are calculated. Correlation of the identified space-time 
clusters to the propagation environment is determined. In the second part, the 
effectiveness of the ray-tracing method in creating channel realizations in the 
intercluster and intracluster levels for millimeter wave indoor environments is 
  
validated. In the third part, a protocol to establish an optimal directional link between 
two nodes equipped with directional antennas is presented. The correctness of the 
protocol for different scenarios is illustrated using a ray-tracing tool.   
Then in the forth part, a Directional MAC (D-MAC) for supporting millimeter wave 
technology exploiting directional antennas is presented. The D-MAC is compatible 
with the current IEEE 802.15 MAC of WPAN, and it has backward compatibility to 
support devices which are not equipped with directional antennas.  Finally, a 
directional neighbor discovery algorithm is presented which does not require time 
synchronization or any location information of communicating nodes. This means 
two nodes equipped with directional antennas can discover and communicate with 
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Chapter 1: Overview 
1.1       Our contributions 
In the first part of this dissertation, by analyzing measurement data of 
millimeter wave channels for the indoor environment, space-time clusters are 
indentified. Intercluster statistics for millimeter wave propagation are calculated. 
Correlation of the identified space-time clusters to the propagation environment is 
determined. Knowledge of such spatial distribution of RF energy around the receiver 
in conjunction with directional antennas and appropriate signal processing algorithms 
can lead to systems that provide superior performance by taking advantage of clusters 
location and their corresponding characteristics.  
In the second part, the effectiveness of ray-tracing in creating channel 
realizations in the intercluster and intracluster levels for millimeter wave indoor 
environments is validated. Ray-tracing can be an effective tool to predict millimeter 
wave propagation and especially location of the clusters around a receiver. Ray-
tracing as a prediction tool can be very valuable when designing a system for a 
specific environment or to predict millimeter wave wireless channel characteristics. 
In the third part, a protocol to establish an optimal directional link between 
two nodes equipped with directional antennas is presented. The correctness of the 
protocol for different scenarios is evaluated and illustrated using a ray-tracing tool.  
The established directional link achieves higher signal strength at the receiver; and 




In the forth part, a Directional Medium Access Control (D-MAC) which is 
compatible with the current IEEE 802.15 MAC of WPAN for millimeter wave 
technology exploiting directional antennas is given. The D-MAC can still support 
devices which are not equipped with directional antennas.   
Finally, a directional neighbor discovery algorithm is presented which does 
not require time synchronization or any location information of communicating 
nodes. This means that two nodes equipped with directional antennas can discover 
and communicate with each other using the presented D-MAC. 
1.2 Thesis organization 
The thesis is organized as follows:  
Chapter 2 discusses the space-time behavior of millimeter wave channels. The 
experimental setup is described, and a space-time clean algorithm to remove 
measurement and antenna effects is presented. Space-time kernel density estimation 
and cluster identification are described. The 2-D clustering phenomenon of millimeter 
wave propagation at indoor environments and the influence of geometry on this 
phenomenon are presented. Particularly, the effect of directional antennas with 
various beamwidths at the transmitter on the formation of such clusters is given.  
In chapter 3, the influence of geometry on the clustering phenomenon of a 
millimeter wave channel through the use of a ray tracing tool is captured. It is shown 
that for indoor environments ray-tracing could be an effective tool to predict the 
location of the clusters around a receiver. Chapter 3 presents comparison of ray-




of space-time clusters and the propagation environment are described. Cluster energy 
is also determined. 
In chapter 4, a protocol for establishing an optimal directional link between 
two nodes equipped with directional antennas is given. The underlying philosophy is 
to exploit the information in the spatial distribution of RF energy around both the 
transmitter and receiver, which results in better quality communication links. The 
proposed protocol outlines a methodology to obtain the directions, which the beam 
steering algorithms at the receiver and transmitter should use. The established 
directional link achieves higher signal strength at the receiver; and therefore, a more 
reliable link can be expected. Ray-tracing results to validate the correctness of the 
protocol are presented.  
In chapter 5, a D-MAC which is compatible with the current IEEE 802.15.3 
MAC to support millimeter wave technology exploiting directional antennas is 
presented. The basic functionality and structure of the current IEEE 802.15.3 MAC 
are reviewed. The impacting factors of millimeter wave technology on MAC are 
discussed. In addition, limitations of the current IEEE 802.15.3 MAC to support 
directional antennas are presented. Then, the new designed structure and basic 
operations of D-MAC are described, and modified frames of D-MAC are introduced. 
The directional neighbor discovery algorithm based on directional link establishment 
protocol is given. It is based on actual antenna patterns, and it does not require prior 
arrangements between communicating nodes. Integration of the directional link 
establishment algorithm into the D-MAC, and backward compatibility of the D-MAC 




Chapter 2: Space-time behavior of millimeter wave channels 
2.1 Motivation 
Millimeter wave technology is becoming increasingly important in many 
military and commercial applications. Remote sensing, radio astronomy, passive 
imaging, radar and high data rate communication are among these applications. To 
establish a high data rate communication link between two nodes, acceptable Signal 
to Noise Ratio (SNR) at the receiver is required. However, due to the high 
propagation path loss and signal attenuation that is associated with the millimeter 
wave signal, it is extremely valuable to have knowledge of how millimeter wave 
signals propagate in the environment. Such information along with appropriate 
antenna technology could enable a system to maximize the quality of the received 
signal and therefore, achieve higher throughput.   
Indoor environments create challenging multipath propagation scenarios with 
significant time and angular spread. Joint temporal-angular clustering phenomena 
have been observed at frequencies commonly used in wireless networks and 2-D 
statistical channel models have been proposed based on such phenomena [1], [2]. 
However, at millimeter wave frequencies, and to the best of our knowledge, no 
reports have been made for such clustering behavior. The clustering of arrival rays 
can have a significant impact on channel capacity. Un-clustered models tend to 
overestimate the capacity if the multipath components are indeed clustered [10]. 
Considering the angular (i.e. spatial) aspects of indoor channels is extremely 
important for systems employing multiple antennas. Millimeter wave wireless 




of such array antennas makes them amenable to practical implementation. Knowledge 
of cluster locations is especially useful for such systems as it could be exploited by 
various spatial diversity combining or beamforming algorithms to enhance the 
system‟s performance.  
The objectives of this study are the investigation of the 2-D clustering 
phenomenon of millimeter wave propagation (60 GHz) in indoor environments and 
particularly characterize the effect of directional antennas with various beamwidths at 
the transmitter on the formation of such clusters. 
2.2 Large scale channel characterization 
The large scale component is a result of distance-dependent propagation loss 
and attenuation due to large obstacles (i.e., shadow loss) such as walls, floors, 
ceilings, large furniture, etc. These large scale variations are observable over large 
distances (i.e., many meters), and are typically modeled as log-normal random 
variables for outdoor environments. In the following, we briefly introduce path loss 
and shadowing. 
2.2.1 Path loss 
The path loss is defined as the ratio of the received signal power to the 
transmit signal power and it is very important for link budget analysis. Unlike for 
narrowband systems, the path loss for wideband systems such as Ultra Wide Band 
(UWB) or millimeter wave is both distance and frequency dependent [12], [13]. In 
order to simplify the models, it is assumed that the frequency dependence of path loss 
is negligible and only the distance dependence of path loss is considered. The path 
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where PL [dB] is the average path loss and X is the shadowing fading, which will be 
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where d0,  and d denote the reference distance, wavelength and distance, 
respectively. The first component is free path loss at the reference distance and the 
second one is the path loss exponent at the relative distance. The path loss exponent n 
for millimeter-wave based measurements ranges from 1.2-2.0 for LOS and from 1.97-
10 for NLOS, in various different indoor environments.  
2.2.2 Shadowing 
              Due to the variation in the surrounding environments, the received power 
will be different from the mean value for a given distance. This phenomenon is called 
shadowing which causes the path loss variation about the mean value. Many 
measurement results reported in the millimeter-wave range have shown that the 
shadowing fading is log-normally distributed i.e. X[dB] = N (0, L) where X 
denotes a zero mean, Gaussian random variable in unit decibels with standard 
deviation L, which has site specific value. 
The shadowing parameters are calculated under the assumption that the 




movement, measurement results show that the obstruction by humans can be 
significant and ranges from 18-36 dB [14], [15]. Furthermore, the duration of the 
shadowing effect is relatively long, up to several hundreds of milliseconds and this 
duration increases with the number of persons within the environment [14]. 
2.3 Small scale channel characterization 
The small scale components are the result of constructive and destructive 
interference of multiple radio propagation paths (i.e., Multipaths) which arrive at the 
receiver with different propagation delays, strengths and phases [16], [23], [27]. Most 
of the data observed up to now, suggest a two-dimensional clustering phenomenon 
that takes place in millimeter wave indoor channels. Radio frequency energy that 
reaches the receiver travels via multiple paths. These paths seem to form clusters in 
angle and time. A sample 3D plot of the RF signal energy at the particular receiver  
 





position in an indoor environment is shown in Fig (2-1). Another useful way to 
represent this space-time clustering phenomenon is through a 2D image plot as shown 
in Fig (2-2). Axes in the plot represent the time and the azimuth angle of arrival rays.  
A very popular channel model which explains the clustering phenomenon 
observed in the measurement data is based on the extension of the Saleh-Valenzuela 
(S-V) model, [8], to the angular domain (i.e. azimuth). The Channel Impulse 
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where ( )   is the “Dirac” delta function, L is the total number of clusters and lK  is 
the total number of arrival rays within the thl cluster. The scalars ,k la , ,k lt  and lk ,   
 




denote the complex amplitude, Time of Arrival (ToA) and azimuth Angle of Arrival 
(AoA) of the k
th 
ray of the l
th
 cluster. Similarly, the scalars lT  and l  represent the 
ToA and AoA of the l
th
 cluster, which are defined as the ToA of the first arriving ray, 
and the mean of AoA of all arriving rays within the l
th 
cluster.  
In reality, all of the parameters in (1-3) are randomly time-varying functions. 
However the variations are very small compared with the signaling rate and it is, 
therefore, reasonable to assume them to be time-invariant random variables. It is also 
important to note that each of the multipaths in (2-3) will experience distortions due 
to the frequency dependency of the scatterers [2], but this is not accounted for in our 
study due to lack of information.  
The channel model relies on two classes of parameters, namely, intercluster 
and intracluster parameters which characterize the clusters and the arrival rays, 
respectively. From (2-3), { , , }l lL T  and , , ,{ , , , }l k l k l k lK    are classified as the 
intercluster and intracluster parameters, respectively. 
2.4 Experiment setup 
Measurement data for millimeter wave propagation (i.e. 57-64 GHz) are 
difficult to obtain. The difficulty is not only due to the cost of the required equipment 
but also to the manual labor that is needed to obtain many data points by repeating the 
experiments in different scenarios.  In our analysis, we had access to the set of 
measurement data that has been obtained by the National Institute of Communication 
Technology (NICT) of Japan. 
The measurement scenarios are done for two different environments: home 




room, where the transmitter and receiver face-up each other so there is a Line Of 
Sight (LOS) between them. The room is without fixtures; the surface of side walls 
and ceiling are covered with wallpaper; the window is plane glass and the entrance 
door is wooden. Fig (2-3) shows a photo and geometric layout of the room. On the 
other hand, for the office scenario the measurements are taken in an office where No 
Line Of Sight (NLOS) between transmitter and receiver exists. The office room 
contains several desktop computers and desks; the room is made of steel walls, steel                                                                                                                       
            





















































































ceiling and steel floor; the plate glass windows are attached on the walls, the floor and 
the ceiling are covered with carpet and plaster board respectively. Fig (2-4) shows 
geometric layout of the office.  
Using a Vector Network Analyzer model HP8510C, a frequency bandwidth of 
3 GHz with center frequency of 62.5 GHz is scanned with steps of 7.5 and 3.75 MHz 
in LOS and NLOS scenarios respectively. For increasing accuracy and reducing 
possible errors, each stored data point is an average of 128 times of its measurement 
scenario. The table (2-1) represents the detail of measurement setup parameter values. 
 
Table (2-1): Measurement setup parameters 
Environment Home (LOS) Office (NLOS) 
Center frequency 62.5 GHz 62.5 GHz 
Bandwidth 3 GHz 3 GHz 
Frequency steps 7.5 MHz 3.75 MHz 
Number of frequency samples 401 801 
Repeated times in average 128 128 
 
In all the measurement scenarios, the receiver antenna is directional with 3-dB 
beamwidth of azimuth angle equal to 15 degrees but the transmitter antenna is 
changed. In the LOS and NLOS scenarios, four and two different transmitter antennas 
are exploited to collect the experimental data. Omni and directional antennas with 3-
dB beamwidths of azimuth angles equal to 360, 60, 30 and 15 degrees are utilized in 
the LOS scenario, while omni-directional 360 degrees and directional antenna with 




directional antennas have vertical polarization and are located at the height of 1.1 
meters from the floor. The actual patterns of the different antenna gains in the 
azimuth and elevation planes are illustrated in Fig (2-5). 
To measure the angular arrival rays for different utilized antenna pairs, the 
transmitter antenna is always kept fixed but the receiver antenna is rotated clockwise 
from 0 to 360 degrees with 5 degrees steps in the azimuth plane. The details of the 
transmitter and receiver antenna pairs and the rotation steps to collect measurement 
data are given in table (2-2). 
 
Table (2-2): Directional transmitter and receiver antennas 
Scenario 
Antenna Beamwidth Rotation Angles 
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b) 
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Fig (2-5): Antenna patterns for azimuth and elevation planes for: a) Omni-directional antenna; and 




2.5 Space-time clean algorithm 
Although diffuse and scattered multipath components are visible in the images 
of Fig (2-1) and Fig (2-2), most of the propagated energy is highly localized in space 
and time. The measured data at the receiver are affected by the transmitted pulse, 
rotation and beam pattern of the transmitter and receiver antennas. In other words, in 
the measurement scenarios, the rays arriving closely together, from the temporal or 
spatial point of views, are convolved. Particularly, considering the actual receiver‟s 
antenna pattern, illustrated in Fig (2-6), the individual multipath components are 
accumulated in the angular direction while the receiver antenna is turned on each 5 
degrees step of the azimuth angles. We should note that the receiver‟s antenna pattern 
isn‟t a narrow beamwidth (i.e. pencil beamwidth), but it has a nominal 3-dB 



















(i.e. 5 degrees). So by pointing the main lobe of the antenna at any direction, not only 
the arrival rays at the pointing direction but also the multipath components of the 
neighbor angles are accumulated in the provided measured data.      
The measured data are overlapped together and the original measured data set 
are a convolved version of arrival rays. The acquired data samples need to be off-line 
processed in order to statistically model the channel independently from the 
excitation signal and the transmitter and receiver antennas pattern. In order to restore 
the actual multipath components, the measured data should be deconvolved. In 
general the deconvolution process on real-life data is a tough problem and there is 
extensive literature on different applications (e.g. deblurring an image which is 
blurred by a moving object or removal of instrumental effects on measurement data). 
As such, the images shown in Fig (2-1) or Fig (2-2) can be modeled as a collection of 
point sources blurred by a point spread function (PSF) and corrupted by additive 
noise. This assumption reduces the problem of identifying exact times and angles of 
arrival for multipath components to a two dimensional (2-D) deconvolution process, 
which would normally be very difficult in the diffuse source or scattering case [1].  
The PSF or ideal 2-D impulse response of the system was generated by using 
a band limited exciting signal (i.e. 3 GHz) and the receiver‟s antenna pattern. In other 
words, the PSF represents the case where the antennas are perfectly faced - aligned in 
LOS direction - and the excitement pulse is transmitted and received in a well-





 The PSF in the LOS scenario is shown for a time range of 0 to 100 nsec in 
steps of .25 nsec and azimuth angles of 360 degrees with steps of 5 degrees. For 
example the resulting PSF in the LOS measurement scenario is shown in Fig (2-7). 
The sidelobes along the angular axis result from the beam pattern of the antenna, 
while the sidelobes in time result from the effects of windowing and pulse shaping. 
Although the sidelobes are present in both the spatial and temporal domains, it is seen 
that the spatial sidelobes are much stronger than the temporal ones, which causes 
more overlap on the measured arrival rays in the angular direction.  
 
Fig (2-7): Normalized PSF in time and angle domains for the LOS measurement scenario 
 
Because the point spread function is known with reasonable accuracy, the 
deconvolution problem lends itself well to the subtractive CLEAN algorithm [1]. The 
CLEAN algorithm was originally used for processing astronomical images, which are 
also often modeled as groups of point sources convolved with a blurring function. 
The CLEAN algorithm, introduced by [17], assumes that the radio sky can be 




Considering the measurement process and knowing the aforementioned PSF, we 
modified the CLEAN algorithm to fit the nature of the space-time channel data. Our 
clean algorithm is implemented in the following steps: 
1. Normalize the original image, which is named dirty image (i.e. in the dirty 
image divide all the arrival ray strengths by the maximum one).  
2. Find and store the strength, angular and temporal position of the peak ray (i.e., 
of the greatest absolute intensity) in the dirty image. 
3. Shift the peak of the PSF according to the time and angle of the peak ray of 
the dirty image. 
4. Update the dirty image by subtracting linearly in the time and circularly in the 
angular domain, the shifted PSF multiplied by a damping factor.  
5. Go to step (2) unless any remaining peak in the updated dirty image is below 
some specified level. Otherwise save the remaining dirty image as residual. 
6. Build abstract clean image by the stored rays from step (2). 
7. Add the residual to the abstract clean image to build the actual cleaned image  
   The developed clean algorithm is essentially a recursive subtraction of the 
shifted PSF from the dirty image. The highest peak is found; its amplitude, time, and 
angle are stored; the PSF positioned to correspond with the maximum ray of the dirty 
image is built. Then a scaled copy of the shifted PSF is subtracted from the dirty 
image. This process is repeated on the residual image until a predetermined threshold 
(usually corresponding to the noise level) is reached. Also we should note that the 




around in space, so this particular implementation has to take this into account by 
circular subtraction in angular domain, but this wouldn't be necessary for other 
applications.  
2.6 Space-time kernel density estimation 
The space-time clusters in the receiver location are contributed by arrival rays, 
which are strong enough and their intensities are higher than a noise level threshold. 
The arrival rays are 2-D random variables in time and angle. We are looking for a 
method to identify the space-time clusters and to measure the density of the arrival 
rays that contain an unknown number of the clusters with unidentified characteristics 
such as size or location. We developed and utilized a space-time Kernel Density 
Estimation (space-time KDE) method for this purpose. The space-time KDE 
procedure is preferred due to its robustness, simplicity and convenience to identify 
the space-time clusters and to predict the distribution of the arrival rays in the 
temporal and angular dimensions. Especially the space-time clusters become more 
obvious after applying the space-time KDE procedure to the data and the clusters can 
be easily identified by visual inspection. In the following, we first briefly introduce 
the general idea of nonparametric density estimation of a random variable data set. 
Then we explain the space-time Kernel Density Estimation (space-time KDE) 
algorithm.  
In the data set collected by the measurement scenarios, we have time and 
angle of the strong arrival rays which are a realization of 2-D random variables 
( , ) 1,2,...,i it a i N . We want to estimate the 2-D probability density function (PDF) 




of assuming a parametric model of some known distribution, such as a 2-D Gaussian 
distribution, with unknown expectation and variance and trying to find the associated 
parameters; we rather want to be as general as possible. This means we only assume 
that the density exists and is suitable smooth (e.g. differentiable). Then it is possible 
to estimate the unknown density function of the arrival rays.  
2.6.1 Histogram 
One way to estimate the unknown density of arrival rays is using a histogram 
[7]. By selecting an origin 0 0( , )t a  and the bandwidths th and ah for the temporal and 
angular dimensions, the space versus time plane is divided into equal size t ah h  
rectangles. The histogram counts the number of rays falling into each rectangular 
area. Then in a 3-D plot of a histogram, the area of each bar is proportional to the 
number of arrival rays falling into the corresponding rectangle. The choices of origin, 
temporal and spatial bandwidths th and ah  are important; the 3-D plot of the 
histogram depends very much on these tuning parameters. In order to estimate the 
density of arrival rays with less dependency to fine tuning of the origin and 
bandwidths, we require a better estimator. In other words, to smooth out the 
contribution of each arrival ray over its local neighborhood and also to be 
independent of the width and end points of the rectangular area, we adapt a space-
time Kernel Density Estimator (space-time KDE) algorithm which is independent of 




2.6.2 Developing space-time kernel density estimation 
Instead of choosing a rectangle weight function in the histogram estimator, we 
can select a 2-D kernel function ( , )K x y which is nonnegative and integrates to one 
for Kernel Density Estimation. The Kernel Density Estimation (KDE) is a 
nonparametric Probability Density Function (PDF) estimation approach that can be 
applied to a given set of measured data [7], [8]. KDE is a robust, simple and 
convenient method to estimate the PDF of a random variable given its sample 
realization. We have used the two dimensional version of this technique in order to 
estimate the temporal-angular distribution function of the ray arrivals at the receiver. 
Having this distribution function and using an appropriate threshold, all 2-D clusters 
(i.e. temporal-angular) can be easily identified. In other words if 
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where th and ah  are the temporal and angular bandwidths respectively. The 




unknown density ( , )f t a . The positivity of the kernel function ( , )K x y  guarantees a 
positive density estimate ( , )f t a

. Typically, the kernel function ( , )K x y  is chosen as a 
probability density. The smoothness of the density estimate ( , )f t a

 is inherited from 
the smoothness of the kernel function: if the thr  derivative ( , )rK x y exists for all 
( , )t a , then ( , )rf t a

 exists as well for all ( , )t a , which can be easily verified using the 
chain rule for differentiation [6]. 
The kernel function is often selected to be a PDF that is symmetric both in 
time and angle [9]. In our study, we have used the 2-D Normal distribution to be the 
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Using this approach, we have processed the time-angle impulse response of the 
channel obtained through both measurement and simulation.  
2.7 Cluster identification  
 
Different researchers have different definitions of a cluster [20], [21]. Here, 
we define a space-time cluster as an accumulation of arrival rays with similar ToAs 




capacity. Unclustered models tend to overestimate the capacity if the multipath 
components are indeed clustered [10]. This implies that a more comprehensive 
characterization of the clustering and correlation properties is required. 
After applying the space-time KDE algorithm, we can easily identify the 
space-time clusters; find their location, count and size in the temporal and angular 
domains. For illustration, Fig (2-8) shows a sample of identified space-time clusters. 
 



















Fig (2-8): space-time clusters identified by the space-time KDE  
 
The table (2-3) shows the number (l), mean angle ( l ) and arrival time ( lT ) 
of the clusters. We investigate how these intercluster parameters of the millimeter 
wave channel change for the LOS and NLOS scenario. More over, we study the 




Clearly, arrival rays into a cluster don‟t have equal power so we define the effective 
cluster angle as a weighted average of the angles of the arrival rays into the cluster. 
 





Arrival Angle (Degrees) 
l  
Approximate Cluster 
Arrival Time (nsec) 
lT  
1 0 10 
2 -50 15.5 
3 50 15.5 
4 210 25.75 
 
In other words, we first weight each arrival ray based on its power then find 
the average and define it as the effective cluster angle. If the receiver antenna points 
its antenna beamwidth to the effective cluster angle instead of the cluster angle, there 
would be a higher gain in the received signal.  
2.8 Analysis 
One dimensional temporal clustering phenomena have been observed in 
indoor channels and wideband statistical channel models have been proposed 
accordingly. Here, we also observe that arrivals come in few groups (i.e. clusters) 
scattered in different coordinates throughout the time-angle space. These 2-D clusters 
are identified by using the developed space-time KDE and an appropriate threshold 




2.8.1 LOS residential environment 
Fig (2-9 a) displays the clusters obtained by processing the measurement data 
when an omni-directional antenna is used in the residential environment. A total of 7 
clusters are observed in the channel data. The coordinates of these clusters are listed 
in Table 2-4. A cluster time (angle) coordinate is defined to be the median of the time 
(angle) of all arrival rays in that cluster. 
 
Table (2-4): Cluster coordinates for the residential environments 
 
Cluster # Cluster Arrival Angle 
(Degrees) 
Cluster Arrival Time 
(nsec) 
1 0˚ 10 
2 -50˚ 15.5 
3 50˚ 15.5 
4 -74˚ 25.75 
5 74˚ 25.75 
6, 7 (merged) 207.5 0˚, 152.5 0˚ 25.75 
 
 
A comprehensive geometric interpretation of these results can be provided by 
considering the main paths that the RF signal travels between the transmitter and 
receiver [19]. Each cluster formation is the result of a unique path between the 
transmitter and receiver. These paths which include direct LOS and various single-




 There are no clusters due to reflections from the walls behind the transmitter 
or receiver. This is because the transmitter and receiver are positioned at the same 
height and the measuring equipment (e.g. covered by electromagnetic absorbers in 
case of the transmitter) blocks the path of the reflected signal from either wall. 
Similarly, Fig (2-9 b, c) and Fig (2-9 d) display the clusters obtained by 
processing the measurement data when directional antennas with beamwidths of 60, 
30 and 15 degrees are used respectively in LOS scenarios (the residential 
environment). In theses plots „α‟ represents the 3-dB beamwidth of the transmitting 
antenna. It is interesting to observe that as the beamwidth reduces, all clusters that 
occur due to paths outside the beamwidth of the antenna disappear. In other words, if 











































































































Fig (2-9 d): 2-D clusters in the residential LOS environment: d) α=15˚ 
 
of the transmitter antenna, then the corresponding cluster will not be formed at the 
receiver. For α=15˚, only the LOS cluster with minimal delay spread is observed. 
This is consistent with our expectation that as α gets smaller, channel behavior 
approaches an AWGN channel. 
2.8.1 NLOS office environment 
The data from the NLOS office environment was also processed for cluster 
identification. Fig (2-11) demonstrates the clusters that have been identified from the 
measured data. The scattering effect of the furniture and other office equipment in 
this environment causes some spreading in the shape of the clusters. For the omni- 
directional case, a total of 4 clusters are observed in channel data that are the results 







































The coordinates of these clusters are listed in Table (2-5). The direct path 
between the transmitter and receiver, cluster 1, and the arrivals due to the reflection 
from the metal wall, cluster 2, have merged and formed a bigger cluster. The cluster 
3, occurs because of the single reflection from the metal wall behind the receiver. 
 
Table (2-5): Cluster coordinates for the office environments 
Cluster 
# 
Cluster Arrival Angle (Degrees) Cluster Arrival Time (nsec) 
1 0 37 
2 -55 67.5 
3 210 79 
4 178 117.5 
 
Looking at the time coordinates of some of these clusters, a mismatch is 
observed between the results and a geometric calculation based on the RF paths. A 
physical explanation for this discrepancy can be given by noticing the velocity change 
of RF waves as it goes through different materials that exist on its path between the 
transmitter and receiver [13]. In general, the exact coordinates, shape and size of the 
clusters depends on the details of the propagation environments; however, as seen 
here, the locations of the main clusters (i.e. high density) can be reasonably 
approximated by using information about the layout and locations of the transmitter-




The clusters in Fig (2-11) are due to the use of an omni-directional antenna at 
the transmitter. If a directional antenna is used instead, arrivals become more 
localized in  
 


























Fig (2-11): 2-D clusters in the office NLOS environment with TX omni antenna 
 
time-angle space and the cluster‟s sizes are reduced. The RF energy transmission in 
that case is more focused toward certain direction and therefore, the impact of the 
scattering on the ray arrivals is reduced. Fig (2-12) displays the clusters at the 
receiver when a directional antenna with 30˚ 3-dB beamwidth is used at the 







Fig (2-12): 2-D clusters α=30˚ (Office NLOS environnent, directional TX) 
 
2.9 Conclusions 
We have discussed the clustering characteristics of a millimeter wave indoor 
channel and the influence of geometry on this phenomenon. Knowledge of such 
spatial distribution of RF energy around the receiver in conjunction with array 
antennas and appropriate signal processing algorithms can lead to systems that 
provide superior performance by taking advantage of clusters‟ location and their 
corresponding characteristics.  Also, statistical models that contain both angular and 
temporal components of the millimeter wave indoor channel are needed to ensure 




To simplify our analysis and simulations, we have assumed that most of the 
RF energy is confined in the horizontal plane. In other words, 3-D clustering (i.e. 
azimuth, elevation and time) has not been investigated. The complexity of making 




Chapter 3: Comparison of ray-tracing and millimeter wave 
channel sounding measurements 
3.1 Ray-tracing 
3.1.1 Motivation 
Collecting a statistically significant database through measurements for each 
specific channel environment is an overwhelming task. Although in theory 
propagation characteristics of wireless channel could be accurately computed by 
solving Maxwell's equations with the building geometry as boundary conditions, 
clearly this approach is computationally intensive. Alternatively, this database can be 
generated by using simpler propagation models of the wireless channel, validated by 
measurement. Measurement, while essential to validate any other approach, is 
impractical in the scale necessary to cover a wide variety of wireless channel 
environments and system solutions. A prediction tool can be very valuable when 
designing a system for a specific environment or to predict wireless channel 
characteristics. In case of a valid tool, it can also serve, moreover, as a general 
performance evaluation tool, which can be employed to assess a large variety of 
wireless channel characteristics or parameter values. The tool saves on both time- and 
money- consuming installations; and in addition, it provides an environment for 






In our investigation, we utilize the Wireless System Engineering (WiSE) 
package, which is a sophisticated ray-tracing tool developed and verified by Bell 
Laboratories [5], [18]. A symbolic ray-tracing of the WiSE is illustrated in the Fig (3-
1). We exploit WiSE to compare the results of the deterministic ray-tracing 
simulation with empirical measurements obtained by the NICT in both home and 
office measurement scenarios (i.e. LOS and NLOS cases). In addition, we investigate 
the effectiveness of WiSE as a ray-tracing tool in creating wireless channel 
realizations for millimeter wave propagation in indoor environments. In the 
following, we briefly describe the way WiSE traces a radiated wave from a 




















The principal challenge in predicting coverage is to cope with the potentially 
enormous combinatorial complexity of ray-tracing. Naively, each time a radio ray 
intersects a wall; it splits into a reflected ray and a transmitted ray, clearly an 
exponential process on the number of reflections. One simplification is to bind the 
maximum number of allowed reflections. A path from a transmitter to a receiver can 
then be specified by a sequence of reflecting objects. Through improved geometric 
prediction, the computation depends more on the number of useful rays than on the 
exponential number of possible rays. 
  WiSE provides the complex impulse response of the channel by accounting 
for all transmitted as well as reflected rays that arrive to the receiver location after an 
arbitrary number of reflections from environment objects. To calculate the arrival 
rays to the receiver location, the effects of the angle of incidence, the material 
dielectric constant and the transmitter and receiver antenna patterns are considered.  
For each path, WiSE computes the loss according to the free space 
propagation loss, reflection and transmission coefficients and transmitter and receiver 
antenna radiation patterns. A sequence of computations starts with the direct path (i.e. 
LOS), followed by all paths with one-reflection, two-reflections, and so on. WiSE 
computes the reflection and also the transmission coefficients, for each physical 
object, from a multilayer dielectric model, maintaining angle and polarization 
dependencies. An arbitrary path is defined by the sequence of surfaces (walls, floor or 
ceiling) of which the signal must reflect to travel from the transmitting to the 




whether walls, floors or ceilings. WiSE stops calculating arrival rays to the receiver 
after a specified number of reflections or when the amplitude of a reflected arrival ray 
is lower than a threshold. 
3.2 Comparison of ray-tracing results with measurement data 
We have used WiSE to emulate the millimeter wave channel sounding 
experiment described in the previous section. The main difficulty in simulating an 
indoor RF channel is the strong dependence of the received signal on the layout of the 
building and all other obstacles inside (i.e. multipath channel). In particular, all walls, 
windows and other objects that affect the propagation of RF waves will directly 
impact the signal strength and more importantly the directions from which RF signals 
are received. Using ray-tracing will give us the opportunity to mimic the conditions of 
an indoor channel to the possible extend and at the same time provide a geometric 
interpretation of the results. The parameters of the simulation were set to closely 
match both the measurement environments and the process. The precise geometry of 
both the residential and the office environment were entered into the WiSE building 
modeler and in this way, the 3-D layouts of the measurement environments were 
constructed as seen in Fig (3-2) and Fig (3-3).  Here, we have only focused on the 
room where the measurement was conducted and ignored the rest of the building 
layout. The assumption is that the signals that leave the room and bounce back inside 
are too weak to be considered. This is a valid assumption due to the usually high 








Fig (3-2): Ray-tracing residential layout  
To reduce the complexity of the model representing the office environment, 
each row of tables with desktop computers (see Fig (2-4)) has been replaced by a 
wall-type obstacle of appropriate height and attenuation. This was done to re-create 
the NLOS condition between the receiver and transmitter. The radio characteristics of 












materials of all objects in the measurement environments.  3-D Antenna pattern files 
were also created to match the gain pattern of all the antennas used in the experiment. 
       Finally, the measurement process was also re-created in WiSE by rotating the 
directional antenna at the receiver with 5° steps until full 360° coverage was obtained. 
For each direction of the receiver antenna, the frequency range of 61-64 GHz was 
swept by a continuous tone in steps of 7.5.MHz (3.75 MHz for the office) in order to 
generate the transfer function of the indoor channel. The complex two-dimensional 
impulse response of the channel was produced by using the same windowing function 
as in the VNA and then taking the inverse Fourier Transform of the data.  
 
3.3 Space-time clusters and propagation environment correlation 
In this section, the relation between the propagation environments and the 
space-time clusters is investigated. A comprehensive geometric interpretation of these 
results can be provided by considering the main paths that the RF signal travels 
between the transmitter and receiver as well as importing measured Power Delay 
Profile (PDP), and Power Angular Profile (PAP) into the layouts of the LOS and 
NLOS measurement setups (Fig (2-1) and Fig (2-2) in previous chapter). Fig (3-4) 
and Fig (3-5) illustrate the PDP of the arrival rays at the LOS direction and the PAP 






















PDP for LOS direction Tx:360 Rx:15 Home
 
Fig (3-4): PDP of LOS arrival ray for TX: 360˚ and RX: 15˚ at LOS scenario 
 
 
























The one dimensional temporal clustering phenomenon has been observed in 
indoor channels and wideband statistical channel models have been proposed 
accordingly [8]. Here, we also observe that arrivals come in few groups (i.e. clusters) 
scattered in different coordinates throughout the time-angle space. These 2-D clusters 
are identified by using the KDE and an appropriate threshold representing the noise 
floor of the receiver. Fig (3-6) and Fig (3-7) display the clusters obtained by 
processing the measurement and simulation data when an omni-directional antenna is 
used in the residential environment. In general, strong resemblance in cluster shape 
and location is observed between the results derived from measurement and 
simulation. 
 













































        
Fig (3-7): 2-D clusters identified from simulation data in the residential LOS 
environment 
The ray-tracing simulation displays 9 clusters of arrivals at the receiver. The 
coordinates, of these clusters are listed in Table (3-1). Each cluster formation is the 
result of a unique path between the transmitter and receiver. These paths, which 
include direct LOS and various single-reflected and double reflected signals, have 
been graphically identified in Fig (3-8). Clusters 1 through 7 are also present in the 
measurement data with the exception that the clusters 6 and 7 have been merged and 
form a bigger cluster. Clusters number 8 and 9 which are the results of the reflection 
from the wall behind the receiver and transmitter respectively, are not present in the 
measurement data. This is due to the fact that the receiver and transmitter are 




electromagnetic absorbers in the case of the transmitter) blocks the path of the 
reflected signals from the back-wall. Such equipment does not physically exist in the  
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simulation; and therefore, these clusters form as a result of the reflection from both 
walls. We have also investigated the distribution of rays within a cluster in both 
measured and simulated data. Two types of distribution can be obtained: relative ray 
angle and time of arrival. The term relative indicates the angular or temporal 
displacement with respect to the cluster coordinates.  
Fig (3-9) displays the distribution of the relative angle of arrivals for both 
measured and simulated data. Similarly, Fig (3-10) shows the distribution of the 
relative time of arrivals for both measured and simulated data. A close match for ray 




The data from the NLOS office environment was also processed for cluster 
identification. Fig (3-11) and Fig (3-12) demonstrate the achieved clusters for the 



























































Fig (3-9): Distribution of the relative angle of arrivals 
 
equipment in this environment, which cannot be accurately modeled by the ray-
tracing tool, causes some differences in the shape and in some cases location of the 
clusters. Again, in general, 4 clusters are observed that are the results of the LOS and 
single-reflected paths. The clusters due to the reflection from the metal wall and the 
direct path between the transmitter and receiver have merged and form a bigger 
cluster in the measured data. As mentioned before, this is caused by the scattering 
effect that all the furniture in the office generates. The other two clusters occur 
because of the single reflection from the wall with glass windows and the wall behind 




observed between the results of the simulation and measurement. A physical 
explanation for this discrepancy can be given by noticing the velocity change of RF 
































Fig (3-10): Distribution of the relative time of arrivals 
waves as it goes through different materials that exist on its path between the 
transmitter and receiver [9]. In general, the exact coordinates, shape and size of the 
clusters depends on the details of the propagation environments. However, as seen in 
this study, the locations of the main clusters (i.e. high density) can be reasonably 
approximated by the ray-tracing tool.  
       The clusters in Fig (3-11) and Fig (3-12) are due to the use of an omni-directional 
antenna at the transmitter. If a directional antenna is used instead, the resemblance of 




























Fig (3-11): 2-D clusters identified from the experiment in the office NLOS 


















Fig (3-12): 2-D clusters identified from the simulation in the office NLOS 




increased. The RF energy transmission in that case is more focused toward certain 
direction and the impact of the scattering phenomenon on the ray arrivals is reduced. 
3.4 Cluster energy 
We have also investigated the energy distribution among the clusters in both 
residential and office environments. The normalized percentage of the received 
energy in each cluster is calculated as in [19], [22] and is referred to as the 
normalized relative energy. 
Fig (3-13) and Fig (3-14) illustrate this percentage for omni and directional 
antennas in residential LOS and office NLOS environments respectively. It is seen 
that high percentage of the energy is concentrated in the first cluster. This is  

















































Fig (3-13): Percentage of Normalized cluster energy for different antennas in the 



















































Fig (3-14): Percentage of Normalized cluster energy for different antennas  
In the office NLOS environment 
 
especially expected in the LOS case where reflected rays travel longer path and 
therefore contribute less energy to the corresponding cluster at the receiver. This 
might not be the case for NLOS cases in general. Also, as observed, using directional 
antennas with smaller beamwidths increases the energy of the 1
st
 cluster. This means 
that for such scenarios, a single cluster statistical model is probably sufficient to 
describe the channel behavior. 
3.5 Conclusions 
In this chapter, we have captured the influence of geometry on the clustering 
phenomenon of a millimeter wave channel through the use of a ray tracing tool. We 
have shown that for indoor environments ray-tracing could be an effective tool to 




 For scatter-free environments and LOS scenarios ray-tracing seems to 
provide a good match for cluster location and intra-cluster arrival statistics. For 
environments with heavy scattering, NLOS scenarios and directional antennas at the 
receiver and transmitter, ray-tracing prediction of the clusters still seems to be 
reasonably close to the results of empirical measurement. 
Knowledge of the spatial distribution of RF energy around the receiver in 
conjunction with array antennas and appropriate signal processing algorithms can 
lead to systems that provide superior performance by taking advantage of clusters‟ 
location and their corresponding characteristics.  According to the energy distribution 
among the clusters, a single cluster statistical model is probably sufficient to describe 
the channel behavior, while more experiments are required to verify and investigate 
this observation. Also, statistical models that contain both the angular and temporal 
components of the millimeter wave indoor channel are needed to ensure more 




Chapter 4:  Optimal directional link establishment  
4.1 Motivation 
Millimeter wave technology is becoming increasingly important in many military 
and commercial applications. Remote sensing, radio astronomy, plasma diagnosis, 
passive imaging (e.g. imaging to display hidden contraband, weapons and nonmetal 
objects), radar and gigabit data rate communication are among these applications. To 
establish a high data rate communication link between two mobile nodes, acceptable 
Signal to Noise Ratio (SNR) at the receiver is required. However, due to the high 
propagation loss and signal attenuation that is associated with the millimeter wave 
signal, the communication range will be extremely limited.  
Array antennas are an effective tool to manage the spatial transmission (or 
reception) of signals between two nodes. Using such array antennas, one would be 
able to increase the transmission range of millimeter wave systems [29]. An 
important property of array antennas for millimeter wave transceivers is their small 
physical size [28]. This property makes array antennas an attractive practical solution 
for establishing high range and reliable communication links between nodes in a 
network.  
Utilizing appropriate signal processing techniques (such as beamforming), an 
antenna array will enable a transceiver to point its main lobe toward a desired 
direction. By focusing the radiation (or reception) pattern of an array antenna, higher 
communication range can be achieved. Alternatively, for a given communication 




significantly reduced (low probability of intercept) since information is not 
broadcasted in all unnecessary directions.   
The collection of all these benefits, points to using smart array antennas as a tool 
to control the spatial transmission and reception of signals between nodes. In this 
thesis, we are interested in using the beamforming capability to find the best possible 
directions for transmission and reception such that the communication link between 
two nodes provides maximal SNR at the receiver. To achieve this, an intelligent 
algorithm is required in order to choose the best (i.e. optimal) directions for the 
receiver-transmitter pair. For example, in urban or indoor environments where the 
radio line of sight is not necessarily the best propagation path between the two 
communicating nodes, this intelligent algorithm has to be able to simultaneously find 
the optimal directions for transmission and reception of the information. Similar 
techniques have been used for indoor mobile positioning and source direction 
estimation [25], [26]. Knowledge of the characteristics of the propagation channel can 
be exploited in order to select the best strategy for steering the beam pattern of the 
array antennas at the receiver and transmitter nodes [24]. 
4.2 Description and formulation of establishing an optimal directional link 
Consider a system of two transceiver nodes A and B. We assume that each node is 
equipped with a circular array antenna that has beamforming capability. In other 
words, it is able to electronically steer its main lobe in the two-dimensional space (i.e. 
azimuth) toward any desired direction Fig (4-1). In addition, assume that each 




The Received Signal Strength (RSS) is clearly a function of the directions where 
the main lobes of both antennas are pointing at. The directions that maximize the RSS 
are functions of both antenna patterns and the channel response (i.e. the 
environment). For environments with severe multipath propagation, it is important to 
locate these optimal directions in order to maximize the signal to noise ratio at the 
receiver. This is especially interesting in scenarios where the line of sight path has 






Fig (4-1): Beam steering in array antennas 
Assume that ),( x  denotes the transmitter‟s antenna gain at angle   when the 
main lobe is pointing at direction . Similarly, ),( y  denotes the receiver‟s 
antenna gain at angle   when the main lobe is pointing at direction  . If ( , )h    is 
the angular channel response for a path that starts from angle   of the transmitter‟s 
antenna and ends at angle   of the receiver‟s antenna, then the received signal R can 
be expressed as: 
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( , ) ( , ) ( , ) ( , )R x h y d d
 





Here, for simplicity, we are also assuming that the propagation process is 
stationary. Our objective in this thesis is to find the optimal directions ),( **   that 




** ),(max),(   RArg   .    (4-2) 
 
A simple method to find the solution of this problem is to conduct an exhaustive 
search over the space of all possible ),(  . However, depending on the resolution of 
this space, this methodology might not be feasible for practical purposes. In this 
chapter, we propose a two step approach to find a sub-optimal value for the pair 
),(  . In the next sections, we will outline our approach and investigate its 
performance with simulation for different scenarios. 
4.3 A protocol to establish an optimal directional link between two nodes 
Step 1: Node A is in the transmit mode with an omni-directional gain pattern. 
This means that ideally, the transmitter‟s antenna gain for all azimuth angles is c  
where c  is a constant. At the same time, node B is in the receive mode with 
beamforming capability. Initially, the main lobe of the receiver‟s antenna pattern is 
pointing toward a starting angle e.g. 0 . Now, the beamformer rotates the main lobe 
around the 360 degrees field of view with a step size of B  (i.e. Bj j 0 ). At 




j  where the RSS is maximal. If 
*
j denotes this angle, mathematically this step can 
be expressed by the following equations. 
 
( ) 2 ( ) ( , ) ( , )j jR C x h y d d
 
            , (4-3) 
2*
)(max jj RArg j   . (4-4) 
 
Step 2: Now that the 
*
j have been obtained, node B goes into transmit mode and 
notifies node A that it has found its desired direction. Then, node A turns into a 
receiver with beamforming capability and the main lobe toward the starting angle 0 . 
Next, the beamformer at node A rotates the main lobe around the 360 degrees field of 
view with a step size of A  (i.e. Ai i 0 ). At each step, the receiver at node A 
calculates the received signal strength and finds the direction i  where the RSS is 
maximal. If 
*
i denotes this angle, then mathematically this step can be expressed by 
the following equations. 
*
,
( ) ( , ) ( , ) ( , )i i jR x h y d d
 
           , (4-5) 
2*
)(max ii RArg i   . (4-6) 
If the beamwidths of the main lobes created by the array antennas at Nodes A and 
B are A  and B  respectively, then the rotation step size in the above protocol should 




AA  , 
BB  . 
 
The beamwidths A  and B  depend on the size (i.e. number of elements) of the 
array antennas at nodes A and B. The choices for A  and B  clearly affect the speed 
with which the algorithm runs. Therefore, other hardware implementation issues 
might need to be taken into account. 
In the next section, we provide simulations of this algorithm and show the 
effectiveness of the results. 
4.4 Ray-tracing results 
To investigate the effectiveness of the proposed algorithm, a simulation platform 
was implemented. The main difficulty in simulating a wireless channel is the strong 
dependence of the received signal on the surrounding environment (e.g. multipath 
channel). In particular, all obstacles such as walls, that affect the propagation of RF 
waves, will directly impact the signal strength and more importantly the directions 
from which RF signal energy is received. Empirical, statistical and deterministic 
models have been used to describe the behavior of such multipath channels [1], [30], 
[31]. In this study, we have elected to use a sophisticated ray-tracing tool to 
accurately predict the received signal strength in a multipath RF channel. The 
Wireless System Engineering (WiSE) software package is a ray-tracing tool that has 
been developed and verified by Bell Laboratories [5], [18]. We realize that even such 




changes in the environment. However, this approach will give us the opportunity to 
simulate the performance of the proposed protocol in a multipath channel and at the 
same time provide a geometric interpretation of the results [36]. 
We first consider a very simple layout and two transceiver nodes (A and B) as 
shown in Fig (4-2). It is assumed that each node is equipped with a circular array 









Fig (4-2): Ray-tracing layout 
 
Having such an antenna with beamforming capability enables each node to steer 
the direction of its main beam towards any desired angle (i.e. 360-degree field of 
view). Sample beam patterns of such an antenna for various array sizes (i.e. number 












Fig (4-3): Beam pattern of a circular array with: a) 8 elements; b) 32 elements 
 
In general, the strength of the received signal depends heavily on the environment 
layout, dielectric properties of the surrounding material, transmitter-receiver 
locations, operating frequency and array sizes of the receiver and transmitter antenna. 
For the example given in Fig (4-2), the received power is a function of the azimuth 
angles of the main lobe of both the transmitter and the receiver. Fig (4-4) displays this 
received power as a result of simulation with a pair of 32 element circular array 







Fig (4-4): Normalized RSS as a function of the direction of the transmitter/receiver‟s 
main lobes 
 
As observed, 12 different locations on this plot (i.e. pairs of ( ), ) exhibit 
received signal strength that are relatively stronger than other directions. These peaks 
correspond to the situations where the main lobes of the transmitter-receiver pair are 
positioned in a way to capture the line of sight, single-reflected and double-reflected 
signals respectively. Existence of a clear LOS path in this example signifies the 




algorithm proposed in the previous section achieves these optimal directions (i.e. 





Fig (4-5):  , selected by the link establishment algorithm 
 
If this LOS path did not exist, for example due to an obstacle that blocks this path, 
then one of the propagation paths that contains a single-reflected signal will yield the 
best signal strength for the receiver. We also simulated this situation by ray tracing 
and Fig (4-6) shows the resulting link that our proposed algorithm has chosen.  
This is indeed the optimal directions for the main lobes of the transmitter and 
receiver nodes as the simulation shows that the highest value of the RSS occurs at 


















The direction pair displayed in this figure is also the optimal directions that could 
have been selected by exhaustive search of all possible directions. 
The effectiveness of the link establishment algorithm was also investigated in a 
variety of other scenarios and some examples demonstrating the final direction, 
chosen for the main lobes of the antenna‟s beam pattern, are shown in Fig (4-8). 
These include single-reflected and double-reflected paths as they created the highest 













Fig (4-8): Optimal directions of the transmitter/receiver‟s main lobes: a) Single 






The underlying philosophy in this chapter is exploiting the information in the 
spatial distribution of RF energy around both transmitter and receiver results in better 
quality communication links. The proposed protocol outlines a methodology to obtain 
the directions, which the beam steering algorithms at the receiver and transmitter 
should use. 
These directions achieve higher signal strength at the receiver; and therefore, a 
more reliable link can be expected. Although, all our simulations have shown that the 
selected directions are optimal, it is still conceivable that special scenarios could exist 
where the optimal directions are not achieved by the proposed algorithm. However, in 
order to capitalize on the capability of such antenna arrays, it is important to have an 
algorithm that can quickly converge to optimal (or near optimal) directions. The 
speed of this convergence is even more important when one or both of the 
communicating nodes are mobile. An adaptive version of the proposed algorithm will 
be an attractive solution for applications that involve mobile nodes. 
Once the link is established, a power control mechanism can be implemented to 
reduce transmission power in order to conserve energy and prolong battery lifetime 
for mobile nodes. Minimizing the necessary transmission power also contributes to 
lowering the interference on spectrally co-existing systems. Therefore, multiple nodes 
can have simultaneous communication without affecting the reliability of each other‟s 
link. Finally, in many military and defense-related applications, where low 




all directions significantly reduces the chance for the RF signal to be detected by the 
enemy. This along with the fact that the large bandwidth available at millimeter wave 
frequencies results in very high data transmission rate, also helps to minimize the 
amount of time that a node needs to stay in transmission mode, and therefore, 




Chapter 5: Directional Medium Access Control (D-MAC), 
adapting the IEEE 802.15.3 MAC for millimeter wave 
technology  
5.1 Introduction 
Different networks may serve different geographic areas and subsequently have 
different implementations. The following networks have been defined based on 
coverage areas. 
a) Wide Area of Networks (WANs): A country or even the entire world 
b) Metropolitan Area Networks (MANs): A city or similar area 
c) Local Area Networks (LANs): A single building or campus 
d) Personal Area Networks (PANs): An area around a person 
Recently, there has been huge interest in the last type of network, the PAN, for 
research and development. In a PAN, the group of connected devices is not referred 
to as a network, but rather as a piconet, to imply that it is small group of networked 
devices. In the PAN as shown in Fig (5-1), connected devices which are probably 
owned by a person should be able to have connectivity, data sharing and many new 
applications that are still developing. 
One of the key characteristic of a PAN, that differentiae it from a LAN, is that 
a PAN usually consist of devices that are under the control of a single user. However, 
a LAN normally consists of devices that belong to multiple users. Another key feature 
of a PAN is peer-to-peer connectivity among the members of the PAN, although 




To adapt the current IEEE 802.15.3 MAC layer of Wireless Personal Area 
Networks for Millimeter Wave technology, several considerations come into account. 
What features of millimeter wave technology do impact the current IEEE 802.15.3 
MAC?  How does the space-time clustering phenomena and geometric correlation of 
millimeter wave [37], [38] impact MAC design? What are the limitations 
 
Fig (5-1): A Personal Area Network (PAN) with connected devices which might 
belong to a person 
of the current IEEE 802.15.3 MAC layer for utilizing millimeter wave technology? In 
addition, how does the directional link establishment protocol, presented in [36], can 
be integrated into the designed MAC? In this chapter, the current IEEE 802.15.3 
MAC layer is briefly reviewed; impacting features of millimeter technology on MAC 




described; and, finally the new D-MAC protocol designed to adapt the current IEEE 
802.15.3 MAC layer of Wireless Personal Area Networks for Millimeter Wave 
technology is presented. 
5.2 Overview of the current IEEE 502.15.3 MAC 
In this section a brief overview of the current IEEE 802.15.3 MAC is given. A more 
comprehensive and detailed description of it can be found in [4]. 
5.2.1 Components of an 802.15.3 piconet 
The piconet coordinator (PNC) and the device (DEV) are two key elements on the 
802.15.3 piconet as shown in Fig (5-2). The size of the piconet is determined by  
 
Fig (5-2): Elements of an 802.15.3 piconet 
ability of the DEVs to hear the beacon transmitted by the PNC where the PNC is also 
able to communicate with any devices in the piconet. Without a PNC, it is not 
possible to form an 802.15.3 piconet. However, not all DEVs compatible with 




Therefore, the PNC is an essential element of every 802.15.3 network to operate 
suitably. The PNC has a variety of responsibilities as follows: 
a) Allocate channel resources among DEVS 
b) Provide the timing reference for the piconet via the beacon 
c) Provide approval of DEVs to join the piconet 
d) Manage the security and authentication process 
e) Keep track of sleeping DEVs to enable them to save power 
5.2.2       Dependent piconet 
A DEV in piconet can request channel time from the PNC to become the PNC 
of another piconet, called a dependent piconet. A DEV that is the PNC of a dependent 
piconet is referred to as a dependent PNC. The channel time of dependent piconet is 
shared with the original piconet, called the parent piconet. The dependent PNC is 
acting in two separate roles:  one as a DEV in the parent piconet and another one as 
the PNC of another piconet that is timely synchronized to the parent piconet. An 
example is illustrated in Fig (5-3) where the dependent PNC is a member of both the 
parent and dependent piconet. This means one of the DEVs is a member of both the 
parent and the dependent piconet. This DEV needs to keep track of two personalities, 
one as a DEV in parent piconet and the second as a DEV in the dependent piconet. 
5.2.3       Starting a piconet 
At the first step of starting an 802.15.3 piconet, a PNC-capable DEV, begins 
to search channels to find other 802.15.3 piconets and to determine which channel has 




     
                                            
Fig (5-3): Parent and dependent piconet 
802.15.3 piconet, it will start its own piconet by broadcasting a beacon. An 802.15.3 
piconet is said to be in operation as long as the PNC is sending beacons, even when 
there are no other DEVs in the piconet. If for any reasons such as power outage, 
interference, etc., the beacon from PNC disappears, then after passing a time 
threshold, other DEVs in the old piconet have the option of starting a new piconet.  
5.2.4 Structure of a superframe 
The superframe is used by PNC to control timing and data transmissions among 





II. Contention Access Period (CAP) 
III. Channel Time Allocation Period (CTAP) 
In the following, major role and functionalities of each part is described. 
 5.2.5    Beacons 
Beacons are sent by the PNC to set the timing allocations and communicate 
management information.  The beacon is sent by the PNC at a regular time instants 
such that the superframe duration is normally constant. The PNC can change the 
superframe duration size, but it announces the change to the DEVs in the piconet via 
the beacon before it makes the change. The beacon indicates the start and end times 
of the CAP and each Cannel Time Allocation (CTA) as well as the start of the next 
beacon. Moreover, it includes information as which DEVs are sleeping and when they 
will be awaken. 
 
 
Fig (5-4): Superframe structure 
5.2.6    Contention Access Period (CAP) 
The CAP is used to provide efficient access for short bursts of data or 
command. The CAP is well suited for sending small amounts of asynchronous data 




reservation process. The CAP is also used by DEVs for association to the piconet.  If 
the PNC feels that the CAP traffic in the piconet is low enough, it could skip 
allocating the CAP and the PNC may also set the CAP to be at zero length for some 
of the superframes.  The CAP uses the access method of Carrier Sense Multiple 
Access Collision Avoidance (CSMA/CA) in a manner similar to 802.11, for 
exchanging commands and asynchronous data [11]. This access method allows an 
efficient use of the time for the CAP, while providing a low latency for DEVs that 
wish to send commends or data. When a DEV is going to transmit a frame in the 
CAP, it picks a random number from 0 to 7 to use as its backoff counter, n. It then 
waits until the channel has been clear for a specific period of time (i.e. 
n*PBackoffslot), and then gets to try and transmit its frame. The window size 
increases each time the frame is transmitted but it gets collided. The backoff window 
increases sequentially from (0 to7) to (0 to 15), (0 to 31) and finally to (0 to 63). The 
DEV continues to use this backoff window until it gives up on sending the frame. 
Unlike 802.11, the counter is not reset if the medium is determined to be busy, and 
also the counter is not reset for each superframe. This means that regardless of 
whether the previous frame was sent successfully or not, the next frame uses backoff 
window of 0 to 7 for its first attempt to be transmitted during CAP. One reason could 
be that the CAP is only a small portion of total time in the superframe. If the DEV 
picked a long backoff counter with a short CAP, it might never get a chance to 




5.2.7 Channel Time Allocation Period (CTAP) 
The CTAP is composed of one or more CTAs that are allocated by the PNC to 
a pair of DEV identifiers. There are two types of CTAP: Management CTA (MCTA) 
and CTA. Only the DEV that is listed as source is allowed to transmit in a CTA and 
so the access method for CTAs is Time Division Multiple Access (TDMA) with 
guaranteed start and end times. In the case, PNC is the source or the destination of a 
CTA, it is called management CTA (MCTA). In most cases, there is no difference 
between an MCTA and a CTA. The only exception to this is when the source address 
is either the unassociated DEV or group of DEVs for broadcast. In this case, since 
there are multiple DEVs that are allowed to send information in the MCTA, where 
slotted ALOHA access method is used to handle potential collisions. The slotted 
ALOHA access method is very similar to the CSMA/CA mechanism in the CAP. 
Instead of using a backoff interval based on listening to the channel, the slotted 
ALOHA method uses the entire MCTA as a backoff slot and counts down until it can 
access the medium. However, unlike the CSMA/CA method, the DEVs using slotted 
ALOHA do not have to listen first to see if the medium is clear, they just transmit 
when they have counted down to their slot. Using MCTAs requires that the PNC 
keeps track of the potential needs of all DEVs in the piconet and assign MCTAs 
periodically to all of them. The DEVs need periodic MCTAs so that they can send 




5.3 Impact of millimeter wave technology on the current IEEE 802.15.3 MAC 
layer  
Millimeter wave technology is a candidate PHY layer technology to be 
integrated into the current IEEE 802.15.3 standard. This could make feasible gigabit 
data rate communication among DEVs in a piconet. Achieving an acceptable Signal 
to Noise Ratio (SNR) at the receiver is required in order to establish a high data rate 
communication link between two mobile nodes. On the other hand, the 
communication range will be considerably limited due to the high propagation loss 
and signal attenuation that is associated with millimeter wave signals. The solution to 
overcome this inherent restriction of millimeter wave technology is exploiting 
directional antennas which is an effective tool to manage the spatial transmission (or 
reception) of signals between two nodes. One would be able to increase the 
transmission range of millimeter wave systems, using such directional antennas [29]. 
An important property of directional antennas for millimeter wave transceivers from 
an industrial point of view is its small physical size. This property makes directional 
antennas an attractive practical solution for establishing high range and reliable 
communication links between nodes in a network which is based on millimeter wave 
technology. 
5.4 Limitations of the IEEE 802.15.3 MAC to exploit directional antennas 
In many cases, to develop Medium Access Control (MAC) layer protocols for 
networking among individual nodes, the Physical (PHY) layer has been modeled by 
constructing simplified models. These models are unrealistic abstractions that make 




developed protocols. For example, considering omni-directional antennas, in the 
model of Unit Disk Graph (UDG), communication behaviors are categorized in three 
ranges based on distance from antenna. As shown in Fig (5-5), the first area which is 
the closest one to the antenna is the transmission range on which communication is 
possible with low error rate. The next one is the detection range at which detection of 
signals is possible, but no communication is possible. Then, the far-out area is the 
interference range at which signals may not be detected, and they are added to the 
background noise. 
                                                    
Fig (5-5): Unit Disk Graph model (UDG) 
 
Based on the previous section, directional antennas are needed for establishing 
high range and reliable communication links between nodes in a network which is 
based in millimeter wave technology. The current IEEE 802.15.3 MAC layer had 
been developed by considering omni-directional antennas for both transmitter and 
receiver of DEVs and PNC. This means the medium is shared among all nodes based 
on a PHY layer model similar to the one described above where all directions around 
the antenna are equally treated from the communication point of view. Moreover, 




contention among DEVs and or data transfer between DEVs or between PNC and 
DEVs are communicated using omni-directional antennas. Therefore, the current 
IEEE 802.15.3 MAC layer should be adapted for millimeter wave technology which 
exploits directional antennas. In the next section, a solution is presented to adapt the 
current IEEE 802.15.3 MAC layer of Wireless Personal Area Networks (WPAN) for 
millimeter wave technology. 
5.5 Directional Medium Access Control (D-MAC) 
The current IEEE 802.15.3 MAC layer needs to be adapted in order to work 
effectively with millimeter wave technology which exploits directional antennas. 
There are several challenges that should be addressed. Neighbor discovery where 
transmitter and receiver antennas are both omni-directional is trivial. However, 
directional neighbor discovery in the case where each one or both of the transmitter or 
receiver antennas are directional is challenging. PNC to DEV or DEV to DEV 
communication is another challenge. The structure of the superframe should be 
modified in a way that it can support directional antennas. The modified MAC should 
have backward compatibility. This means interoperability with DEVs that only 
employ omni-directional antennas should be still feasible. A solution for adapting the 
IEEE MAC to support directional antennas is provided which addresses these 
challenges. In this solution, two directional superframes are introduced. A Long 
Directional superframe (LD-superframe0 is defined to address directional neighbor 
discovery, and a Short Directional superframe (SD-superframe) is introduced for 




with directional antennas are expressed. Second, directional neighbor discovery is 
described, and finally directional link establishment is presented. 
5.5.1     Basic D-MAC operations of a piconet of devices with directional 
antennas 
As shown in Fig (5-6), the basic operations of a piconet which includes DEVs 
with directional antennas can be categorized as follows. 
i. Starting a piconet 
A DEV searches an active operational piconet using passive scanning for a period of 
time. In case, no desired or connectable piconet is found, the DEV starts a piconet. 
Otherwise, the DEV tries association to the found piconet. 
ii. Directional neighbor discovery 
After a PNC initiates a piconet, directional neighbor discovery procedure starts. This 
procedure is occasionally performed to allow DEVs with omni-directional or 
directional antennas to join the piconet. The PNC transmits long omni beacons. 
iii. Association 
The DEV receives a beacon frame, the association process for DEVs starts. 
iv. Beacon broadcasting 
The PNC transmits omni beacon. DEVs detect the beacon frames by scanning in all 
directions. 
v. Directional Link Establishment (DLE) 
A DEV that wants to communicate with another DEV using a directional antenna, 
asks the PNC for required time to establish directional link. 




After establishing directional link, the DEV requests desired channel time from PNC 
to send data stream. In case, resource is available, the PNC allocates the reserved time 
for the data stream, and directional communication starts. 
vii. Disassociation 
If a DEV or PNC wants to drop out from a piconet, the disassociation process starts. 
viii. Stopping piconet 
After the PNC drops out, the piconet is stopped. 
5.5.2     Directional neighbor discovery 
If transmitter and receiver both have omni-antennas, then neighbor discovery 
is trivial. However, if each one or both of the transmitter or receiver antennas are 
directional, then a directional neighbor discovery procedure which utilizes actual 
antenna beam patterns is challenging. The transmission pattern of a directional 
antenna is complex and difficult to model. Most of the proposals for directional 
neighbor discovery so far are based on simplified (unrealistic) antenna beam patterns. 
In [32], [33], [34] nodes have omni-directional antennas but, they must be equipped 
with Global Positioning System (GPS) for functionality of the algorithm. In the 
Direct Discovery algorithm of [35], nodes discover their neighbors only upon 
receiving a transmission from their neighbors but, the AoA or location information of 
the neighbors is essential for further communication after the discovery phase, where 
receiving a signal from neighbors while both nodes have directional antennas has 











about their neighbors‟ location information to enable faster discovery, but all nodes 
should be equipped with a GPS receiver to know their location information. 
A Long Directional superframe (LD-superframe) is defined and utilized by the 
PNC to detect DEVs with omni or directional antennas without any prior arrangement 
or sharing location information between them. Moreover, the DEVs are not required 
to be equipped with GPS and or location information of the DEVs. The LD-
superframe is run by PNC whenever it wants to detect neighbor DEVs. The rate of 
utilizing LD-superframe by the PNC depends on available resources at the PNC such 
as free time slots and power. In other words, whenever the piconet is larger and it has 
more devices and consequently lower free time slots, the PNC checks for interested 
DEVs less. On the other hand, if there are a few DEVs in the piconet and many free 
time slots, the PNC runs LD-superframe and checks for possible DEVs to join very 
often. Another policy is to run LD-superframe on a regular basis which has a simpler 
implementation. The structure of the LD-superframe is shown in Fig (5-7). 
 
 
                                 Fig (5-7): Long Directional superframe (LD-superframe)   
 
In the Long Omni Beacon period (LOM), the PNC broadcasts a long omni 




MAC. This omni directional beacon broadcasting provides backward compatibility 
for devices which are not equipped with a directional antenna. The LOB is long 
enough that a potential DEV that is in receiver mode and looking to join the piconet 
can scan all directions. This scanning is similar to step 1 of the directional link 
establishment (DLE) protocol described in section 4.3. At the end of the LOB, a 
potential DEV has figured out
*
j , the direction it should use to get the maximum of 
RSS from the PNC.  
In the Long Directional Contention Access Period (LD-CAP), the PNC 
dedicates a regular omni CAP for DEVs with omni communication capability 
followed by directional CAPs for all directions. These CAPs are separated with 
appropriate guard bands. The omni CAP is provided to support backward 
compatibility for devices without directional antennas. Since at this stage, the PNC is 
not still aware of the receiving direction that a potential DEV may try to associate to 
the piconet for the first time, the PNC has to scan CAPs in all directions for 
transmitted signals from potential DEVs. This scanning is similar to step 2 of the 
directional link establishment protocol described in section 4.3. At the end of LD-
CAP, the direction of *j  is known for the PNC, which is the direction that the PNC 
should use to get maximum RSS from the DEV. This means that the PNC and the 
DEV have followed the protocol described in section 4.3; they have established a 
directional link and they are aware of the optimal directions for communicating with 
each other from now on. 
Finally, the last part of an LD-superframe is the Channel Time Allocation 




the DEVs or DEV to DEV. The CTAP in a LD-superframe are similar to the CTAP in 
the superframe of the current IEEE 802.15.3 MAC. 
This directional neighbor discovery does not need any prior arrangement or 
shared location information between PNC and DEV. There is no time synchronization 
between PNC and DEV. More over, none of PNC or DEV is required to be equipped 
with GPS.  Different transmitter or receiver antennas could be used at DEV while the 
DEV can still be detected. The directional neighbor discovery is based on the 
algorithm described in the previous chapter where PNC and DEV discover each other 
and, they are able to establish an optimal directional link by following step 1 and step 
2 of the algorithm. The neighbor discovery is based on actual antenna patterns of the 
nodes, and the established link does not require direct sight of view between two 
nodes (i.e. LOS) as shown in Fig (4-6), and Fig (4-8).  
5.5.3    Integration of directional link establishment 
When the PNC is not in the directional neighbor discovery mode, it doesn‟t need 
to use LD-superframe. Instead, it uses SD-superframe where directional beacons are 
broadcast and directional CAPs are allocated only to directions of the optimal 
directional links established between PNC and DEVs. A SD-superframe includes 
Short Directional Beacon Period (SD-BP), Short Directional Contention Access 
Period (SD-CAP), and CTAP. 
As illustrated in Fig (5-8) in the SD-BP, beacons are broadcast in omni and only 
to directions of communication that were established during the neighbor discovery 
phase. This means, in SD-superframe, the PNC does not dedicate directional CAPs 




already associated DEVs to the piconet are communicating. In addition, appropriate 
guard bands are separating omni or directional beacons and also CAPs from each 
other. Omni beacon and omni CAP are provided to support backward compatibility 
for devices which are not equipped with directional antennas.  
 
 
Fig (5-8): Short Directional superframe (SD-superframe) 
 
Whenever two DEVs want to communicate using directional antennas, they first 
need to establish a directional link prior to starting data stream transmission. For this 
purpose, the DEV which wants to initiate communication with another DEV asks for 
allocating required CTA from the PNC. Then, during the allocated CTA, it follows 
the directional link establishment protocol similar to the one which has been 
described in chapter 4. After establishing the directional link, both transmitter DEV 
and receiver DEV are aware of the best direction that they can communicate. After 
establishing the optimal directional link, the transmitter DEV requests from the PNC 
to allocate CTA for data stream transfer. Transferring data stream takes place in the 
allocated CTA between two DEVs through the established directional link. 
There has been a tendency in the standard to keep most of the complexity, 




to be to support their applications without burdening the DEV that happens to be the 
PNC. The same policy has been followed for channel time allocation for directional 
link establishment or data stream communication through the established link. Instead 
of sending the required beamforming sectors, data rates, buffer size, latencies, and 
priorities to the PNC so that it can determine the appropriate amount of channel time, 
the DEVs are simply required to calculate the amount of channel time that they need 
for their application and the frequency with which it needs to be allocated. On the 
PNC side, the PNC simply decides whether there is enough resource to allocate the 
channel time, and in that case the PNC allocates the requested time slots. On the other 
hand, since not all the DEVs are required to be PNC capable, this allows very low 
cost devices such as wireless speakers. 
5.5 Conclusions 
In this Chapter, a new D-MAC protocol compatible to the current IEEE 
802.15.3 MAC in order to support millimeter wave technology exploiting directional 
antennas is given. The new designed structure and basic operations of the D-MAC are 
described. LD-superframe and SD-superframe are introduced. The D-MAC has 
backward compatibility with the IEEE 802.15.3 MAC, and it can still support devices 
which are not equipped with directional antennas. More over, a directional neighbor 
discovery algorithm based on the directional link establishment algorithm is presented 
which does not require time synchronization or any location information of the 
communicating nodes. The neighbor discovery provides the capability that two nodes 
equipped with directional antennas can discover and communicate based on their 




Chapter 6: Summary of contributions and directions of future research 
6.1 Summary of contributions 
By analyzing measurement data of millimeter wave channels for the indoor 
environment, space-time clusters are identified. Intercluster statistics for millimeter 
wave propagation are calculated. Correlation of the identified space-time clusters to 
the propagation environment is determined.  
The effectiveness of the ray-tracing method in creating channel realizations in 
the intercluster and intracluster levels for millimeter wave indoor environments is 
validated.  
A protocol to establish an optimal directional link between two nodes 
equipped with directional antennas is presented. The correctness of the protocol for 
different scenarios is evaluated and illustrated using a ray-tracing tool.   
A new Directional Medium Access Control (D-MAC), which is compatible 
with the current IEEE 802.15 MAC of WPAN for millimeter wave technology 
exploiting directional antennas, is designed. The new D-MAC can still support 
devices that are not equipped with directional antennas.   
Finally, a new directional neighbor discovery algorithm is presented, which 
does not require time synchronization or any location information of the 
communicating nodes. This means that two nodes equipped with directional antennas 




6.2 Future research 
Millimeter wave technology is still in its early stage of development. Space-
time behavior of millimeter wave channels for LOS and NLOS indoor environments 
have been presented. Additional measurement for a variety of indoor and outdoor 
environments is required to extract a comprehensive statistical millimeter wave 
channel model. Especially experimental data based on directional antennas with 
narrow beamwidths (e.g. less than 5 degrees) at the transmitter and the receiver 
provides opportunity to accurately calculate intracluster statistics and also to 
investigate arrival ray behaviors. Correlation of arrival rays in the time and angle 
domains can be analyzed and its possible relation to geometry of propagation 
environment can be studied. Moreover, millimeter wave behaviors for Multiple Inputs 
Multiple Outputs (MIMO) channels can be investigated. A ray-tracing tool can be 
used as a cost-effective and fast tool to predict the channel behavior. 
The directional link establishment protocol introduced in this thesis provides 
an optimal link between two nodes equipped with directional antennas.  The 
established directional link achieves higher signal strength at the receiver; and 
therefore, a more reliable link can be expected. However, an implicit assumption to 
correct functionality of the protocol is that two nodes need to be in omni-directional 
range of each other. Similarly, a directional link establishment protocol that addresses 
the case where two nodes are only in directional-directional communication range of 
each other can be investigated. 
A new Directional Medium Access Control (D-MAC) that is compatible with 




directional antennas has been introduced.  Moreover, a new directional neighbor 
discovery algorithm has been presented which does not require time synchronization 
or any location information of communicating nodes. The new D-MAC can still 
support devices that are not equipped with directional antennas. In other words, this 
D-MAC has legacy of the current IEEE 802.15.3 MAC. A directional MAC, without 
constraints of backward compatibility with the current IEEE 802.15.3 MAC, can be 
designed for possible new applications. For a piconet of DEVs that are all equipped 
with directional antennas, a better efficient MAC can be developed. Similarly, a D-
MAC that addresses the case where two nodes are only in directional-directional 
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