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I. INTRODUCTION 
The term “nonlinear Hill’s equation” in the title of this paper is used 
because of the resemblance of the equations to be studied here with Hill’s 
equation, which is a convenient abbreviation defining the class of second- 
order homogenous linear differential equations with real periodic coefficients. 
In this paper we study the periodic solutions having period mp (m a positive 
integer) of the two types of equations: 
and 
ww] i- q(4y + we) + 4% y, y’)] = 0, (l.l+) 
[YWY’I + 4WY + ~Yw9 - +,Y9Y’)l = 0. (l.l-) 
We assume that Y(X) > 0, a(x) > 0 and that Y(X), q(x), and a(x) are even 
periodic functions with period p and continuous on a periodic interval, 
with r(x) being differentiable. In addition we suppose that h(x, y, z) is 
periodic in x with period p. Also we assume that h(x, y, z) is continuous 
in the region 
and satisfies the following conditions there: 
h(--x, y, 4 = q-5 -y, 4 = 44 y, -4 = qx, y, z), (1.2) 
h(% y, 2) > 0, (1.3) 
h(x, 0,O) = 0. (1.4) 
As a further condition on h(x, y, z) and the other given quantities of the 
problem we will assume the following. If y(x) is a periodic solution (with 
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period mp) of (1 .l+) or (1 . I-) but with h(x, y, y’) replaced by h(x, y, y’) + R 
(K being a constant, 0 < K < K,), then 
IlyIL= max lyl+ max ly’l <K. (1.5) 
*+my,my] .+ymy] 
Here K is a constant depending only on A, k, , and the number of zeros 
ofy(x) in [-mp/2, mp/2). 
Typical sets of sufficient conditions for the existence of this a priori 
bound are the following: 
(I) liq,l,, W,Y, 0) > 4-4 + I q(N4, (4, defined below). 
(II) (a) r”(x) exists and is continuous, 
(b) h(x, y, 2) = O(i z IS), 6 < 2, for y fixed and 1 z j large, 
(c) liml,l,, h(x, y, z) = co uniformly for x E [-p/2, p/2] and 
Iz/ < 00. 
(III) (a) r”(x) exists and is continuous, 
(b) Y’~ - 2r”r + 4qr > 0, 
(c) h(x, y, z) = O(l z I”); 6 < 2, for y fixed and 1 z j large, 
(d) limlzi+m h(x, y, a) = co uniformly for x E [-p/2, p/2] and 
forlzl G lyl l+< for some E > 0. 
Condition (I) pertains to (1.1-) for h > 0, and (II) pertains to (1 .ll) 
for h < 0. Conditions (II) and (III) apply to (l.l+). In the appendix of a 
previous paper [8], the author shows that these conditions imply the a priori 
bound (1.5). 
We also assume that the smallest eigenvalue A0 of the “linearized” equation 
Ly = [r(x)y’]’ + q(x)y + Xa(x)y = 0 (1.6) 
with the periodic boundary conditions 
satisfies 
Y(-P/2) = Y( P/2) 
Y’(-P/2) = Y’( P/2), 
0 < A(J. 
(1.7) 
(1.8) 
In this paper we treat the questions of existence, nonexistence, and 
number, of different periodic solutions of equations (1.1+) and (1 .l-). It 
will be shown that for equation (l.l+) or (1 .l-) there are two ways of 
distinguishing the different kinds of periodic solutions. First, the size of 
the minimal period and second, the number of zeros in a periodic interval. 
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We will see that for both (l.l+) and (l.l-) (under suitable conditions on h) 
there will exist periodic solutions having period mp and 2j zeros in a periodic 
interval where m and j are arbitrarily large. We note here that when we 
speak of a solution having period mp, (m being an integer), it is implied 
that it has no smaller period np (n being an integer). 
In addition there will be two different kinds of existence behavior (with 
respect to h) depending on whether (1 .I+) or (1 .I-) is being considered. 
These results also answer the question whether the periodic solutions of 
the linearized Eqs. (I .6), which exist for particular values of X (eigenvalues), 
continue to exist as periodic solutions of the nonlinear equation at other 
values of h. The question whether these solutions actually bifurcate from 
the trivial solution y = 0 at the eigenvalues of the linearized equation is 
discussed in Section IV. 
There have been numerous investigations of equations of the type (l.l+) 
and (1.1~) in the study of nonlinear oscillations. In particular, they have 
been under the subject headings of “self-sustained oscillations” and “free 
oscillations” (for conservative and non-conservative systems); for example, 
see Stoker [7] and Andronow and Chaikin [l]. 
II. LINEAR THEORY 
In order to obtain results for the nonlinear equations we will need the 
following well-known result [4, p. 2471 for the linear Eq. (1.6). 
THEOREM 2.1. Let the eigenvalues corresponding to periodic solutions of (1.6) 
having period p, be denoted by h, , h(” Xt2) h(l) Xc2) 1 7 1 , 2 , 2 >... . Also let the eigenvalues 
corresponding to periodic solutions of (1.6), having period 2p, be denoted by 
XC’, A@) JO) J(2) 1 , 1 , 2 > 2 ,*.. . These eigenvalues satisfy the inequalities 
and the relations 
The eigenfunction yO corresponding to X, has no zeros in [-p/2, p/2) and the 
eigenfunctions yy) and yj2) corresponding to hi’) and Xi2), respectively, have 
an even number of zeros in [-p/2, p/2), namely, j or j + 1. The eigenfunctions 
ykl) and y:“) corresponding to x(jl) and x(i2), respectively, have an even number 
of zeros in [-p, p), namely, j or j + I. 
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The following result which the author was not able to find in the literature 
follows from Theorem 2.1. 
COROLLARY 2.1. For each rational number m/k, (m 3 1, k 3 1; m and k 
relatively prime) there exist two periodic solutions of (1.6), ykti, and yi?& , 
corresponding to h = h&k and A = hit,, , respectively, and having period kp 
and 2m zeros in [-kp/2, kp/2). In case AL& = AL$, , yj$ and yjt;, are 
independent. In addition, there exists a periodic solution y. corresponding to 
h = A,, which has period p and no zeros in [-p/2, p/2). 
Proof. Since the coefficients in (1.6) are periodic with period p they are 
also periodic kp. Now apply Theorem 2.1 on the interval [-kp/2, kp/2) 
and the result follows. It is easy to see that the condition that m and k are 
relatively prime implies that all of these periodic solutions are actually 
distinct from each other. 
Remark 2.1. We note that without the assumption of m and k being 
relatively prime, m/k = n/l would imply that 
/)‘j’ = h(j) 
k,?n 2.n ’ j= 1,2. 
This is true because of the following argument. Let yc,‘, and y:J!, be eigen- 
functions corresponding to Aci and A$ , respectively. Then since yi<A has 2m 
zeros in [-kp/2, kp/2) it has 2ml zeros in [-klp/2, klp/2). Similarly yf$ has 
2kn zeros in [-k&/2, k&/2). But ml = kn and so y,$ and ylfb have the 
same number of zeros in [-k&/2, klp/2). Then AZ,; = hi:; , j = 1, 2, 
follows from Theorem 2.1. 
Remark 2.2. We can make the following identifications with the previous 
notation, for k even, AC) = A(j) 1 k,2 , X2’ = A$2 , j = 1,2. 
For k odd, )lu, = A(i) k l,(k+l)/Z ' xp = hp;k+l),2 , j= 1,2. 
For the sake of notation later on we will include A, by letting 
Al = hl . 
The following lemma describes the ordering of the eigenvalues Ac,)m .
LEMMA 2.1. (a) If m/k < n/l, then 
Alcj,‘m -=L x’j’ 2,n ’ j= 1,2. 
(b) If k # 1, 2 with m and k being relatively prime, then 
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(c) The open intervals 
are void of eigenvalues. 
Proof. (a) Using an argument similar to that used in Remark 2.1, but 
now with ml < nk and together with the comparison theorem for the number 
of zeros of solutions of second-order equations we obtain 
4% < ii’-” 2.11 ’ j= 1,2. 
(b) A corollary to Floquet’s Theorem (see Magnus and Winkler 
[6, p. 51) states the following: 
If (1.6) has a periodic nontrivial solution with period np, n > 2, but no 
solution with period p or 2p, then all solutions are periodic with period np. 
This implies that any eigenvalue which is not one of those corresponding 
to solutions of period p or 2p, must be a double eigenvalue. 
(c) It is well known (see Magnus and Winkler [6]) that the intervals 
(XL:‘, , /\j$J for k = I,2 are regions of instability. But by part (b) of this 
lemma all eigenvalues other than X!$ , k = I, 2, j = I, 2, are double 
eigenvalues and so all solutions at these eigenvalues must be periodic and 
therefore are bounded. 
Remark 2.3. We conclude from Lemma 2.1 that there is a one-to-one 
correspondence with the same ordering, between the eigenvalues “f;i,‘m 
(j being fixed at 1 or 2 and m and k relatively prime) and the nonnegative 
rational numbers m/k. 
III. THE NONLINEAR EQUATION 
We state the main results in the form of two theorems. 
THEOREM 3.1. Consider Eq. (1 .I+). For each h E (0, X$Q there exist a 
countable infinity of pairs of real distinct periodic solutions ( y(,$, , $‘A),), with 
m and 1 relatively prime integers, m >, I, 1 > 1 and m/l > n/k, q = I, 2. 
For j = 1 there also exist the pairs (y”’ Ic,lz , y$), q = I, 2. For j = 2 there 
exists the pair (yg”, , yl;“,J. Where yip,, and $‘k , q = I, 2, each have period 
lp and 2m zeros in [--lp/2,lp/2) with y(,Tk = -yi$, . In addition if n = 0 
then there will also exist periodic solutions y,, and y,, having period p and no 
zeros in [-p/2, p/2) such that y0 = -y,, . 
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On the other hand, for h < 0 there exist no real nontrivial periodic solutions 
having an integer multiple qf p as period. For h > Xi:: there exist no real 
nontrivialperiodic solutions havingperiod kp and exactly 2n zeros in [ -kp/, kp/2). 
THEOREM 3.2. Consider Eq. (1.1-). For each h E ($$, co) there exist a 
countable infinity of pairs of real distinct periodic solutions (yi$ , $:A) with m 
and 1 relatively prime integers, m 3 I, 1 > I, q = 1, 2 and 0 < m/l < n/k. 
For j = 2, there also exist the pairs (y$ , j$$J, q = 1, 2. For j = 1 there 
exists the pair (yi$ , j$J. Where yi$ and ri$, , j = 1,2, each have period lp 
and 2m zeros in [-1~12, Q/2), with yi$ = -$‘A . In addition there exist the 
periodic solutions y0 and y0 each having period p and no zeros in [-p/2, p/2), 
such that y0 = -yO . 
For each A E (-co, 0) there exist a countable in$nity of pairs of real distinct 
periodic solutions ( YjyA , Y$) with m and 1 relatively prime integers, m 2 I, 
1 3 1, and q = 1, 2. Where YiaA and l’j$ , j = I, 2 each have period lp and 
2m zeros in [-1~12, Q/2), with Y{$ = -B,?A . In addition there exist the 
periodic solutions Y, and y,, each having period p and no zeros in [-p/2, p/2) 
such that Y, = -pO . 
On the other hand, for 0 ,< A < A,,, there exist no real nontrivial periodic 
solutions having an integer multiple of p as period. For A,,, < X < Afk there exist 
no real periodic solutions having period kp and exactly 2n zeros in [ -kp/2, kp/2). 
The plan of the proof of these two theorems will now be explained. Groups 
of nonlinear operators are introduced. There will correspond one operator 
for each of the solutions whose existence will be proved. It will then be 
shown that each of these operators has a fixed point. The existence of these 
fixed points will then imply the existence of the required solutions. 
These operators will be defined in terms of the following associated 
linear equations: 
WY + u + Ma + M(c) P(X)] = 0, 
kv’)’ + qy + Ma - M(c) F(X)] = 0. 
(la+) 
(la-> 
Here h is fixed, c 3 0 is the eigenvalue parameter, and M(c) and q(x) have 
the following properties: 
M(c) is continuous and strictly increasing for c E [0, co), (3.1) 
M(0) = 0, M(c) -+ co as c+ co, (3.2) 
p)(x) is continuous, even, periodic with period p and, (3.3) 
0 < E < v(x) < 2. (3.4) 
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Let 
and 
C(M) E inverse function of M(c). 
LEMMA 3.1. Consider I?q. (la+). For each A E (0, A$,),), there exist a 
countable infinity of positive ezgenvalues ciyk and corresponding eigenfunctions 
yi:i , q = 1, 2, rp1 and 1 being relatively prime integers, m 3 1, E > 1, with 
m/l > n/k. If j = 1, then cj$ and CL:;‘ will also be positive and if j = 2 then 
cr,L will be positive. The eigenfunctions y$ , q = 1, 2 will have period lp 
and 2m zeros in [ -1~12, 412). In addition, if n = 0 there will exist the positive 
rigenvalue c1,O coYresponding to the eigenfunction y0 which has period p and 
no zeros. Moreover, 
f OY ++ m>O, E>l, q=l,2. 
Proof. Consider Eq. (la+) but with M(c) replaced by an eigenvalue 
parameter d E (-00, a). We know from Corollary 2.1 and Lemma 2.1 
(applying these results to (1,‘) with d playing the role of the eigenvalue 
parameter) that there are an infinite number of real eigenvalues d{,‘?’ with the 
following ordering di:A f d,‘fJn , m > 0, I > 1, and dj(ym < dj$ for 
ml/l1 < mz/Ez , q = 1, 2. Also if yi$, is the eigenfunction coriespondi:g to 
~Tjy; , then y’,$ has 2m zeros in [-Zpj2, Z.p/2). 
We now assert that when h E (0, hf.),), then 
(3.6) 
for y>i, m>,O, 131, q=1,2. 
First we note that 
(3.7) 
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To show the left side of (3.6) is true, consider the eigenvalue problem for 
the periodic solutions of 
(YY’)’ +qy + Ay [a + d” ($)I = 0. (3.8) 
The eigenvalues ‘ a!$ of this problem can be calculated explicitly after 
we factor U(X) from the last two terms of (3.8) and then compare the result 
with Eq. (1.6). We obtain 
or 
In view of the right side of (3.7) we may use the variational characterization 
for eigenvalues (see Courant and Hilbert [2, p. 4111) to obtain 
as required. The right side of (3.6) follows in similar fashion by considering 
the comparison eigenvalue problem 
[YY’I’ + KY + hy [a + ;E (F)] = 0. 
Since h E (0, $‘,), then @A > 0 for m/l > n/k. We can then define 
c$“h by 
dt; = &I(&) 
and (3.5) follows using the monotonicity of M. 
The proof of the following two lemmas follows the same lines as that of 
Lemma 3.1. 
LEMMA 3.2. Consider Eq. (la-). For each X E (Xc’, , co), there exist a 
countable in$nity of positive eigenvalues ci$ and corresponding eigenfunctions 
(9) y&,,, , q = 1, 2, m and 1 being relatively prime integers, m 3 1, 1 3 1, with 
O<m/l<nlk. Ifj=l, thenck:L will also be positive and if j = 2 then 
c!$, and cf’, will be positive. The eigenfunctions ylpk , q = 1, 2, will have 
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period lp and 2m zeros in [-1~12, Q/2). In addition there will exist the positive 
eigenvalue c1,0 corresponding to the eigenfunction y,, , which has period p and 
no zeros. Moreover, 
LEMMA 3.3. Consider Eq. (la-). For each X E (-a, 0) there exist a 
countable infkity of positive etgenvalues cl:; and corresponding eigenfunctions 
IU) .Y~,~~, q = 1, 2, m and 1 being relatively prime integers, m > 1, 1 >, 1. The 
eigenfunctions ylfh , q = 1, 2 will have period lp and 2m zeros in [-4112, lp/2). 
In addition there will exist the positive eigenvalue cl,0 corresponding to the 
eigenfunction ye , which has period p and no zeros. Moreover, 
c&4(1 +f$)/ <c$ +(l+~)~, 
f or m30, 121, q-1,2. 
(3.10) 
The next lemma gives additional properties for the eigenfunctions of 
(la+) and (la-). These results use the evenness of Y(X), q(x), a(x) and v(x), 
which has not been utilized up to this point. 
First we define the following boundary value problems associated with 
Eqs. (la+) and (la-). Let 
c = t%,n, 7 m = 1, 2,... 
and 
c = v1.m , m = 0, 1, 2,... 
be the two sets of eigenvalues (when they exist) corresponding to the two 
sets of boundary conditions, 
y(-2c) =y(2L) =o (3.10a) 
and 
y’ (- $-I = y’ ($1 = 0, respectively. (3.10b) 
The eigenfunctions corresponding to pl,m and v~,~ have exactly m zeros in 
[ -Pl/2, Pll2). 
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LEMMA 3.4. (a) cr,s = ~r,~, 
(b) {&.m 3 &,m> = h-m > ~w.mJ, 
(c) {P 22,2m--1 > &n-l, = hm--1 7 kz?d- 
Proof. The proof is the same for either (la+) or (la-); so for simplicity 
we will just refer to (1 a+). 
We first note that we may characterize the eigenfunctions corresponding 
to cg’,,, , ( j = 1,2), by the boundary conditions 
y (- yp, = y (2+) 
y’ (- J!+) = y’ (zL&), 
(3.11) 
and those corresponding to c$, (j = 1, 2) by the boundary conditions 
Y (-&) = -Y ($)Y 
Y’ (- GP) = -Y’ ($). 
(3.12) 
This is seen to be true by using the periodicity of the coefficients in the 
differential equation. 
Let E(x) and O(x) b e solutions of (la+) satisfying 
E(O) = 1 O(0) = 0 
E’(0) = 0 O’(0) = 1. 
Then E(x) is an even function and O(x) is an odd function by the following 
argument. E( -.x) is also a solution of (I a+) because of the evenness of the 
coefficients. Then E(x) - E(--x) is a solution which together with its first 
derivative vanishes at x = 0. Therefore, E(x) - E(--x) z 0. Similarly by 
considering O(x) + 0(--x), O(x) is shown to be an odd function. 
The eigenfunctions y&Jz) corresponding to &,,, can be represented 
by y!$&x) = /E(x) + BO(x) (A and B constants), and must satisfy 
condition (3.11). A simple calculation then reveals that either, or both, 
of the following conditions must be satisfied: 
0 (q$) = 0, 
E' 21- 1 
t 
-& = 0. 
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This proves parts (a) and (b) of the lemma when we notice that y$i,,, , 
j= 1,2 and th e eigenfunctions corresponding to ~ar-~,a~~~ and ~aI-t,am. ,




To prove part (c), we let ~$1, = k!?(x) + BO(x) (A^ and B constants). 
Since Y$,~ must satisfy conditions (3.12) we see that either, or both, of 
the following must hold: 
We note that y$, , j = I, 2, and the eigenfunctions corresponding to vLern 
and P[,~,? each have m zeros in [-Zp, lp). H ere m is necessarily odd because 
of our condition of 21 and m being relatively prime. This completes the 
proof of the lemma. 
Remark 3.1. It is clear from the proof of this lemma that all the eigen- 
functions yyl,% are either even functions or odd functions. 
Remark 3.2. We see from the proof of the above lemma, that we may 
characterize the two eigenfunctions ygi-,,, , j = 1, 2, as the solutions of 
the two boundary value problems 
y' (- 2ypj = y' (y-p) = 0, 
(3.13) 
having 2m (m > 0) zeros in 
[ 
21 - p 
--, 2 
y pj. 
We note that these two solutions are unique up to multiplicative constants, 
due to the fact that each corresponds to a simple eigenvalue. Similarly, 
the two eigenfunctions y$&-i , j = 1,2, may be characterized as the solution 
of the two boundary value problems 
and 
y(-+j=y($j=o, (3.15) 
y++j =ypj;o, (3.16) 
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having 2m - 1 (m > 1) zeros in [-Q/2, 1~12). Again these two solutions 
are unique up to multiplicative constants. 
Now we give some definitions which will be needed later. Let C1, 
be the Banach space of periodic continuous functions v(x) on the interval 
[ -p1/2, $121, having period 1’ with the norm 
/ld/lzT = max 1~~1~ 
[-+!L] 
Let &,b = {P’ I v E CL, ; E < y < 2; p)(x) = v(-WV)}. Here E is a fixed 
parameter in (0, I]. 
Remark 3.3. Sr,lp is closed and convex. 
Let M(c) be a function satisfying conditions (3.1) and (3.2) and the addi- 
tional condition 
M(c) 2 qx, 697) for *G[-$,$), ltl<c, ITI<c. (3.17) 
For a given 9) E S~~ar-r)~ , (la+) or (la-) together with the two sets of 
boundary conditions (3.13) and (3.14) defines (under appropriate conditions 
on h) two eigenvalues c$& , j = 1, 2, (just cr,s for m = 0) and corre- 




and period (21 - 1)~. Using a v E S,,,,, , (la+) or (la-) together with 
boundary conditions (3.15) and (3.16) d e fi nes (under appropriate conditions 
on h) two eigenvalues c&,-~ , j = 1, 2, and corresponding periodic eigen- 
functions y&+r , j = 1,2, having exactly (4m - 2) zeros in [-Zp, Zp) and 
period 2lp. 
The above eigenfunctions are made unique by the normalizing condition 
WY) = II Y II29 + IIY’ IILP = 1, (3.18) 





y’ (+$J) > 0, 
y (+%) > 0, 
Y’ (f) > 0, 
Y(g) >o, 
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depending, respectively, on which one of the four sets of boundary conditions 
(3.13)-(3.16) is used. 
Let 
(3.23) 
For 0 < X < hj,‘: and (la+), define 
Qr!‘%) = T #I(O) (For i = 21 use (3.15) and (3.21) if q = 1 and (3.16) and ** 
I 
(3.22) if q = 2. 
Exceptions : (a) For m = 0 use only ,! = 1 and q = 2. 
(b) If j = 2 then for m/l = n/k define only Qt)n if At’, = pr,* 
and only Qt\ if A:),, = vk,n . The pk.% and vkSn are defined 
below. 
For h : > Xc.), and (la-), define 
T:%(d zz 
‘m > 0, I > 1, m and I relatively prime integers (except 
when m = 0) with m/l < n/k. 
For I = 21 - 1 use (3.13) and (3.19) if q = 1 and (3.14) 
: *p; ( and (3.20) if q = 2. For I = 21 use (3.15) and (3.21) if q = 1 
and (3.16) and (3.22) if q = 2. 
Exceptions : (a) For m = 0 use only I= 1 and q = 2. 
(b) If j = 1 then for m/i = n/k define only Tt!, if At; = pr,la 
,and only T,., I (2) ‘f j$‘, = , Vk.n . 
‘m >, 0, I >, 1, m and 1 relatively prime integers (except 
when m = 0) with m/l 3 n/k. 
For i = 21 - 1 use (3.13) and (3.19) if q = 1 and (3.14) 
and (3.20) if q = 2. 
For, h < 0 and (la-) define 
m 3 0, 1 >, 1, m and j relatively prime integers (except 
when 
@n(cp) = $fa) 
m = 0). For 2 = 21 - 1 use (3.13) and (3.19) if 
,111 q = 1 and (3.14) and (3.20) if q = 2. For I = 21 use (3.15) 
and (3.21) if q = 1 and (3.16) and (3.22) if q = 2. 
Exception : (a) For m = 0 use only 1 = 1 and q = 2. 




LEMMA 3.5. The operators Q,ipk, TE($ and Ri$ are well-de$ned and 
completely continuous on S,3,, . In addition each maps Sr.ln into SE,lp. 
Proof. The existence of the eigenfunctions needed to define the operators 
Q, T, and R follows from Lemmas 3.1, 3.2, and 3.3, respectively. These 
lemmas apply here since the functions M(c) and q(x) satisfy conditions 
(3.1-3.4). A remark should be made about exceptions (a) and (b) in the 
definitions of the operators Q, T, and R. Exception (a) is needed since by 
Corollary 2.1 and Lemma 3.4, there will only be one periodic solution 
(up to a multiplicative constant) with no zeros in a periodic interval 
[-p/2, p/2) and this solution will satisfy y’( -p/2) = y’( p/2) = 0. We 
define these particular operators only for i = 1 since it is easy to see that 
a periodic solution, with period Ip, having no zeros on a periodic interval 
must be the same periodic solution as the one with period p having no 
zeros on [-p/2, p/2). Exception (b) is needed in the definition of the Q 
operators since whether X1$ = t+n Or Vk,n (we note here that in general 
it could be either; see [3] where this point is discussed) will guarantee, 
by Lemma 3.1, whether ci& or cita , respectively, is positive (and therefore 
exists). A similar remark explains exception (b) for the T operators. 
The normalizing condition (3.18) makes a particular eigenfunction unique 
up to the sign. The sign is uniquely determined by means of (3.19), (3.20), 
(3.21), or (3.22), depending on which of the operators is involved. 
That QiTA, TjPA, and Rz(laA each maps S,,,, into itself, follows by noting 
Remark 3.1 and using (3.17), (3.23), (1.2), and the periodicity and continuity 
(with respect to X) of h. 
The proof that each of the operators is completely continuous on SE,IP 
is essentially the same as that given in Lemma 4 of [8]. 
Proof of Theorem 3.1 and Theorem 3.2. With the use of the previous 
results the proof of Theorems 3.2 and 3.1 now follows that of Theorems 1 
and 2 in [8]. We make use of the relationships, given by Lemma 3.4, between 
the solutions of the boundary value problems and the periodic solutions 
in order to prove the “nonexistence” parts of these theorems. 
IV. FURTHER RESULTS 
1. It is easy to see, by making use of Remark 3.1 and the symmetry 
condition 1.2, that all the periodic solutions mentioned in Theorems 3.1 
and 3.2 will either be even or odd functions. 
2. Even though Theorems 3.1 and 3.2 state the existence of periodic 
solutions for values of X arbitrarily close to the linear eigenvalues A:$, 
it is not clear from this that these eigenvalues are bifurcation points (as 
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defined in [5, p. 1811). This question can be answered in the affirmative 
by making use of the Leray-Schauder degree theory, as was done in [S]. 
A point worth noting, however, is that even though some of the linear 
eigenvalues may have multiplicity two, there will still be two branches of 
periodic solutions bifurcating from these multiple eigenvalues. One branch 
will correspond to solutions which vanish at the ends of a periodic interval 
and the other branch will correspond to solutions whose derivatives vanish 
at the ends of a periodic interval. It is also clear that one of these two branches 
will correspond to even solutions and the other to odd solutions. 
3. The following example which was suggested to the author by Professor 
Jtirgen Moser violates the symmetry condition (1.2) and has, as its only 
periodic solution, the trivial one, y = constant corresponding to X = 0. 
EXAMPLE 1. 
YU + hY[l + h(Y,Y’)l = 0, (4.1) 
where h is continuous, h(y, y’) > 0 when yy’ > 0, and h(y, y’) = 0 when 
YY’ < 0. 
The above assertion is seen to be true by the following argument: Let 
y be a solution of (4.1) which is periodic with period p and vanishes at 
least once. Then integrating 
Y’y” + AYY’U + 4Y,Y’)l = 0 
with respect to x over a periodic interval, we obtain 
i 
XfTJ 
yy’h( y, y’) dx = 0. 
z 
This is impossible because of our assumptions on h and because we assumed 
y to vanish at least once which implies that y corresponds to an orbit which 
encircles the origin in the yy’ plane. 
4. The restriction that the linearized eigenvalues be positive can be 
dropped, and analogous results will be true. However, the special cases 
X < 0, X = 0, and A > 0 must then be treated separately. 
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