Abstract. Spectral filtering suppresses the amplification of errors when computing solutions to ill-posed inverse problems; however, selecting good regularization parameters is often expensive. In many applications, data are available from calibration experiments. In this paper, we describe how to use such data to precompute optimal spectral filters. We formulate the problem in an empirical Bayes risk minimization framework and use efficient methods from stochastic and numerical optimization to compute optimal filters. Our formulation of the optimal filter problem is general enough to use a variety of assessments of goodness of the solution estimate, not just the mean square error. The relationship with the Wiener filter is discussed, and numerical examples from signal and image deconvolution illustrate that our proposed filters perform consistently better than well-established filtering methods. Furthermore, we show how our approach leads to easily computed uncertainty estimates for the pixel values.
Spectral filtering for ill-posed problems.
In this section, we briefly provide some background on the properties of the underlying problem. Then we describe the problem of computing optimal filters for spectral regularization and formulate it as a empirical risk minimization problem.
Many scientific problems can be modeled as
where ξ ∈ R n is the desired solution, A ∈ R n×n models the forward process, b ∈ R n represents the observed data, and δ ∈ R n is additive random noise [16, 30] . The goal is to obtain an approximation of ξ given b, A, and prior knowledge of the probability distribution of δ. For this paper, we consider n × n problems, but we note that extension to the rectangular case is straightforward. Furthermore, we assume that the size and/or structure of matrix A is such that computing the SVD is computationally feasible.
In particular, let A = UΣV , where Σ is a diagonal matrix containing the singular values, σ i , i = 1, . . . , n, and U and V contain the left and right singular vectors, u i and v i , respectively. The singular values σ i , i = 1, . . . , n, are sorted, σ i ≥ σ for i < . Some important characteristics of discrete ill-posed inverse problems are that the singular values decay to zero and the singular vectors corresponding to small singular values exhibit highly oscillatory behavior. We assume that the sequence |u i b| decreases to 0 faster than the sequence σ i , implying that the problem satisfies the discrete Picard condition [16] . It is a well-known property of ill-posed inverse problems that the naive inverse solution,
will contain large errors and may not be a good approximation of ξ. Spectral filtering is one approach to stabilize or regularize the solution. The filtered solution can be written as
where φ is a vector of filter factors φ i , c = U b, and C = diag(c) . Oftentimes, the filter factors corresponding to larger singular values are chosen to be close to 1, while those corresponding to smaller singular values are close to 0. The choice of the filter factors φ i , i = 1, . . . , n, is crucial to the accuracy of the solution estimate. In this paper we assume that the filter factors can be represented or parameterized as φ(α), where φ : A → R n and A is a nonempty closed subset of R n . We are interested in computing optimal filter factors to minimize the error between the filtered reconstruction and the true solution. The error vector is defined as e(α, ξ, δ) = x filter (α, ξ, δ) − ξ , with entries e i (α, ξ, δ), and the error is defined as , where e p is the p-norm of vector e. Other functions such as the Huber function can also be used and will be discussed in section 3.2.
In addition to the choice of ρ(z), the optimal filter will depend on a variety of factors, including the operator A, the noise in the observation b, and the true realization ξ. We make the following assumptions:
1. The matrix A is a deterministic operator; i.e., A is not subject to disturbances or noise. 2. The true realization was chosen following a given probability distribution P ξ on Ξ ⊂ R n that has finite second moments. 3. A probability distribution P δ on Δ ⊂ R n for the noise in the observation b is provided and has zero mean and finite second moments. Ideally, an optimal filter would minimize the expected value of the errors with respect to the joint distribution of ξ and δ. Hence, the problem of finding an optimal spectral filterφ = φ(α) could be formulated as (2.4)α = arg min
where f (α) is the Bayes risk and (2.4) is the Bayes risk minimization problem. Solving optimization problem (2.4) provides the parametersα that determine the optimal filterφ.
The Bayes risk minimization formulation allows us to incorporate probabilistic information in the form of probability distributions in order to design optimal filters. It is important to note that problem (2.4) can also be interpreted as a stochastic programming problem, and we refer the interested reader to books [31, 29, 27, 32] , survey papers [8, 30] , other contributions [21, 23, 18, 14] , and references therein. In the next section, we discuss some approaches to approximate problem (2.4), and we describe numerical methods for optimization in this framework. In addition, a variety of functional representations, φ(α), and choices of ρ(z) will be discussed.
3.
Computing optimal spectral filters. Solving optimization problems like (2.4) can be difficult because the expected value f (α) (a multidimensional integral) cannot be explicitly computed with high accuracy. Monte Carlo-based sampling algorithms have been proposed as an efficient way to approximate solutions to stochastic programming problems. In general, two computational approaches are commonly used, stochastic approximation and sample average approximation [22] . The stochastic approximation method is an iterative minimization approach where a new sample from the distribution is used at each iteration to update the solution. Although low memory usage is one of the advantages, proper choice of step size and slow convergence are potential drawbacks. We do not consider this method in this paper.
On the other hand, the sample average approximation approach generates a set of N random samples ξ (1) , . . . , ξ (N ) ∈ Ξ and δ (1) , . . . , δ (N ) ∈ Δ and approximates problem (2.4) with a sample average problem. More specifically, let
, and define error vectors
Then stochastic programming problem (2.4) is approximated with the sample average problem
is the empirical risk. Hence, (3.1) is also known as the empirical (Bayes) risk minimization problem. Numerical optimization methods can be used to solve (3.1), and the desired optimal spectral filter is computed asφ = φ(α). Before we describe numerical methods, we provide some remarks on the connections between the Bayes risk minimization problem (2.4) and the empirical risk minimization problem (3.1). The samples, ξ (k) , and noise realizations, δ (k) , for k = 1, . . . , N, constitute a training set. By the law of large numbers, f N (α) converges pointwise with probability one to f (α) as N → ∞. With the additional assumption that f N (α) converges uniformly to f (α), it can be shown that f N (α) converges with probability one to f (α), whereα andα are the solutions of (3.1) and (2.4), respectively [27] . This is typically referred to as consistency of the empirical risk estimator of the optimal value. It is far more challenging to prove consistency of the empirical risk estimator of optimal solutions, that is, thatα →α as N → ∞. Conditions for consistency of solutions are stated, e.g., in Theorem 5.3 in Shapiro, Dentcheva, and Ruszczynski [27] .
In this paper, we provide a numerical investigation of the empirical risk minimization problem and point the interested reader to a comprehensive overview of convergence results for statistical learning theory which can be found in a book by Vapnik [32] .
Also, since the expected value in problem (2.4) was approximated with the sample mean, the resulting optimal filter will be optimal on average, and it may not be optimal for a particular realization. The main disadvantage of (3.1) is that the size of the optimization problem grows with the number of samples. However, recent theoretical and computational studies have shown that the sample average approximation, together with an efficient optimization algorithm, can lead to reasonable and efficient implementations [20, 21, 22, 28] .
For functions ρ that are twice differentiable and convex, such as (2.3) with 1 < p < ∞, standard Newton-like optimization methods can be used to solve problem (3.1). For this we need gradient and Hessian approximations.
The Jacobian of the errors with respect to α can be written as
. . .
and the (i, j)th entry of matrix φ α is the derivative of φ i with respect to the jth entry of α. The gradient of f N (α) and the Gauss-Newton approximation of the Hessian can be written as
and
where the ith entry of g (k) is the derivative ρ (z) evaluated at e is a diagonal matrix, where the ith diagonal element is the second derivative ρ (z) evaluated at e (k) i (α). This provides the basic tools required for the implementation of efficient optimization methods. In general, we propose to use the Gauss-Newton approach with appropriate line search [24] to numerically solve problem (3.1), but the specific choice of algorithm will depend on the choice of ρ and filter representation. Specific cases will be addressed in section 4.1.
Notice that φ α in (3.3) depends on the choice of functional representation for the filter factors. In the following section, we discuss some previously proposed methods for selecting filter factors and some desirable properties for an optimal filter, motivating the development of new functional representations.
Optimal filter formulations.
Researchers often parameterize the filter factors, so that representation can be done with fewer variables. For example, a simple but common approach is to use the truncated-SVD, or TSVD, filter. The basic idea is to truncate the singular values which are smaller than a certain tolerance. For TSVD, the filter factors can be written as
with α ∈ A tsvd = {1, . . . , n}. Another common filtering approach is Tikhonov filtering, where, given some value α ∈ A tik = R, the filter factors are computed as
Notice that both TSVD and Tikhonov filtering reduce the number of unknowns from n (i.e., n filter factors) to only one, α. In standard literature, this parameter α is often referred to as a regularization parameter. As mentioned in the introduction, a variety of methods have been proposed for selecting a good parameter, but there are drawbacks for each of these approaches [16] . Optimal filters can be computed for both TSVD and Tikhonov filter representations, in which case problems (2.4) and (3.1) become optimization problems of one variable. In the case of TSVD, problem (3.1) can be solved by using a discrete version of the golden section search algorithm to calculate the optimal TSVD filter,φ tsvd . The optimal Tikhonov filter,φ tik , can also be computed by 1D optimization. In this case, (3.1) is a nonlinear optimization problem, and the Jacobian, which is nN × 1, can be computed using the fact that the ith component of vector φ α is given by −2ασ
It is important to remark that there is an inherent trade-off with these standard approaches: although optimization in one dimension is much easier, the filter factors are restricted to a particular functional representation.
In this paper, we consider two other approaches to constructing optimal filters. In the first, each filter factor is chosen independently. That is, let
where α ∈ A err = R n . Then we solve the optimal filter problem, obtaining the optimal error filter,φ err . In this case φ α = I, and the Jacobian blocks can be simplified to
We remark that the optimal error filter can lead to excellent solutions, but a potential limitation is that a sufficient number of samples in the training set must be provided for this optimal filter to perform well on samples not in the training set. Empirically, we expect that smoother filter factors would perform better. Thus, we introduce two approaches that result in smoother filters.
A second approach to calculating optimal filters is to use a spline representation of the filter φ(α). Let τ j ∈ [σ 1 , σ n ], j = 1, . . . , m, be distinct points. Then, for given α j , j = 1, . . . , m, the spline representation s of the filter factors can be defined in terms of the data (τ j , α j ). Evaluating the spline at σ i gives the filter factors
where vectors τ and α contain entries τ j and α j , respectively.
In the optimal filter formulation, α ∈ A spl = R m contains the unknown parameters that define the spline and hence the filter factors. Thus, (3.1) has been reduced to an optimization problem in m variables, where m < n. The Jacobian is nN × m, and φ α contains the derivative of the spline with respect to the knots, which is easy to obtain [4] . The resulting filter,φ spl , will be referred to as the optimal spline filter. Finally, smoothing via convolution is another approach that can be used to compute a smooth version of the optimal error filter. We write
where K denotes a smoothing matrix. Since smoothing is done as a postprocessing step, the resulting filter, φ smooth , is not necessarily optimal and is referred to as the smooth filter.
Assessing the error.
Error in the optimal filter formulation is measured using the function ρ(z). In this section we provide some choices for ρ and describe simplifications that can lead to efficient implementations.
Mean squared error, p = 2.
A common error function to use is the mean squared error (MSE), or specifically, the squared 2-norm of the error. In this case, we have ρ(z) as in (2.3) with p = 2, and equation ( respectively. This formulation leads to a least squares problem, and the necessary condition, J e = 0, can be written as
In the optimal error filter case, (3.1) is a linear least squares problem, and (3.6) is a necessary and sufficient condition for a minimum. With simple algebraic manipulation and the assumption that
is nonsingular, the optimal error filterφ err can be computed explicitly as
There is a close connection between the optimal MSE filter and the Wiener filter [34] .
In particular, we show that the optimal MSE filter (3.7) provides an approximation to the Wiener filter. Suppose that the random variables δ and ξ are uncorrelated. Then, using (3.7), the ith component of the solution is given bŷ
Using the assumption that signal and noise are uncorrelated and the assumption in section 2 that the noise has zero mean, we have for large N that
and henceφ
Since the mean power spectral densities corresponding to the noise and undegraded image can be written as
2 , respectively, the optimal error filter under the above assumptions provides an approximation of the Wiener filter [34, 6, 11] :
The approximation to the Wiener filter was derived using the empirical risk minimization framework, and it is possible to show that, with some additional assumptions, the optimal error filter is equivalent to the Tikhonov filter in the Bayesian framework [30] . Assume that probability distributions P δ and P ξ are normal with means 0 and variances η 2 and β 2 , respectively. Then an analytic solution can be derived in the Bayesian framework, and in this case, the optimal error filter is the Tikhonov filter, φ
1-norm.
In many cases, it is desirable to minimize the sum of the absolute errors. This corresponds to the 1-norm of the error, where ρ(z) = |z|. Then it is well known [5] that minimizing f (α) is equivalent to solving the constrained optimization problem,
where 1 is a vector of ones and t (k) ∈ R n . This linear programming problem can be computationally difficult to solve if the number of unknowns is large. More specifically, the above problem has (number of parameters in α) + nN unknowns and 2nN constraints, making it unrealistic for many problems.
A more computationally appealing approach is to use an approximation of the 1-norm. The main difficulty with ρ(z) = |z| is that it has a discontinuous first derivative at z = 0, causing challenges for optimization algorithms. It is common to instead approximate the 1-norm using the Huber function [19] :
This function is continuously differentiable, and efficient gradientbased optimization methods can be used to solve (3.1).
∞-norm.
In many cases, it is desirable to minimize the worst case error for a reconstruction, which corresponds to error (3.10) ERR(α, ξ, δ) = max
Then the problem of computing an optimal filter for a training set can be written as
which can be reformulated as a nonlinear constrained optimization problem in the following way [5] :
Similar to the reformulation for the 1-norm, a major disadvantage of this approach is that the number of unknowns and constraints can become prohibitively large. In particular, we have (number of parameters in α)+N unknowns and 2nN constraints. For the optimal error filter, the above optimization problem is a linear programming problem. Interior point methods for linear programming problems can be used to tackle this optimization problem.
p-norm.
Other p-norms with 1 < p < 2 or p > 2 can also be used. Since the p-norms for p > 2 have continuous first and second derivatives, those cases are rather simple extensions. However, for 1 < p < 2, additional smoothing is required to use Newton-like algorithms, or an iteratively reweighted least squares approach [5] may be used. Here, we developed a polynomial smoothing similar to the Huber function from section 3.2.2 which is twice continuously differentiable, i.e.,
, and c = β
. The approximation gap is largest for p close to 1 and vanishes as p → 2.
4.
Computational considerations and numerical results. Section 4.1 addresses some of the computational concerns that may arise during optimization, such as overcoming numerical instabilities, choice of algorithm, and preconditioning. Then in section 4.2, numerical results and comparisons are presented. It is important to remark here that the particular choice of filter representation and ρ may depend on the application, and the results presented here serve mainly as illustrations.
Computational considerations.
Notice that the Jacobian, defined in (3.3), contains the matrix Σ −1 . Due to division by very small singular values, constructing the Jacobian and Hessian approximation matrices as described can result in badly scaled matrices and hence severe numerical instabilities, especially for ill-posed problems. To overcome this, we incorporate the singular values directly into the definition of the filter's parameters. For example, for the optimal error filter, we definẽ φ err = Σ −1 φ err , optimize overφ err , and compute the desired filter using componentwise multiplication with σ i . Mathematically, this approach is equivalent to optimizing over φ err , but in this way we avoid division by small singular values and work with a better conditioned problem. Similar ideas can be used in the other cases.
The optimization algorithm used to numerically solve problem (3.1) depends on the choice of ρ and the choice of filter representation. For the p-norm with p ≥ 2, a Gauss-Newton algorithm has good theoretical convergence properties and performs well in practice. Since (3.8) provides an explicit formula for computing the optimal error (and hence the smooth) filter in the case p = 2, direct computation is recommended. A discrete golden section search algorithm can be used for all choices of P P P P P P Filter TSVD Tik spl err
ρ with the TSVD filter. As described in section 3.2, reformulating problems with p = ∞ and p = 1 as constrained optimization problems warrants the use of interior point methods. For the Huber function, theoretical studies suggest the use of efficient gradient-based optimization methods; however, Gauss-Newton methods show good performance in practice, and we follow this approach. These choices of methods are summarized in Table 1 . We do not claim that these are the best approaches to use in all cases, but we provide them as good suggestions. For large-scale problems where the number of unknowns and/or the number samples in the training set may become very large, special attention should be given to efficient implementations. Since the main computational cost in the Gauss-Newton method comes from solving a linear system at each step, it is common practice to use iterative methods such as the conjugate gradient method. Explicitly constructing the Jacobian and approximate Hessian matrices is not only unnecessary, but also costly (especially for 2D problems). Due to the fact that iterative methods require only the matrix-vector and possibly matrix-transpose-vector operations, we use object-oriented programming in our numerical experiments to perform the necessary operations without ever computing the matrix.
Furthermore, preconditioning can be used to accelerate convergence of iterative methods in the Gauss-Newton framework. If the diagonal matrices in (3.4) can be written as Proof. From (3.4), we have
Since J (k) has full column rank, we have that rank(
Then by the subadditivity property of rank,
Thus, the preconditioned conjugate gradient method is guaranteed to converge in at most 1 + N k=1 η (k) steps. However, regardless of preconditioning, the conjugate gradient method is guaranteed to converge in at most m steps, providing the appropriate bound.
It is important to notice that for cases with small m, preconditioning may not be necessary. However, for cases where m may be large, such as with the optimal error filter, N k=1 η (k) may be significantly less than m, so the preconditioned conjugate gradient algorithm can have faster convergence. Furthermore, algebraic simplifications result in a convenient formula for computing P explicitly,
so solving systems with P can be done efficiently.
Numerical results.
Now that we have addressed some of the computational concerns, we present some numerical results that illustrate the performance of the optimal filters. First, we generated a training set of N observations. Optimal filters were then calculated using the sample average approximation approach described in section 3 and using appropriate numerical optimization techniques (see Table 1 ). To validate the performance of the optimal filters, we generated a validation set of M different observations. The reconstructed filtered solution x filter was then compared to the corresponding true solution ξ. The methods were evaluated by computing the following:
1. Error (ERR) computed as in (2.2) and (3.10). 3. Signal-to-noise ratio (SNR ρ ) with respect to the choice of ρ used in the minimization, computed as 10 · log 10 (1/REL). 4. Standard signal-to-noise ratio (SNR) computed as 10 · log 10 (
It is important to notice that the first three of these are defined with respect to the particular choice of ρ used in the optimization. However, the last always uses the 2-norm. This standard SNR is commonly used in the image processing community to evaluate images and is shown here for comparison purposes.
In this paper, we present results for three problems: Problems 1 and 2 are 1D examples, and Problem 3 is a 2D example. Below are details of implementation. For the optimal spline filter, we use a cubic spline with "not-a-knot" boundary conditions. We select the knots to be spaced logarithmically between the smallest and the largest singular value. We used 15 knots in Problems 1 and 2 and 50 knots in Problem 3. For the smooth filter, smoothing operator K was a discrete Gaussian kernel with reflexive boundary conditions [17] , and we selected a standard deviation of 0.01 for Problems 1 and 2, and a standard deviation of 5 for Problem 3. Matrix A is 256×256 and has Toeplitz structure. In this example, we use 600 training samples and 2800 validation samples, each sample being 256 × 1. The validation set consists of noisy, blurred signals that were obtained using column slices of different MRI images. Five of the fourteen images used in the validation set are shown in Figure 2 .
In our numerical results, we compute the optimal Tikhonov filter (opt-Tik) and the optimal error filter (opt-error) using the 2-norm, and we evaluate these filters using the validation set. For each validation sample, we also compute the Tikhonov solutions where the regularization parameter is selected by minimizing the corresponding GCV function [10] or by minimizing the MSE, ξ − x filter 2 2 . These standard approaches are referred to as Tikhonov-GCV (Tik-GCV) and Tikhonov-MSE (Tik-MSE), respectively. Although Tikhonov-MSE is impractical since it requires knowledge of the true signals in the validation set, we compute it for comparison purposes. An important remark is that the optimal Tikhonov filter and optimal error filter use training data, so the filters can be computed off-line. On the other hand, regularization parameters must be computed on the fly in the Tikhonov-GCV and Tikhonov-MSE approaches. Problem 1 results. Error is assessed by ERR, REL, and SNR to evaluate the performance of the filters. (SNR and SNR ρ are equivalent since p = 2.) Box plots, or box-and-whisker plots, are presented in Figure 3 to provide a descriptive statistical illustration of the results. The box part of the plots conveniently presents the median value along with the 25th and 75th percentiles. The whiskers correspond to the extreme data points, and outliers are plotted individually.
From these results, we notice that the optimal error filter performs slightly better than all of the Tikhonov-type filters, even if the MSE is used. Furthermore, we see that the optimal Tikhonov filter can produce results that are comparable to those of the Tikhonov-MSE approach, and standard GCV consistently produces larger errors and smaller SNRs. Figure 4 presents absolute error images for one set of validation signals, in inverted colormap, so that white corresponds to zero error. From these illustrations, it is evident that using a training set to develop optimal filters can be a more accurate approach than using standard regularization parameter selection methods, even when the true solution is known.
In the above example, we used the 2-norm of the error to make fair comparisons with standard approaches, but in the next example, we investigate the use of different choices of ρ and different filter representations for the optimal filters in the 1D case.
Problem 2. We use the same setup as described for Problem 1, but include a higher noise range, allowing additive Gaussian white noise with noise levels ranging between 0.01 and 0.05. We compute optimal filters that minimize errors defined by the Huber function, the p-norm with p = 2, and the ∞-norm. For each ρ, the optimal TSVD (opt-TSVD), optimal Tikhonov, optimal spline (opt-spline), optimal error, and smooth filters are computed. For results corresponding to the ∞-norm, we use MATLAB's interior point methods for linear and nonlinear problems, which can be accessed using built-in functions linprog and fmincon with appropriate input options. Memory limitations from MATLAB's implementation of these algorithms restrict our training set to 30 samples for the ∞-norm, but the results are still illustrative and serve as a proof of concept.
Problem 2 results. Box plots in Figure 5 compare the performance of the optimal filters on the validation set. The smooth filter is also included in the comparisons. From these results we see that the optimal spline and optimal error filter, as well as the smooth filter, perform better than the optimal TSVD and optimal Tikhonov filter for the Huber function and the p-norm with p = 2. For the ∞-norm, the optimal error filter and the smooth filter perform worse than the other approaches on the validation set, which can be attributed to the fact that only a small number of signals were used in the training set.
Two-dimensional example.
Filtering examples arise naturally in image processing applications. In this section, we use an example from image deblurring to illustrate how optimal filters can be computed and to compare the performance of different filters and different choices of ρ for a 2D problem. Image deblurring problems can be modeled as in (2.1), where b is the observed blurred noisy image, A represents the blurring process, ξ is the true image, and δ is additive noise. Matrix A is typically very large and sparse. However, depending on the assumed boundary conditions for the image, A can be very structured, and fast transform algorithms such as the fast Fourier transform (FFT) and discrete cosine transform (DCT) can be used to efficiently diagonalize A. See [17] for more information about structured matrices and image deblurring.
Problem 3. For the training set, we use eight images of satellites with 100 rigid manipulations of each, giving a total of 800 training images. The rigid transformations include rotation, translation, and magnification, all defined using a normally distributed parameter. The blur used in the forward model is a symmetric Gaussian point spread function, and reflexive boundary conditions are assumed. After applying the blur operator to each of the 800 images, we include normally distributed Gaussian noise with a noise level that was randomly selected (equally distributed) from a range of 0.1 to 0.15. Then for the validation set, we use eight different images of satellites with 100 random rigid manipulations each and allow the noise level to vary between 0.1 and 0.15 (equally distributed). Four of the training images and four of the validation images are shown in the top and bottom rows, respectively, of Figure 6 . Each of the images is 256 × 256 pixels.
Problem 3 on the validation set are presented in Figure 7 . The general trend is that the optimal spline, optimal error, and smooth filters produce smaller errors and larger SNRs than optimal TSVD and optimal Tikhonov. We remark that the noise level is larger in this example, which partly explains why the performance of Tikhonov filtering is not as good.
The computed optimal filters are presented in Figure 8 for the four different choices of ρ. The filters are presented as functions of the size of the singular values. It is interesting to note the different shapes that the filters take depending on the choice of ρ. For clarity of display, we do not show the smooth filter, which in all cases resembles the optimal error filter but with a thinner spread. To give an idea of the computational time required to compute these filters, for the p-norm with p = 2, computing the optimal TSVD, optimal Tikhonov, optimal spline, and optimal error filter for this problem took roughly 606 seconds, 1787 seconds, 265 seconds, and 237 seconds, respectively, on a Macbook Pro with OS-X 10.6 and 8GB memory, running MATLAB 7.10.0 (64-bit).
For one sample from the validation set, we present in Figure 9 the absolute error images between the reconstructed image and the true image (with inverted colormap so that white corresponds to zero error). It is evident from these images that the Huber function in all filter representations does a better job at approximating the background or smooth information in the images. Furthermore, in all cases, the optimal spline and optimal error filters tend to perform better than optimal TSVD and optimal Tikhonov.
Finally, we remark that the training images can be used to obtain uncertainty estimates for the reconstructions. For each computed optimal filter, we reconstruct all of the training images and evaluate the average error per pixel. The expected error in each pixel is approximated by the sample mean
and the average error in reconstructing all of the training images
is presented in Table 2 for both the training and validation images. In Table 2 we also report in parentheses the standard deviation ν of the nN error samples. These results demonstrate that the mean and standard deviation of the pixel error for the training images are good estimates for the mean and standard deviation of the pixel error for the validation images. Since the standard deviation is small, we have a good estimate of the uncertainty in the estimate of each pixel value. 
Conclusions and discussion.
Computing regularization parameters for spectral filtering can be difficult and expensive; however, in this paper, we have described a robust and efficient approach to computing optimal filters for an inverse problem using a training set. We formulated the problem as an empirical Bayes risk minimization problem and described sophisticated numerical optimization algorithms that can be used to compute optimal filters. A variety of error measures and filter representations were considered. The optimal filters are desirable because they can be computed off-line, leading to faster on-line computations.
Since data from a specific application are typically very similar in nature, only a few samples in the training set may be required to compute a good filter. Furthermore, in many applications, a precise noise level may be difficult to obtain. Our approach allows the experimentalist to provide a range of noise levels. Although a potential disadvantage of our approach is that the SVD of A is required, structure or sparsity can often be exploited.
Future directions include adapting the approaches to different choices of ρ [5] or different noise distributions. Incorporating additional constraints on the spectral filters or reconstructions, such as nonnegativity or sparsity, may also be desired. Extensions to learning regularization functionals could also be considered [15] . An efficient algorithm for the ∞-norm for large-scale problems with large training sets is a topic of interest. Methods for combining sources can reduce the size of the problem [13] , while efficient numerical interior point methods can tackle the problem algorith- mically [35] . New developments in the stochastic programming community on hybrid methods or adaptive filters may help with large data sets and provide improvements in computing optimal filters.
Last, we remark that the optimal filter problem can be interpreted as an optimal experimental design problem, where the filter factors represent design parameters [2, 26, 7] . Since the optimal filters presented in this paper are optimal in mean, they correspond to an average optimality criterion, i.e., A-optimality design, in the optimal design literature. However, other design objectives can also be considered. For instance, optimization of the worst-case scenario might be of interest in quality control, leading to min-max designs [2, 26] . 
