Abstract-In this paper we present a novel method for daily short-term load forecasting, belonging to the class of "similar shape" algorithms. In the proposed method, a number of parameters are optimally tuned via a multi-objective strategy that minimizes the error and the variance of the error, with the objective of providing a final forecast that is at the same time accurate and reliable. We extensively compare our algorithm with other state-of-the-art methods. In particular, we apply our approach upon publicly available data and show that the same algorithm accurately forecasts the load of countries characterized by different size, different weather conditions, and generally different electrical load profiles, in an unsupervised manner.
NOMENCLATURE
The following symbols are used throughout the paper. In particular we use bold letters to indicate vectors and matrices. In addition to the following symbols, we shall further use notation to refer to vector after removing its mean value.
Load profile of the most recent days;
Load profile of the most recent day;
An available historical load profile of consecutive days;
The th historical "best profile" similar to ;
The last day of the th "best profile", also denoted as the th "best day";
The historical value of the load in the day after ;
Distance between and ;
Similarity between and ;
Reconstruction of using the "best days"; 24-hour ahead prediction;
Number of the last available days. This parameter is obtained through an optimization procedure; Number of best days to be considered. This parameter is obtained through an optimization procedure;
Width factor of the Gaussian similarity Kernel. This parameter is obtained through an optimization procedure;
Length of a calendar sequence. This parameter is obtained through an optimization procedure;
Diagonal matrix of weights used to recombine the best days. This parameter is obtained through an optimization procedure;
Standard deviation in the equation of the Gaussian similarity kernel;
Multiplicative scaling factor;
Optimal multiplicative scaling factor;
Set of parameters used for a forecast;
Number of days used to make a comparison with another method; the element of a time-series of true hourly load values used in the validation/comparison analysis; Prediction of the th element of the hourly time-series with set of parameters used in the validation/comparison analysis; Similar Profiles Load Forecast (proposed algorithm); I. INTRODUCTION E LECTRICAL load forecasting is an established yet still very active research topic due to a number of reasons: (i) the increasing penetration level of power generation from renewable sources has increased the amount of non-dispatchable energy that is injected in the power grid. An accurate forecast of the energy demand would thus allow energy providers to plan in advance an optimal scheduling of conventional power plants (e.g., thermoelectric plants) to support power generation to meet the energy demand; (ii) the recent ongoing deregulation of the electricity market has increased the competitiveness among energy retails. An accurate prediction of the energy demand would empower energy stakeholders with an important information to operate in the energy markets; (iii) finally, a better knowledge of the expected load would allow the power grid to operate in a more efficient way that not only would decrease operating costs, but also decrease the amount of polluting emissions in the air. For instance, load forecast is required to identify the expected load peaks during the day, and possibly recommend the use of peak shaving initiatives such as Demand Response or Load Shifting. Obviously, reducing the peak of the load reduces the requirement of maintaining some power plants switched on to operate just for a few minutes during the day, with high costs and high emissions throughout the day. Note that increasing the efficiency of the current power grid is one key step towards the realization of a truly smarter grid. In this paper, we are interested in short-term load forecast, where the load of the whole day after is predicted once the load of the current day is known. A massive amount of research has already addressed such a load forecasting problem, and a short overview of the current state of the art is given in the next section.
A. State of the Art and Paper Contribution
The annual number of scientific papers on load forecasting has increased from around one hundred in 1995 to more than a thousand in recent years. 1 Accordingly, it is hard to make a thorough state of the art, and here we only mention some of the papers that are mostly related to our methodology.
Load forecasting in the '90s was mainly tackled using neural network algorithms and linear regression methods [1] . One of the main challenges in adopting such methods relies in the fact that regular working days, holidays and special holidays (i.e., holidays that fall on otherwise regular working days) are characterized by completely different load profiles, and as such, should be treated in a different way. Accordingly, the basic algorithms have been recently modified to take into account such non-linear properties of the load, as described in a recent survey paper on load forecasting methods [2] . Generally speaking, the overall forecast is thus performed in two steps: in the first step, the day to be predicted is categorized according to its belonging to a week-day, or a holiday, or a pre-holiday, or other; then, the next day is predicted using an algorithm specialized on that category. Such approaches give rise to some hybrid methods where two algorithms are mixed together to perform the two steps (e.g., a Self-Organizing Map is used for the first step, and Support Vector Machines (SVMs) for the second one), see for instance [3] , [4] . SVMs have been recently used by many other researchers as well, see for instance [5] , [6] and [7] . In some cases, some algorithms have even been developed for a single category of days, see for instance [8] , [9] that are dedicated to predict holidays and working days only, respectively.
As an alternative, other authors have developed algorithms that are sometimes denoted as "similar day-based" or "similar shape". In this case, the methods search in an available database for historical days that are characterized by similar weather conditions and/or similar weekday index to that of the day to be predicted. Then the prediction is computed by appropriately combining several similar days' loads [10] . Such algorithms are particularly attractive because the belonging to a given cluster of data is intrinsically contained in the search for similar days (i.e., days similar to a holiday are usually automatically holidays). Many papers have been written exploiting this kind of methods; see for instance [11] , where recurrent neural networks have been used to improve the similar days prediction; [12] , where the focus in on very short-term load forecasts (one-to-six-hour-ahead); the already mentioned [10] , which also uses wavelet neural networks; and [13] , which adopts a functional time-series methodology.
All the previous methods appear to have at least one of the following three limitations:
• they might only work for a subset of days (i.e., load forecast is performed only for a given class of days, e.g., working days); • simulation results are given for a small window of time (e.g., a couple of months); • experiments are conducted on a single set of data, which might make the reader wonder whether the proposed methodology depends on the specific data-set, or can be actually adopted to predict the load in other countries as well. Following the previous discussion, the contributions of this paper are:
• We also propose a forecast algorithm within the class of similar shape algorithms. Differently from other papers, our algorithm automatically finds the similar profiles in the available data-base, and automatically works for all days of a year (i.e., working days, special holidays, ). Our algorithm takes advantage of a number of parameters, whose optimal values are found according to a multi-objective optimization problem that both aims to minimise the prediction error, and also the variance of the error. The rationale for this is to obtain an algorithm that is accurate (i.e., small error) and reliable (i.e., consistently small error) at the same time. Multi-objective algorithms are more rare to find in the load forecasting literature, see for instance [14] , for an example for very-short-term forecasting (where the prediction horizon ranges from 5 to 30 minutes). In the context of load forecasting, it is also rare to find similarly automatic, totally unsupervised forecasting algorithms; • Our forecasting algorithm outperforms, or performs similarly, other forecasting algorithms that use some further information (e.g., meteorological data). Also, our algorithms perform very well in completely different data-sets, automatically tuning the optimization parameters. More specifically, we test our algorithms on the Italian electrical load data, and compare our forecasts with those performed by the two main Italian forecast providers. Then we compare the Italian results with those obtained with other European countries that present different characteristics in terms of size, industrial load, weather conditions and electrical energy usages, and show that our algorithm, without any change, provides similar results in such different data-sets as well. Such a comparison on different data-sets is usually missing in the literature, and very few examples can be found (see for instance [15] where a meta-learning system was developed and cross-validated on different countries). Finally, we also compare the load forecasts of our algorithm with those obtained within the global energy forecasting competition in 2012. More details on the employed data-set are given in the next paragraph.
B. Comparison and Performance
The proposed algorithm has been extensively validated and tested on publicly available data, and performance results are illustrated in detail in Section IV. In particular, we perform three sets of tests.
At a national level: we first test the algorithm in the Italian national case, both on the data regarding the day-ahead market available in the GME 2 website (which corresponds to the expected/actual load consumption as computed from market exchanged volumes of electrical energy), and on the data provided by Terna, which is the main transmission system operator (TSO) in Italy (and thus, corresponds to the expected/actual load consumption as computed from power flows in the power grid). We compare our accuracy results with the forecasts provided by GME, with those provided by Terna, 3 and with those provided by a simple regression algorithm, similar in the spirit to the one proposed in [16] . We shall show that our algorithm outperforms GME, and the regression algorithm, and provides results that are similar to those by Terna. This is a good result, since Terna's forecasts further use some exogenous signals (e.g., weather forecasts, and the information related to special events, like the broadcast on TV of the football world cup, or any other event that might have an impact on the electrical load).
At a European level: we then apply our algorithm to the electrical load of three other European countries, namely, Germany, France and Belgium. Such countries have been selected because they are representative of different latitudes with respect to Italy, and of different electrical load characteristics. Namely, Germany is characterized by a high industrial load that is pretty much constant throughout the year; France is characterized by a high winter load, due to the fact that electrical energy is often used for heating as well (as an alternative to gas); Belgium is characterized by having a size quite different from that of the other countries. Data for the electrical load in European countries is available from ENTSO-E 4 data, where ENTSO-E is the European Network of Transmission Systems Operators for Electricity. In this case, we compare the performance of our algorithm in the different countries and show that the accuracy of the results is similar in the different countries. In our opinion, the fact that our algorithm has been tested on publicly available data, and that it performs well in all the selected countries, are two important merits of this paper, and we believe that our results can be used as a benchmark for other researchers that wish to compare their own algorithms in a fair and rigorous manner.
Small aggregations of electrical load: we finally compare the load forecasts of our algorithm with those obtained within the global energy forecasting competition in 2012, described in [22] . In this case the load time series pertains hourly loads in kW (and temperature data) for a US utility with 20 zones at both the zonal (20 series) and system (sum of the 20 zonal level series) levels. Different zones have different electricity consumption behaviors and range from a few hundred of kW to about 60 MW in zone 9, relative to an industrial customer load. This paper is organized as follows: Section II describes the overall algorithm; Section III illustrates how the proposed method is tuned according to a multi-objective procedure; Section IV illustrates the results that we have obtained in the Italian case, in the other European countries, and in the US utility case. Finally, conclusions of our paper are provided in the last section. 
II. ALGORITHM DESCRIPTION
In the following, we assume that a historical database of the hourly load time-series is available. Then, given the load timeseries up to the hour 24 of one day, our objective is to predict the 24 hourly load values of the next day, using all the past available data. The overall algorithm, that will be denoted as SPLF (Similar Profiles Load Forecast) in the remainder of the paper, is described in the flow chart depicted in Fig. 1 . The single steps are now described in more detail: 1) We consider the most recent available days of the hourly load curve, and we denote it by . Similarly, is the load curve of the last available day (e.g., today). The value of is a parameter of the algorithm, and its computation is explained in Section III. 2) We consider the zero-mean load curve obtained from after removing the mean value. We shall consider as our "sample" load curve and we shall compare it with all the zero-mean load curves of the historical data-set. We denote by a generic profile of days taken from the historical database, and by its corresponding demeaned profile.
3) We determine the most similar profiles according to the weighted distance (1) where is the Euclidean vector norm, and is a positive definite diagonal weight matrix, , . The weight matrix is introduced to gain the flexibility to assign a different importance to different hours, and this is accomplished by optimizing the parameters . The distance (1) can be interpreted as a measure of dissimilarity between the last available (demeaned) load profile and one historical (demeaned) load profile . Then we use the days after the most similar historical load profiles as a natural set of candidate forecasts for the load of tomorrow to be predicted. 4) However, even if some past load profile is very close to , the day after might not be a good candidate to predict the load of interest, e.g., the load of tomorrow. This happens if the calendar conditions in the past do not match the current calendar condition. Thus, we limit our attention only to the historical load profiles that satisfy some calendar conditions, as will be discussed in greater detail in Section II.C. In particular, we select the profiles that, among all those that satisfy the calendar conditions, have the smallest distance (1) from . We denote each of such best profiles (again, of days) as , where . We now convert the distance between and , computed according to (1) , into a corresponding measure of similarity by using the Gaussian similarity kernel (2) The kernel width value in (2) is defined as proportional to the smallest distance , i.e., , where is a positive constant to be optimized. The choice of the Gaussian kernel as a function of the parameter permits a large flexibility in the definition of the measures of similarity that will be used as weights to provide the load forecast. 5) In order to provide a final forecast, we first use the chosen best days to reconstruct the load of the last available 24 hours (i.e., the load of today). Accordingly,
where is the last day of the th best profile, and thus, we shall refer to it as the th "best day" in the remainder of this paper. We then determine the optimal scaling factor that minimizes the error distance between the true load and the reconstructed one as: (4) 6) Accordingly, the final forecast is obtained by applying the same correction factor to the weighted sum of the days after of the best days, i.e., (5) where is the 24-component vector of the day after . 
A. Calendar Conditions
The weekly periodicity of the load series (i.e., five consecutive week days with a high load, a Saturday with an intermediate load and a Sunday with a low load) is broken by the occurrence of special holidays during weekdays. An occurrence of this is shown in Fig. 2 , which shows the Italian load in the Easter period in 2014. Due to the fact that also April 25th and May 1st are national holidays, the typical pattern does not appear anymore. As can be seen from the figure, it is of paramount importance to distinguish whether the load forecast involves a weekday or a holiday, since the load changes in a dramatic way. The importance of treating working days and holidays in a different way has been one of the main drivers of the recently proposed nonlinear forecasting algorithms as an alternative to traditional linear algorithms. To take this into account in our prediction, we divide the days of the week into three classes as follows: 1) Working Days: days from Monday to Friday, excluding special holidays. 2) Saturdays: all Saturdays excluding holidays. 3) Holidays: all Sundays and special holidays (Easter Monday, Christmas, New Year's Day, etc.). The choice to cluster the daily load into the three previous classes follows simple intuitive analysis of the load (i.e., visual inspection), and has been justified in many papers in the literature, see for instance [17] , [18] , and [19] for the special case of European countries. Then, as anticipated in Section II.B (step 4), we only retain the best days that also share the same sequence of calendar days. In particular, we require that the calendar should coincide for consecutive days (from the last available day), where is another parameter whose optimal value is obtained after an optimization procedure as described in the next Section III. As an example of this, the prediction of the load for May 1st, 2014 is shown in Fig. 3 . As can be seen, all the best days belong to similar calendar patterns in the previous years. The figure shows the final forecast , the pool of the load curves (the days after the best days) used for the weighted combination in (5) with the corresponding weights , and also the actual load.
III. PARAMETERS OPTIMIZATION AND PERFORMANCE MEASURES
The parameters of the SPLF algorithm to be optimized are: 1) : number of the last available days used to look for similar patterns in the past; 2)
: number of the best days; 3) : width factor of the Gaussian similarity kernel;
4)
: diagonal windowing matrix that defines the weighted distance in (1); 5) : the length of the calendar sequence. For simplicity we have assumed that the diagonal elements of matrix vary in a linear way so that only and need to be determined. Therefore, six parameters have to be optimized, and we shall denote the vector of parameters as . We use SPLF to predict a number of days in the past for which historical data are available. Then, we denote by the column vector that contains all the performed 24 hours predictions obtained by using a vector of parameters , and by the column vector that contains the true load values during the corresponding period of days. As a performance index, we use the Mean Absolute Percentage Error, (MAPE) which can be defined as a function of as: (6) MAPE is the most used parameters in the load forecasting application field. Since MAPE only accounts for the accuracy purposes, here we further use the performance index relative to the Variance of the Absolute Percentage Error (VAPE), to further take into account the reliability of the forecast:
In order to determine the optimal set of solutions of the parameters , a multi-objective optimization is performed by means of an evolutionary multi-objective optimization algorithm, considering the objective functions (6) and (7) above. In particular, in this work we consider a variant of NSGA-II (Non-dominated Sorting Genetic Algorithm), which is a controlled elitist genetic algorithm [20] . The NSGA-II approach is widely considered as a very efficient and good performing elitist multi-objective evolutionary algorithm. This is due, among others, to its reduced complexity thanks to the introduction of a fast non-dominated sorting approach, and to the use of a crowded comparison operator for diversity preservation. In this work we use the crowded comparison operator and calculate the distances in the objective function space (phenotype). We used a population size of 120 individuals, 6 variables and a Pareto fraction value of 0.35 (the solver will try to limit the number of individuals in the current population that are on the Pareto front to 35% of the population size). The algorithm stops when the maximum number of generations is reached, and we set this value to 1200. It is worth to note that the optimization step is in general quite time consuming (few hours), while in contrast the prediction step performed by SPLF is very fast (milliseconds to predict a whole year). Accordingly, the SPLF can be also used for very short-term forecasting (e.g., 15-minutes ahead), provided that the optimal parameters are recomputed at a slower time scale. The reason why we implement a multi-objective optimization is that we search for load forecasts that are both accurate (i.e., small MAPE) and reliable (i.e., small VAPE).
IV. NUMERICAL RESULTS
In this section we show the performance of the SPLF algorithm. In the first part, we test the algorithm on the Italian load consumption data estimated from the electrical market and that estimated from electrical transmission data. We also compare our forecast method with other available forecasts. In the second part, we test the algorithm on a set of European countries of different latitudes, different size and different characteristics in terms of the electrical load. As a general trend of all the performed numerical simulations the choice of a yearly value of is adequate to determine optimized parameters giving good performances of the SPLF on different years.
A. Case Study 1: Italian Electrical Load 1) Pareto Fronts of the Multi-Objective Algorithm:
We first consider the electrical load data-set provided by GME, for which historical data are available from 2005. We have found the optimal values of the parameters by predicting the days of the year 2012, taking into account both the MAPE and the VAPE indices, as illustrated in Section IV. Fig. 4 shows the Pareto front determined by the NSGA-II algorithm, representing 42 points that are equally optimal for year 2012. The optimal values of year 2012 have then been used to predict the year 2013 (cross markers in Fig. 5 ), and are close to the Pareto front of that year (i.e., the optimal solution that we would have obtained if year 2013 was used to find the optimal parameters of the SPLF algorithm, shown with square markers). As already mentioned, the algorithm is quite robust because the values of the parameters that are optimal for one year remain close to optimality for the following year as well. This is particularly true if compared with a random set of parameters (chosen via Monte Carlo sampling from a uniform distribution), as the same Fig. 5 that shows with diamond markers the best solutions obtained via Monte Carlo sampling. This shows that an optimal choice of the parameters is required to get accurate results.
2) Comparison With Other Algorithms:
In this paragraph, we compare SPLF with the forecasts developed by GME, Terna and those of a simple regression algorithm (denoted by "EMP"), inspired by the work of [16] . In the regression algorithm, the load of the next day is provided as a weighted combination of the load of the day before and the load of one week before (i.e., in the same day of the week of the day to be predicted). The weighting factors are optimally computed using the available data of past load profiles (using the MAPE index) and the algorithm is further enhanced by using calendar rules similar to those illustrated in Section II-A. Performance results are shown for each of the six areas in which the Italian load data is provided, and also for the national aggregated data. For the sake of clarity, in Table I , we only compare the different algorithms in terms of MAPE. Note that the results reported in Table I for SPLF and EMP have to be interpreted as "training results" in the year 2012, and as validation results for year 2013. In fact, load data were used to compute the optimal parameters of SPLF (and of EMP) in year 2012. On the other hand, results for year 2013 rely on parameters computed the year before, and accordingly can be interpreted as true validation results.
As can be seen from Table I , SPLF outperforms EMP in every single area, both for GME and for Terna data. Also, SPLF outperforms GME forecasts (which are also available from the GME website) in every area. At this regard, regional GME forecasts appear to make large errors, while the national forecast is much more accurate. The same trend can be noticed for Terna as well: although it is not known how GME and Terna make their forecasts, it could be that they are more interested, and consequently accurate, at a national level, and less accurate at a zone level. Still, both at a zone and at a national level, SPLF consistently improves GME forecasts as it is shown in Fig. 6 , where the daily average MAPE errors of the two forecasting algorithms are compared. Table I also allows us to compare SPLF with Terna forecasts. In this case, it appears that SPLF forecasts are more accurate at a regional level, while Terna forecasts are (slightly) more accurate at a national aggregate level.
Since SPLF's parameters had been optimized to minimise the MAPE, it remains an open question whether performance are weak with respect to other indices. For this purpose, Table II gives the results of the comparison with GME and Terna for what regards other indices as well. In Table II , RMSE is the Root Mean Square Error, MAE is the Mean Absolute Error, MAP is the Maximum Absolute Percentage error, MA is the Maximum Absolute error and MMAP is the Mean of daily Maximum Absolute Percentage error (see [14] and [8] examples of uses of such indices and their exact definition). Table II seems to suggest that the algorithm that outperforms the others according to one parameter, usually outperforms the others according to the other parameters as well. In Table II , SPLF MAPE refers to the case when SPLF's optimal parameters are chosen as those that minimise MAPE in year 2012 (so, this corresponds to a single-objective optimization of SPLF), SPLF VAPE refers to the case when SPLF's optimal parameters are chosen as those that minimise VAPE in year 2012 (so, this corresponds again to a single-objective optimization of SPLF), and finally SPLF INT corresponds to a choice of parameters which is intermediate in the Pareto front of Fig. 4 (so this corresponds to a truly multi-objective optimization of SPLF). So another result of Table II is that it is more convenient to train SPLF in a multi-objective fashion rather than in a single-objective fashion. As for many other methods reported in the literature, SPLF does not predict the (expected) uncertainties of daily forecasts. This would be an interesting aspect, and we are currently investigating the mechanism to provide an expected percentage of accuracy in the day ahead forecast. At present, we can only observe that we have an average MMAP of around 3.75 in a period of 4 years 2011-2014 for the GME and TERNA data set. This result shows a good performance on a statistically relevant data set, and we may conclude that the forecast is usually reliable, although the reliability of a single forecast is not fully quantified in advance.
Since SPLF and Terna provide very close forecasts in year 2013, next paragraph is dedicated to analyse whether such a difference is statistically relevant. In any case, as previously remarked, we still believe that it is already a good result that SPLF forecasts are comparable to those of Terna, since Terna uses some further information (e.g., weather forecasts, knowledge of special events, ) to elaborate their forecasts, which is not used in the SPLF case. 3) Statistical Relevance: In the comparison, we use the set of parameters from the Pareto front in year 2012 with minimum MAPE, which corresponds to
. Note that such a solution is optimal for the Terna database (i.e., another data-set has a different optimal solution). Then we use the signed rank Wilcoxon test [21] to verify the statistical relevance of the MAPE differences between the two forecasts, in different months of the year, and in different days of the year in Tables III and IV. A test result value of "0" denotes that the MAPE differences are not statistically significant (i.e., the two methods are practically equivalent), while a value of "1" means that the MAPE difference is statistically significant (the method with lower MAPE does outperform the other one). On the basis of this test, SPLF is confirmed to provide forecasts that are statistically equivalent to those of Terna also for the national aggregated data. Also, it is possible to note that both approaches have a slightly worse performance during the special holidays (which on average correspond to 12 different days in Italy in one year). This confirms that such days are the most critical to predict.
B. Case Study 2: Comparison of the SPLF Algorithm in Different European Countries
One of the main benefits of the SPLF algorithm is that it can be directly applied to other countries as well. The only difference is that, obviously, the calendar rules have to be updated to take into account the specific national holidays of a given country. In this paper, we consider four different European countries, namely, Italy, France, Germany and Belgium, for which national aggregated data are publicly provided by ENTSO-E (see Fig. 7 ). There are some relevant differences among the electrical load in the four selected countries for a number of reasons:
• The countries belong to different latitudes, which gives rise to some different patterns. For instance, the weather is very hot in summer in Italy, and the electrical load is quite large due to air conditioning. Most commercial activities, offices, and some industries close for two weeks around August 15, when usually there are the hot days, and there is a dramatic decrease of the load. A similar pattern, though less evident, can be seen in the French case as well; • The electrical load in France is particularly large in winter days. This is due to the fact that electrical energy is also used for heating, as an alternative to gas which is the conventional fuel in (most of) the other European countries; • The electrical load is practically constant throughout the year in Germany. This is mainly due to the fact that a significant component of the load is given by the industrial load that is in a large part not affected by seasonal patterns; • Obviously, due to the smaller size, the electrical load in Belgium is smaller than that of the other countries. The SPLF algorithm was applied to the four countries. The optimal parameters computed by the multi-objective optimization procedure are reported in Table V . Interestingly, there are some relevant differences among the optimal parameters of different countries. Despite such differences, it is worthy to note that the performance of the algorithms in the different European countries (the average MAPE in year 2013) is similar, as shown in Tables VI and VII . Furthermore, the average accuracy of the obtained results is also similar to that reported in the literature by other methods on different sets of data, when also temperature data were considered, see for instance [10] . This evidences the robustness and the effectiveness of the multi-objective optimization approach. Also, special holidays remain the most difficult to predict, as already remarked by other authors in the literature, as shown in Table VII . The accuracy of the prediction is shown in Fig. 8 for the critical period mentioned in Fig. 2. Fig. 9 provides a sensitivity analysis of the choice of parameters. For this purpose, we randomly perturbed the optimal parameters given in Table V in a range of 10% for the real parameters, and 1 for the natural parameters. It is interesting to notice that although optimal parameters were different from country to country, still forecasting results in all countries are mostly sensitive to the values of and . In fact, as shown in Fig. 9 , optimal results appear in small clouds of points that are separated by the values of such two important parameters.
C. Case Study 3: Application to the Load Time Series
Described in [22] The last case study refers to the global energy forecasting competition that took place in 2012, whose final results have been recently published in [22] . In such a competition, the participants were required to backcast and forecast hourly loads (in kW) for a US utility for 20 different zones corresponding to different types of load (e.g., end-user loads, industrial loads), and in the sum of all the zones. The organizers of the competition provided a database of 4.5 years of hourly load and temperature data, from which they removed eight non-consecutive weeks of load data. The final task was to predict the hourly value of the load in the missing 8 weeks in the past (backcast) and in the week immediately after the available series. Note that temperature values were given for the 8 weeks in the past, and not in the week in the future. The load predictions were then compared [22] , together with more details about how the final score was computed.
In order to make a fair comparison with the other algorithms participating to the same competition, in this paper we use our SPLF algorithm only to predict the week in the future for which temperature data were not available and thus, unless predicted, could not be used by the other algorithms either. Note that the comparison is not truly fair for a number of reasons: (i) SPLF was designed to perform on a time-series corresponding to an aggregate load. This is not the case for the last case study. As a consequence, the load curves do not always exhibit the typical calendar profiles that have been investigated in this paper; (ii) the parameters of SPLF were computed according to a multi-objective cost function that takes into account MAPE and VAPE, and then we evaluated its performance according to a (slightly) different cost function (WRMSE); (iii) SPLF provide a 24-hour ahead prediction, and here it was also used in a recursive fashion to predict a whole week (by simply using the last 24-hour prediction as a true value of the load). Despite the previous differences, we still decided to provide the obtained results to evidence the robustness of the provided algorithm even when used in a slightly different framework. 9 . Sensitivity analysis of the optimized parameters in the four considered countries. In all cases, and appear to be the most sensitive parameters, as a wrong choice of such parameters might significantly affect the performance of the final forecast. Table VIII shows the results obtained by benchmark prediction, and the best 9 predictions of the competition. In this comparison, we also report in the last line the results obtained by SPLF. The table shows that SPLF outperforms all the other algorithms for what regards the prediction of the next 24 hours. On the other hand, its performance is not as competitive as the others for what regards the prediction of the whole week, but still the result is (slightly) better than the one obtained by the benchmark prediction.
V. CONCLUSION
In this paper a novel unsupervised algorithm based on a "similar shape" approach for short-time forecast of the electrical load was presented. With respect to the many other existing methods for load forecasting, our paper presents two main contributions: (i) the algorithm is optimized to automatically provide a 24-hour ahead forecast that is at the same time accurate and reliable, thanks to the proposed multi-objective procedure for tuning some suitably introduced parameters of the algorithm; and (ii) the same algorithm can be applied in different test cases with similar results. For instance, it has been tested with similar good results to the load data of some different European countries. Thanks to such a second feature, the proposed forecasting method appears to be robust with respect to different load data characteristics, as further emphasized in the last test-case relative to a small aggregated load. Furthermore, the average accuracy (MAPE) of the obtained results is comparable to that obtained by other methods that also include temperature data.
