New algorithms for determining discrete and continuous symmetries of polynomials | also known as binary forms in classical invariant theory | are presented. Implementations in Mathematica and Maple are discussed and compared. The results are based on a new, comprehensive theory of moving frames that completely characterizes the equivalence and symmetry properties of submanifolds under general Lie group actions.
1 Introduction.
The purpose of this paper is to explain the detailed implementation of a new algorithm for determining the symmetries of polynomials (binary forms). The method was rst described in the second author's new book 24] , and the present paper adds details and re nements. We shall demonstrate that the symmetry group of both real and complex binary forms can be completely determined by solving two simultaneous bivariate polynomial equations, which are based on two fundamental covariants of the form. Bounds on the dimension of the symmetry group, as well as the explicit formulae for the symmetries can be readily established.
Despite the evident simplicity of the particular problem under consideration, our results are new, even for ordinary polynomials. Besides a new algorithm for computing discrete and continuous symmetries, the method also provides a new solution to the equivalence problem for binary forms, based on the identi cation of their \signature curves" which are explicitly parametrized by two absolute rational covariants. For instance, the method gives new, readily veri able conditions that a given form be equivalent to a sum of two n th powers. An extensive search has convinced us that most of these results do not have a counterpart in any of the classical, or more recent, invarianttheoretic literature. The method can be easily implemented in most computer algebra systems, including Maple or Mathematica | although neither is completely adept at handling the required polynomial computations. The standard routines do not produce fully simpli ed formulae for the symmetries of reasonably elementary polynomials, and necessitate hands-on manipulations of the formulae to give the correct results. The key weakness of both systems is their poor handling of both algebraic numbers and rational algebraic functions. Maple code and illustrative examples appear in the appendices.
The results are based on a new adaptation of Cartan's geometric theory of moving frames and di erential invariants, 7, 11, 17] , recently developed by the second author and M. Fels, 9, 10] . The theory is completely algorithmic; moreover, it is not restricted to classical geometrical situations, but also applies to general Lie group actions (and, even, in nite-dimensional pseudogroups). The moving frame provides a complete system of di erential invariants that govern the symmetry and equivalence properties of submanifolds under the group action. Symmetry and equivalence of binary forms can be readily recast as a very particular case of this general theory. Interestingly, Lie himself, in 20, Chapter 23] , championed the applications of Lie group methods and di erential invariants in classical invariant theory. However, the adaptations of the moving frame method in this context is new.
Space permits only a short summary of the geometric and algebraic prerequisites here. We refer the reader to 24] for additional details on classical invariant theory and 10] for the moving frame method. There exist a remarkable range of new, as well as classical, applications of moving frames | not only to geometry, 12], but also complete classi cations of di erential invariants and their syzygies, 10], classi cation of joint invariants and joint di erential invariants, 9], applications to the problem of object recognition in computer vision, 5], and the construction of invariant numerical approximations to di erential invariants and invariant di erential equations, 6].
2 Symmetries of Binary Forms.
In classical invariant theory, a binary form refers to a homogeneous polynomial function of two variables:
Q(x; y) = n X i=0 a i x i y n?i : ( 
2.1)
The coe cients a 0 ; : : : ; a n can be taken to be either real or complex. There is a direct correspondence between homogeneous binary forms (2.1) and inhomogeneous polynomials Q(p) Q(p; 1) = n X i=0 a i p i ; (2.2) depending on a single scalar variable p, known as the projective coordinate. We can identify p = x=y with the ratio of homogeneous coordinates, and thereby recover the homogeneous form (2.1) via the simple rule Q(x; y) = y n Q x y : (2. 3)
The passage from a binary form to its inhomogeneous version re ects the passage from a homogeneous function on a vector space to a function (depending on one fewer variable) on the associated projective space. We shall nd it useful to retain the same symbol Q for both versions (2.1), (2.2) of the given binary form. The general linear group GL(2) = A = ? 6 = 0 (2.4) acts on two-dimensional space by invertible linear transformations x = x + y; y = x + y; (2.5) and thereby induces an irreducible representation on the space of binary forms of a xed degree. Both real and complex changes of variables are of interest. In the sequel, we shall concentrate on the complex version, but will also indicate how to adapt the results to real binary forms. Two forms Q(x; y) and Q(x; y) are called equivalent if there exists a linear transformation (2.5) mapping one to the other, so that Q(x; y) = Q( x + y; x + y) = Q(x; y):
Thus, each linear transformation induces a linear transformation a i 7 ! a i of the coe cients of Q.
The explicit formulae are not di cult to write down, but are not particularly useful. In particular, a symmetry of a binary form is, by de nition, a linear transformation that maps Q to itself, i.e., a self-equivalence. The principal goal of this paper is to describe an explicit computational algorithm for nding the symmetries of binary forms.
The induced action of a linear transformation (2. +1, which is a degenerate quartic polynomial and not a quadratic polynomial. Indeed, the inhomogeneous quartic has four roots | two simple roots at p = i and a double root at p = 1, while the quadratic p 2 +1 has only two nite roots. Moreover, the two obey quite di erent transformation rules (2.8). Consequently, the inhomogeneous form of a polynomial does not uniquely characterize it as a binary form | one must also specify its degree.
De nition 2.1 The symmetry group of a binary form Q is the subgroup G GL(2) consisting of all linear transformations that map Q to itself. The projective symmetry group of Q is the subgroup ? = (G) PSL(2) consisting of all linear fractional transformations (2.7) that give rise to symmetries of Q.
Since Q( x; y) = n Q(x; y), if ! is any n th root of unity, ! n = 1, then the diagonal matrix !I always belongs to the symmetry group of Q. Moreover, if A 2 GL(2) is any matrix whose associated linear fractional transformation (2.7) belongs to the projective symmetry group of Q, so that (A) 2 ?, then A maps Q to a scalar multiple of itself, say Q(p). Consequently, the scalar multiple b A = A, where = 1= n p , is a genuine symmetry of the form. We conclude that, in the complex case, each element of the projective symmetry group corresponds to n distinct matrices in the full symmetry group. In the real case, if the degree of Q is odd, n = 2m + 1, then there is a unique real n th root of unity, and each projective symmetry corresponds to a unique symmetry, and so ? ' G; on the other hand, if the degree of Q is even, n = 2m, then each projective symmetry corresponds to two matrix symmetries. In many cases, the full symmetry group G ' ? Z n is just a Cartesian product of the projective symmetry group with the cyclic group generated by the n th roots of unity, although this is not universally true. Remark: Each symmetry of a polynomial will permute its roots, and preserve cross-ratios between them, cf. 24]. Hence, there are interesting connections between the geometric symmetry group considered here and the Galois group of the polynomial. However, the precise relationship between the two groups remains, at least to us, a bit obscure.
Our algorithm for determining the symmetry group of a binary form will rely on the following important classical covariants. Recall rst that a covariant of weight k of a binary form Q of degree n is a function C(a 0 ; : : : ; a n ; x; y) depending on the coe cients a i of Q and on the independent variables x; y, which, up to a determinantal factor, is unchanged under linear transformations:
C(a 0 ; : : : ; a n ; x; y) = ( ? ) k C(a 0 ; : : : ; a n ; x; y):
The form Q itself is trivially a covariant of weight 0. Each homogeneous polynomial covariant C(a 0 ; : : : ; a n ; x; y) has an inhomogeneous counterpart C(a 0 ; : : : ; a n ; p) = C(a 0 ; : : : ; a n ; p; 1); which plays a similar role for the inhomogeneous form (2.2). Again, we use the same letter to denote both the homogeneous and inhomogeneous covariant. The inhomogeneous forms of our particular covariants can be computed directly from (2.2) using the following formulae, cf. Q.E.D. In other words, the form has identically vanishing Hessian if and only if it can be mapped to the form y n via a linear transformation. In projective coordinates, this means that the form is equivalent to the constant form Q(p) 1, which has a single root of multiplicity n at p = 1. The same result holds for real forms of odd degree n = 2m + 1. For real forms of even degree n = 2m, the sign of Q(p) is invariant, and hence real forms with vanishing Hessian have the form (cp+d) n and are equivalent to one of the two inequivalent constant forms 1, depending on the sign of Q. (2.19) if and only if q = ( p+ )=( p+ ) is a linear fractional transformation belonging to the projective symmetry group of Q.
The fact that all the solutions to the symmetry equations (2.19) are necessarily linear fractional transformations is striking! As remarked above, given a projective symmetry, the corresponding symmetry matrix A 2 GL(2) is uniquely determined up to multiplication by an n th root of unity.
Since the linear fractional transformation only determines A up to a scalar multiple, one must substitute into the transformation rule (2.8) for the form to unambiguously specify the symmetry matrix.
In the real case, if the degree of Q is odd, n = 2m + 1, then the basic symmetry Theorem 2.5 holds as stated. Moreover, each real linear fractional solution to the symmetry equations (2.19) corresponds to a unique matrix symmetry. On the other hand, if the degree of Q is even, n = 2m, then the sign of Q is invariant, and a real solution to the symmetry equations (2.19) will induce a real projective symmetry, and thereby two real matrix symmetries of the form if and only if it preserves the sign of Q.
Remark: The original transformation rules (2.6), (2.8) apply to binary forms of weight zero. One can, more generally, consider binary forms of nonzero weight k, with transformation rules
If n+2k 6 = 0, then the projective symmetry group of a weight k binary form is the same as that of its weight 0 counterpart. However, the full symmetry groups may not have the same cardinality, and so are not necessarily isomorphic. In the exceptional case n = ?2k, if A 2 GL (2) is any symmetry, so is any scalar multiple A, and so each projective symmetry gives rise to a one-parameter family of symmetries in GL (2) . Moreover, in this case the projective symmetry group is not necessarily the same as that of the weight zero version of the form.
3 Algorithms and Symmetry Bounds.
In this section we discuss the basic algorithms for determining the explicit formulae for the symmetries of a nonsingular complex binary form. The method relies on Theorem 2.5, and hence requires solving the fundamental symmetry equations (2.19). We shall apply this result to straightforwardly derive bounds on the number of symmetries of a nonsingular binary form.
The rational symmetry equations (2.19) are recast as a pair of polynomial equations for q as a function of p. We must eliminate any common factors in the numerator and denominator of the two rational absolute covariants, and then rewrite the symmetry equations in polynomial form.
For instance, formulas (2.14), (2.16), (2.17) imply that if Q has a multiple root, there will be a common factor in H, T and U, which must be canceled when taking the ratios (2.18). Turning to the solution to the symmetry equations (2.19), we write
in reduced form, so that A and B have no common factors, nor do C and D. As a result, all solutions to the symmetry equations (2.19) will be obtained by solving the bivariate polynomial equations , nor have we thoroughly investigated the existence and signi cance of multiple common roots to the symmetry equations (3.4). The real case clearly admits the same bounds on the projective index, since one must determine the number of common real solutions to (3.4) , and, in the case of even degree, whether the sign of Q is the same at each solution. Consequently, the index of a binary form of degree n is bounded 1 The slightly nonstandard arrangements of rows and columns in the resultant determinant (3.2) is critical here. We note that Exercise 2.38 in 24] is not correctly stated due to a misordering of the resultant rows.
by either (6n ? 12)l or (4n ? 8)l, where l = n in the complex case, l = 2 in the case of real forms of even degree and l = 1 for real forms of odd degree.
Since the symmetry groups of equivalent polynomials are related by matrix conjugation in GL(2; C), a complete list of possible projective symmetry groups is provided by the following theorem, as presented in Blichfeldt, 2, p. 69]. a) The n element abelian group A n is generated by the transformation p 7 ! !p, where ! is a primitive n th root of unity.
b) The 2n element dihedral group D n is the group obtained from A n by adjoining the transformation p 7 ! 1=p. c) The of order 2. The tetrahedral group is also a subgroup of the icosahedral group: T I.
Since the maximal number of elements in the projective symmetry group of a form of degree n is bounded by 6n ? 12; then the tetrahedral group can appear as a symmetry group only when n 4, the octahedral group is a possible symmetry group only if n 6 and the icosahedral group is possible only if n 12.
We can describe the invariants of the three primitive groups using the following polynomials: Note in particular that only forms of even degree can admit a primitive symmetry group. Maple code was written to explicitly compute the symmetries of binary forms. Details of the programs and some of the di culties we experienced in the implementation are discussed in the appendices. The program symm listed in Appendix A computes the fundamental invariants J and K, determines the dimension of the symmetry group, and, in the case of a nite symmetry group, solves the two equations (2.19) to nd explicit form of the projective symmetries. The actual matrix symmetries are then computed by the program matrices by substituting the linear fractional transformations in the projective symmetry group into the form in order to determine the appropriate scalar multiple. We now present some typical examples resulting from our computations. , all nondegenerate cubics have maximal discrete symmetry groups of projective index 6, which equals the number of di erent permutations of the three roots. The full matrix symmetry group G of this cubic has 18 elements, since we can also multiply by a cube root of unity, and is generated by the three matrices where 6 = 2. The former has all simple roots; the latter has a double root at 1.
In the rst situation, the symmetry group will depend on the value of . For general , the projective symmetry group is a dihedral group D 2 , generated by ?p and 1=p. When = 0 it becomes a dihedral group D 4 , generated by ip and 1=p. The associated matrices are the obvious ones, namely ?1 0 The transformations and their matrices are given in the form they were computed by Maple.
Finally, the projective symmetry group of the quartic form p The nal quintic is not solvable in terms of radicals. In each case, the symmetry group was computed using our Maple code.
Remark: The symmetry bounds of Theorem 3.2 imply that the projective index of a nonsingular quintic is at most 18. None of our quintic examples achieve this maximal number of projective symmetries, and it is unclear to us whether there are any quintics in the maximal discrete symmetry class, or, alternatively, what the optimal symmetry bound is in this case. This concludes our presentation of examples. The last part of the paper outlines the underlying moving frame theory that justi es these results.
Moving Frames and Di erential Invariants.
The fundamental symmetry Theorem 2.5 is not particular to polynomial functions. Indeed, the binary form Q(p) can be replaced by an arbitrary analytic function without changing the statements and conclusions | with one caveat: a non-polynomial function can admit an in nite discrete symmetry group. For example, any periodic function, e.g., Q(p) = sin p, admits an in nite discrete group of translational symmetries. Moreover, these results are not even particular to the projective action (2.8) of the general linear group, but are special cases of a general theory of symmetry and equivalence of planar curves under Lie transformation groups. The latter, in turn, is the simplest instance of the theory of equivalence of submanifolds under group actions that forms the focus of Cartan's powerful theory of moving frames, 7, 11, 17] , and, more particularly, the new foundations and computational tools developed by the second author and M. Fels, 9, 10]. However, to keep the exposition self-contained and reasonably brief, we shall not attempt to describe the moving frame theory in complete generality this short paper.
Let G be an r-dimensional connected 2 Lie group acting analytically on M = R 2 , or, in the complex case M = C 2 . We shall also assume that G acts e ectively (also known as faithfully), which means that the only group element which xes every point of M is the identity. None ective actions can always be made e ective by replacing G by the quotient group G=G 0 , where G 0 = fg 2 G j g z = z for all z 2 Mg is the global isotropy subgroup, cf. 23].
Since G acts on M, it will transform analytic curves to analytic curves. Given two curves C; C M, the basic equivalence problem is determine whether the curves are congruent under a group transformation, mapping one to the other: C = g C. In particular, a symmetry of a curve is a self-congruence, C = g C, i.e., a group transformation that leaves the curve unchanged.
A simple example from geometry is when G is the special Euclidean group SE ( where ; a; b serve to parametrize the group. Two curves are Euclidean-equivalent if and only if one can be mapped to the other by a rigid motion. The Euclidean symmetry group of a curve consists of all Euclidean transformations that map the curve to itself. For example, a square admits four (proper) Euclidean symmetries, while a circle has an in nite one-parameter symmetry group consisting of all rotations around its center.
In the study of binary forms of degree n, the planar action of GL (2) given by
is fundamental. This action is not e ective except when n = 2m+1 is odd and we are dealing with the real plane; otherwise, we should replace GL(2) by the quotient group GL(2) n = GL(2)=Z n where Z n = f! I j ! n = 1g is the subgroup consisting of all scalar multiples of the identity by an n th root of unity. If we identify a binary form with the plane curve given by its graph, C = fq = Q(p)g, then it is easy to see that two binary forms are equivalent, as per (2.8), if and only if their graphs are equivalent curves under the action (4.2). In particular, the symmetry group of the graph is the subgroup ? GL(2) n preserving the curve, and can be identi ed with the projective symmetry group of the form itself. The passage from GL (2) to the e ectively acting quotient GL (2) n is indicative of the di erence between the projective symmetry group ? and the full matrix symmetry group G GL(2) discussed earlier.
In the moving frame approach, the equivalence problem for curves (or more general submanifolds) under a Lie group action is solved by evaluating the fundamental di erential invariants. In general, since G transforms curves to curves, it acts on their derivatives in the evident manner. By de nition, a di erential invariant for a curve d dp (4.8) will map di erential invariants to (higher order) di erential invariants. For example,
is the fundamental third order di erential invariant. In fact, every Euclidean di erential invariant can be written (at least locally) as a function I = H( ; s ; ss ; : : :) of the curvature invariant and its successive derivatives with respect to arc length. The remarkable fact is that this well-known structure for Euclidean di erential invariants is not particular to the Euclidean group, but holds for most groups acting on the plane. The precise technical requirement is as follows:
De nition 4.1 A planar transformation group G is said to be transitive of order k if, given any two curves C; C and points z 2 C, z 2 C, there exists a group transformation g 2 G such that C and C have k th order contact at the common point z = g z. The group is almost transitive of order k if the same holds for almost all such curves. More precisely, there is a dense open subset W R k+2 (or C k+2 ) and one requires that the contact condition holds provided both The veri cation that the absolute rational covariants, as given in terms of derivatives of the function Q(p) according to (2.11), (2.13), are di erential invariants is straightforward, albeit tedious. We can identify J = with the curvature invariant for the action. The invariant \arc length element"
and associated invariant derivation are ds = T QH dp; and d ds = QH T d dp : Remark: The \arc length form" (4.11) is not, actually, the lowest order one guaranteed in Theorem 4.3, which is ( p H=Q) dp. We have chosen to eliminate the sign ambiguity by multiplying by the di erential invariant p J. The resulting one-form and the \curvature" invariant J are, in fact, invariant under the full general linear group GL(2).
Remark: The direct derivation of di erential invariants and invariant one-forms is systematically e ected by the powerful normalization approach that makes the moving frame theory truly algorithmic. Unfortunately, lack of space precludes a discussion of this method, and its computational implementation, in this short paper. The interested reader can nd details in 10, 24].
5 Signature Curves.
The moving frame solution to the general equivalence problem for curves under a planar transformation group relies on the functional relationships between their di erential invariants, cf. 7, 17, 10].
Assuming G is an ordinary planar transformation group, we require only the two lowest order di erential invariants | the group-invariant curvature and its derivative s with respect to the group-invariant arc length element. This idea can be formalized as follows.
De nition 5.1 Let G be an ordinary transformation group. An analytic plane curve C R 2 is nondegenerate if the di erential invariants ; s are de ned and analytic on C. The G{invariant signature set associated with a regular planar curve is S = f( (z); s (z)) j z 2 Cg R 2 . The curve C is nonsingular if its signature set S is a regular curve, called the signature curve.
We shall allow signature curves to self-intersect, and so nonsingularity is entirely guaranteed by the local condition ( s ; ss ) 6 = (0; 0). In particular, the signature set is not allowed to degenerate to a point | although this important special case will be discussed shortly. The importance of the signature curve lies in the fact that it characterizes the original curve up to a group transformation. The main equivalence theorem follows; the proof relies on the standard existence and uniqueness theorem for ordinary di erential equations. Note that for a circular ellipse, of radius jaj = jbj, the signature curve S = (1=a; 0) degenerates to a single point.
If the curve C is nonsingular, the inverse image of a point on the signature curve S will consist of a discrete number of points in the original curve C. Let us de ne the index of the curve to be the minimal such number. Under our nondegeneracy assumption, it can be proved that, generically, the inverse image of any point in S has cardinality equal to the curve's index; indeed, the only exceptions are points of self-intersection of the signature curve. The following result is an immediate consequence of our basic equivalence Theorem 5.2. Of particular importance are singular curves whose G{invariant curvature is constant; this happens when the signature set degenerates to a single point. Such curves are distinguished as the (nondegenerate) curves of maximal symmetry. Theorem 5.6 Let G be an ordinary transformation group, and let C X be a nondegenerate analytic curve. Then the following conditions are equivalent: i) C has constant G{invariant curvature .
ii) The signature curve S degenerates to a point. iii) C is the orbit of a one-parameter subgroup of G. iv) C admits a one-parameter symmetry group.
In Euclidean geometry, the curves having constant Euclidean curvature are the circles and straight lines. Each is the orbit of a particular one-parameter subgroup of SE (2), which also forms the symmetry group of the curve. Circles of the same radius have the same curvature, and clearly only these are equivalent under a Euclidean transformation.
Let us now apply the preceding constructions to binary forms. We assume that Q is nondegenerate, meaning that its Hessian H does not vanish identically, and so Q is not the n th power of a linear form. For such curves, the solution to the equivalence problem is e ected by analyzing the associated signature curve, which is parametrized by the absolute rational covariants (2.18). In view of the identity (4.12), we nd it more convenient to adopt the rational covariant K in place of the di erentiated invariant dJ=ds.
De nition 5.7 The signature set S = S Q of a nondegenerate complex-valued binary form Q(p) is parametrized by the two fundamental absolute rational covariants,
H(p) 6 = 0 :
The binary form is nonsingular at a point p provided H(p) 6 = 0 and (J 0 (p); K 0 (p)) 6 = 0, and so S Q is (at least locally) a nondegenerate curve.
A direct application of our general equivalence Theorem 5.2 produces the following Fundamental Equivalence Theorem for binary forms. Remark: In the polynomial case considered here, the determination of when two rationally parametrized signature curves are identical can be solved by Gr obner basis methods, as described by Buchberger, 4] . This leads to an e ective algorithm for solving the equivalence problem for binary forms; however, a full implementation of the equivalence algorithm has not yet been tried.
If Q and Q are nonsingular and have identical signature curves, then one can explicitly determine all the transformations mapping Q to Q by solving the two rational equations J(p) = J(p); K(p) = K(p):
The second of these two equations merely serves to delineate the appropriate branch of the signature curve. At a generic point p | meaning at points where the common signature curve does not cross itself | each solution p = '(p) to (5.5) will de ne an equivalence between the two binary forms; in particular, the theory guarantees ' is necessarily a linear fractional transformation! Moreover, the proof of Theorem 2.4 does not require that Q(p) be a polynomial, and so provides a solution to the equivalence problem for general curves under the action (4.2) of GL (2) . In particular, a symmetry of a binary form is merely a self-equivalence, and hence (5.5) reduces to our basic symmetry equation (2.19) , thereby proving Theorem 2.5. The maximally symmetric curves (forms) are those for which the curvature invariant J is constant, and so Theorem 5.6 immediately implies our symmetry Theorem 2.4. Thus, to determine whether a binary form (or more general function) is equivalent to a given form, one only needs to understand the structure of its signature curve. As a sample application, we consider the case Q(p) = p n + 1, which is the inhomogeneous version of the form x n + y n . The signature curve of this particular form is found by direct computation of its covariants; we nd b) The maximally symmetric case when the signature curve degenerates to a point, and so T 2 is a constant multiple of H 3 , in which case the cubic has a double root. c) The nonsingular case when the signature curve is a horizontal line and the cubic has three simple roots.
In the case of real cubics, the sign of the discriminant is invariant, and there are two nondegenerate cases. The rational covariant K = ? 3 2 is still constant, and so it appears that both cases have the same straight line as their real signature curve | even though they are inequivalent. The resolution of this apparent paradox is that the signature curve is not, in fact, the entire horizontal line! Consider the well-known syzygy We see that the two real signature curves cover di erent portions of the same horizontal line, and so the two cubics cannot be real-equivalent.
6 Extensions.
The moving frame methods developed in 10] are not restricted to planar curves, but apply equally well to curves and higher dimensional submanifolds of general manifolds under very general Lie group actions. Each submanifold gives rise to a signature submanifold, which is parametrized by the fundamental di erential invariants, and uniquely characterizes the given submanifold up to group transformations. For example, for a nondegenerate surface in three-dimensional space, the Euclidean signature set is a surface in a six-dimensional space parametrized by the mean curvature, the Gaussian curvature, and their derivatives with respect to the Euclidean-invariant Frenet frame on the surface, cf. 12]. The maximally symmetric submanifolds have all constant di erential invariants, and so their signature set degenerates to a single point. 
Appendices
A Implementation.
Maple and Mathematica code was written to explicitly compute the symmetries of complexva=lued binary forms. For brevity we just present the more well-developed Maple implementation. Both systems worked well when applied to very simple forms, but experienced similar di culties simplifying complicated rational algebraic formulae into the basic linear fractional form. the code consists of two main programs | symm and matrices | and two auxiliary functions | simple and l f. The program symm is the main function. The input consists of a complex-valued polynomial f(p) considered as the projective form of homogeneous binary polynomial F(x; y), and the degree n = deg(F). The program computes the invariants J and K in reduced form, determines the dimension of the symmetry group, and, in the case of a nite symmetry group, applies the Maple command solve to solve the two polynomial symmetry equations (3.4) to nd explicit form of symmetries. The output of symm consists of the projective index of the form and the explicit formulae for its discrete projective symmetries. The program also noti es the user if the symmetry group is not discrete, or is in the maximal discrete symmetry class.
> with(linalg): > symm:=proc(form,n) global tr,error; local Q,Qp,Qpp,Qppp,Qpppp,H,T,V,U,J,K,j,k, Eq1,Eq2,i,eqtr, ans; tr:='tr': Q:=form(p); Qp:=diff(Q,p); Qpp:=diff(Qp,p); Qppp:=diff(Qpp,p); Qpppp:=diff(Qppp,p); H:=n*(n-1)*(Q*Qpp-(n-1)/n*Qp^2); if H=0 then ans:=`Hessian is zero: two-dimensional symmetry groupè lse T:=-n^2*(n-1)*(Q^2*Qppp-3*(n-2)/n*Q*Qp*Qpp +2*(n-1)*(n-2)/n^2*Qp^3); V:=Q^3*Qpppp-4*(n-3)/n*Q^2*Qp*Qppp+6*(n-2)*(n-3)/n^2 *Q*Qp^2*Qpp-3*(n-1)*(n-2)*(n-3)/n^3*Qp^4; U:=n^3*(n-1)*V-3*(n-2)/(n-1)*H^2; J:=simple(T^2/H^3); K:=simple(U/H^2); j:=subs(p=P,J);k:=subs(p=P,K); Eq1:=simplify(numer(J)*denom(j)-numer(j)*denom(J)); Eq2:=simplify(numer(K)*denom(k)-numer(k)*denom(K)); The program matrices determines the matrix symmetry corresponding to a given (list of) projective symmetries. As discussed in the text, this only requires determining an overall scalar multiple, which can be found by substituting the projective symmetry into the form. The output consists of each projective symmetry, the scalar factor , and the resulting matrix symmetry. The auxiliary function simple helps to simplify rational expressions by manipulating the numerator and denominator separately. The simpli ed rational expression is returned.
> simple:=proc(x) local nu,de,num,den; nu:=numer(x); de:=denom(x); num:=(simplify((nu,radical,symbolic))); den:=(simplify((de,radical,symbolic))); simplify(num/den); end:
The auxiliary function l f uses polynomial division to reduce rational expressions to linear fractional form (when possible). We now present the results of applying the function symm and matrices to cubic forms. We begin with simple cases, ending with a cubic whose formulae required extensive manipulation. Hessian is zero : two ? dimensional symmetry group
