Abstract.We consider the di usion of the orbits due to a slow modulation of a parameter in an almost integrable symplectic map. This phenomenon (modulational di usion) is relevant for the stability of the betatronic motion when the ripples are present in the feeding currents of the magnets. In the limit of a slow periodic modulation when the theory of Neishtadt applies, the di usion takes place in the region swept by a nonlinear resonance and a random walk is de ned in the space of the adiabatic invariant. The e ect of the boundaries is reproduced by introducing an absorbing boundary condition (dynamical aperture) or a re ecting boundary condition. The analytical result for the action distribution function reproduces very well the numerical distribution function both when the di usion takes place in a bounded region and when the orbits reach the dynamical aperture.
INTRODUCTION
Recent experiments on the SPS at CERN proved the in uence of the ripples in the magnetic currents on the stability of the beam 1]. Since the period of ripples is much longer than the betatronic frequency, it is possible to reduce the problem of stability to the study of the phase space of a symplectic map when a slow parametric modulation is introduced. In this paper we apply the theory of adiabatic invariance developed by Neishtadt 2, 3] to describe the orbits di usion when a nonlinear resonance is present in the phase space and a modulation is switched on. Although the model we consider is very simple for accelerator Physics, it contains the fundamental features to study the modulational di usion which occurs in more realistic systems. Our purpose is to get a theoretical description of the behaviour of the orbits in order to understand the results of the numerical simulations and to analyze the e ect of the relevant parameters like the frequency and the amplitude of modulation and the nonlinear features of the phase space.
In the rst section we review the Neishtadt's theory to study the evolution of the adiabatic invariant (action variable) when the crossing of a separatrix occurs in the phase space. The main result of the theory is to provide explicit formulas for the change of the adiabatic invariant, so that the modulational di usion can be reproduced by using a random walk 4, 5] in the space of action variables. In spite of the complicated expression of the formulas it is possible to compute numerically all the necessary quantities so that the results can be generalized to more complex systems. The distribution function for the action variable computed by using the random walk has a very good agreement with the corresponding function calculated by the direct tracking and allows to reduce the computing time more than a factor one hundred. In the second section we show the comparison between analytical and numerical results in two cases: when the di usion region is bounded in the phase space and when the di usion region reaches the dynamics aperture.
THE ANALYTIC APPROACH
We consider a symplectic map M( ) : l R 2 ! l R 2 in a neighbourhood of an elliptic xed point, that depends an a slow varying parameter (n) = n ( 1). We make the following assumptions: 1) the map M( ) is almost-integrable for any value of the parameter : the area of the chaotic regions is negligible in the considered domain (of order less than O( 2 )); 2) the dependence on of the map M is periodic of period 1, which corresponds to a period T = 1= in time; we suppose T 1= ( ) where is the linearized frequency at the xed point (linear tune); 3) a non-linear resonance is present in the phase space so that we distinguish 3 regions: the region G 3 inside the resonance and the regions G 1 , G 2 respectively beyond and before the resonance; 4) due to the varying of the parameter the region G 3 moves in the phase space and the area of G 3 , S 3 ( ), changes from a minimum value (at = 0) to a maximum value (at = :5); consequently the areas S 2 ( ) and S 1 ( ) of the regions G 2 and G 1 are changed too; 5) the region G 1 is bounded by the last stable curve around the elliptic xed point which de nes the dynamical aperture. For each regular orbit we introduce the action I( ) de ned as the area enclosed by the orbit itself divided by 2 . Let us consider the phase space of the map M(0), we de ne the region R swept by the separatrix as the set of invariant curves whose action I satis es the area of this region is proportional to the inverse of the tuneshift due to the non-linear term. According to eq. (1), for any orbit in region R there exists a value of the parameter such that the area enclosed by the orbit coincides with the area enclosed by the outer separatrix at = .
We have three possibilities: 1) the region R is bounded by an orbit internal to the dynamical aperture and does not intersect other regions swept by di erent resonances near the dynamical aperture (see g. 1 top-left); 2) the region R intersects the regions swept by other resonances (see g. 1 center-left); 3) the region R reaches the dynamical aperture (see g. 1 bottom-left).
In the cases 2) and 3) the equation (1) cannot be satis ed by a regular orbit and we de ne the outer boundary of the region R as the internal separatrix of the next resonance (case 2) or the dynamical aperture (case 3). It is known from the perturbation theory that the orbits outside the region R satisfy to the Theorem 6]:
Let (q 0 ; p 0 ) and = 0 the initial condition and I 0 = I(q 0 ; p 0 ; 0) the corresponding value of the action, then the following estimate holds jI(q n ; p n ; n) ? I 0 )j C 8 n 2 Z Z: (2) where C is a suitable constant and the orbit (q n ; p n ) is de ned by (q n+1 ; p n+1 ) = M( n)(q n ; p n ):
Due to the estimate (2), the action I(q; p; ) is called a perpetual adiabatic invariant for the dynamics of M( n). The physical meaning of the previous theorem is clari ed if we consider the extended phase space (q; p; mod 1) and we plot a section = const. The estimate (2) implies the existence of invariant curves as shown in g. 1 right, where the sections = 0 of the extended phase space is plotted; actually no di usion occurs in the phase space. But the theorem fails in the region swept by the resonance where in a section of the extended phase space a chaotic region appears (see g. 1); in R a di usion of the orbits occurs. In g. 1 right we consider three situations: 1) the chaotic region is bounded by two invariant tori ( g.1 top-right) so that the di usion occurs in a nite region and no orbit can reach the dynamical aperture; 2) the chaotic region is not limited by an invariant tori, but the di usion up to the dynamical aperture needs to cross the chaotic region due to di erent resonances ( g.1 center-right); the observed di usion is very slow since a partial barrier divides the di erent regions; 3) The chaotic region due to a single resonance reaches the dynamical aperture ( g.1 bottom-right).
We have applied the Neishtatd's theory 2] to describe the cases 1) and 3). The case 2) is more complicated and requires a further study to be understood; we remark that the stability domain for an in nity long time is de ned by the last invariant curve in the section plots. We start by considering an orbit in the region G 1 \R at = 0 whose action is I 0 . As the areas S 2 and S 3 increase, the orbit changes in order to keep constant the value of the enclosed area up to terms of order O( log ). At the crossing time t we have I 0 = 1 2 (S 2 ( t ) + S 3 ( t )) (4) and the orbit can be trapped in the regions G 2 or G 3 crossing the separatrix, so that the value of the action changes. Let us suppose that the orbit enters in the region G 3 (the trapping in the region G 2 can be analyzed in the same way), then the value of the corresponding action is S 3 ( t )=2 . Due to the periodic dependence on of the map M, the orbit will be detrapped in the region G 3 at the time t = 1= ? t and after one period the action reaches the value 
where h 1 (resp. h 2 ) denotes the value of the energy in the region G 1 (resp. G 2 ) at the intersection with reference straight lines through the hyperbolic xed points just before the trapping ({ sign) or the detrapping (+ sign) in the resonant region G 3 ; if ? 1 < j 3 = 1 j then the orbit will be trapped in the region G 3 and the change of the action is given by 2 
i , b i and a have to be evaluated at the crossing time t . The variables are de ned and uniformly distributed in the interval 0; 1] for a cluster of initial conditions of size > and can be considered independent random variables 7] for 1; this is a consequence of the logarithmic singularity in the period (eq. (8)) 8].
All the quantities in the expressions (6) and (7) can be numerically evaluated and de ne a random walk 4, 5] in the space of the action variable as successive periods are considered.
NUMERICAL RESULTS
In gure 1 we consider the phase space of the map In gure 3 we compare the distribution functions for the action variable at di erent periods, computed by using the numerical simulations and the analytic results; the parameters of the map are The number of particles for each distribution is 10,000. Since the region R does not reach the dynamical aperture, re ecting boundary conditions are introduced at the border in the analytical results.
In gure 4 we compare the same distribution functions as in gure 3, by using the parameters: In the analytical results a re ecting boundary condition corresponds to the internal boundary of the region R, whereas the e ect of the dynamical aperture is simulated by introducing a probability to be lost when a particle overcome a de ned action value (partial absorbing boundary condition). Near the dynamical aperture we have to correct the theoretical results (6), (7) by introducing a discontinuous dependence on at certain thresholds which are numerically measured. These corrections produce an e ective theory which can be applied in this extreme region.
CONCLUSIONS
Even if we consider a simple model, our analysis shows the possibility of describing the di usion due to a slow parametric modulation of a symplectic map, by using a random walk in the space of the action variable. In this way the di usion can be studied without heavy simulations and the dependence on the relevant parameters is explicitly given. 
