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In this paper, we study the (p, q)-Laplace equation in a bounded domain
under the Dirichlet boundary condition. We give a sufficient condition of the
nonlinear term for the existence of a sequence of solutions converging to zero
or diverging to infinity. Moreover, we give a priori estimates of the C1-norms
of solutions under a suitable condition on the nonlinear term.
1 Introduction
We study the (p, q)-Laplace equation
−∆pu−∆qu = f(x, u) in Ω, u = 0 on ∂Ω, (1.1)
where ∆ru := div(|∇u|r−2∇u) is the r-Laplacian with r = p, q and Ω is a
bounded domain in RN with smooth boundary ∂Ω and f(x, u) is a continuous
function on Ω×R. A deeper study of problems involving the (p, q)-Laplacian
operator has a wide range of applications in physics and related science such
as biophysics and plasma physics. Throughout the paper, we assume that
1 < q ≤ p. When q = p, the left hand side of (1.1) is considered as the p-
Laplacian after dividing both sides by 2 and replacing (1/2)f(x, u) by f(x, u).
Therefore our result is valid for the p-Laplace equation as well as the (p, q)-
Laplace equation. We shall investigate the existence or non-existence of
sequences of solutions whose C1(Ω) norms converge to zero or diverge to
infinity. A solution of the (p, q)-Laplace equation does not necessarily belong
to C2(Ω) but belongs to C1,θ(Ω) with some θ ∈ (0, 1) (see [25, 26]). Here
C1,θ(Ω) denotes the set of all C1(Ω) functions whose first derivatives are
Ho¨lder continuous with exponent θ.
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To explain our purpose, we consider the Emden-Fowler equation
−∆u = |u|r−2u in Ω, u = 0 on ∂Ω. (1.2)
Since the left hand side is the Laplacian, any solution has a C2(Ω) reg-
ularity. By the symmetric mountain pass lemma due to Ambrosetti and
Rabinowitz [3], it is proved that if 1 < r < 2, then (1.2) has a sequence of
solutions whose C2(Ω) norms converge to zero (see [1, Example 9] or [21]);
if 2 < r < 2∗, then (1.2) has a sequence of solutions whose C2(Ω) norms
diverge to infinity (see [3, 33, 35]). Here 2∗ is the critical exponent defined
by
2∗ := 2N/(N − 2) when N ≥ 3, 2∗ :=∞ when N = 1, 2.
If r ≥ 2∗ and Ω is star-shaped, then (1.2) has no non-trivial solutions because
of the Pohozaev identity [32].
The existence result can be extended to the p-Laplace equation. Azorero
and Alonso [4] proved the existence of infinitely many solutions for the p-
Laplace equation with a critical exponent
−∆pu = |u|p∗−2u+ λ|u|s−2u in Ω, u = 0 on ∂Ω,
when λ > 0 is small enough, p < N and 1 < s < p∗, where p∗ is a critical
exponent defined by
p∗ := Np/(N − p) when p < N, p∗ :=∞ when p ≥ N. (1.3)
See also [7, 11, 28, 38] for the existence of multiple solutions.
We are interested in the problem whether these results can be extended
to the (p, q)-Laplace equation (1.1). There are many contributions which
have studied (1.1). In particular, many authors studied the equation
−∆pu−∆qu = a(x)|u|r−2u in Ω, u = 0 on ∂Ω, (1.4)
or
−∆pu−∆qu = a(x)|u|r−2u+ b(x)|u|s−2u in Ω, u = 0 on ∂Ω, (1.5)
where 1 < s < r, a(x) and b(x) are positive continuous functions on Ω.
Hsu and Lin [19] proved the existence of multiple positive solutions for (1.5)
when p < N and r = p∗ is a critical exponent given by (1.3). Cherfils and
Il’yasov [10] and Yin and Yang [40] proved the existence and non-existence
of positive solutions for (1.5) with r = p and s = q. See also [13, 15, 29, 31,
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36, 39]. For the case where Ω = RN , the existence of non-trivial solutions is
proved in [6, 8, 9, 14, 17, 24, 30, 37].
As mentioned above, many authors dealt with (1.4) or (1.5) with a(x) > 0
and b(x) > 0, that is, the nonlinear term is a power of u or a sum of two
powers with positive coefficients. The purpose of the paper is to study a more
general nonlinear function f(x, u), which is subcritical but may change its
sign and which is not necessarily a power nonlinearity (see Assumptions 2.1
and 2.5). We shall elucidate what properties of f(x, u) yield infinitely many
solutions. Our aim is to find a weak sufficient condition of f(x, u) for the
existence of a sequence of solutions converging to zero in C1(Ω) or diverging
to infinity. Another purpose is to give a priori lower estimates ‖u‖C1 ≥ c
for all non-trivial solutions u of (1.1) under a suitable condition on f(x, u),
where ‖u‖C1 denotes the C1(Ω)-norm of u.
We organize this paper into five sections. In Section 2, we state the main
result, which gives the existence of infinitely many solutions and provides
a priori estimates of solutions. In Section 3, we prove the existence of a
sequence of solutions diverging to infinity by using the symmetric mountain
pass lemma. In Section 4, we prove the existence of a sequence of solutions
converging to zero. In Section 5, we prove a priori estimates of solutions.
2 Main result
In this section, we state the main results consisting of three theorems: the
first one gives a sequence of solutions diverging to infinity, the second one
provides a sequence of solutions converging to zero and the third one gives a
priori lower estimates of solutions. To state the first theorem, we denote by
Λ(p) the first eigenvalue of the p-Laplacian:
−∆pu = Λ(p)|u|p−2u, u > 0 in Ω, u = 0 on ∂Ω. (2.1)
It is known that Λ(p) > 0, an eigenfunction corresponding to Λ(p) has no
zeros in Ω, and therefore it can be chosen as a positive function. Moreover
the first eigenspace is one-dimensional. We introduce the assumption below.
Assumption 2.1. Assume that 1 < q ≤ p and f(x, u) is a continuous
function on Ω× R which satisfies the following conditions.
(i) f(x, u) is odd with respect to u, i.e., f(x,−u) = −f(x, u).
(ii) There exist constants C > 0 and r ∈ (p, p∗) with p∗ defined by (1.3)
such that
|f(x, u)| ≤ C(|u|r−1 + 1) for (x, u) ∈ Ω× R. (2.2)
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(iii) There exist x0 ∈ Ω and ε > 0 such that B(x0, ε) ⊂ Ω and
inf
x∈B(x0,ε)
F (x, u)
|u|p →∞ as |u| → ∞,
where B(x0, ε) denotes a ball centered at x0 with radius ε and F (x, u)
is defined by
F (x, u) :=
∫ u
0
f(x, s)ds. (2.3)
(iv) There exists an α > p such that
lim sup
|u|→∞
(
sup
x∈Ω
αF (x, u)− uf(x, u)
|u|p
)
<
Λ(p)(α− p)
p
,
where Λ(p) > 0 is the first eigenvalue of the p-Laplacian defined by
(2.1).
We call f(x, u) locally p-superlinear if it satisfies (iii). This local condition
mainly yields a sequence of solutions diverging to infinity in C1(Ω). Indeed,
we have the first main theorem.
Theorem 2.2. Under Assumption 2.1, there exists a sequence un of solutions
for (1.1) such that ‖un‖C1 →∞ as n→∞, where ‖ · ‖C1 denotes the C1(Ω)-
norm.
Remark 2.3. The condition (iv) in Assumption 2.1 seems complicated, but
it guarantees the Palais–Smale condition (see Assumption 4.1 for its defi-
nition) for the Lagrangian functional. This condition (iv) is related to the
Ambrosetti–Rabinowitz condition below (see [3] or [33, p.9]): there exists an
α > p such that
0 < αF (x, u) ≤ uf(x, u) for x ∈ Ω and |u| large enough,
or a slightly weaker condition,
αF (x, u) ≤ uf(x, u) for x ∈ Ω and |u| large enough. (2.4)
It is clear that (2.4) implies (iv). We emphasize that our assumption (iv)
is strictly weaker than (2.4) and hence Theorem 2.2 covers a wide class of
nonlinear functions f(x, u). To prove this claim, we shall give an example of
f(x, u) which satisfies (i)–(iv) in Assumption 2.1 but does not satisfy (2.4).
Define
f(x, u) := a(x)|u|r−2u+ b(x)|u|s−2u,
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where a(x) and b(x) are continuous functions on Ω which satisfy
a(x1) > 0 > a(x2), b(x3) > 0 at some x1, x2, x3 ∈ Ω, (2.5)
and r and s satisfy either (A) or (B) below:
(A) 1 < s < p < r < p∗,
(B) s = p < r < p∗ and maxx∈Ω b(x) < Λ(p).
We shall prove that f(x, u) does not satisfy (2.4) for any α ∈ (p,∞). Define
G(x, u) := αF (x, u)− uf(x, u) = α− r
r
a(x)|u|r + α− s
s
b(x)|u|s.
Let xi with i = 1, 2, 3 be as in (2.5). When α > r, we find that
G(x1, u) =
α− r
r
a(x1)|u|r + α− s
s
b(x1)|u|s →∞ as |u| → ∞.
Hence (2.4) is not fulfilled. When α < r, we obtain
G(x2, u) =
α− r
r
a(x2)|u|r + α− s
s
b(x2)|u|s →∞ as |u| → ∞.
When α = r, it holds that
G(x3, u) =
r − s
s
b(x3)|u|s →∞ as |u| → ∞.
Consequently, (2.4) does not hold for any α > p.
We shall prove that f(x, u) satisfies (iv) in Assumption 2.1. Choose α :=
r. Then we have
G(x, u) =
r − s
s
b(x)|u|s,
which implies that
max
x∈Ω
αF (x, u)− uf(x, u)
|u|p =
r − s
s
|u|s−p max
x∈Ω
b(x). (2.6)
Assume Case (A). Since 1 < s < p, the right hand side of (2.6) converges to
zero as |u| → ∞. Assume Case (B). Since s = p, α = r and maxx∈Ω b(x) <
Λ(p), the right hand side of (2.6) is less than Λ(p)(α − p)/p. Thus f(x, u)
satisfies (iv) in Assumption 2.1. Therefore (iv) is strictly weaker than (2.4).
Furthermore, f(x, u) satisfies other conditions in Assumption 2.1. Indeed,
it is easy to verify (i) and (ii). Put x0 := x1 with x1 given in (2.5). Then
a(x) > 0 near x0, which ensures (iii). Therefore (1.1) has a sequence of
solutions whose C1 norms diverge to infinity.
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Observe the following condition
inf
x∈B(x0,ε)
f(x, u)
|u|p−2u →∞ as |u| → ∞. (2.7)
It is easy to verify that (2.7) is a sufficient condition for (iii) in Assump-
tion 2.1. Consequently, we have the following corollary.
Corollary 2.4. Under Assumption 2.1 with (iii) replaced by (2.7), there
exists a sequence of solutions for (1.1) whose C1(Ω)-norms diverge to infinity.
Next, we consider a sequence of solutions converging to zero. To this end,
we introduce the assumption below.
Assumption 2.5. Suppose that 1 < q ≤ p and f(x, u) is a continuous
function defined on Ω × [−ε0, ε0] with an ε0 > 0 and it is odd with respect
to u. Assume furthermore that there exist x0 ∈ Ω and ε > 0 such that
B(x0, ε) ⊂ Ω and
inf
x∈B(x0,ε)
F (x, u)
|u|q →∞ as u→ 0. (2.8)
We call f(x, u) locally q-sublinear if it satisfies (2.8). This local condition
produces a sequence of solutions converging to zero in C1(Ω). Indeed, we
have the second main theorem below.
Theorem 2.6. Under Assumption 2.5, (1.1) has a sequence of non-trivial
solutions converging to zero in C1(Ω).
It is easy to show that (2.8) follows from the condition
inf
x∈B(x0,ε)
f(x, u)
|u|q−2u →∞ as u→ 0. (2.9)
Corollary 2.7. Under Assumption 2.5 with (2.8) replaced by (2.9), there
exists a sequence of non-trivial solutions of (1.1) converging to zero in C1(Ω).
Remark 2.8. We emphasize that Assumption 2.5 does not need any con-
ditions of f(x, u) for large |u| and hence f(x, u) may include a supercritical
exponent. For example, Theorem 2.6 is applicable to the nonlinear function
f(x, u) = a(x)|u|r−2u+ b(x)|u|s−2u exp(|u|m),
where we assume that m > 0 is any number, 1 < r < min(q, s), a(x) and
b(x) are continuous functions such that a(x0) > 0 at some x0. When m is
large, f(x, u) is supercritical as u → ±∞. However it is easy to verify that
f(x, u) satisfies (2.9). Therefore (1.1) with the above f(x, u) has a sequence
of solutions converging to zero.
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We state the third theorem, which gives a priori lower estimates of solu-
tions.
Theorem 2.9. Suppose that f(x, u)/|u|q−2u uniformly converges to a con-
tinuous function f0(x) on Ω as u→ 0 and moreover assume that there exist
no non-trivial solutions of the problem
−∆qv = f0(x)|v|q−2v in Ω, v = 0 on ∂Ω. (2.10)
Then there exists a constant c > 0 such that ‖u‖C1 ≥ c for all non-trivial
solutions u of (1.1).
Remark 2.10. We shall explain why the non-existence of non-trivial solu-
tions for (2.10) yields an a priori lower estimate of solutions for (1.1). To do
so, we consider the bifurcation problem of the ordinary differential equation
u′′ + f(x, u) + λu = 0 in (0, 1), u(0) = u(1) = 0, (2.11)
where u′′ = d2u/dx2 and λ ∈ R is a bifurcation parameter. Here we assume
that f(x, 0) ≡ 0. Then (λ, u) = (λ, 0) is a solution of (2.11) for all λ ∈ R.
We call (λ, u) = (λ0, 0) a bifurcation point of (2.11) if (2.11) has a sequence
(λn, un) of solutions satisfying un 6≡ 0 which converges to (λ0, 0). Assume that
f(x, u) is continuously differentiable with respect to u. Then it is known that
if (λ0, 0) is a bifurcation point, λ0 is an eigenvalue of the linearlized operator
−d2/dx2 − fu(x, 0), i.e., the problem below has a non-trivial solution,
−v′′ − fu(x, 0)v = λ0v in (0, 1), v(0) = v(1) = 0. (2.12)
In other words, if the linearized equation (2.12) does not have a non-trivial
solution, then there exist no sequences of solutions for (2.11) which converge
to (λ0, 0), and therefore there exists an a priori lower estimate for norms of
solutions. Theorem 2.9 likes this result with λ0 = 0. Roughly speaking, (2.10)
is a linearlized equation of (1.1) at zero. Hence if (2.10) has no non-trivial
solutions, there exists an a priori lower estimate of C1-norms of non-trivial
solutions.
In what follows, ‖u‖p denotes the Lp(Ω)-norm of u. We consider a suf-
ficient condition for the non-existence of non-trivial solutions of (2.10). To
this end, we define the best Sobolev constant Ci with i = 1, 2, 3 which are
the smallest positive constants satisfying
‖u‖Nq/(N−q) ≤ C1(N, q)‖∇u‖q if q < N, (2.13)
‖u‖t ≤ C2(N, t)‖∇u‖q for t ∈ [1,∞) if q = N, (2.14)
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‖u‖∞ ≤ C3(N, q)‖∇u‖q if q > N, (2.15)
for all u ∈ W 1,p0 (Ω). Recall that Λ(p) denotes the first eigenvalue of the
p-Laplacian.
Assumption 2.11. Assume that 1 < q < ∞ and f0(x) satisfies either
f0(x) < Λ(q) in Ω or
C1(N, q)
q‖f+0 ‖N/q < 1 if q < N, (2.16)
C2(N, t)
q‖f+0 ‖t/(t−q) < 1 with some t ∈ (q,∞) if q = N, (2.17)
C3(N, q)
q‖f+0 ‖1 < 1 if q > N, (2.18)
where f+0 (x) := max{f0(x), 0}.
Proposition 2.12. If f0(x) satisfies Assumption 2.11, then (2.10) has no
non-trivial solutions.
Combining Theorem 2.9 with the proposition above, we obtain the next
corollary.
Corollary 2.13. Suppose that f(x, u)/|u|q−2u uniformly converges to a con-
tinuous function f0(x) on Ω as u→ 0 which satisfies Assumption 2.11. Then
the same conclusion as in Theorem 2.9 remains valid.
We consider (1.5). The left hand side of (1.5) is nearly equal to −∆pu for
|u| sufficiently large and nearly equal to−∆qu for |u| small enough. Therefore
we expect that when s < q, the equation is locally q-sublinear at zero and it
has a sequence of solutions converging to zero; when p < r < p∗, the equation
is locally p-superlinear at infinity and it has a sequence of solutions diverging
to infinity. Indeed, applying all the theorems above to (1.5), we obtain the
theorem below.
Theorem 2.14 ([23]). Let 1 < q < p, 1 < s < r and a(x) and b(x) be
continuous functions on Ω. Then the following assertions hold.
(i) If s < q and b(x0) > 0 at some x0 ∈ Ω, then there exists a sequence un
of non-trivial solutions of (1.5) such that ‖un‖C1 → 0 as n→∞.
(ii) Let q ≤ s. When q = s, we suppose that Assumption 2.11 holds with
f0(x) replaced by b(x). Then there exist a constant c > 0 such that
‖u‖C1 ≥ c for all non-trivial solutions u of (1.5).
(iii) If r < p, then there exists a constant C > 0 such that ‖u‖C1 ≤ C for
all solutions u of (1.5).
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(iv) If s < p < r < p∗ and a(x0) > 0 at some x0 ∈ Ω, then there exists a
sequence un of non-trivial solutions of (1.5) such that ‖un‖C1 →∞ as
n→∞.
(v) Let q ≤ s < r < p. When q = s, we suppose that Assumption 2.11 holds
with f0(x) replaced by b(x). Then there exist constants 0 < c < C such
that c ≤ ‖u‖C1 ≤ C for all non-trivial solutions u of (1.5).
(vi) Let s < q < p < r < p∗ and suppose that a(x0), b(x1) > 0 at some
x0, x1 ∈ Ω, where x0 and x1 may or may not equal. Then there exist at
least two sequences un, vn of non-trivial solutions for (1.5) such that
‖un‖C1 → 0 and ‖vn‖C1 →∞ as n→∞.
In the assertion (vi), the nonlinear term is both locally q-sublinear at zero
and locally p-superlinear at infinity. This behavior likes the convex-concave
nonlinearity studied by Ambrosetti, Brezis and Cerami [2], who obtained at
least two sequences of solutions.
3 Infinitely many large solutions
The purpose of this section is to prove Theorem 2.2. We call u a weak solution
(or solution for simplicity) of (1.1) if u ∈ W 1,p0 (Ω) and it satisfies (1.1) in the
distribution sense, i.e.,∫
Ω
(|∇u|p−2∇u∇φ+ |∇u|q−2∇u∇φ) dx = ∫
Ω
f(x, u)φdx, (3.1)
for any φ ∈ C∞0 (Ω). As defined in Section 1, C1,θ(Ω) denotes the set of all
C1(Ω) functions whose derivatives are Ho¨lder continuous with exponent θ.
We investigate the regularity of weak solutions in the following proposition.
Proposition 3.1. Suppose that (ii) of Assumption 2.1 holds. Then any weak
solution u of (1.1) belongs to C1,θ(Ω) with some θ ∈ (0, 1) and the C1,θ(Ω)-
norm of u is bounded above by a constant C > 0 depending only on the
W 1,p0 (Ω)-norm of u. Here θ is independent of u.
The proposition above is obtained by combining the two lemmas below.
The next lemma was proved by Lieberman [26].
Lemma 3.2 ([26, p.320]). Let u ∈ W 1,p0 (Ω) ∩ L∞(Ω) be a weak solution of
(1.1). Then u belongs to C1,θ(Ω) with some θ ∈ (0, 1) and the C1,θ(Ω)-norm
of u is bounded above by a constant C > 0 depending only on the L∞(Ω)-norm
of u. Here θ is independent of u.
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The lemma above shows Proposition 3.1 if weak solutions belong to
L∞(Ω). The L∞ regularity of solutions is obtained in the following lemma.
Lemma 3.3. Suppose that (ii) of Assumption 2.1 holds. Then any weak
solution u in W 1,p0 (Ω) of (1.1) belongs to L
∞(Ω). Moreover, the L∞(Ω)-
norm of u is bounded above by a constant C > 0 depending only on the
W 1,p0 (Ω)-norm of u.
Proof. If N < p, then W 1,p0 (Ω) is embedded in L
∞(Ω) and the lemma is ob-
vious. Assume that p ≤ N . We use a bootstrap argument. Let u ∈ W 1,p0 (Ω)
be any weak solution. Choose a sequence un ∈ C∞0 (Ω) which converges to
u in W 1,p0 (Ω). Let α > 0 be a parameter to be chosen later on. Since (3.1)
remains valid for any φ ∈ C10(Ω), we substitute φ = |un|αun ∈ C10(Ω) in (3.1).
Using (2.2) and letting n→∞, we have
(α + 1)
∫
Ω
(|∇u|p|u|α + |∇u|q|u|α) dx ≤ C
∫
Ω
(|u|α+r + |u|α+1) dx. (3.2)
Hereafter we denote a positive constant independent of u and α by C, which
may vary from line to line. Since |u|α+1 ≤ |u|α+r + 1 for u ∈ R (because
r > 1), (3.2) is reduced to
(α + 1)
∫
Ω
|∇u|p|u|αdx ≤ C
∫
Ω
|u|α+rdx+ C. (3.3)
The inequality above means that if the right hand side is finite, so is the left
hand side and the inequality is valid. Putting v := |u|(α+p)/p, we have the
identity
|∇u|p|u|α = (p/(α + p))p|∇v|p,
which with (3.3) yields
(α + 1)(p/(α + p))p‖∇v‖pp ≤ C
(‖u‖α+rα+r + 1) . (3.4)
First, we assume that p < N . Using the Sobolev embedding ‖v‖Np/(N−p) ≤
C‖∇v‖p with v = |u|(α+p)/p, we rewrite (3.4) as
‖u‖α+pN(α+p)/(N−p) ≤ C(α + 1)−1((α + p)/p)p
(‖u‖α+rα+r + 1)
≤ (C(α + p)/p)p max{‖u‖α+rα+r, 1},
which leads to
‖u‖N(α+p)/(N−p) ≤ (C(α + p)/p)p/(α+p) [max{‖u‖α+r, 1}](α+r)/(α+p) . (3.5)
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We define sequences αk and βk inductively by
α1 := p
∗ − r, β1 := N(α1 + p)/(N − p),
αk := βk−1 − r, βk := N(αk + p)
N − p .
Then
αk+1 + r =
N(αk + p)
N − p . (3.6)
We shall show that
N
N − pαk < αk+1, αk+1 + p <
N
N − p(αk + p). (3.7)
Since r < p∗ = Np/(N − p), (3.6) leads to the first inequality of (3.7). Since
r > p, (3.6) implies the second inequality of (3.7). It follows from (3.7) that
Rk−1α1 ≤ αk ≤ Rk−1(α1 + p) with R := N/(N − p). (3.8)
Substitute α = α1 in (3.5). Since ‖u‖α1+r = ‖u‖p∗ ≤ C‖∇u‖p <∞, the both
sides of (3.5) with α = α1 are finite, and hence ‖u‖β1 < ∞. Substituting
α = α2 in (3.5), we find that the both sides of (3.5) are finite. Repeating this
argument, we ensures that u ∈ Lβk(Ω) for all k. Define Mk := max{‖u‖βk , 1}.
Substituting α = αk in (3.5), we find that
Mk ≤ (C(αk + p)/p)p/(αk+p)M (αk+r)/(αk+p)k−1 . (3.9)
Put
mk := logMk, δk :=
p
αk + p
log(C(αk + p)/p), γk :=
αk + r
αk + p
.
Then (3.9) is rewritten as
mk ≤ δk + γkmk−1 for k ≥ 2.
Using this inequality repeatedly, we get
mk ≤ δk + γkmk−1
≤ δk + γkδk−1 + γkγk−1mk−2
≤ · · ·
≤ δk +
k−1∑
i=2
Γk,iδi +
(
k∏
i=2
γi
)
m1, (3.10)
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where we have put Γk,i := γkγk−1 · · · γi+1. Note that
γi =
αi + r
αi + p
= 1 +
r − p
αi + p
.
Since
∑∞
i=2 1/(αi+p) converges because of (3.8), the infinite product
∏∞
i=2 γi
also converges. Denote this value by Γ. Then Γk,i < Γ for all k and i. There-
fore
∑k−1
i=2 Γk,iδi ≤ Γ
∑∞
i=2 δi < ∞ because of (3.8). Since Γk,i is increasing
with respect to k, so is
∑k−1
i=2 Γk,iδi, and hence it converges as k →∞. Letting
k →∞ in (3.10), we have lim supk→∞mk <∞, and therefore
max{‖u‖∞, 1} = lim sup
k→∞
Mk <∞.
Consequently, u ∈ L∞(Ω).
In the case where p = N also, the above argument works well with the
Sobolev embedding ‖v‖Np/(N−p) ≤ C‖∇v‖p replaced by ‖v‖s ≤ C‖∇v‖p
for any s ∈ [1,∞). Moreover, observing the proof above, we find that the
L∞(Ω)-norm of u is bounded above by a constant C > 0 depending only on
the W 1,p0 (Ω)-norm of u. The proof is complete.
We define the Lagrangian functional I(u) by
I(u) :=
∫
Ω
(
1
p
|∇u|p + 1
q
|∇u|q − F (x, u)
)
dx, (3.11)
for u ∈ W 1,p0 (Ω), where F (x, u) is defined by (2.3). Then I is a C1 functional,
whose derivative is computed as
I ′(u)v =
∫
Ω
(|∇u|p−2∇u∇v + |∇u|q−2∇u∇v − f(x, u)v) dx, (3.12)
for u, v ∈ W 1,p0 (Ω). We verify the Palais–Smale condition in the next lemma.
Lemma 3.4. Suppose that (ii) and (iv) of Assumption 2.1 hold. Then I(u)
satisfies the Palais–Smale condition.
Proof. By (iv) of Assumption 2.1, we choose a λ > 0 satisfying
lim sup
|u|→∞
(
sup
x∈Ω
αF (x, u)− uf(x, u)
|u|p
)
< λ <
Λ(p)(α− p)
p
.
Then there exists an M > 0 such that
αF (x, u)− uf(x, u) ≤ λ|u|p for |u| ≥M, x ∈ Ω,
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which gives a constant C > 0 such that
αF (x, u)− uf(x, u) ≤ λ|u|p + C for u ∈ R, x ∈ Ω. (3.13)
Let (un) be a sequence in W
1,p
0 (Ω) such that supn |I(un)| <∞ and I ′(un)→ 0
as n→∞. Put εn := ‖I ′(un)‖. Using (3.11), (3.12) and the boundedness of
I(un), we have a constant C0 such that
εn‖∇un‖p + C0 ≥ αI(un)− I ′(un)un
=
∫
Ω
(
α− p
p
|∇un|p + α− q
q
|∇un|q − αF (x, un) + unf(x, un)
)
dx,
where we have used ‖∇u‖p as the W 1,p0 (Ω)-norm of u. The expression above
with (3.13) leads to
εn‖∇un‖p + C0 ≥ α− p
p
‖∇un‖pp +
α− q
q
‖∇un‖qq − λ‖un‖pp − C|Ω|,
where |Ω| denotes the volume of Ω. Since the first eigenvalue Λ(p) of the
p-Laplacian is the minimum of the Rayleigh quotient, we have
Λ(p)‖u‖pp ≤ ‖∇u‖pp for u ∈ W 1,p0 (Ω). (3.14)
Using this inequality, we get
εn‖∇un‖p + C0
≥ α− p
p
‖∇un‖pp +
α− q
q
‖∇un‖qq − (λ/Λ(p))‖∇un‖pp − C|Ω|
=
(
α− p
p
− λ
Λ(p)
)
‖∇un‖pp +
α− q
q
‖∇un‖qq − C|Ω|.
Since (α− p)/p > λ/Λ(p) and εn → 0, ‖∇un‖p is bounded. Therefore un has
a subsequence (denoted by un again) converging to a certain limit u weakly
in W 1,p0 (Ω). By the compact embedding, un converges to u strongly in L
r(Ω)
with r given in (ii) of Assumption 2.1. Using (2.2) with the Ho¨lder inequality,
we get∫
Ω
|f(x, un)(un − u)|dx ≤ C(‖un‖r−1r ‖un − u‖r + ‖un − u‖1)→ 0,
as n→∞. Substituting u = un and v = un − u in (3.12) and using the fact
above, we have∫
Ω
|∇un|p−2∇un(∇un −∇u)dx+
∫
Ω
|∇un|q−2∇un(∇un −∇u)dx
= I ′(un)(un − u) +
∫
Ω
f(x, un)(un − u)dx→ 0, (3.15)
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as n→∞. Since un converges to u weakly in W 1,p0 (Ω), it follows that∫
Ω
|∇u|p−2∇u(∇un −∇u)dx+
∫
Ω
|∇u|q−2∇u(∇un −∇u)dx→ 0, (3.16)
as n→∞. We define
An :=
∫
Ω
(|∇un|p−2∇un − |∇u|p−2∇u)(∇un −∇u)dx
+
∫
Ω
(|∇un|q−2∇un − |∇u|q−2∇u)(∇un −∇u)dx.
Subtracting (3.16) from the left hand side of (3.15), we find that An → 0 as
n→∞. By the Ho¨lder inequality, we obtain
An ≥ (‖∇un‖p−1p − ‖∇u‖p−1p )(‖∇un‖p − ‖∇u‖p)
+(‖∇un‖q−1q − ‖∇u‖q−1q )(‖∇un‖q − ‖∇u‖q) ≥ 0.
Since An → 0, ‖∇un‖p converges to ‖∇u‖p. Since un converges weakly to u
and W 1,p0 (Ω) is uniformly convex, un converges strongly to u. The proof is
complete.
We shall show Theorem 2.2. Let B(x0, ε) be as in (iii) of Assumption 2.1.
Let µk and ψk(x) be the k-th eigenvalue and the eigenfunction of the Dirichlet
Laplacian in B(x0, ε),
−∆ψ = µψ in B(x0, ε), ψ = 0 on ∂B(x0, ε).
We extend ψk(x) by putting ψk(x) = 0 in Ω \ B(x0, ε). Then ψk(x) belongs
to W 1,p0 (Ω) ∩ C(Ω). For k ∈ N, we define
Xk :=
{
k∑
i=1
tiψi : ti ∈ R (1 ≤ i ≤ k)
}
. (3.17)
Then Xk has dimension k. Hereafter we define the W
1,p
0 (Ω)-norm of u by
‖u‖1,p := ‖∇u‖p =
(∫
Ω
|∇u|pdx
)1/p
.
From here to the end of this section, we suppose that Assumption 2.1 holds.
Lemma 3.5. For any k ∈ N, there exists an Rk > 0 such that
I(u) < 0 when u ∈ Xk, ‖u‖1,p ≥ Rk. (3.18)
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Proof. Since all norms are equivalent in the finite dimensional space Xk,
there exist constants ak, bk > 0 depending only on k such that
‖∇u‖q ≤ ak‖∇u‖p, bk‖∇u‖p ≤ ‖u‖p for u ∈ Xk. (3.19)
Choose a constant Mk > 0 such that Mkb
p
k > 1/p when q < p and Mkb
p
k >
1/p + aqk/q when q = p. By (iii) in Assumption 2.1, we can choose a uk > 0
so large that
F (x, u) ≥Mk|u|p when |u| ≥ uk, x ∈ B(x0, ε).
From this inequality, there exists a constant Ck > 0 such that
F (x, u) ≥Mk|u|p − Ck for u ∈ R, x ∈ B(x0, ε).
Using the inequality above with (3.19) and noting that the support of u(∈
Xk) is in B(x0, ε), we obtain for u ∈ Xk,
I(u) =
1
p
‖∇u‖pp +
1
q
‖∇u‖qq −
∫
B(x0,ε)
F (x, u)dx
≤ 1
p
‖∇u‖pp +
1
q
‖∇u‖qq −Mk‖u‖pp + Ck|B(x0, ε)|
≤ −
(
Mkb
p
k −
1
p
)
‖∇u‖pp +
aqk
q
‖∇u‖qp + Ck|B(x0, ε)| < 0
provided that ‖∇u‖p is large enough, where |B(x0, ε)| denotes the volume of
B(x0, ε). The proof is complete.
Determine Rk by Lemma 3.5. We define
Dk := {u ∈ Xk : ‖u‖1,p ≤ Rk},
∂Dk := {u ∈ Xk : ‖u‖1,p = Rk},
Gk := {g ∈ C(Dk,W 1,p0 (Ω)) : g is odd, g(u) = u on ∂Dk}, (3.20)
ck := inf
g∈Gk
max
u∈Dk
I(g(u)). (3.21)
We state the symmetric mountain pass lemma due to Ambrosetti and
Rabinowitz [3] (see also [33, 35]).
Lemma 3.6 (Symmetric mountain pass lemma). Each ck is a critical value
of I.
To prove that ck diverges to infinity as k →∞, we need the Krasnoselskii
genus, which is defined as follows.
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Definition 3.7. Let W be an infinite dimensional Banach space. We call a
subset A of W symmetric if u ∈ A implies −u ∈ A. For a closed symmetric
subset A not containing the origin, we define a genus γ(A) of A by the
smallest integer n such that there exists an odd continuous mapping from
A to Rn \ {0}. If there does not exist such a finite n, we define γ(A) = ∞.
Furthermore, we put γ(∅) = 0.
We summarize the properties of the genus in the next lemma. For the
proof, we refer the readers to [33, Proposition 7.5] or [35, Proposition 5.4].
Lemma 3.8. Let A,B be closed symmetric subsets of W which do not contain
the origin.
(i) If A ⊂ B, then γ(A) ≤ γ(B).
(ii) If there exists an odd continuous mapping f ∈ C(A,B), then γ(A) ≤
γ(B).
(iii) If V is a symmetric bounded open neighborhood of the origin in RN ,
then γ(∂V ) = N .
(iv) Let Y be a closed linear subspace of W whose codimension is finite. If
γ(A) is greater than the codimension of Y , then A ∩ Y 6= ∅.
Let B(r,W ) denote a ball in W 1,p0 (Ω) centered at origin with radius r.
We denote the boundary of B(r,W ) by ∂B(r,W ). Therefore
B(r,W ) := {u ∈ W 1,p0 (Ω) : ‖u‖1,p < r},
∂B(r,W ) := {u ∈ W 1,p0 (Ω) : ‖u‖1,p = r}.
Lemma 3.9. Let Y be a closed linear subspace of W 1,p0 (Ω) whose codimension
is less than k. Let Gk be given by (3.20). Then it holds that
g(Dk) ∩ ∂B(r,W ) ∩ Y 6= ∅ for g ∈ Gk, 0 < r < Rk.
Proof. The lemma can be proved in the same method as in [33, Proposition
9.23], however we prove it for the sake of completeness. Let Y satisfy the
assumption of the lemma and let g ∈ Gk and 0 < r < Rk. Put
V := {u ∈ Xk : ‖u‖1,p < Rk, g(u) ∈ B(r,W )}.
Since g is an odd continuous mapping, V is symmetric, bounded, open in
Xk and 0 ∈ V . Recall that γ(·) denotes the genus, which is defined in
Definition 3.7. Then γ(g(∂V )) ≥ γ(∂V ) = k by Lemma 3.8. It follows from
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definition that ‖u‖1,p ≤ Rk for u ∈ V . We claim that ‖u‖1,p < Rk for u ∈ ∂V .
Suppose on the contrary that ‖v‖1,p = Rk at a certain v ∈ ∂V . Since g ∈ Gk,
it holds that g(v) = v, which shows that Rk = ‖v‖1,p = ‖g(v)‖1,p ≤ r.
A contradiction occurs. Consequently, ‖u‖1,p < Rk for u ∈ ∂V . By the
definition of V , we have
g(u) ∈ ∂B(r,W ) for u ∈ ∂V. (3.22)
Since codimY < k ≤ γ(g(∂V )), it follows from (iv) of Lemma 3.8 that
Y ∩ g(∂V ) 6= ∅. We choose a v ∈ ∂V satisfying g(v) ∈ Y . From (3.22), it
follows that g(v) ∈ Y ∩ ∂B(r,W ). The proof is complete.
To prove that ck →∞, we need a Schauder basis. A sequence {en} of the
Sobolev space W 1,p0 (Ω) is called a Schauder basis if for any u ∈ W 1,p0 (Ω), there
exists a unique sequence {αn} of real numbers such that u =
∑∞
n=1 αnen, that
is, ‖u −∑kn=1 αnen‖1,p → 0 as k → ∞. It was proved by Fucˇ´ık, John and
Necˇas [16] (see also [5]) that W 1,p0 (Ω) with 1 < p <∞ has a Schauder basis
{en}. By the unique expression u =
∑∞
n=1 αnen, we can define e
∗
n(u) := αn.
Then e∗n is a bounded linear functional on W
1,p
0 (Ω) (see [18, Theorem 4.13]
or [27] for the proof). We define
Yk := {u ∈ W 1,p0 (Ω) : e∗i (u) = 0 for i ≤ k − 1},
Zk := {u ∈ W 1,p0 (Ω) : e∗i (u) = 0 for i ≥ k}.
Then it is clear that W 1,p0 (Ω) = Yk ⊕ Zk and Yk has codimension k − 1. The
next lemma was proved by Silva and Xavier [34].
Lemma 3.10 ([34, Lemma 4.1]). Let 1 < p ≤ r < p∗, where p∗ is defined by
(1.3). Then there exists a sequence δk such that δk > 0, limk→∞ δk = 0 and
‖u‖r ≤ δk‖u‖1,p for all u ∈ Yk with k ∈ N.
Since the codimension of Yk is k − 1, Lemma 3.9 shows that
g(Dk) ∩ ∂B(t,W ) ∩ Yk 6= ∅ for g ∈ Gk, 0 < t < Rk. (3.23)
The next lemma is known (for example, see [22, Lemma 4.9]).
Lemma 3.11 ([22, Lemma 4.9]). ck is independent of the choice of Rk as
far as Rk satisfies (3.18).
Using Lemmas 3.10 and 3.11, we prove that ck diverges to infinity in the
lemma below.
Lemma 3.12. ck defined by (3.21) diverges to infinity as k →∞.
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Proof. It follows from (3.23) that for 0 < t < Rk,
max
u∈Dk
I(g(u)) ≥ inf{I(u) : u ∈ ∂B(t,W ) ∩ Yk},
which leads to
ck ≥ inf{I(u) : u ∈ ∂B(t,W ) ∩ Yk} for 0 < t < Rk. (3.24)
We shall compute the supremum of the right hand side for t ∈ (0, Rk).
Hereafter we denote by C various positive constants independent of u and k.
Since |f(x, u)| ≤ C(|u|r−1 + 1) with p < r < p∗ by (ii) in Assumption 2.1, it
holds that |F (x, u)| ≤ C(|u|r + 1). Hence we have
I(u) ≥ 1
p
‖∇u‖pp − C‖u‖rr − C.
Since ‖u‖r ≤ δk‖∇u‖p for u ∈ Yk by Lemma 3.10, we have
I(u) ≥ 1
p
‖∇u‖pp − Cδrk‖∇u‖rp − C for u ∈ Yk.
Using the inequality above with (3.24), we obtain
ck ≥ p−1tp − Cδrktr − C,
for 0 ≤ t ≤ Rk. We define g(t) := p−1tp − Cδrktr. Then ck ≥ g(t) − C for
0 ≤ t ≤ Rk. Since g(t) has a unique zero Tk in (0,∞), we replace Rk by a
larger constant so that Rk ≥ Tk. By Lemma 3.11, such a replacement leaves
ck invariant. The maximum of g(t) is computed as
max
0≤t≤Rk
g(t) =
r − p
rp
(Crδrk)
−p/(r−p).
Therefore
ck ≥ r − p
rp
(Crδrk)
−p/(r−p) − C,
which diverges to infinity as k →∞. The proof is complete.
Proof of Theorem 2.2. By Lemmas 3.6 and 3.12, ck is a sequence of critical
values diverging to infinity. A critical point uk corresponding to ck is a weak
solution of (1.1) and its W 1,p0 (Ω)-norm diverges to infinity as k → ∞. By
Proposition 3.1, uk belongs to C
1,θ(Ω). Since ‖uk‖1,p ≤ C‖uk‖C1 , the C1-
norm of uk diverges to infinity. The proof is complete.
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4 Infinitely many small solutions
To get a sequence of solutions converging to zero, we use another type of
the symmetric mountain pass lemma. Recall that γ(A) denotes the genus
of A, which is given by Definition 3.7. To use the symmetric mountain pass
lemma, we introduce the assumption below.
Assumption 4.1. Let W be an infinite dimensional Banach space and let
Γk denote the family of closed symmetric subsets A of W such that 0 6∈ A
and γ(A) ≥ k. Suppose that I ∈ C1(W,R) is a functional satisfying (I1) and
(I2) below.
(I1) I(u) is even, bounded from below, I(0) = 0 and I(u) satisfies the
Palais-Smale condition (PS).
(PS) If uk is a sequence in W such that I(uk) is bounded and I
′(uk)→ 0 as
k →∞, then it has a convergent subsequence.
(I2) For each k ∈ N, there exists an Ak ∈ Γk such that supu∈Ak I(u) < 0.
Under the assumption above, we define dk by
dk := inf
A∈Γk
sup
u∈A
I(u).
We state the symmetric mountain pass lemma due to Clark [12] (see also [3],
[33, Theorem 9.1] and [35]).
Lemma 4.2 (Symmetric mountain pass lemma). Suppose that Assumption
4.1 holds. Then each dk is a critical value of I, dk ≤ dk+1 < 0 for k ∈ N
and dk converges to zero. Moreover, if dk = dk+1 = · · · = dk+p ≡ d, then
γ(Kd) ≥ p+ 1. Here Kd is defined by
Kd := {u ∈ W : I ′(u) = 0, I(u) = d}.
For the proof of the lemma above, we refer the readers to [3], [12] or
[33, Theorem 9.1]. The convergence of dk to zero is proved in [20]. By
Lemma 4.2, we have infinitely many critical values. Here we state another
symmetric mountain pass lemma, which was proved in our paper [20].
Lemma 4.3 ([20] symmetric mountain pass lemma). Under Assumption 4.1,
either (i) or (ii) below holds.
(i) There exists a sequence uk such that I
′(uk) = 0, I(uk) < 0 and uk
converges to zero.
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(ii) There exist two sequences uk and vk such that I
′(uk) = 0, I(uk) = 0,
uk 6= 0, limk→∞ uk = 0, I ′(vk) = 0, I(vk) < 0, limk→∞ I(vk) = 0, and
vk converges to a non-zero limit.
In any case (i) or (ii), there exists a sequence uk of critical points such that
I ′(uk) = 0, I(uk) ≤ 0, uk 6= 0 and limk→∞ uk = 0.
Remark 4.4. We shall clarify the difference between Lemmas 4.2 and 4.3.
Lemma 4.2 guarantees the existence of a sequence of critical values converging
to zero in R. On the other hand, Lemma 4.3 assures the existence of a
sequence of critical points converging to zero in W . Since our purpose is to
get a sequence of solutions for (1.1) converging to zero in C1(Ω), Lemma 4.3
is appropriate for our purpose. However we have a question whether a critical
point corresponding to dk converges to zero in W . This is true if the equation
I(u) = 0 and I ′(u) = 0 (4.1)
has a unique solution u = 0. Clearly, under this condition, the Palais-Smale
condition (PS) assures that any critical point corresponding to dk converges
to zero in W . However, if (4.1) has a non-trivial solution, a critical point
corresponding to dk does not necessarily converge to zero. In fact, we gave
an example of a functional I and a Hilbert space W in [20] such that I is
defined on W and it satisfies Assumption 4.1, but ‖u‖ ≥ c > 0 whenever
I(u) = dk and I
′(u) = 0, where c is independent of k. Therefore no critical
point corresponding to dk converges to zero. For the Lagrangian functional
I defined by (3.11), equation (4.1) is rewritten as∫
Ω
(
1
p
|∇u|p + 1
q
|∇u|q − F (x, u)
)
dx = 0,
and
−∆pu−∆qu = f(x, u) in Ω, u = 0 on ∂Ω.
However, it is uncertain whether the system of the two equations above has
the trivial solution only. Therefore we use Lemma 4.3 to get a sequence of
solutions converging to zero in W .
Recall that f(x, u) is defined on Ω× [−ε0, ε0] in Assumption 2.5. To prove
Theorem 2.6, we need to extend f(x, u) to Ω × R. Choose a function g(u)
such that g(u) is even and continuous on R, 0 ≤ g(u) ≤ 1 in R, g(u) = 1 for
|u| ≤ ε0/2 and g(u) = 0 for |u| ≥ ε0. Define h(x, u) := f(x, u)g(u). Then it
satisfies Assumption 2.5. Instead of (1.1), we solve the equation
−∆pu−∆qu = h(x, u) in Ω, u = 0 on ∂Ω. (4.2)
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If (4.2) would have a sequence uk of solutions converging to zero in C
1(Ω),
then ‖uk‖∞ < ε0/2 for all large k. Then h(x, uk) = f(x, uk), and so uk
becomes a solution of (1.1). Thus we get a sequence of solutions for (1.1)
converging to zero. Hereafter we rewrite h(x, u) as f(x, u). Then f and F
are bounded, i.e.,
sup
Ω×R
|f(x, u)| <∞, sup
Ω×R
|F (x, u)| <∞.
Proof of Theorem 2.6. To prove Theorem 2.6, it is enough to verify that I
defined by (3.11) satisfies Assumption 4.1. Since F (x, u) is bounded, I(u) is
bounded from below in W 1,p0 (Ω). Obviously, I is even and I(0) = 0. Since
f(x, u) and F (x, u) are bounded, they satisfy (ii) and (iv) of Assumption 2.1.
By Lemma 3.4, I satisfies the Palais-Smale condition.
Let us show that I satisfies (I2). Since Xk given by (3.17) is a finite
dimensional space, any norm in Xk is equivalent to each other. Hence there
exist constants ak, bk > 0 such that
‖∇u‖p ≤ ak‖∇u‖q, bk‖∇u‖q ≤ ‖u‖q, ‖u‖∞ ≤ ak‖∇u‖q, (4.3)
for u ∈ Xk. We choose Mk > 0 so large that 1/q < Mkbqk when q < p and
1/q + apk/p < Mkb
q
k when q = p. By (2.8), we can choose a δk > 0 such that
F (x, u) ≥Mk|u|q for |u| ≤ δk, x ∈ B(x0, ε). (4.4)
We define
A := {u ∈ Xk : ‖∇u‖q = ν},
where ν > 0 will be determined later on. Since A is homeomorphic to the
(k − 1)-dimensional sphere Sk−1 by an odd mapping, it has genus k, i.e.,
γ(A) = k. We shall prove that I satisfies (I2). By the third inequality in
(4.3), if akν < δk, then ‖u‖∞ < δk for u ∈ A. Recall that the support of
u ∈ Xk is in B(x0, ε). Therefore (4.4) implies that F (x, u(x)) ≥ Mk|u(x)|q
for u ∈ A with ν ∈ (0, δk/ak). Using this inequality and (4.3), for u ∈ A with
ν ∈ (0, δk/ak), we obtain
I(u) =
1
p
‖∇u‖pp +
1
q
‖∇u‖qq −
∫
B(x0,ε)
F (x, u)dx
≤ a
p
k
p
‖∇u‖pq +
1
q
‖∇u‖qq −Mk‖u‖qq
≤ −(Mkbqk − 1/q)νq +
apk
p
νp < 0,
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provided that ν > 0 is small enough. Therefore supu∈A I(u) < 0 and hence
I satisfies Assumption 4.1. By Lemma 4.3, (1.1) has a sequence of non-
trivial weak solutions uk in W
1,p
0 (Ω) such that ‖uk‖1,p → 0 as k → ∞. By
Proposition 3.1, uk belongs to C
1,θ(Ω) and the C1,θ(Ω)-norm of uk is bounded,
where θ ∈ (0, 1) is independent of k. Since C1,θ(Ω) is compactly embedded in
C1(Ω) because of the Ascoli-Arzela` theorem, the C1(Ω)-norm of uk converges
to zero. The proof is complete.
5 A priori estimates of solutions
In this section, we shall prove all the theorems remained.
Proof of Theorem 2.9. Suppose that the theorem is false. Then there exists
a sequence un of non-trivial solutions for (1.1) such that ‖un‖C1 → 0 as
n→∞. We put αn := ‖un‖∞ and vn(x) := un(x)/αn. Then ‖vn‖∞ = 1 and
vn satisfies
−αp−1n ∆pvn − αq−1n ∆qvn = f(x, un).
Dividing both sides by αq−1n and putting gn(x) := f(x, un)/|un|q−2un, we
obtain
−αp−qn ∆pvn −∆qvn = gn(x)|vn|q−2vn. (5.1)
Since ‖vn‖∞ = 1 and gn(x) uniformly converges, the right hand side is
bounded in L∞(Ω). Although αn converges to zero, Lieberman’s theorem
(Theorem 1.7 in [26] and the sentence after Theorem 1.7) ensures that vn is
bounded in C1,θ(Ω) with some θ ∈ (0, 1), where θ is independent of n. Let
φ ∈ C∞0 (Ω) be any test function. Multiplying (5.1) by φ and integrating it
over Ω, we have∫
Ω
(
αp−qn |∇vn|p−2∇vn∇φ+ |∇vn|q−2∇vn∇φ− gn(x)|vn|q−2vnφ
)
dx = 0.
Since vn is bounded in C
1,θ(Ω) and this space is compactly embedded in
C1(Ω), along a subsequence, vn converges to a limit v in C
1(Ω). Since gn(x)
converges to f0(x) uniformly on x, we let n→∞ to get∫
Ω
(|∇v|q−2∇v∇φ− f0(x)|v|q−2vφ) dx = 0.
Since ‖vn‖∞ = 1, ‖v‖∞ = 1 also holds. Thus v is a non-trivial solution of
(2.10). This contradicts the assumption of the theorem. Therefore we have
an a priori lower estimate ‖u‖C1 ≥ c > 0. The proof is complete.
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Proof of Proposition 2.12. Let f0(x) satisfy Assumption 2.11. We use a con-
tradiction. Suppose that (2.10) has a non-trivial solution u. Multiplying
(2.10) by u and integrating it over Ω, we have∫
Ω
|∇u|qdx =
∫
Ω
f0(x)|u|qdx. (5.2)
First, we assume that f0(x) < Λ(q) in Ω. Then it holds that∫
Ω
|∇u|qdx < Λ(q)
∫
Ω
|u|qdx,
which contradicts (3.14) with p replaced by q. Therefore (2.10) has no non-
trivial solution.
Next, we assume that f0(x) satisfies (2.16). Using (2.13), (2.16) and the
Ho¨lder inequality, we estimate the right hand side of (5.2) as∫
Ω
f0(x)|u|qdx ≤
∫
Ω
f+0 (x)|u|qdx ≤ ‖f+0 ‖N/q‖u‖qNq/(N−q)
≤ C1(N, q)q‖f+0 ‖N/q‖∇u‖qq < ‖∇u‖qq,
which contradicts (5.2). When f0(x) satisfies (2.17), we compute∫
Ω
f+0 (x)|u|qdx ≤ ‖f+0 ‖t/(t−q)‖u‖qt ≤ C2(N, t)q‖f+0 ‖t/(t−q)‖∇u‖qq < ‖∇u‖qq.
When f0(x) satisfies (2.18), we have∫
Ω
f+0 (x)|u|qdx ≤ ‖f+0 ‖1‖u‖q∞ ≤ C3(N, q)q‖f+0 ‖1‖∇u‖qq < ‖∇u‖qq.
All the cases lead to a contradiction. The proof is complete.
We conclude this paper by proving Theorem 2.14.
Proof of Theorem 2.14. We shall prove (i). Let s < q and b(x0) > 0 at some
x0 ∈ Ω. We put
f(x, u) := a(x)|u|r−2u+ b(x)|u|s−2u.
Since b(x) ≥ b0 > 0 in B(x0, ε) with small ε, b0 > 0, (2.9) holds. Corollary 2.7
shows the existence of a sequence of solutions converging to zero.
Impose the assumption of (ii). If q < s, then we have
f0(x) := lim
u→0
f(x, u)/|u|q−2u = 0.
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Therefore (2.10) has no non-trivial solutions. If q = s, then f0(x) = b(x).
If Assumption 2.11 holds, then (2.10) has no non-trivial solutions. Conse-
quently, Theorem 2.9 gives an a priori lower estimate ‖u‖C1 ≥ c > 0. Thus
(ii) holds.
Let r < p. Multiplying (1.1) by u and integrating it over Ω, we have
‖∇u‖pp + ‖∇u‖qq =
∫
Ω
(a(x)|u|r + b(x)|u|s) dx ≤ C0(‖∇u‖rp + ‖∇u‖sp),
with a certain constant C0 > 0. Since s < r < p, the above inequality implies
an a priori upper estimate ‖u‖C1 ≤ C. Hence (iii) holds.
Impose the assumption of (iv). Then Assumption 2.1 is fulfilled with
α = r. Consequently, Theorem 2.2 ensures the existence of a sequence of
solutions diverging to infinity.
The assertion (v) follows directly from (ii) and (iii). The assertion (vi) is
obtained by combining (i) and (iv). The proof is complete.
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