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ABSTRAK 
Clustering merupakan proses partisi dataset menjadi 
beberapa bagian yang disebut dengan cluster. Data yang terdapat  
dalam satu cluster memiliki kemiripan karakteristik antar satu 
sama lainnya dan berbeda dengan cluster yang lain. Proses partisi 
tidak dilakukan secara manual melainkan dengan suatu algoritma 
clustering. Oleh karena itu, clustering sangat berguna untuk 
menemukan kelompok yang terdapat dalam dataset. 
Penentuan jumlah cluster pada algoritma clustering 
merupakan tantangan tersendiri yang umumnya dilakukan degan 
uji coba secara empiris. Tugas Akhir ini mengimplementasikan 
algoritma clustering yang merupakan kombinasi dari algoritma 
kernel entropy component analysis (KECA) sebagai pre-
processing dengan quantum clustering (QC) sebagai clustering. 
Dengan algoritma KECA, bisa diperoleh dimensi yang jauh lebih 
kecil dari data yang sesungguhnya. Setelah itu, QC digunakan 
untuk mengelompokkan data yang telah diproses oleh algoritma 
KECA. Algoritma QC bisa mendapat jumlah cluster secara 
otomatis tanpa mengetahui jumlah cluster yang sesungguhnya. 
Tugas Akhir ini diimplementasikan QC dalam lima macam 





Dataset yang digunakan dalam proses uji coba terdiri dari 
lima buah dataset buatan dan tiga buah dataset dari UCI. Hasil 
akhir yang didapat menunjukkan bahwa setiap algoritma optimasi 
menunjukkan hasil yang tidak jauh berbeda. Namun, hasil yang 
buruk selalu didapat saat menggunakan algoritma optimasi 
AdaGrad. Hasil penggunaan KECA-QC terbaik terdapat pada 
dataset Cluster in cluster dengan akurasi sempurna 100% dan 
hasil terburuk terdapat pada dataset Corners dengan akurassi 
33.58%. 
 
Kata kunci: Data mining, Clustering, Quantum Clustering, 
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ABSTRACT 
Clustering is the process of partitioning dataset into 
subsets called clusters. Data within a cluster have similar 
characteristics between each other and are different from other 
clusters. Partitions are not done manually but with a clustering 
algorithm. Therefore, clustering is very useful to find unknown 
groups in the dataset. 
Determining the number of clusters in the clustering 
algorithm is a challenge that is generally done by empirical testing. 
In this undergraduate theses, We just implement combination of 
quantum clustering (QC) algorithm with kernel entropy component 
analysis (KECA) for clustering dataset. With KECA algorithm we 
can get far smaller size of data, so it significantly reduce the 
computation for the clustering.  After that, use the QC algorithm to 
cluster the data processed by KECA algorithm. QC algorithm can 
obtain number of cluster without knowing the real number of 
cluster. In this undergraduated theses QC was implemented using 
five optimization algorithm to find quantum potential minima. 
The dataset used in this experiment consists of five artificial 
datasets and three from UCI datasets. The results show that every 





when the AdaGrad optimization algorithm used, poor results are 
always obtained. The best results of KECA-QC usage are found on 
the Cluster in cluster dataset with 100% perfect accuracy and the 
worst result is in the Corners dataset with 33.58% accuracy. 
 
Kata kunci: Data mining, Clustering, Quantum Clustering, 
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Bab ini membahas mengenai latar belakang, rumusan 
masalah, batasan masalah, tujuan, manfaat, metodologi, dan 
sistematika laporan tugas akhir. Diharapkan dari penjelasan dalam bab 
ini gambaran tugas akhir secara umum dapat dipahami. 
 
1.1. Latar Belakang 
 Seiring berjalannya waktu, data kian menjadi hal yang sering 
kali kita temui dalam kehidupan sehari-hari karena kebutuhan 
terhadap data digital terus menerus berkembang menjadi skala yang 
semakin besar setiap harinya. Hal tersebut menjadi masalah baru 
dimana banyaknya data yang ada tidak diimbangi dengan kemampuan 
untuk mengolahnya. Oleh karena itu, dibutuhkan suatu 
pengelompokkan  terhadap data yang semakin banyak tersebut agar 
dapat diolah sesuai dengan kebutuhan. Era perkembangan teknologi 
seperti sekarang ini membuat pengolahan tersebut perlu dieksekusi 
dengan komputer menggunakan suatu algoritma agar proses yang 
dilakukan lebih cepat. Algoritma yang dimaksud adalah algoritma 
clustering. Clustering merupakan proses pengelompokkan data 
menjadi beberapa kelas berdasarkan kemiripan data, data dengan 
kemiripan yang tinggi akan dikelompokkan pada kelompok yang 
sama[1]. 
 Berawal dari permasalahan diatas, penulis mencoba 
menerapkan suatu metode yang diklaim oleh pencetusnya mampu 
melakukan clustering tanpa terlebih dahulu menentukan jumlah 
cluster yang ada pada suatu data dan dalam bentuk apapun 
menyesuaikan dengan data yang diuji. Metode tersebut bernama 
quantum clustering dengan kernel entropy component analysis 
(KECA-QC) yang terbagi menjadi dua tahap, tahap preprocessing dan 
tahap clustering. Tahap preprocessing menggunakan KECA dengan 
ide utama memetakan data asli menjadi data dengan fitur berdimensi 
besar yang kemudian dipilih beberapa komponen yang memiliki renyi 





cluster yang berbeda kurang lebih akan berada di posisi yang berbeda 
pula, selain itu data asli pun tereduksi menjadi data dengan dimensi 
yang lebih kecil terutama jika yang digunakan adalah dataset yang 
berdimensi besar. Tahap clustering menggunakan algoritma quantum 
clustering (QC) yang mampu menemukan cluster dengan berbagai 
bentuk tanpa mengetahui jumlah cluster yang sebenarnya. Untuk 
mempercepat algoritma quantum clustering tradisional, dilakukan 
modifikasi saat perhitungan wave function dengan tidak dilakukan 
perhitungan pada seluruh dataset, namun hanya dengan statistik dari 
distribusi k data terdekat. Metode KECA-QC memiliki suatu proses 
untuk menemukan nilai minimum dari quantum potential function 
dengan menggunakan algoritma optimasi gradient descent. Disini 
penulis bermaksud untuk melakukan studi kinerja pada proses tersebut 
dengan menerapkan algoritma optimasi lain pada proses tersebut 
diantaranya, gradient descent dengan momentum dan conjugate 
gradient.  
Hasil Tugas Akhir ini diharapkan dapat membuktikan bahwa 
algoritma yang dipakai dapat mengelompokkan data dengan berbagai 
bentuk tanpa mengetahui terlebih dahulu jumlah cluster, selain itu 
algoritma ini dapat memproses data berdimensi besar yang tentunya 
dengan tingkat akurasi yang tinggi dan diharapkan hasil tugas akhir 
ini dapat berguna bagi perkembangan teknologi informasi.       
                                                                                                                                                                                                                      
1.2. Rumusan Permasalahan 
Rumusan masalah yang diangkat dalam tugas akhir ini dapat 
dipaparkan sebagai berikut: 
1. Bagaimana menerapkan metode KECA-QC ? 
2. Bagaimana menerapkan metode KECA-QC dengan menggunakan 
berbagai algoritma optimasi ? 
3. Bagaimana akurasi dari algoritma KECA-QC pada berbagai 









1.3. Batasan Masalah 
Permasalahan yang dibahas dalam tugas akhir ini memiliki 
satu Batasan masalah, yaitu mplementasi algoritma menggunakan 
bahasa pemrograman Matlab R2017b. 
 
1.4. Tujuan 
Tujuan dari pembuatan tugas akhir ini adalah sebagai berikut: 
1. Untuk menerapkan metode KECA-QC dengan berbagai algoritma 
optimasi. 
2. Untuk dapat mengevaluasi akurasi dari algoritma KECA-QC pada 
berbagai algoritma optimasi dan berbagai macam dataset. 
 
1.5. Manfaat 
Pengerjaan tugas akhir ini diharapkan dapat menjadi alternatif 
untuk dapat melakukan clustering terhadap berbagai jenis dan ukuran 
dataset yang memiliki akurasi yang tinggi. 
 
1.6. Metodologi 
Tahapan-tahapan yang dilakukan dalam pengerjaan Tugas 
Akhir ini adalah sebagai berikut: 
1. Penyusunan proposal Tugas Akhir. 
Langkah awal dalam mengerjakan tugas akhir adalah dengan 
menyusun proposal tugas akhir. Proposal ini berisi studi kinerja 
dari algoritma optimasi pada suatu metode yang bisa melakukan 
clustering pada data dengan bentuk apapun tanpa mengetahui 
terlebih dahulu jumlah cluster dan pada data dengan dimensi 
besar bernama KECA-QC. 
2. Studi literatur 
Tahap ini akan membahas peninjauan terhadap studi literatur 
yang membahas KECA-QC dan berbagai ilmu yang terkait di 
dalamnya, terutama yang masih penulis kurang pahami seperti, 
perhitungan eigenvalues dan eigenvectosr dan penerapan 
algoritma optimas seperti, gradient descent, momentum, dan 





dan materi-materi kuliah yang berhubungan dengan metode yang 
akan digunakan. 
3. Perancangan perangkat lunak 
Tahap ini akan berisi analisis terhadap apa yang sebenarnya 
dilakukan pada setiap tahap metode KECA-QC dan apa pengaruh 
diterapkannya berbagai algoritma optimasi pada KECA-QC. 
4. Implementasi perangkat lunak 
Implementasi dilakukan dengan menggunakan bahasa 
pemrograman Matlab R2017b dengan beberapa bantuan library 
yang sudah ada pada Matlab R2017b. 
5. Pengujian dan evaluasi 
Tahap pengujian dan evaluasi akan berisi pengujian hasil 
clustering terhadap metode KECA-QC dengan berbagai 
algoritma optimasi baik dari segi akurasi maupun dari segi 
kecepatan jalannya program. 
6. Penyusunan buku Tugas Akhir. 
Tahap ini berisi penyusunan laporan yang menjelaskan dasar 
teori dan metode yang digunakan dalam tugas akhir ini serta  hasil 
dari implementasi aplikasi perangkat lunak yang telah dibuat 
 
1.7. Sistematika Penulisan Laporan Tugas Akhir 
Buku tugas akhir ini bertujuan untuk mendapatkan gambaran 
dari pengerjaan tugas akhir ini. Selain itu, diharapkan dapat berguna 
untuk pembaca yang tertarik untuk melakukan pengembangan lebih 
lanjut. Secara garis besar, buku tugas akhir terdiri atas beberapa bagian 
seperti berikut ini. 
 
1. Bab I. Pendahuluan 
Bab ini berisi penjelasan mengenai latar belakang masalah, 
tujuan, dan manfaat dari pembuatan Tugas Akhir. Selain itu 
rumusan permasalahan, batasan masalah, dan sistematika 
penulisan juga merupakan bagian dari bab ini. 
 





Bab ini berisi penjelasan tentang penelitian sebelumnya dan 
berbagai dasar teori yang berhubungan dengan KECA-QC.  
 
3. Bab III Perancangan Perangkat Lunak 
Bab ini berisi penjelasan mengenai desain, perancangan, 
bahan, dan pemodelan proses yang digunakan dalam Tugas Akhir 
ini yang direpresentasikan dengan pseudocode. 
 
4. Bab IV. Implementasi 
Bab ini merupakan pembangunan aplikasi dengan MATLAB 
sesuai permasalahan dan batasan yang telah dijabarkan pada Bab 
I. 
 
5. Bab V. Hasil Uji Coba dan Evaluasi 
Bab ini berisi penjelasan mengenai data hasil percobaan, 
pengukuran, visualisasi dan pembahasan mengenai hasil 
percobaan yang telah dilakukan. 
 
6. Bab VI. Kesimpulan dan Saran 
Bab ini berupa hasil penelitian yang menjawab permasalahan 
atau yang berupa konsep, program, dan karya rancangan. Selain 
itu, pada bab ini diberikan saran-saran yang berisi hal-hal yang 
masih dapat dikerjakan dengan lebih baik dan dapat 
dikembangkan lebih lanjut, atau berisi masalah-masalah yang 











Bab ini berisi penjelasan teori-teori yang berkaitan dengan 
pembuatan aplikasi clustering dengan menggunakan metode KECA-
QC. Penjelasan ini bertujuan untuk memberikan dasar teori yang 
mendasari pengembangan perangkat lunak. 
 
2.1. Clustering 
Clustering atau klasterisasi adalah metode pengelompokan 
data. Clustering adalah sebuah proses untuk mengelompokan data ke 
dalam beberapa cluster atau kelompok sehingga data dalam satu 
cluster memiliki tingkat kemiripan yang maksimum dan data antar 
cluster memiliki kemiripan yang minimum [1]. 
Clustering merupakan proses partisi satu set objek data ke 
dalam himpunan bagian yang disebut dengan cluster. Objek yang di 
dalam cluster memiliki kemiripan karakteristik antar satu sama 
lainnya dan berbeda dengan cluster yang lain. Partisi tidak dilakukan 
secara manual melainkan dengan suatu algoritma clustering. Oleh 
karena itu, clustering sangat berguna dan bisa menemukan group atau 
kelompokyang tidak dikenal dalam data. Clustering banyak digunakan 
dalam berbagai aplikasi seperti misalnya pada business inteligence, 
pengenalan pola citra, web search, bidang ilmu biologi, dan untuk 
keamanan (security). Di dalam business inteligence, clustering bisa 
mengatur banyak customer ke dalam banyaknya kelompok. 
Contohnya mengelompokan customer ke dalam beberapa cluster 
dengan kesamaan karakteristik yang kuat. Clustering juga dikenal 
sebagai data segmentasi karena clustering mempartisi banyak data set 
ke dalam banyak group berdasarkan kesamaannya. Selain itu 
clustering juga bisa sebagai outlier detection.  
Metode Clustering secara umum dapat dibagi menjadi dua 
yaitu hierarchical clustering dan partitional clustering [1] Sebagai 
tambahan, terdapat pula metode Density-Based dan Grid–Based yang 






2.1.1. Hierarchical clustering 
 Hierarchical clustering pengelompokkan data melalui suatu 
bagan yang berupa hirarki, dimana terdapat penggabungan dua grup 
yang terdekat disetiap iterasinya ataupun pembagian dari seluruh set 
data kedalam cluster. Hierarchical clustering dapat dipahami dengan 
melihat pada  Gambar 2.1 
Sumber : socs.binus.ac.id 
 
 
2.1.2. Partitional Clustering 
Partitional clustering yaitu data dikelompokkan ke dalam 
sejumlah cluster tanpa adanya struktur hirarki antara satu dengan yang 
lainnya. Metode partitional clustering memiliki ciri dimana 
setiap cluster memiliki titik pusat cluster (centroid) dan secara umum 
metode ini memiliki fungsi tujuan yaitu meminimumkan jarak 
(dissimilarity) dari seluruh data ke pusat cluster masing-masing. 
 






Tentu sudah terlihat sangat terlihat berbeda dengan 
Hierarchical Clustering dimana pada Partitional Clustering tidak 
terdapat hirarki kedekatan antar kelompok melainkan langsung terbagi 
dengan jumlah kelompok yang pasti. Perbedaan antara Hierarchical 
Clustering dimana dan Partitional Clustering dapat dilihat pada 
Gambar 2.2 
Sumber : quantdare.com 
 
2.2. Kernel Entropy Component Analysis dengan 
Quantum Clustering (KECA-QC) 
KECA-QC merupakan metode baru yang memanfaatkan 
KECA sebagai pre-processing dan QC sebagai clustering. Algoritma 
ini diklaim dapat melakukan clustering dengan waktu yang cepat 
meskipun pada dataset berdimensi besar dan dapat melakukan 
clustering pada dataset berbentuk apapun tanpa mengetahui jumlah 
cluster. Algoritma ini juga telah dibandingkan dengan algoritma lain 
seperti k-means (KM), Ng-Jordan-Weiss (NJW), traditional QC, dan 
KECA-KM yang menunjukkan hasil bahwa KECA-QC menunjukkan 
hasil yang paling baik [2]. 
 
2.3. Eigenvalues dan Eigenvectors  
Eigenvalue adalah sebuah bilangan skalar dan eigenvector 
adalah sebuah matriks yang keduanya dapat mendefinisikan matriks 
A. Matriks A adalah matriks bujur sangkar dengan ukuran nxn. 
Namun, tidak semua matriks bujur sangkar memiliki eigenvalue dan 





eigenvector. Contoh, sebuah matriks 2x2 A = (
3 0
−6 0
) dan sebuah 
matriks (atau vektor) 𝑥1 =  (
−1
2
). Maka A𝑥1 = (
−3
6
). Maka bisa 
dilihat bahwa A𝑥1 merupakan perpanjangan/kelipatan dari 𝑥1 dengan 






) = 3 (
−1
2




) adalah eigenvector A dan 𝜆 = 3 adalah eigenvalue-nya [3].  
 
2.4. Gradient Descent 
Gradient descent adalah algoritma optimasi orde pertama 
untuk menemukan minimum lokal dari fungsi menggunakan gradient 
descent, diambil langkah sebanding dengan negatif dari gradien (atau 
perkiraan gradien) dari fungsi pada titik sekarang[6]. Hal tersebut 
dapat dicapai dengan melakukan iterasi pada persamaan 
Terdapat beberapa algoritma yang digunakan untuk 
memaksimalkan kinerja dari gradient descent, diantaranya adalah 
sebagai berikut: 
a. Momentum 





Momentum merupakan metode yang membantu mempercepat 
gradient descent. Hal ini dilakukan dengan menambah parameter 𝛾. 
Perubahan posisi dapat dicari dengan persamaan iterasi dibawah ini 





𝐲𝐢 : adalah data awal (𝛷𝑘𝑒𝑐𝑎) dimana yi(0)=pi 
𝜼(𝒕)  : merupakan kecepatan iterasi 





Intinya, saat menggunakan momentum dapat dianalogikan 
sebagai bola yang menuruni bukit dengan kecepatan yang terus 
bertambah. Hal yang sama terjadi pada pembaruan parameter. Masa 
momentum meningkat untuk dimensi yang titik puncaknya mengarah 
ke arah yang sama dan mengurangi pembaruan dimensi yang arah 
gradiennya berubah [4]. 
 
2.4.2. Nesterov Accelerated Gradient (NAG) 
Bagian sebelumnya telah membahas bahwa algoritma 
optimasi momentum dapat dianalogikan sebagai bola yang menuruni 
bukit dengan kecepatan yang terus bertambah, tentunya hal tersebut 
memiliki kekurangan yaitu bola menuruni bukit dengan cepat namun 
akan terus melaju meskipun terdapat tanjakan. Dengan metode NAG 
ini analogi bola yang sedang menuruni bukit tersebut dapat turun 
dengan mengetahui akan adanya tanjakan sehingga bola bisa 
melambat agar tidak menaiki tanjakan. 
Penerapan NAG memperhitungkan kecepatan sebelumnya 
untuk mengoreksi arah minimum lokal dengan rumus sebagai berikut 




𝜐(𝑡 + Δ𝑡) = 𝛾𝜐(𝑡) + 𝜂(𝑡)∇𝑉(𝑦𝑖(𝑡)) (2.3) 
Keterangan: 
𝐲𝐢 : adalah data awal (𝛷𝑘𝑒𝑐𝑎) dimana yi(0)=pi 
𝜼  : merupakan kecepatan iterasi 
𝛁𝐕  :  merupakan gradien dari V(p) 
𝝊  :  merupakan kecepatan momentum 
𝛾  :  merupakan parameter momentum dengan nilai 𝛾 < 1  










Cara lain untuk memperbaiki Gradient Descent selain dengan 
momentum adalah dengan memberikan kecepatan update yang 
berbeda pada tiap dimensi vektor parameter yi dan kemudian mampu 
beradaptasi berdasarkan indikator tertentu. Salah satu indikator yang 
dapat dipakai adalah besarnya perubahan nilai vektor gradient pada 
dimensi tertentu. Realisasi dari ide ini dikenal dengan 
metode adaptive subgradient descent (AdaGrad) yang dapat ditulis 
sebagai rumus berikut (Duchi et al, 2011) [5]. 
2.4.4. RMSProp 
AdaGrad memiliki sebuah problem, yaitu pada waktu tertentu 
nilai 𝐺(𝑡) berpotensi sangat besar sehingga malah akan 
Keterangan: 
𝐲𝐢 : adalah data awal (𝛷𝑘𝑒𝑐𝑎) dimana yi(0)=pi 
𝜼  : merupakan kecepatan iterasi 
𝛁𝐕  :  merupakan gradien dari V(p) 
𝝊  :  merupakan kecepatan momentum 
𝛾  :  merupakan parameter momentum dengan nilai 𝛾 < 1  
 








𝐲 : adalah data awal (𝛷𝑘𝑒𝑐𝑎) dimana yi(0)=pi 
𝜼(𝒕)  : merupakan kecepatan iterasi 
𝒈(𝒕)  :  merupakan gradien dari V(p) 
𝑮(𝒕)  :  merupakan matriks diagonal dimana setiap elemennya   
             merupakan jumlah dari  𝑔(𝑡) dikuadratkan 
𝜺  :  merupakan penambahan untuk menghindari pembagian dengan nol   






memperlambat proses optimisasi. Untuk mengatasi hal ini, (Tieleman 
dan Hinton, 2012) melakukan sedikit modifikasi terhadap AdaGrad 
dengan menambahkan konstanta untuk mengatur besaran masing-
masing dari g2tgt2 dan ntnt. Modifikasi ini menghasilkan nama 
algoritma baru yang disebut dengan RMSProp. Algoritma ini dapat 
ditulis sebagai berikut  
 
2.5. Euclidean Distance 
Adalah salah satu metode menghitung jarak antara dua objek 
(vector atau titik) pada sebuah ruang dimensi. Secara matematis dapat 
dihitung dengan persamaan (2.9) ataupun (2.10) sesuai dengan 
kebutuhannya: 
a. Jarak pada ruang dimensi dua: 
 
b. Jarak pada ruang dimens-n: 
  







𝐸[𝑔(𝑡)2] = 0.9𝐸[𝑔(𝑡 − 1)2] + 0.1𝑔(𝑡)2 (2.8) 
Keterangan: 
𝐲 : adalah data awal (𝛷𝑘𝑒𝑐𝑎) dimana yi(0)=pi 
𝜼(𝒕)  : merupakan kecepatan iterasi 
𝒈(𝒕)  :  merupakan gradien dari V(p) 
𝑬  :  rata-rata 
𝜺  :  merupakan penambahan untuk menghindari pembagian dengan nol   
       dimana biasanya  𝜀 = 1e-8 
𝑑(𝑝, 𝑞)  = √(𝑞1 − 𝑝1)2 +  (𝑞2 − 𝑝2)2  (2.9) 
𝑑(𝑝, 𝑞) = √(𝑞1 − 𝑝1)2 + (𝑞2 − 𝑝2)2 + ⋯ +  (𝑞𝑛 − 𝑝𝑛)2 (2.10) 
Keterangan: 
𝒙, 𝒚 adalah titik pada ruang dimensi satu 











PERANCANGAN PERANGKAT LUNAK 
Bab ini menjelaskan mengenai rancangan sistem perangkat 
lunak yang akan dibuat. Perancangan yang dijelaskan meliputi data , 
proses, dan perhitungan metrik. Data yang dimaksud adalah data yang 
akan diolah dalam perangkat lunak. Proses terbagi menjadi dua bagian 
besar yaitu pre-processing dan clustering. Pre-processing yaitu tahap-
tahap yang dilakukan pada data sebelum diproses lebih lanjut. 
Clustering ialah proses dimana data dikelompokkan berdasarkan 
kedekatan tertentu. Terdapat tiga metode perhitungan metrik yang 
digunakan untuk menguji hasil clustering diantaranya, Jaccard Score, 
Minskowski Score, dan Cluster Accuracy 
 
3.1. Data 
Sub bab ini akan menjelaskan mengenai data yang digunakan 
sebagai masukan perangkat lunak untuk selanjutnya diolah dan 
dilakukan pengujian sehingga menghasilkan data keluaran yang 
diharapkan. Kumpulan data atau dataset yang digunakan pada 
penelitian ini didapatkan dari UCI Machine Learning. Selain data dari 
UCI, dilakukan juga pengujian menggunakan dataset buatan 
berukuran dua dimensi agar proses pengelompokkan yang dilakukan 
lebih bisa divisualisasikan prosesnya.  
 
3.2. Proses 
Tugas akhir yang dikerjakan merupakan penerapan dari 
algoritma KECA-QC terbagi menjadi dua tahap utama, yaitu tahap 
pre-processing dan tahap clustering yang secara sederhana dapat 







Gambar 3.1 Diagram Alir Sederhana KECA-QC 
 
Diagram alir tersebut memperlihatkan bahwa metode KECA-
QC memiliki dua proses utama yaitu KECA dan QC dimana KECA 
digunakan untuk preprocessing dataset yang kemudian dilanjutkan 















Untuk mengetahui proses metode KECA-QC yang lebih 
terperinci dimana terdapat beberapa perhitungan yang harus dilakukan 
pada masing-masing tahap KECA (pre-processing) maupun QC 
(clustering), berikut ini ditampilkan diagram alur KECA-QC secara 
rinci pada Gambar 3.2 dan pada Gambar 3.3.  





Hitung eigenvalues dan 
eigenvectors dari G
Hitung renyi entropy 














Gambar 3.3 Diagram Alir QC 
Hitung wave function
Hitung potential function V


















Tahap preprocessing pada awalnya berisi Gaussian Kernel 
Matrix dari dataset awal 𝑋 = {𝑥1, 𝑥2, … , 𝑥𝑁} dengan persamaan 
Lalu hitung eigenvalues dan eigenvectors dari G. Kemudian 
hitung renyi entropy dari tiap eigenvalues 𝜆𝑖 dan eigenvectors-nya 𝑞𝑖 
dengan rumus  
 
Setelah itu urutkan eigenvalues dan eigenvectors-nya 
berdasarkan renyi entropy dari terbesar ke terkecil. Terakhir, 
Bentuklah Matriks 





𝑮(𝒙𝒊, 𝒙𝒋): matriks simetris dengan ukuran NxN 
𝒆: basis logaritma alami   




𝒓𝒊: renyi entropy dari tiap eigenvalues dan eigenvectors-nya 
𝝀: eigenvalues dari G  
𝒒:  eigenvectors dari G 





𝑇  (3.3) 
Keterangan: 





Nilai l pada 𝛬𝑘𝑒𝑐𝑎_𝑙
1
2  dan 𝑄𝑘𝑒𝑐𝑎_𝑙
𝑇  harus memenuhi persamaan 
berikut 
3.2.2. Clustering 
Tahap clustering menggunakan  𝛷𝑘𝑒𝑐𝑎 sebagai input. Pertama 
kita harus menghitung wave function dengan 
Dari  wave function,kita dapat menghitung potential function 
dengan rumus 
𝜦: matriks diagonal yang berisi eigenvalues dari G 
𝑸:  eigenvectors dari G 
𝑟𝑙 − 𝑟𝑙+1 = max(𝑟𝑖 − 𝑟𝑖+1), 
𝑖 = 1,2, … , 𝑁 − 1 
(3.4) 
Keterangan: 
𝒓: renyi entropy 
 







𝒆: basis logaritma alami 
𝒑: nilai dari data 





























𝒅: dimensi dari data 
𝒆𝒙𝒑: basis logaritma alami   





Dari hasil V(p) tersebut perlu dicari quantum potential minima 
sebagai pusat cluster dengan melakukan iterasi menggunakan 
algoritma optimasi yang sudah dijelaskan sebelumnya. Iterasi 
dilakukan sebanyak maxi, menurut paper referensi, 20 iterasi sudah 
cukup untuk menemukan quantum potential minima [2]. Hasil dari 
iterasi tersebut adalah terkumpulnya data menjadi beberapa kelompok. 
Terakhir, tetapkan setiap titik asli menjadi suatu cluster yang sama jika 
pada hasil iterasi, data tersebut terkumpul pada kelompok yang sama 
[3].   
 
3.3. Perhitungan Metrik 
Tahap ini berisikan beberapa metode untuk mengukur 
seberapa baik suatu algoritma clustering dalam mengelompokkan data 
yang akan diujikan. Berikut beberapa metode yang akan dilakukan 
pada penelitian ini:  
a. Jaccard Score 
b. Minkowski Score 
c. Cluster Accuracy 
 
3.3.1. Jaccard Score 
Jaccard Score merupakan cara yang digunakan untuk 
mengukur tingkat kemiripan dari dua himpunan yang saling beririsan. 





𝑛11 + 𝑛01 + 𝑛10
 (3.1) 
Keterangan: 
𝒏𝟏𝟏 : pasangan benar dan dideteksi benar 
𝒏𝟎𝟏: pasangan salah namun dideteksi benar   





Dari persamaan diatas dapat dilihat bahwa semakin besar nilai 
dari Jaccard Score menunjukkan semakin baiknya suatu algoritma 
dalam mengelompokkan data dengan nilai terbaik 1. 
 
3.3.2. Minkowski Score 
Minkowski Score mengukur seberapa banyak perbedaan 
antara dua himpunan yang saling beririsan. Perhitungan Minkowski 
Score dapat dirumuskan sebagai berikut. 
Berbeda dengan Jaccard Score, Minkowski Score memiliki nilai 
yang semakin kecil saat suatu data dikelompokkan dengan semakin 
baik dengan nilai terbaik 0. 
 
3.3.3. Cluster Accuracy 
Cluster Accuracy atau kadang disebut purity merupakan 
perhitungan untuk mengukur akurasi dari clustering dengan 
menghitung sebanyak-banyaknya anggota kelompok yang dianggap 
sebagai bagian dari suatu kelompok adalah memang sebenarnya 






𝒏𝟏𝟏 : pasangan benar dan dideteksi benar 
𝒏𝟎𝟏: pasangan salah namun dideteksi benar   









𝑻 : Jumlah Solusi dari kelompok sebenarnya 





Cluster Accuracy sama dengan Jaccard Score yang nilainya 














































Bab ini akan membahas mengenai implementasi yang 
dilakukan berdasarkan rancangan yang telah dijabarkan pada bab 
sebelumnya. Implementasi kode program dilakukan sepenuhnya 
menggunakan bahasa Matlab. 
 
4.1. Lingkungan implementasi 
Spesifikasi perangkat keras dan perangkat lunak yang 
digunakan ditampilkan pada Tabel 4.1. 
 




Prosesor: Intel® Core™ i7-2640M CPU @ 2.80 GHz  









Sub-bab implementasi ini menjelaskan tentang bagaimana 
teori yang sebelumnya telah dipaparkan pada bab desain perangkat 
lunak, diterapkan dalam bentuk kode sumber dalam bahasa 
pemrograman matlab dan penjelasan mengenai step yang dilakukan 
pada kode sumber tersebut.  
 
4.2.1. Implementasi Tahap Pre-processing 
Sub bab ini menjelaskan tentang implementasi tahapan pre-
processing yaitu menggunakan metode kernel entropy component 
analysis (KECA) dimana data dataset akan diproses menjadi matriks 
simetris yang kemudian akan direduksi dimensinya dengan metode 





Tahap paling awal adalah dengan mengubah data menjadi 
matriks simetris yang berisi gaussian kernel dengan cara menjalankan  
Kode Sumber 4.1. Setiap data pada matriks merupakan hasil 
perhitungan dengan rumus gaussian yang sangat dipengaruhi oleh 
variabel sigma. Sigma didapat dari perhitungan rata-rata jarak tiap 
data ke sejumlah k terdekat dari tiap data tersebut. Untuk fungsi 
perhitungan sigma terdapat pada Kode Sumber 4.2. 
  
1. function [K] = kernel(data,sigma) 
2.     X = squareform(pdist(data)); 
3.     alpha = 1/(2*sigma^2); 
4.     K = exp(-1*alpha*X.^2); 
5. end 
Kode Sumber 4.1 Perhitungan Gaussian Kernel Matrix 
 
1. function [sigma] = ct_sigma(M,baris) 
2.     sigma = sort(squareform(pdist(M)).^2,2); 
3.     sigma = sum(sigma(:,2:51),2); 
4.     sigma = sum(sigma,1)/(baris*49); 
5. end 
Kode Sumber 4.2 Perhitungan Sigma 
 
Kode Sumber 4.3 merupakan proses KECA . Tahap awal yang 
dilakukan adalah menghitung dan mengurutkan eigen value dan eigen 
vector berdasarkan eigen value dari yang terbesar ke terkecil dengan 
perhitungan eigen value dan eigen vector terdapat pada Kode Sumber 
4.3 baris kedua dengan menggunakan fungsi yang sudah terdapat pada 
matlab yaitu fungsi eig. Untuk mengurutkan eigen value dan eigen 
vector tersebut digunakan fungsi sort_eigenvalues yang dipaparkan 
pada Lampiran 7.1. Kemudian data akan dihitung entropy nya yang 
kemudian entropy tersebut diurutkan dari yang terbesar hingga 
terkecil yang terdapat pada baris kelima dengan menmanggil fungsi 
ECA. Fungsi ECA yang dipanggil tersebut dapat dilihat pada 
Lampiran 7.2. Baris keenam hingga lima belas merupakan proses 





selisih terbesar terhadap indeks setelahnya. Variabel l tersebut 
digunakan untuk menentukan jumlah dimensi yang tepat untuk hasil 
akhir dari KECA nantinya. Setelah itu, pada baris enam belas dan 
tujuh belas  eigen value dan eigen vector diurutkan berdasarkan 
entropy yang sebelumnya sudah terurut pada pemanggilan fungsi 
ECA. Bentuk akhir dari proses KECA diproses pada perulangan yang 
terdapat pada baris delapan belas hingga dua puluh yaitu dengan 
mengalikan akar dari tiap eigen value dengan tiap eigen vector nya. 
1. function [Phi,d,E,sorted_entropy] = 
kernelECA(K,c,n,baris);  
2.     [E,D] = eig(K); 
3.     [D,E] = sort_eigenvalues(D,E); 
4.     d = diag(D)'; 
5.     [sorted_entropy_index,sorted_entropy,entropy] = 
ECA(D,E);  
6.  
7.     l=0; 
8.     max=-999999; 
9.     for i = 1 : baris-1; 
10.        temp=sorted_entropy(i)-sorted_entropy(i+1); 
11.        if(temp>max); 
12.            max=temp; 
13.            l=i; 
14.        end; 
15.    end; 
16. 
17.    C=l; 
18.    Es = E(:,sorted_entropy_index); 
19.    ds = d(sorted_entropy_index); 
20.    for i = 1 : C; 
21.        Phi(:,i) = sqrt(ds(i)) * Es(:,i); 
22.    end; 
23. End 
Kode Sumber 4.3  KECA 
 





Kode Sumber 4.4 dan Kode Sumber 4.4 merupakan proses 
quantum clustering dengan menghitung wave function (P) yang 
terdapat dari baris pertama Kode Sumber 4.4 hingga baris sembilan 
Kode Sumber 4.5  kemudian dilanjutkan dengan menghitung potential 
function (V). Kode Sumber 4.4 baris kedua hingga kesepuluh 
merupakan kode untuk mempersiapkan matriks yang akan digunakan 
pada perhitungan wave function (P) maupun potential function 
(V).Kemudian pada baris sebelas dilakukan penentuan data mana saja 
yang termasuk k terdekat dari setiap data tersebut. Setelah itu, proses 
berlanjut ke Kode Sumber 4.5. 
 
1. function [V,P,E,dV] = qc (ri,q,r) 





7. singlePoint = ones(pointsNum,1); 
8. singleLaplace = zeros(50,1); 
9. singledV1=zeros(50,dims); 
10. singledV2=zeros(50,dims); 
11. [sorted_dri,sorted_dri_index] = 
sort(squareform(pdist(ri)).^2,2); 
Kode Sumber 4.4 Quantum Clustering 1 
 
Kode Sumber 4.5 terdapat perulangan untuk menghitung tiap 
wave function (P) dari data yang didalamnya terdapat tiga perulangan. 
Perulangan pertama digunakan untuk menghitung gaussian dari tiap 
nilai matriks pada data hasil KECA yang selanjutnya akan 
dijumlahkan menjadi wave function (P) untuk setiap data. Setelah 
didapat hasilnya, pada baris ke-22 kita dapat lihat bahwa wave 
function (P) yang memiliki nilai nol diganti untuk menghindari nilai 
tak hingga pada perthitungan kedepannya. Baris selanjutnya berisi 
potential function (V) yang sudah dapat dihitung karena wave function 





selanjutnya diproses  saat pencarian minima lokal pada gradient 
descent. 
1. for point = 1:calculatedNum 
2.    singlePoint = ones(pointsNum,1); 
3.    singleLaplace = singleLaplace.*0; 
4.    ri=ri(sorted_dri_index(point,:),:); 
5.    D2=sum(((repmat(r(point,:),50,1)-
ri(2:51,:)).^2)'); 
6.    singlePoint=exp(-q*D2)'; 
7.    for dim=1:dims 
8.       singleLaplace = singleLaplace + (r(point,dim)-
ri(2:51,dim)).^2.*singlePoint;   
9.    end; 
10.   for dim=1:dims 
11.      singledV1(:,dim) = (r(point,dim)-
ri(2:51,dim)).*singleLaplace; 
12.   end; 
13.   for dim=1:dims 
14.      singledV2(:,dim) = (r(point,dim)-
ri(2:51,dim)).*singlePoint;    
15.   end; 
16.   P(point) = sum(singlePoint); 
17.   dP2(point) = sum(singleLaplace); 
18.   dV1(point,:)=sum(singledV1,1); 
19.   dV2(point,:)=sum(singledV2,1); 
20. end; 
21. P(find(P==0)) = min(P(find(P))); 
22. V=-dims/2+q*dP2./P; 
23. E=-min(V);  
24. V=V+E;  
25. for dim=1:dims 
26.   dV(:,dim)=-q*dV1(:,dim)+(V-
E+(dims+2)/2).*dV2(:,dim);end 
27. dV(find(P==0),:)=0; 






Proses Quantum Clustering dilakukan berulang-ulang 
sebanyak dua puluh iterasi yang diproses di dalam gradient descent 
dan algoritma optimasi lainnya untuk mencapai minima lokal. Proses 
algoritma optimasi sendiri pada percobaan ini dilakukan dengan lima 
macam algoritma optimasi yang diimplementasikan ke dalam satu 
fungsi yang dicantumkan pada Kode Sumber 4.6. 
 
Kode Sumber 4.6 dilakukan algoritma optimasi untuk 
menemukan minima lokal dari potential funtion. Perulangan yang 
berada antara baris ketujuh hingga baris ke-24 memiliki beberapa 
fungsi if yang menentukan algoritma optimasi apakah yang akan 
digunakan untuk menemukan lokal minima dari potential function. 
Fungsi if pada baris kesepuluh akan dikerjakan jika algoritma optimasi 
yang digunakan adalah gradient descent yaitu saat variabel opt 
bernilai 1. Jika variabel opt bernilai 2 maka algoritma optimasi yang 
akan digunakan adalah algoritma optimasi gradient descent dengan 
momentum  yakni dengan mengerjakan fungsi if dari baris ke tiga 
belas hingga baris ke enam belas. Jika variabel opt bernilai 3, maka 
proses akan dilakukan sama seperti saat variabel opt bernilai 2, hanya 
kali ini akan dikerjakan juga proses yang terdapat dalam fungsi if pada 
baris ke tujuh belas. Algoritma yang digunakan saat variabel Ketika 
variabel opt bernilai 4, maka akan dijalankan proses pada baris ke 
empat yang mana merupakan algoritma optimasi yang dinamai 
AdaGrad. opt bernilai 3 tersebut bernama Nesterov Accelerated 
Gradient (NAG). AdaGrad memiliki kekurangan dimana konstanta 
yang digunakan untuk menghindari pembagian dengan nol akan terus 
menumpuk nilainya dan membuat pencarian lokal minima tidak 
terkendali. Untuk mengatasi masalah tersebut digunakan algoritma 
optimasi bernama RMSProp yang akan mengoreksi pencarian lokal 















6. [V,P,E,dV] = qc (D,q,D); 
7.  
8. for j=1:4 
9.    for i=1:(steps/4) 
10.       dV=normc(dV')'; 
11.       Eg=dV; 
12.       if(opt==1); 
13.       D=D-eta*dV; 
14.       end; 
15.       if(opt==4); 
16.       D=D-(eta./((diag(sum(dV.^2,2))+ 
0.00000001).^.5))*dV; 
17.       end; 
18.       if(opt==2 || opt==3) 
19.       velo=0.3*(D-tD)-eta*dV; 
20.       tD=D; 
21.       D= D+velo; 
22.        if(opt==3); 
23.          D=D-0.3*(D-tD); 
24.          end; 
25.       end; 
26.       [V,P,E,dV] = qc (D,q,D); 
27.       if(opt==5) 
28.       Eg=0.9*mean(Eg(:).^2)+0.1.*(dV.^2); 
29.       D=D-(eta./((Eg+ 0.00000001).^.5)).*dV; 
30.       end 
31.   end; 
32.   eta=eta*0.5; 
33. end 






Kode Sumber 4.7 merupakan fungsi yang digunakan untuk 
perhitungan metrik dari metode KECA-QC yang telah diterapkan. 
Perhitungan metrik Minkowski Measure terdapat pada baris ke 
sepuluh, kemudian perhitungan metrik Jaccard Measure terdapat pada 
baris ke tiga belas. Minkowski Measure merupakan metode 
perhitungan metrik clustering yang memiliki nilai yang semakin kecil 
seiring dengan hasil dari pengelompokkan yang semakin baik karena 
metode ini menunjukkan tingkat kesalahan dari pengelompokkan, 
sehinnga semakin kecil nilainya maka semakin baik. Sementara 
Jaccard Measure merupakan irisan hasil pengelompokkan bersama 
kelompok sesungguhnya dibagi dengan dengan gabungan hasil 
pengelompokkan bersama kelompok sesungguhnya, sehingga 







4. for i=1:(length(realClust)-1); 








12. TP=(T==S1);  
13. jacard_measure = 
sum(sum(TP))/(sum(sum(T~=S))+sum(sum(TP))); 
Kode Sumber 4.7 Perhitungan Metrik 1 
 
Kode Sumber 4.8 memperlihatkan perhitungan metode 





nilai maksimum dari setiap data yang terkelompok pada kelompok 









7. for i=1:l;     
8.     for j=1:tNum; 
9.         kto=kto+sum(t(:)==j); 
10.        temp=sum(S(i,kfrom:kto)); 
11.        if(temp>maks);maks=temp;end 
12.        kfrom=kto+1; 
13.    end 
14.    total=total+maks; 
15.    kfrom=1; 
16.    kto=0; 
17.    maks=0; 
18. end 
19. cluster_accuracy=total/sum(sum(S==1)); 























PENGUJIAN DAN EVALUASI 
 
Bab ini akan menjelaskan hasil uji coba dan evaluasi 
program yang telah selesai diimplementasi. Evaluasi dilakukan 
dengan memvisualisasikan dataset yang berdimensi dua dan 
menghitung keakuratan dari seluruh dataset dengan menggunakan 
tiga macam perhitungan metrik untuk menguji suatu metode 
clustering yang digunakan. 
 
5.1. Lingkungan Pengujian 
Lingkungan uji coba yang akan digunakan adalah, 
1. Perangkat Keras 
Prosesor: Intel® Core™ i7-2640M CPU @ 2.80 GHz  
Memori: 4.00 GB.  
Sistem Operasi: 64-bit  . 
2. Perangkat Lunak 
Sistem Operasi: Windows 10 Education.  
Perangkat Pengembang: Matlab.  
 
5.2. Data Uji Coba 
 Data yang digunakan untuk studi kinerja dari metode 
KECA-QC menggunakan tiga buah data dari UCI dan juga lima 
buah data buatan . Seluruh data buatan berdimensi dua dengan 
jumlah data  pada setiap dataset yang beragam. Untuk dataset UCI, 
dataset iris memiliki dimensi yang paling sedikit dibandingkan 
dengan dataset UCI lainnya yaitu hanya empat dimensi. Dataset 
WBC memiliki jumlah dimensi sembilan, dan dataset terakhir yaitu 
dazaset zoo memiliki data dengan dimensi berjumlah enam belas. 
Seluruh data pada dataset telah diurutkan terlebih dahulu agar 
mempermudah dalam melakukan analisis pada plot clustering yang 
terdapat pada Lampiran 7.18. Hasil sempurna pada plot clustering 







5.3. Skenario dan Evaluasi Pengujian 
Sub bab ini akan menjelaskan mengenai skenario dan 
evaluasi pengujian yang dilakukan pada implementasi metode 
KECA-QC untuk clustering pada data. Pengujian dilakukan 
dengan melalui berbagai macam algoritma optimasi untuk 
memaksimalkan kinerja dari gradient descent. Algoritma optimasi 
yang digunakan adalah sebagai berikut 
1. Gradient descent. 
2. Gradient descent dengan momentum. 
3. Gradient descent dengan nesterov accelerated 
gradient. 
4. Gradient descent dengan AdaGrad. 
5. Gradient descent dengan RMSprop. 
 
Untuk evaluasi dari pengujian menggunakan tiga metode 
dari pengukuran kinerja clustering berikut ini. 
1. Jaccard Measure (JM). 
2. Minkowski Measure (MM). 
3. Cluster Accuracy (CA). 
 
Sebelum melihat nilai yang didapat dengan menggunakan 
tiga macam perhitungan metrik diatas, terlebih dahulu akan 
diperhatikan apakah hasil akhir clustering mengelompokkan data 
sejumlah data yang ada sehingga setiap cluster hanya memiliki 
sedikit anggota yang mengakibatkan metrik dari Cluster Accuracy 
nyaris ataupun memang sempurna, namun hal tersebut tidak baik 
karena nilai sempurna tersebut tidak dapat memberikan 
pengetahuan mengenai cluster data tersebut. Oleh karena itu, jika 
terjadi hal demikian, nilai dari algoritma optimasi yang sesuai 
dengan kasus tersebut tidak akan diangap sebagai nilai yang baik 









5.4. Hasil Uji Coba 
Awal sub bab ini akan berisikan pengujian terlebih dahulu 
apakah memang benar bahwa KECA dapat digunakan untuk 
mereduksi dimensi dari suatu data. Oleh karena itu setelah ini akan 
ditunjukkan hasil reduksi dimensi dari KECA yang akan 
dipaparkan dalam bentuk tabel agar mudah dipahami. Berikut 
adalah tabel yang dimaksud. 
 
Tabel 5.1 Hasil Reduksi dimensi KECA 
Dataset Dimensi Awal Dimensi Akhir 
Cluster in cluster 2 2 
Crescent & Fullmoon 2 2 
Corners 2 2 
Half-kernel 2 2 
Spiral 2 2 
Zoo 16 9 
Iris 4 3 
WBC 9 2 
 
Dari Tabel 5.1 diatas dapat dilihat bahwa KECA dapat 
dengan baik mereduksi dimensi dari suatu dataset, terutama pada 
dataset UCI. Dataset buatan tidak menghasilkan reduksi dimensi 
karena dimensi awal dari data buatan sudah memuat hal penting 
yang tidak dapat direduksi kembali. 
 
Sub bab ini juga akan ditampilkan hasil uji coba berupa 
visualisasi dan perhitungan metrik berdasarkan plot hasil 
clustering yang terdapat pada  lampiran 7.18.Hasil visualisasi yang 
ditampilkan hanya pada dataset buatan yaitu dataset yang 
berdimensi dua karena pada dataset UCI yang memiliki jumlah 
dimensi yang banyak akan sulit untuk divisualisasikan pada bidang 









5.4.1. Visualisasi Data 
Bagian ini akan memaparkan visualisasi hasil akhir dari 
proses KECA-QC yang diterapkan pada data berdimensi dua atau 
tiga. Hal ini dilakukan dengan tujuan untuk mempermudah analisis 
dari kinerja algoritma KECA-QC dengan berbagai algoritma 
optimasi. Visualisasi yang ditampilkan pada bab ini hanyalah 
visualisasi hasil akhir dari KECA-QC, untuk detail proses berupa 
plot data berdasarkan koordinat ditampilkan pada Lampiran 7.3 
hingga Lampiran 7.17. Lampiran tersebut mulanya akan 
ditunjukan keadaan dimana persebaran asli dari suatu dataset. 
Kemudian pada bagian selanjutnya akan dipaparkan visualisasi 
data yang didapatkan setelah tahap pre-processing menggunakan 
metode KECA dilakukan. Setelah itu, akan dipaparkan visualisasi 
data yang didapatkan dari data yang didapatkan pada tahap 
processing dengan mengolah data dari hasil proses KECA hingga 
hasil akhir proses quantum clustering menggunakan lima algoritma 
optimasi yang sebelumnya telah disebutkan. Visualisasi tersebut 
dilakukan kepada lima buah dataset buatan dengan berbagai bentuk 
yang masing-masing diberi nama Cluster in cluster, Crescent & 
Fullmoon, Corners, Half-kernel, dan Spiral. 
 Hasil akhir visualisasi data dapat dilihat dari Gambar 5.1 
hingga Gambar 5.5 pada halaman berikutnya.  
5.4.2. Perhitungan metrik 
Sub bab ini akan ditampilkan hasil perhitungan  metrik dari 
lima dataset buatan dan tiga dataset UCI berdasarkan plot 
clustering yang terdapat pada Lampiran 7.18. 
Hasil perhitungan metrik ditampilkan melalui dua tabel 
yang mana Tabel 5.1 menampilkan hasil perhitungan metrik dari 
dataset buatan dan Tabel 5.2 menampilkan hasil perhitungan 
metrik dari dataset UCI. Perhitungan metrik dilakukan dengan tiga 
macam metode yaitu Jaccard Measure, Minkowski Measure, dan 
Cluster Accuracy  dalam persen dengan tetap memperhatikan 
jumlah cluster yang didapat apakah sesuai dengan jumlah cluster 





















































































































Tabel 5.2 Hasil Evaluasi KECA-QC pada dataset buatan 







JM (%) 100 100 100 0.20 100 
MM (%) 0 0 0 99.90 0 
CA (%) 100 100 100 100 100 





JM (%) 44.49 44.49 54.29 0.16 53.11 
MM (%) 89.16 89.16 68.89 99.92 69.94 
CA (%) 70.44 70.44 96.26 99.60 95.60 
Cluster 2/2 2/2 3/2 999/2 3/2 
Corners JM (%) 25.99 25.79 26.25 0.20 25.89 
MM (%) 145.6 145.8 145.4 99.90 136.2 
CA (%) 33.58 33.58 33.53 99.80 38.25 
Cluster 3/4 3/4 3/4 996/4 4/4 
Half-
kernel 
JM (%) 49.68 49.55 49.61 0.29 49.61 
MM (%) 87.17 87.40 87.28 99.88 87.28 
CA (%) 69.44 69.22 69.33 87.46 69.33 
Cluster 2/2 2/2 2/2 997/2 2/2 
Spiral JM (%) 46.86 46.84 35.10 0.10 41.89 
MM (%) 98.42 98.37 98.00 99.95 98.22 
CA (%) 55.28 55.38 54.32 97.74 51.57 




Tabel 5.3 Hasil Evaluasi KECA-QC pada dataset UCI 




Z00 JM (%) 69.70 69.89 69.97 4.11 61.48 
MM (%) 57.65 57.30 57.23 97.92 66.20 
CA (%) 93.66 94.03 94.03 100 89.73 
Cluster 9/7 11/7 10/7 101/7 8/7 
Iris JM (%) 66.40 66.40 66.40 2.00 66.40 
MM (%) 64.06 64.06 64.06 98.99 64.06 
CA (%) 86.17 86.17 86.17 100 86.17 





WBC JM (%) 85.83 89.69 80.73 0.27 86.31 
MM (%) 39.26 33.07 44.84 99.87 37.98 
CA (%) 95.52 96.91 97.47 100 96.91 
Cluster 2/2 2/2 3/2 683/2 2/2 
 
Berdasarkan hasil pada Tabel 5.1 dibuat gambar diagram 
garis agar proses analisis dapat dilakukan dengan lebih mudah.. 
 
Gambar 5.6 Diagram Jaccard Measure 
Gambar 5.6 memperlihatkan bahwa hasil Jaccard Measure 
pada tiap algoritma optimasi tidak berbeda secara signifikan 
kecuali pada AdaGrad yang selalu mendapat hasil mendekati 0% 
pada dataset manapun. Hasil Jaccard Measure terbaik untuk 
dataset buatan terdapat pada dataset Cluster in cluster dan hasil 
yang terburuk terdapat pada dataset Corners. Dataset UCI secara 
garis besar mendapatkan hasil Jaccard Measure yang cukup baik 
pada semua dataset dengan hasil yang sangat baik terdapat dapa 

















Gambar 5.7 Diagram Minkowski Measure 
 
Perhitungan Minkowski Measure Gambar 5.7 
menunjukkan nilai yang rendah bilamana hasil dari 
pengelompokkan data baik. Secara garis besar hasil yang didapat 
tidak jauh berbeda dengan hasil Jaccard Measure dimana pada 
setiap algoritma optimasi didapat hasil yang tidak jauh berbeda 
kecuali pada AdaGrad.  
Gambar 5.8 memperlihatkan hasil Cluster Accuracy  
tertinggi selalu didapat oleh AdaGrad. Namun nilai yang tinggi 
tersebut tidak menunjukkan hasil yang baik karena nilai tersebut 
didapat AdaGrad dengan mengelompokkan data menjadi 
kemlompok yang yang sangat banyak, hampir sebanyak data yang 
ada. Sehingga setiap kelompoknya hanya memiliki satu atau 
beberaoa data saja. Hasil Cluster Accuracy lainnya tidak jauh 
berbeda pada tiap algoritma optimasi. Hanya ada sedikit perbedaan 
yang cukup mencolok pada dataset Crescent & Fullmoon dimana 


















buruk dibandungkan dengan algoritma lainnya meskipun kedua 
algoritma tersebut berhasil mengelompokkan data dengan jumlah 
yang sesuai dengan data sesungguhnya dari Crescent & Fullmoon. 
 
Gambar 5.8 Diagram Cluster Accuracy 
 
 
5.4.3. Perbandingan Metode Clustering  
Sub bab sebelumnya telah berisikan hasil uji coba dari 
KECA-QC yang menunjukkan hasil yang tidak menunjukkan 
perbedaan yang berarti pada setiap algoritma optimasi kecuali pada 
AdaGrad yang menunjukkan hasil yang sangat buruk. AdaGrad 
mendapat hasil yang buruk namun mendapat metrik Cluster 
Accuracy yang baik, oleh karena itu dibawah ini akan dilakukan 
kembali perhitungan akurasi Adagrad dengan cara perhitungan 
terhadap Ground Truth ditampilkan dalam bentuk persen yang 
akan dibandingkan dengan Gradient Descent yang dianggap 
sebagai representasi dari algoritma optimasi lainnya karena dari 















tidak memiliki hasil yang berbeda jauh dengan tambahan algoritma 
optimasi lainnya. Selain itu, sebagai pelengkap dibawah ini akan 
ditampilkan juga perbandingan KECA-QC dengan metode 
clustering lainnya. 









65.45 % 100 % 2.21 % 100 % 
Crescent & 
Fullmoon 
63.38 % 50.10 % 0.28 % 63.71 % 
Corners 36.52 % 58.90 % 0.72 % 48.83 % 
Half-kernel 61.04 % 77.90 % 0.28 % 65.00 % 
Spiral 50.32 % 57.90 % 0.48 % 75.21 % 
Zoo 78.74 % 83.17 % 4.11 % 85.09 % 
Iris 83.57 % 90.00 % 2.00 % 85.56 % 
WBC 63.79 % 96.49 % 0.27 % 79.15 % 
 
Dari Tabel 5.4 diatas dapat diubah kedalam bentuk diagram garis 
yang akan mempermudah proses analisis yang akan dilakukan dari 
hasil uji coba perbandingan metode clustering tersebut yang dapat 
dilihat pada Gambar 5.9 dibawah ini. 
 















Gambar 5.9 menunjukkan bahwa KECA-QC dengan 
KECA-KMEANS cukup berimbang dimana masing-masing 
memiliki kelebihan pada dataset tertentu. 
 
5.5. Analisis Hasil Uji Coba 
Sub bab ini akan berisi analisis dari apa yang didapat dari 
uji coba  yang dilakukan pada sub bab sebelumnya. Dari hasil uji 
coba yang telah dilakukan, dapat dilakukan beberapa analisis 
sebagai berikut :  
1. Berdasarkan hasil visualisasi pada Lampiran 7.3 hingga 
Lampiran 7.17, metode KECA yang menggunakan rata-
rata jarak dari K data terdekat sebagai dasar penentuan 
lebar gaussian dapat memisahkan data dengan cluster yang 
berbeda dengan cukup baik, namun quantum clustering 
yang diterapkan pada penelitian ini belum mampu 
memanfaatkannya dengan maksimal pada beberapa 
dataset karena quantum clustering sangat dipengaruhi oleh 
persebaran data yang tentunya setiap dataset memiliki 
persebaran yang beragam. Meski begitu, hasil yang 
didapatkan dari metode KECA dan QC ini sudah cukup 
baik terutama pada beberapa dataset. 
2. Berdasarkan hasil pengujian pada kelima algoritma 
optimasi, hasil yang sangat mencolok terdapat pada 
algoritma optimasi AdaGrad yang hasilnya sangatlah 
buruk dimana data dikelompokkan sebanyak data yang 
ada, sehingga hampir setiap data hanya dikelompokkan 
sendiri dalam satu kelompok. Hal tersebut terjadi karena 
memang kelemahan dari AdaGrad adalah akumulasi dari 
jumlah gradien kuadrat pada penyebut. Dikarenakan 
pertambahan pada setiap iterasi bernilai positif, jumlah 
akumulasi terus bertambah pada setiap iterasi. Akhirnya 
menyebabkan learning rate terus menyusut menjadi sangat 
kecil sehingga tidak bisa lagi didapatkan pengetahuan dari 





3. Berdasarkan persamaan yang dimiliki setiap algoritma 
optimasi yang diuji, algoritma AdaGrad yang 
menunjukkan hasil yang sangat buruk memiliki persamaan 
yang mirip dengan RMSPROP. Berdasarkan hasil 
percobaan, RMSPROP menunjukkan hasil yang cukup 
baik. Itu menunjukkan bahwa kekurangan yang terdapat 
pada AdaGrad berhasil diatasi oleh algoritma RMSPROP. 
RMSPROP menggunakan rata2 kuadrat gradien 
sebelumnya dipadukan dengan gradien saat ini, berbeda 
dengan AdaGrad yang menjumlahkan kuadrat gradien. 
4. Berdasarkan hasil pengujian pada algortima optimasi 
selain AdaGrad, penggunaan rata-rata jarak dari K data 
terdekat sebagai lebar dari gaussian berhasil 
mengelompokkan data tidak jauh dari jumlah kelompok 
yang seharusnya. 
5. KECA-QC dan KECA-KMEANS memiliki kelebihan 





KESIMPULAN DAN SARAN 
Bab ini akan menjelaskan mengenai kesimpulan dari proses 
dan uji coba dari program dan saran untuk kedepannya.. 
 
6.1. Kesimpulan 
Dari hasil uji coba yang telah dilakukan, dapat diambil 
kesimpulan sebagai berikut :  
1. KECA sudah mampu memisahkan data dengan baik namun 
Quantum Clustering masih kurang bisa mengelompokkan 
data tersebut dengan baik pada beberapa data. 
2. Hasil yang didapat dari lima algoritma optimasi yang 
dipakai menunjukkan hasil yang tidak berbeda secara 
signifikan kecuali pada AdaGrad.  
3. ADAGRAD selalu menunjukkan hasil yang buruk dengan 
mengelompokkan data sejumlah data yang ada. 
4. Hasil terbaik penggunaan KECA-QC terbaik pada dataset 
Cluster in cluster dengan akurasi sempurna 100% dan hasil 
terburuk pada dataset Corners dengan akurassi 33.58%. 
 
6.2. Saran 
Saran yang diberikan untuk pengembangan perangkat lunak 
ini adalah: 
1. Penggunaan metode lain pada bagian processing dapat 
dicoba untuk memaksimalkan kinerja dari KECA yang 
sudah cukup baik ataupun dilakukan pencarian untuk 
memaksimalkan kinerja dari quantum clustering. 
2. Sebaiknya  metode ini tidak diimplementasikan ataupun 
dikembangkan pada bahasa pemrograman python karena 
banyak sekali perhitungan matrix yang dilakukan sehingga 
menyebabkan waktu komputasi berlangsung lama, akan 
lebih baik menggunakan bahasa pemrograman MATLAB 
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Lampiran 7.1 Pengurutan Eigen Value 
1. function [D,E] = sort_eigenvalues(D,E);     
2.  
3.     d = diag(D);     
4.  
5.     [d_sorted d_index] = sort(d,'descend'); 
6.  
7.     D = zeros(length(d_sorted)); 
8.  
9.     for i = 1 : length(d_sorted); 
10.         D(i,i) = d_sorted(i); 
11.     end; 
12.  
13.     E = E(:,d_index); 
14.  
15. end   
 
 




2.      
3.     N = size(E,2); 
4.      
5.     entropy = diag(D)' .* (ones(1,N)*E).^2; 












Lampiran 7.3 Dataset buatan Cluster in cluster sebelum KECA 
 


























Lampiran 7.6 Data buatan Crescent & Fullmoon sebelum KECA 
 


























Lampiran 7.9 Data buatan Corners sebelum KECA 
 



























Lampiran 7.12 Dataset buatan Half-kernel sebelum KECA 
 




























Lampiran 7.15 Dataset buatan Spiral sebelum KECA 
 





























Lampiran 7.18 Hasil Plot Clustering  
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