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1. Introduction
Many problems in physics, engineering and related disciplines can be formulated
as variational problems. Sometimes the solution we seek has to satisfy some nonlinear
constraints or avoid static or moving obstacles in the space of configurations of a given
system. Riemannian manifolds are, in many cases, the suitable configuration spaces
to model these problems. Variational problems on Riemannian manifolds have been
extensively studied in the last decades for applications ranging from trajectory planning
in aerospace engineering [18], [19], interpolation of data in medical images and pattern
recognition [16] to parametric regression of data for computer vision problems [17]. A
basic reference for variational theory on Riemannian manifolds is the book of Milnor
[24]. This key procedure, which is Lagrangian in nature, is to study the characterization
of critical paths of an action functional over a set of admissible curves.
Since then, a number of papers have been devoted to the generalization of this vari-
ational theory in many other contexts: interpolation problems [5], collision avoidance
of multiple agents [2] and quantum splines interpolation [1], among others. There are
various treatments of obstacle avoidance in different contexts, nevertheless, to the best
of our knowledge, the point-obstacle avoidance problem, that is, the problem of creat-
ing feasible, safe paths that avoid a prescribed point-obstacle while minimizing some
quantity such as energy or time in the Riemannian manifold setting has not been widely
discussed in the literature.
We studied trajectory planning schemes with obstacle avoidance on Riemannian
manifolds from the variational point of view in our previous work [4]. Inspired by
the goal of gaining a better understanding of trajectories which minimize a weighted
combination of the covariant acceleration and the velocity of the system in the pres-
ence of a repulsive potential which is used to avoid a static circular obstacle, in [5]
we extended the problem to the trajectories that also interpolate some points on the
2
manifold. The present work goes one step further and considers variational obsta-
cle avoidance problems on complete Riemannian manifolds with the obstacle being a
specified configuration represented by an element in the manifold. The aim is to study
necessary optimality conditions for the problem for different systems on Riemannian
Lie groups and symmetric spaces.
Specifically, the problem studied in this work consists of finding variational trajec-
tories surrounding a given obstacle, among a set of admissible curves, which minimize
an energy functional that depends on the velocity and covariant acceleration. An artifi-
cial potential function is used to prevent the trajectory to cross a given point-obstacle.
To solve the problem, we employ techniques from the calculus of variations on Rie-
mannian manifolds, taking into account that the problem under study can be seen as a
higher order variational problem [6], [9], [12], [11], [10], [18].
The main contribution is to provide necessary optimality conditions for the obsta-
cle avoidance problem on a Riemannian manifold (i.e., a nonlinear space), based on
differential equations on a vector space (i.e., a linear space).
This procedure is possible due to the bi-invariance of the Riemannian metric on
the Lie group, which allows us to left translate the higher-order covariant derivatives
of the trajectory to the Lie algebra. The potential function is expressed in terms of
the exponential map, defined by the geodesic connecting the configuration of the sys-
tem with the obstacle configuration, and its gradient can also be left translated to the
identity. One advantage of this method consists in the fact that, if we are dealing with
the problem in a symmetric space, then we can lift the trajectories to the Lie group
acting on it, solve the equations there, and project back the trajectories to the symmet-
ric space. The assumption of having complete manifolds is essential to guarantee that
every geodesic in the symmetric space is the projection of a horizontal geodesic in the
Lie group, thus allowing one to study the problem in the Lie group. From this point
of view, the problem studied in this work extends recent developments for cubics in
tension on symmetric spaces presented in [29], [30].
The structure of the paper is as follows. We start by introducing the geometric
framework on a Riemannian manifold that is necessary to study the variational problem
in Sec. II. Next, in Sec. III, we introduce variational point-obstacle avoidance problems
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on complete Riemannian manifolds and we derive necessary optimality conditions. A
special emphasis is given to the case of compact and connected Lie groups with the
illustrative example of the rigid body in SO(3). Finally in Section V we analyse the
problem on Riemannian symmetric spaces lifting the equations to the Lie group acting
on the manifold. Numerical examples on the sphere S2 are presented to illustrate the
proposed method.
2. Preliminaries on Riemannian Geometry
LetM be an n-dimensional Riemannian manifold with Riemannian metric denoted
by 〈·, ·〉 : TxM ×TxM → R at each point x ∈M , where TxM is the tangent space of
M at x. The length of a tangent vector is determined by its norm, ||vx|| = 〈vx, vx〉1/2
with vx ∈ TxM . A Riemannian connection ∇ on M is a map that assigns to any two
smooth vector fields X and Y on M a new vector field,∇XY . For the properties of∇,
we refer the reader to [7, 8, 24]. The operator ∇X , which assigns to every vector field
Y the vector field∇XY , is called the covariant derivative of Y with respect to X .
Given vector fields X , Y and Z on M , the vector field R(X,Y )Z given by
R(X,Y )Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z (1)
is called the curvature tensor of M . R is trilinear in X , Y and Z, and a tensor of type
(1, 3).
Consider a vector fieldW along a curve x onM . The sth-order covariant derivative
along x of W is denoted by
DsW
dts
, s ≥ 1. We also denote by D
s+1x
dts+1
the sth-order
covariant derivative along x of the velocity vector field of x, s ≥ 1.
A vector field X along a piecewise smooth curve x in M is said to be parallel
along x if
DX
dt
≡ 0. If x0 = x(0) is the initial point of the curve x and Y ∈ Tx0M is
an arbitrary tangent vector to M at x0, then there exists a unique parallel vector field
X along x having the value Y at x0. When the velocity vector field of a curve x is
parallel, the curve x is called a geodesic.
We assume here that M is complete, which implies that any two points p and q in
M can be connected by a shortest arc γp,q . In such a context the Riemannian distance
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between two points in M , d : M ×M → R can be defined by
d2(p, q) =
∫ 1
0
∥∥∥dγp,q
ds
(s)
∥∥∥2 ds.
Additionally, if we assume that the points p and q belong to a convex open ball B,
the Riemannian exponential map expq is a diffeomorphism in B and we can write the
Riemannian distance by means of the Riemannian exponential on M as
d(q, p) = ‖exp−1q p‖.
3. Variational obstacle avoidance problem on complete Riemannian manifolds
3.1. Problem formulation and dynamical equations
Let M be a complete Riemannian manifold, T , σ and τ be positive real numbers,
(p0, v0), (pT , vT ) points in TM and S a regular submanifold ofM . Consider the set Ω
of admissible curves, all C1 piecewise smooth curves on M , x : [0, T ]→M , verifying
the boundary conditions
x(0) = p0, x(T ) = pT ,
dx
dt
(0) = v0,
dx
dt
(T ) = vT , (2)
and define the functional J on Ω given by
J(x) =
∫ T
0
1
2
(∥∥∥D2x
dt2
(t)
∥∥∥2 + σ∥∥∥dx
dt
(t)
∥∥∥2 + V (x(t))) dt. (3)
The functional (3) is given by a weighted combination of the velocity and covariant
acceleration of the curve x regulated by the parameter σ, together with an artificial po-
tential function V : M → R used to ensure collision avoidance with an static obstacle
which is given by a configuration q on M .
The function V is assumed to be at least C2 and associated with a fictitious force
inducing a repulsion from q, defined as the inverse value of a distance function specified
by the Riemannian exponential. Then, V goes to infinity near q and decays to zero at
some positive level set far away from the obstacle q. This ensures that trajectories given
by solutions of the variational problem do not intersect q. The use of artificial potential
functions to avoid collision was introduced in Khatib (see [21] and references therein)
and further studied for example by Koditschek and Rimon [22], [23].
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For the class of admissible curves x, we introduce the C1-piecewise smooth one-
parameter admissible variation of x as α : (−, ) × [0, T ] → M ; (r, t) 7→ α(r, t) =
αr(t) verifying α0(t) = x(t) and αr ∈ Ω, for each r ∈ (−, ). The variational vector
field associated to a one-parameter admissible variation α is a C1-piecewise smooth
vector field along x defined by
X(t) =
D
∂r
∣∣∣
r=0
α(r, t) ∈ TxΩ,
verifying the boundary conditions
X(0) = 0, X(T ) = 0,
DX
dt
(0) = 0,
DX
dt
(T ) = 0. (4)
The admissible set Ω admits an infinite dimensional Hilbert manifold structure (see
[14] and references therein) and its tangent space TxΩ at x can be identified with the
vector space of all C1 piecewise smooth vector fieldsX along x verifying the boundary
conditions (4).
Problem: The variational obstacle avoidance problem consists of minimizing the
functional J among Ω satisfying the boundary condition (2).
In [4] we proved the following result as a solution of the previous problem:
Theorem 3.1. A necessary condition for x to be a minimizer of the functional (3) over
the class Ω satisfying the boundary condition (2) is that, x is smooth on [0,T], and
verifies the following equation
D4x
dt4
+R
(
D2x
dt2
,
dx
dt
)
dx
dt
− σD
2x
dt2
+
1
2
grad V (x) ≡ 0. (5)
We consider the repulsive potential function defined by V (x) =
τ
d2(q, x)
, x ∈ M .
Such a potential function gives tractable formulas for the gradient of V in terms of the
exponential map as we will see in Lemma 3.2(see [20] for more details in the subject).
In this paper we assume that the points x0, xT ∈ M are sufficiently close to guar-
antee the exponential map is global diffeomorphism, which means that we restrict our
analysis to an convex open neighborhood of the obstacle containing x0 and xT .
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Lemma 3.2. If Bq is a convex open ball containing q and V is the function defined by
V (p) =
τ
d2(q, p)
in Bq , then its gradient can be written in the form
grad V (p) =
τ
d4(q, p)
exp−1p q.
Proof:
If we consider a map α : r → α(r) verifying α(0) = x and the family of geodesics
from q to α(r) is given by γ(s, r) = expq(s exp
−1
q α(r)), then we have
d
dr
d2(q, α) =
〈∂γ
∂r
,
∂γ
∂s
∣∣∣
s=1
〉
= −
〈dα
dr
, exp−1α q
〉
.
Therefore, the gradient vector field of V is given by grad V (x) =
τ
d4(q, p)
exp−1p q. 
As a consequence of Theorem 3.1 and Lemma 3.2 we have the following result for
the obstacle avoidance problem on a complete Riemannian manifold.
Corollary 1. A necessary condition for x to be a minimizer of the functional (3) over
the class Ω satisfying the boundary condition (2) is that, x ∈ M is smooth on [0, T ],
and verifies the following equations
D4x
dt4
+R
(
D2x
dt2
,
dx
dt
)
dx
dt
− σD
2x
dt2
+
1
2
τ
d4(q, x)
exp−1x q ≡ 0. (6)
3.2. Variational obstacle avoidance problem on compact and connected Lie groups
Let G be a compact and connected Lie group endowed with a bi-invariant Rie-
mannian metric 〈·, ·〉 and g its Lie algebra. The following result from [26] provides a
formula for the covariant derivative ∇ and the curvature tensor R in terms of the Lie
algebra structure.
Lemma 3.3.
(i) Every compact and connected Lie group admits a left and right invariant metric
〈·, ·〉.
(ii) If ∇ denotes the corresponding Levi-Civita connection induced by the metric
〈·, ·〉 and X,Y and Z are left-invariant vector fields on G then
∇XY = 1
2
[X,Y ] and R(X,Y )Z = −1
4
[[X,Y ], Z].
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This lemma guarantees that the connection ∇ is completely determined by its re-
striction to g via left-translations. This restriction, denoted by
g
∇: g × g → g, is
naturally given by
g
∇w u = 12 [w, u] (see [8] p. 271). Indeed, if u,w ∈ g we have
∇wLuL = (
g
∇w u)L, where uL denotes the left-invariant vector field associated to u.
Let x : I ⊂ R → G be a smooth curve on G. The body velocity of x is the curve
v : I ⊂ R→ g defined by v(t) = Tx(t)Lx(t)−1
(
dx
dt
(t)
)
, where Lg : G→ G denotes
the left-translation map by g.
Let {e1, . . . , en} be a basis of g. Consider the body velocity of x on the given ba-
sis, defined by v =
n∑
i=1
viei. To write the equations determining necessary conditions
for extremal, we use the following formulas, where
g
∇w v =
n∑
i,j=1
wivj∇ejei and e
denotes the identity element on G (see for instance [4]).
dx
dt
= TeLxv,
D2x
dt2
= TeLx
(
v′+
g
∇v v
)
,
D3x
dt3
= TeLx
(
v′′+
g
∇v′ v + 2
g
∇v v′+
g
∇v
g
∇v v
)
,
D4x
dt4
= TeLx
(
v′′′+
g
∇v′′ v + 3
g
∇v′ v′ + 3
g
∇v v′′+
g
∇v′
g
∇v v + 2
g
∇v
g
∇v′ v + 3
g
∇
2
v v
′+
g
∇
3
v v
)
,
R
(
D2x
dt2
,
dx
dt
)
dx
dt
= TeLx
(
R(v′, v)v + R(
g
∇v v, v)v
)
,
where R denotes the curvature tensor associated with
g
∇.
Using Theorem 3.3, the previous formulas are reduced to
D2x
dt2
= TeLxv
′, (7)
D3x
dt3
= TeLx
(
v′′ +
1
2
[v, v′]
)
, (8)
D4x
dt4
= TeLx
(
v′′′ + [v, v′′] +
1
4
[[v′, v], v]
)
, (9)
R
(
D2x
dt2
,
dx
dt
)
dx
dt
= −1
4
TeLx
(
[[v′, v], v]
)
. (10)
Lemma 3.4. Let G be a compact and connected Lie group, then for all x, y ∈ G the
following identity holds
exp−1y (x) = TeLy exp
−1
e (y
−1x)
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Proof: Let γ be a geodesic starting at γ(0) = e and finishing at γ(1) = y−1x with
γ′(0) = exp−1e (y
−1x). The curve β(t) = Ly ◦ γ(t) is a curve such that β(0) = y and
β(1) = x with β′(0) = TeLy exp−1e (y
−1x).
Given that∇ is left-invariant, β is a geodesic, and therefore TeLy exp−1e (y−1x) =
exp−1y (x). 
Using (7)-(10) and Lemma (3.4) the equations (6) for the variational obstacle avoid-
ance problem on a connected and compact Lie group are given as follows.
Proposition 1. Let x be a curve on a connected and compact Lie group G with body
velocity v with respect to the basis {e1, . . . , en} in g. A necessary condition for x to
be a minimizer of the functional (3) over the class of curves Ω satisfying the boundary
conditions (2) is that, x is smooth on [0, T ], and the curve v in g verifies the following
equation
v′′′ − σv′ + [v, v′′] + τ
2|| exp−1e (x−1q)||4
exp−1e (x
−1q) ≡ 0. (11)
Example 1. This example is motivated by the fact that obstacle avoidance problems
defined on the special orthogonal group SO(3) are often used to model avoidance of
certain orientations of the rigid body. This is for instance the case for planning motion
of an optical instrument where avoiding pointing at a certain light source is crucial.
We consider the variational obstacle avoidance problem on the Lie group SO(3).
The Lie algebra so(3) is given by the set of 3× 3 skew-symmetric matrices.
Denote by t → R(t) a curve on SO(3). The columns of the matrix R(t) represent
the directions of the principal axis of the body reference system at time t with respect
to some fixed reference system.
It is well known that so(3) ' R3, where the Lie bracket of matrices is identified
with the cross product. This Lie algebra isomorphism is the hat map ·ˆ : R3 → so(3)
that assigns a matrix A ∈ so(3), that is, a skew-symmetric matrix of the form A =
0 −a3 a2
a3 0 −a1
−a2 a1 0
 to the vector a = (a1, a2, a3) ∈ R3. The matrix A can be
denoted by â. We endow SO(3) with the bi-invariant metric 〈·, ·〉 corresponding to
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the usual inner product in R3 via the hat isomorphism. By Lemma 3.3, the Levi-Civita
connection ∇ induced by 〈·, ·〉 is completely determined by its restriction to the Lie
algebra so(3) given by
so(3)
∇ v z = 12v× z and the restriction of the curvature tensor to
so(3) is defined by R(v, z)w = −1
4
(v × z)× w where v, z, w ∈ R3.
For the obstacle avoidance problem we consider the artificial potential V : SO(3)→
R given by
V (R) =
τ
‖exp−1(RTQ)‖2
with τ ∈ R+ and Q,R ∈ SO(3), with exp : so(3) → SO(3) denoting the matrix
exponential map on SO(3) given by exp ξ = eξ with ξ ∈ so(3). The matrix exponential
map is a diffeomorphism between U = {â ∈ so(3) : ‖a‖ < pi, a ∈ R3} and V = {R ∈
SO(3) : Tr 6= −1} and its inverse map is the matrix logarithm map. Using the matrix
logarithm,
exp−1(RTQ)
‖ exp−1(RTQ)‖4 =
log(RTQ)
|| log(RTQ)||4 . (12)
Denoting φ = arccos( 12 (Tr(R
TQ)− 1), and using Proposition 5.7 in [8], for R 6= Q4,
log(RTQ) =
φ
2 sin(φ)
(RTQ−RTQ).
Since ‖ log(RTQ)‖ = φ it follows that
log(RTQ)
|| log(RTQ)||4 =
1
2φ3 sin(φ)
(RTQ−RQT ).
The body velocity of the curve R in SO(3) is the curve v in so(3) verifying R′ =
Rv. Therefore, by Proposition 1 the minimizers for the obstacle avoidance problem on
SO(3) verify the equation
v′′′ = v′′ × v + σv′ + τ
4φ3 sin(φ)
(RQT −QRT )×. (13)
together with the equation R′ = Rv, σ ∈ R, τ ∈ R+ and the boundary conditions
R(0) = R0, R(T ) = RN , v(0) = v0, v(T ) = vN , where × : so(3)→ R3 denotes the
inverse of the hat isomorphism ·ˆ.
4IfR = Q, log(RTQ) = 0 and this case is outside the problem formulations since we are in the obstacle
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Note that in the absence of obstacles, the extremals reduce to the cubic polynomials
in tension on SO(3) (see [28]) which equations are given by solutions of the equation
v′′′ = v′′ × v + σv′.
4. Application to variational obstacle avoidance problem on Riemannian symmet-
ric spaces
Let H := G/K be a Riemannian symmetric space, where G is a connected finite-
dimensional Lie group endowed with a bi-invariant Riemannian metric and K a closed
Lie subgroup of G.
It is well known that the canonical projection pi : G → H is a Riemannian sub-
mersion (see [15] for instance), in the sense that, for all g in G, the isomorphism Tgpi :
(kerTgpi)
⊥ → Tpi(g)H preserves the inner-products defined by the Riemannian met-
rics on G and H and TgG splits naturally into two orthogonal subspaces, the vertical
subspace Vg := kerTgpi and the horizontal subspace Horg = (Vg)⊥ := (kerTgpi)⊥.
The corresponding projections of TgG onto Vg and Horg are denoted by V andH.
In particular, the Lie algebra g of G admits the decomposition g = s ⊕ m where s
is the Lie algebra of K and m ' ToH , whith 0 = pi(e), being e the identity element on
G. That is, kerTepi = s and the horizontal subspace (kerTgpi)⊥ is m. Moreover, the
following relations hold (see [15])
[s, s] ⊂ s, [m,m] ⊂ s, [m, s] ⊂ m.
Using the decomposition of TgG and defining vertical and horizontal tangent vec-
tors on G, it is possible to define horizontal curves and vector fields on H to G , by
choosing horizontal tangent vectors. We consider the horizontal curve x˜ onG verifying
equations v = Tx˜(t)Lx˜−1
(
dx˜
dt
)
and
v′′′ + [v, [v′, v]]− σv′ + 1
2
τ
‖ exp−1e (x˜−1q˜)‖4
exp−1e (x˜
−1q˜) ≡ 0, (14)
the latter equation being that on the subspace m and with q˜ ∈ pi−1(q).
According to [29] and [27], if we project x˜ to H by pi, we obtain a curve x on H
verifying equations (6), that is, if we are able to find a curve v, and the correspond-
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ing curve x˜, verifying (15) and
dx˜
dt
= TeLx˜v, a solution of (6) can by obtained by
projecting the curve x˜ to H .
Example 2. Consider the symmetric space H = S2, the two-dimensional unit sphere,
whereG = SO(3) andK = SO(2). Denoting the canonical basis ofR3 by {e1, e2, e3},
the group SO(2) can be seen as the subgroup of SO(3) leaving e1 ∈ S2 fixed.
Each element x of S2 can be represented by an element R in SO(3) by the relation
x = Re1 and the projection pi : SO(3) → S2 is given by pi(R) = Re1. Note that
the Lie algebra decomposition so(3) = s⊕ m corresponds to R3 = ŝ⊕ m̂ via the hat
isomorphism, with s = span{e1} and m̂ = span{e2, e3}.
Let q be the obstacle in S2. To obtain the extremals for the obstacle avoidance
problem it is enough to solve the following differential equations in SO(3)× m̂
v′′′ = (v′ × v)× v + σv′ + τ
4φ3 sin(φ)
(RQT −QRT )× (15)
and R′ = Rv, with Q ∈ SO(3) verifying the condition pi(Q) = q. Next we project the
solution R to S2.
Simulation results: We now show some simulation results demonstrating applica-
bility of the proposed method in the obstacle avoidance problem on the sphere. In all
simulations we employ an Euler method with step size h = 0.001. We consider R(0)
to be the (3× 3) identity matrix for all the simulations.
(1) Obstacles along a geodesic: We first consider a situation with σ = 0. In the
absence of an obstacle, the solution of equation (15) is a geodesic. We consider
initial values v(0) = (0, 0, 1), v′(0) = v′′(0) = (0, 0, 0) and display the result
in Figure 1. We chose a random value q which is the obstacle along the geodesic,
and next we found a representative for q in SO(3), denoted Q˜. Note that we have
the freedom of choosing one angle in SO(3) since the sphere only provides two
of the three Euler angles describing an element of SO(3) (i.e., we have infinitely
many choices of such a value). We choose pi/4. We solve the equations on SO(3)
and then project back to the sphere S2. In Figure 1 we display, with τ = 1 the
solution on S2.
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Figure 1: Left: Geodesic on the Sphere. Black dot denotes the initial point. Right: Trajectory for the obstacle
avoidance problem. Green cross denotes the obstacle.
(2) Obstacle along cubics in tension: Finally we show how the method works with
cubics in tension. We consider the cubic in tension trajectory, with the point-
obstacle along the curve and we want to design a trajectory that avoid the point-
obstacle. We consider initial conditions v(0) = (0, 4,−1), v′(0) = (0,−0.3, 0.5),
v′′(0) = (0,−1, 2) and σ = 1. If we set the parameter τ = 1 we obtain prac-
tically the same trajectory. The trajectories are extremely close in value at all
points, and in particular, the red curve is at a distance of 2.54 × 10−6 from the
obstacle placed in the blue curve as it is show in Figure 2.
Figure 2: Cubic in tension (blue, dashed line) with σ = 1 and collision avoidance curve (red, solid line) with
τ = 1.
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However, we can increase τ and smoothly deform the trajectory from the obstacle
as τ increases. We show the comparison between the obstacle avoidance and the
cubic in tension with the obstacle along it as τ increases in Figure 3.
Figure 3: Smooth deformation of the point-obstacle avoidance trajectory by increase τ from τ = 50, τ =
200 and τ = 400 with σ = 1.
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