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HERMITIAN METRICS ON THE ANTI-CANONICAL BUNDLE OF
THE BLOW-UP OF THE PROJECTIVE PLANE AT NINE POINTS
TAKAYUKI KOIKE
Abstract. We investigate Hermitian metrics on the anti-canonical bundle of a rational
surface obtained by blowing up the projective plane at nine points. For that purpose,
we pose a modified variant of an argument made by Ueda on the complex analytic
structure of a neighborhood of a subvariety by considering the deformation of the complex
structure.
1. Introduction
In this paper, we investigate the complex analytic structure of a small neighborhood of
a subvariety of a complex manifold. As our motivation comes from a study of Hermitian
metrics of the anti-canonical bundle of some concrete examples of complex projective
manifolds, we explain and describe our main results in this context in this section.
First, let us explain our main interest on Hermitian metrics of line bundles, which is
on semi-positivity criteria for nef line bundles. Let X be a complex projective manifold
and L be a holomorphic line bundle on X . We say that L is nef if the intersection
number (L.C) is non-negative for any compact complex curve C of X , and that L is
semi-positive if L admits a C∞’ly smooth Hermitian metric h such that Chern curvature
tensor
√−1Θh is semi-positive. As is easily shown, L is nef if it is semi-positive. The
first example, as far as the author knows, of (X,L) such that L is nef however is not
semi-positive was constructed by Demailly, Peternell, and Schneider in [DPS, Example
1.7]. In [K4], we also constructed another example of such (X,L) by choosing suitable
nine points Z = {p1, p2, . . . , p9} from the complex projective plane P2, letting X be the
blow-up BlZP
2 of P2 at Z, and by letting L be the anti-canonical line bundle K−1X . On
the other hand, by the studies of Arnol’d, Ueda, and Brunella, it is known that the anti-
canonical line bundle K−1X is semi-positive when X = BlZP
2 is as above for almost every
choice of the nine points Z in the sense of the Lebesgue measure [A], [U1], [B] (see also
[D2, §1]). Let us note that, for any of the examples above, there exists a reduced divisor
Y ⊂ X which is included in the complete linear system |L| such that the line bundle
L|Y := i∗Y L is topologically trivial, where iY : Y → X is the inclusion. Motivated by such
circumstance, we are interested in the following (see also Conjecture 2.1):
Problem 1.1. Let X be a complex manifold and Y ⊂ X be a (reduced) hypersurface.
Assume that Y is compact and NY/X := i
∗
Y [Y ] is topologically trivial, where [Y ] is the
holomorphic line bundle on X such that OX([Y ]) = OX(Y ). When is [Y ] semi-positive?
We will see previous results on this problem generally in §2.1. Here, let us focus on
one of the most interesting cases, which is the case where X = XZ is the one obtained
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by blowing up P2 at nine points Z = {p1, p2, . . . , p9} ⊂ P2. As nothing is unclear on
(singular) Hermitian metrics on K−1XZ if it is not nef (see [K4, §7]), we assume that K−1XZ is
nef. Then, according to [K4, Proposition 7.10], there exists a reduced divisor YZ ∈ |K−1XZ |
such that the restriction K−1XZ |YZ admits a flat connection (i.e. all the transition functions
are C∗-constant for a suitable choice of local trivializations) and that YZ is the strict
transform of either a smooth elliptic curve, a cycle of rational curves, a curve with a
cusp, or three lines intersecting at a point of P2. Here we mean by a cycle of rational
curves a one-dimensional compact reduced variety with only nodal (i.e. normal crossing )
singularities whose normalization consists of finite numbers of P1’s and whose dual graph
is a cycle graph (Note that a rational curve with a node is also a cycle of rational curves
in our definition). We are mainly interested in the case where YZ is a smooth elliptic
curve or a cycle of rational curves, since the other cases have already been investigated
in the proof of [K4, Proposition 7.10 (ii)].
First, let us describe our main result for (XZ , YZ) when YZ is a cycle of rational curves.
In this case, there exists an isomorphism α : Pic0(YZ)→ C∗ := C \ {0}. Note that all the
elements of Pic0(YZ) admit flat connections (i.e. the natural map H
1(Y,C∗)→ Pic0(YZ)
is surjective). Note also that an element L ∈ Pic0(YZ) is unitary flat (i.e. L admits a
Hermitian metric h with
√−1Θj ≡ 0) if and only if |α(L)| = 1. In the present paper, we
show the following:
Theorem 1.2. Let (XZ , YZ) be as above. Assume that the anti-canonical bundle K
−1
XZ
is nef, and that YZ is a cycle of rational curves. Then the followings are equivalent:
(i) K−1XZ is semi-positive.
(ii) NZ is unitary flat, where NZ := K
−1
XZ
|YZ (i.e. |α(NZ)| = 1).
(iii) YZ admits a pseudoflat neighborhoods system (i.e. there exists a fundamental system
{Vε}ε of neighborhoods of YZ in XZ such that the boundary ∂Vε is Levi-flat for each ε).
(iv) The set {T ∈ c1(K−1XZ) | T : closed semi-positive (1, 1)− current} is not a singleton.
Note that, when K−1XZ is nef and YZ has a singular point which is not a node (i.e. YZ is
a curve with a cusp or three lines intersecting at a point), it follows from the argument in
the proof of [K4, Proposition 7.10] that the assertions (i), (iii), and (iv) in Theorem 1.2
are equivalent. Note also that, under the assumption in the theorem above, it is known
that YZ admits a strongly pseudoconcave neighborhoods system when NZ is not unitary
flat (i.e. |α(NZ)| 6= 1, [U2] for a rational curve with a node, [K4, Theorem 1.6] in general).
It is shown by Brunella that the assertions (i) and (iii) in Theorem 1.2 are equivalent to
each other when YZ is non-singular and XZ \ YZ does not contain any compact complex
curve [B, Theorem 1 (i)]. Therefore one can regard Theorem 1.2 as a singular analogue
of Brunella’s theorem.
Let us add some explanation on known results on the semi-positivity of K−1XZ when
YZ is a cycle of rational curves. As is easily observed, K
−1
XZ
is semi-ample if and only
if K−1XZ |YZ is torsion in Pic0(YZ) (i.e. α(NZ) = e2π
√−1θ for some rational number θ). In
this case, K−1XZ is semi-positive by a standard argument (see §2.1). In [K4], we showed
that the conditions (i), (iii) and (iv) in Theorem 1.2 hold if α(NZ) = e
2π
√−1θ holds for
some Diophantine irrational number θ [K4, Theorem 1.4, Corollary 7.5]. Here we say that
an irrational number θ is Diophantine if there exist positive numbers A and α such that
minn∈Z |n−mθ| ≥ A ·m−α. For example, any algebraic irrational number is Diophantine
according to Liouville’s theorem. By combining [K4, Theorem 1.6 (ii)] and the argument
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in the proof of [K2, Theorem 1.1] that K−1XZ is not semi-positive if |α(NZ)| 6= 1. Therefore,
our contribution in the present paper is in the case where α(NZ) = e
2π
√−1θ holds for some
non-Diophantine irrational real number θ.
Next, let us describe our main result for (XZ , YZ) when YZ is a smooth elliptic curve. In
this case, any topologically trivial line bundle L on YZ admits a unitary flat structure (see
[U1, §1.1] for example). Denote by ρL : π1(YZ , ∗)→ U(1) the the unitary representation of
the fundamental group which corresponds to L: i.e. ρL is the one obtained by considering
the holonomy of FL along the zero section, where U(1) := {t ∈ C | |t| = 1} and FL is
the foliation of the total space of L which corresponds to the connection defined by a
flat metric (see [K6, §2.1] for the detail). Denote by rank(L) the rank of the image of ρL
as a finitely generated abelian group. Note that rank(L) = 0 if and only if L is torsion
in Pic0(YZ) (i.e. there is a positive integer m such that L
⊗m is holomorphically trivial),
that rank(L) = 1 if and only if any leaf of FL is biholomorphic to C∗ except for the zero
section, and that rank(L) = 2 if and only if any leaf of FL is biholomorphic to C except
for the zero section. Our main result in the case where YZ is smooth is the following:
Theorem 1.3. Let (XZ , YZ) be as above. Assume that YZ is smooth and rank(NZ) < 2,
where NZ := K
−1
XZ
|YZ . Then K−1XZ is semi-positive, and YZ admits a pseudoflat neighbor-
hoods system.
Note that, as is classically known, K−1XZ is semi-ample if and only if rank(NZ) = 0.
As K−1XZ is semi-positive in this case, we are interested in the case where rank(NZ) > 0
(i.e. NZ is non-torsion). It follows from the studies of Arnol’d, Ueda, and Brunella [A],
[U1], [B] that K−1XZ is semi-positive if NZ is Diophantine. Here we say that a topologically
trivial line bundle L on YZ is Diophantine if there exist positive numbers A and α such
that dPic0(YZ )(IZ , N
⊗m
Z ) ≥ A · m−α, where IZ is the holomorphically trivial line bundle
on YZ and dPic0(YZ) is an invariant distance on Pic
0(YZ) (see [U1, §4.1]). Therefore, our
contribution in the present paper when YZ is smooth is in the case where rank(NZ) = 1
and NZ is not Diophantine.
Let us briefly explain the idea how to construct a C∞ Hermitian metric with semi-
positive curvature under the condition (ii) of Theorem 1.2, or the assumption of Theorem
1.3. Based on an argument in the proof of [B, Theorem 1], or the argument which we
described in [K6, §5] (see also §2.1), the problem is reduced to show the existence of an
open covering {Vj}j of a neighborhood of YZ and a system {ŵj}j of holomorphic functions
on Vj such that ŵj is a defining function of YZ ∩ Vj and that |ŵj/ŵk| ≡ 1 holds on each
Vj ∩ Vk. Take a sufficiently fine covering {Vj}. Then, it follows from a simple argument
that there exists a defining function wj on Vj of YZ ∩ Vj for each j such that |wj/wk| ≡ 1
holds on YZ ∩ Vj ∩ Vk. Following the strategy of [A] or [U1, §4], we will modify wj by
solving a functional equation in the form of
wj = ŵj +
∞∑
m=2
Fj,m · ŵmj
on each Vj (after shrinking Vj suitably), where each Fj,m is a suitably constructed holo-
morphic function on Vj. As is described in [U1, §4.2] or [K4, §4.2.1], one can actually
construct coefficient functions {Fj,m} inductively on m in our setting (see also [N]). Thus
the problem is reduced to the L∞ estimate of each Am := maxj supVj |Fj,m| so that the
formal power series
∑∞
m=2AmX
m ∈ C[[X ]] has a positive radius of convergence (then one
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can actually solve the functional equation above by using the implicit function theorem,
see §5.1 for details).
For such purpose, one need to estimate the L∞ operator norm of the coboundary map
δ : Cˇ0({Uj},OYZ(N−mZ ))→ Cˇ1({Uj},OYZ(N−mZ )) of the Cˇech cocycles, where Uj := YZ∩Vj
and N−mZ is them-th tensor power of the dual line bundle N
−1
Z ofNZ . According to Ueda’s
lemma [U1, Lemma 4] or its singular analogue we will describe as Lemma 4.2, the operator
norm of the coboundary map can be estimated from above by K · |1−α(NmZ )|−1 when YZ
is a cycle of rational curves, and by K · (dPic0(YZ )(IZ , N⊗mZ ))−1 when YZ is smooth, where
K is a constant which does not depend on m. This type of estimate is not enough for
the case where NZ can be “too-well” approximated by a sequences of torsion line bundles
(for example when α(NmZ ) = e
2π
√−1θ for some Liouville number θ ∈ R \ Q). In order to
overcome this difficulty, we alternatively consider a deformation family π : X → S such
that each fiber is isomorphic to XZ for some nine points configuration Z. Then, by using
the maximum principle suitably, we can improve the estimate in our situation (see also
§2.4).
The organization of the paper is as follows. In §2, we will review the relationship
between neighborhood theories and the semi-positivity of nef line bundles. Here we will
also review Ueda theory, give an explanation on the original proof of Ueda’s theorem, and
explain our basic strategy to prove the main theorems. In §3, we describe a generalized
configuration and state our main result as Theorem 3.1. In §4, we give two more concrete
configurations as examples of the generalized configuration we describe in §3. In §5, we
prove Theorem 3.1. In §6, we give some examples and prove Theorem 1.2 and 1.3.
Acknowledgment. This work was supported by JSPS Grant-in-Aid for Research
Activity Start-up 18H05834, by MEXT Grant-in-Aid for Leading Initiative for Excel-
lent Young ResearchersLEADER) No. J171000201, and partly by Osaka City University
Advanced Mathematical Institute (MEXT Joint Usage/Research Center on Mathematics
and Theoretical Physics).
2. Preliminaries
2.1. Semi-positivity of a nef line bundles and a neighborhood of the stable
base locus. Let X be a complex manifold and L be a holomorphic line bundle on X .
For a positive integer m, we denote by Lm the m-th tensor power L⊗m and by L−m the
m-th tensor power (L∗)⊗m of the dual bundle L∗ of L. A line bundle L is said to be
semi-ample if OX(Lm) is globally generated for some positive integer m. If L is semi-
positive, then L is semi-positive. Indeed, h := Φ∗|Lm|hFS is a C
∞ Hermitian metric on Lm
with
√−1Θh ≥ 0, where m is a positive integer such that OX(Lm) is globally generated,
Φ|Lm| : X → P(H0(X,OX(Lm))) is the map defined by the complete linear system |Lm|,
and hFS is Fubini-Study metric on OP(H0(X,OX(Lm)))(1). By considering the metric h1/m,
one can attach a C∞ Hermitian metric on L with semi-positive curvature.
In what follows, we drop the condition that X is projective and assume that X is
just a complex manifold. A holomorphic line bundle L on X is said to be effective if
H0(X,OX(L)) 6= 0. When L is effective, there exists a non-zero global section f ∈
H0(X,OX(L)). Let D be the corresponding divisor: D := div(f). Note that L ∼= [D] and
OX(L) = OX(D) hold, where [D] is the holomorphic line bundle on X which corresponds
to the divisor D. In this case, the current TD defined by 〈TD, ϕ〉 :=
∫
D
ϕ (for a compactly
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supported C∞ form ϕ) is a closed semi-positive (1, 1)-current such that TD ∈ c1(L).
Therefore we have that {T ∈ c1(K−1XZ ) | T : closed semi-positive (1, 1) − current} is not
empty. Note that this set is not a singleton if L is semi-positive, since
√−1Θh ∈ c1(L)
is also a closed semi-positive (1, 1)-current for any C∞ Hermitian metric h of L with
semi-positive curvature.
We say that L is C∗-flat, or L admits a flat connection, if L is an element of the image of
the natural map H1(X,C∗)→ H1(X,O∗X), or equivalently, all the transition functions are
taken as constant functions valued in C∗ for a suitable choice of local trivializations. We
say that L is unitary flat if L is an element of the image of the natural map H1(X,U(1))→
H1(X,O∗X), or equivalently, all the transition functions are taken as constant functions
valued in U(1) for a suitable choice of local trivializations. If L is unitary flat, then L is
semi-positive. Actually one can easily construct a C∞ Hermitian metric h on a unitary
flat line bundle L such that
√−1Θh ≡ 0. Note that any topologically trivial holomorphic
line bundle on a compact Ka¨hler manifold is unitary flat (see [U1, §1.1]).
Let Y be a reduced divisor of X . In this paper, we denote by NY/X the line bundle
[Y ]|Y := i∗Y [Y ] on Y , where iY : Y → X is the inclusion. As NY/X coincides with the
holomorphic normal bundle of Y when Y is non-singular, we call this bundle the normal
bundle of Y in general. Even when NY/X is unitary flat, it may possible that L := [Y ] is
not semi-positive. Indeed, [DPS, Example 1.7] gives such an example.
Assume that there exists a neighborhood V of Y in X such that L|V is unitary flat,
where L := [Y ]. In this case, L|V admits a C∞ Hermitian metric hV with semi-positive
curvature. On the other hand, L also admits a singular Hermitian metric hsing such that
hsing|X\Y is a C∞ Hermitian metric on L|X\Y , hsing →∞ holds when a point approaches to
Y , and that Chern curvature current of hsing is semi-positive. Indeed, the singular Hermit-
ian metric hsing defined by |fY |2hsing ≡ 1 enjoys these properties, where fY ∈ H0(X,OX(Y ))
is a canonical section. A C∞ Hermitian metric h on L with semi-positive curvature can
be constructed by using the regularized minimum construction for these two metrics hV
and hsing, which is the same construction as we used for proving [K1, Corollary 3.4] (see
also [K6, §5]). Here we briefly explain this construction. Fix a relatively compact open
neighborhood V0 of Y in V . For a sufficiently large constant C, one can easily see that
the continuous Hermitian metric h on L defined by
hx :=
{
min{C · (hV )x, (hsing)x} if x ∈ V0
(hsing)x if ∈ X \ V0
is well-defined, and that the curvature current
√−1Θh is semi-positive. By replacing the
function “min” in the construction above with “a regularized minimum function” (see
[D1, §5.E]), one can make h smooth.
Again, let X be a complex manifold and Y be a reduced divisor of X . For a singular
Hermitian metric h on L = [Y ] with semi-positive curvature current, one can construct a
plurisubharmonic function Φh on X \ Y by Φh := − log |fY |2h, where fY ∈ H0(X,OX(Y ))
is a canonical section. As Φh(x) = O(− log d(Y, x)) as x approaches to Y if h is smooth,
one can prove the non semi-positivity of L if one can deny the existence of such a plurisub-
harmonic function on X \ Y , which is the strategy of the proof of the main theorem in
[K2].
6 T. KOIKE
For investigating the flatness of L|V or the plurisubharmonic function on V \ Y for a
neighborhood V of Y , we apply Ueda theory [U1], [U2] and its analogues [K3], [K4], [K6],
which will be reviewed in the next subsection.
Motivated by the argument as above together with some results such as [B, Theorem
1 (i)] and Theorem 1.2, we pose the following:
Conjecture 2.1. Let X be a projective manifold and Y ⊂ X be a reduced subvariety
of codimension 1. Assume that the restriction L|Y (:= i∗Y L) of the line bundle L := [Y ]
to Y is unitary flat (or topologically trivial), where iY : Y → X is the inclusion. Then
L is semi-positive if and only if there exists a neighborhood V of Y such that L|V is
semi-positive.
Note that, if the conjecture above is affirmative, then L = [Y ] is not semi-positive
when Y is a smooth compact curve and the pair (Y,X) is of type (γ) (see §2.2 for the
definition), which is actually the case for some examples as we showed in [K5] and [KO2].
2.2. Short review for Ueda theory and its analogues. Let X be a complex manifold
and Y ⊂ X be a holomorphically embedded compact complex subvariety with topologi-
cally trivial normal bundle.
In [U1], Ueda investigated the complex analytic structure of a neighborhood of Y when
X is surface and Y be a smooth (i.e. non-singular) complex curve (see also [N]). He
defined the obstruction class um(Y,X) ∈ H1(Y,OX(N−mY/X)) (m ≥ 1), whose definition
will be explained below in a generalized configuration. In broad strokes, he defined the
obstruction classes by comparing [Y ]|V and N˜ on a small tubular neighborhood V of Y ,
where N˜ is the flat extension of NY/X (i.e. N˜ is the unitary flat line bundle on V which
corresponds to NY/X via the natural isomorphism H
1(V,U(1)) → H1(Y,U(1))). The
m-th obstruction class um(Y,X), which is called m-th Ueda class, reflects the difference
between [Y ]|V and N˜ in m-th order jet along Y . By using Ueda classes, he classified the
pair (Y,X) into the following four cases: (α): The case where um(Y,X) 6= 0 for some
m ≥ 0, which means that [Y ]|V and N˜ are different to each other in a finite order jet
along Y . In this case, the pair (Y,X) is said to be of finite type. Otherwise, the pair is
said to be of infinite type. (β ′): The case where there exists a proper holomorphic map
π : V → D onto the unit disk D := {w ∈ C | |w| < 1} by shrinking V if necessary such
that π∗{0} = mY holds as divisors for some positive integer m. (β ′′): The case where
[Y ]|V is non-torsion and unitary flat by shrinking V if necessary. In these two cases, Y
admits a pseudoflat fundamental neighborhoods system. (γ): The remaining case.
Ueda showed that Y admits a strongly pseudoconcave neighborhoods system if (Y,X)
is of type (α) [U1, Theorem 1]. In this case, he investigated the detailed grouth properties
of a plurisubharmonic function defined on V \ Y [U1, Theorem 2]. He also established
a singular analogue of these theorems for the case where Y is a rational curve with a
node and NY/X is not unitary flat [U2], which was slightly generalized by the author
to, for example, the case where Y is a cycle of rational curves [K4, Theorem 1.6]. By
combining these and the argument we explained in the previous subsection, one obtain
many examples of nef line bundles which are not semi-positive (see [K2], [K4, Corollary
1.3]). In the infinite type case, Ueda gave a sufficient condition for the pair (Y,X) to be of
type (β ′) or (β ′′) [U1, Theorem 3], whose proof also makes sense even when Y is a manifold
of higher dimension. Note that [U1, Theorem 3] can be regarded as a generalization of
Arnol’d’s theorem [A]. The following theorem is a generalized variant of Ueda’s theorem:
HERMITIAN METRICS ON THE ANTI-CANONICAL BUNDLE 7
Theorem 2.2 ([U1, Theorem 3], [K4, Theorem 1.4], see also [K6, Theorem 1.1]). Let
X be a complex manifold and Y ⊂ X be a compact reduced subvariety of codimension 1
such that the normal bundle is unitary flat. Assume one of the following two conditions:
Y is non-singular, or Y is a cycle of rational curves. Then there exists a neighborhood
V of Y such that the line bundle [Y ]|V is unitary flat if the pair (Y,X) is of infinite type
and the norml bundle NY/X := [Y ]|Y is either torsion or Diophantine.
Here we say that a topologically trivial line bundle L on a cycle of rational curve is
Diophantine if α(NY/X) = e
2π
√−1θ for a Diophantine number θ ∈ R \ Q (see §1 for the
definition when Y is non-singular). Especially, note that the pair (Y,X) is of type (β ′) if
and only if it is of infinite type and NY/X is a torsion element of Pic
0(Y ). We will roughly
review the strategy of the proof of Theorem 2.2 in the next subsection.
In [K3], [KO1] and [K6], we investigated a higher codimensional analogue of Ueda
theory. According to [K4] and [K6], we explain the definition of a generalized variant of
Ueda classes. Let X be a complex manifold, and Y ⊂ X be a compact reduced subvariety
of codimension r ≥ 1 such that NY/X is unitary flat. Assume Y is a cycle of rational
curves and r = 1 whenever Y is singular for simplicity. Take a finite open covering
{Uj} of Y and a neighborhood Vj of Uj in X . When Y is singular, one may assume the
following condition by refining them if necessary: Uj ∩ Uk 6= ∅ and Uk ∩ Ysing 6= ∅ imply
Uj ∩ Ysing = ∅. Take a defining function wj : Vj → Cr of Uj for each j: i.e. wj is a
holomorphic function on Vj such that div(w
(λ)
j )’s transversally intersect along Uj , where
w
(λ)
j : Vj → C is the composition of wj and λ-th projection map Cr → C. By a simple
argument, one may assume that dwj = Tjkdwk holds on each Ujk := Uj ∩ Uk for some
unitary matrix Tjk ∈ U(r) by changing wj’s if necessary, where
dwj :=

dw
(1)
j
dw
(2)
j
...
dw
(r)
j
 .
By shrinking Vj ’s if necessary again, we assume that, for each j with Uj ∩Ysing = ∅, there
exists a holomorphic surjection PrUj : Vj → Uj such that (wj, zj ◦ PrUj) are coordinates
of Vj, where zj is a coordinate of Uj . In what follows, for any holomorphic function f on
Uj , we denote by the same letter f the pull-buck Pr
∗
Uj
f := f ◦PrUj . Take Uj and Uk such
that Ujk 6= ∅. We may assume that Uj ∩ Ysing = ∅. In this case, one obtain the series
expansion
Tjk ·

w
(1)
k
w
(2)
k
...
w
(r)
k
 =

w
(1)
j
w
(2)
j
...
w
(r)
j
 +∑|a|≥2

f
(1)
kj,a(zj)
f
(2)
kj,a(zj)
...
f
(r)
kj,a(zj)
 · waj ,
where a = (a1, a2, . . . , ar) is the multiple index running all the elements of (Z≥0)r with
|a| := ∑rλ=1 ar ≥ 2, f (λ)kj,a’s are holomorphic functions on Ujk (we regard this also as a
function defined by (PrUj |Pr−1
Uj
(Ujk)
)∗f (λ)kj,a), and w
a
j :=
∏r
λ=1(w
(λ)
j )
aλ . For a positive integer
m, we say that {(Vj, wj)} is of type m if fkj,a ≡ 0 holds for any a with |a| ≤ m and any j, k
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such that Ujk 6= ∅ and Uj∩Ysing = ∅. If {(Vj, wj)} is of type m, it follows that {(Ujk, ujk)}
satisfies the 1-cocycle condition, where
ujk :=
r∑
λ=1
∑
|a|=m+1
f
(λ)
kj,a
∂
∂w
(λ)
j
⊗ dwaj ,
and thus it defines an element of H1(Y,OY (NY/X⊗Sm+1N∗Y/X)). We denote by um(Y,X)
the class [{(Ujk, ujk)}], which is the definition of the m-th Ueda class. Note that we define
ukj := −ujk for j with Uj ∩ Ysing 6= ∅ when Y is singular. Ueda class um(Y,X) is well-
defined up to the U(r)-action of H1(Y,OY (NY/X ⊗ Sm+1N∗Y/X)): i.e. it does not depend
on the choice of the system {(Vj, wj)} of type m as an element of H1(Y,OY (NY/X ⊗
Sm+1N∗Y/X))/U(r) [U1, p. 588], [K4, Proposition 3.6], [K6, Lemma 3.6].
Remark 2.3. The obstruction can be similarly defined even when the normal bundle is
C∗-flat if once we fix a system of typem. However, it is not the case on the well-definedness
of um(Y,X), see [CLPT, Remark 2.2].
Finally, in the rest of this subsection, let us summarize the situation when (Y,X) =
(YZ , XZ) is the pair as in §1: i.e. X is the blow-up of P2 at nine points Z = {p1, p2, . . . , p9}
such that Z ⊂ C \ Csing, where C is either a smooth elliptic curve or a cycle of rational
curves in P2, Csing is the singular part of C, and Y is the strict transform of C. Assume
that the anti-canonical bundle K−1X is nef. In this case, NY/X is topologically trivial.
By the arguments in [U1, §1.1], NY/X is unitary flat if Y is a smooth elliptic curve. As
will be seen in §4.2, when Y is a cycle of rational curves, there exists an isomorphism
α : Pic0(Y )→ C∗ such that an element L ∈ Pic0(Y ) is unitary flat if and only if |α(L)| = 1
(see also [U2, §1] for the case where Y is a rational curve with a node). If NY/X is not
unitary flat, Y admits a strongly pseudoconcave neighborhood and the line bundle [Y ] is
not semi-positive. In this case, TY as in the previous subsection is only the element of
the set {T ∈ c1(K−1XZ) | T : closed semi-positive (1, 1)− current} (It follows by combining
the arguments in the proof of [K2, Theorem 1. 1] and [K4, Theorem 1.6 (ii)]). In what
follows, we will investigate the case where NY/X is unitary flat. In this case, it follows
from the argument as in [N] that (Y,X) is of infinite type even when NY/X is torsion (it
is clear that the pair is of infinite type if NY/X is non-torsion, since H
1(Y,OY (N−mY/X)) = 0
holds for any positive integer m in this case). Therefore, by Theorem 2.2, it follows that
there exists a neighborhood V of Y such that [Y ]|V is unitary flat if NY/X is torsion or
Diophantine. Thus, by using the regularized minimum construction as we explained in
the previous subsection (see also [K6, §5]), K−1X is semi-positive if NY/X is torsion or
Diophantine.
When Y is an elliptic curve, denote by p = p(NY/X) and q = q(NY/X) the real number
such that the holonomy of the foliation defined by the flat metric along γ1 and γ2 is
equal to exp(2π
√−1p) and exp(2π√−1q), respectively, where γ1 and γ2 are generators
of the fundamental group π1(Y, ∗) of Y . The normal bundle NY/X is torsion if and only
if both p and q are rational. The normal bundle NY/X is Diophantine if either p or q
is a Diophantine irrational number. According to Theorem 1.3, K−1X is semi-positive for
(Y,X) as above if Y is smooth and either p(NYZ/XZ ) or q(NYZ/XZ ) is rational. Thus the
remaining problem is as follows:
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Question 2.4. Is K−1X semi-positive when (Y,X) = (YZ , XZ) as above if YZ is smooth
and neither p(NYZ/XZ ) nor q(NYZ/XZ ) is rational or Diophantine for any choice of the
generator (γ1, γ2) of the fundamental group π1(Y, ∗) of Y ?
Note that, when NY/X is neither torsion nor Diophantine, Ueda constructed an example
of (Y,X) which is of type (γ) [U1, §5.4]. For his example, we showed that [Y ] is not semi-
positive [K5] (see also [KO2]). However, as this Ueda’s example or some examples in
[KO2] are essentially only the known examples of type (γ) and X is non-compact surface
in these examples, we know nothing on the existence of such an example when X is
compact.
2.3. Outline of the proof of Ueda type linearization theorems. In this subsection,
we explain the outline of the proof of Ueda type linearization theorem such as Theorem
2.2 by using a toy model.
Let Y be a smooth elliptic curve C/〈1,√−1〉: i.e. Y is the quotient C/ ∼, where “∼”
is the relation generated by z ∼ z + 1 ∼ z +√−1. Denote by [z] the image of z by the
quotient map C → Y . Define an open covering {Uj}j=1,2,3 by Uj := {[z] ∈ R/Z | 2j <
Re z < (2j + 1)/6}. Let X be a non-singular surface which includes Y as a subvariety
such that N−1Y/X = [{(Ujk, tjk)}] ∈ Hˇ1({Uj},O∗Y ) holds, where
tjk =

s if (j, k) = (3, 1)
s−1 if (j, k) = (1, 3)
1 otherwise
for some s ∈ U(1). Additionally, we assume for simplicity that there exists a neighborhood
V of Y in X and a holomorphic map PrY : V → Y such that PrY |Y is the identity, and
that there exists a defining function wj on Vj of Uj for each j, where Vj := Pr
−1
Y (Uj).
By a simple argument, it follows that we may assume dwj = tjkdwk holds on each Ujk.
Fix a local coordinate zj of Y on Uj , and regard (zj , wj) as coordinates of Vjk (Here we
extend the domain of the function zj to Vj by pulling buck by PrY ). Then, by letting
fkj,m :=
∂m
∂wmj
|wj=0(tjk · wk), one have that
tjk · wk = wj + fkj,2(zj) · w2j + fkj,3(zj) · w3j + . . .
holds on each Vjk. Our goal is to construct a new system {(Vj, ŵj)} of local defining
functions such that ŵj = tjkŵk by modifying wj’s (and by shrinking Vj ’s if necessary).
The strategy of Ueda’s proof of [U1, Theorem 3] can be explained as follows: Define a
suitable holomorphic functions Fj,m : Uj → C for each j = 1, 2, 3 and for each m ≥ 2 so
that the solution of the functional equation
(1) wj = ŵj +
∞∑
m=2
Fj,m(zj) · ŵmj
satisfies ŵj = tjkŵk on a neighborhood of Ujk (if exists). Here we are regarding Fj,m as a
function on Vj by pulling back by PrY .
In order for ŵj’s to satisfy ŵj = tjkŵk, both of the coefficients of ŵ
m
j in two expansions
tjkwk = wj +
∞∑
m=2
fkj,m · wmj = ŵj +
∞∑
m=2
Fj,m · ŵmj +
∞∑
ℓ=2
fkj,ℓ ·
(
ŵj +
∞∑
n=2
Fj,n · ŵnj
)ℓ
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and
tjkwk = tjkŵk +
∞∑
m=2
tjkFk,m · ŵmk = tjkŵk +
∞∑
m=2
t1−mjk Fk,m · ŵmj
should coincide for each m. This condition can be reworded as −Fj,m+ t1−mjk Fk,m = hkj,m,
where hkj,m is the coefficient of ŵ
m
j in the expansion of
∞∑
ℓ=2
fkj,ℓ ·
(
ŵj +
∞∑
n=2
Fj,n · ŵnj
)ℓ
∈ OY (Uj)[[ŵj]].
Note that each hkj,m only depends on fkj,µ’s and {Fj,µ}µ<m,j=1,2,3, and does not depend
on {Fj,µ}µ≥m,j=1,2,3: Indeed, hkj,2 = fkj,2 and hkj,3 = fkj,3 + 2fkj,2 · Fj,2 hold for example.
Conversely, it is observed by relatively simple inductive argument that a formal solution
ŵj of the functional equation (1) satisfies tjkŵk = ŵj in any order jet along Ujk if Fj,m’s
satisfies −Fj,m + t1−mjk Fk,m = hkj,m. Therefore what we should do is the following: (Step
1) Solve the equation
δ{(Uj, Fj,m)}(:= {(Ujk,−Fj,m + t1−mjk Fk,m}) = {(Ujk, hkj,m)} ∈ Zˇ1({Uj},OY (N1−mY/X ))
to obtain Fj,m’s inductively on m. (Step 2) Estimate Bm := maxj supUj |Fj,m| and show
that the formal power series
∑∞
m=2BmX
m ∈ C[[X ]] has a positive radius of convergence
(if so, one actually show the existence of the solution ŵj of the functional equation (1) by
shrinking Vj by using the implicit function theorem, which completes the proof). Note
that the assumption that the pair is of infinite type is needed in Step 1 (since the class
[{(Ujk, hkj,m)}] coincides with m-th Ueda class um(Y,X), see [U1, p. 598]), and that the
normal bundle is either torsion or Diophantine is needed in Step 2.
In the rest of this subsection, we will focus on Step 2. In what follows, we assume that
each fkj,m is a constant function for simplicity. By a simple inductive observation, each
Fj,m is also constant in this case.
Remark 2.5. When each fkj,m is a constant function, clearly there is a holomorphic
foliation such that each leaves are defined by {wj = constant}. In this case, the problem
is reduced to the linearization problem of the holonomy function, which explains the
strategy of original proof of Arnol’d’s theorem [A] in our simple model.
For σ ∈ C∗, denote by Lσ the unitary flat line bundle on Y defined by
Lσ := [{(U12, 1), (U21, 1), (U23, 1), (U32, 1), (U31, σ−1), (U13, σ)}] ∈ Hˇ1({Uj},C∗),
and by C(Lσ) the sheaf of locally constant sections of Lσ. In the case where each fkj,m is
constant, Fj,m’s are inductively defined by solving
δ{(Uj , Fj,m)}(:= {(Ujk,−Fj,m + t1−mjk Fk,m}) = {(Ujk, hkj,m)} ∈ Zˇ1({Uj},C(Lm−1s )).
The following lemmata are needed for the inductive estimate of |Fj,m|’s:
Lemma 2.6. There exists a constant K which does not depend on σ such that, for any
α = {(Ujk, αjk)} ∈ Zˇ1({Uj},C(Lσ)) and β = {(Uj, βj)} ∈ Cˇ0({Uj},C(Lσ)) with δβ = α,
it holds that
d(1, σ) ·max
j
|βj| ≤ K ·max
j,k
|αj,k|,
where d is the distance of U(1) = R/Z induced by the Euclidean distance of the universal
covering R.
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Proof. If σ = 1, nothing is non-trivial. Otherwise, by a simple calculation, one have
that β1 = − A1−σ , β2 = −α31−α23− σA1−σ , and β3 = −α31− σA1−σ , where A := α12+α23+α31.
The assertion follows from this and the equivalence of d and the distance of U(1) obtained
by restricting the Euclidean distance of C (⊃ U(1)). 
Lemma 2.7. For each σ ∈ U(1), there exists a constant K0(σ) which satisfies the follow-
ing property: For any α = {(Ujk, αjk)} ∈ Zˇ1({Uj},C(Lσ)) with [α] = 0 ∈ Hˇ1({Uj},C(Lσ)),
there exists an element β = {(Uj, βj)} ∈ Cˇ0({Uj},C(Lσ)) such that δβ = α and
max
j
|βj| ≤ K0(σ) ·max
j,k
|αj,k|
hold.
Proof. When σ 6= 1, the assertion follows from Lemma 2.6 (Note that the solution β
is unique in this case). When σ = 1, it follows by simple argument that [α] = 0 holds if
and only if α12 + α23 + α31 = 0. As the solution β can be constructed by letting β1 := 0,
β2 := −α31 − α23, and β3 := −α31, the assertion holds if one let K0(1) := 2. 
Note that Lemma 2.6 can be regarded as an analogue of [U1, Lemma 4], and Lemma
2.7 can be regarded as an analogue of [U1, Lemma 3] (=[KS, Lemma 2]).
Let M := maxj supVj |wj|, and assume that there exists a positive constant R such that
{(zj , wj) ∈ Vj | zj ∈ Vk, |wj| ≤ 1/R} ⋐ Vk holds for each j, k for simplicity (we mean
by “⋐” the relatively compact subset). Then, by an inductive argument as in [U1, §4],
one have that the formal power series A(X) = X +
∑∞
m=2AmX
m ∈ R[[X ]] defined by the
equation
∞∑
m=2
Am
K0(sm−1)
·Xm = MA(X)
2
1−A(X)
satisfies maxj supUj |Fj,m| ≤ Am for any m, where K0(sm−1) is the one as in Lemma 2.7.
When s is a torsion element of U(1), {K0(sm−1)}∞m=2 is a finite set, and thus there
exists a constant which is larger than any K0(s
m−1). When s = e2π
√−1θ for a Diophantine
irrational number, we have a suitable type of estimate of K0(s
m−1)’s by Lemma 2.6. In
these cases, one can show that the formal power series A(X) has a positive radius of
convergence (by using the implicit function theorem suitably in the torsion cacse [U1,
§4.4], and by using the estimate as in [Sie] in the Diophantine case [U1, §4.6]).
On the other hand, when s = e2π
√−1θ for a real number θ which is neither rational
nor Diophantine, Lemma 2.6 is not enough to show the convergence of the formal power
series
∑∞
m=2maxj |Fj,m|·Xm ∈ C[[X ]] (Indeed, there is a counterexample by Ueda, see [U1,
§5.4]). We will explain our idea to improve the estimates under some special situations
in the next subsection.
2.4. Our idea to improve the estimates. In order to improve the estimates of |Fj,m|’s
in the previous subsection, we will consider a deformation of the complex structure of
X . Let S be a neighborhood of U(1) in C∗, X a complex manifold of dimension 3, and
π : X → S be a surjective holomorphic submersion. Assume that there exist a submanifold
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Y ⊂ X and a biholomorphism p : Y → Y × S such that the diagram
Y p∼= //
π|Y ❄
❄❄
❄
❄❄
❄
	
Y × S
Pr2
{{①①
①①
①①
①①
①
S
commutes, where Y = C/〈1,√−1〉 and Pr2 is the second projection. For each s ∈ S,
denote by Xs the fiber π
−1(s) and by Ys the submanifold Y ∩Xs. In what follows, we will
identify Y with Y × S via p.
Letting Uj := Uj×Y , where Uj is the one in the previous subsection, we define a C∗-flat
line bundle L on Y = Y × S by
L = [{(U12, 1), (U21, 1), (U23, 1), (U32, 1), (U31,Pr−12 ), (U13,Pr2)}] ∈ Hˇ1({Uj},O∗Y),
where Pr2 : Y × S → S(⊂ C∗) is the second projection. Note that L|Ys = Ls holds via
natural isomorphism between Ys = Y × {s} and Y . Here we assume that NY/X = L.
Then one can regard each pair (Ys, Xs) as the one we observed in the previous subsection
for each s ∈ U(1) under suitable additional assumptions.
Remark 2.8. As will be seen in §6.1, the pair (YZ , XZ) as in §1 is settled in a fiber of
such a deformation π : X → S when YZ is smooth. On the other hand, we constructed in
[K5, Example 4.3] a pathological example of such π : X → S, in which the line bundle [Ys]
on Xs is semi-positive for almost every s ∈ S in the sense of Lebesgue measure, whereas
it is not semi-positive for uncountably many s ∈ U(1). In order to distinguish these two
cases, Condition (∗) we will add below is important. Note that the pair (Ys, Xs) is of
infinite type for any torsion element s in U(1) in the former example [N], and that the
pair (Ys, Xs) is of finite type for any torsion element s in U(1) in the latter example [K5,
Example 4.3].
Assume, again for simplicity, that there exists a holomorphic retraction PrY from a
neighborhood of Y onto Y such that PrY |Y is the identity, and that there exists a neighbor-
hood Vj of each Uj in X and a defining function wj : Vj → C of Uj such that {(Vj,s, wj|Vj,s)}
is a system as in the previous subsection for each s ∈ S, where Vj,s := Vj ∩ Xs. Under
such a situation, one can consider the “simultaneous linearization problem” for {(Vj , wj)},
which is the problem on constructing a new defining functions system {(Vj, ŵj)} by shrink-
ing Vj ’s if necessary such that tjkwk = wj holds on each Vjk, where tjk : Vjk → C∗ is the
function defined by
tjk(x) :=

Pr2 ◦ PrY(x) if (j, k) = (3, 1)
(Pr2 ◦ PrY(x))−1 if (j, k) = (1, 3)
1 otherwise
,
where Pr2 : Y × S → S(⊂ C∗) is the second projection. Under some additional technical
assumptions including the following Condition (∗) and (∗∗), this simultaneous lineariza-
tion problem is reduced to the estimate of the L∞ operator norm of the function
δ : Cˇ0({Uj},OY(Lm−1))→ Cˇ1({Uj},OY(Lm−1))
for each m ≥ 2 by the same argument as in the previous subsection and by an analogue
of Lemma 2.7 (Proposition 2.9 below for a toy model case, Proposition 5.4 for the actual
configuration).
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Condition (∗): The pair (Ys, Xs) is of infinite type for any s ∈ S.
Condition (∗∗): For eachm ≥ 2, [{(Ujk×{s}, hkj,m|Ujk×{s})}] = 0 ∈ Hˇ1({Uj,s},OY (Lm−1s ))
holds for any s ∈ S, where hkj,m is the function on Ujk defined in the same manner
as in the previous subsection.
In fact, it turns out thatCondition (∗∗) impliesCondition (∗), since the class [{(Ujk×
{s}, hkj,m|Ujk×{s})}] coincides with m-th Ueda class for s ∈ U(1), as is mentioned in the
previous subsection. On the other hand, even when Condition (∗) holds, it may possible
that Condition (∗∗) does not hold, since the class [{(Ujk × {s}, hkj,m|Ujk×{s})}] does
not necessarily coincide with Ueda class (see also Remark 2.3). In the actual situation
(i.e. in the case where each fiber Xs is realized as XZ as in §1), Condition (∗) holds.
Although Condition (∗∗) is much more useful for running an argument we will explain
as Proposition 2.9 below for a toy model case (in order to explain the idea of the proof of
Proposition 5.4 for actual configuration), we do not know whether or not Condition (∗∗)
holds in the actual situation. Thus, we need to run the inductive argument by carefully
shrinking S depending on m so that Condition (∗∗) holds at each step of the induction
(Note that the cohomology group Hˇ1({Uj,s},OY (Lm−1s )) itself vanishes if sm−1 6= 1, which
means that Condition (∗) implies Condition (∗∗) for m = m0 if S is so small that
{s ∈ S | sm0−1 = 1} ⊂ U(1)).
In the rest of this subsection, we will explain the idea how to establish an analogue of
Lemma 2.7 for the family configuration and estimate the operator norm of δ : Cˇ0({Uj},OY(Lm−1))→
Cˇ1({Uj},OY(Lm−1)). In what follows, we replace S andOY(Lm−1) with U(1) andAY×U(1)(Lm),
respectively, and consider the coboundary map
δ : Cˇ0({Uj ×U(1)},AY×U(1)(Lm))→ Cˇ1({Uj × U(1)},AY×U(1)(Lm)).
as a toy model, where AY×U(1)(Lm) is the sheaf of the sections of Lm which are locally
constant in Y direction and real analytic in U(1) direction.
For each positive integer m and for each ν = 0, 1, . . . , m − 1, define a subset Wm,ν of
U(1) by
Wm,ν :=
{
exp(2π
√−1θ) ∈ U(1)
∣∣∣∣ θ ∈ R ∣∣∣θ − νm∣∣∣ ≤ 12m
}
.
Note that s = ζνm is the only element s of Wm,ν such that s
m = 1, where ζm :=
exp(2π
√−1/m). For an open neighborhood W˜m,ν defined by
W˜m,ν :=
{
exp(2π
√−1θ) ∈ U(1)
∣∣∣∣ θ ∈ R ∣∣∣θ − νm∣∣∣ ≤ 34m
}
of Wm,ν in U(1), we first show the following:
Proposition 2.9. Let α = {(Ujk×W˜m,ν , αjk)} be an element of Zˇ1({Uj×W˜m,ν},AY×U(1)(Lm)).
Denote by αs = {(Ujk × {s}, αjk|Ujk×{s})} ∈ Zˇ1({Uj,s},C(Lms )) the element obtained by
restricting α to Ys for each s ∈ W˜m,ν. Then the followings are equivalent:
(i) [αζνm ] = 0 ∈ Hˇ1({Uj,ζνm},C(Lmζνm)).
(ii) [α|Y×W˜m,ν ] = 0 ∈ Hˇ1({Uj × W˜m,ν},AY×U(1)(Lm)).
Proof. As clearly (ii) implies (i), we show the converse. Assume (i) holds. Denote
by W˜ ∗m,ν the set W˜m,ν \ {ζνm}. It follows from an argument in the proof of Lemma 2.6
that the element β = {(Uj × W˜ ∗m,ν , βj)} ∈ Cˇ0({Uj × W˜ ∗m,ν},AY×U(1)(Lm)) defined by
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β1(s) = − A(s)1−sm , β2(s) = −α31(s)− α23(s)− s
mA(s)
1−sm , and β3(s) = −α31(s)− s
mA(s)
1−sm satisfies
δβ = α|Y×W˜ ∗m,ν , where A(s) := α12(s)+α23(s)+α31(s). As it follows from the argument in
the proof of Lemma 2.7 that A(ζνm) = 0, one can naturally extend βj to define a primitive
β ∈ Cˇ0({Uj × W˜m,ν},AY×U(1)(Lm)). 
Under Condition (∗), one have that the assertion (i) of Proposition 2.9 holds for any
ν. If the function
Wm,ν ∋ s 7→
∣∣∣∣smA(s)1− sm
∣∣∣∣ ∈ C
is convex, whose complex analytical counterpart is actually the case in the actual situation
in some sense, one have that
max
s∈Wm,ν
∣∣∣∣smA(s)1− sm
∣∣∣∣ = maxs∈∂Wm,ν
∣∣∣∣smA(s)1− sm
∣∣∣∣ ,
where A is the one in the proof of Proposition 2.9. In this case, for a point s∗ ∈ ∂Wm,ν
which attains the maximum of the function above, it follows from Lemma 2.6 that
max
s∈Wm,ν
∣∣∣∣smA(s)1− sm
∣∣∣∣ = ∣∣∣∣sm∗ A(s∗)1− sm∗
∣∣∣∣ ≤ ∣∣∣∣ sm∗ A(s∗)εd(1, sm∗ )
∣∣∣∣
=
|A(s∗)|
ε ·md(ζνm, s∗)
=
2
ε
· |A(s∗)| ≤ 6
ε
·max
j,k
sup
s∈Wm,ν
|αjk(s)|,
where ε is a positive constant such that εd(1, σ) ≤ |1−σ|. Note that ε depends on neither
s nor m. As therefore the constant 6/ε depends on neither s nor m, one can regard this
estimate as an improved variant of Lemma 2.6 under Condition (∗).
3. Main result for a suitable deformation configuration
According to the observation in §2.4, we will pose a generalized configuration, which can
be regarded as a generalization of a configuration of the blow-up model of P2 at suitably
chosen nine points as we described in §1 (see the next section), and state our main result
in this section.
Let S ⊂ C∗ be a neighborhood of U(1), X a complex manifold, π : X → S a surjective
holomorphic submersion, and Y ⊂ X be a reduced subvariety of codimension r > 0 such
that there exist a connected reduced compact complex variery Y and a biholomorphism
p : Y ∼= Y × S such that the following diagram commutes.
Y p∼= //
π|Y ❄
❄❄
❄
❄❄
❄
	
Y × S
Pr2
{{①①
①①
①①
①①
①
S
Assume that Y is either a manifold (i.e. a non-singular variety) or an analytic space of
dimension one with only nodal singularities. Also assume that r = 1 in the latter case
(i.e. when Y is singular). Take a finite open covering {Uj} of Y such that each Uj is
Stein, connected and simply connected which satisfies the following properties: For each
p ∈ Ysing, there uniquely exists Uj such that p ∈ Uj , and it holds that
⋃
Uj∩Ysing=∅ Uj =
Y \ Ysing. Note that especially it holds that Ysing ∩Ujk = ∅ holds for any j and k if j 6= k.
By considering a refinement of {Uj} if necessary, we may assume that it also holds that
Uj ∩ Ysing = ∅ if Ujk 6= ∅ and Uk ∩ Ysing 6= ∅.
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Define an open covering {Uj} of Y by letting Uj := p−1(Uj × S). Take a neighborhood
Vj of Uj in X such that Vj ∩Y = Uj. We assume that Vjk := Vj ∩Vk is empty if and only
if Ujk := Uj ∩Uk is empty by shrinking Vj ’s if necessary. We use the following notation for
each s ∈ S: Xs := π−1(s), Ys := Xs ∩Y = p−1(Y ×{s}), Uj,s := Xs ∩Uj = p−1(Uj ×{s}),
Vj,s := Xs ∩ Vj, Ujk,s := Uj,s ∩ Uk,s, and Vjk,s := Vj,s ∩ Vk,s. We denote by Is the
holomorphically trivial line bundle on Ys.
In what follows, we give five assumptions. First one is the following:
Assumption 1: (Cohomology vanishing assumption) For any topologically trivial
holomorphic line bundle L on Y which is not holomorphically trivial, it holds that
H1(Y,OY (L)) = 0. 
The second one is:
Assumption 2: (Flatness assumption for the normal bundles) There exists a holo-
morphic function
wj =

w
(1)
j
w
(2)
j
...
w
(r)
j
 : Vj → Cr
such that the following six conditions hold: (i) {w(λ)j }rλ=1 is a system of defining
functions of Uj (i.e. {w(λ)j }rν=1 generates the defining ideal sheaf IUj ⊂ OVj of
Uj). (ii) maxλmaxj supVj |w(λ)j | is bounded. (iii) For each j and k with Ujk 6= ∅,
there exists a holomorphic function t
(λ)
jk : S → C∗ for each λ = 1, 2, . . . , r such
that dw
(λ)
j = t
(λ)
jk dw
(λ)
k holds on Ujk, where we denote by the same letter t(λ)jk the
composition of p : Y → Y × S, the second projection, and t(λ)jk . (iv) When Uk
is singular, there exist coordinates (xk, yk, s) of Vk such that w(1)k = xk · yk and
π(xk, yk, s) = s. (v) When Uj is smooth (i.e. non-singular), Vj is embedded into
Cr×Uj in the following manner: There exists a holomorphic retraction PrUj : Vj →
Uj (i.e. PrUj |Uj is the identity) such that π ◦ PrUj = π and that Vj ∋ x 7→
(wj(x), zj ◦ PrUj (x), π(x)) ∈ Cr × Uj × S defines coordinates of Vj , where zj is a
coordinate of Uj . (vi) When Uk is singular, Vk is embedded into C2 × S in the
following manner: The images of the maps Vk ∋ (xk, yk, s) 7→ (xk, 0, s) ∈ Uk and
Vk ∋ (xk, yk, s) 7→ (0, yk, s) ∈ Uk coincide with each of the irreducible components
of Uk. 
In what follows, we often denote simply by wj the function w
(1)
j when r = 1. Denote by
N ∗ the holomorphic vector bundle on Y of rank r defined by N ∗ := [{(Ujk, Tjk)}] ∈
H1({Uj},GLr(OY)), where Tjk := diag(t(1)jk , t(2)jk , . . . , t(r)jk ) is the diagonal matrix, and,
for each s ∈ S, by N∗s the holomorphic vector bundle N ∗|Ys = [{(Ujk,s, Tjk(s))}] ∈
H1({Uj,s},GLr(C)) on Ys of rank r. We regard them as conormal bundles of Y and
Ys, respectively. Note that N ∗ =
⊕r
λ=1 Lλ and N∗s =
⊕r
λ=1 Lλ,s for each s ∈ S, where Lλ
is the holomorphic line bundle on Y defined by Lλ := [{(Ujk, t(λ)jk )}] ∈ H1({Uj},O∗Y), and
Lλ,s is the holomorphic line bundle on Ys defined by Lλ,s := Lλ|Ys = [{(Ujk,s, t(λ)jk (s))}] ∈
H1({Uj,s},C∗) for each λ = 1, 2, . . . , r.
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For a multi-index a = (a1, a2, . . . , ar) ∈ Zr, we denote by |a| the sum a1+ a2+ · · ·+ ar,
by La the line bundle La11 ⊗La22 ⊗ · · · ⊗ Larr , by Las the line bundle La11,s ⊗La22,s ⊗ · · · ⊗Larr,s
for each s ∈ S, by tajk the product
∏r
λ=1(t
(λ)
jk )
aλ , and by dwaj the tensor
⊗r
λ=1(dw
(λ)
j )
⊗aλ .
Fix an integer M0 ≥ 1. Denote by Ŝm the subset of S defined by
Ŝm :=
{
s ∈ S
∣∣∣∣d(s,U(1)) < 1M0m
}
for each m ∈ Z>0, where d is the distance of S attached by restricting the distance of
C∗ which is induced by the Euclidean distance of C via the covering map C ∈ ξ 7→
exp(2π
√−1ξ) ∈ C∗.
Assumption 3: (Assumption on torsion points and the bound of the transition func-
tions) The following three conditions hold: (i) The set Ŝ1 is a relatively compact
subset of S. (ii) For each positive integer m and each a = (a1, a2, . . . , ar) ∈ Zr
with |a| = m, {s ∈ Ŝm | Las ∼= Is} is a subset of {s ∈ U(1) | sm = 1}. (iii) There
exists a positive constant Θ > 1 such that maxj,k sups∈Ŝm |tajk(s)| ≤ Θ holds for
any positive integer m and any a ∈ Zr with |a| = m. 
Note that Assumption 3 (iii) implies |t(λ)jk (s)| = 1 for each s ∈ U(1) and each λ. For
each positive integer m, denote by Sm the subset of Ŝm defined by
Sm :=
{
s ∈ S
∣∣∣∣d(s,U(1)) < 14M0m
}
,
by ζM0m the point exp(2π
√−1/(M0m)) of U(1) ⊂ S, by Wm,ν the closed subset of S
defined by
Wm,ν :=
{
exp(2π
√−1ξ) ∈ Ŝm
∣∣∣∣ ξ ∈ C, ∣∣∣∣Re ξ − νM0m
∣∣∣∣ ≤ 12M0m, |Im ξ| ≤ 14M0m
}
for ν = 0, 1, 2, . . . ,M0m− 1, and by da,ν : Wm,ν → R≥0 the function defined by
da,ν(s) :=
{
d(s, ζνM0m) if L
a
ζν
M0m
is holomorphically trivial
1
2M0m
otherwise
for each m, ν, and a with |a| = m. Note that one simply have that ⋃M0m−1ν=0 Wm,ν = Sm,
da,ν(s) ≤ d(s, {σ ∈ S | Laσ ∼= Iσ}), and that m · da,ν(s) ≤ d(1, sm) for each positive integer
m, multi-index a with |a| = m, ν = 0, 1, 2, . . . ,M0m − 1, and s ∈ Wm,ν (Here we use
Assumption 3 (ii)).
Assumption 4: (Ueda-type Lemma) There exists a positive constant K such that
the following holds: For any positive integer m, multi-index a = (a1, a2, . . . , ar) ∈
Zr with |a| = m, ν = 0, 1, 2, . . . ,M0m−1, s ∈ Wm,ν , a 1-cochain α = {(Ujk,s, αjk,sdwaj )} ∈
Zˇ1({Ujk,s},OYs(Las)), and a 0-cochain β = {(Uj,s, βj,sdwaj )} ∈ Cˇ0({Uj,s},OYs(Las))
such that α = δβ := {(Ujk,s, (−βj,s + takj(s) · βk,s)dwaj )} ∈ Zˇ1({Ujk,s},OYs(Las)), it
holds that
m · da,ν(s) · ‖β‖s,a ≤ K · ‖α‖s,a,
where ‖α‖s,a := maxj,k supUjk,s |αjk,s| and ‖β‖s,a := maxj supUj,s |βj,s|. 
The final assumption is the following:
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Assumption 5: (Assumption on the type of (Ys, Xs) for s ∈ U(1)) For each s ∈
U(1), the pair (Ys, Xs) is of infinite type in the sense of [K4] when Y is singular,
and of [K6] when Y is smooth (see also §2.2). 
The following theorem is the main result:
Theorem 3.1. Let s be an element of U(1)(⊂ S). Then, under Assumption 1, 2, 3, 4,
and 5, the following holds by shrinking Vj,s’s if necessary: there exists a function
ŵj,s =

ŵ
(1)
j,s
ŵ
(2)
j,s
...
ŵ
(r)
j,s
 : Vj,s → Cr
on each Vj,s such that {ŵ(λ)j }rλ=1 generates the defining ideal sheaf IUj,s ⊂ OVj,s of Uj,s,
and that ŵ
(λ)
j,s = t
(λ)
jk (s) · ŵ(λ)k,s holds on each Vjk,s for λ = 1, 2, . . . , r.
4. Two examples of configurations which satisfies five assumptions in
Theorem 3.1
Before we give the proof of Theorem 3.1 in §5, we will give two examples of configu-
rations which satisfy five assumptions in §3, so that one can apply Theorem 3.1 to the
examples in §1.
4.1. A configuration in which Ys’s are smooth elliptic curves. Let Z be a manifold
of dimension r+1, L be a holomorphic line bundle on Z, D01, D
0
2, . . . , D
0
r be prime divisors
of Z such that OZ(D0λ) ∼= OZ(L) for any λ = 1, 2, . . . , r. Assume that Y 0 := D01 ∩D02 ∩
· · · ∩ D0r is a smooth elliptic curve, D0λ’s intersects to each other transversally along Y 0,
and that the intersection number (L.Y 0) is equal to 1. Denote by p0 ∈ Y 0 the point such
that OY 0(L|Y 0) ∼= OY 0(p0).
In what follows, we identify Σ := Pic0(Y 0) with Y 0 via the map Y 0 ∋ q 7→ OY 0(q−p0) ∈
Σ. Let X be the blow-up of Z × Σ along the subvariety
{(z, s) ∈ Y 0 × Σ | z coincides with s via the identification above} ⊂ Z × Σ,
and π : X → Σ be the morphism obtained by composing the blow-up morphism and the
second projection Z × Σ → Σ. Note that π is a surjective holomorphic submersion, and
that each fiber Xs := π
−1(s) is the blow-up of Z at s for each s ∈ Σ. Denote by Dλ ⊂ X
the strict transform of D0λ×Σ for each λ = 1, 2, . . . , r, and by Y the intersection
⋂r
λ=1Dλ.
It is easily observed that {Dλ,s := Xs∩Dλ}rλ=1 intersects transversally along Ys := Xs∩Y
for each s ∈ Σ. Note also that NDλ,s/Xs |Ys ∼= L−1s holds for any λ (and thus it holds
that N∗Ys/Xs
∼= L⊕rs ) for each s ∈ Σ (= Y 0 by the identification we fixed in the above),
where Ls is the line bundle on Ys such that OYs(Ls) ∼= OY 0(s− p0) holds via the natural
isomorphism between Ys and Y
0 (i.e. via the composition of the blow-up morphism and
the first projection Z × Σ→ Z).
Take an element τ of the upper half plane H := {t ∈ C | Im t > 0} such that Y :=
C/〈1, τ〉 is isomorphic to Y 0. Let γ1 and γ2 be generators of π1(Y 0, p0) which corresponds
to the deck transformations +1 and +τ of the universal covering C → Y 0. Denote by L
the line bundle on Y 0×Y such that, for each y ∈ Y , the restriction Ly := L|Y 0×{y} of it to
Y 0 × {y} is the unitary flat line bundle which corresponds to the unitary representation
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π1(Y
0, ∗)→ U(1) defined by γ1 7→ exp(2π
√−1 · (−q(y))) and γ2 7→ exp(2π
√−1p(y)) via
the first projection Y 0 × {y} → Y 0, where p(y) and q(y) are the elements of R/Z such
that y = [p(y) + q(y) · τ ]. Note that we can naturally regard L as a holomorphic line
bundle, since each line bundle Ly is isomorphic (on Y
0 × {y} via the first projection as a
holomorphic line bundle) to the C∗-flat line bundle on Y 0 which corresponds to the C∗-
representation π1(Y
0, ∗)→ C∗ defined by γ1 7→ 1 and γ2 7→ exp(2π
√−1(p(y) + q(y) · τ)).
It follows from the fact that Pic0(Y 0) has a property as the coarse moduli (see [KU, §A.1]
for example), there exists an isomorphism i : Y → Σ such that (idY 0×i)∗N−1Dλ/X |Y ∼= L via
the isomorphism between Y and Y 0×Σ which is defined by using the blow-up morphism
(Note that it does not depend on λ, since N−1Dλ/X |Y ’s are isomorphic to each other for
λ = 1, 2, . . . , r).
In what follows, we identify Y with Y 0 (and thus also with Σ) via i. Note that the
point p0 ∈ Y 0 is identified with the point [0] ∈ Y . Note also that it follows from a simple
argument that the following two conditions are equivalent to each other for an element
of y ∈ Σ = Y 0 = Y under our identifications: (i) y is torsion as an element of Y (i.e.
[m(p(y) + q(y) · τ)] = [0] ∈ Y for some m ∈ Z \ {0}), (ii) y is torsion as an element of
Σ (i.e. Lmy is holomorphically trivial for some m ∈ Z \ {0}). In such case, we simply say
that y is torsion.
Fix a rational number q0 ∈ Q with 0 ≤ q0 < 1. Set
ℓ0 := {[p+ q0 · τ ] ∈ Y | p ∈ R} and ℓ∞ :=
{[
p+
(
q0 +
1
2
)
· τ
]
∈ Y
∣∣∣∣ p ∈ R} ,
and regard them as subsets of Σ via the identification. Define a base space S by S :=
Σ \ ℓ∞. We regard S as a neighborhood {s ∈ C∗ | exp(−πIm τ) < |s| < exp(πIm τ)} of
U(1) in C∗ by using the embedding
S ∋ [z] 7→ exp(2π√−1(z − q0 · τ)) ∈ C∗,
where we are regarding z as an element of {p + qτ ∈ C | p, q ∈ R, |q − q0| < 1/2}. In
what follows, for each element s ∈ S, we let p(s) and q(s) be the real numbers such that
|q(s)−q0| < 1/2 and s = [p(s)+q(s) ·τ ] hold as elements of Y (p(s) is determined modulo
Z, whereas q(s) is determined uniquely).
We define the total space X by X := π−1(S) ⊂ X , and the subvariety Y by Y := Y∩X .
Denote the restriction π|X simply by the same letter π, and by Dλ the intersection Dλ∩X
for each λ = 1, 2, . . . , r. Let {Uj}, {Uj}, and {Uj,s} be those as in §3. In the rest of this
subsection, we will show that π : X → S satisfies Assumption 1, 2, 3, 4, and 5 under the
following:
Assumption 5’: The following holds for any torsion element s ∈ Σ: There exist a
complex manifold Bs of dimension r, r divisors {Eλ}rλ=1 of Bs, a neighborhood Vs
of Ys in Xs, and a surjective proper holomorphic map bs : Vs → Bs such that Ys
is a fiber of bs, Eλ’s intersects transversally to each other at the point bs(Ys), and
that b∗sEλ = mλDλ,s holds as divisors for some positive integer mλ for each λ. 
4.1.1. Assumption 1. As Y is an elliptic curve, the assertion of Assumption 1 clearly
holds.
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4.1.2. Assumption 2. As is obtained by a simple observation, the line bundle Ls is holo-
morphically isomorphic to the C∗-flat line bundle which corresponds to the C∗-representation
π1(Y
0, ∗)→ C∗ defined by γ1 7→ exp(2π
√−1(−q0)) and γ2 7→ exp(2π
√−1(p(s) + (q(s)−
q0) · τ)). Thus we have that, by taking a refinement of {Uj} if necessary, there exists
a holomorphic map tjk : S → C∗ for each j and k such that each tjk(s) coincides with
either 1, exp(±2π√−1q0), exp(±2π
√−1(p(s) + (q(s) − q0) · τ)), or exp(±2π
√−1q0) ·
exp(±2π√−1(p(s)+(q(s)−q0) ·τ)), and that Ls = [{(Ujk,s, tjk(s))}] holds for each s ∈ S.
Take a neighborhood Vj of each Uj by using [Siu, Corollary 1]. Then we have that
each Vj is Stein, and there exists a defining functions system {wj} and a holomorphic
retraction PrUj such that the assertions (ii) and (v) inAssumption 2 hold. By a standard
argument, one can modify {wj} so that w(λ)j is a defining function of Dλ ∩ Vj on Vj , and
that dw
(λ)
j = tjkdw
(λ)
k holds on each Ujk, since N−1Dλ/X |Y = [{(Ujk, tjk)}] as elements of
H1({Uj},O∗Y) for each λ (see [K6, §2.2] for example). Thus we have that the assertions
(i) and (iii) in Assumption 2 also hold by letting t
(λ)
jk := tjk for each λ.
4.1.3. Assumption 3. Fix a sufficiently large integerm∗ such thatm∗ > max {2, (Im τ)−1}.
By letting M0 := m∗ · min{m ∈ Z | m > 0, mq0 ∈ Z}, we here show the assertions (i),
(ii), and (iii) in Assumption 3.
First, the assertion (i) follows directly by our definition of M0. Here let us note that
U(1) is identified with ℓ0 in the configuration in this subsection.
Next, for the assertion (ii), we will show that {s ∈ Ŝm | Lms ∼= Is} ⊂ {s ∈ U(1) |
sm = 1} holds for each positive integer m (Note that tajk = t|a|jk and Las = L|a|s (= L⊗|a|s )
hold for any a ∈ Zr). As Lms is holomorphically isomorphic to the unitary flat line
bundle which corresponds to the unitary representation π1(Y0, ∗)→ U(1) defined by γ1 7→
exp(2π
√−1(mq(s))) and γ2 7→ exp(2π
√−1(mp(s))), one have that it is holomorphically
trivial if and only if both mp(s) and mq(s) are integers, since a unitary flat line bundle
on a compact complex manifold is trivial as a unitary flat line bundle if and only if
it is holomorphically trivial (see also [K6, Proposition 2.2]). Therefore one have that
M0mq(s) is an integer which is a multiple of m∗ in this case. As it follows by definition
that M0q0 is also an integer which is a multiple of m∗, we have that either q(s) = q0
or |mM0q(s) − mM0q0| ≥ m∗ holds if Lms is holomorphically trivial. The assertion (ii)
follows from this, since
|mM0q(s)−mM0q0| = mM0
Im τ
· (|q(s)− q0| · Im τ) < mM0m∗ · d(s,U(1)) < m∗
holds for any s ∈ Ŝm (Note that d(s,U(1)) = |Im(p(s) + (q(s)− q0)τ)| by definition).
Finally, we show the assertion (iii). Let m be a positive integer. Take an element
s ∈ Ŝm. As tjk(s) is either 1, exp(±2π
√−1q0), exp(±2π
√−1(p(s) + (q(s) − q0) · τ)), or
exp(±2π√−1q0) · exp(±2π
√−1(p(s) + (q(s)− q0) · τ)), one have that
|tjk(s)|m ≤ max± | exp(±2mπ
√−1(q(s)− q0) · τ)| ≤ exp(2mπ|q(s)− q0| · Im τ)).
As |q(s)− q0| · Im τ ≤ (M0m)−1 holds for any s ∈ Ŝm, one have the assertion by letting
Θ := exp (2π/M0).
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4.1.4. Assumption 4. Take a positive integerm, ν ∈ {0, 1, 2, . . . ,M0m−1}, and an element
s ∈ Wm,ν . When s ∈ U(1), it follows by [U1, Lemma 4] that there exists a constant K
which depends only on the choice of Y and {Uj} such that the inequality
d(1, sm) ·max
j
sup
Uj,s
|βj,s| ≤ K ·max
j,k
sup
Ujk,s
|αjk,s|
holds for any multi-index a with |a| = m, any 1-cochain α = {(Ujk,s, αjk,sdwaj )} ∈
Zˇ1({Ujk,s},OYs(Lms )) and any 0-cochain β = {(Uj,s, βj,sdwaj )} ∈ Cˇ0({Uj,s},OYs(Lms )) such
that α = δβ, since each tjk(s) is an element of U(1) by Assumption 3 (iii) (Note that
such β is unique when d(1, sm) 6= 0 byAssumption 3 (ii), since Lms is not holomorphically
trivial in such case). As mda,ν(s) ≤= d(1, sm), one have the assertion of Assumption 4
for such s.
In what follows, we investigate the case where s need not to be an element of U(1) by
fixing such an element s ∈ Wm,ν . Take a local trivialization ej of Ls one each Uj,s such
that ej = tjk(s) · ek holds on each Ujk,s.
As Ls is isomorphic to the line bundle which corresponds to the unitary representation
π1(Y
0, ∗) → U(1) generated by γ1 7→ exp(2π
√−1 · (−q(s))) and γ2 7→ exp(2π
√−1p(s)),
it follows that there exists another local trivialization êj of Ls on each Uj,s such that
êj = t̂jk · êk holds on each Ujk,s, where t̂jk is a constant function valued in U(1). Note that
such êj ’s are constructed by considering the function σ : z 7→ exp(2π
√−1 · (q(s)−q0)z) on
the universal covering of Y . Therefore we may assume that the ratio σj := êj/ej coincides
with this function σ restricted to a suitable open subset of C via the covering map. As
|σ(z)| = exp(−2π(q(s) − q0)Im z), one have the existence of a constant M1 > 1 which
only depends on M0 and the manner how to choose domains of the universal covering of
Ys such that the restriction of σ to it coincides with σj (and thus depends on neither m
nor s ∈ Ŝm) such that
M
− 1
m
1 ≤ inf
Uj,s
|σj(z)| ≤ max
Uj,s
|σj(z)| ≤M
1
m
1
holds for each j. Again by the inequality mda,ν(s) ≤= d(1, sm), it is sufficient to show
the following:
Lemma 4.1. Tere exists a constantK which depends on neigherm nor s ∈ Sm such that,
for any 1-cochain α = {(Ujk,s, αjk,semj )} ∈ Zˇ1({Ujk,s},OYs(Lms )) and any 0-cochain β =
{(Uj,s, βj,semj )} ∈ Cˇ0({Uj,s},OYs(Lms )) with α = δβ := {(Ujk,s, (−βj,s + tmkj(s) · βk,s)emj )} ∈
Zˇ1({Ujk,s},OYs(Lms )), it holds that
m · min
a,b∈ 1
m
Z
|(p(s) + q(s)τ)− (a + bτ)| · ‖β‖s,m ≤ K · ‖α‖s,m,
where ‖α‖s,m := maxj,k supUjk,s |αjk,s| and ‖β‖s,m := maxj supUj,s |βj,s|.
Proof. One may assume that Lms is not holomorphically trivial, since otherwise both
mp(s) and mq(s) are integers by Assumption 3 (ii). Note that H0({Uj,s},OYs(Lms )) =
H1({Uj,s},OYs(Lms )) = 0 in this case, which meas that β as in the assertion is uniquely
exists for any α.
Take a 1-cocycle α = {(Ujk,s, αjk,semj )} ∈ Zˇ1({Uj,s},OYs(Lms )) such that [α] = 0 ∈
Hˇ1({Uj,s},OYs(Lms )). By letting α̂jk,s := σ−mj · αjk,s, one have that α̂jk,sêmj = αjk,semj .
Take a primitive β = {(Uj,s, βj,semj )} = {(Uj,s, β̂j,sêmj )}, which uniquely exists as we
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mentioned above. Note that β̂j,s · σmj = βj,s for each j. It follows from [U1, Lemma 4]
that there exists a constant K1 which depends only on Y and {Uj} and on neither s, m,
α, nor β such that
max
j
sup
Uj,s
|β̂j,s| ≤ K1
dΣ(Is, Lms )
·max
j,k
sup
Ujk,s
|α̂jk,s|,
where dΣ is an invariant distance on Σ. As all the invariant distances on Σ are equivalent
to each other, one can use our distance d on Y as dΣ via the identification. As
max
j,k
sup
Ujk,s
|α̂jk,s| = max
j,k
sup
Ujk,s
(|αjk,s| · |σj|−m) ≤M1 ·max
j,k
sup
Ujk,s
|αjk,s|
and
max
j
sup
Uj,s
|βj,s| = max
j
sup
Uj,s
(
|β̂j,s| · |σj|m
)
≤M1 ·max
j
sup
Uj,s
|β̂j,s|
hold, one have the lemma by letting K := K1 ·M21 . 
4.1.5. Assumption 5. For any non-torsion element s ∈ Σ, one have that the pair (Ys, Xs)
is of infinite type, since it follows from Assumption 1 that H1(Ys,OYs(Ns⊗Sm+1N∗s )) = 0
for any m ≥ 1. When s ∈ U(1) = ℓ0 is a torsion element, consider the foliation Fs on
Xs defined by bs as in Assumption 5’. Then, by a simple observation, it follows that the
holonomy of Fs along a leaf Ys is a diagonal matrix diag(t1, t2, . . . , tr) for mλ-th roots of
the unity tλ’s. This means that, for a suitable foliation chart (zj , ŵ
(1)
j , ŵ
(2)
j , . . . , ŵ
(r)
j ) on
a neighborhood of each Uj,s, the transition functions of (ŵ
(1)
j , ŵ
(2)
j , . . . , ŵ
(r)
j ) are unitary,
which shows the assertion of Assumption 5.
4.2. A configuration in which Ys’s are cycles of rational curves. Let Z be a smooth
complex surface and Y 0 ⊂ Z be a holomorphically embedded cycle of N rational curves
(i.e. Y 0 is a reduced subvariety of X with only nodal singularities whose normalization
consists of N copies of P1 such taht the dual graph is a cycle graph). Denote by i : C → Y 0
the normalization, and by C1, C2, . . . , CN the irreducible components of C. We may
assume that i(Cν) ∩ i(Cµ) 6= ∅ if (ν, µ) = (1, 2), (2, 3), . . . , (N − 1, N) or (N, 1). Let
p0 be the intersection i(CN ) ∩ i(C1), and pν be the intersection i(Cν) ∩ i(Cν+1) for ν =
1, 2, . . . , N − 1 when N > 1. In this case, we often identify each Cν with the image i(Cν),
and regard each pν also as a point of Cν or Cν−1 for ν = 0, 1, . . . , N − 1 (C0 := CN).
When N = 1, we denote by {p0, p1} the preimage of the unique nodal point of Y 0 by i.
We sometimes denotes the unique nodal point also by p0 in this case.
Denote by L the normal bundle NY 0/Z = [Y
0]|Y 0. Assume that the intersection number
(i∗L.Cν) is equal to 1 for ν = 1 and to 0 for ν = 2, 3, . . . , N .
Set Σ := C1 \ {p0, p1}. In this subsection, we identify Σ with C∗ by using the non-
homogeneous coordinate s of C1 such that s maps p0 to 0 ∈ P1, p1 to ∞ ∈ P1, and the
unique zero of a non section fL of H
0(Y 0,OY 0(L)) to 1 ∈ P1. Note that it follows by
a standard argument that H0(Y 0,OY 0(L)) ∼= C, H1(Y 0,OY 0(L)) = 0, and that, for an
element f ∈ H0(Y 0,OY 0(L)), the following three conditions are equivalent to each other:
i∗f(p0) = 0, i∗f(p1) = 0, and f ≡ 0.
We use a finite open covering {Uj} of Y 0 such that
⋃
Uj∩Ysing=∅ Uj = Y \ Ysing and that,
for each pν ∈ Y 0sing, it holds that #{k | pν ∈ Uk} = 1. We denote by U(N1) the unique
element of {Uj} which includes p0, by U(ν,ν+1) the unique element of {Uj} which includes
pν for each ν = 1, 2, . . . , N − 1, and by U±(N1) the irreducible components of U(N1). We
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may assume that U+(N1) ∩ {s ∈ Σ | |s| < 1} 6= ∅. We also assume that Uj ∩ Y 0sing = ∅ holds
if Uk ∩ Y 0sing 6= ∅ and Uj ∩ Uk 6= ∅.
According to the proof of [K4, Lemma 2.1] and [K4, Remark 2.2], the map
Σ ∋ s 7→ OY 0(L)⊗OY 0(−s) ∈ Pic0(Y 0)
is an isomorphism, by which we will identify Σ with Pic0(Y 0) in this subsection. Let
us see how are the transition functions of OY 0(L) ⊗ OY 0(−s0) for s0 ∈ Σ. Denote by
Fs0 ∈ H0(C,OC(i∗L) ⊗ OC({1} − {s0})) the section obtained by tensoring i∗fL and the
element of H0(C,OC({1}−{s0})) which coincides with the rational map s 7→ s0−s1−s on C1.
Then it holds that Fs0(p0) = s0 ·Fs0(p1). Denote by G ∈ H0(U(N1),OY 0(L)⊗OY 0(−i(s)))
the element defined by
G :=
{
Fs0 on U
+
(N1)
s0 · Fs0 on U−(N1)
.
By using G as a local frame on U(N1) and a section ej such that i
∗ej = Fs0 |Uj as that
on Uj for j 6= (N1), one have that there exists a holomorphic function tjk on Σ for each
j and k such that the element of Pic0(Y 0) which corresponds to s0 ∈ Σ coincides with
[{(Ujk, (tjk(s0))−1)}]. Note that tjk(s) is either s±1 or 1.
Let X be the blow-up of Z × Σ along the subvariety
{(z, s) ∈ Y 0 × Σ | z coincides with s via the identification above} ⊂ Z × Σ,
and π : X → Σ be the morphism obtained by composing the blow-up morphism and the
second projection Z × Σ → Σ. Note that π is a surjective holomorphic submersion, and
that the fiber Xs := π
−1(s) is the blow-up of Z at s ∈ Y 0 ⊂ Z for each s ∈ Σ. Denote by
Y the strict transform of Y 0 × Σ, by Ys the intersection Xs ∩ Y , and by Ns the the line
bundle OYs(L)⊗OYs(−s) on Ys for each s ∈ Σ, where we are regarding L as a line bundle
on Ys by the natural identification of Ys with Y
0. Note that NYs/Xs
∼= Ns.
In what follows, we identify Σ with C∗ by using the coordinate s, and will use the
distance d of Σ which is the restriction of that of C∗ induced by the Euclidean distance
of the universal covering C ∋ ξ 7→ exp(2π√−1ξ) ∈ Σ. Denote by S the subset defined
by S := {s ∈ Σ | d(U(1), s) < 2}(= {exp(2π√−1ξ) ∈ Σ | |Im ξ| < 2}). We define the
total space X by X := π−1(S) ⊂ X , and the subvariety Y by Y := Y ∩ X . Denote the
restriction π|X simply by the same letter π. Let {Uj}, {Uj}, and {Uj,s} be those as in
§3. In the rest of this subsection, we will show that π : X → S satisfies Assumption
1, 2, 3, 4, and 5 under the following:
Assumption 5”: Assume that an element s ∈ Σ is torsion (i.e. sm = 1 for some
positive integer m). Then there exists a neighborhood Vs of Ys in Xs and a
surjective proper holomorphic map bs : Vs → Bs onto a neighborhood Bs of the
origin of C such that b∗s{0} = m · Ys holds as divisors for some positive constant
m. 
4.2.1. Assumption 1. One can easily show that the assertion of Assumption 1 holds by
the calculation as in the proof of [K4, Proposition 2.5].
4.2.2. Assumption 2. First we construct Vk for k = (N1), (12), . . . , (N,N − 1). Denote
by Uk ⊂ X the strict transform of Uk × Σ. Let U±k be each of the irreducible component
of Uk. As each U+k is stein, it follows from [Siu] that there exists a Stein neighborhood
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Wk of U+k in X . Take a defining function yk of U+k on Wk, and xk of U−k ∩ Wk on Wk.
Set wk := xk · yk. Then, as S ⋐ Σ, the assertion (ii), (iv), and (vi) of Assumption 2
holds for each k = (N1), (12), . . . , (N,N − 1) by shrinking Uk’s and Wk’s and by letting
Vk :=Wk ∩X . Note that {Uj} is still an open covering of Y 0 after shrinking Uk’s in such
manner, since it holds that
⋃
Uj∩Ysing=∅ Uj = Y \ Ysing.
For j such that Uj ∩ Ysing = ∅, we define Vj by using [Siu, Corollary 1] in the same
manner as in §4.1. Then, by the same argument as in , one have that the assertion
(i), (ii), (iii), and (v) ofAssumption 2 also holds by letting t
(1)
jk := tjk (Note that N
−1
Y/X =
[{Ujk, tjk(s)}]).
4.2.3. Assumption 3. Here we show the assertion Assumption 3 holds by letting M0 :=
1. First let us note that the assertion (i) clearly holds.
It follows from a calculation by using a long exact sequence as in [K4, Proposition 2.5]
that, for s ∈ S, H0(Ys,OYs(Ns)) = 0 holds if and only if s = 1. Thus one have that the
set {s ∈ S | Nms ∼= Is} coincides with {s ∈ U(1) | sm = 1}, which proves the assertion
(ii).
Denote by p(s) and q(s) the real numbers such that exp(2π
√−1(p(s) + q(s)√−1)) = s
for each s ∈ S. Note that p(s) is determined modulo Z. Then, as s ∈ Ŝm if and only
if |q(s)| < 1/m, one have that maxj,k sups∈Ŝm |tjk(s)m| ≤ exp(2π/m)m = exp(2π), since
tjk(s) is either 1 or s
±1. Thus the assertion (iii) holds by letting Θ := exp(2π).
4.2.4. Assumption 4. Take a local frame ej of N
−1
Y/X on each Uj such that ej = tjkek holds
on each Ujk (or just let ej := dwj|Uj). It is sufficient to show the following:
Lemma 4.2. There exists a constant K such that the following holds for any posi-
tive integer m and any element s ∈ Ŝm: for a 1-cochain α = {(Ujk,s, αjk,semj )} ∈
Zˇ1({Ujk,s},OYs(N−ms )) and a 0-cochain β = {(Uj,s, βj,semj )} ∈ Cˇ0({Uj,s},OYs(N−ms )) with
α = δβ := {(Ujk,s, (−βj,s + tmkj(s) · βk,s)emj )}, it holds that
m · min
a∈ 1
m
Z
|(p(s) + q(s)√−1)− a| · ‖β‖s,m ≤ K · ‖α‖s,m,
where ‖α‖s,m := maxj,k supUjk,s |αjk,s| and ‖β‖s,m := maxj supUj,s |βj,s|. 
Proof. It is sufficient to show the lemma only when sm 6= 1.
Let J : C˜ → Y 0 be the morphism obtained by considering the normalization only at
the singular point p0. Note that C˜ is a connected variety whose dual graph is tree, and
that J−1(p0) consists of two points, say p±0 . Denote by U˜j the preimage J
−1(Uj) for each
j 6= (N1), and by U˜(N1±) the neighborhood of p±0 , respectively, such that J−1(U(N1)) =
U˜(N1−)∪ U˜(N1+) holds. We regard {Uj}j 6=(N1)∪{U˜(N1+), U˜(N1−)} as an open covering of C˜.
Define a 0-cochain β̂ = {(U˜j , β̂j)} ∈ Cˇ0({U˜j},OC˜(J∗N−ms )) by β̂(N1+) := J∗β(N1),
β̂(N1−) := J∗β(N1) · sm, and by β̂j := J∗βj for the other j’s, where we are regarding
Ns as a line bundle on Y
0 by using the natural identification of Y 0 and Ys. As all
the transition functions of J∗Ns are trivial, one have that maxj,k supU˜jk |α̂jk| = ‖α‖s,m
holds, where we are denoting δβ̂j(= J
∗α) by α̂ = {(U˜jk, α̂jk)}. Again by the fact that
all the transition functions of J∗Ns are trivial, it follows from [K4, Lemma 4.1] that
there exists an element β̂ ′ = {(U˜j, β̂ ′j)} ∈ Cˇ0({U˜j},OC˜(J∗N−ms )) such that δβ̂ ′ = α̂ and
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maxj supU˜j |β̂ ′j| ≤ K0‖α‖s,m holds for some constant K0 which depends only on Y 0 and
{Uj} and on neither s nor m. Note that, as is clearly followed by the compactness of Y 0,
one can take a constant ℓ ∈ C such that β̂j = β̂ ′j + ℓ. As it holds for a± := β̂ ′(N1±)(p±0 )
that a+ + ℓ = s
−m(a− + ℓ), one have that ℓ =
sma+−a−
1−sm . Therefore, by
‖β‖s ≤ max{1, |s|m}·
(
max
j
sup
U˜j
|β̂ ′j|+
|sma+ − a−|
|1− sm|
)
≤ e2π
(
K0‖α‖s,m + 2e
2πK0‖α‖s,m
|1− sm|
)
,
one have the inequality |1 − sm| · ‖β‖s,m ≤ K1 · ‖α‖s,m holds for a constant K1 :=
e2πK0 · (1 + e2π + 2e2π). The lemma follows form this, since d and the distance of S
induced by restricting the Euclidean distance of C(⊃ C∗ ⊃ S) are equivalent. 
4.2.5. Assumption 5. Take s ∈ Σ. When s is non-torsion, it follows from Assumption 1
that the pair (Ys, Xs) is of infinite type, since H
1(Ys,OYs(N−ms )) = 0 holds for any m ≥ 1.
When s is non-torsion, consider the fibration bs : Vs → Bs as in Assumption 5”. Then one
can construct a system of local defining functions {(Vj,s ∩ Vs, wj,s)} of Ys by considering
m-th root of b∗sw|Vj,s∩Vs, where w is the coordinate of Bs. As clearly the ratio wj,s/wk,s is
a constant function whose value is a m-th root of the unity for each j and k, one have
that the assertion Assumption 5 holds.
5. Proof of Theorem 3.1
5.1. Outline of the proof. In this section, for proving Theorem 3.1, we will try to
construct a new system of defining functions
ŵj =

ŵ
(1)
j
ŵ
(2)
j
...
ŵ
(r)
j

by modifying wj ’s as in Assumption 2. Modification is done in the following manner:
construct a suitable holomorphic function F
(λ)
j,a for each λ = 1, 2, . . . , r and for each multi-
index a ∈ (Z≥0)r with |a| ≥ 2, and solve the functional equation
(2) w
(λ)
j = ŵ
(λ)
j +
∑
|a|≥2
F
(λ)
j,a · ŵaj ,
where ŵaj :=
∏r
λ=1(ŵ
(λ)
j )
aν .
We will construct the function F
(λ)
j,a suitably as a function defined on p
−1(Y × S|a|−1)
inductively on |a|, and extend it to a holomorphic function on a neighborhood of p−1(Y ×
S|a|−1) in the manner we will explain in Remark 5.1 below.
Remark 5.1. Here we explain our rule in this section how to extend a function F =
F
(λ)
j,a defined on S|a|−1 to its neighborhood. For simplicity, we will explain on each Uj,s
(s ∈ S|a|−1). Let F be a holomorphic function defined on Uj,s. When Uj is non-singular,
we use the pull-back (PrUj |Vj,s)∗F = F ◦ PrUj |Vj,s, which will be denoted by same letter
F . For singular Uk, denote by pk its singular point, and by U
+
k,s and U
−
k,s the irreducible
components {(xk, yk) ∈ Vj,s | yk = 0} and {(xk, yk) ∈ Vj,s | xk = 0}, respectively, of Uk,s.
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Letting c := F (pk), it is easily observed that there uniquely exist holomorphic functions
F± on U±k,s such that F
±(pk) = 0 and
F − c =
{
F+ on U+k,s
F− on U−k,s
hold. In this case, we use the function F˜ on Vj,s defined by F˜ (xk, yk) := F
+(xk)+F
−(yk)+c
as an extension of F . In what follows, we often denote F˜ simply by the same letter F .
Note that supVj,s |F | ≤ 3 supUj,s |F | holds in both of the cases. 
The functions {F (λ)j,a }|a|=m will be constructed so that they enjoy the following (Property)m
inductively when {F (λ)j,a }|a|<m have already been constructed in the manner that each of
them enjoys (Property)|a|.
(Property)m: For any choice of the remaining {F (λ)j,a }|a|>m, the formal solution ŵj
of the functional equation (2) satisfies Tjkŵk = ŵj + O(|ŵj|m+1) as elements of
OY(p−1(Ujk × Sm−1))[[ŵ(1)j , ŵ(2)j , . . . , ŵ(r)j ]] for each j and k with Ujk 6= ∅ and
Uj ∩ Ysing = ∅. 
We will describe how to construct {F (λ)j,a } in §5.2. We here remark that we never shrink
Vj and Uj anymore in §5.2. After finishing the construction of them, we will estimate
each |F (λ)j,a | suitably on each Uj,s with s ∈ U(1) in §5.3 so that one can regard the right
hand side of the functional equation (2) as a convergent series in a suitable sense.
In the rest of this subsection, we will explain how to solve the functional equation (2)
after once the construction and the estimate of F
(λ)
j,a ’s are finished. Take s ∈ U(1). We
will construct a solution ŵj of the functional equation on each Vj,s by shrinking Vj,s to a
smaller neighborhood of Uj,s if Uj ∩ Ysing = ∅, and Vk,s to a smaller neighborhood of the
nodal point if Uj ∩ Ysing 6= ∅. Note that {Vj,s} is an open covering of Ys even after such
shrinking, since it holds that
⋃
Uj∩Ysing=∅ Uj = Y \ Ysing.
First let us consider on Vj,s for j such that Ysing ∩ Uj = ∅. It follows by Assumption 2
(v) that one can embed Vj,s into Uj,s × Cr by regarding wj as the coordinate of Cr. For
each λ = 1, 2, . . . , r, it will be turned out by the estimate we will make in §5.3 that
G(zj , wj, ŵj) := −wj + ŵj +
∑
|a|≥2

F
(1)
j,a (zj , s)
F
(2)
j,a (zj , s)
...
F
(r)
j,a (zj, s)
 · ŵaj .
can be regarded as a Cr-valued holomorphic function defined on a neighborhood of Uj,s×
{(0, 0)} in Uj,s×Cr×Cr. As the Jacobian matrix (∂G/∂ŵj) is invertible on each point of
Uj,s×{(0, 0)}, one have by the implicit function theorem that there exists a holomorphic
function ŵj(zj, wj) on a neighborhood of Uj,s in Vj,s such that G(zj , wj, ŵj(zj , wj))) ≡ 0,
which mean that ŵj is a solution of the functional equation (2).
Next, let us consider on Vk,s for k such that Ysing ∩ Uk 6= ∅. According to Assumption
2 (iv), one may regard Vk,s as a subset of C
2. Denoting w
(1)
k simply by wk, consider
G(xk, yk, x̂k) := −xk + x̂k +
∞∑
m=2
F
(1)
k,m(xk, yk, s) · x̂mk ym−1k .
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By the estimate we will make in §5.3, it will be turned outG defines a holomorphic function
on a neighborhood of the point (0, 0, 0) in Vk,s. As
∂
∂x̂k
G(0, 0, 0) = 1 6= 0, it follows from
the implicit function theorem that there exists a holomorphic function x̂k = x̂k(xk, yk)
defined on a neighborhood of the nodal point in Vk,s such that G(xk, yk, x̂k(xk, yk)) ≡ 0
holds, which means that ŵk := x̂kyk is a solution of the functional equation (2).
5.2. Construction of F
(λ)
j,a ’s.
5.2.1. Outline of the construction. Take wj’s as in Assumption 2. Let
tjkw
(λ)
k = w
(λ)
j +
∑
|a|≥2
f
(λ)
kj,a(zj , s) · waj
be the expansion of tjkw
(λ)
k on Vjk for each λ = 1, 2, . . . , r, where a = (a1, a2, . . . , ar)
runs all the elements of (Z≥0)r with |a| ≥ 2. We always assume that Uj is non-singular
whenever we consider such kind of expansion (it may possible that Uk is singular). We
note that each coefficient functions are obtained by
f
(λ)
kj,a(zj , s) :=
1
|a|!
∂|a|(tjkw
(λ)
k )
∂(w
(1)
j )
a1∂(w
(2)
j )
a2 · · ·∂(w(r)j )ar
∣∣∣∣∣
(wj ,zj ,s)=(0,0,...,0,zj ,s)
.
We are also regarding this function as the one defined on Vjk according to the rule we
mentioned in Remark 5.1 (i.e. by pulling back by PrUj ).
In order for all F
(λ)
j,a ’s to satisfy (Property)m, the following two formal expansions
of tjkw
(λ)
k around a point (0, 0, . . . , 0, zj, s) for each zj ∈ Ujk and each s ∈ U(1) should
coincide:
t
(λ)
jk w
(λ)
k = w
(λ)
j +
∑
|a|≥2
f
(λ)
kj,a(zj , s) · waj
= ŵ
(λ)
j +
∑
|a|≥2
F
(λ)
j,a (zj , s) · ŵaj +
∑
|a|≥2
f
(λ)
kj,a(zj , s) ·
r∏
µ=1
ŵ(µ)j +∑
|b|≥2
F
(µ)
j,b (zj , s) · ŵbj
aµ
and
t
(λ)
jk w
(λ)
k = t
(λ)
jk ŵ
(λ)
k +
∑
|a|≥2
t
(λ)
jk F
(λ)
k,a (zk, s) · ŵak
= t
(λ)
jk ŵ
(λ)
k +
∑
|a|≥2
t
(λ)
jk F
(λ)
k,a (zk(wj, zj, s), s) · takjŵaj
= t
(λ)
jk ŵ
(λ)
k +
∑
|a|≥2
t
(λ)
jk t
a
kj
F (λ)k,a (zk(0, zj, s), s) +∑
|b|≥2
F
(λ)
kj,a,b(zj, s) · wbj
 · ŵaj
= t
(λ)
jk ŵ
(λ)
k +
∑
|a|≥2
t
(λ)
jk t
a
kjF
(λ)
k,a (zk(0, zj, s), s) · ŵaj
+
∑
|a|≥2
t
(λ)
jk t
a
kj
∑
|b|≥2
F
(λ)
kj,a,b(zj , s) · ŵaj ·
r∏
µ=1
ŵ(µ)j +∑
|c|≥2
F
(µ)
j,c (zj , s) · ŵcj
bµ
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when Uk is smooth, where F
(λ)
kj,a,b(zj , s)’s are the function defined by the expansion
F
(λ)
k,a (zk(wj, zj, s), s) = F
(λ)
k,a (zk(0, zj, s), s) +
∑
|b|≥2
F
(λ)
kj,a,b(zj , s) · wbj .
When Uk is singular, replace the second expansion with
t
(λ)
jk w
(λ)
k = t
(λ)
jk ŵ
(λ)
k +
∑
|a|≥2
t
(λ)
jk F
(λ)
k,a (xk, yk, s) · ŵak
= t
(λ)
jk ŵ
(λ)
k +
∑
|a|≥2
t
(λ)
jk F
(λ)
k,a (xk(wj, zj , s), yk(wj, zj , s), s) · takjŵaj
= t
(λ)
jk ŵ
(λ)
k +
∑
|a|≥2
t
(λ)
jk t
a
kj
F (λ)k,a (xk(0, zj, s), yk(0, zj, s), s) +∑
|b|≥2
F
(λ)
kj,a,b(zj, s) · wbj
 · ŵaj
= t
(λ)
jk ŵ
(λ)
k +
∑
|a|≥2
t
(λ)
jk t
a
kjF
(λ)
k,a (xk(0, zj, s), yk(0, zj, s), s) · ŵaj
+
∑
|a|≥2
t
(λ)
jk t
a
kj
∑
|b|≥2
F
(λ)
kj,a,b(zj, s) · ŵaj ·
r∏
µ=1
ŵ(µ)j +∑
|c|≥2
F
(µ)
j,c (zj , s) · ŵcj
bµ ,
where F
(λ)
kj,a,b(zj , s)’s are the function defined by the expansion
F
(λ)
k,a (xk(wj, zj, s), yk(wj, zj , s), s) = F
(λ)
k,a (xk(0, zj, s), yk(0, zj, s), s) +
∑
|b|≥2
F
(λ)
kj,a,b(zj, s) · wbj
in this case. In the following, we will construct F
(λ)
j,a ’s according to the observation based
on the comparison of these expansions.
Remark 5.2. On each Xs, the idea of the construction of F
(λ)
j,a ’s is the same one as in
the proof of [U1, Theorem 3]. Indeed, one can run just the same argument when s ∈ U(1)
as the one described in [U1], [K4], and [K6]. In the construction of F
(λ)
j,a ’s, the condition
that s ∈ U(1) is important since otherwise the transition functions tjk(s) need not to be
elements of U(1) and this cause a serious problem when we compare a cohomology class
what we will denote by [{(Ujk,s, h(λ)kj,a(−, s))}] in the notation below with Ueda classes.
This problem is caused by the difficulty on the well-definedness of Ueda classes when
tjk(s)’s are not unitary (see also Remark 2.3). However, in our configuration, it follows
by Assumption 1 and 3 that Hˇ1({Uj,s}, SmN∗s ⊗Ns) = 0 holds for any s ∈ Sm−1 \U(1),
which helps us to overcome this kind of difficulty.
5.2.2. Construction on S∗m. Denote by h
(λ)
1,kj,a(zj , s) the coefficient of ŵ
a
j in the expansion
∑
|a|≥2
f
(λ)
kj,a(zj, s) ·
r∏
µ=1
ŵ(µ)j +∑
|b|≥2
F
(µ)
j,b (zj, s) · ŵbj
aµ .
28 T. KOIKE
Then one have that
ŵ
(λ)
j +
∑
|a|≥2
F
(λ)
j,a (zj , s) · ŵaj +
∑
|a|≥2
f
(λ)
kj,a(zj , s) ·
r∏
µ=1
ŵ(µ)j +∑
|b|≥2
F
(µ)
j,b (zj , s) · ŵbj
aµ
= ŵ
(λ)
j +
∑
|a|≥2
(
F
(λ)
j,a (zj, s) + h
(λ)
1,kj,a(zj , s)
)
· ŵaj .
Denote by h
(λ)
2,kj,a′(zj, s) the coefficient of ŵ
a′
j in the expansion
∑
|a|≥2
t
(λ)
jk t
a
kj
∑
|b|≥1
F
(λ)
kj,a,b(zj , s) · ŵaj ·
r∏
µ=1
ŵ(µ)j +∑
|c|≥2
F
(µ)
j,c (zj , s) · ŵcj
bµ .
Note that
ŵ
(λ)
j +
∑
|a|≥2
t
(λ)
jk t
a
kjF
(λ)
k,a (zk(0, zj , s), s) · ŵaj
+
∑
|a|≥2
t
(λ)
jk t
a
kj
∑
|b|≥1
F
(λ)
kj,a,b(zj , s) · ŵaj ·
r∏
µ=1
ŵ(µ)j +∑
|c|≥2
F
(µ)
j,c (zj, s) · ŵcj
bµ
= ŵ
(λ)
j +
∑
|a|≥2
(
t
(λ)
jk t
a
kjF
(λ)
k,a (zk(0, zj, s), s) + h
(λ)
2,kj,a(zj, s)
)
· ŵaj .
It is simply observed that each h
(λ)
1,kj,a(zj , s) and h
(λ)
2,kj,a(zj , s) depends only on {F (λ)j,b }|b|<|a|
and some known functions, and thus especially it does not depend on {F (λ)j,b }|b|≥|a|. There-
fore, according to the observation we made above, we define {F (λ)j,a }|a|=m+1 by Lemma 5.3
and Lemma 5.4 below so that they are the solution of the equation
F
(λ)
j,a (zj, s) + h
(λ)
1,kj,a(zj , s) = t
(λ)
jk t
a
kjF
(λ)
k,a (zk(0, zj , s), s) + h
(λ)
2,kj,a(zj , s),
or equivalently,
δ{(U (m)j , F (λ)j,a )} = {(U (m)jk , h(λ)kj,a(zj, s))} ∈ Zˇ1({(U (m)j },OYm(La−eλ)),
where h
(λ)
kj,a(zj , s) := h
(λ)
1,kj,a(zj, s) − h(λ)2,kj,a(zj, s), when {Fj,b}|b|≤m is already decided in a
manner such that each (Property)m′ holds for m
′ = 1, 2, . . . , m (inductive assumption).
See the proof of Lemma 5.3 for the fact that {(U (m)jk , h(λ)kj,a(zj , s))} ∈ Zˇ1({(U (m)j },OYm(La−eλ)).
Here we are denoting by eλ the multi-index (0, 0, . . . , 0, 1, 0, . . . , 0) ∈ Zr whose λ-th en-
try is one and the other entries are zero, by Ym the set p−1(Y × Sm), by U (m)j the set
p−1(Uj × Sm), and by U (m)jk the intersection U (m)j ∩ U (m)k .
First we construct F
(λ)
j,a ’s on S
∗
m := Sm \ U(1).
Lemma 5.3. Let m be a positive integer. Assume that {Fj,b}|b|≤m is already decided in
a manner such that each (Property)m′ holds for m
′ = 1, 2, . . . , m. Then there uniquely
exist holomorphic functions {F (λ)j,a }|a|=m+1 on p−1(Y × S∗m) such that
F
(λ)
j,a (zj, s)− t(λ)jk takjF (λ)k,a (zk(0, zj , s), s) = −h(λ)1,kj,a(zj, s) + h(λ)2,kj,a(zj , s)
holds on each Ujk,s with s ∈ S∗m, and that {F (λ)j,a }|a|=m+1 satisfies (Property)m+1.
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Proof. As it follows by the same argument as in the end of §5.1 that one can solve
the functional equation
w
(λ)
j = u
(λ)
j +
∑
2≤|a|≤m
F
(λ)
j,a · uaj
to define a new system {(V˜j, uj)} of local defining functions of p−1(Y × S∗m−1) by using
the implicit function theorem. As it holds that Tjkuk = uj+O(|uj|m+1) by (Property)m,
it follows from the calculation as we described above that
Tjkuk = uj −
∑
|a|=m+1
h
(λ)
kj,a(zj, s) · uaj +O(|uj|m+2).
Denote by h
(λ)
jk,a the function −ta−eλjk · h(λ)kj,a when Uk ∩ Ysing 6= ∅. Then one easily obtain,
by comparing the both hands sides of the expansion of Tjkŵk − ŵj = Tjℓ(Tℓkŵk − ŵℓ) +
(Tjℓŵℓ − ŵj), that {(U (m)jk , h(λ)kj,a(zj, s))} ∈ Zˇ1({(U (m)j },OYm(La−eλ)).
It follows from Assumption 1 and 3 that H1(Ys, L
a−eλ
s ) = 0 for any s ∈ S∗m. Thus one
have that Rj(Pr2 ◦ p|Y∗m)∗La−eλ = 0 for each j > 0 for Y∗m := p−1(Y × S∗m), by which it
follows that H1(Y∗m,La−eλ) = H1(S∗m, (Pr2 ◦p)∗La−eλ). As S∗m is Stein and (Pr2 ◦p)∗La−eλ
is coherent by Grauert’s theorem, one have that H1(Y∗m,La−eλ) = 0, which implies the
lemma. Note that the uniqueness of the solution follows by H0(Ys, L
a
s) = 0 for each
s ∈ S∗m (Here we used Assumption 3 (ii)). 
5.2.3. Construction on Sm and preliminary L
∞ estimates. In this subsection, we fix a
positive integer m and ν ∈ {0, 1, 2, . . . , mM0 − 1}, and use the following simple notation:
ξ0 := ν/(M0m), s0 := exp(2π
√−1ξ0). Let W0 be the set defined by
W0 :=
{
ξ ∈ C
∣∣∣∣|Re ξ ≤ ξ0| ≤ 12M0m, |Im ξ| < 14M0m
}
.
Note that it holds that exp(2π
√−1W0) = Wm,ν .
In the previous subsection, under the inductive assumption and Lemma 5.3, we have
seen that there exists a holomorphic function F
(λ)
j,a : p
−1(Y × S∗m) → C for each a with
|a| = m+1 which enjoys (Property)m+1, which is the solution of the functional equation
−F (λ)j,a (zj , s) + t(λ)jk takjF (λ)k,a (zk(0, zj, s), s) = h(λ)kj,a(zj , s).
Note that h
(λ)
kj,a(zj , s) is holomorphic on Ym−1. In what follows, we show that F (λ)j,a holo-
morphically extends to Ym, or equivalently, that F (λ)j,a |p−1(Y×W ∗m,ν) holomorphically extends
to p−1(Y ×Wm,ν), where W ∗m,ν := Wm,ν \ {s0} (for each ν).
Fist, let us note that, when La−eλs0 is not holomorphically trivial, one can construct the
function F
(λ)
j,a as the one defined on p
−1(Y ×Wm,ν) by exactly the same argument as in
the proof of Lemma 5.3. Note also that, in this case, it follows from Assumption 4 that
(3) max
j
sup
Uj,s
|F (λ)j,a | ≤
K
m · (2M0m)−1 maxj,k supUjk,s
|h(λ)kj,a| = 2M0K ·max
j,k
sup
Ujk,s
|h(λ)kj,a|.
When La−eλs0 is holomorphically trivial, we show the following:
Proposition 5.4. Let a be a multi-index with |a| = m + 1, and λ be an element of
{1, 2, . . . , r}. Denote by a′ the multi-index α − eλ. Assume that La′s0 is holomorphically
trivial. Let α = {(Ujk × Wm,ν , αjkdwa′j )} ∈ Zˇ1({Uj × Wm,ν},OY(La′)) be a 1-cocycle
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with M := maxj,k supUjk×Wm,ν |αjk| < ∞, where we are identifying L with p∗L via p.
For each ζ ∈ W0, denote by αξ = {(Ujk × {exp(2π
√−1ξ)}, αζ,jkdwa′j )} ∈ Zˇ1({Uj ×
{exp(2π√−1ξ)},OYexp(2pi√−1ξ)(La
′
exp(2π
√−1ξ))) the 1-cocycle obtained by restricting α to Y ×
{exp(2π√−1ξ)}. Then the followings are equivalent:
(i) [αξ0 ] = 0 ∈ Hˇ1({Uj,s0},OYs0 ).
(ii) [α] = 0 ∈ Hˇ1({Uj ×Wm,ν},OY(La′ |Y×Wm,ν)).
Proof. As clearly (ii) implies (i), we show the converse. Assume that the assertion (i)
holds. In what follows, we use the estimate maxj,k sups∈Wm,ν |t(λ)jk (s)| ≤ Θ1/m ≤ Θ follows
from Assumption 3 (iii).
By the assertion (i), it follows from [U1, Lemma 3] (=[KS, Lemma 2], for the smooth
case) or [K4, Lemma 4.1] (for the singular case) that there exists a 0-cochain βξ0 =
{(Uj × {s0}, βξ0,jdwa′j )} ∈ Cˇ0({Uj × {s0},OYs0 (La
′
s0
)) with δβξ0 = αξ0 such that
max
j
sup
Uj,s0
|βξ0,j| ≤ KKSM
holds, whereKKS is the constant which depends only on Y and {Uj}. Define a holomorphic
function βj : Uj ×Wm,ν → C by βj(zj , s) := βξ0,j(zj), a 0-cochain β by
β := {(Uj ×Wm,ν , βjdwa′j )} ∈ Cˇ0({Uj ×Wm,ν},OY(La
′
)),
and a 1-cocycle
γ = {(Ujk ×Wm,ν , γjk)} ∈ Zˇ1({Uj ×Wm,ν},OY(La′))
by γ := α − δβ. In what follows, we will construct a primitive β˜ of γ (Then clearly it
holds that δ(β + β˜) = α, which proves the lemma). Note that
max
j,k
sup
Ujk×Wm,ν
|γjk| ≤M + (1 + Θ) ·KKSM = (1 +KKS +ΘKKS)M.
Denote by W ∗0 the set W0 \ {ζ0} and by W ∗m,ν the image exp(2π
√−1W ∗0 ). It follows by
the same argument as in the proof of Lemma 5.3, one have that there uniquely exists a
holomorphic function β˜j : Uj ×W ∗m,ν → C such that the 0-cochain β˜ defined by
β˜ := {(Uj ×W ∗m,ν , β˜jdwa
′
j )} ∈ Cˇ0({Uj ×W ∗m,ν},OY(La
′
))
satisfies δβ˜ = α|Y×W ∗m,ν . According to Assumption 4, one have the inequality
m · |ξ − ξ0| · ‖β˜‖exp(2π√−1ξ),a′ ≤ K · ‖γ‖exp(2π√−1ξ),a′
for each ξ ∈ W ∗0 . Therefore, for each element zj ∈ Uj and each ξ ∈ W ∗0 , one have that
|β˜(zj , exp(2π
√−1ξ))| ≤ K
m|ξ − ξ0| ·maxj,k supp∈Ujk
|γjk(p, exp(2π
√−1ξ))|
=
K
m
·max
j,k
sup
p∈Ujk
∣∣∣∣γjk(p, exp(2π√−1ξ))ξ − ξ0
∣∣∣∣
holds. As γjk|ξ=ξ0 ≡ 0 by construction, one have that the function
Ujk ×W ∗0 ∋ (p, ξ) 7→
γjk(p, exp(2π
√−1ξ))
ξ − ξ0 ∈ C
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can also be regarded as a holomorphic function defined on Ujk × W0. Thus it follows
by the maximum principle that there exists a point (p∗, ξ∗) of the boundary ∂Ujk × ∂W0
which attains the maximum
sup
(p,ξ)∈Ujk×W0
∣∣∣∣γjk(p, exp(2π√−1ξ))ξ − ξ0
∣∣∣∣ .
Therefore, by |ξ∗ − ξ0| ≥ 14M0m , we have that
sup
(p,ξ)∈Ujk×W0
∣∣∣∣γjk(p, exp(2π√−1ξ))ξ − ξ0
∣∣∣∣ = |γjk(p∗, exp(2π√−1ξ∗))||ξ∗ − ξ0|
≤ (1 +KKS +ΘKKS)M
(4M0m)−1
= 4M0m · (1 +KKS +ΘKKS)M
holds. Thus we obtain the estimate
|β˜(zj , exp(2π
√−1ξ))| ≤ K
m
·max
j,k
sup
p∈Ujk
∣∣∣∣γjk(p, exp(2π√−1ξ))ξ − ξ0
∣∣∣∣ ≤ 4M0K·(1+KKS+ΘKKS)M
for each zj ∈ Uj and ξ ∈ W ∗0 , by which one can apply Riemann’s extension theorem to
conclude that β˜ can be holomorphically extended to ξ = ξ0. 
As is seen in §5.3, the assumption “M < ∞” in Proposition 5.4 will be inductively
assured for the case where α is the one defined by h
(λ)
kj,a. For such case, the assertion (i)
of Proposition 5.4 actually holds by Assumption 5 and the argument as in [U1, p. 598]
(see also [K4, Remark 3.5] and [K4, §4.2.1] for singular case, [K6, §3.2] and [K6, Claim
4.3, 4.4] for higher codimensional case), by which we obtain that the solution F
(λ)
j,a ’s of
−F (λ)j,a (zj , s) + t(λ)jk takjF (λ)k,a (zk(0, zj, s), s) = h(λ)kj,a(zj , s)
actually exist on Ym. Note also that it follows by the argument in the proof of Proposition
5.4 that the inequality
(4) max
j
sup
Uj,s
|F (λ)j,a | ≤ ((1 + Θ)KKS + 4M0K · (1 +KKS +ΘKKS)) ·max
j,k
sup
Ujk,s
|h(λ)kj,a|
holds for each s ∈ Wm,ν .
5.3. Estimates of |F (λ)j,a |. Here we will construct positive constants {Am}∞m=2 such that
max
j
max
|a|=m+1
sup
p−1(Uj×Sm)
|F (λ)j,a | ≤ Am+1
holds and that the formal series
A(X1, X2, . . . , Xr) :=
∑
|a|≥2
A|a|Xa :=
∑
|a|≥2
A|a|
r∏
ν=1
(Xν)aν
is convergent.
First, we define a new open covering {U∗j } of Y whose index set coincides with that of
{Uj} as follows: Set U∗k := Uk if Uk ∩ Ysing 6= ∅, and U∗j is a relatively compact subset of
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Uj if Uj ∩ Ysing = ∅ such that Ujk 6= ∅ if and only if U∗j ∩ U∗k 6= ∅. By Assumption 3 (i),
one have that
{(zj, wj, s) ∈ Vj | s ∈ S1, zj ∈ Uj ∩ U∗k , |w(λ)j | < 1/R for each λ ∈ {1, 2, . . . , r}} ⋐ Vk
holds for sufficiently large constant R if both Uj and Uk are smooth.
When Uk is singular, we need to modify Uk and some of the elements of {Uj} as follows
if necessary (see also [K4, Remark 4.3]). Take a sufficiently small positive constant ε such
that V(k,3) ⋐ Vk, where V(k,µ) := {(xk, yk, s) ∈ Vk | max{|xk|, |yk|} < µ · ε, s ∈ S1} for
µ = 1, 2, 3. Denote by U(k,µ) the subset {(xk, yk) ∈ Uk | max{|xk|, |yk|} < µ · ε} for
µ = 1, 2, 3. For non-singular Uj such that U(k,3) ∩ Uj 6= ∅ for some singular Uk, we will
divide Uj into U(j,3) := U(k,3) ∩ Uj and U(j,2) := Uj \ U(k,2), and use
{Uj | Uj is smooth, U(k,3) ∩ Uj = ∅ for any singular Uk}
∪ {U(j,2) | U(k,3) ∩ Uj 6= ∅ for some singular Uk}
∪ {U(j,3) | U(k,3) ∩ Uj 6= ∅ for some singular Uk}
∪ {U(k,1) | Uk is singular}
as a new open covering of Y . We will use the restriction of the original coordinate (xk, yk, s)
on a neighborhood V(k,1) of p−1(U(k,1)×S) for each k such that Uk is singular, the restriction
of the original coordinate (zj , wj, s) on a neighborhood of V(j,2) of p−1(U(j,2)× S) for each
U(j,2) (V(j,2) is, for example, a subset of Vj \ V(k,2)). For each U(j,3), we use the restriction
of (xk, yk, s) as the coordinate of a neighborhood. In this case, either xk ≡ 0 or yk ≡ 0
holds on p−1(U(j,3) × S). When, for example, yk ≡ 0 holds on p−1(U(j,3) × S), we use the
set V(j,3) := {(xk, yk, s) ∈ Vk | xk ∈ U(j,3), |yk| < ε} as a neighborhood of p−1(U(j,3) × S),
and use w(j,3) := yk and z(j,3) := xk as coordinates.
After modifying {Uj} and {Vj} in such manner, we may assume that
{(zj , wj, s) ∈ Vj | s ∈ S1, zj ∈ Uj ∩ Uk, |w(λ)j | ≤ 1/R for each λ ∈ {1, 2, . . . , r}} ⊂ Vk
holds for any smooth Uj even if Uk is singular (by letting 1/R < ε/2).
Denote by M the constant Θ ·maxλmaxj supVj |w(λ)j |, which is finite by Assumption
1 (ii). By Cauchy’s inequality, one have that
max
j,k
sup
(Uj∩U∗k )×S
|f (λ)kj,a| ≤MR|a|.
For any a. It follows by h
(λ)
kj,a = f
(λ)
kj,a that maxj,k sup(Uj∩U∗k )×S1 |h
(λ)
kj,a| ≤ MR2. Therefore
one have by the cocycle condition and Assumption 3 (iii) that, for each (p, s) ∈ Ujk×S1,
it holds that
|h(λ)kj,a(p, s)| ≤ |t(λ)jk takjh(λ)kℓ,a(p, s)|+ |t(λ)jℓ taℓjh(λ)ℓj,a(p, s)|
= |h(λ)ℓk,a(p, s)|+ |t(λ)jℓ taℓjh(λ)ℓj,a(p, s)| ≤ (1 + Θ)MR2
even if p 6∈ U∗k , where ℓ is the one such that p ∈ U∗ℓ (Note that Uk is smooth if p 6∈ Uk by
construction of {U∗j }). Thus we obtain the inequality
max
jk
max
|a|=2
sup
p−1(Ujk×S1)
|h(λ)kj,a| ≤ B1 := (1 + Θ)MR2.
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Consider the division Sm =
⋃mM0−1
ν=0 Wm,ν for m = 1. Take a multi-index a with |a| = 2,
λ ∈ {1, 2, . . . , λ}, and ν ∈ {0, 1, . . . ,M0 − 1}. When La−eλexp(2π√−1ν/M0) is holomorphically
trivial, it follows from the inequality (4) that
max
j
sup
p−1(Uj×W1,ν)
|F (λ)j,a | ≤ ((1 + Θ)KKS + 4M0K · (1 +KKS +ΘKKS))B1
holds (Note again that here we used Assumption 5 to assure the assertion (i) of Propo-
sition 5.4. Here we used the argument as in [U1, p. 598], [K4, Remark 3.5], [K4, §4.2.1],
[K6, §3.2], [K6, Claim 4.3, 4.4] in order to see that the 1-cocycle defined by h(λ)kj,a co-
incides with the Ueda class, see also the proof of Lemma 5.3). In what follows, we let
K > KKS > 1. Then one have that
max
j
max
|a|=2
sup
p−1(Uj×W1,ν)
|Fj,a| ≤ 14M0ΘK2 · B1
holds. When La−eλ
exp(2π
√−1ν/M0) is not holomorphically trivial, it follows from the inequality
(3) that
max
j
sup
p−1(Uj×W1,ν)
|Fj,a| ≤ 2M0KB1
holds. Thus one have that maxj max|a|=2 supp−1(Uj×S1) |Fj,a| ≤ A2 holds if one let A2 :=
14M0ΘK
2 · (1 + Θ)MR2.
Assume that we have decided A2, A3, . . . , Am suitably. Then, as h
(λ)
1,kj,a’s are defined by
∑
|a|≥2
f
(λ)
kj,a(zj , s) ·
r∏
µ=1
ŵ(µ)j +∑
|b|≥2
F
(µ)
j,b (zj , s) · ŵbj
aµ = ∑
|a|≥2
h
(λ)
1,kj,a(zj, s) · ŵaj ,
it follows that the value of maxjkmax|a|=m+1 supp−1((Uj∩U∗k )×Sm) |h
(λ)
1,kj,a| is bounded from
above by the coefficient of Xa in the expansion of∑
|a|≥2
MR|a| ·
r∏
µ=1
(Xµ + A(X))aµ = M
r∏
ν=1
1
1−R(Xν + A(X)) −M −MR
∑
ν
(Xν +A(X)),
where A(X) = A(X1, X2, . . . , Xr). Note that the coefficient of Xa in the expansion of
the above depends only on A2, A3, . . . , Am if |a| = m+1. Similarly, as h(λ)2,kj,a’s are defined
by
∑
|a|≥2
t
(λ)
jk t
a
kj
∑
|b|≥1
F
(λ)
kj,a,b(zj , s) · ŵaj ·
r∏
µ=1
ŵ(µ)j +∑
|c|≥2
F
(µ)
j,c (zj , s) · ŵcj
bµ
=
∑
|a|≥2
h
(λ)
2,kj,a(zj, s) · ŵaj ,
the value of maxjkmax|a|=m+1 supp−1((Uj∩U∗k )×Sm) |h
(λ)
2,kj,a| is bounded from above by the
coefficient of Xa in the expansion of∑
|a|≥2
Θ
∑
|b|≥1
3A|a|R|b| ·Xa ·
r∏
µ=1
(Xµ + A(X))bµ = 3ΘA(X) ·
∑
|b|≥2
r∏
µ=1
(RXµ +RA(X))bµ .
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Here we used the estimate |F (λ)kj,c,d| ≤ 3A|c|R|d| which is obtained by Cauchy’s inequality
and the rule we described in Remark 5.1.
Therefore, one have that the value of maxjkmax|a|=m+1 supp−1((Uj∩U∗k )×Sm) |h
(λ)
kj,a| is bounded
from above by the coefficient of Xa in the expansion of
M ·
(
r∏
ν=1
1
1− R(Xν + A(X)) − 1− R
∑
ν
(Xν + A(X))
)
+ 3ΘA(X) ·
(
r∏
ν=1
1
1−R(Xν + A(X)) − 1
)
.
Take a point (p, s) ∈ Ujk × Sm. When p 6∈ Uk, as Uk is smooth by construction of {U∗j }
in this case, it follows from the cocycle condition and Assumption 3 (iii) that
|h(λ)kj,a(p, s)| ≤ |t(λ)jk takjh(λ)kℓ,a(p, s)|+ |t(λ)jℓ taℓjh(λ)ℓj,a(p, s)| = |h(λ)ℓk,a(p, s)|+ |t(λ)jℓ taℓjh(λ)ℓj,a(p, s)|
≤ (1 + Θ) ·max
jk
max
|a|=m+1
sup
p−1((Uj∩U∗k )×Sm)
|h(λ)kj,a|,
where ℓ is an index such that p ∈ U∗ℓ .
Thus one have that the value of maxjkmax|a|=m+1 supp−1(Ujk×Sm) |h
(λ)
kj,a| is bounded by
the coefficient of Xa in the expansion of
(1 + Θ)M ·
(
r∏
ν=1
1
1− R(Xν + A(X)) − 1−R
∑
ν
(Xν + A(X))
)
+ 3(1 + Θ)ΘA(X) ·
(
r∏
ν=1
1
1− R(Xν + A(X)) − 1
)
,
which will be denoted by Bm.
Take a multi-index a with |a| = m + 1, an element ν ∈ {0, 1, . . . , mM0 − 1}, and
λ ∈ {1, 2, . . . , r}. When La−eλ
exp(2π
√−1ν/(mM0)) is not holomorphically trivial, it follows by (4)
that
max
j
sup
p−1(Uj×Wm,ν)
|F (λ)j,a (p, s)| ≤ 14M0ΘK2 · Bm
(again we remark that here we used Assumption 5). When La−eλ
exp(2π
√−1ν/(mM0)) is holo-
morphically trivial, it follows by (3) that
max
j
sup
p−1(Uj×Wm,ν)
|F (λ)j,a (p, s)| ≤ 2M0K · Bm
holds.
Thus now we have that one can obtain constants {Am}∞m=2 such that
max
j
max
|a|=m+1
sup
p−1(Uj×Sm)
|F (λ)j,a (p, s)| ≤ Am+1
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by letting A(X) ∈ C[[X1, X2, . . . , Xr]] be the formal power series defined by the equation
1
14M0ΘK2
A(X) = (1 + Θ)M ·
(
r∏
ν=1
1
1−R(Xν + A(X)) − 1−R
∑
ν
(Xν + A(X))
)
+3(1 + Θ)ΘA(X) ·
(
r∏
ν=1
1
1− R(Xν + A(X)) − 1
)
.
Denoting by C the constant 14M0ΘK
2(1 +Θ), we let F (X1, X2, . . . , Xr, Y ) ∈ OCr+1,0 be
the one defined by
F (X, Y ) := −Y + CM ·
(
r∏
ν=1
1
1− R(Xν + Y ) − 1− R
∑
ν
(Xν + Y )
)
+ 3CΘY ·
(
r∏
ν=1
1
1−R(Xν + Y ) − 1
)
.
Then, as ∂
∂Y
F (0, 0) = −1 6= 0, it follows from the implicit function theorem that A(X) is
convergent.
5.4. End of the proof. Let s be an element of U(1). Then, by the estimates in Remark
5.1 and §5.3, one can carry out the argument as in the end of §5.1 on each Uj,s to obtain
the solution ŵj of the functional equation (2) defined on a neighborhood V̂j,s of Uj,s in
Xs. Note that clearly {(V̂j,s, ŵj)} is also a local defining functions system of Ys, since wj
and ŵj coincide in one order jet. It follows by (Property)m’s that ŵj = Tjk(s) · ŵk holds
on each V̂j,s ∩ V̂k,s, the theorem holds. 
6. Examples and Proof of Theorem 1.2 and 1.3
6.1. Some examples. First, we give an example of the configuration we described in
§4.1.
Example 6.1. Let (V, F ) be a del Pezzo manifold of degree 1: i.e. V is a projective
manifold of dimension n and F is an ample line bundle on V with K−1V ∼= F n−1 and the
self-intersection number (F n) is equal to 1. In this case, as we wrote in [K6, §6.3], it
follows from [F, 6.4] that dimH0(V, L) = n. Take general elements D01, D
0
2, . . . , D
0
n ∈ |F |.
By [F, 4.2] and (D01, D
0
2, . . . , D
0
n) = (F
n) = 1, it holds that the intersection
⋂n
λ=1D
0
λ is a
point, which we denote by p0. It is clear that D
0
λ’s intersect each other transversally at
p0. From this fact and Bertini’s theorem, we may assume that each D
0
λ is non-singular.
Consider an sequence of the subvarieties Vn := V, Vn−1 := D01, Vn−2 := D
0
1∩D02, · · · , V1 :=
D01 ∩D02 · · · ,∩D0n−1. Denote by Fλ the restriction F |Vλ for each λ = 1, 2, · · · , n− 1. Note
that it follows from a simple inductive argument that (Vλ, Fλ) is also a del Pezzo manifold
of degree 1 for each λ. Especially, for λ = 1, it holds that V1 is an elliptic curve and
degF1 = 1. Let π : X → S be the one obtained by the construction we described in §4.1
starting from Z := V , L := F , and Y 0 := V1. By running the same argument as in [N,
§5] inductively on λ, one have that this model actually enjoys Assumption 5’ (One have
that the anti-canonical bundle of Xs is semi-ample, and that the morphism defined by
the complete linear system K−mXs can be used as the fibration bs for each torsion s, where
m is a suitable positive integer).
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Next, we give an example of the configuration we described in §4.2.
Example 6.2. Let Y ⊂ P2 be a cycle of rational curves which is of degree three, and
p1, p2, . . . , p8 be points of Y \ Ysing. Assume one of the following four conditions: (1) Y
is a rational curve with one node, (2) Y consists of two irreduceble components C1 and
C2 such that the degree of C1 is one and of C2 is two, p1, p2 ∈ C1 and p3, p4, . . . , p8 ∈ C2,
(3) Y consists of two irreduceble components C1 and C2 such that the degree of C1 is
two and of C2 is three, p1, p2, . . . , p5 ∈ C1 and p6, p7, p8 ∈ C2, or (4) Y consists of three
irreduceble components C1, C2 and C3 , p1, p2 ∈ C1, p3, p4, p5 ∈ C2, and p6, p7, p8 ∈ C3.
Let π : X → S be the one obtained by the construction we described in §4.1 by using the
blow-up of P2 at p1, p2, . . . , p8 as Z, and the strict transform of Y as Y
0. By the same
argument as in [N, §5], one have that this model actually enjoys Assumption 5”.
6.2. Proof of Theorem 1.2. Let (XZ , YZ) be as in §1 such that the anti-canonical
bundle K−1XZ is nef, and that YZ is a cycle of rational curves.
When K−1XZ |YZ is unitary flat (i.e. |α(K−1XZ |YZ)| = 1), by the argument as in [K4, §7],
(XZ , YZ) = (Xs, Ys) holds for some deformation π : X → S as in Example 6.2 and for some
s ∈ U(1) ⊂ S. Thus one have by Theorem 3.1 that there exists a local defining functions
system {(Vj, wj)} of YZ such that each ratio wj/wk is a unitary constant. It follows by
regarding wj as a local frame of [YZ ] on each Vj that [YZ ] is flat on a neighborhood of YZ .
Thus, by the argument as in the proof of [K1, Corollary 3.4] or [K6, §5] (see also §2.1),
one have the assertion (i). Define a function Φ:
⋃
j Vj → R by Φ := log |wj| on each Vj.
By considering neighborhoods {Φ < ε} of YZ for sufficiently small positive numbers ε, one
have that the assertion (iii). The assertion (iv) follows by considering Chern curvature
forms of smooth Hermitian metrics on [Y ] with semi-positive curvature.
When K−1XZ |YZ is not unitary flat, neither the assertion (i) nor (iv) holds by [K4, Theo-
rem 1.1 (ii)]. In this case, there exists a strongly plurisubharmonic function Ψ on V \ YZ
for some neighborhood V of YZ according to [K4, Theorem 1.6 (i)], by which one have
that the assertion (iii) does not hold. 
6.3. Proof of Theorem 1.3. Let (XZ , YZ) be as in §1 such that YZ is smooth and
rank(NZ) = 1, where NZ := K
−1
XZ
|YZ (Z = {p1, p2, . . . , p9}). Denote by V the blow-up of
P2 at the eight points p1, p2, . . . , p7, and p8. Then, as V is a del Pezzo manifold of degree
1, one can obtain the deformation π : X → S as in Example 6.1. Note that, it follows by
the condition rank(NZ) = 1 that one may assume that XZ ∼= Xs for some element s of
U(1) ⊂ S by choosing τ and q0 suitably in the construction in §4.1. Thus one have by
Theorem 3.1 that there exists a local defining functions system {(Vj, wj)} of YZ such that
each ratio wj/wk is a unitary constant.
It follows by regarding wj as a local frame of [YZ ] on each Vj that [YZ ] is flat on a
neighborhood of YZ . Thus, by the argument as in the proof of [K1, Corollary 3.4] or [K6,
§5] (see also §2.1), one have the assertion (i).
Define a function Φ:
⋃
j Vj → R by Φ := log |wj| on each Vj . By considering neighbor-
hoods {Φ < ε} of YZ for sufficiently small positive numbers ε, one have that the assertion
(ii). 
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Appendix A. Appendix: A correction to the paper “Toward a higher
codimensional Ueda theory”
We found that the main theorem [K3, Theorem 1] was not correct. We have to add
some assumptions in [K3, Theorem 1]. The main application [K3, Corollary 1] needs no
correction.
A.1. Corrected form of [K3, Theorem 1]. Corrected form of [K3, Theorem 1] is the
following:
Theorem A.1. Let X be a complex manifold, S a smooth hypersurface of X, and C
be a smooth compact hypersurface of S such that NS/X |V is flat, where V is a sufficiently
small neighborhood of C in S. Assume one of the following two conditions holds: (i)
NC/S ∈ E0(C), NS/X |C ∈ E0(C), (ii) NC/S and NS/X |C are isomorphic to each other
and they are elements of E1(C). Further assume that un,m(C, S,X ; {wj}) = 0 holds for all
n ≥ 1, m ≥ 0 and for all system {wj} of order (n,m), and that there exists a system of local
defining functions of C in V of extension type infinity. Then there exists a neighborhood
W of C in X such that OX(S)|W is flat. Moreover, there exists a smooth hypersurface Y
of W which intersects S transversally along C.
In the above statement, we removed the case (iii) from [K3, Theorem 1] and added the
assumption on the existence of a system of local defining functions of C in V of extension
type infinity, which is the notion we posed in [KO1]. As a result, we could also add the
conclusion on the existence of the transversal Y to [K3, Theorem 1]. For the proof of
Theorem A.1, see [KO1, §3.4].
Let us explain some terms in Theorem A.1. We say the line bundle L on a manifold
M is flat if the transition functions are chosen as constant functions valued in U(1) :=
{t ∈ C | |t| = 1} (i.e. L ∈ H1(M,U(1))). We denote by E0(C) the set of all flat
line bundles F such that there exists a positive integer n with F n = I, where I is the
holomorphically trivial line bundle. We denote by E1(C) the set of all flat line bundles F
which satisfies the condition | log d(I, F n)| = O(logn) as n→∞, where d is an invariant
distance of the Picard group (E1(C) does not depend on the choice of d, see [U1, §4.1]).
Let (C, S,X) be as in Theorem A.1. In [K3, §3.1], we defined the obstruction class
un,m(C, S,X) = un,m(C, S,X ; {wj}) ∈ H1(C,NS/X |−nC ⊗N−mC/S) for each n ≥ 1, m ≥ 0 and
for each system {wj} of order (n,m). We here explain the meaning of our new assumption
“there exists a system of local defining functions of C in V of extension type infinity”.
Let V be a sufficiently small tubular neighborhood of C in S and W be a sufficiently
small tubular neighborhood of C in X such that W ∩S = V . Take a sufficiently fine open
covering {Uj} of C, {Vj} of V , and {Wj} of W such that Vj =Wj ∩ S, Uj = Vj ∩C, and
Ujk := Uj ∩ Uk = ∅ iff Wjk := Wj ∩Wk = ∅. Extend a coordinates system xj of Uj to
Wj . Let yj be a defining function of Uj in Vj and wj a defining function of Vj in Wj. As
both NS/X and NC/S are flat in our settings, we may assume that tjkwk = wj + O(w
2
j )
holds on Wjk and sjkyk = yj +O(y
2
j ) holds on Vjk for some constants tjk, sjk ∈ U(1). The
assumption “there exists a system of local defining functions of C in V of extension type
infinity” means that we can choose such {yj} with the following two additional properties:
(a) sjkyk = yj holds on Vjk for each j and k, and (b) {yj} is of extension type infinity in the
sense of [KO1, Definition 3.2]: i.e. the class vn,m(C, S,X ; {zj}) ∈ H1(C,NS/X|−nC ⊗N−m+1C/S )
is equal to zero for each n ≥ 1, m ≥ 0 and for any type (n,m) extension {zj} of {yj} (the
class vn,m(C, S,X ; {zj}) is the obstruction class we posed in [KO1]).
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We here remark that, as we will see later, [K3, Corollary 1] needs no correction. It
is because the example of general 8 points blow-up of P3 automatically satisfies this
condition.
A.2. Details of the mistakes. There are following three mistakes in [K3]: one is on the
well-definedness of the obstruction classes, another one is in the statement of [K3, Lemma
1], and the other one is in a Taylor expansion in Lemma 6 and Lemma 7. In this section,
we explain the details of these mistakes.
A.2.1. Mistake on the well-definedness of the obstruction classes. The first one is on the
well-definedness of the obstruction classes. In [K3, Proposition 3], we stated that the
(n,m)-th Ueda class un,m(C, S,X) of the triple (C, S,X) is independent of the choice of
a system {wj} of order (n,m) up to non-zero constant multiples. However, we found
a critical mistake in the proof. Thus, now we should denote the obstruction class by
un,m(C, S,X ; {wj}). See also [KO1, §2.2.2, §3.2.2].
A.2.2. Mistake in the statement of [K3, Lemma 1]. We also found a mistake in [K3,
Lemma 1], which is an open analogue of [KS, Lemma 2]. The corrected form of [K3,
Lemma 1] should be stated as follows:
Lemma A.2 (Corrected form of [K3, Lemma 1]). Let C be a compact complex manifold
embedded in a complex manifold S Fix a sufficiently small connected neighborhood V of C
in S and a sufficiently fine open covering {Vj} of V which consists of a finite number of
open sets. Fix also a relatively compact open domain V0 ⊂ V which contains C. For each
flat line bundle E on V , there exists a positive constant K = K(E) such that, for each
1-cocycle α = {(Vjk, αjk)} of E which can be realized as the coboundary of some 0-cochain,
there exists a 0-cochain β = {(Vj∩V0, βj)} of E such that α|V0 is equal to the coboundary
δ(β) of β and the inequality
max
j
sup
V0∩Vj
|βj| ≤ K ·max
jk
sup
V0∩Vjk
|αjk|
holds.
This mistake is critical for proving [K3, Theorem 1] for the case (iii), which is why we
had to remove this case.
A.2.3. Mistake in a Taylor expansion in Lemma 6 and Lemma 7. Here we explain the
mistake under the configuration of Lemma 7. Lemma 7 is the lemma for defining the
system of functions {G(n,m)j } inductively: i.e. assuming that {G(ν,µ)j } has already defined
for each (ν, µ) < (n,m), we are stating how to define {G(n,m)j } in this lemma. For the
definition of {G(n,m)j }, we regard G(ν,µ)j zµj as the function defined on Wj which does not
depend on the variable wj and considered the expansion
G
(ν,µ)
j (xj) · zµj = G(ν,µ)j (xj(xk, zk, wk)) · zj(xk, zk, wk)µ
= G
(ν,µ)
j (xj(xk, 0, 0)) · sµjkzµk
+
∞∑
q=1
G
(ν,µ)
jk,0,q(xk) · zµ+qk +
∞∑
p=1
∞∑
q=0
G
(ν,µ)
jk,p,q(xk) · zµ+qk wpk
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on Wjk, in which we made a mistake. This expansion should be
G
(ν,µ)
j (xj) · zµj = G(ν,µ)j (xj(xk, zk, wk)) · zj(xk, zk, wk)µ
= G
(ν,µ)
j (xj(xk, 0, 0)) · sµjkzµk
+
∞∑
q=1
G
(ν,µ)
jk,0,q(xk) · zµ+qk +
∞∑
p=1
∞∑
q=0
G
(ν,µ)
jk,p,q(xk) · zqkwpk.
Even after this correction, the inductive definition of {G(n,m)j } can be executed just as in
Lemma 7. However, the norm estimate problem occurs in this case so that we can not
show the convergence of the functional equation (8) in [K3, §4]. To avoid this difficulty,
we have to refine not only the system {wj}, but also the extension {zj} of {yj} by using a
suitable functional equation at the same time (with fixing only {xj} and {yj}), see [KO1,
§3.4] for the details.
We here remark that, by the same reason, we also have to correct [K3, Proposition 4,
Lemma 5].
A.3. Proof of [K3, Corollary 1]. Here we prove the following:
Corollary A.3 (=[K3, Corollary 1]). Let C0 ⊂ P3 be a complete intersection of two
quadric surfaces of P3 and let p1, p2, . . . , p8 ∈ C0 be 8 points different from each other.
Assume OP3(−2)|C0 ⊗ OC0(p1 + p2 + · · ·+ p8) ∈ E1(C0). Then the anti-canonical bundle
of the blow-up of P3 at {pj}8j=1 is not semi-ample, however admits a smooth Hermitian
metric with semi-positive curvature.
Proof of Corollary A.3. We use the notations in [K3, §5.2]. We apply Theorem A.1 to
the triple (C, S0, X). We here remark that the existence of the transversal Y is clear in
this example (consider Y := S∞).
All we have to do here is to check the added condition “there exists a system of local
defining functions of C in V of extension type infinity”. Let {sjk} and {yj} be as in §1
here. As un(C, S0) ∈ H1(C,N−n) = 0 for each n ≥ 1, we can conclude from [U1, Theorem
3] that we may assume the condition (a) sjkyk = yj holds on Vjk for each j and k. We
will check the condition (b) the class vn,m(C, S,X ; {zj}) ∈ H1(C,NS/X|−nC ⊗ N−m+1C/S ) is
equal to zero for each n ≥ 1, m ≥ 0 and for any type (n,m) extension {zj} of {yj}. First
we will check the case where (n,m) = (1, 0). Note that the class v1,0(C, S,X ; {zj}) does
not depend on the choice of an extension {zj} of {yj} (nor a system {wj}). It can be
shown by just the same (and much more simple) argument as in [KO1, §3.2.2]. Thus,
it is sufficient to show that v1,0(C, S,X ; {zj}) = 0 for a suitably fixed extension {zj} of
{yj}. For this purpose, let us fix an extension zj of yj such that zj is a defining function
of Wj ∩ S∞. Let
sjkzk = zj + p
(1)
jk (xj , zj) · wj +O(w2j )
be the expansion in wj and
p
(1)
jk (xj , yj) = q
(1,0)
jk (xj) +O(yj)
be the expansion of p
(1)
jk |Vjk in yj for each j and k. As sjkzk/zj is holomorphic around
Wjk ∩ S∞, we obtain that p(1)jk (xj , zj) can be divided by zj . Therefore we obtain that
v1,0(C, S,X ; {zj}) = [{q(1,0)jk }] ≡ [{0}] = 0. Next we will check the case where (n,m) >
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(1, 0). In this case, as N is non-torsion and n+m−1 > 0, we obtain that H1(C,NS/X|−nC ⊗
N−m+1C/S ) = H
1(C,N−n−m+1) = 0 holds, which proves the assertion. 
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