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ARAKELOV INVARIANTS OF RIEMANN SURFACES
ROBIN DE JONG
Abstract. We derive explicit formulas for the Arakelov-Green function and the Falt-
ings delta-invariant of a Riemann surface. A numerical example illustrates how these
formulas can be used to calculate Arakelov invariants of curves.
1. Introduction
The Arakelov-Green function and Faltings’ delta-invariant are fundamental invariants
attached to Riemann surfaces [3], [8]. However, they are defined in a quite implicit way.
It is therefore natural to ask for explicit formulas for these invariants, and indeed in many
cases such explicit formulas are known. For example, in [8] the case of elliptic curves is
treated in detail, and in [4], [5] we find explicit results dealing with the case of Riemann
surfaces of genus 2. In higher genera there only seem to be some scattered results; for
example, [11] treats a certain family of plane quartic curves, and in [1], [17] the modular
curves X0(N) are studied from the point of view of Arakelov theory. The purpose of
the present note is to give general explicit formulas for the Arakelov-Green function and
the delta-invariant that make it possible to calculate these invariants efficiently. We have
included an explicit numerical example at the end of this note to illustrate the use of our
formulas for computations.
We now describe our results. Let X be a compact and connected Riemann surface of
genus g > 0. We recall from [3] and [8] that X carries a canonical (1,1)-form µ, giving
rise to a Green-function G : X × X → R≥0 and a canonical structure of metrised line
bundle on the holomorphic cotangent bundle Ω1X and the line bundles OX(D) associated
to a divisor D on X . The line bundle O(Θ) on Picg−1(X) admits a metric ‖ · ‖Θ with
‖s‖Θ = ‖ϑ‖, where s is the canonical section of O(Θ) and where ‖ϑ‖ is the function
defined on [8], p. 401.
Our first result deals with the Arakelov-Green function G. It has been observed by
some authors (see the remarks on [14], p. 229) that for a generic point P ∈ X there exists
a constant c = c(P ) depending only on P such that for all Q ∈ X we have G(P,Q)g =
c(P )·‖ϑ‖(gP−Q). Our contribution is that we make the dependence on P of the constant
c(P ) clear. Our formula involves the divisor W of Weierstrass points on X . Recall that
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this is a divisor of degree g3 − g on X , given as the divisor of a Wronskian differential
formed out of a basis of the holomorphic differentials H0(X,Ω1X). For each point P ∈ X ,
the multiplicity of P inW is given by a weight w(P ), that can also be calculated by means
of the classical gap sequence at P .
Let S(X) be the invariant defined by the formula
logS(X) := −
∫
X
log ‖ϑ‖(gP −Q) · µ(P )
for any Q ∈ X . We will see later that the integrand has logarithmic singularities only at
the Weierstrass points of X , which are integrable. Hence the integral is well-defined. Also
we will see later that the integral does not depend on the choice of Q. As an example,
consider the case g = 1 and write X = C/Z+ τZ, with τ in the complex upper half plane.
A calculation (see for example [15], p. 45) shows that in this case
logS(X) = − log((Imτ)1/4|η(τ)|) ,
where η(τ) is the usual Dedekind eta-function given by η(q) := q1/24
∏∞
n=1(1 − q
n), with
q = exp(2πiτ).
The invariant S(X) appears as a normalisation constant in the formula that we propose
for the Arakelov-Green function.
Theorem 1.1. Let P,Q ∈ X with P not a Weierstrass point. Then the formula
G(P,Q)g = S(X)1/g
2
·
‖ϑ‖(gP −Q)∏
W∈W ‖ϑ‖(gP −W )
1/g3
holds. Here the Weierstrass points are counted with their weights.
For P a Weierstrass point, and Q 6= P , both numerator and denominator in the formula
of Theorem 1.1 vanish with order w(P ), the weight of P . The formula remains true
also in this case, provided that we take the leading coefficients of the appropriate power
series expansions about P in both numerator and denominator. Note that apart from
the normalisation term involving S(X), the Arakelov-Green function can be expressed
in terms of certain values of the ‖ϑ‖-function. These values are very easy to calculate
numerically. The (real) 2-dimensional integral involved in computing S(X) is harder to
carry out in general, but it is still not difficult.
Other ways of expressing the Arakelov-Green function in terms of quantities associated
to X and µ have been given, for instance one might use the eigenvalues and eigenfunctions
of the Laplacian (see [8], Section 3), or one might use abelian differentials of the second
and third kind (see [15], Chapter II). There is also a closed formula due to Bost [4]
logG(P,Q) =
1
g!
∫
Θ+P−Q
log ‖ϑ‖ · νg−1 +A(X) ,
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expressing the Arakelov-Green function in terms of an integral over the translated theta
divisor. Here ν is the canonical translation-invariant (1,1)-form on Picg−1(X), and the
quantity A(X) is a certain normalisation constant, perhaps comparable to our S(X).
One of our motives for finding a new explicit formula was the need to have a formula
that makes the efficient calculation of the Arakelov-Green function possible. The other
approaches that we mentioned are perhaps less suitable for this objective. For instance,
the formula given by Bost involves a (real) 2g−2-dimensional integral over a region which
seems not easy to parametrise. Also, for each new pair of points (P,Q) one has to calculate
such an integral again, whereas in our approach one only has to calculate a certain integral
once.
Our second result deals with Faltings’ delta-invariant δ(X). It is the constant appearing
in the following theorem, due to Faltings (cf. [8], p. 402).
Theorem 1.2. (Faltings) There is a constant δ = δ(X) depending only on X such that
the following holds. Let {ω1, . . . , ωg} be an orthonormal basis of H
0(X,Ω1X) provided with
the hermitian inner product (ω, η) 7→ i2
∫
X ω ∧ η. Let P1, . . . , Pg, Q be generic points on
X. Then the formula
‖ϑ‖(P1 + · · ·+ Pg −Q) = exp(−δ(X)/8) ·
‖ detωk(Pl)‖Ar∏
k<lG(Pk, Pl)
·
g∏
k=1
G(Pk, Q)
holds.
The significance of the delta-invariant is that it appears as an archimedean contribution
in the so-called Noether formula [8], [18] for arithmetic surfaces. When viewed as a
function on the moduli space Mg of curves of genus g, the value δ(X) can be seen as the
minus logarithm of the distance of the class of X to the Deligne-Mumford boundary of
Mg. This interpretation is supported by the Noether formula.
Let Φ : X ×X → Picg−1(X) be the map sending (P,Q) to the class of (gP −Q). For a
fixed Q ∈ X , let iQ : X → X ×X be the map sending P to (P,Q), and put φQ := Φ · iQ.
Define the (fractional) line bundle LX by
LX :=
( ⊗
W∈W
φ∗W (O(Θ))
)
⊗(g−1)/g3 ⊗OX
(
Φ∗(O(Θ))|∆X ⊗OX Ω
⊗g
X
)⊗−(g+1)
⊗OX
⊗
(
Ω
⊗g(g+1)/2
X ⊗OX
(
∧gH0(X,Ω1X)⊗C OX)
)∨)⊗2
.
We have then the following theorem.
Theorem 1.3. The line bundle LX is canonically trivial. Let T (X) be the norm of the
canonical trivialising section of LX. Then the formula
exp(δ(X)/4) = S(X)−(g−1)/g
2
· T (X)
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holds.
Despite appearances to the contrary, the invariant T (X) admits a very concrete de-
scription. In Proposition 2.7 below we will see that the computation of T (X) only involves
elementary operations on special values of ‖ϑ‖ and of the ‖J‖-function, a function intro-
duced by Gua`rdia in [10]. These special values are easy to calculate numerically. The
significance of Theorem 1.3 is then that we have reduced the calculation of δ(X) to the cal-
culation of two new invariants S(X) and T (X), the former involving a (real) 2-dimensional
integral over the surface X , the latter being elementary to calculate.
It seems an important problem to relate the invariants S(X) and T (X) to more classical
invariants. In Theorem 2.8 we state a result that does this for T (X) with X a hyperelliptic
Riemann surface.
The plan of this note is as follows. First in Section 2 we give the proofs of Theorems
1.1 and 1.3. The major idea will be to give Arakelov-theoretical versions of classical
results on the divisor of Weierstrass points. In Section 3 we will give some applications of
our results in the Arakelov intersection theory of arithmetic surfaces. We derive a lower
bound for the self-intersection of the relative dualising sheaf, and we give a formula for
the self-intersection of a point. In Section 4 we give a numerical example in the spirit
of [5], calculating the Arakelov invariants of an arithmetic surface associated to a certain
hyperelliptic curve of genus 3 and defined over Q.
Our inspiration to study Weierstrass points in order to obtain results in Arakelov
theory stems from the papers [2], [6] and [14]. Especially the latter paper has been useful.
For example, our formula for the delta-invariant in Theorem 1.3 is closely related to the
formula from Theorem 2.6 of that paper. Our improvement on that formula is perhaps
that we give an explicit splitting of the delta-invariant in a new invariant S(X) involving
an integral, and a new invariant T (X) which is purely ‘classical’. These invariants seem
to be of interest in their own right, cf. also our remarks at the end of Section 2.
2. Proofs
We start by recalling the definitions of the (1,1)-form µ, the Arakelov-Green function
G and the canonical metric on Ω1X . The (1,1)-form µ is given by µ =
i
2g
∑g
k=1 ωk ∧ ωk,
where {ω1, . . . , ωg} is an orthonormal basis of the holomorphic differentials H
0(X,Ω1X)
provided with the hermitian inner product (ω, η) 7→ i2
∫
X ω ∧ η.
The Arakelov-Green function G is the unique function X × X → R≥0 such that the
following three properties hold:
(i) G(P,Q)2 is C∞ on X ×X and G(P,Q) vanishes only at the diagonal ∆X , with
multiplicity 1;
(ii) for all P ∈ X we have ∂Q∂Q logG(P,Q)
2 = 2πiµ(Q) for Q 6= P ;
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(iii) for all P ∈ X we have
∫
X
logG(P,Q)µ(Q) = 0.
These properties imply, by an application of Stokes’ theorem, the symmetry G(P,Q) =
G(Q,P ) of the function G.
The canonical metric ‖ · ‖Ar on the cotangent bundle Ω
1
X is the unique metric that
makes the canonical adjunction isomorphism OX×X(−∆X)|∆X
∼
−→Ω1X an isometry, the
line bundle OX×X(∆X) being given the hermitian metric defined by ‖1∆X‖(P,Q) :=
G(P,Q).
Next let us recall the Wronskian differential that defines the divisor of Weierstrass
points on X . For proofs and more details we refer to [12], pp. 120–128. Let {ψ1, . . . , ψg}
be a basis of H0(X,Ω1X). Let P be a point on X and let z be a local coordinate about
P . Write ψk = fk · dz for k = 1, . . . , g. The Wronskian determinant about P is then the
holomorphic function
Wz(ψ) := det
(
1
(l − 1)!
dl−1fk
dzl−1
)
1≤k,l≤g
.
Let ψ˜ be the g(g + 1)/2-fold holomorphic differential
ψ˜ := Wz(ψ) · (dz)
⊗g(g+1)/2 .
Then ψ˜ is independent of the choice of the local coordinate z, and extends to a non-zero
global section of Ω
g(g+1)/2
X . A change of basis changes the Wronskian differential by a
non-zero scalar factor, so that the divisor of a Wronskian differential ψ˜ on X is unique:
we denote this divisor by W , the divisor of Weierstrass points.
The Wronskian differential leads to a canonical sheaf morphism(
∧gH0(X,Ω1X)⊗C OX
)
−→ Ω
g(g+1)/2
X
given by
ξ1 ∧ . . . ∧ ξg 7→
ξ1 ∧ . . . ∧ ξg
ψ1 ∧ . . . ∧ ψg
· ψ˜ .
This gives a canonical section in Ω
⊗g(g+1)/2
X ⊗OX
(
∧gH0(X,Ω1X)⊗C OX)
)∨
whose divisor
is W .
Proposition 2.1. The canonical isomorphism
Ω
⊗g(g+1)/2
X ⊗OX
(
∧gH0(X,Ω1X)⊗C OX)
)∨ ∼
−→OX(W)
has a constant norm on X.
Proof. This follows since both sides have the same curvature form, and the divisors of the
canonical sections are equal. 
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We shall denote by R(X) the norm of the isomorphism from Proposition 2.1. In more
concrete terms we have
∏
W∈W G(P,W ) = R(X) · ‖ω˜‖Ar(P ) for any P ∈ X , where
{ω1, . . . , ωg} is an orthonormal basis of H
0(X,Ω1X), and where the norm of ω˜ is taken in
the line bundle Ω
⊗g(g+1)/2
X with its canonical metric induced from the canonical metric
on Ω1X . Taking logarithms and integrating against µ(P ) gives, by property (iii) of the
Arakelov-Green function, the formula logR(X) = −
∫
X log ‖ω˜‖Ar(P ) · µ(P ).
Recall from the Introduction the map Φ : X ×X → Picg−1(X) sending (P,Q) to the
class of (gP−Q). A classical result on the divisor of Weierstrass points is that the equality
of divisors
Φ∗(Θ) =W ×X + g ·∆X
holds on X ×X , see for example [9], p. 31. Denote by p1 : X ×X → X the projection on
the first factor. Using Proposition 2.1, the above equality of divisors yields a canonical
isomorphism of line bundles
Φ∗(O(Θ))
∼
−→p∗1
(
Ω
⊗g(g+1)/2
X ⊗
(
∧gH0(X,Ω1X)⊗C OX)
)∨)
⊗OX×X(∆X)
⊗g
on X × X . We will reprove this isomorphism in the next proposition, and show that
its norm is constant on X × X . After Corollary 2.4 to this proposition, the proofs of
Theorems 1.1 and 1.3 are just a few lines.
Proposition 2.2. On X ×X, there exists a canonical isomorphism of line bundles
Φ∗(O(Θ))
∼
−→p∗1
(
Ω
⊗g(g+1)/2
X ⊗
(
∧gH0(X,Ω1X)⊗C OX)
)∨)
⊗OX×X(∆X)
⊗g .
The norm of this isomorphism is everywhere equal to exp(δ(X)/8).
Proof. We are done if we can prove that
exp(δ(X)/8) · ‖ϑ‖(gP −Q) = ‖ω˜‖Ar(P ) ·G(P,Q)
g
for all P,Q ∈ X , where {ω1, . . . , ωg} is an orthonormal basis of H
0(X,Ω1X). But this fol-
lows from the formula in Theorem 1.2, by a computation which is performed in [14], p. 233.
Let P be a point on X , and choose a local coordinate z about P . By definition of the
canonical metric on Ω1X we have then that limQ→P |z(Q)− z(P )|/G(Q,P ) = ‖dz‖Ar(P ).
Letting P1, . . . , Pg approach P in Theorem 1.2 we get
lim
Pl→P
‖ detωk(Pl)‖Ar∏
k<lG(Pk, Pl)
= lim
Pl→P
{
‖ detωk(Pl)‖Ar∏
k<l |z(Pk)− z(Pl)|
·
∏
k<l |z(Pk)− z(Pl)|∏
k<lG(Pk, Pl)
}
=
{
lim
Pl→P
| detωk(Pl)|∏
k<l |z(Pk)− z(Pl)|
}
· ‖dz‖
g+g(g−1)/2
Ar (P )
= |Wz(ω)(P )| · ‖dz‖
g(g+1)/2
Ar (P )
= ‖ω˜‖Ar(P ) .
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The required formula is therefore just a limiting case of Theorem 1.2 where all Pk approach
P . 
Corollary 2.3. The formula S(X) = R(X) · exp(δ(X)/8) holds.
Proof. This follows easily by taking logarithms in the formula
exp(δ(X)/8) · ‖ϑ‖(gP −Q) = ‖ω˜‖Ar(P ) ·G(P,Q)
g
and integrating against µ(P ). Here we use again property (iii) of the Arakelov-Green
function and the formula logR(X) = −
∫
X
log ‖ω˜‖Ar(P )·µ(P ), which was noted above. 
Corollary 2.4. (1) Let Q ∈ X. Then we have a canonical isomorphism
φ∗Q(O(Θ))
∼
−→OX(W + g ·Q)
of constant norm S(X) on X. (2) We have a canonical isomorphism
(Φ∗(O(Θ))|∆X )⊗OX Ω
⊗g
X
∼
−→OX(W)
of constant norm S(X) on X.
Proof. We obtain the isomorphism in (1) by restricting the isomorphism from Proposition
2.2 to a slice X × {Q}, and using Proposition 2.1. Its norm is then equal to R(X) ·
exp(δ(X)/8), which is S(X) by Corollary 2.3. For the isomorphism in (2) we restrict the
isomorphism from Proposition 2.2 to the diagonal, and apply the canonical adjunction
isomorphism OX×X(−∆X)|∆X
∼
−→Ω1X . Again we get norm equal to R(X) · exp(δ(X)/8),
since the adjunction isomorphism is an isometry. 
Note that Corollary 2.4 gives an alternative interpretation to the invariant S(X).
Proof of Theorem 1.1. By taking norms of canonical sections on left and right in the
isomorphism from Corollary 2.4 (1) we obtain
G(P,Q)g ·
∏
W∈W
G(P,W ) = S(X) · ‖ϑ‖(gP −Q)
for any P,Q ∈ X . Now take the (weighted) product over Q ∈ W . This gives∏
W∈W
G(P,W )g
3
= S(X)g
3−g ·
∏
W∈W
‖ϑ‖(gP −W ) .
Plugging this in in the first formula gives
G(P,Q)g · S(X)
g3−g
g3 ·
∏
W∈W
‖ϑ‖(gP −W )1/g
3
= S(X) · ‖ϑ‖(gP −Q) ,
from which the theorem follows. 
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Proof of Theorem 1.3. From Corollary 2.4 (1) we obtain, again by taking the (weighted)
product over Q ∈ W , a canonical isomorphism( ⊗
W∈W
φ∗WO(Θ)
)
∼
−→OX(g
3 · W)
of norm S(X)g
3−g. It follows that we have a canonical isomorphism( ⊗
W∈W
φ∗WO(Θ)
)⊗(g−1)/g3
∼
−→OX((g − 1) · W)
of norm S(X)(g−1)(g
3−g)/g3 . From Corollary 2.4 (2) we obtain a canonical isomorphism(
(Φ∗(O(Θ))|∆X )⊗OX Ω
⊗g
X
)⊗−(g+1) ∼
−→OX(−(g + 1)W)
of norm S(X)−(g+1). Finally from Proposition 2.1 and Corollary 2.3 we have a canonical
isomorphism (
Ω
⊗g(g+1)/2
X ⊗OX
(
∧gH0(X,Ω1X)⊗C OX)
)∨)⊗2 ∼
−→OX(2W)
of norm S(X)2 exp(−δ(X)/4). It follows that indeed the line bundle LX is canonically
trivial, and that its canonical trivialising section has norm
S(X)−(g−1)(g
3−g)/g3 · S(X)g+1 · S(X)−2 · exp(δ(X)/4) = S(X)(g−1)/g
2
· exp(δ(X)/4) .
By definition this is T (X), so the theorem follows. 
It remains to make clear that the invariant T (X) admits an elementary description in
terms of classical functions.
Proposition 2.5. Let P ∈ X not a Weierstrass point and let z be a local coordinate about
P . Define ‖Fz‖(P ) as
‖Fz‖(P ) := lim
Q→P
‖ϑ‖(gP −Q)
|z(P )− z(Q)|g
.
Let {ω1, . . . , ωg} be an orthonormal basis of H
0(X,Ω1X). Then the formula
T (X) = ‖Fz‖(P )
−(g+1) ·
∏
W∈W
‖ϑ‖(gP −W )(g−1)/g
3
· |Wz(ω)(P )|
2
holds.
Proof. Let F be the canonical section of (Φ∗(O(Θ))|∆X ) ⊗ Ω
⊗g
X given by the canonical
isomorphism in Corollary 2.4 (2). For its norm we have ‖F‖ = ‖Fz‖ · ‖dz‖
g
Ar in the local
coordinate z. The canonical section of
⊗
W∈W φ
∗
WO(Θ) has norm
∏
W∈W ‖ϑ‖(gP −W )
at P . Finally, the canonical section of Ω
⊗g(g+1)/2
X ⊗OX
(
∧gH0(X,Ω1X)⊗C OX)
)∨
has
norm ‖ω˜‖Ar = |Wz(ω)| · ‖dz‖
g(g+1)/2
Ar . The proposition follows then from the definition of
T (X). 
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In [10], Gua`rdia introduced a function ‖J‖ on SymgX which involves the first order
partial derivatives of the theta function. We claim that it can be used to give a formula
for T (X) which is especially well-suited for concrete calculations. Let τ ∈ Hg, the Siegel
upper half space of complex symmetric g × g-matrices with positive definite imaginary
part, be a period matrix associated to X . Consider then the analytic jacobian Jac(X) :=
Cg/Zg + τZg . Then for w1, . . . , wg ∈ C
g we put
J(w1, . . . , wg) := det
(
∂ϑ
∂zk
(wl)
)
,
‖J‖(w1, . . . , wg) := (det Imτ)
g+2
4 · exp(−π
∑g
k=1
tyk(Imτ)
−1yk) · |J(w1, . . . , wg)| .
Here yk = Imwk for k = 1, . . . , g. The latter definition depends only on the classes
in Jac(X) of the vectors wk. For a set of g points P1, . . . , Pg on X we let, under the
usual correspondence Picg−1(X) ↔ Jac(X), the divisor
∑g
l=1
l 6=k
Pl correspond to the class
[wk] ∈ Jac(X) of a vector wk ∈ C
g. We then define ‖J‖(P1, . . . , Pg) := ‖J‖(w1, . . . , wg);
one may check that this does not depend on the choice of the period matrix τ at the
beginning. The following theorem is Corollary 2.6 in [10].
Theorem 2.6. Let P1, . . . , Pg, Q be generic points on X. Then the formula
‖ϑ‖(P1 + · · ·+ Pg −Q)
g−1 = exp(δ(X)/8) · ‖J‖(P1, . . . , Pg) ·
∏g
k=1G(Pk, Q)
g−1∏
k<lG(Pk, Pl)
holds.
Proposition 2.7. Let P1, . . . , Pg, Q be generic points on X. Then the formula
T (X) =
(
‖ϑ‖(P1 + · · ·+ Pg −Q)∏g
k=1 ‖ϑ‖(gPk −Q)
1/g
)2g−2
·
·
(∏
k 6=l ‖ϑ‖(gPk − Pl)
1/g
‖J‖(P1, . . . , Pg)2
)
·
∏
W∈W
g∏
k=1
‖ϑ‖(gPk −W )
(g−1)/g4
holds.
Proof. The formula follows from Theorem 2.6, using Theorem 1.1 to eliminate the occur-
ring values of the Arakelov-Green function G, and using Theorem 1.3 to eliminate the
factor exp(δ(X)/8). The factors involving S(X) that are introduced in this way cancel
out. 
For example, if g = 1 and X is given as X = C/Z + τZ with τ in the complex upper
half plane, we obtain
T (X) = (Imτ)−3/2 exp(πImτ/2) · |
∂ϑ
∂z
(
1 + τ
2
; τ)|−2 .
By Jacobi’s derivative formula we have then
T (X) = (2π)−2 · ((Imτ)6|∆(τ)|)−1/4
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where ∆(τ) is the discriminant modular form ∆(q) := η(q)24 = q
∏∞
n=1(1 − q
n)24. It
follows that Faltings’ delta-invariant is given by
δ(X) = − log((Imτ)6|∆(τ)|) − 8 log(2π)
which is well-known, see [8], p. 417.
The formula for T (X) for an elliptic curve X can be generalised to hyperelliptic Rie-
mann surfaces of arbitrary genus. In [13] the following result is proven. For any integer
g ≥ 2, let ϕg be the discriminant modular form on Hg as defined in [16], Section 3. This
is a modular form on Γg(2) := {γ ∈ Sp(2g,Z) : γ ≡ I2g mod 2} of weight 4r, where
r :=
(
2g+1
g+1
)
.
Theorem 2.8. Let X be a hyperelliptic Riemann surface of genus g ≥ 2. Choose an
ordering of the Weierstrass points on X and a canonical symplectic basis of the homology
of X given by this ordering (cf. [19], Chapter IIIa, §5). Let τ ∈ Hg be the period matrix of
X associated to this canonical basis and put ∆g(τ) := 2
−(4g+4)n ·ϕg(τ) where n :=
(
2g
g+1
)
.
Then the formula
T (X) = (2π)−2g · ((Imτ)2r |∆g(τ)|)
− 3g−1
8ng
holds.
The proof of Theorem 2.8 is quite complicated, and unfortunately we do not know how
to generalise the proof to arbitrary Riemann surfaces of genus g. We leave it as an open
question whether in general the invariant T (X) can be naturally expressed in terms of
Siegel modular forms on Hg.
3. Applications to intersection theory
In this section we use Proposition 2.1 to give a formula for the relative dualising sheaf
on a semi-stable arithmetic surface (Proposition 3.2). As consequences we derive a lower
bound for the self-intersection of the relative dualising sheaf (Proposition 3.3) and a
formula for the self-intersection of a point (Proposition 3.6).
Let p : X → B be a semi-stable arithmetic surface over the spectrum B of the ring
of integers in a number field K. We assume that the generic fiber XK is a geometrically
connected, smooth proper curve of genus g > 0. Denote by W the Zariski closure in X of
the divisor of Weierstrass points on XK , and denote by ωX/B the relative dualising sheaf
of p.
The next lemma is an analogue of Lemma 3.3 in [2].
Lemma 3.1. There exists an effective vertical divisor V on X such that we have a canon-
ical isomorphism
ω
⊗g(g+1)/2
X/B ⊗OX
(
p∗(det p∗ωX/B)
)∨ ∼
−→OX (V +W)
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of line bundles on X .
Proof. We have on X a canonical sheaf morphism p∗(det p∗ωX/B) −→ ω
⊗g(g+1)/2
X/B given
locally by
ξ1 ∧ . . . ∧ ξg 7→
ξ1 ∧ . . . ∧ ξg
ψ1 ∧ . . . ∧ ψg
· ψ˜
for a K-basis {ψ1, . . . , ψg} of the differentials on the generic fiber of X . Multiplying by
(p∗(det p∗ωX/B))
∨ we obtain a morphism
OX −→ ω
⊗g(g+1)/2
X/B ⊗OX
(
p∗(det p∗ωX/B)
)∨
.
The image of 1 is a section whose divisor is an effective divisor V +W where V is vertical.
This gives the required isomorphism. 
We will now turn to the Arakelov intersection theory on X . Our references are, once
more, [3] and [8]. For a complex embedding σ : K →֒ C we denote by Fσ the “fiber at
infinity” associated to σ. The corresponding Riemann surface of genus g is denoted by
Xσ.
Proposition 3.2. Let V be the effective vertical divisor from Lemma 3.1. Then we have
1
2
g(g + 1)ωX/B = V +W +
∑
σ:K →֒C
logR(Xσ) · Fσ + p
∗(det p∗ωX/B)
as Arakelov divisors on X . Here the sum runs over the embeddings of K in C.
Proof. Consider the canonical isomorphism from Lemma 3.1. The restriction of this iso-
morphism to Xσ is the isomorphism of Proposition 2.1. In particular it has norm R(Xσ).
The proposition follows. 
We shall deduce two consequences from this proposition. We assume for the moment
that g ≥ 2. We define Rb for a closed point b ∈ B by the equation (2g − 2) · logRb =
(Vb, ωX/B), where the intersection is taken in the sense of Arakelov. The assumption that
p : X → B is semi-stable implies that the quantity logRb is always non-negative.
Proposition 3.3. Assume that g ≥ 2. Then the lower bound
(ωX/B, ωX/B) ≥
8(g − 1)
(2g − 1)(g + 1)
·
(∑
b
logRb +
∑
σ:K →֒C
logR(Xσ) + d̂eg det p∗ωX/B
)
holds. Here the first sum runs over the closed points b ∈ B, and the second sum runs over
the embeddings of K in C.
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Proof. Intersecting the equality from Proposition 3.2 with ωX/B we obtain
1
2
g(g + 1)(ωX/B, ωX/B) =
= (W , ωX/B) + (2g − 2) ·
(∑
b
logRb +
∑
σ:K →֒C
logR(Xσ) + d̂eg det p∗ωX/B
)
.
Now since the generic degree ofW is g3−g we obtain by Theorem 5 of [8] the lower bound
(W , ωX/B) ≥
g3 − g
2g(2g − 2)
(ωX/B, ωX/B) .
Using this in the first equality gives the result. 
One should compare the above lower bound for (ωX/B, ωX/B) with the lower bounds
for (ωX/B, ωX/B) given in [6], Section 3.3. The contributions at infinity logR(Xσ) have
properties similar to the terms Ak,σ occurring in [6]. In particular, the right-hand side of
the inequality in Proposition 3.3 may be negative.
We refer to the author’s thesis for a proof of the following result.
Proposition 3.4. Let Xt be a holomorphic family of compact and connected Riemann
surfaces of genus g ≥ 2 over the punctured disk, degenerating to the union of two Riemann
surfaces of positive genera g1, g2 with two points identified. Suppose that neither of these
two points was a Weierstrass point on each of the two separate Riemann surfaces. Then
the formula
logR(Xt) = −
g1g2
2g
log |t|+O(1) as t→ 0
holds.
In particular, the value logR(Xt) goes to plus infinity under the conditions described
in the theorem. It would be interesting to have a more precise, quantitative version of
Proposition 3.4.
Our second result is a formula for the self-intersection of a point. In the proof of the
next lemma, we make use of the Deligne bracket (see [7]). This is a rule that assigns to a
pair L,M of line bundles on X a line bundle 〈L,M〉 on B such that the following properties
hold: (i) we have canonical isomorphisms 〈L1 ⊗ L2,M〉
∼
−→〈L1,M〉 ⊗ 〈L2,M〉, 〈L,M1 ⊗
M2〉
∼
−→〈L,M1〉 ⊗ 〈L,M2〉 and 〈L,M〉
∼
−→〈M,L〉; (ii) for a section P : B → X we have
a canonical isomorphism 〈OX (P ),M〉
∼
−→P ∗M ; (iii) (adjunction formula) for a section
P : B → X we have a canonical isomorphism 〈P, ωX/B〉
∼
−→〈P, P 〉⊗−1; (iv) (Riemann-
Roch) for a line bundle L on X we have a canonical isomorphism (detRp∗L)
⊗2 ∼−→〈L,L⊗
ω−1
X/B〉 ⊗ (det p∗ω)
⊗2 relating the Deligne bracket to the determinant of cohomology.
Assume that g ≥ 1 again.
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Lemma 3.5. Let P be a section of p, not a Weierstrass point on the generic fiber. Then
we have a canonical isomorphism
P ∗(OX (V +W))
⊗2 ∼−→ (detRp∗OX (gP ))
⊗2
of line bundles on B.
Proof. Applying Riemann-Roch to the line bundle OX (gP ) we obtain a canonical isomor-
phism
(detRp∗OX (gP ))
⊗2 ∼
−→〈OX (gP ), OX (gP )⊗ ω
−1
X/B〉 ⊗ (det p∗ωX/B)
⊗2
of line bundles on B. The line bundle at the right hand side is, by the adjunction formula,
canonically isomorphic to the line bundle 〈P, P 〉⊗g(g+1) ⊗ (det p∗ωX/B)
⊗2. On the other
hand, pulling back the isomorphism from Lemma 3.1 along P and using once more the
adjunction formula gives a canonical isomorphism
〈P, P 〉⊗−g(g+1)/2
∼
−→〈V +W , P 〉 ⊗ det p∗ωX/B .
The lemma follows by a combination of these observations. 
Proposition 3.6. Let P be a section of p, not a Weierstrass point on the generic fiber.
Then − 12g(g + 1)(P, P ) is given by the expression
−
∑
σ:K →֒C
logG(Pσ,Wσ) + log#R
1p∗OX (g · P ) +
∑
σ:K →֒C
logR(Xσ) + d̂eg det p∗ωX/B ,
where σ runs through the complex embeddings of K.
Proof. Intersecting the equality from Proposition 3.2 with P , and using the adjunction
formula (ω, P ) = −(P, P ), we obtain the equality
−
1
2
g(g + 1)(P, P ) = (V +W , P ) +
∑
σ:K →֒C
logR(Xσ) + d̂eg det p∗ωX/B .
It remains therefore to see that (V +W , P )fin = log#R
1p∗OX (g ·P ). For this we consider
the isomorphism in Lemma 3.5. Note that p∗OX (g · P ) is canonically trivialised by the
function 1. This gives a canonical section at the right hand side with norm the square of
#R1p∗OX (g ·P ). Under the isomorphism, it is identified with the canonical section on the
left-hand side, which has norm the square of exp((V +W , P )fin). The required equality
follows. 
We see that minus the self-intersection of a point P is large if P is close to a Weierstrass
point, either in the p-adic or in the complex topology.
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4. A numerical example
In this final section we wish to illustrate the practical significance of our Theorems 1.1
and 1.3 by exhibiting a concrete example dealing with a hyperelliptic curve of genus 3.
The propositions below can be proved by methods similar to those in [5], Section 3.
Let K be a number field, and A its ring of integers. Let F ∈ A[x] be monic of degree
5 with F (0) and F (1) a unit in A. Put R(x) := x(x − 1) + 4F (x). Suppose that the
following holds for R: the discriminant ∆ of R is non-zero; for every prime ℘ of residue
characteristic char(℘) 6= 2 of A we have v℘(∆) = 0 or 1; if char(℘) 6= 2 and v℘(∆) = 1,
then R(mod℘) has a unique multiple root, and its multiplicity is 2.
Proposition 4.1. The equation
CF : y
2 = x(x − 1)R(x)
defines a hyperelliptic curve of genus 3 over K. It extends to a semi-stable arithmetic
surface p : X → B = Spec(A). We have that X has bad reduction at ℘ if and only if
char(℘) 6= 2 and v℘(∆) = 1. In this case, the bad fiber is an irreducible curve with a
single double point. The differentials dx/y, xdx/y, x2dx/y form a basis of the OB-module
p∗ωX/B. The pointsW0,W1 on CF given by x = 0 and x = 1 extend to disjoint σ-invariant
sections of p.
As for the Arakelov invariants of CF , we have the following result.
Proposition 4.2. At a complex embedding σ : K →֒ C, let Ωσ = (Ω1σ|Ω2σ) be a pe-
riod matrix for the Riemann surface corresponding to CF ⊗σ,K C, formed on the basis
dx/y, xdx/y, x2dx/y. Further, let τσ = Ω
−1
1σΩ2σ. Then
d̂eg det p∗ωX/B = −
1
2
∑
σ
log
(
| detΩ1σ|
2(det Imτσ)
)
,
where the sum runs over the complex embeddings of K. Further, the formula
(ωX/B, ωX/B) = 24
∑
σ
logGσ(W0,W1)
holds.
For our example, we choose the polynomial F (x) = x5 + 6x4 + 4x3 − 6x2 − 5x − 1
defined over Q. Then the corresponding R(x) = x(x− 1) + 4F (x) satisfies the conditions
described above. The corresponding hyperelliptic curve (which we will call X from now
on) of genus 3 has bad reduction at the primes p = 37, p = 701 and p = 14717. An
equation is given by
X : y2 = x(x− 1)(4x5 + 24x4 + 16x3 − 23x2 − 21x− 4) .
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We choose an ordering of the Weierstrass points of X . As in [19], Chapter III, §5 we
construct from this a canonical symplectic basis of the homology of (the Riemann surface
corresponding to) X . Using Mathematica, we compute the periods of the differentials
dx/y, xdx/y, x2dx/y. This leads to an explicit value of Ω = (Ω1|Ω2) and the numerical
approximation
d̂eg det p∗ωX/B = −1.280295247656532068...
Using the Riemann vector given by [19], p. 3.82 we can make the identification Pic2(X)↔
C3/Z3 + τZ3 explicit. With Theorem 2.8 we find then the following numerical approxi-
mation to T (X):
logT (X) = −4.44361200473681284...
The values of the theta function that are needed for this computation are approximated by
the defining summation formula, which consists of rapidly decreasing exponential terms.
An elementary a priori calculation shows how much terms we need to compute in order
to approximate a value of the theta function with a prescribed accuracy.
It remains then to calculate the invariant logS(X). Recall the definition
logS(X) := −
∫
X
log ‖ϑ‖(3P −Q) · µ(P ) .
Note that the integrand diverges at infinity, so we would rather want to make use of the
formula
logS(X) = −9
∫
X
log ‖ϑ‖(3P −Q) · µ(Q) +
1
3
·
∑
W∈W
log ‖ϑ‖(3P −W ) ,
valid for any P ∈ X which is not a Weierstrass point. This formula can be easily derived
from Theorem 1.1 by taking logarithms and integrating against µ(Q). The integrand has
now only a (logarithmic) singularity at Q = P . Write x = u+ iv with u, v real. We want
to express µ(Q) in terms of the coordinates u, v. This is done by the following lemma.
Lemma 4.3. Let h be the 3× 3-matrix given by
h =
(
Ω1(Imτ)
tΩ1
)−1
.
Then we can write
µ =
(
h11 + 2h12u+ 2h13(u
2 − v2) + h22(u
2 + v2) + 2h23u(u
2 + v2) + h33(u
2 + v2)2
)
·
dudv
3|f |
in the coordinates u, v.
Proof. Let ωk = x
k−1dx/y for k = 1, 2, 3. By Riemann’s bilinear relations, the fundamen-
tal (1,1)-form µ is given by µ = i6
∑3
k,l=1 hkl · ωk ∧ ωl. Expanding this expression gives
the result, where we note that the matrix h is real symmetric, since our defining equation
for X is defined over the reals. 
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We can now effectuate the required integral, choosing an arbitrary point P and taking
care of the singularity of the integrand at this point P . We find the approximation
logS(X) = 17.57...
In order to check this result, we have taken several choices for P . By Theorem 1.3 we
have
δ(X) = −33.40...
and using Theorem 1.1 we can approximate, by taking Q = W1 and letting P approach
W0,
G(W0,W1) = 2.33...
By Proposition 4.2 we finally find
(ωX/B, ωX/B) = 20.32...
The running times of the computations were negligible, except for the computation of the
integral involved in logS(X), which took about 7 hours on the author’s laptop.
Acknowledgments. The author wishes to thank his thesis advisor Gerard van der Geer
for his encouragement and helpful remarks.
References
[1] A. Abbes, E. Ullmo, Auto-intersection du dualisant relatif des courbes modulaires X0(N), J. reine
angew. Math. 484 (1997), 1–70.
[2] S. Y. Arakelov, Families of algebraic curves with fixed degeneracies, Izv. Akad. Nauk. 35 (1971),
1269–1293 (cf. Math. USSR Izvestija 5 (1971), 1277–1302).
[3] S. Y. Arakelov, An intersection theory for divisors on an arithmetic surface, Izv. Akad. Nauk. 38
(1974), 1179–1192 (cf. Math. USSR Izvestija 8 (1974), 1167–1180).
[4] J.-B. Bost, Fonctions de Green-Arakelov, fonctions theˆta et courbes de genre 2, C.R. Acad. Sci. Paris
Ser. I 305 (1987), 643–646.
[5] J.-B. Bost, J.-F. Mestre, L. Moret-Bailly, Sur le calcul explicite des “classes de Chern” des surfaces
arithme´tiques de genre 2. In: Se´minaire sur les pinceaux de courbes elliptiques, Aste´risque 183
(1990), 69–105.
[6] J.-F. Burnol, Weierstrass points on arithmetic surfaces, Invent. Math. 107 (1992), 421–432.
[7] P. Deligne, Le de´terminant de la cohomologie. In: Contemporary Mathematics vol. 67, American
Mathematical Society (1987), 93–177.
[8] G. Faltings, Calculus on arithmetic surfaces, Ann. of Math. 119 (1984), 387–424.
[9] J.D. Fay, Theta functions on Riemann surfaces. Lect. Notes in Math. vol. 352, Springer-Verlag 1973.
[10] J. Gua`rdia, Analytic invariants in Arakelov theory for curves, C.R. Acad. Sci. Paris Ser. I 329
(1999), 41–46.
[11] J. Gua`rdia, A family of arithmetic surfaces of genus 3, Pacific Jnl. Math. 212 (2003), 1, 71–91.
[12] R.C. Gunning, Lectures on Riemann surfaces. Princeton Mathematical Notes vol. 2, Princeton Uni-
versity Press 1966.
ARAKELOV INVARIANTS OF RIEMANN SURFACES 17
[13] R. de Jong, Faltings’ delta-invariant of a hyperelliptic Riemann surface. Submitted to the Proceed-
ings of the Texel Conference “The analogy between number fields and function fields”, April 2004.
[14] J. Jorgenson, Asymptotic behavior of Faltings’s delta function, Duke Math. J. 61 (1990), 1, 303–328.
[15] S. Lang, Introduction to Arakelov theory. Springer-Verlag 1988.
[16] P. Lockhart, On the discriminant of a hyperelliptic curve, Trans. Amer. Math. Soc. 342 (1994), 2,
729–752.
[17] P. Michel, E. Ullmo, Points de petite hauteur sur les courbes modulaires X0(N), Inv. Math. 131
(1998), 3, 645–674.
[18] L. Moret-Bailly, La formule de Noether pour les surfaces arithme´tiques, Inv. Math. 98 (1989), 491–
498.
[19] D. Mumford, Tata Lectures on Theta I,II. Progress in Mathematics vol. 28, 43, Birkha¨user Verlag
1984.
University of Amsterdam, The Netherlands
E-mail address: rdejong@science.uva.nl
