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space, which is usually based on a bag-of-words (BOW) model. Both approaches conform to the hypothesis that similar texts should have many words in common, but ignore the semantics of texts [4] . For instance, although the two sentences, "Obama invites the champion team to the White House" and "The 44th President has dinner with the winning players in his home", have no word in common, they convey almost the same semantic information.
Recently, a number of efforts have been made to learn a text representation based on semantic information. Mikolov et al. [5] proposed the word2vec model, which is based on a distributional hypothesis and implemented by neural network language models. Le and Mikolov [6] proposed the paragraph vector models, which incorporate paragraph matrix information to the input layer of continuous bagof-words (CBOW) and Skip-gram models. A widely adopted semantic model is to build a text vector by simply averaging all word embeddings in this text. A word embedding is a mapping from words to vectors of real numbers, whose relative similarities correlate with semantic similarity [7] . Topic models are also an effective semantic similarity methods for text learning [8] . Topic models, such as probabilistic latent semantic analysis [9] , latent Dirichlet allocation (LDA) [10] , and Gaussian LDA [11] , [12] , aim to capture the distribution of topics in the text. LDA groups similar words into similar topics and represents documents over these topics. The underlying idea behind LDA as a probabilistic language modeling method is that a topic is a distribution of words and a text is a distribution of topics. LDA assumes the distribution of topics in texts and words in topics both follow Dirichlet distributions. By contrast, Gaussian LDA assumes words in topics follow Gaussian distributions. However, these methods fail to measure the topic diversity of words and texts clearly. Although Liu et al. [7] proposed topical word embedding (TWE), in which each word has different embeddings in different topics, it only considers the topic diversity of words.
In the area of deep learning, the combination of the pretrained word embedding and neural networks has also attracted much attention in recent years. Examples are recursive neural networks (RecursiveNNs) [13] , [14] , recurrent neural networks (RecurrentNN) [15] , [16] , and convolutional neural networks (CNNs) [17] . However, these neural network methods have some limitations. For example, a RecursiveNN discovers the semantics of a text by constructing a textual tree (e.g., RNTN [18] ), which has at least a computational complexity of at least O(n 2 ), where n denotes the length of the text). Moreover, the performance of a RecursiveNN also heavily depends on the structure of the textual tree, and it (1) Given a specific text, a GMM is used to represent text as a probability distribution p(w|text t , θ t ). (2) Each text probability distribution is mapped as a point on a statistical manifold. (3) Following the framework of statistical manifolds, probability distributions are mapped into a parameter model space. (4) Learning text distance and applying it to distance-based classifiers to classify texts.
is hard to use the tree structure to measure the difference between texts [15] . RecurrentNNs and CNNs both regard text as a sequence of words. A RecurrentNN is a biased model and suffers from the vanishing gradient problem, which means that later words have greater impact than earlier ones. However, in practice, the key information may be distributed anywhere in a text rather than at the end. CNNs use a convolutional kernel, such as a sliding window with a pooling layer, to tackle the bias problem. However, there is a tension between the performance and computational time: if a relatively small size of the sliding window is selected, the training will be accelerated but some critical information of a text may be missed, which is not good for the effective representation of a text, whereas a large sliding window size will enlarge the parametric space, which dramatically increases the training time.
Motivated by recent work, this paper presents a novel and efficient text learning framework to avoid the aforementioned issues. Our method aims to provide an effective text representation based on word embedding and then learns a text distance measurement in the framework of a statistical manifold. The learning process of our framework is illustrated in Fig. 1 . First, word2vec [5] is employed to learn word vectors. Given the assumption that word vectors with the same topic follow a Gaussian distribution, then a Gaussian mixture model (GMM) is used to describe the distributions of all words, in which each Gaussian represents a potential topic. In our method, a GMM can represent a text with different topics. This model not only preserves the semantic information from word embedding but also builds a novel text representation from the perspective of text generation (i.e., the text is generated by several topics) [10] . Second, following the framework of the statistical manifold, each probability distribution can be viewed as a point on the statistical manifold. Based on information geometry [19] , the distance between probability distributions is mapped into a metric in the parametric space of a statistical manifold, which can be applied to classify texts.
The main contributions of this paper are summarized as follows.
1) We present a novel text learning framework. In this framework, a text is represented as a mixture of topics, i.e., a Gaussian mixture model, which can effectively preserve the diversity of topic distribution. 2) By combining word embedding and topic models, our method can achieve better performance for text representation and categorization, and topic coherence in comparison with other state-of-the-art text learning methods. 3) From different measure theories, we discuss and analyze distance metrics between the probability distributions. To effectively quantify the distance between texts, we propose an efficient strategy based on the statistical manifold that produces a similar distance metric to that defined in functional space, confirming the validity of our method. The rest of this paper is organized as follows. Section II introduces the basic idea of word2vec and statistical manifold learning. Section III presents the proposed method in detail, including the text representation based on the GMM and distance metric learning in a statistical manifold. Section IV presents the experimental results and analysis. Finally, a conclusion is drawn in Section V.
II. BACKGROUND

A. Word2vec
Word2vec 1 learns distributed word representations by using neural network language models. The basic idea of word2vec is the distributional hypothesis [20] , which states that words from the same context will have similar word representations. It constructs a log-linear classification network by a simple strategy for mapping words to real-number vectors [21] . Two models are proposed in word2vec: the CBOW model [5] and the Skip-gram model. The CBOW model is designed to predict the target word by context words, while the Skip-gram model is designed to predict context words from the target word.
For example, the CBOW model predicts each target word by context words in a sliding window. Given a target word w t , the sliding window is a sequence W t = {w t − j , w t − j +1 , . . . , w t , w t +1 , . . . , w t + j }. The objective of CBOW is to maximize the log-likelihood probability 
where v w t and v w t denote the "input" and "output" vector representations of the word w t . Word embeddings trained by word2vec also have linguistic regularity [22] . The assumption is that words belonging to the same topic have similar word vectors and this is also the basic idea of text representation in our proposed method.
B. Manifold Learning
Manifold learning assumes that low-dimensional data are often embedded in a high-dimensional space [23] . The main goal of manifold learning is to recover the data's lowdimensional manifold structure. Because of this, manifold learning has been widely used to reduce dimensionality for nonlinear structure data [24] [25] [26] [27] [28] [29] [30] .
Theoretically, a Riemannian manifold (M, g) is a differentiable manifold M equipped with Riemannian metric g. At each point p ∈ M, g p is a positive-definite quadratic form on the tangent space of each point p. Thus, we obtain the definition of length, area, or volume on a Riemannian manifold. For example, if C : [a, b] → M is a continuously differentiable curve in the Riemannian manifold M, and the parameterized equation is C(t), then the curve's length is defined as
where (dx i /dt) is the i th component of a tangent vector at point x = (x (1) , . . . , x (D) ). Moreover, with this definition of length, the distance between two points x, y on M is defined as
where C is the set of continuously differentiable curves that join x and y. Equation (4) defines the distance between two points as the length of the shortest curve on the manifold. If the probability distributions associated with the points of a Riemannian manifold are replaced with the statistical models, then a statistical manifold will be formed.
III. TEXT REPRESENTATION LEARNING WITH STATISTICAL MANIFOLDS
In this section, our method will be introduced in three parts. First, a GMM is used to represent text as a probability distribution. Then, we discuss and analyze the distance metric between the probability distributions, and then propose to measure text distance under the statistical manifold learning framework. Our approach is illustrated in Fig. 1 .
A. Text Representation Based on Gaussian Mixture Model
Word2vec can learn word vectors for words from a large corpus by using the CBOW or the Skip-gram. Our method improves on such word embeddings to a text representation. It is based on the view that text is generated from a combination of topics. This idea is inspired by topic models [9] , [10] .
First, each word is considered as a point in word space, and it distributes in the word space according to its potential topics. For example, "Illinois" and "Chicago," "stock" and "tax," are close in word space due to containing the same topic, which means that the words in the same topic have similar word vectors and might be relatively close in word space. Therefore, we assume that word vectors in the same topic follow a Gaussian distribution. Building on this assumption, a GMM is used to describe the distribution of all words. Given all word vectors V = {w 1 , . . . , w N }, the mixture density is
where π i is the weight coefficient of each component and K is the number of topics. In our method, each component represents a potential topic but it is not required to know which topic each component expresses. N (w|μ i , i ) is a Gaussian distribution with mean μ i and variance matrix i . The i th topic is the most probable topic that word w belongs to, when
is maximum among all Gaussian components. It can be used to label each word by its most likely topic. In our method, each word plays a different role in different topics, preserving the topic diversity from words and texts. The probability that the word w belongs to the i th topic is
We estimate the parameters μ i , i , and π i of the GMM using the expectation-maximization (EM) algorithm. The estimation process is presented as follows [31] .
1) Initialize the weight coefficients π i , means μ i , and
Step: Use current parameter values, evaluate the responsibilities γ j i that the i th Gaussian component takes for representing the j th word vector w j
3) M-Step: Reestimate the parameters using the current responsibilities
4) Evaluate the log likelihood with respect to the parameters
Check for convergence of the parameter π i . If the convergence criterion is not satisfied, repeat steps (2) and (3). Furthermore, a text can be viewed as a subspace of word space: words in a text are a recombination of all words according to the topics. Therefore, for a specific text text t in the text set T = {text 1 , . . . , text n }, it can be represented as
where θ t is a weight coefficient vector that reflects the proportion of different topics in the text. It can be observed that each Gaussian component is the same as (5), although the weight coefficient has changed due to the recombination of words. Each coefficient reflects the proportion of the corresponding component (or potential topic) in the text. According to (6) , the contribution from word w to topic i is p(topic i |w). Thus, the weight of topic i in the text is
To ensure the condition
For example, if we use (8) to represent a paper about machine learning, the weight coefficient of the topic "biology" may be very close to zero, while the topic "clustering" may have a larger weight coefficient.
As stated earlier, we use GMM as a probability density function to provide a representation of a text, which considers semantic information and the diversity of topic distribution between words. We now discuss how distances between GMMs can be obtained.
B. Distance Metric Between Probability Distributions From Different Measure Theories
In Section III-A, each topic is represented as a Gaussian distribution, and thus texts are represented as probability distributions, i.e., GMMs with the same Gaussian components. In order to classify texts effectively, a distance metric is needed to measure the distance between texts, i.e., how much they differ. In this section, we will discuss and analyze how to measure the distance between text probability distributions under different measure theories.
1) Jensen-Shannon Divergence: In probability and information theories, the Jensen-Shannon (JS) divergence [32] provides a similarity of probability distributions. It is based on the Kullback-Leibler (KL) divergence [33] and provides a symmetric and smooth version of KL divergence. Given two text probability distributions P and Q of a continuous random variable x, the JS divergence between P and Q is defined as
where M = (1/2)(P + Q), and D K L (P Q) denotes the KL divergence between P and Q. For two Gaussian distributions, the KL divergence has a closed-formed expression. However, the KL divergence has no analytical solution for Gaussian mixture models. Although some techniques have been introduced to solve this problem, such as Monte Carlo sampling, unscented transformation [34] , variational approximation, and so on, these methods will be unstable with relatively larger error when the dimension of the random variable x or the number of the Gaussian components in GMMs is large [35] . Thus, they are not suitable for measuring the distance between texts from the theoretical perspective.
2) Hellinger Distance: In probability and statistics, the Hellinger distance is used to quantify the similarity between two probability distributions. The squared Hellinger distance between the probability distributions P and Q is defined as
In our method,
) denote the densities of text probability distributions, making the Hellinger distance between texts hard to directly calculate from the theoretical perspective.
3) Wasserstein Distance: Unlike the KL divergence, the Wasserstein metric not only measures the change of probability distribution but also incorporates the underlying geometry between them. Given two probability distributions P and Q, the 2-Wasserstein distance is defined as (12) where x and y are the random variables of P and Q and P xy denotes their joint distribution. The Wasserstein metric is the minimum cost of moving the random variable from probability distribution P to Q, which describes the changing of weights in GMMs. However, Wasserstein metric is computationally expensive to calculate for high-dimensional random variables.
4) L p Space Distance in Functional Space:
In functional analysis, L p space is often defined as a functional space. It provides the p-norm distance between two functions f 1 (x) and f 2 (x). Let p = 1, then the 1-norm distance is given by
which gives the same form with the 1-norm of the difference of weight coefficient vectors. The 2-norm distance is more often used since it is more smooth. Let p = 2, the 2-norm distance between f 1 (x) and f 2 (x) in functional space is
where 2 can preserve the diversity or similarity among different Gaussian components. In (14) , M can be regarded as a correlation information matrix of different Gaussian distributions. However, calculation of matrix M and text distance in (14) 
and O(K 2 d 2 ) computational complexity, respectively, which will dramatically increase the running time for a large topic number K or a high word vector dimension d.
C. Text Distance Metrics With Statistical Manifold Learning
In our method, texts are represented as Gaussian mixture models, and the space composed of these GMMs can be viewed as a statistical manifold. A statistical manifold is a special case of a Riemannian manifold, whose elements are probability distributions. As stated in Section II, (3) and (4) provide the distance metric between two points on a Riemannian manifold. However, on a statistical manifold, each point is a probability distribution, which means that the distance between probability distributions cannot be directly measured by using (3) and (4).
In statistical manifold learning, probability distributions are usually mapped into a parameter space [37] . Considering S as a family of probability distributions, and S = {p(x|λ)|λ = [λ (1) , λ (2) , . . . , λ (n) ]}, in which λ is called a parametric space and S is called a parametric model. In this paper, texts are represented as probability models (i.e., GMMs with same Gaussian components). Therefore, a GMM can be seen as a family of probability distributions that distributes on a statistical manifold. When mapping the text probability distribution to a parametric model, the parametric model can be defined as the coordinates of the statistical manifold. In (8), the GMM can be defined as a function in functional space, each Gaussian component N (w|μ i , i ) can be viewed as a base function of the function space and the parameters θ denote the coordinates on a Riemannian manifold. Therefore, the statistical manifold of the GMM is parameterized by θ = [θ 1 , . . . , θ K ]. The parametric model is S = {p(w|text, θ)}. According to information geometry, Riemannian geometry can be used to learn underlying information from a statistical model [19] . Therefore, the parametric model can be embedded in a Riemannian manifold.
It should be noted that the space of a parametric model is a continuous and differentiable manifold. Moreover, according to the properties of a Gaussian mixture model, θ 1 + . . . , θ K = 1. Hence, the shape of the parametric manifold is a hyperplane of dimension K − 1. It is shown on the right of Fig. 1 . Therefore, the geodesic curve in a hyperplane is a straight line, and the shortest curve that joins two points α and β in the manifold is
Thus, according to (3), the distance between α and β is
where the Riemannian metric g i j measures the correlation between different dimensions and G = (g i j ) K ×K is similar to M in (14) . The Fisher information metric, which provides the similarity measurement, can be used to define the metric on the Riemannian manifold. It can be computed as [37] 
where the expectation defines the similarity or overlap between topics i and j on the Riemannian manifold. From (17), we note that it is hard to directly calculate the closed-form expression for g i j . In our method, we can sample according to the text probability distribution p(x|θ), then calculate the approximated values for g i j . Asymptotically, however, the Fisher information metric is immaterial, and it may be ignored in practice [38] , [39] . Often, the Kronecker delta function is used as a replacement, i.e., G = I [39] 
Thus, substituting g i j in (16) with (18), the distance between α and β becomes
Equations (16) and (19) provide the distance metric between two texts with different measurements. It is worth pointing out that if we use m i j to replace the value of g i j , the distance between α and β becomes
Equations (14) and (20) give the same results under different theoretical approaches. In fact, (16) or (20) can preserve more diversity or similarity information among different topics than (19) . However, if the dimension of word vectors and the number of the Gaussian components are large, the calculation of matrix M or G will be very difficult and time-consuming. Thus, we use (19) to calculate the text distance in the experiments. The intuitive explanation is that a larger number of topics enable the topics to be fully separated and independent, and the overlaps between different topics are fewer, which means that each topic may have a more equal weight.
In our representation of text, the semantic information from word embeddings is preserved in each Gaussian component. Moreover, the proportion of different topics in the text can be expressed by the weight coefficient vector θ t . The algorithm of latent topic text representation (LTTR) is summarized in Algorithm 1. First of all, the parameters of the GMM are estimated by the EM algorithm, then the word label list is constructed by the GMM. For each text, we initialize the parametric model θ t as a zero vector and then calculate the weight coefficient vector θ t by using (9) . After that, θ t is standardized to ensure the condition θ (1) t +θ (2) t +· · ·+θ
Finally, the distance between texts is calculated using (19) . The most time-consuming part of the proposed method is to construct all word label lists using a Gaussian mixture model. After that, the computation complexity of the text representation is O(W ), in which W is the total number of words in the text.
In this paper, we propose a novel and efficient text learning framework, which aims to provide an effective text representation and text measurement with latent topics. Therefore, there are two learning objectives in our method. One is to develop an efficient text representation model that can preserve the semantic information of texts and the diversity of topic distributions. The other is to effectively measure the distance between text probability distributions that can be directly applied for text categorization. The learning process of our framework is illustrated in Fig. 1 . At the text representation stage, the parameters to be learned include π i , μ i , and i in the Gaussian mixture model, and the weights θ t that reflect the proportions of the topic in a specific text, text t . The parameters π i , μ i , and i are estimated by using EM algorithm to maximize the log-likelihood function with respect to them in (7) (i.e., the objective function), and θ t is calculated by (8) . In our method, word vectors belonging to the same topic are assumed to follow a Gaussian distribution, then texts are represented as probability distributions, i.e., Gaussian mixture models. Therefore, in the text distance measurement stage, the learning objective is how to effectively quantify the distance between text probability distributions. The measure of distance between probability distributions remains an open question. In Section III-B, we have discussed and analyzed the distance measure between the text probability distributions from different measure theories. In Section III-C, we introduce the statistical manifold, then convert the measurement of text probability distributions on the statistical manifold to the parametric space. Therefore, the distance between the text probability distributions is calculated, which can be directly applied to the distance-based classifiers to perform text categorization.
IV. EXPERIMENTS
A. Experimental Data Sets
In this paper, the data sets in the experiments are chosen from three news corpora. Each data set contains news of different classes.
1) BBC News 2 :
The BBC data set is built on BBC News, provided as benchmarks for machine learning research. The data set consists of 2285 documents from the BBC news website corresponding to stories in five topical areas. The information is shown in Table I . Table III .
B. Experimental Settings and Word Embedding Training
In our method, the CBOW model is used to train word embeddings. According to the analysis in [40] , in order to reduce the calculation time and keep the high-level expression of word vectors, we analyze the parametric sensitivity with the dimensionality of vector and the size of the sliding window. In training, a hierarchical softmax strategy is adopted to speed it up. A word vector list is trained with the Wikipedia corpus, which contains millions of words and sentences. This corpus is also used in other methods which needs a corpus 3 http://ana.cachopo.org/datasets-for-single-label-text-categorization. Table IV presents the accuracy of LTTR with k-Nearest Neighbor (k-NN) on the test documents of Reuters by using two kinds of word2vec models (i.e., CBOW and Skipgram) with different vector lengths and window sizes.
In Table IV , the third and fourth columns denote the accuracies of adopting the CBOW model and Skip-gram model, respectively. The results on the parametric sensitivity of word2vec models shown in the table provide an empirical basis for choosing the parameter of our experiments. For example, we notice that when word vector length = 150 and window size = 5, LTTR using the word vectors trained by CBOW model achieve the best performance. For convenience, this setting is used for the subsequent experiments. Better performance could be achieved by evaluating possible parameter settings with more finely grained chosen values, which would of course require further training time.
In the experiments, stop words are removed from experimental data sets to avoid the influence of irrelevant words. As stated in Section III-A, a GMM is used to describe the distribution of all words. The number of Gaussian components in GMMs (i.e., the number of topics K ) is chosen to optimize the experimental results, and the details of the sensitivity analysis of the parameter K are presented in Section IV-C.
C. Results and Analysis of Text Classification 1) Comparison With Related Work:
We evaluate our method for text classification tasks by using the k-NN and SVM classifiers. The distance between texts is defined as (19) in Section III-C, which can be used for k-NN and SVM to classify text. In the following, we compare our method with other text learning methods.
1) TF-IDF [2] : This method is a modified BOW model. The element of the vector is the document frequency of the corresponding word. 2) Topical Word Embedding [7] : TWE allows each word to have different embeddings under different topics by utilizing latent topic model. The text embeddings generated by word embeddings are used as text features. 3) word2vec: In this paper, we use the average vector of all the words in a text to represent a text. 
4) Distributed Memory Model of Paragraph Vectors [6]:
Distributed Memory Model of Paragraph Vectors (PV-DM) incorporates paragraph matrix information to the input layer of CBOW. In this model, every paragraph is mapped to a unique vector, and every word is also mapped to a unique vector. The paragraph acts as a memory that remembers what is missing from the current context or the topic of the paragraph. 5) LDA [10] : LDA is a method which belongs to topic model methods [41] . It assumes that each text is a mixture of topics and each word has a topic label. In this method, the text is compressed into a vector. Each component of the vector is the probability of topics included in the text. Therefore, the topic information is used as text features for LDA. 6) Gaussian LDA [11] : This model is developed based on the framework of LDA, which replaces the parameterizations of topics in LDA as the multivariate Gaussian distributions on the embedding space. This model can infer different topics relative to standard LDA. 7) CNNs: A CNN is a deep learning model which can capture the semantics of the text through convolution layers. The experimental results of the proposed method and other state-of-the-art methods on text classification tasks are presented in Table V . The results are classification accuracy of each method with different classifiers on the test sets, and the best performance on each data set is highlighted. From Table V , we observe that PV-DM obtains comparable performance with word2vec, and Gaussian LDA achieves slightly better performance than LDA, but they are still inferior to our method. Although CNN obtains comparable performance with our method, CNN, as a deep learning method, has a limitation that it is expensive to tune parameters, as discussed in Section I. In LTTR, we assume that words on the same topic follow a Gaussian distribution, and then texts are represented as a Gaussian mixture model, whose parameters are learned with the help of the EM algorithm. The complexity of text modeling is O(W ), and the complexity for calculating the text distance is O(K 2 ), where W is the number of words in the text, and K is the number of topics. Therefore, while the CNN achieves comparable accuracy, the proposed LTTR is more efficient. Therefore, the results show the effectiveness of the proposed method on text classification tasks in comparison with other methods.
We note that the difference in accuracy of LTTR with various classifiers (i.e., K-NN and SVM) for solving different data sets. The main reason, causing the difference in accuracy of LTTR with K-NN and SVM, is the parameter settings of word2vec. In LTTR, word2vec is first employed to learn the word vectors from the Wikipedia corpus. In order to reduce the calculation time and keep the high-level expression of word vectors, the parameters of word2vec are determined by analyzing the parametric sensitivity according to the accuracy of LTTR with K-NN on Reuters in Table IV . As a result, LTTR with K-NN is definitely biased toward achieving higher accuracy on Reuters due to more suitable parameter settings. Another possible reason is the distribution of data sets. For the balanced text data, like BBC news, SVM can easily find an optimal decision hyperplane and produces a higher accuracy than K-NN [42] . However, it might be difficult for an SVM to find the optimal hyperplane on multiclass imbalanced text data, like Reuters and 20 newsgroups. In fact, this problem is a worth-studying direction in the future.
From Tables II-III , we know that the Reuters R8 and 20 newsgroup data sets are unbalanced. In order to better evaluate the effectiveness of our method for text classification, two common evaluation metrics, the precision and recall rates, are adopted. The precision and recall rates of different methods on each data set are analyzed. As typical models, LDA and word2vec are selected to compare with our method. The word vector length is set to 150 in word2vec and the number of topics is set to 300 in LDA and LTTR. The results are shown in Figs. 2-4 . From Table I , we know the BBC news is a balanced data set. In Fig. 2 , we observe that our method obtains promising performance in terms of recall and Table II , we know that the size of text that belongs to "gain" is few, and the text length is shorter. Fig. 3 shows that our method is not better than word2vec in recall rate on the class "gain." The results may demonstrate that the words play a more important role than the topic in short text classification. In Fig. 4 , we note that the recall rate of class "society" is high but the precision is pretty low for all methods, which demonstrates that class "society" overlaps with other classes. The classifiers might categorize text belonging to other classes into the class "society."
We also analyze the parametric sensitivity of K on each data set. The result is shown in Fig. 5 . It can be observed that changing the parameter K in the GMMs has little effect on the performance of LTTR. In view of Table IV and Fig. 5 , it also shows the stability and robustness of our proposed method with respect to the number of topics K .
D. Experimental Results and Analysis for Text Representation and Diversity Preservation of Topic Distribution
To evaluate the ability to describe the word vector distribution while using GMM, we select some representative topics for visualization. The results are shown in Table VI . Each column represents a topic, 15 words with a higher probability density in each topic or Gaussian distribution are presented. It can be observed that the matching of words and topics is good in our method.
In our method, the diversity of topic distributions is also considered. Four words {class, power, doctor, right} are selected as targets, and they all may belong to at least two possible topics.
The probability that word w belongs to the i th topic is calculated by (6) , and then the topics with a higher probability are selected. The results are given in Table VII , which shows the diversity of topic distributions is effectively preserved from words. For example, the word "doctor" belongs to two topics which have a higher probability than that of others. We list some words which have a higher probability density in the selected topic from Table VI . It shows that the most probable topic that word "doctor" belongs to is medical science, the second is an academic degree.
In addition, principal component analysis (PCA) has been used to visualize the text representation. To give an example, we choose the BBC news as an observation data for visualization. Figs. 6 and 7 display the visualization of three classes {business, politics, sport} of the BBC news in LTTR and word2vec, respectively. The dimensionality of the parametric model and the text vector both are reduced to three for visualization. It can be observed that points in Fig. 6 are more easily classified than those in Fig. 7 , which demonstrates the effectiveness of our method of text representation.
As stated in Section III. The assumption of our method is that words from the same topic follow a Gaussian distribution. To show the ability of GMM for describing the distribution of words, several words from six topics {economy, internet, language, social, sports, science} in Table VI are selected. The PCA is also used for visualization. Fig. 8 shows the distributions of words from different topics. The dimension of word vector has been reduced to two by PCA. It can be observed that these six topics are clearly separated. The word marked as "linguistics" is most likely to belong to the "science" topic, but it also appears in texts with topic "language." So this word is located in both topics. This example validates the effectiveness of using a GMM to extract the topic diversity from words or texts.
E. Results for Topic Coherence
In order to quantitatively analyze the quality of the topicword learned by our method, the normalized pointwise mutual information (PMI) [43] of topic words is used to measure the semantic coherence (topic coherence) of topic words. The co-occurrence statistics of topic words are extracted from Wikipedia, and then the normalized PMI score of a topic is computed by averaging the scores of the top 10 words of this topic on the 20 newsgroup data set. A higher normalized PMI score means a more semantically coherent topic [40] . The top 10 words and the normalized PMI score of some topics from LDA and our method are given in Table VIII . The words in our method are ranked based on their probability density in each topic or Gaussian distribution. From Table VIII , we observe that our method is able to effectively capture the intuitive topics, and achieves higher normalized PMI scores than LDA. Moreover, we notice that LDA is not able to fully identify the "politics" topic whereas our method can effectively capture, which demonstrates the topic coherence superiority of our method in comparison with LDA model.
V. CONCLUSION
In this paper, we propose a novel and efficient model to represent text and measure the distance between text representations by using a statistical manifold. Based on the distributional semantics hypothesis, we assume that words in the same topic follow a Gaussian distribution. Then, we utilize a GMM to describe the distribution of all word vectors. The text representation is constructed from the perspective of text generation: text is generated from different topics. Hence, the word space in a text is a subspace of all words. A modified GMM is used to represent texts according to their topics. The weight coefficient is recalculated by the probability that the word belongs to each topic. As discussed in Section III, the computation complexity of giving a text representation is linearly related to the size of the text after constructing words label list.
After a discussion and analysis of distance metric between probability distributions, we chose a distance metric using statistical manifold learning. In a statistical manifold, each probability distribution that represents the text becomes a point on the manifold. In this perspective, metrics between probability distributions are defined from information geometry. This method can give the similarity result with a 2-norm distance defined in functional space. To demonstrate the effectiveness of our method, several state-of-the-art methods were used to compare with LTTR. The experimental results demonstrate the superiority of LTTR in terms of text representation and categorization. To illustrate the result of LTTR, the PCA has been used to visualize the distribution of text representations. To quantitatively analyze the topic coherence of LTTR, the normalized PMI has been employed to measure the semantic coherence of topic words.
Thus, our method solves practical problems in text representation and categorization. As future work, we will plan to provide more theoretical analysis and perform further experimental studies to demonstrate the effectiveness of our method. We also plan to extend our method to deal with semisupervised text categorization problems. Instead of using word2vec and GMM to describe the distribution of topics, there should be other effective probability models to make the calculation of L p spaces distance or metrics with statistical manifold learning be more stable and efficient.
