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In the present article, we investigate predictors of how often a scientific article is cited.
Specifically, we focus on the influence of two often neglected predictors of citation
rate: effect size and sample size, using samples from two psychological topical areas.
Both can be considered as indicators of the importance of an article and post hoc
(or observed) statistical power, and should, especially in applied fields, predict citation
rates. In Study 1, effect size did not have an influence on citation rates across a topical
area, both with and without controlling for numerous variables that have been previously
linked to citation rates. In contrast, sample size predicted citation rates, but only while
controlling for other variables. In Study 2, sample and partly effect sizes predicted
citation rates, indicating that the relations vary even between scientific topical areas.
Statistically significant results had more citations in Study 2 but not in Study 1. The
results indicate that the importance (or power) of scientific findings may not be as
strongly related to citation rate as is generally assumed.
Keywords: citation rate, citation frequency, effect size, sample size, power, open access, journal impact factor,
statistical significance
INTRODUCTION
Citation rates (CRs) often serve as a quantitative indicator of a researcher’s performance. They are
employed heuristically to evaluate the utility of publications, the importance of the journals that
publish them (through Journal Impact Factor, JIF), and the scientific success of the authors who
write them (Leimu and Koricheva, 2005). Thus, it is of great interest to better understand what
CRs consist of, that is, whether they are predicted only by the novelty, quality, importance, and
significance of a paper or if other, less substantial, factors have an influence, too.
Ideally, a paper should be cited when it is of high quality, importance, and contains useful
and novel information. In practice, however, many other factors also influence the CRs of articles.
Because the reading-time of researchers is limited (Niu and Hemminger, 2012), while the number
of new articles is rapidly increasing, scientists have to decide what to read and, thereafter, what
to cite in their own publications. This makes it more likely that researchers rely, at least to some
degree, on shallow attributes of the articles when making these decisions (Petty and Cacioppo,
1986). Indeed, research shows that CRs provide only an “illusion of objectivity" (Leimu and
Koricheva, 2005, p. 28) because they can be predicted by numerous subjective and social factors
that are unrelated to the quality and importance, too (for a list of predictors, see Table 1). There are
several predictors of CR whose predictive effect could be replicated, such as free access to the paper
or the number of references (but see Gaulé and Maystre, 2011 for the former). However, there are
Frontiers in Psychology | www.frontiersin.org 1 July 2017 | Volume 8 | Article 1160
fpsyg-08-01160 July 7, 2017 Time: 15:47 # 2
Hanel and Haase Predictors of Citation Rate
also several factors for which predictive findings are mixed, such
as the number of pages, the rank of the main authors’ institutes
or their reputation, as measured by the total number of citations
(cf. Table 1).
As can be seen in Table 1, the majority of the investigated
predictors are not directly related to the novelty, quality, or
importance of a paper. Examples include number of pages,
references, or authors, and title length. We call those less
substantial predictors because they are only indirectly related to
or unrelated to the quality, novelty, and importance of a paper.
In this article, we focus on two often neglected predictors
of CR: effect and sample size. Both should predict CRs well, as
we outline below. Furthermore, we consider it as essential to
establish the combined influence of more and less substantial
predictors to assess their relative and independent contribution
to CRs.
Why should effect and sample sizes predict CR? We argue that
both, larger effect and larger sample sizes, are – independently
as well as interactively – indicators of greater importance of any
study, at least in specific topical areas (see below). Assume for
example that researcher 1 develops a method to reduce prejudices
(an outcome that is usually considered as beneficial). The result
is statistically significant with an effect size of d1 (e.g., between
experimental and control group). Researcher 2 develops at the
same time independently an improved method with the effect
d2, whereas d2 = 3∗d1 (assuming equal sample sizes across
both studies). Consequently, the paper of researcher 2 should
be cited more often, for example by other researchers who also
seek to employ methods to reduce prejudices. Furthermore,
most scientific psychologists seem to be interested in positive
findings, i.e., those which confirm their hypothesis (Nosek et al.,
2012). Indeed, over 90 percent of the papers published in
psychology/psychiatry report data in favor of the hypothesis –
more than in any other scientific field (Fanelli, 2010). Large
effect sizes are more likely to be statistically significant. Hence,
researchers should have an interest in selecting those methods
which result in larger effect sizes for their own research, as this
will more likely result in a significant outcome and therefore
publication (e.g., when testing the effects of specific emotion
regulation strategies in another sample or probing a method to
reduce prejudice in another context). Nevertheless, there may
be several exceptions where a smaller effect-size may be more
desirable, at least to some researchers. We address this issue
below.
A larger sample size should predict CR because it is associated
with a larger post hoc (or observed) power, making the findings
more convincing. Although one study about the predictors of
CR defined quality as sample size (Barto and Rillig, 2012), this
definition of quality neglects several other facets of quality (e.g.,
rigorousness of the design, procedure, or data analysis). Instead,
effect and sample size seem to us indicators of the importance of
a study and simultaneously of power. A large effect size is likely
to be an indicator of an accurate method, for example because of
low error variance, and/or a different approach toward a specific
problem, compared to small effect sizes within the same topical
area. A large sample size increases the statistical power, always
ceteris paribus (i.e., with all other variables held constant).
The focus on effect and sample size is also relevant in light of
the current replication crisis within psychology, as underpowered
studies lead, especially in combination with publication bias, to
problematic outcomes such as an overestimation of effect sizes
and low reproducibility of findings (Button et al., 2013; Open
Science Collaboration, 2015). If sample and effect size correlate
with CR, this would indicate that although power is often
neglected while designing a study (Sedlmeier and Gigerenzer,
1989; Cohen, 1992), it is considered and acknowledged through
citation.
There are several other profound and substantial factors that
should theoretically predict CRs as well, beside effect and sample
size. Examples include the quality of a study as operationalized
by the apparatus and material used, procedure, demonstrated
reliability or robustness of the statistical analysis, and discussions
of limitations and implications. However, given only weak
predictions and inconclusive findings of those quality variables
(Newman and Cooper, 1993; Judge et al., 2007), measuring them
seems in general difficult. This view is supported by low inter-
rater reliabilities of quality assessments – even among experts in
the same topical area (Bornmann et al., 2010; Eyre-Walker and
Stoletzki, 2013). If researchers cannot agree on quality – at least
not in a way that can be simplified to statistical markers – it is
unlikely that quality measures will predict CR. In contrast, effect
and sample size can be quantified in a simple way and a rationale
given for why they should be linked to CR (see above).
Only two studies have investigated the relation between
effect sizes and CR so far (Leimu and Koricheva, 2005; Barto
and Rillig, 2012), to the best of our knowledge. Both sampled
publications in the field of ecology and have found small positive
correlations, on average, depending on the topical area and the
hypothesized direction of effect. In contrast, sample size was a
positive predictor of CR, but only in some scientific (sub-)fields
(Callaham et al., 2002; Leimu and Koricheva, 2005; Bergh et al.,
2006; Kostoff, 2007; Etter and Stapleton, 2009; Barto and Rillig,
2012; Farshad et al., 2013).
However, most of these studies did not report the unique
influence of the effect and sample size, i.e., controlled for other
factors which can have an influence on the sample and effect size,
as well as the CR, such as the JIF. Furthermore, whether smaller
effect sizes are desirable in specific topical areas or cases was not
controlled, adding noise to the data. In the present research, we
aim to overcome those limitations. In the past, it was shown that
different scientific fields have different publications and citation
traditions (Didegah and Thelwall, 2013b; Fanelli, 2013), therefore
it seems relevant to investigate the afore mentioned hypotheses
within a different field, such as psychology.
In psychology we identified two studies that have investigated
numerous predictors of CRs (Haslam et al., 2008; Hegarty and
Walton, 2012). In the first study, Haslam et al. (2008) considered
a wide range of variables (such as the JIF, title length, or design).
They did not report any findings on variables that are more
closely related to the quality or importance of an article. Another
difference to our approach is that we do not use journals (Haslam
et al., 2008), but two specific topical areas within psychology
to sample our data. This is because comparisons of effect sizes
even across topical areas are often not meaningful, given that
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TABLE 1 | Overview of several predictors of citation rate.
Factor Positive relation to citation frequency No relation to citation
frequency
Impact factor Callaham et al., 2002; Leimu and Koricheva, 2005; Judge et al., 2007; Etter
and Stapleton, 2009; Mingers and Xu, 2010; Hegarty and Walton, 2012;
Didegah and Thelwall, 2013a,b; Uthman et al., 2013; Vanclay, 2013
/
Number of references Peters and van Raan, 1994; Judge et al., 2007; Kostoff, 2007; Mingers and Xu,
2010; Didegah and Thelwall, 2013a; Farshad et al., 2013; Hanssen and
Jørgensen, 2014
/
Impact of articles which are
cited in the paper
Baldi, 1998; Didegah and Thelwall, 2013a,b /
Paper awarded Stremersch et al., 2007 /
Industrial support Kulkarni et al., 2007; Etter and Stapleton, 2009; Farshad et al., 2013 /
Self-citation rates Stremersch et al., 2007 /
Publication record Stremersch et al., 2007 /
Citation record Leimu and Koricheva, 2005; Bergh et al., 2006 /
Editorial Board Membership Stremersch et al., 2007 /
Report positive results Fanelli, 2013 /
Open access Lawrence, 2001; Piwowar et al., 2007; Vanclay, 2013 After controlling for quality:
Gaulé and Maystre, 2011
Position in Journal Laband and Piette, 1994; Ayres and Vars, 2000; Leimu and Koricheva, 2005;
Stremersch et al., 2007
/
Number of authors Baldi, 1998; if N > 4; Peters and van Raan, 1994; Leimu and Koricheva, 2005;
Bergh et al., 2006; Kostoff, 2007; Hegarty and Walton, 2012; Didegah and
Thelwall, 2013b; Uthman et al., 2013; Vanclay, 2013; Hanssen and Jørgensen,
2014; Wang and Shapira, 2015
Didegah and Thelwall, 2013a
Title length For shorter titles: Ayres and Vars, 2000; Hanssen and Jørgensen, 2014; for
longer titles: Farshad et al., 2013
Stremersch et al., 2007;
Haslam et al., 2008; Didegah
and Thelwall, 2013a
Number of countries involved Mingers and Xu, 2010; Hanssen and Jørgensen, 2014 Didegah and Thelwall, 2013a
Position first letter from first
Author in Alphabet
Tregenza, 1997 Leimu and Koricheva, 2005;
Hegarty and Walton, 2012;
Vanclay, 2013; Hanssen and
Jørgensen, 2014
Gender With more cites for female authors: Ayres and Vars, 2000; with less cites for
female authors: Baldi, 1998
Leimu and Koricheva, 2005;
Judge et al., 2007; Hanssen
and Jørgensen, 2014
Graph density / Negative correlations: Hegarty
and Walton, 2012
Table density Hegarty and Walton, 2012 /
Model density Hegarty and Walton, 2012 /
Sample size Callaham et al., 2002; Kostoff, 2007; Farshad et al., 2013 Leimu and Koricheva, 2005;
Bergh et al., 2006; Etter and
Stapleton, 2009; Barto and
Rillig, 2012; Hegarty and
Walton, 2012
Effect size Leimu and Koricheva, 2005; Barto and Rillig, 2012 /
Significant results cited more
often
Etter and Stapleton, 2009 /
Sharing detailed research data Piwowar et al., 2007 /
Rank of Institute Leimu and Koricheva, 2005; Bergh et al., 2006; Stremersch et al., 2007;
Mingers and Xu, 2010
Haslam et al., 2008
Reputation of first Author Peters and van Raan, 1994; Leimu and Koricheva, 2005; Haslam et al., 2008;
Vanclay, 2013
Baldi, 1998; Judge et al., 2007;
Farshad et al., 2013
Number of pages Bergh et al., 2006; Kostoff, 2007; Mingers and Xu, 2010; Hegarty and Walton,
2012; Farshad et al., 2013; Vanclay, 2013; until N < 54: Ayres and Vars, 2000
Leimu and Koricheva, 2005;
Judge et al., 2007
Reliability demonstrated Judge et al., 2007
General quality judgment by
experts
Gottfredson, 1978; Eyre-Walker and Stoletzki, 2013
Novel idea within (sub-) field Judge et al., 2007 Newman and Cooper, 1993
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the interpretation of effect sizes can strongly rely on the context
(Sharpe, 2013). In the second study which has investigated
predictors of CR within psychology, Hegarty and Walton (2012)
did not find a relation between the number of participants and
the CR, but a somewhat surprisingly negative correlation of the
sample size with the JIF.
Two further aims of this study were to partly replicate previous
findings and to shed more light on some preceding inconclusive
findings (cf. Table 1). We are especially interested in whether
freely available articles as well as such that report statistically
significant results are cited more often and whether the strong
effect of the position of the first letter of the first author’s name in
the alphabet can be replicated (Tregenza, 1997).
OVERVIEW OF THE PRESENT STUDIES
Our aim was to sample articles from topical areas of psychology
where larger effect sizes can be considered as more beneficial.
To get an exhaustive sample, we searched for large meta-
analyses with tables that contained effect and sample size of
each study. We included in our search Google Scholar (GS),
recent issues of two journals which are known to publish meta-
analyses (Psychological Bulletin along with Personality and Social
Psychology Review), and meta-analyses we were familiar with.
We used meta-analyses to select our studies because (a) the
studies included have been considered as relevant by experts in
a specific topical area and (b) the relevant statistics have been
derived from all studies within each meta-analysis in the same
or at least a very similar way. We stopped our search after
two large meta-analyses were found for which we think that
there are good reasons to argue that larger effect sizes are more
beneficial. The first meta-analysis has analyzed 190 studies of
emotion regulation strategies (ERS; Webb et al., 2012), the other
515 studies about whether and how intergroup contact reduces
prejudices (Pettigrew and Tropp, 2006). In both cases, larger
effect sizes indicate a stronger effect and therefore a better efficacy
of a method. This can have immediate practical consequences
and is therefore more relevant than studies reporting smaller
effect sizes. Consequently, they should be cited more often.
For example, effective ERS can be useful within clinical and
organizational contexts. However, it is possible that this effect is
stronger for those studies which reported effect sizes relevant to
ERS (or reduction of prejudice), as researchers don’t need to rely
on rule of thumbs to estimate effect sizes based on descriptive
statistics (e.g., mean and standard deviation) and/or test statistics
(e.g., t- and p-value along degrees of freedom).
To ensure that effect sizes selected were those related directly
to the principle research questions of the articles, we selected
in a second step only those papers in which the topics of the
meta-analyses were mentioned in the title of each paper. This
strategy had two underlying assumptions: that the main content
of an article can be found in its title and that most researchers
decide what to read based on the title. The reporting standards
of the American Psychological Association, which are used by
most psychological journals, clearly ask that the main topic under
investigation is summarized in the title (American Psychology
Association [APA], 2010). Given an average reading time of
11 h per week among academics (Niu and Hemminger, 2012)
and a large volume of scientific publications it seems reasonable
to assume that academics must employ heuristics in making
initial selections, like using the title as a very first criterion
for the subjective relevance of an article. Taking two articles
from the meta-analysis about ERS (Webb et al., 2012) as an
example, an article titled “Behavioral inhibition and amplification
during emotional arousal: A comparison of two age groups”
(Kunzmann et al., 2005) was excluded, because it would have
been unclear whether citing articles would cite it because of
differences between ERS or because of differences between the
two age groups within one ERS. On the other hand, an article
with the title “Impact of rumination versus distraction on anxiety
and maladaptive self-beliefs in socially anxious individuals” was
included, because the title made it clear that two ERS are
compared and did not refer to any other major findings (Wong
and Moulds, 2009).
Papers were only included when the reference could be found
in the search engine GS1. The data files for both studies are stored
on the open science framework2.
STUDY 1
Method
Materials
We included 140 studies (73.68%) from a meta-analysis about
the effectiveness of ERS (Webb et al., 2012). Studies were selected
when the title of the paper referred directly to emotion regulation
strategies (see above for a rationale and an example). Ninety-two
studies (65.7%) were freely available on GS, 103 (73.6%) were
single-study articles, 80 (57.1%) reported only one focal test, and
57 (41.4%) papers included an effect size. Of those 57 papers, 24
reported Cohen’s d, 13 eta square, 14 partial eta square, 1 eta,
and 5 standardized betas. Several papers included both (partial)
eta square for a two- or three-way ANOVA and Cohen’s ds for
the pairwise comparisons (e.g., control group vs. ERS group).
Here we coded the effect sizes as Cohen’s d, because pairwise
comparisons are more relevant to estimate the effectiveness of
ERS and also easier to interpret than multiple group comparisons.
All 140 studies were included in the principal analysis, but we
repeated the analysis in several subsets of this sample (e.g., only
single-study papers or studies that have reported effect sizes).
A formal power-analysis was not conducted because our selection
criteria described above restricted the overall sample size.
Variables
For each paper, the largest effect size, Cohen‘s d, and the
associated number of participants, were selected from the meta-
analysis (Webb et al., 2012). In most of the studies for which
multiple outcomes were reported, several ERS were compared
on a specific emotion (e.g., anxiety or sadness). We selected the
largest effect size because we assumed that when other researchers
1http://scholar.google.com/
2https://osf.io/mra24/
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are deciding which methods for ERS they would use in their own
research, they would compare various studies and select the most
efficient ERS (i.e., the one with the largest effect size). However, as
this procedure can add some noise, we also analyzed the papers
which reported only one study and one test relevant to ERS
separately (more than one relevant test usually meant that several
ERS’ were compared within a single-study). Both effect size and
sample size were used to estimate the p-value for each sample,
assuming equal sample sizes. This was done because barely any
of the original studies reported an exact p-value. The number of
authors, the journal, and the year of publication were collected
from the references directly.
The 2-year impact factor for each journal was collected from
Web of Science (WoS)3, or the website of the publisher, using data
from 2015. The search engine GS was used to extract the number
of citations (as of March 2017) and to check whether the papers
were freely accessible on the internet. We did not distinguish
whether the article was made legally available by the publisher or
whether someone has made copyright material available online.
GS can be considered as a valid source of CR because unlike other
citation services, it not only takes the citations of specific journals
into account but also book (chapter)s, conference proceedings, or
non-English language journals. However, GS CR may be inflated
(Meho and Yang, 2007). Therefore, we decided to use additionally
the CR as provided by WoS as a dependent variable. We
used WoS instead of Scopus, another widely used bibliographic
database, because WoS was easier accessible for us. We do not
expect that using Scopus would have brought different results, as
the output of both databases is very similar (Archambault et al.,
2009).
Because the distributions of most variables are skewed,
we transformed all our variables using rank-based inverse
normal transformation (except free access, because this variable
is dichotomous). This transformation can normalize most
distribution shapes through “converting the data into ranks,
similar to the Spearman approach, but then converting the ranks
into probabilities, and finally using the inverse cumulative normal
function to convert these probabilities into an approximately
normal shape” (Bishara and Hittner, 2012, p. 401). Further, it has
been found to be more beneficial over 11 other methods to handle
non-normality in terms of Type I and Type II error control
with sample sizes ≥ 20 (Bishara and Hittner, 2012). A rank-
based inverse normal transformation results in a monotonic
(usually non-linear) relation between the raw and transformed
variable with a mean of 0 and a standard deviation of 1. The
transformations were done in R with the package GenABEL,
version 1.8-0 (Aulchenko et al., 2007).
Results
Correlational Analyses
First, the correlations of the eight predictors with the CRs
as provided by GS and WoS as the dependent variable were
computed, using the transformed variables. As can be seen
in Table 2, neither the effect size nor sample size correlated
statistically significantly with the CR. The pattern of results
3https://www.webofknowledge.com/
was the same when Spearman’s rank correlation coefficients was
used with the untransformed variables. However, despite the
overall effect size was positive, some studies reported a negative
effect size (29 studies or 20.7%). That is, the control group
scored higher than the experimental group. This might have
affected the results. We therefore first used the absolute value
of the effect sizes and, in a second step, excluded all studies
with negative effect sizes from the analysis. However, effect
and sample sizes remained uncorrelated with the two measures
of CRs. Also, no effects were found when we only focused
on the single-study papers, papers reporting only one effect
relevant to ERS, or papers reporting effect sizes, neither when we
computed Pearson’s correlations with the transformed variables
nor Spearman’s with the untransformed variables. In a final step,
we excluded the 13 studies reporting effect sizes > 1.50, as effect
sizes of this magnitude can indicate poor quality, because they
are very unlikely to occur, given the distribution of effect sizes
in psychology (Richard et al., 2003; Gignac and Szodorai, 2016).
However, the pattern of results remained unchanged.
Multiple Regressions
A multiple regression with CRs as the dependent variable and
the other seven variables as predictors, returned similar results
as the correlational analyses (Table 3): The beta for effect size
was 0.07 (p = 0.27) and for sample size 0.14 (p = 0.045). The
overall adjusted R2 was 0.45 (F[7,131]= 17.06, p< 0.0001), with
the year of publication (β = −0.42), free access on the internet
(β = 0.68), and the journal impact factor (β = 0.35) as the other
significant predictors (ps < 0.001). The results hold when CR
from WoS were used and when only those studies reporting
an effect size and single-study papers were included. However,
contrary to our prediction, sample size did not reach statistical
significance anymore when only those articles were included,
which reported one focal test (β = 0.05, p = 0.56). In none of
these additional analyses did effect sizes predict CRs. The results
for CRs as provided by WoS were very similar. P-values were
not included as predictors, because they are a composite score
of effect and sample size, reducing their unique influence which
we considered as more relevant. In a final step, we excluded again
the 13 studies reporting effect sizes > 1.50. However, the pattern
of results remained unchanged.
Interaction of Effect and Sample Size
Because it is possible that there is an interaction between effect
and sample size, for example in the sense of that only studies that
report larger effect and larger sample sizes are cited more often
predict CR, we did regression analyses with an interaction term,
using the non-transformed variables. None of the interaction
terms was significant, neither for all articles combined, those
reporting one study, one focal test, one effect sizes, and studies
reporting positive effects (ds> 0), nor when the CRs as provided
by WoS were used (all βs < 0.37, ps > 0.11).
Significant vs. Non-significant Results
In a next step, articles reporting significant versus non-significant
results were compared using independent sample t-tests. P-values
were estimated based on a directed hypothesis, i.e., we assumed
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TABLE 2 | Correlation between each variable (Study 1).
M SD 1 2 3 4 5 6 7 8 9
1 Citation rate GS 252.37 390.19 1
2 Citation rate WoS 114.20 165.16 0.99 1
3 Effect size r 0.46 0.69 0.12 0.14 1
4 p-value 0.12 0.15 −0.10 −0.11 −0.64 1
5 Sample size 61.00 44.96 0.08 0.08 0 −0.22 1
6 Free access 0.66 0.48 0.40 0.40 0.18 −0.1 −0.02 1
7 Journal impact factor 3.21 1.26 0.46 0.50 0.08 −0.05 −0.07 0.23 1
8 Number of authors 2.92 1.35 0.00 0.01 0.25 −0.09 −0.08 0.17 −0.01 1
9 Position of 1st letter 12.09 6.82 −0.40 −0.41 0.10 −0.02 0.05 0.05 −0.15 0.23 1
10 Year of publication 2004.66 5.19 0.03 0.05 0.04 0.02 0.05 −0.03 −0.08 −0.19 0.17
In order to avoid the focus on statistically significant results based on the NHST (e.g., Salsburg, 1985; Masicampo and Lalande, 2012), the usual significance asterisks
has been omitted in the table. Every |r| > 0.165 is significant on p < 0.05, |r| > 0.217 on p < 0.01 and every |r| > 0.275 on p < 0.001, two-tailed. N = 140. All variables
are RIN transformed except ‘Free access’ before correlations were computed. GS, Google Scholar; WoS, Web of Science; Free availability, 1: Articles is freely available,
0: is not; position of 1st letter: Position of the first letter of the surname of the first author in the alphabet.
TABLE 3 | Predictors of citation rate (multiple regression analyses).
Study 1 Study 2
Variable B 95% CI B 95% CI
Constant −0.44 [−0.66, −0.22] −0.07 [−0.25, 0.10]
Sample size 0.13 [0.00, 0.26] 0.30 [0.14, 0.46]
Effect size 0.05 [−0.08, 0.18] −0.17 [−0.34, −0.00]
Journal Impact Factor 0.35 [0.22, 0.48] 0.45 [0.29, 0.60]
Number of authors 0.07 [−0.07, 0.22] 0.11 [−0.08, 0.30]
Year of publication −0.42 [−0.55, −0.28] 0.22 [0.07, 0.38]
Position of 1st letter 0.14 [0.01, 0.28] −0.10 [−0.26, 0.06]
Free access 0.68 [0.41, 0.96] 0.33 [−0.17, 0.82]
Adjusted R2 0.45 0.32
F 17.06 9.33
N = 161. All variables are RIN transformed except ‘Free access.’ Citation rate: As
provided by Google Scholar, Free access: 1: Articles is freely available, 0: is not;
Position of 1st letter: Position of the first letter of the surname of the first author
in the alphabet. CI, Confidence Interval. Study 1: sample size and position of 1st
letter are significant at p = 0.045 and p = 0.049, journal impact factor, year of
publication, free access, and F-value are significant at p < 0.001. Study 2: sample
size, impact factor, and F-value are significant at p < 0.001, year of publication at
p = 0.006, effect size at p = 0.045.
that the null-hypothesis significance testing was done based on a
one-tailed test. No statistical significant differences were found,
neither for all articles combined, those reporting one study, one
focal test, one effect sizes, and studies reporting positive effects
(ds > 0), nor when the CRs as provided by WoS were used (all
|ts| < 1.33, ps > 0.18). The results remained the same when
p-values were estimated based on a two-tailed test.
Exploratory Analysis
Further exploratory analyses compared freely available articles
with those that were not freely accessible, using all other
transformed variables as dependent variables (see Table 2).
A MANOVA was significant, F(9,127) = 4.75, p < 0.001,
η2p = 0.24. Follow-up between-subject t-tests revealed
significant differences between three variables. Freely accessible
articles were cited more often, had larger effect sizes, were
published in journals with higher IFs, and had more authors (ds:
0.91, 0.39, 0.49, 0.36, all ps < 0.035). The differences of the other
four variables were not significant (ps > 0.20; all tests two-tailed).
The results hold for WoS CR.
STUDY 2
The main aim of Study 2 is to replicate the findings of Study 1
in another psychological topical area, because it is important
to reproduce also non-significant findings (risk of false-negative
results).
Method
Material
A meta-analysis of the contact hypothesis was chosen for
sampling articles (Pettigrew and Tropp, 2006). The contact
hypothesis states that intergroup contact reduces intergroup
prejudice. Larger negative effect sizes in these studies evidence the
efficacy of contact in reducing prejudice. Reduction of prejudice
is generally considered a beneficial outcome. Therefore, being
beneficial, such a study should be cited more often than less
beneficial studies. In the meta-analysis, all effect-sizes have been
transformed to correlations for the purpose of comparisons by
Pettigrew and Tropp (2006). A negative correlation indicates
a more favorable outcome, indicating that prejudices have
been reduced to a larger extent. A formal power-analysis was
not conducted because our selection criteria described above
restricted the overall sample size.
Criteria for including a study in this analysis were similar to
those of Study 1. To be included in the analysis an article had to
state clearly in the title that the study is mainly about intergroup
contact and prejudices or attitudes and to not refer to other major
findings in the abstract, which could have been an alternative
reason to cite the study. For example, an article with the title
“Social contact as a variable in the expressed attitudes of normal
adolescents toward EMR [educable mentally retarded] pupils”
(Strauch, 1970) was included because it fulfilled the two criteria.
However, an article with the title “Attitudes toward the mentally
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and physically disabled” (Furnham and Pendred, 1983) was not,
because contact was not mentioned. Both abstracts of the just
cited papers emphasized the points made. In total, 161 articles
(31.26%) were included in the analysis, of which 22 were freely
available (as in March 2017), 155 were single-study papers, and
100 have reported only one effect size relevant to the reduction of
prejudice (i.e., 61 articles reported more than one; cf. Pettigrew
and Tropp, 2006). We did not compare single-study papers with
multi-study papers because of the highly unequal sample size
(155 vs. 6; note that each multi-study paper had reported more
than one relevant effect size).
Variables
Data for the same variables as in Study 1 were collected and all the
analyses were again performed separately for CRs derived from
GS and WoS. As in Study 1, all variables with the exception of free
access were RIN transformed to normalize them. Additionally,
the type of sample – children, adolescents, college students, and
adults – was included as a predictor. We also tested whether the
association between effect size and CR is stronger among those
studies which reported an effect size compared to those who did
not. For this, we relied on the meta-analysis of Pettigrew and
Tropp (2006), who have reported which test has been used in the
original paper. Finally, we tested whether the association between
effect size and CR is stronger among those studies which reported
only one effect size relevant for the contact hypothesis (vs. two or
more), using the larger effect size (absolute value). If more than
one key effect size is reported, it might be less clear why the paper
was cited.
Results
In a first step, differences on CR between the four sample types
were investigated. Because none of the four univariate ANOVAs
with the (transformed) CR from GS and WoS reached statistical
significance (all Fs < 0.39, ps > 0.76) the four conditions were
collapsed and analyzed together.
Multiple Regressions
Regression analyzes with the transformed variables showed that
the eight variables included explained 32 percent of the variance,
with sample and effect size, and impact factor and year of
publication being the only statistically significant predictors (see
Table 3). Recall that the effect sizes have been coded in a way
that smaller effect sizes (those toward −1) are more beneficial,
hence effect sizes were expected to be a negative predictor
of CR. However, if the transformed WoS CRs were used as
dependent variable, effect size and year of publication were no
longer significant predictors (β = −0.13, p = 0.16 and β = 0.16,
p= 0.06), while sample size and impact factor remined significant
(β = 0.25, p = 0.004 and β = 0.46, p < 0.001, respectively). The
effects were mainly stronger in the predicted direction when we
only included the 100 studies reporting one effect size relevant
to the contact hypothesis: Effect and sample size did predict
CRs as provided by GS (β = −0.31, p = 0.003 and β = 0.47,
p < 0.001, respectively) and WoS (β = −0.28, p = 0.02 and
β = 0.42, p < 0.001). In a final step, we excluded the four studies
reporting effect sizes < −0.70, as effect sizes of this magnitude
can indicate poor quality, because they are very unlikely to occur,
given the distribution of effect sizes in psychology (Richard et al.,
2003; Gignac and Szodorai, 2016). However, the pattern of results
remained unchanged.
Correlational Analyses
Zero-order Pearson’s correlations revealed a somewhat different
pattern (Table 4): sample size was correlated with CR as provided
by both GS and WoS (r[159]= 0.22, p= 0.005 and r[132]= 0.20,
p = 0.021, respectively), JIF, and estimated p-values (one tailed).
However, effect sizes were uncorrelated to CR as provided by GS
and WoS (r[159]=−0.08, p= 0.32 and r[132]=−0.08, p= 0.35,
respectively; Table 4). The same pattern of results was found
when Spearman’s rank correlation coefficients were computed
with the untransformed variables.
However, despite the overall effect size was negative, some
studies reported a positive effect size. This might have affected
the results. We therefore first used the absolute value of the
effect sizes and, in a second step, excluded all studies with
positive effect sizes from the analysis. However, effect sizes were
uncorrelated with the two measures of CRs. The effects were
mainly stronger in the predicted direction when we only included
the 100 studies reporting one effect size relevant to the contact
hypothesis: The correlations of effect and sample size were
r(98) = −0.13, p = 0.21 and r(98) = 0.63, p < 0.001 for GS CR
and r(79)=−0.12, p= 0.28 and r(79)= 0.64, p< 0.001 for WoS
CR. In a final step, we excluded the four studies reporting effect
sizes < −0.70, as effect sizes of this magnitude can indicate poor
quality. However, the pattern of results remained unchanged.
Interaction of Effect and Sample Size
To test for a potential interaction of effect and sample size, an
interaction term was included. This was only done with the raw
data, as transformations (both rank-based inverse normal and
standardization) changes the sign of some values. For example,
the mean of the raw effect sizes is −0.25, the mean of the
transformed effect sizes by definition 0. The interaction term
was significant for both CR from GS and WoS (β = −0.45,
p = 0.017 and β = −0.48, p = 0.03, respectively), indicating
that the relation between sample size and CR was moderated by
effect size. Both, effect and sample size were no longer significant
predictors on their own. For numerical smaller effect sizes (i.e.,
mostly statistically significant negative ones) the relation between
sample size and CR was larger than for larger effect sizes. The
effects were mainly stronger in the predicted direction when we
only included the 100 studies reporting one effect size relevant to
the contact hypothesis: The interaction term was again significant
for both CR from GS and WoS (β = −0.68, p < 0.001 and
β=−0.70, p< 0.001, respectively).
However, it is possible that the association between effect
and sample size with CR emerges stronger for the 54 studies
which have reported an effect size (correlation, proportion, or
frequencies). However, this was not the case. Effect and sample
size did not predict CRs as provided by GS (β=−0.31, p= 0.003
and β = 0.47, p < 0.001), and WoS (β = −0.28, p = 0.12 and
β = 0.26, p = 15). Further, the correlations between effect and
sample size remind non-significant for both CRs as provided by
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TABLE 4 | Pearson correlations of RIN transformed variables (Study 2).
M SD 1 2 3 4 5 6 7 8 9
1 Citation rate GS 86.01 160.73 1.00
2 Citation rate WoS 37.49 70.15 0.96 1.00
3 Effect size r −0.25 0.20 −0.14 −0.11 1.00
4 p-value 0.07 0.12 −0.31 −0.35 0.55 1.00
5 Sample size 197.14 302.00 0.25 0.23 0.24 −0.12 1.00
6 Free access 0.14 0.35 0.17 0.12 −0.09 −0.03 0.02 1.00
7 Journal impact factor 1.56 1.09 0.41 0.44 0.04 −0.23 0.09 −0.06 1.00
8 Number of authors 2.00 1.00 0.18 0.13 0.07 0.09 −0.03 0.15 0.05 1.00
9 Position of 1st letter 11.19 7.03 −0.03 −0.05 0.00 0.04 0.06 0.02 0.17 −0.12 1.00
10 Year of publication 1983.88 11.90 0.24 0.15 −0.07 −0.02 0.03 0.21 −0.13 0.19 −0.08
All variables are RIN transformed except ‘Free access’ before correlations were computed. Every |r| ≥ 0.16 is significant on p < 0.05, |r| ≥ 0.20 on p < 0.01 and every
|r| ≥ 0.26 on p < 0.001, two-tailed. N = 161 (for JIF: N = 123). GS, Google Scholar; WoS, Web of Science; Free access, 1: Articles is freely available, 0: is not; Position of
1st letter: Position of the first letter of the surname of the first author in the alphabet. Note that smaller effect sizes (i.e., toward −1) are considered to be more beneficial.
Hence, negative relations between effect size and CRs were expected.
GS (r[52] = −0.05, p = 0.72 and r[52] = 0.09, p = 0.52) and
WoS (r[45]=−0.07, p= 0.63 and r[45]= 0.08, p= 0.62). When
we further excluded the studies which reported more than one
focal effect size (leaving 31 studies), the correlations of effect size
and CRs reminded non-significant for both GS and WoS CRs
(r[29]=−0.05, p= 0.81 and r[23]=−0.09, p= 0.68), but sample
size was again strongly correlated with CRs, both as provided by
GS (r[29]= 0.62, p< 0.001) and WoS (r[23]= 0.67, p< 0.001).
Significant vs. Non-significant Results
Most studies reported statistically significant results (73.29%).
P-values were estimated based on a directed hypothesis, i.e.,
we assumed that the null-hypothesis significance testing was
done based on a one-tailed test. Significant results were
cited significantly more often compared to non-significant
(t[115.03] = 7.03, p < 0.001, d = 1.03). The pattern of results
did not change if we assumed two-tailed testing (i.e., estimated
two-tailed p-values), used CR according to WoS, or only focused
on studies with one focal effect size.
Exploratory Analyses
Articles which were freely available in the internet were cited
more often (M = 134.00, SD = 227.25) than those that were not
(M = 78.42, SD = 147.25; t[29.50] = 2.25, p = 0.032, d = 0.48;
note that we used the transformed CRs to perform our analyses).
However, when the WoS CRs were used, this difference was
no longer significant (t[26.10] = 1.39, p = 0.18). The pattern
of results did not change when articles with more than one
focal effect size were excluded, but were no longer significant
for GS CRs as dependent variable when only those articles were
analyzed, which reported an effect size (t[7.48]= 1.43, p= 0.19).
However, the results must be interpreted carefully, because the
sample of freely available articles was much smaller (22 vs. 139).
GENERAL DISCUSSION
We investigated the influence of effect and sample size on CR
across two studies, both with and without controlling for several
other potential predictors. The findings were mixed. Effect sizes
predicted CR only in Study 2 and only while controlling for other
variables. Sample size predicted in Study 1 and 2 CRs, when we
controlled for other variables, but was only in Study 2 statistically
significant correlated with CRs. The number of studies within the
original papers, the number of tests regarding the focal test (ERS
or contact hypothesis) within the original papers, and whether
an effect size in the original study was reported did not affect
the pattern of results. Further, the sample type did not have an
influence on CR (only tested in Study 2).
The finding that effect sizes did not predict CR in Study 1 and
only when controlling for other variables in Study 2, is surprising
and needs further explanation. One possible explanation is that
the majority of included articles across both studies did not report
any effect size, instead reporting mean differences, among other
statistics, making comparisons across several studies harder.
Therefore, it remains unclear whether researchers do not value
and/or compare effect sizes when deciding which methods
to use, or whether researchers struggle in comparing effects
when they presented with different effect sizes or without any
effect size at all. In contrast, sample sizes are easy to see and
compare. However, these are only post hoc speculations based
on descriptive results. For example, in Study 2, the correlation
coefficient between effect size and CR (0.14, recoded) did not
differ from the correlation between sample size and CR (0.25),
as a comparison of dependent correlation coefficients revealed
(Z = 0.91, p= 0.36).
Our findings with regard to the effect size in psychology are
mainly congruent with the literature: studies from ecology have
also only found inconclusive weak positive correlations with CR
(Leimu and Koricheva, 2005; Barto and Rillig, 2012). The neglect
of effect and sample size while deciding what to cite is in line
with numerous findings showing that psychological studies are
underpowered, i.e., the sample size is too small for the effect
they wish to detect (Sedlmeier and Gigerenzer, 1989; Fraley and
Vazire, 2014). If statistical power would be valued more, studies
with larger sample sizes would likely been more acknowledged.
The sample size predicted the CR in studies exploring the
contact hypothesis stronger than in studies exploring emotion
regulation strategies. Although the difference between the
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correlation coefficients of Study 1 and 2 regarding the sample
size-CR association was not statistically significant (r = 0.08
vs. 0.25, Z = −1.50, p = 0.13), they are in line with the
literature. This (descriptive) difference could be due to different
research designs: studies exploring emotion regulation strategies
are usually laboratory experiments, whereas studies exploring the
contact hypothesis are often field studies or field experiments.
That is, studies in natural settings. Studies that investigated
the predictors of CRs in medical journals, where research is
predominantly conducted in natural settings, also reported a
positive influence of sample size on predictions (Callaham et al.,
2002; Kostoff, 2007; Farshad et al., 2013) (but see Etter and
Stapleton, 2009, for an exception), unlike studies in the field
of ecology or management (Leimu and Koricheva, 2005; Bergh
et al., 2006; Barto and Rillig, 2012). This can indicate that in
some scientific (sub-)fields and topical areas larger sample sizes
and well-powered studies are considered as more important.
However, this is of course post hoc speculation, based on
descriptive results. There are many more differences between
Study 1 and 2 than the setting of the studies, including larger
variances in the sample sizes or the year of publication (most
papers used in Study 1 were published post-2000, most papers
used in Study 2 pre-2000; cf. Tables 2, 4).
In line with previous findings (Lawrence, 2001; Piwowar et al.,
2007; Vanclay, 2013) we found that freely available articles were
cited more often (at least for CRs as provided by GS in Study 2).
However, as Gaulé and Maystre (2011) have argued, this may very
well be due to differences in quality: articles with higher quality as
judged by experts within a given field, were cited more often and
more likely published open access in one specific selected journal
(PNAS). However, explorative post hoc results of our two studies
show that the importance of published articles is independent of
open access publications. Effect sizes were larger for the freely
available studies, but only in Study 1 (t[98.26] = 2.19, p = 0.031,
d =−0.39) and not Study 2 (t[28.23]= 1.15, p= 0.26, d = 0.26).
Sample sizes did not differ between freely and non-freely available
articles across both studies (ps > 0.70). The only statistical
significant difference was no longer statistically significant, after
controlling for multiple comparisons, for most of the common
controlling procedures such as Bonferroni or Sidak corrections.
Limitations
A potential objection against our rationale is that articles about
phenomena studied for the very first time are cited more often
because they are providing a new method, even if effect and
sample size are smaller. Hence, our results could be biased,
because we did not control for whether a paper provides a new
method. However, we doubt that such studies have systematic
smaller effect and sample sizes. If anything, the effect sizes are
larger. It has been argued that effect sizes decline on average in
subsequent studies (“decline-effect”; Schooler, 2011).
Another limitation pertains the sample size of both studies.
The sample size might have been too small to detect a potential
small effect. In both studies, the correlation between effect size
and CR was in the expected direction, which might indicate the
existence of a very small effect. We had intentionally selected
meta-analyses containing large samples and drawn all studies
which fulfilled our inclusion criteria. Although we believe that
we have justified this approach in the Introduction, it restricts the
sample size. However, it is not clear whether there is a topical area
in which larger effect sizes are considered to be more beneficial
and which contains enough studies so a well-powered replication
of our findings would be possible. Also, it is unclear whether
such a small effect, once confirmed, would indeed be meaningful.
Instead, we believe that an effect around the one found in Study
1 and 2 (r ≈0.10) would be negligible, because, based on our
reasoning presented in the Introduction, the effect should be at
least medium.
A further limitation relates to the reproducibility of the
variable free availability in both studies. Recall that we chose to
use GS to check whether an article is freely available. However,
researchers might have added their articles (or pre-/post-prints)
add any point since we have done the data collection in spring
2017, or the former freely available articles might have been
removed (e.g., because of copyright infringements). Although
our approach is consistent with the literature (e.g., Lawrence,
2001; Hajjem et al., 2006), the raise of Sci-Hub, a website
which hosts millions of pirated papers and grants free access to
them, might bias previous findings related to open access. Alone
between October 2015 and March 2016 28 million articles were
downloaded from Sci-Hub (Bohannon, 2016). In other words,
whether an article is freely available on GS or anywhere else in
the web becomes less important because most published articles
are freely available through Sci-Hub.
CONCLUSION
The partly mixed findings of Study 1 and Study 2 demonstrate
that the amount of explained variance of variables which predict
CRs do not only vary between numerous scientific fields, but also
between topical areas within one scientific field. Variables, which
are rather unrelated to the quality or importance of studies can
predict CRs (e.g., journal impact factor; cf. Brembs et al., 2013),
as do variables which are related to the quality and importance
of studies (see Introduction). Given the inconclusive findings of
Study 1 and 2 combined, they challenge the widespread use of
CRs as a measure of quality because it remains unclear how much
bias and error CRs contain. We therefore think a more open and
widespread discussion of how to estimate quality, novelty, and
importance of research can yield to less biased measures that can
complement CRs (e.g., Bornmann and Marx, 2014).
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