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Let T be an operator of weak types (a, b) and ( p, q), where a< p and b<q. The
Marcinkiewicz interpolation theorem and its generalizations due to Boyd, Krein
Semenov and others show that T maps certain rearrangement invariant spaces E
which are ‘‘not too close’’ to La or Lp into certain spaces F. In this paper we con-
sider analogous results for such an operator T in the case where, on the contrary,
E is close to Lp in the sense that its fundamental function is t1p. For example,
E can be a Lorentz space L p, r for 1r. The corresponding range spaces F are
explicitly described and shown to be optimal. When E=L p, r, then in some cases
F is a member of the class of LorentzZygmund spaces Lq, r(log L)s which were
introduced and studied by Bennett and Rudnick. But in general F is strictly smaller
than the corresponding LorentzZygmund space and belongs to an apparently new
class of r.i. spaces. Necessary and sufficient conditiones are given for the members
of this new class to coincide with LorentzZygmund spaces. Certain results of this
paper can be applied to give an alternative proof and generalization of the optimal
form of the limiting case of the Sobolev embedding theorem due to Hansson and
BrezisWainger.  2000 Academic Press
Key Words: Real interpolation; weak type interpolation; rearrangement invariant
space; LorentzZygmund space; Hardy operator.
0. INTRODUCTION
The classical Marcinkiewicz interpolation theorem states that a linear
operator T, which is of weak type ( p0 , q0) and weak type ( p1 , q1), is also
of strong type ( p, q) for suitable values of p # ( p0 , p1) and q # (q0 , q1).
There are many generalizations of this theorem. For example, D. Boyd
[6] and S. Krein and E. Semenov [21] have obtained theorems which
describe the mapping properties of operators of weak types ( p0 , q0) and
( p1 , q1) on arbitrary rearrangement invariant spaces which are inter-
mediate between the two ‘‘endpoint’’ spaces Lp0 and Lp1 but not too ‘‘close’’
to either of them. (This condition of ‘‘closeness,’’ or lack of it, can be
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expressed in terms of certain numbers, the indices introduced by Boyd,
which are associated to each rearrangement invariant space.)
Our goal in this paper, in contrast to the work of Boyd and of Krein
Semenov (and many others), is to study the mapping properties of weak
type operators T on precisely those spaces which are ‘‘close’’ in some
appropriate sense to the ‘‘endpoint’’ spaces. There are comparatively few
papers devoted to problems of this type. Among them we wish to mention,
in particular, the work of C. Bennett and K. Rudnick [3] (see also [4,
Definition 6.13, p. 253]). Bennett and Rudnick introduced the class of
LorentzZygmund spaces and proved some theorems on interpolation
between them which in limiting cases apparently cannot be obtained by the
use of the Marcinkiewicz theorem or its previously known generalizations.
Our results here will show that some (but not all) of the interpolation
theorems in [3] can be sharpened. The LorentzZygmund spaces which
appear as the range spaces of certain weak type operators in those
theorems can be replaced by strictly smaller spaces. These range spaces are
members of an apparently new class of rearrangement invariant spaces. In
most (and we conjecture in all) cases they are optimal in the strongest
possible sense: in appropriate interpolation theorems they cannot be
replaced by smaller spaces of any kind. We also identify certain cases where
our new spaces coincide with LorentzZygmund spaces, thus also proving
that in these cases the interpolation theorem obtained in [3] is in fact
optimal.
As an illustration of our results, let us see what happens when the under-
lying measure space (0, +) satisfies +(0)< and when the domain space
is a Lorentz space L p, r. Suppose that the linear operator T is of weak types
( pj , qj ), i.e., it maps the Lorentz space 4pj=L
pj , 1 boundedly into the
Marcinkiewicz space Mqj=L
qj ,  for j=0, 1. Suppose also that 1 p1<
p0< and 1q1<q0. In this case the BennettRudnick theorem
(quoted below as Theorem 2.13) gives that for each r>1 the operator T maps
the Lorentz space L p0 , r into the LorentzZygmund space Lq0 , r(log L)&1.
But we obtain that T maps L p0 , r into the space BLq0 , r(log L)&1 defined
by the norm
& f &B :=\|
1
0
sup
0<s<t _s1q0 f **(s) \ln
e
s+
&1
&
r dt
t +
1r
. (0.1)
We shall show that B is strictly smaller than Lq0 , r(log L)&1 whenever q0
and r are finite. Furthermore, it turns out that B is the optimal range space
in this context. This is shown quite explicitly with the help of a special
operator T (of ‘‘weighted Hardy type’’). If (0, +) is the interval (0, 1)
with Lebesgue measure then this operator is defined by Tf (t)=
t&1q0 1(te)m s
1p0&1f (s) ds (where m=(1q1&1q0)(1p1&1p0)&1). T is of
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(restricted) weak types ( pj , qj ) for j=0, 1 and every element g # B is
dominated pointwise by some rearrangement of Tf for some f # L p0 , r.
Curiously enough this special operator T, despite its ‘‘optimal’’ nature,
cannot ‘‘distinguish’’ between the two spaces Lq0 , r(log L)&1 and B, in the
sense that the quasinorm &T | f | &L q0 , r(log L)&1 and the norm &T | f | &B are
equivalent to each other as f ranges over L p0 , r. Since such weighted Hardy
operators are particularly natural examples to consider for theorems of this
type, perhaps this phenomenon explains why spaces like B were hardly
noticed until now.
Our interest in weak type interpolation results for domain spaces ‘‘close’’
to the ‘‘endpoint’’ spaces has been motivated, in large part, by our wish to
better understand the limiting case of the Sobolev embedding theorem, i.e.,
to describe integrability properties of functions in the Sobolev space W kp(0),
0/Rn when p=nk. The results of this paper provide, among other
things, new tools for giving an alternative proof of the optimal form of that
theorem and also for obtaining various generalizations of it. These latter
results are presented in [15].
In our opinion the results here and in [15] indicate that the space B and
its variants are not merely generalizations for their own sake. They appear
in natural roles as optimal range spaces, and many of them are rather dif-
ferent from ‘‘classical’’ rearrangement invariant spaces such as Lorentz or
LorentzZygmund spaces. We believe that it will be interesting and useful
to study more of their properties in the future.
As already hinted above, one possible way to measure whether or not
two rearrangement invariant spaces are ‘‘close’’ to each other is to compare
their Boyd indices. But in our main interpolation theorems in this paper we
deal with domain spaces which can be considered to be ‘‘ultra close’’ to the
‘‘endpoint’’ domain space L p0 , 1. Not only do they have the same upper and
lower Boyd indices as L p0 , 1 but they also have the same fundamental func-
tion, i.e., t1p0. It is interesting to note that, by a result of Maligranda and
Masty*o [22], this latter property prevents them from being interpolation
spaces with respect to the pair (L p0 , 1, L p1 , 1). Bennett and Rudnick also con-
sidered interpolation theorems for domain spaces which are not quite so close
to L p0 , 1 and which in some cases may be interpolation spaces with respect to
(L p0 , 1, L p1 , 1), namely L p, r(log L): for a{0. There are also some other more
recent papers ([18], [19]) which deal with interpolation theorems for other
spaces ‘‘close’’ to L p0 , 1 whose fundamental functions are different from t1p0.
These are the generalized LorentzZygmund spaces L p, r(log L): (log log L);
for p= p0 and arbitrary :, ; # R. It seems very likely that the methods which
we shall present here could be extended to also give alternative proofs and
possibly refinements of these other interpolation theorems.
We should mention that, in some cases, intermediate spaces which are
‘‘close to the endpoint spaces’’ have also been considered and used in the
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context of abstract Banach pairs (A0 , A1). For example M. Milman [23,
p. 77] extends the definition of the real interpolation spaces A %, p to include
the case %=0.
To simplify the notation and presentation, we have stated and proved
our main interpolation theorems for rearrangement invariant spaces where
the underlying measure space is ((0, 1), dt). But the proofs are essentially
the same for more general measure spaces (0, +) with +(0)=1, and also,
with appropriate simple modifications, for arbitrary measure spaces. (For
optimality results (0, +) needs to satisfy some extra conditions, e.g., to be
non atomic.) In fact there is also a rather obvious procedure for simply
deducing interpolation results for an arbitrary underlying measure space
from the case of ((0, 1), dt). For the reader’s convenience we have included
an explicit formulation and proof of this procedure.
The plan of the paper is as follows: In Sections 1 and 2 we give some
preliminary information concerning rearrangement invariant spaces and
weak type interpolation and various notions which are relevant for specify-
ing the ‘‘closeness’’ of two spaces.
In Section 3 we obtain a simpler prototype of our main interpolation
theorem in the case where the domain space is the Marcinkiewicz space
Mp0=L
p0 , . Here we encounter the logarithmic factor (ln(es))&1 which
appears in the formula for the norm of the corresponding range space M\
(also a Marcinkiewicz space), and which will also appear later in the norms
of other range spaces in the more general form of our interpolation
theorem. We show that M\ is optimal, i.e., it cannot be replaced by any
smaller space. Furthermore we briefly discuss the phenomenon mentioned
above, that certain spaces which are very close to L p0 , 1, cannot be inter-
polation spaces with respect to the pair (L p0 , 1, L p1 , 1). This shows that our
theorems are not obvious consequences of applying some interpolation
functor to the domain and range couples.
In Section 4 we obtain a convenient description of the interpolation
spaces with respect to the pair (L p0 , 1, L p0 , ). These are precisely the spaces
which appear as domain spaces in the general form of our main interpola-
tion theorem which is presented in Section 5. In that section we also show
that the range spaces of the theorem are optimal. The formula for the norm
of each range space includes a supremum which replaces a certain function
by its least nondecreasing majorant. It is the presence of this supremum
which makes these spaces rather different from various ‘‘classical’’
rearrangement invariant spaces. In Section 6 we investigate the effect of this
supremum and obtain necessary and sufficient conditions for the norms
with and without the supremum to be equivalent to each other. Finally
Section 7 is a brief appendix explaining the procedure for extending
our interpolation theorems to the case of general underlying measure
spaces.
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In many places in this paper we will not be particularly concerned with
computing explicit values for various constants occuring in various
inequalities. Often the same letter (usually C, sometimes with subscripts)
will be used several times to denote possibly different constants in the same
proof. Moreover, we shall frequently use the notation ab, to indicate that
aCb for some constant C. Similarly we shall write a-b when aCb,
and also a&b when aba.
1. REARRANGEMENT INVARIANT SPACES
The notion of a rearrangement invariant space (r.i.s.) goes back to
Lorentz. (See the historical note in [20, p. 350, Section 4].) The terminol-
ogy ‘‘symmetric space’’ is also used by many authors for spaces with similar
properties. (See [20, p. 90].)
For our purposes in this paper we will adopt a slightly more restrictive
definition, namely our r.i. spaces will be those Banach spaces E of measur-
able real valued functions on some measure space (X, +) which are exact
interpolation spaces with respect to the Banach pair L9 =(L1 , L) on the
same measure space. (An example showing that this really is a more restric-
tive definition can be found in [20, pp. 122124].)
It is known (cf. [8], [24], [7]) that each such space E can be obtained
by the real interpolation method, i.e.,
E=(L1 , L)KG=L9
K
G (1.1)
for some suitable choice of ‘‘parameter’’ G.
Let us recall more explicitly what this notation means: For any Banach
pair A9 =(A0 , A1) one defines the Peetre K-functional for each f # A0+A1
and each t>0 by
K(t, f ; A0 , A1)= inf
f = f0+ f1
(& f0&A0+t & f1&A1).
A Banach lattice G of measurable functions on (0, ) is called a parameter
(or a parameter space) if it contains the function min(1, t). (Cf. e.g., [7,
p. 338]). For each such G, the real interpolation space A=A9 KG consists of
all f # A0+A1 , for which
& f &A=&K(t, f ; A0 , A1)&G<.
The well known and much studied LionsPeetre spaces A9 %, p ([5, pp. 40,
46]) are of course special cases of A9 KG obtained by choosing G to be a
suitable weighted Lp space.
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As usual, for each f # L1+L on (X, +), we let f *: (0, )  [0, )
denote the nonincreasing rearrangement of f and also f **(t)=(1t)_
t0 f *(s) ds. If +(X )< then of course f *(t)=0 for all t>+(X ).
According to a classical result of Peetre (see e.g., [5, Theorem 5.2.1,
p. 109]) we have
K(t, f ; L1 , L)=|
t
0
f *(s) ds=tf **(t).
Consequently, for each E of the form E=L9 KG , we have & f &E=&tf **(t)&G .
Now suppose, conversely, that we are given a space E which is known
to be r.i., i.e., to be an exact interpolation space with respect to L9 . How can
we find a parameter G such that E coincides with L9 KG , at least to within
equivalence of norms? Let us indicate one situation where this can be done
particularly easily. Suppose that the underlying measure space (X, +) is
(0, ) equipped with Lebesgue measure and that the Hardy operator
Hf (t)=
1
t |
t
0
f (s) ds (1.2)
is bounded on E. Then (cf. [8]) f # E  f * # E  f ** # E and conse-
quently we may take G=E| where |(t)=1t. (Here and in the sequel, for
any Banach function space E and any weight function :, the notation E:
means the weighted space having the norm & f &E :=& f:&E ).
We shall need to work with four different particular measure spaces
(X, +) obtained by taking X to be either (0, ) or (0, 1) and d+ to be either
usual Lebesgue measure dt or dtt. This means that we use four corre-
sponding versions of the space Lp for p=1, . We denote them by Lp , Lp ,
Lp* and L
 p and their norms are given by
& f &L1=|

0
| f (t)| dt, & f &L 1=|
1
0
| f (t)| dt, & f &L 1*=|

0
| f (t)|
dt
t
,
& f &L 1=|
1
0
| f (t)|
dt
t
, & f &L=& f &L =ess sup
0<t<1
| f (t)| (1.3)
and & f &L=& f &L*=ess sup
0<t<
| f (t)|.
In a similar way each r.i. space E on ((0, ), dt) generates three more
versions of E on the other measure spaces: Letting G be any parameter
space which satisfies
E=(L1 , L)KG (1.4)
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we set
E=(L1 , L)
K
G , E*=(L1* , L*)
K
G , and E =(L 1 , L )
K
G . (1.5)
Throughout this paper we shall consistently use the conventions of the
above notation for various r.i. spaces. E or Lp will sometimes be replaced
by another letter or symbol, and we shall indicate which one of the above
four underlying measure spaces we are using by choosing a normal (italic),
or bold version of that letter or by adding a tilde or asterisk subscript to it.
(1.6) Remark. It should be pointed out that the spaces defined in (1.5)
do not depend on any particular choice of G among those parameter
spaces satisfying (1.4). In fact there are simple formulae which directly con-
nect the norms of the spaces E, E, E
*
and E , without any need to refer to
or identify the parameter G. For all measurable functions f : (0, 1)  R and
g: (0, )  R such that f (t)= g(t) for all t # (0, 1) we have
& f (t)&E =& f (e&u)&E=&g/[0, 1] &E*=&g(e
&u)&E
and & f &E =&g/[0, 1] &E . (1.7)
These formulae are readily obtained by applying standard interpolation
theorems to obvious operators which map from one to another of the pairs
(L1 , L), (L1 , L), (L1* , L*) and (L
 1 , L ). It is also clear from (1.7)
that if E is L1 or L then the definitions in (1.5) are consistent with those
in (1.3).
(1.8) Remark. Although E, E
*
and E are each determined uniquely by
E it can happen that two different r.i. spaces E1 and E2 on (0, ) can
generate the same space on (0, 1) i.e., E1=E2 . An obvious example is when
E1=L1 and E2=L1+L . We may sometimes use a bold letter E to
denote some r.i. space on (0, 1) without explicitly associating that space to
any particular r.i. space E on (0, ) among those which generate it by the
procedure described above. This ambiguity does not arise for E
*
or E since
the underlying measure space for each of them is infinite. It is easy to
deduce from this that either of E
*
or E determines E uniquely.
Let us recall some more facts about r.i. spaces which we shall need. From
here till the end of this section we will be dealing with the cases where the
underlying measure space (X, +) is ((0, ), dt) or ((0, 1), dt).
To each r.i.s. E on (0, ) we associate a function ,E : (0, )  (0, ),
the so called fundamental function of E. Its value for each * # (0, ) is given
by ,E (*)=&/ (0, *)&E . This function is quasiconcave, i.e., ,E (*) A , ,E (*)* a .
(1.9) Remark. We recall that every quasiconcave function , on (0, ) is
equivalent to some positive concave function. More explicitly, , is equivalent
241INTERPOLATION
to its least concave majorant ,7 . Furthermore it is possible to renorm any
given r.i.s. E equivalently so that the fundamental function with respect to
the new norm is precisely (,E)7 . (See e.g., [20, p. 49 and p. 120].)
We define the fundamental function ,E : (0, 1)  (0, ) of any r.i.s E on
(0, 1) exactly analogously by setting ,E(*)=&/(0, *)&E for each * # (0, 1). Of
course this function coincides with the restriction of ,E to (0, 1) if E is
obtained from E in the way defined above.
For each given concave function ,: (0, )  (0, ) there exist r.i. spaces
on (0, ) whose characteristic function is ,. These include the Lorentz
space 4, and the Marcinkiewicz space M, whose norms are, respectively,
& f &4,=|

0
f *(t) d,(t) and & f &M,= sup
0<t<
,(t) f **(t). (1.10)
Since it can happen that limt  0 ,(t)=,(0+)>0 it should be pointed
out that the notation 0 f *(t) d,(t) actually means [0, ) f *(t) d,(t)=
,(0+) f *(0+)+ (0, ) f *(t) d,(t).
Except in the special case when , is bounded, the spaces 4, and M, are,
respectively, the smallest and largest among all r.i. spaces on ((0, ), dt)
whose fundamental function equals ,. Thus every r.i. space E on
((0, ), dt) satisfies the inclusions
4,E (t)/E/M,E (t) .
We shall also define the spaces 4, and M, in the case where , is merely
equivalent to a concave function, by replacing , in (1.10) by its least con-
cave majorant ,7 . Since ,7 &, we can equivalently use either , or ,7 in
the formula (1.10) for the norm of M, .
When , is a power, i.e., if ,(t)=t1p, 1 p, then the simpler nota-
tion 4p (or L p, 1) and Mp (or L p, ) can be used. In particular we have that
41=M1=L1 and 4=M=L .
(1.11) Remark. When the measure space is chosen to be ((0, 1), dt) it
follows immediately from (1.7) and the quasiconcavity of , that the norms
of the corresponding Lorentz and Marcinkiewicz spaces 4, and M, are
given by
& f &4,=|
1
0
f *(t) d,(t) and & f &M,= sup
0<t<1
,(t) f **(t).
Let : be an arbitrary positive function on (0, ). The lower and upper
extension indices of : are the numbers p: and q: defined by
p:=lim
t  0
log m:(t)
log t
and q:= lim
t  
log m:(t)
log t
where m:(t)=sup
s>0
:(ts)
:(s)
.
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(1.12) Remark. Let us recall the values of p: and q: in some simple and
well known cases: Obviously if :(t)=t% for some constant % # R then
p:=q:=%. More generally, if ;(t)=t%:(t) then p;=%+ p: and q;=%+q: . If
C1 min[t=, t&=]:(t)C2 max[t=, t&=] for all t # (0, )
for some positive constants C1 , C2 and =, then p: , q: # [&=, =]. Combining
the previous observations we obtain that p:=q:=% for every function : of
the form
:(t)={c1 t
% (c2+ln 1t)_
c3 t% (c4+ln t){
for t # (0, 1)
for t # [1, )
where ci , _ and { are any real constants such that c1 , c3>0, c2 , c40.
If the function : is quasiconcave then 0 p:q:1. (For a proof see
e.g., [20, p. 54].) If : satisfies the stronger condition 0< p:q:<1 then it
is said to be a quasi-power.
For any r.i.s. E on (0, ) we shall use the extension indices of its
fundamental functions ,E (t) and also of its dilation function d(t)=
&_t&E  E , where _t f (s)= f (st). For each r.i.s. E on (0, 1) the dilation
function for E is defined by d(t)=&_t &E  E where now _t f (s)= f (st)_
/(0, 1)(st) for all s # (0, 1).
The indices of the dilation function are usually called the Boyd indices of
the space E (see [6]) and are denoted by pE , qE . Similarly the Boyd
indices pE and qE of a space E on (0, 1) are taken to be the extension
indices of d(t). It can be proved that pE p,E , qEq,E for any r.i.s. E.
(Details can be found in [20, p. 102], but note there is a small misprint in
equation (4.30) there.) Furthermore, in several important cases, e.g., when
E is a Lorentz, Marcinkiewicz or Orlicz space, these inequalities are in fact
equalities. See [4, p. 227]. In particular, if E is 4p or Mp or Lp for some
p # [1, ] then both the lower and the upper Boyd indices of E are equal
to 1p.
(1.13) Remark. Many properties of r.i. spaces can be expressed in terms
of conditions on their Boyd indices. For example, the Hardy operator (1.2)
is bounded on an r.i.s. E on ((0, ), dt) if and only if qE<1. A proof
of this can be obtained from [20], by combining the discussion on
pp. 127128 with Theorem 6.6 on p. 138.
2. WEAK TYPE INTERPOLATION
The phenomenon of ‘‘weak type interpolation’’ which has its origins in
the classical Marcinkiewicz interpolation theorem, has come to refer to the
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interpolation properties of operators T which map a pair of Lorentz spaces
into a pair of Marcinkiewicz spaces. In this paper we shall only consider
the case where the underlying measure space is (0, 1) with Lebesgue
measure and where the Lorentz and Marcinkiewicz pairs are of the simple
forms (4a , 4p) and (Mb , Mq) for numerical parameters satisfying
a, b, p, q # [1, ], a< p. (2.1)
(As the reader can verify, most of our results are in fact also true for
a, b # (0, 1).)
Let us recall that, in classical terminology, a linear (or quasilinear)
operator T is said to be of restricted weak type ( p, q) if T : 4p  Mq . It is
often customary to shorten this and simply say weak type ( p, q) (although
classically this has a slightly different meaning) and here we too will com-
mit this ‘‘abuse of language.’’ See e.g., [4, p. 230] and [20, p. 130] for
definitions of various variants of this notion. We also refer to these refer-
ences andor [5] and [7] for other standard notions and terminology of
interpolation theory. For example we shall use the notation T : A9  B9 or
T : (A0 , A1)  (B0 , B1) to specify that T maps the Banach pair A9 =
(A0 , A1) boundedly into the Banach pair B9 =(B0 , B1), i.e., T : A0+A1 
B0+B1 and T : Aj  Bj boundedly for j=0, 1.
We will be investigating properties of linear operators T which are of
restricted weak type ( p, q) and also of restricted weak type (a, b). It will be
convenient to let W=W(a, b, p, q) denote the class of all such operators.
As shown in [27], for every quasiconcave function %(t), each T # W is
bounded as an operator from 4: into M ; , where
:(t)=t1p%(t1a&1p), ;(t)=t1q%(t1b&1q). (2.2)
In many cases one can establish stronger properties for such operators T
for instance, if the parameters also satisfy a<b, p<q, then the Stein
Weiss extension of the Marcinkiewicz interpolation theorem asserts that
T : Lr  Ls , where
1
r
=
1&{
p
+
{
a
,
1
s
=
1&{
q
+
{
b
(2.3)
for some { # (0, 1). This is not true for the extreme values {=0, 1. If {=1,
then (because of (2.1)) the corresponding space Lr=La is strictly larger
than 4a+4p=4a , so that the operator T may not even be defined on La .
On the other hand, when {=0, the corresponding space Lr=Lp is inter-
mediate between 4a and 4p . Thus each operator T # W is well-defined
on Lp , and it is a rather natural problem to describe the ‘‘optimal range’’
space, i.e., the smallest space F into which all these operators map Lp .
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Furthermore, (cf. remarks in the introduction) this problem is closely
related to the limiting case of the Sobolev embedding theorem.
Before proceeding further we should observe that, in some more abstract
sense, this problem already has a complete solution, not only for Lp but
even for every intermediate space E between 4a and 4p . This solution is
formulated in terms of K-functionals for the relevant pairs: The key fact
which we need to use here is that the pair (Mb , Mq) has the universal right
K-property. This was first shown by Peetre in [26]. (See also e.g., [14,
p. 30; or 10, 12].) This means that for any choice of Banach pair (B0 , B1),
and any elements f # B0+B1 and g # Ma+Mp , if f and g satisfy
K(t, g; Mb , Mq)K(t, f ; B0 , B1) for all t>0 (2.4)
then there exists a bounded linear operator S: (B0 , B1)  (Mb , Mq) such
that
g=Sf. (2.5)
Conversely, if there exists a linear or quasilinear operator S which boundedly
maps (B0 , B1) to (Mb , Mq) with bounds not exceeding 1 and which
satisfies (2.5), then this of course implies (2.4). Let us apply these facts to
the case which we need to consider here, where (B0 , B1)=(4a , 4p). Let E
denote any intermediate r.i. space of this pair. For example we can take
E=Lp . We obtain that the smallest set F such that T (E)/F for all T # W
is the collection of all elements g # Ma+Mp which satisfy
K(t, g; Mb , Mq)K(t, f ; 4a , 4p) for some f = fg # E and for all t>0.
(2.6)
We next show that F is in fact a linear space: Obviously *g # F for each
* # R whenever g # F. So it remains to show that g= g1+ g2 # F whenever
g1 , g2 # F. Let f1 and f2 be elements of E such that
K(t, gj ; Mb , Mq)K(t, fj ; 4a , 4p) for all t>0 and j=1, 2.
Since E, 4a and 4p are all r.i., we may choose f1 and f2 to both be non-
increasing, i.e., fj= f j*. Then, setting f = f1+ f2 , we have that f = f * # E
and it is clear from Sharpley’s formula [30] for the K-functional for
(4a , 4p) that K(t, f ; 4a , 4p)=K(t, f1 ; 4a , 4p)+K(t, f2 ; 4a , 4p) for all
t>0. This shows that (2.6) holds for these particular choices of g and f.
Consequently g # F, as required.
Using essentially the same arguments we can also show that the functional
&g&F :=inf & f &E , (2.7)
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where the infimum is taken over all f # E which satisfy (2.6), is a norm on F.
With respect to this norm we immediately obtain that the map T : E  F
is bounded for every T # W.
(2.8) Remark. If a linear operator S satisfies S: L1  L1 and S: L  L
with norms not exceeding 1 then of course ST # W for each T # W with
norms not exceeding the corresponding norms of T. This immediately
shows that T # W T (E) is an exact interpolation space with respect to
(L1 , L), i.e., it is an r.i. space.
(2.9) Remark. We have chosen here to consider only linear operators T,
but the following observation shows that in fact our results will automati-
cally apply also to quasilinear operators: We have represented the optimal
range space F as a union of spaces F=T # W T (E). Now consider the
corresponding union where the class W is enlarged to also include quasi-
linear operators of weak types ( p, q) and (a, b). It turns out that this is still
the same space F, in view of the simple remark above that (2.5) implies
(2.4) also when S is merely quasilinear.
The above description of the optimal range space F=T # W T (E) in
terms of the condition (2.6) and formula (2.7) may not be very convenient
to work with, especially if the set of functions which arise as K-functionals
of elements of the domain space E has a complicated structure. We shall
therefore seek other ways to describe such spaces F and to calculate their
norms.
Rather straightforward descriptions and more concrete norm formulae
are already known in the case where E is any intermediate space of the
Banach pair (4a , 4p) which is not ‘‘too close’’ to the extreme spaces of the
pair. The ‘‘distance’’ here is expressed in terms of Boyd indices. The most
general known result of this kind is:
(2.10) Theorem (S. G. Krein and E. M. Semenov [21]). If T #
W(a, b, p, q) with b{q and if
1
p
< pE qE <
1
a
, (2.11)
then T acts continuously from E to F, where
& f &F=&t&f **(t+)&E , +=
1a&1p
1b&1q
, &=
1(aq)&1(bp)
1b&1q
.
Moreover, if b, q>1, p<, then the space F is optimal, i.e., it cannot be
replaced by any smaller space.
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We cannot apply this theorem if E is the above-mentioned space Lp , or
any other space for which ,E(t)=t1p, since then (2.11) does not hold.
There are also other r.i. spaces E/4a+4p=4a which fail to satisfy (2.11)
for example, those for which ,E(t) is of the form t1p(ln(et))_ where _<0.
We think of all these spaces as being ‘‘close’’ to the space 4p , because they
do not satisfy the condition pE>1p. Similarly those r.i. spaces E/4a
which do not satisfy the condition qE<1a can be considered as being
‘‘close’’ to the larger space 4a of the pair (4a , 4p).
We will confine ourselves here to the study of spaces which are close to
the smaller space 4p . In fact, provided the parameters (2.1) satisfy suitable
conditions, it should be possible, by applying duality to some of our
theorems here, to obtain some results also for spaces close to the larger
space 4a , including alternative proofs, and perhaps also stronger versions
of various results in [3] and [19].
Note however that the situations near each of the two ‘‘endpoint’’ spaces
4a and 4p are rather different from each other. As already hinted in the
discussion following (2.3), the choice of spaces near 4a is rather restricted:
the only spaces on which all operators T # W are defined are those con-
tained in 4a i.e., spaces which are smaller than the smallest space with the
fundamental function t1a.
As mentioned in the introduction, there are two well-studied classes of
spaces close to 4p spaces. One of them consists of the LorentzZygmund
spaces L p, r(log L): which are the spaces of functions f for which the
quasinorm
& f &p, r; :=\|
1
0 _t1p \ln
e
t+
:
f *(t)&
r dt
t +
1r
(2.12)
is finite. As usual the integral is replaced by a supremum when r=.
These spaces have the following interpolation property:
(2.13) Theorem (cf. C. Bennett and K. Rudnick [3, Theorem C1 (b),
p. 10]). Every operator T # W(a, b, p, q) for 0<a< p<, 0<b<q,
acts continuously from L p, r(log L):+1 into Lq, s(log L); for all 1rs
and all :, ; # R such that :+1r=;+1s<0.
In Section 6 we shall show that when r=s and :=&1 this result is
optimal for q= and can be improved in other cases.
(2.14) Remark. In fact Bennett and Rudnick generalize their definition
of the class W(a, b, p, q), by using a formulation in terms of a maximal
operator of Caldero n. (See [3, p. 8].) In this generalized setting p can also
be infinite, and their theorem also applies in this case.
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The second class consists of the generalized LorentzZygmund spaces
which may be denoted by L p, r(log L): (log log L);. They are defined via
the quasinorms
& f &p, r; :, ;=\|
1
0 _t1p \ln
e
t+
:
\ln ln e
2
t +
;
f *(t)&
r dt
t +
1r
. (2.15)
The interpolation properties of these spaces were studied in [18] and [19]
for all possible combinations of indices. We conjecture that our approach
may also give sharper results for these spaces and plan to investigate this
possibility in the future.
It is often useful to replace the quasinorms in (2.12) and (2.15) by equiv-
alent norms. The following lemma which will also be used for several other
purposes in this paper, shows that this can be done simply by replacing f *
by f **.
(2.16) Lemma. Suppose that the upper extension index of the function
:: (0, )  (0, ) satisfies q:<1. Then, for any r.i.s. E, the Hardy operator
(1.2) is bounded, both on the space E :
*
and on the space E :, and its norm can
be estimated independently of E. In particular,
&:(t) f **(t)&E &&:(t) f *(t)&E .
Proof. We shall need a sort of ‘‘Minkowski-like’’ inequality for the
spaces E
*
and E : Suppose that ,: (0, 1)  R is measurable and 10 |,(s)| ds
< and define the operator T by Tg(t)=10 g(st) ,(s) ds for each g #
L1*+L*. Obviously T is bounded on each of the spaces L1* and L*
with norm not exceeding 10 |,(s)| ds. So it follows by interpolation that
"|
1
0
g(st) ,(s) ds"E* |
1
0
|,(s)| ds } &g&E* . (2.17)
Similarly T is bounded on L 1 and on L  and so (2.17) holds also with E*
replaced by E .
Now we observe that
:(t) |Hf (t)|
1
t |
t
0
| f (s)| :(t) ds=|
1
0
| f (st)| :(t) ds
|
1
0
| f (st)| :(st) m: \1s+ ds.
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The condition q:<1 ensures that, for some constant C>0 and some
fixed % # (q: , 1), we have m:(t)t% for all tC (see [20, (1.20), p. 54]). So
10 m:(1s) ds< and it follows from (2.17) that
&:Hf &|
1
0
m: \1s+ ds } &:f &
where & }& is the norm of E
*
or of E . K
3. THE ACTION OF WEAK TYPE OPERATORS ON THE
MARCINKIEWICZ SPACE WITH EXTREMAL INDEX
An important feature of our approach here is that the interpolation pro-
cess is split into two steps. We start by considering the particular case when
the domain space is Mp . In the second step the result obtained for this case
enables us to consider interpolation for the new Banach pair of domain
spaces (4p , Mp).
(3.1) Theorem. Let T be in the class W(a, b, p, q) where 1a< p<
and 1b<q. Then T : Mp  M\ where \(t)=t1qln(et) for t # (0, 1).
(3.2) Remark. (i) This theorem cannot be proved by finding some
interpolation functor F such that F(4a , 4p)=Mp and F(Mb , Mq)=M\ .
This will be clear later from Theorem 3.7 and the discussion preceding it.
(ii) If p= we obtain the stronger but entirely trivial conclusion
T : Mp  Mq , simply because Mp=4p .
Proof. With the help of Lemma 2.16 we obtain this result as an
immediate consequence of Theorem 2.13, in the case when r=s= and
:==&1. K
(3.3) Remark. Theorem 3.1 illustrates an interesting phenomenon: The
‘‘closeness’’ of the domain space Mp to the endpoint domain space 4p
somehow ensures that the corresponding range space M\ does not depend
on any particular choice of the ‘‘distant’’ endpoint spaces 4a and Mb .
(However the norm of T : Mp  M\ may depend also on the parameters a
and b.)
Now we shall discuss the optimality of the result of the preceding
theorem.
(3.4) Theorem. Suppose that a, b, p, q and \ are defined as in
Theorem 3.1. Then M\=T # W T (Mp), i.e., interpolation from the triple
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(4a , 4p ; Mp) into the triple (Mb , Mq ; M\) is optimal with respect to the
range space M\ .
Proof. We have only to show that M\/T # W T (Mp). We shall do
this with the help of a particular operator T defined for each f # 4a+4p by
Tf (t)=t&1q |
1
(te)m
s1p&1f (s) ds for all t # (0, 1) where m=
1b&1q
1a&1p
.
(3.5)
If f # 4p then
|Tf (t)|t&1q &s1p&1&M p$ & f &4p # Mq ,
because s1p&1 # Mp$ . If f # 4a then
|Tf (t)|t&1q \te+
m(1p&1a)
|
1
(te) m
s1a&1 | f (s)| ds
t&1b &s1a&1&Ma$ & f &4 a # Mb .
Thus we have shown that T # W.
Consider now the function f0(t)=t&1p # Mp . We obtain that
Tf0(t)=t&1q |
1
(te) m
ds
s
=mt&1q ln
e
t
=
m
\(t)
.
This shows that 1\ # T # W T (Mp). Finally we observe that any function
g in the unit ball of M\ satisfies g**1\(1\)**. Consequently, since
T # W T (Mp) is r.i., (cf. Remark 2.8) we obtain that each such g is in
T # W T (Mp). This completes the proof. K
(3.6) Remark. In the previous proof an alternative way to establish the
existence of some operator T # W such that Tf0=1\ would be to explicitly
calculate the K-functionals of f0 and 1\ and then use the fact that the pair
(Mb , Mq) has the universal right K-property.
We conclude this section with a brief discussion of the point raised in
Remark 3.2(i). The following remarks are not explicitly required for the
proof of the main theorems in Section 5. However they are relevant for our
general understanding of the behaviour of operators in W on spaces very
‘‘close’’ to 4p .
A basic method for proving interpolation properties of spaces is the use
of interpolation functors. For example, in our setting, for each given space
E, if we can find an interpolation functor F such that E=F(4a , 4p), then
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we will automatically obtain that all operators T of weak types (a, b) and
( p, q) map E into the space F=F(Mb , Mq).
An interpolation functor F with the required property for E exists if
and only if E is an interpolation space with respect to the pair (4a , 4p).
(See [1].) However, even when we know that F exists in principle, it may
still be very difficult to describe it in a sufficiently explicit way to enable
us to in turn give some reasonably concrete description of the space
F=F(Mb , Mq).
As shown in [2], if E satisfies the hypotheses of Theorem 2.10, then E
is an interpolation space with respect to the pair (4a , 4p). Consequently
there exists an interpolation functor F which satisfies E=F(4a , 4p) to
within equivalence of norms.
There are of course also other spaces E which, unlike those in [2], are
close to the endpoint spaces and which can nevertheless be represented in
the form E=F(4a , 4p) for some F. (As one example, we may take the
space 4: where : is obtained as in (2.2) by choosing a function %(t) with
p%=0.) On the other hand if our space E is such that ,E(t)=t1p, then
there is no functor F with the required property. This follows from the
following general theorem about r.i. spaces
(3.7) Theorem (L. Maligranda and M. Masty*o [22, p. 343, Theorem 5]).
Let E, F and G be r.i. spaces on (0, 1). Suppose that E/G/F, that
limt  0(,F (t),E(t))=0 and that E has the Fatou property. Suppose further
that on E the norm & }&G is not equivalent to the norm & }&E nor to the norm
& }&F . If ,G (t)t,E(t) or ,G (t)t,F (t), then G is not an interpolation space
with respect to the pair (E, F).
(3.8) Remark. In fact an analogue of this theorem can be proved for r.i.
spaces E, F and G on (0, ) satisfying E/G/F.
4. INTERPOLATION SPACES BETWEEN 4p AND Mp
From Theorem 3.1 we now know the mapping properties of weak type
operators on Mp , the largest r.i. space which has the same fundamental
function (namely t1p) as 4p . We now wish to prepare the ground for
obtaining corresponding results for certain other r.i. spaces A which are
also close to 4p , namely those which satisfy the inclusions 4p/A/Mp
and which are interpolation spaces with respect to the pair (4p , Mp). These
are the spaces to be studied in this section. It turns out that their norms
can be expressed very conveniently via suitably weighted norms of r.i.
spaces E on ((0, 1), dtt). The key to proving this is to show that the simple
map f [ t1p f **(t) can be associated with a partial retract relating the
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pairs (4p , Mp) and (L 1 , L ). This is in the spirit of more complicated
analogous results which follow from general theorems in [10], (cf. also
[17]). For a more detailed comparison with those results see Remark 4.11
below.
(4.1) Lemma. Let p # (1, ). Given any function f # L p, 1+L p, =L p, ,
let f
*
: (0, 1)  R denote the function f
*
(t) :=t1p f **(t). Then there exist
bounded linear operators S: (L p, 1, L p, )  (L 1 , L ) and T : (L 1 , L ) 
(L p, 1, L p, ) with norms bounded by constants _( p) and {( p) respectively
depending only on p, such that Sf = f
*
and Tf
*
= f.
Proof. The construction of S is rather straightforward. It is just a
matter of finding some convenient way to linearize the sublinear operator
h [ t1ph**(t). For each fixed n # N the map h [ 2&nph**(2&n+1) defines
a seminorm on L1+L . The HahnBanach theorem guarantees the
existence of a linear functional *n such that *n( f )=2&np f **(2&n+1)
and |*n(h)|2&nph**(2&n+1) for all h # L1+L . Define S1 by S1 h=
n=1 *n(h) /(2&n, 2&n+1] for all h # L1+L and then set Sh=(S1hS1 f ) f*.
Clearly for all t # (0, 1) we have |S1h(t)|t1ph**(t) and S1 f (t)
2&1&1pt1p f **(t)=2&1&1p f
*
(t). It follows immediately that S has all the
required properties.
Now we turn to the construction of T. The first step is to introduce
a conditional expectation operator A defined by Ah=n=1 ((1ln 2)_
2&n+12&n h(s) dss) } /(2&n, 2&n+1] for each h # L 1+L  . Clearly A: (L 1 , L ) 
(L 1 , L ) with norm 1. Furthermore, since for each n # N,
supt # (2&n, 2&n+1] t1p f **(t)21+1p inft # (2&n, 2&n+1] t1p f **(t), it follows that
Af
*
& f
*
and in particular
f
*
21+1pAf
*
. (4.2)
We next introduce a second operator B defined by
Bh=
f *
Af
*
Ah. (4.3)
Then obviously Bf
*
= f *. Finally, we obtain an operator T such that
Tf
*
= f by letting T=UB where U: (L1 , L)  (L1 , L) is a norm one
linear mapping such that Uf *= f. The operator U exists as a consequence
of Theorem 1 of [8, p. 278]. An explicit construction of such an operator
is given in Lemma 2 of [8, p. 277].
Since L p, 1 and L p,  are both exact interpolation spaces with respect to
the pair (L1 , L) we of course have that U: (L p, 1, L p, )  (L p, 1, L p, )
with norm 1. So to complete our proof we have only to show that
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B: (L 1 , L )  (L p, 1, L p, ) is bounded. Let us observe that, for each
t # (0, 1), we have
f *(t)
Af
*
(t)

f **(t)
Af
*
(t)
=
t&1pf
*
(t)
Af
*
(t)
and that, by (4.2), this is dominated by
21+1pt&1p21+1p :

n=1
2np/(2&n, 2&n+1](t).
Thus the desired conclusion for B will follow if we show that the auxiliary
operator B1 defined by
B1h=\ :

n=1
2np/(2&n, 2&n+1]+ Ah
= :

n=1 \
2np
ln 2 |
2&n+1
2&n
h(s)
ds
s + } /(2&n, 2&n+1] (4.4)
satisfies B1 : (L 1 , L )  (L p, 1, L p, ) boundedly, and that its norms are
bounded by expressions depending only on p.
Let h be an arbitrary function in L r=Lr((0, 1), dtt) where r=1 or r=.
Then the sequence [hn]n # N defined by hn=(1ln 2) 2
&n+1
2&n |h(s)| dss is in lr
with
&[hn]n # N&lr(ln 2)
&1r &h&Lr . (4.5)
We have that
|B1h| :

n=1
2nphn } /(2&n, 2&n+1] :

n=1
max
1mn
[2mphm] } /(2&n, 2&n+1]=H.
The function H is non increasing on (0, 1]. Therefore
&B1h&Lp, r&H&Lp, rCp, r &t
1pH(t)&Lr((0, 1), dtt)
Cp, r &[2&np max
1mn
[2mphm]]n # N&lr
where here and in the sequel Cp, r denotes a constant depending only on p
and r (which may be different at each appearance). In view of (4.5) we now
see that the only remaining step required is to show that for an arbitrary
sequence [hn]n # N of non negative numbers and r=1,  we have
&[2&np max
1mn
[2mphm]n # N &lrCp, r &[hn]n # N &lr .
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This is obvious for r= and in fact in this case Cp, =1. So let us now
treat the case r=1. For each n # N, let ,(n) # N be such that 1,(n)n
and max1mn [2mphm]=2,(n)ph,(n) . So
&[2&np max
1mn
[2mphm]]n # N &l1= :

n=1
2(,(n)&n)ph,(n) .
For each m # N, let Wm=[n # N : ,(n)=m]. Then, interpreting any sum
when the range of indices is empty to be zero, we see that the preceding
sum equals
:

m=1 \ :n # Wm 2
(m&n)phm+ .
Since ,(n)n, this sum in turn is dominated by
:

m=1 \ :nm 2
(m&n)phm+= 11&2&1p &[hm]m # N&l1 .
This completes the proof of the lemma. K
(4.6) Theorem. Let p # (1, ) and let A be an arbitrary interpolation
space with respect to (4p , Mp)=(L p, 1, L p, ). Then there exists an r.i.s. E
such that f # A if and only if f
*
# E , where f
*
: (0, 1)  R is defined by
f
*
(t)=t1p f **(t). Furthermore
& f &A && f*&E (4.7)
and, if A is an exact interpolation space, then the constants of equivalence in
(4.7) are bounded by expressions depending only on p.
Proof. Let E denote the class of all functions g: (0, 1)  R in L 1+L 
such that Tg # A for every bounded operator T : (L 1 , L )  (L p, 1, L p, )
and such that the norm
&g&E :=sup[&Tg&A : &T&(L 1, L )  (Lp, 1, Lp, )1]
is finite. (We may remark that this is a particular case of the ‘‘co-orbit’’
construction which goes back to [1].) Clearly E is an r.i.s. on ((0, 1), dtt)
and so it uniquely determines an r.i.s. E on ((0, ), dt). (Cf. Remark 1.8.)
Given any f # A, we can write f
*
=Sf for a suitable linear operator
S: (L p, 1, L p, )  (L 1 , L ) with norm bounded by _( p) and so, since A is
an interpolation space with respect to (L p, 1, L p, ), we deduce that
& f
*
&E =sup[&TSf &A : &T&(L 1, L )  (Lp, 1, Lp, )1]_( p) } C(A) & f &A , where
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the constant C(A) depends only on A and equals 1 if A is an exact inter-
polation space. Conversely, suppose that f
*
# E for some f # L p, 1+L p, .
Then we apply the particular operator T: (L 1 , L )  (L p, 1, L p, ) con-
structed in Lemma 4.1 with norm not exceeding {( p) such that Tf
*
= f,
and deduce that f # A with & f &A {( p) & f*&E . This shows that the r.i.s. E
has all the required properties and completes the proof of the theorem. K
Here is a sort of converse to the previous theorem.
(4.8) Theorem. Let p # (1, ) and let E be an arbitrary r.i.s. Let A be
the space of all measurable functions f : (0, 1)  R for which f
*
# E , where
f
*
: (0, 1)  R is defined by f
*
(t)=t1p f **(t). Let A be normed by
& f &A =& f*&E . (4.9)
Then A is an interpolation space with respect to (4p , Mp). Furthermore there
exists a constant #( p) depending only on p such that every linear operator T
such that T : (4p , Mp)  (4p , Mp) with norms not exceeding 1 maps A into
itself with norm not exceeding #( p).
Proof. Let us first check that 4p/A/Mp , i.e., that A is an inter-
mediate space for the pair (4p , Mp). Since 4p/Mp , if f # 4p then
f
*
# L 1 & L  with & f &4p && f*&L 1 & L  . Since L 1 & L  is continuously
embedded in E it follows that 4p is continuously embedded in A. Then,
since E is continuously embedded in L 1+L  , we obtain that & f*&L 1+L C & f &A . Thus for every measurable set U/(0, 1) with U (dtt)1 we
must have U f*(t)(dtt)C & f &A . In particular, for each s # (0, 1), we
have sse t
1pf **(t)(dtt)C & f &A . Since s1p f **(s)e1pt1p f **(t) for all
t # (se, s), it follows that sups # (0, 1] s1p f **(s)e1pC & f &A , i.e., we obtain
that A is continuously embedded in Mp . Now let f # A and let V be a linear
operator such that V: (4p , Mp)  (4p , Mp) with norms not exceeding 1.
Let us denote g=Vf and g
*
(t)=t1pg**(t). Obviously g # Mp . By
Lemma 4.1 there exist bounded linear operators S: (L p, 1, L p, ) 
(L 1 , L ) and T : (L 1 , L )  (L p, 1, L p, ) with norms bounded by con-
stants _( p) and {( p) respectively depending only on p, such that Sg= g
*
and Tf
*
= f. So the composed operator W=SVT satisfies W: (L 1 , L ) 
(L 1 , L ) with norms not exceeding _( p) } {( p) and also Wf*= g*. Since E

is an exact interpolation space with respect to (L 1 , L ) we obtain that
g
*
# E and &g
*
&E _( p) } {( p) & f*&E . This is exactly the same as&Vf &A _( p) } {( p) & f &A and so we have established that A is an inter-
polation space as required and that the constant #( p) can be taken to be
#( p)=_( p) } {( p). This completes the proof. K
(4.10) Remark. Although the last two theorems show well defined rela-
tionships between the class of interpolation spaces A of the pair (4p , Mp)
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and the class of r.i. spaces E , it is clear that these relationships do not
generate a one-to-one correspondence between the two classes. For example
when the construction of Theorem 4.8 is applied to any of the r.i. spaces E
which satisfy L /E /L 1+L  the corresponding space A will always
be the same space Mp . Similarly, all of the spaces E which satisfy
L 1 & L /E /L 1 give rise to the same space 4p .
(4.11) Remark. As already briefly indicated above, there are other
(more complicated) ways of describing all interpolation spaces with respect
to (4p , Mp):
Let L9 denote the pair L9 =(L1 , L) (as defined in (1.3)). Then we have
that
(4p , Mp)=(L9 %0 , q0 , L9 %1 , q1) (4.12)
where %0=%1=1&1p, q0=1 and q1=. (Cf. e.g., [5, Theorem 5.3.1,
p. 113]).
It follows from (4.12), using Theorem 1 and Remark 3 of [10, pp. 126127]
that (4p , Mp) is a Caldero n pair. Therefore, by a result of BrudnyiKrugljak,
every interpolation space A is of the form A=(4p , Mp)
K
G for some choice
of parameter G (See [7, pp. 353356] or apply Theorem 1 of [11, p. 42] to
Theorem 2.1 of [14, p. 11].) Holmstedt’s formula ([5, p. 52]) gives a
relatively simple equivalent expression for the K-functional for pairs of the
form (E9 %0 , q0 , E9 %1 , q1) where E9 is an arbitrary Banach pair. However it does
not apply in cases like that of (4.12) where %0=%1 . For these an alternative
formula for the K-functional is available, as explained in [10, Remark 2,
p. 126]. (It follows from the fact that the map f [ K(t, f ; E9 ) can be
associated with a partial retract relating the pair (E9 %0 , q0 , E9 %1 , q1) and the
pair of weighted Lp spaces (Lt
&% 0
q0 V
, L t&% 1q1 V ).) In principle we could have used
this (rather complicated) formula here to obtain expressions for the norms
of interpolation spaces A. But these would be very unwieldy compared with
the expressions obtained in Theorem 4.6.
Theorems 4.6 and 4.8 have shown the important role of norms defined
by formul$ of the form &t1pf **(t)&E . If we replace f ** by f * in such a for-
mula, then we obtain a smaller quasinorm &t1pf *(t)&E . It is often helpful
to know that this quasinorm is equivalent to the original norm. This is a
consequence of Lemma 2.16.
5. THE BASIC INTERPOLATION THEOREM
One of the main results of this paper is the interpolation theorem which
will be presented in this section as Theorem 5.1. In fact this theorem holds
for all operators T in a class which, by Theorem 3.1, contains the class
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W=W(a, b, p, q), namely those operators which are bounded maps of the
pair (4p , Mp) into the pair (Mq , M\). (Here, as before, \(t)=t1qln(et).)
It will be convenient to denote this class by V=V( p, q, p, \). It is easy to
see that V is strictly larger that W. (See Remark 5.20.) So it is perhaps
surprising that, as we will show in Theorem 5.7, the result of Theorem 5.1
cannot be sharpened, even for the strictly smaller class of operators W. As
a consequence of these facts we see that the phenomenon mentioned already
in Remark 3.3 occurs more generally, i.e., for a substantial collection of
spaces A close to 4p , the optimal range space B for the class of operators
W(a, b, p, q) acting on A is independent of the exponents a and b.
(5.1) Theorem. Suppose that T : 4p  Mq and T: Mp  M\ , where
p, q>1, p< and \(t)=t1qln(et). Let E be an r.i.s. satisfying qE<1, and
let A and B respectively be the spaces of measurable functions on (0, 1) for
which the norms
& f &A =&t1pf **(t)&E , & f &B =" sup0<s<t s1qf **(s)ln
e
s"E (5.2)
are finite. Then T : A  B.
(5.3) Corollary. Suppose that 1a< p<, 1b<q, qE<1
and that the spaces A and B are defined by (5.2). Then every operator T of
weak types (a, b) and ( p, q) is bounded from A into B.
(5.4) Remark. Note that the conclusions of the theorem and its
corollary may fail to hold if we do not impose the condition qE<1. For
example, if E=L1 then A=4p and the function g(t)=t&1q is not in B. So
the operator T defined by Th= g } 10 h(s) ds cannot map A into B even
though, since g # Mq/Mb , and 4p/Mp/L1 , we have T # W.
Proof of the theorem. It follows (cf. Remark 1.13) from the condition
qE<1 that the Hardy operator is bounded on E and this in turn (cf. the
discussion immediately after (1.2)) implies that E=(L1 , L)KE | to within
equivalence of norms, where E| is a weighted counterpart of E with weight
function |(t)=1t. Consequently (cf. (1.4)) we have E =(L 1 , L )KE | . Now,
with the help of the operators S and T constructed as in Lemma 4.1, it is
easy to deduce that A=(4p , Mp)KE | to within equivalence of norms. Thus
the theorem will be proved if we show that B#(Mq , M\)KE | .
It is very easy to check that, for each u>0 and each h # Mq+M\ , the
K-functional for the pair (Mq , M\) satisfies
K(u, h; Mq , M\)=&h&Mq+uM\&h&M,u , (5.5)
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where
,u(s)=min(s1q, u\(s))=s1q min \1, uln es+ . (5.6)
(Let us mention that in fact, although we do not need this here, the two
expressions in (5.5) can also be shown to be equivalent, by using the
BrudnyiKrugljak reiteration theorem.)
From (5.5) and (5.6) we obtain that
K(u, h; Mq , M\) sup
0<s<1
min \1, uln es+ s1qh**(s).
Consequently, if we apply (1.7) to the function f : (0, 1)  R defined by
f (t)=(1ln(1t)) K(ln(1t), h; Mq , M\), we obtain that
&h&(Mq , M\)KE |="1u K(u, h; Mq , M\)"E
=" 1ln(1t) K \ln
1
t
, h; Mq , M\+"E
" sup0<s<1 min \1ln
1
t
, 1ln
e
s+ s1qh**(s)"E
" sup0<s<t min \1ln
1
t
, 1ln
e
s+ s1qh**(s)"E .
Whenever 0<s<t<1 we have 0<ln(1t)<ln(es) and so
min \1ln 1t , 1ln
e
s+=1ln
e
s
.
Consequently,
&h&(Mq , M\)KE |" sup0<s<t
s1q
ln(es)
h**(s)"E =&h&B . K
Let us now apply Theorem 5.1 and Corollary 5.3 in the case where the
r.i.s. E is chosen to be E=Lr for some r # (1, ]. Here we obtain that the
space A is the Lorentz space L p, r (i.e., the LorentzZygmund space
L p, r(log L): as defined in (2.12) with :=0). For this we are using the fact
that the quasinorm & f &p, r; : in (2.12) is equivalent to the corresponding
norm, which we shall denote by & f &L p, r(log L): , which is obtained by replac-
ing f * by f **. This is mentioned in [3, p. 62], and can also be deduced
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from Lemma 2.16 and Remark 1.12. We also obtain that the space B is
precisely the space B defined in the introduction (see (0.1)). (Set q0=q,
p0= p, p1=a and q1=b.)
The BennettRudnick Theorem (Theorem 2.13) gives, in this case, that
every T # W maps A boundedly into the space Lq, r(log L)&1. This is
clearly a consequence of Theorem 5.1 since & f &Lq, r(log L)&1& f &B . The
essential difference between these two norms is that in B the function
(t1qln(et)) h**(t) is replaced by its least non-decreasing majorant.
One of our results in the next section (Theorem 6.2) will imply that, if
q, r<, the space B is strictly smaller than Lq, r(log L)&1. So here our
result actually improves that of BennettRudnick. In the remainder of this
section we shall show that there is no possibility of further improvement:
The following generalization of Theorem 3.4 shows that Theorem 5.1 is
optimal.
(5.7) Theorem. Suppose that a, b, p, q, \, A and B are defined as in
Theorem 5.1 and Corollary (5.3). Then B=T # W T (A), i.e., interpolation
from the triple (4a , 4p ; A) into the triple (Mb , Mq ; B) is optimal with
respect to the range space B.
Proof. We shall once again use the particular operator T defined in
(3.5). We already know from the proof of Theorem 3.4 that T # W. We
shall show that for each function g # B, there exists a function f # A such
that Tf - g* on (0, 1). (In fact it will turn out that f is positive and non
increasing, so we will be able to suppose that f = f *.) Obviously the
optimal range space T # W T (A) is rearrangement invariant, and so this
will suffice to prove the theorem.
Given g we can construct f in five steps which involve the definition of
four auxiliary functions ‘, !, z and y. Here are the steps:
(1) ‘(t)= sup
0<s<t
\(s) g**(s) for all t # (0, 1),
(2) !(u)=‘(e&u) for all u # (0, ),
(3) z(u)={!**(u),!**( p),
for u # ( p, )
for u # (0, p],
(4) y(t)=z \ln 1t + for t # (0, 1),
(5) f (t)=t&1py(t).
Our first task is to show that f # A. Since g # B we have that
sup0<s<t \(s) g**(s) # E , i.e., ‘ # E . This ensures (cf. (1.7)) that ! # E. This
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in turn implies that !* # E. In fact !*=! a.e. since ‘ is nondecreasing and
therefore ! is nonincreasing. In particular !**=H!, where H denotes the
Hardy operator (1.2). The condition qE<1 is now used to guarantee
(cf. Remark 1.13) that H is bounded on E and so !** # E. Next, since
0z!**, we obtain that z # E. Then, since y(e&u)=z(u) (cf. again (1.7))
we deduce that y # E , i.e.,
t1pf (t) # E . (5.8)
Before we can give the final steps of the proof that f # A we need to show
that f is nonincreasing. It is obvious from the definitions that z is absolutely
continuous on every closed subinterval of (0, ). This of course implies
that y and f are absolutely continuous on every closed subinterval of (0, 1).
Thus it will suffice to show that f $0 a.e. on (0, 1).
For a.e. t # (0, 1) we have
f $(t)=&
1
p
t&1p&1z \ln 1t ++t&1pz$ \ln
1
t +\&
1
t +
=&
1
p
t&1p&1(z(u)+ pz$(u)), where u=ln
1
t
. (5.9)
From the definition of z it follows that for a.e. u # ( p, )
z(u)+ pz$(u)=
1
u |
u
0
!(s) ds&
p
u2 |
u
0
!(s) ds+
p
u
!(u)
=\1& pu+ z(u)+
p
u
!(u)0, (5.10)
and, for all u # (0, p),
z(u)+ pz$(u)=!**( p)0. (5.11)
We conclude from (5.9), (5.10) and (5.11) that indeed f $0 a.e. on
(0, 1).
Now that we know that f is nondecreasing, we have that f *= f a.e. and
so also (cf. (5.8)) that t1p f *(t) # E . Since the function :(t)=t1p satisfies
q:=1p<1 (cf. Remark 1.12) we can apply Lemma 2.16 to obtain that
t1p f **(t) # E , which is exactly the required condition that f # A.
Our remaining task is to show that Tf - g* on (0, 1). For each t # (0, 1)
we have that
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\(t) Tf (t)=
1
ln(et) |
1
(te) m
s1pf (s)
ds
s
=
1
ln(et) |
1
(te) m
y(s)
ds
s
=
1
ln(et) |
m ln(et)
0
z(u) dumin(1, m) z \ln et+ . (5.12)
We now claim that
z \ln et+C( p) z \ln
1
t + for all t # (0, 1), (5.13)
or, equivalently, z(u+1)C( p) z(u) for all u # (0, ). If u p&1 then
z(u)=z(u+1)=!**( p) so (5.13) holds with C( p)=1. On the other hand,
if u> p&1, then
z(u+1)=!**(u+1)
u
u+1
!**(u)
p&1
p
!**(u)
p&1
p
z(u)
and so (5.13) has been established.
Our next step will be to show that
z \ln 1t +C‘(t) for all t # (0, 1), (5.14)
where C is a constant independent of t, which may however depend on our
choice of the function g. Again we have to consider two separate cases.
First, if t<e&p, then
z \ln 1t +=!** \ln
1
t +! \ln
1
t +=‘(t).
Otherwise, if te&p, then
z \ln 1t +=!**( p)!( p)=‘(e&p) (5.15)
and for all such t, since \<1 on (0, 1), we also have
‘(t)=max( sup
0<s<e&p
\(s) g**(s), sup
e&ps<t
\(s) g**(s))
max(‘(e&p), g**(e&p)). (5.16)
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From (5.15) and (5.16) we obtain that
z \ln 1t +min \1,
‘(e&p)
g**(e&p)+ ‘(t).
Thus we have established (5.14).
Finally we combine (5.12), (5.13) and (5.14) with the obvious inequality
‘(t)\(t) g**(t) to obtain that
\(t) Tf (t)-\(t) g**(t) and therefore Tf (t)-g**(t) g*(t)
for all t # (0, 1). (5.17)
This completes the proof of the theorem. K
(5.18) Remark. In the course of the proof of Theorem 5.1 we showed
that (Mq , M\)
K
E |/B. Obviously, since A=(4p , Mp)
K
E | and W/V, we
also have that T # W T (A)/(Mq , M\)KE | . Thus we can deduce from
Theorem 5.7 that B=(Mq , M\)
K
E | .
We can say still more. Although the statement of Theorem 5.1 suggests
that the space B could depend upon the particular choice of the r.i.s. E
which we make, we now see that for every other r.i.s. F satisfying qF<1
and A=(4p , Mp)
K
E |=(4p , Mp)
K
F | we will always have B=(Mq , M\)
K
E |=
(Mq , M\)
K
F | and also the norms &sup0<s<t s
1q f **(s) ln(es)&E and
&sup0<s<t s1q f **(s) ln(es)&F will be equivalent.
(5.19) Remark. From (5.17) and from the fact that Tf # B it follows
that g** # B whenever g # B. (This can also be deduced from formula
B=(Mq , M\)KE | and the fact that the Hardy operator is bounded on Mq
and M\ (cf. Remarks (1.12) and (1.13)).)
(5.20) Remark. There are rather obvious examples which show
explicitly that the set W(a, b, p, q) for any a< p and b<q is strictly
smaller than the set V of operators which are bounded maps from
(4p , Mp) into (Mq , M\). Consider, for instance, the rank one operator T
defined by
Th=|
1
0
t&1rh(t) dt } /(0, 1)
where r is some constant number in ( p$, a$). (Here as usual p$ denotes the
conjugate exponent p$= p( p&1) and similarly a$=a(a&1).) Clearly
T : Mp  L and so, since 4p is continuously embedded in Mp , we have
that T # V. However, since t&1r  Ma$=(4a)* we see that Th is not even
defined for all h # 4a and so T certainly cannot be in W.
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6. COMPARISON OF THE SPACE B WITH LORENTZZYGMUND
AND OTHER SPACES
In this section we continue and conclude our study of the space B and
its norm
& f &B=" sup0<s<t s1q f **(s) ln
e
s"E .
More specifically we compare B with a more ‘‘classical’’ space G consisting
of those measurable functions f : (0, 1)  R for which the norm
& f &G=" t1qf **(t) ln et"E
is finite. Of course B is continuously embedded in G. Our goal here is to
determine whether or not these two spaces coincide. The answer depends
on our choice of the r.i.s. E and the parameter q. For our results here we
do not need to impose the additional hypothesis qE<1 which was needed
in the previous section.
It will be helpful to bear in mind that, by Lemma 2.16 and Remark 1.12
we have that
"t1q f **(t) ln et"E &" t1q f *(t) ln
e
t"E for each fixed q # (1, ]. (6.1)
Our first result deals with all the cases where B and G do not coincide.
(6.2) Theorem. Suppose that E is a r.i.s. satisfying limt  + &/(0, t)&E=
and that 1<q<. Then B{G and the norms of these spaces are not equivalent.
Proof. Let ,E (t) be the fundamental function of the space E. We may
assume, by renorming E equivalently if necessary (cf. Remark (1.9)), that
,E (t) is a concave function. We of course have limt   ,E (t)= whether
or not we renorm E. Consequently ,E is strictly increasing and has a well
defined strictly increasing inverse function ,&1E which maps the interval
[,E (1), ) onto [1, ). For notational convenience let us set ,E (1)=*.
We shall prove the theorem by constructing a function f for which
& f &G&" t1q f *(t) ln et"E <
but & f &B=" sup0<s<t s1q f **(s) ln
e
s"E =.
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First we introduce two sequences of positive numbers
bn=n2 :
n
k=1
,&1E (*k
3), an=
bn
q
+ln
bn
n2
, n=1, 2, ... .
Then we define f by setting
f (t)={1ean
for e&1t<1,
for e&bn+1t<e&bn, n=1, 2, ... .
Note that both of the sequences [an] and [bn] are strictly increasing and
tend to +, and also b1=1. Hence f is defined on all of the interval (0, 1)
and is nonincreasing. Since it is also right continuous, we have f *(t)= f (t)
for all t # (0, 1). If we set h(x)= f (e&x), then
& f &G &"e
&xqh(x)
1+x "E  :

n=1 "
e&xqh(x)
bn
/ (bn , bn+1](x)"E +&/(0, 1)(x)&E
 :

n=1 "
ean&bnq
bn
e&(x&bn)q/(bn , )(x)"E+*
= :

n=1
1
n2
&e&xq&E+*<
because e&xq # L1 & L/E. On the other hand
& f &B" sup0<s<t
s1q f (s)
ln(es) "E =" supy>x
e&yqh( y)
y+1 "E
"supy>x
e&yqh( y)
y+1
/(bn&1 , bn](x)"E

e&bn qh(bn)
bn+1
&/(bn&1 , bn](x)&E
for every n2. Since we have bn1 and therefore bn+12bn , the pre-
ceding estimates give that
& f &B
1
2
ean&bnq
bn
,E (bn&bn&1)=
1
2n2
,E (bn&bn&1).
But bn&bn&1,&1E (*n
3), and consequently ,E (bn&bn&1)*n3. This
gives that & f &B(*2) n for each n2. Thus & f &B= and the proof is
complete. K
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The rest of this section will be devoted to showing that B=G with
equivalent norms in all cases not covered by Theorem 6.2. Let us first com-
plete the discussion in the case where q # (1, ). This means we must deal
with r.i. spaces E on (0, ) which satisfy the condition
lim
t  
&/(0, t)&E<. (6.3)
This condition is very close to the condition L/E. We shall see that it
implies, and in fact is equivalent to L%/E where L% denotes the closure
of L1 & L in L . It is easy to see that L% is in fact simply the closed sub-
space of L consisting of those measurable functions .: (0, )  R for
which limt   .*(t)=0. This latter condition is of course equivalent to
limt   .**(t)=0. We shall also see that there is no r.i.s. lying strictly
between L% and L . The following lemma formulates these results in
precisely the version which we need.
(6.4) Lemma. Let E be an r.i.s. on ((0, ), dt) satisfying (6.3). Let E be
the r.i.s. on ((0, 1), dt) consisting of all measurable functions h: (0, 1)  R for
which g # E where
g(t) :={h(t)0
if t # (0, 1)
if t>1
.
Then, either
(i) /(0, ) # E in which case we have, for each measurable .: (0, )  R,
that . # E if and only if .* } /(0, 1) # E, or
(ii) /(0, )  E in which case we have, for each measurable .: (0, )  R,
that . # E if and only if .* } /(0, 1) # E and limt   .*(t)=0.
In both of the cases (i) and (ii), each . # E satisfies
&.&E&.* } /(0, 1)&E+C &.* } /[1, )&L (6.5)
for some absolute constant C. Consequently, for each . # E & L , we have
&.&EC$ &.&L (6.6)
where C$=&/(0, 1)&E+C.
Proof. Case (i) is straightforward and we leave its proof to the reader.
Observe that in this case we can obtain (6.5) with C=&/(0, )&E . For case
(ii), suppose first that . # E. Then of course .* # E and consequently
.* } /(0, 1) # E. We must also have limt   .*(t)=0 since if this limit were
positive it would follow that /(0, ) # E. Conversely, suppose that
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.* } /(0, 1) # E and limt   .*(t)=0. Then, to show that .* # E and there-
fore also that . # E we have only to show that .* } /[1, ) # E. By
hypothesis, for any fixed r # (0, 1) there exists a strictly increasing sequence
of positive numbers [:n]n0 such that .*(:n)rn.*(1). In particular we
set :0=1. Consequently,
.* } /[1, ).*(1) :
n=0

rn } /[:n , :n+1) . (6.7)
By (6.3) the right hand side of (6.7) is an element of E. Therefore so is the
left hand side and so we have shown that . # E. Finally, since the norm in
E of the right hand side of (6.7) is dominated by .*(1) } 1(1&r) }
limt   &/(0, t)&E and since we can take r arbitrarily small, we also obtain
(6.5) with C=limt   &/(0, t)&E . K
(6.8) Theorem. Suppose that the r.i.s. E satisfies (6.3) and that
q # (1, ). Then B=G with equivalent norms.
Proof. Given any element f # G, we introduce the functions
F(x)=
e&xq f **(e&x)
1+x
and H(x)=sup
y>x
F( y).
Then F # E, & f &G=&F&E and & f &B=&H&E , i.e., our task is to show that
H # E and that &H&EC &F&E for some constant C independent of f.
We note that the function F is ‘‘slowly varying’’ in the sense that, for
each fixed x>0 and all y # (x, x+1), we have
F( y)
e&(x+1)q f **(e&x)
2+x

e&1q
2
F(x). (6.9)
So, for each x>0,
& f &G&F/(x, x+1)&E
F(x)
2e1q
&/ (0, 1)&E .
Hence F is in L and therefore so is H, and we have the norm estimate
&F&L=&H&LC*& f &E , where C*=
2e1q
&/(0, 1)&E
. (6.10)
We shall give separate arguments for each of the two cases (i) when
/(0, ) # E and (ii) when / (0, )  E. In case (i) we obviously have
&H*/(0, )&E&H&L &/(0, )&E=&F&L &/(0, )&E . (6.11)
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This shows that H # E and gives &H&EC &F&E as required, with
C=C
*
&/(0, )&E .
Case (ii) corresponds to part (ii) of Lemma 6.4. Thus, since F # E, we
have that limx   F*(x)=0. This in turn means that for each $>0 the set
D$=[x>0 : F(x)$]
has finite measure. We assert that this set is also bounded. If not, then there
exists a sequence of points xk # D$ , k=1, 2, ... such that xk+1xk+1. This
gives a sequence of pairwise disjoint intervals (xk , xk+1). On each such
interval we have, by (6.9), that F$2e1q. It follows that D$2e1q#
k=1 (xk , xk+1). But this means that the measure of D$2e1q must be
infinite, in contradiction to the fact that limx   F*(x)=0. Thus indeed D$
must be bounded.
Let x($)=sup[x : x # D$]. Then for any x>x($) we have F(x)<$. Con-
sequently H(x)supy>x($) F( y)$. Since $ is arbitrary, this proves that
limx   H(x)=0. But since H is non increasing, we also have that H*=H
a.e. on (0, ) and we deduce that limx   H*(x)=0. This condition and
the boundedness of H together imply, again using part (ii) of Lemma 6.4,
that H # E. Then we obtain from (6.6) that
&H&EC$ &H&LC$C* &F&E .
This takes care of case (ii) and so completes the proof of the theorem. K
We now turn to showing that B=G in the only remaining case, namely
when q= and E is an arbitrary r.i.s. Our main tool for treating this case
will be the following lemma. Although we mainly need it for the case p=1
it is just as easy to prove it for all positive values of p, i.e., even including
p<1.
(6.12) Lemma. Let h: [0, )  [0, ) be a continuous non-decreasing
function. Let u(x)=h(x)(1+x) # Lp+L for some p # (0, ) and let
U(x)=supy>x(h( y)(1+ y)). Then there exists a constant Cp depending
only on p such that &U&LpCp &u&Lp and
K(t, U; Lp , L)Cp K(t, u; Lp , L) for all t>0. (6.13)
Remark. Our proof will show that we can take Cp=6 for all choices
of p1. By slight modifications we can obtain Cp=2+21+1p but we have
not sought to find the optimal value for Cp .
Proof. Clearly it suffices to show that for every decomposition
u=u0+u1 , u0 # Lp , u1 # L (6.14)
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there exist nonnegative functions U0 # Lp and U1 # L such that
UU0+U1 and
&U0&Lp6 &u0&Lp , &U1&L6 &u1&L . (6.15)
Let us first observe that in fact it suffices to find U0 and U1 with the
above properties only for special decompositions u=u0+u1 where u1 is of
the form u1=min(u(x), ;) for some constant ;0. Indeed, if u=u0+u1 is
an arbitrary decomposition as in (6.14), then we may set u~ 1(x)=
min(u(x), ;) with ;=&u1&L and u~ 0(x)=u(x)&u~ 1(x)=max(u(x)&;, 0)
=max(u0(x)+u1(x)&;, 0)max(u0(x), 0) for almost every x0. Thus
we obtain a new decomposition u(x)=u~ 0(x)+u~ 1(x) of the desired form for
which &u~ 0&Lp&u0&Lp and &u~ 1&L&u1&L . Consequently any functions
U0 and U1 , which have the required properties with respect to the new
decomposition, will also have them with respect to the original decomposition.
The next step will be to show that for any decomposition (6.14), the fact
that u0=u&u1=max(u&;, 0) # Lp implies that
lim sup
x  
u(x);. (6.16)
If this is false, then there exist a number $>0 and an increasing sequence
[xk] of positive numbers such that limk   xk=+ and u(xk)>;+$ for
all k # N. Let the numbers yk be defined by the equation
1+ yk
1+xk
=
;+$
;+$2
.
Then
yk&xk=(1+ yk)&1&xk
;+$
;+$2
xk&1&xk=
$2
;+$2
xk&1
and thus
lim
k  
( yk&xk)=+.
For all x # [xk , yk], since h is non-decreasing, we have that
u(x)=
h(x)
1+x

h(xk)
1+ yk
=
h(xk)
1+xk
}
1+xk
1+ yk
=u(xk)
;+$2
;+$
>;+$2.
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Consequently,
|
yk
xk
u0(x) p dx=|
yk
xk
(u(x)&;) p dx>($2) p ( yk&xk).
But this expression tends to  as k  , which contradicts our assump-
tion that u0 # Lp and so proves (6.16).
We can now begin constructing the functions U0 and U1 which satisfy
(6.15). We first dispose of an easy case. Suppose that &u&L6;. Then we
simply take U0=0 and U1=U. Either we have &u&L<; and so
u1=min(u, ;)=u and then &u1&L=&U1&L , or alternatively, &u&L;
and in that case &u1&L=&min(u, ;)&L=;. In both of these alternatives
we can, of course, immediately deduce that (6.15) holds and complete the
proof. Thus for the remainder of the proof we may assume that
&u&L>6;. (6.17)
We shall need to define two finite or infinite sequences of numbers,
[an]0n<N and [bn]1n<N . We set a0=0 and proceed inductively: For
each integer n1, if an&1 has already been defined, we let sn=sup[u(x):
xan&1]. If
sn>6; (6.18)
then by (6.16) we have sup[u(x) : x # [Mn , )]<sn 2 for some Mn #
(an&1 , ) and so the set En defined by En=[x # [an&1 , ) : u(x)sn] is
contained in [an&1 , Mn]. By the continuity of h and u we have that En is
closed and non-empty. We define bn=sup En and an=1+2bn . The con-
tinuity of u also implies that u(bn)=sn . We of course have that
u(x)<sn for all x>bn . (6.19)
Furthermore, for all x # [bn , an] we have (since h is non-decreasing) that
u(x)=h(x)(1+x)h(bn)(1+an)= 12u(bn). Thus we have shown that
1
2u(bn)u(x)u(bn) for all x # [bn , an]. (6.20)
Alternatively, if instead of (6.18) we have
sn6;, (6.21)
then we terminate the process and do not define an and bn , i.e., we set
N=n and we have completed defining the two sequences [an]0n<N and
[bn]0n<N . In view of (6.17) we necessarily obtain that s1>6; and so
N2. If we never encounter the condition (6.21) at any stage of the
construction then of course N=.
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It is clear that the process just described gives, for each integer
n # [1, N ), that anan&1+1 and consequently also ann. Therefore, if
;>0 it follows from (6.16) that we will eventually obtain condition (6.21)
for some sufficiently large n, and thus we must have N<. On the other
hand, if ;=0, we will of course never obtain (6.21) for any integer n (since
the condition (6.17) excludes the trivial case where h is identically zero)
and so in this case N=.
Consider the sequence of intervals [an&1 , an) for n in the range
1n<N. They are pairwise disjoint and their union is the interval
[0, aN&1), where, if N=, we adopt the convention that a&1=a=.
For each x # [an&1 , an) we have by the definition of sn and bn that
U(x)=sup
y>x
u( y) sup
y # [an&1 , )
u( y)=sn=u(bn). (6.22)
We can now define the functions U0 and U1 by setting
U0(x)= :
1n<N
u(bn) /[an&1, an)(x), U1=6;/[aN&1 , )(x) (6.23)
(the latter function is, of course, identically zero if N=aN&1=). We
need to have that U(x)U0(x)+U1(x) for all x0; for x # [0, aN&1) this
follows immediately from (6.22), whereas for x # [aN&1 , ) it follows from
(6.21) with n=N. Condition (6.17) ensures that &u1&L=; and so
&U1&L6 &u1&L . Finally we see that
&U0& pLp= :
1n<N
u(bn) p (an&an&1) :
1n<N
u(bn) p (2bn+1)
2 :
1n<N
u(bn) p (bn+1)=2 :
1n<N
u(bn) p (an&bn)
=2 :
1n<N \
u(bn)
u(bn)&2;+
p
(u(bn)&2;) p (an&bn). (6.24)
By (6.18), for each integer n # [1, N ), we have ;<u(bn)6, so
u(bn)
u(bn)&2;
<
3
2
. (6.25)
Furthermore, by (6.18) and (6.20) we have 0u(bn)&2;2(u(x)&;) for
each x # [bn , an], hence
(u(bn)&2;) p (an&bn)2 p |
an
bn
(u(x)&;) p dx=2 p |
an
bn
u0(x) p dx. (6.26)
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Substituting the estimates (6.25) and (6.26) into (6.24) gives that
&U0& pLp2 } 3
p :
1n<N
|
an
bn
u0(x) p dx2 } 3 p &u0& pLp .
This establishes (6.15) for p1 and also a similar estimate for p # (0, 1). So
the proof of the lemma is complete. K
Now we are able to compare the norms of the spaces B and G in the
case when q is infinite.
(6.27) Theorem. For any r.i.s. E the norms
& f &G=" f **(t)ln(et) "E , & f &B=" sup0<s<t
f **(t)
ln(et) "E
are equivalent.
Proof. We have only to show that
& f &BC & f &G for all f # G (6.28)
and some constant C depending only on E. For each such f we define the
function h: [0, )  [0, ) by setting h(x)= f **(e&x). We also define the
functions u and U in terms of h, exactly as in the statement of Lemma 6.12.
Then (cf. (1.7)) we have
& f &G=" h(x)1+x"E =&u&E and & f &B=" supy>x
h( y)
1+ y"E =&U&E . (6.29)
Since, by Lemma 6.12 we have K(t, U; L1 , L)6K(t, u; L1 , L) for all
t>0 we deduce from the formula (1.1) for E, or from Theorem 3 on p. 280
of [8], that &U&E6&u&E , i.e., we obtain (6.28) with C=6. K
Remark. If E=L then we obviously obtain (6.28) with C=1. We can
also deal with certain cases where E is merely a quasinormed space, e.g., if
E=Lp for p # (0, ) then, from the proof of Lemma 6.12, (by choosing
u1=0 in (6.14)) we also obtain (6.28) for some C=Cp . Furthermore, if E
is an interpolation space with respect to the quasinormed pair (Lp , L) for
some fixed p # (0, 1) then we can still obtain (6.28) via Sparr’s analogue of
Caldero n’s theorem for this pair. (See [31, Theorem 4.2, p. 240]). Or,
instead of Sparr’s theorem, we can use the fact that the functions h, u and
U are ‘‘almost constant’’ on each interval [n&1, n) to enable us to work
with a sequence space lE associated with E (i.e., [*n]n # N # lE if and only
if n=1 *n /[n&1, n) # E ). If lE is an interpolation space with respect to the
pair (lp , l) then we obtain (6.28) as a consequence of the analogue of
Caldero n’s result for this pair, i.e., Theorem 3 of [10, p. 130].
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7. THE CASE OF ARBITRARY UNDERLYING MEASURE SPACES
In this final section we describe some (mostly rather obvious and essen-
tially known) procedures for extending results of the previous sections for
function spaces defined with underlying measure space ((0, 1), dt) to the
case of function spaces defined with arbitrary underlying measure spaces
(0, +) and (5, &).
One way of doing this is to use suitable mappings between the measure
spaces themselves. We refer to [20, Chapt. II, Sect. 8] for a discussion of
this approach.
Our approach here will be based on essentially the same lemma as was
already used in Section 4, which Caldero n proved and used in [8] for pur-
poses rather similar to ours here. Let us state a stronger version of it (cf.
[8, Theorem 1, p. 278]).
(7.1) Theorem. Let (M1 , +1) and (M2 , +2) be two arbitrary measure
spaces and f1 and f2 two measurable functions on M1 and M2 respectively,
such that f 1** f 2**. Then there exists a linear operator
T : (L1(M1 , +1), L(M1 , +1))  (L1(M2 , +2), L(M2 , +2))
with norm not exceeding 1, such that Tf1= f2 .
In the version of this theorem stated and proved in [8] the measure
spaces are required to be _-finite. An additional argument which enables
the restriction of _-finiteness to be removed can be found e.g., in [9]
(Step 4, pp. 232233, where in our case *= p=1.)
There are several natural ways to associate an r.i.s. on an arbitrary
measure space (0, +) with a given r.i.s. E on ((0, 1), dt). Here we choose to
do this as follows:
(7.2) Definition. For each r.i.s. E on ((0, 1), dt) we define E(+) to be
the set of all + measurable functions f : 0  R such that f */(0, 1) # E. We
also define & f &E(+)=& f */(0, 1)&E .
Here of course the rearrangement f *: (0, )  [0, ) is calculated with
respect to the measure +, i.e., the Lebesgue measure of [t # (0, ):
f *(t)>:] equals +([x # 0 : | f (x)|>:]) for each :>0. Thus, also, if
+(0)< we will have f *(t)=0 for all t+(0). Since E is an r.i.s. on
(0, 1) we have (using Theorem 3 part (ii) of [8, p. 280] and e.g.,
Theorem 2.2 and Remark 2.2 of [14, pp. 1112]) that
& f */(0, 1)&E=&( f */(0, 1))**&G=& f &G (7.3)
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for some lattice norm & }&G defined on measurable functions on (0, ).
Here we are using the notation f to denote the function
f (t)={ f **(t)f **(1)t
for t # (0, 1)
for t1
=min { f **(t), f **(1)t = . (7.4)
Consequently it follows that & }&E(+) satisfies the triangle inequality and is
a norm.
We remark that E(+) is an r.i.s. on (0, +), i.e., it is an exact interpolation
space with respect to the pair (L1(+), L(+)). To prove this, let T be any
linear operator acting on this pair with norm not exceeding 1 and let f
be an element in the unit ball of E(+). Then, by standard arguments,
(Tf )**(t) f **(t) for all t>0. Consequently Tf
t
(t) f (t) for all t # (0, )
and the desired conclusion follows from (7.3).
(7.5) Examples. If E=L1 then E(+)=L1(+)+L(+) i.e., & f &E(+)=
f **(1)=10 f *(t) dt. More generally, if E is the Lorentz space L
p, r then
E(+)=L p, r(+)+L(+). When +(0)< we have L p, r(+)+L(+)=
L p, r(+) to within equivalence of norms. Otherwise these spaces are strictly
different.
We can now formulate a general result for ‘‘transferring’’ interpolation
theorems:
(7.6) Theorem. Let A0 , A1 , A, B0 , B1 and B be r.i. spaces on (0, 1) and
let A0(+), A1(+), A(+), B0(&), B1(&) and B(&) be the corresponding r.i. spaces
on the arbitrary measure spaces (0, +) and (5, &) respectively, defined as in
Definition 7.2.
Suppose that for every linear operator S such that S: Aj  Bj with norm
not exceeding 1 for j=0, 1, it follows that S: A  B with norm not exceed-
ing C. Then for every linear operator T such that T: Aj (+)  Bj (&) with norm
not exceeding 1 for j=0, 1 it follows that T: A(+)  B(&) with norm not
exceeding C
*
where C
*
=C if +(0)1 and otherwise C
*
=2C.
Proof. Let f be an arbitrary element of L1(+)+L(+). Suppose first
that +(0)1. Then f *(t)=0 for all t+(0) and by Theorem 7.1 there
exists an operator Vf : (L1 , L)  (L1(+), L(+)) with norm not exceeding
1 such that Vf f *= f. By standard arguments we have that (Vf h)**h**
for all h # L1+L . This ensures that Vf maps E into E(+) with norm not
exceeding 1 for each r.i.s. E on (0, 1). If we suppose that f # A0(+)+A1(+)
then g :=Tf # B0(&)+B1(&)/L1(&)+L(&). Again by Theorem 7.1, there
exists an operator Wg : (L1(&), L(&))  (L1 , L) with norm not exceeding
1 such that Wgg= g*/(0, 1) . Since (Wgh)**h** for all h # L1(&)+L(&),
we obtain that Wg maps E(&) into E with norm not exceeding 1 for each
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r.i.s. E. From the properties of each of the operators T, Vf and Wg we
immediately obtain that their composition WgTVf satisfies WgTVf :
Aj  Bj with norm not exceeding 1 for j=0, 1. Consequently, by our
hypotheses, WgTVf : A  B with norm C. Thus, if f # A(+), we obtain
that
&g&B(&)=&g*/ (0, 1)&B=&WgTVf f *&B
C & f *&A=C & f */(0, 1)&A=C & f &A(+)
and this of course gives the desired conclusion that T : A(+)  B(&) with
norm C.
It remains to consider the case when +(0)>1. As before, let f be an
arbitrary element of L1(+)+L(+). Here we shall need to use an auxiliary
measure space (4, *) where 4 is the interval (0, +(0)) and * is one dimen-
sional Lebesgue measure on this interval. We shall also use the auxiliary
function .: 4  R defined by
.(t)={ f *(t)f *(1)
for t # (0, 1),
for t # [1, +(0)).
Since this function satisfies .*=. f * for all t # (0, ), there exists an
operator U. : (L1(*), L(*))  (L1(+), L(+)) with norm 1 such that
U..= f. The first of these properties implies that U. : E(*)  E(+) with
norm 1 for all r.i. spaces E on (0, 1). We shall need yet another operator
Q: L1  L1(*)+L(*) which is defined by Qh=h+( f *(1) f **(1))_
10 h(t) dt } /[1, +(0)) . It is easy to see that (Qh)** (t)2h**(t) for all
t # (0, 1]. Thus (cf. (7.3) and (7.4)) we have Qh
t
(t)2h (t) for all t # (0, )
and so, for each r.i.s. E on (0, 1), we have Q: E  E(*) with norm 2.
If f # A0(+)+A1(+) then g :=Tf # B0(&)+B1(&) and, exactly as in the
previous case, there exists an operator Wg : (L1(&), L(&))  (L1 , L) with
norm not exceeding 1 such that Wgg= g*/(0, 1) . As before, since (Wgh)**
h** for all h # L1(&)+L(&), we obtain that Wg maps E(&) into E with
norm not exceeding 1, for each r.i.s. E.
Now we consider the operator S=WgTU.Q. From the preceding
explanations we have that S: Aj  Bj for j=0, 1 with norm 2. Further-
more, since Q( f */(0, 1))=., we obtain that S( f */(0, 1))= g*/(0, 1) . Conse-
quently, by almost the same argument as before, if f # A(+), we obtain that
g # B(&) and &g&B(&)2C & f &A(+) , i.e., T : A(+)  B(&) with norm 2C. K
Theorem 7.6 immediately provides a generalization of Theorems 3.1
and 5.1.
If we apply it to Theorem 4.8 the immediate corollary is that the space
A(+) defined by the norm & f &A(+)=&t1pf &E is an interpolation space with
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respect to (4p(+)+L(+), Mp(+)+L(+)). In particular, if +(0)1 then
A(+) is an exact interpolation space with respect to (4p(+), Mp(+)).
On the other hand, similar extensions of Theorems 3.4 and 5.7 dealing
with optimality of the range spaces, or of Theorem 4.6 are not true in
general. To give an extreme example, the analogues of Theorems 3.4 and
5.7 clearly fail if (0, +), the underlying measure space of the domain spaces,
consists of a single atom, but the underlying measure space (5, &) of the
range spaces is non atomic. It is however quite straightforward to use the
methods of this section to formulate and prove optimality theorems and
also counterparts of Theorem 4.6 and of the theorems of Section 6,
provided the underlying measure spaces are assumed to be non atomic or,
alternatively, to contain infinite sequences of atoms of satisfying suitable
additional conditions.
Let us state one specific example of the results which can be obtained
in this way. It combines a generalization of Theorem 4.6 with the above-
mentioned corollary of Theorem 4.8. To simplify its formulation we have
chosen to impose some extra restrictions on the underlying measure space.
(7.7) Theorem. Let (0, +) be a non atomic measure space with +(0)=1
and suppose that p # (1, ). Let A be a Banach space of measurable func-
tions on 0. Then A is an interpolation space with respect to the pair
(4p(+), Mp(+)) if and only if, for some r.i.s. E on ((0, ), dt), the norms
& f &A and &t1p f **(t)&E are equivalent.
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