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Захваљуjем се свом ментору проф. др Зорици Станимировић на пруже-
ноj шанси, несебичноj помоћи и стручном усмеравању ка циљу. Током нашег
заjедничког рада, уз њену велику посвећеност и разумевање, стекла сам не-
процењива искуства и знање коjе ће ми користити у даљем напредовању. Jако
сам срећна што сам имала задовољство да сарађуjем са њом. Хвала члановима
комисиjе, др Татjани Давидовић и проф. др Милану Дражићу, на корисним
запажањима и сугестиjама коjим су допринели побољшању квалитета ове ди-
сертациjе. Велику захвалност дугуjем свом приjатељу др Раци Тодосиjевићу
коjи jе своjим оптимистичким ставом и увек корисним саветима у значаjноj
мери допринео мом стручном усавршавању. Хвала моjим родитељима и сестри
што су ми пружали несебичну подршку, помагали и оправдавали моjа честа
одсуства са породичних окупљања током досадашњег школовања. Хвала им
што разумеjу и подржаваjу моjу жељу за напредовањем. Посебно хвала мом
оцу коjи ме jе први увео у свет математике и уз чиjу помоћ сам од детињства
решавала „компликоване” задатке. Неизмерно хвала мом мужу и сину што
су ми своjом позитивном енергиjом уливали додатну снагу, враћали осмех на
лице и тиме ми у великоj мери помагали приликом писања ове дисертациjе.
Захваљуjем се и осталим члановима породице, приjатељима и колегама коjи су
саветима, подршком и разумевањем били извор моjе мотивациjе за напредова-
њем.
Наслов дисертациjе: Проблеми хаб максималног покривања – нови матема-
тички модели и методе решавања
Резиме: Хаб локациjски проблеми (енгл. Hub Location Problems - HLP), због
броjних примена у разним областима реалног живота, представљаjу важну
класу проблема оптимизациjе. Често се срећу у практичним ситуациjама коjе
захтеваjу успостављање протока од чворова-извора (снабдевача) до чворова-
одредишта (корисника) при задатим условима, тако да вредност одређене функ-
циjе циља буде оптимална. Хабови су посебни обjекти (чворови у мрежи) коjи
представљаjу центре консолидациjе и колекциjе протока између две изабране
локациjе – снабдевача и корисника. Како jе цена транспорта између хабова по
jединици количине нижа у односу на цену између осталих чворова, усмеравање
протока на мрежу хабова води ка снижавању транспортних трошкова у мрежи.
Предмет ове докторске дисертациjе jе jедна класа хаб локациjских проблема,
у литератури позната под називом проблеми хаб максималног покривања (енгл.
Hub Maximal Covering Problems - HMCPs). Циљ ових проблема jе одређивање
оптималних локациjа за успостављање унапред задатог броjа хабова, тако да
укупни проток међу свим покривеним паровима снабдевач-корисник буде мак-
сималан, уз претпоставку бинарног или парциjалног покривања. У дисертациjи
су разматране три вариjанте проблема хаб максималног покривања: проблем
p-хаб максималног покривања неограничених капацитета са jедноструким ало-
кациjама (енгл. Uncapacitated Single Allocation p-hub Maximal Covering Problem
– USApHMCP), проблем p-хаб максималног покривања неограничених капаци-
тета са вишеструким алокациjама (енгл. Uncapacitated Multiple Allocation p-hub
Maximal Covering Problem – UMApHMCP) и проблем p-хаб максималног покри-
вања неограничених капацитета са r-алокациjском шемом (енгл. Uncapacitated
r-allocation p-hub Maximal Covering Problem – UrApHMCP). UrApHMCP до сада
ниjе разматран у литератури. За сва три проблема, показано je да припадаjу
класи NP-тешких проблема оптимизациjе. У случаjу USApHMCP, за задати
скуп хабова, добиjени потпроблем оптималне алокациjе не-хаб чворова успо-
стављеним хабовима jе такође NP-тежак.
У овоj дисертациjи, предложени су нови математички модели за USApHMCP
са бинарним и парциjалним покривањем. Главна предност нових модела, у од-
носу на постоjеће моделе из литературе, огледа се у чињеници да се нови модели
малим модификациjама лако трансформишу у нове моделе за проблеме p-хаб
максималног покривања са различитим алокациjским шемама. Прецизниjе, из
предложених модела за USApHMCP произилазе нови модели за UMApHMCP и
UrApHMCP, у оба случаjа покривања. Сви предложени модели за USApHMCP
и UMApHMCP су у смислу ефикасности упоређени са одговараjућим моделима
из литературе, коришћењем егзактног решавача CPLEX 12.6. Приликом поре-
ђења ових формулациjа, у нумеричким експериментима jе коришћено неколико
хаб скупова података из литературе. Добиjени експериментални резултати по-
казуjу да нови модели UMApHMCP за оба концепта покривања показуjу наj-
боље перформансе, у смислу квалитета решења и времена извршавања. За
UrApHMCP и оба концепта покривања, предложена су три математичка мо-
дела, коjа су упоређена у смислу ефикасности коришћењем егзактног реша-
вача CPLEX 12.6. Испоставља се да егзактни решавач проналази оптимална
или допустива решења само на инстанцама проблема малих димензиjа.
Имаjући у виду сложеност сва три разматрана проблема и резултате до-
биjене егзактним решавачем CPLEX 12.6, закључак jе да егзактне методе не
даjу решења за инстанце проблема већих димензиjа. Из тог разлога, неоходно
jе имплементирати адекватне хеуристичке или метахеуристичке методе коjе
у кратком времену извршавања обезбеђуjу квалитетна решења инстанци про-
блема великих димензиjа. До сада су у литератури предложене jедноставне, али
недовољно ефикасне, хеуристичке методе за решавање проблема USApHMCP
и UMApHMCP са бинарним покривањем, док вариjанте HMCP са парциjа-
ним покривањем нису до сада решаване метахеуристичким методама. Како
UrApHMCP са бинарним и парциjалним покривањем до сада ниjе разматран
у литератури, не постоjе предложене методе за његово решавање. Имаjући у
виду броjне примере успешне примене методе променљивих околина (VNS) на
различите хаб локациjске проблеме, ова метахеуристика jе примењена на разма-
тране HMCP проблеме. У овоj дисертациjи, дизаjнирано jе и имплементирано
неколико вариjанти VNS метахеуристике: општа метода променљивих околина
(енгл. General Variable Neighborhood Search - GVNS ) за USApHMCP, основна
метода променљивих околина (енгл. Basic Variable Neighborhood Search - BVNS )
за UMApHMCP и вариjанта опште методе променљивих околина (GVNS-R) за
UrApHMCP. У случаjу UrApHMCP, предложене су jош две метахеуристике:
похлепна стохастичко-адаптивна процедура претраге са методом променљивог
спуста (енгл. Greedy Randomized Adaptive Search Procedure with Variable Neigh-
borhood Descent - GRASP-VND) и генетски алгоритам (енгл. Genetic Algorithm
- GA). Конструктивни елементи свих предложених метахеуристика су прила-
гођени карактеристикама разматраних проблема.
Извршена су тестирања на хаб скуповима података из литературе, коjа
укључуjу инстанце проблема величине до 1000 чворова. Добиjени резултати
показуjу да предложене метахеуристике за разматране проблеме достижу сва
позната оптимална решења претходно добиjена CPLEX 12.6 решавачем или ус-
постављаjу нова наjбоља позната решења за значаjно краће време извршавања,
у поређењу са CPLEX 12.6 решавачем. Предложене GVNS и BVNS метахеу-
ристике брзо достижу сва позната оптимална решења при тестирању инстанци
проблема малих димензиjа редом за USApHMCP и UMApHMCP. У случаjу
инстанци проблема великих димензиjа, коjе до сада нису тестиране у лите-
ратури за разматране проблеме, предложене GVNS и BVNS метахеуристике
налазе решења доброг квалитета, за кратко време извршавања. Резултати те-
стирања предложених GVNS-R и GRASP-VND метахеуристика за UrApHMCP
на инстанцама проблема већих димензиjа указуjу на њихову ефикасност, у оба
случаjа покривања. Предложена GA метода се показала успешном само за ре-
шавање UrApHMCP у случаjу бинарног покривања, на инстанцама проблема
величине до 200 чворова.
Вариjанте проблема хаб максималног покривања, коjе су разматране у овоj
дисертациjи, од великог су теориjског и практичног значаjа. Нови математички
модели предложени у овоj дисертациjи за разматране вариjанте HMCP, пред-
стављаjу научни допринос теориjи хаб локациjских проблема, математичком
моделирању и оптимизациjи. Развиjене и имплементиране метахеуристике за
решавање посматраних вариjанти HMCP представљаjу научни допринос обла-
сти метода оптимизациjе за решавање локациjских проблема, као и развоjу
софтвера. Разматране вариjанте HMCP имаjу броjне примене при оптимиза-
циjи телекомуникациjских и транспортних система, превожењу путника и робе
у авио-саобраћаjу, система хитних служби, поштанских и других система испо-
руке, тако да се резултати добиjени у овоj докторскоj дисертациjи могу приме-
нити у пракси, делимично или у потпуности.
Кључне речи: математичко моделирање, проблеми хаб максималног покри-
вања, бинарно и парциjално покривање, метахеуристике, метода променљивих
околина, похлепна стохастичко-адаптивна процедура претраге, генетски алго-
ритам
Научна област: Математика
Ужа научна област: Оптимизациjа, Операциона истраживања
Dissertation title: Hub maximal covering problems - novel mathematical models
and solution methods
Abstract: Hub Location Problems (HLP) represent an important class of optimiza-
tion problems due to their numerous applications in many areas of real life. They
often arise from practical situations that require routing of the flow from origin node
(supplier) to the destination node (customer) under given conditions, such that the
value of considered objective function is optimal. Hubs are special objects (nodes
in the network) that represent centres for consolidation and flow collection between
two selected locations - suppliers and customers. As transportation costs (per unit
of flow) along the links that connect hub nodes are lower compared to other links
in the network, directing the flow to hubs may lead to significant reductions of
transportation cost in the network.
The subject of this doctoral dissertation is one class of hub location problems,
denoted as Hub Maximal Covering Problems (HMCPs) in the literature. The goal
of HMCPs is to determine optimal locations for establishing certain number of hubs
in order to maximize the total flow between all the covered origin-destination pairs,
under the assumption of binary or partial covering. Three variants of the hub
maximal covering problem are considered: uncapacitated single allocation p-hub
maximal covering problem (USApHMCP), uncapacitated multiple allocation p-hub
maximal covering problem (UMApHMCP) and uncapacitated r-allocation p-hub
maximal covering problem (UrApHMCP). Note that the UrApHMCP has not been
studied in the literature so far. All three considered problems are proven to be NP-
hard. In case of USApHMCP, for the given set of hubs, the obtained sub-problem
of optimal allocation of non-hub nodes by established hubs is also NP-hard.
In this dissertation, new mathematical models for USApHMCP with binary and
partial covering are proposed. The main advantage of the newly proposed models,
in respect to existing ones from the literature, is the fact that small modifications
of the new models enable their transformation to new models for p-hub maximal
covering problems with different allocation schemes. More precisely, new models
for UMApHMCP and UrApHMCP can be obtained from the newly proposed mod-
els for USApHMCP in both coverage cases. All proposed models for USApHMCP
and UMApHMCP are compared with the existing ones from the literature in the
terms of efficiency within the framework of exact CPLEX 12.6 solver. Several hub
data sets from the literature are used in numerical experiments when comparing
the formulations. The obtained experimental results indicate that new models for
UMApHMCP with both binary and partial coverage show the best performance in
terms of solutions’ quality and execution times. For UrApHMCP and both coverage
criteria, three mathematical models are proposed, and compared in terms of effi-
ciency using the exact CPLEX 12.6 solver. It turns out that the exact solver finds
optimal or feasible solutions only for small-size problem instances.
Having in mind the complexity of all three problems under consideration and
the results obtained by CPLEX 12.6 solver, the conclusion is that, in practice, exact
methods can not provide solutions for large problem dimensions. For this reason, it
was necessary to implement adequate heuristic or metaheuristic methods, in order
to obtain high-quality solutions in short execution times, even in the case of large
problem dimensions. Up to now, only simple but insufficiently effective heuris-
tic methods for solving USApHMCP and UMApHMCP with binary coverage have
been proposed in the literature, while the HMCP variants with partial coverage
have not been previosly solved by using metaheuristic methods. As UrApHMCP
with binary and partial coverage has not been previously considered in the litera-
ture, no solution methods suggested for this problem existed up to now. Inspired
by previous successful applications of variable neighborhood search method (VNS)
to other hub location problems from the literature, this metaheuristic approach is
applied to the considered HMCP problems. In this dissertation, several variants of
VNS metaheuristic are designed and implemented: General Variable Neighborhood
Search (GVNS) for USApHMCP, Basic Variable Neighborhood Search (BVNS) for
UMApHMCP and a variant of General Variable Neighborhood Search (GVNS-R)
for UrApHMCP. In the case of UrApHMCP, two additional metaheuristic meth-
ods are proposed: Greedy Randomized Adaptive Search Procedure with Variable
Neighborhood Descent (GRASP-VND) and Genetic Algorithm (GA). Constructive
components of all proposed metaheuristics are adapted to the characteristics of the
considered problems.
Experimental study was conducted on the existing hub data sets from the lit-
erature, which include instances with up to 1000 nodes in the network. The ob-
tained results show that the proposed metaheuristics for the considered problems
reach all known optimal solutions previously obtained by CPLEX 12.6 solver or
establish new best-known solutions in significantly shorter CPU time compared to
CPLEX 12.6. The proposed GVNS and BVNS metaheuristics quickly reach all
known optimal solutions on small-size problem instances when solving USApHMCP
and UMApHMCP, respectively. In the case of large-size problem instances, which
have not been previously used for testing purposes for these problems, the proposed
GVNS and BVNS return their best solutions in short execution times. The results
obtained by the proposed GVNS-R and GRASP-VND for UrApHMCP on large-size
problem instances indicate their effectiveness in both coverage cases. The proposed
GA method showed to be successful only for UrApHMCP in binary covering, on
instances up to 200 nodes.
The variants of hub maximal covering problems considered in this dissertation
are important from both theoretical and practical points of view. The new mathe-
matical models proposed in this dissertation for the considered variants of HMCP,
represent a scientific contribution to the theory of hub location problems, mathemat-
ical modeling and optimization. Designed and implemented metaheuristic methods
for solving the studied variants of HMCP are the scientific contribution to the field
of optimization methods for solving location problems, as well as the development
of software. The considered variants of HMCP have numerous applications in the
optimization of telecommunication and transport systems, air passenger and goods
transport, emergency services, postal and other delivery systems, so that the results
obtained in this doctoral dissertation can be applied in practice, partially or com-
pletely.
Keywords: mathematical modeling, hub maximal covering problems, binary and
partial coverage, metaheuristics, variable neighborhood search, greedy randomized
adaptive search procedure, genetic algorithm
Research area: Mathematics
Research sub-area: Optimization, Operational research
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Израз оптимално потиче од латинске речи optimus, што значи наjбоље,
тако да се оптимизациjа, у ширем смислу, може дефинисати као процес нала-
жења наjбољег решења према задатим критериjумима или управљање систе-
мом на наjефикасниjи начин под задатим условима. Са брзим развоjем нових
технологиjа и драстичним променама коjе доноси данашњица, проблеми опти-
мизациjе су све присутниjи у науци, инжењерству, воjноj технологиjи, менаџ-
менту и економиjи, али и у другим сферама живота. Проблеми оптимизациjе
су разноврсни, а у пракси се наjчешће jављаjу проблеми планирања транс-
порта, налажења путева у телекомуникационоj мрежи, оптимизациjе рачунар-
ских мрежа, финансиjских улагања и планирања, распоређивања запослених,
планирања производње, организациjе буџета и многи други. Након дефини-
сања проблема, неопходно jе направити одговараjући математички модел коjи
ће представљати добру апроксимациjу реалног проблема. У циљу ефикасног
решавања проблема, развиjаjу се одговараjуће методе оптимизациjе коjе се за-
тим имплементираjу у оквиру софтвера. Методе оптимизациjе мораjу бити
прилагођене специфичностима разматраног проблема, у циљу побољшања ква-
литета добиjених решења и смањења брзине њихових достизања. Тако добиjена
решења се након анализе могу имплементирати у пракси, делимично или у пот-
пуности. Да би се неко решење сматрало „наjбољим”, потребно jе увести меру
коjа омогућава поређења решења проблема. Прецизниjе, неопходно jе увести
функциjу коjа сваком решењу придружуjе одговараjућу вредност коjа предста-
вља меру квалитета решења. Та функциjа се обично назива функциjа циља или
критериjумска функциjа.
Нека jе f : S → R реална функциjа дефинисана на скупу S ⊆ Rn и нека jе D
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подскуп од S одређен скупом ограничења коjе елементи скупа S задовољаваjу.
Прецизниjе,
D = {x ∈ S : gi(x) 6 0, i = 1, 2, ...,m}, (1.1)
где jе x = (x1, x2, ..., xn) потенциjално решење проблема представљено n-торком
променљивих xj, j ∈ {1, 2, ..., n}, gi : Rn → R су реалне функциjе коjе дефинишу
ограничења, аm jе укупан броj ограничења. Скуп S се назива простор решења,
док се скуп D назива простор допустивих решења.
Уопштено говорећи, проблем оптимизациjе jе налажење решења у коме функ-
циjа циља достиже екстремну вредност (минимум или максимум) на скупу до-
пустивих решења. Уколико jе потребно наћи допустиво решење за коjе функ-
циjа циља има наjвећу вредност, у питању jе проблем максимизациjе (max
x∈D
f(x)),
а уколико jе потребно наћи допустиво решење за коjе функциjа циља има наj-
мању вредност, у питању jе проблем минимизациjе (min
x∈D
f(x)). Проблеми макси-
мизациjе функциjе f(x) се могу решавати као проблеми минимизациjе функциjе






Уколико треба минимизовати по неком скупу максимум од више задатих функ-
циjа, у питању jе min-max проблем оптимизациjе. Проблеми оптимизациjе се
често називаjу и проблеми математичког програмирања.
Решење x∗ ∈ D jе тачка глобалног минимума (максимума) уколико има
наjмању (наjвећу) функциjу циља у односу на сва решења из простора решења
D, односно ако ∀x ∈ D важи f(x∗) 6 f(x) (∀x ∈ D важи f(x∗) > f(x)). Таква
решења се називаjу оптимална. Решења коjа су оптимална у подскупу про-
стора решења називаjу се локална оптимална решења. Прецизниjе, функциjа
f(x) има локални минимум (максимум) у тачки x∗ ∈ D ако постоjи околина
U решења x∗, тако да ∀x ∈ U ∩ D важи f(x∗) 6 f(x) (f(x∗) > f(x)). Вред-
ност функциjе циља f ∗ = f(x∗) коjа одговара оптималном решењу назива се
оптимална вредност функциjе циља или оптимум1 (видети [117,140]).
За класификациjу проблема оптимизациjе могу се користити различити кри-
териjуми:
• У зависности од природе проблема коjи се разматра, проблеми оптими-
зациjе се деле на проблеме статичке и динамичке оптимизациjе. Код
1У литератури се често под оптимумом или оптималним решењем подразумева уређени
пар (x∗, f∗), што се може сматрати питањем конвенциjе.
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проблема статичке оптимизациjе, систем или процес коjи треба оптимизо-
вати се посматра у непроменљивом стању, док се код проблема динамичке
оптимизациjе систем или процес коjи треба оптимизовати сматра промен-
љивим у времену. Односно, код динамичке оптимизациjе, функциjа циља
зависи од параметара коjи су дати у функциjи времена;
• На основу броjа функциjа циља, проблеми оптимизациjе се деле на про-
блеме: допустивости, jеднокритериjумске и вишекритериjумске опти-
мизациjе. Код проблема допустивости, циљ jе одредити да ли постоjи ре-
шење коjе задовољава дата ограничења, али без одређене функциjе циља.
Проблеми jеднокритериjумске оптимизациjе су проблеми са jедном функ-
циjом циља, док проблеми вишекритериjумске оптимизациjе имаjу више
функциjа циља, коjе могу бити истог или различитог типа;
• Према критериjуму постоjања ограничења, разликуjу се проблеми безу-
словне оптимизациjе и проблеми условне оптимизациjе. Код проблема
безусловне оптимизациjе, простор допустивих решења jе S, док се код про-
блема условне оптимизациjе уводи скуп ограничења коjа смањуjу простор
претраживања;
• На основу типа скупа D, проблеми оптимизациjе могу бити: комбина-
торни (дискретни), континуални (непрекидни) и мешовити. Уколико jе
D коначан или преброjиво бесконачан скуп, реч jе о проблему комбина-
торне оптимизациjе, а у случаjу када jе D непреброjив и представља под-
скуп скупа Rn (n ≥ 1), у питању су проблеми континуалне оптимизациjе.
Мешовити проблеми оптимизациjе имаjу особине и дискретних и конти-
нуалних проблема. У овом случаjу, неке променљиве решења проблема
узимаjу произвољне реалне вредности, док остале узимаjу вредности из
неког дискретног скупа реалних броjева;
• У зависности од природе улазних параметара, проблеми оптимизациjе се
могу поделити на детерминистичке и недетерминистичке. Код детер-
министичких проблема се за познате улазне параметре добиjа одређени
резултат, са вероватноћом jедан, за разлику од недетерминистичких про-
блема, код коjих се узима у обзир неодређеност параметара, уз поjаву
одређених случаjних понашања. У том случаjу, разликуjу се проблеми
стохастичке оптимизациjе и проблеми робусне оптимизациjе. Код про-
3
ГЛАВА 1. УВОД
блема стохастичке оптимизациjе, улазни параметри су случаjне величине
са познатом расподелом, док су код проблема робусне оптимизациjе па-
раметри случаjне величине са непознатом расподелом. Проблеми робу-
сне оптимизациjе се моделираjу тако што одређени улазни подаци могу
мењати вредности унутар унапред фиксираног интервала. У овим моде-
лима се разматра наjгори могући случаj, па функциjа циља има min-max
облик;
• Према типу функциjе циља и ограничења, проблеми оптимизациjе се могу
поделити на линеарне и нелинеарне. Код линеарних проблема, функциjа
циља и функциjе садржане у ограничењима су линеарне. Уколико jе бар
jедна од ових функциjа нелинеарна, реч jе о нелинеарном проблему опти-
мизациjе. Проблем линеарног програмирања (енгл. Linear Programming -
LP) jе проблем типа:
min
x∈S
cTx, S = {x ∈ Rn | Ax 6 b}, (1.3)
где jе x вектор променљивих димензиjе n, A ∈ Rm×n jе дата матрица типа
m× n, a b ∈ Rm и c ∈ Rn су дати вектори димензиjа m и n, респективно.
Наjзначаjниjе подкласе нелинеарних проблема оптимизациjе jесу: ква-
дратни проблеми (енгл. Quadratic Problems - QP), квадратно условљени
проблеми (енгл. Quadratically Constrained Problems - QCP) и конвексни






xTQx+ cTx, S = {x ∈ Rn | Ax 6 b}, (1.4)
где jе, уз претходно уведену нотациjу, Q ∈ Rn×n дата ненула матрица типа
n×n. Очигледно jе да код QP функциjа циља укључуjе квадратне изразе,
док су функциjе коjе дефинишу ограничења линеарне. Уколико бар jедно
од ограничења представља квадратни израз, док функциjа циља може





xTQx+ cTx, S = {x ∈ Rn | xTDx+ dTx 6 b}, (1.5)
где jе, уз претходно уведену нотациjу, D ∈ Rn×n дата матрица типа n×n,
d ∈ Rn дати вектор димензиjе n, а матрица Q може бити и нула матрица.
Очигледно, уколико jе Q = 0, функциjа циља jе линеарна.
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У конвексне проблеме оптимизациjе спадаjу проблеми код коjих су функ-
циjа циља и функциjе коjе дефинишу ограничења конвексне, што значи
да ∀x, y ∈ Rn,∀λ, µ ∈ R, λ + µ = 1, λ > 0, µ > 0 важе неjеднакости
f(λx+ µy) 6 λf(x) + µf(y) и gi(λx+ µy) 6 λgi(x) + µgi(y), i = 1, 2, ...,m.
1.1 Проблеми класе NP
Увођењем поjма алгоритма у математику и рачунарство [112], доказано jе
да постоjе алгоритамски нерешиви и алгоритамски решиви проблеми. Проблем
се сматра алгоритамски решивим ако се на њега може применити одговара-
jући алгоритам описан говорним jезиком, алгоритамском шемом, псеудокодом,
програмским jезиком итд. У супротном, проблем се сматра алгоритамски не-
решивим (пример: проблем заустављања Tjурингове машине). Формално, про-
блем jе алгоритамски решив ако постоjи алгоритам коjи се може применити на
сваки његов индивидуални задатак, тj. на сваку инстанцу проблема са конкрет-
ним вредностима параметара. Ови проблеми могу бити различите сложености
у смислу рачунарских ресурса, процесорског времена и количине мемориjског
простора потребних за проналажење решења. Временска сложеност неког ал-
горитма представља максимално време извршавања алгоритма при налажењу
решења проблема. За неке проблеме то време расте брзо (експоненциjално) са
порастом димензиjе проблема и они се тешко могу решити чак и уз помоћ са-
времених рачунара, док за неке време расте спориjе (на пример, полиномски),
што jе погодниjе за рад на рачунарима [113].
За процену ефикасности алгоритама и асимптотску анализу користи се Bach-
mann–Landau2-ова нотациjа велико О [12,100]. Нека jе n ∈ N димензиjа улазних
података неког проблема, а f(n) функциjа коjа у зависности од димензиjе про-
блема изражава време рада алгоритма у наjгорем случаjу.
Дефинициjа 1. Алгоритам има сложеност f(n) = O(g(n)) ако постоjе
позитивне константе n0 и c такве да ∀n > n0 важи f(n) ≤ cg(n).
Дефинициjа 2. Алгоритам има полиномско време извршавања уколико jе
његова сложеност O(p(n)), где jе p(n) полиномска функциjа од n.
Дефинициjа 3. Алгоритам има експоненциjално време извршавања уко-
лико jе његова сложеност O(cn), где jе c реална константа строго већа од
2Paul Gustav Heinrich Bachmann (1837 – 1920) и Edmund Georg Hermann Landau (1877





Каже се да jе сложеност реда O(g(n)) пропорционална са g(n). У пракси,
већина алгоритама има неку од следећих сложености:
• O(1) - време извршавања jе константно (пример: алгоритам за присту-
пање одређеном елементу низа);
• O(log n) - време извршавања лагано расте (пример: алгоритам бинарног
претраживања);
• O(n) - мала количина обраде над сваким улазним податком (пример: ал-
горитам линеарног претраживања);
• O(n log n) - алгоритми коjи проблем решаваjу тако што га разбиjу на пот-
проблеме, реше их независно, а затим комбинуjу решења (пример: алго-
ритам брзог сортирања низа);
• O(n2) - алгоритми коjи обрађуjу све парове улазних података (пример:
елементарне методе сортирања, као што jе сортирање избором);
• O(2n) - са порастом димензиjе разматраног проблема, време извршавања
расте експоненциjалном брзином (генерално непрактични алгоритми за
употребу).
Дефинициjа 4. Проблем одлучивања jе проблем за коjи се решење добиjа
у облику одговора ДА или НЕ.
Сваки проблем оптимизациjе се може свести на проблем одлучивања. На
пример, ако jе M минимум функциjе f(x) коjи се достиже у некоj тачки x1,
тада се на следећи начин може формулисати проблем одлучивања: Да ли за
свако x за коjе важи f(x) ≥M , постоjи x1 тако да важи f(x1) = M?
Дефинициjа 5. Проблем припада класи P и назива се проблемом полином-
ске сложености уколико постоjи алгоритам полиномске сложености коjи га
решава.
Дефинициjа 6. Проблем одлучивања припада класи NP и назива се про-
блемом недетерминистичке полиномске сложености уколико се за неко по-
тенциjално решење у полиномском времену може утврдити да ли jе заиста




Jасно jе да сваки проблем из класе P припада и класи NP, али питање коjе
jе jош увек отворено jе да ли jе класа P права поткласа класе NP (као што се
интуитивно очекуjе). До сада ниjе пронађен проблем коjи припада класи NP,
а доказано jе да не припада класи P.
Каже се да се проблем одлучивања A може свести на проблем одлучивања
B у полиномском времену ако се за сваки специjалан случаj A′ проблема A
може у полиномском времену пронаћи специjалан случаj B′ проблема B, тако
да jе за проблем A′ одговор потврдан ако и само ако jе и за проблем B′ одговор
потврдан.
Лема 1. Ако проблем B припада класи P и проблем B се може свести на
проблем A у полиномском времену, онда и проблем A припада класи P. Слично,
ако проблем B припада класи NP и проблем B се може свести на проблем A у
полиномском времену, онда и проблем A припада класи NP.
Доказ леме 1 може се наћи у [151].
Дефинициjа 8. Проблем одлучивања jе NP-тежак ако се сваки проблем
из класе NP може у полиномском времену свести на њега.
Дефинициjа 9. Проблем одлучивања jе NP-комплетан ако припада класи
NP и при томе jе NP-тежак.
Може се рећи да NP-комплетни проблеми представљаjу наjтеже проблеме из
класе NP. Cook jе 1971. године изложио теориjу NP-комплетности [31] и показао
да jе проблем исказне задовољивости у математичкоj логици NP-комплетан.
Касниjе се за велики броj проблема показало да су NP-комплетни. Детаљниjе
информациjе о сложености проблема, као и броjни примери проблема из неких
класа сложености могу се наћи у [10,33,62,91].
1.2 Метахеуристичке методе
У зависности од природе и сложености проблема коjи треба решити, користе
се различите методе оптимизациjе, за коjе jе неопходно да поседуjу особине као
што су конвергенциjа, универзалност, прецизност, испуњење свих ограничења
проблема, што мање заузимање мемориjског простора, задовољаваjућа брзина
извршавања итд. Методе оптимизациjе се могу поделити на егзактне и прибли-
жне [140]. Егзактне методе су засноване на претраживању целог простора
решења. Теориjски, егзактне методе након одређеног броjа корака даjу опти-
мално решење проблема, али jе у пракси њихова примена наjчешће ограничена
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на инстанце проблема мањих димензиjа, услед мемориjских или временских
ограничења. Егзактне методе се деле на: методе засноване на гранању др-
вета претраживања (енгл. Branching based methods), програмирање ограничења
(енгл. Constraint Programming) [9], динамичко програмирање (енгл. Dynamic
Programming) [15] и A∗ фамилиjу метода претраге развиjену у областима ве-
штачке интелигенциjе (енгл. A∗, IDA∗ - iterative deepening algorithms) [96]. Ме-
тоде гранања су наjзаступљениjе методе из групе егзактних метода за решавање
проблема оптимизациjе, а наjчешће се користе: метода гранања и ограничавања
(енгл. Branch and Bound - BnB), метода гранања и одсецања (енгл. Brаnch and
Cut - BnC ), метода гранања и оцењивања (енгл. Brаnch and Price - BnP) и
метода гранања, оцењивања и одсецања (енгл. Brаnch and Price and Cut -
BnPnC ) [86, 101].
Са повећањем димензиjе проблема, расте броj променљивих и ограничења,
услед чега се повећаваjу и потребе за мемориjским простором при налажењу ре-
шења проблема. Такође, са повећањем димензиjе проблема, време извршавања
NP-тешких проблема (уз претпоставку да jе P 6= NP ) егзактним методама ра-
сте експоненциjалном брзином. У овим ситуациjама, jавља се потреба за приме-
ном адекватних приближних метода, коjе у кратком времену извршавања могу
дати решења инстанци проблема великих димензиjа. Приближне методе се
деле на хеуристике и апроксимативне алгоритме, а хеуристике се даље деле
на метахеуристике и хеуристике коjе су уско специjализоване за решавање
конкретних проблема оптимизациjе (класичне хеуристике). У апроксимативне
алгоритме спадаjу апроксимациjске шеме и ε-апроксимациjске шеме. Апрокси-
мациjске шеме гарантуjу да добиjено решење не одступа од оптималног решења
за више од ε, где jе ε параметар коjи задаjе корисник. Код ε-апроксимациjских
шема, ε jе константа коjа се не може мењати [145].
Хеуристике су приближне методе засноване на ефикасним процедурама за
налажење допустивог решења разматраног проблема. Основна предност хеури-
стика jе што преко коначног скупа корака воде ка добрим решењима проблема
за релативно кратко време. Често достижу оптимална решења, али њихов не-
достатак jе у томе што се оптималност не може доказати. Како су хеуристике
наjефикасниjи, а често и jедини начин за решавање проблема оптимизациjе ве-
ликих димензиjа, придаjе се пуно пажње њиховом развоjу и усавршавању [107].
Класа хеуристичких метода коjе нису осмишљене искључиво за jедан кон-
кретан проблем, већ се прилагођаваjу разноврсним проблемима, називаjу се
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метахеуристике. За разлику од класичних хеуристика, коjе су намењене
решавању неких конкретних и специфичних проблема, метахеуристике се уз
прилагођавања могу примењивати на широку класу проблема оптимизациjе.
Успешност метахеуристичких метода може се мерити анализом асимптотске
конвергенциjе низа добиjених решења ка оптималном, у случаjу да дозвољено
време или броj итерациjа тежи бесконачности [71]. Више о метахеуристикама
и њиховим применама може се наћи у [20,63,116,129].
У литератури постоjи више начина класификациjе метахеуристичких ме-
тода. Jедна од основних подела разликуjе метахеуристике засноване на локал-
ноj претрази, тj. претраживању дуж неке путање (енгл. trajectory based) и
метахеуристике засноване на популациjи, односно скупу решења (енгл. popula-
tion based). Методе засноване на локалноj претрази итеративно побољшаваjу
само jедно, текуће решење проблема. У ову групу спадаjу: локална претрага
(енгл. Local Search - LS ), симулирано каљење (енгл. Simulated Annealing - SA),
табу претрага (енгл. Tabu Search - TS ), похлепна стохастичко-адаптивна про-
цедура претраге (енгл. Greedy Randomized Adaptive Search Procedure - GRASP),
метода променљивих околина (енгл. Variable Neighborhood Search - VNS ) и
друге. Методе засноване на популациjи у свакоj итерациjи покушаваjу да ис-
товремено побољшаjу скуп решења или jедан његов део. У ову групу спадаjу:
генетски алгоритам (енгл. Genetic Algorithm - GA), оптимизациjа роjем честица
(енгл. Particle Swarm Optimization - PSO), оптимизациjа мрављим колониjама
(енгл. Ant Colony Optimization - ACO), оптимизациjа колониjом пчела (енгл.
Bee Colony Optimization - BCO) итд. Осим ове, наjчешће коришћене поделе,
метахеуристике се могу класификовати на основу неког од следећих критери-
jума: да ли су инспирисане природом или математички засноване, да ли памте
информациjе током претраге или не памте, детерминистичке или стохастичке,
итеративне или конструктивне итд [140].
Већина метахеуристика су итеративне природе, тj. полазе од комплетног ре-
шења (или популациjе решења) коjе побољшаваjу кроз низ итерациjа, док кон-
структивни алгоритми граде решење полазећи од празног скупа. Jедан од наj-
jедноставниjих конструктивних алгоритама jе тзв. похлепни алгоритам (енгл.
Greedy Аlgorithm). Како у сваком кораку бира локално наjбоље решење, по-
хлепни алгоритам jе jедноставан за имплементациjу и брзо се извршава, али не
налази увек глобални оптимум. Наjчешће се користи као помоћни алгоритам за
решавање NP-тешких проблема, коjим се смањуjе простор претраживања при
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примени других алгоритама, а самим тим и временска сложеност.
У наставку следи кратак преглед наjчешће коришћених метахеуристика за-
снованих на локалноj претрази, односно популациjи.
Mетахеуристике засноване на локалноj претрази
Главне компоненте метахеуристика заснованих на локалноj претрази су ди-
версификациjа претраге и интензификациjа дела простора решења. Дивер-
сификациjа претраге подразумева испитивање неистражених делова простора
решења у циљу избегавања конвергенциjе ка локалном оптимуму, док интен-
зификациjа подразумева фокусирање и детаљно претраживање локалног дела
простора у ком се очекуjу добра решења. У циљу описивања наjзначаjниjих
метахеуристика из ове групе, неопходно jе дефинисати растоjање између два
решења, а затим и поjмове околине и суседа решења [6].
Дефинициjа 10. Нека jе X произвољан скуп тачака. Ако се сваком уре-
ђеном пару (x, y), x, y ∈ X, придружи реалан броj d(x, y) са особинама:
1. ∀x, y ∈ X, 0 6 d(x, y) < +∞,
2. ∀x, y ∈ X, d(x, y) = 0⇔ x = y,
3. ∀x, y ∈ X, d(x, y) = d(y, x),
4. ∀x, y, z ∈ X, d(x, y) ≤ d(x, z) + d(z, y),
каже се да jе скуп X снабдевен метриком d. Уређен пар (X, d) назива се ме-
тричким простором. Вредност d(x, y) представља растоjање између тачака
x и y.
Дефинициjа 11. Скуп Nε(x) ⊆ X свих тачака на растоjању до ε > 0 од
тачке x ∈ X назива се ε-околина тачке x. Елементи скупа Nε(x) називаjу се
ε-суседи тачке x.
У оптимизациjи, свако решење jе представљено jедном тачком из скупа X.
Под околином решења x се у општем случаjу подразумева скуп N(x) ⊆ X
решења добиjених од x по неком правилу, односно применом неке, унапред
дефинисане, елементарне трансформациjе. Чланови околине N(x) су суседи
решења x. Решење x∗ ∈ N(x) jе локални оптимум у односу на околину N(x∗),
уколико не постоjи решење x ∈ N(x∗) коjе jе боље од решења x∗ у односу
на вредност задате функциjе циља. Решење x∗ ∈ X jе оптимално решење
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(глобални оптимум), уколико не постоjи решење x ∈ X коjе jе боље од решења
x∗ у односу на вредност задате функциjе циља [34,122].
Локална претрага (енгл. Local Search - LS ) се може сматрати наjjедно-
ставниjом метахеуристиком [140] коjа полази од неког почетног решења и по-
ставља га за текуће наjбоље решење x. Почетно решење jе наjчешће генерисано
на случаjан начин или применом неке помоћне хеуристике. У свакоj итерациjи,
врши се претрага унапред дефинисане околине N(x) текућег решења x, са ци-
љем налажења суседа x′ коjи представља боље решење у односу на вредност
задате функциjе циља. Уколико се такав сусед пронађе, прихвата се за ново
текуће наjбоље решење из ког се наставља са процедуром локалне претраге. У
супротном, локална претрага се зауставља у пронађеном локалном оптимуму.
Околине решења су дефинисане у складу са конкретним проблемом коjи се
разматра. При томе треба водити рачуна да околине коjе се користе приликом
претраге не буду сувише мале, да би постоjала могућност налажења следеће
тачке претраге, а ни сувише велике, jер се може догодити да се бирање суседа
унутар простора допустивих решења сведе на просту стохастичку претрагу или
тзв. Monte-Carlo методу [59].
Постоjи више стратегиjа претраживања околине решења:
• стратегиjа наjбољег побољшања (енгл. best improvement strategy), коjом
се истражуjе цела околина решења x у циљу налажења наjбољег решења
из те околине;
• стратегиjа првог побољшања (енгл. first improvement strategy), код коjе
се претрага околина решења x зауставља чим се пронађе прво решење из
дате околине коjе има бољу вредност функциjе циља у односу на решење
x;
• стратегиjа k-тог побољшања (енгл. k-th improvement strategy), код коjе се
при истраживању околине решења x претрага зауставља чим се пронађе
k побољшања решења x;
• стратегиjа случаjног избора (енгл. random selection), код коjе се на слу-
чаjан начин бира неко решење из околине текућег и замењуjе га уколико




Коjа год од наведених стратегиjа да се примени, главни недостатак проце-
дуре локалне претраге jе велика вероватноћа конвергенциjе ка локалном опти-
муму. Да би се превазишао оваj проблем и повећала робусност методе, предло-
жене су различите вариjанте локалне претраге, коjе подразумеваjу итеративно
покретање алгоритма из различитих почетних решења, прихватање решења
коjа нису боља од текућег, замену околина текућег решења итд. У наставку
jе дат кратак преглед наjпознатиjих и наjвише коришћених метахеуристика за-
снованих на локалном претраживању.
Метода вишестартне локалне претраге (енгл. Multistart Local Search -
MLS ) подразумева понављање процедуре локалне претраге сваки пут из новог,
случаjно изабраног, почетног решења. Наjбољи од свих добиjених локални оп-
тимума током извршених понављања представља коначно решење. Процес се
зауставља када се задовољи неки критериjум заустављања, а наjчешће кори-
шћени су: максимално дозвољено време извршавања, максималан броj пона-
вљања процедуре локалне претраге, максималан броj понављања без поправке
решења итд. Ова метода може дати лоше резултате при решавању проблема
код коjих jе простор претраге велики, jер такви проблеми често имаjу више
локалних оптимума сличног квалитета.
Итеративна локална претрага (енгл. Iterated Local Search - ILS ) пред-
ставља побољшање вишестартне локалне претраге [102]. ILS метода наjпре
генерише почетно решење x0 (на случаjан начин или на основу информациjа
добиjених у претходним итерациjама претраге) и поставља га за текуће наj-
боље решење. Након извршавања процедуре локалне претраге над почетним
решењем и добиjања локалног оптимума x, у свакоj итерациjи се наjпре врши
„померање” од пронађеног локалног оптимума у ново решење x′, а затим и ло-
кална претрага над новим решењем x′. Оператор померања модификуjе текуће
наjбоље решење тако што део решења задржава, а део мења на основу података
добиjених у току извршавања алгоритма. Нови локални оптимум x′′ (коjи може
бити и лошиjи од текућег наjбољег решења) се само под одређеним условима
прихвата за ново текуће наjбоље решење, а у супротном се чува старо решење.
Процес се понавља до испуњења неког критериjума заустављања (максимално
дозвољено време извршавања, максималан броj итерациjа, максималан броj
итерациjа без поправке решења итд).
Симулирано каљење (енгл. Simulated Annealing - SA) jе метахеуристика
заснована на локалном претраживању, коjу су предложили Kirkpatrick и сар.
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1983. године [94]. Инспирисана jе процесом каљења метала у металургиjи коjи
започиње топљењем метала наглим загревањем, а затим се метал путем лага-
ног хлађења стврдњава и доводи до стања ниске енергиjе. Топлота избацуjе
атоме из њиховог почетног положаjа и допушта им слободно кретање на ви-
шим енергетским нивоима. Лагано хлађење омогућава атомима да лакше нађу
позициjе у коjим ће имати мању унутрашњу енергиjу него пре процеса каљења.
Мања унутрашња енергиjа атома подразумева већу стабилност материjе и боље
карактеристике. Проблем оптимизациjе се може посматрати као проблем одре-
ђивања стабилног стања jедног хипотетичког физичког система, односно стања
где свако допустиво решење одговара jедном стању хипотетичког физичког си-
стема, док функциjа циља представља енергиjу тог стања. Циљ jе пронаћи
глобални оптимум, односно стање у коме систем има наjмању енергиjу. По-
четно решење x0 се генерише на случаjан начин или применом неке помоћне
хеуристике. У свакоj итерациjи, метода на случаjан начин бира ново решење
xk+1 из околине текућег решења xk. Уколико jе ново решење боље од текућег,
ново решење се прихвата и замењуjе текуће, а у случаjу да jе лошиjе, ново ре-
шење се прихвата са одређеном вероватноћом. Вероватноћа прихватања новог
решења коjе jе лошиjе од текућег зависи од разлике у њиховим вредностима
функциjе циља, као и од глобалног параметра T коjи одговара температури то-
ком хлађења метала. На пример, уколико се разматра проблем минимизациjе
функциjе f(x) при задатим ограничењима, вероватноћа pk+1 прихватања новог
решења xk+1 се рачуна на следећи начин:
pk+1 =
{
1, ако jе f(xk+1) < f(xk)
e(f(xk)−f(xk+1))/T , иначе,
(1.6)
где jе f(x) функциjа циља разматраног проблема. Постоjе и други начини ра-
чунања вероватноће прихватања решења, али jе битно обезбедити да jе за веће
вредности параметра T , већа вероватноћа прихватања новог решења, као и да
се лошиjа решења, чиjе вредности функциjе циља више одступаjу од текуће,
прихватаjу са мањом вероватноћом. Параметар T се током рада алгоритма
постепено смањуjе, што jе аналогиjа са постепеним снижавањем температуре
код процеса каљења метала. Уколико вредност параметра T сувише споро
опада, лошиjа решења се прихватаjу са великом вероватноћом, што води ка
насумичном претраживању великог дела простора решења. Уколико се вред-
ност параметра T сувише брзо смањуjе, са великом вероватноћом долази до
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брзе конвергенциjе ка локалном оптимуму. Из наведених разлога, правилан
избор стратегиjе хлађења представља jедан од важних аспеката алгоритма. Де-
таљи методе SA и примери примене на разне проблеме оптимизациjе могу се
наћи [82,138].
Табу претрaгa (енгл. Tabu Search - TS ) jе метахеуристика заснована на
локалном претраживању коjу jе 1986. године предложио Glover [64]. Основна
идеjа ове методе jе коришћење тзв. табу листe као краткотраjне мемориjе, у
циљу избегавања понављања потеза током претраге простора допустивих ре-
шења и конвергенциjе ка локалном оптимуму. Почетно решење се генерише на
случаjан начин или применом неке помоћне хеуристике, а затим се добиjено
почетно решење поставља за текуће наjбоље решење. У свакоj итерациjи TS
методе, у табу листи се „памте” допустива решења до коjих се дошло током
извесног броjа претходних итерациjа. Решења коjа се налазе у табу листи су
означена као „табу” и не могу бити прихваћена у наредном кораку. Дужина
табу листе jе ограничена и не сме бити премала, jер то може довести до циклич-
ног понављања решења, а ни превелика, jер велики броj решења у табу листи
смањуjе простор претраге и тиме повећава могућност конвергенциjе ка локал-
ном оптимуму. Коришћењем табу листи, околине текућег решења се редукуjу,
jер се искључуjу решења коjа се тренутно налазе у табу листи. Наjбоље решење
добиjено локалном претрагом редуковане околине текућег решења постаjе ново
текуће решење. Након тога, из табу листе се по принципу FIFO (енгл. First
in, First out) стратегиjе избацуjе решење са почетка листе, а убацуjе текуће ре-
шење на краj листе. Алгоритам се зауставља када се задовољи неки критериjум
заустављања. Критериjум заустављања може бити: максимално време изврша-
вања методе, максималан броj итерациjа, максимална броj итерациjа између
две поправке наjбољег решења, достигнуто решење задовољаваjућег квалитета
итд. У литератури jе предложено и унапређење TS методе, код коjе се табу
листе формираjу само на основу одређених карактеристика решења, коjа су
означена као „табу”. Тиме се добиjа на брзини и jедноставности претраге табу
листе, али и губљењу неких информациjа. Односно, могуће jе да непосећена
решења доброг квалитета буду искључена само на основу неке карактеристике.
Да би се превазишао оваj проблем, уводи се тзв. критериjум аспирациjе (енгл.
aspiration criteria) коjи омогућава, уз задовољавање одређених услова, прихва-
тање неких решења са табу листе. Други начин ослобађања решења из табу
листе jесте тзв. табу време, коjе представља максималан броj итерациjа коjе
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jедно решење може да проведе у табу листи.
Осим табу листе као краткотраjне мемориjе, у TS методи постоjи и могућ-
ност коришћења средњорочне и дугорочне мемориjе. Средњорочне мемориjе
памте само елементе „добрих” решења до коjих се дошло у претходних неко-
лико итерациjа и на таj начин доприносе експлоатациjи делова простора у ком
се очекуjу добра решења. Дугорочне мемориjе омогућаваjу диверсификациjу
претраге, jер чуваjу информациjе о елементима присутним у текућем решењу
током целог процеса претраге. Детаљи TS методе, њене вариjанте и примери
примене могу се наћи у [65–67].
Похлепна стохастичко-адаптивна процедура претраге (енгл. Greedy
Randomized Adaptive Search Procedure - GRASP) jе метахеуристика заснована на
локалном претраживању коjу су први представили 1989. године Feo and Bard у
раду [55], а касниjе популаризовали Feo and Resende [56]. GRASP jе итеративна
метода чиjа се свака итерациjа састоjи од две фазе: наjпре се у конструктивноj
фази генерише комплетно решење, коjе се затим побољшава у фази локалног
претраживања. У првоj фази, примењуjе се похлепно стохастичка процедура за
конструкциjу решења (енгл. Greedy Randomized Construction procedure - GRC ).
GRC процедура гради решење додавањем jедног по jедног елемента парциjал-
ном решењу, све док се не конструише комплетно решење. У свакоj итерациjи
GRC фазе се наjпре креира листа кандидата (енгл. Candidate List - CL), коjа
се састоjи од свих елемената коjе jе могуће додати парциjалном решењу. Затим
се формира тзв. ограничена листа кандидата (енгл. Restricted Candidate List
- RCL), издваjањем елемената из CL са позитивним особинама за конкретан
проблем коjи се решава. У ту сврху, дефинише се функциjа g(·) коjа одражава
промене у вредности функциjе циља коjе доносе елементи из листе кандидата.
Сваком елементу i ∈ CL се додељуjе вредност g(i), а затим се RCL формира
на следећи начин:
RCL = {i ∈ CL : g(i) ≤ gmin + ϕ(gmax − gmin)}, (1.7)
где параметар ϕ ∈ [0, 1], а gmin и gmax су редом наjмање и наjвеће вредно-
сти g(i) на скупу CL. Елементи из RCL се бираjу на случаjан начин и додаjу
парциjалном решењу, све док се не генерише комплетно решење. Очигледно,
за ϕ = 0, GRC фаза се своди на класичан похлепни алгоритам, док jе случаj
ϕ = 1 еквивалентан конструкциjи решења на потпуно случаjан начин.
Решење добиjено у GRC фази се даље прослеђуjе фази локалне претраге,
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коjа налази локални оптимум у односу на унапред дефинисане околине. До-
биjени локални оптимум представља наjбоље решење jедне GRASP итерациjе.
GRASP итерациjе се смењуjу све док се не задовољи неки критериjум зауста-
вљања, а наjбоље међу решењима добиjеним у свакоj од GRASP итерациjа jе
излаз GRASP алгоритма.
У основноj вариjанти GRASP методе, параметар ϕ има константну вредност
у свим итерациjама. Код напредног концепта методе, у свакоj GRASP итера-
циjи вредност параметра ϕ се самоподешава на основу квалитета решења доби-
jених у претходним итерациjама. Ова вариjанта GRASP методе у литератури
jе позната под називом реактивна похлепна стохастичко-адаптивна процедура
претраге (енгл. Reactive Greedy Randomized Adaptive Search Procedure - Reactive
GRASP) [124].
Jош jедна модификациjа основне GRASP методе jе метода поновног пове-
зивања стаза (енгл. Path Relinking) [66], коjом се постижу побољшања решења
претраживањем путања коjе повезуjу GRASP тренутна решења и наjбоља ре-
шења добиjена коришћењем неке друге методе (нпр. TS). Постоjе и друга по-
бољшања и алтернативе технике коjе се могу применити у конструктивноj фази
GRASP методе, као што су: пертурбациjе трошкова уместо класичног избора
случаjног елемента (енгл. cost perturbations in place of randomized selection),
функциjе пристрасности (енгл. bias functions), интелигентна конструкциjа-
меморисање и учење (енгл. intelligent construction: memory and learning) и
локална претрага над делимично конструисаним решењима (енгл. local search
on partially constructed solutions). Више о овим вариjантама GRASP методе
може се пронаћи у [56,68,127,128].
Метода променљивих околина (енгл. Variable Neighborhood Search -
VNS ) jе метахеуристика коjу су 1997. године предложили Mladenović и Hansen у
раду [111], за решавање проблема трговачког путника (енгл. Traveling Salesman
Problem - TSP). Заснована jе на идеjи систематских промена околина током ло-
калног претраживања и следеће три чињенице:
• локални минимум у односу на jедну околину не мора бити и локални
минимум у односу на неку другу околину;
• глобални минимум jе локални минимум у односу на све околине;




Промена околина се може реализовати увођењем различитих величина око-
лина (што се постиже мењањем броjа истовремених трансформациjа над реше-
њем) или применом различитих метрика (односно различитих трансформациjа
над решењем). У зависности од тога да ли се горе наведене три чињенице
користе детерминистички, стохастички или комбиновано, у литератури су пре-
дложене различите вариjанте методе променљивих околина [76]. У наставку jе
дат кратак опис наjчешће коришћених вариjанти VNS методе.
Основна метода променљивих околина (енгл. Basic Variable Neigh-
borhood Search - BVNS ) jе итеративна метода коjа користи структуре околина
Nk, k = 1, 2, ..., kmax, дефинисане у складу са карактеристикама разматраног
проблема. Максималан броj околина kmax представља основни параметар ове
методе. BVNS метода започиње рад процедуром коjа, на случаjан начин или
применом неке конструктивне хеуристике, генерише почетно решење x и про-
глашава га за текуће наjбоље решење. Структура сваке BVNS итерациjе jе сле-
дећа: након постављања индекса околине k на 1, основни кораци BVNS методе
садржани су у петљи у оквиру коjе се мења индекс околине k и извршаваjу три
основне фазе: процедура размрдавања, процедура локалне претраге и помераj.
У фази размрдавања, на случаjан начин се бира неко ново решење x′ из k-те
околине текућег решења x, а затим се почевши од новог решења x′ примењуjе
локална претрага у односу на унапред дефинисане околине решења x′. Важно
jе напоменути да се околине за размрдавање и локалну претрагу могу разлико-
вати на основу растоjања (броjа трансформациjа) или на основу метрике (врсте
трансформациjа). Наjбоље решење x′′ добиjено након локалне претраге се за-
тим пореди са текућим решењем x и замењуjе га уколико jе боље, у односу на
вредност функциjе циља разматраног проблема. Ако jе решење x′′ боље од те-
кућег решења x, врши се ажурирање текућег решења x = x′′, индекс околине k
се поставља на 1 и претрага се наставља у околини N1 текућег наjбољег решења
x. У супротном, индекс околине k се повећава за 1, тако да алгоритам наста-
вља са фазом размрдавања у наредноj околини текућег решења x. Итерациjе се
понављаjу све док се не задовољи неки критериjум заустављања. Критериjум
заустављања може бити максималан укупан броj итерациjа, максималан броj
итерациjа између два побољшања, максимално дозвољено време извршавања,
достигнут тражени квалитет решења итд.
Метода променљивог спуста (енгл. Variable Neighborhood Descent - VND)
представља детерминистичку вариjанту методе променљивих околина и засно-
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вана jе на следећим чињеницама:
• jедно решење не мора бити локални оптимум за две различите околине;
• решење коjе jе локални оптимум у односу на неколико околина има веће
шансе да буде глобални оптимум у односу на решење коjе jе локални
оптимум у односу на само jедну околину.
VND метода претражуjе задати низ околина Nk, k = 1, 2, ..., kmax, где Nk(x)
означава k-ту околину решења x. Околине се претражуjу на секвенциjални
или угњежден начин, у циљу налажења што бољег решења.
Код Секвенциjалне VND методе (енгл. Sequential Variable Neighborhood
Descent - SeqVND) се наjпре почетно решење x генерише на случаjан начин
или применом неке конструктивне хеуристике и текуће наjбоље решење се по-
ставља на x. Полазећи од почетног решења, SeqVND метода примењуjе проце-
дуру локалне претраге редом на дефинисаним околинама Nk, k = 1, 2, ..., kmax.
Прецизниjе, индекс околине k наjпре узима вредност 1 и SeqVND претражуjе
прву околину N1(x) све док у њоj постоjи могућност поправљања текућег наj-
бољег решења x и одређуjе локални оптимум x′ у односу на ту околину. Затим
се ажурира текуће наjбоље решење тако што се постави да jе x = x′, а пре-
траживање се враћа на околину N1 текућег наjбољег решења. Уколико нема
поправке, индекс околине k се увећава за 1 и локална претрага се наставља у
наредноj неиспитаноj околини Nk(x), k = 2, ..., kmax текућег наjбољег решења.
Након поправљања текућег наjбољег решења у било коjоj околини, ажурира се
текуће наjбоље решење и претраживање се враћа на околину N1 новодобиjеног
текућег наjбољег решења. SeqVND метода се завршава уколико ниjе могуће
поправити текуће наjбоље решење ни у jедноj од унапред задатих kmax око-
лина, што значи да jе то решење локални оптимум у односу на све посматране
околине. Код SeqVND методе, обично се за kmax узима релативно мали цео
броj (2, 3 или 4). Уколико jе kmax = 1, SeqVND се своди на обичну локалну
претрагу. Како комплетна претрага околине стратегиjом наjбољег побољшања
може бити временски веома захтевна, SeqVND метода често користи стратегиjу
првог побољшања.
Угњеждена VND метода (енгл. Nested Variable Neighborhood Descent - Nest-
VND) уместо секвенциjалног поретка околина претражуjе тзв. угњеждене око-
лине. За дефинисан низ околина Nk, k = 1, 2, ..., kmax, у литератури постоjе
различите стратегиjе претраживања околина код Nest-VND методе. Због специ-
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фичне стратегиjе претраживања, околине се називаjу угњежденим околинама.
Ако jе, на пример, kmax = 2, тада jе jедна од могућих стратегиjа претраживања
околина код Nest-VND методе следећа: за свако решење x′ из N1 околине теку-
ћег решења x примењуjе се локална претрага у односу на N2 околину решења
x′. Може се приметити да уколико обе околине имаjу кардиналност l, броj ре-
шења коjи се посећуjе при примени SeqVND методе jе 2l, док jе код Nest-VND
методе таj броj jеднак l2. Jош jедна могућа стратегиjа претраживања околина
код Nest-VND методе jе следећа: ако jе, на пример, kmax = 3, на свако решење x′
из околине N3 текућег решења x, примењуjе се SeqVND метода редом на дефи-
нисаним околинама N1 и N2 решења x′. Како jе претрага угњеждених околина
временски захтеван процес, Nest-VND метода наjчешће користи стратегиjу пр-
вог побољшања. Комбиновањем идеjа секвенциjалне и угњеждене VND ме-
тоде настаjе тзв. Мешовита VND метода (енгл. Mixed Variable Neighborhood
Descent). Више о VND методи и њеним вариjантама може се наћи у [77].
Редукована метода променљивих околина (енгл. Reduced Variable Neig-
hborhood Search - RVNS ) jе стохастичка вариjанта методе променљивих околина
у коjоj jе изостављена фаза локалног претраживања, чиме се постиже уштеда
процесорског времена. И код RVNS методе наjпре jе непходно дефинисати
структуре околина Nk, k = 1, 2, ..., kmax и генерисати почетно решење x, коjе
се поставља за текуће наjбоље решење. Затим се из прве околине текућег ре-
шења x на случаjан начин бира решење x′, коjе не мора бити локални оптимум.
Решење x′ се пореди са текућим решењем x и замењуjе га уколико jе боље, у од-
носу на вредност функциjе циља разматраног проблема. Ако jе решење x′ боље
од x, ажурира се текуће наjбоље решење тако што се постави да jе x = x′, a пре-
траживање се враћа на околину N1 решења x. У супротном, индекс околине
k се повећава за 1, тако да се претрага наставља у наредноj околини теку-
ћег решења x. RVNS метода jе врло ефикасна код примера проблема великих
димензиjа, jер не садржи сложену и временски захтевну процедуру локалног
претраживања. Међутим, због великог степена случаjности, решења добиjена
RVNS методом су генерално лошиjег квалитета у односу на решења вариjанти
VNS метода коjе садрже фазу локалне претраге. Стога се RVNS метода че-
сто користи за брзо генерисање почетних решења, за неке друге егзактне или
хеуристичке методе.
Општа метода променљивих околина (енгл. General Variable Neighbor-
hood Search - GVNS ) jе вариjанта VNS методе коjа настаjе из BVNS методе,
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тако што се локална претрага замени напредниjом методом променљивог спу-
ста, коjа истражуjе неколико структура околина. Околине коjе се претражуjу
у оквиру фазе размрдавања и у оквиру VND методе могу бити индуковане
различитим метрикама.
Адаптивна метода променљивих околина (енгл. Skewed Variable Neigh-
borhood Search - SVNS ) омогућава премештање претраге у делове претражи-
вачког простора коjи су удаљени од текућег наjбољег решења. Углавном се
примењуjе при решавању проблема код коjих се локални оптимуми налазе да-
леко jедни од других, односно када текуће наjбоље решење представља локални
оптимум у великом делу простора претраге и када размрдавање и локална пре-
трага не доводе до побољшања. Разлика између основне методе променљивих
околина и адаптивне методе променљивих околина jе у кораку замене околина.
За разлику од основне методе променљивих околина, SVNS метода допушта
померање и у лошиjа решења, при одређеним условима. Прецизниjе, померање
из текућег решења x у лошиjе решење x′′ jе дозвољено уколико важи:
f(x”)− αρ(x, x′′) < f(x), (1.8)
где jе f(·) вредност функциjе циља разматраног проблема минимизациjе, α уна-
пред задати параметар, а ρ(x, x′′) удаљеност решења x од x′′. Удаљеност два
решења може бити њихово растоjање, за коjе се користи иста метрика као за
дефинисање околина. Може се приметити да jе померање контролисано па-
раметром методе α - што jе вредност параметра мања, мања jе и шанса за
померањем ка лошиjем решењу. Важно jе изабрати адекватну вредност пара-
метра α, коjа ће омогућити померање у околине коjе су далеко од x, а притом
избећи прелазак SVNS методе у VNS методу са вишеструким покретањем (енгл.
multistart) коjа у сваком покретању започиње претрагу од новог, случаjно ге-
нерисаног почетног решења.
У литератури су предложене броjне вариjанте методе променљивих околина,
као што су: метода променљивих околина са декомпозициjом (енгл. Variable
Neighbourhood Decomposition Search - VNDS ), метода променљивих формула-
циjа (енгл. Variable Neighborhood Formulation Space Search - VNFSS ), примално-
дуална метода променљивих околина (енгл. Primal-dual VNS - PD-VNS ), пара-
лелна метода променљивих околина (енгл. Parallel VNS - PVNS ) итд. Више о




Mетахеуристике засноване на популациjи решења
Метахеуристике засноване на популациjи решења раде над скупом потенци-
jалних решења, коjи се назива популациjа. Полазећи од почетне популациjе,
потенциjална решења се кроз низ итерациjа модификуjу или комбинуjу по уна-
пред задатим правилима, у циљу налажења наjбољег решења. Неке метахеури-
стике започињу рад са празним или делимичним скупом потенциjалних решења.
Већина метахеуристика из ове групе jе инспирисана процесима из природе, а у
наставку следи кратак опис неких од наjпознатиjих.
Генетски алгоритам (енгл. Genetic Algorithm - GA) припада групи попу-
лационих стохастичких метахеуристика и инспирисан je процесима из теориjе
природне еволуциjе. Основне поставке GA jе изнео John Holland у књизи „При-
лагођавање у природним и вештачким системима” (енгл. Adaptation in natural
and artificial systems) из 1975. године [79]. GA симулира поjедностављени про-
цес еволуциjе коначног скупа jединки коjе чине популациjу применом генетских
оператора. Основни генетски оператори су: селекциjа, укрштање и мутациjа,
а у зависности од карактеристика разматраног проблема, примењуjу се разли-
чите вариjанте ових оператора. Свака jединка из популациjе представљена
jе генетским кодом и одговара потенциjалном решењу посматраног проблема.
Начин кодирања решења jе важан аспект генетског алгоритма и треба да од-
сликава природу проблема коjи се разматра. Функциjа прилагођености (енгл.
fitness function) представља меру квалитета сваког поjединачног решења. За
успешну примену GA на неки проблем, неопходно jе да сви елементи GA буду
одабрани у складу са особинама посматраног проблема. Неадекватан избор
генетских оператора, начина кодирања, рачунања функциjе прилагођености, и
других аспеката алгоритма, може довести до лоших резултата.
GA започиње рад полазећи од инициjалне популациjе коjа садржи Nind jе-
динки, наjчешће генерисаних на случаjан начин, што обезбеђуjе разноврсност
генетског материjала. Након израчунавања вредности функциjе прилагођено-
сти за сваку jединку у популациjи, следи итеративни процес коjи се извршава
до задовољења неког критериjума заустављања. Свакоj GA итерациjи одговара
jедна популациjа jединки (генерациjа). Селекциjом се бираjу jединке коjе ће
учествовати у процесу креирања нове генерациjе, при чему се наjчешће претпо-
ставља да боље прилагођене jединке имаjу веће шансе да доведу до поправљања
текућег наjбољег решења. Постоjи више вариjанти оператора селекциjе, а наj-
чешће се користе: проста рулет селекциjа, селекциjа заснована на рангирању jе-
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динки, турнирска селекциjа, фино градирана турнирска селекциjа и униформна
селекциjа. Међу селектованим jединкама бираjу се парови jединки-родитеља
на коjе се примењуjе оператор укрштања. Jединке-родитељи са извесном ве-
роватноћом размењуjу делове генетског кода и производе jединке-потомке за
наредну генерациjу jединки. Постоjе различити начини укрштања jединки-
родитеља, а неки од њих су: jеднопозиционо, двопозиционо, вишепозиционо и
униформно укрштање. Оператор укрштања се наjчешће примењуjе са одре-
ђеном вероватноћом pcross, коjа дефинише проценат парова jединки-родитеља
коjи заиста размењуjу генетски материjал и ствараjу нове jединке-потомке. На
jединке-потомке се даље примењуjе оператор мутациjе, коjи са извесном веро-
ватноћом pmut мења мале делове генетског кода изабране jединке. Оператор
мутациjе доприноси разноврсности генетског материjала и помаже спречавању
преране конвергенциjе ка локалном оптимуму. Наjчешће коришћени оператори
мутациjе су: проста мутациjа, мутациjа помоћу биномне, експоненциjалне или
нормалне расподеле итд.
Из скупа коjи чине нове jединке настале применом генетских оператора и
jединке текуће генерациjе, неопходно jе изабрати наредну популациjу jединки
задате величине Nind. У циљу очувања довољно квалитетних решења, али и
разноврсности генетског материjала, одабир jединки за нову генерациjу врши
се на основу вредности функциjа прилагођености, чуваjући притом одгова-
раjући ниво разноврсности jединки у популациjи. Поступак избора jединки
коjе ће чинити нову GA генерациjу назива се замена генерациjа. Постоjе два
основна начина замене - генерациjски и стационарни. Код генерациjског GA
текућа генерациjа се у потпуности замењуjе новим jединкама, док се код ста-
ционарног GA део текуће генерациjе мења новим jединкама. Код стационарног
GA разликуjе се више стратегиjа креирања нове генерациjе: користећи елити-
стичку стратегиjу (коjом одређени броj елитних jединки из текуће генерациjе
директно прелази у наредну), користећи униформну стратегиjу (коjом се на
место одређеног броjа наjгорих jединки из текуће генерациjе убацуjу нове наj-
боље jединке), користећи рулет стратегиjу (коjом се на случаjан начин бираjу
jединке за нову генерациjу), користећи турнирску стратегиjу (коjом се у нову
генерациjу уносе наjбоље jединке из случаjно изабране групе коjа садржи уна-
пред задати броj jединки) итд.
Поступком замене генерациjа завршава се jедна итерациjа GA. Итерациjе
се понављаjу до задовољења неког критериjума заустављања, а наjчешће се ко-
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ристе: максимално дозвољено време извршавања, максималан броj генерациjа,
максималан броj генерациjа без поправке текућег наjбољег решења, достигнуто
решење задовољаваjућег квалитета, достигнута максимална сличност jединки
у популациjи итд.
Свака имплементациjа генетског алгоритма садржи различите параметре
(Nind, pcross, pmut итд.) коjи се за решавање сваког конкретног проблема мо-
раjу подесити експерименталним путем. Параметри се могу мењати и у току
извршавања алгоритма - фиксном променом параметара или адаптивном про-
меном параметара. Фиксном променом параметара се унапред задаjе образац
по ком ће се вршити промена параметара (смањивање или повећавање) током
итерациjа, док се адаптивном променом параметри могу мењати у зависности
од постигнутих резултата и успешности одређеног оператора. Детаљниjи опис
теориjских и практичних аспеката GA може се наћи у [13,39,125,136].
Оптимизациjа роjем честица (енгл. Particle Swarm Optimization - PSO)
je стохастичка итеративна метахеуристика коjу су предложили Kennedy и Eber-
hart 1995. године [92], а инспирисана jе социjалним интеракциjама између jе-
динки у jату птица или роjу инсеката. PSO метода ради над роjем честица, при
чему су свакоj честици i из роjа додељени вектори xi и vi, коjи представљаjу
редом њене векторе положаjа и брзине. Координате вектора положаjа сваке че-
стице из роjа одговараjу jедном решењу проблема. Свака честица памти своjе
наjбоље пронађено решење и наjбоље решење или целог роjа или из унапред
дефинисане околине честице. Околина честице представља област социjалног
утицаjа других честица на посматрану честицу, а у граничном случаjу околина
може бити и цео роj.
У инициjалноj фази, PSO метода генерише роj на случаjан начин, тако што
се свакоj честици i додељуjу случаjно одабрани положаj x0i и случаjно одабрана
брзина vi0. У свакоj итерациjи се наjпре врши ажурирање брзина честица, а





n − xin) + c2r2(sn − xin), (1.9)
где су xin и vin положаj и брзина кретања честице i у n-тоj итерациjи, респек-
тивно. Са pin jе означен текући наjбољи положаj (до сада наjбоље познато
решење) честице i, а са sn наjбољи текући положаj целог роjа (односно околине
честице i) у n-том кораку. Параметри r1 и r2 се у свакоj итерациjи бираjу на слу-
чаjан начин из интервала [0, 1], док су cv, c1, c2 унапред дефинисани параметри
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коjи се могу мењати током рада алгоритма. Помоћу параметра cv контролише
се величина претраживачког простора роjа, jер се за веће вредности овог па-
раметра координате ажурираног вектора брзине честице значаjниjе мењаjу у
односу на старе, што води ка претраживању удаљениjих делова простора ре-
шења у односу на текући положаj честице. У супротном, за мање вредности
параметра cv, фаворизуjе се локално претраживање у релативно малоj око-
лини сваке честице. Параметар c1 jе означен као когнитивни и његова улога jе
усмеравање честице у правцу текућег наjбољег положаjа исте честице. Повећа-
вањем вредности параметра c1, фаворизуjе се детаљниjе испитивање околине
наjбољег решења до ког jе стигла посматрана честица. Параметар c2 jе озна-
чен као социjални и његовим повећавањем се фаворизуjе детаљниjе испитивање
околине наjбољег решења до ког jе стигао цео роj, односно честице из унапред
дефинисане околине посматране честице.
Помоћу вектора брзине се у свакоj итерациjи ажурираjу тренутни положаjи
честица у роjу. Прецизниjе, нови положаjи честица добиjаjу се „померањем”
сваке честице из претходног роjа на следећи начин xin+1 = xin + vin. На основу
израчунатих вредности задате функциjе циља за свако решење (положаj), у сва-
коj итерациjи се ажурираjу и наjбоља решења (положаjи) сваке честице, као и
наjбоље решење (положаj) на нивоу целог роjа, односно посматране околине че-
стице. Итерациjе се смењуjу до задовољења унапред дефинисаног критериjума
заустављања. Детаљниjи опис ове методе може се наћи у [48,123].
Оптимизациjа мрављим колониjама (енгл. Ant Colony Optimization -
ACO) jе конструктивна метахеуристика коjу су увели Marco Dorigo и сар. 1997.
године у раду [45], инспирисани понашањем мрава у заjедницама (мрављим
колониjама). Експериментима jе уочено да мрави увек проналазе наjкраћи пут
између хране и своjе колониjе користећи посредан начин комуникациjе помоћу
феромона - хемиjске супстанце коjу мрави остављаjу за собом. Истраживања
су показала да мрави са већом вероватноћом прате путању са jачим трагом
феромона. Феромонски трагови на свим путевима постепено испараваjу, али
како временом наjкраћим путем пролази све више мрава, на том путу ће траг
феромона бити наjjачи. Пут коjи мрави не користе након неког времена остаjе
без трага феромона и неће привући нове мраве.
Метахеуристика оптимизациjе мрављим колониjама користи аналогиjу са
описаним процесом и наjчешће се користи за налажење наjкраћег пута у графу.
ACO алгоритам ради над колониjом вештачких мрава (агената), при чему jе
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сваки мрав задужен за конструкциjу jедног решења. Свака итерациjа ACO
алгоритма се састоjи од конструкциjе решења и ажурирања феромонских тра-
гова. Итерациjе ACO алгоритма се смењуjу до задовољења неког критериjума
заустављања.
У свакоj ACO итерациjи, сваки мрав конструише jедно решење применом
стохастичке похлепне процедуре коjа додаjе jедан по jедан елемент парциjал-
ном решењу, све док се не конструише комплетно решење. На изградњу решења
утичу вредности феромонских трагова, коjи памте карактеристике добрих ре-
шења и специфичности разматраног проблема коjе су наjчешће уграђене у по-
моћну хеуристику. Улога хеуристике jе да помаже мравима у избору елемената
при конструкциjи комплетног решења. Утицаj трага феромона и помоћне хеу-
ристике се контролише параметрима ACO алгоритма.
Ажурирање феромонских трагова се врши на основу квалитета добиjених
решења и одвиjа се кроз две фазе - испаравања и поjачавања. Свим компо-
нентама се смањуjе ниво феромона унапред одређеном стопом испаравања, док
се повећавање вредности феромона компонентама квалитетних решења може
реализовати коришћењем различитих стратегиjа. Прецизниjе, испаравање фе-
ромона се врши на следећи начин:
τij ←− τij · (1− ρ), ∀i, j ∈ {1, 2, ..., n} (1.10)
где jе ρ ∈ (0, 1] стопа испаравања. Очигледно, код мање стопе испаравања,
ниво феромона испарава спориjе у односу на случаjеве са већом стопом испа-
равања. Циљ фазе испаравања jе елиминациjа лоших решења и подстицање
конвергенциjе ка тренутно добрим решењима.
У фази поjачавања могу бити примењене три различите стратегиjе: ажу-
рирање феромона се врши у сваком кораку конструкциjе решења, након што
сваки од мрава конструише решење или након што сви мрави конструишу своjа
решења. Више о стратегиjама повећавања вредности феромона може се наћи
у [32]. Иако се ACO метахеуристика у почетку наjвише користила за решавање
проблема коjи се своде на проналажење наjкраћег пута у графу, у литератури
постоjе броjни примери примене ACO методе на различите проблеме оптими-
зациjе (видети [43,44,46]).
Оптимизациjа колониjом пчела (енгл. Bee Colony Optimization - BCO)
jе метахеуристика коjу су 2001. године предложили Лучић и Теодоровић за ре-
шавање проблема трговачког путника [104]. Инспирисана jе процесом потраге
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за храном пчела коjе припадаjу jедноj колониjи. Пчеле могу имати различите
улоге у колониjи. За репродукциjу су задужени jедна пчела краљица и пар
хиљада трутова, док пчеле радилице обављаjу све остале послове, као што
су: нега легла и матице, сакупљање нектара и цветног праха, изградња саћа,
брига о температури и чистоћи кошнице, производња меда итд. Пчеле изви-
ђачи (енгл. scouts) напуштаjу кошницу и проналазе локациjе за сакупљање
нектара, а по повратку изводе специфичан плес, коjи служи за представљање
удаљености локациjе, квалитета и количине пронађеног нектара другим пче-
лама. На таj начин рекламираjу пронађене изворе хране и наводе друге пчеле
да их прате. Према аналогиjи са колониjом пчела у природи, BCO метахеури-
стика користи колониjу вештачких пчела, где свака пчела представља jедног
агента коjи конструише jедно решење проблема. У циљу налажења што бо-
љих решења, вештачке пчеле сарађуjу и размењуjу информациjе. Постоjе две
вариjанте BCO методе: конструктивна BCO метода и BCO са поправком ре-
шења (енгл. Improving Bee Colony Optimization - BCOi). Код конструктивне
BCO методе, свака пчела полази од празног почетног решења и итеративно
конструише комплетно решење [104]. BCO метода са поправком подразумева
генерисање комплетних почетних решења, коjа се кроз итерациjе поправљаjу
у циљу налажења што квалитетниjих решења [37]. Већина осталих елемената
BCO и BCOi метода се поклапаjу.
Рад BCO алгоритма се одвиjа кроз итерациjе, док се не задовољи неки
критериjум заустављања. У оквиру сваке итерациjе, смењуjу се две фазе, лет
унапред (енгл. forward pass) и лет уназад (енгл. backward pass). Током лета
унапред, вештачке пчеле покушаваjу да конструишу (односно поправе) своjе
решење, у зависности од тога коjа jе вариjанта BCO методе у питању. На
таj начин оне истражуjу простор решења, што се може поистоветити са са-
купљањем нектара у природи. Током лета уназад, вештачке пчеле размењуjу
информациjе о квалитету своjих решења, прикупљене током претраге. Након
што свака пчела заврши конструкциjу/трансформациjу свог решења, сва ре-
шења се евалуираjу рачунањем и поређењем вредности задате функциjе циља
за свако решење. У зависности од квалитета конструисаног решења, свака
пчела са одређеном вероватноћом одлучуjе хоће ли остати лоjална свом ре-
шењу и постати регрутер (енгл. recruiter) коjи рекламира своjе решење или ће
напустити своjе решење и постати неопредељена (енгл. uncommitted). Неопре-
дељена пчела преузима неко од понуђених решења регрутера са вероватноћом
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коjа jе пропорционална квалитету одговараjућег понуђеног решења. Више де-
таља о BCO и BCOi методама може се наћи у [38]. У литератури се могу
наћи броjни примери успешне примене BCO методе за решавање различитих
проблема оптимизациjе (видети [104,105,141,142]).
Описане метахеуристике je у зависности од природе проблема коjи се решава
могуће унапредити различитим стратегиjама паралелизациjе, као и хибриди-
зациjе са неким другим хеуристикама или егзактним методама [19]. Како па-
ралелизациjа омогућава да се више радњи и прорачуна изводи истовремено на
различитим процесорима, применом ове стратегиjе се наjчешће смањуjе укупно
време извршавања алгоритма, али и побољшава квалитет коначних решења.
Наравно, паралелизациjу ниjе могуће увек применити, неопходан услов за то
jе да се посматрани проблем може разложити на потпроблеме коjи не зависе
jедни од других. Више о стратегиjама паралелизациjе метахеуристика се може
наћи у раду [5].
Како свака метода за решавање разматраног проблема има одређене пред-
ности и недостатке, често се приступа процесу хибридизациjе. Хибридизациjа
подразумева комбиновање две или више различитих метода, тако да се у хи-
бридну методу укључуjу предности jедних и истовремено елиминишу недостаци
других метода. Осим међусобно, метахеуристике се могу успешно комбиновати
и са: егзактним методама, методама из области вештачке интелигенциjе (енгл.
artificial intelligence), методама истраживања података (енгл. data mining), ма-
шинског учења (енгл. machine learning) итд. Детаљниje о стратегиjама хибри-
дизациjе метахеуристика може се наћи у [139].
1.3 Хаб локациjски проблеми
Хаб локациjски проблеми (енгл. Hub Location Problems - HLP) спадаjу у
проблеме оптимизациjе коjи су присутни у броjним областима реалног живота.
Ови проблеми се срећу при оптимизациjи телекомуникационих и транспортних
система, превожењу путника и робе у авио-саобраћаjу, поштанским мрежама,
системима брзе испоруке итд. Хаб локациjски проблеми се користе у прак-
тичним ситуациjама коjе захтеваjу успостављање протока од чворова-извора
(снабдевача) до чворова-одредишта (корисника) при задатим условима, тако да
вредност одређене функциjе циља буде оптимална. Хабови су посебни обjекти
(чворови у мрежи) коjи представљаjу центре консолидациjе и колекциjе про-
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тока између две изабране локациjе (снабдевача и корисника). Како jе цена
транспорта између хабова по jединици количине нижа, усмеравање протока на
мрежу хабова води ка снижавању трошкова транспорта у мрежи. Код већине
хаб локациjских проблема, претпоставља се да мрежа хабова чини комплетан
граф. Проценат уштеде остварен транспортом између хабова не зависи од ко-
личине робе коjа се преноси и исти jе за све парове хабова. Такође, важи
претпоставка да директан транспорт између не-хаб чворова ниjе дозвољен, већ
се проток од чвора снабдевача до чвора корисника врши преко наjмање jед-
ног хаба. У многим ситуациjама из праксе jе неопходно изоставити неку од
наведених општих претпоставки (видети радове [4, 11,29,30,93,99,115]).
У литератури постоjе класификациjе хаб локациjских проблема према ра-
зличитим критериjумима. Имаjући у виду да већина хаб локациjских проблема
настаjе из конкретне реалне ситуациjе, неретко се дешава да неки хаб локациj-
ски проблем не припада ниjедноj од постоjећих класа или да се истовремено
може подвести под више класа. Потпуна класификациjа хаб локациjских про-
блема jе веома тежак задатак и у досадашњоj литератури ниjе предложена
класификациjа коjа обухвата све постоjеће хаб локациjске проблеме. У Табели
1.1 jе наведено неколико наjчешће коришћених критериjума за класификациjу
хаб локациjских проблема.
Табела 1.1: Наjчешће коришћени критериjуми за класификациjу хаб локациj-
ских проблема
топографиjа капацитет алокациjа функциjа циља одређивање броj хабова трошкови
простора броjа хабова
дискрени ограничен jеднострука медиjанa ендогени jедан фиксни
континуални неограничен вишеструка центар егзогени више променљиви
мрежни r-алокациjа покривање скупа
максимално покривање
Хаб локациjски проблеми се, на основу топографиjе простора у коме
се налазе потенциjалне локациjе хабова, могу поделити на: дискретне, конти-
нуалне и мрежне. Код дискретних проблема, хабове jе могуће поставити само
на дискретном скупу тачака (у равни или на мрежи), док континуални про-
блеми дозвољаваjу лоцирање хабова било где у континуалном простору (раван,
сфера итд). Мрежни проблеми представљаjу комбинациjу дискретних и кон-
тинуалних, jер jе успостављање хабова могуће било где на задатоj мрежи, под
претпоставком да jе скуп чворова мреже коначан, а скуп тачака на сваком од
лукова мреже коjи спаjаjу чворове бесконачан.
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На основу броjа хабова коjе jе неопходно успоставити, хаб локациj-
ски проблеми се деле на проблеме са jедним хабом (енгл. single hub) и проблеме
са више хабова (енгл. multiple hubs). Броj хабова коjе треба успоставити може
бити унапред задат (ендогени хаб проблеми), или се може одређивати приликом
решавања проблема (егзогени хаб проблеми). Код ендогених проблема, броj ха-
бова коjе треба лоцирати представља улазни параметар, коjи се наjчешће озна-
чава са p у називу проблема. У зависности од начина рутирања протока,
разликуjу се два основна алокациjска концепта: шема jедноструке алокациjе
(енгл. single allocation scheme) и шема вишеструке алокациjе (енгл. multiple
allocation scheme). Шема jедноструке алокациjе подразумева да jе сваки не-хаб
чвор придружен тачно jедном, претходно успостављеном, хабу. Код шеме jедно-
струке алокациjе, целокупан транспорт од почетног чвора до неког не-хаб чвора
се реализуjе искључиво преко хаба коме jе дати не-хаб чвор придружен. Шема
вишеструке алокациjе допушта сваком не-хаб чвору да комуницира са jедним
или више успостављених хабова, што значи да сваки не-хаб чвор може слати
и примати проток преко више од jедног хаба. На Слици 1.1 илустровани су
примери мреже хабова са шемама jедноструке и вишеструке алокациjе. Шема
вишеструке алокациjе омогућава већу флексибилност модела, jер за дати скуп
хабова транспорт између снабдевача и корисника може бити реализован путем
са наjнижом ценом транспорта, независно од осталих чворова. Имаjући у виду
ситуациjе коjе се наjчешће дешаваjу у пракси, већина хаб локациjских проблема
подразумева шему са jедноструком алокациjом, jер jе сваки не-хаб чвор обично
придружен свом наjближем хабу. Уопштење ова два основна алокациjска кон-
цепта jе шема r-алокациjе (енгл. r-allocation scheme), коjа дозвољава сваком
не-хаб чвору да комуницира са наjвише r хабова (1 ≤ r ≤ p), где jе p укупан
броj успостављених хабова.
Према постоjању ограничења капацитета у мрежи, разликуjу се хаб
локациjски проблеми неограничених и ограничених капацитета. Код проблема
неограничених капацитета, претпоставља се да нема услова коjи се односе на
ограничавање капацитета у посматраноj мрежи. Уколико то ниjе случаj, ради
се о хаб локациjским проблемима ограничених капацитета. Ограничења могу
бити постављена на количину протока коjа се сакупља у хабу или шаље из хаба,
количину протока коjе може да прихвати и рутира целокупна мрежа хабова
или поjединачне гране између хабова итд. Цена успостављања хабова или
веза између хабова, у општем случаjу, не мора бити укључена у укупну цену
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Слика 1.1: Пример мреже хабова са шемом jедноструке алокациjе (лево) и
шемом вишеструке алокациjе (десно)
транспорта. Уколико практична ситуациjа подразумева и трошкове овог типа,
они даље могу бити фиксни или променљиви, што води ка хаб локациjским
проблемима са фиксним, односно променљивим трошковима.
У зависности од типа функциjе циља, хаб локациjски проблеми се могу
поделити на: проблеме хаб медиjане (енгл. hub median problems), проблеме хаб
центра (енгл. hub center problems) и проблеме хаб покривања (енгл. hub cover-
ing problems). Код проблема хаб медиjане, циљ jе минимизовати укупне суме
трошкова (времена) транспорта по свим паровима снабдевач-корисник, док се
код проблема хаб центра минимизуjе максимална цена транспорта међу свим
паровима снабдевач-корисник у мрежи. Циљ проблема хаб покривања скупа jе
одређивање наjмањег скупа хабова коjи jе потребан за покривање свих парова
снабдевач-корисник при унапред задатом критериjуму покривања. У литера-
тури постоjи више вариjанти проблема хаб покривања, коjе се могу сврстати у
две групе: проблеми хаб покривања скупова (енгл. Set Covering Problem - SCP)
и проблеми хаб максималног покривања (енгл. Hub Maximal Covering Problem
- HMCP). Међутим, у многим случаjевима, покривање свих парова снабдевач-
корисник ниjе могуће (нпр. због ограниченог буџета). Из тог разлога, уведени
су проблеми хаб максималног покривања коjи за циљ имаjу одређивање опти-
малних локациjа за успостављање унапред задатог броjа хабова, тако да укупни
проток међу свим покривеним паровима снабдевач-корисник буде максималан.
Код ових проблема, функциjа циља не укључуjе фиксне трошкове за успоста-
вљање хабова.
Код проблема хаб покривања, пар корисник-снабдевач се сматра покриве-
ним, уколико jе цена транспорта (односно, време неопходно за транспорт, или
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растоjање) од чвора-снабдевача до чвора-корисника ниjе већа од од унапред
задате максималне цене транспорта β (односно, времена или растоjања). У су-
протном, пар корисник-снабдевач ниjе покривен. Оваj тип покривености jе први
користио Campbell у [25], а нешто касниjе и Karimi у [90], док jе у раду [121] оваj
концепт означен терминима бинарно или константно покривање (енгл. binary
coverage), коjи се надаље користе у литератури. Међутим, у пракси постоjе про-
блеми за коjе коришћење бинарног покривања у одговараjућим математичким
моделима води до незадовољаваjућих резултата. Jедан такав пример jе оптими-
зациjа система брзе испоруке. Ако су трошкови транспорта за пар снабдевач-
корисник незнатно нижи у односу на унапред задату максималну вредност β
(нпр. β − ε, где jе ε > 0 мали позитиван броj) у случаjу бинарног покривања,
оваj пар се сматра покривеним, док се парови код коjих су трошкови транспорта
нешто већи од β (нпр. β + ε, ε > 0) сматраjу непокривеним. Искључивање свих
испорука за коjе су трошкови транспорта незнатно виши од постављене горње
границе може довести до значаjног пада профита компаниjе за брзу испоруку
робе. У оваквим ситуациjама, природно се намеће потреба да своjство покри-
вености буде функциjа коjа зависи од трошкова, односно растоjања. Из тог
разлога, у раду [121] уведен jе концепт парциjалног (делимичног) покривања
(енгл. partial coverage), коjи укључуjе „степен покривености” (енгл. degree
of coverage) између парова снабдевач-корисник. Коришћењем концепта пар-
циjалног покривања у моделима система брзих испорука, компаниjе би могле
реализовати известан броj испорука коjе су сматране непокривеним са станови-
шта бинарног покривања, уколико се клиjенти на датим локациjама определе
за прихватање дужег времена испоруке. Kомпаниjе би додатно могле понудити
нешто нижу цену испоруке клиjентима коjе се налазе изван области одређене
максималним растоjањем, односно временом испоруке. На таj начин би компа-
ниjе привукле већи броj клиjената и повећале профит.
Због широких могућности примене концепта хабова у разним областима, хаб
локациjски проблеми су веома актуелни у литератури и са теориjског и са прак-
тичног аспекта. Идеjу коришћења хабова у транспортним мрежама jе први раз-
матрао Goldman [70], док jе прву математичку формулациjу предложио О’Kelly
за проблем p-хаб медиjане неограничених капацитета са jедноструком алокаци-
jом (енгл. Uncapacitated Single Allocation p-hub Median Problem – USApHMP), у
раду [114]. О’Kelly jе разматрани USApHMP формулисао као проблем квадрат-
ног програмирања са O(n2) променљивих и O(n2) ограничења, где jе са n озна-
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чен укупан броj чворова у посматраноj мрежи. Како jе коришћењем квадратне
формулациjе било тешко одредити оптимална решења проблема USApHMP, чак
и у случаjу малих димензиjа проблема, O’Kelly jе предложио и две jедноставне
похлепне хеуристике за његово решавање. Проучаваjући реалне податке о пут-
ничкоj мрежи авио-компаниjе између 25 градова у САД, O’Kelly jе увео скуп
тест примера у литератури познат као CAB инстанце (енгл. Civil Aeronautics
Board). Прву линеарну формулациjу USApHMP, у виду мешовитог целоброjног
линеарног програма са O(n4) променљивих и O(n4) ограничења, предложио jе
Campbell у раду [25]. Модификациjу линеарне формулациjе USApHMP из [25]
дали су Skorin Kapov и сар. у раду [134]. Ова формулациjа, добиjена релаксаци-
jом одређених ограничења модела из [25], има O(n4) променљивих и O(n3) огра-
ничења. Ernst и Krishnamoorthy су нешто касниjе, у раду [52], предложили нову
мешовиту целоброjну линеарну формулациjу USApHMP, са O(n3) променљивих
и O(n2) ограничења. У раду [52], Ernst и Krishnamoorthy су такође увели скуп
тест примера познат као AP инстанце (енгл. Аustralian Post), добиjен на основу
података о поштанском саобраћаjу у Аустралиjи. Ebery jе у раду [49] први фор-
мулисао USApHMP у виду мешовитог целоброjног линеарног програма са O(n2)
променљивих и O(n2) ограничења. Иако формулациjа USApHMP из [49] има
мањи броj променљивих од формулациjе предложене у [52], она ипак не омо-
гућава егзактном решавачу достизање бољих решења. Штавише, коришћењем
формулациjе из [49], могуће jе добити само решења проблема са наjвише три
успостављена хаба. Прву математичку формулациjу за проблем p-хаб медиjане
неограничених капацитета са вишеструким алокациjама (енгл. Uncapacitated
Multiple Allocation p-hub Median Problem – UMApHMP) предложио jе Campbell
у [25]. Ова формулациjа jе представљена као мешовити целоброjни линеарни
проблем са O(n4) променљивих и O(n4) ограничења. Skorin Kapov и сар. су
у раду [134] предложили математичку формулациjу UMApHMP са O(n4) про-
менљивих и O(n4) ограничења, добиjену модификациjом одређених ограничења
модела из [25]. Нешто касниjе, Ernst и Krishnamoorthy су у раду [53] предло-
жили нову математичку формулациjу UMApHMP у виду мешовитог целоброj-
ног линеарног програма са O(n3) променљивих и O(n3) ограничења. Boland
и сар. су у раду [21] предложили мешовиту целоброjну линеарну формула-
циjу UMApHMP са O(n3) променљивих и O(n2) ограничења. Garcia и сар.
су у раду [61] изложили нову целоброjну формулациjу UMApHMP са O(n2)
променљивих и O(n2) ограничења и предложили егзактну методу гранања и
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одсецања, коjа jе примењена за решавање AP инстанци до 200 чворова. Yaman
jе у раду [149] увела поjам r-алокациjе за p-хаб проблем медиjане. Полазећи
од формулациjа UMApHMP из [134] и [53], у раду [149], предложене су две
мешовите целоброjне линеарне математичке формулациjе за проблем p-хаб ме-
диjане неограничених капацитета са r-алокациjском шемом (енгл. Uncapaci-
tated r-аllocation p-hub Median Problem – UrApHMP). Прва формулациjа садржи
O(n4) променљивих и O(n3) ограничења, док друга садржи O(n3) променљи-
вих и O(n3) ограничења. UrApHMP припада класи NP-тешких проблема, као
генерализациjа USApHMP и UMApHMP проблема, за коjе jе показано да су
NP-тешки [103].
Прве математичке формулациjе проблема p-хаб центра неограничених ка-
пацитета са jедноструким алокациjама (енгл. Uncapacitated Single Allocation
p-hub Center Problem – USApHCP) предложио jе Campbell у раду [25]. Он
jе USApHCP формулисао наjпре у виду квадратног целоброjног програма са
O(n2) променљивих и O(n2) ограничења, а затим jе предложио и реформула-
циjу проблема у виду целоброjног линеарног програма са O(n4) променљивих
и O(n4) ограничења. Ипак, у раду [25] нису приказани експериментални ре-
зултати са предложеним формулациjама. Нешто касниjе, у раду [87], Kara и
Tansel су наjпре доказали да jе USApHCP NP-тежак проблем оптимизациjе, а
затим предложили нову формулациjу USApHCP у виду мешовитог целоброjног
линеарног програма са O(n2) променљивих и O(n3) ограничења. У раду [87],
приказани су експериментални резултати добиjени на CAB инстанцама, поре-
ђењем предложених линеарних формулациjа коришћењем егзактог решавача
CPLEX 5.0. Касниjе су Ernst и сар. [51] доказали да jе чак и за фиксиран броj
хабова, проблем одређивања оптималних алокациjа за USApHCP, NP-тежак.
Аутори су у [51] такође предложили нову мешовиту целоброjну линеарну фор-
мулациjу USApHCP коjа укључуjе O(n2) променљивих и O(n2) ограничења. У
раду [51] jе први пут разматран проблем p-хаб центра неограничених капаци-
тета са вишеструким алокациjама (енгл. Uncapacitated Multiple Allocation p-hub
Center Problem – UMApHCP). Наjпре jе показано да UMApHCP припада класи
NP-тешких проблема оптимизациjе, а затим jе предложена његова мешовита
целоброjна линеарна формулациjа са O(n3) променљивих и O(n3) ограничења.
У раду [51] су такође приказани експериментални резултати предложене методе
гранања и ограничавања за решавање USApHCP и UMApHCP на CAB и AP
инстанцама величине до 200 чворова.
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У односу на остале хаб локациjске проблеме, проблемима хаб покривања (а
нарочито хаб максималног покривања) jе у литератури посвећено наjмање па-
жње, што упућуjе на недовољну истраженост ове проблематике (видети [7,90]).
Kara и Tansel су у раду [88] предложили целоброjну линеарну математичку
формулациjу за проблем хаб покривања скупа неограничених капацитета са
jедноструким алокациjама (енгл. Uncapacitated Single Allocation Hub Covering
Problem – USAHCP) коjа садржи O(n2) променљивих и O(n4) ограничења. Та-
кође су доказали да jе USAHCP NP-тежак проблем оптимизациjе. Wagner jе
у раду [147] предложио целоброjну линеарну формулациjу USAHCP, добиjену
релаксациjом jедног ограничења модела из [88], коjа има O(n2) променљивих и
O(n4) ограничења. У раду [147], Wagner jе такође предложио мешовиту цело-
броjну линеарну формулациjу USAHCP коjа укључуjе проценте уштеде, оства-
рене транспортом између хабова, коjи зависе од количине робе коjа се преноси.
Ова формулациjа има O(n3) променљивих и O(n4) ограничења. Ernst и сар.
су у раду [50] предложили нову формулациjу за USAHCP у виду мешовитог
целоброjног линеарног програма са O(n2) променљивих и O(n2) ограничења.
Alumur и Kara [8] су решавале jедну вариjанту транспортниог проблема, пред-
стављаjући га у виду вариjанте проблема USAHCP у коjем jе занемарена општа
претпоставка комплетне хаб мреже. Вариjанта USAHCP разматрана у [8] jе
формулисана у виду мешовитог нелинеарног модела са O(n3) променљивих и
O(n3) ограничења.
У овоj докторскоj дисертациjи су разматране три вариjанте проблема хаб
максималног покривања са унапред задатим броjем хабова:
1. проблем p-хаб максималног покривања неограничених капацитета са jед-
ноструким алокациjама (енгл. Uncapacitated Single Allocation p-hub Maxi-
mal Covering Problem – USApHMCP);
2. проблем p-хаб максималног покривања неограничених капацитета са ви-
шеструким алокациjама (енгл. Uncapacitated Multiple Allocation p-hub Max-
imal Covering Problem – UMApHMCP);
3. проблем p-хаб максималног покривања неограничених капацитета са r-
алокациjском шемом (енгл. Uncapacitated r-allocation p-hub Maximal Cov-
ering Problem – UrApHMCP).
Циљ USApHMCP, UМApHMCP и UrApHMCP je максимизациjа протока
кроз мрежу чворова са унапред задатим броjем хабова (p) и одговараjућом
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шемом алокациjе. За сва три проблема разматрана су два концепта покривања,
бинарни и парциjални.
До сада jе у литератури предложено неколико математичких формулациjа
проблема USApHMCP и UМApHMCP, као и неколико хеуристика за њихово
решавање. Први математички модели за USApHMCP и UMApHMCP, предло-
жени су у [25] у виду мешовитих целоброjних линеарних програма и подразу-
мевали су бинарни концепт покривања. Hwang и Lee [80] су проучавали US-
ApHMCP у случаjу бинарног покривања и предложили су нову целоброjну ли-
неарну формулациjу овог проблема. Weng и сар. [148] су дали нову целоброjну
линеарну математичку формулациjу за UMApHMCP, у случаjу бинарног по-
кривања. Peker и Kara [121] су 2015. године увели нове мешовите целоброjне
линеарне формулациjе проблема USApHMCP и UМApHMCP, коjе се могу при-
менити у оба случаjа покривања - бинарном и парциjалном. Иако jе у лите-
ратури концепт парциjалног покривања већ коришћен код других локациjских
проблема покривања (видети [2,17,18,28,60,89]), Peker и Kara у [121] први пут
уводе концепт парциjалног покривања код хаб локациjских проблема. Проблем
p-хаб максималног покривања неограничених капацитета са r-алокациjском ше-
мом до сада ниjе разматран у литератури. Детаљниjи преглед релевантне лите-
ратуре за USApHMCP и UМApHMCP jе изложен редом у Одељцима 2.1 и 3.1,
док се систематичан преглед литературе коjа се односи на различите вариjанте
хаб локациjских проблема може наћи у радовима [7] и [54].
У овоj дисертациjи, предложене су нове математичке формулациjе за US-
ApHMCP и UМApHMCP са бинарним и парциjалним покривањем, коjе су у
смислу ефикасности упоређене са постоjећим формулациjама из литературе.
Такође, по први пут у литератури, уведене су математичке формулациjе UrApHMCP
за оба концепта покривања.
За проблеме USApHMCP и UМApHMCP jе познато да припадаjу класи NP-
тешких проблема [121]. У случаjу USApHMCP, чак и за задати скуп хабова,
показано jе да jе добиjени потпроблем оптималне алокациjе не-хаб чворова ус-
постављеним хабовима такође NP-тежак [121]. Лако се може закључити да и
UrApHMCP припада класи NP-тешких проблема, као генерализациjа проблема
за коjе постоjи доказ да су NP-тешки.
С обзиром да проблеми хаб покривања имаjу наjвећу примену у оптимиза-
циjи телекомуникациjских и транспортних мрежа, коjе наjчешће укључуjу ве-
лики броj чворова, решавање инстанци проблема великих димензиjа jе од вели-
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ког практичног значаjа. Имаjући у виду сложеност разматраних проблема, ег-
зактне методе не могу дати решења за инстанце проблема већих димензиjа. Из
тог разлога, у овоj дисертациjи су имплементиране адекватне метахеуристичке
методе коjе у кратком времену извршавања обезбеђуjу решења инстанци про-
блема великих димензиjа. До сада су у литератури предложене jедноставне, али
недовољно ефикасне хеуристичке методе за решавање проблема USApHMCP и
UМApHMCP са бинарним покривањем, док вариjанте ових проблема са парци-
jаним покривањем до сада нису решаване метахеуристичким методама. Како
UrApHMCP са бинарним и парциjалним покривањем до сада ниjе разматран у
литератури, не постоjе предложене методе за његово решавање.
Остатак дисертациjе jе организован на следећи начин. У Главама 2, 3 и 4
изложени су резултати истраживања редом за проблеме USApHMCP, UМApHM-
CP и UrApHMCP. За сваки од проблема су наjпре наведене постоjеће формула-
циjе из литературе (уколико jе проблем раниjе разматран) и предложене нове
математичке формулациjе проблема коjе се могу применити на оба концепта
покривања. Затим су изложени детаљи развиjених метахеуристика за реша-
вање датог проблема. На краjу сваке од Глава 2–4, презентовани су експери-
ментални резултати добиjени упоређивањем наведених формулациjа (у смислу
ефикасности) и резултати предложених метахеуристика имплементираних на
постоjећим хаб инстанцама малих, средњих и великих димензиjа. У Глави 5
наjпре су истакнути изведени закључци и научни доприноси дисертациjе, а за-







2.1 Опис проблема и преглед релевантне
литературе
Проблем jе дефинисан на комплетном симетричном графу G = (N,E), где
jе N = {1, 2, ..., n} скуп различитих чворова мреже, а E = {(i, j) : i, j ∈ N} скуп
грана неограниченог капацитета. Сваки чвор представља локациjу снабдевача
или корисника, као и потенциjалну локациjу хаба. Трошкови транспорта по
jединици количине протока преко гране (i, j) ∈ E су означени са cij, при чему
jе cij = cji и претпоставља се да важи неjеднакост троугла: cij 6 cik + ckj, за
свако i, j, k = 1, ..., n. Ако не постоjи грана од одлазног чвора (снабдевача)
i дo долазног чвора (корисника) j, по договору важи cij = ∞. Трошкови
транспорта између два чвора су обично пропорционални њиховом међусобном
растоjању, па се за вредност cij може узети растоjање између i-тог и j-тог чвора.
За сваки одлазно-долазни (О–Д) пар i − j, i, j ∈ N позната jе потражња Tij
од чвора i до чвора j. Броj хабова из скупа H ⊆ N коjе треба лоцирати jе
унапред задат - p. Након одређивања скупа хабова H, потребно jе одредити и
одговараjуће алокациjе не-хаб чворова. Претпоставља се да jе сваки не-хаб чвор
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i ∈ N придружен тачно jедном успостављеном хабу k ∈ H, што значи да не-хаб
чвор i прима и шаље целокупан проток искључиво преко хаба k. Сваки хаб
чвор jе природно придружен самом себи. Директан транспорт између не-хаб
чворова ниjе дозвољен, већ се проток од чвора снабдевача до чвора корисника се
врши преко наjмање jедног, а наjвише два хаба. Цена транспорта по jединици
количине протока од чвора i ∈ N придруженог хабу k ∈ H дo чвора j ∈ N
придруженог хабу m ∈ H се рачуна на следећи начин:
dkmij = χcik + αckm + δcmj , (2.1)
где χ, α и δ редом означаваjу параметре коjи множе трошкове колекциjе (снабде-
вач–хаб), трансфера (хаб–хаб) и дистрибуциjе (хаб–корисник) робе по jединици
количине (видети Слику 2.1). Имаjући у виду да jе цена транспорта између ха-
бова нижа, важи да jе α < χ и α < δ. Уколико jе χ = δ = 1, тада 1 − α
представља коефициjент уштеде за транспорт између хабова. Међутим, ако
jе χ = δ = α = 1, тада jе коефициjент уштеде 0, па се проток између хабова
посматра на исти начин као и проток између осталих чворова у мрежи. Циљ
USApHMCP je одредити оптималне локациjе тачно p хабова, тако да се мак-
симизуjе укупан проток по свим покривеним паровима корисник-снабдевач, уз
претпоставку бинарног или парциjалног покривања.
Слика 2.1: Пример мреже хабова
Проблеми хаб максималног покривања наjвише налазе примену у оптими-
зациjи система брзе испоруке робе. У овим системима, где су потрошачи гене-
рално jако осетљиви на време и преферираjу компаниjе коjе испоручуjу робу у
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оквиру унапред дефинисаног времена, наjчешће се користи шема са jедностру-
ким алокациjама. Компаниjе су заинтересоване да задовоље потребе порошача
и покушаваjу да скрате време испоруке колико год jе могуће, при чему jе важно
да се роба испоручи „на време”. Наравно, ови захтеви не могу бити у потпуно-
сти испуњени у свакоj ситуациjи. Из тог разлога, за циљ оптимизациjе мреже
брзе испоруке робе се узима максимизациjа укупне количине робе коjа jе ис-
поручена у гарантованом року. У оваквим ситуациjама, предности коришћења
структуре хаб мреже и концепта проблема хаб максималног покривања долазе
до изражаjа. Транспорт робе од почетног до краjњег чвора се врши преко опе-
ративних центара, коjи се могу поистоветити са хабовима. Уобичаjена рута за
испоруку има три сегмента: слање робе из почетног чвора до оперативног цен-
тра коjи га опслужуjе и прикупља робу, затим трансфер до оперативног центра
придруженог кориснику, и коначно, дистрибуциjа робе до краjњег чвора. У ре-
алним ситуациjама, неки чворови на путу i→ k → m→ j могу да се поклопе.
Прецизниjе, могући су следећи случаjеви:
1. случаj: Пут i→ k → m→ j садржи само jедан хаб чвор, коjи се разликуjе
од почетног и краjњег чвора (коjи су такође различити), тj. i 6= j, k = m
и i→ k → k → j. Под претпоставком да су трошкови транспорта од неког
чвора до њега самог jеднаки нули, важи dkkij = χcik + δckj;
2. случаj: Оваj случаj jе сличан претходном, али се почетни и краjњи чвор
поклапаjу, тj. i = j и i→ k → k → i. Сада jе dkkii = χcik + δcki = (χ+ δ)cik;
3. сличаj: Почетни чвор jе хаб чвор, a краjњи чвор jе не-хаб чвор, тj. i =
k = m и i→ i→ i→ j. У овом случаjу, diiij = δcij;
4. случаj: Почетни чвор jе не-хаб чвор, a краjњи чвор jе хаб чвор, тj. k =
m = j и i→ j → j → j. Тада jе djjij = χcij;
5. случаj: Почетни чвор и краjњи чвор су jеднаки хаб чвору, тj. i = k =
m = j и i→ i→ i→ i. У овом случаjу jе diiii = 0;
6. случаj: Почетни и краjњи чвор су хабови, тj. i = k = m и i → i → i → j
или k = m = j и i→ j → j → j или i = k,m = j и i→ i→ j → j. Тада jе
diiij = δcij или d
jj
ij = χcij или d
ij
ij = αcij. Како jе α < χ и α < δ, jасно jе да
се у пракси наjчешће разматра случаj dijij = αcij.
39
ГЛАВА 2. ПРОБЛЕМ p-ХАБ МАКСИМАЛНОГ ПОКРИВАЊА
НЕОГРАНИЧЕНИХ КАПАЦИТЕТА СА JЕДНОСТРУКИМ АЛОКАЦИJАМA
У односу на остале хаб локациjске проблеме, проблеми p-хаб максималног по-
кривања су наjмање заступљени у литератури. Campbell jе у [25] предложио
прву формулациjу USApHMCP за случаj бинарног покривања, у виду мешови-
тог целоброjног програма, са O(n4) променљивих и O(n2) ограничења. Другу
формулациjу USApHMCP за концепт бинарног покривања, представљену као
целоброjни програм, предложили су Hwang и Lee у [80]. Ова формулациjа
има O(n4) променљивих и O(n4) ограничења. Hwang и Lee су такође предло-
жили две хеуристике за решавање проблема, коjе користе стратегиjе алокациjа
према растоjању и количини протока. Аутори су у [80] изложили експеримен-
талне резултате добиjене тестирањем предложене формулациjе и хеуристика на
CAB инстанцама проблема са 25 чворова. Peker и Kara су 2015. године у [121]
увели концепт парциjалног покривања у литературу хаб локациjских проблема
и предложили нову формулациjу USApHMCP, коjа се може применити на оба
концепта покривања. Ова формулациjа jе представљена као мешовити цело-
броjни програм, коjи укључуjе O(n2) променљивих и O(n3) ограничења. Иако
су у [25] и [80] предложене само формулациjе USApHMCP у случаjу бинар-
ног покривања, у [121] jе показано да се оне лако могу прилагодити и случаjу
са парциjалним покривањем. Тестирањем предложених формулациjа на CAB
инстанцама са 25 чворова и TR (енгл. Turkish network) инстанцама са 81 чво-
ром [150], показано jе да формулациjа из [121] даjе наjбоље резултате, у оба
случаjа покривања. Peker и Kara су у [121] такође доказали да USApHMCP
припада класи NP-тешких проблема. Чак и за задати скуп хабова, показано jе
да jе добиjени потпроблем оптималне алокациjе не-хаб чворова успостављеним
хабовима такође NP-тежак. Silva и Cunha су 2017. године у раду [133] пре-
дложили нову хеуристику за решавање USApHMCP у случаjу бинарног покри-
вања, засновану на табу претраживању (TS). Хеуристика предложена у [133]
jе тестирана на CAB инстанцама, а затим су добиjени резултати упоређени
са резултатима изложеним у [80]. Анализом резултата приказаних у [133] за-
кључено jе да jе TS хеуристика супериорниjа у односу на остале две, jер се
jедино TS методом достижу сва оптимална решења за релативно кратко време.
Silva и Cunha су у [133] такође први пут представили резултате тестирања AP
инстанци до 200 чворова за USApHMCP. У досадашњоj литератури нису ко-
ришћене инстанце већих димензиjа за тестирање p-хаб проблема максималног
покривања.
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2.2 Математичке формулациjе проблема
Математичка формулациjа проблема p-хаб максималног покривања неогра-
ничених капацитета са jедноструким алокациjама, коjа jе предложена у [121],
користи следећу нотациjу:
• У случаjу бинарног покривања, параметри qkmij имаjу вредност 1 уколико




1, ако jе χcik + αckm + δcmj ≤ β,
0, иначе;




1, ако jе χcik + αckm + δcmj ≤ β,
f(dkmij ), ако jе β ≤ χcik + αckm + δcmj ≤ ηij,
0, иначе,
где jе ηij дати ненегативан параметар, а f нерастућа функциjа коjа узима
вредности из интервала (0, 1);
• Tij jе количина робе коjу треба транспортовати од чвора i до чвора j
односно, „потражња” за O–Д пар i− j;
• Параметар λij = max{qkmij : k,m ∈ H} у случаjу бинарног покривања, док
jе λij = max{rkmij : k,m ∈ H} за парциjално покривање.
и следећа два скупа променљивих:
• Бинарна променљива xik добиjа вредност 1 уколико jе чвор i придружен
хабу k, а 0 иначе. Променљива xkk добиjа вредност 1 уколико jе чвор k
хаб, a 0 иначе;
• Ненегативна реална променљива Zij означава део протока усмереног од
одлазног чвора i до долазног чвора j, у случаjу да jе О–Д пар i− j покри-
вен. У случаjу бинарног покривања, Zij узима вредности из скупа {0, 1},
док у случаjу парциjалног покривања вредност ове променљиве зависи од
претходно дефинисаног параметра rkmij .
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Користећи изложену нотациjу, USApHMCP са концептом бинарног покривања
може се формулисати као проблем мешовитог целоброjног линеарног програми-











xik = 1, ∀i ∈ N (2.3)
xik ≤ xkk, ∀i ∈ N, k ∈ H (2.4)
∑
k∈H




qkmij xik + λij(1− xjm), ∀i, j ∈ N,m ∈ H (2.6)
xik ∈ {0, 1}, ∀i ∈ N, k ∈ H (2.7)
Zij ≥ 0, ∀i, j ∈ N. (2.8)
Функциjа циља (2.2) дефинисана jе као укупан покривен проток између свих
О–Д парова i−j, чиjу вредност треба максимизовати. Услови (2.3) обезбеђуjу да
jе сваки чвор придружен тачно jедном хабу, док услови (2.4) гарантуjу да сваки
не-хаб чвор може бити алоциран само претходно успостављеном хабу. Ограни-
чење (2.5) указуjе да jе изабрано тачно p хабова. Услови (2.6) дефинишу део
протока за покривени О–Д пар i− j са придруженим хабовима k,m. На основу
ограничења (2.3), за само jедан хаб m′ ∈ H важи xjm′ = 1, тако да се (2.6)




ij xik + λij (∀m 6= m′)




ij xik (за m = m′). С обзиром на дефинициjу параметра
λij, прва неjеднакост jе очигледно задовољена, а из друге следи да jе xik′ = 1
за k′ = argmax{qkm′ij |k ∈ H}. На бинарну природу променљивих xik указуjу
услови (2.7), док услови (2.8) означаваjу да реалне променљиве Zij мораjу бити
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ненегативне. Формулациjа (2.2)–(2.8) има O(n2) променљивих и O(n3) ограни-
чења. Може се приметити да се оваj модел лако може адаптирати и на случаj
парциjалног покривања, простом заменом параметра qkmij параметром rkmij .
У циљу представљања нове формулациjе за USApHMCP са концептом би-
нарног покривања потребно jе дефинисати скуп Gkij = {m ∈ H : qkmij = 1}, коjи
садржи све хабове m ∈ H за коjе jе успостављен пут i→ k → m→ j покривен.
Такође, неопходно jе увести и бинарне променљиве wijk коjе су придружене
скупу Gkij, за сваки О–Д пар i− j и сваки хаб k. Прецизниjе, променљива wijk
узима вредност 1 уколико jе почетни чвор i придружен хабу k и краjњи чвор j
алоциран неком хабу из скупа Gkij. У супротном, вредност променљиве wijk jе
jеднака 0.
Користећи нове промељиве wijk и претходно наведену нотациjу из [121], US-
ApHMCP се у случаjу бинарног покривања може формулисати као проблем










xik = 1, ∀i ∈ N (2.10)
xik ≤ xkk, ∀i ∈ N, k ∈ H (2.11)
∑
k∈H




xjm, ∀i, j ∈ N, k ∈ H (2.13)
wijk ≤ xik, ∀i, j ∈ N, k ∈ H (2.14)
∑
k∈H




wijk, ∀i, j ∈ N (2.16)
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xik ∈ {0, 1}, ∀i ∈ N, k ∈ H (2.17)
Zij ≥ 0, ∀i, j ∈ N (2.18)
wijk ∈ {0, 1}, ∀i, j ∈ N, k ∈ H. (2.19)
Функциjа циља (2.9) и услови (2.10)–(2.12) су дефинисани на исти начин као
у претходно изложеноj формулациjи из [121]. Услови (2.13)–(2.14) обезбеђуjу да
бинарна промељива wijk узима вредност 1 само ако jе чвор i придружен хабу k,
а чвор j алоциран неком хабу m из скупа Gkij, односно само у случаjу да jе пут
од i до j преко хаба k покривен. Услови (2.15) гарантуjу да за сваки О–Д пар
i − j постоjи наjвише jедна покривена стаза, док услови (2.16) дефинишу део
протока за О–Д пар i−j коjи jе покривен. Типови променљивих xik, Zij и wijk су
дефинисани редом условима (2.17)–(2.19). Може се приметити да предложени
модел (2.9)–(2.19) има O(n3) променљивих и O(n3) ограничења.
Формулациjа (2.9)–(2.19) се може лако прилагодити за случаj USApHMCP
са парциjалним покривањем. Прецизниjе, довољно jе дефинисати скуп Gklij =
{m ∈ H : rkmij = vijkl}, за сваки О–Д пар i − j и сваки хаб k, где vijkl ∈ V kij ,
V kij = {rkmij > 0 : m ∈ H}, и увести бинарну променљиву wijkl, коjа одговара
скупу Gklij , на сличан начин као у случаjу бинарног покривања. Тада се услови





xjm, ∀i, j ∈ N, k, l ∈ Lkij (2.20)











vijklwijkl, ∀i, j ∈ N, (2.23)
где jе Lkij = {1, . . . , |V kij |}.
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Коначно, USApHMCP са концептом парциjалног покривања се може фор-










xik = 1, ∀i ∈ N (2.25)
xik ≤ xkk, ∀i ∈ N, k ∈ H (2.26)
∑
k∈H




xjm, ∀i, j ∈ N, k, l ∈ Lkij (2.28)











vijklwijkl, ∀i, j ∈ N (2.31)
xik ∈ {0, 1}, ∀i ∈ N, k ∈ H (2.32)
Zij ≥ 0, ∀i, j ∈ N (2.33)
wijkl ∈ {0, 1}, ∀i, j ∈ N, k, l ∈ Lkij. (2.34)
Може се приметити да предложени модел (2.24)–(2.34) има O(n4) промен-
љивих и O(n4) ограничења.
Иако нови модели USApHMCP са бинарним (2.9)–(2.19) и парциjалним (2.24)–
(2.34) покривањем имаjу већи броj променљивих и ограничења у односу на
одговараjуће моделе из [121], њихова главна предност се огледа у чињеници
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да обjедињуjу моделе за проблеме p-хаб максималног покривања са различи-
тим алокациjским шемама. Нови модели се малим модификациjама лако могу
трансформисати у одговараjуће моделе са вишеструким или r-алокациjама. Из
тог разлога, у дисертациjи су предложени модели названи Општим моделима.
2.3 Општа метода променљивих околина за
решавање проблема
До сада су у литератури предложене само jедноставне хеуристике за реша-
вање USApHMCP са бинарним покривањем (видети [80, 133]), док вариjанта
овог проблема са парциjаним покривањем ниjе решавана хеуристичким мето-
дама.
Општа метода променљивих околина (GVNS) jе вариjанта методе промен-
љивих околина у коjоj се уместо стандардне локалне претраге користи ме-
тода променљивог спуста (VND). У литератури се могу наћи скориjе успешне
примене GVNS метахеуристике на сличне проблеме: p-хаб медиjане неогра-
ничених капацитета са jедноструким алокациjама (енгл. Uncapacitated Single
Allocation p-hub Median Problem) [81], p-хаб медиjане неограничених капаци-
тета са r-алокациjском шемом (енгл. Uncapacitated r-allocation p-hub Median
Problem) [143], p-хаб центра неограничених капацитета са jедноструким ало-
кациjама (енгл. Uncapacitated Single Allocation p-hub Center Problem) [24], p-
медиjане у равни (енгл. Planar p-median Problem) [47] итд. Како се GVNS
метахеуристика показала успешном за решавање неколико хаб локациjских про-
блема, у овоj дисертациjи jе предложена вариjанта GVNS методе прилагођена
разматраном USApHMCP са бинарним и парциjалним покривањем. Експери-
менталним резултатима jе показана ефикасност предложене метахеуристике,
као и њена супериорност у односу на постоjеће из литературе. У наставку ће
бити описани основни елементи предложене GVNS методе.
Основни кораци опште методе променљивих околина за решавање USApHM-
CP представљени су Алгоритмом 1. Предложена GVNS метахеуристика има
два параметра - први jе означен са tmax и представља максимално дозвољено
време извршавања, док jе други означен са kmax и представља максималан броj
итерациjа унутар процедуре размрдавања. GVNS метода започиње рад гене-
рисањем почетног решења S (коjе постаjе текуће решење) помоћу процедуре
Initial solution, чиjи jе детаљан опис изложен у наставку. У свакоj итерациjи
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се, након постављања реда околине k на 1, у оквиру петље са променама око-
лина извршаваjу наjпре процедуре размрдавања и побољшања решења, а затим
помераj, све док jе k ≤ kmax. Итерациjе се понављаjу све док се не достигне
постављено максимално време извршавања алгоритма tmax.
Алгоритам 1 Општа метода променљивих околина за USApHMCP
1: function GVNS(kmax, tmax);
2: S ← Initial solution;
3: repeat
4: k ← 1;
5: while k ≤ kmax do
6: S
′ ← Shake(S, k);
7: S
′′ ← Nest-VND(S ′);
8: k ← k + 1;
9: if S ′′ is better then S then
10: S ← S ′′ ;




13: until t > tmax;
14: return S;
Како су одређивање локациjа хабова и придруживање не-хаб чворова ус-
постављеним хабовима две основне компоненте USApHMCP, природно се на-
меће захтев да репрезентациjа решења коjу користи GVNS садржи обе ин-
формациjе. Прецизниjе, решење проблема jе представљено уређеним паром
S = (H,A), где jе H = {h1, h2, . . . , hp} скуп p одабраних хабова , а A = (Ak) k =
1, . . . , p jе матрица чиjа свака врста Ak садржи чворове придружене хабу hk.
Инициjално решење за USApHMCP се конструише процедуром Initial
solution на следећи начин. Наjпре jе потребно одредити скуп изабраних хабова
H коришћењем похлепне хеуристике, тако да jе |H| = p. Похлепна процедура се
заснива на запажању да ће минимизациjа дужина успостављених путева између
О–Д парова вероватно водити до максимизациjе укупног покривеног протока.
Из тог разлога, елементи скупа H су чворови чиjа jе максимална удаљеност од
свих осталих чворова p наjмања. Прецизниjе, нека jе g(h) максимална удаље-
ност чвора h ∈ H од свих осталих чворова, тj.
g(h) = max{cih : i ∈ N, i 6= h}, h ∈ H. (2.35)
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Чворови са p наjмањих вредности функциjе g(h) су изабрани за инициjални
скуп H коjи садржи тачно p хабова. Након тога, сваки чвор се придружуjе свом
наjближем хабу из скупа H. Оваква стратегиjа бирања локациjа хабова, као
и алокациjа не-хаб чворова, повећава шансу успостављања што краћих путева
између О–Д парова.
Структуре околина коjе се истражуjу у оквиру предложене GVNS метахе-
уристике дефинисане су операторима коjи мењаjу скуп изабраних хабова и ало-
кациjе не-хаб чворова изабраним хабовима. Прецизниjе, за решење S = (H,A),
дефинисане су две структуре околина:
• Interchange_hub(S) = {S ′ = (H ′, A) : H ′ ⊂ H, |H ′ ∩ H| = p − 1}. Ова
околина садржи сва решења коjа се могу добити из решења S заменом jед-
ног хаб чвора из скупа H неким не-хаб чвором. За рачунање вредности
функциjе циља овако добиjеног суседног решења S ′, довољно jе израчу-
нати трошкове на О–Д путевима коjи садрже нов хаб, као и разлику у
количини покривеног протока у односу на претходно решење S.
• ReAllocate_node(S) = {S ′ = (H,A′) : |Ai \ A′i| = 1, |A′j \ Aj| = 1, i, j ∈
H, i 6= j}. Ова околина садржи сва решења S ′ коjа се могу добити из
решења S заменом jедне не-хаб алокациjе, тj. премештањем jедног чвора
из скупа Ai у скуп Aj. Уколико се изврши премештање чвора l из скупа Ai
у скуп Aj, вредност функциjе циља новог решења процењуjе се поновним
проверавањем покривености протока за О–Д стазе коjе садрже чвор l, чиjа
jе алокациjа промењена.
Претходно описане структуре околина се истражуjу у оквиру процедуре раз-
мрдавања и процедуре побољшања решења. Процедура размрдавања
Shake, приказана Алгоритмом 2, користи се у циљу избегавања конвергенциjе
алгоритма ка локалном оптимуму. Према Алгоритму 2, улазни подаци за проце-
дуру Shake су решење S и параметар k. У свакоj од k итерациjа процедуре раз-
мрдавања, решење S се замењуjе неким решењем из околине Interchange_hub,
изабраним на случаjан начин. Решење S коjе се добиjа у k-тоj итерациjи jе
излаз из процедуре размрдавања.
Решење добиjено процедуром размрдавања се користи као почетно решење
процедуре побољшања, коjа jе заснована на угњежденоj методи променљивог
спуста (Nest-VND) [81,143]. За свако решење S ′′ из околине Interchange_hub те-
кућег решења S примењена jе локална претрага у односу на околину ReAlloca−
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te_node решења S ′′. Nest-VND користи стратегиjу претраживања до првог по-
бољшања, тj. чим пронађе боље решење, поставља га за ново актуелно решење
и наставља претрагу. Кораци примењене Nest-VND процедуре представљени
су Алгоритмом 3.
Алгоритам 2 Процедура размрдавања
1: function Shake (S, k)
2: for i = 1 to k do
3: Select S ′ from Interchange_hub(S) at random;
4: S ← S ′;
end
Алгоритам 3 Nest-VND
1: function Nest-VND (S)
2: Improve← True;
3: while Improve do
4: Improve← False;
5: for each S ′′ ∈ Interchange_hub(S) do
6: Select S ′ as the best solution in ReAllocate_node(S ′′);
7: if S ′ is better than S then







GVNS метахеуристика за решавање USApHMCP имплементирана jе у про-
грамском jезику C++. Математичке формулациjе изложене у Одељку 2.2 су
упоређене коришћењем егзактног решавача CPLEX 12.6, а све формулациjе су
такође кодиране у програмском jезику C++. Сва тестирања су извршена под
Windows 10 оперативним системом са процесором Intel Core I7 са 2.8 GHz CPU
и RAM мемориjом од 8 GB.
Експериментални резултати добиjени су тестирањем стандардних CAB и
АP хаб инстанци из ORLIB библиотеке [14], као и URAND инстанци великих
димензиjа из [81, 109]. CAB инстанце су малих димензиjа (до 25 чворова), а
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настале су на основу података о путничком авио-саобраћаjу између 25 гра-
дова у САД. АP тест инстанце укључуjу до 200 чворова, а добиjене су из
података о поштанском саобраћаjу у Аустралиjи. URAND инстанце до 400
чворова су уведене у [109], док су велике инстанце са 1000 чворова предло-
жене у [81]. За ове инстанце, x и y координате чворова су генерисане на
случаjан начин из скупа U[0,100000]. URAND инстанце су доступне на саjту
http://turing.mi.sanu.ac.rs/∼nenad/phub/. Ове инстанце представљаjу изазов
за решавање, имаjући у виду њихову димензиjу. У досадашњоj литератури,
URAND инстанце нису коришћене за проблеме p-хаб максималног покривања.
У Табели 2.1 jе дат кратак опис скупова инстанци коjи су коришћени за поре-
ђење формулациjа USApHMCP и метода за његово решавање.
Табела 2.1: Скуп података коришћених за тестирања коjа се односе на
USApHMCP
Назив Димензиjа α Опис
Стандардне ORLIB инстанце,
уведене у раду [114],
CAB n = 25 од 0.2 до 0.8 настале на основу података о путничком
авио-саобраћаjу између 25 градова у САД.
Стандардне ORLIB инстанце,
уведене у раду [53],
AP 10 ≤ n ≤ 200 0.75 креиране на основу података
о поштанском саобраћаjу у Аустралиjи;
Инстанце до 400 чворова уведене у [109],
а са 1000 чворова предложене у [81];
URAND 100 ≤ n ≤ 1000 0.75 координате чворова су генерисане
на случаjан начин из скупа U[0,100000].
За све разматране инстанце, параметри прикупљања и дистрибуциjе про-
тока, χ и δ, постављени су на 1. Трошкови транспорта cij су наjчешће jеднаки
или пропорционални растоjању између чворова i и j. Због тога jе, у случаjу
CAB инстанци, растоjање између чворова jеднако транспортним трошковима
датим у CAB скупу података.
Параметри qkmij и rkmij коришћени редом за бинарно и парциjално покривање,
дефинисани су као у [121]:
qkmij =
{
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rkmij =

1, ако jе dkmij ≤ 0.75β,
0.75, ако jе 0.75β < dkmij ≤ 0.8β,
0.5, ако jе 0.8β < dkmij ≤ 0.85β, ∀i, j ∈ N, ∀k,m ∈ H
0.25, ако jе 0.85β < dkmij ≤ 0.9β,
0, иначе.
(2.37)
Наведене вредности параметара qkmij и rkmij су коришћене за сва тестирања.
За CAB инстанце, вредности параметра β су преузете из [121], док су за
остале инстанце вредности параметра β jеднаке одговараjућим вредностима
решења проблема p-хаб центра са вишеструким алокациjама, приказаним у
раду [23].
Нове формулациjе за USApHMCP и оба концепта покривања су упоређене са
формулациjама предложеним у [121], коришћењем егзактног решавача CPLEX
на CAB и AP инстанцама малих димензиjа, до 50 чворова. Добиjени резултати
су упоређени и са резултатима добиjеним предложеном GVNS метахеуристиком
за решавање USApHMCP на истим инстанцама. Како су тест инстанце великих
димензиjа недостижне за егзактни решавач и све наведене формулациjе, на
њима jе тестирана само предложена GVNS метахеуристика. У овоj дисертациjи
URAND инстанце су по први пут коришћене у литератури за тестирање p-хаб
проблема максималног покривања.
При решавању свих тест инстанци, GVNS параметар kmax jе постављен на p,
док jе вредност параметра tmax прилагођена димензиjама решаваних инстанци,
као што jе приказано у Табели 2.2.
Табела 2.2: Вредности параметра tmax за тестирање GVNS алгоритма
Скуп података Броj чворова tmax (у секундама)
CAB n = 25 1
AP 10 ≤ n ≤ 50 10
AP n = 100 400
AP n = 200 2000
URAND 100 ≤ n ≤ 400 600
URAND n = 1000 1800
Квалитет резултата добиjених GVNS методом jе процењен упоређивањем
са оптималним и субоптималним решењима добиjеним егзактним решавачем
CPLEX коjи користи формулациjе проблема представљене у Одељку 2.2. Време
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извршавања CPLEX решавача jе ограничено на 1h (3600s), за сваку тестирану
инстанцу.
У Табелама 2.3–2.4 су приказани резултати добиjени коришћењем CPLEX
решавача за математичке формулациjе коjе су увели Peker и Kara у [121] и нове
формулациjе предложене у овоj дисертациjи, за случаjеве бинарног и парци-
jалног покривања. Табеле 2.3–2.4 такође садрже резултате дизаjниране GVNS
метахеуристике за решавање USApHMCP и оба концепта покривања, на CAB и
AP инстанцама мањих димензиjа. Како CPLEX решавач за инстанце већих ди-
мензиjа не даjе чак ни допустива решења, у Табелама 2.5–2.6 су приказани само
резултати GVNS метахеуристике за AP инстанце већих димензиjа и URAND ин-
станце великих димензиjа.
Колоне Табела 2.3–2.6 садрже следеће податке:
• n.p - броj чворова (n) и хабова (p) за дату инстанцу;
• α - вредност параметра трошкова по jединици количине робе за трансфер
између хабова. Вредност параметра α варира од 0.2 до 0.8 за инстанце из
CAB скупа, док jе за AP и URAND инстанце α = 0.75;
• Optimal value (%) - вредност функциjе циља коjа одговара оптималном
решењу добиjеним CPLEX решавачем, изражена као проценат укупног
покривеног протока. Уколико CPLEX решавач ниjе успео да у макси-
малном времену од 1h нађе допустиво решење, ознака „-” jе уписана на
одговараjуће место у табели;
• Best value (%)- вредност функциjе циља коjа одговара наjбољем познатом
решењу, добиjеном GVNS алгоритмом или CPLEX решавачем, изражена
као проценат укупног покривеног протока;
• dev(%) - процентуално одступање вредности функциjе циља решења од
вредности коjа одговара оптималном или наjбољем познатом решењу за
дату инстанцу (уколико оптимално ниjе познато). Рачуна се на следећи
начин: dev = 100·(value−Optimal value)/Optimal value, ако jе познато оп-
тимално решење, у супротном, dev = 100 · (value−Best value)/Best value;
• time(s) - време (изражено у секундама) за коjе CPLEX даjе оптимално,
односно допустиво решење. Иста нотациjа се користи за време коjе jе
неопходно GVNS методи да достигне своjе наjбоље решење.
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Последња врста табеле, означена са „просек”, садржи просечне вредности пред-
стављених резултата по одговараjућим колонама. Вредности функциjе циља
коjе одговараjу оптималним или наjбољим познатим решењима су истакнуте.
На основу резултата презентованих у Табели 2.3, може се закључити да фор-
мулациjе USApHMCP наведене у Одељку 2.2 омогућаваjу CPLEX решавачу на-
лажење свих оптималних решења за CAB инстанце, у оба случаjа покривања.
Користећи формулациjу Pekera и Kare из [121], CPLEX налази оптимална ре-
шења за креће време у односу на Општу формулациjу предложену у овоj ди-
сертациjи. У просеку, у случаjу бинарног покривања, користећи формулациjу
из [121], CPLEX достиже оптимална решења за 9.20 секунди, а користећи Оп-
шту формулациjу, за 16.61 секунду.
Анализираjући вредности функциjе циља оптималних решења, може се за-
кључити да увођење парциjалног покривања води ка повећавању вредности
функциjе циља оптималног решења у односу на бинарно покривање. То се
може илустровати на примеру CAB инстанце са n = 25 чворова, p = 5 хабова и
параметром α = 0.8 (видети Слику 2.2). На левоj страни Слике 2.2, оптималне
локациjе хабова у случаjу бинарног покривања (1, 9, 11, 12, 22) су обележене
квадратићима, док су на десноj страни квадратићима представљене оптималне
локациjе хабова у случаjу парциjалног покривања (6, 8, 11, 12, 24). Сиви ква-
дратићи означаваjу хаб локациjе коjе се разликуjу у бинарном и парциjалном
случаjу, док су исте хаб локациjе означене црним квадратићима. Када се упо-
реде проценти максималног покривања у опрималним решењима представље-
ним на Слици 2.2, може се закључити да jе вредност оптималног решења у
случаjу парциjалног покривања (89.29%) већа него у случаjу бинарног покри-
вања (86.23%). Jедан од разлога за ово повећање покривености jе промена хаб
локациjа и алокациjа, а други разлог jе чињеница да неки О–Д парови коjи
нису покривени у бинарном случаjу могу постати делимично покривени када
се посматра случаj парциjалног покривања (чак и када jе одабран исти скуп
хабова).
Резултати приказани у Табели 2.4 показуjу да у случаjу парциjалног покри-
вања, за AP инстанце са n = 25 чворова, CPLEX достиже оптимална решења за
72.84 секунде (у просеку) када користи формулациjу из [121] и 166.08 секунди
(у просеку) када користи Општу формулациjу. Имаjући у виду да формула-
циjа приказана у [121] има мање променљивих и услова у односу на Општу
формулациjу, такав резултат jе очекиван. Када се анализираjу резултати пре-
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Слика 2.2: Оптималне хаб локациjе USApHMCP за CAB инстанцу са p = 5 ха-
бова, α = 0.8, бинарним покривањем (лево) и парциjалним покривањем (десно)
дложене GVNS хеуристике за CAB скуп података, може се приметити да GVNS
достиже сва оптимална решења у оба случаjа покривања за само 0.03 секунде
(у просеку).
У Табели 2.4 су приказани резултати за AP инстанце до 50 чворова за случа-
jеве бинарног и парциjалног покривања. И на овим инстанцама, формулациjа
презентована у [121] даjе боље резултате у поређењу са Општом формулаци-
jом. У случаjу бинарног покривања, CPLEX користећи формулациjу из [121]
проналази сва оптимална решења, док Општа формулациjа ниjе погодна за ре-
шавање AP инстанци са више од 40 чворова. Сличан закључак се може извести
и за случаj парциjалног покривања. Користећи Општу формулациjу, CPLEX
ниjе пронашао чак ни допустива решења при решавању инстанци са више од
25 чворова. Са друге стране, користећи формулациjу из [121], CPLEX успео да
реши све AP инстанце мањих димензиjа до оптималности, док су у случаjу 8
AP инстанци добиjена допустива решења за коjе CPLEX ниjе успео да докаже
оптималност у датом времену извршавања. Из Табеле 2.4 се може видети да
предложена GVNS хеуристика достиже сва позната оптимална решења доби-
jена CPLEX-ом и даjе нова наjбоља решења за 7 од 8 тестираних инстанци, за
коjе оптималност ниjе доказана. У случаjу инстанце n = 50, p = 10 и концепта
парциjалног покривања, допустиво решење добиjено CPLEX решавачем (оп-
тималност ниjе доказана) се поклапа са наjбољим решењем добиjеним GVNS
методом. Максимално повећање вредности функциjе циља решења добиjеног
GVNS методом у односу на допустиво решење добиjено CPLEX решавачем jе
1.25%. У просеку, време извршавања GVNS хеуристике jе 1.47 секунде за би-
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нарно и 1.42 секунде за парциjално покривање.
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За AP инстанце већих димензиjа са 100 и 200 чворова и оба случаjа покри-
вања, CPLEX због ограничене мемориjе, не даjе чак ни допустива решења ни
за jедну од наведених формулациjа. Из тог разлога, у Табели 2.5 су прика-
зани само резултати предложене GVNS методе. У просеку, GVNS методи jе
потребно 475.37 секунди да достигне наjбоља решења за AP инстанце већих
димензиjа у случаjу бинарног покривања и 359.51 секунда за случаj парциjал-
ног покривања. Просечна вредност функциjе циља наjбољих GVNS решења на
AP инстанцама са 100 и 200 чворова jе 98.46% у случаjу бинарног и 99.26% за
случаj парциjалног покривања.
У Табели 2.6 су приказани резултати тестираних URAND инстанци великих
димензиjа добиjених GVNS методом, за оба концепта покривања. Ове инстанце
такође ниjе могуће решити коришћењем егзактног CPLEX решавача. Предло-
жена GVNS метода се показала веома ефикасном при решавању URAND ин-
станци, коjе представљаjу изазов за истраживаче, имаjући у виду велики броj
чворова коjе укључуjу. У просеку, GVNS обезбеђуjе наjбоља решења за 665.31
секунду у случаjу бинарног и 687.58 секунди у случаjу парциjалног покривања.
Просечна вредност функциjе циља наjбољих GVNS решења на URAND инстан-
цама са 100, 200, 300, 400 и 1000 чворова jе 86.79% у случаjу бинарног и 93.52%
за случаj парциjалног покривања. URAND инстанце нису до сада коришћене
за тестирање метода за решавање USApHMCP. У овоj дисертациjи, резултати
тестирања GVNS методе на URAND инстанцама су приказани по први пут у
литератури.
Табела 2.5: Резултати предложене GVNS методе за USApHMCP на AP инстан-
цама великих димензиjа
Бинарно покривање Парциjално покривање
n.p Best value(%) time(s) Best value%) time(s)
100.2 97.56 0.84 98.72 0.65
100.3 97.16 2.73 98.55 8.36
100.4 96.76 6.81 98.34 45.49
100.5 97.48 27.56 98.68 28.17
100.10 98.99 29.59 99.59 87.27
100.15 99.42 378.63 99.75 76.87
100.20 99.58 309.26 99.82 142.28
200.2 98.32 22.39 99.20 40.79
200.3 98.40 73.55 99.30 116.66
200.4 98.08 116.96 99.11 199.59
200.5 98.12 282.40 99.06 323.33
200.10 99.27 1920.18 99.71 955.18
200.15 99.59 1999.61 99.85 1259.24
200.20 99.76 1484.65 99.89 1749.30
Просек: 98.46 475.37 99.26 359.51
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Табела 2.6: Резултати предложене GVNS методе за USApHMCP на URAND
инстанцама великих димензиjа
Бинарно покривање Парциjално покривање
n.p Best value(%) time(s) Best value(%) time(s)
100.02 84.45 0.67 92.56 0.95
100.03 79.92 7.95 89.41 6.85
100.04 78.74 10.09 88.58 15.69
100.05 81.65 9.94 90.14 69.38
100.10 87.01 81.46 93.24 103.82
100.15 89.91 200.02 94.98 144.10
100.20 91.87 367.34 96.00 390.84
200.02 87.45 146.65 94.76 21.85
200.03 82.77 119.31 90.77 132.49
200.04 82.37 108.20 90.91 461.88
200.05 81.04 488.87 89.66 518.14
200.10 88.01 600.03 93.64 600.12
200.15 88.31 600.04 94.05 600.37
200.20 90.00 600.06 94.98 600.53
300.02 89.30 75.29 95.27 131.44
300.03 86.09 230.51 92.98 400.04
300.04 84.32 542.94 91.90 600.63
300.05 83.85 600.30 91.16 600.58
300.10 87.58 600.05 94.13 602.46
300.15 89.58 600.02 94.87 601.98
300.20 90.11 600.04 95.17 601.60
400.02 89.32 479.07 95.54 600.44
400.03 84.97 600.52 92.92 602.88
400.04 84.69 600.76 92.68 601.82
400.05 83.60 600.55 91.55 602.52
400.10 88.04 600.08 94.04 605.97
400.15 89.92 600.07 95.14 606.85
400.20 90.33 600.26 95.34 606.58
1000.02 91.23 1811.74 96.67 1806.32
1000.03 87.87 1801.17 94.85 1802.79
1000.04 87.65 1800.19 94.57 1801.16
1000.05 85.28 1800.18 93.51 1807.89
1000.10 89.94 1801.04 95.45 1807.01
1000.15 90.02 1800.13 95.68 1802.68
1000.20 90.33 1800.47 96.18 1804.61
Просек: 86.79 665.31 93.52 687.58
У литератури jе предложено неколико хеуристика за решавање USApHMCP
са бинарним покривањем, а наjбољи резултати до сада су добиjени хеуристиком
табу претраживања (TS) из рада [133]. TS хеуристика jе тестирана на CAB и
AP инстанцама димензиjе до 200 чворова. Резултати добиjени TS хеуристиком
су упоређени са резултатима GVNS методе за решавање USApHMCP у случаjу
бинарног покривања и са истим вредностима параметара χ, δ, α и β, као у
раду [133]. GVNS параметар kmax jе постављен на p, док jе вредност параме-
тра tmax прилагођена димензиjама решаваних инстанци – tmax = n секунди за
инстанце до 50 чворова и tmax = 2000 за велике инстанце са 100 и 200 чворова.
Према подацима из рада [133], хеуристика табу претраживања jе тестирана на
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рачунару високих перформанси - коришћен jе кластер са 64 сервера, од коjих
сваки има 10 jезгара са 512 GB RAM мемориjе и процесором Intel(R) Xeon(R)
CPU E7-2870 са 2.40 GHz. Са друге стране, GVNS jе тестиран на рачунару
знатно слабиjих перформанси - коришћен jе процесор Intel(R) Core(TM) I7-
5500U са 2.8 GHz CPU и RAM мемориjом од 8 GB. У циљу коректног поређења
резултата TS и GVNS метода, извршено jе скалирање времена извршавања TS
методе приказаних у [133], коришћењем приступа описаног у раду [42] и пода-
така са саjта http://www.cpubenchmark.net/. Скалирано време TS алгоритма, у
ознаци ntime(s), се рачуна на основу времена time(s) из [133] на следећи начин:
ntime(s) = time(s) · PCPUS(Intel(R)Xeon(R)CPUE7− 2870)
PCPUS(Intel(R)Core(TM)I7− 5500U)
. (2.38)
PCPUS представља одговараjући Passmark CPU Score за сваку од коришћених
конфигурациjа, добиjен са наведеног саjта.
Табела 2.7: Резултати TS хеуристике из [133] и предложене GVNS методе за
USApHMCP на CAB инстанцама - случаj бинарног покривања
TS GVNS
n.p α Optimal value Best value time(s) ntime(s) Best value time(s)
25.3 0.2 8206780 8206780 1.50 66.93 8206780 0.03
25.3 0.4 8146860 8146860 1.53 68.00 8146860 0.01
25.3 0.6 7848986 7848986 1.69 75.12 7848986 0.05
25.3 0.8 7459456 7459456 1.70 75.47 7459456 0.05
25.4 0.2 8170172 8170172 3.37 149.83 8170172 0.06
25.4 0.4 8062774 8062774 2.95 131.28 8062774 0.03
25.4 0.6 7815464 7815464 2.95 131.05 7815464 0.05
25.4 0.8 7433730 7433730 3.10 137.99 7433730 0.19
25.5 0.2 7889428 7889428 5.09 226.42 7889428 0.13
25.5 0.4 7624346 7624346 5.07 225.48 7624346 0.13
25.5 0.6 7552580 7552580 5.04 224.37 7552580 0.06
25.5 0.8 7473474 7473474 4.95 220.41 7473474 0.30
Average: 7807004.17 7807004.17 3.24 144.36 7807004.17 0.09
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Табела 2.8: Резултати TS хеуристике из [133] и предложене GVNS методе за
USApHMCP на AP инстанцама - случаj бинарног покривања
TS GVNS
n.p Optimal/Best value Best value time(s) ntime(s) Best value time(s)
25.2 3787.08 3787.08 0.56 24.96 3787.08 0.01
25.3 3718.46 3718.46 1.69 75.21 3718.46 0.03
25.4 3761.13 3761.13 3.42 152.37 3761.13 0.06
25.5 3832.13 3832.13 5.68 252.58 3832.13 0.14
40.2 3870.69 3870.69 3.55 157.89 3870.69 0.08
40.3 3876.29 3876.29 10.73 477.40 3876.29 0.14
40.4 3831.77 3831.77 21.60 961.33 3831.77 0.56
40.5 3819.57 3819.57 36.44 1621.71 3819.57 4.08
50.2 3921.67 3921.67 8.45 375.89 3921.67 0.09
50.3 3912.26 3912.26 25.66 1142.05 3912.26 0.94
50.4 3859.75 3859.75 52.50 2336.38 3859.75 2.67
50.5 3858.03 3858.03 83.33 3708.14 3858.03 10.88
100.2 3909.69 3909.32 126.78 5641.49 3909.69 10.33
100.3 3898.43 3898.43 383.02 17044.48 3898.43 14.14
100.4 3874.87 3874.87 783.47 34864.42 3874.87 42.00
100.5 3882.63 3882.24 1344.83 59844.76 3882.63 45.66
200.2 3920.44 3919.57 2749.37 122346.97 3920.44 153.38
200.3 3926.45 3926.30 8531.63 379657.54 3926.45 265.17
200.4 3910.02 3909.65 16899.61 752032.65 3910.02 266.89
200.5 3918.60 3910.93 29887.01 1329971.95 3918.60 318.76
Просек: 3864.50 3864.01 3047.97 135634.51 3864.50 56.80
У Табелама 2.7 и 2.8 су приказани резултати TS метахеуристике предло-
жене у [133] и GVNS метахеуристике предложене у овоj дисертациjи на CAB
и AP инстанцама, у случаjу бинарног покривања. Колонa Optimal/Best value
садржи вредности функциjе циља коjе одговараjу оптималним решењима до-
биjеним CPLEX решавачем, односно вредности функциjе циља коjе одговараjу
наjбољим познатим решењима добиjеним TS или GVNS алгоритмом. Из ре-
зултата приказаних у Табели 2.7 може се видети да су оба алгоритма достигла
оптимална решења (претходно добиjена CPLEX решавачем) на свим CAB и
AP инстанцама до 50 чворова. Са друге стране, GVNS метода jе на овим ин-
станцама доста бржа у односу на TS хеуристику. Скалирано просечно време
потребно TS алгоритму за добиjање свих оптималних решења на CAB инстан-
цама jе 144.36 секунди, док jе просечно време потребно GVNS алгоритму 0.09
секунди. На AP инстанцама већих димензиjа (100 и 200 чворова), GVNS ал-
горитам достиже наjбоља позната решења за 6 од 8 тестираних инстанци, а на
преостале две GVNS и TS методе даjу иста решења. У просеку, за све тестиране
AP инстанце, скалирано време извршавања TS алгоритма jе 135634.51 секунда,
а време извршавања GVNS алгоритма jе 56.80 секунди.
На основу изложених експерименталних резултата, може се закључити да
предложена GVNS метахеуристика успешно решава USApHMCP за оба кон-
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3.1 Опис проблема и преглед релевантне
литературе
Циљ проблема p-хаб максималног покривања неограничених капацитета са
вишеструким алокациjама (UMApHMCP) jе одређивање оптималних локациjа
за успостављање тачно p хабова, тако да се максимизуjе укупан проток по свим
покривеним паровима снабдевач-корисник, уз претпоставку бинарног или пар-
циjалног покривања. Шема вишеструке алокациjе допушта сваком не-хаб чвору
i ∈ N придруживање jедног или више хабова hi ∈ H. Природно, сваки хаб чвор
jе придружен самом себи. Не-хаб чворови у мрежи не могу бити директно по-
везани, већ се проток од чвора снабдевача до чвора корисника реализуjе преко
наjмање jедног, а наjвише два хаба.
Шема вишеструке алокациjе омогућава већу флексибилност модела у поре-
ђењу са шемом jедноструке алокациjе. У реалним ситуациjама, за дати скуп
хабова, при рутирању протока између снабдевача и корисника, могуће jе иза-
брати пут са наjмањим трошковима транспорта, независно од осталих чворова.
На пример, при испоруци пошиљки од пошиљаоца до примаоца, пошиљка може
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бити дистрибуирана преко различитих међустаница (терминала), што може
значаjно умањити укупне трошкове. Слично, у авио-саобраћаjу при налажењу
што повољниjег плана путовања од почетног до краjњег одредишта, путници
могу изабрати лет коjи укључуjе jедну или више потенциjалних међустаница
(аеродрома-хабова).
Прву математичку формулациjу UMApHMCP са концептом бинарног по-
кривања, у виду мешовитог целоброjног програма, предложио jе Campbell у
[25]. Ова формулациjа има O(n4) променљивих и O(n4) ограничења. Касниjе
су Weng и сар. у [148] предложили нову, целоброjну формулациjу истог про-
блема, саO(n2) променљивих иO(n2) ограничења. Користећи ову формулациjу,
егзактни решавач LINGO jе на тестираним AP инстанцама до 25 чворова успео
да достигне сва оптимална решења. У раду [148] су такође предложене две хе-
уристике за решавање UMApHMCP у случаjу бинарног покривања, засноване
на табу претраживању (TS) и генетском алгоритму (GA). Хеуристике су тести-
ране на AP инстанцама до 25 чворова и инстанцама већих димензиjа насталих
на основу података о авио-саобраћаjу између 82 града у Кини. Peker и Kara су у
свом раду [121] из 2015. године предложиле нову математичку формулациjу за
UMApHMCP, коjа се може применити на оба концепта покривања, бинарном
и парциjалном. Ова формулациjа jе представљена као мешовити целоброjни
модел са O(n3) променљивих и O(n3) ограничења. У [121] jе такође показано
да се формулациjа UMApHMCP предложена у [25] може лако адаптирати и за
случаj са парциjалним покривањем, што ниjе могуће урадити са формулациjом
из [148]. Из тог разлога су у [121] изложени само експериментални резултати
добиjени коришћењем предложених формулациjа из [25] и [121] за оба случаjа
покривања. Тестирања су вршена на CAB инстанцама са 25 чворова и TR
(енгл. Turkish network) инстанцама са 81 чвором (градом), од коjих су 22 чвора
(индустриjски наjjачи градови у Турскоj) потенциjалне локациjе хабова [150].
Показано jе да формулациjа из [121] даjе боље резултате у оба случаjа покри-
вања, што jе и очекивано, с обзиром да укључуjе мањи броj променљивих и
ограничења. У [121] jе такође доказано да UMApHMCP припада класи NP-
тешких проблема.
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3.2 Математичке формулациjе проблема
Математичка формулациjа UMApHMCP, коjа jе предложена у [121], користи
нотациjу наведену у претходноj Одељку 2.2 и следеће скупове променљивих:
• Бинарна променљива xijk добиjа вредност 1 уколико jе k први хаб на ус-
постављеном путу од снабдевача i до корисника j, а 0 иначе. Бинарна
променљива yijm добиjа вредност 1 уколико jе m други хаб на успоста-
вљеном путу од снабдевача i до корисника j, а 0 иначе. Другим речима,
ако jе xijk = 1 и yijm = 1, тада jе успостављен пут i→ k → m→ j;
• Бинарна променљива Hk добиjа вредност 1 уколико jе чвор k изабран за
хаб, а 0 иначе.
Користећи изложену нотациjу, UMApHMCP са концептом бинарног покри-
вања може бити формулисан као проблем мешовитог целоброjног линеарног


















qkmij yijm + λij(1− xijk), ∀i, j ∈ N, k ∈ H (3.4)
∑
k∈H
xijk = 1, ∀i, j ∈ N (3.5)
∑
m∈H
yijm = 1, ∀i, j ∈ N (3.6)
xijk ≤ Hk, ∀i, j ∈ N, k ∈ H (3.7)
yijm ≤ Hm, ∀i, j ∈ N,m ∈ H (3.8)
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xijk ∈ {0, 1}, ∀i, j ∈ N, k ∈ H (3.9)
yijm ∈ {0, 1}, ∀i, j ∈ N,m ∈ H (3.10)
Hk ∈ {0, 1}, ∀k ∈ H (3.11)
Zij ≥ 0, ∀i, j ∈ N. (3.12)
Функциjа циља (3.1) дефинисана jе као укупан покривен проток између
свих О–Д парова i − j, чиjу вредност треба максимизовати. Ограничење (3.2)
обезбеђуjе избор локациjа за тачно p хабова. Услови (3.3) и (3.4) дефинишу
део протока за покривени О–Д пар i− j. Услови (3.5) обезбеђуjу да на сваком
путу од чвора i до чвора j само jедан хаб може бити изабран као први хаб, док
услови (3.6) гарантуjу да на истом путу само jедан хаб може бити проглашен за
други хаб. Условима (3.7) и (3.8) jе дефинисано да успостављени пут i−j може
садржати чворове k и m, респективно, само ако су k и m изабрани за хабове.
Типови променљивих xijk, yijm и Hk су одређени редом условима (3.9)–(3.11),
док услови (3.12) означаваjу да реалне променљиве Zij мораjу бити ненега-
тивне. Изложени модел (3.1)–(3.12) има O(n3) променљивих и O(n3) ограни-
чења. Може се приметити да се оваj модел лако може адаптирати и на случаj
парциjалног покривања, простом заменом параметра qkmij параметром rkmij .
Општи модели за USApHMCP и оба концепта покривања, предложени у
Одељку 2.2, могу се малим модификациjама лако трансформисати у одговара-
jуће моделе за UMApHMCP. У ту сврху, неопходно jе заменити променљиве xik
са Hk. Нови модел за UMApHMCP са концептом бинарног покривања може













Hm, ∀i, j ∈ N, k ∈ H (3.15)
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wijk ≤ Hk, ∀i, j ∈ N, k ∈ H (3.16)
∑
k∈H




wijk, ∀i, j ∈ N (3.18)
Hk ∈ {0, 1}, ∀k ∈ H (3.19)
Zij ≥ 0, ∀i, j ∈ N (3.20)
wijk ∈ {0, 1}, ∀i, j ∈ N, k ∈ H. (3.21)
Функциjа циља (3.13) и услови (3.14)–(3.21) имаjу исто значење као у Општем
моделу за USApHMCP, представљеном у Одељку 2.2. Може се приметити да
модел (3.13)–(3.21) такође има O(n3) променљивих и O(n3) ограничења.
Аналогно процедури описаноj у Одељку 2.2, формулациjа (3.13)–(3.21) се
лако прилагођава и случаjу са парциjалним покривањем. Користећи нотациjу
из Одељкa 2.2, након дефинисања скупа Gklij = {m ∈ H : rkmij = vijkl} и уво-
ђења бинарне променљиве wijkl, коjа одговара скупу Gklij , UMApHMCP са кон-















Hm, ∀i, j ∈ N, k, l ∈ Lkij (3.24)
wijkl ≤ Hk, ∀i, j ∈ N, k, l ∈ Lkij (3.25)
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vijklwijkl, ∀i, j ∈ N, (3.27)
Hk ∈ {0, 1}, ∀i ∈ N, k ∈ H (3.28)
Zij ≥ 0, ∀i, j ∈ N (3.29)
wijkl ∈ {0, 1}, ∀i, j ∈ N, k, l ∈ Lkij. (3.30)
Може се приметити да предложени модел (3.22)–(3.30) има O(n4) промен-
љивих и O(n4) ограничења.
3.3 Основна метода променљивих околина за
решавање проблема
У овоj дисертациjи jе предложена основна методе променљивих околина
(BVNS) за решавање UMApHMCP коjа се може применити у случаjу оба кон-
цепта покривања - бинарног и парциjалног. До сада су у литератури изложене
jедноставне хеуристике за решавање UMApHMCP у случаjу бинарног покри-
вања коjе су тестиране само на инстанцама проблема мањих димензиjа [148].
Вариjанта овог проблема са парциjаним покривањем ниjе решавана хеуристич-
ким методама, тако да у овоj дисертациjи ниjе приказано поређење хеуристика
из [148] са предложеном BVNS методом.
Основни кораци BVNS методе за решавање UMApHMCP представљени су
Алгоритмом 4. Предложена BVNS метахеуристика има два параметра - први
jе означен са tmax и представља максимално дозвољено време извршавања, док
jе други означен са kmax и представља максималан броj итерациjа унутар про-
цедуре размрдавања. BVNS метода започиње рад процедуром коjа генерише
почетно решење S. У свакоj итерациjи се, након постављања реда околине k на
1, у оквиру петље са променама околина извршаваjу три основне фазе - проце-
дура размрдавања, процедура локалне претраге и помераj, све док jе k ≤ kmax.
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Итерациjе се понављаjу све док се не достигне постављено максимално време
извршавања алгоритма tmax.
Алгоритам 4 Основна метода променљивих околина за UMApHMCP
1: function BVNS(kmax, tmax);
2: S ← Initial solution;
3: repeat
4: k ← 1;
5: while k ≤ kmax do
6: S
′ ← Shake(S, k);
7: S
′′ ← Local search(S ′);
8: k ← k + 1;
9: if S ′′ is better then S then
10: S ← S ′′ ;




13: until t > tmax;
14: return S;
Како UMApHMCP подразумева шему вишеструке алокациjе коjа допушта
сваком не-хаб чвору да шаље и прима проток преко више од jедног хаба, до-
вољно jе да репрезентациjа решења садржи само информациjу о изабраним
хабовима. Односно, решење проблема S jе представљено као скуп од p изабра-
них хабова. Након одређивања p локациjа за хабове, наjкраћи путеви између
О–Д парова могу се одредити коришћењем модификациjе добро познатог Floyd-
Warshall алгоритма за налажење наjкраћих путева у наjвише O(n2p) операциjа
(видети [3, 53]).
Инициjално решење за UMApHMCP се конструише применом похлепне
процедуре, тако што се чворови са p наjмањих вредности функциjе g(h) (видети
(2.35)) бираjу за инициjални скуп коjи садржи тачно p хабова.
Предложена BVNS метода за UMApHMCP претражуjе простор решења ко-
ристећи jедну структуру околина, Interchange_hub(S), коjа jе детаљно опи-
сана у Одељку 2.3. Ова структура околина се истражуjе у оквиру процедуре
размрдавања Shake и локалне претраге. Процедура размрдавања се користи
у циљу избегавања конвергенциjе ка локалном оптимуму. BVNS алгоритам за
UMApHMCP користи исту процедуру размрдавања као и GVNS za USApHMCP.
Као што jе приказано Алгоритмом 2 у Одељку 2.3, у свакоj од k итерациjа про-
цедуре размрдавања, решење S се замењуjе неким случаjно изабраним решењем
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из околине Interchange_hub(S). Решење S ′ коjе се добиjа у k-тоj итерациjи jе
излаз из процедуре размрдавања. Даље се локалном претрагом покушава по-
бољшати решење S ′, при чему се као наjбоље пронађено решење из локалне
претраге добиjа ново решење S ′′. Након тога се ред околине k повећава за
1. Уколико jе f(S ′′) > f(S), где jе са f(S) означена вредност функциjе циља
текућег решења S, побољшано решење S ′′ постаjе текуће, а ред околине k се
поставља поново на 1. Алгоритам се завршава када се достигне постављено
максимално време извршавања tmax.
3.4 Експериментални резултати
BVNS метахеуристика за решавање UMApHMCP имплементирана jе у про-
грамском jезику C++. Математичке формулациjе изложене у Одељку 3.2 су
упоређене коришћењем егзактног решавача CPLEX 12.6, а све формулациjе су
такође кодиране у програмском jезику C++. Сва тестирања су извршена под
Windows 10 оперативним системом са процесором Intel Core I7 са 2.8 GHz CPU
и RAM мемориjом од 8 GB.
Екпериментални резултати добиjени су коришћењем CAB, AP и URAND
скупова података, описаних у Табели 2.1 из Одељка 2.4. Како су тест ин-
станце великих димензиjа недостижне за егзактни решавач, нове формулациjе
за UMApHMCP и оба концепта покривања су упоређене са одговараjућим фор-
мулациjама предложеним у [121] само на CAB и AP инстанцама до 50 чворова.
Развиjена BVNS метахеуристика за решавање UMApHMCP у оба случаjа по-
кривања jе тестирана на свим инстанцама описаним у Табели 2.1, малих, сред-
њих и великих димензиjа. Треба нагласити да AP инстанце са више од 25 чво-
рова и URAND инстанце нису коришћене у раниjоj литератури за тестирање
UMApHMCP.
При тестирању BVNS методе за решавање UMApHMCP, коришћене су исте
вредности параметара χ, α, δ, qkmij , rkmij и β као при тестирању GVNS методе за
решавање USApHMCP, изложене у Одељку 2.4.
BVNS параметар kmax jе постављен на p при решавању свих тест инстанци,
док jе вредност параметра tmax прилагођена димензиjама решаваних инстанци,
као што jе приказано у Табели 3.1.
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Табела 3.1: Вредности параметра tmax за тестирање BVNS алгоритма
Скуп података Броj чворова tmax (у секундама)
CAB n = 25 1
AP 10 ≤ n ≤ 50 1
AP n = 100 120
AP n = 200 180
URAND 100 ≤ n ≤ 400 600
URAND n = 1000 1800
Квалитет резултата добиjених BVNS метахеуристиком jе оцењен упоређи-
вањем са оптималним и субоптималним решењима добиjеним егзактним ре-
шавачем CPLEX коjи користи формулациjе проблема представљене у Одељку
3.2. Време извршавања CPLEX решавача jе ограничено на 1h (3600s), за сваку
тестирану инстанцу.
У Табелама 3.2 и 3.3 су приказани резултати добиjени коришћењем CPLEX
решавача за математичке формулациjе UMApHMCP наведене у Одељку 3.2.
Ове табеле такође садрже резултате предложене BVNS метахеуристике за ре-
шавање UMApHMCP и оба концепта покривања, добиjене на CAB и AP инстан-
цама мањих димензиjа. Како CPLEX решавач на инстанцама већих димензиjа
не даjе чак ни допустива решења, у Табелама 3.4 и 3.5 су приказани само BVNS
резултати за AP инстанце већих и URAND инстанце великих димензиjа. За-
главља колона Табела 3.2–3.5 су дефинисана на исти начин као у Одељку 2.4.
Из резултата представљених у Табели 3.2, може се закључити да Опште
формулациjе UMApHMCP предложене у овоj дисертациjи омогућаваjу CPLEX
решавачу достизање бољих решења у поређењу са формулациjама коjе су увели
Peker и Kara у [121]. Користећи Општу формулациjу, CPLEX достиже опти-
мална решења на свим CAB инстанцама за оба концепта покривања. Са друге
стране, у случаjу парциjалног покривања, користећи формулациjе презенто-
ване у [121], CPLEX не успева да пронађе оптимална решења за четири CAB
инстанце. Такође, време извршавања CPLEX решавача jе знатно краће при ко-
ришћењу Опште формулациjе у односу на формулациjу из [121]. У просеку, у
случаjу бинарног покривања, користећи формулациjу из [121], CPLEX достиже
оптимална решења за 163.72 секунде, а користећи Општу формулациjу, за 8.82
секунде. У случаjу парциjалног покривања, користећи формулациjу из [121],
CPLEX налази решења (не сва оптимална) за 2727.37 секунди, а користећи Оп-
шту формулациjу, достиже оптимална решења за 66.05 секунди (у просеку).
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Када се анализираjу резултати предложене BVNS хеуристике за CAB скуп по-
датака, може се приметити да BVNS у кратком времену извршавања достиже
сва позната оптимална решења, у оба случаjа покривања. У просеку, време
извршавања BVNS хеуристике jе скоро тренутно (мање од 0.005 секунди) за
бинарно и 0.01 секунда за парциjално покривање.
Слично као у Одељку 2.4, може се закључити да увођење парциjалног по-
кривања води ка повећавању вредности функциjе циља оптималног решења
UMApHMCP, у односу на бинарно покривање. То се може илустровати на при-
меру CAB инстанце са n = 25 чворова, p = 5 хабова и параметром α = 0.8
(видети Слику 3.1). У случаjу бинарног покривања, оптималне локациjе ха-
бова (1, 4, 8, 12, 22) су обележене квадратићима на левоj страни Слике 3.1, док
су у случаjу парциjалног покривања, оптималне локациjе хабова (12, 21, 22,
23, 25) обележене квадратићима на десноj страни Слике 3.1. Сиви квадратићи
означаваjу хаб локациjе коjе се разликуjу у бинарном и парциjалном случаjу,
док су исте хаб локациjе означене црним квадратићима. Упоређуjући проценте
максималног покривања у оптималним решењима представљеним на Слици
3.1, може се закључити да jе вредност оптималног решења у случаjу бинарног
покривања (89.05%) мања него у случаjу парциjалног покривања (91.51%). Та-
кође се може приметити да су, због различитих алокациjских шема, вредности
функциjе циља оптималних решења UMApHMCP у оба случаjа покривања веће
од одговараjућих вредности функциjе циља оптималних решења USApHMCP
за исти пример (анализиран у Одељку 2.4).
Слика 3.1: Оптималне локациjе хабова UMApHMCP за CAB инстанцу са p = 5,
α = 0.8, бинарним покривањем (лево) и парциjалним покривањем (десно)
Резултати добиjени на AP инстанцама малих димензиjа, до 50 чворова, за
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оба случаjа покривања, приказани су у Табели 3.3. Поново се може закључити
да у смислу квалитета решења и времена извршавања CPLEX решавача, Оп-
шта формулациjа даjе боље резултате од формулациjе презентоване у [121]. У
случаjу бинарног покривања, CPLEX користећи Општу формулациjу достиже
сва оптимална решења. Користећи формулациjу из [121], CPLEX у случаjу
8 AP инстанци добиjа само допустива решења, за коjа не успева да докаже
оптималност у задатом максималном времену извршавања. Такође, просечно
време потребно CPLEX решавачу за решавање проблема AP инстанци мањих
димензиjа jе више од 8 пута краће користећи Општу формулациjу, у односу
на формулациjу из [121]. Слична jе ситуациjа и у случаjу парциjалног покри-
вања. Користећи Општу формулациjу, CPLEX ниjе пронашао оптимална ре-
шења само за 4 AP инстанце са n = 50 чворова, док са формулациjом из [121],
CPLEX не успева да пронађе оптимална решења за 11 AP инстанци мањих
димензиjа (иако су пронађена допустива решења). Ако се посматраjу резул-
тати предложене BVNS хеуристике за UMApHMCP на AP инстанцама мањих
димензиjа, може се закључити да хеуристика достиже сва позната оптимална
решења претходно добиjена CPLEX решавачем, за оба концепта покривања.
На осталим тестираним инстанцама, BVNS успоставља нова наjбоља решења.
Просечно време извршавања BVNS хеуристике у оба случаjа покривања jе 0.08
секунди, што jе много краће у поређењу са временом потребним CPLEX реша-
вачу.
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За AP инстанце већих димензиjа, URAND инстанце великих димензиjа и
оба случаjа покривања, CPLEX решавач услед ограничења мемориjе не успева
да пронађе чак ни допустива решења ни за jедну од наведених формулациjа.
Из тог разлога, у Табелама 3.4 и 3.5 су представљени редом само резултати
добиjени предложеном BVNS методом за AP инстанце са 100 и 200 чворова и
URAND инстанце до 1000 чворова. Из резултата приказаних у Табели 3.4 може
се видети да jе BVNS методи, у просеку, потребно 21.68 секунди за достизање
наjбољих решења за AP инстанце већих димензиjа у случаjу бинарног и 27.16
секунди за случаj парциjалног покривања. Просечна вредност функциjе циља
наjбољих BVNS решења на овим инстанцама jе 99.07% за концепт бинарног и
99.58% за концепт парциjалног покривања. Из приказаних резултата у Табели
3.5 за URAND инстанце великих димензиjа, може се закључити да се BVNS
метода показала веома ефикасном у случаjу оба концепта покривања. У про-
секу, BVNS обезбеђуjе наjбоља решења за 319.99 секунди у случаjу бинарног
и за 332.97 секунди за случаj парциjалног покривања. Узимаjући у обзир ди-
мензиjе разматраних проблема, може се закључити да су ово релативно кратка
времена извршавања. Просечна вредност функциjе циља наjбољих BVNS ре-
шења на URAND инстанцама са 100, 200, 300 и 1000 чворова jе 91.71% у случаjу
бинарног и 96.02% за случаj парциjалног покривања.
Табела 3.4: Резултати предложене BVNS методе за UMApHMCP на AP инстан-
цама великих димензиjа
Бинарно покривање Парциjално покривање
n.p Best value(%) time(s) Best value(%) time(s)
100.2 98.32 0.11 99.24 0.11
100.3 98.47 0.80 99.31 0.48
100.4 98.20 0.55 99.06 0.80
100.5 98.65 0.14 99.39 0.18
100.10 99.24 4.39 99.69 10.14
100.15 99.51 30.66 99.79 48.77
100.20 99.63 24.72 99.84 110.39
200.2 98.81 4.32 99.52 0.23
200.3 99.25 0.49 99.67 0.67
200.4 98.94 4.20 99.54 2.20
200.5 98.93 9.42 99.53 2.33
200.10 99.49 40.19 99.80 23.24
200.15 99.72 107.79 99.89 15.56
200.20 99.80 75.70 99.91 165.16
Просек: 99.07 21.68 99.58 27.16
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Табела 3.5: Резултати предложене BVNS методе за UMApHMCP на URAND
инстанцама великих димензиjа
Бинарно покривање Парциjално покривање
n.p Best value(%) time(s) Best value(%) time(s)
100.02 89.48 0.15 95.05 0.61
100.03 89.33 0.17 94.76 0.22
100.04 87.33 0.28 93.36 0.28
100.05 88.97 0.24 94.20 0.28
100.10 89.75 1.88 94.80 4.25
100.15 91.27 11.67 95.54 16.49
100.20 92.72 72.72 96.40 172.08
200.02 93.14 0.53 97.08 1.32
200.03 90.70 0.69 95.46 0.58
200.04 89.06 11.91 94.60 11.78
200.05 88.03 1.75 93.76 42.62
200.10 90.48 396.07 95.42 33.65
200.15 90.30 528.19 95.18 177.32
200.20 91.76 164.47 95.96 304.68
300.02 93.89 3.95 97.24 4.11
300.03 92.68 5.87 96.60 17.05
300.04 90.30 11.52 95.17 6.12
300.05 89.91 33.03 94.97 14.36
300.10 91.50 186.94 95.92 525.26
300.15 92.13 516.34 96.20 616.25
300.20 92.22 336.42 96.20 542.46
400.02 94.11 5.79 97.45 2.34
400.03 92.93 26.37 96.74 45.13
400.04 90.75 14.20 95.49 125.22
400.05 90.36 34.94 95.15 163.97
400.10 92.08 157.38 96.32 337.27
400.15 92.72 568.23 96.57 178.18
400.20 92.80 510.43 96.58 712.75
1000.02 95.91 50.45 98.40 431.39
1000.03 94.69 155.07 97.78 1087.62
1000.04 93.25 191.20 97.11 238.35
1000.05 92.35 1808.24 96.52 421.93
1000.10 93.85 1792.43 97.29 1806.70
1000.15 94.07 1798.52 97.41 1805.23
1000.20 94.97 1801.77 97.86 1806.13







4.1 Опис проблема и преглед релевантне
литературе
Проблем p-хаб максималног покривања неограничених капацитета са r–ало-
кациjском шемом (UrApHMCP), при чему jе 1 6 r 6 p, представља генерализа-
циjу проблема p-хаб максималног покривања неограничених капацитета са jед-
ноструким и вишеструким алокациjама. Прецизниjе, за r = 1, UrApHMCP се
своди на USApHMCP, а за r = p на UMApHMCP. При разматрању UrApHMCP
важе све претпоставке коjе су наведене у Одељку 2.1 за USApHMCP. Jедина
разлика jе у алокациjскоj шеми, jер jе код UrApHMCP сваком не-хаб чвору
i ∈ N дозвољно да комуницира са наjвише r хабова. Мотивациjа за кори-
шћење r-алокациjске шеме произилази из чињенице да jе претпоставка jедно-
струке алокациjе превише рестриктивна, док концепт вишеструке алокациjе
доводи до компликованих мрежа протока и високих фиксних трошкова. Кон-
цепт r–алокациjе jе 2011. године увела Yaman у раду [149] за проблем p-хаб
медиjане. Оваj тип алокациjе коришћен jе у литератури за различите хаб лока-
циjске проблеме (видети [119,120,143]). Проблем p-хаб максималног покривања
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са r–алокациjском шемом jе по први пут разматран у овоj дисертациjи. Циљ
UrApHMCP jе одредити оптималне локациjе тачно p хабова, тако да се мак-
симизуjе укупан проток по свим покривеним паровима снабдевач-корисник,
уз претпоставку бинарног или парциjалног покривања. UrApHMCP припада
класи NP-тешких проблема, као генерализациjа USApHMCP и UMApHMCP за
коjе jе доказано да су NP-тешки (видети [7, 25]).
4.2 Математичке формулациjе проблема
У овом одељку су предложене три математичке формулациjе UrApHMCP
(Четвороиндексна, Троиндексна и Општа), коjе се могу применити на оба кон-
цепта покривања - бинарно и парциjално.
Четвороиндексна математичка формулациjа UrApHMCP користи нотациjу
наведену у Одељку 2.1 и четвороиндексне бинарне променљиве yijkm коjе узи-
маjу вредност 1 уколико jе чвор снабдевач i ∈ N придружен хабу k ∈ H и чвор
корисник j ∈ N хабу m ∈ H, а 0 иначе.
UrApHMCP са концептом бинарног покривања може бити формулисан као
проблем целоброjног линеарног програмирања (енгл. Integer Linear Programming












xik ≤ xkk ∀i ∈ N, k ∈ H (4.2)
∑
k∈H
xik ≤ r ∀i ∈ N (4.3)
∑
k∈H





yijkm = 1 ∀i, j ∈ N (4.5)
yijkm ≤ xik ∀i, j ∈ N, k,m ∈ H (4.6)
yijkm ≤ xjm ∀i, j ∈ N, k,m ∈ H (4.7)
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xik ∈ {0, 1} ∀i ∈ N, k ∈ H (4.8)
yijkm ∈ {0, 1} ∀i, j ∈ N, k,m ∈ H. (4.9)
Функциjа циља (4.1) дефинисана jе као укупан покривен проток између свих
О–Д парова i−j, чиjу вредност треба максимизовати. Услови (4.2) и (4.3) обез-
беђуjу да сваки чвор комуницира са наjвише r хабова, док услов (4.4) указуjе да
jе успостављено тачно p хабова. За сваки О–Д пар, проток од почетног до краj-
њег чвора се спроводи преко наjвише два успостављена хаба, што jе одређено
условима (4.5). Ако jе проток усмерен од почетног чвора i до краjњег чвора
j редом преко успостављених хабова k и m, тада чвор i мора бити придружен
хабу k, а чвор j хабу m, што jе обезбеђено условима (4.6) и (4.7). Типови про-
менљивих xik и yijkm су дефинисани редом условима (4.8) и (4.9). Оваj модел
укључуjе O(n4) променљивих и O(n4) ограничења.
Предложена Четвороиндексна формулациjа (4.1)–(4.9) се лако може прила-
годити случаjу са парциjалним покривањем, и то jедноставном заменом пара-
метра qkmij параметром rkmij . Може се приметити да се у случаjевима r = 1 и
r = p, формулациjа (4.1)–(4.9) за UrApHMCP лако трансформише у одговара-
jуће формулациjе предложене у раду [80] редом за USApHMCP и UMApHMCP.
Користећи нотациjу наведену у Одељку 3.2, UrApHMCP се у случаjу би-
нарног покривања може формулисати и као проблем мешовитог целоброjног
















qkmij yijm + λij(1− xijk) ∀i, j ∈ N, k ∈ H (4.12)
∑
k∈H
xijk = 1 ∀i, j ∈ N (4.13)
∑
m∈H
yijm = 1 ∀i, j ∈ N (4.14)
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xijk ≤ xik ∀i, j ∈ N, k ∈ H (4.15)
yijm ≤ xjm ∀i, j ∈ N,m ∈ H (4.16)
xijk ∈ {0, 1} ∀i, j ∈ N, k ∈ H (4.17)
yijm ∈ {0, 1} ∀i, j ∈ N,m ∈ H (4.18)
Zij ≥ 0 ∀i, j ∈ N. (4.19)
Значење функциjе циља (4.10) и услова (4.2)–(4.4), (4.8) jе исто као у прет-
ходно изложеноj Четвороиндексноj формулациjи за UrApHMCP. Услови (4.11) и
(4.12) дефинишу део протока за О–Д пар (i, j) коjи jе покривен. Услови (4.13) и
(4.14) редом обезбеђуjу да на сваком путу од почетног чвора i до краjњег чвора
j само jедан хаб може бити одређен за колекциjу и само jедан хаб за дистрибу-
циjу протока. Пут од чвора i до чвора j може садржати чворове k и m, само
уколико су k и m успостављени хабови, што jе дефинисано условима (4.15) и
(4.16). Коначно, услови (4.17) и (4.18) означаваjу да су променљиве xijk и yijm
бинарне, док услови (4.19) означаваjу да су реалне променљиве Zij ненегативне.
Оваj Троиндексни модел има O(n3) променљивих и O(n3) ограничења.
Предложени Троиндексни модел (4.10), (4.2)–(4.4), (4.8), (4.11)–(4.19) се
може применити и на случаj парциjалног покривања, заменом параметара qkmij
параметром rkmij . Може се приметити да Троиндексни модели за UrApHMCP
представљаjу генерализациjу Троиндексних модела за USApHMCP и UMApHM-
CP, предложених у [121].
Општи модели за USApHMCP и оба концепта покривања, изложени у Одељку
2.2, се малим модификациjама трансформишу у одговараjуће моделе UrApHMCP.
Користећи претходно уведену нотациjу, UrApHMCP са концептом бинарног по-
кривања се може формулисати као проблем мешовитог целоброjног линеарног
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при условима:
xik ≤ xkk ∀i ∈ N, k ∈ H (4.21)
∑
k∈H
xik ≤ r ∀i ∈ N (4.22)
∑
k∈H




xjm ∀i, j ∈ N, k ∈ H (4.24)
wijk ≤ xik ∀i, j ∈ N, k ∈ H (4.25)
∑
k∈H




wijk ∀i, j ∈ N (4.27)
wijk ∈ {0, 1} ∀i, j ∈ N, k ∈ H (4.28)
xik ∈ {0, 1} ∀i ∈ N, k ∈ H (4.29)
Zij ≥ 0 ∀i, j ∈ N. (4.30)
Општа формулациjа (4.20)–(4.30) се лако може прилагодити случаjу UrApH-
MCP са парциjалним покривањем. У том случаjу, користећи нотациjу и посту-
пак описан у Одељку 2.2, услови (4.24)–(4.27) коjи важе за случаj бинарног




xjm ∀i, j ∈ N, k ∈ H, l ∈ Lkij (4.31)





wijkl ≤ 1 ∀i, j ∈ N (4.33)
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vijklwijkl ∀i, j ∈ N. (4.34)
UrApHMCP до сада ниjе разматран у литератури, тако да не постоjе пре-
дложене методе за његово решавање. У овоj дисертациjи су дизаjниране и
имплементиране три метахеуристике за решавање UrApHMCP: општа метода
променљивих околина (GVNS-R), похлепна стохастичко-адаптивна процедура
претраге са методом променљивог спуста (GRASP-VND) и генетски алгоритам
(GA).
4.3 Општа метода променљивих околина за
решавање проблема
GVNS-R метода за решавање UrApHMCP представља модификациjу GVNS
методе за решавање USApHMCP, описане у Одељку 2.3. Обе методе претражуjу
простор решења користећи структуре околина дефинисане на исти начин, а
разликуjу се у конструкциjи инициjалног решења и процедурама побољшања
решења, коjима се истражуjу околине. Основни кораци GVNS-R методе, коjа
се може применити на оба концепта покривања, приказани су Алгоритмом 5.
Алгоритам 5 Општа метода променљивих околина за UrApHMCP
1: function GVNS(kmax, tmax);
2: S ← Initial solution;
3: repeat
4: k ← 1;
5: while k ≤ kmax do
6: S
′ ← Shake(S, k);
7: S
′′ ← SeqVND(S ′);
8: k ← k + 1;
9: if S ′′ is better then S then
10: S ← S ′′ ;




13: until t > tmax;
14: return S;
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Алгоритам 6 SeqVND
1: function SeqVND(S);
2: k ← 1;
3: while k ≤ 2 do
4: if k = 1 then
5: Select S ′ as the best solution in Interchange_hub(S);
6: else
7: Select S ′ as the best solution in ReAllocate_node(S);
end
8: k ← k + 1;
9: if S ′ is better than S then
10: S ← S ′;




Предложена GVNS-R метода има два параметра: tmax коjи представља мак-
симално дозвољено време извршавања и kmax коjи представља максималан броj
итерациjа унутар процедуре размрдавања. GVNS-R метахеуристика започиње
рад похлепном процедуром генеришући почетно решење S, коjе се након поста-
вљања реда околине k на 1, у оквиру петље са променама околина, прослеђуjе
процедури размрдавања (Shake), а резултуjуће решење се даље прослеђуjе про-
цедури побољшања решења SeqVND. Ове две процедуре се, заjедно са фазом
помераjа (у коjоj се текуће решење замењуjе бољим), извршаваjу наизменично
док се не достигне постављено максимално време извршавања алгоритма.
Како jе потребно да репрезентациjа решења садржи информациjе о успо-
стављеним хабовима и алокациjама, природно jе да решење буде представљено
уређеним паром S = (H,A), где jе H = {h1, h2, . . . , hp} скуп p одабраних ха-
бова, док jе A = (Ak) k = 1, . . . , p матрица алокациjе димензиjе p × n. Скуп
чворова придружених хабу hk jе означен са Ak, hk ∈ H. Када су познате ло-
кациjе хабова и алокациjе не-хаб чворова, лако jе пронаћи наjкраће путеве за
сваки пар i−j и израчунати вредност функциjе циља. Израчунавање свих О–Д
наjкраћих путева захтева O(n2r2) операциjа у наjгорем случаjу. У случаjу када
jе r = p, коришћењем модификациjе добро познатог Floyd-Warshall алгоритма
за налажење наjкраћих путева, израчунавање се реализуjе кроз наjвише O(n2r)
операциjа.
За конструкциjу инициjалног решења jе примењена процедура Initial
solution коjа користи функциjе g(h) и alloc(i, h), i ∈ N , h ∈ H дефинисане
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на следећи начин. Функциjа
g(h) = max{cih : i ∈ N, i 6= h} (4.35)
представља максималну удаљеност чвора h од свих осталих чворова, док функ-
циjа
alloc(i, h) = χcih + max{αchh′ : h′ ∈ H} (4.36)
рачуна наjдужи пут од од чвора i до неког хаба, преко хаба h. Чворови са p
наjмањих вредности функциjе g(h) се бираjу за инициjални скуп H коjи садржи
тачно p хабова. Након тога, сваком чвору i се придружуjе r хабова са наjмањим
вредностима функциjе alloc(i, h). Оваква стратегиjа избора локациjа хабова и
алокациjа не-хаб чворова повећава шансу успостављања што краћих путева
између О–Д парова.
Структуре околина коjе се истражуjу у оквиру процедура размрдавања
и побољшања решења предложене GVNS-R методе за решавање UrApHMCP
дефинисане су на исти начин као структуре околина коjе се истражуjу у оквиру
GVNS методе за решавање USApHMCP, описане у Одељку 2.3. Основни кораци
примењене процедуре размрдавања Shake су такође описани у Одељку 2.3.
Као почетно решење процедуре побољшања користи се решење доби-
jено као излаз из процедуре размрдавања. Предложена GVNS-R метода кори-
сти процедуру побољшања решења засновану на секвенциjалноj методи про-
менљивог спуста SeqVND. Ова метода истражуjе околине Interchange_hub(S) и
ReAllocate_node(S), jедну за другом. Када се пронађе локални оптимум у од-
носу на околину Interchange_hub(S), претрага се наставља у околини ReAllocat-
e_node(S). Уколико нема побољшања у овоj околини, односно уколико jе текуће
решење локални оптимум у односу на обе околине, процедура SeqVND се завр-
шава. У супротном, SeqVND наставља претрагу у околини Interchange_hub(S).
Кораци примењене SeqVND процедуре представљени су Алгоритмом 6.
4.4 Похлепна стохастичко-адаптивна процедура
претраге са методом променљивог спуста за
решавање проблема
Похлепна стохастичко-адаптивна процедура претраге за решавање проблема
(GRASP) jе метахеуристика заснована на комбинациjи конструктивне хеури-
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стике и локалног претраживања, коjу су увели Feo и Bard [55], а касниjе по-
пуларизовали Feo и Resende [56]. GRASP jе итеративна метода у коjоj се
свака итерациjа састоjи из две фазе: конструкциjе решења и локалне претраге.
У првоj фази се генерише допустиво решење за разматрани проблем приме-
ном похлепно стохастичке процедуре за конструкциjу решења (енгл. Greedy
Randomized Construction procedure - GRC ), док се у другоj фази примењуjе ло-
кална претрага над решењем конструисаним у GRC фази, у циљу налажења
локалног оптимума у односу на специфичне околине. Итерациjе се смењуjу све
док се не задовољи неки критериjум заустављања. У литератури се могу наћи
успешне примене ове методе на решавање различитих локациjских проблема
(видети [40,41,95,120]).
У овоj дисертациjи jе предложена хибридна метахеуристика за решавање
UrApHMCP, заснована на комбинациjи GRASP методе и секвенциjалне ме-
тоде променљивог спуста (SeqVND). Martins и сар. су у [108] први комбино-
вали GRASP и VND хеуристике за решавање проблема Штаjнеровог стабла
у графу. У литератури постоjе примери примене овакве хибридизациjе и на
друге проблеме оптимизациjе, као што су: проблем максималног одсецања у
графу (енгл. MAX-CUT Problem in Graphs) [57], вариjанта проблема мини-
малног разапињућег стабла (енгл. Degree-constrained Minimum Spanning Tree
Problem) [130], проблем филогениjе (енгл. Phylogeny Problem) [131], проблем
трговачког путника са доставом и преузимањем jедног производа (енгл. One-
commodity Pickup-and-Delivery Traveling Salesman Problem) [78], проблем рути-
рања камиона са приколицом уз коришћење пратећих депоа (енгл. Single Truck
and Trailer Routing Problem With Satellite Depots) [146], проблем дводимензи-
оналног и тродимензионалног паковања у контеjнере (енгл. Two-and Three-
dimensional Bin Packing Problem) [118], проблем минималног кашњења (енгл.
Traveling Repairman Problem) [132] итд.
Основни кораци предложене хибридизациjе GRASP-VND за UrApHMCP су
приказани Алгоритмом 7. Репрезентациjа решења jе иста као код GVNS-R
методе изложене у Одељку 4.3, тj. решење S = (H,A) jе представљено скупом
H од p одабраних хабова и матрицом алокациjе A. Свака итерациjа GRASP-
VND методе се састоjи из конструкциjе инициjалног решења GRC процедуром,
примене SeqVND процедуре уместо стандарде локалне претраге и помераjа..
Улога похлепно стохастичке процедуре за конструкциjу решења jесте гене-
рисање инициjалног решења коjе се прослеђуjе процедури побољшања. GRC
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Алгоритам 7 Хибридна GRASP-VND метода за UrApHMCP
1: function GRASP-VND(tmax, ϕ);
2: Read_input();
3: repeat
4: S ← Greedy_Randomized_Construction();
5: S
′ ← SeqVND(S);
6: if S ′ is better then S then
7: S ← S ′ ;
end
8: t← CpuTime();
9: until t > tmax;
10: return S;
Алгоритам 8 GRC фаза
1: function Greedy_Randomized_Construction()
2: H ← ∅;
3: Create candidate list C of elements that can be added to H;
4: while |H| < p do
5: Build the restricted candidate list (RCL(C));
6: Select an element h from the RCL(C) at random;
7: H ← H ∪ {h};
8: Update C;
end
9: Create allocation matrix A;
10: return S = (H,A);
почиње са празним скупом хабова H и итеративно додаjе jедан по jедан еле-
мент (хаб), све док се не комплетира скуп H од p хабова. Нека jе C листа
кандидата (енгл. Candidate List) састављена од свих елемената коjи могу бити
додати у скуп H (инициjално, C = H). У GRC фази предложене GRASP-
VND методе, листа кандидата се формира на основу вредности похлепне функ-
циjе g(h) = max{cih : i ∈ N, i 6= h}, коjа одражава промене у вредности
функциjе циља коjе би настале укључивањем елемента h ∈ C у парциjални
скуп H. Следећи корак jе конструкциjа ограничене листе кандидата (енгл.
Restricted Candidate List - RCL) помоћу израчунатих вредности похлепне функ-
циjе g(h), h ∈ C. RCL се састоjи од свих кандидата h ∈ C за коjе важи
g(h) ≤ gmin + ϕ(gmax − gmin), где jе ϕ ∈ [0, 1], gmin = min
h∈C
g(h) и gmax = max
h∈C
g(h).
Елемент h (не нужно наjбољи) се на случаjан начин бира из RCL и придру-
жуjе парциjаном скупу H. Уколико након придруживања извесног броjа ха-
бова ограничена листа кандидата буде празна, GRC фаза се понавља. Након
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креирања скупа H коjи садржи p хабова, алокациjе не-хаб чворова се одређуjу
на исти начин као у предложеноj GVNS-R методи за решавање UrApHMCP,
тj. сваки чвор i jе повезан са r хабова са наjмањим вредностима функциjе
alloc(i, h) = χcih + max{αchh′ : h′ ∈ H}. Након тога, лако jе одредити наjкраће
путеве за сваки О–Д пар i− j и израчунати вредности функциjе циља, као што
jе описано у Одељку 4.3.
Решење генерисано у GRC фази постаjе текуће наjбоље решење и просле-
ђуjе се процедури побољшања решења. У предложеноj GRASP-VND методи,
као процедура побољшања коришћена jе SeqVND хеуристика из GVNS-R ме-
тоде коjа jе детаљно описанa у Oдељку 4.3. Процедура SeqVND враћа као
излаз пронађени локални оптимум. Предност при коришћењу SeqVND методе
у односу на обичну локалну претрагу jе у брзини извршавања процедуре, што
побољшава укупну ефикасност алгоритма.
Након примене SeqVND следи фаза помераjа, у коjоj се текуће наjбоље ре-
шење упоређуjе са решењем добиjеним из фазе побољшања. Ако jе решење из
SeqVND фазе боље од тренутног решења, проглашава се за ново текуће наjбоље
решење. Итерациjе се смењуjу док се не задовољи критериjум заустављања.
Предложена GRASP-VND метода има два параметра - tmax и ϕ. Параметар
tmax представља максимално дозвољено време извршавања алгоритма. Избор
елемената за креирање RCL зависи од параметра ϕ ∈ [0, 1]. Код основне вари-
jанте GRASP хеуристике, коjа jе имплементирана у оквиру хибридне методе, ϕ
има фиксну вредност у свим итерациjама. Може се приметити да се у случаjу
ϕ = 0, GRC фаза своди на класичан похлепни алгоритам, док jе случаj ϕ = 1
еквивалентан конструкциjи решења на потпуно случаjан начин.
4.5 Генетски алгоритам за решавање проблема
Генетски алгоритам (GA) припада групи стохастичких метахеуристика за-
снованих на популациjи. Показао се врло ефикасним при решавању различи-
тих проблема оптимизациjе (видети [27, 36, 69, 110, 126]). У литератури постоjе
броjни примери успешне примене ове методе на решавање хаб локациjских про-
блема, као што су: вариjанте хаб локациjских проблема неограничених капаци-
тета са jедноструким алокациjама [1,16,35,106,144], хаб локациjских проблема
ограничених капацитета са jедноструким алокациjама [22, 137], проблем p-хаб
медиjане неограничених капацитета са jедноструким алокациjама [98], проблем
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p-хаб медиjане ограничених капацитета са jедноструким алокациjама [135], про-
блем p-хаб центра неограничених капацитета са вишеструким алокациjама [97]
итд. У монографиjи [136] су предложене вариjанте GA за решавање различи-
тих хаб локациjских проблема: p-хаб медиjане и p-хаб центра неограничених
капацитета са jедноструким или вишеструким алокациjама, хаб локациjских
проблема неограничених капацитета са jедноструким или вишеструким алока-
циjама, p-хаб медиjане и p-хаб центра ограничених капацитета са jедноструким
алокациjама и хаб локациjских проблема ограничених капацитета са jедностру-
ким или вишеструким алокациjама. Ова истраживања су била мотивациjа за
дизаjнирање различитих вариjанти GA за решавање UrApHMCP, при чему ће
у овоj дисертациjи бити приказана наjуспешниjа.
Основни кораци предложеног GA за решавање UrApHMCP су приказани
Алгоритмом 9. Предложени GA користи бинарну репрезентациjу jединки.
Генетски код jединке садржи n гена, од коjих сваки одговара jедном чвору
мреже. Уколико ген има вредност 1, успостављен jе хаб на датоj локациjи, док
0 означава да хаб ниjе успостављен. Почетна популациjа се састоjи од Nind
jединки генерисаних на псеудослучаjан начин. Тачно p случаjно изабраних гена
добиjа вредност 1, док остали узимаjу вредност 0. На оваj начин се креира ко-
ректна jединка коjа одговара решењу са тачно p успостављених хабова. Дакле,
генерисана почетна популациjа се састоjи само од коректних jединки, док при-
мењени генетски оператори чуваjу њихову коректност током GA генерациjа.
Након генерисања почетне популациjе, потребно jе одредити квалитет сваке
jединке. У ту сврху се свакоj jединки придружуjе тзв. функциjа прилагођено-
сти (енгл. fitness function). Обично већа вредност функциjе прилагођености
означава бољи квалитет jединке. Како jе UrApHMCP проблем типа максимиза-
циjе, у овоj GA имплементациjи, функциjа прилагођености jе jеднака одговара-
jућоj вредности функциjе циља и рачуна се похлепном процедуром на следећи
начин.
Нека jе H = {h1, h2, ..., hp} скуп индекса коjи представљаjу тачно p хаб чво-
рова, добиjених из генетског кода jединке. Сваки хаб jе придружен самом себи,
док jе за не-хаб чворове неопходно пронаћи адекватне алокациjе, користећи
функциjу alloc(i, h), дефинисану на следећи начин:
alloc(i, h) = χcih +
∑
j∈N
δchj, ,∀i ∈ N,∀h ∈ {h1, ..., hp}. (4.37)
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Први сабирак у (4.37) представља трошкове од почетног чвора i ∈ N до хаба
h ∈ H, док други сабирак представља збир трошкова на гранама од хаба h ∈ H
до краjњих чворова. Након израчунавања вредности alloc(i, h),∀i ∈ N, ∀h ∈
{h1, ..., hp}, сваком не-хаб чвору i додељуjе се тачно r хабова са наjнижим вред-
ностима функциjе alloc(i, h).
Алгоритам 9 Генетски алгоритам за UrApHMCP
1: Function GA(max1,max2,Nind,Nel,Nnonel,Ftour,pmut);
2: Generate initial population P ;
3: Calculate fitness values for all individuals in population;
4: while (no. iter. without impr. < max1 && no. iter < max2) do
5: Set the next population P1 = ∅;
6: Choose Nel elite individuals;
7: Add Nel elite individuals to P1;
8: P2 ← FGTS (non-elite individuals, Ftour);
9: for i = 1 to Nnonel do
10: Select two parent-individuals p1 and p2 from P2;
11: o1 ← Crossover (p1, p2);
12: o1 ← Mutate (o1, pmut);
13: Calculate fitness value of o1;
14: Add o1 to P1;
end
15: P ← P1;
end
16: Return the best individual from P and its fitness value;
Нека су K и M скупови од r хабова повезаних редом са чворовима i и j. За
сваки О–Д пар i − j, хабови k ∈ K и m ∈ M , преко коjих се врши транспорт
од почетног чвора i до краjњег чвора j, се бираjу тако да трошкови транс-
порта dkmij = χcik + αckm + δcmj буду минимални, тj. (k,m) = argmin{dij|k ∈
K,m ∈M}. Природно, неки од чворова i, j, k, и m се могу поклопити. Такође,
чак и ако скупови K и M имаjу заjеднички хаб, саобраћаj од i до j не мора
бити обавезно усмерен преко тог хаба. При налажењу наjповољниjих хабова k
и m за реализациjу транспорта од чвора i до чвора j, неопходно jе испитати
свих r2 могућности, што значи да рачунање свих О–Д наjкраћих путева за-
хтева O(n2r2) операциjа. У наjгорем случаjу када jе r = p, наjкраћи путеви се
могу одредити користећи модификовани Floyd-Warshall алгоритам за налажење
наjкраћих путева. Након тога, вредност функциjе циља jе лако израчунати jед-
ноставним сумирањем потражњи на покривеним путевима. Коначно, вредност
функциjе прилагођености дате jединке jе jеднака добиjеноj вредности функциjе
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циља, срачунате описаном похлепном процедуром. Уколико се деси да неком
хабу ниjе придружен ниjедан не-хаб чвор, jединка се сматра некоректном и
вредност њене функциjе прилагођености се поставља на нулу.
Предложени GA користи елитистичку стратегиjу коjа има за циљ да са-
чува високо прилагођене jединке популациjе (видети [106, 135, 137]). У сва-
коj итерациjи, Nel наjбољих jединки из тренутне популациjе директно пре-
лазе у наредну. Ове jединке се називаjу елитним jединкама. Како за њих
ниjе потребно поново рачунати функциjе прилагођености, долази до значаjне
уштеде процесорског времена. Остатак популациjе jе генерисан применом ге-
нетских оператора селекциjе, укрштања и мутациjе на скуп неелитних jединки
са Nnonel = Nind −Nel чланова.
Оператор селекциjе бира jединке из скупа неелитних jединки коjе уче-
ствуjу у процесу креирања нове генерациjе, према вредностима функциjе при-
лагођености. При томе, у скуп изабраних jединки од Nnonel елемената долази
до понављања jединки бољег квалитета. Креиран GA за UrApHMCP користи
фино-градирану турнирску селекциjу (енгл. fine-grained tournament selection -
FGTS ), предложену у [58], коjа представља унапређење стандардне турнирске
селекциjе. Оваj оператор користи реални параметар Ftour, коjи представља же-
љену средњу величину турнира. Претпоставља се постоjање два типа турнира.
Први се спроводи k1 пута и његова величина jе bFtourc, док се други реализуjе
k2 пута са dFtoure jединки, учесника турнира. При томе jе bFtourc = x, dFtoure =
y ⇔ x 6 Ftour 6 y (x, y ∈ Z, Ftour ∈ R) и Ftour ≈ (k1∗bFtourc+k2∗dFtoure)/(k1+k2).
Време извршавања FGTS оператора jе O(NnonelFtour). У пракси се параметар
Ftour сматра константним, тако да jе временска сложеност O(Nnonel).
Оператор укрштања се примењуjе на пар изабраних jединки-родитеља ства-
раjући jединку-потомка за наредну генерациjу jединки. Стандардни опера-
тор jеднопозиционог укрштања размењуjе делове генетског кода родитеља по-
чевши од случаjно изабране тачке укрштања. Оваj оператор ниjе адекватан
за UrApHMCP, jер броj jединица (хабова) у потомцима може постати разли-
чит од p, што значи да би добиjене jединке-потомци биле некоректне. Зато се
у предложеноj GA имплементациjи користи модификован оператор укрштања
коjи чува коректност jединки на следећи начин. Пар jединки родитеља иза-
браних на случаjан начин се укршта и производи jедну jединку потомка. Скуп
успостављених хабова у потомку настаjе као униjа хабова из jединки родитеља.
Очигледно jе да потомак има више од p хабова, па jе неопходно вредност неких
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гена поставити на 0. У ту сврху се конструише матрица E са n врста и q колона,
где jе q броj хабова у потомку. Елемент E(i, j) означава трошкове транспорта
од чвора i до хаба hj:
E(i, j) = χcij. (4.38)
Коришћењем матрице E, хабови се итеративно уклањаjу следећом проце-







и нека jе Ej матрица добиjена из E брисањем колоне j. Како уклањање хаба
hj одговара брисању j-те колоне матрице E, хаб hj за уклањање jе изабран као
хаб коjи одговара j-тоj колони за коjу jе разлика измеђуm(Ej) иm(E) наjмања.
Након брисања хаба hj, матрица E се замењуjе матрицом Ej. Описани процес
се понавља до испуњења услова да jе броj хабова у потомку jеднак p.
Свака jединка-потомак подлеже оператору мутациjе. У предложеноj GA
имплементациjи, коришћена jе проста мутациjа. На случаjан начин се бира ген
у генетском коду jединке коjи се затим инвертуjе са вероватноћом pmut. На-
кон мутациjе потомка, могуће jе да броj jединица у његовом генетском коду
постане већи или мањи од p. У овим случаjевима, потомак се поправља дода-
вањем или одузимањем неопходног броjа хабова, изабраних на случаjан начин.
Улога примењеног оператора мутациjе jе да доприноси повећавању разновр-
сности генетског материjала и спречавању преране конвергенциjе ка локалном
оптимуму.
Описани процес се итеративно понавља до задовољења бар jедног од крите-
риjума заустављања – максималног броjа GA итерациjа без побољшања решења
(max1) или укупног броjа итерациjа (max2). Након завршеног процеса, алгори-
там приjављуjе решење коjе одговара наjбоље прилагођеноj jединки из текуће
популациjе, као и одговараjућу вредност функциjе циља. Квалитет решења
добиjених генетским алгоритмом у великоj мери зависи од избора вредности
улазних параметара Nind, Nel, Ftour и pmut, коjи се наjчешће одређуjу експери-
менталним путем.
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4.6 Експериментални резултати
GVNS-R, GRASP-VND и GA метахеуристике за решавање UrApHMCP им-
плементиране су у програмском jезику C++. Математичке формулациjе разма-
траног проблема, изложене у Одељку 4.2, су упоређене коришћењем егзактног
решавача CPLEX 12.6, а све формулациjе су такође кодиране у програмском
jезику C++. Сва тестирања су извршена на рачунару са процесором Intel Core
I7 са 2.8 GHz CPU и RAM мемориjом од 8 GB под Windows 10 оперативним
системом.
Експериментални резултати добиjени су тестирањем стандардних CAB и AP
инстанци, али и скупа података USA423, предложеног у [120]. USA423 садржи
датотеку реалних података о растоjањима и протоку путника за 423 града у
Сjедињеним Америчким Државама, евидентираним на кварталном нивоу. Ове
инстанце до сада нису коришћене за тестирање p-хаб проблема максималног
покривања. За CAB инстанце, параметар α узима вредности од 0.2 до 0.8, а
параметри χ и δ су постављени на 1. Броj хабова p ∈ {3, 4, 5}, док jе r ∈
{2, ..., p− 1}. За AP инстанце, параметар α = 0.75, а параметри χ и δ су такође
постављени на 1. Броj хабова p ∈ {3, 4, 5, 10} и r ∈ {2, ..., p − 1}. За USA423
инстанце, p ∈ {3, ..., 7} и r ∈ {2, ..., p−1}. За сваку комбинациjу параметара p и
r, коришћена су два различита скупа параметара χ, α, δ: 0.1, 0.07, 0.09 и 0.09,
0.075, 0.08.
Параметри qkmij и rkmij коришћени редом за бинарно и парциjално покривање,
су дефинисани као у Одељку 2.4. Вредности параметра β су токође наведене у
Одељку 2.4.
Резултати GVNS-R и GRASP-VND метода за решавање
UrApHMCP
У циљу коректног поређења резултата предложених GVNS-R и GRASP-VND
метода за решавање UrApHMCP, коришћене су исте вредности параметра tmax,
прилагођене величинама тестираних инстанци. За CAB и AP инстанце до 200
чворова, tmax = n секунди, док jе за USA423 инстанце са 423 чвора, tmax =
1000 секунди, за обе хеуристике. За сва тестирања, GVNS-R параметар kmax
jе постављен на p. Вредност параметра ϕ из GRC фазе GRASP-VND методе
jе 0.8. Ове вредности параметара су одређене на основу низа прелиминарних
тестирања предложених метода на инстанцама проблема свих диманзиjа.
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За инстанце малих димензиjа, квалитет резултата добиjених предложеним
методама jе оцењен упоређивањем са резултатима добиjеним егзактним реша-
вачем CPLEX 12.6. Максимално време дозвољено CPLEX решавачу jе поста-
вљено на 1h (3600s), за сваку тестирану инстанцу. У Табелама 4.1–4.4 су прика-
зани резултати добиjени CPLEX решавачем, за све три предложене UrApHMCP
формулациjе, као и резултати добиjени тестирањем дизаjнираних GVNS-R и
GRASP-VND метaхеуристика, на инстанцама мањих димензиjа (n = 25, 40, 50).
У случаjевима када CPLEX 12.6 ниjе успео да пронађе чак ни допустиво ре-
шење, због ограничене мемориjе или времена, уписана jе „–” у одговараjу-
ћем пољу. Табеле 4.5–4.7 садрже резултате добиjене предложеним GVNS и
GRASP-VND методама тестираним на инстанцама проблема великих димен-
зиjа (n = 100, 200, 423). Ове инстанце су такође биле недостижне за CPLEX
12.6 решавач. Заглавља колона Табела 4.1–4.7 су дефинисана на исти начин
као у Одељку 2.4.
Из резултата представљених у Табели 4.1 може се закључити да на CAB ин-
станцама, у случаjу бинарног покривања, Општа формулациjа даjе боље резул-
тате у поређењу са Четвороиндексном и Троиндексном формулациjом. CPLEX
решавач користећи Општу формулациjу достиже сва оптимална решења, за
37.82 секунде (у просеку). Користећи Четвороиндексну формулациjу, CPLEX
за ограничено време од 1h не достиже оптимална решења за 3 од 24 CAB ин-
станце. Користећи Троиндексну формулациjу, CPLEX jе успео да реши 12 CAB
инстанци до оптималности, док су за преостале инстанце пронађена само до-
пустива решења за коjе CPLEX ниjе успео да докаже оптималност у датом
времену извршавања. Међутим, може се приметити да се вредности функциjе
циља за 8 од добиjених 12 допустивих решења поклапаjу са оптималним вред-
ностима добиjеним CPLEX-ом користећи Општу формулациjу. Из резултата
приказаних у последње четири колоне Табеле 4.1 може се приметити да пре-
дложене GVNS-R и GRASP-VND методе достижу сва оптимална решења за
кратко време извршавања. У просеку, време извршавања GVNS-R методе jе
0.07 секунди, а GRASP-VND методе 1.57 секунди.
Резултати добиjени на CAB инстанцама у случаjу парциjалног покривања
су приказани у Табели 4.2. Може се приметити да 4-индексна и Општа фор-
мулациjа омогућаваjу CPLEX решавачу налажење свих оптималних решења.
Међутим, време извршавања CPLEX решавача jе око 2.8 пута краће при ко-
ришћењу Опште формулациjе. Показало се да jе Троиндексна формулациjа
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Табела 4.1: Експериментални резултати и поређења решења UrApHMCP на
CAB инстанцама - случаj бинарног покривања
Бинарно покривање
Optimal 4-индексна ф. 3-индексна ф. Општа ф. GVNS-R GRASP-VND
n.p r α value(%) dev(%) time(s) dev(%) time(s) dev(%) time(s) dev(%) time(s) dev(%) time(s)
25.3 2 0.2 96.58 0.00 1805.86 0.00 3600.08 0.00 103.35 0.00 0.01 0.00 0.02
25.4 2 0.2 95.71 0.00 1541.47 2.23 3600.17 0.00 93.44 0.00 0.04 0.00 0.12
25.4 3 0.2 95.71 0.00 2100.11 1.81 3600.18 0.00 82.94 0.00 0.03 0.00 0.01
25.5 2 0.2 92.70 0.00 2087.15 0.00 3600.07 0.00 43.78 0.00 0.08 0.00 0.37
25.5 3 0.2 92.70 0.00 2849.29 0.00 3600.15 0.00 38.32 0.00 0.06 0.00 0.03
25.5 4 0.2 92.70 0.00 2431.20 0.34 3600.37 0.00 35.17 0.00 0.02 0.00 0.03
25.3 2 0.4 96.24 0.00 2305.22 0.00 2570.21 0.00 50.68 0.00 0.01 0.00 0.02
25.4 2 0.4 95.01 1.29 3600.09 0.56 3600.15 0.00 54.62 0.00 0.02 0.00 0.07
25.4 3 0.4 95.01 0.00 2049.70 0.00 3600.06 0.00 44.16 0.00 0.04 0.00 0.11
25.5 2 0.4 91.45 0.00 1267.85 0.00 3600.05 0.00 25.44 0.00 0.17 0.00 1.67
25.5 3 0.4 91.84 0.00 1105.92 0.00 3600.08 0.00 26.85 0.00 0.11 0.00 0.13
25.5 4 0.4 91.84 0.00 1110.36 0.00 2918.78 0.00 25.91 0.00 0.06 0.00 0.08
25.3 2 0.6 93.17 0.00 354.23 0.00 874.69 0.00 22.37 0.00 0.02 0.00 0.03
25.4 2 0.6 93.62 0.00 1055.33 0.00 965.70 0.00 25.60 0.00 0.04 0.00 1.89
25.4 3 0.6 93.63 0.00 831.95 0.00 961.41 0.00 24.02 0.00 0.29 0.00 0.07
25.5 2 0.6 90.12 0.13 3600.05 0.00 3600.16 0.00 41.44 0.00 0.07 0.00 16.74
25.5 3 0.6 90.19 0.00 2727.55 0.00 3600.06 0.00 27.82 0.00 0.12 0.00 4.37
25.5 4 0.6 90.19 0.00 3531.83 0.00 2935.68 0.00 25.17 0.00 0.14 0.00 0.02
25.3 2 0.8 90.08 0.00 682.41 0.00 486.60 0.00 25.16 0.00 0.01 0.00 0.02
25.4 2 0.8 89.60 0.65 3600.07 0.00 1141.17 0.00 26.19 0.00 0.09 0.00 0.33
25.4 3 0.8 89.61 0.00 1829.71 0.00 1477.23 0.00 23.66 0.00 0.04 0.00 0.02
25.5 2 0.8 89.03 0.00 728.15 0.00 427.32 0.00 14.68 0.00 0.17 0.00 8.45
25.5 3 0.8 89.05 0.00 605.09 0.00 1077.34 0.00 18.27 0.00 0.04 0.00 3.02
25.5 4 0.8 89.05 0.00 730.11 0.00 513.68 0.00 8.52 0.00 0.03 0.00 0.05
Просек: 92.28 0.09 1855.45 0.21 2481.31 0.00 37.82 0.00 0.07 0.00 1.57
наjмање погодна за решавање CAB инстанци у случаjу париjалног покривања.
Користећи ову формулациjу, CPLEX решавач jе за све тестиране инстанце про-
нашао само допустива решења, за коjе оптималност ниjе доказана. Просечно
одступање од оптималних решења jе 19.50%. Предложена GVNS-R метахеури-
стика достиже сва позната оптимална решења добиjена CPLEX решавачем за
0.79 секунди (у просеку), док GRASP-VND метода не налази оптимално решење
само за jедну од 24 тестираних CAB инстанци. Просечно време извршавања
GRASP-VND методе (0.74 секунди) jе мало краће у односу на просечно време
извршавања GVNS-R методе (0.79 секунди).
У Табели 4.3 су приказани резултати тестирања на AP инстанцама до 50
чворова, у случаjу бинарног покривања, на основу коjих се може закључити да
Општа формулациjа надмашуjе Четвороиндексну и Троиндексну формулациjу
у смислу квалитета решења и просечног времена извршавања CPLEX реша-
вача. Користећи Општу формулациjу, CPLEX достиже оптимална решења за
25 од 42 тестиране AP инстанце, док за преосталих 17 инстанци даjе допустива
решења. Користећи Троиндексну формулациjу, CPLEX налази оптимална ре-
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Табела 4.2: Експериментални резултати и поређења решења UrApHMCP на
CAB инстанцама - случаj парциjалног покривања
Парциjално покривање
Optimal 4-индексна ф. 3-индексна ф. Општа ф. GVNS-R GRASP-VND
n.p r α value(%) dev(%) time(s) dev(%) time(s) dev(%) time(s) dev(%) time(s) dev(%) time(s)
25.3 2 0.2 98.26 0.00 1474.38 6.33 3600.10 0.00 622.34 0.00 0.01 0.00 0.02
25.4 2 0.2 97.14 0.00 1242.43 56.31 3600.06 0.00 416.52 0.00 0.05 0.00 0.1
25.4 3 0.2 97.14 0.00 1275.13 56.87 3600.06 0.00 438.32 0.00 0.09 0.00 0.01
25.5 2 0.2 94.91 0.00 1100.67 16.01 3600.21 0.00 272.19 0.00 0.25 0.00 0.39
25.5 3 0.2 94.91 0.00 906.86 26.15 3600.16 0.00 219.08 0.00 0.05 0.00 0.03
25.5 4 0.2 94.91 0.00 689.01 34.73 3600.08 0.00 228.76 0.00 0.05 0.00 0.04
25.3 2 0.4 97.23 0.00 578.59 1.98 3600.08 0.00 279.55 0.00 0.01 0.00 0.02
25.4 2 0.4 96.90 0.00 448.57 44.23 3600.12 0.00 282.18 0.00 0.49 0.00 0.02
25.4 3 0.4 96.90 0.00 819.38 48.46 3600.09 0.00 175.96 0.00 0.22 0.00 0.02
25.5 2 0.4 95.04 0.00 429.15 6.32 3600.04 0.00 174.47 0.00 0.51 0.00 1.27
25.5 3 0.4 95.12 0.00 265.16 6.70 3600.22 0.00 116.47 0.00 0.05 0.00 0.03
25.5 4 0.4 95.12 0.00 295.22 2.77 3600.16 0.00 185.97 0.00 0.10 0.00 0.04
25.3 2 0.6 95.75 0.00 457.27 0.73 3600.22 0.00 330.25 0.00 0.11 0.00 0.02
25.4 2 0.6 95.99 0.00 484.10 33.03 3600.13 0.00 391.46 0.00 0.08 0.00 2.3
25.4 3 0.6 96.12 0.00 292.23 3.84 3600.19 0.00 283.04 0.00 0.05 0.00 0.04
25.5 2 0.6 94.56 0.00 770.64 41.93 3600.16 0.00 204.69 0.00 0.48 0.00 1.23
25.5 3 0.6 94.61 0.00 706.50 22.92 3600.10 0.00 150.15 0.00 0.05 0.00 0.02
25.5 4 0.6 94.61 0.00 481.97 9.21 3600.24 0.00 115.27 0.00 0.13 0.00 0.03
25.3 2 0.8 93.66 0.00 320.51 2.04 3600.17 0.00 191.57 0.00 0.11 0.00 0.02
25.4 2 0.8 93.58 0.00 74.11 14.55 3600.21 0.00 196.08 0.00 0.54 0.00 0.42
25.4 3 0.8 93.58 0.00 68.41 3.15 3600.29 0.00 157.57 0.00 0.11 0.00 0.07
25.5 2 0.8 91.40 0.00 2054.33 7.41 3600.09 0.00 194.40 0.00 14.73 0.22 3.81
25.5 3 0.8 91.51 0.00 508.65 5.88 3600.13 0.00 186.28 0.00 0.12 0.00 7.81
25.5 4 0.8 91.51 0.00 698.70 16.37 3600.17 0.00 138.91 0.00 0.63 0.00 0.09
Просек: 95.02 0.00 685.08 19.50 3600.15 0.00 247.98 0.00 0.79 0.01 0.74
шења за 12 од 42 тестиране AP инстанце и даjе допустива решења за преостале.
Четвороиндексна формулациjа jе показала наjлошиjе перформансе, jер се ис-
поставило да ниjе погодна за решавање AP инстанци са више од 40 чворова.
Може се закључити да особине ових формулациjа долазе до изражаjа са пове-
ћавањем димензиjе проблема, што може бити смерница у будућим детаљниjим
анализама. Из колоне означене са time(s), може се видети да jе време извр-
шавања CPLEX решавача значаjно краће са Општом формулациjом у односу
на Четвороиндексну и Троиндексну формулациjу. Предложена GVNS-R ме-
тода достиже сва позната оптимална решења добиjена CPLEX решавачем и
даjе нова наjбоља решења за инстанце на коjима оптималност ниjе доказана. У
случаjу инстанце n = 40, p = 3, r = 2, допустиво решење добиjено CPLEX реша-
вачем (оптималност ниjе доказана) се поклапа са наjбољим решењем добиjеним
GVNS методом. Та чињеница води ка претпоставци да jе на поменутоj инстанци
ипак достигнуто оптимално решење (иако ниjе доказано). Хибридна GRASP-
VND метода само у случаjу jедне тестиране инстанце (n = 40, p = 10, r = 2)
не достиже оптимално решење. Такође, за четири AP инстанце, GRASP-VND
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обезбеђуjе лошиjа решења у поређењу са GVNS-R методом. Како су просечна
времена извршавања GVNS-R и GVNS-VND метода редом 7.19 и 33.61 секунда,
може се закључити да jе при тестирању AP инстанци до 50 чворова, у случаjу
бинарног покривања, предложена GVNS-R метода у просеку око 4.7 пута бржа
од GVNS-VND методе.
Експериментални резултати добиjени на AP инстанцама до 50 чворова, у
случаjу парциjалног покривања, приказани су у Табели 4.4. Поново се може
закључити да jе Општа формулациjа показала боље перформансе у поређењу
са Четвороиндексном и Троиндексном, у смислу квалитета решења и просеч-
ног времена извршавања CPLEX решавача. Користећи Општу формулациjу,
CPLEX решавач проналази оптимална решења за 20 од 42 тестиране AP ин-
станце, док користећи Троиндексну формулациjу, CPLEX не успева да пронађе
оптимално решење ни за jедну AP инстанцу са више од 50 чворова. Слично
као у случаjу бинарног покривања, експериментални резултати показуjу да Че-
твороиндексна формулациjа ниjе погодна за решавање AP инстанци са више
од 40 чворова. Предложена GVNS-R метахеуристика не проналази позната оп-
тимална решења за три тестиране AP инстанце (n = 40, p = 10, r = 2;n =
40, p = 10, r = 3;n = 40, p = 10, r = 6). GRASP-VND метода не достиже оп-
тимално решење само за jедну тестирану AP инстанцу (n = 40, p = 10, r = 2).
Иако су просечна одступања вредности функциjе циља наjбољих GVNS-R и
GRASP-VND решења од оптималних или наjбољих познатих 0.0019%, односно
0.0043%, на 5 инстанци са допустивим решењима (за коjе CPLEX ниjе успео да
докаже оптималност), GRASP-VND добиjа боља решења у поређењу са GVNS-
R методом. У просеку, GVNS-R обезбеђуjе наjбоља решења за 14.82 секунде,
а GRASP-VND метода за 46.37 секунди, што значи да jе на овим инстанцама
GVNS-R метода у просеку око 3.13 пута бржа од GRASP-VND методе.
За инстанце већих димензиjа (n = 100, 200, 423), CPLEX због ограничене
мемориjе не обезбеђуjе чак ни допустива решења, за оба концепта покривања.
Из тог разлога, у Табелама 4.5–4.7 су приказани само резултати добиjени пре-
дложеним GVNS-R и GRASP-VND метахеуристикама.
У Табели 4.5 су приказани резултати тестираних AP инстанци са 100 и 200
чворова, за оба концепта покривања. Иако обе предложене метахеуристике
проналазе квaлитетна решења UrApHMCP, може се приметити да за релативно
кратко време извршавања, GVNS-R даjе решења бољег квалитета у односу на
GRASP-VND. У случаjу бинарног покривања, просечне вредности функциjе
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Табела 4.3: Експериментални резултати и поређења решења UrApHMCP на AP
инстанцама до 50 чворова - случаj бинарног покривања
Бинарно покривање
Optimal/Best 4-индексна ф. 3-индексна ф. Општа ф. GVNS-R GRASP-VND
n.p r value(%) dev(%) time(s) dev(%) time(s) dev(%) time(s) dev(%) time(s) dev(%) time(s)
25.3 2 95.1324opt 0.0000 765.58 0.0000 2312.74 0.0000 39.15 0.0000 0.10 0.0000 0.14
25.4 2 96.9396opt 0.0000 3000.50 0.0391 3600.13 0.0000 43.70 0.0000 1.99 0.0000 2.84
25.4 3 97.1639opt 0.0000 1068.12 0.0000 2364.42 0.0000 37.51 0.0000 0.07 0.0000 0.23
25.5 2 97.8875opt 0.4243 3600.07 0.1257 3600.19 0.0000 47.65 0.0000 3.43 0.0000 6.06
25.5 3 98.3509opt 0.3270 3600.10 0.0000 2408.74 0.0000 48.05 0.0000 1.31 0.0000 0.66
25.5 4 98.3509opt 0.2959 3600.09 0.0000 2196.76 0.0000 29.38 0.0000 0.12 0.0000 0.81
25.10 2 99.6980opt 0.0000 121.69 0.0000 1082.08 0.0000 4.86 0.0000 0.05 0.0000 1.09
25.10 3 99.6980opt 0.0000 112.54 0.0000 117.03 0.0000 14.51 0.0000 0.10 0.0000 1.89
25.10 4 99.6980opt 0.0000 330.98 0.0000 926.81 0.0000 7.50 0.0000 0.63 0.0000 0.92
25.10 5 99.6980opt 0.0000 121.49 0.0000 685.08 0.0000 3.47 0.0000 0.9 0.0000 1.09
25.10 6 99.6980opt 0.0000 113.81 0.0000 264.89 0.0000 2.48 0.0000 0.76 0.0000 0.05
25.10 7 99.6980opt 0.0000 117.42 0.0000 76.33 0.0000 3.31 0.0000 0.07 0.0000 0.05
25.10 8 99.6980opt 0.0000 106.90 0.0000 39.06 0.0000 2.97 0.0000 0.11 0.0000 0.06
25.10 9 99.6980opt 0.0000 76.00 0.0000 191.07 0.0000 3.11 0.0000 0.05 0.0000 0.06
40.3 2 97.8088 16.0967 3600.36 23.1551 3604.80 0.0000 3600.18 0.0000 1.79 0.0000 1.83
40.4 2 97.0439 260.5502 3600.35 41.7530 3617.50 0.4127 3600.17 0.0000 0.22 0.0000 16.47
40.4 3 97.2930opt 239.6639 3600.36 3809.0998 3602.17 0.0000 3061.63 0.0000 0.78 0.0000 0.18
40.5 2 97.4376 154.4156 3600.36 47.7431 3602.57 0.2275 3600.2 0.0000 2.87 0.0000 21.95
40.5 3 97.7540opt 156.8911 3600.45 11102.3488 3603.45 0.0000 2955.14 0.0000 2.30 0.0000 22.04
40.5 4 97.7996opt 171.3475 3600.35 11107.5741 3602.63 0.0000 2305.26 0.0000 2.39 0.0000 0.48
40.10 2 99.3047opt 220.7537 3600.31 50.5739 3605.21 0.0000 517.00 0.0000 50.87 0.0582 744.63
40.10 3 99.3101opt 5.6377 3600.37 11280.6624 3605.70 0.0000 774.49 0.0000 16.85 0.0000 190.04
40.10 4 99.3101opt 232.9079 3600.33 11280.6478 3616.11 0.0000 651.68 0.0000 6.62 0.0000 90.37
40.10 5 99.3101opt 0.0901 3600.40 13.9121 3600.24 0.0000 277.49 0.0000 0.47 0.0000 42.02
40.10 6 99.3101opt 0.0000 3600.61 12.5676 3600.38 0.0000 123.79 0.0000 2.39 0.0000 28.76
40.10 7 99.3101opt 0.0866 3600.37 16.2000 3600.41 0.0000 154.54 0.0000 1.37 0.0000 22.98
40.10 8 99.3101opt 0.0054 3600.59 11.9239 3600.41 0.0000 386.17 0.0000 1.53 0.0000 5.59
40.10 9 99.3101opt 0.0164 3600.58 11280.6645 3605.04 0.0000 308.45 0.0000 2.48 0.0000 12.02
50.3 2 98.3191 - - 4192.4832 3601.41 38977.5437 3600.32 0.0000 1.59 0.0000 5.42
50.4 2 97.9180 - - 40.6715 3601.28 177.0694 3600.36 0.0000 47.06 0.0246 41.06
50.4 3 98.2281 - - 7002.4764 3601.35 600.6184 3600.31 0.0000 0.94 0.0000 4.05
50.5 2 97.9350 - - 45.3059 3601.20 32.3729 3600.32 0.0000 34.41 0.0000 34.40
50.5 3 98.2186 - - 8251.8046 3601.20 109.5518 3600.32 0.0000 12.94 0.0000 7.39
50.5 4 98.2186 - - 8251.8046 3601.18 117.4691 3600.44 0.0000 0.75 0.0000 1.19
50.10 2 99.4682 - - 47.5806 3601.15 1.9744 3600.29 0.0000 55.96 0.1454 27.84
50.10 3 99.5099 - - 8361.6081 3601.14 36.4881 3600.18 0.0000 14.83 0.0209 0.80
50.10 4 99.5099 - - 8361.6081 3601.14 0.8187 3600.84 0.0000 4.96 0.0209 0.66
50.10 5 99.5099 - - 8361.6081 3601.21 73.1486 3600.26 0.0000 1.95 0.0000 5.54
50.10 6 99.5099 - - 8361.6081 3601.16 83.3199 3600.36 0.0000 11.57 0.0000 5.39
50.10 7 99.5099 - - 8361.6081 3601.12 77.1411 3600.19 0.0000 6.07 0.0000 50.90
50.10 8 99.5099 - - 8361.6081 3601.14 82.0785 3600.37 0.0000 2.24 0.0000 5.88
50.10 9 99.5099 - - 8361.6081 3601.15 75.8256 3600.23 0.0000 4.18 0.0000 5.70
Просек: 98.7118 - - 3486.7232 2874.97 963.0016 1738.30 0.0000 7.19 0.0064 33.61
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Табела 4.4: Експериментални резултати и поређења решења UrApHMCP на AP
инстанцама до 50 чворова - случаj парциjалног покривања
Парциjално покривање
Optimal/Best 4-индексна ф. 3-индексна ф. Општа ф. GVNS-R GRASP-VND
n.p r value(%) dev(%) time(s) dev(%) time(s) dev(%) time(s) dev(%) time(s) dev(%) time(s)
25.3 2 97.2157opt 0.0000 207.94 316.8106 3600.07 0.0000 269.64 0.0000 0.10 0.0000 0.16
25.4 2 98.3824opt 0.0000 1393.83 23.0021 3600.07 0.0000 503.97 0.0000 16.63 0.0000 1.41
25.4 3 98.6952opt 0.0000 766.83 30.5850 3600.07 0.0000 432.92 0.0000 0.52 0.0000 0.33
25.5 2 98.9925opt 0.0000 3600.28 24.5929 3600.08 0.0000 540.51 0.0000 3.98 0.0000 0.05
25.5 3 99.2295opt 0.0000 1134.58 46.8021 3600.05 0.0000 355.65 0.0000 0.83 0.0000 0.52
25.5 4 99.2295opt 0.0000 1244.12 29.0224 3600.11 0.0000 331.90 0.0000 0.15 0.0000 0.71
25.10 2 99.8213opt 0.0000 81.48 1.8883 3600.07 0.0000 52.90 0.0000 1.24 0.0000 10.28
25.10 3 99.8213opt 0.0000 74.95 1.3930 3600.07 0.0000 51.87 0.0000 0.60 0.0000 2.11
25.10 4 99.8213opt 0.0000 68.67 1.8556 3600.07 0.0000 46.92 0.0000 0.89 0.0000 1.11
25.10 5 99.8213opt 0.0000 82.71 2.4474 3600.04 0.0000 50.28 0.0000 0.25 0.0000 0.97
25.10 6 99.8213opt 0.0000 51.45 0.6285 3600.07 0.0000 48.95 0.0000 2.31 0.0000 1.01
25.10 7 99.8213opt 0.0000 68.13 0.6418 3600.07 0.0000 39.59 0.0000 0.86 0.0000 1.42
25.10 8 99.8213opt 0.0000 67.36 3.8815 3600.07 0.0000 39.83 0.0000 0.57 0.0000 0.22
25.10 9 99.8213opt 0.0000 67.80 1.5376 3600.09 0.0000 39.00 0.0000 0.82 0.0000 0.17
40.3 2 98.9775 155.5027 3601.28 23.2809 3600.69 23.2044 3600.25 0.0000 3.19 0.0000 1.16
40.4 2 98.2117 79.9733 3600.92 31.0271 3600.00 28.6620 3600.31 0.0000 11.36 0.0000 5.73
40.4 3 98.4510 99.5513 3601.21 - - 5091.4680 3600.31 0.0000 1.92 0.0000 2.84
40.5 2 98.5227 67.4288 3601.17 35.2688 3600.05 32.4634 3600.42 0.0539 38.12 0.0000 191.00
40.5 3 98.7692 117.2032 3601.24 96.6668 3600.02 3435.1731 3600.27 0.0107 15.41 0.0000 1.50
40.5 4 98.8951 112.1224 3601.19 60.9357 3609.22 10.7983 3600.31 0.0000 8.01 0.0000 1.56
40.10 2 99.7134opt 0.0000 1918.16 36.9037 3611.11 0.0000 1896.59 0.0021 27.01 0.0136 259.48
40.10 3 99.7134opt 92.4535 3601.82 62.4595 3619.06 0.0000 2750.40 0.0021 31.56 0.0000 765.36
40.10 4 99.7134opt 0.0000 2312.54 75.5911 3604.26 0.0000 2559.14 0.0000 1.79 0.0000 48.47
40.10 5 99.7134opt 0.0000 1717.49 59.6209 3611.94 0.0379 3608.91 0.0000 19.40 0.0000 164.31
40.10 6 99.7134opt 0.0146 3604.76 86.9021 3613.28 0.0000 2558.72 0.0019 7.78 0.0000 104.90
40.10 7 99.7134opt 0.0000 1955.23 70.2306 3605.49 0.0000 3181.47 0.0000 19.30 0.0000 4.70
40.10 8 99.7134opt 0.0000 2350.45 74.7710 3611.49 0.0000 3007.06 0.0000 32.85 0.0000 65.46
40.10 9 99.7134opt 0.0000 1987.10 74.1504 3619.41 1480.7451 3600.45 0.0000 6.27 0.0000 19.60
50.3 2 99.2268 - - 23.3816 3601.38 23.3592 3600.62 0.0000 6.44 0.0000 4.59
50.4 2 98.8445 - - 29.9091 3601.24 29.2232 3600.74 0.0070 37.64 0.0000 23.56
50.4 3 99.0232 - - - - 8246.5273 3600.67 0.0000 11.25 0.0000 37.59
50.5 2 98.7802 - - 34.4870 3601.22 32.8922 3600.63 0.0000 35.58 0.0328 34.18
50.5 3 99.0145 - - - - 28.8169 3600.70 0.0000 41.07 0.0357 22.47
50.5 4 99.0552 - - - - 5123.3284 3600.54 0.0000 9.55 0.0000 11.61
50.10 2 99.7642 - - 35.8266 3601.20 26.2824 3600.60 0.0000 48.62 0.0401 15.20
50.10 3 99.7575 - - - - 24.2623 3600.56 0.0000 48.23 0.0000 41.52
50.10 4 99.7696 - - - - 22.9394 3600.56 0.0000 9.09 0.0157 12.38
50.10 5 99.7696 - - - - 23.1838 3600.63 0.0000 4.83 0.0000 7.02
50.10 6 99.7630 - - - - 2150.2594 3600.74 0.0000 47.09 0.0077 23.41
50.10 7 99.7696 - - 240.2561 3601.20 2150.4083 3600.64 0.0000 47.70 0.0121 4.93
50.10 8 99.7696 - - 151.9115 3601.22 2150.4083 3600.75 0.0000 13.22 0.0110 27.37
50.10 9 99.7696 - - 139.3694 3600.95 2150.4083 3600.72 0.0000 8.61 0.0110 25.03
Просек: 99.3316 - - - 3602.97 768.6869 2332.80 0.0019 14.82 0.0043 46.37
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Табела 4.5: GVNS и GRASP-VND резултати за UrApHMCP на AP инстанцама
великих димензиjа - бинарно и парциjално покривање
Бинарно покривање Парциjално покривање
GVNS-R GRASP-VND GVNS-R GRASP-VND
n.p r Best value(%) time(s) Best value%) time(s) Best value(%) time(s) Best value%) time(s)
100.3 2 98.2054 45.42 98.1204 94.55 99.1643 101.38 99.1264 31.67
100.4 2 97.7337 16.72 97.7148 89.14 98.8726 72.03 98.8068 86.29
100.4 3 98.1171 100.87 98.1085 56.83 99.0608 50.14 99.0608 45.84
100.5 2 98.1498 69.55 97.9909 113.67 99.1346 74.71 98.8851 32.91
100.5 3 98.5551 68.50 98.4629 89.01 99.2711 68.55 99.2624 75.90
100.5 4 98.6464 9.20 98.6039 29.87 99.3913 46.88 99.3893 54.67
200.3 2 99.0192 98.73 98.9908 200.41 99.5715 120.47 99.5094 93.03
200.4 2 98.7340 142.85 98.6059 116.66 99.3247 88.20 99.3576 93.61
200.4 3 98.8756 167.23 98.8588 69.84 99.4631 185.64 99.5081 41.95
200.5 2 98.6068 199.33 98.5789 369.43 99.2931 280.81 99.2680 217.54
200.5 3 98.8101 174.03 98.8223 214.52 99.4547 218.76 99.4736 171.89
200.5 4 98.8727 191.16 98.8583 243.95 99.4888 108.80 99.4555 148.94
Просек: 98.5272 106.97 98.4764 140.66 99.2909 118.03 99.2586 91.19
циља наjбољих решења су 98.5272% за GVNS-R и 98.4764% за GRASP-VND.
Слично, у случаjу парциjалног покривања, просечне вредности функциjе циља
наjбољих решења су 99.2909% за GVNS-R и 99.2586% за GRASP-VND. GRASP-
VND методом се добиjа боље решење у односу на GVNS-R методу за jедну ин-
станцу у случаjу бинарног покривања (n = 200, p = 5, r = 3) и за три инстанце у
случаjу парциjалног покривања (n = 200, p = 4, r = 2;n = 200, p = 4, r = 3;n =
200, p = 5, r = 3). Када се упореде просечна времена извршавања алгоритама
на овим инстанцама, може се закључити да jе GVNS-R бржи од GRASP-VND у
случаjу бинарног покривања: просечна времена извршавања су 106.97 секунди
за GVNS и 140.66 секунди за GRASP-VND. У случаjу парциjалног покривања,
GRASP-VND jе ефикасниjи од GVNS-R, jер су просечна времена извршавања
91.19 секунди за GRASP-VND и 118.03 секунди за GVNS.
Коначно, у Табелама 4.6-4.7 су приказани резултати тестираних USA423 ин-
станци, коjе до сада нису разматране у литератури за p-хаб проблеме максимал-
ног покривања. Генерално, може се приметити да за оба концепта покривања
GVNS-R даjе решења бољег квалитета у поређењу са GRASP-VND методом,
док GRASP-VND показуjе значаjну предност над GVNS-R у погледу времена
извршавања. Међутим, за USA423 инстанце I типа, GRASP-VND успева да
побољша наjбоља решења добиjена GVNS-R методом на 3 инстанце у случаjу
бинарног покривања и 3 инстанце, у случаjу парциjалног покривања. За оваj
скуп тест инстанци и случаj бинарног покривања, просечне вредности функциjе
циља наjбољих GVNS-R и GRASP-VND решења су 99.1434%, односно 98.0659%.
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Табела 4.6: GVNS и GRASP-VND резултати за UrApHMCP на USA423 инстан-
цама I типа - бинарно и парциjално покривање
Бинарно покривање Парциjално покривање
GVNS-R GRASP-VND GVNS-R GRASP-VND
p r Best value(%) time(s) Best value%) time(s) Best value(%) time(s) Best value%) time(s)
3 2 99.7942 249.96 99.1625 2046.06 99.8060 796.25 99.6293 931.16
4 2 98.7876 1134.80 98.4588 3684.18 99.4009 1214.04 91.1560 3609.47
4 3 99.7143 2099.97 99.5684 2778.94 99.4528 998.58 98.8994 2247.97
5 2 99.3089 2894.58 98.2507 5193.65 99.7796 2983.60 99.5722 5082.38
5 3 98.0659 4635.24 97.7419 1170.50 99.6290 4910.82 99.0448 1110.80
5 4 99.6738 1207.65 99.4765 2132.17 99.7806 1652.36 99.7887 1390.90
6 2 99.5969 7695.62 95.1557 5850.34 99.7495 8236.95 97.0201 7800.70
6 3 99.3557 3787.20 98.0516 2560.35 99.6835 3942.97 95.7067 3086.64
6 4 99.2433 5186.58 99.2294 7930.44 99.7184 4005.20 99.6525 8196.86
6 5 97.0808 3219.88 98.9667 1949.29 98.9875 1735.80 99.4767 2179.00
7 2 99.6943 7338.16 92.0994 2289.57 99.2332 3812.72 96.1341 2599.94
7 3 98.5678 7165.71 96.8236 1860.81 99.7398 8249.81 98.3082 1253.25
7 4 99.6038 6681.60 98.7418 2165.39 99.7600 6603.31 99.1558 4900.32
7 5 99.4726 3528.60 99.7600 804.93 99.7942 5058.27 99.7925 1112.63
7 6 99.1904 5259.29 99.5012 747.55 99.5879 1902.61 99.6873 2389.31
Просек: 99.1434 4138.99 98.0659 2877.61 99.6069 3740.22 98.2016 3192.76
Табела 4.7: GVNS и GRASP-VND резултати за UrApHMCP на USA423 инстан-
цама II типа - бинарно и парциjално покривање
Бинарно покривање Парциjано покривање
GVNS-R GRASP-VND GVNS-R GRASP-VND
p r Best value(%) time(s) Best value%) time(s) Best value(%) time(s) Best value%) time(s)
3 2 99.7982 179.13 99.2223 1711.34 99.8060 723.89 99.8032 508.84
4 2 99.8053 485.87 98.3746 4074.08 99.7765 617.41 98.8739 1463.35
4 3 99.4100 1184.06 99.7357 1523.58 99.7803 1428.63 99.7877 2329.77
5 2 99.8058 1174.77 99.7465 4276.56 99.8060 1259.29 99.8046 4293.10
5 3 98.3045 4634.92 99.3379 4538.44 99.7180 4224.87 99.6701 1248.29
5 4 99.5565 1586.81 98.8268 693.60 99.7378 1771.23 99.7331 1314.93
6 2 99.7953 3936.68 99.7941 1639.27 99.7122 3777.99 99.8954 5573.56
6 3 98.8793 2644.66 95.2078 3736.52 99.7860 2687.98 99.6969 8014.76
6 4 99.1245 8464.6 99.4527 3109.99 99.4981 4995.40 99.6950 3270.70
6 5 99.0598 2298.57 99.4493 1654.89 99.5551 1409.90 99.6906 1656.22
7 2 99.7816 5879.37 95.3338 4653.76 99.7434 7341.69 99.7962 8789.88
7 3 99.7381 6765.22 99.3185 2787.41 99.8011 5228.07 99.6399 9550.07
7 4 99.3703 7493.38 96.5145 5490.29 99.6927 9453.83 99.4870 1666.76
7 5 99.7913 9920.24 99.7643 2375.68 99.8020 10138.11 99.7935 2414.50
7 6 99.5091 2784.81 99.7600 1184.79 99.7926 2611.60 99.7759 1985.68
Просек: 99.4486 3962.21 98.6559 2896.68 99.7339 3844.66 99.6762 3605.36
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У случаjу парциjалног покривања, просечне вредности функциjе циља наjбо-
љих GVNS-R и GRASP-VND решења су редом 99.6069% и 98.2016%.
За USA423 инстанце II типа, GRASP-VND jе побољшао решења добиjена
GVNS-R методом на 5 инстанци у случаjу бинарног покривања и 5 инстанци
у случаjу парциjалног покривања. За оваj скуп тест инстанци и случаj би-
нарног покривања, просечне вредности функциjе циља наjбољих GVNS-R и
GRASP-VND решења су 99.4486%, односно 98.6559%. У случаjу парциjалног
покривања, просечне вредности функциjе циља наjбољих GVNS-R и GRASP-
VND решења су редом 99.7339% и 99.6762%. На USA423 инстанцама I типа,
GRASP-VND метода jе у просеку око 1.4 пута бржа у поређењу са GVNS-R ме-
тодом у случаjу бинарног покривања и око 1.2 пута бржа у случаjу парциjалног
покривања. На USA423 инстанцама II типа, у просеку, GRASP-VND обезбеђуjе
своjа наjбоља решења за око 1.4 пута краће време у односу на GVNS-R ме-
тоду, у случаjу бинарног покривања и за око 1.1 пута краће време, у случаjу
парциjалног покривања.
Резултати генетског алгоритма за решавање UrApHMCP
Предложени GA ниjе показао добре перформансе за решавање UrApHMCP
у случаjу парциjалног покривања, тако да су у овом одељку приказани само
добиjени GA резултати на CAB и AP инстанцама до 200 чворова, у случаjу
бинарног покривања.
Броj jединки у популациjи jе Nind = 150. У свакоj итерациjи, 30% наjбо-
љих jединки из тренутне популациjе директно прелазе у наредну. Односно,
Nel = 45. Остатак популациjе jе генерисан применом генетских оператора на
скуп неелитних jединки са Nnonel = 105 чланова. При решавању већине хаб ло-
кациjских проблема показано jе да FGTS даjе наjбоље резултате за Ftour = 5.4
(видети [98, 135, 137]). Ова вредност средње величине турнира jе коришћена и
при тестирању предложеног GA. FGTS оператор jе примењен на 105 неелитних
jединки, са k1 = 63 одржаних турнира величине 5 и k2 = 42 одржана турнира
величине 6. На селектовани пар jединки-родитеља се примењуjе оператор укр-
штања, ствараjући jедну jединку-потомка, коjа подлеже оператору мутациjе.
Ген jединке-потомка се мутира са вероватноћом pmut = 0.03. Mаксималан броj
GA итерациjа без побољшања решења jе постављен на 300, док jе укупан броj
итерациjа 1000. GA je извршен 10 пута на свакоj тестираноj инстанци.
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У Табелама 4.8 – 4.9 су приказани резултати тестиране GA методе на инстан-
цама малих димензиjа (n = 25, 40), а у Табелама 4.10 – 4.11 су приказани резул-
тати добиjени на инстанцама средњих и великих димензиjа (n = 50, 100, 200).
Прве три колоне Табела 4.8 – 4.9 садрже броj чворова, броj лоцираних хабова
(n.p) и вредност параметара r и α. Следећа колона садржи вредности функ-
циjе циља коjе одговараjу оптималним решењима добиjеним CPLEX решава-
чем са Четвороиндексном формулациjом. Вредности функциjе циља у колони
Opt.value су дате као проценат укупног покривеног протока у оптималном ре-
шењу или наjбољем решењу, уколико CPLEX ниjе нашао оптимална решења
у максималном временском ограничењу од 1h. У другом случаjу, ознака ∗ се
налази уз одговараjућу вредност функциjе циља допустивог решења у датоj
колони. Одговараjуће време изражено у секундама, за коjе CPLEX даjе опти-
мално или допустиво решење, jе приказано у колони t(s). Колона Best GA value
садржи вредности функциjе циља коjе одговараjу наjбољим решењима добиjе-
ним генетским алгоритмом GA, а изражене као проценат укупног покривеног
протока. У наредноj колони, означеноj са ttot, приказана су просечна укупна
времена извршавања GA у 10 покретања. Колона означена са gen.avg садржи
просечан броj GA генерациjа. Квалитет решења у свих 10 покретања алгоритма
jе процењен помоћу вредности agap = 1
10
∑10
i=1 gapi, где jе gapi процентуално
одступање вредности функциjе циља решења од вредности коjа одговара оп-
тималном или наjбољем познатом решењу. У последњоj колони су приказане
стандардне девиjациjе просечног одступања, у ознаци σ.
Из резултата приказаних у Табели 4.8, може се закључити да CPLEX реша-
вач за 3 од 24 тестиране CAB инстанце (CAB25.4 за r = 2, α = 0.4, CAB25.5 за
r = 2, α = 0.6 и CAB25.4 за r = 2, α = 0.8) добиjа допустива решења, за коjе оп-
тималност ниjе доказана у датом времену извршавања од 1h. Предложени GA
достиже сва позната оптимална решења и побољшава доње границе добиjене
CPLEX решавачем, за три инстанце коjе нису решене до оптималности. Про-
сечно време извршавања CPLEX решавача на инстанцама коjе су решене до
оптималности jе 1606.21 секунди, док jе одговараjуће просечно време изврша-
вања генетског алгоритма 0.21 секунда. За преостале 3 инстанце, предложени
GA налази наjбоља решења за 0.12 секунде, у просеку.
101
ГЛАВА 4. ПРОБЛЕМ p-ХАБ МАКСИМАЛНОГ ПОКРИВАЊА
НЕОГРАНИЧЕНИХ КАПАЦИТЕТА СА r-АЛОКАЦИJСКОМ ШЕМОМ
Табела 4.8: Експериментални резултати и поређења решења UrApHMCP на
CAB инстанцама - бинарно покривање
CPLEX GA
n.p r α Opt. value(%) t(s) Best GA value(%) ttot(s) gen.avg agap(%) σ(%)
25.3 2 0.2 96.58 1805.86 96.58 0.08 303.10 0.00 0.00
25.4 2 0.2 95.71 1541.47 95.71 0.13 330.20 0.00 0.00
25.4 3 0.2 95.71 2100.11 95.71 0.16 331.50 0.00 0.00
25.5 2 0.2 92.70 2087.15 92.70 0.18 420.20 0.00 0.00
25.5 3 0.2 92.70 2849.29 92.70 0.25 385.20 0.00 0.00
25.5 4 0.2 92.70 2431.20 92.70 0.31 409.20 0.00 0.00
25.3 2 0.4 96.24 2305.22 96.24 0.76 300.80 0.00 0.00
25.4 2 0.4 93.80∗ 3600.09 95.01 0.10 302.70 0.00 0.00
25.4 3 0.4 95.01 2049.70 95.01 0.14 303.50 0.00 0.00
25.5 2 0.4 91.45 1267.85 91.45 0.15 340.60 0.25 0.25
25.5 3 0.4 91.84 1105.92 91.84 0.25 367.50 0.00 0.00
25.5 4 0.4 91.84 1110.36 91.84 0.28 351.50 0.00 0.00
25.3 2 0.6 93.17 354.23 93.17 0.08 300.70 0.00 0.00
25.4 2 0.6 93.62 1055.33 93.62 0.11 318.80 0.00 0.00
25.4 3 0.6 93.63 831.95 93.63 0.13 320.50 0.01 0.01
25.5 2 0.6 90.00∗ 3600.05 90.12 0.14 314.10 0.00 0.00
25.5 3 0.6 90.19 2727.55 90.19 0.23 342.30 0.05 0.04
25.5 4 0.6 90.19 3531.83 90.19 0.26 353.50 0.00 0.00
25.3 2 0.8 90.08 682.41 90.08 0.08 303.30 0.00 0.00
25.4 2 0.8 89.02∗ 3600.07 89.60 0.11 311.00 0.00 0.00
25.4 3 0.8 89.61 1829.71 89.61 0.15 322.20 0.00 0.01
25.5 2 0.8 89.03 728.15 89.03 0.16 329.00 0.29 0.28
25.5 3 0.8 89.05 605.09 89.05 0.24 350.90 0.00 0.00
25.5 4 0.8 89.05 730.11 89.05 0.27 345.30 0.00 0.00
Просек: 92.20 1855.45 92.22 0.20 335.73 0.03 0.02
Резултати предложеног GA на AP инстанцама са 25 чворова и AP инстан-
цама са 40 чворова су приказани у Табели 4.9. CPLEX решавач jе за 4 од 6
тестираних AP инстанци са 25 чворова и за све тестиране AP инстанце са 40
чворова успео да добиjе само допустива решења, за коjа оптималност ниjе дока-
зана. Са друге стране, за AP инстанце са 25 чворова, GA достиже сва позната
оптимална решења и побољшава доње границе добиjене CPLEX решавачем на
инстанцама коjе нису решене до оптималности. Просечно време извршавања
CPLEX решавача на инстанцама коjе су решене до оптималности jе 1611.4 се-
кунде, док jе одговараjуће просечно време извршавања GA 0.19 секунди, у
просеку. На свим AP инстанцама са 40 чворова, GA побољшава доње границе
добиjене CPLEX решавачем за просечно време извршавања од 0.85 секунди.
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Табела 4.9: Експериментални резултати и поређења решења UrApHMCP на AP
инстанцама са 25 и 40 чворова - бинарно покривање
CPLEX GA
n.p r α Opt. value(%) t(s) Best GA value(%) ttot(s) gen.avg agap(%) σ(%)
25.3 2 0.75 95.13 765.58 95.13 0.08 302.00 0.15 0.15
25.4 2 0.75 96.94∗ 3000.50 96.94 0.12 306.50 0.00 0.00
25.4 3 0.75 97.16 1068.12 97.16 0.16 305.50 0.05 0.05
25.5 2 0.75 97.47∗ 3600.07 97.87 0.17 338.50 0.00 0.00
25.5 3 0.75 98.03∗ 3600.10 98.03 0.28 394.10 0.00 0.00
25.5 4 0.75 98.06∗ 3600.09 98.06 0.35 389.80 0.12 0.20
40.3 2 0.75 84.25∗ 3600.36 97.77 0.22 309.10 0.00 0.00
40.4 2 0.75 26.92∗ 3600.35 96.85 0.42 356.00 0.03 0.04
40.4 3 0.75 28.64∗ 3600.36 97.22 0.70 392.60 0.00 0.00
40.5 2 0.75 38.30∗ 3600.36 97.04 0.60 376.60 0.00 0.00
40.5 3 0.75 38.05∗ 3600.45 97.25 1.31 483.70 0.16 0.09
40.5 4 0.75 36.04∗ 3600.35 97.44 1.84 516.90 0.10 0.05
Просек: 69.58 3103.06 97.23 0.52 372.61 0.05 0.05
AP инстанце већих димензиjа са 50, 100 и 200 чворова превазилазе могућно-
сти CPLEX решавача при решавању разматраног UrApHMCP. Због ограничења
мемориjе, CPLEX ниjе у могућности да пронађе чак ни допустива решења за
максимално време од 1h. Из тог разлога, четврта колона Табела 4.10 – 4.11,
означена са Best-known value, садржи вредности функциjе циља коjе одгова-
раjу наjбољим познатим решењима, изражене као проценат укупног покриве-
ног протока. У колони означеноj са GAP су приказана процентуална одступања
вредности функциjе циља GA решења од вредности коjе одговараjу наjбољим
познатим решењима. Може се приметити да GA ниjе успео да достигне наjбоље
познато решење ни на jедноj од тестираних инстанци већих димензиjа. У про-
секу, за достизање наjбољих решења у 10 покретања на AP инстанцама са 50
чворова, GA jе потрошио 20.26 секунди, а на AP инстанцама великих димензиjа
са 100 и 200 чворова, 70.36 секунди.
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n.p r α value (%) value (%) ttot(s) gen.avg agap(%) σ(%) GAP (%)
50.3 2 0.75 98.32 97.86 0.44 333.60 0.14 0.05 0.47
50.4 2 0.75 97.92 97.53 0.80 333.90 0.07 0.07 0.40
50.4 3 0.75 98.23 98.05 1.56 446.00 0.02 0.01 0.18
50.5 2 0.75 97.94 97.66 1.40 514.50 0.06 0.02 0.29
50.5 3 0.75 98.22 97.89 2.87 528.70 0.06 0.05 0.34
50.5 4 0.75 98.22 97.90 5.32 488.50 0.03 0.04 0.33
50.10 2 0.75 99.47 99.20 3.60 740.10 0.02 0.03 0.27
50.10 3 0.75 99.51 99.27 9.73 802.20 0.04 0.04 0.24
50.10 4 0.75 99.51 99.29 18.76 778.80 0.02 0.01 0.22
50.10 5 0.75 99.51 99.32 30.47 787.70 0.03 0.02 0.19
50.10 6 0.75 99.51 91.11 43.41 773.80 0.04 0.02 8.44
50.10 7 0.75 99.51 91.08 80.06 831.70 0.02 0.01 8.47
50.10 8 0.75 99.51 99.35 64.92 809.80 0.02 0.02 0.16
Просек: 98.88 97.35 20.26 628.41 0.05 0.03 1.54




n.p r α value (%) value (%) ttot(s) gen.avg agap(%) σ(%) GAP (%)
100.3 2 0.75 98.21 97.74 3.76 365.33 0.02 0.03 0.48
100.4 2 0.75 97.73 97.39 10.54 456.67 0.05 0.04 0.35
100.4 3 0.75 98.12 97.85 19.71 410.67 0.03 0.05 0.28
100.5 2 0.75 98.15 98.03 15.94 610.67 0.00 0.00 0.12
100.5 3 0.75 98.56 98.35 36.49 720.00 0.00 0.00 0.21
100.5 4 0.75 98.65 98.15 51.45 494.00 0.09 0.09 0.51
200.3 2 0.75 99.02 98.83 56.50 603.50 0.01 0.01 0.19
200.4 2 0.75 98.73 98.62 97.47 703.00 0.00 0.00 0.11
200.4 3 0.75 98.88 98.81 207.09 631.50 0.01 0.01 0.07
200.5 2 0.75 98.61 98.54 204.69 825.00 0.05 0.05 0.07
200.5 3 0.75 98.82 98.67 458.91 501.00 0.02 0.02 0.15
Просек: 98.50 98.23 70.36 574.67 0.03 0.03 0.23
У циљу лакшег поређења резултата предложених GVNS-R, GRASP-VND и
GA метода за решавање UrApHMCP у случаjу бинарног покривања, у Табели
4.12 су приказане просечне вредности функциjе циља коjе одговараjу наjбољим
познатим вредностима добиjеним предложеним методама на AP инстанцама са
50, 100 и 200 чворова. Како су GVNS-R и GRASP-VND методе извршаване
само jедном на свакоj тестираноj инстанци, а GA десет пута, да би поређење
резултата било коректно, у колонaма tmax(s) су наведена максимална дозвољена
времена извршавања GVNS-R и GRASP-VND метода, док су у колони time(s)
приказане просечне вредности за укупна времена извршавања GA, у свих 10
покретања (изражене у секундама).
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Може се приметити да у погледу квалитета решења, GVNS-R представља
наjбољи, а GA наjлошиjи приступ при решавању UrApHMCP у случаjу би-
нарног покривања. Поред тога, GA jе утрошио наjвише времена за налажење
решења наjлошиjег квалитета. Прецизниjе, за достизање наjбољих вредности
функциjе циља на AP инстанцама са 50, 100 и 200 чворова, GVNS-R и GRASP-
VND методама jе потребно наjвише редом 50, 100 и 200 секунди, док jе GA
утрошио редом 202.6, 229.8 и 2049.3 секунде.
Табела 4.12: Поређења резултата предложених GVNS-R, GRASP и GA метода
за UrApHMCP на AP инстанцама - случаj бинарног покривања
GVNS-R GRASP-VND GA
n Av.value(%) tmax(s) Av.value(%) tmax(s) Av.value(%) time(s)
50 98.8742 50 98.8581 50 97.3500 202.6
100 98.2346 100 98.1669 100 97.9196 229.8




У овоj докторскоj дисертациjи су разматране три вариjанте проблема хаб
максималног покривања: проблем p-хаб максималног покривања неограниче-
них капацитета са jедноструким алокациjама (USApHMCP), проблем p-хаб мак-
сималног покривања неограничених капацитета са вишеструким алокациjама
(UMApHMCP) и проблем p-хаб максималног покривања неограничених капа-
цитета са r–алокациjском шемом (UrApHMCP). За сва три проблема анали-
зирана су оба концепта покривања - бинарно и парциjално. UrApHMCP ниjе
разматран у досадашњоj литератури.
Постигнута су два главна научна циља. Први jе развоj нових математичких
модела за USApHMCP и UМApHMCP са бинарним и парциjалним покривањем.
Такође, први пут у литератури jе формулисан UrApHMCP, коjи представља ге-
нерализациjу USApHMCP и UМApHMCP. За оваj проблем су предложена три
математичка модела са бинарним и парциjалним покривањем. Нови матема-
тички модели за USApHMCP и UМApHMCP су упоређени са моделима Pekera и
Kare из [121], коjи су у досадашњоj литератури показали наjбоље перформансе,
а могу се применити на оба концепта покривања. Модели су упоређени у смислу
ефикасности коришћењем егзактног решавача CPLEX 12.6. Екпериментални
резултати показуjу да су нови модели за UMApHMCP у оба случаjа покривања
бољи од модела предложених у [121], тj. омогућаваjу егзактном решавачу до-
биjање већег броjа оптималних решења на тестираним инстанцама, за краће
просечно време извршавања. Са друге стране, нови модели за USApHMCP и
оба концепта покривања показуjу лошиjе перформансе у поређењу са моделима
из [121]. Међутим, главна предност нових модела проблема p-хаб максималног
покривања са бинарним и парциjалним покривањем и jедноструким алокаци-
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jама се огледа у чињеници да нови модели обjедињуjу моделе за проблеме p-хаб
максималног покривања са различитим алокациjским шемама. Нови модели
се малим модификациjама лако могу трансформисати у одговараjуће моделе
за сва три разматрана проблема. Из тог разлога, у дисертациjи су предло-
жени модели за USApHMCP, UМApHMCP и UrApHMCP, у случаjу бинарног и
парциjалног покривања, названи Општим моделима. У случаjу UrApHMCP са
оба концепта покривања, поред Општег модела, предложена су jош два модела,
Четвороиндексни и Троиндексни. Сва три модела за UrApHMCP су упоређена
у смислу ефикасности коришћењем егзактног решавача CPLEX 12.6. Добиjени
резултати показуjу да jе Општи модел ефикасниjи у односу на остала два у оба
случаjа покривања, jер даjе решења бољег квалитета за краће време изврша-
вања.
Сва три разматрана проблема хаб максималног покривања су NP-тешки
проблеми комбинаторне оптимизациjе, тако да егзактне методе даjу оптимална
решења само за тест примере малих димензиjа. Из тог разлога, развиjене су и
имплементиране метахеуристичке методе зa решавање разматраних проблема,
што представља други научни циљ дисертациjе. Предложене су три метахеу-
ристике засноване на методи променљивих околина (VNS): општа VNS метода
(GVNS) за решавање проблема са jедноструким алокациjама, основна VNS ме-
тода (BVNS) за решавање проблема са вишеструким алокациjама и нова вари-
jанта опште VNS методе (GVNS-R) за решавање проблема са r-алокациjском
шемом. У случаjу UrApHMCP, дизаjниране су jош две метахеуристике: по-
хлепна стохастичко-адаптивна процедура претраге са методом променљивог
спуста (GRASP-VND) и генетски алгоритам (GA). Конструктивни елементи и
параметри метахеуристичких метода су прилагођени карактеристикама разма-
траних проблема, тако да предложене метахеуристике достижу оптимална или
субоптимална решења (уколико оптимална нису позната), у кратком времену
извршавања.
Развиjене GVNS и BVNS метахеуристике за решавање USApHMCP и UМApH-
MCP су тестиране на стандардним CAB и AP хаб инстанцама до 200 чворова,
али и на URAND инстанцама до 1000 чворова, коjе представљаjу прави иза-
зов за истраживаче. Скупови AP и URAND инстанци су у овоj дисертациjи
први пут тестирани за USApHMCP и UМApHMCP са бинарним и парциjал-
ним покривањем. Изложени експериментални резултати показуjу да су обе
хеуристике успешне при решавању разматраних проблема, тj. успеваjу да про-
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нађу сва позната оптимална решења или добиjу нова наjбоља решења. Чак
и у случаjевима решавања инстанци проблема великих димензиjа, предложене
хеуристике достижу наjбоља решења за кратко време извршавања.
GVNS-R и GRASP-VND метахеуристике за решавање UrApHMCP на CAB
и AP инстанцама до 50 чворова достижу позната оптимална решења претходно
добиjена егзактним решавачем или успостављаjу нова наjбоља позната решења,
иначе (осим у случаjу неколико инстанци проблема при решавању GRASP-VND
методом). На AP инстанцама великих димензиjа са 100 и 200 чворова, GVNS-R
и GRASP-VND методе показуjу сличне перформансе, jер обе даjу решења ви-
соког квалитета за кратко време извршавања. У просеку, GVNS-R метода се
показала успешниjом у поређењу са GRASP-VND методом када jе у питању ква-
литет решења добиjених на великим AP инстанцама (у оба случаjа покривања),
док GRASP-VND метода има значаjно краће време извршавања у случаjу пар-
циjалног покривања. На USA423 инстанцама, коjе до сада нису разматране у
литератури за p-хаб проблеме максималног покривања, GVNS-R даjе решења
бољег квалитета у поређењу са GRASP-VND методом, али GRASP-VND над-
машуjе GVNS-R у погледу времена извршавања. Иако генерално GVNS-R даjе
решења бољег квалитета од GRASP-VND методе за све разматране скупове тест
инстанци, GRASP-VND успева да побољша наjбоља решења добиjена GVNS-R
методом на неколико инстанци из сваког скупа. Предложени GA за решавање
UrApHMCP ниjе показао добре перформансе у случаjу парциjалног покривања,
тако да су у овоj дисертациjи приказани само добиjени GA резултати у случаjу
бинарног покривања. На CAB и AP инстанцама до 200 чворова, предложени
GA jе показао практичност и ефикасност у погледу квалитета решења, али и
времена извршавања.
Научни допринос ове дисертациjе чине следећи резултати:
• Формулисање нових математичких модела за проблеме p-хаб максимал-
ног покривања неограничених капацитета са jедноструким и вишеструким
алокациjама (USApHMCP и UМApHMCP) и оба концепта покривања -
бинарно и парциjално;
• Формулисање проблема p-хаб максималног покривања неограничених ка-




• Креирање математичких модела за UrApHMCP за оба типа покривања -
бинарно и парциjално;
• Упоређивање познатих и нових формулациjа за USApHMCP и UМApHMCP
у смислу ефикасности;
• Упоређивање предложених формулациjа за UrApHMCP у смислу ефика-
сности;
• Испитивање домета егзактних алгоритама имплементираних у оквиру ре-
шавача CPLEX 12.6 за добиjање оптималних решења или њихових горњих
граница на инстанцама проблема различитих димензиjа;
• Имплементациjа више вариjанти методе променљивих околина, хибридне
GRASP методе и генетског алгоритма, прилагођених разматраним про-
блемима и примењених на оригиналан начин;
• Анализа резултата различитих вариjанти VNS, GRASP-VND и GA мета-
хеуристика имплементираних на хаб инстанцама из литературе, малих,
средњих и великих димензиjа;
• Поређење добиjених резултата различитих вариjанти VNS, GRASP-VND
и GA метода на тестираним инстанцама, као и поређење са оптималним и
субоптималним решењима добиjеним егзактним решавачем CPLEX 12.6.
Неки од резултата приказаних у овоj докторскоj дисертациjи публиковани су
у радовима [83–85] и представљаjу научни допринос областима оптимизациjе,
математичког моделирања, хаб локациjских проблема и метахеуристичких ме-
тода.
Анализираjући изложене резултате, може се закључити да предложене ме-
тахеуристике успешно решаваjу проблеме p-хаб максималног покривања са ра-
зличитим алокациjским шемама. Будућа истраживања могу укључити пара-
лелизациjу и хибридизациjу предложених метода са другим хеуристикама за
решавање ових или сличних хаб локациjских проблема. Планирана су и про-
ширења модела проблема p-хаб максималног покривања коjа укључуjу капа-
цитете хабова или грана, фиксне трошкове за успостављање хабова и друге
карактеристике, у циљу бољег одсликавања ситуациjа из праксе.
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The algorithm overview. Yugoslav Journal of Operations Research, 25(1):33–
56, 2015.
[39] L. Davis. Handbook of genetic algorithms. CumInCAD, New York, 1991.
[40] H. Delmaire, J. A. Dı́az, E. Fernández, and M. Ortega. Reactive GRASP and
tabu search based heuristics for the single source capacitated plant location
problem. INFOR: Information Systems and Operational Research, 37(3):194–
225, 1999.
[41] J. A. Dı́az, D. E. Luna, J. Camacho-Vallejo, and M. Casas-Ramı́rez. GRASP
and hybrid GRASP-Tabu heuristics to solve a maximal covering location
problem with customer preference ordering. Expert Systems with Applications,
82:67–76, 2017.
[42] J.J. Dongarra. Performance of various computers using standard linear
equations software. University of Tennessee, Knoxville, 1993.
[43] M. Dorigo and M. Birattari. Ant colony optimization. In C. Sammut and




[44] M. Dorigo, G.D. Caro, and L.M. Gambardella. Ant algorithms for discrete
optimization. Artificial Life, 5(2):137–172, 1999.
[45] M. Dorigo and L.M. Gambardella. Ant colony system: a cooperative
learning approach to the traveling salesman problem. IEEE Transactions on
Evolutionary Computation, 1(1):53–66, 1997.
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hybrid GRASP/VND heuristic for the one-commodity pickup-and-delivery
116
БИБЛИОГРАФИJА
traveling salesman problem. Computers and Operations Research, 36(5):1639–
1645, 2009.
[79] J.H. Holland. Adaptation in natural and artificial systems: an introductory
analysis with applications to biology, control, and artificial intelligence. The
University of Michigan Press, Ann Arbor, 1975.
[80] Y.H. Hwang and Young Hoon Lee. Uncapacitated single allocation p-hub
maximal covering problem. Computers and Industrial Egeneering, 63(2):382–
389, 2012.
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[119] J. Peiró, Á. Corberán, M. Laguna, and R. Mart́ı. Models and solution
methods for the uncapacitated r-allocation p-hub equitable center problem.
International Transactions in Operational Research, 2017.
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