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1
Abstract
We review and analyse techniques from the literature for extending a normed algebra, A, to a normed algebra,
B, so that B has interesting or desirable properties which A may lack. For example, B might include roots
of monic polynomials over A.
These techniques have been important historically for constructing examples in the theory of Banach
algebras. In Section 2.2.2, we construct a new example in this way. Elsewhere in Chapter 2, we contribute
to the related programme of determining which properties of an algebra are shared by certain extensions of
it.
Similarly, we consider the relations between Ω(A) and Ω(B), the topological spaces of closed, maximal
ideals of A and B respectively. For example, it is shown that if Ω(B) has trivial first Cˇech-cohomology
group, then so has Ω(A) if B is one of the extensions of A constructed in Chapter 1.
The invertible group of a normed algebra is studied in Chapter 4; it is shown that if a Banach algebra,
A, has dense invertible group then so has every integral extension of A. The context for this work is also
explained: some new results characterising trivial uniform algebras by means of approximation by invertible
elements are given. We show how these results partially answer a famous, open problem of Gelfand.
Results in Chapter 4 lead to the conjecture that a uniform algebra is trivial if the group of exponentials
of its elements is dense in the algebra. We investigate this conjecture in Chapter 5. In the search for a
counterexample, we construct and establish some properties of ‘logarithmic extensions’ of a regular uniform
algebra.
Disclaimer. Except where otherwise stated, all the results in this thesis are the author’s.
Some parts of Chapters 1 and 4 have appeared in [DawS] and [DF] respectively.
Acknowledgement. The author is very grateful to Joel Feinstein for useful suggestions, guidance with the
literature, and comments on this work.
The author also thanks the EPSRC for providing financial support for this work.
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Chapter 1
Constructions and Elementary Properties and Applications of Algebraic
Extensions of Normed Algebras
In this chapter we synthesise the methods from the literature for extending normed algebras so as to include
roots of sets of monic polynomials over the original normed algebra. In Sections 3 to 5 we establish some
elementary properties of the extensions.
Throughout the thesis, ‘Proposition 1.2.3.4’ will be abbreviated to ‘Proposition 4’ within Section 1.2.3,
and so on.
1.1. Introduction
1.1.1. Context and Notation
We assume that the reader is familiar with the basic results of functional analysis and in particular the
general theory of normed algebras. A good reference for the latter subject is Chapter 2 of [Dal].
In this work, A will, except where otherwise stated, denote a commutative, complex, normed, associative
algebra. This means that A is a non-empty set together with maps
A×A→ A ; (a1, a2) 7→ a1 + a2 ‘addition’,
A×A→ A ; (a1, a2) 7→ a1 · a2 ‘multiplication’,
C×A→ A ; (λ, a) 7→ λa ‘scalar multiplication’,
A→ [0,+∞) ; a 7→ ‖a‖A ‘the norm’,
such that A is an algebra over C and a normed space over C. Axioms for the basic algebraic concepts are
given in Appendix 3. Multiplication is often written as juxtaposition and the subscript on the norm will
often be omitted. Algebra norms are assumed to satisfy the following:
‖a1a2‖ ≤ ‖a1‖ ‖a2‖ (a1, a2 ∈ A).
If A is an algebra, we shall assume it is unital: it has an identity, 1A, such that
‖1A‖ = 1.
When no confusion is likely to result we shall omit the subscript A.
A Banach algebra is a normed algebra which is complete: every Cauchy sequence in A converges. The
completion (see Appendix 1) of a normed algebra, A, is written A˜.
In this thesis we shall use the term ‘algebraic extension’ to mean an extension constructed by one of the
methods in Section 1.2. Historically (see [DawS]) the study of algebraic extensions in functional analysis
appears to have been mainly motivated by the search for examples in the theory of uniform algebras. We
shall define, ua, the category of uniform algebras in Section 1.1.3. The categories of normed and Banach
algebras will sometimes be abbreviated to na and Ba respectively. No knowledge of category theory is
necessary to understand this thesis.
A mapping θ:A → B between algebras is called unital if θ(1A) = 1B. We shall assume that the
homomorphisms in na are continuous and unital.
For future reference we note that θ induces a unital homomorphism, θ#, between the associated algebras
of polynomials
θ#:A[x]→ B[x];
m∑
j=0
amx
m 7→
m∑
j=0
θ(am)x
m.
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Furthermore, if α(x) ∈ A[x] then we shall often write θ(α)(x) for θ#(α(x)).
Another example of one map inducing a second will frequently be used during this thesis. We describe
the situation now. Suppose that θ:E1 → E2 is a map and that F1 and F2 are sets. Suppose that E∗j is a
non-empty subset of F
Ej
j (j = 1, 2). Suppose further that for each f ∈ E∗2 we have f ◦ θ ∈ E∗1 . Then θ
induces an adjoint map
θ∗:E∗2 → E∗1 ; f 7→ f ◦ θ.
Strictly speaking, the notation for this adjoint should refer to E∗1 and E
∗
2 . We shall always make clear the
domain and codomain of adjoints wherever they occur. Note that the usual situation of the adjoint map
in functional analysis (that is, in which E1 and E2 are normed spaces and E
∗
j is the set of bounded, linear
functionals on Ej (j = 1, 2)) will not arise in this thesis.
Let E be a set. Then E<ω0 will denote the set of finite subsets of E. If E is a subset of a ring then
(E) will denote the ideal generated by E in that ring. If E is a subset of a topological space then E◦ and E
denote the interior and closure respectively of E with respect to the topology. It is convenient to mention
now that neighbourhoods need not be open in this thesis. For a normed space, A, a ∈ A, and r > 0 we set
BA[a, r] := {b ∈ A : ‖b− a‖ ≤ r} and
BA(a, r) := {b ∈ A : ‖b− a‖ < r} .
If the subscript A is omitted, the normed space should be taken to be C.
1.1.2. Gelfand Theory
We relegate a summary of Gelfand theory to Appendix 1; the reader may wish to glance at this now to check
the conventions and notation which will be used. In particular, Ω(A) will stand for the space of continuous
characters of the normed algebra A. When Ω appears on its own it will refer to A.
1.1.3. Uniform Algebras
There is a voluminous literature on uniform algebras. Introductions can be found in [Lei], [Bro], and [Sto].
If X is a topological space we write C(X) for the algebra of all continuous functions X → C. Recall
that a set of functions S ⊆ CX is said to separate the points of X if for each pair of distinct points x1, x2 ∈ X
there exists f ∈ S such that f(x1) 6= f(x2).
DEFINITION 1.1.3.1. A uniform algebra, A, is a subalgebra of C(X) for some compact, Hausdorff space
X such that A is closed with respect to the supremum norm, separates the points of X , and contains the
constant functions. We speak of ‘the uniform algebra (A,X)’. The notation ε will be used for the map
sending κ ∈ X to the character εκ ∈ Ω given by εκ(f) = f(κ) (f ∈ A). The uniform algebra is natural if ε
is surjective, and A is called trivial if A = C(X).
It is standard that (see [Lei], p. 28), all trivial uniform algebras are natural.
An important question in the theory of uniform algebras is which properties of (A,X) force A to be
trivial. For example it is sufficient that A be self-adjoint, by the Stone-Weierstrass theorem. In [Col] an
example is given of a non-trivial uniform algebra, (B,X), which is natural and such that every point of X
is a ‘peak-point’ (see Section 1.5.1). It had previously been conjectured that no such algebra existed. The
example was constructed using algebraic extensions.
1.2. Construction of Extensions
1.2.1. Arens-Hoffman Extensions
Let α(x) = a0 + · · · + an−1xn−1 + xn be a monic polynomial over the algebra A. The basic construction
arising from A and α(x) is the ‘Arens-Hoffman extension’, Aα. This was introduced in [Are] and will be
described after the following definition.
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DEFINITION 1.2.1.1. Let A be a normed algebra. An extension of A is a commutative, unital normed
algebra, B, together with an isometric monomorphism θ:A→ B.
The Arens-Hoffman extension of A with respect to α(x) is the algebra Aα := A[x]/(α(x)) under a certain
norm; the embedding is given by the map ν : a 7→ (α(x)) + a.
To simplify notation, we shall let x¯ denote the coset of x and often omit the indeterminate when using
a polynomial as an index.
It is a purely algebraic fact ([Are]) that each element of Aα has a unique representative of degree less
than n, the degree of α(x). Arens and Hoffman proved that, provided the positive number t satisfies the
inequality tn ≥∑n−1k=0 ‖ak‖ tk, then∥∥∥∥∥
n−1∑
k=0
bkx¯
k
∥∥∥∥∥ =
n−1∑
k=0
‖bk‖ tk (b0, . . . , bn−1 ∈ A)
defines an algebra norm on Aα. We shall refer to t as the (Arens-Hoffman) norm-parameter of Aα. From
now on we shall usually identify A with its canonical image in Aα.
Our first proposition shows that Arens-Hoffman extensions satisfy a certain universal property which is
very useful when investigating algebraic extensions. It is not explicitly stated anywhere in the literature
(excepting [4DIS]) and seems to be taken as obvious.
PROPOSITION 1.2.1.2. Let A be a normed algebra and let θ:A → B(2) be a homomorphism of normed
algebras. Let α1(x) = a0+ · · ·+an−1xn−1+xn ∈ A[x] and B(1) = Aα1 with norm-parameter t. Let y ∈ B(2)
be a root of the polynomial α2(x) := θ(α1)(x) (see Section 1.1.1 for this notation). Then there is a unique
homomorphism φ:B(1) → B(2) such that φ(x¯) = y and the following diagram is commutative
B(1)
φ−→ B(2)xν րθ
A
The map φ is continuous if and only if θ is continuous.
Proof. This is elementary; we provide a proof for completeness.
The map θ induces a homomorphism θ# as above. Let φ
0 be the map θ# followed by evaluation at y.
Thus φ0(β(x)) = θ(β)(y). By the assumption on y, the principal ideal, (α1(x)), in A[x] generated by α1(x)
is contained in the kernel of φ0. This map therefore induces a homomorphism
φ:Aα → B(2); β(x¯) 7→ θ(β)(y).
Clearly θ = φ◦ν. It is also clear that φ is unique. If θ is continuous then so is φ for if β(x) =∑n−1j=0 bjxj ∈ A[x]
then we see
‖φ(β(x¯))‖ =
∥∥∥∥∥∥
n−1∑
j=0
θ(bj)y
j
∥∥∥∥∥∥
≤ ‖θ‖
n−1∑
j=0
‖bj‖ ‖y‖j
≤M
n−1∑
j=0
‖bj‖ tj
= M ‖β(x¯)‖ ,
where M = ‖θ‖max ((‖y‖ /t)j : j = 0, . . . , n− 1).
Conversely it is easy to see that θ must be bounded if φ is.
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1.2.2. Extensions by Infinite Sets of Polynomials
We now introduce the methods for extending A by an infinite set, U , of monic polynomials over A. For
each α ∈ U , n(α) will stand for the degree of α(x). In this section we shall make extensive use of transfinite
methods and set theory. The reader is referred to [Hal] for this subject.
Standard Extensions
The basic construction which generalises the Arens-Hoffman extension is the standard extension. Standard
extensions solve the problem of adjoining roots of elements of U in the category of algebras; Lindberg showed
how to extend the norms. The constructions of Narmania and Cole perform the same duty in the categories
Ba and ua respectively.
In particular, Cole’s extensions are uniform algebras: it is well-known that an Arens-Hoffman extension
of a uniform algebra need not be a uniform algebra. To see this one can use the criterion for semisimplicity
given in [Are] to construct Arens-Hoffman extensions of a uniform algebra which are not semisimple; it is
obvious that all uniform algebras are semisimple.
Standard extensions are defined in the following theorem of Lindberg.
THEOREM 1.2.2.1 ([LinIE]). Let A be a normed algebra and U be a set of monic polynomials over A. Let
≤ be a well-ordering on U with least element α0. Then there exists a normed algebra, BU , with a family of
subalgebras, (Bα)α∈U , such that BU =
⋃
α∈U Bα and
(i) for all α, β ∈ U , Bα ⊆ Bβ if α ≤ β, and,
(ii) for all β ∈ U , there is an isometric isomorphism, ψβ , from the Arens-Hoffman extension of B<β by β(x)
onto Bβ , where
B<β :=
{⋃
α<β Bα if α0 < β, and
A if α0 = β.
The map ψβ satisfies ψβ(b) = b for all b ∈ B<β .
Proof. See [LinIE].
We shall refer to ξβ = ψβ(x¯) as the standard root of β(x) in BU . The norm of ξβ is equal to tβ , the norm-
parameter chosen for (B<β)β . Unless otherwise stated, when we discuss standard extensions the notation
will be as it is here.
Again the following two results have not been explicitly given in the literature but, apart from the
continuity condition in Proposition 3, are probably regarded as obvious by those working in the field. We
state the results in full as we shall make use of them later.
LEMMA 1.2.2.2. Let BU be a standard extension of the normed algebra A with respect to the well-
ordered set of monic polynomials, U . For each b ∈ BU there exist S = {α1, . . . , αN} ∈ U<ω0 and bm ∈ A
(m ∈ L := ×Nj=1 {0, 1, . . . , n(αj)− 1}) such that
b =
∑
m∈L
bmξ
m1
α1 · · · ξmNαN and
‖b‖ =
∑
m∈L
‖bm‖ tm1α1 · · · tmNαN .
Proof. Let, with L depending on α1, . . . , αN as above,
J =
{
α ∈ U : for all b ∈ Bα there exist α1, . . . , αN ≤ α and bm ∈ A (m ∈ L)
such that b =
∑
m∈L
bmξ
m1
α1 · · · ξmNαN and ‖b‖ =
∑
m∈L
‖bm‖ tm1α1 · · · tmNαN
}
.
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Evidently α0 ∈ J . Let β > α0 and assume that [α0, β) ⊆ J . Let b ∈ Bβ. By the construction of
standard extensions, there exist unique c0, . . . , cn(β)−1 ∈ B<β such that
b =
n(β)−1∑
j=0
cjξ
j
β .
Since β > α0, B<β = ∪α<βBα and by hypothesis there exist α1, . . . , αN < β such that for each j ∈
{0, . . . , n(β)− 1}, cj has a representation of the form
cj =
∑
m∈L
bm,jξ
m1
α1 · · · ξmNαN (bm,j ∈ A),
where L = ×Nj=1 {0, 1, . . . , n(αj)− 1} and ‖cj‖ =
∑
m∈L ‖bm,j‖ tm1α1 · · · tmNαN . Set αN+1 = β and L′ =
×N+1j=1 {0, 1, . . . , n(αj)− 1}. Thus (admitting a slight abuse in the notation for the brackets in the sub-
scripts)
b =
∑
m∈L′
bmξ
m1
α1 · · · ξmN+1αN+1 and
‖b‖ =
n(αN+1)−1∑
mN+1=0
∥∥cmN+1∥∥ tmN+1αN+1 (by definition of the standard norm)
=
n(αN+1)−1∑
mN+1=0
∑
m∈L
∥∥bm,mN+1∥∥ tm1α1 · · · tmN+1αN+1 (by inductive hypothesis)
=
∑
m∈L′
‖bm‖ tm1α1 · · · tmN+1αN+1 .
Therefore β ∈ J and by the transfinite induction theorem J = U as required.
PROPOSITION 1.2.2.3. Let A be a normed algebra and U be a non-empty set of monic polynomials over A.
Let B(1) = BU be a standard extension of A with respect to U and θ:A→ B(2) be a unital homomorphism
of normed algebras. Let ξα be the standard root of α ∈ U , with associated norm parameter tα, and suppose
(ηα)α∈U ⊆ B(2) is such that θ(α)(ηα) = 0 for all α ∈ U . Then there is a unique, unital homomorphism
φ:B(1) → B(2) such that for all α ∈ U φ(ξα) = ηα and the following diagram is commutative
B(1)
φ−→ B(2)x⊆ րθ
A
The map φ is continuous if θ is continuous and∑
α∈U
(n(α)− 1) log+
(‖ηα‖
tα
)
< +∞.
(Here log+ denotes the positive part of the logarithm, max(log, 0).) In this case
‖θ‖ ≤ sup
(∏
α∈U
( ‖ηα‖
tα
)mα
: 0 ≤ mα < n(α), α ∈ U ∈ U<ω0
)
.
Proof. The existence of the homomorphism follows from Proposition 1 and the transfinite recursion theorem,
but we include the details here for completeness. We use the transfinite recursion theorem informally.
Let β ∈ U and suppose that (φα:Bα → B(2))α<β is a family of homomorphisms satisfying
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(i) for all α1, α2 < β, φα2 |Bα1 = φα1 if α1 ≤ α2,
(ii) for all α < β and a ∈ A, φα(a) = θ(a), and φα(ξα) = ηα.
Let ψβ :B<β[x]/(β(x))→ Bβ be the canonical, isometric isomorphism. Let
φ<β : B<β → B(2) ; b 7→
{
θ(b) b ∈ A,
φα(b) if b ∈ Bα, α < β.
By hypothesis, φ<β is well-defined. By Proposition 1.2.1.2, there is a unique homomorphism θβ : (B<β)β →
B(2) such that θβ ◦ν<β = φ<β and θβ(x¯) = ηβ . Let the canonical embedding of B<β into the Arens-Hoffman
extension (B<β)β be denoted by ν<β. We then have the following commutative diagram
Bβ ←−
ψβ
(B<β)β
θβ−→ B(2)xν<β րφ<β
B<β
Set φβ = θβ ◦ ψ−1β . Then
(i) for all α < β, φβ |Bα = φα since for b ∈ Bα we have φβ(b) = θβ(b) = φ<β(b) = φα(b);
(ii) for all a ∈ A, φβ(a) = θβ(a) = φ<β(a) = a.
Finally, φβ(ξβ) = φβ(ψβ(x¯)) = θβ(x¯) = ηβ .
Hence the new family of homomorphisms, (φα)α≤β , is consistent with conditions (i) and (ii) and by the
transfinite recursion theorem there exists a family (φα)α∈U which is also consistent with them. The required
homomorphism is defined by setting φ(b) = φα(b) where α ∈ U is such that b ∈ Bα.
It is obvious that φ is unique.
Finally we check the statement about continuity. In view of Lemma 2, it is plainly sufficient that θ is
continuous and that(∏
α∈U
( ‖ηα‖
tα
)mα
: 0 ≤ mα < n(α), α ∈ U ∈ U<ω0
)
is bounded.
An elementary exercise in summability shows that this condition is equivalent to the one given in the
statement.
Purely algebraic standard extensions are defined in [LinIE] and the main content of Proposition 3 is a
statement about these.
Notice that if the condition on the norm-parameters is satisfied then, by standard facts about summa-
bility (see, for example, [Kel], p. 78), only countably many α ∈ U are such that log+ (‖ηα‖ /tα) is non-zero.
Equivalently, {α ∈ U : ‖ηα‖ > tα} must be countable.
Notice too that although the definition of a standard extension, BU , appears to depend on the choice
of well-ordering of U , Proposition 3 shows that, provided the same norm parameters are used for all α ∈ U ,
then a standard extension with respect to any other well-ordering of U is isometrically isomorphic to BU .
Narmania Extensions
From now on in Section 1.2 we assume that A is complete.
The Narmania extension, AU , of A by U is equal to the Banach-algebra direct limit of (AS : S is a
finite subset of U) where each AS is isometrically isomorphic to A extended finitely many times by the
Arens-Hoffman construction. We shall give the full details of this below. See Appendix 2 for a discussion of
direct limits of Banach algebras.
Let tα (α ∈ U) be a valid choice of Arens-Hoffman norm-parameters for the Arens-Hoffman exten-
sions Aα (α ∈ U). It is important to insist that distinct elements α, β ∈ U are associated with distinct
indeterminates xα, xβ . Thus S = {α1, . . . , αN} ∈ U<ω0 is an abbreviation for {α1(xα1 ), . . . , αm(xαm)}.
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It is proved carefully in [Nar] that for q =
∑
m qmx
m1
α1 · · ·xmNαN ∈ A[xα1 , . . . , xαN ], the algebra of
polynomials in N commuting indeterminates over A, (m is a multiindex in NN0 where N0 = {0} ∪N) then
(S) + q has a unique representative whose degree in xαj is less than than n(αj), the degree of αj(xαj )
(j = 1, . . . , N). For convenience we shall call such representatives minimal. Then if q is the minimal
representative of (S) + q,
‖(S) + q‖ :=
∑
m
‖qm‖ tm1α1 · · · tmNαN
defines an algebra norm on AS (see [Nar]). The index set, U<ω0 is a directed set, directed by ⊆. The
connecting homomorphisms νS,T (for S ⊆ T ∈ U<ω0) are the natural maps; they are isometries. Thus AU is
the completion of the normed direct limit, D :=
⋃
S∈U<ω0 AS
/∼, where ∼ is an equivalence relation given
by (S) + q ∼ (T ) + r if and only if q − r ∈ (S ∪ T ) for S, T ∈ U<ω0 . Furthermore (see Appendix 2), the
canonical map, νS , which sends an element of AS to its equivalence class in D, is an isometry. Note that A∅
is defined to be A.
The embedding A→ AU is given by the canonical map ν∅ : A∅ → AU .
The structure of AU will be clarified in Section 1.3.
Cole Extensions
The small step of generalising Cole’s method of adjoining square roots to adjoining roots of arbitrary monic
polynomials over uniform algebras was taken explicitly in [4DIS]. It was doubtless known to Cole, Lindberg,
Gorin, and others working in the field.
PROPOSITION 1.2.2.4 ([Col], [4DIS]). Let U be a set of monic polynomials over the uniform algebra
(A,X). There exists a uniform algebra (AU , XU) and a continuous, open surjection π:XU → X such that
(i) the adjoint map π∗:C(X)→ C(XU); g 7→ g ◦ π induces an isometric, unital monomorphism A→ AU ,
(ii) for every α ∈ U there exists pα ∈ AU such that π∗(α)(pα) = 0, and
(iii) the uniform algebra AU is generated by π∗(A) ∪ {pα : α ∈ U}.
Proof. We let XU be the subset of X ×CU consisting of the elements (κ, λ) such that for all α ∈ U
f
(α)
0 (κ) + · · ·+ f (α)n(α)−1(κ)λn(α)−1α + λn(α)α = 0
where α(x) = f
(α)
0 + · · ·+ f (α)n(α)−1xn(α)−1 + xn(α) ∈ U . We check that XU is a compact, Hausdorff space in
the relative product-topology.
The space is Hausdorff because subspaces and products of Hausdorff spaces are again Hausdorff. To show
XU is compact we require a lemma. Suppose c0, . . . , cm−1 ∈ C, λ ∈ C, |λ| ≥ 1, and c0+· · ·+cm−1λm−1+λm =
0. By assumption, −λm = c0 + · · · + cm−1λm−1. Hence |λ|m =
∣∣c0 + · · ·+ cm−1λm−1∣∣, from which we
see that |λ|m ≤ |c0| + · · · + |cm−1| |λ|m−1 ≤ |c0| |λ|m−1 + · · · + |cm−1| |λ|m−1 since |λ| ≥ 1. Therefore
|λ| ≤ |c0| + · · · + |cm−1|. Hence for all (κ, λ) ∈ XU and α ∈ U , |λα| ≤ 1 or |λα| ≤
∣∣∣∑n(α)−1k=0 f (α)k (κ)∣∣∣ ≤∑n(α)−1
k=0
∥∥∥f (α)k ∥∥∥, and so
XU ⊆ X ×
∏
α∈U
BC
[
0,max
(
1,
∥∥∥f (α)0 ∥∥∥+ · · ·+ ∥∥∥f (α)n(α)−1∥∥∥)]
which is compact by Tychonoff’s theorem. Now by definition, XU is the intersection of a family of zero sets
of continuous functions and so closed. It follows that XU is compact.
Therefore the following functions are continuous:
π:XU → X ; (κ, λ) 7→ κ, and
pα:X
U → C; (κ, λ) 7→ λα (α ∈ U).
The extension AU is defined to be the closed subalgebra of C(XU) generated by π∗(A) ∪ {pα : α ∈ U}.
It is not hard to check that AU is a uniform algebra on XU with the required properties.
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We shall call the algebra AU constructed above the Cole extension of A by U . The embedding is given by
the restriction of the adjoint, π∗, to A. We shall use the same symbol for both maps; this does not cause
problems in practice.
We mention now that AU is non-trivial if A is. Details in the case when every element of U is of the
form x2 − f for some f ∈ A are in [Col]. We shall prove a more general result in Section 1.4.
1.2.3. Systems of Algebraic Extensions
We have just shown how to adjoin to A roots of an arbitrary set of monic polynomials, U , over A. Let the
embedding for the extension be denoted by θ = θA,U :A → E(A,U). Thus in na, θ is inclusion, in Ba, θ
is given by the natural map into a set of equivalence classes (see Appendix 2), and in ua, θ is given by an
adjoint of the continuous surjection π:XU → X , for some compact, Hausdorff space, X . For future reference,
we mention here that an extension will be called simple if U is a singleton.
By repeating the process of forming algebraic extensions using transfinite recursion, one can generate
normed algebras which are integrally closed extensions of A. The process, or a variant of it, has been used
frequently in the literature; see, for example, [Col] and [Nar].
We now describe some of the detail informally. Let υ1 be a non-zero ordinal number. Let υ < υ1 and
suppose that we have chosen algebras (Aτ )τ<υ and homomorphisms (θσ,τ :Aσ → Aτ )σ≤τ<υ in the appropriate
category such that
(i) A0 = A and θ0,0 = idA0 ;
(ii) ((Aτ )τ<υ, (θσ,τ )σ≤τ<υ) is a direct system;
(iii) if 0 < τ < υ and τ = σ + 1 for some σ < τ then there exists a set of monic polynomials, Uσ, over Aσ
such that Aτ = E(Aσ,Uσ) and θσ,τ = θAσ,Uσ ;
(iv) if 0 < τ < υ and τ is a limit ordinal then
((Aτ ), (θσ,τ )σ≤τ ) = lim
⇁
((Aσ)σ<τ , (θρ,σ)ρ≤σ<ρ) .
There are two cases. First suppose that υ = τ + 1 for some τ < υ. Then we can choose a set of monic
polynomials, Uτ , over Aτ and define Aυ := E(Aτ ,Uτ ) and
θσ,υ :=

idAυ if σ = υ;
θAτ ,Uτ if σ = τ ;
θτ,υ ◦ θσ,τ if σ < τ .
It is not hard to check that ((Aτ )τ≤υ, (θσ,τ )σ≤τ≤υ) is a direct system. If ρ1 ≤ ρ2 ≤ ρ3 ≤ υ then for ρ3 < υ,
θρ2,ρ3 ◦ θρ1,ρ2 = θρ1,ρ3 by hypothesis. Now suppose ρ3 = υ: there are two more cases. First suppose that
ρ2 = υ. Then θρ2,ρ3 = idAυ so θρ2,ρ3 ◦ θρ1,ρ2 = θρ1,υ = θρ1,ρ3 . Otherwise ρ2 < υ, in which case we have
θρ2,ρ3 ◦ θρ1,ρ2 = θρ2,υ ◦ θρ1,ρ2
= θτ,υ ◦ θρ2,τ ◦ θρ1,ρ2 (by definition of θρ2,υ)
= θτ,υ ◦ θρ1,τ
= θρ1,ρ3 (by definition of θρ1,υ).
So in all cases θρ2,ρ3 ◦ θρ1,ρ2 = θρ1,ρ3 . It is clear that for all ρ ≤ υ, θρ,ρ = idAρ .
Therefore (i)-(iv) are true with ‘< υ’ replaced by ‘≤ υ’.
Secondly suppose that υ is a limit ordinal greater than 0. We set
(Aυ , (θτ,υ)τ≤υ) := lim
⇁
((Aτ )τ<υ, (θσ,τ )σ≤τ<υ) ,
with the direct limit taken in the appropriate category. In this way we obtain a new direct system,
((Aτ )τ≤υ, (θσ,τ )σ≤τ≤υ), consistent with conditions (i)-(iv) above with ‘< υ’ replaced by ‘≤ υ’. By an
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informal application of the transfinite recursion theorem there is a direct system ((Aτ )τ≤υ1 , (θσ,τ )σ≤τ≤υ1) in
which A = A0 and for all 0 < τ < υ1 we have
(i) if τ = σ + 1 for some σ < τ then there exists a set of monic polynomials, Uσ, over Aσ such that
Aτ = E(Aσ ,Uσ) and θσ,τ = θAσ,Uσ ;
(ii) if τ is a limit ordinal then
((Aτ ), (θσ,τ )σ≤τ ) = lim
⇁
((Aσ)σ<τ , (θρ,σ)ρ≤σ<τ ) .
We are now justified in making the following definition.
DEFINITION 1.2.3.1. Let υ1 be an ordinal number. Let A = ((Aτ )τ≤υ1 , (θσ,τ )σ≤τ≤υ1) be a direct system
in na, Ba, or ua. Then A is a system of algebraic extensions of A provided the following three conditions
hold:
(i) A0 = A;
(ii) if 0 < τ ≤ υ1 and τ = σ + 1 for some σ < τ then there exists a set of monic polynomials, Uσ, over Aσ
such that Aτ = E(Aσ,Uσ) and θσ,τ = θAσ,Uσ ;
(iii) if 0 < τ ≤ υ1 and τ is a limit ordinal then
((Aτ ), (θσ,τ )σ≤τ ) = lim
⇁
((Aσ)σ<τ , (θρ,σ)ρ≤σ<τ ) .
We shall speak of, for example, a ‘system of Cole extensions’, to mean a system of algebraic extensions in
ua.
1.2.4. Integrally Closed Extensions
It is well-known from the literature (see, for example, [Col], [LinIE], and [Nar]) that systems of algebraic
extensions can produce integrally closed algebras. We give details of the method for the convenience of the
reader.
The case of normed algebras is discussed extensively in [LinIE] so we shall assume that A is an algebra
in Ba or ua. Let ω1 denote the first uncountable ordinal and ((Aτ )τ≤ω1 , (θσ,τ )σ≤τ≤ω1) be a system of
algebraic extensions in the same category. Also suppose that for every τ < ω1, Uτ is taken to be the set of
all monic polynomials over Aτ . The method relies on the following well-known lemma. This does not appear
in standard textbooks so we state and prove it here.
LEMMA 1.2.4.1. Let (X, d) be a metric space and (Fσ)0≤σ<ω1 be a family of closed sets in X such that for
all σ ≤ τ < ω1, Fσ ⊆ Fτ . Then F :=
⋃
σ<ω1
Fσ is closed.
Proof. Let (xn)n∈N ⊆ F and xn → x ∈ X (n → +∞). Now for all n ∈ N there exists σn < ω1 such that
xn ∈ Fσn . There also exists σ < ω1 such that for all n ∈ N, σn ≤ σ for if this were not true then for all
σ < ω1 there exists n ∈ N such that σ < σn. Hence [0, ω1) ⊆
⋃
n∈N[0, σn). But by the definition of ω1,
[0, σn) is countable for all n ∈ N. Therefore ω1 = [0, ω1) is countable since it is contained in a countable
union of countable sets. This is a contradiction.
Therefore (xn) ⊆ Fσ and since Fσ is closed x ∈ Fσ ⊆ F .
Since ω1 is a limit ordinal, the algebra D =
⋃
τ<ω1
θτ,ω1(Aτ ) is dense in Aω1 . But (see Section 1.2.2) θτ,ω1 is
an isometry so θτ,ω1(Aτ ) is closed in Aω1 for each τ < ω1. By the lemma, D is closed in Aω1 and therefore
equals Aω1 . Let α(x) be a monic polynomial over Aω1 . Then α(x) is a polynomial over θτ,ω1(Aτ ) for some
τ < ω1 and so there exist a0, . . . , an−1 ∈ Aτ such that
α(x) =
n−1∑
k=0
θτ,ω1(ak)x
k + xn.
By construction there exists ξ0 ∈ Aτ+1 such that
n−1∑
k=0
θτ,τ+1(ak)ξ
k
0 + ξ
n
0 = 0.
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Set ξ = θτ+1,ω1(ξ0). Then
α(ξ) =
n−1∑
k=0
θτ,ω1(ak)θτ+1,ω1(ξ0)
k + θτ+1,ω1(ξ0)
n
=
n−1∑
k=0
θτ+1,ω1(θτ,τ+1(ak))θτ+1,ω1(ξ
k
0 ) + θτ+1,ω1(ξ
n
0 )
= θτ+1,ω1
(
n−1∑
k=0
θτ,τ+1(ak)ξ
k
0 + ξ
n
0
)
= θτ+1,ω1(0) = 0.
Therefore Aω1 is integrally closed.
1.3. Comparison of the Extensions
It is useful to be able to describe Narmania and Cole extensions in terms of standard extensions. In order to
do this, we identify the spaces of closed, maximal ideals of the extensions. It is also appropriate to include
a result about naturalness and the uniform algebras in a system of Cole extensions.
1.3.1. The Spaces of Closed, Maximal Ideals of the Three Extensions
It is not hard to use Arens’ and Hoffman’s description ([Are]) of the space of closed, maximal ideals of an
Arens-Hoffman extension of A to describe Ω(BU ) where BU is a standard extension of A with respect to a
set, U , of monic polynomials over A. The next result was probably known to Lindberg, but does not appear
in the literature.
Let ΩU denote the following set{
(ω, λ) ∈ Ω×CU : for all α ∈ U ω(α)(λα) = 0
}
.
It is clearly compact and Hausdorff (compare Proposition 1.2.2.4) when given the relative product-topology.
PROPOSITION 1.3.1.1. The space Ω(BU ) is homeomorphic to ΩU .
Proof. It is easy to check that the map
Ω(BU )→ ΩU ; ω 7→ (ω|A, (ω(ξα))α∈U )
is a homeomorphism. (To show surjectivity requires a routine application of the transfinite recursion theorem.
The full details of this, which are similar to those in Proposition 1.2.2.3, are given in Theorem 5.6 of [4DIS].)
Note that if A is a natural uniform algebra, then, taking X = Ω in Proposition 1.2.2.4, ΩU = Ω
U . It
is mentioned in [Col] (for the case of square roots) that AU is natural if A is. We shall prove a similar
result for systems of Cole extensions. First we need to establish a general result which is well-known in the
literature. We give details for the convenience of the reader. The result is stated in [Kar], and also follows
from standard results in [Lei] (p. 212-213).
PROPOSITION 1.3.1.2. Let υ be a non-zero, limit ordinal and
((Ωτ )τ<υ, (πσ,τ )σ≤τ<υ)
be an inverse system of compact, Hausdorff spaces and continuous surjections. Suppose that(
(Aτ ,Ωτ )τ<υ, (π
∗
σ,τ : f 7→ f ◦ πσ,τ )σ≤τ<υ
)
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is a direct system of natural uniform algebras. Then the direct limit of this system, Aυ, is natural.
Proof. Let (Ωυ , (πτ,υ)τ≤υ) be the inverse limit of the system of spaces and let
((Aυ ,Ωυ), (π
∗
τ,υ)τ≤υ)
be the direct limit of the system of uniform algebras. From the discussion in Appendix 2, we see that Aυ is
the uniform closure in C(Ωυ) of D =
⋃
τ<υ π
∗
τ,υ(Aτ ).
Let ϕ ∈ Ω(Aυ). Then for each τ < υ, ϕ ◦ π∗τ,υ ∈ Ω(Aτ ) so there exists a unique ωτ ∈ Ωτ such that
ϕ ◦ π∗τ,υ = εωτ where ε is as in Section 1.1.3. If σ ≤ τ < υ then
εωσ = ϕ ◦ π∗σ,υ = ϕ ◦ π∗τ,υ ◦ π∗σ,τ = εωτ ◦ π∗σ,τ
so for all f ∈ Aσ we have
f(ωσ) = εωτ (π
∗
σ,τ (f))
= (f ◦ πσ,τ )(ωτ )
= f(πσ,τ (ω
τ )).
Therefore ωσ = πσ,τ (ω
τ ) and so ωυ := (ωτ )τ<υ ∈ Ωυ. Moreover ϕ = εωυ since both maps agree on D. Thus
Ω(Aυ) = Ωυ as required.
We can now give the promised result on Cole extensions.
PROPOSITION 1.3.1.3. Suppose that
(
(Aτ )τ≤υ, (π
∗
σ,τ : f 7→ f ◦ πσ,τ )σ≤τ≤υ
)
is a system of Cole extensions
of the natural uniform algebra, (A,Ω). Then for all τ ≤ υ, Aτ is natural.
Proof. Let Aτ be a uniform algebra on Xτ for all τ ≤ υ. Let
J = {τ ≤ υ : Aτ is natural } ,
τ ≤ υ, and suppose that [0, τ) ⊆ J . By assumption 0 ∈ J . Suppose now that τ > 0. In the case where
τ is a limit ordinal, it follows immediately from the proposition above that τ ∈ J . If τ = σ + 1 for some
σ < τ then there exists a set, Uσ, of monic polynomials over Aσ such that Aτ = AUσσ . Let ω ∈ Ω(Aτ ).
Since Aσ is natural and ω ◦ π∗σ,τ is a character on Aσ, there exists κ ∈ Xσ such that ω ◦ π∗σ,τ = εκ. Now let
a0, . . . , an−1 ∈ Aσ be such that α(x) = a0 + · · ·+ an−1xn−1 + xn ∈ Uσ. By construction,
π∗σ,τ (a0) + · · ·+ π∗σ,τ (an−1)pn−1α + pnα = 0.
Since ω is a homomorphism we have
εκ(a0) + · · ·+ εκ(an−1)λn−1α + λnα = 0
where λα := ω(pα). Thus y = (κ, (λα)α∈Uσ) ∈ Xτ . Since the polynomials, P , in π∗σ,τ (A) ∪ {pα : α ∈ Uσ}
are dense in Aτ and ω|P = εy|P we have ω = εy by continuity. Since ω was arbitrary, Aτ is natural and so
τ ∈ J .
By the transfinite induction theorem, J = [0, υ] as required.
1.3.2. The Relationship between the Three Extensions
We can now show how the types of extensions we have been considering are related. Many of the ideas
behind the next proposition are due to Narmania. We take the step of linking them to Cole and standard
extensions.
PROPOSITION 1.3.2.1. Let A be a commutative, unital Banach algebra and U a set of monic polynomials
over A. Then, provided the norm-parameters for the standard extension, BU , and Narmania extension, AU ,
are equal, we have up to isometric isomorphism that AU = B˜U . If A is a uniform algebra then we have
AU = (AU )ˆ = (BU )ˆ,
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where the closures are taken with respect to the supremum norm and AU denotes the Cole extension.
Proof. By Lemma A.1.5, if B is a normed algebra then the homeomorphism Ω(B˜) → Ω(B) induces an
isometric isomorphism Bˆ → (B˜)ˆ. It is therefore sufficient to prove that AU = B˜U and that AU = (BU )ˆ.
The last equality follows very quickly from Lemma 1.2.2.2 and the simplicity of the definition of AU . (We
may need to pass to Aˆ if necessary first, in order to obtain an isometrically isomorphic, natural uniform
algebra.) We shall therefore only prove the first identification. Although what follows is routine, we hope
that it will help to clarify the details of standard and Narmania extensions.
As before let tα (α ∈ U) be a valid choice of Arens-Hoffman norm-parameters for the respective exten-
sions Aα. We shall show that there is an isometric isomorphism between BU and the normed-algebra direct
limit D :=
⋃
S∈U<ω0 νS(AS) (when defined by these parameters); the result then follows from the uniqueness
of completions (see Appendix 1).
For each α ∈ U let yα be the equivalence class [({α(xα)}) + xα] ∈ D. Since yα is a root of ν∅(α)(x)
in D there exists, by the universal property of standard extensions, a (unique) homomorphism φ:BU → D
such that φ|A = ν∅ and for all α ∈ U , φ(ξα) = yα. Here, ξα is the standard root of α(x), the element of
BU associated with x¯ by the isometric isomorphism ψα : B<α[x]/(α(x)) → Bα in the notation of Theorem
1.2.2.1. Thus ‖ξα‖ = tα. Note that ψα satisfies ψα(a) = a for all a ∈ B<α.
It is clear that φ is surjective; we now use the transfinite induction theorem, as is customary for proving
results about standard extensions, to show that φ is isometric.
Let J = {β ∈ U : φ|Bβ is isometric}. It should be clear to the reader that α0 ∈ J . Let β ∈ U and
suppose that [α0, β) ⊆ J . Let b ∈ Bβ . Then, writing n(β) for the degree of β(x), there exist unique
b0, . . . , bn(β)−1 ∈ B<β such that b =
∑n(β)−1
j=0 bjξ
j
β . Let α < β with b0, . . . , bn(β)−1 ∈ Bα.
A routine exercise in the transfinite induction theorem shows that for all γ ∈ U ,
φ(Bγ) ⊆
⋃
S∈[0,γ]<ω0
νS(AS).
We give the details here for the benefit of the reader. Let
J ′ = {γ ∈ U : φ(Bγ) ⊆ ∪S∈[0,γ]<ω0νS(AS)}
and suppose that [α0, γ) ⊆ J ′. Let p be the degree of γ(x) and c ∈ Bγ . There exist unique c0, . . . , cp−1 ∈ B<γ
such that c =
∑p−1
j=0 cjξ
j
γ . There is also some α < γ such that c0, . . . , cp−1 ∈ Bα (unless γ = α0 in which
case c0, . . . , cp−1 ∈ A). The inductive hypothesis implies that there exists a finite subset S ⊆ [α0, α] such
that φ(cj) ∈ νS(AS) (j = 0, . . . , p− 1). Therefore φ(c) ∈ νS∪{γ}(AS∪{γ}) and so γ ∈ J ′.
By the transfinite induction theorem, J ′ = U
Since the algebras νS(AS) are directed there exists S ∈ [α0, α]<ω0 such that φ(bj) ∈ νS(AS) j =
0, . . . , n(β)− 1. Let S = {α1, . . . , αm} and q0, . . . , qn(β)−1∈ A[xα1 , . . . , xαm ] be the minimal representatives
such that
φ(bj) = νS((S) + qj) (j = 0, . . . , n(β) − 1).
In fact, let
qj =
∑
lj∈L
qj,ljx
lj
1
α1 · · ·xl
j
m
αm
with L := ×mk=1 {0, . . . , n(αk)− 1}, and qj,lj ∈ A for each lj ∈ L and j = 0, . . . , n(β)− 1. Set T = S ·∪ {β} =
{α1, . . . , αm+1} where αm+1 := β. By considering the degrees, we see that
q =
n(αm+1)−1∑
j=0
qjx
j
αm+1
=
n(αm+1)−1∑
j=0
∑
lj∈L
qj,ljx
lj
1
α1 · · ·xl
j
m
αmx
j
αm+1
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is the minimal representative for (T ) + q in AT . Hence
‖νT ((T ) + q)‖ = ‖(T ) + q‖AT
=
n(αm+1)−1∑
j=0
∑
lj∈L
∥∥qj,lj∥∥ tlj1α1 · · · tljmαm tjαm+1
=
n(αm+1)−1∑
j=0
‖(S) + qj‖AS tjαm+1
=
n(β)−1∑
j=0
‖νS((S) + qj)‖ tjβ
=
n(β)−1∑
j=0
‖φ(bj)‖ tjβ (from above)
=
n(β)−1∑
j=0
‖bj‖ tjβ (by hypothesis).
By construction of the standard norm, the quantity in the line above is equal to ‖b‖.
Now since φ and the natural maps are homomorphisms,
φ(b) =
n(β)−1∑
j=0
φ(bj)y
j
β
=
n(β)−1∑
j=0
νS((S) + qj)ν{β}(({β}) + xjβ)
=
n(β)−1∑
j=0
νT ((T ) + qjx
j
β)
= νT ((T ) + q),
and so ‖φ(b)‖ = ‖b‖ as required.
By the transfinite induction theorem, J = U .
We can also summarise this result with the commutative diagram (in which the objects are subject to the
same conditions as in Proposition 1.3.2.1 and the horizontal arrows have dense images):
BU
φ−→ AU Γ−→ AU
տι
xν րπ∗
A
By results in Appendix 1, this yields the commutative diagram (in which ≈ indicates a homeomorphism):
Ω(BU ) ←−
≈
Ω(AU ) ←−
≈
Ω(AU ) = ΩU
ցι∗
yν∗ ւπ∗∗
Ω
Note that π∗∗ is identifiable with π. We shall, as has become traditional in the literature on these extensions,
identify all the spaces in the top row with ΩU and denote all the downward maps by π.
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The following result will often be tacitly used. It is essentially due to Lindberg, but we use the comments
above to apply it to Narmania and Cole extensions.
PROPOSITION 1.3.2.2. Let ((Aσ), (θσ,τ )σ≤τ : σ, τ ≤ υ) be a system of algebraic extensions for some
ordinal υ > 0 and let the adjoint maps between the associated spaces of closed, maximal ideals be denoted
πσ,τ : Ωτ → Ωσ; ω 7→ ω ◦ θσ,τ (σ ≤ τ ≤ υ) where Ωτ := Ω(Aτ ) (τ ≤ υ). Then for all σ ≤ τ ≤ υ, πσ,τ is a
continuous, open surjection.
Proof. The continuity and surjectivity of the maps πσ,τ are well-known in the literature on algebraic exten-
sions and follow easily from standard results on inverse limits of compact, Hausdorff spaces; see for example
[Lei]. However we include a proof of these properties for the reader’s convenience.
By the comments above we can assume that we are dealing with a system of standard extensions. As
we have noted in Appendix 2, the direct limits can be realised as unions in this case and so the maps πσ,τ
are just restrictions for all σ ≤ τ ≤ υ.
Let J = {τ ≤ υ : for all σ < τ, πσ,τ is a continuous, open surjection }, τ ≤ υ, and suppose [0, τ) ⊆ J .
Obviously 0 ∈ J .
If τ = σ + 1 for some σ < τ then πσ,τ is a continuous, open surjection by Theorem 3.5 of [LinIE]. So
τ ∈ J .
Otherwise, τ is a non-zero, limit ordinal. By assumption, the maps πρ,σ are continuous, open surjections
for 0 ≤ ρ ≤ σ < τ . We can identify the space Ωτ as the inverse limit
Ωτ = lim
↽
((Ωσ), (πρ,σ) : ρ ≤ σ < τ) (∗)
because, as we shall show, there is a homeomorphism from Ωτ onto the realisation (see Appendix 2), Xτ , of
the inverse limit (∗) which is given by
Xτ := {κ ∈ ×σ<τΩσ : for all ρ ≤ σ < τ, κρ = πρ,σ(κσ)} .
We now digress to verify that the map
R: Ωτ → Xτ ; ω 7→ (ω|Aσ )σ<τ
is a homeomorphism.
The map R is injective since Aτ = ∪σ<τAσ and surjective since each element in Xτ clearly defines a
norm-one, character on Aτ . Now let (ωt) be a net in Ωτ which converges to ω ∈ Ωτ . Then for all σ < τ and
a ∈ Aσ, ωt|Aσ(a) = ωt(a)→ ω(a) = ω|Aσ(a). So for all σ < τ , ωt|Aσ → ω|Aσ , by definition of the topology
on Ωσ (see Appendix 1). So by definition of the product topology, R(ωt) → R(ω). This shows that R is
continuous. Since Ωτ is compact and Xτ is Hausdorff, it follows (by Proposition 1.6.8 in [Ped], for example)
that R is a homemorphism, as required.
Under the identification (∗), the canonical maps πσ,τ (σ < τ) are the coordinate maps Ωτ → Ωσ ; κ 7→
κσ.
Let ρ < τ . We must show that πρ,τ is a continuous, open surjection. Continuity and surjectivity follow
from standard properties on inverse limits given in Lemma 9 on p. 210 of [Lei]. It remains to prove that
πσ,τ is open. For this we reproduce the argument in the proof of Theorem 4.1 of [LinIE].
Recall that Ωτ has the weak topology induced by the functions Âτ so a basic open neighbourhood in
Ωτ has the form
Vτ = V (κ; a1, . . . , an; ε)
:= {κ′ ∈ Ωτ : |âi(κ′)− âi(κ)| < ε i = 1, . . . , n} ,
for some κ ∈ Ωτ , ε > 0, and a1, . . . , an ∈
⋃
σ<τ Aσ = Aτ . Hence there exists σ < τ such that a1, . . . , an ∈ Aσ.
We show that πρ,τ (Vτ ) is open.
Consider Vσ := πσ,τ (Vτ ). The element y ∈ Ωσ belongs to Vσ if and only if there exists κ′ ∈ Ωτ such
that y = πσ,τ (κ
′) and
|κ′(ai)− κ(ai)| = |πσ,τ (κ′)(ai)− πσ,τ (κ)(ai)| < ε (i = 1, . . . , n).
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Thus Vσ = V (πσ,τ (κ); a1, . . . , an; ε).
If ρ ≤ σ then πρ,τ (Vτ ) = (πρ,σ ◦ πσ,τ )(Vτ ) is open by the inductive hypothesis. Otherwise, σ < ρ. Set
Vρ = πρ,τ (Vτ ). Then a1, . . . , an ∈ Aσ ⊆ Aρ, and similarly to above, Vρ = V (πρ,τ (κ); a1, . . . , an; ε) is an open
neighbourhood of πρ,τ (κ) and so πρ,τ is open. So τ ∈ J and by the transfinite induction theorem, J = U as
required.
1.4. Maps back from the Extensions
1.4.1. Introduction
Let θ:A→ E(A,U) denote the embedding map of one of the algebraic extensions introduced in Section 1.2.
We show that θ has a special left-inverse, T , in the category of normed spaces. The material in this section
is due to Narmania ([Nar]). However some parts of the proofs are new.
Apart from having other special properties, T will be a unital contraction and A-linear in the sense that
T (θ(a)b) = aT (b) (a ∈ A, b ∈ E(A,U)).
(Recall that a linear map is called a contraction if its norm is at most one.)
Applications of the operator T will be given in the next section, Section 2.2, and Section 3.3.
1.4.2. The Construction
For α(x) = a0+· · ·+an−1xn−1+xn ∈ U and j ∈ N0 let sjα denote the jth Newton-sum of α(x). Newton-sums
can be defined inductively as follows (see [Nar] or p. 140 of [JacI]):
s0α = n;
skα + an−1s
k−1
α + · · ·+ an−k+1s1α + kan−k = 0 (1 ≤ k ≤ n);
sn+kα + an−1s
n+k−1
α + · · ·+ a0skα = 0 (k ∈ N).
In particular, sjα is a polynomial in the coefficients of α(x). It has also been widely noted in the literature
(see for example [Nar] and [Kar]) that for each ω ∈ Ω,
ω(sjα) =
n(α)∑
k=1
λjk
where λ1, . . . , λn(α) are the roots of ω(α)(x) listed according to their multiplicities. (Recall that the homo-
morphism ω can be extended to ω#:A[x]→ C[x] as in Section 1.1.1.)
We shall use these facts to prove the following theorem of Narmania. Notation is as in Section 1.2.3; U
denotes a set of monic polynomials over A. We use |·| to denote the spectral radius (see Appendix 1).
THEOREM 1.4.2.1. Let E(A,U) be a standard, Narmania, or Cole extension of A. If A is not a uniform
algebra, suppose further that the polynomials and norm-parameters satisfy
for all α ∈ U , j ∈ {0, . . . , n(α)− 1} ∥∥sjα∥∥ ≤ tjαn(αj). (∗)
Then there exists a unital, A-linear contraction T :E(A,U)→ A such that T ◦ θ = idA.
Proof. We define the operator TU :BU → A for the standard extension and show that it is an A-linear
left-inverse for θ. We then show that (∗) implies that TU has norm one. From this and Proposition 1.3.2.1
we see that TU has a unique, norm-one extension to the Narmania extension, AU . The extension has the
required properties by continuity.
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To obtain the operator AU → A for the Cole extension, where applicable, it is enough to verify that the
map TU satisfies
|TU (b)| ≤ |b| (b ∈ BU)
and so induces an Aˆ-linear map
T̂U : B̂U → Aˆ; bˆ 7→ TU (b)ˆ
of norm one. Again, Proposition 1.3.2.1 implies that T̂U extends by continuity to a map T
U :AU → A. It is
trivial to verify that T U has the required properties.
Construction. Please refer to Section 1.2.2 for the notation associated with standard extensions. We
use the transfinite recursion theorem, as in Proposition 1.2.2.3, to construct TU .
Let γ ∈ U and assume that (Tβ:Bβ → A)β<γ is a family of linear maps such that the following four
conditions hold:
(i) for all β < γ, Tβ|A = idA;
(ii) for all α ≤ β < γ, Tβ|Bα = Tα;
(iii) for all β < γ, a ∈ A, and b ∈ Bβ, Tβ(ab) = aTβ(b);
(iv) for all β < γ, ‖Tβ‖ ≤ 1.
Recall that B<α0 = A and that if γ > α0 then B<γ =
⋃
β<γ Bβ . If γ = α0, the minimum element of U ,
define
T<γ :B<γ → A; a 7→ a.
Otherwise, if γ > α0, let
T<γ :B<γ → A; b 7→ Tβ(b) (β ∈ U : b ∈ Bβ).
By hypothesis, T<γ is a well-defined, A-linear contraction. Let
T : (B<γ)γ → A;
n(γ)−1∑
k=0
bkx¯
k 7→
(
1
n(γ)
) n(γ)−1∑
k=0
T<γ(bk)s
k
γ .
Set Tγ = T ◦ ψγ−1:Bγ → A where ψγ is the isometric isomorphism (B<γ)γ → Bγ of Theorem 1.2.2.1.
It is routine to check that (i)-(iii) now hold with ‘≤ γ’ in place of ‘< γ’. To illustrate the calculations,
we verify that ‖Tγ‖ ≤ 1. As ψγ−1 is isometric, it is enough to check that ‖T ‖ ≤ 1.
Let b0, . . . , bn(γ)−1 ∈ B<γ . Then b =
∑n(γ)−1
k=0 bkx¯
k is the general element of (B<γ)γ and
‖T (b)‖ = 1
n(γ)
∥∥∥∥∥∥
n(γ)−1∑
k=0
T<γ(bk)s
k
γ
∥∥∥∥∥∥
≤
n(γ)−1∑
k=0
‖T<γ(bk)‖ (
∥∥skγ∥∥ / n(γ))
≤
n(γ)−1∑
k=0
‖bk‖ tkγ by hypothesis and (∗)
= ‖b‖ .
So ‖T ‖ ≤ 1 as required.
By the transfinite recursion theorem, there exists a family of linear contractions (Tα:Bα → A)α∈U such
that
(i) for all α ∈ U , Tα|A = idA;
(ii) for all α, β ∈ U , α ≤ β < γ, Tβ|Bα = Tα;
(iii) for all α ∈ U , a ∈ A, and b ∈ Bα, Tα(ab) = aTα(b).
Recall that BU =
⋃
α∈U Bα. We obtain the required map by defining
TU :BU → A; b 7→ Tα(b) (α ∈ U : b ∈ Bα).
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Note that by omitting requirement (iv) we can always obtain an A-linear map TU :BU → A with
TU |A = idA. It remains to verify that
|TU (b)| ≤ |b| (b ∈ BU) (†)
The argument, as Narmania noted, does not depend on (∗), so we do not have to make assumption (∗) in
the setting of uniform algebras.
We use the representation of elements of BU obtained in Lemma 1.2.2.2 to verify (†). This expands
remarks in [Nar] to the effect that for each b ∈ BU , T̂U (b) sends each ω ∈ Ω to a weighted average of the
values of bˆ on the fibre π−1(ω). Here π is the usual map Ω(BU )→ Ω.
By Lemma 1.2.2.2, for each b ∈ BU there exists a set U = {α1, . . . , αN} ∈ U<ω0 and bm ∈ A (m ∈ L :=
×Nj=1 {0, 1, . . . , n(αj)− 1}) such that
b =
∑
m∈L
bmξ
m1
α1 · · · ξmNαN and ‖b‖ =
∑
m∈L
‖bm‖ tm1α1 · · · tmNαN .
Thus b ∈ Bβ where β = max(α1, . . . , αN ). Inductively we see that
TU(b) =
1
n(α1) · · ·n(αN )
∑
m∈L
bms
m1
α1 · · · smNαN .
Let ω ∈ Ω and λj,0, . . . , λj,n(αj)−1 be the roots of ω(αj)(x) listed according to multiplicity (j = 1, . . . , N).
Then
ω(TUb) =
∑
m∈L
ω(bm)
N∏
j=1
ω(s
mj
αj )
n(αj)
where L = ×Nk=1 {0, . . . , n(αk)− 1}
=
∑
m∈L
ω(bm)
N∏
j=1
n(αj)−1∑
lj=0
λ
mj
j,lj
n(αj)
=
∑
m∈L
ω(bm)
∑
l∈L
N∏
j=1
λ
mj
j,lj
n(αj)
(by an exercise in indices)
=
∑
m,l∈L
ω(bm)
N∏
j=1
λ
mj
j,lj
n(αj)
.
For each l ∈ L, choose yl = (ω, λl) ∈ ΩU such that
λl,αj = λj,lj (j = 1, . . . , N).
Thus for each m, l ∈ L,
ω(bm)
N∏
j=1
λ
mj
j,lj
= (ω, λl)
bm N∏
j=1
ξmjαj
 ,
whence
ω(TUb) =
∑
l,m∈L
(ω, λl)
bm N∏
j=1
ξ
mj
αj
n(αj)

=
∑
l∈L
(ω, λl)
∑
m∈L
bm
N∏
j=1
ξ
mj
αj
n(αj)
 and so
|ω(TUb)| ≤
∑
l∈L
1
n(α1) · · ·n(αN ) |(ω, λl)(b)|
≤ |b| .
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This completes the proof.
We illustrate the effect of T U with an example for future reference. Let (A,X) be a uniform algebra and
α(x) be a monic polynomial over A of degree n. Let (Aα, Xα) denote the Cole extension of A with respect
to α(x). Then, writing p:Xα → C; (κ, λ) 7→ λ, elements of the form
f =
n−1∑
k=0
π∗(f)pk (f0, . . . , fn−1 ∈ A)
are dense in Aα (by Proposition 1.3.2.1). Let sk be the kth Newton-sum of α(x) for each k ∈ N0. If we
identify X with a subset of Ω in the usual way, we have for each κ ∈ X , writing λ1, . . . , λn for the roots of
κ(a)(x) repeated by multiplicity,
T {α}(f)(κ) =
(
1
n
n−1∑
k=0
fksk
)
(κ) by construction
=
1
n
n−1∑
k=0
fk(κ)
n∑
j=1
λkj
=
1
n
n∑
j=1
n−1∑
k=0
fk(κ)λ
k
j
=
1
n
n∑
j=1
f(κ, λj).
It now follows from the continuity of T {α} that T {α}(g)(κ) is this average of values of g over the fibre π−1(κ)
for every g ∈ Aα.
As Narmania noted, the restriction (∗) is not a hindrance to our main applications, as we can still
generate an integrally closed extension of any normed algebra by using only polynomials for which (∗) is
true (using the procedure described in Section 1.2.4). We provide a simple argument, which is omitted from
[Nar], to justify this.
Since we can always choose the Arens-Hoffman norm-parameters to be at least one, we assume this and
can simplify the condition to
∥∥sjα∥∥ ≤ n(αj). Let α(x) = a0 + · · · + an−1xn−1 + xn ∈ A[x] and µ > 0. Let
αµ(x) = µna0+ · · ·+(µan−1)xn−1+ xn. By the continuity of algebraic operations in A, we have sjαµ → 0 as
µ→ 0 (j = 1, . . . , n− 1). We can replace α(x) by αµ(x) for µ so small that (∗) holds for αµ(x). If αµ(η) = 0
then α(η/µ) = 0.
It is a routine matter to extend the operator defined above to systems of algebraic extensions. We give
details, which are omitted by Narmania, for the benefit of the reader.
PROPOSITION 1.4.2.2 ([Nar]). Let ((Aσ), (θσ,τ )σ≤τ : σ, τ ≤ υ) be a system of algebraic extensions. If
A0 = A is not a uniform algebra, suppose also that for all τ ≤ υ, α ∈ Uτ , j ∈ {0, . . . , n(α)− 1} we have∥∥sjα∥∥ ≤ n(αj),
and that all norm-parameters are at least one. Then there exists a family of unital, linear contractions
(Tσ,τ :Aτ → Aσ)σ≤τ≤υ such that for σ ≤ τ ≤ υ,
(i) Tσ,τ is Aσ-linear, and
(ii) Tσ,τ ◦ θσ,τ = idAσ .
Proof. Let τ ≤ υ and suppose that (Tρ,σ:Aσ → Aρ)ρ≤σ<τ is a family of contractions such that
(i) for all ρ ≤ σ < τ , a ∈ Aρ, and b ∈ Aσ, Tρ,σ(θρ,σ(a)b) = aTρ,σ(b), and
(ii) for all ρ ≤ σ < τ , Tρ,σ ◦ θρ,σ = idAρ .
20
If τ = σ+1 for some σ < τ , then Aτ = E(Aσ ,Uσ). By Theorem 1, there exists an operator Tσ,τ :Aτ → Aσ
such that ‖Tσ,τ‖ ≤ 1,
Tσ,τ (θσ,τ (a)b) = aTσ,τ (b) (a ∈ Aσ, b ∈ Aτ ),
and Tσ,τ ◦ θσ,τ = idAσ . Setting Tρ,τ := Tρ,σ ◦ Tσ,τ for ρ ≤ σ yields a family of maps (Tρ,σ)ρ≤σ≤τ compliant
with requirements (i) and (ii) above.
Otherwise, τ is a limit ordinal. If τ = 0 we must set T0,0 = idA. For τ > 0 we have
(Aτ , (θσ,τ )σ<τ ) = lim
⇁
((Aσ), (θρ,σ) : ρ ≤ σ < τ)) (∗)
Fix ρ < τ and set Sρ,σ := Tρ,σ′ ◦ θσ,σ′ :Aσ → Aρ where max(ρ, σ) ≤ σ′ < τ . Thus Sρ,σ is a well-defined and
Aρ-linear contraction since it is a composition of such maps. Indeed
Sρ,σ =
{
Tρ,σ if ρ ≤ σ, and
θσ,ρ if ρ ≥ σ.
We also have that for all σ1 ≤ σ2 < τ ,
Sρ,σ2 ◦ θσ1,σ2 = Tρ,σ3 ◦ θσ2,σ3 ◦ θσ1,σ2 where σ3 ≥ max(ρ, σ2)
= Tρ,σ3 ◦ θσ1,σ3
= Sρ,σ1 since σ3 ≥ σ2 ≥ σ1.
Observe that (Aτ , (θσ,τ )) is also the direct limit of (∗) in the category of normed spaces and contractions
(see Appendix 2). By the universal property of direct limits, there exists a contraction Tρ,τ :Aτ → Aρ such
that for all σ < τ ,
Tρ,τ ◦ θσ,τ = Sρ,σ =
{
Tρ,σ (ρ ≤ σ)
θσ,ρ (σ ≤ ρ).
In particular Tρ,τ ◦ θρ,τ = Sρ,ρ = idAρ . Continuity shows that Tρ,τ is Aρ-linear as we now check.
Since D =
⋃
σ<τ θσ,τ (Aσ) is dense in Aτ , it is enough to show that Tρ,τ |D is Aρ-linear. Let b ∈ D and
a ∈ Aρ. Since the algebras are directed, we can assume that b = θσ,τ (bσ) for some σ ≥ ρ and bσ ∈ Aσ. Thus
Tρ,τ (θρ,τ (a)b) = (Tρ,τ ◦ θσ,τ )(θρ,σ(a)bσ)
= Sρ,σ(θρ,σ(a)bσ)
= aSρ,σ(bσ) since Sρ,σ = Tρ,σ is Aρ-linear
= aTρ,τ (b).
The result now follows from the transfinite recursion theorem.
We now keep a promise made in Section 1.2.2 and use Proposition 2 to show that every uniform algebra in
a system of Cole extensions of a non-trivial uniform algebra is non-trivial. The following three results are
similar to ones contained in Theorem 3.5 of [LinIE] and Theorem 2.1 of [Col].
Proposition 3 is not essential for our purpose, but we include it as it is interesting in its own right.
PROPOSITION 1.4.2.3. Let υ be an ordinal number and ((Aτ )τ≤υ, (π
∗
σ,τ )σ≤τ≤υ) be a system of Cole
extensions of the uniform algebra A = C(X) for some compact, Hausdorff space, X . Then for all τ ≤ υ,
Aτ = C(Xτ ).
Proof. Let J = {τ ≤ υ : Aτ = C(Xτ )}, τ ≤ υ, and suppose that [0, τ) ⊆ J .
If there exists σ < τ such that τ = σ + 1 then Aτ = A
Uσ
σ for some set, Uσ, of monic polynomials over
Aσ. Let B denote a standard extension of Aσ with respect to Uσ. Since Aσ = C(Xσ) is natural, it follows
from Proposition 1.3.1.3 that Aτ is natural, and so Xτ = Ω(Aτ ). By Proposition 1.3.2.1 we have Bˆ = Aτ .
On the other hand, since Aσ is dense in C(Xσ) we have Bˆ = C(Xτ ) by Theorem 3.5 of [LinIE]. So τ ∈ J .
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Otherwise τ is a limit ordinal. It is clear that 0 ∈ J so we may assume that τ > 0. Then Aτ =
lim⇁(Aσ)σ<τ . Explicitly (see Appendix 2), Aτ is the closure in C(Xτ ) of the algebra D =
⋃
σ<τ π
∗
σ,τ (Aσ).
As noted in [Col], it follows from the Stone-Weierstrass theorem and inductive hypothesis that D is dense
in C(Xτ ). So Aτ = C(Xτ ) and τ ∈ J .
By the transfinite induction theorem, J = [0, υ] as required.
Let ((Aτ )τ≤υ, (π
∗
σ,τ )σ≤τ≤υ) be a system of Cole extensions in which for all τ ≤ υ, Aτ is a uniform algebra
on Xτ . Recall that π
∗
σ,τ is the adjoint C(Xσ)→ C(Xτ ) ; f 7→ f ◦ πσ,τ where πσ,τ is a continuous surjection
Xτ → Xσ. As usual, we shall not distinguish between π∗σ,τ and π∗σ,τ |Aσ .
LEMMA 1.4.2.4. Let υ be an ordinal number and A = ((Aτ )τ≤υ, (π∗σ,τ )σ≤τ≤υ) be a system of Cole extensions
of a uniform algebra (A,X). Then the family
C = ((C(Xτ ))τ≤υ, (π∗σ,τ )σ≤τ≤υ)
is a system of Cole extensions of C(X) with respect to the same sets of
polynomials as are used to generate A.
Proof. The family C clearly forms a direct system. Let the set of polynomials generating Aσ+1 be denoted
by Uσ for every σ < υ. Thus Uσ can be regarded as a set of monic polynomials over C(Xσ) for each σ < υ.
We verify the axioms given in Section 1.2.3 for C to be a system of Cole extensions of C(X) with respect to
(Uσ)σ<υ .
Let τ < υ. First suppose that τ = σ + 1 for some σ < τ . As in the proof of Lemma 3 we have that
C(Xσ)
Uσ = C(XUσσ ) = C(Xτ ).
Otherwise τ is a limit ordinal. We can assume τ > 0. Again, as in the second case in Proposition 3,
C(Xτ ) = lim⇁(C(Xσ))σ<τ .
Thus C is a system of Cole extensions of C(X) with respect to (Uσ)σ<υ .
Recall that if E is a subset of a normed space, (F, ‖·‖), and f ∈ F then the distance of f from E, is defined
to be
dist (f, E) := inf
e∈E
‖e− f‖ .
It is standard (see, for example, p. 69 of [Sim]) that if E is closed and f ∈ F − E then dist (f, E) > 0.
THEOREM 1.4.2.5. Let υ be an ordinal number and A = ((Aτ )τ≤υ, (π∗σ,τ )σ≤τ≤υ) be a system of Cole
extensions of a uniform algebra (A,X). Then for all f ∈ C(X),
dist (π∗0,υ(f), Aυ) = dist (f,A).
In particular, Aυ is non-trivial if A is.
Proof. By Lemma 4, C = ((C(Xτ )τ≤υ, (π∗σ,τ )σ≤τ≤υ) is a system of Cole extensions of C(X) with respect
to the same sets of polynomials as are used to generate A. Let (Tσ,τ :Aτ → Aσ)σ≤τ≤υ and (T eσ,τ :C(Xτ )→
C(Xσ))σ≤τ≤υ be the families of linear contractions associated with A and C respectively as in Proposition
2. The bulk of the remainder of this proof is devoted to checking that T eσ,τ |Aτ = Tσ,τ for all σ ≤ τ ≤ υ.
Let J = {τ ≤ υ : for all ρ < τ, T eρ,τ |Aτ = Tρ,τ}. Let τ ≤ υ and suppose that [0, τ) ⊆ J .
First suppose that τ is a limit ordinal. It is trivial that 0 ∈ J so we can assume that τ > 0. Then Aτ is
the subalgebra of C(Xτ ) generated by D =
⋃
σ<τ π
∗
σ,τ (Aσ). Let ρ < τ . Since T
e
ρ,τ is continuous, it is enough
to prove that T eρ,τ |D = Tρ,τ |D. So let g ∈ D. As the algebras (π∗σ,τ (Aσ))σ<τ are directed, there exists σ ≥ ρ
and f ∈ Aσ such that g = π∗σ,τ (f). We have
T eρ,τ (π
∗
σ,τ (f)) = T
e
ρ,σ(f) (by construction of T
e
ρ,τ ; see Proposition 2)
= Tρ,σ(f) (by inductive hypothesis)
= Tρ,τ (π
∗
σ,τ (f)) (by construction of Tρ,τ ).
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Hence T eρ,τ |Aτ = Tρ,τ and so τ ∈ J .
Secondly suppose that τ = ρ+ 1 for some ρ < τ . So Aτ = A
Uρ
ρ for some set, Uρ, of monic polynomials
over Aρ. It is enough to prove that T
e
ρ,τ |Aτ = Tρ,τ for then if σ < ρ and f ∈ Aτ ,
T eσ,τ (f) = (T
e
σ,ρ ◦ T eρ,τ )(f) (by construction; see Proposition 2)
= T eσ,ρ(Tρ,τ (f))
= Tσ,ρ(Tρ,τ (f)) (by hypothesis, since Tρ,τ (f) ∈ Aρ)
= Tσ,τ(f) (by construction of Tσ,τ ),
from which T eσ,τ |Aτ = Tσ,τ .
Consider elements of the form
g = π∗ρ,τ (f)p
m1
α1 · · · pmNαN
where f ∈ Aρ, α1, . . . , αN are distinct elements of Uρ, and mj ∈ {0, . . . , n(αj)− 1} (j = 1, . . . , N). These
elements span a dense subalgebra of Aτ . Since T
e
σ,τ is linear and continuous, it is sufficient to prove that
T eσ,τ (g) = Tσ,τ(g). But, by the construction in Theorem 1, we have
T eσ,τ (g) =
1
n(α1) · · ·n(αN )s
m1
α1 · · · smNαN = Tσ,τ (g).
Thus τ ∈ J .
By the transfinite induction theorem, J = U . In particular we have T e0,υ(Aυ) ⊆ A.
Let f ∈ C(X) and r = dist (f,A). Since T e0,υ is a contraction we have that for all g ∈ Aυ,∥∥π∗0,υ(f)− g∥∥ ≥ ∥∥(T e0,υ ◦ π∗0,υ)(f)− T e0,υ(g)∥∥
= ‖f − T0,υ(g)‖ (since T e0,υ ◦ π∗0,υ = idC(X))
≥ r (since T0,υ(g) ∈ A).
Hence s := dist (π∗0,υ(f), Aυ) ≥ r.
Finally, for all g ∈ A we have, since π∗0,υ is isometric, that
‖g − f‖ = ∥∥π∗0,υ(g)− π∗0,υ(f)∥∥
≥ s (since π∗0,υ(A) ⊆ Aυ).
Thus r ≥ s.
1.5. The Sˇilov and Choquet Boundaries of the Extensions
1.5.1. Introduction
We now use the construction of the previous section to investigate the boundaries of algebraic extensions of
uniform algebras. We shall use the notationNX (κ) for the set of neighbourhoods of a point κ in a topological
space, X . Where no confusion is likely, we shall omit the subscript labelling the space. If f :X → C is a
bounded function and E ⊆ X , we shall use the notation
‖f‖E := sup
κ∈E
|f(κ)| .
Recall that for a uniform algebra, (A,X), a point κ ∈ X is a peak point for A if there exists f ∈ A such
that 1 = f(κ) and for all κ′ ∈ X − {κ}, |f(κ′)| < 1. The point κ ∈ X is a strong boundary point for A if for
all neighbourhoods V ∈ N (κ), there exists f ∈ A such that 1 = f(κ) = ‖f‖ and ‖f‖X−V < 1. There are
various striking characterisations of this condition; see, for example, [Sto], pages 47–51. A boundary for a
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set S ⊆ C(X) is any subset of X on which every element of S attains its maximum modulus. The Choquet
boundary of a uniform algebra is the set of strong boundary points. We shall denote the Choquet boundary
of A by Γ0
(
A
)
.
It is standard (see, for example, [Sto], p. 37) that (A,X) has a minimal closed boundary. It is called the
Sˇilov boundary of A and is denoted by Sˇ (A). It is often useful to note, as on p. 38 of [Sto], that κ ∈ Sˇ (A)
if and only if for every V ∈ N (κ) there exists f ∈ A such that ‖f‖X−V < ‖f‖V . Furthermore, by replacing
f by (f/ ‖f‖)N for sufficiently large N ∈ N, we can assume that ‖f‖X−V < α < ‖f‖V = 1 for any given
α ∈ (0, 1).
It can be shown (see [Sto], p. 53) that Γ0
(
A
)
is dense in Sˇ (A). Another important result (see [Sto], p.
54) is that if X is metrizable (that is, the topology on X comes from a metric in the usual way; see [Kel],
p. 118), then κ ∈ X is a strong boundary point if and only if it is a peak point for A.
We shall investigate the Choquet boundary of Cole extensions. First of all we use some of Lindberg’s
results from [LinIE] to describe the Sˇilov boundaries in systems of Cole extensions.
1.5.2. The Sˇilov Boundary
Proposition 1.5.2.2 is surely known to those who worked in this area, such as Karahanjan, but we give a
detailed statement and proof for the reader’s convenience. We require a lemma, which must have been used
by many people.
LEMMA 1.5.2.1. Let D be a dense subset of a uniform algebra (A,X) and F be a closed boundary for D.
Then Sˇ (A) ⊆ F .
Proof. Let s ∈ Sˇ (A) and V be a neighbourhood of s. There exists f ∈ A such that 1 = ‖f‖V > 12 > ‖f‖X−V .
By the assumption on D there is some g ∈ D with ‖f − g‖ < 14 . Hence ‖g‖V > 34 > ‖g‖X−V . So ‖g‖ is
attained by |g| on V and not on X − V . Therefore V ∩ F 6= ∅. This shows that s ∈ F¯ = F . So Sˇ (A) ⊆ F
as required.
PROPOSITION 1.5.2.2. Let ((Aτ , Xτ )τ≤υ, (π
∗
σ,τ )σ≤τ≤υ) be a system of Cole extensions of (A,X) and τ ≤ υ.
Then Sˇ (Aτ ) = π
−1
0,τ
(
Sˇ (A)
)
.
Proof. Let J = {τ ≤ υ : Sˇ (Aτ ) = π−10,τ (Sˇ (A))}. Let τ ≤ υ and suppose that [0, τ) ⊆ J . Clearly 0 ∈ J .
Suppose first that τ = σ + 1 for some σ < τ . Then, if Uσ denotes the set of monic polynomials over Aσ
generating Aτ , we have by Proposition 1.3.2.1 and Theorem 3.5 of [LinIE], that
Sˇ (Aτ ) = Sˇ
(
AUσσ
)
= π−1σ,τ
(
Sˇ (Aσ)
)
.
(Theorem 3.5 of [LinIE] asserts, in our notation, that Sˇ
(
(BUσ)ˆ
)
= π−1σ,τ (Sˇ (Aσ)) where BUσ is a standard
extension of Aσ with respect to Uσ.) Hence, by hypothesis,
Sˇ (Aτ ) = π
−1
σ,τ
(
π−10,σ
(
Sˇ (A)
))
= (π0,σ ◦ πσ,τ )−1(Sˇ (A))
= π−10,τ
(
Sˇ (A)
)
.
So τ ∈ J .
Now suppose that τ > 0 is a limit ordinal, and so Xτ = lim↽Xσ. (The argument to show that τ ∈ J
is adapted from the proof of Theorem 11 of [Lei] on p. 214.) We first show that π−10,τ
(
Sˇ (A)
) ⊆ Sˇ (Aτ ). Let
κ ∈ π−10,τ
(
Sˇ (A)
)
.
Let U be a basic, open neighbourhood of κ. Thus there exist σ1, . . . , σn < τ and open Ui ⊆ Xσi such
that U = ∩ni=1π−1σi,τ (Ui).
Let σ = max(σ1, . . . , σn). Then πσi,τ = πσi,σ ◦ πσ,τ and so π−1σi,τ (Ui) = π−1σ,τ (Wi) where Wi = π−1σi,σ (Ui)
(i = 1, . . . , n). Thus Wi is open in Xσ. Moreover U = π
−1
σ,τ (W ) where W = ∩ni=1Wi, an open set in Xσ.
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Since κ ∈ U , κσ = πσ,τ (κ) ∈ W . We have π0,σ(κσ) = (π0,σ ◦ πσ,τ )(κ) = κ0 := π0,τ (κ) ∈ Sˇ (A) so
κσ ∈ π−10,σ
(
Sˇ (A)
)
= Sˇ (Aσ). Since the strong boundary points of Aσ are dense in Sˇ (Aσ) there exists sσ ∈W
and f ∈ Aσ with 1 = f(sσ) = ‖f‖ > ‖f‖Xσ−W .
Let s ∈ π−1σ,τ (sσ) and g = π∗σ,τ (f). Then πσ,τ (s) = sσ ∈ W so s ∈ U and 1 = g(s) = ‖g‖. For ω ∈ Xτ−U
we have πσ,τ (ω) 6∈ W so |g(ω)| < 1.
So s is in U and the Choquet boundary of Aτ . Since U is arbitrary and Sˇ (Aτ ) is the closure of the
Choquet boundary, κ ∈ Sˇ (Aτ ).
To obtain the reverse inclusion it is enough to show that π−10,τ
(
Sˇ (A)
)
is a (closed) boundary for the
dense subset
⋃
σ<τ π
∗
σ,τ (Aσ) by Lemma 1.
Let σ < τ and f ∈ Aσ. Then
∥∥π∗σ,τ (f)∥∥ = ‖f‖ = |f(κσ)| for some κσ ∈ Sˇ (Aσ) = π−10,σ (Sˇ (A)).
Let κ ∈ π−1σ,τ (κσ). We have π0,τ (κ) = (π0,σ ◦ πσ,τ )(κ) = π0,σ(κσ) ∈ Sˇ (A) and
∥∥π∗σ,τ (f)∥∥ = ∣∣π∗σ,τ (f)(κ)∣∣.
Therefore Sˇ (Aτ ) ⊆ π−10,τ
(
Sˇ (A)
)
and so τ ∈ J .
By the transfinite induction theorem, J = [0, υ] as required.
1.5.3. The Choquet Boundary
Let α(x) be a monic polynomial over the uniform algebra (A,X). We shall write (Aα, Xα), for the simple
Cole extension of A by {α}. We shall show that a similar result to Proposition 1.5.2.2 holds, namely:
Γ0
(
Aα
)
= π−1
(
Γ0
(
A
))
(1)
For extensions by infinitely many polynomials we only have an inclusion between the Choquet boundary of
the extension and the preimage of the Choquet boundary of the original algebra. We do not know if this
inclusion can be strict. The kind of relationship in (1) can break down eventually, as we now explain.
Let ω0 denote the first infinite ordinal. There is an algebra, (Aω0 , Xω0), in a system of Cole extensions
of (A,X) (see [Col]) where Xω0 is metrizable, every point of Xω0 is a peak point for Aω0 , but not every
point of X is a peak point for A. It follows from the facts mentioned in the introduction to this section that
in this case Γ0
(
Aω0
) 6= π−10,ω0Γ0(A).
Some results on the Choquet boundary of algebraic extensions are already known. The following propo-
sition is obtained from Lemma 4.2.8(i) of [FeiThes].
PROPOSITION 1.5.3.1. Let E ⊆ X be closed and U be a set of monic polynomials over A of the form x2−f
where each f(E) ⊆ {0}. Then Γ0
(
AU
) ∩ π−1 (E) = π−1(Γ0(A) ∩ E).
A general result, which is useful here, is the following. Recall that a peak set for a uniform algebra, (A,X), is
a subset, K, of X for which there exists some f ∈ A such that f(K) = {1} and for all κ ∈ X −K, |f(κ)| < 1.
An intersection of peak sets is called a peak set in the weak sense.
LEMMA 1.5.3.2. Let A and B be uniform algebras on the compact, Hausdorff spaces X and Y respectively.
Suppose that π:Y → X is a finite-to-one, continuous surjection which induces an isometric monomorphism
π∗:A→ B; f 7→ f ◦ π. Then π−1 (Γ0(A)) ⊆ Γ0(B).
Proof. Let κ0 ∈ Γ0
(
A
)
. Then, by Theorem 2.3.4 of [Bro], {κ0} is an intersection of peak sets for A. Let J
be an index set and (Kj)j∈J be a family of peak sets for A whose intersection is {κ0}.
Now if K is a peak set for A then π−1 (K) is a peak set for B since for some f ∈ A we have f(K) = {1}
and for all κ ∈ X −K, |f(κ)| < 1. Put g = π∗(f). Then g(π−1 (K)) = {1} and for y 6∈ π−1 (K) we have
|g(y)| < 1
Let π−1 (κ0) = {y1, . . . , yu}. Therefore {y1, . . . , yu} = ∩j∈Jπ−1 (Kj) is a peak set in the weak sense for
B. It is clear that {y1} is a peak set (in the weak sense) for B|π−1(κ0). By Theorem 2.4.4 of [Bro] we have
that {y1} is a peak set in the weak sense for B. But this is another characterisation ([Bro], p. 96) of strong
boundary points so y1 ∈ Γ0
(
B
)
, and the result follows.
The following definition is useful.
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DEFINITION 1.5.3.3. Let α(x) be a monic polynomial over a normed algebra A. Let ω ∈ Ω(A) and ε > 0.
We shall say that ε separates the roots of α at ω if for each pair of distinct roots λ1, λ2 of ω(α)(x) we have
|λ1 − λ2| ≥ ε.
We require the following lemma. It is used repeatedly in [LinFact], and we reproduce Lindberg’s justification,
with extra detail, for the convenience of the reader.
LEMMA 1.5.3.4. Let α(x) = a0 + · · · + an−1xn−1 + xn be a monic polynomial over the normed algebra
A, κ0 ∈ Ω, V0 ∈ N (κ0), and ρ0 > 0. Let π be the usual projection Ωα → Ω where Ωα is the space of
closed, maximal ideals of the Arens-Hoffman extension Aα. Let pα: Ωα → C; (ω, λ) 7→ λ. Let π−1(κ0) =
{yi : i = 1, . . . , u}. Then there exists an open set V ∈ N (κ0) such that V ⊆ V0, π−1(V ) = ·∪ui=1 Wi, and for
each i = 1, . . . , u, Wi is an open neighbourhood of yi such that π(Wi) = V and pα(Wi) ⊆ BC(λi, ρ0).
Proof. Let λ1, . . . , λu be the distinct roots of
κ0(α)(x) = κ0(a0) + · · ·+ κ0(an−1)xn−1 + xn (∗)
with yi = (κ0, λi) (i = 1, . . . , u). Let ρ ∈ (0, ρ0) be such that 3ρ separates the roots of α at κ0. It is
well-known from Rouche´’s theorem (see [Rao], p. 134) that the roots of (∗) ‘depend continuously on the
coefficients’. That is, there exists δ > 0 such that if
βj ∈ Bj := BC(κ0(aj), δ) (j = 0, . . . , n− 1)
then for each k ∈ {1, . . . , u}, BC(λk, ρ) contains mk roots (counted according to multiplicity) of β(x) =
β0 + · · · + βn−1xn−1 + xn where mk is the multiplicity of λk. Since β(x) has at most n =
∑u
k=1mk roots,
every root of β(x) belongs to BC(λk, ρ) for some k ∈ {1, . . . , u}.
Let V ⊆ V0 ∩
⋂n−1
j=0 âj
−1(Bj) be an open neighbourhood of κ0. Let Wk = π
−1(V ) ∩ pα−1(BC(λk, ρ)).
Then Wk is an open neighbourhood of yk (k = 1, . . . , u).
Clearly ·∪uk=1Wk ⊆ π−1(V ). We have π−1(V ) ⊆ ∪uk=1Wk for if (ω, λ) ∈ Ωα with ω ∈ V then the root, λ,
of ω(α)(x), satisfies |λ− λk| < ρ for some k ∈ {1, . . . , u}. Thus (ω, λ) ∈ Wk.
Let k ∈ {1, . . . , u}. Evidently π(Wk) ⊆ V . We show that V ⊆ π(Wk). If ω ∈ V , let µ1, . . . , µn be a list
of the roots of ω(α)(x) repeated according to multiplicity. By the choice of V and δ we have µj ∈ BC(λk, ρ)
for at least one j ∈ {1, . . . , n}. Thus (ω, µj) ∈Wk and so π(Wk) = V as required.
Finally it is clear from the construction that pα(Wk) ⊆ BC(λk, ρ).
LEMMA 1.5.3.5. Let α(x) be a monic polynomial over the uniform algebra (A,X). Let κ0 ∈ X and the
distinct elements of π−1 (κ0) be y1, . . . , yu where yi = (κ0, λ
(i)
0 ) and the multiplicity of λ
(i)
0 as a root of
εκ0(α)(x) is mi (i = 1, . . . , u). Let 2ε > 0 separate the roots of α at κ0 and η ∈ (0, 1). Then there exist
V ∈ N (κ0) and g ∈ Aα such that
g(yi) =
{
1 i = 1
0 i > 1,
and, defining ζ > 0 by
1
ζ
= sup
(
|g(κ, λ)| : (κ, λ) ∈ π−1 (V ) ∩ pα−1(BC(λ(1)0 , ε))
)
,
we have η < ζ ≤ 1.
Proof. We may assume that u > 1. Let ρ0 < min(ε,
[(
1
2η
)1/(u−1)−1]ε). By Lemma 4 there exist V ∈ N (κ0)
and Wi ∈ N (yi) such that π−1 (V ) = ·∪ui=1 Wi and pα(Wi) ⊆ BC(λ(i)0 , ρ0) (i = 1, . . . , u). Note that if
λ ∈ B(λ(1)0 , ε) and ω(α)(λ) = 0 for some ω ∈ V then (ω, λ) ∈ W1 for otherwise (ω, λ) ∈ Wi for some i > 1
and so
2ε ≤
∣∣∣λ(1)0 − λ(i)0 ∣∣∣ ≤ ∣∣∣λ(1)0 − λ∣∣∣+ ∣∣∣λ− λ(i)0 ∣∣∣ < ε+ ρ0 < 2ε,
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a contradiction.
Let
g =
u∏
i=2
(
pα − λ(i)0
λ
(1)
0 − λ(i)0
)
.
Then g takes the required values on π−1(κ0).
Since g(y1) = 1 we have ζ
−1 ≥ 1
Suppose κ ∈ V, λ is a root of εκ(α)(x), and
∣∣∣λ− λ(1)0 ∣∣∣ < ε. Then
|g(κ, λ)| =
u∏
i=2
∣∣∣∣∣λ− λ(1)0 + λ(1)0 − λ(i)0λ(1)0 − λ(i)0
∣∣∣∣∣
≤
u∏
i=2
1 +
∣∣∣λ− λ(1)0 ∣∣∣∣∣∣λ(1)0 − λ(i)0 ∣∣∣

≤
u∏
i=2
1 + ε
[(
1
2η
)1/(u−1) − 1]
ε
 (since (ω, λ) ∈W1)
=
1
2η
Hence 1/ζ < 1/η as required.
We can now describe the Choquet boundary of Aα as promised.
THEOREM 1.5.3.6. Let Aα be the Cole extension of a uniform algebra (A,X) by the monic polynomial
α(x). Then Γ0
(
Aα
)
= π−1
(
Γ0
(
A
))
.
Proof. By Lemma 2 we have π−1
(
Γ0
(
A
)) ⊆ Γ0(Aα). To complete the proof we use Gonchar’s ‘α-β’ condition
(see [Bro], p. 99) to show that π
(
Γ0
(
Aα
)) ⊆ Γ0(A). Let (κ0, λ(1)0 ) = y1 ∈ Γ0(Aα) where the notation for
π−1 (κ0) is as in Lemma 4. To show κ0 is a strong boundary point of A it is enough to show that for all
V0 ∈ N (κ0) there exists f ∈ A with ‖f‖ ≤ 1, f(κ0) = 3/4 and ‖f‖X−V0 < 1/7.
Let 2ε separate the roots of α(x) at εκ0 . By Lemma 5, there exists g ∈ Aα and V ∈ N (κ0) such that
g(yk) = 1 (k = 1), g(yk) = 0 (k > 1), and η = 7/8 < ζ ≤ 1 where
ζ−1 = sup
(
|g(κ, λ)| : (κ, λ) ∈ π−1 (V ) and
∣∣∣λ− λ(1)0 ∣∣∣ < ε) .
By Lemma 4, we can further assume that V ⊆ V0, that V is open, and that π−1 (V ) = ·∪ui=1 Wi where Wi
is an open neighbourhood of yi such that π(Wi) = V (i = 1, . . . , u). The result now follows if we can find
f ∈ A with ‖f‖ ≤ 1, f(κ0) = 3/4 and ‖f‖X−V < 1/7.
By hypothesis there is some h ∈ Aα with h(y1) = 1 = ‖h‖ and ‖h‖Xα−W1 < 1. Since W1 is open we can
replace h by hN for some suitably large N ∈ N so that ∥∥hN∥∥
Xα−W1
< 1/(7n ‖g‖); we shall assume this has
occurred.
Set F = (3/4)hg and let f = (n/m1)T (F ) where T is the operator A
α → A as in Section 1.4. Explicitly,
for κ ∈ X we have
f(κ) =
1
m1
n∑
i=1
F (κ, λi(κ))
where λ1(κ), . . . , λn(κ) are the roots of εκ(α)(x) repeated multiplicitywise. Thus
f(κ0) =
3
4m1
n∑
i=1
h(κ0, λi(κ0))g(κ0, λi(κ0)) =
3
4
.
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Now suppose κ ∈ X − V . Then π−1 (κ) ∩W1 = ∅ so
|f(κ)| ≤ (3/4)
n∑
i=1
|h(κ, λi(κ))| |g(κ, λi(κ))|
< (3/4)
n∑
i=1
1
7n
< 1/7.
So ‖f‖X−V < 1/7 (since V is open).
It remains to check that ‖f‖X ≤ 1; we need to check that ‖f‖V ≤ 1.
Let κ ∈ V and λ1(κ), . . . , λn(κ) be relabelled if necessary so that λi(κ) ∈ W1 (i = 1, . . . ,m1) and
λi(κ) 6∈W1 for i > m1. Thus we have
|f(κ)| < (3/4) 1
m1
m1∑
i=1
|h(κ, λi(κ))| |g(κ, λi(κ))|+
(
3
4m1
) n∑
i=m1+1
1
7n
<
1
7
+
1
m1
m1∑
i=1
(3/4) |g(κ, λi(κ))| .
Now by the choice of g we have |g(κ, λi(κ))| ≤ 1/ζ (i = 1, . . . ,m1). But 7/8 < ζ so 1/ζ < 8/7 and so
(3/4) |g(κ, λi(κ))| < (3/4)(8/7) = 6/7 (i = 1, . . . ,m1)
whence ‖f‖V ≤ 1/7 + 6/7 = 1.
For multiple extensions we have the following result.
PROPOSITION 1.5.3.7. Let U be a set of monic polynomials over the uniform algebra A. Then we have
π−1
(
Γ0
(
A
)) ⊆ Γ0(AU).
Proof. Let κ0 ∈ Γ0
(
A
)
and y0 = (κ0, λ0) ∈ π−1 (κ0).
Let W0 ∈ N (y0). We show there exists f ∈ AU with ‖f‖ ≤ 1 = f(y0) and ‖f‖XU−W0 < 1.
We may assume W0 is a basic open neighbourhood of the form
π−1 (V0) ∩ ∩ui=1p−1αi
(
BC
(
λ0,αi , r
))
for some V0 ∈ N (κ0), distinct α1, . . . , αu ∈ U , λ0,αi ∈ C (where εκ0(αi)(λ0,αi ) = 0 (i = 1, . . . , u)), and
r > 0.
From Theorem 6 we have Γ0
(
Aαi
)
= π−1i
(
Γ0
(
A
))
(1 = 1, . . . , u) where πi is the canonical map X
αi →
X . Similarly let pi:X
αi → C; (κ, λ) 7→ λ (i = 1, . . . , u).
Set Vi = π
−1
i (V0)∩ p−1i
(
BC
(
λ0,αi , r
))
(∈ N (κ0, λ0,αi)) (i = 1, . . . , u). Then there exists fi ∈ Aαi with
1 = fi(κ0, λ0,αi) = ‖fi‖ > ‖fi‖Xαi−Vi .
Now fi is a uniform limit of polynomials in π
∗
i (A) ∪ {pi} and may be regarded as an element of AU .
More formally, we have for every α ∈ U an isometric embedding
Aα
π∗α,U−→(Aα)U−{α} ρ
∗
−→AU
in which ρ∗ is an isometric isomorphism. It is induced by the homeomorphism
ρ:XU → (Xα)U−{α}; (κ, λ) 7→ ((κ, λα), (λβ)β 6=α) .
Let f˜i ∈ AU denote fi under this identification. Let f = f˜1 · · · f˜u. Then f ∈ AU and we have
f(y0) =
u∏
i=1
f˜i(κ0, λ0) =
u∏
i=1
fi(κ0, λ0,αi) = 1.
Also ‖f‖ ≤ ∏ui=1 ∥∥∥f˜i∥∥∥ = ∏ui=1 ‖fi‖ = 1. Finally for y = (κ, λ) 6∈ W0 we have (κ, λ) 6∈ π−1 (V0) or
(κ, λ) 6∈ p−1αi
(
BC
(
λ0,αi , r
))
for some i ∈ {1, . . . , u}. So there exists i ∈ {1, . . . , u} such that (κ0, λ0,αi) 6∈ Vi
and consequently |fi(κ0, λ0,αi)| < 1. So |f(y)| < 1.
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Chapter 2
Further Properties and Applications of Algebraic Extensions
In this chapter we present some miscellaneous applications of the constructions of the last chapter.
2.1. Integrally Closed Rings
2.1.1. Introduction
It is occasionally useful to be aware of the presence of integrally closed, countable, dense subsets of a normed
algebra; see, for example, [Col], Theorem 2.5. We show that a normed algebra, A, with a countable, dense,
subring, R, can be extended to a normed algebra, B, with an integrally closed, countable, dense subring.
This problem can be solved in the same category, na, Ba, or ua, as A.
2.1.2. Integrally Closed, Countable, Dense Subrings
The following lemma must be well-known.
LEMMA 2.1.2.1. Let R be a countable, infinite ring and {x1, x2, . . .} be a sequence of commuting indeter-
minates. Then R[x1, x2, . . .] is countable.
Proof. Since R is an infinite ring, #R[x1] = #R = ℵ0 (:= |N|) (see, for example, [4DIS], Corollary A3.4,
or [Hal] for more general results). By induction we see that R[x1, . . . , xn] has cardinality ℵ0 for all n ∈ N.
The result is now obvious since there is a surjection
⋃
n∈NR[x1, · · · , xn]→ R[x1, x2, . . .].
LEMMA 2.1.2.2. Let A be a normed algebra with a countable, dense subring, R. Let U be a set of monic
polynomials over R and BU be a standard normed extension of A with respect to U . Then R1, the ring of
polynomials in the standard roots, {ξα : α ∈ U}, over R, is dense in BU .
Proof. (Refer to Section 1.2 for the notation for standard extensions.) By Lemma 1 we can assume that
U = {α0, α1, . . .} and take the well-ordering on U given by αj ≤ αk if and only if j ≤ k for all j, k ∈ N0. Set
B<k =
{∪l<kBl if k > 0, and
A if k = 0.
By definition, BU =
⋃
k∈N0
Bk where for all k ∈ N0, there is a canonical, isometric isomorphism
ψk:B<k[x]/(αk(x))→ Bk.
Recall that the standard root of αk(x) is ξαk = ψk(x¯). If k = 0, ε > 0, and b ∈ B0 are given then
there exist (unique) b0, . . . , bn−1 ∈ A such that b =
∑n−1
j=0 bjξ
j
α0 where n = n(α0) is the degree of α0(x).
By hypothesis there exist c0, . . . , cn−1 ∈ R such that
∥∥∥b−∑n−1j=0 cjξjα0∥∥∥ = ∑n−1j=0 ‖bj − cj‖ tjα0 < ε. Since∑n−1
j=0 cjξ
j
α0 ∈ R1 ∩B0 we have that R1 ∩B0 is dense in B0.
Now let k ∈ N and suppose that R1 ∩ Bl is dense in Bl for all l < k. Let b ∈ Bk and ε > 0. Let
n = n(αk). There exist b0, . . . , bn−1 ∈ B<k such that b =
∑n−1
j=0 bjξ
j
αk . By the comments above there is some
l < k such that b0, . . . , bn−1 ∈ Bl. A similar argument to the case when k = 0 now shows that R1 ∩ Bk is
dense in Bk.
By the principle of mathematical induction, R1 ∩Bk is dense in Bk for all k ∈ N0 and therefore R1 is
dense in BU as required.
We can now establish the result mentioned in the introduction.
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PROPOSITION 2.1.2.3. Let A be a normed algebra with a countable, dense, subring, R. Then there exists
a normed algebra, B, in the same category, na, Ba, or ua, as A, such that B has an integrally closed,
countable, dense subring.
Proof. Let R1 be as in Lemma 2. Note that there exists a surjection R[x1, x2, . . .]→ R1 so R1 is countable.
It follows from Proposition 1.3.2.1 that R1 and R̂1 are dense in the Narmania and Cole extensions (where
applicable) of A by U , AU and AU , respectively. Let A1 and θ1 denote the extension and embedding in the
appropriate categories. (See Section 1.2.3.)
By induction we can construct a direct sequence
A = A0
θ1−→ A1 θ2−→ A2 θ3−→ · · · (S)
of normed algebras and isometric embeddings in each of the categories where for all k ∈ N0, Ak has a
countable, dense subring, Rk and every monic polynomial over Rk has a solution in Rk+1.
It only remains to take the direct limit, Aω0 , of (S) in the appropriate category. (See Appendix 2.)
Thus Aω0 has a dense subalgebra D =
⋃
k∈N0
θk,ω0(Ak) where the θk,ω0 are the canonical maps Ak → Aω0 .
Let Rω0 be the countable, dense set
⋃
k∈N0
θk,ω0(Rk) ⊆ D. It is easy to check that Rω0 is an integrally
closed ring.
2.2. Regularity and Localness
2.2.1. Regularity
The notion of regularity applies to any algebra; see, for example, [Pal], Section 7.2. A unital normed algebra,
A is regular if for each closed set E ⊆ Ω and ω ∈ Ω−E there exists a ∈ A such that aˆ(E) ⊆ {0} and aˆ(ω) = 1,
where Ω is the space of closed, maximal ideals of A.
Algebraic extensions in the category Ba seem to behave well with respect to regularity; by one of
Lindberg’s theorems in [LinAE] any Arens-Hoffman extension of a regular Banach algebra is regular. Results
in [Kar] and [FeiNTSR] show that Cole’s universal root extensions for adjoining square roots are regular
if the base algebras are. In contrast, in the category of normed algebras, regularity is not always preserved
by Arens-Hoffman extensions. We shall give an example to demonstrate this in Section 2.2.2.
First of all we generalise the result of Lindberg mentioned above to standard extensions. Please refer
to Section 1.2.2 for the notation for standard extensions.
PROPOSITION 2.2.1.1. Let A be a regular, commutative, unital, normed algebra and BU a standard normed
extension with respect to a set of monic polynomials U ⊆ A[x]. Then the completion of BU is regular.
Proof. Without loss of generality we may assume that U has a maximum element, α1. Let
J =
{
α ≤ α1 : B˜α is regular
}
.
Let the least element of U be α0. Let α ∈ U and suppose that [α0, α) ⊆ J . If α = α0 then Bα0 is isometrically
isomorphic to A[x]
/
(α0(x)) and so its completion can be identified with A˜[x]
/
(α0(x)). This follows easily
from the universal property of Arens-Hoffman extensions and the uniqueness of completions. (The fact
was stated for restricted sets of polynomials in [Heu]; for a proof of the general case see Theorem 3.13 of
[4DIS].) Now A˜ is regular since A is regular and dense in A˜ (so they have the same continuous-character
space). Hence by Lindberg’s theorem in [LinAE], B˜α0 is regular.
Now suppose α > α0. Then (up to isometric isomorphism, as usual) Bα = B<α[x]
/
(α(x)) where
B<α =
⋃
β<αBβ. By Lindberg’s result, it is enough to prove that B˜<α is regular.
Let
y, y′ ∈ Ω(B˜<α) = Ω(B<α)
=
{
(ω, λ) ∈ Ω(A)×C[α0,α) : for all β < α ω(β)(λβ) = 0
}
.
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See Section 1.3 for a description of the space of closed, maximal ideals of a standard extension. Note that
for any β < α, B<α and Bβ are standard extensions of A. There is therefore a continuous surjection
πα,β : Ω(B<α)→ Ω(Bβ); (ω, λ) 7→ (ω, (λγ)γ≤β).
The effect of πα,β is simply restriction, under the identifications made in Section 1.3.
Let y = (ω, λ) 6= (ω′, λ′) = y′. It is enough to show that there exists a ∈ B˜<α such that aˆ(y′) = 1 and
aˆ−1(0) is a neighbourhood of y. If ω 6= ω′ then, since A is regular there is an a ∈ A with aˆ(ω′) = 1 and
aˆ−1(0) ∈ NΩ(A) (ω). Now, if a is considered as an element aB<α of B<α we have âB<α = aˆ ◦π where π is the
usual projection Ω(B<α)→ Ω ; (ϕ, µ) 7→ ϕ. So âB<α(y′) = 1 and âB<α−1(0) = π−1
(
aˆ−1(0)
) ∈ NΩ(B<α) (y).
Now suppose that ω = ω′ so that λβ 6= λ′β for some β < α. Let z = πβ,α(y) and z′ = πβ,α(y′). Then
z 6= z′ so by hypothesis there exists b ∈ B˜β such that bˆ(z′) = 1 and bˆ−1(0) ∈ NΩ(Bβ) (z).
We may realise B˜β as the closure in B˜<α of Bβ and therefore regard b as an element a := bB˜<α
∈ B˜<α
whose Gelfand transform is a map aˆ = bˆ ◦ πβ,α: Ω(B˜<α) = Ω(B<α) → C. So again aˆ(y′) = 1 and aˆ−1(0) ∈
N
Ω(B˜<α)
(y).
Therefore the completion of B<α is regular and α ∈ J . By the transfinite induction theorem, J = U .
This completes the proof because BU = Bα1 .
COROLLARY 2.2.1.2. Let ((Aσ), (θσ,τ )σ≤τ : σ, τ ≤ υ) be a system of Narmania or Cole extensions of the
regular Banach algebra A. Then Aτ is regular for all τ ≤ υ.
Proof. The proof is routine and has been given in special cases in [FeiNTSR] and [Kar]. We supply the
details for the benefit of the reader.
Let J = {τ ≤ υ : Aτ is regular}, τ ≤ υ, and suppose that [0, τ) ⊆ J . By assumption 0 ∈ J . If τ = σ+1
for some σ < τ then by Proposition 1.3.2.1, the Narmania extension Aσ,Uσ equals B˜σ,Uσ and is regular by the
proposition above. If Aσ is a uniform algebra then the Cole extension A
Uσ
σ is regular since, by Proposition
1.3.2.1 again, AUσσ can be identified with the sup-norm completion of the regular algebra Aσ,Uσ .
It remains to check the case where τ is a non-zero limit-ordinal. To do this we show that the dense
subalgebra D = ∪σ<τθσ,τ (Aσ) ⊆ Aτ contains enough functions to satisfy the regularity condition.
Now, as in Proposition 1.3.2.2,
(Ωτ , (πσ,τ )σ<τ ) = lim
↽
((Ωσ), (πρ,σ) : ρ ≤ σ < τ)
where πρ,σ = θ
∗
ρ,σ:ω 7→ ω ◦ θρ,σ for all ρ ≤ σ ≤ υ.
Again it is convenient to work with the concrete space
Ωτ = {κ ∈ ×σ<τΩσ : for all ρ ≤ σ < τ κρ = πρ,σ(κσ)}
so that πσ,τ is the restriction to Ωτ of the coordinate map for all σ < τ .
Let y and y′ be distinct points of Ωτ . Recall that E
◦ denotes the interior of a subset E of a topological
space. We show that there exists b ∈ D with
y ∈ bˆ−1(0)◦ and bˆ(y′) = 1.
Since y 6= y′ there exists σ < τ such that yσ 6= y′σ. By hypothesis there exists bσ ∈ Aσ with yσ ∈ b̂σ−1(0)◦
and b̂σ(y
′
σ) = 1.
Let b = θσ,τ (bσ). The following calculation shows that bˆ = b̂σ ◦ πσ,τ : for all κ ∈ Ωτ ,
bˆ(κ) = θσ,τ (bσ)ˆ(κ)
= κ(θσ,τ (bσ)) = (κ ◦ θσ,τ )(bσ)
= πσ,τ (κ)(bσ)
= b̂σ(πσ,τ (κ))
= (b̂σ ◦ πσ,τ )(κ).
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Therefore bˆ−1(0) = πσ,τ
−1
(
b̂σ
−1(0)
)
⊇ U where U := πσ,τ−1
(
b̂σ
−1(0)◦
)
is open. We have y ∈ U since
πσ,τ (y) = yσ ∈ b̂σ−1(0)◦. Finally, bˆ(y′) =
(
b̂σ ◦ πσ,τ
)
(y′) = b̂σ(y
′
σ) = 1.
2.2.2. Localness
We remind the reader about a notion which is related to regularity. It is of interest in the theory of uniform
algebras.
DEFINITION 2.2.2.1. Let A be a unital normed algebra. The function f : Ω→ C is said to belong locally to
A at ω ∈ Ω if there exists a ∈ A and a neighbourhood, V , of ω, such that f |V = aˆ|V . We say that f is locally
in A if f belongs locally to A at every point of Ω. The normed algebra A is said to be local if Aˆ contains
every function on Ω which belongs locally to A.
The first example of a non-local uniform algebra was given in [Kal]. It is standard that if A is a regular
normed algebra then A is local (for a proof of this, see [Pal], Lemma 7.2.8). We give an example of a regular
normed algebra whose Arens-Hoffman extension, Aα, is not local.
EXAMPLE 2.2.2.2. Let A be the algebra of continuous functions on I = [0, 1] which are piecewise polynomial.
To be explicit, for each p ∈ A there exists a partition (0 = t0 < t1 < . . . < tn = 1) of I and polynomials
(p1, . . . , pn) such that
p(t) = pi(t) t ∈ [ti−1, ti], i = 1, . . . , n.
The algebra A is dense in C(I) in the sup-norm by the Stone-Weierstrass theorem. Therefore its space of
continuous characters, Ω, can be identified with the character space of C(I), which is known to be I (by the
example after Definition 1.1.3.1). The algebra is clearly regular (on I) since it contains all piecewise-linear,
continuous maps.
Let a0(t) = t (t ∈ I) so that α(x) = x2 − a0 ∈ A[x]. Let Aα denote the Arens-Hoffman extension of A
with respect to α(x) for some choice of norm parameter (for example, 1). The continuous-character space
of Aα is Ωα =
{
(t, λ) ∈ I ×C : λ2 = t} which is homeomorphic to J := [−1, 1] under the map
ϕ: J → Ωα; λ 7→ (λ2, λ).
Let E = ϕ([0, 1]) and suppose b ∈ Aα satisfies bˆ(E) = {0}. There exist b0, b1 ∈ A such that b = b0+ b1x¯. By
repeating some of the polynomials if necessary we can assume that b0 and b1 are defined by the polynomials
(p1, . . . , pn) and (q1, . . . , qn) respectively and the common partition (t0, . . . , tn) of I.
By assumption we have for all λ ∈ [0, 1] that
(bˆ ◦ ϕ)(λ) = b̂0(λ2) + λb̂1(λ2) = 0.
Consider a subinterval (ti−1, ti) for i ∈ {1, . . . , n}. Then for all λ ∈ (√ti−1,
√
ti),
pi(λ
2) + λqi(λ
2) = bˆ(ϕ(λ)) = 0.
But the functions λ 7→ 1, λ, λ2, . . . are linearly independent on [√ti−1,
√
ti] so pi = qi = 0. Since i was
arbitrary, b0 = b1 = 0. Therefore b = 0. So bˆ(ϕ([0, 1])) = {0} implies that b = 0.
We now show that Aα is not local. Consider
g: J → C; λ 7→
{
(43 )(λ
2 − 14 ) λ ∈ [−1,− 12 ]
0 λ ∈ [− 12 , 1]
Then g˜ := g ◦ ϕ−1 ∈ C(Ωα). We show that g˜ belongs locally to Aα. We know that g˜ does not belong to Aα
because g˜(ϕ([0, 1])) = {0} and g˜ 6= 0.
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Let U1 = ϕ([−1, 0)) and U2 = ϕ((− 12 , 1]). Then {U1, U2} is an open cover of Ωα. Also g˜|U2 is constant
and so belongs to Âα|U2 .
Let
a: I → C; t 7→
{
0 t ∈ [0, 14 ]
(43 )(t− 14 ) t ∈ [ 14 , 1]
Then a ∈ A and for all λ ∈ [−1, 0),
(a+ 0x¯)ˆ(ϕ(λ)) = a(λ2) =
{
(43 )(λ
2 − 14 ) λ ∈ [−1,− 12 ]
0 λ ∈ [− 12 , 0)
= g˜(ϕ(λ)).
So g˜|U1 = aˆ|U1 .
We now combine methods of Cole and Sidney (see [Col] and [Sid] respectively) to produce an extension
of a given uniform algebra, (A,X), which is local and integrally closed. Of course, it is easy to produce a
trivial solution to this: we can take a Cole extension of C(X) which is an integrally closed algebra, C(X)ω1 ,
and, by Proposition 1.4.2.3, C(X)ω1 = C(Xω1), which is local. However in the construction below, the Sˇilov
boundary of the extension will be proper if the same is true of A.
THEOREM 2.2.2.3. Let (A,X) be a uniform algebra. Then there exists an integrally closed, local, uniform
algebra which is an isometric extension of A and which has a proper Sˇilov boundary if the Sˇilov boundary
of A is proper.
Proof. First let us fix some notation. For a uniform algebra, B, let L(B) ⊆ C(Ω(B)) denote the closure of
the algebra of the functions locally in B. Let U(B) denote the set of monic polynomials over B.
By first passing to Aˆ (this preserves the Sˇilov boundary of course; see [Lei], p. 52) if necessary, we may
assume that A is natural.
Let υ1 > 0 be an ordinal, υ ≤ υ1, and suppose we have chosen natural uniform algebras, (Aτ , Xτ )τ<υ,
and continuous, open surjections (πσ,τ :Xτ → Xσ)σ≤τ<υ such that
(i) (A0, X0) = (A,X);
(ii) if τ = σ + 1 < υ for some σ < τ then Aτ = L(Aσ)
U(Aσ), the Cole extension of L(Aσ) generated by
U(Aσ), the set of all monic polynomials over Aσ ⊆ L(Aσ);
(iii) if 0 < τ < υ and τ is a limit ordinal then ((Xσ)σ<τ , (πρ,σ)ρ≤σ<τ ) is an inverse system with in-
verse limit (Xτ , (πσ,τ )σ<τ ) and (Aτ , Xτ ) is the direct limit (see Appendix 2) of the direct system(
(Aσ)σ<τ , (π
∗
ρ,σ: f 7→ f ◦ πρ,σ)ρ≤σ<τ
)
;
(iv) for all τ < υ, Sˇ (Aτ ) = π
−1
0,τ
(
Sˇ (A)
)
.
By the transfinite recursion theorem we can obtain a system satisfying the above conditions with υ = υ1
if we can replace ‘< υ’ everywhere by ‘≤ υ’. (This is obvious if υ = 0.)
First suppose that υ = τ + 1 for some τ < υ. Then set Aυ = L(Aτ )
U(Aτ ). By a result of Rickart
([RicMIS]) we have Ω(L(Aτ )) = Ω(Aτ ) = Xτ . So, since L(Aτ ) is natural, the Cole extension is too by
Proposition 1.3.1.3. Let πτ,υ be the usual projection Xυ → Xτ where Xυ is the space, XU(Aτ)τ , underlying
Aυ, and define πσ,υ = πσ,τ ◦ πτ,υ for σ ≤ τ . All these maps are continuous, open surjections by Lemma
1.3.2.2 and the inductive hypothesis.
We have Sˇ (Aυ) = π
−1
τ,υ
(
Sˇ (L(Aτ ))
)
by Proposition 1.5.2.2. It follows from a remark in [StoMIS],
Sˇ (L(Aτ )) = Sˇ (Aτ ) and so by hypothesis
Sˇ (Aυ) = π
−1
τ,υ
(
π−10,τ
(
Sˇ (A)
))
= (π0,τ ◦ πτ,υ)−1(Sˇ (A)) = π−10,υ
(
Sˇ (A)
)
.
Now suppose that υ is a non-zero limit ordinal. Let
(Xυ, (πτ,υ)τ≤υ) = lim
↽
(
(Xτ )τ<υ, (πσ,τ )σ≤τ<υ
)
, and
(Aυ, (π
∗
τ,υ)τ≤υ) = lim⇁
(
(Aτ )τ<υ, (π
∗
σ,τ )σ≤τ<υ
)
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(see Appendix 2). By Proposition 1.3.1.2, Aυ is again natural. The proof of Lemma 1.3.2.2 shows that the
maps (πτ,υ)τ≤υ are open surjections. The same arguments as in Proposition 1.5.2.2 show that Sˇ (Aυ) =
π−10,υ
(
Sˇ (A)
)
.
Therefore we can obtain a family (Aυ, Xυ)υ≤υ1 satisfying conditions (i)-(iv) above where υ1 = ω1, the
first uncountable ordinal.
A similar argument to the one used in Section 1.2.4 shows that
Aω1 =
⋃
υ<ω1
π∗υ,ω1(Aυ)
and that Aω1 is integrally closed.
To prove that Aω1 is local let f ∈ C(Xω1) belong locally to Aω1 . It has been noted in Proposition 1.4.2.3
that
C(Xω1) = lim
⇁
(
(C(Xυ))υ<ω1 , (π
∗
τ,υ)τ≤υ<ω1
)
=
⋃
υ<ω1
π∗υ,ω1(C(Xυ)).
Hence f ∈ π∗υ0,ω1(C(Xυ0)) for some υ0 < ω1.
Let (V1, . . . , Vn) be an open cover of Xω1 and f1, . . . , fn ∈ Aω1 =
⋃
υ<ω1
π∗υ,ω1(Aυ) with
f |Vi = fi|Vi (i = 1, . . . , n).
Since
(
π∗υ,ω1(Aυ)
)
υ<ω1
is an increasing family of algebras we can take υ < ω1 with f1, . . . , fn ∈ π∗υ,ω1(Aυ)
and f ∈ π∗υ,ω1(C(Xυ)). Let g1, . . . , gn ∈ Aυ and g ∈ C(Xυ) be such that f = π∗υ,ω1(g) and fi = π∗υ,ω1(gi) (i =
1, . . . , n).
Since πυ,ω1 is an open map, (Ui)
n
i=1 is an open cover of Xυ where Ui = πυ,ω1(Vi) (i = 1, . . . , n). Fix
i ∈ {1, . . . , n} and let κυ ∈ Ui = πυ,ω1(Vi) and κ ∈ Vi ∩ π−1υ,ω1 (κυ). Then
g(κυ) = (g ◦ πυ,ω1)(κ) = f(κ) = fi(κ)
= (gi ◦ πυ,ω1)(κ) = gi(κυ).
So g|Ui = gi|Ui and g is locally in Aυ.
Therefore g ∈ L(Aυ) and π∗υ,υ+1(g) ∈ Aυ+1. Let h = π∗υ,ω1(g) ∈ Aω1 . For κ ∈ Xω1 , κ ∈ Vi (i ∈{1, . . . , n}) we have f(κ) = g(κυ) = h(κ) so f ∈ Aω1 .
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Chapter 3
Algebraic Extensions and Topology
The well-known interaction between topology and Banach algebras (see Appendix 1) has borne many fruit in
the literature on algebraic extensions. See [Gor], [Cou], [Zam], and [Hos] for further details and surveys of
this. The last two references use algebraic extensions to classify certain classes of covering spaces of compact,
Hausdorff spaces, but we shall not pursue this subject. However, the first two papers are in the same in the
same vein as the results we shall present in this chapter.
We investigate which properties of Ω are shared by Ω(B), where B is an algebraic extension of A.
In the latter half of the chapter we focus on Cˇech cohomology. This has been used in [Hat] (among other
papers) to characterise conditions on the compact, Hausdorff space X which ensure that certain algebraic
equations over C(X) have solutions in that Banach algebra.
Another purpose of this chapter is to prepare the ground for Chapters 4 and 5.
3.1. Dimension
3.1.1. Introduction
The notion of the dimension of a topological space generalises that of the dimension of Euclidean space. We
shall only be concerned with compact, Hausdorff spaces in which case dimension can be characterised by the
condition given in Definition 3.1.1.1. We set
Sn =
x ∈ Rn+1 :
n+1∑
j=1
x2j = 1
 (n ∈ N0).
DEFINITION 3.1.1.1 (see [Pea], Theorem 3.2.2). Let n ∈ N0 and X be a compact, Hausdorff space. We
say that dimX ≤ n if and only if for each closed set E ⊆ X and continuous map f0:E → Sn, there exists
a continuous map f :X → Sn such that f |E = f0. If the statement is false for all n ∈ N0 then we write
dimX =∞. For n ∈ N0, we say that dimX = n if dimX ≤ n but it is false that dimX ≤ n− 1.
Dimension is interesting for us because, by Proposition 3.3.2 of [Pea], the condition dimX ≤ 1 is equivalent
to C(X) having a dense invertible group, the subject of the next chapter.
The dimension of X is also related to algebraic equations: it has been characterised (see [Pea], Chapter
10) entirely in terms of the solvability of algebraic equations over subalgebras of the real Banach algebra
C(X,R), the continuous, real-valued functions on X .
Furthermore, dimension, together with Cˇech cohomology (see the next section in this chapter), was used
in [Hat] to characterise all locally-connected, compact, Hausdorff spaces X for which the following holds:
for all f ∈ C(X) there exists a root in C(X) of x2 − f.
3.1.2. Dimension and Algebraic Extensions
We establish the simple result, some cases of which are proved in [Kar], that forming algebraic extensions
of a normed algebra A cannot lead to a normed algebra whose continuous-character space has dimension
greater that dimΩ. Note that when τ is a non-zero limit ordinal and Ωτ is the maximal ideal space of the
τth algebra in a system, ((Aσ)σ≤υ , (θρ,σ)ρ≤σ≤υ), of algebraic extensions of A then Ωτ = lim↽(Ωσ)σ<τ . To
see this, the same argument as is used in the proof of Proposition 1.3.2.2 shows that{
Ωτ → {κ ∈ ×σ<τΩσ : for all ρ ≤ σ < τ, κρ = κσ ◦ θρ,σ}
ω 7→ (ω ◦ θσ,τ )σ<τ
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is a homeomorphism.
PROPOSITION 3.1.2.1 (from [Kar], Theorem 4). Let Ω be the continuous-character space of A and
υ be an ordinal number. Let Ωτ be the continuous-character space of the τth algebra in a system,
((Aσ)σ≤υ, (θρ,σ)ρ≤σ≤υ), of algebraic extensions generated by A. Then dimΩτ ≤ dimΩ.
Proof. (This is a rewording, in greater generality, of Karahanjan’s proof.) The result is obvious if dimΩ =∞
so we may assume that dimΩ = n ∈ N0. Let J = {τ ≤ υ : dimΩτ ≤ n} and suppose that [0, τ) ⊆ J . Clearly
0 ∈ J .
Suppose that τ is a non-zero limit-ordinal. Then, by Corollary 8.1.7 in [Pea], since Ωτ is the inverse
limit of (Ωσ)σ<τ it has dimension not more that supσ<τ dimΩσ ≤ n.
Now suppose that τ = σ+1 for some σ < τ . Then Aτ = E(Aσ,U), the algebraic extension of Aσ obtained
by adjoining roots of each element of U , a set of monic polynomials over Aσ. By Proposition 1.3.2.1, Aτ can
be realised as a direct limit of normed algebras E(Aσ, U) obtained by applying the appropriate construction
to Aσ for finite subsets, U , of U . By Lemma 9.2.16 of [Pea], we have that if X and Y are compact, Hausdorff
spaces and f :X → Y is a continuous, open surjection with finite fibres then dimX = dimY . By Proposition
1.3.2.2 we therefore have that for all U ∈ U<ω0
dimΩ(E(Aσ , U)) = dimΩσ ≤ n.
Then by the result used in the previous paragraph we again have that
dimΩτ = dim lim
↽
(
Ω(E(Aσ , U)) : U ∈ U<ω0
) ≤ n.
Therefore τ ∈ J in all cases and by the transfinite induction theorem J = [0, υ].
It would be interesting to know if the change from Ω to Ωυ did not lower dimension. For then we would be
able to construct topological spaces of arbitrarily high dimension with the properties (such as ‘hereditary
unicoherence’; see [Cou]) known to be enjoyed by spaces underlying certain algebraic extensions.
3.2. Cˇech Cohomology
Every compact, Hausdorff space, X , gives rise to a sequence, (Hn(X,Z))n∈N0 , of abelian groups called the
Cˇech cohomology groups of X . An excellent introduction to Cˇech cohomology is [Tay].
Let G(A) denote the group of invertible elements of our generic algebra, A, and eA denote the subgroup
{b ∈ A : there exists a ∈ A such that b = ea}.
It is well-known (see, for example, [Tay], p. 137) that H1(X,Z) ∼= G(C(X))
/
eC(X). If Ω is the
maximal ideal space of a Banach algebra, A, then the celebrated Arens-Royden theorem asserts that
G(A)/eA → G(C(Ω))/eC(Ω) ; eAa 7→ eC(Ω)aˆ
is an isomorphism (see [Pal], Theorem 3.5.19).
3.2.1. Introduction
The following example shows that the the condition H1(X,Z) = 0 need not be preserved when X changes
from Ω to Ωα, where Ωα denotes the space of closed, maximal ideals of an Arens-Hoffman extension, Aα, of
A. Let A = C(I) and α(x) = (x− eπit)(x− e−πit). Then
Iα =
{
(t, λ) ∈ I ×C : λ = e±πit } ,
and the map φ: Iα → S1; (t, λ) 7→ λ is a homeomorphism. It is well-known that every continuous function on
I with no zeros has a continuous logarithm ([Lei], p. 198) while idS1 ∈ G(C(S1)) has not (see, for example,
[Rao], p. 28).
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However, we shall prove, in Section 3.2.3, that the converse is true. That is, if Ωυ is the closed, maximal
ideal space of the υth algebra in a system of algebraic extensions then
H1(Ωυ,Z) = 0 implies H
1(Ω,Z) = 0. (1)
The result has interesting consequences for Chapter 5.
It is not easy to work with the purely topological definition of Cˇech cohomology groups and our methods
make strong use of the Arens-Royden theorem. Along the way we obtain an interesting result, Lemma 3.2.3.2,
about the Cˇech cohomology of general direct limits of Banach algebras.
3.2.2. Logarithms in Algebraic Extensions
We now give the detail behind (1). The key to doing this is to establish the result for simple Arens-Hoffman
extensions, in the next lemma, and then to extend the result to direct limits (Lemma 3.2.3.2).
LEMMA 3.2.2.1. Let A be a commutative, unital Banach algebra and α(x) be a monic polynomial over A.
Let Ωα denote the maximal ideal space of Aα, the Arens-Hoffman extension of A by α(x). Then
(i) if a ∈ A and a ∈ eAα then a ∈ eA, and
(ii) H1(Ωα,Z) = 0 implies that H
1(Ω,Z) = 0.
Proof. We prove (i); the second statement quickly follows from this. Note that since Ωα is also the maximal
ideal space of the Arens-Hoffman extension of C(Ω) by αˆ(x) = â0 + · · ·+ ân−1xn−1 + xn we might as well
assume that A = C(Ω). (This avoids using the Sˇilov idempotent theorem in the following argument.)
Suppose that f ∈ A = C(Ω) is invertible and that there exists h ∈ C(Ω)α such that f = eh.
Let g = T (h) where T is the operator Aα → A of Section 1.4.2. Then g ∈ A and
g(κ) =
1
n
n∑
k=1
h(κ, λk(κ)) (κ ∈ Ω)
where λ1(κ), . . . , λn(κ) are the roots of εκ(α)(x) repeated by multiplicity. So for each κ ∈ Ω,
(
eg(κ)
)n
= exp
(
n∑
k=1
h(κ, λk(κ)
)
=
n∏
k=1
eh(κ,λk(κ) = f(κ)n.
So for each κ ∈ Ω there exists a unique m(κ) ∈ {0, . . . , n− 1} such that f(κ) = ζm(κ)eg(κ) where ζ = e2πi/n.
Now η = e−gf ∈ A so the sets Ωk = η−1(ζk) are open, disjoint in, and cover Ω. Hence there exists
v ∈ A such that v|Ωk = 2πik/n (k = 0, . . . , n− 1). Put g˜ = g + v. Then for all κ ∈ Ω, if κ ∈ Ωk,
eg˜(κ) = eg(κ)ζk = eg(κ)η(κ) = f(κ).
So f = eg˜ as required.
3.2.3. Logarithms in Direct Limits of Normed Algebras
In this section, A need not be commutative. Recall that if the unital Banach algebra, A, is not commutative
then G1(A), the component of G(A) containing the identity, is the normal subgroup of all finite products of
elements of eA. For other facts about G1(A) see Chapter 10 of [RudFA]. In particular we shall need the
following elementary observation.
LEMMA 3.2.3.1. Let A be a unital Banach algebra and x ∈ G(A)−G1(A). Then for all y ∈ G1(A) we have
‖x− y‖ ≥ ∥∥x−1∥∥−1.
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Proof. It is enough to show that BA(1, 1) ⊆ G1(A) for if this holds and ‖x− y‖ <
∥∥x−1∥∥−1 for x ∈ G(A), y ∈
G1(A) then we have ∥∥1− yx−1∥∥ = ∥∥(x− y)x−1∥∥ < 1.
From this we have yx−1 ∈ G1(A) so that y ∈ G1(A)x and x ∈ G1(A), a contradiction.
We have the elementary fact that BA(1, 1) is contained in the path component of the identity, 1, of A
for, if x ∈ BA(1, 1) then
F : I → A; t 7→ (1− t)x + t1
is a path in A connecting x and 1. Moreover, ‖1− F (t)‖ < 1 for all t ∈ I so imF ⊆ G(A).
For the standard facts and constructions of direct limits we refer the reader to Appendix 2.
LEMMA 3.2.3.2. Let (A, (θi)i∈J) be the direct limit of a system of unital Banach algebras and unital
homomorphisms of norm 1,
((Ai)i∈J , (θi,j)i≤j).
Fix i ∈ J and suppose that for all j ≥ i,
θi,j(G(Ai)−G1(Ai)) ⊆ G(Aj)−G1(Aj) (∗)
Then
θi(G(Ai)−G1(Ai)) ⊆ G(A) −G1(A).
Proof. Suppose xi ∈ G(Ai) − G1(Ai). By (∗) we have that for all j ≥ i, θi,j(xi) 6∈ G1(Aj). Thus for
all j ≥ i and yj ∈ G1(Aj) we have ‖yj − θi,j(xi)‖ ≥
∥∥θi,j(xi)−1∥∥−1 . Also, ∥∥θi,j(xi)−1∥∥ = ∥∥θi,j(x−1i )∥∥ and∥∥θi,j(x−1i )∥∥ ≤ ∥∥x−1i ∥∥ so we have that
for all j ≥ i, yj ∈ G1(Aj) ‖yj − θi,j(xi)‖ ≥
∥∥xi−1∥∥−1 (†)
Suppose θi(xi) ∈ G1(A). There exist c1, . . . , cn ∈ A such that θi(xi) = ec1 · · · ecn . The map An →
A ; (b1, . . . , bn) 7→ eb1 · · · ebn is continuous and so there exists δ > 0 such that for all d1, . . . , dn ∈ A,∥∥ed1 · · · edn − θi(xi)∥∥ < ε := ∥∥xi−1∥∥−1 if ∑nk=1 ‖dk − ck‖ < δ. Now ∪j∈Jθj(Aj) is dense in A so there exists
j ≥ i and b1, . . . , bn ∈ Aj such that
∑n
k=1 ‖θj(bk)− ck‖ < δ. Note that, since θj is continuous, we have
yj := θj(wj) = e
θj(b1) · · · eθj(bn) ∈ G1(A) where wj = eb1 · · · ebn ∈ G1(Aj).
By the construction of the normed direct limit,
‖yj − θi(xi)‖ = ‖θj(wj − θi,j(xi))‖
= lim sup
k≥j
‖θj,k(wj − θi,j(xi))‖ < ε.
Thus there exists k ≥ j such that supj′≥k ‖θj,j′(wj − θi,j(xi))‖ < ε. Therefore
‖θj,k(wj − θi,j(xi))‖ = ‖θj,k(wj)− θi,k(xi)‖
=
∥∥∥eθj,k(b1) · · · eθj,k(bn) − θi,k(xi)∥∥∥ < ∥∥xi−1∥∥−1 ,
and this contradicts (†).
We remark that, in the category of commutative, unital Banach algebras and isometric isomorphisms, the
lemma above follows from the Arens-Royden theorem and the ‘continuity of Cˇech cohomology’.
The following special case of Lemma 2 helps in Corollary 5.
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COROLLARY 3.2.3.3. Suppose the commutative, unital Banach algebra A has a dense subalgebra ∪i∈JAi
where J is a well-ordered set and for each i ∈ J , Ai is a unital, Banach subalgebra of A. Let 0 be the
minimum of J . Then, provided that
G(A0)− eA0 ⊆ G(A0)−
⋃
j≥0
eAj ,
we have
G(A0)− eA0 ⊆ G(A)− eA,
and so if H1(Ω(A),Z) = 0 then H1(Ω(A0),Z) = 0.
The next two results could be easily be extended to Narmania extensions, using the Arens-Royden theorem,
but in this thesis our only interest is in their consequences for uniform algebras.
COROLLARY 3.2.3.4. Let A be a uniform algebra with maximal ideal space Ω. Let AU denote the Cole
extension generated by a set of monic polynomials, U , overA. ThenH1(ΩU ,Z) = 0 implies thatH1(Ω,Z) = 0
where ΩU is the maximal ideal space of A
U . More generally,
π∗
(
G(A)− eA) ⊆ G(AU )− eAU .
Proof. We express AU as a direct limit of Cole extensions by finite subsets of U to obtain the result. In
order to do this we need to make some preliminary observations. For all S ⊆ U , let (AS ,ΩS) denote the
Cole extension of A with respect to S and let the canonical maps be denoted as follows:
pα,S : ΩS → Ω; (ω, λ) 7→ λα (α ∈ S);
πS : ΩS → Ω; (ω, λ) 7→ ω;
π∗S :C(Ω)→ C(ΩS); f 7→ f ◦ πS .
Notice that for all U ⊆ V ⊆ U there is a continuous surjection
πU,V : ΩV → ΩU ; (ω, λ) 7→ (ω, (λα)α∈U ).
It induces an isometric monomorphism
π∗U,V :C(ΩU )→ C(ΩV ); f 7→ f ◦ πU,V .
It is easy to check that π∗U,V (pα,U ) = pα,V and that π
∗
U,V ◦ π∗U = π∗V . Since AU is generated by π∗U (A) ∪
{pα,U : α ∈ U} we have π∗U,V (AU ) ⊆ AV .
It is clear that D :=
⋃
U∈U<ω0 π
∗
U,U (A
U ) is dense in AU . By Corollary 3 it is enough to show that for
all a ∈ G(A) − eA and U ∈ U<ω0 we have π∗(a) = π∗∅,U (a) 6∈ eπ
∗
U,U(A
U ). Suppose that b ∈ AU is such that
π∗∅,U (a) = e
π∗U,U(b). Since π∗U,U is continuous, e
π∗U,U(b) = π∗U,U (e
b). We also have π∗∅,U(a) = π
∗
U,U (π
∗
∅,U (a)) and
since π∗U,U is injective this gives π
∗
∅,U (a) = e
b ∈ AU .
An argument similar to the one at the end of the proof of Proposition 1.5.3.7 shows that AU is isomet-
rically isomorphic to A extended finitely many times by the Cole construction. It now follows inductively
from Lemma 3.2.2.1 that a ∈ eA, a contradiction. Since U was arbitary, this completes the proof.
COROLLARY 3.2.3.5. Let ((Aτ ,Ωτ ), (π
∗
σ,τ )σ≤τ≤υ) be a system of natural Cole extensions of (A,Ω) in the
usual notation. Then for all τ ∈ [0, υ],
π∗0,τ (G(A) − eA) ⊆ G(Aτ )− eAτ .
In particular, H1(Ωτ ,Z) = 0 implies that H
1(Ω,Z) = 0.
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Proof. Let J = {τ ≤ υ : π∗0,τ (G(A)− eA) ⊆ G(Aτ )− eAτ}, and suppose that [0, τ) ⊆ J .
First suppose that τ is a limit ordinal. Clearly 0 ∈ J so we can assume τ > 0. Then Aτ = lim⇁(Aσ : σ <
τ) and
⋃
σ<τ π
∗
σ,τ (Aσ) is dense in Aτ . We have
G(π∗0,τ (A)) − eπ
∗
0,τ (A) = π∗0,τ (G(A) − eA) (since π∗0,τ is injective)
⊆
⋂
σ<τ
[
π∗0,τ (G(A)) − π∗σ,τ (eAσ)
]
(by inductive hypothesis)
= π∗0,τ (G(A)) −
⋃
σ<τ
π∗σ,τ (e
Aσ ) = G(π∗0,τ (A))−
⋃
σ<τ
eπ
∗
σ,τ(Aσ).
So τ ∈ J by Corollary 3.
Secondly suppose that τ = σ + 1 for some σ < τ . By Corollary 4 we have
π∗σ,τ (G(Aσ)− eAσ ) ⊆ G(Aτ )− eAτ .
By hypothesis π∗0,σ(G(A) − eA) ⊆ G(Aσ)− eAσ . Thus
π∗0,τ (G(A) − eA) = π∗σ,τ
(
π∗0,σ(G(A) − eA)
) ⊆ G(Aτ )− eAτ ,
so τ ∈ J .
By the transfinite induction theorem, J = [0, υ] as required.
The results in this section suggest that if B is an integral extension of A then H1(Ω,Z) vanishes whenever
H1(Ω(B),Z) does, but we do not know if this is true.
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Chapter 4
The Invertible Group of an Extension of a Normed Algebra
We study the group of invertible elements of A in this chapter. Notation for this group was introduced in
Section 3.2.
The reason for investigating G(A) was that it yielded an insight into a famous open problem of Gelfand.
He asked (see [GelSCF]) if every natural uniform algebra on the unit interval is trivial. For a brief history
of this problem see [Rud], Chapter 22. We describe how our work applies to the problem in Section 3. This
leads to a natural question, which is taken up in Chapter 5.
In the first section we collect some elementary results and examples about G(A).
In the following section we pursue our programme of investigating which properties are common to
A and its algebraic extensions. We show that, in Ba, if A has dense invertible group then so does every
algebraic extension. This allows us to simplify some arguments of Karahanjan in the examples in [Kar]. We
also note, in this section, two other types of extension of A to which our methods apply.
4.1. Introductory Results and Examples
4.1.1. The Group of Quasi-Invertible Elements
Many attributes of the spectra of elements of a (normed) algebra, A, are more naturally expressed by means
of the quasi-invertible group, qG(A), of A, which we proceed to define. For a, b ∈ A let a ◦ b := a + b − ab.
This is a binary operation on A with identity element 0. If a ◦ b = 0 we say a is a left quasi-inverse for b
and b is a right quasi-inverse for a. We set qG(A) = {a ∈ A : a has (right) quasi-inverse}. For the definition
and further standard properties of qG(A) we refer the reader to [Pal], p. 192. In particular (qG(A), ◦) is a
group and there is a homeomorphism
θ : (C− {0})× qG(A) −→ G(A1) ; (µ, b) 7−→ (−µb, µ),
where A1 denotes the standard unitisation (see Appendix 3) of A. We also have that qG(A) is open if A is
complete.
PROPOSITION 4.1.1.1. The group G(A1) is dense in A1 if and only if qG(A) is dense in A.
Proof. Suppose that qG(A) is dense in A. Let (a, λ) ∈ A1 and let ε > 0. Choose r > 0 so that r[1+(r+|λ|)] <
ε. Take µ ∈ BC(λ, r) − {0}. By assumption here exists b ∈ qG(A) such that
∥∥b+ µ−1a∥∥ < r. Then
(−µb, µ) ∈ G(A1) and
‖(−µb, µ)− (a, λ)‖ = ‖µb+ a‖+ |µ− λ| < |µ| r + r ≤ (r + |λ|)r + r < ε.
Conversely, suppose that G(A1) = A1. Let b ∈ A and let ε > 0. If a = 0 then a ∈ qG(A) so we may
assume that a 6= 0. Choose r ∈ (0, 1) such that r +
(
r
1−r
)
‖a‖ < ε.
Now take (a, λ) ∈ G(A1) with ‖(a, λ) − (−b, 1)‖ = ‖a+ b‖+ |1− λ| < r. Then (λ,−λ−1a) ∈ (C−{0})×
qG(A). We have ∥∥−λ−1a− b∥∥ = ∥∥λ−1a+ b∥∥ = ∥∥a+ b+ (λ−1 − 1)a∥∥
≤ r +
∣∣∣∣1− λλ
∣∣∣∣ ‖a‖
≤ r + (r/ |λ|) ‖a‖
< r +
(
r
1− r
)
‖a‖ < ε.
Hence qG(A) = A as required.
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Now suppose that A is a unital normed algebra. By Proposition A.1.6, for every closed, maximal ideal, M ,
of A, the map
M1 → A ; (a, λ) 7→ a+ λ1A
is a topological isomorphism. Also recall that, since A is unital, it has at least one maximal ideal ([Dal], p.
40). The following result quickly follows from these observations.
COROLLARY 4.1.1.2. Let A be a unital normed algebra. Then the following are equivalent
(i) G(A) is dense in A;
(ii) qG(M) is dense in M for some closed, maximal ideal, M , of A;
(iii) qG(M) is dense in M for every closed, maximal ideal, M , of A.
Let A be a Banach algebra. If A is unital then it is shown in [Cor] and [Fal] that G(A) = A if and only if
the set of elements of A whose spectra have empty interiors is dense in A. We now describe an extension of
this spectral characterisation to non-unital Banach algebras. Let
qσA(a) :=
{
λ ∈ C− {0} : λ−1a 6∈ qG(A)} (a ∈ A).
Then (see [Pal], p. 196) we have that, if A is unital, for all a ∈ A,
{0} ∪ qσA(a) = {0} ∪ σA(a),
where σA(a) denotes the spectrum of a in A. In particular, σA(a) has empty interior if and only if qσA(a)
has. Define for any Banach algebra, A,
Θ(A) := {a ∈ A : qσA(a)◦ = ∅} .
Thus if A is unital then Θ(A) = {a ∈ A : σA(a)◦ = ∅}. We can now give the following result. The proof is a
modification of the proof in [Fal] for the special case of unital Banach algebras.
PROPOSITION 4.1.1.3. Let A be a Banach algebra which is not necessarily unital. Then
qG(A) = A if and only if Θ(A) = A.
Proof. First suppose that qG(A) is dense in A. Let {λn : n ∈ N} be a countable dense subset of C − {0}.
Since qG(A) is open in A, we have from Baire’s category theorem that T =
⋂
n∈N qG(A)λn is dense in A.
Now T ⊆ Θ(A) for if b ∈ T and qσA(b)◦ 6= ∅ then for some n ∈ N we must have λn ∈ qσA(b). But then
λ−1n b 6∈ qG(A), a contradiction.
Conversely suppose that Θ(A) is dense in A. Let a ∈ A and ε > 0. Take b ∈ Θ(A) with ‖b− a‖ < ε/2.
If b = 0 then b ∈ qG(A) and we are done. Otherwise let δ > 0 be such that 1− δ > 0 and for all λ ∈ BC(1, δ)
we have |1− 1/λ| < ε2‖b‖ . By assumption there exists some λ ∈ BC(1, δ) − qσA(b). Since λ 6= 0 we must
have λ−1b ∈ qG(A). Now ∥∥a− λ−1b∥∥ ≤ ‖a− b‖+ ∥∥b− λ−1b∥∥ < ε.
4.1.2. Simple Examples
Much of the next two sections appears in [DF]. The following definition, which seems quite standard in the
literature, is useful.
DEFINITION 4.1.2.1. A subalgebra, B, of an algebra, A, is called full if we have G(B) = B ∩G(A).
For example, R0(X), the algebra of rational functions on a compact plane set, X , with poles off X and
Cn(I), the algebra of functions I → C with n continuous derivatives, are both full subalgebras of their
completions with respect to the uniform norm.
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EXAMPLE 4.1.2.2. Let B be the restriction to S1 of the algebra of complex, rational functions with poles
off S1 ∪ {2}. Then B is easily seen to be uniformly dense in A = C(S1) (by the Stone-Weierstrass theorem).
However, B is not a full subalgebra of A because, for example, the function given by z − 2 ∈ B is invertible
in A.
For future reference we note the following elementary result.
PROPOSITION 4.1.2.3. Let A be a Banach algebra with maximal ideal space Ω such that Aˆ is dense in
C(Ω) (for example, if A is symmetric). Give Aˆ the uniform norm. Then Aˆ has dense invertible group if and
only if C(Ω) has.
Proof. It is elementary that Aˆ is a full subalgebra of C(Ω). Moreover, if Aˆ is dense in C(Ω) then, since
G(C(Ω)) is open in C(Ω), we have from elementary topology that
G(Aˆ) = Aˆ ∩G(C(Ω)) = G(C(Ω))
where the closures are taken in C(Ω). This shows that if G(C(Ω)) is dense in C(Ω) then the invertible
elements of Aˆ are dense in Aˆ. The converse is trivial.
It follows from facts mentioned in Section 1.2 of [Cor] that if A is a commutative Banach algebra with
maximal ideal space Ω and A is regular (see Section 2.2.1) then the denseness of G(A) in A implies that
C(Ω) also has dense invertible group. We do not know if the converse is true for regular Banach algebras.
Neither do we know any examples of non-regular Banach algebras for which G(A) is dense in A but C(Ω)
does not have dense invertible group.
EXAMPLE 4.1.2.4. In [Rie] it is shown that if A is a unital C∗-algebra (see [Mur] for this class of Banach
algebras) then A has dense invertible group if and only if Mn(A) has for every n ∈ N. We remark that the
proof given in [Rie] applies to all Banach algebras.
PROPOSITION 4.1.2.5. Suppose that A is a commutative, unital Banach algebra which is rationally gener-
ated by a single element, a. (See [Dal], Definition 2.2.7: we mean that the algebra of elements obtained by
applying the rational functions with poles off σ (a) to a is dense in A.) If σ (a) has empty interior then A
has dense invertible group.
Proof. This follows from the spectral mapping theorem (see [RudFA], Theorem 10.28) and the fact that if
K is a subset of C with empty interior and φ is a function holomorphic on a neighbourhood of K then φ(K)
also has empty interior (see [Fal], Lemma 2.2). Thus A has a dense set of elements whose spectra have no
interior, which, as is noted in [Fal], is equivalent to the condition G(A) = A.
Recall that a weight sequence on Z is a function ω:Z → (0,+∞) such that for all m,n ∈ Z, ω(m + n) ≤
ω(m)ω(n). A weight function, ω, induces the Beurling algebra,
ℓ1(Z, ω) :=
{
a ∈ CZ : ‖a‖ :=
∑
n∈Z
|an|ωn < +∞
}
,
under pointwise addition, multiplication given by
ab :=
(∑
k∈Z
akbn−k
)
n∈Z
(a, b ∈ ℓ1(Z, ω)),
and the norm indicated. We refer the reader to [Dal], p. 501, for further properties of the Banach algebra
ℓ1(Z, ω).
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COROLLARY 4.1.2.6. Let ω be a weight sequence on Z and let A be the associated Beurling algebra,
ℓ1(Z, ω). Then A has dense invertible group if and only if ρ+ := limn→+∞ ω
1/n
n = limn→+∞ ω
1/−n
−n =: ρ−.
Proof. It is standard (see for example [Dal], Theorem 4.6.7) that A is rationally generated by δ1 where δ1
is the characteristic function of {1}. It is also standard that the maximal ideal space of A can be identified
with the annulus {w ∈ C : ρ− ≤ |w| ≤ ρ+}. By elementary results in dimension theory, Ω(A) has dimension
not more than 1 if ρ− = ρ+ and dimension 2 otherwise. If A has dense invertible group then so has Aˆ and
we must have ρ− = ρ+ by Proposition 3, as A is plainly symmetric.
Conversely suppose that ρ− = ρ+. Then the spectrum of δ1 has empty interior and Proposition 5
applies.
4.2. Algebraic Extensions
4.2.1. Introduction
As hinted at in Section 3.1.1, denseness of invertible elements in uniform algebras seems to be connected
with the existence of roots of monic polynomials over the algebra. Accordingly we mention the following
result stated by Grigoryan in [Gri]: a uniform algebra A on a compact, Hausdorff space, X , is trivial if
C(X) is finitely generated and is an integral extension of A
Our main result in this section is that an Arens-Hoffman extension of a Banach algebra A has a dense
invertible group if A has. The proof of our main result, Theorem 4.2.2.1, relies on resultants; please refer
to Appendix 3 for a discussion of these. To set notation here, let α(x) be a monic polynomial over A and
β(x) ∈ A[x]. We shall usually fix α(x) and allow β(x) to vary. We then denote their resultant res (α(x), β(x))
by Rα(β(x)).
Sometimes in the literature (for example, [Col] and [FeiNTSR]) the algebraic extensions considered are
obtained by adjoining square roots. In this case we have α(x) = x2 − a0 and then Rα(b0 + b1x) = b20− a0b21.
Before we embark on proving Theorem 4.2.2.1, let us check there is not an obvious reason why it might
be true. We now explain this.
Recall that the Arens-Hoffman extension Aα is the quotient of A[x] by the principal ideal (α(x)). Arens
and Hoffman prove in [Are] that when the polynomials over A are given the norm∥∥∥∥∥
n∑
k=0
bkx
k
∥∥∥∥∥ =
n∑
k=0
‖bk‖ tk (b0, . . . , bn−1 ∈ A)
for sufficiently large, fixed t > 0 then (α(x)) is closed in A[x]. The Arens-Hoffman norm is defined in [Are]
to be the quotient norm on Aα. Thus if A[x] retained the property of having a dense group of invertible
elements then so would Arens-Hoffman extensions. We give an example to show that this is not the case.
Let t > 0 be fixed. Consider the following Banach algebra (a special case of Example 2.1.18(v) in [Dal])
B :=
{
β =
+∞∑
k=0
bkx
k ∈ A[[x]] : ‖β‖ :=
+∞∑
k=0
‖bk‖ tk < +∞
}
,
where A[[x]] is the algebra of formal power series and the norm is as indicated. We can clearly regard A[x]
as a dense subalgebra of B. Thus we can take B to be the completion of A[x] (see Appendix 1). It follows
from this and Lemma A.1.4 that there is a homeomorphism between the character space of B and the space
of continuous characters of A[x].
Recall (see, for example, [Are]) that the space of continuous characters of A[x] can be identified with
Ω×D where D is the closed unit disc centre 0 and radius t. Thus the characters on B are given by
(ω, λ)
(
+∞∑
k=0
bkx
k
)
=
+∞∑
k=0
ω(bk)λ
k
(
(ω, λ) ∈ Ω×D,
+∞∑
k=0
bkx
k ∈ B
)
.
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Now let A = C(I) and t be a suitable parameter. Then the character space of B is now identifiable
with I ×D and therefore of dimension 3. The algebra B has some ‘analytic properties’ as we now explain.
Let q =
∑+∞
k=0 bkx
k ∈ B and fix t0 ∈ I. This pair defines a continuous function on D given by
g(λ) := qˆ(t0, λ) =
+∞∑
k=0
bk(t0)λ
k (λ ∈ D).
Moreover we see that g is analytic on D◦.
This connection with analytic function has two consequences. Firstly, note that B is not symmetric
because p¯ 6∈ Bˆ where p = xˆ. To see this, suppose q ∈ B satisfies qˆ = p¯. Let g be associated with q as above
(with t0 = 0 for definiteness). Then for all λ ∈ D we would have g(λ) =
∑+∞
k=0 bk(0)λ
k = λ¯. This contradicts
the fact that z 7→ z¯ is not analytic anywhere. Therefore we cannot apply Proposition 4.1.2.3 to B.
Secondly it is now easy to show that x 6∈ G(B). If we had x ∈ G(B) then for every ε > 0 there would
exist q =
∑+∞
k=0 bkx
k ∈ G(B) with ‖q − x‖ < ε. Let f = idD and g(λ) = qˆ(0, λ). Then g ∈ G(C(D)) and
‖g − f‖ < ε. Again, g is analytic on D◦. Hence there exists a sequence, (gn), of invertible, analytic functions
on D◦ with gn → g0 := idD◦ uniformly on compact subsets of D◦. Since g(0) = 0, this contradicts Hurwitz’
Theorem ([Dal], p. 797).
4.2.2. The Main Results
THEOREM 4.2.2.1. Let A be a commutative, unital Banach algebra with dense invertible group and let
α(x) be a monic polynomial over A. Then G(Aα) is dense in Aα.
Proof. We may assume that n, the degree of α(x) is at least 2, or else Aα is isometrically isomorphic to A.
Let β(x) = b0 + b1x + · · · + bn−1xn−1 ∈ A[x] and ε > 0. We have to show that there exists β˜(x) ∈ A[x]
with
∥∥∥β˜(x¯)− β(x¯)∥∥∥ < ε and β˜(x¯) ∈ G(Aα). In fact we shall show that by slightly perturbing b0 only, we
can obtain a polynomial β˜(x) with Rα(β˜(x)) ∈ G(A).
By the comments about resultants in Appendix 3, P (c) = Rα(c+ b1x+ · · ·+ bn−1xn−1) is a polynomial
p0+p1c+ · · ·+pn−1cn−1+cn where p0, . . . , pn−1 ∈ A are independent of c. Consider the n formal derivatives
of P as maps A→ A:
P (0)(c) = P (c);
P ′(c) = p1 + 2p2c+ · · ·+ ncn−1;
...
P (n−1)(c) = n!c.
Set c˜n−1 = b0. Note that, trivially, P
(n−1) is a local homeomorphism at c˜n−1. Now let 1 ≤ k < n and
suppose that c˜n−1, . . . , c˜n−k ∈ A have been chosen so that
(i) P (n−j) is a local homeomorphism at c˜n−j (1 ≤ j ≤ k), and
(ii)
∥∥c˜n−j − c˜n−(j−1)∥∥ < ε/n for 1 < j ≤ k.
We shall now show how to choose c˜n−(k+1) so that (i) and (ii) become true with ‘k’ replaced by ‘k+1’. It
is easy to see from the inverse function theorem for Banach spaces (see, for example, Theorem 8 of Chapter
7 in [Bol]) that P (n−(k+1)) is a local homeomorphism at a ∈ A if P (n−k)(a) is invertible. (This fact is also
stated in [Fal].)
By hypothesis, P (n−k) is a local homeomorphism at c˜n−k so some open neighbourhood of c˜n−k is
mapped onto an open set in A. Since G(A) is dense in A there is some c˜n−(k+1) ∈ BA(c˜n−k, ε/n) with
P (n−k)(c˜n−(k+1)) ∈ G(A).
Thus c˜n−(k+1) has the required properties and we can choose c˜n−1, . . . , c˜0 ∈ A with ‖c˜k − c˜k−1‖ <
ε/n (k = 1, . . . , n− 1), c˜n−1 = b0, and P a local homeomorphism at c˜0.
Again, since P is a local homeomorphism at c˜0, we can find b˜0 ∈ BA(c˜0, ε/n) with P (b˜0) ∈ G(A). Since∥∥∥b˜0 − b0∥∥∥ ≤ ∥∥∥b˜0 − c˜0∥∥∥+ ‖c˜0 − c˜1‖+ · · ·+ ‖c˜n−2 − c˜n−1‖ < ε,
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the result is proved.
We also remark that the method of proving Theorem 1 gives another way to see that if A is a commutative,
unital Banach algebra with G(A) = A then for every n ∈ N, Mn(A) also has dense invertible group. The
role of the resultant is taken by the determinant map which links the invertible groups of A and Mn(A). We
shall show that we can approximate any B = [bij ] ∈ Mn(A) by an invertible matrix by perturbing only n
entries bi1,j1 , . . . , bin,jn provided that n 7→ in, jn are both permutations.
To see this, suppose that we have chosen the n entries to perturb; let their indices be
(1, v(1)), . . . , (n, v(n))
for some permutation v ∈ Sn, the group of permutations on {1, . . . , n}. Consider the map
P :A→ A; c 7→ det [bij + cδv(i),j ]
(where δij is the Kronecker delta). We see from the usual expansion that
P (c) =
∑
π∈Sn
±(b1,π(1) + cδv(1),π(1)) · · · (bn,π(n) + cδv(n),π(n)),
a polynomial of degree n, p0 + p1c + · · · + pn−1cn−1 + cn over A where the pj do not depend on c. By
Proposition 1.3.9 on p. 132 of [Dal], G(Mn(A)) = det
−1(G(A)), and we may now proceed as above.
Theorem 1 can easily be applied to integral extensions (of which, as noted in [LinIE], Arens-Hoffman
extensions are an example).
COROLLARY 4.2.2.2. Let A and B be commutative, unital normed algebras and suppose that B is an
integral extension of A. Suppose that A is a full subalgebra of its completion, A˜, and that A has dense
invertible group. Then B has dense invertible group.
Proof. It is sufficient to prove the case when B is an Arens-Hoffman extension of A for if C is a normed,
integral extension of A and c ∈ C is a root of the monic polynomial α(x) ∈ A[x] then by Proposition 1.2.1.2
there is a continuous, unital homomorphism θ : Aα → C with θ(x¯) = c; the result quickly follows from this.
Let b ∈ Aα and let ε > 0. It is not hard to show that the universal property of Proposition 1.2.1.2
allows us to identify (A˜)α with A˜α. By Theorem 1 there exists b
′ ∈ G((A˜)α) with ‖b′ − b‖ < ε/2. We
can write b′ =
∑n−1
k=0 b
′
kx¯
k where n is the degree of α(x) and b′0, . . . , b
′
n−1 ∈ A˜. Since the Arens-Hoffman
extension of a Banach algebra is complete (see [Are]), G((A˜)α) is open and we can perturb b
′
0, . . . , b
′
n−1
to obtain b′′0 , . . . , b
′′
n−1 ∈ A so that b′′ =
∑n−1
k=0 b
′′
kx¯
k is invertible in (A˜)α and ‖b′′ − b′‖ < ε/2. But now
Rα(b
′′) ∈ G(A˜) ∩ A = G(A) so b′′ is invertible in Aα and ‖b′′ − b‖ < ε.
The following theorem follows directly from this corollary.
THEOREM 4.2.2.3. Let B be a commutative Banach algebra which is an integral extension of the commu-
tative Banach algebra A. If A has dense invertible group then so has B.
The converse of Theorem 1 seems harder to investigate. However the method of the proof gives at least
partial information in this direction.
PROPOSITION 4.2.2.4. Suppose that A is a commutative, unital Banach algebra and α(x) is a monic polyno-
mial of degree n over A. If Aα has dense invertible group then {b ∈ A : there exists a ∈ A such that b = an},
the set of nth powers, is contained in the closure of G(A).
Proof. Fix a ∈ A and let ε > 0. Let the norm parameter for the Arens-Hoffman extension be t > 0. Then
there exists βε(x) = bε,0 + · · ·+ bε,n−1xn−1 ∈ A[x] such that Rα(βε(x)) ∈ G(A) and
‖βε(x) − a‖ = ‖bε,0 − a‖+
n−1∑
j=1
‖bε,j‖ tj < ε.
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Now as mentioned in Appendix 3, Rα(b0 + · · · + bn−1xn−1) is homogeneous of degree n in b0, . . . , bn−1.
Therefore, writing Rα(β(x)) = P (b0) =
∑n−1
j=0 pjb
j
0 + b
n
0 as in Theorem 1, we have that each coefficient
pj (j = 0, . . . , n− 1) is a sum of elements of A each of which has bk as a factor for some k ∈ {1, . . . , n− 1}.
Thus, letting ε→ 0, we obtain invertible elements Rα(βε(x)) in A which tend to an.
It is clear that the property of having a dense invertible group passes to (non-zero) quotients and completions
of normed algebras. The following is also clear.
PROPOSITION 4.2.2.5. Let A be a direct limit of normed algebras with dense invertible groups and in
which the connecting homomorphisms are unital, isometric monomorphisms. Then A has dense invertible
group.
Proof. (Refer to Appendix 2 for notation.) Let
(A, (θi)i∈I) = lim
⇁
((Ai)i∈I , (θi,j)i≤j).
As we see from Appendix 2, the subset D = ∪i∈Iθi(Ai) is dense in A. It is therefore enough to show that
for each i ∈ I, ε > 0, and a ∈ Ai, there exists an invertible element b ∈ D such that ‖θi(a)− b‖ < ε.
Since G(Ai) is dense in Ai, there exists c ∈ G(Ai) with ‖a− c‖ < ε. Since θi is unital, b := θi(c) ∈ G(A)
and since θi is a contraction, ‖b − θi(a)‖ < ε.
COROLLARY 4.2.2.6. Let υ be an ordinal number and (Aσ, (θσ,τ ) : σ ≤ τ ≤ υ) be a system of algebraic
extensions in Ba or ua, in the notation of Section 1.2.3. If A0 has dense invertible group, then so has Aσ
for all σ ≤ υ.
Proof. This is a straightforward application of the transfinite induction theorem.
By assumption, 0 ∈ J := {τ ≤ υ : Aτ has dense invertible group}. Let 0 < τ ≤ υ and suppose that
[0, τ) ⊆ J .
First suppose there exists σ < τ such that τ = σ + 1. Then Aτ = E(Aσ,Uσ) for some set of monic
polynomials, Uσ, over Aσ. For each finite subset, S ∈ U<ω0σ , we have G(AS) dense in AS by Theorem 1 and
induction. (The extension AS is, as noted in [Nar], easily checked to be isomorphic an algebra obtained
by extending A finitely-many times by the Arens-Hoffman construction.) By Proposition 5, the Narmania
extension, Aσ,Uσ = lim⇁(AS : S ∈ U<ω0σ ) has dense invertible group.
If we are working in the category of uniform algebras, then the Cole extension is Aτ = A
Uσ
σ = (Aσ,Uσ)ˆ
by Proposition 1.3.2.1, and has dense invertible group.
If τ is a limit ordinal then Aτ = lim⇁(Aσ : σ < τ) and has dense invertible group by hypothesis and
Proposition 5. By the transfinite induction theorem, J = U .
We mention the consequences of these results for some of the examples of uniform algebras constructed by
Lindberg, Karahanjan, Cole, and Feinstein ([LinIE], [Kar], [Col], [FeiNTSR]). Specifically we are referring
to those obtained by taking Cole extensions. In many of these the initial algebra has dense invertible group
and so the final algebra also has this property.
To illustrate this, consider Theorem 4 of [Kar] which we quote below.
THEOREM (Karahanjan). There is a non-trivial uniform algebra, A, such that (1) A is integrally closed,
(2) A is regular, (3) Ω is hereditarily unicoherent, (4) G(A) is dense in A, (5) A is antisymmetric, and (6)
the Choquet boundary of A is equal to Ω.
We refer the reader to [Kar] and the literature on uniform algebras for the definitions of terms in the
statement of this theorem which we have not defined here.
The proof of Karahanjan’s theorem (p. 693-694 of [Kar]) consists of checking that the final algebra,
(Aω1 ,Ωω1), in a system of Cole extensions has the required properties when A0 is a suitable example, like
McKissick’s example ([McK]) of a non-trivial, regular, uniform algebra and the set of all monic polynomials
is used to pass from Aσ to Aσ+1 for each σ < ω1 (see Section 1.2.3).
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Each of these specific choices of A0 has a dense invertible group. It follows immediately from Corollary
6 that Aω1 also has dense invertible group. It is therefore unnecessary to use Theorem 3 of [Kar] (on the
complicated, auxiliary notion of a ‘dense thin system’) to deduce this in the proof of Theorem 4 of [Kar].
4.3. Context: Uniform Algebras
4.3.1. Introduction
The theorem below, which first appeared in [DF], prompted our investigation of the invertible group. In
this section we extend the result. Further context for this work will be given in Section 4.3.3.
THEOREM 4.3.1.1. Let A be a natural uniform algebra on I with dense invertible group. Then A = C(I).
Proof. By results mentioned in Section 3.2.1, every invertible element of A has a continuous logarithm in A
and therefore a square root in A. Therefore the set of elements of A which have square roots in A is dense
in A. Since I is locally connected, it follows from Cˇirka’s theorem (see [Sto], p. 131-134) that A = C(I).
4.3.2. Generalisations of Theorem 4.3.1.1
In Theorem 1.7 of [DF], the hypotheses of Theorem 4.3.1.1 are relaxed so that the norm on A need not be
the uniform norm and the maximal ideal space of A can be replaced by any locally-connected space, X , such
that H1(X,Z) = 0. The conclusion is then that Aˆ is dense in C(Ω).
We further show here that under certain conditions is suffices to restrict attention to the components
of the space. We require two elementary lemmas which are surely well-known. Various parts of them are
stated in in [Lei], but not collected together as below.
Recall that if (A,X) is a uniform algebra and E ⊆ X , then the A-convex hull of E, denoted E˜, is the
maximal ideal space of, AE , the uniform algebra on E generated by A|E . We write χE for the characteristic
function of E. We shall call the set E clopen if E is both closed and open.
LEMMA 4.3.2.1. Let (A,X) be a natural uniform algebra on a compact, Hausdorff space X . Let the set of
components of X be denoted by C. Then
(i) for all K ∈ C, K equals its A-convex hull, and
(ii) if H1(X,Z) = 0 then for all K ∈ C, H1(K,Z) = 0.
Proof. (i) It is standard that, K˜, the A-convex hull of K ∈ C is a subset of Ω, the maximal ideal space of A.
Since K is connected, AK has no non-trivial idempotents. Therefore K˜ is connected by Sˇilov’s idempotent
theorem (see [Dal], p. 224). Now K ⊆ K˜ and K is a component so it follows that K˜ = K.
(ii) Let H1(X,Z) = 0, K ∈ C, and f0 ∈ G(C(K)). We show that f0 has a continuous logarithm. By
Tietze’s extension theorem (see, for example, Proposition 1.5.8 in [Ped]), there exists f1 ∈ C(X) such that
f1|K = f0. By the compactness of K there exists an open set, U , containing K and on which f1 does not
vanish. Now since X is compact and Hausdorff, K is the intersection of all those clopen subsets of X which
contain K. (See [Lei], p. 182, for a proof of this fact.) A standard compactness argument yields a clopen
set, E, such that K ⊆ E ⊆ U . Since E is clopen we have f2 = χX−E + f1χE ∈ C(X). Now f2 is clearly
invertible so there exists g ∈ C(X) such that f2 = eg. The restricted function g|K is a logarithm of f0.
LEMMA 4.3.2.2. Let A,X , and C be as in the lemma above. Then
(i) for all K ∈ C, AK = A|K , and
(ii) for all f ∈ C(X), if for each K ∈ C, f |K ∈ AK then f ∈ A.
Proof. (i) As in the last lemma, each K ∈ C is an intersection of clopen sets. By the Sˇilov idempotent
theorem, each clopen set is a peak set for A and so (for example, by Theorem 3 on p. 163 of [Lei]) we have
AK = A|K .
(ii) Let f satisfy the conditions stated above. By Bishop’s theorem ([Lei], p. 39) it is enough to show
that f |E ∈ AE = A|E for every ‘maximal antisymmetric set’, E, of A. Let E be a maximal antisymmetric
set of A. It is not necessary for us to define such sets; we merely need to note from the remark on p. 170
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of [Lei] that if E is a maximal antisymmetric set of A then E˜ must be connected. Therefore there exists
K ∈ C such that E ⊆ E˜ ⊆ K. Let g ∈ A with g|K = f |K . Then g|E = f |E ∈ AE . The result follows.
The following result is the promised generalisation of Theorem 4.3.1.1.
PROPOSITION 4.3.2.3. Let A be a commutative, unital Banach algebra with maximal ideal space X such
that H1(X,Z) = 0. If A has dense invertible group and every component of X is locally connected then Aˆ
is dense in C(X).
Proof. We assume that (A,X) is a natural uniform algebra and show that A = C(X). The more general
result then follows from applying this to the natural uniform algebra Aˆ (which has dense invertible group
if A has).
Let f ∈ C(X). By Lemma 2, it is enough to show that f |E ∈ AE for every connected component, E, of
X .
By Lemma 1, we have H1(E,Z) = 0 and the A-convex hull of E is E so AE = A|E is a natural uniform
algebra on E. By hypothesis E is locally connected and AE has a dense exponential group. The same
argument as in the proof of Theorem 4.3.1.1 shows that AE = C(E). The result now follows.
There are apparently some classes of spaces in the literature (see [Cou]) for which components are automat-
ically locally-connected.
We end this section by using Proposition 3 to obtain a result about natural uniform algebras on the
unit circle. It is useful to recall some standard terminology and results beforehand. These concepts will also
be referred to in Chapter 5.
Let A be a unital, normed algebra with space of continuous characters Ω. For E ⊆ Ω we de-
fine the kernel of E to be k(E) := {a ∈ A : for all ω ∈ E ω(a) = 0}. The hull of S ⊆ A is h(S) :=
{ω ∈ Ω : for all a ∈ S ω(a) = 0}. It is a standard fact that all such kernels are closed ideals of A. Since
k(E) is a closed ideal of A we can form the normed algebra C = A/k(E) with the quotient norm. Let the
natural map be ♮:A → C. As mentioned in Proposition 4.1.11 of [Dal], the following map is a homeomor-
phism
♮∗: Ω(C)→ hk(E); ω 7→ ω ◦ ♮.
(This can be proved for normed algebras in the same way as for Banach algebras.) Thus if a ∈ A then under
this identification, for all ω ∈ hk(E), we have
(k(E) + a)ˆ(ω) = aˆ(ω).
In order not to interrupt the flow of the following proof, we describe a special case of this situation
now. Let (B,X) be a natural uniform algebra and E ⊆ X . Then the ideal k(E) is the kernel of the
restriction homomorphism B → B|E . By the first isomorphism theorem we may therefore regard the algebra
of functions B|E as a Banach algebra under the quotient norm on B/k(E). Under this identification, the
maximal ideal space of B|E is hk(E), and for all f ∈ B and ω ∈ hk(E),
f̂ |E(ω) = (k(E) + f)ˆ(ω) = fˆ(ω).
Finally, recall that a regular uniform algebra is natural (see [Sto], Theorem 27.2 and Theorem 27.3).
PROPOSITION 4.3.2.4. Let (A,S1) be a regular uniform algebra. If A has dense invertible group then
A = C(S1).
Proof. Suppose for a contradiction that A is non-trivial and has dense invertible group. We show that
for each proper, closed set E ⊂ S1 we have AE = C(E). Uniform algebras with this property are called
‘pervasive’. It follows from Theorems 20 and 21 on p. 173 of [Lei] that a non-trivial, pervasive uniform
algebra is an integral domain. This will contradict the regularity of A.
Let E be a proper, closed subset of S1. Then E is contained in some proper, closed interval, I ⊂ S1. It
is enough to show that AI = C(I). To see this, let f ∈ C(E) and ε > 0. Let f˜ be a Tietze extension of f to
I. Assuming AI = C(I) then there exists g ∈ A such that
∥∥∥g|I − f˜∥∥∥
I
< ε. Then ‖g|E − f‖ < ε.
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Let I be a proper, closed interval of S1. As discussed above, we can regard A|I as a Banach algebra
isomorphic to A/k(I). Since A has dense invertible group then so has A|I under this quotient norm. We also
have Ω(A|I) ≈ hk(I). It follows from Proposition 4.1.20 of [Dal] and the regularity of A that hk(I) = I. As
H1(I,Z) = 0 we have that A|I is uniformly dense in C(I) by Proposition 3. This completes the proof.
4.3.3. Uniform Approximation of Continuous Functions by Holomorphic Ones
Recall that a complex-valued function is called space-filling if its image has non-empty interior. A consequence
of Theorem 4.3.1.1 and Proposition 4.1.1.3 is that there would be an abundance of space-filling functions in
a non-trivial, natural uniform algebra on I in the sense that there would be a non-empty, open subset of
the algebra consisting of such curves. For convenience we shall denote the set of space-filling curves on a
compact Hausdorff space, K, by SF (K). If A is a subset of C(K) then we let SFA(K) denote SF (K) ∩ A.
It will also be useful to introduce the following notation for some standard examples of uniform algebras.
For a compact subset K ⊂ Cn let H0(K) denote the algebra of functions holomorphic on a neighbourhood
of K, R0(K) the algebra of rational functions which have poles off K, and P0(K) the algebra of polynomials
on K. The closures of H0(K), R0(K), and P0(K) in C(K) are denoted H(K), R(K), and P (K) respectively.
Also recall that a simple Jordan arc in Cn is a continuous injection γ: I → Cn.
The following result appears in [Cir] and should be compared with Proposition 4.3.2.3.
THEOREM 4.3.3.1 (Cˇirka). Let γ be a simple Jordan arc in C2. Let K = im γ. If H(K) 6= C(K) then for
all f ∈ H0(K)−C.1, f ∈ SF (K).
It is easy to see that (unless K is a singleton) H0(K)−C.1 is dense in H(K), so the theorem above asserts
the existence of a dense set of space-filling curves in H(K), provided H(K) is non-trivial. At this point it
is convenient to remind the reader about the standard connections between polynomially-convex arcs in Cn
and finitely-generated subalgebras of C(I). Recall that a set K ⊆ Cn is called polynomially or rationally
convex provided that P (K) or R(K) respectively is natural.
Suppose that f1, . . . , fn ∈ C(I) separate the points of I. Then γ: I → Cn; t 7→ (f1(t), . . . , fn(t)) gives a
homeomorphism onto a compact subset, K, of Cn. As K is the image of a simple Jordan arc and γ induces
an isometric isomorphism γ∗:P (K)→ A; f 7→ f ◦γ where A is the uniform subalgebra of C(I) generated by
f1, . . . , fn. All these facts are discussed on p. 200 of [Lei]. Since f1, . . . , fn generate A, the maximal ideal
space of A is naturally identified (see, for example, [Sto], p. 25) with K by the homeomorphism γ if A is
natural. In particular K is polynomially convex. It is clear that P (K) = C(K) if and only if γ∗(A) = C(K)
or, equivalently, A = γ∗−1(C(K)) = C(I). If we take A to be a natural, finitely-generated uniform algebra
on I, then Theorem 4.3.1.1 yields the following corollary.
COROLLARY 4.3.3.2. Let γ be a simple Jordan arc in Cn such that K = im γ is polynomially convex. If
H(K) 6= C(K) then there is a non-empty open set U ⊆ H(K) such that U ⊆ SF (K).
This makes the differences clearer. In Theorem 1, the arc need not be polynomially convex, but is restricted
to C2, and H(K) 6= C(K) implies SFH(K)(K) is dense. However in Corollary 2 the conclusion is that
SFH(K)(K) has non-empty interior.
We end this section by noting that it is possible to improve Corollary 2 by using a form of the Oka-Weil
approximation theorem which is more general than the version usually quoted. The following version is
taken from the appendix in [StoCon].
THEOREM 4.3.3.3 (Oka-Weil Approximation Theorem). Let K be a compact subset of Cn. Then H(K) =
P (K) if K is polynomially convex and H(K) = R(K) if K is rationally convex.
There is also (see [Sto], p. 372) a notion of the ‘holomorphic convex hull’ of a compact subset K ⊆ Cn: it
is equal by definition to the maximal ideal space of H(K). We call K holomorphically convex if H(K) is
natural. It is remarked in [Sto] that this hull need not be a subset of Cn if the original space is.
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COROLLARY 4.3.3.4. Let γ be a simple Jordan arc in Cn such that K = im γ is holomorphically convex.
If H(K) 6= C(K) then SFH(K)(K) has non-empty interior (in H(K)).
Proof. The homeomorphism γ: I → K induces a commutative diagram in which the horizontal arrows are
isometries:
H(K)
γ∗−→ A := γ∗(H(K))y⊆ y⊆
C(K)
γ∗−→ C(I)
The assumption on K implies that H(K) is natural and so A is natural. If not every continuous function
of K can be approximated by holomorphic functions on a neighbourhood of K then A is non-trivial and
so U := A − G(A) is a non-empty, open subset of SFA(I). Hence γ∗−1(U) is a non-empty, open subset of
SFH(K)(K).
Note that, by Theorem 3, polynomially convex sets and rationally convex sets are holomorphically convex
so the conclusion of Corollary 4 also holds if K is polynomially or rationally convex.
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Chapter 5
Uniform Algebras with Connected, Dense Invertible Group
The main result, Proposition 4.3.2.3, of Section 4.3 makes strong use of Cˇirka’s theorem (see [Sto], p.
131-134).
THEOREM (Cˇirka). Let A be a uniform algebra on locally-connected space, X , such that the set, S, of
squares of elements of A is dense in A. Then A = C(X).
However in the application in Chapter 4, a condition stronger than S = A held, namely that eA was dense
in A. The only other condition in the hypothesis of Cˇirka’s theorem is that X be locally connected. Could
it be that this is redundant if we have eA = A? That is, does the condition eA = A imply that A = C(X)
for any uniform algebra on a compact, Hausdorff space, X?
The statement is false if the conditions on A are weakened so that its norm is not necessarily the uniform
norm. For example, A = C1(I) (see Section 4.1.2) under the norm ‖f‖ := ‖f‖I + ‖f ′‖I is not equal to C(I).
To see that eA = A in this case, we have from Theorem 4.4.1 of [Dal] that the polynomials in idI are dense
in A and so by Proposition 4.2.1.5, A has dense invertible group. We also have from Theorem 4.4.1 that the
maximal ideal space of A is homeomorphic to I so by the Arens-Royden theorem, G(A) = eA.
Note that for a general commutative Banach algebra A, eA = A is equivalent to G(A) = A and
H1(Ω,Z) = 0. It is clear that G(A) is dense in A if eA = A. It follows from Lemma 3.2.3.1 that every
invertible element of A belongs to eA in this case. Therefore we also have H1(Ω,Z) = 0. Conversely, if
H1(Ω,Z) = 0 then G(A) = eA so if G(A) = A then eA = A. Compare this pair of conditions with those in
Lavrentieff’s theorem (see, for example, [Ale], p. 12). This theorem states that if X is a compact, plane-set
and A = P (X) then A = C(X) if and only if X◦ = ∅ and H1(X,Z) = 0.
In this chapter we search for a counterexample to the following conjecture.
CONJECTURE. Let (A,X) be a uniform algebra such that eA = A. Then A = C(X).
We have not been able to find such an example. Various classes of uniform algebras are ruled out in
Sections 1 and 2. The bulk of this chapter is devoted to modifying the methods of Chapter 1 to construct
‘logarithmic extensions’. We show how this might lead to an example of a non-trivial uniform algebra with
dense exponential group. Various simple properties of these extensions will be established. For example, in
certain situations they are non-trivial if the original algebra is.
5.1. Uniform Algebras on Compact Plane-Sets
5.1.1. Introduction
In this section X denotes a compact subset of C. We show that the conjecture holds when A = P (X) or
R(X). The latter algebra has been an important source of counterexamples to conjectures about uniform
algebras in the past. (See [McK] and [Col].)
Recall that a multiplicative group, G, is said to be divisible by n ∈ N provided that for all g ∈ G there
exists h ∈ G such that g = hn.
5.1.2. Generalisations of Lavrentieff’s Theorem
We begin with a lemma which is valid in more generality than is necessary for the main result in this section.
LEMMA 5.1.2.1. Let F be an entire function with no zero of order one. Let A = P (X) or R(X) and suppose
that F (A) is dense in A. Then X has empty interior.
Proof. Suppose for a contradiction that λ ∈ X◦, the interior of X . Then f = z−λ ∈ A where z := idX . Let
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r > 0 be such that ∆ = B[λ, r] ⊆ X◦. Then ‖f‖∆ = r > 0. By assumption there exists g2 ∈ A such that
‖F ◦ g2 − f‖X < (13 ) ‖f‖∆.
An exercise in uniform continuity shows that F∗:C(∆)→ C(∆); g 7→ F ◦ g is continuous so there exists
a rational function g1 ∈ A such that ‖F ◦ g1 − f‖∆ < (23 ) ‖f‖∆.
By Rouche´’s theorem, F ◦ g1 has exactly one zero in ∆◦, and its multiplicity is one.
Let µ ∈ C and s > 0 be such that ∆′ = B[µ, s] ⊆ ∆◦ and (F ◦ g1)(µ) = 0. By Taylor’s theorem, since
F ◦ g1 is analytic on an open disc, U , centre λ and containing ∆, the power-series expansion
F ◦ g1 = a1(z − µ) + a2(z − µ)2 + · · · (a1 6= 0) (∗)
is valid on an open disc V ⊇ ∆′, centre µ. Since F is entire with no zero of order 1, there is an entire function
h such that F = (z − g1(µ))2h. But now we have, for some function, k, which is analytic at µ, that, for all
w near µ,
F (g1(w)) = (g1(w) − g1(µ))2h(g1(w))
= (w − µ)2k(w),
contradicting (∗).
We can now give the main result of this section.
COROLLARY 5.1.2.2. Let A = P (X) or R(X). Suppose that there exists n ∈ N (n > 1) such that the set
of nth powers of elements of A is dense in A. Then A = C(X).
Proof. We show that P (X) is equal to C(X). By Lavrentieff’s theorem this is equivalent to showing that
X has no interior and C−X is connected. The first condition follows from Lemma 1 above. We prove that
C − X has only one component. It is elementary that C − X has countably-many components, of which
exactly one is unbounded.
LetM be a transversal for the bounded components ofC−X . Recall (or see [BroTop]) thatH1(X,Z) ∼=
⊕m∈MZ (the group, under pointwise addition, of elements h ∈ ZM such that h has a finite number of non-
zero entries). We must show that H1(X,Z) = 0. Since G(A) is open, it follows from the denseness of the
nth powers in A that G(A) is a subset of the nth powers. For let g ∈ G(A). By Theorem 10.43 of [RudFA],
the coset eAg is open so there exists h ∈ A such that hn ∈ eAg. Thus g ∈ eAhn and so g has an nth root in
A. Therefore H1(X,Z) is divisible by n and must be trivial.
The next result is a corollary of the last proof. The situation described contrasts strongly with that in
Section 5.2.
PROPOSITION 5.1.2.3. Let A be a uniform algebra whose maximal ideal space, Ω, is homoeomorphic to a
compact subset of C (for example, if A has a single generator). Then H1(Ω,Z) = 0 if and only if for every
a ∈ G(A) there exists b ∈ A such that b2 = a.
Proof. Suppose that every invertible element of A is square of another. It follows as in the proof of Corollary
2 that H1(Ω,Z) is divisible by 2 and therefore that H1(Ω,Z) = 0. The converse is trivial.
5.2. Systems of Cole Extensions
A necessary condition for eA = A is that H1(Ω,Z) = 0, and in the previous section we used (in a special
case) the divisibility of the group H1(Ω,Z) to show that it was the trivial group. Even if a non-trivial
uniform algebra, (A,Ω), with dense invertible group, does not satisfy eA = A one might imagine that we
could apply the Cole construction to it to obtain a such an algebra. The reasoning is that an integrally closed
extension, Aω1 , in a system of Cole extensions shares the properties of being non-trivial and having dense
invertible group. (This follows from Theorem 1.4.2.5 and Corollary 4.2.2.6.) Additionally, H1(Ω(Aω1),Z) is
now unrestrictedly divisible, and an easy way for this to occur is if it is trivial.
Further grounds for suspicion are that for every n ∈ N and a ∈ G(Aω1), the polynomial Pn(x) :=
(1− a)+∑nk=1 xk/k! has a solution in Aω1 . (We have Pn(x)→ ex− a in Aω1 [[x]] under the norms discussed
in Section 4.2.)
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However, if H1(Ω(Aω1),Z) = 0 then Corollary 3.2.3.5 shows that H
1(Ω,Z) = 0, and so the original
algebra would have to have dense exponential group, which we assumed was untrue. Therefore Cole exten-
sions can not generate a counterexample out of an algebra with dense invertible group which is not already
a counterexample.
In the next section, we vary the Cole construction by adjoining logarithms of invertible elements rather
than roots of monic polynomials. This eventually produces extensions in which every invertible element has
a logarithm.
5.3. Logarithmic Extensions
5.3.1. Introduction
Consider the following problem. Given a natural uniform algebra (A,Ω) and a ∈ G(A) find an extension
(Alog a,Ωlog a) such that:
(i) Alog a 6= C(Ωlog a) if A 6= C(Ω),
(ii) Alog a has dense invertible group if A has,
(iii) there exists b ∈ Alog a such that eb = a, and
(iv) the process can be repeated (similarly to in Section 1.2.3) so that (i) and (ii) are preserved by the final
algebra and the final uniform algebra has dense exponential group.
If we can solve this, then we can apply the construction to a non-trivial uniform algebra with dense
invertible group (such algebras exist: McKissick’s R(X) in [McK] is one) and obtain a non-trivial uniform
algebra with dense exponential group. In this chapter we give a very promising construction. It is known to
satisfy all the above requirements except that we do not yet know if the final algebra must be non-trivial,
even for specific examples.
5.3.2. Adjoining a Logarithm to a Banach Algebra
The problem of adjoining logarithms to semisimple, commutative Banach algebras has been studied by
Lindberg. We summarise some of this work briefly.
The terms ‘local’ and ‘semisimple’ are defined in Section 2.2 and Appendix 1 respectively. We further
require the following standard terminology. Let A be a unital, normed algebra with space of continuous
characters, Ω. Let a ∈ G(A) and ω ∈ Ω. We say that ex = a has local solutions at ω if there exists
V ∈ N (ω) and b ∈ A such that exp
(
bˆ
)
|V = aˆ|V . We shall also make use of the notions of the hull and
kernel; these were defined in Section 4.3.2. Finally, for use later in the chapter, we recall that if (Vk)
n
k=1 is
an open cover of a topological space, X , then a partition of unity subordinate to this cover is a sequence of
continuous functions, (fk:X → C)nk=1, such that
n∑
k=1
fk = 1 and supp (fk) := {κ ∈ X : fk(κ) 6= 0} ⊆ Vk (k = 1, . . . , n).
THEOREM 5.3.2.1 ([LinEANA]). Let A be a local, semisimple, commutative, unital Banach algebra and
a ∈ G(A). Suppose that ex = a has local solutions at each point of Ω. Then ex = a has a solution in a
complete, normed, semisimple extension, Alog a, of A. Furthermore,
(i) the extension is Alog a = A(x; t)
/
kh((ex − a)) where A(x; t) is the completion of the algebra of
polynomials over A in the norm ∥∥∥∥∥
n∑
k=0
akx
k
∥∥∥∥∥ =
n∑
k=0
‖ak‖ tk,
for a certain fixed value of t > 0 (see Section 4.2.1);
(ii) the norm on Alog a is equivalent to and dominates the quotient norm on the factor algebra;
(iii) the isometric embedding is given by θ : A→ Alog a ; b 7→ J + b where J = kh((ex − a));
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(iv) the maximal ideal space of Alog a is
Ωlog a := Ω(Alog a) =
{
(κ, λ) ∈ Ω× BC[0, t] : eλ = aˆ(κ)
}
,
where for (ω, λ) ∈ Ωlog a,
(ω, λ)
(
J +
+∞∑
k=0
bkx
k
)
=
+∞∑
k=0
ω(bk)λ
k
(
+∞∑
k=0
bkx
k ∈ A(x; t)
)
;
(v) the map π: Ωlog a → Ω; (ω, λ) 7→ ω is a continuous surjection.
The value of t defining the extension is chosen to be at least the maximum of the norms of some choice of
b1, . . . , bm ∈ A such that b̂k is a local solution of ex = a valid on an open set Vk ⊆ Ω and ∪mk=1Vk = Ω. In
future, if we speak of ‘a norm parameter t’ for Alog a then it will be understood that t is a bound for some
set of local solutions to ex = a which are valid on open sets covering Ω. Clearly J + x is a solution to ex = a
in Alog a.
We can use the description of Ωlog a to extend Lindberg’s result to uniform algebras in the following
minor way.
PROPOSITION 5.3.2.2. Let A be a local uniform algebra and let a ∈ A be such that ex = a has local
solutions in A. Set Alog a = Alog aˆ. Then A
log a is a uniform-algebra extension of A in which ex = a has a
solution, namely p := (J + x)ˆ.
The isometric embedding θˆ:A→ Alog a is given by the restriction to Alog a of the adjoint map π∗:C(Ω)→
C(Ωlog a); f 7→ f ◦ π.
Proof. Of course (Alog a,Ωlog a) is a natural uniform algebra by Lemma A.1.4. Define θˆ:A → Alog a; b 7→
(J + b)ˆ. Thus θˆ = π∗, if we identify Aˆ with A. We show that this map is isometric. For b ∈ A we have∥∥∥θˆ(b)∥∥∥
Alog a
= sup
(ω,λ)∈Ωlog a
|(J + b)ˆ(ω, λ)| = sup
(ω,λ)∈Ωlog a
∣∣∣bˆ(ω)∣∣∣
= sup
ω∈Ω
∣∣∣bˆ(ω)∣∣∣ = ‖b‖ .
The last line is true because the canonical map π: Ωlog a → Ω; (ω, λ) 7→ ω is surjective.
From now on we shall regard π, θˆ, and p as objects associated with the extension Alog a. In contrast to the
Arens-Hoffman construction, the map π need not be open as the following example shows.
EXAMPLE 5.3.2.3. Let A = C(S1). (The unit circle, S1, is one of the simplest spaces on which not every
invertible, continuous function has a continuous logarithm; see, for example, p. 28 of [Rao].) Let a = idS1 .
Then A satisfies the conditions for the construction. We can clearly take
V1 =
{
eiθ : −3π/4 < θ < 3π/4} ,
V2 =
{
eiθ : θ ∈ (−π,−π/4) ∪ (π/4, π]} ,
and continuous functions f1, f2 ∈ C(S1) such that
f1(w) = argw (w ∈ V1),
f2(w) = π − arg(iw) (w ∈ V2),
and ‖f1‖ , ‖f2‖ ≤ 2π. We may take t = 2π.
If π were an open map then π(W ) would be open where
W = π−1(
{
eiθ : −π/2 < θ < π/2}) ∩ p−1(BC(2πi, π/4)).
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Note that (1, 2πi) ∈ Ωlog a. However simple computations show that
π(W ) =
{
eiθ : −π/4 < θ ≤ 0} .
So π is not an open map.
5.3.3. Properties of Simple Logarithmic Extensions
We refer to algebras constructed by adjoining a logarithm of a single invertible element as simple. In this
section we show that the logarithmic extension Alog a must share the properties of non-triviality (under
certain conditions), denseness of the invertible group, and regularity with A. We focus on regularity because
Lindberg’s construction requires a local base-algebra, localness is implied by regularity, and, as we shall see,
regularity is shared by Alog a. Furthermore, as remarked in [LinEANA], for every invertible element, a, of
a regular Banach algebra A there are local solutions to ex = a in A. Thus, in this case, there is no need to
restrict the elements of G(A) we attempt to provide logarithms for.
First we give a criterion for the construction to satisfy requirement (i) of Section 5.3.1. Let (A,Ω) be a
natural uniform algebra, f ∈ C(Ω), and ω ∈ Ω. Recall that f is locally approximable by A at ω if there
exists an open neighbourhood, V , of ω such that f |V¯ ∈ AV¯ (see Section 4.3 for this notation). The algebra
A is called holomorphically closed if f ∈ A whenever f is locally approximable by A at every point of Ω. For
example, if K is a compact plane-set then R(K) is holomorphically closed.
To see this standard result, let f ∈ C(K) and V1, . . . , Vn be an open cover of K such that f |V¯k ∈
AV¯k (k = 1, . . . , n). Thus for k ∈ {1, . . . , n} and ε > 0 there exists a rational function, q, with poles off
K such that ‖f − q‖V¯k < ε. Hence f |V¯k ∈ R(V¯k). By Theorem 3.2.13 on p. 170 of [Bro] this implies that
f ∈ R(K).
Clearly localness is implied by being holomorphically closed. For if A is holomorphically closed and
f ∈ C(Ω) belongs locally to A, let (Vk)nk=1 be an open cover of Ω and f1, . . . , fn ∈ Aˆ be such that fk|Vk = f |Vk
for k = 1, . . . , n. Then f |Vk ∈ A|Vk (k = 1, . . . , n) so f ∈ Aˆ.
It is also standard that a regular uniform algebra is holomorphically closed; this follows from the existence
(see [Dal], p. 413) of partitions of unity in the algebra subordinate to any open cover of the maximal ideal
space.
PROPOSITION 5.3.3.1. Let (A,Ω) be a holomorphically closed, natural uniform algebra. Let a ∈ G(A) be
such that ex = a has local solutions in A at each point of Ω. Then Alog a 6= C(Ωlog a) if A 6= C(Ω).
Proof. Suppose A 6= C(Ω). There must exist f ∈ C(Ω)−A. We show that π∗(f) does not belong to Alog a.
Suppose for a contradiction that π∗(f) ∈ Alog a.
By the choice of norm parameter there exist g1, . . . , gn ∈ BA[0, t] and open sets V1, . . . , Vn in Ω which
cover Ω such that
egk(ω) = aˆ(ω) (ω ∈ V¯k, k = 1, . . . , n).
Since Alog aˆ is uniformly dense in A
log a, for every ε > 0 there exist f1, . . . , fm ∈ A such that∥∥∥∥∥∥
m∑
j=1
π∗(fj)p
j − π∗(f)
∥∥∥∥∥∥ < ε
where p is as above. Hence for k ∈ {1, . . . , n} and all ω ∈ V¯k we have, setting Fε =
∑m
j=1 fjg
j
k ∈ A, that
|Fε(ω)− f(ω)| =
∣∣∣∣∣∣
m∑
j=1
(
π∗(fj)p
j
)
(ω, gk(ω))− π∗(f)(ω, gk(ω))
∣∣∣∣∣∣ < ε.
Since ε is arbitrary it follows that f |V¯k ∈ AV¯k . As A was assumed to be holomorphically closed this implies
that f ∈ A, a contradiction.
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The converse result can be proved using the Arens-Caldero´n theorem.
PROPOSITION 5.3.3.2. Suppose that A = C(Ω) and a ∈ G(A). Then Alog a = C(Ωlog a).
Proof. We show that Alog aˆ is self-adjoint; the result then follows from the Stone-Weierstrass theorem since
this subalgebra clearly separates the points of Ωlog a and contains the constant functions. It is clearly enough
to show that p¯, the pointwise complex-conjugate of p belongs to (Alog a) ˆ.
We have that for all (ω, λ) ∈ Ωlog a,
ep¯(ω,λ) = (ep(ω,λ))− = aˆ(ω)− = (a¯ˆ)(ω) = (a¯ˆ ◦ π)(ω, λ) = θˆ(a¯)(ω, λ)
and θ(a¯) ∈ Alog a so by the Arens-Caldero´n theorem (see, for example, [Dal], p. 223, Corollary 2.4.31(i))
there exists (a unique) b ∈ Alog a such that eb = θ(a¯) and bˆ = p¯.
We now show that regularity is preserved by simple logarithmic extensions of uniform algebras. In fact we
shall prove a more general result. The proof of the next proposition is a modification of an argument of
Feinstein from [FeiNTSR]. Note that the map π is not required to be open or surjective.
PROPOSITION 5.3.3.3. Let π:Y → X be a continuous map where X and Y are the maximal ideal spaces
of commutative, unital Banach algebras A and B respectively. Assume that
(a) π induces a map π∗: Aˆ→ Bˆ; aˆ 7→ aˆ ◦ π,
(b) for each x ∈ X , π−1(x) is totally disconnected,
(c) A is regular.
Then Bˆ is a regular uniform algebra.
Proof. Let y1 and y2 be distinct points of Y . We show that there exists h in the closure of Bˆ such that
h(y1) = 1 and y2 belongs to the interior of h
−1(0). Set xj = π(yj) (j = 1, 2).
First suppose that x1 6= x2. Then by the regularity of A there exists a ∈ A with aˆ(x1) = 1 and x2 ∈
aˆ−1(0)◦. Take b ∈ B with bˆ = aˆ◦π. Then bˆ(y1) = aˆ(x1) = 1 and y2 ∈ π−1(aˆ−1(0)◦) ⊆ π−1(aˆ−1(0)) = bˆ−1(0).
Now suppose that x1 = x2 =: x. Consider the commutative Banach algebra C = B
/
k(π−1(x)).
By results mentioned in Section 4.3.2, the maximal ideal space of C is homeomorphic to hk(π−1(x)). It
is easy to see that hk(π−1(x)) = π−1(x): we have π−1(x) ⊆ hk(π−1(x)) ([Dal], p. 411, again). Now let
y ∈ hk(π−1(x)) and suppose that π(y) =: w 6= x. By the case proved in the last paragraph there exists
b ∈ B such that bˆ(π−1(x)) = {0} and bˆ(y) = 1. But then b ∈ k(π−1(x)) and this contradicts the fact that
y ∈ hk(π−1(x)). Hence hk(π−1(x)) = π−1(x) is totally disconnected by assumption (b). It follows that we
can find a clopen set G ⊆ Ω(C) with y1 ∈ G and y2 6∈ G. By the Sˇilov idempotent theorem ([Dal], p. 224)
there exists some c ∈ C such that cˆ = χG. Hence, under the identification of Ω(C) with hk(π−1(x)), there
exists b ∈ B with bˆ(G) = {1} and bˆ(Ω(C)−G) = {0}.
Set B1 = BC(1, 1/3), B2 = BC(0, 1/3), and
U = bˆ−1(B1 ∪B2);
K = Y − U ;
Cj = bˆ
−1(Bj) (j = 1, 2).
Then U is an open neighbourhood of π−1(x1) and C1 and C2 are compact. We also have thatK ⊆ Y −π−1(x1)
and so by what was proved in the second paragraph and the compactness of K there exists g ∈ Bˆ and an
open superset, V , of K such that g(V ) ⊆ {0} and g(y1) = 1.
By Runge’s theorem ([RudRCA], p. 272) there exists a sequence of complex polynomials, (qk), such
that
qk →
{
0 on B1
1 on B2
uniformly as k → +∞.
Set fk = (qk ◦ bˆ)g (k ∈ N). Then (fk) is a Cauchy sequence in Bˆ and has some limit f ∈ Bˆ. We see that
f(y) =
{
0 if y ∈ Y − C1, and
g(y) if y ∈ C1.
57
Now y2 ∈ C2 ⊆ Y − C1 ⊆ f−1(0) and f(y1) = g(y1) = 1 so the result is proved.
Now we show that the denseness of the invertible group is preserved by the construction. We retain the
notation used after Theorem 5.3.2.1.
LEMMA 5.3.3.4. Let A be a local, semisimple, commutative, unital Banach algebra. Let a ∈ G(A) have
local solutions at each point of Ω. Then there exist finitely many l1, . . . , lm ∈ A such that the maximal ideal
space of the Lindberg extension, Alog a, is a subset of the union of the graphs of l̂1, . . . , l̂m. That is, for each
(ω, λ) ∈ Ωlog a there exists j ∈ {1, . . . ,m} such that λ = l̂j(ω).
Proof. By the assumption on A, a, and the norm-parameter, t, there exist l1, . . . , lm ∈ BA[0, t] and open
sets V1, . . . , Vm ⊆ Ω which cover Ω such that l̂j is a local solution of ex = aˆ on Vj (j = 1, . . . ,m). Let the
sequence (l1, . . . , lm) be extended by lm+1, . . . , lM ∈ A where the additional items are obtained by adding
2πik to all the l1, . . . , lm for all k ∈ Z such that |k| ≤ t/π.
For (ω, λ) ∈ Ωlog a we have eλ = aˆ(ω) and |λ| ≤ t. Let j ∈ {1, . . . ,m} with el̂j(ω) = aˆ(ω). Then there
exists k ∈ Z with l̂j(ω) = λ− 2πik. Since t was chosen to satisfy t ≥ ‖l1‖ , . . . , ‖lm‖,
|k| =
∣∣∣l̂j(ω)− λ∣∣∣
2π
≤ t
π
and so there is some j′ ∈ {1, . . . ,M} with λ = l̂j′ (ω).
PROPOSITION 5.3.3.5. Let A and a be as above. Suppose that G(A) = A. Then Alog a has dense invertible
group.
Proof. Suppose A is as in the statement. Since the polynomials over A are dense in A(x; t) it is sufficient
to find, for each b0, . . . , bn ∈ A and ε > 0, an invertible element g ∈ Alog a with ‖g − b(x¯)‖ < ε where
b(x) =
∑n
k=0 bkx
k and x¯ := J + x. In fact we shall show that the element g can be obtained by perturbing
b0 only.
By Lemma 4 there exist l1, . . . , lm ∈ A such that
Ωlog a ⊆ ∪mj=1graph (l̂j).
Consider the map
P :A→ A; c 7→
m∏
j=1
(c+ b1lj + · · ·+ bnlnj ).
Then there are constants C0, . . . , Cm−1 ∈ A such that P (c) = cm + Cm−1cm−1 + · · · + C0. The argument
(without modification) used in the proof of Theorem 4.2.2.1 shows that there exists b˜0 ∈ A such that
P (b˜0) ∈ G(A) and
∥∥∥b˜0 − b0∥∥∥ < ε. Let b˜(x) = b˜0 + b1x+ · · ·+ bnxn. Then∥∥∥b˜(x¯)− b(x¯)∥∥∥ ≤ ∥∥∥b˜(x)− b(x)∥∥∥ = ∥∥∥b˜0 − b0∥∥∥ < ε.
Moreover for each (ω, λ) ∈ Ωlog a there exists j ∈ {1, . . . ,m} such that λ = l̂j(ω). Since P (b˜0) is invertible,
b˜0 + b1lj + · · ·+ bnlnj is invertible and therefore
(ω, λ)(b˜(x¯)) = ω(b˜0) + · · ·+ ω(bn)λn = ω(b˜0 + · · ·+ bnlnj ) 6= 0.
So b˜(x¯)ˆ does not vanish on Ωlog a; that is b˜(x¯) is invertible in Alog a.
We end this section by strengthening Proposition 1. It was hoped that the following auxiliary construction
could be iterated along with extensions, as in Section 1.4. However there is an obstacle as we shall see.
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PROPOSITION 5.3.3.6. Let A be a regular, semisimple, commutative, unital Banach algebra and a ∈ G(A).
There exists a norm parameter for Alog a such that there is a unital, linear contraction T :Alog a → A with
T ◦ θ = idA where θ is the canonical embedding A→ Alog a. Moreover, T is continuous with respect to the
spectral norms, and there exists a continuous extension, Tˆ , such that the following diagram, in which the
vertical arrows are the Gelfand transforms and the horizontal arrows are surjections, is commutative:
Alog a
T−→ Ay y
Alog a
Tˆ−→ Aˆ
Proof. As remarked above, ex = a has local solutions in A in view of the regularity of A, so there exist pairs
of open subsets of Ω and elements of A, (V1, l1), . . . , (Vm, lm), such that
el̂j |Vj = aˆ|Vj (j = 1, . . . ,m) and Ω =
m⋃
j=1
Vj .
Again since A is regular, there is a partition of unity (uj)
m
j=1 ⊆ A subordinate to (Vj)mj=1. In particular,
since A is semisimple,
∑m
j=1 uj = 1.
Choose a parameter, t > 0, for the Lindberg extension such that t ≥∑mj=1 ‖uj‖ ‖lj‖ and
t ≥ max
j=1,...,m
‖lj‖ .
Set sk :=
∑m
j=1 uj l
k
j (k = 0, 1, 2, . . .).
Let T0 be defined from A[x] to A by
a(x) =
n∑
k=0
akx
k 7→
n∑
k=0
aksk.
Then T0 is a linear map and
‖T0(a(x))‖ ≤
n∑
k=0
‖ak‖ ‖sk‖
≤
n∑
k=0
‖ak‖
m∑
j=1
‖uj‖ ‖lj‖k
≤
n∑
k=0
‖ak‖ t.tk−1 = ‖a(x)‖ .
Hence there is a continuous, norm-preserving, linear extension T1:A(x; t) → A. We see that it is given by
T1(q(x)) =
∑+∞
k=0 qksk where q(x) =
∑+∞
k=0 qkx
k ∈ A(x; t). Clearly T1 is surjective since for all a0 ∈ A we
have T1(a0) = (
∑m
j=1 uj)a0 = a0. Since T0 is a contraction, so is T1.
Now we check that T1(J) = {0}. This is almost obvious for if q(x) =
∑+∞
k=0 qkx
k ∈ J = kh((ex − a))
then for all (ω, λ) ∈ h((ex − a)) we have (ω, λ)(q(x)) = 0. (See Section 4.2.1 for the character space of
A(x; t).) Since (ω, λ) ∈ h((ex − a)) we have eλ = aˆ(ω). Thus for all ω ∈ Ω,
ω(T1(q(x))) = ω
(
+∞∑
k=0
qksk
)
=
+∞∑
k=0
ω(qk)ω(sk)
=
+∞∑
k=0
ω(qk)
m∑
j=1
ûj(ω)l̂j(ω)
k
=
m∑
j=1
ûj(ω)
+∞∑
k=0
ω(qk)l̂j(ω)
k.
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Now if ω ∈ Vj then el̂j(ω) = aˆ(ω) and
∣∣∣l̂j(ω)∣∣∣ ≤ ‖lj‖ ≤ t so (ω, l̂j(ω)) ∈ h((ex−a)). If ω 6∈ Vj then ûj(ω) = 0.
Thus
ω(T1(q(x))) =
m∑
j=1
ûj(ω) 6=0
ûj(ω)(ω, l̂j(ω))(q(x)) = 0.
Since A is semisimple, T1(q(x)) = 0 as required.
Thus T1 induces a continuous, linear map T :Alog a = A(x; t)/J → A such that T ◦ θ = idA. It is a
contraction with respect to the quotient norm on Alog a and therefore with respect to the final norm on
Alog a, by Theorem 5.3.2.1(ii).
Now Alog a is semisimple by Theorem 5.3.2.1 so we can also consider the spectral radius norms (which
we shall denote by |·| as usual) on Alog aˆ and Aˆ and the induced map S: (Alog a)ˆ → Aˆ. Let q(x) =∑n
k=0 qkx
k ∈ A[x] (q0, . . . , qn ∈ A); elements of the form q(x¯)ˆ are dense in Alog aˆ and so in its uniform
completion, Alog a. Then S(q(x¯)ˆ) = T (q(x¯))ˆ = (
∑n
k=0 qksk) ˆ. Let ω ∈ Ω. Then
|S(q(x¯)ˆ)(ω)| =
∣∣∣∣∣ω
(
n∑
k=0
qksk
)∣∣∣∣∣ (by definition of S)
=
∣∣∣∣∣∣
n∑
k=0
ω(qk)
m∑
j=1
ûj(ω)l̂j(ω)
k
∣∣∣∣∣∣ (by definition of sk)
=
∣∣∣∣∣∣∣∣∣
m∑
j=1
ûj(ω) 6=0
n∑
k=0
ω(qk)ûj(ω)l̂j(ω)
k
∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣
m∑
j=1
ûj(ω) 6=0
ûj(ω)(ω, l̂j(ω))
(
n∑
k=0
qkx¯
k
)∣∣∣∣∣∣∣∣∣ (since (ω, l̂j(ω)) ∈ Ωlog a)
=
∣∣∣∣∣∣∣∣∣
m∑
j=1
ûj(ω) 6=0
ûj(ω)q(x¯)ˆ(ω, l̂j(ω))
∣∣∣∣∣∣∣∣∣
≤ c |q(x¯)|
where c =
∑m
j=1 |uj |. Hence S is continuous and ‖S‖ ≤ c. (We also have c ≥
∣∣∣∑mj=1 uj∣∣∣ = 1.) Therefore S
extends to a continuous map, Tˆ :Alog a → Aˆ, with the required properties.
The obstruction mentioned above is that no bound can be assumed on the elements of the partitions of unity
unless A is uniformly dense in C(Ω). This follows from a theorem of Bade and Curtis; see [Dal], p. 414.
COROLLARY 5.3.3.7. Let A be a regular, semisimple, commutative, unital Banach algebra. Let a ∈ G(A).
If the norm-parameter for Alog a is sufficiently large then Alog a = C(Ωlog a) implies that Aˆ = C(Ω).
Proof. Let (Vj)
m
j=1 be an open cover of Ω and lj ∈ A be a local solution of ex = a valid on Vj (j = 1, . . . ,m).
Let (uj)
m
j=1 ⊆ A be a partition of unity subordinate to (Vj)mj=1, and choose the norm-parameter, t as
in Proposition 6. By Proposition 2, C(Ωlog a) = C(Ω)
log a and so we can form the continuous operator
Tˆ :C(Ωlog a)→ C(Ω) as in Proposition 6. Writing sk =
∑m
j=1 ujl
k
j (k ∈ N0) we have for all q0, . . . , qn ∈ A,
Tˆ
((
n∑
k=0
qkx¯
k
)
ˆ
)
=
(
n∑
k=0
qksk
)
ˆ.
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Since elements of the form
(∑n
k=0 qkx¯
k
)
ˆ are dense in Alog a and Tˆ is continuous this shows that Tˆ (Alog a) ⊆
Aˆ.
We also have Tˆ ◦ θˆ = idC(Ω) and so for all g ∈ Alog a and f ∈ C(Ω),∥∥∥f − Tˆ (g)∥∥∥ ≤ ∥∥∥Tˆ∥∥∥ ∥∥∥θˆ(f)− g∥∥∥ .
Hence if Alog a = C(Ωlog a) then Aˆ is dense in C(Ω).
5.3.4. Infinite Logarithmic Extensions and Systems of Extensions
We now show how to iterate logarithmic extensions. We shall assume from now on that A is regular and
semisimple as well as commutative. We have shown that these properties are preserved by simple extensions.
It is also clear that if a1, a2 ∈ G(A) then θ(a2) is invertible in Alog a1 where θ is the embedding A→ Alog a1 .
Moreover if l is a local solution to ex = a2 then θ(l) is a local solution to e
x = θ(a2) in Alog a1 and we may
use the same norm parameter, ta2 for Alog a2 as in (Alog a1)log a2 . We shall from now on assume that for each
a ∈ G(A) a specific choice of norm parameter ta > 0 has been made.
A further benefit of assuming regularity is that, as noted in Section 4.3.2, regular uniform algebras are
natural.
Recall that given a set, S, S<ω0 denotes the set of all finite subsets of S.
Let U = {a1, . . . , an} ∈ G(A)<ω0 . In the next result we identify
Alog a1,...,log an := (· · · ((Alog a1)log a2) · · ·)log an .
We write xν as an abbreviation for xν11 · · ·xνnn in the following. Let B(U) = A(x1, . . . , xn; ta1 , . . . , tan)
denote the following Banach algebra, which appears in Example 2.1.18(v) of [Dal], ∑
ν∈Nn
0
aνx
ν ∈ A[[x1, . . . , xn]] :
∥∥∥∥∥∥
∑
ν∈Nn
0
aνx
ν
∥∥∥∥∥∥ =
∑
ν∈Nn
0
‖aν‖ tν1a1 · · · tνnan < +∞ (aν ∈ A)

We may clearly view B(U) as the completion of the algebra of polynomials A[x1, . . . , xn]. Let J(U) be the
ideal kh((ex1 − a1, . . . , exn − an)) of B(U) and let AlogU = B(U)/J(U). It is easy to see, using induction,
and writing ≈ for a homeomorphism, that
Ω(B(U)) ≈ Ω× n×
j=1
BC[0, taj ]
where for (ω, λ) ∈ Ω× n×
j=1
BC[0, taj ],
(ω, λ)
 ∑
ν∈Nn
0
aνx
ν1
1 · · ·xνnn
 = ∑
ν∈Nn
0
ω(aν)λ
ν1
1 · · ·λνnn
(∑
ν∈N0
aνx
ν1
1 · · ·xνnn ∈ B(U)
)
.
Hence
Ω(Alog U ) ≈ h(J(U)) ≈
{
(ω, λ) ∈ Ω×Cn : |λj | ≤ taj , eλj = aˆj(ω) (j = 1, . . . , n)
}
.
LEMMA 5.3.4.1. Let A and U ∈ G(A)<ω0 be as above. There exists a (unique) topological isomorphism
φ:Alog U → Alog a1,...,log an such that φ(x¯j) = y¯j (j = 1, . . . , n) and φ(J(U) + a) = a (a ∈ A) where y¯j is
the coset of the indeterminate, yj , in the jth Lindberg extension Alog a1,...,log aj identified with its canonical
image in Alog a1,...,log an
Proof. Uniqueness is obvious.
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Let
φ0:A[x1, . . . , xn]→ Alog a1,...,log an ;
∑
ν
aνx
ν 7→
∑
ν
aν y¯
ν1
1 · · · y¯νnn .
Then φ0 is an evaluation homomorphism and for all (aν)ν∈Nn
0
⊆ A with finitely-many non-zero aν , we have∥∥∥∑
ν
aν y¯
ν1
1 · · · y¯νnn
∥∥∥ ≤∑
ν
∥∥aν y¯ν11 · · · y¯νn−1n−1 ∥∥ tνnan ≤ · · ·
≤
∑
ν
‖aν‖ tν1a1 · · · tνnan
=
∥∥∥∑
ν
aνx
ν1
1 · · ·xνnn
∥∥∥ .
Thus φ0 extends to a contraction φ1:B(U)→ Alog a1,...,log an .
We now assume that n = 2 in the rest of this proof for notational simplicity. The general case can be
proved similarly. Observe that there is a homeomorphism
η: Ω(AlogU )→ Ω(Alog a1,log a2); (ω, (λ1, λ2)) 7→ ((ω, λ1), λ2).
Let β =
∑
j,k∈N0
bj,kx
j
1x
k
2 ∈ B(U). Since Alog a1,log a2 is semisimple we have β ∈ kerφ1 if and only if for all
(ω, λ) ∈ Ω(Alog U), η(ω, λ)
(∑
j,k∈N0
bj,ky¯
j
1y¯
k
2
)
= 0. The left-hand side is equal to
((ω, λ1), λ2)
∑
k∈N0
∑
j∈N0
bj,ky¯
j
1
 y¯k2
 = ∑
k∈N0
(ω, λ1)
∑
j∈N0
bj,ky¯
j
1
λk2
=
∑
k∈N0
∑
j∈N0
ω(bj,k)λ
j
1λ
k
2
= (ω, (λ1, λ2))
 ∑
j,k∈N0
bj,kx
j
1x
k
2
 .
So β ∈ kerφ1 if and only if for all (ω, λ) ∈ h(J(U)) we have (ω, λ)(β) = 0. That is, kerφ1 = kh(J(U)). It is
standard (see, for example, [Dal], p. 66) that khk = k and so kh(J(U)) = J(U).
So kerφ1 = J(U) and φ1 induces an isomorphism φ:Alog U → Alog a1,...,log an of norm one. The map is a
homeomorphism by Banach’s isomorphism theorem.
This lemma will be useful in allowing us to identify the uniform algebra Alog U in the following. We now
define uniform-algebra extensions of A, a regular uniform algebra on Ω, in which every element of a set
U ⊆ G(A) has a logarithm. The construction closely follows the treatment of Cole’s construction ([Col])
which was given in Section 1.2.
When U is finite, we shall use the notation Alog U for the extension B(U)/J(U) defined before Lemma 1
under a norm such that the canonical map θU :A→ AlogU ; a 7→ J(U)+a is an isometry. (Such a norm exists
as we can regard the algebra as an extension obtained by applying Lindberg’s construction finitely-many
times.) We set AlogU = A if U = ∅.
Now let U ⊆ G(A) and set
ΩlogU :=
{
(ω, λ) ∈ Ω×CU : |λa| ≤ ta and eλa = aˆ(ω) for all a ∈ U
}
.
Then ΩlogU is clearly compact. Let the canonical projections be
π: Ωlog U → Ω; (ω, λ) 7→ ω;
pa: ΩlogU → Ω; (ω, λ) 7→ λa (a ∈ U).
We set Alog U to be the closed subalgebra of C(Ωlog U ) generated by π
∗(A)∪{pa : a ∈ U}. Evidently Alog U is a
uniform algebra on Ωlog U and can be described as a direct limit of a system of Lindberg extensions. We make
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this statement precise in the next lemma. In order to do this it is useful to introduce some more notation.
For U ⊆ V ∈ G(A)<ω0 with U = {a1, . . . , am} and V = U ·∪ {am+1, . . . , an}, we have ΩlogU = Ω(Alog U) by
Lemma 1 and the preceeding comments so there is a canonical surjection
πU ,V : ΩlogV → ΩlogU ; (ω, (λj)nj=1) 7→ (ω, (λj)mj=1).
This induces an isometric monomorphism
π∗U ,V :C(Ωlog U )→ C(Ωlog V); f 7→ f ◦ πU ,V .
LEMMA 5.3.4.2. Let (A,Ω) be a regular uniform algebra and S ⊆ G(A). Then
ΩlogS = lim
↽
(
(ΩlogU ), (πU ,V)U⊆V : U ,V ∈ S<ω0
)
and
Alog S = lim
⇁
(
(AlogU ), (π∗U ,V)U⊆V : U ,V ∈ S<ω0
)
.
(We have omitted the maps on the left-hand side for clarity; they will be given in the course of the proof.)
Proof. The justification is routine but we include the details for completeness and to establish the notation.
Let the inverse limit of the compact, Hausdorff spaces be denoted by K. It is standard that K is
non-empty and can be constructed as follows:
K =
{
κ ∈ ×U∈S<ω0ΩlogU : for all U ⊆ V ∈ S<ω0 πU ,V(κV) = κU
}
.
The canonical maps associated with K are the restrictions of the coordinate projections to K
π˜U ,S:K → ΩlogU ; κ 7→ κU (U ∈ S<ω0).
The canonical maps associated with the inverse limit in the statement are given by
πU ,S: Ωlog S → ΩlogU ; (ω, λ) 7→ (ω, (λa)a∈U ) (U ∈ S<ω0).
Let
h: ΩlogS → K; (ω, λ) 7→ ((ω, (λa)a∈U ))U∈S<ω0 .
Clearly h is well-defined. The map is also continuous for if ((ωt, λ
t)) is a net in ΩlogS converging to (ω, λ)
then
ωt → ω and λta → λa (a ∈ S).
So for each U ∈ S<ω0 we have
(ωt, (λ
t
a)a∈U )→ (ω, (λa)a∈U ).
By the definition of the product topology this implies that h((ωt, λ
t)) → h((ω, λ)). The map is clearly a
bijection. Since ΩlogS is compact and K is Hausdorff, h is a homeomorphism. Finally for all U ∈ S<ω0 the
following diagram is commutative:
ΩlogS
h−→ KyπU,S ւπ˜U,K
Ωlog U
Now we check that Alog S is the direct limit of the direct system above. First note that this system is
well-defined for if U ⊆ V ∈ S<ω0 then π∗U ,V(Alog U) ⊆ Alog V . To see this, it is clear from Lemma 1 that
Alog U = Alog Uˆ,
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as both algebras are equal to the closure in C(Ωlog U ) of the algebra of polynomials in {pa,U : a ∈ U} over
π∗∅,U (A) where for all a ∈ U , pa,U is the coordinate map
pa,U : ΩlogU → C; (ω, λ) 7→ λa.
Let f =
∑
ν π
∗
∅,U (bν)p
ν1
a1,U
· · · pνnan,U ∈ AlogUˆ where (bν) ⊆ A, finitely many bν are non-zero, U = {a1, . . . , an},
V = {a1, . . . , an′}, and n′ ≥ n. Then
π∗U ,V(f) =
∑
ν
π∗∅,V(bν)π
∗
U ,V(pa1)
ν1 · · ·π∗U ,V(pan)νn .
It is easy to check that pa,V = π
∗
U ,V(pa,U). Therefore π
∗
U ,V(f) ∈ AlogVˆ and this implies
π∗U ,V(A
logU ) ⊆ Alog Vˆ = AlogV as required.
By results in Appendix 2, it is enough to show that Alog S is generated by the subalgebra D =⋃
U∈S<ω0 π
∗
U ,S(A
log U ).
Again let f =
∑
ν π
∗
∅,U (bν)p
ν1
a1,U
· · · pνnan,U ∈ Alog Uˆ in the notation as above. It is easily checked that
π∗∅,S = π
∗ and that for a ∈ U we have π∗U ,S(pa,U) = pa ∈ AlogS . So by its definition, AlogS must be a subset
of D. On the other hand we have shown that D ⊆ AlogS so the two uniform algebras are equal.
COROLLARY 5.3.4.3. Let (A,Ω) be a regular uniform algebra and S ⊆ G(A). Then
(i) Alog S is regular, and
(ii) if G(A) is dense in A then G(Alog S) is dense in AlogS .
Proof. (i) This follows from Proposition 5.3.3.3, Lemma 5.3.4.2 and the fact that the direct limit of a direct
system of regular uniform algebras is again regular. (This is proved in essence in Proposition 2.2.1.2.)
(ii) Using Proposition 5.3.3.5 and induction, it follows from Lemma 5.3.4.1 that for all U ∈ S<ω0, AlogU
has dense invertible group. The result now follows from Lemma 5.3.4.2 and Proposition 4.2.2.5.
We now proceed as in Section 1.2.3 and repeat these extensions by induction. As the details are so similar,
we do not produce them here.
Let (A,Ω) be a regular uniform algebra and υ > 0 be an ordinal number. The direct system of uniform
algebras (
(Aτ ,Ωτ )τ≤υ, (π
∗
σ,τ )σ≤τ≤υ
)
,
in which for all σ ≤ τ ≤ υ, πσ,τ is a continuous surjection Ωτ → Ωσ and π∗σ,τ : f 7→ f ◦πσ,τ , is called a system
of logarithmic extensions of (A,Ω) provided that
(Aτ ,Ωτ ) =

(A,Ω) if τ = 0,
(Alog Sσσ ,Ωσ,logSσ) for some Sσ ⊆ G(Aσ), if τ = σ + 1,
lim⇁
(
(Aσ ,Ωσ)σ<τ , (π
∗
ρ,σ)ρ≤σ<τ
)
if τ > 0 is a limit ordinal.
In the case where τ is a limit ordinal, Aτ is a uniform algebra on
Ωτ := lim
↽
((Ωσ)σ<τ , (πρ,σ)ρ≤σ<τ ) ,
and is the closure of
⋃
σ<τ π
∗
σ,τ (Aσ) (see Appendix 2). As in Corollary 3, the new algebras generated in this
way are all regular. Similarly if A has dense invertible group then so has Aτ (τ ≥ 0).
The main application of these systems of extensions will be in Theorem 5.3.4.5. Before stating this we
give the following result.
64
LEMMA 5.3.4.4. Let (Aτ ,Ωτ )τ≤υ be a system of logarithmic extension of A0 = C(Ω0). Then for all τ ∈ [0, υ]
Aτ = C(Ωτ ).
Proof. As in Proposition 1.4.2.3 we have that direct limits of trivial uniform algebras are trivial. This lemma
will therefore follow from the transfinite induction theorem and Proposition 5.3.3.2, once we have checked
the case of extensions at a non-limit ordinal.
Let A = C(Ω) and S ⊆ G(A). We must show Alog S = C(Ωlog S). By Lemma 5.3.4.2 and the result for
direct limits again, it is sufficient to prove that for all U ∈ S<ω0 , AlogU is self-adjoint. So let U ∈ S<ω0 . As
noted before, Alog U = Alog Uˆ and it is clearly enough to prove that p¯a,U ∈ Alog Uˆ for each a ∈ U where pa,U
is as in Lemma 5.3.4.2. A similar argument to the one used in Proposition 5.3.3.2 now gives the result.
THEOREM 5.3.4.5. Let A be a regular, semisimple, commutative, unital Banach algebra with maximal
ideal space Ω. Then there exists a regular uniform algebra, Aω0 , with maximal ideal space Ωω0 such that
(i) there is a continuous surjection π : Ωω0 → Ω,
(ii) π induces a continuous embedding π∗:A →֒ Aω0 ; f 7→ f ◦ π,
(iii) H1(Ωω0 ,Z) = 0, and
(iv) Ωω0 is metrizable if Ω is.
If A is a uniform algebra, then π∗ is isometric.
Proof. If A is not a uniform algebra then it embeds continuously in a regular uniform algebra on Ω (see
Appendix 1), so we may assume to start with that A is a regular uniform algebra.
Let (Aω0 ,Ωω0) be the final algebra in a system of logarithmic extensions of A as above in which Sn is
taken to be a dense subset of G(An) for all n < ω0.
Item (iv) is as in the case of Cole extensions. We can assume that Sn is countable for each n < ω0
if Ωω0 is metrizable (equivalently, A is separable); the logarithmic extension An+1 will then be separable if
An is. The result now follows from the easily-checked fact that an inverse limit of a sequence of metrizable,
compact spaces is metrizable.
It remains to check that G(Aω0 ) = e
Aω0 . Let f ∈ G(Aω0 ). Since eAω0 is open (see Theorem 10.43 of
[RudFA]), there exists ε > 0 such that BAω0 (f, ε) ⊆ eAω0f . Now ω0 is a limit ordinal so ∪n<ω0π∗n,ω0(An) is
dense in Aω0 . Hence there exists n < ω0 and gn ∈ An such that
∥∥π∗n,ω0(gn)− f∥∥ < ε/2. So π∗n,ω0(gn) ∈ eAω0f .
In particular gn ∈ G(An) and so there exists g ∈ Sn with ‖gn − g‖ =
∥∥π∗n,ω0(gn)− π∗n,ω0(g)∥∥ < ε/2. Thus
there exists h ∈ Aω0 such that π∗n,ω0(g)eh = f .
By construction there is p ∈ An+1 with π∗n,n+1(g) = ep. Since πn+1,ω0 is continuous, π∗n+1,ω0(ep) =
exp(π∗n+1,ω0(p)) so we have f = exp(h+ π
∗
n+1,ω0(p)) ∈ eAω0 as required.
So if A is a non-trivial, regular uniform algebra with dense invertible group (such as McKissick’s example)
then Aω0 is a regular uniform algebra with dense exponential group. We would like to know if Aω0 is trivial
or not in these cases.
5.4. Conclusion
Sections 5.1 and 5.2 show that many sets of uniform algebras can not be counterexamples to the conjecture.
But a counterexample could still exist.
Ramsay and Hoffman’s example ([HofRam]) of a non-trivial uniform algebra on βN, the Stone-Cˇech
compactification of N, in which every non-negative element of C(βN) is the modulus of some element of
the algebra seemed promising but does not appear to have dense invertible group. Perhaps some other
subalgebra of C(βN) can provide a counterexample. Even if one were found, this would leave open the
question of whether eA = A implies that A = C(Ω) if A is natural and Ω is metrizable.
It is extremely unsatisfactory that we do not know if systems of logarithmic extensions preserve non-
triviality. Numerical methods could conceivably be developed to test whether or not the algebra constructed
at the end of Section 5.3 is trivial or not.
None of the familiar characterisations of C(X) (see for example [Bur] and [Sto]) seems to yield a simple
reason why the conjecture should be true.
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There are many more examples to check, and the conjecture leads to several other intriguing problems
such as whether or not eA = A implies that Sˇ (A) = Ω.
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Appendix 1
Gelfand Theory
The purpose of this section is to clarify our notation and terminology associated with the Gelfand theory
of normed algebras. A good account of Gelfand theory is given in Chapter 3 of [Pal]. We note some
elementary results which will be used at various points in thesis. As in the main body of the thesis, A
denotes a commutative, unital, complex, normed algebra.
Recall that a character of an algebra, A, is a unital homomorphism A→ C. Let Ω(A) denote the space
of continuous characters of A; when Ω appears on its own it refers to A. Thus Ω ⊆ A∗, the continuous,
linear maps A→ C.
Recall that the functions (A∗ → C ; λ 7→ λ(a))a∈A induce a topology on A∗, called the weak *-topology.
As discussed in [Are], the space Ω, with the relative weak *-topology, generalises the notion of the character
space of a Banach algebra. There is a bijection between the continuous characters of A and the closed,
maximal ideals of A. If A is complete then characters are automatically continuous, of norm one, and the
maximal ideals are closed.
It is easy to check (see Lemma A.1.4) that Ω is homeomorphic to Ω(A˜), the maximal ideal space of the
completion of A. In particular Ω is compact and Hausdorff. We briefly recall some standard properties of
the completion of a normed algebra.
A completion of A is a pair (A˜, ι) where A˜ is a Banach algebra and ι is an isometric monomorphism
A→ A˜ with dense image.
It is well-known (see for example [Bol], p. 35) that completions exist and are unique up to isometric
isomorphism. By this we mean that if (B, j) is another completion then there is an isometric isomorphism
φ: A˜→ B such that the following is commutative:
A˜
φ−→ Bxι րj
A
Recall that the Gelfand transform of an element a ∈ A is defined by
aˆ: Ω→ C; ω 7→ ω(a)
and the map sending a to aˆ is a homomorphism, Γ, of A into the algebra, C(Ω). We denote the image of
Γ by Aˆ. We call Aˆ symmetric if Aˆ contains the pointwise complex-conjugate of each of its elements. Unless
otherwise stated, we shall regard Aˆ as an algebra with the supremum norm
‖aˆ‖ := sup
ω∈Ω
|aˆ(ω)| (aˆ ∈ Aˆ).
DEFINITION A.1.1 ([Are]). The normed algebra A is called topologically semisimple if Γ is injective.
As noted in [Are], if A is a Banach algebra then topological semisimplicity is equivalent to the usual notion
of semisimplicity. We introduce some further standard notation for a ∈ A:
σ(a) := im aˆ is the spectrum of a and,
|a| := sup
ω∈Ω
|aˆ(ω)| is the spectral radius of a.
It is a standard fact (see [Pal], p. 212), known as the spectral radius formula, that, provided |a| ≤ ‖a‖ for
each a ∈ A,
|a| = lim
n→+∞
‖an‖1/n (a ∈ A).
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We now state some results about the Gelfand transform. The following five results are all surely well-
known. Recall that a continuous, unital homomorphism, θ:A→ B, of normed algebras induces the adjoint
θ∗: Ω(B)→ Ω(A); ω 7→ ω ◦ θ.
LEMMA A.1.2. Let
A1
φ1−→ B1yθ1 yθ2
A2
φ2−→ B2
be a commutative diagram of continuous, unital homomorphisms. Then the following diagram com-
mutes:
Ω
(
A1
) ←−
φ∗
1
Ω
(
B1
)xθ∗1 xθ∗2
Ω
(
A2
) ←−
φ∗
2
Ω
(
B2
)
Proof. We have φ∗1 ◦ θ∗2 = (θ2 ◦ φ1)∗ = (φ2 ◦ θ1)∗ = θ∗1 ◦ φ∗2.
LEMMA A.1.3. Let φ:A→ B be a unital, isometric isomorphism. Then there is an isometric isomorphism
φˆ: Aˆ→ Bˆ such that the following is commutative:
A
φ−→ By y
Aˆ
φˆ−→ Bˆ
where the vertical arrows are the Gelfand transforms.
Proof. In this case it is known that φ induces a homeomorphism φ∗: Ω(B) → Ω(A); ω 7→ ω ◦ φ and an
isometric isomorphism φ∗∗:C (Ω(A))→ C (Ω(B)) ; f 7→ f ◦ φ∗. Clearly φ∗∗(Aˆ) ⊆ Bˆ. The map φˆ = φ∗∗|Aˆ is
surjective because for b ∈ B, let a ∈ A be such that b = φ(a). We then have, for all ω ∈ Ω(B),
bˆ(ω) = ω(b) = ω(φ(a)) = (ω ◦ φ)(a) = aˆ(ω ◦ φ) = aˆ(φ∗(ω)) = (φ∗∗(aˆ))(ω).
So bˆ = φ∗∗(aˆ).
LEMMA A.1.4. Let B be a normed algebra and ι:A→ B be an isometric monomorphism with dense image.
The adjoint maps induced between the spaces of closed, maximal ideals by Γ:A → Aˆ and ι:A → B are
homeomorphisms.
Proof. The first assertion is well-known but to fix notation we provide a proof. Remember that the continuous
map ε: Ω(A)→ Ω(Aˆ); ω 7→ εω gives all the evaluation characters on Aˆ. It is a formal exercise to check that
ε ◦ Γ∗ = idΩ(Aˆ) and Γ∗ ◦ ε = idΩ(A).
Since im ι is dense in B, ι∗ is injective. Let ω ∈ Ω(A) and θ−1 be the inverse map im ι→ A. Then ω ◦ θ
extends to a continuous homomorphism ω˜:B → C and ι∗(ω˜) = ω.
LEMMA A.1.5. Let B be a commutative, unital normed algebra. Then, up to isometric isomorphism,(
B˜
)
ˆ = Bˆ. (The closures are taken in C(Ω(B)) with respect to the supremum norms.)
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Proof. This is elementary; we provide a proof for completeness. By Lemma 4 the embedding ι:B → B˜
induces a homeomorphism
ι∗: Ω(B˜)→ Ω(B),
and so the adjoint map
ι∗∗:C(Ω(B))→ C(Ω(B˜)); f 7→ f ◦ ι∗
is an isometric isomorphism. We show that ι∗∗
(
Bˆ
)
=
(
B˜
)
ˆ.
Let b ∈ B and ω ∈ Ω(B˜). Then
ι∗∗(bˆ)(ω) = bˆ(ι∗(ω)) = ι∗(ω)(b) = ω(ι(b)) = ι̂(b)(ω).
This shows that ι∗∗(Bˆ) ⊆ B˜ˆ and so ι∗∗ (Bˆ) ⊆ (B˜) ˆ.
Since ι∗∗ is isometric, ι∗∗
(
Bˆ
)
is closed in
(
B˜
)
ˆ and it is sufficient to prove that ι∗∗(Bˆ) is dense in(
B˜
)
ˆ.
Let c ∈
(
B˜
)
ˆ. Then there exists (bn) ⊆ B such that ̂ι(bn) = ι∗∗(b̂n)→ c (n→ +∞).
We end this appendix with a result which is used in Chapter 4. The standard unitisation, B1, of a normed
algebra, B, is defined in Appendix 3.
PROPOSITION A.1.6. Let M be a closed, maximal ideal of a normed algebra A. Then the map
θ:M1 → A; (a, λ) 7→ a+ λ1A
is a topological isomorphism.
Proof. The map is clearly a homomorphism. It follows from the definition of the norm on M1 that θ is a
contraction. Let ω be the character associated with M in the usual way. Then ω is continuous since M is
closed. Indeed ‖ω‖ = 1 since ω has an extension to a character on the completion of A.
For each a ∈ A, we have a− ω(a)1A ∈ M so a = θ(a − ω(a)1A, ω(a)). This shows that θ is surjective.
Now let (a, λ) ∈ ker θ. Thus a+ λ1A = 0 and so ω(a) + λ = 0. But M = kerω so λ = 0 and therefore a = 0.
Therefore (a, λ) = 0 and θ is injective.
It remains to prove that θ−1 is continuous. By a calculation above we have that for all a ∈ A, θ−1(a) =
(a− ω(a)1A, ω(a)). Thus ∥∥θ−1(a)∥∥ = ‖a− ω(a)1A‖+ |ω(a)|
≤ ‖a‖+ ‖ω(a)1A‖+ ‖a‖
≤ 3 ‖a‖ .
Therefore θ−1 is continuous (and has norm at most 3).
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Appendix 2
Direct and Inverse Limits
We assume some fluency with direct and inverse systems. A good introduction to the subject is in [Rot],
while Chapter 1 of [Pal] gives useful details of the special cases of normed algebras and normed spaces. In
this section we give details especially relevant to the the applications in this thesis.
Throughout this appendix, I denotes a directed set; this means that there exists a relation, ≤, on I
such that for all i, j, k ∈ I,
(i) i ≤ i;
(ii) i ≤ j ≤ k implies that i ≤ k;
(iii) there exists l ∈ I such that l ≥ i and l ≥ j.
DEFINITION A.2.1. The family of normed algebras and homomorphisms
((Ai)i∈I , (θi,j)i≤j) (1)
is a directed system if for all i, j ∈ I, θi,j :Ai → Aj is a homomorphism, called a connecting homomorphism,
of normed algebras (i ≤ j) and
for all i, j, k ∈ I θi,k = θj,k ◦ θi,j (i ≤ j ≤ k)
and θi,i = idAi .
For our purposes (except Lemma 3.2.3.2), we can further assume that each of the connecting homomorphisms
is isometric.
DEFINITION A.2.2. The normed direct limit of (1) is a pair,
lim
⇁
((Ai)i∈I , (θi,j)i≤j) := (A, (θi)i∈I),
in na consisting of a normed algebra, A, and homomorphisms θi:Ai → A such that
for all i, j ∈ I, i ≤ j θi = θj ◦ θi,j .
The pair is also required to satisfy the universal property that whenever B is a normed algebra and (φi:Ai →
B)i∈I is a family of homomorphisms such that for all i, j ∈ I with i ≤ j we have φi = φj ◦ θi,j then there
exists a unique homomorphism φ:A→ B such that for all i ∈ I, φ ◦ θi = φi. This universal property makes
the direct limit unique up to equivalence in the appropriate category.
We now show how normed direct limits can be constructed (see [Pal], Chapter 1). Assuming without loss
of generality that the algebras are pairwise disjoint, then A may be taken as
( ·∪i∈I Ai) / ∼
where ∼ is the equivalence relation given by
ai ∼ aj if and only if there exists k ≥ i, j such that θi,k(ai) = θj,k(aj),
for ai ∈ Ai and aj ∈ Aj . Note that if j ≥ i, then, since θi,j is injective,
ai ∼ aj if and only if θi,j(ai) = aj
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for all ai ∈ Ai, aj ∈ Aj . Let square brackets denote the equivalence classes of A. Algebraic operations and
the norm on A are given by
[ai] + λ[aj ] := [θi,k(ai) + λθj,k(aj)];
[ai][aj ] := [θi,k(ai)θj,k(aj)];
‖[ai]‖ := ‖ai‖ .
(i, j, k ∈ I (k ≥ i, j), ai ∈ Ai, aj ∈ Aj , λ ∈ C)
The canonical maps are given by θi:Ai → A; a 7→ [a]. The norm is well-defined because all maps are
isometric.
In the more general case where the connecting homomorphisms are contractions then a construction
for the direct limit, A, is as follows (see also [Pal]). First note that there is a seminorm, p, on the algebra
A∼ := ( ·∪i∈I Ai) / ∼ given before defined by
p([ai]) := lim sup
j≥i
‖θi,j(ai)‖ (i ∈ I, ai ∈ Ai)
= inf
j≥i
sup
k≥j
‖θi,k(ai)‖ .
It is standard (see, for example, [RudFA], Section 1.43) that p−1(0) is an ideal in A∼ and that the quotient
algebra A∼/p
−1(0) has a norm given by∥∥p−1(0) + b∥∥ := p(b) (b ∈ A∼).
We define the normed direct limit of (1) to be A = A∼/p
−1(0) in this case. The canonical maps are
compositions of the natural maps
θi:Ai → A; ai 7→ p−1(0) + [ai] (i ∈ I).
In Ba, the direct limit of (1) is defined to be the completion of the normed-algebra direct limit.
We now draw the reader’s attention to two special cases.
The first applies to na when all the connecting homomorphisms are given by inclusions. The reader can
easily check that the direct limit is identifiable with ∪i∈IAi and inclusion maps.
The second case is more complicated, as it involves two systems of objects. It is now convenient to recall
the following definition.
DEFINITION A.2.3. An inverse system of topological spaces is a family
((Xi)i∈I , (πi,j)i≤j) (2)
of topological spaces and continuous maps πi,j :Xj → Xi (i ≤ j) such that the following hold:
for all i, j, k ∈ I πi,k = πi,j ◦ πj,k (i ≤ j ≤ k)
and πi,i = idXi .
An inverse limit for (2) is a pair (X, (πi)i∈I) consisting of a topological space, X , and continuous maps,
πi:X → Xi (i ∈ I), such that whenever (Y, (ρi)i∈I) is a topological space with continuous maps ρi:Y → Xi
(i ∈ I) and for all i, j ∈ I with i ≤ j, ρi = πi,j ◦ ρj , then there exists a unique, continuous map ρ:Y → X
such that for all i ∈ I, πi ◦ ρ = ρi. We write
lim
↽
((Xi)i∈I , (πi,j)i≤j) := (X, (πi)i∈I),
but occasionally omit reference to the maps.
It should now be clear to the reader what direct and inverse systems and limits should be in other categories.
Indeed, as noted in [Pal], we can obtain constructions for direct limits of, for example, normed spaces by
omitting reference to multiplication in (1).
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We can now describe the second situation.
Suppose that
((Ai)i∈I , (θi,j)i≤j) (3)
is a direct system of uniform algebras, (Ai, Xi), in which θi,j is given by f 7→ f ◦ πi,j for some continuous
surjection πi,j :Xj → Xi where for all i, j, k ∈ I, πi,k = πi,j ◦ πj,k (i ≤ j ≤ k) and πi,i = idXi . Thus
((Xi)i∈I , (πi,j)i≤j)
is an inverse system of compact, Hausdorff spaces and continuous surjections. It is well-known (see, for
example, [Lei], p. 209) that the inverse limit, (X, (πi)i∈I), of (2) exists. For us it is sufficient to know that
X is a compact, Hausdorff space homeomorphic to the non-empty set
X = {κ ∈ ×j∈IXj : for all i ≤ j κi = πi,j(κj)}
with the relative product-topology. The canonical maps (πi)i∈ I are the restrictions to X of the coordinate
projections ×j∈IXj → Xi.
It is standard (see, for example, [Col]) that the Banach-algebra direct limit, A, of a system of uniform
algebras like (3) is identifiable with the uniform algebra on X generated by ∪i∈Iπ∗i (Ai), and this is how such
limits are formed in the text. The canonical maps, Ai → A, are given by the restrictions to Ai of the adjoint
maps π∗i :C(Xi)→ C(X); f 7→ f ◦ πi for each i ∈ I.
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Appendix 3
Algebra
In this reference section we collect certain standard concepts and notation from algebra. We assume famil-
iarity with groups, vector spaces, and homomorphisms.
The second part introduces some less commonly known algebraic notions. These are used in Chapter 4.
A.3.1. Rings and Algebras
Recall that a ring is a non-empty set, R, together with two associative, binary operations, + and · (which is
often written by juxtaposition), such that (R,+) is an abelian group and
a · (b+ c) = (a · b) + (a · c)
(a+ b) · c = (a · c) + (b · c) (a, b, c ∈ R).
DEFINITION A.3.1.1. We say that a ring, R, is unital if there exists 1 ∈ R such that for all r ∈ R,
1 · r = r · 1 = r. If R is unital, then such an element, 1, is unique and it is called the identity of R. The ring
is commutative provided
a · b = b · a (a, b ∈ R).
DEFINITION A.3.1.2. An algebra over C, is a ring, A, which is also a vector space over C such that
λ(a · b) = (λa) · b = a · (λb) (a, b ∈ A, λ ∈ C).
The algebra is called commutative if it is commutative as a ring.
DEFINITION A.3.1.3. An element, e, of a ring is called an idempotent if e · e = e. An idempotent is called
trivial if and only if it equals 0 or 1.
Algebras can be defined over fields other than C; such algebras do not appear in the thesis except in passing.
DEFINITION A.3.1.4. The standard unitisation of a complex algebra, A, is the algebra A1 := A × C in
which algebraic operations are given as follows:
(a1, λ1) + (a2, λ2) = (a1 + a2, λ1 + λ2)
(a1, λ1)(a2, λ2) = (a1a2 + λ2a1 + λ1a2, λ1λ2)
λ1(a2, λ2) = (λ1a2, λ1λ2)
(a1, a2 ∈ A, λ1, λ2 ∈ C).
It is standard that A1 has identity (0, 1), and that if A is normed (see Section 1.1.1) then A1 is a normed
algebra under
‖(a, λ)‖A1 := ‖a‖A + |λ| (a ∈ A, λ ∈ C).
A.3.2. Resultants
Some of our proofs rely on resultants. In this section, A will denote a commutative, unital ring.
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Let α(x) = a0+ · · ·+an−1xn−1+xn be a monic polynomial over A and β(x) = b0+b1x · · ·+bn−1xn−1 ∈
A[x]. By definition (see for example [JacI], p. 325) the resultant of α(x) and β(x) is
res(α(x), β(x)) :=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
n−1︷ ︸︸ ︷
1 an−1 · · · a2
0 1 · · · · · ·
· · · · · · · · · · · ·
0 · · · · · · 1
n︷ ︸︸ ︷
a1 a0 0 · · · 0
a2 a1 a0 · · · 0
· · · · · · · · · · · · · · ·
an−1 an−2 · · · · · · a0
bn−1 bn−2 · · · b1
0 bn−1 · · · · · ·
· · · · · · · · · · · ·
0 0 · · · 0
b0 0 0 · · · 0
b1 b0 0 · · · 0
· · · · · · · · · · · · · · ·
bn−1 bn−2 · · · · · · b0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
It can be shown (see [Bou], A.IV, Section 6.6.1) that (α(x)) + β(x) is invertible in the quotient algebra
A[x]/(α(x)) if and only if res (α(x), β(x)) is invertible in A.
We see from the above that, writing c for b0, res (α(x), β(x)) = P (c) = p0 + p1c + · · · + pn−1cn−1 + cn
where p0, . . . , pn−1 ∈ A are polynomials in b1, . . . , bn−1, a0, . . . , an−1 only with coefficients in C.
It is a standard fact ([GKZ], p. 398) that res (α(x), β(x)) is homogeneous of degree n in b0, . . . , bn−1
and homogeneous of degree n−1 in a0, . . . , an−1, 1. Recall that this means that each term of the polynomial
is (up to a scalar multiple) of the form
bs00 · · · bsn−1n−1 at00 · · ·atn−1n−1 1tn
for some s0, . . . , sn−1 ∈ N0 and t0, . . . , tn ∈ N0 such that
∑n−1
k=0 sk = n and
∑n
k=0 tk = n− 1 .
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