Our purpose is to design a useful tool which can be used in psychology to automatically classify utterances into five emotional states such as anger, happiness, neutral, sadness, and surprise. The major contribution of the paper is to rate the discriminating capability of a set of features for emotional speech recognition. A total of 87 features has been calculated over 500 utterances from the Danish Emotional Speech database. The Sequential Forward Selection method (SFS) has been used in order to discover a set of 5 to 10 features which are able to classify the utterances in the best way. The criterion used in SFS is the crossvalidated correct classification score of one of the following classifiers: nearest mean and Bayes classifier where class pdfs are approximated via Parzen windows or modelled as Gaussians. After selecting the 5 best features, we reduce the dimensionality to two by applying principal component analysis. The result is a 51.6% ± 3% correct classification rate at 95% confidence interval for the five aforementioned emotions, whereas a random classification would give a correct classification rate of 20%. Furthermore, we find out those twoclass emotion recognition problems whose error rates contribute heavily to the average error and we indicate that a possible reduction of the error rates reported in this paper would be achieved by employing two-class classifiers and combining them.
INTRODUCTION
Applications of emotional speech recognition can be foreseen in the broad area of human-computer interaction or in measuring presence in Virtual Reality (VR) environments. The efficiency of a VR immersion system is likely to be measured by the correlation of the emotion content of users' speech and the scenario of VR throughout the immersion.
In this paper, the discriminating capability of a set of features for emotional speech recognition is studied. A total of 87 features has been calculated over 500 utterances of the Danish Emotional Speech (DES) database [9] . In [1] , 32 statistical properties of energy, pitch, and spectral features of emotional speech have been tested. This initial set of features is now augmented to 87 features by including more statistical features of pitch, spectrum, and energy. It is reported that a Bayes classifier that employs 5 features selected by SFS can achieve 51.6% ± 3% correct classification score when class pdfs are modeled as Gaussians.
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DATA
After a detailed review on the available emotional speech databases [4] , we decided to work on DES, because it is easily accessible and well annotated. The data used in the experiments are sentences and words that are located between two silent segments. For example: 'Nej' (No), 'Ja' (Yes), 'Kom med dig' (Come with me!). The total amount of data used is 500 speech segments (with no silence interruptions), which are expressed by four professional actors, two male and two female. Speech is expressed in 5 emotional states, such as anger, happiness, neutral, sadness, and surprise.
FEATURE EXTRACTION
The pitch contour is derived by applying the method described in [2] . The method estimates the pitch from energy peaks of the short-term autocorrelation function computed over a window of 15 msec duration. We assume that the pitch frequencies are limited to the range 60-320 Hz. It is worth noting that the method used for estimating the pitch contour [2] is more robust than others based on prediction analysis [6] . Furthermore, the method in [2] yields similar results to the method in [8] . Accordingly, we believe that this method is quite reliable. For estimating the 4 formant contours, we use the method proposed in [3] . The method finds the angle of the poles in z-space of an all-pole model and considers the poles that are further from zero as indicators of formant frequencies. To estimate the energy contour, a simple short-term energy function has been used. After the evaluation of the primary features, secondary (statistical) features were extracted from the primary ones. The statistical features employed in our study are grouped in several classes as is explained in the sequel. The features are referenced by their corresponding indices throughout the analysis following.
Spectral features
The set of spectral features is comprised by statistical properties of the first 4 formants and the energy below 250 Hz. 
EVALUATION OF SINGLE FEATURES
In order to study the classification ability of each feature, a rating method has been implemented. Each feature is evaluated by the ratio between the between-class variance (σ 2 b ) and the within-class variance (σ 2 w ). The between class variance measures the distance between the class means, whereas the within-class variance measures the dispersion within each class [7] . The best features should be characterized by a large σ Energy features dominate in the 16 first positions. Feature 76 (mean value of rising slopes of energy) shows remarkably good results, namely 40% correct classification rate when it is employed in a Bayes classifier, as is depicted in Figure 4 . The class pdfs of feature 76 for the five emotions under study are plotted in Figure 2 Fig. 2 . From the inspection of Figure 2 we conclude that a maximum likelihood classifier using feature 76 will classify low energy measurements to neutral and sadness, whereas high energy instances to anger, surprise, and happiness.
The mean value of rising slopes of pitch (41) has achieved a 34% correct classification rate with a Bayes classifier. This feature is valuable, because it can make a good separation between surprise and neutral emotions as can be seen in Figure 3 . Another valuable feature is maximum value of pitch (18) Fig. 3 . Surprise is separated from neutral and sadness using the mean value of rising slopes of pitch.
AUTOMATIC FEATURE SELECTION
The (SFS) algorithm is used for automatic feature selection [5] . The criterion employed is the correct classification rate achieved by the selected features. Figure 4 demonstrates the correct classification rate obtained for several feature numbers. The SFS is applied to three classifiers, namely the nearest mean and Bayes classifier where class pdfs are approximated via Parzen windows or modelled as Gaussians. The correct classification rate is calculated by crossvalidation where 90% of the data were used for training and 10% for validation. We have chosen the features selected by SFS with a Bayes classifier when class pdfs are modelled as Gaussians as a criterion. The result is that features 76 (mean value of rising slopes of energy), 18 (maximum value of pitch) , 44 (interquartile range of rising slopes of pitch), 27 (median duration of plateaux at minima of pitch) and 7 (maximum value of the second formant) can achieve 51.6% ± 3% correct classification rate at 95% confidence interval. Features 76 and 18 can achieve together a correct classification rate of 45%. Table 1 enlists the indices of the ten best features found for each classifier by the SFS method. 
REPRESENTATION TO A TWO-DIMENSIONAL SPACE
After selecting the best five features, namely those with indices 76, 18, 44, 27 and 7, Principal Component Analysis (PCA) was used in order to reduce the dimensionality from five dimensions (5D) to two dimensions (2D) and to represent the samples in a 2D space.
Only the samples which belong to the interquartile range of the pdf for each class are shown in Figure 5 . 
OPEN PROBLEMS AND FUTURE WORK
In order to figure out the misclassifications introduced by a Bayes classifier, we compare the confusion matrix of a Bayes classifier (Table 2) to the confusion matrix of humans (Table 3 ). The latter confusion matrix was obtained from [9] . From the diagonal entries in Table 2 we find out that the automatic speech emotion classification system commits gross errors on the emotional states happiness and anger. The numbers in boldface indicate the cases where a Bayes classifier is more than twice as errorful as the subjects. From the inspection of the off-diagonal entries we find out that:
• neutral is more frequently misclassified as surprise;
• surprise is more frequently misclassified as sadness or anger;
• happiness is more frequently misclassified as sadness or anger; • anger is more frequently misclassified as happiness or sadness; The rates reported in Table 2 can be further improved by analyzing the properties of the above mentioned two-class problems. The features which can separate two classes could be different from those which separate 5 classes. By designing proper decision fusion algorithms, we may combine several two-class classifiers and the overall system could outperform the rates obtained by the fiveclass classifiers.
CONCLUSIONS
This study was based on features related to the energy, the pitch and the formants of a speech signal in order to classify the emotional content of speech. Our analysis has verified the previously published result in [1] that features 79 (interquartile range of rising slopes of energy), 86 (interquartile range of falling slopes) and 22 (interquartile range of pitch contour) were among the sixteen most powerful ones as can be seen from the indices of the sixteen best features in Figure 1 . 
