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Abstract  
Speaker recognition is a kind of biometrics technology, which is very popular and widely applied. To improve the 
effectiveness of feature parameter, a weighted feature extraction method is proposed in this paper. It analyses each 
component of LPCC and finds out an average contribution sequence. Based on the sequence, LPCC is weighed by 
each dimension to generate a weighted feature parameter. Finally, based on VQ, a speaker recognition system which 
is characterized by weighted LPCC is carried out under MATLAB Environment. By experiments, speaker 
recognition system shows the better performance than traditional model.  
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1.Introduction 
 Speaker recognition is a kind of biometrics technology. The purpose of speaker identification is to 
identify who is the speaker while ignoring the semantic content of the speech signal. It emphasizes the 
different personality characteristics of pronunciation between speakers. The difference between the 
pronunciations of words involves the difference between the speech organs, the differences between 
channels and the difference between the pronunciation habits [6]. Therefore, speaker identification is a 
multi-interdisciplinary subject research topic which spans of applied physiology, speech signal 
processing, pattern recognition and artificial intelligence, etc.  
 Speaker recognition extracts speech features from collected speech utterance, trains speaker’s model 
and determines speaker’s identity. Speaker recognition technology has been rapidly developed in recent 
years and has broad application foreground in many fields such as electric business and information 
security, etc. 
 At present most research focus mainly concentrated in four aspects: feature parameter extraction, 
model training and recognition, noisy speech recognition and text-independent speaker recognition. 
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Among them, feature parameter extraction is essential for the performance of system. Although cepstrum 
parameters are widely used, the audio feature is still a hot research topic.  
 In the paper, we have changed the traditional method to build the samples for speakers. Based on 
Linear Predictive Cepstrum Coefficients (LPCC), we analyse the capability of each component and find 
out a more efficient feature parameter which is weighed by each dimension with different weights.
2.System composition 
 Speaker recognition system contains two main modules: feature extraction and feature matching [5]. 
Feature extraction is the process that extracts a small amount of data from the speech signal that can later 
be used to represent each speaker. Feature matching involves two distinguish phases. The first one is 
referred to the training phase while the second one is referred to the testing phase. The Fig.1 shows the 
construction of speaker recognition system.  
Fig. 1 Construction of speaker recognition system
 Compared with traditional speaker recognition system, the difference is that the step of weighted 
coefficients is added. That is to say, for improving the performance of system, we should obtain a more 
suitable feature parameter. In this paper, we adopt LPCC as the original feature parameter that can reflect 
the personality characteristics better and choose VQ as the method of feature matching that is simple and 
with good real-time [2].
3.Feature extraction 
 In this module, speech signal is constricted. For improving the efficiency of the feature, weighted 
LPCC is proposed in this paper. The principle of weighted LPCC is generating an average contribution 
sequence to identify the different recognition capabilities between components. And then, we can find out 
a kind of method which has the most obvious effect in recognition rate improvement through defining 
different weight for each component.  
3.1.Evaluation for the Relative Importance  
 In order to obtain weighted LPCC, we must first evaluate the relative importance of LPCC cepstrum 
components. There are two methods to evaluate the contribution for identification of cepstrum 
components. One is to get the discrimination between each component through defining F ratio. The 
other is to get an average contribution through adding and removing components. We adopt the second 
one that is a kind of direct method.  
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3.2.Remove Any One-Dimensional Component 
 Define the number of dimensional of LPCC is 16. After removing any one-dimensional component, 
using another 15-dimensional component we get the recognition rate as in Table I. The first row, third 
row and fifth row mean the one-dimensional component that was removed. The second row, fourth row 
and sixth row mean the final recognition rate. 
TABLE I Recognition rate after removing any one-dimensional component under clean speech condition  
C1 C2 C3 C4 C5 C6 
87.67 82.00 87.67 86.33 87.33 82.00 
C7 C8 C9 C10 C11 C12 
88.00 86.67 86.67 81.67 88.00 87.00 
C13 C14 C15 C16 Not remove 
87.33 82.33 87.33 87.67 89.33 
The equation for calculating the direct contribution for each component is (1). )( cip is the recognition 
rate after removing the i-dimensional component and )( ciR is the direct contribution of the i-dimensional 
component. 
)()16,1()( c c ippiR                                   (1) 
 We calculate the direct contribution rate, as in Fig.2. Abscissa is the serial number of LPCC 
components. Ordinate is the direct contribution rate for each component. As in Fig.2, we prove that each 
component has different capability. However, other components have the similar direct contribution rate 
except C2, C6, C10 and C14.  
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Fig. 2 Direct contribution rate for each component 
3.3.Combination of Components 
 The recognition rate under combination of components in the order of their number is shown in 
Table Ċ. The serial number of row is the first component of the combination. The serial number of 
column is the last component of the combination.  
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TABLEĊ Recognition rate after In succession combination of component under clean speech condition 
Based on these data, we can calculate the average contribution rate for each component. The equation 
is (2). ),( jip  is the recognition rate in Table Ċ, of which the combination is from i-dimensional to j-
dimensional component. )(iR is the average contribution of the i-dimensional component  which means 
the value that the recognition rate increased after adding the dimensional component. Since it is added or 
discarded in succession in the experiment, )(iR reflects only the relative importance, not the 
interdependencies between the various components. 
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 According to (2) and data in Table Ċ, we calculate the average contribution rate, as in Fig.3. 
Abscissa is the serial number of LPCC component. Ordinate is the average contribution rate for each 
component. The capabilities of 16 dimension components are in the following descending order: C10, 
C2, C6, C14, C8, C9, C4, C16, C12, C15, C5, C1, C13, C3, C11, and C7.  
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Fig. 3 Average contribution rate for each component  
3.4.Weighted LPCC 
   According to Fig.3, we find out a better method to evaluate the recognition capability of each 
component with average contribution rate. In traditional way, the weight of each component is the same. 
In this paper, the recognition capability is signed by different weights, bigger weight means greater 
capability.  Comparing two figures, there are more obvious differences of contribution rate between each 
component in Fig.3. So, the average contribution rate is adopted. 
4.Feature matchin 
 VQ is a very important method of digital signal processing, which is one of the most popular method 
of feature matching. On the one hand it can compress speech information to reduce the storage space; on 
the other hand it can avoid time speech segmentation and time regulation.  
4.1.Training Phase 
 During the phase of training, the feature parameters are classified to produce a codebook for each 
speaker, which is constituted with different codeword [2]. LBG algorithm is used to design a specific 
speaker VQ codebook.  Moreover, in the progress of clustering the Training Vectors, we use the nearest 
dividing algorithm to improve the efficiency of search codeword, and to increase the speed of speaker 
recognition.  The steps of LBG algorithm is described as follow: 
y Find the centroid of all training vectors in the input set and suppose it as the codeword of the initial 
codebook. The codeword is expressed with (0)
1Y .
y Using threshold vector ( 01.0 H ), divide (0)
1Y  into two parts, which are 
(1)'
1Y and
(1)'
2Y . Dividing 
method must follow these rules, as in (3) and (4). 
H c )0(1
)1(
1 YY                                  (3) 
H c )0(1
)1(
2 YY                                  (4) 
y According to the nearest neighbour strategy, find the nearest codeword for each feature vector in the 
new initial codebook. Then divide the input set into some subsets. The nearest neighbour strategy is 
defined as (5).  
l J
j
d(X,Y )= min d(X,Y )                          (5) 
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d(X,Y)  means the distortion between before and after training. X is the input set. Y is the subset. J is 
the number of the subsets.  
4.2.Testing Phase 
 In the process of feature matching, compare the speech vector tested with the codebook and calculate 
the average distortion distance between them.  
y Extract the feature sequence from the tested speech, such as
1 2 MX ,X ,L ,X .
y Obtain the feature vector sequence by each template and calculate the average distortion distance as 
in (6).
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y Find the minimum distance and decide who the speaker is. 
5.Experimental results 
 The speaker recognition system is realized in MATLAB environment. The speech database used in 
this paper is built by us. We collect voice sample of 20 speakers who are 10 males and 10 females. All 
the speakers pronounce 20 consecutive digits (0-19) about 10 seconds. Every speaker pronounces 16 
times. The first time is the trained sample and others are the tested samples.  
 In this paper, we have carried out three experiments to prove the superiority of weighted LPCC. In 
addition, two method of weighting under two sets of different weighting coefficients are given.  
5.1.Experiment 1:using original LPCC parameter  
 In this experiment, we adopt original LPCC as the feature parameter and each component is set with 
the same weight. The VQ codebook is designed through LBG algorithm. Experimental result is shown in 
Tableċ.
Table ċ Result of experiment 1 
 The number  
of test 
The number  
of correct 
Recognition
 rate 
male 150 132 88% 
female 150 136 90.67% 
total 300 268 89.33% 
5.2.Experiment 2: weighting  coefficients sequentially 
 According to part III, we have proved that there were obvious different capabilities between each 
component of LPCC. In experiment 2 and 3, we set the different weight of each component. Based on the 
average contribution rate sequence, in this experiment, we give 16 dimension components decreasing 
weight sequentially. The steps are described as following: 
y Extraction LPCC from trained sample.  
y Based on the capability descending order, as in Fig.3, 16 dimension components of trained sample 
are weighted with decreasing weights from 1.6 to 0. The weighting coefficients are 1.6, 1.5, 1.4, 1.3, 
1.2, 1.1, 1.0, 0.9, 0.8, 0.7, 0.6, 0.5, 0.4, 0.3, 0.2, and 0.1.
y Generate a new codebook with LBG algorithm.  
y Repeat step 1, 2 and 3, until we create a new codebook for each speaker.
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y Extraction LPCC from tested sample. 
y Tested sample are weighted with decreasing weights from 1.6 to 0, which is just like step 2. Then, 
compare the distance between the tested and trained codebook and find the minimum one.  
y Repeat step 5 and 6 to complete all test.  
 The result of experiment 2 is shown in Table Č.
Table Č Result of experiment 2 
 The number  
of test 
The number  
of correct 
Recognition
 rate 
male 150 137 91.33 % 
female 150 136 90.67% 
total 300 273 91% 
5.3.Experiment 3: weighting  coefficients non-sequentially 
 The steps of experiment 3 are very similar. The only difference is the weight sequence which is non-
sequentially, but sequentially in experiment 2. In this experiment, we set the weighting coefficients are 2, 
9, 2, 4, 2, 8, 0, 4, 4, 11, 1, 2, 2, 6, 2 and 2. 
 The result of experiment 2 is shown in Table č.
Table č Result of experiment 3 
 The number  
of test 
The number  
of correct 
Recognition
 rate 
male 150 144 96% 
female 150 140 93.33% 
total 300 284 94.67% 
5.4Experimental Analysis 
 Compared with traditional LPCC, the weighted LPCC improve the accuracy of speaker recognition 
system.  In addition, we can learn that the method non-sequentially is better than the one sequentially. By 
the above three experiments, the method proposed in this paper improves the training time and the 
recognition time and the recognition rate has been improved significantly.  
6.Conclusion 
 The speaker recognition system based on LPCC with weights is proposed in the paper.  VQ is used in 
the phase of feature matching. LBG algorithm designs the codebook to design the training sample for 
each speaker. Under experiment results, weighted LPCC shows the high accuracy when it is used as the 
feature parameter of speaker recognition system. And we can also conclude that the different distribution 
of weighting coefficients is essential to the accuracy of the system. However, weighting coefficients are 
not easy to determine and needs a large number of experiments. The Further improvement of the system 
is to find more reliable and effective method of designing weighting sequence.  
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