Deep neural networks (DNNs) depend on the storage of a large number of parameters, which consumes an important portion of the energy used during inference. This paper considers the case where the energy usage of memory elements can be reduced at the cost of reduced reliability. A training algorithm is proposed to optimize the reliability of the storage separately for each layer of the network, while incurring a negligible complexity overhead compared to a conventional stochastic gradient descent training. For an exponential energy-reliability model, the proposed training approach can decrease the memory energy consumption of a DNN with binary parameters by 3.3× at isoaccuracy, compared to a reliable implementation.
I. INTRODUCTION
Deep learning [1] has attracted a lot of interest since 2012 and AlexNet's achievements on ImageNet [2] , sparking a rapid improvement of the state-of-the-art in diverse fields. However the trade-off for such results is an antagonizing growth in resource requirements. We now see neural networks such as GPT-2 [3] with as much as 1.5 billion parameters. Such resource requirements make it difficult to implement high performance networks directly in IoT/embedded devices and imply a large energy usage. The energy consumed by memory cells can represent up to 60% of the overall energy consumption [4] . One natural countermeasure is to forsake a bit of accuracy and downscale the network thus reducing the number of parameters and operations. Another approach is to reduce the precision used to store the parameters: numerous quantization schemes have been proposed such as Binary Connect [5] (BC) that represents parameters using only 1 bit. Quantizing the parameters can reduce energy consumption at isoaccuracy, as shown for instance in [6] . Hence, we consider networks binarized with BC as a starting solution on which we want to improve the energy consumption at isoaccuracy.
To reach that goal, the supply voltage of memory cells can be reduced to decrease the energy consumption. However, this can result in a higher likelihood of faults occurring at write or read time and causing data corruption. Several previous works have proposed accepting memory faults to reduce the energy consumption of DNNs. A possible approach is to circumvent faults during inference using advanced fault detection schemes [7] . Sustaining faults through adapted training is also an option: for example, [8] explored the use of a faulty memory on a fully binary neural network and reported a tolerance to a fault rate up to 4% of the memory cells. A training approach for networks with higher precision weights has also been proposed [9] , making use of fault detection schemes available in hardware.
Another approach for energy savings in neural networks is to supply less energy to the computation units instead of the memory units, as for example in [10] . While the assumed main type of error is slightly different (timing errors), the analysis is still focused on which weights are the most sensitive: authors propose to decide for the relative importance of weights by using a Taylor expansion of the computations.
As suggested in [9] , the memory fault rate can be further optimized per block of a ResNet-style neural network. This echoes with the work from [11] , in which a layerwise sensitivity analysis is proposed. They find that while some layers may be critical for the network accuracy, others could be randomized without too much performance degradation. However, optimizing the fault rate for each layer is not a straightforward task since faults occurring in each layer jointly affect the final accuracy.
We consider the case where no fault-detection mechanism is available, and consider the problem of optimizing the memory fault rate separately for each layer of the neural network to create more possibilities for energy reduction. For this, we propose the Layerwise Noise Maximisation (LaNMax) algorithm to optimize the energy-accuracy tradeoff of the network automatically. Compared to a binarized neural network implemented using reliable memories, the LaNMax algorithm finds a fault-rate assignment that reduces memory energy by 3.3× on the CIFAR10 dataset [12] , or 2.4× when compared to a uniform-noise approach, at isoaccuracy.
The outline of this paper is as follows: Section II introduces the memory fault model used in our experiments, Section III describes the LaNMax algorithm, Section IV presents the experimental results obtained, and Section V concludes the paper.
II. MEMORY-FAULT MODEL
In this work, we consider networks binarized with BC: weights θ are taken in the set {−1, 1}. It is assumed that supplying less voltage to the memory cells will create faults at rate p when the parameters will be read, with an energy consumption η following the formula
arXiv:1912.10764v1 [cs.
LG] 23 Dec 2019
where a is a technology dependant parameter. Such an exponential energy-reliability tradeoff is observed for instance in CMOS SRAM circuits [13] . A one-bit parameterθ read back from the faulty memory can be described with a binary symmetric channel (BSC) model, defined as BSC(θ, p) = −θ with probability p, θ with probability 1 − p.
We further assume that stored bits are affected independently by faults, which can be approximated in practice even in the presence of correlated bit-cell faults through interleaving.
Since the memory can be modeled as a communication channel, we refer to p as the noise level. We define p a vector of noise levels for each layer of the network. We are interested in optimizing p layerwise to provide an additional degree of freedom when searching for an optimal energyaccuracy trade-off. We can thus express the overall memory energy consumption of the network as
where n is the number of parameters in layer of the network, ζ the number of bits per parameter and η(p ) the energy per bit given in (1).
III. TRAINING LOW-ENERGY NETWORKS A. Uniform noise approach
A first approach for improving the energy efficiency of DNNs consists in assigning a common fault rate (or memory configuration) to all layers, and to train the network under this fault rate. For the network forward pass, weights θ are sampled through the BSC to obtainθ. For the backpropagation, real weights θ are updated with the gradient of the corrupted weightsθ. It is possible to manually tune the training noise p t to obtain a desired accuracy level. Fig. 1 shows the average accuracy achieved on CIFAR10 by networks trained at a fault rate p t but tested at a rate p. We can observe a noise overfitting phenomenon when a network achieves the best test-set accuracy at p = p t , which we observe when p t becomes sufficiently large. This effect was also reported in [8] . Another interesting observation about the uniform noise case is that a small p t > 0 can provide a regularization that improves accuracy for all choices of p, which happens for p t = 10 −4 in this example. It is important to keep in mind these phenomena when developing an automated approach for choosing p t .
Starting from a uniform-noise solution that provides a good accuracy-energy trade-off, we can perform a sensitivity analysis to determine whether the reliability of some layers can be decreased further. To do so, we tested the performance of the network when the parameters of layer are replaced with random values. As shown in Fig. 2 , some layers are critical for performance (accuracy close to 0 when randomized), but we see that some are less critical, motivating us to propose the LaNMax algorithm to systematically optimize the reliability of each layer. We model the accuracy-energy trade-off with an outer loss function L O made up from the usual loss expectation A and from the energy consumption E(p). The usual loss expectation can be written as A = E(L I (f (x|θ), y)) withθ the noisy weights, and L I (·, ·) the inner loss of the network output f (x|θ) for an input x and a desired output y (e.g. cross entropy). Note that the loss expectation is taken over the inputs x, but also over the noisy weightsθ. We define the outer loss as
Parameter α allows us to set the desired trade-off between energy and accuracy: decreasing α will lead to solutions with better accuracy and larger energy. Because of the possibility of noise overfitting mentioned in Sec. III-A, it could be possible for an optimization scheme to remain stuck in a local minimum. A regularizer λp, which we call noise decay, is used to correct this problem by adjusting λ. We want to find the best reliability for each layer
subject to
We propose to optimise L O with a Stochastic Gradient Descent [14] (SGD)-like algorithm (SGD O ). Clearly, L I and L O cannot be optimized separately since L I depends indirectly on p. We thus need to adapt the network training so that θ and p are optimized jointly. A possible approach would be to use Block Coordinate Descent [15] with alternating updates based on L I and L O . Instead, to speed up the training process, we make use of the usual training mini-batch updates of L I to measure L O and approximate its gradient.
At each mini-batch, we apply a small random perturbation on p: we thus obtainp. We can then first estimate A conditioned onθ for the current mini-batch (of size m), which yieldsÂ = 1 m i L I (f (x (i) ;θ), y (i) ) and then estimate L O . When all mini-batches have been seen for an epoch, a linear regression is performed on the estimates of L O of the current epoch, and the slope of this regression is used as an estimate of the outer gradient. An additional advantage of this approach is that the randomness added to p reduces the likelihood of noise overfitting.
To try and achieve a better convergence for SGD O , we rely on a surrogate loss
whereÂ is the best loss observed on a mini-batch up to this point in the training of the neural network. This formulation allows to stabilize the value of the first term (accuracy), which would vary due to the dynamics of the neural network training. The gradient of the second term (energy) has large variations depending on the p values. Taking the square root of the energy reduces these variations and we observe that this improves the SGD convergence. The procedure to train a neural network using LaNMax is shown in Algorithm 1. Here, LaNMax is applied to a regular SGD training of a neural network's weights θ (adapted from the SGD update rule in [16] ) but it could be integrated to other SGD variants. The network is trained with the usual stopping criterion (line 2), e.g. the number of epochs K. While iterating over the M mini-batches (line 3) and if LaNMax is activated (line 5), a random experiment is performed in the neighbourhood of p as follows. First, random perturbation amounts δ are sampled uniformly from the set {−h, 0, h} (line 6). These values are assembled into a perturbation vector that is added to p (line 7) in order to evaluate the loss function around p. After sampling the random weights (line 8), the loss function L O is computed and stored (line 9). Repeating this experiment across all the mini-batches allows to iteratively refine the numeric gradient value.
If the network is training without LaNMax, the weights are instead sampled from the BSC at the fixed p (line 11). The usual weight update for SGD I is performed either way at the end of a mini-batch (lines 12, 13) . When all the mini-batches have been seen and if LaNMax is still active (line 15), we perform SGD O . First, a numerical gradient is computed via an ordinary least square (OLS) regression (line 16). Then the 1 K ← 1 2 while stopping criterion not met do 3 for k ∈ {1, 2, . . . , M } do 4 Sample a minibatch {x (1) , . . . , x (m) } from the training set with targets y (i)
Algorithm 1: Layerwise Noise Maximisation (LaNMax) update gradient is normalized to ensure stable updates to p (line 17). Finally, p is updated (line 18).
When training with LaNMax, it is advisable to stop updating p before the end of training through the parameter s (lines 5 and 15) so that the weights can be fine-tuned with the final p in the remaining training epochs. Finally, as in a traditional SGD, a learning rate must be specified, but thanks to the gradient normalization in the SGD O , it has a small impact and for all experiments that were performed it was sufficient to use the same learning rate for SGD I and SGD O .
IV. EXPERIMENTS
We evaluate the energy reductions obtained by LaNMax by using it to train a WideResNet network [17] that has been shown to work well with binary weights [18] on the CIFAR10 dataset [12] . As a point of comparison, we also evaluate the energy gains obtained by simply reducing the size of the network. For all results, we fix the number of layers to 28, and use the layer-width parameter of the WideResNet architecture to vary the number of parameters. We use a default width parameter of 10, and denote by ρ the number of parameters normalized to this default network. In addition, we also consider the simpler alternative of training the network with a uniform noise level applied to all layers.
For all networks, the energy metric is defined by (3). Note that (1) is not defined at p = 0, since the fault probability can never be zero in a physical system. However, for simplicity, we consider that standard implementations have p = 0, and an associated energy consumption η(0)
1. Finally, we set the model parameter a = 12.8 as suggested in [9] .
For training, SGD I is configured as suggested in [17] . Both SGD I and SGD O are configured with 200 epochs, a learning rate decayed every 60 epochs by a factor of 0.2 starting at 0.1, and a batch size of 128. SGD I uses a Nesterov momentum of 0.9, a weight decay of 5 * 10 −4 and a batch size of 128. SGD O uses a Nesterov momentum β = 0.2 and a noise decay λ = 5 · 10 −4 . The training set is augmented with padding, crops, and horizontal flips. The network weights are initialized following the state-of-the-art practices [19] .
When p > 0, the network weights become stochastic at inference time, and therefore the network output is also stochastic. To properly measure the average accuracy, we evaluate the test set multiple times, each time sampling new random weights, until the confidence interval on the average reaches a magnitude of five percents at 95% confidence level.
We perform several training runs using LaNMax while varying the accuracy-energy tradeoff parameter α ∈ {0.1, 0.05, 0.03, 0.02, 0.01, 0.001, 0}, with LaNMax hyperparameters set to h = 0.01 and s = 160. Since we know from the uniform noise experiments that the network achieves a higher accuracy when p = 10 −4 than when p = 0, we also restrict p ∈ [10 −4 , 0.5], and p is initialized for all layers at p = 0.01.
The accuracy results in terms of the energy metric are shown in Fig. 3 . The results obtained by a 16-bit floatingpoint (FP16) implementation are also shown as a point of comparison. Different curves use different strategies for trading off accuracy for reduced energy. For noiseless curves, energy is reduced by decreasing the number of parameters in the architecture. For the uniform noise BC, energy is reduced by increasing the unique p parameter. Finally, for LaNMax results, the algorithm's α parameter is modified. Note that for most data points of the uniform BC result, the test-time p is the same as the training-time p t , but since for p = 0 it is better to train at p t = 10 −4 , this result is shown instead. We can first see that a network trained with uniform noise for all layers provides a limited improvement in energy efficiency. For example the BC with uniform noise decreases energy by 28% at an accuracy of 95.2%, compared to the noiseless BC. On the other hand, the more fine-grained optimization performed by LaNMax manages to find solutions with much smaller energy consumption at equal accuracy. At an accuracy of 95.3%, the LaNMax solution decreases energy by 2.4× with respect to the uniform-noise BC solution, and by 3.3× with respect to the noiseless BC.
It is interesting to note that for the energy-reliability model considered, changes in reliability alone do not allow to cover a wide range of accuracy values with good energy efficiency. Indeed, Fig. 3 shows that it is essential to also modify the number of parameters to move along the Pareto front. Fig. 4 shows the reliability assignment generated by LaN-Max for ρ = 1 and α = 0.001. This solution achieves an accuracy of 95.4% for E = 35%. As a point of comparison, the uniform-noise BC achieves 94.8% for E = 36%, using p = 0.01. To improve the accuracy, the reliability of the first layers was increased to p = 10 −4 , while the reliability of the last layers was decreased. In the WideResNet architecture, deeper layers have more weights, making it more interesting to reduce the reliability of these layers.
V. CONCLUSION
In this paper we proposed the LaNMax algorithm to optimise the storage energy of a neural network, with the possibility to control the energy-accuracy trade-off. We considered that the reliability of memory cells decreases exponentially as their energy usage is reduced. LaNMax provides a way to automatically find the best weight-storage reliability for each layer of the neural network while retaining the accuracy. This was achieved by adding an outer SGD-like optimization to the training, while re-using the results generated by the standard training algorithm to reduce overhead.
For a binarized WideResNet on the CIFAR10 dataset, a LaNMax-optimized network achieves the same accuracy as the reliable network with more than three times less energy.
The proposed training approach can help achieve ultra-low energy deep-learning inference by enabling implementations based on near-threshold CMOS circuits as well as emerging technologies.
