Aspect-level sentiment classification (ASC) has received much attention these years. With the successful application of attention networks in many fields, attention-based ASC has aroused great interest. However, most of the previous methods did not analyze the contribution of words well and the contextaspect term interaction was not well implemented, which largely limit the efficacy of models. In this paper, we exploit a novel method that is efficient and mainly adopts Multi-head Attention (MHA) networks. First, the word embedding and aspect term embedding are pre-trained by Bidirectional Encoder Representations from Transformers (BERT). Second, we make full use of MHA and convolutional operation to obtain hidden states, which is superior to traditional neural networks. Then, the interaction between context and aspect term is further implemented through averaging pooling and MHA. We conduct extensive experiments on three benchmark datasets and the final results show that the Interactive Multi-head Attention Networks (IMAN) model consistently outperforms the state-of-the-art methods on ASC task.
I. INTRODUCTION
Aspect-level sentiment classification (ASC) is a fundamental task in the field of sentiment analysis which aims to identify the sentiment polarity (e.g. Positive, Negative, Neutral) in a specific aspect term explicitly occurring in the context [1] , [2] . For example, given the aspect terms: fish and waiter, and their context sentence ''The fish is tasty while the waiter is very rude'', the sentiment polarity for the two aspect terms, fish and waiter are positive and negative respectively. An example in FIGURE 1 presents a sample sentence.
ASC is a fine-grained natural language processing (NLP) task, which has attracted wide attention on academia in recent years. In addition, as more and more users are willing to share their opinions on the Internet, such comment information expands rapidly, and it is difficult to deal with the collection and processing of massive information on the Internet only by sentiment analysis methods. Therefore, with the accumulation of reviews, in-depth analysis of ASC task becomes The associate editor coordinating the review of this manuscript and approving it for publication was Bin Liu . increasingly important and valuable to customers. So far, there have been a large number of approaches to solve ASC task, and they are similar in some way. In the process of solving the ASC task, the key problem is how to establish the semantic relationship between aspect term and context.
In the literature, there are two commonly paradigms in existing representative approaches: one is the traditional machine learning models; the other is neural networks models. Traditional machine learning methods mainly focus on designing a set of features such as sentiment lexicons features and bag-of-words features to train classifiers [3] . Such as support vector machine (SVM), which could be used for ASC VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ and employed with well-designed handcrafted features [4] . However, feature engineering is labor-intensive and highly dependent on the quality of features. With the development of deep learning, neural network architectures are able to learn text representation from data without engineering of features, and have been widely used in a variety of NLP tasks such as machine translation [5] , reading comprehension [6] and question answering [7] . Moreover, they are better at capturing semantic relationships between aspect terms and words in a more ponderable way than machine learning approaches. Despite these advantages, there are many neural networks like Convolutional Neural Networks (CNN), Recurrent Neural Network (RNN), Generative Adversarial Networks (GAN) [8] and others, which are used to solve problems in NLP. Similarly, the network has also been applied to the field of biology, laying the foundation for biological research [9] , [10] . Now, some RNN-based approaches have been widely applied, especially for sentiment analysis task. For instance, Li et al. [11] proposed a unified model for opinion target extraction and target sentiment prediction, which uses two stacked Long Short-Term Memory (LSTM) networks to produce the results of sentiment analysis and are incapable of obtaining important clues to the aspect terms. In addition, different subsets of contextual words play different roles in predicting the sentiment polarity of different aspect terms.
Taking the examples mentioned above, the important clue to the aspect term ''waiter'' is ''rude'', not ''tasty''. Therefore, using only the neural network model means doing the same operation for each context word and failing to distinguish the importance of them. Especially for ASC task, it is vital to correctly analyze the importance of each word in context and obtain sentence features in depth. Furthermore, the human being asked to complete this task will selectively focus on certain parts of the context and obtain information where needed to establish an internal representation of an aspect term in mind [12] .
Inspired by this observation, attention mechanism is widely applied and introduced into the neural network architecture for a variety of ASC applications. For example, Zeng et al. [13] put forward an attention-based LSTM model, which makes use of attention mechanism to further obtain text features and analyze the weight of different context words. And Li et al. [14] exploited a new direction named coarse-tofine task transfer, which aims to leverage bidirectional LSTM (Bi-LSTM) and multi attention layers to accomplish ASC task. Therefore, the attention mechanism is indispensable for ASC task and even practical applications.
As a result, the performance of attentional neural ASC models is basically satisfactory, but it can be further improved. We speculate that this is because the singleness of conventional attention mechanism, which cannot process data in parallel. The above researches recognize the importance of targets and develop methods to model context precisely by generating target-specific representations. However, we believe that only the coordination of targets and corresponding context can really improve the effectiveness of sentiment classification. Motivated by these observations, we propose a new model named Interactive Multi-head Attention Networks (IMAN) for ASC task, which mainly adopts multiple Multi-head Attention (MHA) mechanisms. In addition, in the previous work, Glove word vectors are usually adopted, such as Liang et al. [15] proposed context-aware embedding for targeted aspect-based sentiment analysis. Or by adding word embeddings to enhance the effect of the experiment. In this paper, we apply pre-trained Bidirectional Encoder Representations from Transformers (BERT) to IMAN model, and the experimental results show that the pre-trained model is efficient. Empirically, substantial experiments demonstrate that the proposed model could achieve state-of-the-art performance.
To sum up, the main contributions of this paper are fourfold:
• Applied pre-trained BERT to this task, which act as aspect term embeddings and context embeddings to enhance the effect of downstream tasks.
• Designed a sub-model, which combines MHA mechanism and convolution operation to obtain hidden states. And abandoned the original neural network methods, which require amounts of computation and training data.
• Processed context and aspect terms information interactively by means of the MHA mechanisms to realize the fusion and analysis of the two.
• Compared with several baselines and ablation experiments, we conduct qualitative studies to verify the effectiveness of our approach on several benchmark datasets.
The rest of our paper is organized as follows. Section 2 discusses related work. Section 3 gives a detailed description of attentive model. Afterwards, the experimental evaluation results comparing IMAN model and other state-of-the-art methods for ASC task presented and discussed in Section 4, with additional ablation experiments. Section 5 summarizes the conclusions and envisions the future direction.
II. RELATED WORK
Sentiment analysis aims to extract semantics and detect the polarity from text. Most current methods attempt to detect the sentiment polarity of the text as a whole, but ignore specific aspect terms, such as food, service. Obviously, this will greatly reduce the effectiveness of the experiment. And Jiang and Yu [3] found that ignoring the target entities or their aspect terms of the context resulted in 40% misclassification of sentiment. Consequently, aspect-based sentiment analysis is particularly important and attracts a good deal of attention.
In general, aspect-based sentiment analysis is a fundamental task in the field of sentiment analysis [16] , which includes three core sub-tasks: aspect term extraction, opinion identification and ASC [17] . Many previous studies have attempted to address these sub-tasks jointly [18] , and most of the research work has focused on the single sub-task. To this end, we are dedicating to ASC problem of the sub-tasks described above. Given a sentence and corresponding aspect term, the purpose of ASC is to infer the sentiment polarity of the sentence towards a given aspect term. In this section, we will briefly review related work on ASC and attention network for ASC task.
A. ASPECT-LEVEL SENTIMENT CLASSIFICATION
ASC is generally considered as a branch of sentiment classification in the literature and is a fine-grained classification task. Some previous work designed rule-based models for ASC [19] . For instance, Vo and Zhang [20] proposed that target-dependent sentiment analysis could be achieved without the use of syntax, by extracting a rich set of automatic features. And Kiritchenko et al. [21] described the supervised machine-learning method to detect the aspect terms and aspect categories of sentiment polarity, which benefits from the lexical resources such as word-aspect association lexicons and sentiment lexicons. However, these models are highly dependent on the quality of features.
Later, the methods based on neural networks attracted much attention, especially LSTM is the basic neural network methods. The TD-LSTM model took advantage of two LSTMs to obtain hidden states, where the two LSTMs are modeled on the left and right context of the target [22] . In addition, TC-LSTM expanded TD-LSTM by merging target representation and inputting it into LSTM cell unit together with word vector [22] . In addition to the LSTM, many neural networks similar to LSTM structures are applied to ASC task, such as RNN, bidirectional RNN (Bi-RNN) and gated RNN (GRNN) et al. For example, Zhang et al. [23] proposed a sentence-level neural model, which uses bidirectional GRNN to connect the words in a twitter and model the interaction between the target and its surrounding contexts.
Consequently, we could see that the existing methods have been able to solve the ASC problems, but it can be further improved by analyzing the importance of the words in context.
B. ATTENTION NETWORK FOR ASC
Attention mechanism is one of the most exciting advances in deep learning, which is used to improve the effectiveness of encoder and decoder models based on RNN (LSTM or GRU). Researches show that the introduction of attention mechanism into deep neural network have achieved great success and has been widely used in ASC. One of the remarkable advantages of neural attention model is that it can automatically recognize the relevant information of specific target in the source sentence, which can be directly utilized for improving the quality of feature extraction results of neural learning model [24] .
Some representative examples of combining attention networks with neural networks proposed for ASC task are discussed below. He et al. [25] improved attention-based LSTM networks, which transfers knowledge from document level data. And attention layer assigned weight to each word in sentences. In addition, Wang et al. [26] proposed a hierarchical network on both word-level and clause-level attentions for ASC, which focuses on the relationship of all clauses using the attention mechanism.
Considering the effectiveness of these attention mechanisms, we used the attention mechanism many times to analyze the aspect terms and context comprehensively. To be more precise, we adopt the MHA mechanisms, which has the advantage of allowing the model to learn relevant information in different representation subspace. At the same time, we capitalize on the Multi-head Self Attention (MHSA) mechanisms additionally. The experimental results show that the effect of attention mechanism is better than neural networks.
III. THE PROPOSED APPROACH
In this section, we try our best to illustrate the proposed approach for ASC and present a high-level illustration of proposed approach in FIGURE 2. We call this approach IMAN, which is mainly composed of MHA mechanisms. The overall model consists of four components: (1) Datasets are preprocessed by BERT, which are acted as word embedding and aspect term embedding. (2) The hidden states of embeddings are processed by attention mechanism and convolutional operation, which is similar to the commonly used neural network architecture. (3) Taking advantage of MHA network to assign different weight to each part and extract critical or important information. (4) The outputs of sub-structures are concatenated as input into the softmax function to estimate the sentiment polarity. These four components correspond to embedding layer, hidden layer, interacting layer and output layer. Supposing the input sentence is s = {s 1 , s 2 , . . . s t−1 , s t , . . . s N }, the goal of our model is to predict the sentiment polarity of the aspect term s t .
A. EMBEDDING LAYER
From FIGURE 2, we could observe that the input of IMAN model is divided into two parts: one is context embedding; the other is aspect term embedding. To be honest, BERT preprocesses word embeddings, which has higher efficiency than traditional methods such as Glove [27] or word2vec. BERT, which stands for Bidirectional Encoder Representations from Transformers and is a good feature representation for word learning by running self-supervised learning method based on massive corpus [28] . In the specific NLP task, we can directly adopt BERT's feature representation as the word embedding features of the task. Based on the above statement, BERT is applied to IMAN model in this paper, and the complete BERT model mainly adopts multiple interactive transformer models.
Specifically, the input representation of BERT is constructed by summing the token, segment and position embeddings. For example, we input the sentence ''[CLS] the meal is good [SEP] the waiter is clean ## ing [SEP]'' that [CLS] is always the first token of every sequence and [SEP] is the separate token. Therefore, in order to adapt to the data processing method of BERT, we translate the given context and aspect term into ''[CLS] +context+ [SEP]'' and ''[CLS] + aspect term+ [SEP]'' respectively in IMAN approach. By the equation (1), words and aspect terms are processed by BERT. Where x denotes the initial data and H is the word embeddings or aspect term embeddings.
(1) Then, word embedding is interactively input into the corresponding MHSA and is input simultaneously with aspect term embedding into the MHA. Considering the architecture of BERT, we could find that the embeddings are particularly beneficial for ASC task and effectively enhance the performance of downstream tasks.
B. HIDDEN LAYER
It is clear that current methods for obtaining the hidden states mostly adopt RNN or related transformation models. However, a new approach is chosen to capture the hidden states in this paper. To further extract the hidden information and match the structure of BERT, we once again used a structure similar to the Transformer [29] encoding section to process the embeddings, which functions like neural networks. This method is similar to the AEN method proposed by Ma et al. [31] to obtain hidden states. The hidden layer mainly consists of two parts, namely attention mechanisms and Convolution (Conv). Given the relevance and difference of context and aspect terms, MHSA and MHA are applied for easy analysis. Next, this part will cover the attention mechanisms and Convolution parts in detail.
1) MULTI-HEAD ATTENTION PART
In this section, instead of using neural networks to capture hidden states, we chose multiple attention mechanisms, which could alleviate the complexity of neural networks. In order to compute the selection of multiple pieces of information from the input in parallel, we then adopt the MHA mechanism. To be sure, we make use of MHA mechanism several times in IMAN model. For context embedding, we make use of MHSA to deal with it. MHA is also adopted to achieve context-aspect term interaction.
At first, we talk about the implementation of the attention function. The essence of the attention mechanism is just a process of addressing, and the overall architecture is FIGURE 3. We present a sequence of task-related Query vector q = {q 1 , q 2 , . . . , q n }, the attention value is derived by calculating the attention distribution with Key and attaching it to Value. Currently, in the application domain of NLP, key and value are often the same, that is, key = value. Therefore, we define a key sequence k = {k 1 , k 2 , . . . , k n }. The corresponding distribution of attention is:
where s denotes the score function of learning the semantic relevance [30] . On the other hand, we can call it the scoring mechanism, whose specific calculation method is shown in equation (3).
Compared with the traditional attention mechanism, this paper adopts MHA to calculate the input information in parallel. From FIGURE 3, we could observe that MHA allows jointly learning in different representation subspaces. On specific parameters settings, the number of head is 8 and the parameters between heads are not shared, which is caused by the values of q and k are constantly changing. The different representations obtained are concatenated together, and the values obtained by another linear transformation are taken as the results of MHA.
where h ∈ [1, 8] and W O ∈ R d hid ×d hid is the corresponding weight, d hid denotes the hidden dimension. Based on the above analysis of MHA, we apply it to the IMAN model. According to different situations, attention mechanisms can be divided into MHSA and MHA. The difference between MHSA and MHA is whether the values of q and k are the same. MHSA is a typical attention mechanism in a particular situation that q = k. For context embedding, input the context embedding into the MHSA interactively. In this case, the context embedding corresponds to the values of q and k. Given a context embedding m c i , we can get the context representation processed by attention mechanism through equation (6) . The complete context representation is shown in equation (7).
To enhance interaction between a context and an aspect term, both the context embedding and the aspect term embedding are input into the MHA for processing. At this point, considering the case that the values of q and k are different in MHA at the same time. We treat context embedding as k and aspect embedding as q. Therefore, we can get the context and aspect term representations.
The relationship between context and aspect term is further analyzed through the attention mechanism, which is beneficial to the ASC task.
2) CONVOLUTION PART
The convolution part acts like a transformation of Multi-Layer Perception (MLP). The output of the processed attention mechanism is corresponding to the output of each position, whose hidden dimension ultimately remains the same size. To be honest, the full connect layer of the convolution part has two layers of dense. The activation function of the first layer is Relu, and the second layer is linear activation function. The corresponding weights are generated by the convolution operation with convolution kernel size of 1. To further analyze the context and aspect term information, we use Conv to transform them. The complete convolution equation is defined as:
where * denotes the convolution operator. Since the weights are generated by convolution operation, W 1 ∈ R d hid ×d hid and W 2 ∈ R d hid ×d hid , b 1 ∈ R d hid and b 2 ∈ R d hid are biases. As a result, the convolutional transformation of c s and t m generated by context and aspect term are applied to further obtain the hidden representations. They are defined as:
Processed by hidden layer, the hidden states are obtained that are beneficial for the task proposed in this paper. The effect is proved to be much better than only using neural network by the experimental results.
C. INTERACTING LAYER
In order to further strengthen the connection between context and aspect terms, the interaction proceeds after the hidden states are obtained. In this case, the attention mechanism is mainly used to analyze the importance of different words in determining the polarity of sentiment. Specifically, we need to consider the influence on the context of the aspect term and vice versa, which could provide more information to pay attention to those related sentiment features [31] , [32] .
As shown in FIGURE 2, the attention mechanism is adopted and the average pooling operation of hidden states of the aspect term and context are adopted to guide the generation of attentive weights. Thus, we get the representations of context and aspect term by averaging the values of hidden states.
After averaging pooling, the interactions context-aspect term still leverage the MHA, which are handled in the same way as regular MHA methods. Through the analysis of MHA, not only the bidirectional interaction between the two are realized, but also the attention weights of different words are calculated. The results generated after interaction processing are all taken as part of the results. The result of the context and aspect term interaction is shown below.
D. OUTPUT LAYER
In the end, the final context representation h ca and aspect term representation h ac are concatenated as a vector d for a softmax classifier. Then a linear layer is used for projecting the connected vectors d into the space of the target classes C [30] .
where W d ∈ R 1×C and b d ∈ R C are the weight matrix and bias parameters respectively. The probability of labeling with sentiment polarity is computed by equation (19) that setting the label with the highest probability to the result. Through all the above processes, the corresponding sentiment polarity could be analyzed.
E. REGULARIZATION AND MODEL TRAINING
The proposed IMAN model is trained in an end-to-end way by minimizing the cross-entropy loss objective as much as possible with L 2 regularization. In our work, letŷ i denotes the correct sentiment polarity, which is represented by onehot vector. And y i denotes the predicted sentiment polarity for the given sentence. The goal of training is to minimize it betweenŷ i and y i , where i is the index of sentence. In addition, λ is the L 2 regularization factor and represents the set of all parameters. Based on them, the training loss equation is constructed as follows:
IV. EXPERIMENTS
In this section, we first describe the relevant settings about the IMAN approach, and then provide the experimental process and results of this method in detail. We have not only implemented ablation experiments for the approach proposed in this paper, but also compared it with the baseline models based on neural networks. Experimental results show that the proposed approach yields the state-of-the-art performance in ASC task. According to the ASC survey conducted by Zhou et al. [33] , our method works best under the same evaluation.
A. DATASETS
For now, there are several standard datasets dedicated to analyzing ASC tasks. In order to conduct comparative experimental results, we conduct experiments on the open and authoritative datasets: SemEval 2014 Task4 dataset [34] , which is related to ASC and aims to examine all aspects of the given target entities and determine the polarity of sentiment expressed by each aspect. There are two domain-specific datasets for Restaurant reviews and Laptop reviews. The third one is a collection of tweets gathered by Dong et al. [35] , which is a manually annotated dataset. To be specific, each single or multi-word aspect term is assigned one of the following polarities according to the sentiment that is expressed in the sentence: {positive, negative, neutral, and conflict}. Positive and negative sentiments are easier to distinguish. Neutral means that this aspect term is neither positive nor negative, whereas conflict indicates both positive and negative sentiment. Given the datasets may contain conflict polarity, which means that a sentence may cause misclassification. Therefore, we remove the conflict polarity so as not to affect the results. The number of training and test samples of each sentiment polarity on different datasets are shown in TABLE 1. 
B. PARAMETERS SETTING
Throughout the experiments, the pre-trained BERT vectors initialize all embeddings. As is well known, BERT is mainly divided into two sizes, namely BERT BASE and BERT LARGE which is different in dimension. We mainly use BERT BASE in this paper, and both the word embedding and aspect term embedding dimensions are initialized to 768. The dimension of hidden states after hidden layer processing are all set to 300. We found that the different parameters would lead to the change of the final results, so the appropriate parameters could be selected through fine-tuning in the training process. All the weights are initialized by following the Glorot uniform strategy [36] and the others are randomly sampled from the uniform distribution. Besides, all the biases are set to zero. The full implementation of our approach is done by Pytorch. Our model is trained up to 25 epochs with Adam optimizer [36] , with the learning rate is 5e-5. The coefficient of L 2 regularization item is 10e-5 and the dropout rate is set as 0.1 to ease over-fitting. In addition, the batch size is set as 32 reviews. Compared with other approaches, our model obtains the state-of-the-art results on the evaluation metric.
C. EVALUATION MEASURES
How to reasonably evaluate the performance of the model is an important problem of all tasks. Different papers make use of different assessment methods, which make it difficult to conduct horizontal comparisons. In order to compare the performance of all models on the ASC task, we use the currently public metrics, namely accuracy and macro-F1 values.
1) ACCURACY
Accuracy is the most commonly used evaluation measure in classification task, which represents the proportion of correct prediction of the model. Accuracy can be defined as the ratio of the number of samples correctly classified by the classifier to the total number of samples for a given set of test data, which is calculated as:
where TP and TN represent true predictions for positive and negative examples respectively, N denotes the total number of samples.
2) F1-MEASURE
Macro-F1 is also a public evaluation measure. Precision and Recall are correlated with F1 value and affect each other. The regular precision and recall are calculated as equation (24) and (25) . Where FP and FN mean false predictions for negative and positive examples respectively.
According to the above values of precision and recall, the corresponding F1 value can be obtained as follows:
D. MODEL COMPARISION
In order to evaluate the performance of IMAN model on the three datasets, we adopt the above evaluation indexes. For further illustrating the superiority of the model, we compare it with several baseline models and design ablations experiment of IMAN model. All comparison models are described in detail below:
1) BASELINE MODELS
• ATAE-LSTM: The standard LSTM could not mine important information in text for ASC. In order to solve this problem, the AT-LSTM model combining attention mechanism and LSTM was proposed again, which could obtain the key information of a given target in the text. On the basis, ATAE-LSTM proposed an attention based LSTM model with aspect embedding, which takes the concatenations of the aspect representation and word embeddings as input and uses the hidden states of LSTM to calculate attention weights. The model mainly obtained the important information of the sentence towards the given aspect term.
• IAN: IAN designed a model for interactive computing of targets and sentences, which leverages attention-based LSTMs in context and targets to generate representations of the targets and context. Context and target embeddings were input into two LSTMs to obtain the hidden states. In order to find out the important information and specific targets in the context, the attention weights of different words are interactively analyzed by means of average pooling and attention mechanism. Finally, the sentiment polarity of target in context was inferred by concatenating the final target and context representations.
• PBAN: PBAN denoted a position-aware bidirectional attention network based on bidirectional GRU (BGRU). The model appended position information into word embedding, that is, the neighboring words should be given more attention than other words with long distances. Then, aspect and context embeddings were processed by BGRU to obtain hidden states respectively. The mutual relevance between aspect term and sentence was analyzed by bidirectional attention mechanism. Specially, the introduction of location information could improve performance for ASC task.
• MGAN: MGAN was a novel framework named Multi-Granularity Alignment Network, which combines coarse-grained and fine-grained analysis. Similar to PBAN, location encoding was introduced and the influence of location information on ASC task was considered. First, using a fine-grained attention mechanism to capture word-level interactions between aspects and context. By combining bidirectional attention with finegrained attention vector, an MGAN was constructed to predict the sentiment polarity of a sentence relative to a given aspect. In addition, the aspect alignment loss was used to describe interactions between aspects that have the same context.
• AEN-Glove: AEN meant Attentional Encoder Network for Targeted Sentiment Classification, which uses MHA to complete ASC task. This model adopted Glove in data processing, and its performance was slightly worse than BERT. And abandon the use of neural networks to obtain hidden states. Later, MHA was used to analyze the weight of different words and realized the interaction VOLUME 7, 2019 • AEN-BERT: The difference between AEN-BERT and AEN-Glove lies in the different processing methods of datasets. Nevertheless, the final results show that the effect of AEN-BERT was much better. Adopting pretrained BERT could improve the performance of downstream tasks to a certain extent. The model proposed in this paper is based on AEN-BERT and has been greatly improved.
2) IMAN ABLATIONS
• IMAN-BERT w/o BERT ablates the pre-trained BERT pattern, and Glove is used as the pre-trained word vectors.
• IMAN-BERT w/o MHA and MSHA ablates the sub model used to obtain the hidden state.
• IMAN-BERT w/o Conv ablates the sub model used to obtain the hidden state.
• IMAN-BERT w/o Conv replaces Conv with MLP.
E. RESULTS AND ANALYSIS
We made a detailed comparison of the following three parts:
• The performance of IMAN was compared with the baseline model.
• Several ablation experiments were carried out on the basis of IMAN model to demonstrate the integrity of IMAN model.
• The influence of parameters on IMAN method was observed to explore the parameter setting most suitable for this method.
1) BASELINES
After a series of experiments, the performance of IMAN and other baseline methods on datasets SemEval 2014 Task4 and Twitter are shown in TABLE 2. The results represent classification accuracy and macro-F1, and the accuracy indicates the probability of being divided into three polarities of sentiment {positive, negative, and neutral}. We could observe that the proposed IMAN model consistently achieves the best accuracy and macro-F1 score across all datasets and significantly outperforms the strongest baseline model in most cases.
We can see that TABLE 2 visually shows the comparison results of IMAN with other baseline methods. The experimental results of all baseline models are obtained from relevant papers. According to the experimental results, we can come to the following conclusions.
• ATAE-LSTM model performs worst among all the above experimental results. One reason for its poor performance is that the LSTM is inefficient at extracting hidden information. Although it makes use of the attention mechanism to capture the key parts of the sentence, it does not have a complete bi-directional analysis of the impact between aspects and context. Comparing with our method, which not only could implement context and aspect interactions many times, but also MHA is used to analyze the influence of words in parallel. Therefore, IMAN achieves absolute increases of 6.75% and 11.83% on the Restaurant dataset and Laptop dataset respectively.
• IAN is superior to ATAE-LSTM, which is partly because context and aspect interactions are well implemented.
And IAN adopts two attention mechanisms to implement ASC task. However, compared with the method presented in this paper, IAN is still not good enough which probably because LSTM is not good at modelling small and ungrammatical text. Compared with IMAN model, the two models are very similar, but handled differently when obtaining hidden states. For IAN, it leverages LSTM to obtain hidden representation, but IMAN uses an encoding part similar to Transformer to get information. This suggests that the architecture of our proposed model performs better. In addition, the experimental results also indicate that MHA or MHSA is better than conventional attention mechanism to some extent.
• PBAN achieves better results, one of its advantages is the introduction of position embedding, so its performance is slightly better than the above two models. We all know the neighboring words have important impact on aspect term. Therefore, introducing position encoding could improve the classification effect, and the result is close to IMAN. Besides, PBAN adopts BGRU to obtain hidden states, which is superior to LSTM. For IMAN, we abandon the use of position coding, and do relevant comparative experiments, the results are not very good. The main reason is that BERT has taken location information into consideration and maintained the sequence integrity of sentences.
• MGAN performs slightly better than PBAN, which also uses location coding to improve the experimental results. The main reason why this model improves the experimental effect is that it considers the interaction between the context and the aspect in many aspects and analyzes the influence between the two. However, IMAN model is superior to the MGAN model, mainly because depends on the MHA used in this paper to analyze attention weight. Additionally, the MGAN model takes into account the aspect alignment loss to improve training effect. By observing the change of MGAN's loss function value, this method has certain advantages.
• AEN-GLOVE utilizes Glove word vectors. Therefore, in terms of accuracy, it is worse than the data processing method of BERT. However, compared with the PBAN model, the two models are similar in dealing with hidden information. This shows that Transformer encoding part has better performance than BGRU.
• AEN-BERT is similar with IMAN model, they all use BERT to preprocess data. The difference between the two is the way hidden states are handled. AEN model mainly uses the dot product method to achieve context and aspect fusion. However, IMAN uses the average pooling context and aspect term for selection and the interaction between them is further realized by MHA.
As can be seen from the overall experimental results, IMAN is about 1% higher than AEN-BERT in terms of accuracy and macro-F1 value on all datasets.
2) ABLATIONS
In addition to the comparison with relevant baseline models, several additional ablation experiments are conducted.
As shown in TABLE 3, the performance of IMAN ablations is not as good as IMAN in accuracy and macro-F1 values, which demonstrate that our proposed model is relatively complete and effective in structure. First, we compared the experimental results when using different pre-trained word vectors. If we replace BERT with Glove, the experimental result decreases significantly. The result shows that BERT is worthy of application in data preprocessing. Second, when we ablates the MHA (MHSA) or Conv sub-model, the results are lower than the performance of the full model, but they do not vary much. Through the two experiments, it is shown that the two sub-models have little influence on the overall experimental results. Similarly, they are indispensable. Then, considering that the effect of Conv sub-model is similar to that of MLP, the experimental effect of replacing the convolutional submodel with MLP is compared because of referring to the Cabasc model proposed by Liu et al. [17] . Our experimental results are also exceed Cabasc, which demonstrate the ablation experiments are effective. However, compared with the model proposed in this paper, there is still a small gap, mainly because the function of MLP is similar to the later MHA, which is also used to analyze the attention weight of words. As a consequence, through comprehensive analysis of the above ablation results, which demonstrate that our model can perform well in similar model.
3) ANALYSIS OF IMAN MODEL
In this sub-section, we will further explain the performance of our approach when changing parameters and the specific experimental results produced during training. For IMAN model, the pre-trained BERT is used to generate word vectors of sequence, so parameters are particularly important for experimental results.
At first, we modify the learning rate to observe the effect of accuracy on the Restaurant dataset. From FIGURE 4 , we could observe that when the learning rate increases, the corresponding accuracy rate changes. Depending on the accuracy, we set the learning rate as 5e-5. The changes also reflect the sensitivity of IMAN model to parameters, and different parameter settings may have a great impact on the experimental results. During the all experiments, we also modified the values of parameters such as dropout, and the results changed significantly. Therefore, we adopted the suitable parameters in the section of parameter setting.
In addition, we also compared the changes of the corresponding loss function under different learning rates on the Restaurant dataset, which is shown in FIGURE 5 . The image is modeled after the image generated by the TensorBoard in Pytorch, where the horizontal axis represents the number of training iterations. With the deepening of the training process, the loss function value decreases to a very low value, and the model achieves a good convergence effect. Meanwhile, the performance is the best on the three datasets when the learning rate is 5e-5. In general, the model presented in this paper works well.
F. ERROR ANALYSIS
By looking at the performance on all datasets, we find that our approach is superior to all baseline models in handling ASC task, which is displayed in the comparison of experimental results. However, our approach still has limitations at present. Most of the errors could be summarized as follows. First, IMAN model performs badly when the sentiment expression is not present in the sentence. For example, in the sentence ''it took about 3 hours to be served our 2 courses,'' there is no direct sentiment expressed towards the aspect term ''served'' [19] . Therefore, it is easy to misclassify in this case. Second, complex expressions are sometimes not well distinguished. Such as, when a double negative occurs in a sentence, our model sometimes identifies it as negative sentiment. One possible explanation for this is that the IMAN model still has some defects in the judgment of word part of speech (POS).
G. CASE STUDY
In this section, we make use of a review context ''Air has higher resolution but the fonts are small,'' and two aspect terms ''air'' and ''fonts'' from Laptop dataset as a case study. Therefore, to have an intuitive understanding of the advantage of IMAN model over AEN-BERT, we visualize the attention weights on the sentence and aspect terms in TABLE 4, which shows the attention weights of the attention mechanism of the context. The two models are used to analyze the context and aspect term, and the correct sentiment polarity is obtained, which are positive and negative for the two aspect terms respectively. The deeper the color, the heavier the weight.
From TABLE 4, the two models could accurately predict the sentiment polarities. And we could observe that the common words ''the'', ''but'' and punctuation ''.'' are paid little attention in the context. This suggests that some modifying words and punctuations do little to determine the sentiment polarity of the aspect terms. However, the weight distribution of AEN-BERT model is not balanced when it recognizes multiple words. By contrast, we can see that IMAN accurately predicts the sentiment polarities for ''air'' and ''fonts'', because ''higher resolution'' and ''small'' are attended the most respectively. It can be clearly observed that our model places great emphasis on the words that need attention as we expect. In addition, the model gives attention to the aspect terms, and different attention weights are assigned to different aspect terms of the analysis. Thus, through the above analysis, we can model the interaction of context and aspect terms, and the concatenation of aspect terms and context is beneficial for the ASC task.
V. CONCLUSION AND FUTURE WORK
In this paper, we proposed a novel method for solving aspectlevel sentiment classification problem. Through in-depth analysis, we first point out the shortcomings of the current approaches to solving ASC: the context does not interact well with the aspect terms. Therefore, we proposed the IMAN model, which employs attention mechanism for the modeling between context and aspect term. First of all, we apply pretrained BERT word vectors as the initial embedding, which lays a foundation for obtaining state-of-the-art experimental results. Then, the hidden states are obtained by attention mechanism and convolution operation. Compared with neural network, this method is more effective. To sum up, our method has accomplished the ASC task by adopting the MHA method many times. In the end, substantial experiments conducted on three benchmark datasets have demonstrated that our approach is effective and robust compared with several baselines. In general, ASC is a promising application for exploring text reviews and the relationship between products and consumers -the concept also applies to online public opinion systems.
Although it is validated that our proposal has shown great potentials for ASC, the model sometimes fails to handle them effectively in error analysis. Obviously, current attentive methods can be further improved. In view of the problems, we plan to introduce the POS tagging. POS could provide a lot of useful information about words and their neighboring components. Especially for aspect-level tasks, POS tagging can fundamentally change data to improve experimental results. In fact, this is a challenging research direction and we believe it will be a trend in the field of sentiment analysis. QICAI WANG is currently pursuing the master's degree with the School of Information Science and Engineering, Shandong Normal University, China. He is good at writing programs. His research interests include natural language processing and text summarization.
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