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Abstract
In this paper, we discuss the existence and asymptotic stability of the time periodic solution for the evo-
lution equation with multiple delays in a Hilbert space H
u′(t)+Au(t) = F (t, u(t), u(t − τ1), . . . , u(t − τn)), t ∈R,
where A : D(A) ⊂ H → H is a positive definite selfadjoint operator, F : R× Hn+1 → H is a nonlinear
mapping which is ω-periodic in t , and τ1, τ2, . . . , τn are positive constants. We present essential conditions
on the nonlinearity F to guarantee that the equation has ω-periodic solutions or an asymptotically stable
ω-periodic solution. The discussion is based on analytic semigroups theory and an integral inequality with
delays.
© 2011 Elsevier Inc. All rights reserved.
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1. Introduction and main results
The theory of partial differential equations with delays has extensive physical background
and realistic mathematical model, hence it has been considerably developed and the numerous
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concerning periodic solutions of partial differential equations with delays are an important area
of investigation in recent years. Specially, the existence of periodic solutions of evolution equa-
tions with delays has been considered by several authors, see [3,17,9–11,18]. In [3], Burton and
Zhang researched an abstract evolution equation with infinite delay. Under the assumption that
the solutions of the associated homotopy equations are uniformly bounded, they obtained the ex-
istence of periodic solutions by using Granas’s fixed theorem. In [17], Xiang and Ahmed showed
an existence result of periodic solution to the delay evolution equations in Banach spaces under
the assumption that the corresponding initial value problem has a priori estimate. In [9–11], Liu
derived periodic solutions from bounded solutions or ultimate bounded solutions for finite or in-
finite delay evolution equations in Banach spaces. In all these works, the key assumption of prior
boundedness of solutions was employed.
Recently, Zhu, Liu and Li in [18] investigated the existence of time periodic solutions for the
one-dimensional parabolic evolution equation with delays
{
ut = uxx + au+ f
(
u(x, t − τ1), . . . , u(x, t − τn)
)+ g(x, t), in (0,1)×R,
u(0, t) = u(1, t) = 0, in R, (1)
where a ∈R, f :Rn → R is locally Lipschitz continuous, g : [0,1] ×R→R is Hölder continu-
ous and g(x, t) is ω-periodic in t , and τ1, τ2, . . . , τn are positive constants. This equation models
some process of biology, see [18,12]. Under the following assumptions
(A1) n 3;
(A2) |f (η1, . . . , ηn) + g(x, t)|∑ni=1 βi |ηi | + K for (η1, . . . , ηn) ∈Rn, where β1, . . . , βn and
K are positive constants;
(A3) (|a| + 2)2 +∑ni=1 β2i < π2 + 1;
they obtained the existence of time ω-periodic solutions to Eq. (1). Moreover, adding the condi-
tion
(A4) |f (η1, . . . , ηn)− f (ξ1, . . . , ξn)|∑ni=1 βi |ηi − ξi |,
they showed that the time periodic solutions of Eq. (1) are unique and asymptotically stable.
The main steps of their arguments consist in constructing some suitable Lypunov functionals and
establishing the prior bound for all possible periodic solutions.
In this paper, we will use a completely different method to improve and extend the results
mentioned above. We will delete the condition (A1) and improve the condition (A3). We will use
the concise condition
(A3)∗ a +∑ni=1 βi < π2,
instead of (A3). In fact, if the condition (A3) holds, then
(|a| + 2)2 < π2 + 1, n∑β2i < π2 + 1 − (|a| + 2)2.
i=1
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from the second inequality we have that
n∑
i=1
βi  n1/2
(
n∑
i=1
β2i
)1/2

√
3
(
n∑
i=1
β2i
)1/2
<
√
3
√
π2 + 1 − (|a| + 2)2 = √3√π2 − 3 − 4|a| − a2
<
√
3
√
π2 − a < π2 − a(∵√π2 − a >√π2 − 2 > √3 ).
Hence the condition (A3)∗ holds and it weakens the condition (A3) greatly. Under the weaker
condition (A3)∗, we obtain the following results:
Theorem A. Let f : Rn → R be locally Lipschitz continuous, g : [0,1] × R→ R be Hölder
continuous and g(x, t) be ω-periodic in t . If conditions (A2) and (A3)∗ hold, then Eq. (1) admits
a time ω-periodic solution u ∈ C2,1([0,1] ×R).
Theorem B. Let f : Rn → R be locally Lipschitz continuous, g : [0,1] × R → R be Hölder
continuous and g(x, t) be ω-periodic in t . If conditions (A3)∗ and (A4) hold, then Eq. (1) has a
unique time ω-periodic solution u ∈ C2,1([0,1] ×R).
Theorem A and Theorem B do not employ the condition (A1) and greatly improve the main
results in [18].
Our discussion will be made in a frame of abstract Hilbert spaces. Let H be a Hilbert space
with inner product (·,·). Let A : D(A) ⊂ H → H be a positive definite selfadjoint operator. We
notice that the domain H1 = D(A) is a Hilbert space with inner product 〈·,·〉 := (A·,A·). If A
has compact resolvent, by the spectral resolution theorem of selfadjoint operator, the spectrum
σ(A) consists of real eigenvalues and it can be arrayed in sequence as
λ1 < λ2 < · · · < λn < · · · , λn → ∞ (n → ∞). (2)
By the positive definite property of A, the first eigenvalue λ1 > 0. Let F : R× Hn+1 → H be a
continuous mapping and for every v = (v0, v1, . . . , vn) ∈ Hn+1, F(t,v) be ω-periodic in t . More
generally, we consider the existence and asymptotic stability of time periodic solution for the
abstract delay evolution equation in H
u′(t) +Au(t) = F (t, u(t), u(t − τ1), . . . , u(t − τn)), t ∈R. (3)
For the abstract delay evolution equation, we obtain the following results:
Theorem 1.1. Let A be a positive definite selfadjoint operator in Hilbert space H , having com-
pact resolvent. Let F : R× Hn+1 → H be continuous and F(t,v) be ω-periodic in t . If there
exist positive constants β0, β1, . . . , βn and K such that the following conditions
(F1) ‖F(t, v0, v1, . . . , vn)‖∑ni=0 βi‖vi‖ + K , t ∈ R, (v0, . . . , vn) ∈ Hn+1;
(F2) ∑n βi < λ1,i=0
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W
1,2
loc (R,H).
Theorem 1.2. Let A be a positive definite selfadjoint operator in Hilbert space H , having com-
pact resolvent. Let F : R× Hn+1 → H be continuous and F(t,v) be ω-periodic in t . If there
exist positive constants β0, β1, . . . , βn such that (F2) and the following condition
(F3) ‖F(t, v0, v1, . . . , vn)− F(t,w0,w1, . . . ,wn)‖∑ni=0 βi‖vi −wi‖,
hold, then Eq. (3) has a unique strong ω-periodic solution which belongs to L2loc(R,H1) ∩
W
1,2
loc (R,H).
Furthermore, in Theorem 1.2, strengthening the condition (F2), we obtain the following
asymptotic stability result of the periodic solution:
Theorem 1.3. Under the assumptions of Theorem 1.2, if the condition
(F2)∗ β0 +∑ni=1 eλ1τi βi < λ1,
holds, then the unique strong ω-periodic solution of Eq. (3) is globally asymptotically stable.
For the periodic problems of abstract evolution without delay, there have been more re-
searches, see [1,5,2,13,7,8] and references therein.
We apply the abstract results Theorem 1.1 and Theorem 1.2 to the delay parabolic equa-
tion (1). Set H = L2(0,1). For ∀v0, v1, . . . , vn ∈ L2(0,1), let
F(t, v0, v1, . . . , vn) = g(·, t)+ f
(
v1(·), . . . , vn(·)
)
. (4)
Obviously, under the condition of Theorem A or Theorem B, F :R×Hn+1 → H is continuous.
Hence, the delay parabolic equation (1) is rewritten into the form of the abstract delay evolution
equation (3) in H = L2(0,1), in which
D(A) = H 2(0,1) ∩H 10 (0,1), Au = −
u− au. (5)
When a < π2, the operator A defined by (5) is a positive definite selfadjoint operator with com-
pact resolvent in L2(0,1), and its first eigenvalue λ1 = π2 − a. When the conditions (A2) and
(A3)∗ of Theorem A are satisfied, the mapping F : R× Hn+1 → H defined by (4) satisfies the
conditions (F1) and (F2) with β0 = 0. Hence, by Theorem 1.1, we obtain the existence of a
strong solution ω-periodic solution u ∈ L2loc(R,H1)∩W 1,2loc (R,H) to Eq. (1). By the usual regu-
larization method via the theory of analytic semigroups of linear operators, see [1, Lemma 4.2],
one can prove that the strong ω-periodic solution u ∈ C2,1([0,1] ×R) is a classical solution of
Eq. (1). Thus, the conclusion of Theorem A holds. Similarly, when the conditions (A3)∗ and (A4)
of Theorem B are satisfied, the corresponding mapping F satisfies the conditions (F2) and (F3).
Hence, by Theorem 1.2, we obtain the conclusion of Theorem B.
The abstract results of Theorems 1.1–1.3 also can be applied to the general N -dimensional
parabolic partial differential equation with delays. This will be discussed in Section 5. The proofs
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man type with delays, which will be given in Section 4.
2. Preliminary lemmas
In this section, we recall some basic facts on analytic semigroups of linear operator and ab-
stract linear evolution equations, which are needed to prove our main results.
Throughout this section, we assume that A : D(A) ⊂ H → H is a positive definite selfad-
joint operator in Hilbert space H and the embedding D(A) ↪→ H is compact. Then the spectrum
σ(A) only contains positive real eigenvalues given by (2). It is well known [14,6], −A gen-
erates an analytic operator semigroup S(t) (t  0) in H , which is exponentially stable and
satisfies ∥∥S(t)∥∥ e−λ1t , ∀t  0. (6)
By the compactness of the embedding D(A) ↪→ H , S(t) (t  0) is also a compact semi-
group.
We recall some concepts and conclusions on the fractional powers of A in [6]. For α > 0, A−α
is defined by
A−α = 1
Γ (α)
∞∫
0
tα−1S(t) dt.
A−α ∈ L(H) is injective, and Aα can be defined by Aα = (A−α)−1 with the domain D(Aα) =
A−α(H). For α = 0, let Aα = I. We endow an inner (·,·)α = (Aα·,Aα·) to D(Aα). Since
Aα is a closed linear operator, it follows that (D(Aα), (·,·)α) is a Hilbert space. We de-
note by Hα the Hilbert space (D(Aα), (·,·)α). Especially, H0 = H and H1 = D(A). For
0  α < β , Hβ is densely embedded into Hα and the embedding Hβ ↪→ Hα is compact. See
[6, Theorem 1.4.8].
Let J denote the infinite interval [0,∞) and h : J → H . Consider the initial value problem of
the linear evolution equation (LIVP){
u′(t)+Au(t) = h(t), t ∈ J,
u(0) = x0.
(7)
It is well known [14, Chapter 4, Theorem 2.9], when x0 ∈ D(A) and h ∈ C1(J,H), the LIVP (21)
has a classical solution u ∈ C1(J,H)∩C(J,H1) expressed by
u(t) = S(t)x0 +
t∫
0
S(t − s)h(s) ds. (8)
Generally, for x0 and h ∈ L1loc(J,H), the function u given by (8) belongs to C(J,H) and it is
called a mild solution of the LIVP (7). If a mild solution u of Eq. (7) belongs to W 1,1loc (J,H) ∩
L1 (J,H1) and satisfies the equation for almost every t ∈ J , we call it a strong solution.loc
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maximum norm ‖u‖C = maxt∈I ‖u(t)‖, where I = [0,ω]. Given h ∈ Cω(R,H), we consider the
existence of ω-periodic solution of the linear evolution equation
u′(t)+Au(t) = h(t), t ∈R. (9)
Lemma 2.1. Under the hypotheses of that A : D(A) ⊂ H → H is a positive definite self-
adjoint operator in Hilbert space H and the embedding D(A) ↪→ H is compact, for every
h ∈ Cω(R,H), the linear evolution equation (9) has a unique ω-periodic mild solution u := Ph ∈
Cω(R,H), and u ∈ W 1,2(I,H) ∩ L2(I,H1) is a strong solution. Moreover, P : Cω(R,H) →
Cω(R,H) is a compact linear operator, and its norm satisfies ‖P ‖ 1λ1 .
Proof. The ω-periodic mild solution of Eq. (9) restricted on J is the mild solution of the LIVP (7)
with the initial value x0 := u(0) = u(ω). Since ‖S(ω)‖ e−λ1ω < 1, we see that I − S(ω) has a
bounded inverse operator (I − S(ω))−1. Hence there exists a unique initial value
x0 =
(
I − S(ω))−1( ω∫
0
S(ω − s)h(s) ds
)
:= B(h) (10)
such that the mild solution u(t) of LIVP (7) given by (8) satisfies the periodic boundary condition
u(ω) = u(0) = x0. For t ∈ J , by (7) and the semigroup properties of S(t), we have
u(t +ω) = S(t + ω)u(0)+
t+ω∫
0
S(t +ω − s)h(s) ds
= S(t + ω)u(0)+
ω∫
0
S(t +ω − s)h(s) ds +
t+ω∫
ω
S(t +ω − s)h(s) ds
= S(t)
(
S(ω)u(0)+
ω∫
0
S(ω − s)h(s) ds
)
+
t∫
0
S(t − s)h(s − ω)ds
= S(t)u(ω)+
t∫
0
S(t − s)h(s) ds
= S(t)u(0)+
t∫
0
S(t − s)h(s) ds = u(t).
Therefore, the ω-periodic extension of u on R is a unique ω-periodic mild solution of Eq. (9).
By (8) and (10), this ω-periodic mild solution is expressed in I by
u(t) = S(t)B(h) +
t∫
S(t − s)h(s) ds := Ph(t), t ∈ I. (11)0
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continuous linear operator from Cω(R,H) to Cγω(R,Hα). See [1, Lemma 2.1 and Corollary 2.2].
By Arzela–Ascoli’s theorem, the embedding Cγω(R,Hα) ↪→ Cω(R,H) is compact. This implies
that P : Cω(R,H) → Cω(R,H) is a compact linear operator.
On the other hand, by the maximal regularity of linear evolutions with positive definite opera-
tor in Hilbert spaces (see [15, Chapter II, Theorem 3.3]), when x0 ∈ H1/2, on I the mild solution
of the LIVP (7) has the regularity
u ∈ L2(I,H1)∩W 1,2(I,H)∩ C(I,H1/2) (12)
and it is a strong solution.
We note that u = Ph is the mild solution of the LIVP (7) for x0 = B(h). By the repre-
sentation (8) of mild solution, u(t) = S(t)x0 + v(t), where v(t) =
∫ t
0 S(t − s)h(s) ds. Since
the function v(t) is a mild solution of LIVP (7) with the null initial value u(0) = θ , so v
has the regularity (12). By the analytic property of semigroup S(t), S(ω)x0 ∈ D(A) ⊂ H1/2.
Hence, x0 = u(ω) = S(ω)x0 + v(ω) ∈ H1/2. Using the regularity (12) again, we obtain that
u ∈ L2(I,H1)∩W 1,2(I,H) and it is a strong ω-periodic solution of Eq. (9).
Given h ∈ Cω(R,H), set u = Ph. For t ∈ I , by (8) and (6), we have
∥∥Ph(t)∥∥ ∥∥S(t)∥∥∥∥B(h)∥∥+ t∫
0
∥∥S(t − s)∥∥∥∥h(s)∥∥ds
 e−λ1t
∥∥B(h)∥∥+ t∫
0
e−λ1(t−s) ds · ‖h‖C
= e−λ1t∥∥B(h)∥∥+ 1 − e−λ1t
λ1
‖h‖C. (13)
Since
∥∥(I − S(ω))−1∥∥= ∥∥∥∥∥
∞∑
n=0
Sn(ω)
∥∥∥∥∥
∞∑
n=0
e−nλ1ω = 1
1 − e−λ1ω ,
by (10) we have
∥∥B(h)∥∥ ∥∥(I − S(ω))−1∥∥ · ∥∥∥∥∥
ω∫
0
S(ω − s)h(s) ds
∥∥∥∥∥
 1
1 − e−λ1ω
ω∫
0
∥∥S(ω − s)∥∥∥∥h(s)∥∥ds
 1
1 − e−λ1ω
ω∫
e−λ1(ω−s) ds · ‖h‖C = 1
λ1
‖h‖C.0
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∥∥Ph(t)∥∥ e−λ1t∥∥B(h)∥∥+ 1 − e−λ1t
λ1
‖h‖C  1
λ1
‖h‖C, t ∈ I.
Thus ‖Ph‖C  1λ1 ‖h‖C . This means that ‖P ‖ 1λ1 . 
3. Initial value problems with delays
In this section, we discuss the existence of the initial value problem of the nonlinear delay
evolution equation (3). Let F : J × Hn+1 → H be continuous. Let r = max{τ1, τ1, . . . , τn}.
For u ∈ C([−r,∞),H) and t ∈ [0,∞), we define u(t) ∈ C([−r,0],H) by u(t)(s) = u(t + s),
s ∈ [−r,0]. Let ϕ ∈ C([−r,0],H). Consider the initial value problem of the evolution equation
with delays {
u′(t)+ Au(t) = F (t, u(t), u(t − τ1), . . . , u(t − τn)), t ∈ J,
u(0) = ϕ.
(14)
A mild solution u of Eq. (14) means that u ∈ C([−r,∞),H) and satisfies
u(t) = S(t)u(0)+
t∫
0
S(t − s)F (s, u(s), u(s − τ1), . . . , u(s − τn))ds, t  0, (15)
and the initial condition u(t) = ϕ(t), −r  t  0.
Theorem 3.1. Let F : J × Hn+1 → H be continuous and ϕ ∈ C([−r,0],H). If F satis-
fies the condition (F1), then the delay initial value problem (14) has a strong solution u ∈
C([−r,∞),H) ∩ L2loc((0,∞),H1)∩W 1,2loc ((0,∞),H).
Proof. Let δ = min{τ1, . . . , τn}. Define a mapping G0 : [0, δ] ×H → H by
G0(t, x) = F
(
t, x,ϕ(t − τ1), . . . , ϕ(t − τn)
)
, t ∈ [0, δ], x ∈ H. (16)
By the continuity of F and ϕ, G0 : [0, δ] × H → H is continuous. Consider the initial value
problem {
v′(t)+Av(t) = G0
(
t, v(t)
)
, t ∈ [0, δ],
v(0) = ϕ(0). (17)
By the condition (F1), G0 satisfies the linear growth condition∥∥G0(t, x)∥∥ β0‖x‖ +K1, t ∈ [0, δ], x ∈ H,
where K1 = ∑ni=1 βi‖ϕ‖C + K . Since S(t) (t  0) is a compact operator semigroup, by a
known existence theorem (see [14, Chapter 6, Theorem 2.2]), Eq. (17) has a mild solution
v1 ∈ C([0, δ],H). We easily see that
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{
v1(t), t ∈ [0, δ],
ϕ(t), t ∈ [−r,0]
is a mild solution of the delay equation (14) on [−r, δ]. Similarly to the process above, we define
mapping G1 : [δ,2δ] ×H → H by
G1(t, x) = F
(
t, x, u1(t − τ1), . . . , u1(t − τn)
)
, t ∈ [δ,2δ], x ∈ H,
then the initial value problem{
v′(t) +Av(t) = G1
(
t, v(t)
)
, t ∈ [δ,2δ],
v(δ) = u1(δ)
(18)
has a mild solution v2 ∈ C([δ,2δ],H), and hence
u2(t) =
{
v2(t), t ∈ [δ,2δ],
u1(t), t ∈ [−r, δ]
is a mild solution of the delay equation (14) on [−r,2δ].
Continue such a procedure on [2δ,3δ], [3δ,4δ], . . . . Eventually, we can obtain a mild solution
u ∈ C([−r,∞),H) of the delay equation (14). Set
h(t) = F (t, u(t), u(t − τ1), . . . , u(t − τn)), t ∈ J,
then u(t) is the mild solution of LIVP (7). When t > 0, by the representation (8), u(t) = S(t)x0 +
v(t), where v(t) = ∫ t0 S(t − s)h(s) ds. Since v(t) has the regularity (12) and S(t)u(0) ∈ D(A) ⊂
H1/2, we obtain that u(t) = S(t)x0 + v(t) ∈ H1/2.
Let ε and T be two positive constants with ε < T . Since u(t) is also a mild solution of the
linear evolution equation {
v′(t)+ Av(t) = h(t), t ∈ [ε,T ],
v(ε) = u(ε) (19)
and initial value v(ε) ∈ H1/2, we see that u has the regularity (12) on [ε,T ] and it is a strong
solution of Eq. (19). By the arbitrariness of ε and T , u ∈ L2loc((0,∞),H1) ∩ W 1,2loc ((0,∞),H)
and it is a strong solution of the delay equation (14). 
Theorem 3.2. Let F : J × Hn+1 → H be continuous and ϕ ∈ C([−r,0],H). If F satisfies the
condition (F3), then the delay initial value problem (14) has a unique global strong solution.
Proof. Since (F3) ⇒ (F1), by Theorem 3.1 the delay initial value problem (14) has global strong
solutions. Let u1, u2 ∈ C([−r,∞),H) be two global strong solutions of Eq. (14). Similar to the
proof of Theorem 3.1, we use the piecewise argument method to prove u1(t) ≡ u2(t) in J .
We note that u1 and u2 are the solutions of Eq. (17). The condition (F3) implies that
G0 : [0, δ] × H → H defined by (16) satisfies Lipschitz condition. Hence by the well-known
uniqueness theorem (see [14, Chapter 6, Theorem 1.2]), u1(t) ≡ u2(t) in [0, δ].
Therefore, u1 and u2 are the solutions of Eq. (18), from which it follows that u1(t) ≡ u2(t) in
[δ,2δ].
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Thus Eq. (14) has a unique global strong solution. 
4. Proof of the main results
Proof of Theorem 1.1. Define a mapping F : Cω(R,H) → Cω(R,H) by
F(u)(t) = F (t, u(t), u(t − τ1), . . . , u(t − τn)), u ∈ Cω(R,H), t ∈R. (20)
By the continuity of F and the assumption (F1), F : Cω(R,H) → Cω(R,H) is continuous and
it maps every bounded set in Cω(R,H) into a bounded set. Since the periodic solution operator
P : Cω(R,H) → Cω(R,H) of the linear evolution equation (9) is a compact linear operator, it
follows that the compound operator Q := P ◦ F : Cω(R,H) → Cω(R,H) is completely contin-
uous. By the definition of P , the ω-periodic mild solution of Eq. (3) is equivalent to the fixed
point of the compound operator Q.
For every u ∈ Cω(R,H), by (20) and the condition (F1), we have∥∥F(u)(t)∥∥= ∥∥F (t, u(t), u(t − τ1), . . . , u(t − τn))∥∥

n∑
i=0
βi
∥∥u(t − τi)∥∥+K  n∑
i=0
βi‖u‖C +K, t ∈R.
Thus ‖F(u)‖C ∑ni=0 βi‖u‖C + K . Choose a positive constant R > Kλ1−(∑ni=0 βi) and let
D = {u ∈ Cω(R,H) | ‖u‖C  R}, which is the closed ball in Cω(R,H) with centre θ and ra-
dius R. For every u ∈ D, by Lemma 2.1 and the condition (F2), we have
∥∥Q(u)∥∥
C
= ∥∥P (F(u))∥∥
C
 ‖P ‖∥∥F(u)∥∥
C
 1
λ1
(
n∑
i=0
βi‖u‖C +K
)
 1
λ1
(
R
n∑
i=0
βi +K
)
<R.
Thus Q(D) ⊂ D. By Schauder Fixed Point Theorem, Q has a fixed point u˜ ∈ D. Since u˜ is the
ω-periodic mild solution of Eq. (9) for h = F (˜u), by Lemma 2.1, u˜ ∈ L2loc(R,H1)∩W 1,2loc (R,H)
and it is a strong ω-periodic solution of Eq. (3).
The proof of Theorem 1.1 is completed. 
Proof of Theorem 1.2. From (F3) we easily see that (F1) holds. Hence by Theorem 1.1 the delay
equation (3) has strong ω-periodic solutions. Let u1, u2 ∈ Cω(R,H) be the strong ω-periodic
solutions of Eq. (3), then they are the fixed points of the operator Q = P ◦ F . By the definition
(20) of F and the condition (F3), we see that ‖F(u1) − F(u2)‖C ∑ni=0 βi‖u1 − u2‖C . So by
Lemma 2.1 we obtain that
‖u1 − u2‖C =
∥∥Q(u1)− Q(u2)∥∥C = ∥∥P (F(u1)− F(u2))∥∥C
 ‖P ‖∥∥F(u1)− F(u2)∥∥C  ∑ni=0 βi ‖u1 − u2‖C.λ1
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ω-periodic solution. 
The proof of Theorem 1.3 needs the following integral inequality of Bellman type with delays.
Lemma 4.1. Let φ ∈ C([−r,∞), J ), and let us assume that there exist positive constants
b0, b1, . . . , bn such that φ satisfy the integral inequality
φ(t) φ(0)+
n∑
i=0
bi
t∫
0
φ(s − τi) ds, t  0, (21)
where τ0 = 0. Then φ(t) ‖φ‖C[−r,0]eαt for every t  0, where α =∑ni=0 bi and ‖φ‖C[−r,0] =
maxt∈[−r,0] |φ(t)|.
Proof. Define a function ψ : [−r,∞) →R by
ψ(t) = max
s∈[−r,t]φ(s), t ∈ [−r,∞).
Then ψ ∈ C([−r,∞), J ) and φ(t)ψ(t) for t ∈ [−r,∞).
For every t  0, by the definition of ψ , there exists st ∈ [−r, t] such that ψ(t) = φ(st ). If
st  0, we have
ψ(t) = φ(st ) ‖φ‖C[−r,0]  ‖φ‖C[−r,0] + α
t∫
0
ψ(s) ds;
otherwise, st > 0, and by (21) we have
ψ(t) = φ(st ) φ(0)+
n∑
i=0
bi
st∫
0
φ(s − τi) ds
 φ(0)+
n∑
i=0
bi
st∫
0
ψ(s) ds
 φ(0)+ α
t∫
0
ψ(s) ds
 ‖φ‖C[−r,0] + α
t∫
0
ψ(s) ds.
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ψ(t) ‖φ‖C[−r,0] + α
t∫
0
ψ(s) ds, t  0
holds. By the well-known Bellman inequality, ψ(t) ‖φ‖C[−r,0]eαt for every t  0. Therefore,
φ(t)ψ(t) ‖φ‖C[−r,0]eαt for every t  0. 
Proof of Theorem 1.3. By Theorem 1.2, the delay evolution equation (3) has a unique ω-
periodic solution u˜ ∈ Cω(R,H). For ∀ϕ ∈ C([−r,0],H), by Theorem 3.2, the delay initial value
problem (14) has a unique global solution u = u(t, ϕ) ∈ C([−r,∞),H).
By the semigroup representation of the solutions, u˜ and u satisfy the integral equation (15).
By (15), (6) and assumption (F3), for t  0, we have
∥∥u(t)− u˜(t)∥∥
 e−λ1t
∥∥u(0)− u˜(0)∥∥+ t∫
0
e−λ1(t−s)
(
n∑
i=0
βi
∥∥u(s − τi)− u˜(s − τi)∥∥
)
ds
= e−λ1t∥∥u(0) − u˜(0)∥∥+ e−λ1t n∑
i=0
βie
λ1τi
t∫
0
eλ1(s−τi )
∥∥u(s − τi)− u˜(s − τi)∥∥ds,
in which τ0 = 0. Setting φ(t) = eλ1t‖u(t) − u˜(t)‖ for t ∈ [−r,∞), from the inequality above, it
follows that
φ(t) φ(0) +
n∑
i=0
eλ1τi βi
t∫
0
φ(s − τi) ds, t  0.
Hence by Lemma 4.1, we obtain that
eλ1t
∥∥u(t)− u˜(t)∥∥= φ(t) C(ϕ)eαt , t  0, (22)
where C(ϕ) = maxs∈[−r,0]{eλ1s‖ϕ(s) − u˜(s)‖} and α =∑ni=0 eλ1τi βi . By the assumption (F2)∗,
σ := λ1 − α > 0, and from (22) it follows that
∥∥u(t)− u˜(t)∥∥ C(ϕ)e−σ t → 0 (t → +∞).
Consequently, the ω-periodic solution u˜ is globally asymptotically stable and it exponentially
attracts every solution of the initial value problem. 
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Let Ω ⊂RN be a bounded domain with a sufficiently smooth boundary ∂Ω . Let
A(x,D)u = −
N∑
i,j=1
∂
∂xi
(
aij (x)
∂u
∂xj
)
+ a0(x)u
be a uniformly elliptic differential operator of divergence form in Ω with the coefficients aij ∈
C1+μ(Ω) (i, j = 1, . . . ,N) and a0(x) ∈ Cμ(Ω) for some μ ∈ (0,1). That is, [aij (x)]N×N is a
positive definite symmetric matrix for every x ∈ Ω and there exists a constant ν > 0 such that
N∑
i,j=1
aij (x)ξiξj  ν|ξ |2, ∀ξ = (ξ1, . . . , ξN) ∈RN, x ∈ Ω. (23)
Let a0(x)  0 on Ω . We use (x, t, η) to denote a generic point of Ω × R × Rn+1 with η =
(η0, η1, . . . , ηn). Let f : Ω ×R×Rn+1 →R be a continuous function which is ω-periodic in t ,
and there exist a function L : J → J such that∣∣f (x, t, η) − f (x′, t ′, η′)∣∣ L(ρ)(∣∣x − x′∣∣μ + ∣∣t − t ′∣∣μ/2 + ∣∣η − η′∣∣), (24)
for any ρ > 0 and (x, t, η), (x′, t ′, η′) ∈ Ω × R × B(Rn+1;0, ρ), where B(Rn+1;0, ρ) is the
closed ball in Rn+1 with centre 0 and radius ρ.
Under the above assumptions we discuss the existence, uniqueness and asymptotic stability
of time ω-periodic solutions of the delays parabolic boundary value problem (DBVP)⎧⎨⎩
∂u
∂t
+A(x,D)u = f (x, t, u(x, t), u(x, t − τ1), . . . , u(x, t − τn)) in Ω ×R,
u|∂Ω = 0,
(25)
where τ1, . . . , τn are positive constants which denote the time delays.
Let λ1 be the smallest eigenvalue of the elliptic operator A(x,D) under the Dirichlet boundary
condition u|∂Ω = 0. It is well known that λ1 > 0. Let τ0 = 0.
Theorem 5.1. If there exist positive constants β0, β1, . . . , βn and K such that f satisfies the
following conditions
(c1) |f (x, t, η0, . . . , ηn)|∑ni=0 βi |ηi | + K , (x, t, η0, . . . , ηn) ∈ Ω ×R×Rn+1;
(c2) ∑ni=0 βi < λ1,
then Eq. (25) admits a time ω-periodic solution u ∈ C2+μ,1+μ/2(Ω ×R).
Proof. Let H = L2(Ω). Define an operator A : D(A) ⊂ H → H by
D(A) = H 2(Ω)∩H 1(Ω), Au = A(x,D)u.0
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The assumption (c1) implies that the Carathéodory mapping F :R×Hn+1 → H defined by
F(t, v0, . . . , vn) = f
(·, t, v0(·), . . . , vn(·)), v0, . . . , vn ∈ L2(Ω), t ∈R,
is continuous. Thus, Eq. (25) is rewritten into the abstract form of (3). Clearly, the conditions (c1)
and (c2) imply that (F1) and (F2) hold for F . Hence, by Theorem 1.1, Eq. (25) has a strong time
ω-periodic solution
u ∈ Cω
(
R,H 10 (Ω)
)∩L2loc(R,H 2(Ω))∩ W 1,2loc (R,L2(Ω))
in the sense of L2(Ω). By the regularization method used in [1] (see [1, Lemma 4.2]), we can
prove that u ∈ C2+μ,1+μ/2(Ω ×R) is a classical time ω-periodic solution of Eq. (25). 
Let C0 be the constant of the Poincáre inequality
‖u‖22  C0‖∇u‖22, u ∈ H 10 (Ω).
Then by (23), the first eigenvalue of A has the estimation
λ1 = inf
u =0
(Au,u)
‖u‖22
= inf
u =0
∫
Ω
(
∑N
i,j=1 aij (x) ∂u∂xi
∂u
∂xj
) dx
‖u‖22
 inf
u =θ
ν‖∇u‖22
‖u‖22
= ν
C0
.
Hence the condition (c2) can be derived from the assumption
(c2)′ ∑ni=0 βi < νC0 .
By Theorem 5.1, we obtain that
Corollary 5.1. Assume that f satisfies the condition (c1) and the coefficients β0, . . . , βn
satisfies the condition (c2)′. Then Eq. (25) has at least one time ω-periodic solution u ∈
C2+μ,1+μ/2(Ω ×R).
Similarly, from Theorem 1.2 we obtain the following result.
Theorem 5.2. Assume that there exist positive constants β0, β1, . . . , βn such that f satisfies the
condition
(c3) |f (x, t, η0, . . . , ηn)− f (x, t, ζ0, . . . , ζn)|∑ni=0 βi |ηi − ζi |.
If the condition (c2) holds, then Eq. (25) has a unique time ω-periodic solution u ∈
C2+μ,1+μ/2(Ω ×R).
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in C([−r,0],H) by the definition t → ϕ(·, t). For the delays parabolic initial boundary value
problem⎧⎪⎪⎨⎪⎪⎩
∂u
∂t
+ A(x,D)u = f (x, t, u(x, t), u(x, t − τ1), . . . , u(x, t − τn)) in Ω × J,
u|∂Ω = 0,
u(x, t) = ϕ(x, t), in Ω × [−r,0],
(26)
from Theorem 3.1 and Theorem 3.2 we can obtain the following existence and uniqueness results.
Theorem 5.3. Let ϕ ∈ C(Ω × [−r,0]). If f satisfies the condition (c1), then Eq. (26) has a
solution u ∈ C([−r,∞),L2(Ω)) ∩C2+μ,1+μ/2(Ω × (0,∞)).
Theorem 5.4. Let ϕ ∈ C(Ω × [−r,0]). If f satisfies the condition (c3), then Eq. (26) has only
one solution u ∈ C([−r,∞),L2(Ω)) ∩C2+μ,1+μ/2(Ω × (0,∞)).
If in Theorem 5.2 the condition (c2) is strengthened into
(c2)∗ ∑ni=0 eλ1τi βi < λ1,
then from Theorem 1.3, we can derive the asymptotic stability of the time periodic solution for
Eq. (25):
Theorem 5.5. Assume that there exist positive constants β0, β1, . . . , βn such that the condi-
tions (c2)∗ and (c3) hold. Then the unique time ω-periodic solution u˜ ∈ C2+μ,1+μ/2(Ω × R)
of Eq. (25) exponentially attracts every solution of the initial boundary value problem (26) in
L2(Ω).
As in Corollary 5.1, in Theorem 5.2 we can use the condition (c2)′ to replace the condi-
tion (c2), and, in Theorem 5.5, use the following condition
(c2) ∑ni=0 eλ1τi βi < νC0 ,
to replace the condition (c2)∗.
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