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L’objectiu del següent treball és programar l’algorisme de la DFT, àmpliament 
utilitzat en processat de senyal, en el llenguatge CUDA desenvolupat per 
Nvidia. A més comparar els temps de processament necessaris amb el mateix 
algorisme programat en C. El treball està orientat a la utilització de targetes 
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The objective of this paper is to program the DFT algorithm, which is widely 
used in signal processing, using the CUDA language developed by Nvidia. 
Additionally, the time needed to process the signal will be compared to the 
same algorithm written in C language. This paper is aimed to the utilization of 


























































El següent treball està orientat a la utilització de targetes gràfiques (GPU) per a 
realitzar processat de senyal en paral·lel. 
 
Per assolir l’objectiu d’optimitzar el càlcul de la DFT d’un senyal, i com a 
consegüent reduir el temps necessari per a realitzar els càlculs, s’ha fet ús de la 
tecnologia CUDA de Nvidia. Aquesta tecnologia permet paral·lelitzar càlculs en 
algorismes que reuneixen les condicions necessàries. 
 
Les condicions necessàries, les perspectives d’optimització, i el funcionament de 
CUDA es cobriran en el primer capítol. Ell cas particular de la DFT l’algorisme és 
òptim per a ser paral·lelitzat, i en aquest treball s’explicaran els passos seguits 
fins a assolir l’objectiu. 
 
S’utilitzarà el mateix algorisme, però programat amb el llenguatge C, és a dir, 
executat de forma seqüencial i sense utilitzar paral·lelisme, per a tenir una 
referència. Per tant els resultats obtinguts amb CUDA es compararan amb els 
obtinguts amb C. El paràmetre a mesurar serà el temps necessari per a 
l’execució de l’algorisme. 
 
Al finalitzar el treball es veuran els resultats aconseguits. Aquests resultats han 
estat satisfactoris i d’acord amb el que promet la tecnologia CUDA. 
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La computació mitjançant targetes gràfiques consisteix a executar parts de 





Fig. 1.1 Funcionament de la acceleració mitjançant GPU 
 
 
De forma molt simplificada, la GPU es diferencia de la CPU en com processen 
tasques. Les CPU estan formades per pocs nuclis optimitzats per a processar 
seqüencialment, en canvi, les GPU consisteixen en milers de nuclis més petits i 





Fig. 1.2 CPU vs GPU 
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1.2. GPU vs GPU 
 
Segons la taxonomia de Flynn, les arquitectures de computació es poden dividir 
en quatre tipus deferents [2]: 
 
● Una instrucció, una dada (SISD): Un sol processador executa un sol 
seguit d’instruccions, operant amb dades guardades a una sola memòria. 
 
● Una instrucció, múltiples dades (SIMD): Computadors amb múltiples 
elements de processat que executen la mateixa operació en múltiples 
dades simultàniament. 
 
● Múltiples instruccions, una dada (MISD): Tipus de computació paral·lela 
en la qual s’executen diverses instruccions diferents sobre les mateixes 
dades. Utilitzats per a disminuir errors al crear sistemes redundants. 
 
● Múltiples instruccions, múltiples dades (MIMD): Diferents processadors 
executen diferents instruccions sobre dades diferents. Són els anomenats 
clústers. 
 
En l’actualitat tant les CPU com les GPU es poden incloure en la categoria SIMD 
gràcies a que les CPU estan formades per diversos, però pocs, nuclis. Així i tot, 
moltes aplicacions que utilitzen CPU no estan preparades per a aprofitar aquest 
paral·lelisme, fet que és necessari en GPU, ja que els nuclis d’aquests últims no 
són tan potents individualment. 
 
A causa del lligam inherent entre CPU i GPU és necessari escollir quines parts 
del codi s’executaran en cada element del hardware. 
 
 
1.2. Paral·lelisme eficient 
 
Perquè un problema sigui paral·lelitzable, la totalitat o una porció del mateix ha 
de poder ser resoluble utilitzant Stream Processing. Aquest mètode és aplicable 
perquè el problema consisteix en una seqüència de dades (Stream), on a cada 
element se li apliquen una sèrie d’operacions (kernel). Quan s’aplica la mateixa 
operació a cada element s’anomena Uniform Streaming [3]. 
 
Aquesta limitació comporta que la computació paral·lela utilitzant GPU aplicable, 
i especialment eficient, a operacions amb vectors i matrius, com és el cas de la 
DFT. 
 
Ja que hi haurà problemes en els quals només certes parts seran 
paral·lelitzables, s’ha de tenir en compte la llei d’Amdahl per a calcular els 
beneficis de la paral·lelització. 
 
La fórmula per la llei d’Amdahl és la següent: 
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 𝐹"= Fracció del temps que utilitzen les funcions millorades. 
 𝐴"= Factor de millora. 
 𝑇$= Temps d’execució original. 
 𝑇"= Temps d’execució millorat. 
 
D’aquesta fórmula s’extreu el factor de millora del temps total: 
 
 
 𝑆 = 1(1 − 𝐹") + 𝐹"𝐴" (1.2) 
 
 




 𝑙𝑖𝑚23→	6𝑆 = 11 − 𝐹" (1.3) 
 
 
Un bon anàlisi del problema a paral·lelitzar ajuda a valorar si compensa el temps 
invertit en paral·lelitzar el programa respecte a la millora que ofereix en la 
reducció del temps d’execució. 
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CAPÍTOL 2. Transformada de Fourier 
 
2.1 Transformada de Fourier 
 
La transformada de Fourier és una eina necessària per a la representació i 
anàlisis de senyals i sistemes basada en la combinació lineal d’un conjunt de 
senyals bàsiques. En el cas de Fourier són combinacions d’exponencials 
complexos [4]. 
 
Tot i que hi ha semblances, s’han de diferenciar la transformada de Fourier de 
senyals contínues de la transformada de senyals discretes. També és necessari 
remarcar la diferència entre la transformada de Fourier de seqüències discretes 
(TFSD) de la transformada discreta de Fourier, tenint com a diferència principal 
que la TFSD s’aplica a seqüències infinites i la transformada discreta de Fourier 
a seqüències finites [5]. 
 
Donat que l’objectiu d’aquest treball és millorar és càlcul de la transformada 
discreta de Fourier, aquesta serà l’única d’interès. 
 
 
2.2 Transformada discreta de Fourier 
 
La transformada discreta de Fourier (a partir d’ara DFT, Discret Fourier 
Transform) és un cas especial de la transformada de Fourier utilitzat en 
seqüències de longitud finita. A diferència de la transformada de Fourier de 
sèries discretes ―que es calcula analíticament sobre seqüències de longitud 
infinita, i per tant no seria computable per un processador amb memòria finita― 
la DFT es calcula en intervals temporals de mida 0 < n < N-1, on N és la quantitat 
de mostres del senyal a tractar. Per tant es pot considerar la DFT un truncament 
de la transformada de Fourier de sèries discretes, necessari per al seu càlcul 
amb algoritmes de càlcul numèric [5]. 
 
 
2.3 Equació de la DFT 
 
La transformada discreta de Fourier es defineix amb la següent equació [5]: 
 
 
 𝑋[𝑘] = 𝑥[𝑛] ∗ 𝑒=>∗?∗@∗AB CB=DAEF  (2.1) 
 
 
Utilitzant la fórmula d’Euler es pot transformar en la següent expressió: 
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 𝑥[𝑛] ∗ [𝑐𝑜𝑠(2 ∗ 𝜋 ∗ 𝑘 ∗ 𝑛𝑁 ) − 𝑗 ∗ 𝑠𝑖𝑛(2 ∗ 𝜋 ∗ 𝑘 ∗ 𝑛𝑁 )] (2.2) 
 
 
L’aplicació de la fórmula d’Euler a l’equació original la converteix a la forma més 
útil i simple per a programar la DFT tant en CUDA com en C. 
 
Per a l’anomenat mètode de càlcul directe de la DFT el següent pas és 
descompondre tant el senyal d’entrada 𝑥[𝑛] = 𝑥N[𝑛] + 𝑗 ∗ 𝑥O[𝑛] com el senyal de 
sortida 𝑋[𝑘] = 𝑋N[𝑘] + 𝑗 ∗ 𝑋O[𝑘] en part real i imaginària [5]: 
 
 𝑋N[𝑘] = [𝑥N[𝑛] ∗ 𝑐𝑜𝑠(>∗?∗@∗AB ) + 𝑥O[𝑛] ∗ 𝑠𝑖𝑛(>∗?∗@∗AB )]B=DAEF  (2.3) 
 
 𝑋O[𝑘] = [𝑥N 𝑛 ∗ 𝑠𝑖𝑛 >∗?∗@∗AB − 𝑥O[𝑛] ∗ 𝑐𝑜𝑠(>∗?∗@∗AB )]B=DAEF  (2.4) 
 
 
Aquest mètode és poc eficient perquè són necessàries 𝑁> multiplicacions 
complexes, 𝑁 ∗ (𝑁 − 1) sumes complexes i 2 ∗ 𝑁>	funcions trigonomètriques. 
Per tant, pel cas en que 𝑁 = 256 la quantitat d’operacions a realitzar seria de 
65536 productes complexes, 65280 sumes complexes i 131072. 
 
 
2.3 Transformada ràpida de Fourier 
 
L’algoritme de la transformada ràpida de Fourier (Fast Fourier Transform, FFT), 
proposat per Cooley i Tukey el 1965, es pot utilitzar sempre que es compleixi que 𝑁 = 2" (N sigui potència de 2) i redueix la quantitat d’operacions a l’ordre de (𝑁/2) ∗ 𝑙𝑜𝑔>(𝑁/2) productes complexes i 𝑁 ∗ 𝑙𝑜𝑔>(𝑁) sumes complexes. Com a 
exemple, per a 𝑁 = 256 = 2T es realitzaran 896 multiplicacions complexes i 2048 
sumes complexes. El principal avantatge de la FFT respecte al mètode directe 
(amb el que la quantitat d’operacions a realitzar augmenta amb el nombre de 
mostres a raó de 𝑁>) és que la quantitat d’operacions creix a raó del logaritme 
amb base 2 de N (𝑙𝑜𝑔>𝑁). 
 
Existeixen formes alternatives a la FFT per a poder ignorar la restricció de 𝑁 =2", però, generalment, la millor solució consisteix a afegir zeros al final del senyal 
fins a que la longitud d’aquest sigui potència de dos i així poder aplicar la FFT. 
Aquesta solució és la que utilitza MATLAB [5].
Paral·lelització de la DFT en CUDA  
 
7 
CAPÍTOL 3. Paral·lelització de la DFT en CUDA 
 
3.1 Model de programació 
 
El model de programació de CUDA separa els programes en dues parts, una que 
s’executa a la CPU, i una altra que s’executa a la GPU. Amb aquesta divisió 
CUDA permet executar parts de problemes computacionalment pesats (però 
altament paral·lelitzables) a la GPU. La part del programa que es pot paral·lelitzar 
s’assigna a la GPU com un kernel que s’executa utilitzant una gran quantitat de 
threads paral·lels [6]. 
 
Cada thread executa el mateix programa independentment dels altres i amb 
dades diferents. Els threads s’agrupen en blocks que comparteixen memòria i 
sincronitzen l’execució per a coordinar l’accés a la memòria. Els blocks estan 





Fig. 3.1 Estructura de CUDA 
 
 
Cada grid està organitzat en un array de blocks de dues dimensions. Cada crida 
que fa la CPU és a través d’un sol grid. Els threads de cada grid estan organitzats 
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utilitzant dues coordenades anomenades blockId i threadId. Els blocks d’un grid 
tenen dos components: la coordenada x blockId.x i la coordinada y blockId.y. 
 
Els blocks estan organitzats com a un array tridimensional de threads. Tots els 
blocks d’un grid tenen les mateixes dimensions. Les tres components són: La 




Fig. 3.2 Exemple de grid d’una sola dimensió [7] 
 
 
La quantitat de threads i blocks està limitada per hardware. En el cas de la targeta 
utilitzada en aquest treball (Nvidia Geforce GTX 660) està limitat a 1024 threads, 
com es pot veure en la informació que dóna l’ordre gpuDevice a MATLAB. 
 
 





Fig. 3.3 Informació gpuDevice 
 
 
3.2 C en MATLAB: MEX 
 
Com que CUDA està basat en el llenguatge de programació C, el primer pas a 
realitzar és crear un programa que calculi la DFT d’una seqüència de números 
en C. Així, la transició al codi en CUDA serà més simple que no pas la construcció 
del codi des de zero. 
 
Per a realitzar aquest projecte s’ha utilitzat MATLAB com a base, així que era 
necessari l’ús de fitxers MEX, fitxers que MATLAB pot interpretar i executar [8]. 
 
Els fitxers MEX estan dividits en dos parts. La Gateway Routine és l’encarregada 
de manipular les dades, transformant els MATLAB arrays que rep en mxArrays, 
utilitzats per la Computational Routine [9]. La Computational Routine és el codi 
en C pròpiament dit i és la funció que realitza els càlculs [6]. 
 
La primera part del codi és la Computational Routine: 
 
 
void dft(double *inReal, double *inImaginary, double *outReal, 
        double *outImaginary, mwSize N) { 
 
    mwSize k; 
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    mwSize n; 
 
    for (k=0; k<N; k++) { 
        outReal[k] = 0; 
        outImaginary[k] = 0; 
        for (n=0 ; n<N ; n++) { 
            // Real part of X[k] 
            outReal[k] += inReal[n] * cos(2*PI*k*n/N) 
                    + inImaginary[n] * sin(2*PI*k*n/N); 
            // Imaginary part of X[k] 
            outImaginary[k] += inImaginary[n] * cos(2*PI*n*k/N) 
                    - inReal[n] * sin(2*PI*n*k/N); 
        } 




Aquesta és la funció que executa els càlculs necessaris per a obtenir la DFT. 
Rep el senyal separat en part real i imaginària, i també les seves dimensions. 
Utilitzant un primer bucle de tipus for es recorre el vector que correspon a la 
sortida i amb un segon bucle for es calcula cada valor a la sortida utilitzant la 
forma de càlcul directa de la DFT vista en el capítol 1.3.  
 
La segona part és la Gateway Routine: 
 
 
void mexFunction(int nlhs, mxArray *plhs[], 
                 int nrhs, const mxArray *prhs[]) 
{ 
 
/* nlhs: Number of output (left-side) arguments, or the size of the plhs 
array. 
 * plhs: Array of output arguments. 
 * nrhs: Number of input (right-side) arguments, or the size of the prhs 
array. 
 * prhs: Array of input arguments. */ 
 
    double *inReal; 
    double *inImaginary; 
    double *outReal; 
    double *outImaginary; 
    mwSize N; 
     
    /* Read Input Data  */     
    /* create a pointer to the real data in the input vector  */ 
    inReal = mxGetPr(prhs[0]); 
    /* create a pointer to the imaginary data in the input vector  */ 
    inImaginary = mxGetPi(prhs[0]); 
    /* get dimensions of the input matrix */ 
    N = mxGetN(prhs[0]); 
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    /* Prepare Output Data */ 
    /* create the output matrix */ 
    plhs[0] = mxCreateDoubleMatrix(1,N,mxCOMPLEX); 
    /* get a pointer to the real data in the output matrix */ 
    outReal = mxGetPr(plhs[0]); 
    /* get a pointer to the imaginary data in the output matrix */ 
    outImaginary = mxGetPi(plhs[0]); 
 
    /* Perform Calculation */ 
    /* call the computational routine */ 




En aquesta part del codi s’extreuen els arrays tipus MATLAB que rep el programa 
en ser executat, i es transformen en mxArrays. Tanmateix es prepara la recepció 
de dades i es crida la Computational Routine. 
 
 
3.3 CUDA en MATLAB: MEXCUDA 
 
Un cop escrit el codi en C la transició a CUDA és simple, ja que l’estructura del 
programa és la mateixa. Per a fer la conversió s’ha de tenir en compte que 
s’utilitzen altres tipus de variables que amb C i que aquestes es tracten diferent. 
També s’ha d’introduir la utilització de threads i blocks, amb els canvis que això 
comporta. 
 
Utilitzant MEXCUDA hi ha dos tipus de variables que es poden passar com 
arguments de les funcions, MATLAB arrays i gpuArrays [6]. 
 
● MATLAB arrays: Amb aquesta opció els inputs s’han de transferir del host 
(CPU) al device (GPU), amb el temps que això comporta. 
 
● gpuArrays: Aquest tipus de variables s’han d’haver transmès a la GPU 
abans d’executar el programa, i, per tant, el temps d’execució serà menor, 
ja que la responsabilitat de transmetre dades entre host i device canvia 
de mans, passant a recaure en MATLAB. 
 
El tipus de dades utilitzat ha estat gpuArray. 
 
L’altre canvi important és la implementació de threads i blocks. La manera més 
senzilla d’entendre els threads i els blocks aplicats al codi és recorrent un array 
d’una sola dimensió. 
 
 




Fig. 3.2 Exemple de grid d’una sola dimensió 
 
 
Com es pot veure en la figura d’exemple, es pot recórrer un array (de 4095 
elements) d’una dimensió paral·lelament utilitzant, en aquest cas, blocks de 256 
threads, on cada thread realitzaria les operacions necessàries en cada element 
del vector. 
 
Grups de blocks s’executen concurrentment a cada Streaming Multiprocessor 
(SM), i en cada SM es poden executar un màxim de threads ―La quantitat de 
SM, blocks per SM i threads per SM depèn de l’arquitectura i el model de la 
GPU― [7]. 
 
Per a recórrer un vector i realitzar una suma a cada element es necessitaria el 
següent kernel (Computational Routine, anomenada així en CUDA): 
 
 
 __global__ void add(int n, float *x, float *y){ 
  int index = blockIdx.x * blockDim.x + threadIdx.x; 
  int stride = blockDim.x * gridDim.x; 
  for(int i = index; i < n; i += stride){ 
   y[i] = x[i] + 2; 




La variable index és l’encarregada d’iniciar la posició de l’array per als diferents 
blocks i threads, i la variable stride la de saltar de grid en grid fins a haver 
recorregut tot l’array. 
 
I la crida a la funció dins de la Gateway Routine: 
 
 
 int blockSize = 256; 
 int numBlocks = (N + blockSize - 1) / blockSize; 
 add<<<numBlocks, blockSize>>>(N, x, y); 
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En aquest exemple, en tenir N elements i 256 threads per block, es calculen el 
número de blocks necessaris per a tenir N threads concurrents. 
 
 
3.4 Implementació de la DFT 
 
Per a implementar de DFT en CUDA de forma eficient el repte principal és 
l’optimització dels dos bucles de tipus for niats. Aquest tipus de doble bucle 
provoca que s’hagi de considerar el problema en dues dimensions, utilitzant, per 
tant, blocks de dues dimensions. La utilització de blocks de dues dimensions 
comporta que s’hi hagi de recórrer els for en les dues coordenades (x i y), el 
primer en la coordenada x, i el segon en la y [10]. 
 
La part del codi on s’executen els càlculs, l’anomenat kernel, és el següent: 
 
 
__global__ void dft(const double *inReal, const double *inImaginary, 
        double *outReal, double *outImaginary, const int N){ 
  
 int index_K = blockDim.x * blockIdx.x + threadIdx.x; 
 int stride_K = blockDim.x * gridDim.x; 
  
 int index_N = blockDim.y * blockIdx.y + threadIdx.y; 
 int stride_N = blockDim.y * gridDim.y; 
  
 for(int k = index_K; k < N; k += stride_K){ 
  for(int n = index_N; n < N; n += stride_N){ 
   // Real part of X[k] 
   outReal[k] += inReal[n] * cos(2*PI*k*n/N) 
    + inImaginary[n] * sin(2*PI*k*n/N); 
   // Imaginary part of X[k] 
   outImaginary[k] += inImaginary[n] * cos(2*PI*k*n/N) 
    - inReal[n] * sin(2*PI*k*n/N); 
   __syncthreads(); 
  } 





Per a recórrer els dos bucles en les dues dimensions s’han declarat dos index i 
dos strides, amb la mateixa notació K i N utilitzada en la funció en C. 
Corresponen a les següents línies de codi: 
 
 
int index_K = blockDim.x * blockIdx.x + threadIdx.x; 
int stride_K = blockDim.x * gridDim.x; 
  
int index_N = blockDim.y * blockIdx.y + threadIdx.y; 
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int stride_N = blockDim.y * gridDim.y; 
 
 
La resta de la funció és equivalent a la funció en C (excepte per la inclusió de la 






La funció Gateway des d’on s’executa el kernel és la següent: 
 
 
void mexFunction(int nlhs, mxArray *plhs[], int nrhs, const mxArray 
*prhs[]){ 
 
/* nlhs: Number of output (left-side) arguments, or the size of the plhs 
array. 
 * plhs: Array of output arguments. 
 * nrhs: Number of input (right-side) arguments, or the size of the prhs 
array. 
 * prhs: Array of input arguments. */ 
 
/* Declare variables */ 
 
     mxGPUArray const *inReal; 
   double const *deviceInReal; 
     mxGPUArray const *inImaginary; 
      double const *deviceInImaginary; 
 
   mxGPUArray *outReal; 
     double *deviceOutReal; 
     mxGPUArray *outImaginary; 
     double *deviceOutImaginary; 
 
     int N; 
  
     /* Define error messages */  
     char const * const errId = "parallel:gpu:dftCUDA:InvalidInput"; 
     char const * const errMsg = "Invalid input to MEX file damn."; 
 
     /* Initialize the MathWorks GPU API */ 
     mxInitGPU(); 
 
 /* Check input data */ 
 if((nrhs != 2) || !(mxIsGPUArray(prhs[0])) || 
!(mxIsGPUArray(prhs[1]))){ 
  mexErrMsgIdAndTxt(errId, errMsg); 
 } 
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     /* Get input arrays */ 
     /* Create a pointer to the data in the real input vector  */ 
     inReal = mxGPUCreateFromMxArray(prhs[0]); 
    /* Create a pointer to the data in the imaginary input vector  */ 
     inImaginary = mxGPUCreateFromMxArray(prhs[1]); 
 
 /* Verify thar inReal is a double array before extracting the pointer 
*/ 
 if(mxGPUGetClassID(inReal) != mxDOUBLE_CLASS){ 
  mexErrMsgIdAndTxt(errId, errMsg); 
 } 
 /* Verify thar inImaginary is a double array before extracting the 
pointer */ 
 if(mxGPUGetClassID(inImaginary) != mxDOUBLE_CLASS){ 
  mexErrMsgIdAndTxt(errId, errMsg); 
 } 
 
     /* Extract a pointer to the input data on the device */ 
     deviceInReal = (double 
const*)(mxGPUGetDataReadOnly(inReal)); 
     deviceInImaginary = (double 
const*)(mxGPUGetDataReadOnly(inImaginary)); 
 
    /* Create GPUArrays to hold the real result and get its underlying 
pointer */ 
     outReal = mxGPUCreateGPUArray( 
mxGPUGetNumberOfDimensions(inRe
al), 
                                     mxGPUGetDimensions(inReal), 
                                     mxGPUGetClassID(inReal), 
                                     mxGPUGetComplexity(inReal), 
                                    
 MX_GPU_DO_NOT_INITIALIZE); 
     deviceOutReal=(double*)(mxGPUGetData(outReal)); 
 /* Create GPUArrays to hold the imaginary result and get its 
underlying  
 * pointer */ 
     outImaginary = mxGPUCreateGPUArray( 
mxGPUGetNumberOfDimensions(inIm
aginary), 
                                         mxGPUGetDimensions(inImaginary), 
                                         mxGPUGetClassID(inImaginary), 
                                         mxGPUGetComplexity(inImaginary), 
                                         MX_GPU_DO_NOT_INITIALIZE); 
     deviceOutImaginary = (double *)(mxGPUGetData(outImaginary)); 
 
     /* Get the number of elements in the input vector */ 
     N = (int)(mxGPUGetNumberOfElements(inReal)); 
  
 /* Declare the number of threads per block to be used */ 
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     int const threadsPerBlock = 256; 
 /* Declare the number of blocks per grid to be used */ 
     int blocksPerGrid = (N + threadsPerBlock - 1) / threadsPerBlock; 
  
 /* Invoke kernel */ 
 dft<<<blocksPerGrid, threadsPerBlock>>>(deviceInReal, 
deviceInImaginary,   deviceOutReal, deviceOutImaginary, 
N); 
    
 /* Wait for GPU to finish before accessing on host */ 
 cudaDeviceSynchronize(); 
 
     /* Grab the result up as a MATLAB gpuArray for return */ 
     plhs[0] = mxGPUCreateMxArrayOnGPU(outReal); 
     plhs[1] = mxGPUCreateMxArrayOnGPU(outImaginary); 
 
 /* The mxGPUArray pointers are host-side structures that refer to 
device 











Sent l’objectiu del treball l’optimització del càlcul de la DFT, utilitzant els següents 
scripts en MATLAB, s’ha executat i calculat els temps de càlcul necessari per a 
comparar-los. 
 
Script per a realitzar la crida i test de la DFT en C: 
 
 
signal = complex(rand(1,8192), rand(1,8192)); 
 
tic 
    fftMatlab = fft(signal); 
timeFFT = toc; 
 
tic 
for i = 1:10 
    DFT = dft(signal); 
end 
timeDFT = toc; 
 
error = dpd_Qmeasurements(fftMatlab,DFT,'NONORM+NMSE'); 
Paral·lelització de la DFT en CUDA  
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Script per a realitzar la crida i test de la DFT en CUDA: 
 
 
signal = complex(rand(1,8192), rand(1,8192)); 
 
gd = gpuDevice(); 
reset(gd); 
 
inReal = gpuArray(real(signal)); 
inImaginary = gpuArray(imag(signal)); 
 
tic 
for i = 1:10 
    [dftReal, dftImaginary] = dftCUDAv5(inReal, inImaginary); 
end 
timeDFTCUDA = toc/10; 
 
tic 
for i = 1:10 
    fftMATLAB = fft(signal); 
end 
timeFFT = toc/10; 
 
dftCUDA = gather(dftReal + 1i*dftImaginary); 




Aquests scripts no tenien com a únic objectiu observar els temps de càlcul. 
Utilitzant la funció dpd_Qmeasurements, escrita per Gabriel Montoro, també han 
servit per a comprovar que el càlcul de la DFT és correcte, tant en la funció en C 
com en CUDA. 
 
Per a poder executar el codi en CUDA i que realitzés el càlcul correctament, és 
necessari reiniciar la memòria de la targeta gràfica amb les comandes: 
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Taula 3.1 Resultat 
 
 Signal length 
 2048 4096 8192 16384 32768 
FFT MATLAB 3,03E-05 8,55E-05 2,87E-04 7,55E-04 9,04E-04 
DFT C 0,818 3,364 19,825 84,007 247,003 
DFT CUDA v5 0,0122 0,0412 0,1447 0,5232 2,4976 
Speedup 
CUDA vs C 




4,03E+02 4,82E+02 5,04E+02 6,93E+02 2,76E+03 
 
 
Com es pot observar la millora de velocitat de CUDA respecte a C és important, 
oscil·lant entre 67 i 160 vegades més ràpid en l’execució. Tot i aquesta millora, 
la utilització de la FFT segueix sent més ràpida que CUDA, a causa dels anys 
d’investigació i millora d’aquesta. 
 
És important anotar que a l’utilitzar senyals de mida igual o superior a 65536 
mostres es produeixen errors deguts al timeout del propi sistema operatiu. 
Durant el temps que la GPU està realitzant càlculs per a MATLAB no pot 
refrescar la pantalla, i el propi SO atura els càlculs i obliga a refrescar. Això es 
pot evitar utilitzant una GPU per realitzar els càlculs gràfics i una altra dedicada 







Gràcies al fet que el càlcul de la DFT d’un senyal és resoluble utilitzant Stream 
Processing s’ha pogut paral·lelitzar la tasca. Això s’ha fet recorrent el vector del  
senyal de forma paral·lela, utilitzant blocks de threads, els elements principals 
de la programació en CUDA. 
 
Tenint present la llei d’Amdahl part del codi no s’ha pogut paral·lelitzar. En aquest 
cas només és la recepció i devolució de dades, però queda limitat pel bus de la 
targeta gràfica. Aquest fenomen pot ser observat en els resultats obtinguts, ja 
que el factor de millora en l’eficiència del càlcul incrementa en augmentar la 
quantitat de mostres. Això és degut al fet que la latència introduïda afecta menys 
a major quantitat de dades a transmetre. 
 
Els resultats han estat molt satisfactoris, ja que s’ha aconseguit millorar la 
velocitat 160 vegades per a un senyal amb una longitud de 16384 mostres, i 
podria haver estat major si s’hagués utilitzat una GPU més potent i actual.
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Codi DFT en C 
 
 
/* DFT programada en C executada des de MATLAB 
 * L'input és un vector que conté una seqüència de N numeros complexes 
 * L'output és un vector que conté la transformada discreta de Fourier del 
 * vector input  
 * 
 * La sintaxi per a la crida és: 






#define PI 3.14159265358979323846 
 
void dft(double *inReal, double *inImaginary, double *outReal,  
        double *outImaginary, mwSize N) { 
 
    mwSize k; 
    mwSize n; 
 
    for (k=0; k<N; k++) { 
        outReal[k] = 0; 
        outImaginary[k] = 0; 
        for (n=0 ; n<N ; n++) { 
            // Real part of X[k] 
            outReal[k] += inReal[n] * cos(2*PI*k*n/N)  
                    + inImaginary[n] * sin(2*PI*k*n/N); 
            // Imaginary part of X[k] 
            outImaginary[k] += inImaginary[n] * cos(2*PI*n*k/N)  
                    - inReal[n] * sin(2*PI*n*k/N); 
        } 
    } 
} 
 
void mexFunction(int nlhs, mxArray *plhs[], 
                 int nrhs, const mxArray *prhs[]) 
{ 
 
/* nlhs: Number of output (left-side) arguments, or the size of the plhs 
array. 
 * plhs: Array of output arguments. 
 * nrhs: Number of input (right-side) arguments, or the size of the prhs 
array. 
 * prhs: Array of input arguments. */ 




    double *inReal; 
    double *inImaginary; 
    double *outReal; 
    double *outImaginary; 
    mwSize N; 
     
    /* Read Input Data  */     
    /* create a pointer to the real data in the input vector  */ 
    inReal = mxGetPr(prhs[0]); 
    /* create a pointer to the imaginary data in the input vector  */ 
    inImaginary = mxGetPi(prhs[0]); 
    /* get dimensions of the input matrix */ 
    N = mxGetN(prhs[0]); 
     
    /* Prepare Output Data */ 
    /* create the output matrix */ 
    plhs[0] = mxCreateDoubleMatrix(1,N,mxCOMPLEX); 
    /* get a pointer to the real data in the output matrix */ 
    outReal = mxGetPr(plhs[0]); 
    /* get a pointer to the imaginary data in the output matrix */ 
    outImaginary = mxGetPi(plhs[0]); 
 
    /* Perform Calculation */ 
    /* call the computational routine */ 




Script per a realitzar la crida i test de la DFT en C 
 
 
signal = complex(rand(1,8192), rand(1,8192)); 
 
tic 
    fftMatlab = fft(signal); 
timeFFT = toc; 
 
tic 
for i = 1:10 
    DFT = dft(signal); 
end 
timeDFT = toc; 
 













 * DFT programada en CUDA executada des de MATLAB 
 * L'input és un vector que conté una seqüencia de N numeros complexes 
 * L'output és un vector que conté la transformada discreta de Fourier del vector 
input 
 * 
 * Aquesta versió utilitza threads i blocks. 
 *  
 * La sintaxi per a la crida és/hauria de ser 
 * 
 *      [signalDFTReal, signalDFTImaginary] = dft(inSignalReal, inSignalImaginary) 
 * 
 * Per a compilar: 
 * 









#define PI 3.14159265358979323846 
 
 
/* The kernel code */ 
__global__ void dft(const double *inReal, const double *inImaginary, 
        double *outReal, double *outImaginary, const int N){ 
  
 int index_K = blockDim.x * blockIdx.x + threadIdx.x; 
 int stride_K = blockDim.x * gridDim.x; 
  
 int index_N = blockDim.y * blockIdx.y + threadIdx.y; 
 int stride_N = blockDim.y * gridDim.y; 
  
 for(int k = index_K; k < N; k += stride_K){ 
  for(int n = index_N; n < N; n += stride_N){ 
   // Real part of X[k] 
   outReal[k] += inReal[n] * cos(2*PI*k*n/N) 
    + inImaginary[n] * sin(2*PI*k*n/N); 
   // Imaginary part of X[k] 
   outImaginary[k] += inImaginary[n] * cos(2*PI*k*n/N) 
    - inReal[n] * sin(2*PI*k*n/N); 
   __syncthreads(); 
  } 
  __syncthreads(); 







/* The gateway function */ 
void mexFunction(int nlhs, mxArray *plhs[], int nrhs, const mxArray *prhs[]){ 
 
/* nlhs: Number of output (left-side) arguments, or the size of the plhs array. 
 * plhs: Array of output arguments. 
 * nrhs: Number of input (right-side) arguments, or the size of the prhs array. 
 * prhs: Array of input arguments. */ 
 
/* Declare variables */ 
 
     mxGPUArray const *inReal; 
   double const *deviceInReal; 
     mxGPUArray const *inImaginary; 
      double const *deviceInImaginary; 
 
   mxGPUArray *outReal; 
     double *deviceOutReal; 
     mxGPUArray *outImaginary; 
     double *deviceOutImaginary; 
 
     int N; 
  
     /* Define error messages */  
     char const * const errId = "parallel:gpu:dftCUDA:InvalidInput"; 
     char const * const errMsg = "Invalid input to MEX file damn."; 
 
     /* Initialize the MathWorks GPU API */ 
     mxInitGPU(); 
 
 /* Check input data */ 
 if((nrhs != 2) || !(mxIsGPUArray(prhs[0])) || !(mxIsGPUArray(prhs[1]))){ 
  mexErrMsgIdAndTxt(errId, errMsg); 
 } 
 
     /* Get input arrays */ 
     /* Create a pointer to the data in the real input vector  */ 
     inReal = mxGPUCreateFromMxArray(prhs[0]); 
    /* Create a pointer to the data in the imaginary input vector  */ 
     inImaginary = mxGPUCreateFromMxArray(prhs[1]); 
 
 /* Verify thar inReal is a double array before extracting the pointer */ 
 if(mxGPUGetClassID(inReal) != mxDOUBLE_CLASS){ 
  mexErrMsgIdAndTxt(errId, errMsg); 
 } 
 /* Verify thar inImaginary is a double array before extracting the pointer */ 




  mexErrMsgIdAndTxt(errId, errMsg); 
 } 
 
     /* Extract a pointer to the input data on the device */ 
     deviceInReal = (double const *)(mxGPUGetDataReadOnly(inReal)); 
     deviceInImaginary = (double const 
*)(mxGPUGetDataReadOnly(inImaginary)); 
 
    /* Create GPUArrays to hold the real result and get its underlying pointer 
*/ 
     outReal = 
mxGPUCreateGPUArray(mxGPUGetNumberOfDimensions(inReal), 
                                     mxGPUGetDimensions(inReal), 
                                     mxGPUGetClassID(inReal), 
                                     mxGPUGetComplexity(inReal), 
                                     MX_GPU_DO_NOT_INITIALIZE); 
         deviceOutReal = (double 
*)(mxGPUGetData(outReal)); 
 /* Create GPUArrays to hold the imaginary result and get its underlying 
pointer */ 
     outImaginary = 
mxGPUCreateGPUArray(mxGPUGetNumberOfDimensions 
(inImaginary), 
                                         mxGPUGetDimensions(inImaginary), 
                                         mxGPUGetClassID(inImaginary), 
                                         mxGPUGetComplexity(inImaginary), 
                                         MX_GPU_DO_NOT_INITIALIZE); 
     deviceOutImaginary = (double *)(mxGPUGetData(outImaginary)); 
 
     /* Get the number of elements in the input vector */ 
     N = (int)(mxGPUGetNumberOfElements(inReal)); 
  
 /* Declare the number of threads per block to be used */ 
     int const threadsPerBlock = 256; 
 /* Declare the number of blocks per grid to be used */ 
     int blocksPerGrid = (N + threadsPerBlock - 1) / threadsPerBlock; 
  
 /* Invoke kernel */ 
 dft<<<blocksPerGrid, threadsPerBlock>>>(deviceInReal, 
deviceInImaginary,   deviceOutReal, deviceOutImaginary, N); 
    
 /* Wait for GPU to finish before accessing on host */ 
 cudaDeviceSynchronize(); 
 
     /* Grab the result up as a MATLAB gpuArray for return */ 
     plhs[0] = mxGPUCreateMxArrayOnGPU(outReal); 
     plhs[1] = mxGPUCreateMxArrayOnGPU(outImaginary); 
 
 /* The mxGPUArray pointers are host-side structures that refer to device 
 data. These must be destroyed before leaving the MEX function */ 











Script per a realitzar la crida i test de la DFT en CUDA 
 
 
signal = complex(rand(1,8192), rand(1,8192)); 
 
gd = gpuDevice(); 
reset(gd); 
 
inReal = gpuArray(real(signal)); 
inImaginary = gpuArray(imag(signal)); 
 
tic 
for i = 1:10 
    [dftReal, dftImaginary] = dftCUDAv5(inReal, inImaginary); 
end 
timeDFTCUDA = toc/10; 
 
tic 
for i = 1:10 
    fftMATLAB = fft(signal); 
end 
timeFFT = toc; 
 
dftCUDA = gather(dftReal + 1i*dftImaginary); 
errorDFTCUDA = dpd_Qmeasurements(fftMATLAB, dftCUDA, 
'NONORM+NMSE'); 
 
 
 
 
 
 
 
 
 
 
 
 
 
