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Abstrakt
Projekt Lissom se zabývá vývojem prostředí pro návrh aplikačně specifických procesorů či
SoC (System on Chip). K vývoji aplikací pro takto navržené procesory se využívá standard-
ních knihoven poskytovaných programovacími jazyky. Problém těchto knihoven ale spočíva
v tom, že jsou často příliš rozsáhlé a programátor využíva jen zlomek z funkcí poskytova-
ných knihovnou. Kvůli tomuto problému mohou i zdánlivě jednoduché programy zabírat
hodně místa a do paměti vestavěného systému se nemusí vejít. Proto vznikla tato práce,
která se zabývá implementací optimalizace v čase sestavování programu, díky které bude
možné do výsledného programu zahrnout pouze potřebné funkce z knihovny. Optimalizace
spočívá v eliminaci nedostupného kódu, čímž se sníží velikost výsledného programu.
Abstract
Project Lissom is developing environment for design application specific processors or
SoC(System on Chip). Developing of software for these processors are based on using stan-
dard libraries offered by programming languages. Main problem of these libraries is in their
extensiveness, because programmers often use only a small part of functions contained in
included libraries. This may cause that even a tiny looking program needs large storage
space and the program will not fit in the system memory. This work is about implemen-
tation of link-time optimizer, which inserts into output program only needed function from
libraries. This code-size reduction is based on technique called unreachable code elimination.
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Kapitola 1
Úvod
Veľkosť pamäte je dôležitý ekonomický faktor vo vývoji vnorených systémov. Je preto žiad-
úce vyvíjať preň softvér tak, aby jeho nároky na veľkosť potrebnej pamäte boli čo najnižšie.
Štandardným a neodmysliteľným spôsobom ako tieto nároky minimalizovať je kvalitný ná-
vrh a precízna implementácia jednotlivých súčastí softvéru.
V dnešnej dobe maximálneho komfortu poskytujú prakticky všetky programovacie ja-
zyky sadu knižníc, ktoré umožňujú rýchly a elegantný vývoj softvéru, čím sa radikálne zvýši
produktivita programátorov. Avšak nevýhodou knižníc, či už štandardných alebo vlastných,
je fakt, že sú často príliš rozsiahle a programátor neraz využíva iba malý zlomok z toho,
čo daná knižnica poskytuje. Táto nevýhoda sa odzrkadlí na veľkosti výsledného programu,
kedy aj malý a jednoduchý program, využívajúci nepatrné množstvo funkcií z pripojených
knižníc môže zaberať enormné množstvo priestoru. V praxi by sa mohlo stať, že sa takýto
program nezmestí do pamäte ROM alebo RAM, v závislosti na architektúre systému.
Existujú však metódy, ktoré umožnia automatizovane v čase prekladu alebo zostavo-
vania programu redukovať veľkosť výsledného kódu. Využívajú pritom analýzu programu
resp. kódu, na základe ktorej z neho odstránia nepotrebné časti, alebo ho modifikujú za
účelom efektívnejšieho využitia pamäte.
Táto práca obsahuje časť teoretickú, kde nájdeme základné informácie ohľadne optima-
lizačných techník, ako aj časť rýdzo praktickú, v ktorej sa budem zaoberať implementáciou
optimalizujúceho zostavovacieho programu pre projekt Lissom na Fakulte informačných
technológií Vysokého učení technického v Brne. Práca nadväzuje na semestrálny projekt.
1.1 Cieľ práce
Cieľom tejto práce je rozšíriť existujúci zostavovací program projektu Lissom o optima-
lizačnú metódu, ktorá bude redukovať veľkosť výsledného zostaveného programu. Touto
metódou je eliminácia nedosiahnuteľného kódu, ktorá v čase linkovania umožní pripojiť
k programu iba potrebné funkcie alebo moduly, čím sa dosiahne najmä efektívneho vy-
užitia knižníc z hľadiska veľkosti potrebnej pamäte. Podmienkou k implementácii je, že
optimalizátor si musí zachovať nezávislosť na cieľovej architektúre procesora.
1.2 Radenie kapitol
Kapitola č. 2 sa zaoberá prehľadom problematiky. Čitateľ sa v nej oboznámi so základnými
pojmami témy tejto práce, popíšem funkciu zostavovacieho programu a nastolím krátky
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prehľad optimalizačných metód softvéru. V závere kapitoly popisujem štruktúru zostavo-
vacieho programu projektu Lissom a formát objektového súboru, nad ktorým pracuje.
Kapitola č. 3 je určená pre návrh vlastného optimalizátora, ktorý bude slúžiť ako nad-
stavba nad zostavovacím programom. Taktiež tu popisujem niektoré dôležité rozhodnutia,
ktoré bolo nutné uskutočniť v priebehu návrhu. Uvádzam tu princíp vytvorenia štruktúry
zostavovaného programu a eliminačného algoritmu pracujúceho nad touto štruktúrou.
Predposledná kapitola č. 4 pojednáva o implementačných detailoch navrhnutého opti-
malizátora. Dôkladne popisuje jednotlivé triedy, ktoré bolo treba implementovať, a taktiež
popisuje spôsob naviazania optimalizátora na zostavovací program.
Záverečná 5. kapitola patrí k celkovému zhrnutiu práce. Uvediem tu prínos práce pre
projekt, a budem konzultovať možné budúce rozšírenia pri ďalšej spolupráci na projekte
Lissom Fakulty informačných technológií Vysokého učení technického v Brne.
1.3 Lissom
Výskumná skupina Lissom[2] pôsobí na Ústave informačných systémov, ktorý sídli na Fa-
kulte informačných technológií Vysokého učení technického v Brne. Jej cieľom je vývoj pro-
stredia pre návrh aplikačne špecifických procesorov či takzvaných SoC (System on Chip).
V projekte sa využíva vlastný jazyk ISAC[3], pomocou ktorého je možné popísať a navrh-
núť architektúru procesora. Na základe takto navrhnutého procesora je možné automaticky
generovať nástroje pre vývoj aplikácií. Týmito aplikáciami sa myslí hlavne assembler, di-
sassembler, simulátor a prekladač jazyka C.
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Kapitola 2
Prehľad problematiky
V poradí prvá kapitola objasňuje základné pojmy, ktoré sú nevyhnutné k pochopeniu pro-
blematiky tejto práce. Prvá čast kapitoly sa venuje základným pojmom ako sú objektový
súbor a zostavovací program a bližšie nastoluje ich význam a funkciu. Druhá časť kapi-
toly záhŕňa prehľad používaných optimalizačných techník v prekladačoch a zostavovacích
programoch, pričom sa bližšie špecifikuje na techniky, ktoré redukujú veľkosť výsledného
kódu. Posledná časť kapitoly popisuje formát objektového súboru projektu Lissom, a takisto
stručne popisuje jednotlivé časti existujúceho zostavovacieho programu.
2.1 Objektový súbor
Objektové súbory sú výstupom prekladu zdrojového súboru, o ktorý sa stará predkladač
(kompilátor) alebo assembler. Výstupný súbor však môže byť rôzneho typu, v závislosti
na požadovanom spôsobe jeho použitia. Jednou z variant je súbor, ktorý je linkovateľný.
Takýto súbor môže byť použitý ako vstup zostavovacieho programu. Druhou variantou je
spustiteľný súbor, ktorý môže byť načítaný do operačnej pamäte a odtiaľ spustený. Posled-
nou variantou je zavediteľný súbor, ktorý je podobný spustiteľnému, ale načítaný do pamäte
môže byť iba spoločne s programom ako knižnica. Veškeré informácie sú prevziaté z [7].
2.1.1 Informácie obsiahnuté v objektovom súbore
Každý objektový súbor obsahuje množstvo informácii, ktoré sa vzťahujú k zdrojovéu súboru,
pričom najdôležitejšou časťou je vygenerovaný objektový kód. Pre lepší prehľad sa pozrime
na nasedujúcich 5 druhov informácií, ktoré sa nachádzajú v každom objektovom súbore:
• Hlavičkové informácie – celkové informácie o súbore, ako napríklad veľkosť kódu, názov
zdrojového súboru z ktorého bol preložený, dátum vytvorenia, členenie objektového
súbora (napríklad na sekcie)
• Objektový kód – binárne inštrukcie a dáta vygenerované prekladačom alebo assem-
blerom
• Relokačné údaje – zoznam miest v objektovom kóde, ktoré musia byť upravené, ak
zostavovací program zmení adresu objektového kódu
• Tabuľka symbolov – globálne symboly (identifikátory) definované v module z ktorého
bol súbor preložený, symboly ktoré majú byt importované z iných modulov alebo
symboly definované zostavovacím programom
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• Debuggovacie informácie – ostatné informácie k objektovému kódu, ktoré nie sú po-
trebné samotným zostavovacím programom ale sú určené k použitiu debuggerom.
Zahŕňajú údaje o zdrojovom súbore, informácie o číslovaní riadkov, lokálne symboly,
deskriptory dátových štruktúr použitých v objektovom kóde.
Niektoré objektové súbory môžu obsahovať viac informácií než len vyššie uvedené, tieto sú
však považované za základné a sú pre naše potreby postačujúce.
2.1.2 Členenie objektového kódu
Ako už bolo spomenuté, objetový kód zahŕňa nielen vygenerovaný strojový kód ale i dáta
programu. Aby sa nemiešali inštrukcie s dátami, bolo zavedené členenie objektového kódu na
sekcie. V základnom ponímaní tak dostávame objektový kód rozdelený na sekciu strojového
kódu (z historických dôvodov nazývaná ako textová sekcia) a sekciu dát. Pre tieto dve sekcie
sa zaužívalo značenie .text a .data.
Rôznorodosť formátov objektových súborov však prináša i iné sekcie, ako napríklad
sekciu dátového segmentu obsahujúceho staticky alokované premenné, ktorých počiatočná
hodnota je nulová (takzvaná .bss sekcia). Z dôvodu, že je vopred známa počiatočná hod-
nota dát sa tieto dáta bss sekcie do objektových súborov bežne nevkladajú, ale uchová
sa iba ich veľkosť. V čase spúšťania programu operačný systém alokuje priestor v pamäti
o veľkosti bss sekcie, a nastaví ňom všetky hodnoty na hodnotu 0. Tým sa redukuje veľkosť
objektového súboru na úkor väčšej náročnosti na procesor v čase závádzania programu do
pamäte.
Dátovú sekciu je možné rozdeliť i z hľadiska prístupu k dátam v nej obsiahnutých,
a preto sa môžme v niektorých formátoch stretnúť so sekciou, ktorá obsahuje dáta určené
iba na čítanie.
Niektoré formáty (napr. ELF[8]) majú unifikované všetky časti objektového súboru na
sekcie. Obsahujú tak i sekciu symbolov, relokačných údajov, debuggovacích informácií a nie-
koľko ďalších sekcií. Je nutné podotknúť, že maximalný počet jednotlivých sekcií obsiahnu-
tých v objektovom súbore sa može líšiť každým formátom.
2.1.3 Adresovanie v rámci objektového kódu
Odkazovanie sa na programátorom definované identifikátory v rámci objektového kódu
môže byť prevedené jedným z dvoch spôsobov. Prvý z nich obsahuje adresy relatívne vzhľa-
dom na začiatok sekcie, kdežto druhý sa vyznačuje absolútnymi adresami v rámci celého
adresového priestoru.
relokovateľný kód – v čase prekladu zdrojového súbora nie je možné vopred určiť kde
v pamäti bude objektový kód umiestnený počas jeho vykonávania, preto sa pridávajú do
objektového súbora relokačné údaje. Tie nesú informácie o tom, ktoré adresy v objektovom
kóde musia byť upravené, ak sa zmení počiatočná adresa kódu. Pre maximálnu jednodu-
chosť je počiatočná adresa takéhoto kódu v sekcii nastavená na pozíciu 0, čo prináša možnosť
rozmiestňovania jednotlivých relokovateľných sekcií na ľubovoľné miesto v pamäti. Adresy
symbolov sú v tomto prípade relatívne od počiatku sekcie.
nerelokovateľny kód – sekcie s absolútnou adresou v pamäti. Ich adresa je vopred daná
a taktiež adresy v rámci tohto kódu sú fixného charakteru. Operačný systém tak musí
zabezpečiť, aby bol tento kód nahraný na požadovanú adresu v pamäti. Problém nastáva
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pri konfliktných adresách, kedy sekcia má byť umiestnená na miesto v pamäti, ktoré je
obsadené inými dátami. Je v záujme programátora aby s takouto situáciou počítal.
2.2 Zostavovací program a jeho funkcia
Podľa publikácie [7] je zostavovací program (angl. linker) je v oblasti informatiky počítačový
program, ktorý jeden alebo viacero objektových súborov vygenerovaných prekladačom spojí
do jediného spustiteľného súboru (tzv. linkovanie). V závislosti na požadovanom výstupnom
formáte, môže byť výstupný súbor priamo spustiteľný jadrom operačného systému alebo
použitý ako knižnica pre iný program (obr. 2.1). Vo vnorených systémoch výstupný súbor
obvykle neobsahuje žiadne metadáta, vďaka čomu môže byť nahraný priamo do pamäte
ROM ako firmware.
Obrázok 2.1: Zostavovací program
Funkcia zostavovacieho programu nespočíva iba v prostom spojení vstupných objekto-
vých súborov, ale zahŕňa sofistikovaný spôsob rozmiestnenia jednotlivých modulov v ad-
resovom priestore, výpočet nových adries symbolov po rozmiestnení a úpravy objektového
kódu o tieto nové adresy.
2.2.1 Alokácia pamäťového priestoru
Prvou majoritnou úlohou zostavovacieho programu je alokácia pamäťového priestoru, ktorý
je spojený s rozložením vstupných modulov do adresovacieho priestoru.
Obrázok 2.2 znázorňuje jednoduchú situáciu, kde vstup zostavovacieho programu tvorí
niekoľko modulov (objektových súborov). Označme ich všeobecne M1 až Mn. Každý z týchto
modulov pozostáva z jedného kódového segmentu začínajuceho na adrese 0 o dĺžke L1 až
Ln. Výstupný adresovací priestor taktiež začína na adrese 0. Všetky vstupné segmenty
začínajúce na adrese 0 sú relokované tak, aby nasledovali presne jeden za druhým, čím sa
zmenia ich počiatočné adresy. Počiatočná adresa modulu Mi je súčtom dĺžok L1 až Li−1,
a veľkosť celého zlinkovaného programu je súčet dĺžok L1 až Ln.
Väčšina architektúr vyžaduje, aby dáta po rozložení boli zarovnané na dĺžku slova.
Z toho dôvodu zostavovací program zaokrúhľuje dĺžky modulov (sekcií) Li smerom nahor
na najbližší násobok vyžadovaný architektúrou, typicky na 2, 4 alebo 8 bajtov.
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V praxi sa jednosegmentové objektové súbory príliš nepoužívajú, ale obvykle pozostávajú
aspoň z troch základných sekcií a to zo sekcií .text, .data a .bss (v poradí textová, dátova
a bss sekcia). Zostavovací program potom nevkladá celé moduly za sebou počas alokácie
pamäťového priestoru, ale zoskupuje sekcie podľa ich typu. Výsledkom tohto procesu sú tri
veľké zoskupené textové, dátové a bss sekcie, umiestnené bezprostredne za sebou.
Obrázok 2.2: Jednoduchá alokácia pamäte pre segmenty
2.2.2 Relokácia symbolov
Rozloženie vstupných modulov do adresovacieho priestoru nasleduje relokácia symbolov.
Tento proces zahŕňa mapovanie abstraktných názvov identifikátorov vytvorených progra-
mátorom na konkrétnejšie značenie, ktorým sú spravidla adresy. V praxi to znamená, že
programátor môže používať abstraktné pomenovania v zdrojovom kóde, ale zostavovací pro-
gram pridelí týmto pomenovaniam absolútne adresy, pričom nájde adresy aj na doposiaľ
neznáme identifikátory (napr. na volané subrutiny z knižnice alebo iného modulu). Reloká-
cia symbolov je dvojfázový proces:
1. fáza – prepočítanie adries jednotlivých symbolov uvedených v tabuľke symbolov každej
sekcie alebo modulu. Po rozložení vstupných modulov do adresovacieho priestoru sú známe
iba počiatočné adresy segmentov (sekcií), ale nie adresy jednotlivých symbolov v danej
sekcii. Vychádza sa z toho, že počiatočná adresa sekcií bola pôvodne nulová, a preto stačí
k adrese symbolu pripočítať novú adresu sekcie. Týmto postupom budú známe adresy všet-
kých symbolov v rámci celého programu.
2. fáza – úprava adries v objektovom kóde, ktoré sú uvedené v relokačnej tabuľke. Tieto
údaje značia odkaz na niektorý zo symbolov. Pretože adresy jednotlivých symbolov sú už
v tomto čase známe z prvej fázy, stačí vyhľadať príslušný symbol na ktorý sa relokačný
údaj odkazuje, a na patričné miesto v objektovom kóde dosadiť adresu tohto symbolu.
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2.3 Optimalizácia softvéru
V oblasti informačných technológií sa optimalizáciou softvéru alebo programu rozumie pro-
ces, modifikujúci softvér tak, aby vykonával svoju prácu efektívnejšie alebo používal menej
prostriedkov.
V praxi od optimalizácie očakávame nasledujúce tri aspekty:
1. Skrátenie času vykonávania programu
2. Zníženie pamäťových nárokov
3. Zníženie energetickej náročnosti (vyžiareného tepla)
Vo vnorených systémoch sú uvedené optimalizácie nevyhnutnou záležitosťou, pretože
výrazne ovplyvňujú cenu a funkčnosť výsledného produktu. Väčšina systémov musí zvládať
pracovať real-time, preto nižšia časová odozva systému môže znamenať výhodu oproti kon-
kurenčným systémom. Takisto nižšia cena spôsobená efektívnejším využitím pamäte alebo
použitím výkonovo menej náročného procesoru prináša značnú výhodu v boji s konkuren-
ciou.
2.3.1 Úrovne optimalizácie
Optimalizácie môžu byť prevádzané na rôznych úrovniach [4], pričom na každej z nich je
možné dosiahnuť rozdielne optimalizovaný systém.
• Úroveň návrhu – najvyššia úroveň optimalizácie pozostáva z voľby vhodných algorit-
mov a prostriedkov využitých v navrhnutom systéme. Návrh je zakladným kameňom
výsledného systému, preto je nutné na tejto úrovni čo najdômyselnejšie premyslieť
štruktúru celého systému.
• Úroveň zdrojového kódu – úroveň nezávislá na architektúre, odzrkadľuje úroveň zna-
lostí a zručností programátora. Kvalitne napísaný zdrojový kód a vyhýbanie sa neefek-
tívnym konštrukciám v ňom prináša zvýšenie výkonu systému. Niektoré optimalizácie
na tejto úrovni môžu byť vykonané optimalizujúcim prekladačom.
• Úroveň prekladu – umožnuje automatizované optimalizovanie zdrojového kódu za
pomoci optimalizujúceho prekladača alebo zostavujúceho programu.
• Úroveň assembleru – najnižšia úroveň optimalizácie s ktorou je možné sa najčastejšie
stretnúť práve vo vnorených systémoch a tam, kde sa vyžaduje maximálny výkon
systému. Optimalizácia na tejto úrovni predstavuje programovanie v jazyku symbo-
lických inštrukcií a preto vyžaduje vynikajúcu znalosť architektúry, na ktorej systém
pobeží. Optimalizácie sú tvorené dôkladným návrhom systému, čo ich robí časovo
veľmi naročným, prináša to však svoje ovocie v podobe maximálne optimálneho sys-
tému (za predpokladu dobrého návrhu).
Táto bakalárska práca sa zaoberá optimalizáciou na úrovni prekladu, preto sa budeme
venovať práve optimalizáciam na tejto úrovni.
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2.3.2 Optimalizácie v čase prekladu a linkovania
Automatizované optimalizácie umožnujú minimalizovať alebo maximalizovať niektorý z atri-
bútov vygenerovaného programu. Analyzujú program resp. zdrojový kód a upravujú niek-
toré konštrukcie definované programátorom[6].
V čase prekladu zdrojového kódu je možné vykonať množstvo optimalizácií, ktoré
vyžadujú k svojej funkčnosti znalosť sémantiky napísaného programu, pretože prekladač
má k dispozícii jeho zdrojový kód. Medzi najpoužívanejšie optimalizácie patrí:
• Optimalizácia cyklov – predstavuje napríklad úpravu podmienky cyklu tak, aby sa
zvýšila efektivita jej vyhodnocovania. Iná optimalizácia zas môže spájať alebo kombi-
novať telá cyklov do seba (napr. ak dva cykly nasledujúce za sebou iterujú cez rovnaké
číslo).
• Optimalizácia dátových tokov – zjednodušenie matematických výrazov a predpočíta-
nie výrazov alebo hodnôt (ak je to možné).
• Optimalizácia generovaného kódu – najčastejšie predstavuje preusporiadanie vyge-
nerovaných inštrukcií tak, aby sa vzájomne neblokovali (používané v procesoroch
využívajúcich zreťazené spracovanie).
• Optimalizácia veľkosti kódu – zahŕňa techniky ako napríklad eliminácia mŕtveho a ne-
dosiahnuteľného kódu, ktorá je použitá v tejto bakalárskej práci a je dôkladnejšie po-
písaná v kapitole 2.3.4. Ďalšou významnou optimalizáciou je procedurálna abstrakcia,
ktorá vyhľadá duplicitné časti sémantický totožného kódu v programe a nahradí ich
odkazom na novú procedúru.
Každá z uvedených techník predstavuje množstvo ďalších optimalizácii, ich dôkladný
popis ale zasahuje nad rámec tejto práce.
V čase linkovania sa vykonávajú optimalizácie globálne nad celým programom a to
najmä optimalizácie znižujúce veľkosť výsledného spustiteľného programu. Medzi najdôleži-
tejšie z nich patrí eliminácia mŕtveho a nedosiahnuteľného kódu, ktorej sa venuje časť 2.3.4.
2.3.3 Efektivita optimalizácie veľkosti kódu
Významný pojem v oblasti optimalizácie veľkosti kódu je tzv. veľkostný pomer, ktorý určuje
efektivitu optimalizačnej metódy na zníženie veľkosti kódu.
Kompakcia je podľa publikácie [6] transformácia programu P , do iného programu P ′,
pre ktorú platí |P ′| < |P |. Pre P ′ platí, že je to stále priamo spustiteľný program – nie je
zapotreby žiaden preprocessing programu P ′ k jeho spusteniu.
Pomer |P | a |P ′| nazývame veľkostný pomer:
Veľkostný pomer =
|P ′|
|P | × 100% (2.1)
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2.3.4 Optimalizácia veľkosti kódu
Optimalizácia veľkosti kódu zahŕňa značné množstvo metód, priblížime si niekoľko na-
jdôležitejších a vysvetlíme rozdiel medzi mŕtvym a nedosiahnuteľným kódom1. Rozdelenie
je prebraté z publikácie [6].
Eliminácia mŕtvého kódu
Mŕtvy kód – kód, ktorý napriek tomu že môže byť spustený, nemá žiaden efekt na výstup
programu. Inými slovami povedané, výsledok takéhoto kódu sa nikde v programe nevyužíva.
Odstránenie takéhoto kódu má tú výhodu, že okrem zmenšenia veľkosti programu zamedzí
vykonávaniu irelevantných operácií, čím sa zvýši rýchlosť programu.
Na príklade 2.1 je uvedená ukážka mŕtveho kódu. Na riadku č. 4 sa vypočíta hodnota
premennej c, jej hodnota však nie je nikde použitá. Odstránením 4. riadku ale vzniká nový
mŕtvy kód a to riadok č. 3. Hodnota premennej b nie je nikde využitá, a preto môže byť
odstránená aj deklarácia tejto premennej.
Príklad 2.1: Ukážka mŕtveho kódu
1 int main() {
2 int a~= 1;
3 int b = 2; /* mŕtvy kód */
4 int c = a~+ b; /* mŕtvy kód */
5 return a;
6 }
Eliminácia nedosiahnuteľného kódu
Kým mŕtvy kód je kód ktorý môže byť spustený, nedosiahnuteľný kód nebude spustený
nikdy. Takýto kód iba zaberá zbytočné miesto v programe, je teda nepotrebný a môže byť
odstránený. Na príklade 2.2 môžme vidieť ukážku nedosiahnuteľného kódu. Z neho je patrné,
že riadky 5 a 6 sú nedosiahnuteľné, pretože príkaz return na 4. riadku ukončí vykonávanie
funkcie main(). Takáto optimalizácia je prevádzaná na intraprocedurálnej úrovni.
Príklad 2.2: Ukážka nedosiahnuteľného kódu
1 int main() {
2 int a~= 1;
3 int b = 2;
4 return a~+ b;
5 int c = 3; /* nedosiahnuteľný kód */
6 return c;
7 }
Nasledujúci príklad 2.3 zobrazuje trochu odlišný prípad. Jedná sa o optimalizáciu na inter-
procedurálnej úrovni. Telo funkcie foo() predstavuje veľmi rozsiahly zdrojový kód, no táto
funkcia nie je nikde volaná. Znamená to, že je zbytočná a jej odstránením sa značne zmenší
veľkost výsledného spustiteľného programu.
1Niektoré publikácie nerozlišujú medzi mŕtvym a nedosiahnuteľným kódom alebo oba označujú ako mŕtvy
kód
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Príklad 2.3: Ukážka nedosiahnuteľného kódu
1 int foo() {
2 /* veľmi dlhý zdrojový kód */
3 }
4
5 int main() {
6 return 0;
7 }
Procedurálna abstrakcia
Procedurálna abstrakcia vykonáva zásadné zmeny v celom programe. Je to druh kompresnej
metódy, ktorá vyhľadá viacnásobné výsktyty opakujúceho sa kódu, nahradí ho jediným
výskytom vložením do funkcie a na miesto pôvodných výskytov vloží odkaz na túto novo-
vytvorenú funkciu.
Dôvod prečo táto metóda vykazuje vysokú efektivitu, spočíva v modernom prístupe
k softvérovému inžinierstvu. Veľké projekty sú vytvárané menšími skupinkami programá-
torov, a tie zvyknú vytvárať podobné konštrukcie (prechádzanie zoznamom, zoraďovanie,
iterovanie poľom, atď.). Poprípade môžu niektoré časti kódu vznikať kopírovaním z rovna-
kých zdrojov, pretože je jednoduchšie použiť dobre známe a funkčne overené konštrukcie,
ako riskovať ich zmeny.
Iné metódy
Existuje samozrejme ďaleko viac optimalizačných metód, ktoré ale nesúvisia s témou tejto
bakalárskej práce. Napriek tomu stoja za zmienku a to najmä nasledujúce[6]:
• Cross-linking
• Optimalizácia typových konverzií
• Optimalizácia inline funkciami
2.4 Formát objektového súbora projektu Lissom
Formát objektového súbora projektu Lissom je navhnutý tak, aby umožňoval absolútnu
nezávislosť na architktúre. Znamená to, že formát je nezávislý na šírke slova inštrukcie
a celkovo na charaktere inštrukčnej sady. Poskytuje jednotnú formu pre relatívny i absolútny
(spustiťeľný) kód, pričom je textového formátu pre jednoduchú tvorbu overovacích štúdií.
Vychádza z formátu COFF[5]. Informácie sú uložené tak, aby nebolo nutné pri načítaní
použiť dvojitého priechodu.
Údaje sú uložené po riadkoch, pričom číselné hodnoty sú uložené dekadicky o rozsahu
celého 32-bitového čísla bez znamienka. Dáta objektového kódu sú uložené textovo v dvoj-
kovej sústave, kde jeden riadok predstavuje údaj o veľkosti jedného slova.
Formát podporuje 5 základných sekcií:
• .text – objektový kód
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• .data – inicializované dáta
• .bss – neinicializované dáta
• .debug – ladiace informácie
• .info – rôzne pomocné informácie (nenahrávajú sa do pamäte)
Počet jednotlivých sekcií nie je obmedzený. Každá zo sekcií v sebe zapúzdruje k nej sa
vzťahujúce informácie a to:
• Relokačné údaje – obsahujú informácie o adrese v sekcii, ktorá musí byť upravená
ak dôjde k zmene počiatočnej adresy sekcie, a taktiež odkaz na symbol do tabuľky
symbolov, na ktorý sa relokačný údaj viaže.
• Riadkové informácie – informácie potrebné k ladeniu, zahrňujú mapovanie riadkov
medzi objektovým kódom a zdrojovým kódom, z ktorého bol program preložený.
• Objektový kód – vygenerované inštrukcie v binárnej podobe.
Symboly sú viazané k sekciám prostredníctvom globálnej tabuľky symbolov. Každý symbol
si nesie informáciu o svojom názve, o tom na akej adrese v sekcii sa nachádza a o tom akého
je typu.
2.5 Štruktúra existujúceho zostavovacieho programu projektu
Lissom
Táto bakalárska práca sa zaoberá rozšírením už existujúceho zostavovacieho programu
v projekte Lissom. Rozšírenie by malo byť prevedené tak, aby nadviazalo na pôvodnú
implementáciu bez výrazných zmien v kóde. Pre oboznámenie čitateľa so zostavovacím
programom v krátkosti načrtnem jeho štruktúru a popíšem najdôležitejšie triedy.
Zostavovací program pozostáva z troch základných častí, ktoré zabezpečujú naslednové
činnosti:
1. Samotný proces linkovania
2. Načítanie a spracovanie konfiguračného súbora a parametrov príkazového riadku
3. Načítanie a práca s objektovými súbormi
Proces linkovania zabezpečuje trieda CLinker, nachádzajúca sa v module
linker/objlinker.h. Poskytuje rozhranie k alokácii a relokácii vstupných objektových
súborov a k načítaniu a uloženiu dát. K svojej činnosti využíva moduly pre prácu s konfi-
guračným súborom a s objektovými súbormi.
Konfiguračný súbor služi k riadeniu kontroly nad procesom linkovania. Umožňuje
kompletne špecifikovať mapovanie medzi vstupom a výstupom zostavovacieho programu.
Zahŕňa možnosti ako popis štruktúry pamäti, špecifikáciu výstupných sekcií a rozvrhnutie
sekcií v adresovom priestore. Návrh skriptovacieho jazyka konfiguračného súbora vychádza
z programu GNU ld[1].
Spracovanie parametrov príkazového riadku zabezpečuje trieda COptions definovaná
v module linker/options.h. Implementácia práce s konfiguračným súborom zahŕňa tri
hlavné triedy:
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• CCmdFile – modul linker/linker cmdfile.h
• CCmdParser – modul linker/linker cmdparser.h
• CCmdScanner – modul linker/linker cmdscanner.h
Prácu s objektovými súbormi zastrešuje súbor tried, ktoré spadajú pod menný pries-
tor ObjectFile a ich definícia je obsiahnutá v module objfilelib/objectfile.h. Jedná
sa o nasledujúce triedy:
• CArchive – archív objektových súborov, poskytuje rozhranie pre načítavanie archívov
• CObjectFile – rozhranie pre prácu s objektovými súboromi, zároveň slúži ako kon-
tajner pre triedy CSection a CSymbolTableContainer
• CSectionContainer – slúži kontajner sekcií triedy CSection
• CSection – poskytuje rozhranie pre prácu s jednou sekciou objektového súboru, za-
strešuje objektový kód, relokačnú tabuľku a tabuľku riadkových informácii
• CSectionData – uchováva objektový kód v danej sekcii
• CRelocationTable – kontajner relokačných údajov CRelocation
• CRelocation – rozhranie pre prácu s relokačným údajom v sekcii
• CLineNumberTable – kontajner riadkových údajov CReference
• CReference – rozhranie pre prácu s jedným riadkovým údajom v sekcii
• CSymbolTableContainer – kontajner tabuliek symbolov CSymbolTable
• CSymbolTable – rozhranie pre prácu s tabuľkou symbolov v objektovom súbore, zá-
roveň predstavuje kontajner pre symboly triedy CSymbol
• CSymbol – reprezentuje jeden symbol v objektovom súbore a poskytuje rozhranie pre
prácu s ním
• CExpansionTable – tabuľka s rozširujúcimi údajmi – momentálne sa v projekte ne-
používa
Hlavné telo zostavovacieho programu predstavuje modul linker/linker.cpp, v ktorom sa
volaním príslušných metód prevedie spracovanie parametrov príkazového riadku, načítanie
a spracovanie konfiguračného súbora a v neposlednej rade aj samotný proces linkovania.
2.6 Zhrnutie
Došlo k vysvetleniu základných pojmov ako objektový súbor a zostavovací program. Bolo
vysvetlené prečo je nutné optimalizovať softvér a nastolených niekoľko používaných optima-
lizačných techník. Čitateľ by mal po tejto kapitole porozumieť aké optimalizácie softvéru je
možné vykonávať pri jeho vývoji a prečo sú optimalizácie dôležité hlavne z ekonomického
hľadiska. Ďalej by mal mať čitateľ predstavu o formáte objektového súbora projektu Lis-
som a čo sa v ňom nachádza, aby mohol porozumieť návrhu systému, ktorý bude popísaný
v nasledujúcej kapitole.
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Kapitola 3
Návrh
Kapitola s číslom 3 popisuje návrh optimalizátora ako rozšírenie nad existujúcim zostavova-
cím programom projektu Lissom. Bude tu popísaný princíp algoritmu, ktorý bude využitý
k eliminácii nedosiahnuteľného kódu a spôsob získania všetkých informácii, ktoré bude tento
algoritmus k svojej činnosti potrebovať. V kapitole uvediem niektoré dôležité rozhodnitia,
ktoré bolo nutné učiniť v čase návrhu, aby eliminačný algoritmus spĺňal podmienku nezá-
vislosti na architektúre procesora.
3.1 Eliminácia nedosiahnuteľného kódu
Optimalizácia zostavovacím programom bude prebiehať na interprocedurálnej úrovni v čase
linkovania. Znamená to, že za najmenší blok nedosiahnuteľného kódu sa bude považovať
funkcia. Princíp bude spočívať v prehľadaní objektových súborov na vstupe zostavovacieho
programu, a získať zoznam iba takých funkcií, ktoré sú potrebné k behu programu. Aby
bolo možné tento algoritmus aplikovať na vstupné objektové súbory, musí program poznať
štruktúru celého programu a vedieť kde začať s vyhľadávaním.
Nazačiatok budeme vychádzať z jazyka C a ako počiatočný bod zvolíme funkciu main,
ktorá tvorí hlavnú funkciu programu a po jeho spustení sa vykonáva ako prvá. Priechodom
funkcie main zistíme, ktoré ďalšie funkcie sa volajú počas jej vykonávania a bez sporu
môžme o týchto funkciách prehlásiť, že sú potrebné k behu programu. Tieto funkcie, však
môžu volať ďalšie funkcie, a tie zas ďalšie, atď. Z tohoto dôvodu je nutné prejsť všetky
funkcie o ktorých bolo prehlásene, že sú potrebné a hľadať prípadné ďalšie. Prípad ilustruje
obrázok 3.1.
Ako vidieť na obrázku 3.1, funkcie môžu byť volané viac krát alebo môžu dokonca rekur-
zívne volať sami seba. Aby sme sa vyhli viacnásobnému, prípadne cyklickému prehľadávaniu
tých istých funkcií, je nutné si pri každej navštívenej funkcii poznamenať, že už raz bola
prehľadávaná, a druhý krát takto označenú funkciu už neprehľadávať. Toto označenie tiež
využijeme po skončenení prehľadávania na vytvorenie zoznamu potrebných funkcií. Z ob-
rázka je tiež zrejmé, že k celému algoritmu sú zapotreby iba volania jednotlivých funkcií
a ostatné údaje z tiel funkcií sú irelevantné.
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Obrázok 3.1: Volanie funkcií v programe
3.2 Skoky a volania funkcií v programe
K tomu aby algoritmus prehľadávania funkcií mohol fungovať, potrebuje poznať zoznam
funkcií volaných v každej funkcii. Tento zoznam je možné získať dvoma spôsobmi:
1. Disassemblovanie zdrojového kódu
2. Využitie relokačných údajov
Disassemblovanie zdrojového kódu je jedna z možností prehľadávania funkcií.
Disassemblovanie a nasledná analýza kódu však prináša množstvo nevýhod. Jednou z nich
je časová náročnosť, no oveľa väčšou nevýhodou je, že takýto postup nespĺňa podmienku
nezávislosti na architektúre. Zostavovací program by musel poznať nielen syntax ale aj sé-
mantiku každej inštrukcie a tým presne vedieť význam a funkciu každej z nich. Najväčším
problémom zostáva fakt, že syntax a sémantika inštrukcií sa môžu výrazne líšit každou
architektúrou.
Využitie relokačných údajov z objektových súborov je druhou možnosťou prehľadáva-
nia funkcií. Relokačné údaje sú do objektových súborov vkladané v čase prekladu programu
a obsahujú informácie o tom, ktoré adresy v objektovom kóde musia byť upravené, ak objek-
tový kód v príslušnej sekcii zmení svoju počiatočnú adresu. Inými slovami môžme povedať,
že relokačné údaje obsahujú informácie o všetkých skokoch a volaniach funkcií v danom
objektovom súbore.
Využitie relokačných údajov obnáša množstvo výhod. Najdôležitejšou z nich je fakt, že
zostavovací program nemusí poznať inštrukčnú sadu architektúry, pre ktorú je objektový
kód v objektovom súbore vegenerovaný. Ďalšou výhodou je nižšia časová náročnosť, ktorá
je spôsobená tým, že nie je nutné pracne získavať informácie z objektového kódu jeho de-
kódovaním.
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Keďže sa táto bakalárska práca zaoberá rozšírením už existujúceho a fungujúceho zostavo-
vacieho programu projektu Lissom, sú relokačné údaje dostupné priamo cez tento program.
Využitie relokačných údajov sa preto javí ako najlepšie riešenie pri získavaní zoznamu vo-
laných funkcií.
3.3 Štruktúra linkovaného programu
Okrem samotných volaní funkcií potrebuje zostavovací program poznať štruktúru linkova-
ného programu. To znamená, že musí vedieť, aké funkcie sa v programe nachádzajú a na
akom mieste.
K tomuto vynikajúco poslúži tabuľka symbolov obsiahnutá v každom objektovom sú-
bore, ktorá poskytuje úplný prehľad o použitých identifikátoroch v danom module.
Z tabuľky symbolov sú pre nás zaujímavé hlavne nasledujúce informácie:
• Názov symbolu – alebo tiež identifikátora je dôležitý údaj k vyhľadávaniu. Okrem
názvov funkcií a globálnych premenných sa tu môžu objaviť názvy návestí vytvorených
prekladačom.
• Adresa symbolu – udáva relatívnu polohu vzhľadom od počiatku sekcie v ktorej sa
symbol nachádza.
• Typ symbolu – je tvorený jednou z možností: public, private, extern.
Symbol typu public je globálny symbol, ktorý môže byť použitý v inom module.
Jedná sa teda o funkcie a globálne premenné.
Na druhej strane private symbol predstavuje lokálny symbol, použiteľný iba v rámci
modulu v ktorom sa nachádza. Symboly tohto typu sú statické funkcie, lokálne pre-
menné a návestia skokov a cyklov vytvorených prekladačom.
Posledný typ – extern predstavuje externý symbol, tj. symbol, ktorý nie je definovaný
v aktuálnom module, ale jeho definícia sa nachádza v niektorom z ostatných modulov.
Spolu s typom public tvoria kľúčový prostriedok na prepájanie modulov medzi sebou.
Na základne vyššie uvedených informácií si môže urobiť optimalizátor predstavu o tom, aké
symboly (identifikátory) sa v každom z modulov nachádzajú a na akej adrese.
3.3.1 Hierarchia symbolov
Typ symbolu použijeme k určeniu toho, o aký identifikátor sa jedná. Najzaujímavejšie sú
symboly typu public, ktoré budeme považovať za funkcie a teda za najmenší optimalizova-
teľný blok. Symboly typu public môžu byť tiež globálne premenné, čo však nevadí, pretože
pokiaľ sa v programe nevyužívajú, môžu byť z neho taktiež odstránené.
Symboly typu private budú považované za návestia cyklov a skokov vnútri funkcií.
Pretože najmenší optimalizovateľný blok sú funkcie, budeme predpokladať, že tieto sym-
boly spadajú pod telo niektorej z funkcie. V prípade, že optimalizátor označí danú funkciu
za potrebnú, automaticky sa označia za potrebné aj symboly spadajúce pod túto funkciu.
Základnú štruktúru získa optimalizátor zoradením symbolov podľa adresy. Jednotlivé
globálne symboly tvoria funkcie a privátne symboly spadajú pod najbližší globálny symbol
smerom k nižšej adrese. Potom všetko nachádzajúce sa medzi dvoma globálnymi symbolmi
je považované za súčasť globálneho symbolu nižšej adresy. Vzniká teda akási hierarchia
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nadradených a podradených symbolov. Na základe tejto skutočnosti môže optimalizátor
správne prideliť každému symbolu objektový kód pod ktorý spadá.
Okrem hierarchie symbolov bude potrebovať optimalizátor poznať aj hierarchiu sekcií a ob-
jektových súborov. Celú situáciu znázorňuje obrázok 3.2.
Obrázok 3.2: Štruktúra programu
Každý symbol spadá pod niektorú zo sekcií objektového súbora, a každá sekcia pod niek-
torý zo vstupných objektových súborov zostavovacieho programu. Najdôležitejšiu z úrovní
predstavuje úroveň globálnych symbolov, teda symbolov ktoré sú považované za funkcie,
a predstavujú najmenší optimalizovateľný blok. Pre lepšie rozlíšenie budú symboly tvoriace
bloky nazývané symboly 1. úrovne, a symboly pod ne spadajúce budú symboly 2. úrovne.
Vytvorením takejto hierarchie bude môcť optimalizátor tvoriť i väčšie optimalizovateľné
bloky, napríklad bloky o veľkosti sekcie alebo celého objektového súboru.
3.3.2 Problém statických funkcií a jeho riešenie
Vyššie uvedené vytvorenie štruktúry má jeden závažný problém, ktorý vzniká pri statických
funkciách. Uvažujme kód z príkladu 3.1.
Príklad 3.1: Jednoduchý kód
1 int foo() {
2 /* zdrojový kód s~jedným skokom */
3 }
4
5 int main() {
6 /* zdrojový kód bez skoku */
7 }
8
9 static int count {
10 /* dlhý zdrojový kód s~jedným skokom */
11 }
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Statické funkcie v jazyku C majú tú vlastnosť, že sú použiteľné iba v rámci modulu v ktorom
sa nachádzajú. Sú teda označené ako private a nemožno ich zavolať z iného modulu. Pre
uvedený kód z príkladu 3.1 sa vygeneruje tabuľka symbolov a štruktúra programu, ktorá
môže vyzerať nasledovne:
Obrázok 3.3: Odvodenie štruktúry programu
Symboly $L1 a $L2 z obrázka 3.3 štandardne predstavujú návestia skokov alebo cyklov,
ktoré automaticky vygeneroval prekladač. Ako je z tohto obrázku patrné, statická funkcia
count() predstavuje problém pri kategorizovaní symbolov iba na základe jeho typu. Funk-
cia count() je tu považovaná za súčasť funkcie main(), čo ale v skutočnosti nie je pravda.
Vo výsledku by to znamenalo, že optimalizátor by použitím funkcie main() automaticky
považoval za potrebnú aj funkciu count() a to aj napriek tomu, že by nikde nemusela byť
volaná.
Riešením tohoto problému je zavedenie dvoch nových položiek do objektového súbora.
Jedná sa o tieto položky:
• Spôsob použitia symbolu – hovorí o tom, čo v zdrojovom kóde predstavuje daný
symbol. Môže naberať jednu z hodnôt: nedefinovaný, funkcia, objekt, súbor.
• Veľkosť symbolu – udáva veľkosť symbolu v bajtoch, čo predstavuje koľko bajtov
objektového kódu spadá pod tento symbol.
Zavedenie týchto položiek prináša zároveň zavedenie nových odpovedajúcich direktív do
assembleru. Obidvoje údaje sa budú vkladať najmä k symbolom reprezentujúci blok resp.
funkciu. Pri lokálnych symboloch bude spôsob použitia nedefinovaný a veľkosť nastavená
na 0. Týmto sa budú dať spoľahlivo od seba odlíšiť symboly funkcií, objektov (globálnych
premenných) a lokálnych návestí. Hierarchia symbolov z obrázku 3.3 tak bude môcť byť
správne utvorená – symbol count bude považovaný za symbol prvej úrovne, čím už nebude
spadať pod symbol main.
Uvedené riešenie je nanešťastie iba čiastočné, pretože sa jedná o rozširujúce položky,
ktoré nie sú súčasťou štandardného objektového súbora. Riešenie bude správne fungovať
iba za predpokladov, že je program prekladaný z niektorého z vyšších programovacích jazy-
kov (napr. v jazyku C). V tomto prípade prekladač vkladá uvedené údaje do objektového
súbora automaticky a programátor sa tak nemusí o nič starať. Ak je však program písaný
v assembleri, je nemorálne sa dožadovať programátora aby vkladal tieto údaje do zdro-
jového kódu ručne v podobe direktív, a preto bude optimalizátor na túto situáciu brať
ohľad.
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3.3.3 Priradenie relokačných údajov k symbolom
Akonáhle optimalizátor pozná štruktúru programu, musí vedieť, aké volania sa prevádzajú
v ktorom úseku kódu, konkrétne v ktorom symbole. Je teda nutné vytvoriť väzbu medzi
vytvorenou hierarchiou symbolov a relokačnými údajmi. Každému symbolu sa tak priradia
relokačné údaje, ktoré pod neho spadajú.
Aby bolo možné túto väzbu vytvoriť, musíme určiť, ktoré dáta z relokačných údajov budeme
potrebovať:
• Adresa relokácie – relatívna adresa vzhľadom od počiatku sekcie. Určuje miesto
v objektovom kóde na ktorom je nutné vykonať relokáciu. Znamená to, že na tomto
mieste v kóde sa nachádza skok, volanie funkcie alebo operácia práce s pamäťou.
• Odkaz na symbol – každá relokácia sa odkazuje do tabuľky symbolov na jeden
konkrétny symbol. Takto zostavovací program presne vie, na aké miesto v pamäti sa
relokačný údaj odkazuje, keďže každý symbol si nesie svoju adresu v pamäti resp.
v objektovom súbore.
Na základe adries môže optimalizátor priradiť relokačné údaje k jednotlivým symbolom.
K tomu využije rozšírenie informácií symbolov o ich veľkosť.
Majme symboly prvej úrovne S1 až Sn, ktoré sú zoradené vzostupne podľa adresy a ad-
resu symbolu označovanú ako &Si. V prípade, že veľkosť symbolu |Si| nie je definovaná,
vypočíta sa jeho veľkosť ako:
|Si| = &Si+1 −&Si
Takýmto spôsobom sa vypočítajú veľkosti všetkých symbolov prvej úrovne, ktoré nemali
definovanú veľkosť v objektovom súbore. Na základe adresy symbolov a ich veľkostí je možné
teraz jednoducho priradiť odpovedajúce relokačné údaje k týmto symbolom. Optimalizá-
tor musí iba vyhľadať pre každý symbol také relokačné údaje, ktorých adresa spadá pod
daný symbol. Tým dostáva optimalizátor kompletnú štruktúru programu – pozná rozdelenie
programu na funkcie a má ku každej z nich k dispozícii zoznam všetkých skokov v nej.
3.4 Rozšírenie existujúceho zostavovacieho programu
Optimalizátor bude umožňovať optimalizáciu na troch úrovniach:
• úroveň blokov – najmenšia optimalizovateľná jednotka, ktorá predstavuje funkciu
alebo globálnu premennú.
• úroveň sekcií – zahŕňa celú sekciu objektového súbora. V prípade, že je čo i len jediná
funkcia z príslušnej sekcie potrebná, vloží sa do výsledného programu celá sekcia.
• úroveň objektových súborov – najvyššia úroveň, pri ktorej bude optimalizovanie pre-
biehať nad celými objektovými súbormi. Podobné ako v prípade sekcií, ale do výsled-
ného zlinkovaného programu sa vloží celý objektový súbor.
Optimalizátor bude pracovať nad dátami, ktoré zostavovací program načítal a spracoval.
Proces optimalizovania odstráni z týchto dát nepotrebné časti a takto upravené dáta budú
vrátené naspäť zostavovaciemu programu. Ten bude následne pokračovať v procese linko-
vania. Týmto spôsobom sa zachová celá činnost a princíp zostavovacieho programu v pô-
vodnom stave.
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3.5 Algoritmus prehľadávania
Algoritmus prehľadávania symbolov je kľúčovým prvkom v eliminácii nedosiahnuteľného
kódu. Vstupom algoritmu je množina všetkých symbolov vyskytujúcich sa v programe,
ku ktorým sú prislúchajúcim spôsobom priradené relokačné údaje. Výstupom algoritmu je
táto istá množina symbolov s tým rozdielom, že symboly, ktoré sú v programe potrebné,
sú v nej špeciálne označené. Na základe takto označených symbolov môže optimalizátor
zostaviť novú štruktúru programu a tú predať zostavovaciemu programu k zlinkovaniu.
Prehľadávnie môže prebiehať na troch už zmienených úrovniach pričom bude platiť, že
označením symbolu za používaný, sa zároveň označí za používanú aj sekcia do ktorej symbol
spadá a takisto aj objektový súbor. Tým sa zavedú rozširujúce informácie aj k sekciám
a objektovým súborom.
3.5.1 Zavedenie štartovného symbolu
K tomu aby mohol algorimus prehľadávania fungovať, musí byť zavedený univerzálny štar-
tovný symbol, kde sa začne s prehľadávanim. Tento symbol bude pomenovaný ako start
a musí sa nachádzať v každom programe, nad ktorým má byť prevedená optimalizácia v čase
linkovania. Tento štartovný symbol bude reprezentovať runtime rutinu, ktorá korektne na-
staví parametre procesora, pamäte alebo iných prvkov, ktoré daná architektúra vyžaduje.
Štartovný symbol bude následne volať hlavnú funkciu programu.
3.5.2 Prehľadávanie na úrovni blokov
Algoritmus č.1 popisuje spôsob prehľadávania symbolov na úrovni blokov. Ako vyplýva
z tohto algoritmu, prehľadávanie symbolov funguje nad FIFO frontou. Rovnako dobre ako
fronta by v tomto prípade poslúžil aj zásobník – na funkčnosti by to nič nezmenilo. Po
vytiahnutí symbolu z fronty sa musí skontrolovať, či daný symbol nie je externý, pretože
pre externé symboly nie sú známe ich prislúchajúce relokačné údaje. Z tohoto dôvodu sa
musí k nim prislúchajúci verejný symbol vyhľadať v množine všetkých symbolov. Následné
prehľadanie relokačných údajov daného symbolu je sprevádzané kontrolou na to, či už je
daný symbol označený ako použitý. Symboly, ktoré už sú označené ako používané sa do
fronty nevkladajú, čo slúži ako ochrana proti zacykleniu v prípade rekurzívnych funkcií
alebo iných cyklických volaní.
3.5.3 Prehľadávanie na úrovni sekcií
Uvedený algoritmus č.1 funguje iba pre úroveň blokov. K prehľadávaniu na úrovni sekcií
alebo objektových súborov je nutné tento algoritmus mierne modifikovať.
Pre úroveň sekcií sa musí prehľadať nielen symbol, ale celá sekcia pod ktorú prehľadá-
vaný symbol spadá. Zmena nastane teda iba v podmienke cyklu zabezpečujúceho prehľa-
dávanie symbolov a to spôsobom, že cyklus nebude iterovať iba cez relokačné údaje daného
symbolu, ale celej sekcie pod ktorú symbol spadá.
3.5.4 Prehľadávanie na úrovni objektových súborov
Rovnako ako pre úroveň sekcií je nutné zmeniť rozsah prehľadávania aj pre úroveň objekto-
vých súborov. Cyklus prehľadávania bude iterovať cez všetky relokačné údaje objektového
súbora, v ktorom sa prehľadávaný symbol nachádza.
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Takto pozmenený algoritmus ale nie je úplne efektívny, pretože zahŕňa aj prehľadávanie
symbolov v rámci toho istého objektového súbora, čo je zbytočné. Zaujímavé sú z pohľadu
tejto úrovne iba také relokačné údaje, ktoré sa odkazujú na externé symboly, pretože tie
zavedú prehľadávací algoritmus do iného objektového súbora. Preto pre zvýšenie efektivity
sa budú do fronty vkladať iba symboly, ktoré sú externé.
Algoritmus 1: Prehľadávanie symbolov na úrovni blokov
/* S – množina všetkých symbolov */
/* s – symbol, pre ktorý platí s ∈ S */
/* s.R – množina relokačných údajov spadajúcich pod symbol s */
/* r – relokačný údaj, pre ktorý platí r ∈ s.R */
/* r.s – symbol, na ktorý sa odkazuje relokačný údaj r a platí r.s ∈ S */
/* queue – FIFO fronta */
/* S.F ind(name) – vyhľadá v množine S symbol s názvom name */
/* SetUsed(s) – označí symbol s za potrebný */
/* ******************************************************************* */
// inicializácia fronty
s = S.Find(” start”)
queue.push(s)
while stack is not empty do
s = queue.pop()
if s is extern then
SetUsed(s)
s = S.Find(s.Name)
end if
// prehľadanie symbolu
foreach r in s.R do
if r.s is not used then
SetUsed(r.s)
queue.push(r.s)
end if
end foreach
end while
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Kapitola 4
Implementácia
Táto kapitola popisuje implementáciu navrhnutého optimalizátora. Čitateľ sa bližšie zoznámi
s jednotlivými implementovanými triedami, ich významom a funkciou. Ďalej sa sa zmienim
o pripojení optimalizátora k existujúcemu zostavovaciemu programu a tom, ako sa výsledný
program bude spúštať. V závere predvediem niekoľko testov na overenie funkčnosti a efek-
tivity optimalizátora.
4.1 Popis implementovaných tried
V tejto časti sú popísané podrobnejšie jednotlivé funkcie, ich význam a úloha. Triedy sú sta-
vané tak, aby rozširovali alebo prekrývali pôvodné údaje získané zostavovacím programom.
Optimalizátor nezasahuje do pôvodných dát, ale v prípade potreby používa prekrývajúce
sa údaje.
Rozširujúce dáta použité v jednotlivých triedach, ktoré sa vzťahujú na dáta objektového
súbora, tvoria údaj o tom, či je daný objekt potrebný k behu programu. Ďalšími rozširuj-
úcimi dátami sú adresa objektu v rámci sekcie alebo objektového kódu a index na dáta, na
ktoré sa objekt odkazuje.
Triedy boli implementované v jazyku C++, a ich diagram sa nachádza za popisom
implementovaných tried v časti 4.2 na strane 26.
4.1.1 Trieda COptimizerReference
Trieda implementuje rozširujúce údaje k triede ObjectFile::CReference, ktorá predsta-
vuje jeden riadkový údaj. Trieda zapúzdruje v sebe odkaz na pôvodný riadkový údaj a po-
skytuje rozhranie pre usporiadanie riadkových údajov podľa adresy v objektovom kóde, na
ktorú sa riadkový údaj odkazuje.
4.1.2 Trieda COptimizerRelocation
Trieda implementuje rozširujúce údaje k triede ObjectFile::CRelocation, ktorá pred-
stavuje jeden relokačný údaj. Trieda zapúzdruje v sebe odkaz na pôvodný relokačný údaj
a poskytuje rozhranie na usporiadanie relokačných údajov podľa adresy v objektovom kóde,
na ktorú sa relokačný údaj odkazuje.
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4.1.3 Trieda COptimizerSymbol
Trieda implementuje rozširujúce údaje k triede ObjectFile::CSymbol, ktorá predstavuje
jeden údaj z tabuľky symbolov. Trieda zapúzdruje v sebe odkaz na tento pôvodný údaj
a poskytuje rozhranie na usporiadania symbolov podľa adresy v objektovom kóde, na ktorej
sa symbol nachádza.
4.1.4 Trieda COptimizerSection
Táto trieda predstavuje sekciu objektového súbora a zapúzdruje v sebe vektory tried
COptimizerSymbol, COptimizerRelocation a COptimizerReference, teda zoznamy všet-
kých symbolov, relokačných a riadkových údajov. Implementuje rozširujúce údaje k triede
ObjectFile::CSection.
Konštruktor triedy vyžaduje odkaz na pôvodnú sekciu. Po jeho zavolaní využije tento
odkaz k načítaniu a naplneniu svojich vektorov tried pre symboly, relokačné a riadkové
údaje.
Táto trieda naviac obsahuje priradenia medzi symbolmi a relokačnými údajmi. O toto
priradenie sa stará metóda AssignRelocations(). Predtým než môže byť zavolaná, musí
prebehnúť prepočítanie veľkostí symbolov, ktoré zabezpečuje metóda CountSymbolSizes().
Trieda naviac poskytuje rozhranie pre vyhľadávanie symbolov v rámci príslušnej sekcie,
o ktoré sa stará medóda FindSymbol().
4.1.5 Trieda COptimizerObjectFile
Úlohou tejto triedy je zapúzdrenie sekcií objektového súbora, čím predstavuje jeden objek-
tový súbor. Obsahuje vektor triedy COptimizerSection, ktorý sa naplní automaticky pri
vytváraní inštancie triedy. Aby mohlo byť toto naplnenie uskutočnené, vyžaduje konštruk-
tor triedy odkaz na pôvodný objektový súbor, ktorý predstavuje trieda
ObjectFile::CObjectFile.
Iný spôsob naplnenia dát predstavuje metóda AddSection(), ktorá do aktuálneho ob-
jektového súbora pridá sekciu. Metóda vyžaduje odkaz na sekciu, z ktorej má byť nová
sekcia odvodená.
Významú úlohu zohráva metóda PrepareSections(), ktorá usporiada sekcie podľa jej
hodnoty ID pre jednoduchšiu prácu s indexami a upraví odkazy relokačných údajov na
symboly. Tieto údaje stratili platnosť pri načítavaní jednotlivých sekcií, pretože symboly
aj relokačné údaje boli usporiadané podľa adresy výskytu. Tým sa zmenili indexy jednot-
livých údajov, a je nutné ich opraviť. Po tom, čo sú všetky odkazy v rámci každej sek-
cie správne nastavené, zavolá metóda PrepareSections() metódy CountSymbolSizes()
a AssignRelocations() pre každú sekciu.
Trieda umožňuje vyhľadávať symboly v rámci celého objektového súboru za pomoci
metódy FindSymbol().
4.1.6 Trieda COptimizer
Základná trieda optimalizátora, ktorá poskytuje rozhranie pre načítanie dát zo zostavo-
vacieho programu, samotné spustenie optimalizácie a vrátenie optimalizovaných dát. Za-
púzdruje v sebe zoznam všetkých vstupných objektových súborov reprezentovaných triedou
COptimizerObjectFile.
24
Metóda LoadSections() zabezpečuje načítanie dát. Jej jediným parametrom je vek-
tor sekcií ObjectFile::CSection. Dôvod, prečo načítanie prebieha na úrovni jednotlivých
sekcií a nie na úrovni objektových súborov je ten, že na tejto úrovni pracuje zostavovací pro-
gram. Konfiguračný súbor zostavovacieho programu naviac umožňuje vkladať do programu
osamostatnené sekcie, ktoré nie sú viazané na žiaden objektový súbor. Z tohoto dôvodu je
jednoduchšie pracovať na úrovni sekcií. Optimalizátor sa s touto skutočnosťou vysporiada
vytvorením akoby virtuálneho objektového súbora, ktorý sa však nijak od ostatných nelíši.
Metóda Optimize() spustí optimalizačný algoritmus, ktorý prehľadá vsupné objektové
súbory spôsobom popísaným v kapitole 3, a označí potrebné symboly. Označený symbol
sa považuje symbol za potrebný a musí byť do výsledného spustiteľného suboru zahrnutý.
Označenie prebieha za pomoci metódy SetUsed(), ktorá zároveň pri označení symbolu
označí aj sekciu a objektový súbor, pod ktorý symbol spadá.
Metóda Remap() slúži na vrátenie optimalizovaných dát späť do zostavovacieho pro-
gramu. Metóda použije pôvodné dáta objektových súborov k zostaveniu nových dát a novej
štruktúry programu. Optimalizátor týmto spôsobom nijak nezasahuje do originálnych úda-
jov ale vytvára nové, čo je efektívnejšie z hľadiska časovej náročnosti. Pri zásahoch do
pôvodných dát by musel optimalizátor zmazávať nepoužívané symboly, relokačné dáta, ri-
adkové informácie a aj samotný objektový kód, čo by viedlo k neustálemu upravovaniu
rozloženia dát v pamäti, kedže sá tieto dáta ukladané vo vektoroch.
Vytvorenie nových údajov sprevádza vypočet nových adries sekcií a symbolov v ob-
jektovom súbore. Funkcia vracia zostavenú novú štruktúru programu v podobe zoznamu
objektových súborov, ktoré obsahujú iba potrebné dáta k behu programu. To znamená, že
metóda súčasne prekopíruje do nového objektového súbora aj relokačné a riadkové údaje
a samozrejme aj prislúchajúci objektový kód programu.
Optimalizátor vypisuje chybové hlášky v prípade, že počas vykonávania optimalizačného
algoritmu dôjde k chybe. K chybe môže najčastejšie dôjsť vtedy, ak sa relokácia odkazuje
na neexistujúci symbol. V tomto prípade optimalizátor ukončí svoju činnosť a vráti riadenie
späť zostavovaciemu programu s chybovým kódom.
4.1.7 Trieda COptimizerStackItem
Trieda COptimizerStackItem je pomocná trieda využívaná v metóde Optimize() triedy
COptimizer. Slúži k uchovaniu dát pre jednu položku zásobníka. Uchováva údaje o symbole
a jemu pridelených relokačných údajoch, a o tom kde skončilo prehľadávanie jednotlivých
relokácií v symbole.
Trieda nemá žiadne metódy ale z dôvodu efektivity sú všetky jej členské premenné
deklarované ako verejné.
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4.2 Diagram implementovaných tried
-m_pObjectFiles : vector<COptimizerObjectFile*>
-m_nEliminationLevel : eLevel
+COptimizer()
+LoadSections()
+Optimize()
+Remap()
+FindSymbol()
+FindSymbol()
+SetUsed()
+GetObjectFilesCount()
-GetObjectFileIndex()
-CreateStackItem()
-CreateNewObjectFile()
-CreateNewSection()
-RemapSections()
-RemapSymbols()
COptimizer
<<Constant>> +DISABLED
<<Constant>> +OBJECTFILES
<<Constant>> +SECTIONS
<<Constant>> +BLOCKS
<<enumeration>>
eLevel
-m_pReference : CReference*
+COptimizerReference()
+GetReference()
+Greater()
+Less()
COptimizerReference
-m_bUsed : bool
-m_pAssignments : vector<pair<int, int>>
-m_pFullAssignments : vector<pair<int, int>>
-m_pSymbols : vector<COptimizerSymbol*>
-m_pRelocations : vector<COptimizerRelocation*>
-m_pReferencies : vector<COptimizerReference*>
-m_pSection : CSection*
+COptimizerSection()
+GetSection()
+GetID()
+GetSymbol()
+GetSymbolsCount()
+FindSymbolByOriginID()
+FindSymbol()
+GetRelocation()
+GetRelocationsCount()
+GetReference()
+GetReferenciesCount()
+GetAssignmentLow()
+GetAssignmentHigh()
+GetFullAssignmentLow()
+GetFullAssignmentHigh()
+GetSizeInBytes()
+CountSymbolSizes()
+AssignRelocations()
+IsUsed()
+SetUsed()
+Greater()
+Less()
COptimizerSection
-m_bUsed : bool
-m_nMemoryByteAddress : int
-m_nSymbolID : int
-m_nSymbolSectionID : int
-m_pRelocation : CRelocation*
+COptimizerRelocation()
+SetMemoryByteAddress()
+GetMemoryByteAddress()
+SetSymbolID()
+GetSymbolID()
+GetSymbolSectionID()
+IsUsed()
+SetUsed()
+GetRelocation()
+Greater()
+Less()
COptimizerRelocation
-m_pSections : vector<COptimizerSection*>
-m_bUsed : bool
-m_pObjectFile : CObjectFile*
+COptimizerObjectFile()
+AddSection()
+PrepareSections()
+FindSymbol()
+GetSection()
+GetSectionsCount()
+GetObjectFile()
+IsUsed()
+SetUsed()
COptimizerObjectFile
+m_nSymbolIndex : int
+m_nSectionIndex : int
+m_nObjectFileIndex : int
+m_nLastRelocation : unsigned int
+m_pSymbol : COptimizerSymbol*
+m_pRelocations : vector<COptimizerRelocation*>
COptimizerStackItem
-m_bUsed : bool
-m_sSymbolName : string
-m_nMemoryByteAddress : int
-m_nOriginIndex : int
-m_nSectionID : int
-m_nSymbolSize : int
-m_nSymbolFullSize : int
-m_pSymbol : CSymbol*
+COptimizerSymbol()
+SetMemoryByteAddress()
+GetMemoryByteAddress()
+GetMemoryByteAddressHigh()
+GetMemoryByteAddressFullHigh()
+SetSectionID()
+GetSectionID()
+SetName()
+GetName()
+SetOriginIndex()
+GetOriginIndex()
+SetSizeInBytes()
+GetSizeInBytes()
+SetFullSizeInBytes()
+GetFullSizeInBytes()
+GetType()
+GetUsageType()
+GetSymbol()
+IsUsed()
+SetUsed()
+Greater()
+Less()
COptimizerSymbol
0..*
-m_pRelocations
0..*
-m_pReferencies
0..*-m_pRelocations
0..*
-m_pSymbols
0..* -m_pObjectFiles
0..*
-m_pSections
-m_pSymbol
Obrázok 4.1: Diagram tried optimalizátora
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4.3 Rozšírenie existujúceho zostavovacieho programu
Optimalizátor je tvorený triedou COptimizer a k jeho spusteniu je nutné vytvoriť inštanciu
tejto triedy. Konštruktor triedy COptimizer vyžaduje jeden parameter, ktorý reprezentuje
úroveň, na ktorej sa má optimalizácia prevádzať. Parameter môže naberať jednu z nasle-
dujúcich hodnôt:
• eLevel::DISABLED (0) – optimalizácia je vypnutá, optimalizátor nebude vykonávať
žiadnu činnosť.
• eLevel::OBJECTFILES (1) – optimalizácia na úrovni celých objektových súborov
• eLevel::SECTIONS (2) – optimalizácia na úrovni jednotlivých sekcií
• eLevel::BLOCKS (3) – optimalizácia na úrovni jednotlivých blokov (funkcií a globál-
nych premenných)
Optimalizátor je v zostavovacom programe spustený nasledujúcim spôsobom:
COptimizer optimizer(eLevel);
optimizer.LoadSections(pSections);
optimizer.Optimize();
optimizer.Remap(pObjectFiles);
Kde pSections je vektor ukazovateľov na sekcie triedy ObjectFile::CSection a
pObjectFiles je výstupný parameter, ktorý je reprezentovaný vektorom ukazovateľov na
objektové súbory triedy ObjectFile::CObjectFile. Pretože je výstupný parameter re-
prezentovaný objektovými súbormi, musí si zostavovací program z nich získať jednotlivé
sekcie, ktorými nahradí pôvodné sekcie v premennej pSections. Dôvodom tohoto riešenia
je spôsob činnosti už existujúceho zostavovacieho programu.
4.4 Spustenie optimalizujúceho zostavovacieho programu
Zostavovací program sa spúšťa súborom linker nasledujúcim spôsobom:
./linker [voľby] súbor1 súbor2 ...
Voľby zostavovacieho programu sú uvedené v tabuľke 4.1 na strane 28. Povinným parame-
trom k spusteniu zostavovacieho programu je zoznam vstupných objektových súborov.
Pre zapnutie optimalizátora pribudol parameter -d v krátkej verzii alebo
--dead-code-elimination v dlhej verzii. Parameter $L značí úroveň optimalizácie – 0 pre
vypnutú optimalizáciu, 1 pre úroveň celých objektových súborov, 2 pre úroveň sekcií a 3
pre úroveň blokov. Pri neuvedenom parametri je optimalizátor defaultne vypnutý.
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Parameter (krátka i dlhá verzia) Význam
-o, --output $FILE Nastavenie výstupného súbora
-c, --config $FILE Nastavenie konfiguračného súbora
-d, --dead-code-elimination $L Zapnutie optimalizátora
-L, --search-dir $PATH Nastavenie vstupného adresára
-v --version Zobrazenie verzie programu
-h, --help Výpis nápovedy
$FILE: názov súbora
$L: 0, 1, 2, 3
$PATH: názov adresára
Tabulka 4.1: Parametre spustenia optimalizujúceho zostavovacieho programu
4.5 Testovanie optimalizátora
V tejto časti uvediem niekoľko príkladov, na ktorých overím funkčnosť a efektivitu optima-
lizačnej metódy. Pre príklady uvediem aj veľkostný pomer podľa vzorca 2.1 zo strany 10.
Testovanie som vykonal nad architektúrou MIPS a k nej vytvorenej štandardnej knižnici.
Uvedené veľkosti predstavujú veľkosť samotného objektového kódu po zlinkovaní. Pre ná-
zornosť je červenou farbou v grafe vyznačená veľkosť kódu pri optmimalizácii na úrovni 0,
čo predstavuje vypnutú optimalizáciu.
Príklad 1: Predstavuje program s prázdnym telom programu, ku ktorému je prilinkovaná
štandardná knižnica, ale žiadna funkcia sa z nej nevyužíva.
Graf 4.2: Veľkosti prázdneho programu pre jednotlivé úrovne optimalizácie
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Na všetkých úrovniach optimalizácie sa veľkostný pomer rovná neuveriteľných 0,0083%,
čo je viac ako 12-tisíc násobné zmenšenie veľkosti kódu.
Príklad 2: Predstavuje program
”
Hello World!“, používa sa printf ako jediná funkcia
zo štandardnej knižnice.
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Graf 4.3: Veľkosti programu
”
Hello World!“ pre jednotlivé úrovne optimalizácie
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Ako vidno z grafu 4.3, optimalizátor zredukuje veľkosť výsledného kódu až na slušných
10% pôvodnej veľkosti, a 8,5% v prípade optimalizácie na úrovni blokov.
Príklad 3: Predstavuje jednoduchý program, ktorý využíva funkcie printf, scanf,
malloc, free, strcmp a strcpy zo štandardnej knižnice.
Graf 4.4: Veľkosti jednoduchého programu pre jednotlivé úrovne optimalizácie
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Na grafe 4.4 môžeme vidieť, že aj použitím niektorých často používaných funkcií dosa-
huje optimalizátor vcelku slušných výsledkov, keďže veľkostný pomer pre úroveň objekto-
vých súborov je 17,61%, pre úroveň sekcií 17,48% a pre úroveň blokov 15,20%.
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Kapitola 5
Záver
5.1 Zhodnotenie práce
Behom vypracovávania práce bolo nutné sa veľmi podrobne zoznámiť s formátom objekto-
vého súboru projektu Lissom, implementovaným rozhraním nad týmto formátom a v nepo-
slednom rade aj s vytvoreným zostavovacím programom. Okrem toho bolo prínosné, najmä
vo fáze testovania, zoznámenie sa s architektúrou MIPS a nástrojmi assembleru a simulátora
projektu Lissom. Táto študijná časť bola pre prácu nesmierne dôležitá, pretože upravovať
a rozširovať existujúci softvér je možné iba po dôkladnom oboznámení sa s ním.
Funkcionalita optimalizátora v túto chvíľu spĺňa všetky požiadavky, ktoré naň boli kla-
dené zo zadania. Návrh prebehol modulárnym spôsobom, takže je možné optimalizátor
prípadne rozširovať alebo upravovať podľa budúcich požiadavok projektu Lissom, ktorý je
veľmi dynamický vo svojom rozvoji.
Testovanie prebehlo podľa predpokladov, pričom správna funkčnosť bola overená simu-
látorom pre architektúry MIPS a ADOP.
5.2 Možné rozšírenia
Možné rozšírenia spočívajú v implementácii niektorých z ďalších optimalizačných metód,
či už za účelom zrýchlenia behu programu alebo k redukcii veľkosti výsledného kódu. Za
zmienku tu stojí najmä už zmieňovaná procedurálna abstrakcia, ktorá umožní vyhľadávať
v programe duplicitné časti kódu, nahradiť ho jediným výskytom tohto kódu v podobe
funkcie a na pôvodné miesto kódu vložiť odkaz na túto novovytvorenú funkciu, čím sa
dosiahne jednoduchej kompresie kódu.
Ďalšou možnosťou je nahradzovanie absolútnych skokov relatívnymi, pokiaľ to daná
situácia umožňuje. Redukcia kódu v tomto prípade spočíva vo fakte, že relatívna adresa
býva spravidla kratšia než absolútna.
5.3 Prínos pre projekt
Pretože procesory vo vstavaných systémoch majú obmedzenú kapacitu pamäte, bolo rozší-
renie zostavovacieho programu o elimináciu nedosiahnuteľného kódu nevyhnutnou záleži-
tosťou. Bez tohto rozšírenia by nemuselo byť možné jednoducho vytvárať softvér za pomoci
knižníc, pretože by sa do pamäte vstavaného systému nevošiel.
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Nadštandnardnou vlastnosťou optimalizátora je, že dokáže pracovať na troch rôznych
úrovniach optimalizácie. Bežné zostavovacie programu optimalizujú kód iba na úrovni ob-
jektových súborov, no implementácia môjho optimalizátora umožňuje pracovať i na jem-
nejších úrovniach ako sú sekcie či dokonca bloky.
5.4 Osobný prínos
Vďaka získaným skúsenostiam hodnotím prácu v tíme Lissom veľmi pozitívne. Veľkú zá-
sluhu na tom má skutočnosť, že sa jedná o reálny projekt, ktorý kladie skutočný dôraz pri
riešení dielčích problémov.
Veľmi som si osvojil prácu s vývojovým prostredím Eclipse a prehĺbil svoje znalosti
objektových súborov a zostavovacích programov. Bolo mi umožnené nahliadnuť na celý
projekt ako by sa jednalo o komerčný produkt a stať sa jedným z ľudí, ktorí sa podieľajú
na jeho tvorbe.
Nezostáva nič iné, iba dúfať v pokračujúcu spoluprácu s projektom Lissom, ktorá touto
bakalárskou prácou iba začala.
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Príloha A
Obsah CD
Priložené CD obsahuje na najvyššej úrovni 3 zložky.
report – Adresár obsahuje zdrojové texty tejto technickej správy, ktoré je možné pre-
ložiť príkazom make. Ďalej obsahuje výslednú verziu dokumentácie vo formáte pdf nazvanú
projekt.pdf. Nachádzajú sa tu i projektové súbory obrázkov vo formáte svg, ktoré boli
vytvorené v programe LaTeXDraw.
linker – Táto zložka obsahuje binárne a zdrojové súbory optimalizujúceho zostavovacieho
programu. Zložky sú nasledujúce:
• bin – Obsahuje binárne súbory pre Linux aj Windows.
• src – Zložka so zdrojovými súbormi, obsahuje i súbor Makefile, ktorý po zadaní
príkazu make preloží zostavovací program.
test – Obsahuje niekoľko objektových súborov spolu s preloženou štandardnou knižnicou
pre architektúru MIPS, na ktorých je možné odskúšať funkčnosť optimalizujúceho zostavo-
vacieho programu.
33
