Abstract. Given a Lorentzian manifold (M, g), a geodesic γ in M and a timelike Jacobi field Y along γ, we introduce a special class of conjugate (or focal) instants along γ, called Y-parallel. We prove that the Y-parallel instants form a finite set, and their number equals the Morse index of (a suitable restriction of) the index form. This gives a Riemannian-like Morse index theorem. As special cases of the theory, we will consider geodesics in stationary and static Lorentzian manifolds, where the Jacobi field Y is obtained as the restriction of a globally defined timelike Killing vector field.
Introduction
In the last years, there have been several attempts of stating a Morse index theorem for stationary Lorentzian manifolds. Starting from the original results by the Pisan school (see [3, 2, 8] ), and aiming at establishing Morse theoretical results, several authors have studied the relations between conjugate instants along a geodesic and its index form. With the development of new functional analytical and symplectic techniques, it has appeared naturally that the classical Riemannian statement of the theorem would not hold in the non positive definite case. In first place, it is easy to prove that, unless the geodesic is Riemannian, the index of its index form is always infinite. On the other hand, the conjugate instants along a semi-Riemannian geodesic, unlike the Riemannian case, may accumulate. As a matter of fact, there are several pathological examples where the set of conjugate instants can be arbitrarily complicated (see [18] ). In order to obtain a meaningful statement of the Morse index theorem, one has to replace the notion of Morse index with the more general notion of spectral flow, which is an integer number associated to a continuous path of Fredholm symmetric bilinear forms. Moreover, the count of the conjugate instants has to be interpreted as a suitable intersection number in the Grassmannian of all Lagrangian subspaces in a finite dimensional symplectic space; this number is called Maslov index. The more general semi-Riemannian Morse index theorem (see for instance [17] ) states that, given a semi-Riemannian manifold (M, g) and a geodesic γ : [0, 1] → M , the spectral flow of the paths of symmetric forms I t , t ∈ ]0, 1], obtained as restriction of the index form of γ to the set of variational vector fields along γ| [0,t] , equals the Maslov index of γ up to the sign.
However, in the case of stationary Lorentzian manifolds, an alternative variational problem is known for geodesics; among the main advantages, one proves that each one of its critical points has finite index and, once again, its value equals the Maslov index of the corresponding geodesic. This alternative variational problem Date: November 19th, 2007. will be described with more details below. It is not known whether the set of conjugate instants along a given geodesic is discrete in the stationary case. A very natural conjecture would be that, under the stationarity assumption, conjugate instants do not accumulate, and that the Maslov index of a geodesic is equal to their number, counted with multiplicity. This conjecture still remains an open problem, although it has been proven to hold in some special cases. For instance, in [12] the authors prove that this is true in the case of semi-Riemannian Lie groups, endowed with a left-invariant metric, whose dimension is less than or equal to 5. Other than this special example, basically nothing is known concerning the distribution of conjugate instants along a geodesic in a stationary manifold; the purpose of the present paper is to investigate in this direction.
In [3] the authors establish a Riemannian-like Morse index theorem in a static Lorentzian manifold by considering a functional on the Riemannian base. Due to a technical gap in the proof, the result holds only under additional assumptions, although no counterexample to their general statement has been found so far. Recently, the more general case of stationary Lorentzian manifolds has been considered (see [9, 10] ). The central idea is to consider the energy functional restricted to the set of curves γ : I → M satisfying the natural constraint g(γ, Y) = C γ , where C γ is a constant depending on γ, g is the Lorentzian metric on the stationary spacetime M and Y is a timelike Killing field in (M, g). Such restriction has the same critical points as the original geodesic action functional, but its second variation is essentially positive at each critical point. Thus, one has finite Morse index, and in [9] it is proven that this index is equal to the Maslov index.
The main goal of this paper is, considering again the stationary case, to study the distribution of conjugate instants, and to formulate a Riemannian-like Morse index theorem. Rather than restricting to the fixed endpoints case, we will consider the more general case of geodesics whose endpoints are free to vary along two given smooth submanifolds. Our central result is the introduction of a special class of conjugate, or focal, instants that will be called parallel with respect to the choice of a timelike Jacobi field; these instants form a discrete set, and they carry all the information about the second variation of the geodesic action functional up to a correction term which is either null or equal to 1.
Let us describe more precisely our result. Consider a Lorentzian manifold (M, g), two smooth nondegenerate submanifolds P, Q ⊂ M and a geodesic γ : [0, 1] → M with γ(0) ∈ P, γ(1) ∈ Q,γ(0) ∈ T γ(0) P ⊥ andγ(1) ∈ T γ(1) Q ⊥ . We will call such a geodesic {P, Q}-orthogonal; let Y be a timelike Jacobi field along γ, for instance, if (M, g) is stationary, Y can be taken to be the restriction to γ of a globally defined timelike Killing vector field. We will say that Y is admissible (Definition 3.1) if Y(0) and the covariant derivative Y ′ (0) are linearly independent. When the geodesic is spacelike or lightlike, given an Y non admissible, we can obtain an admissible timelike Jacobi field by perturbating the first one (see Lemma 3.2); on the other hand, Y will be called singular if Y and Y ′ are everywhere pointwise linearly dependent. For instance, if (M, g) is static, and γ is a geodesic orthogonal to the static Killing vector field Y, then the restriction of Y to γ is singular.
A P-focal instant t 0 ∈ ]0, 1] along γ will be called Y-parallel, or simply parallel when the choice of Y is clear from the context, if there is one non trivial P-Jacobi field J vanishing at t 0 such that
Roughly speaking, t 0 is a parallel P-focal instant if there exists a smooth variation of γ by a family γ s , s ∈ ]−ε, ε[, of P-orthogonal geodesics in M with γ s (t 0 ) = γ(t 0 ) and with g(γ s , Y) = g(γ, Y) as s → 0, up to infinitesimals of order higher than 1. In this situation, one can consider the space H {γ,P,Q} 0 of all variational vector fields V along γ satisfying V (0) ∈ T γ(0) P, V (1) ∈ T γ(0) Q and the linear constraint g(V ′ , Y) − g(V, Y ′ ) = 0 (we will suppress Q in the notations when it is a point); these correspond to variations of γ by a smooth family γ s , s ∈ ]−ε, ε[, by curves such that γ s (0) ∈ P and such that the quantity g(γ s , Y) is constant and equal to the constant C γ = g(γ, Y) for all s. Such space has codimension one in the space H {γ,P,Q} * of all vector fields V satisfying the more general affine constraint g(
Consider the index form I {γ,P,Q} given by the second variation at γ of the geodesic action functional on the space of curves with initial endpoint γ(0) in P and final endpoint γ(1) in Q. The difference between the indexes of the restrictions of I {γ,P,Q} to H {γ,P,Q} 0 ×H {γ,P,Q} 0 and H {γ,P,Q} * × H {γ,P,Q} * , which is at most one, is an invariant of the geodesic γ, that will be denoted by ǫ {γ,P,Q} . It is an intriguing question to determine which geodesics have non vanishing ǫ {γ,P,Q} , and how this fact affects the distribution of P-focal instants along γ. As a special example, we will consider the case of geodesics in static manifolds, i.e., stationary manifolds whose Killing field Y has integrable orthogonal distribution. In this case, each integral leaf of Y ⊥ is a totally geodesic submanifold of M , and those geodesics that are contained in one such integral submanifold have a purely Riemannian behavior.
The main results of the paper are the following. First, we show that parallel P-focal instants are related with the kernel of the restriction of the index form (Proposition 3.10). The parallel P-focal instants form a finite set, and their number equals the index of the restriction of I {γ,P} to H {γ,P} 0 × H {γ,P} 0 (Morse index theorem, Theorem 4.10). When we consider I {γ,P,Q} defined in H {γ,P,Q} 0 × H {γ,P,Q} 0 , we must add to the number of parallel P-focal instants, the index of a certain symmetric bilinear form defined in a finite dimensional subspace. Moreover, in the singular case the Morse index theorem holds in a stronger sense, in that the restrictions of I {γ,P} to H The proof of the main results is obtained by functional analytical techniques, involving the study of the nullity and the variation of the index for a smooth family of Fredholm bilinear forms with varying domains. Establishing the smoothness of the domains is a surprisingly non trivial fact (Proposition 4.3), complicated by the occurrence of the singular case. The kernel of the restriction of the index form
is studied in Section 3. In order to get the Morse index theorem, in Section 2 we prove an abstract Morse Index Theorem in the spirit of [20] (see also [6, 7] ). As to the plethora of abstract Morse index theorems appearing in the literature, few remarks are in order. When dealing with a family of closed subspaces, it is customary to make two assumptions:
• monotonicity of the family, to guarantee monotonicity of the index function;
• continuity of the family, to guarantee the semi-continuity of the index function.
These two assumptions are not totally independent; for instance, monotonicity is not compatible with continuity in the norm operator topology (see Definition 2.3 and Lemma A.1). For the result aimed in this paper, we cannot apply directly [20, Theorem 1.11], because we cannot guarantee any kind of continuity for our monotonic family of closed subspaces; however, continuity in the norm operator topology is obtained by considering a family of deformations (more precisely reparameterizations, see Proposition 4.3) of the subspaces, but this operation does not preserve monotonicity. The abstract index theorem proved here, Proposition 2.8, deals with this situation.
An abstract Morse index theorem
The main result of this section (Proposition 2.8) gives an abstract version of the Morse index theorem for continuous families of bounded symmetric bilinear forms on varying domains. Very likely, some of the preliminary results are already known in the literature, but for the reader's convenience we give complete proofs of every statement.
Let H be a (real) Hilbert space, with inner product ·, · . A bounded symmetric bilinear form B : H × H → R is said to be Fredholm if it is represented by a (selfadjoint) Fredholm operator T : H → H, i.e., B = T ·, · . Note that the operator that represents B depends on the choice of the inner product, but the notion of Fredholmness does not. A symmetric Fredholm bilinear form is nondegenerate if Ker(B) = {x ∈ H : B(x, y) = 0 ∀y ∈ H} = Ker(T ) is trivial; this implies that T is an isomorphism. Observe that Ker(B) is finite dimensional if B is Fredholm. A subspace Z ⊂ H is B-isotropic (or simply isotropic) if B| Z×Z is null. Given a self-adjoint Fredholm operator T , there exists an orthogonal decomposition:
into T -invariant closed subspaces such that B = T ·, · is negative definite (resp., positive definite) on V − (T ) (resp., on V + (T )). The index of B = T ·, · denoted by n − (B), is the dimension of V − (T ); equivalently, n − (B) is the dimension of a maximal subspace of H on which B is negative definite. Observe that if Z is an isotropic subspace, then
assume that X is closed, then if B and B| X×X are nondegenerate, B| X ⊥ B ×X ⊥ B is nondegenerate, and H = X ⊕ X ⊥B . In this case:
Lemma 2.1. Let B be a Fredholm bilinear form and
Proof. First, we observe that we can assume Ker(B) = {0}. Namely, should this not be the case, one can consider the quotient H = H/Ker(B), endowed with the induced Fredholm bilinear form B, that has the same index as B. If π : H → H is the projection, since Z ∩Ker(B) = {0}, then setting Z = π(Z), we get a B-isotropic subspace of H with the same dimension as Z. This shows that it suffices to consider the case that Ker(B) = {0}. Assume Ker(B) = {0}; consider the representative T of B and the decomposition
, then it would be Z∩V + (T ) = {0}, which contradicts the assumption that Z is isotropic. This concludes the proof.
Let us now prove the following: Proposition 2.2. Let X ⊂ H be a closed subspace, and let B be a Fredholm bilinear form on H. Assume that X ∩ Ker(B) = {0}; then:
Proof. As in Lemma 2.1, we can assume Ker(B) = {0}. Let V ⊂ X be a maximal subspace on which B| X×X is negative definite, so that n − (B| X×X ) = dim(V ), B| V ⊥ B ×V ⊥ B is nondegenerate and H = V ⊕ V ⊥B . Clearly, the kernel Ker B| X×X is an isotropic subspace of V ⊥B , thus, by Lemma 2.1:
This concludes the proof.
We will denote by L(H) the algebra of all bounded linear operators on H. The Grassmannian G(H) of all closed subspaces of H, endowed with the distance dist(X, Y ) = P X − P Y , is a complete metric space, where P Z : H → H denotes the orthogonal projection onto Z ∈ G(H) and · is the operator norm. Weaker notions of continuity may also be considered (see Appendix A). Given a projection 1 P ∈ L(H), we will denote by Im(P ) the image P (H), which is a closed subspace of H. The following lemma can be found in [4, Lemma 4.7] .
Lemma 2.4. Let P, Q be projections in L(H) with P − Q < 1. Then, the restriction P : Im(Q) → Im(P ) of P is an isomorphism.
A self-adjoint operator T in L(H) is said to be essentially positive if it is of the form S + K, where S is a positive isomorphism of H, that is, a self-adjoint isomorphism satisfying that S(X), X > 0 for every X ∈ H \ {0}, and K is a compact (self-adjoint) operator on H. A symmetric bilinear form B will be called essentially positive if it is represented by an essentially positive operator. Also this notion does not depend on the choice of an inner product. An essentially positive operator has finite index; moreover, the restriction to any closed subspace of an essentially positive form is essentially positive. Proof. As B is essentially positive, the self-adjoint operator T associated to B can be expressed as S + K, with S a positive isomorphism and K compact. Considering the equivalent scalar product S·, · , the self-adjoint operator associated to B can be expressed as I +S −1 ·K, where I is the identity in H and S −1 ·K is compact. Clearly, the restriction B| V ×V is associated to the self-adjoint operatorT
we have proved the first assertion. Assume that B is positive definite in V . In order to prove that the infimum is positive, we can consider an orthonormal basis {x i } i∈N of V by eigenvectors ofT with eigenvalues λ i > 0. As the eigenvalues of a compact operator only accumulate in zero, there are two possibilities: there exists a minimal eigenvalue ofT that can be assumed λ 1 > 0, or the eigenvalues accumulate in 1 and they are always bigger than 1. Now consider a unit vector 
Proof. Let T,T ∈ L(H) be the essentially positive operators that represent B and B. Then by Lemma 2.5 there exists c ∈ R such that c = inf
Choose P a projection in L(H) andB close to B such that P * T P − P V T P V ≤ c 2 ; observe that the adjoint and the product are continuous functions in L(H). Then, for x ∈ V with x = 1, we have:
which proves thatB is positive definite on P (V ). The last statement is proven similarly.
Observe that, in the situation of Lemma 2.6, by Lemma 2.4 one has dim(V ) = dim P (V ) ; thus Lemma 2.6 implies the following results: Lemma 2.7. Given a continuous family of essentially positive symmetric bilinear forms B s : H × H → R and a family of closed subspaces
We can therefore prove the following: 
Assume also that B a | Ha×Ha is non degenerate. Then:
Proof. Part (a) is obvious, since by (1), the restriction of B to ϕ {s,t} (H s ) ⊂ H t has the same index than the restriction of B to H s . By Lemma 2.5, we know that n − B s | Hs×Hs is finite for all s. A repeated use of Proposition 2.2 together with items (1) and (2) shows that if there existed an infinite number of instants
This is absurd, and proves (b). Lemma 2.7 says that if there is no
Using (2) and Proposition 2.2, the jumps of the map n − B s | Hs×Hs at a degeneracy instant is at least equal to the dimension of Ker B s | Hs×Hs . On the other hand, Lemma 2.7 says that the value of this jump is at most equal to the dimension of Ker B s | Hs×Hs , so that we can conclude the equation in (c).
Remark 2.9. The reader will find several analogies between the result of Proposition 2.8 and several other abstract Morse index theorems appearing in the literature, most notably, [20, Theorem 1.11] (see also [6, 7] ). All these results originated from a celebrated index theorem due to Smale [19] which holds for a strongly elliptic self-adjoint differential operator L of even order defined on the sections of a Riemannian vector bundle E over a compact manifold with boundary M . In order to obtain Smale's result, one considers the following setup: H is (a suitable closure of) the space C ∞ (E) of smooth sections of E vanishing on ∂M , B is the bilinear form B(u, v) = M Lu, v dM , and H s is the space of sections of E| Ms vanishing on ∂M s , corresponding to a smooth deformation of M by a filtration of compact submanifolds
The strong ellipticity assumption gives that B is essentially positive. The assumption that L has the uniqueness property for the Cauchy problem, i.e., that if u ∈ C ∞ (E) satisfies Lu = 0 and u vanishes on a nonempty open subset implies u ≡ 0, gives assumption (2) in Proposition 2.8. In this setup, the family H s is not continuous in the sense of Definition 2.3 (see Appendix A), but only in a weaker sense. Nonetheless, an index theorem is proved in this context using the fact that the family H s is increasing, i.e., H s ⊂ H t when s ≤ t, in which case it suffices to require that the family of orthogonal projections onto H s is continuous relatively to the strong operator topology. This is the basic idea in the results of [6, 7, 20] . In the present paper we will consider a situation where the weak continuity of a given increasing family of closed subspaces may fail, and [20, Theorem 1.11] does not apply.
3. Parallel focal points and Morse-Sturm systems 3.1. Stationary Lorentzian manifolds and geodesics. Let (M, g) be a stationary Lorentzian manifold, ∇ the associated Levi-Civita connection, P a smooth submanifold of M and Y a timelike Killing field on M (see [1, 11, 15] for details). Given a geodesic γ : [0, 1] → M , the equation g(∇γγ, Y) = 0 integrates as g(γ, Y) = C γ , where C γ is a real constant. In [10] , it was proposed the space of H 1 -curves N p,q M joining p and q in M and satisfying the condition g(γ, Y) = C γ to study the energy functional in a stationary Lorentzian manifold. This can be generalized as in [9] to the situation in that the curves depart not from a point but from the submanifold P. The subset N {P,q} M is a submanifold of the manifold Ω {P,q} M consisting of all H 1 -curves from P to q in M satisfying g(γ, Y) = C γ . It is not difficult to show that the tangent space to N {P,q} M is given by the H 1 -vectorfields V along γ with
for any constant C V (in the following we will use the upper index ′ to denote covariant differentiation along γ or derivation depending on the context). Moreover, if we consider the energy functional
restricted to N {P,q} M , its critical points are the geodesics from P to q that depart orthogonally from P. Along this section we are going to consider the subspace of T γ N {P,q} M putting C V = 0. The idea is to restrict the tangent of N {P,q} M to the tangent of the subset of curves having the same constant C γ . We observe that this subset may fail to be a submanifold of N {P,q} M and when it is, the critical points of the energy functional restricted to it may not be geodesics. Anyway, it will be of a great help to study the index form, which can be written as
where S Ṗ γ(0) is the second fundamental form of P in the direction ofγ(0), that is,
Recall that a Jacobi field along γ (see [15] ) is a vector field J along γ satisfying the Jacobi equation
then using that the restriction of Y to γ is a Jacobi field, it is easy to prove that J satisfies Eq. (1). We say that t 0 ∈ ]0, 1] is a focal instant of the geodesic γ with respect to P, if there exists a non null Jacobi field J satisfying J(0) ∈ T γ(0) P,
and J(t 0 ) = 0. When a focal instant is given by a Jacobi field with constant C J = 0 we say that it is an Y-parallel focal instant.
3.2.
Morse-Sturm systems and Jacobi fields. The results we are going to get work in the more general context of Morse-Sturm systems, that is, systems of the type
where
To obtain a Morse-Sturm system from the geometrical setup, it is enough to consider a parallel orthonormal frame along the geodesic γ, so that the Jacobi equation of the geodesics becomes a Morse-Sturm system in R n . We will need some additional data. Let g be a bilinear form with index 1 in R n × R n (that in the stationary context represents the Lorentzian metric). For every t ∈ [0, 1] we ask R(t) to be a g-symmetric linear map, that is,
let P be a subspace of R n where g is non-degenerate (P represents the tangent space T γ(0) P), and S : P → P a g-symmetric linear map (that represents the shape operator in P in the direction ofγ(0)). We observe that the symbol ⊥ will denote the orthogonal subspace with respect to g. The initial conditions of the Morse-Sturm system (3) are given by
and the associated index form of the problem is defined as
Summing up, we will assume the initial data (g, R, Y, P, S) defined above, we will refer to the solutions of (3) as Jacobi fields, and we will say that t 0 ∈ ]0, 1] is a focal instant of the given data if there exists a non null Jacobi field satisfying the initial data (4) and such that J(t 0 ) = 0. It is easy to see that a Jacobi field V satisfies
we say that a focal point is Y -parallel when the corresponding focal Jacobi field gives C J = 0.
3.3. Admissible and singular Jacobi fields. In order to establish the results we aim to, we will need some additional properties of the Jacobi field Y . In particular, the following definitions will be useful. If we denote
it is easy to see that Y is admissible iff m(Y )(0) = 0, and singular iff m(Y )(s) = 0 for every s ∈ [0, 1]. We are especially interested in the case where the data comes from a geometrical setup. In fact, the initial data can be obtained from a more general context than stationary manifolds, that is, when considering a geodesic γ in a Lorentzian manifold, a submanifold P orthogonal to γ through γ(0) and a timelike Jacobi field along γ. In this case the notion of admissible and singular Jacobi fields can be brought in the obvious way.
Even if we find a timelike Jacobi field Y along γ, it may occur this field not to be nor admissible neither singular. To overcome this situation we can consider the family of Jacobi fieldsỸ = Y + (a + b t)γ for a, b ∈ R small enough that gives the same parallel focal points than Y and look for a Jacobi field with the required properties. In the following lemma we are going to give a geometric characterization of singularity for a vector field related to γ. Proof. If Y is singular, it is easy to see that there exists α :
Then considering an orthonormal frame of Y(0) ⊥ and making the parallel transport along γ we obtain the family F . The other side can be shown as follows. We know that g(Y(t), E i (t)) = 0 for every t ∈ [0, 1] and E i are parallel along γ, so that g(Y ′ (t), E i (t)) = 0 for i = 1, . . . , n − 1 and Y ′ (t) has to be linearly dependent to Y(t) for every t ∈ [0, 1].
Remark 3.4. Lemma 3.3 gives a relation between the geodesics admitting a singular Jacobi field and those that are contained in a totally geodesic hypersurface. It is clear that when the geodesic is contained in a totally geodesic spacelike hypersurface and there exists a timelike Jacobi field orthogonal to the hypersurface, then there exists a frame as in Lemma 3.3 and a singular Jacobi field Y along γ.
3.4.
Functional analytical setup. In this subsection we will introduce several L 2 -spaces and will state some density results, that will be used in the next subsection to compute the kernel of a restriction of the index form. R n ) such that V (a) ∈ P and V (b) = 0, being P a subspace of R n . Using Y , we can define a smooth family of positive definite inner products g
We observe that there is a smooth family A :
We also define the following inner product in the Hilbert space L 2 ([0, σ]; R n ):
We will now introduce two subspaces of
, that reproduce the L 2 -version of the space T γ N {P,q} M in the geometrical setup and a one-codimensional subspace obtained by setting C V = 0:
The spaces K(σ) and K 0 (σ) can also be described as follows:
In order to simplify notations, we will omit the argument σ when unnecessary. We want to show that
The proof of this fact is based in the following abstract result.
Lemma 3.5 (Density criteria). Let H be a Hilbert space and let R ⊂ H be a dense linear subspace.
• Proof. Fix x ∈ H 1 and let r n ∈ R be a sequence with lim r n = x. Then, P (r n ) ∈ R ∩ H 1 , because P (R) ⊂ R, and lim P (r n ) = P (x) = x, which proves that R ∩ H 1 is dense in H 1 . For the second statement, first note that H 1 + R is closed, because 2 it contains H 1 , and dense, because it contains R; thus H 1 + R = H. We can therefore find a finite dimensional complement H 2 to H 1 such that H 2 ⊂ R. Then, the projection P onto the first factor H = H 1 ⊕ H 2 → H 1 satisfies P (R) ⊂ R, and by the first density criterion R ∩ H 1 is dense in H 1 .
It is well known that H
Proposition 3.6. The following statements hold:
Proof. Consider the operator T :
Clearly, T is bounded. Now, K 0 (σ) is the kernel of T , while K(σ) is the inverse image by T of the one-dimensional subspace of L 2 [0, σ]; R spanned by the vector w(t) = t. This proves part (1). In order to prove part (2), we use the first density criterion given in Lemma 3.5. Let us consider the bounded linear operator P :
R n defined by:
where:
and C W is the constant:
It is a matter of straightforward calculations to show that P takes values in K(σ), and that f W ≡ 0 if W ∈ K(σ) (partial integration in the last integrand of (11)), i.e., P is a projection onto K(σ).
n ; this follows easily from the following observations:
• f W has at least the same regularity as W ;
Part (2) follows now immediately from the first statement of Lemma 3.5. Finally, part (3) is obtained easily from the second density criterion in Lemma 3.5, applied to the Hilbert space H = K(σ), the dense linear subspace R = K(σ) ∩ H 1 0 [0, σ]; R n , and the closed subspace H 1 = K 0 (σ), that has codimension 1 in H (it is the kernel of the bounded linear functional K(σ) ∋ V → C V ∈ R). 2 Recall that any subspace that contains a closed finite codimensional subspace is also closed.
3.5. The kernel of the restricted index form. As a previous result to the computation of the kernel of the restricted index form in Proposition 3.10 we need a description of the orthogonal space of K 0 with respect to the Hilbert structure given by (9) , that we denote K ⊥ 0 . First, we observe that K 0 can be described as the kernel of a bounded linear operator between Hilbert spaces. Indeed, we consider the operator T : Therefore, we have to compute the adjoint operator
with respect to the usual product in L 2 ([0, σ]; R) and the product defined in (9) in
It is easily seen that T * can be expressed as
Proof. Consider the mapT : 
Let us consider the following symmetric bilinear form on
and let us denote 
then using a standard boot-strap argument one proves that V σ is differentiable. By applying integration by parts we obtain that
In particular, it follows that
where ⊥ is taken with respect to the scalar product (9) . This is because (3) in Proposition 3.6). From Eq. (15) and Corollary 3.9 we deduce that there exists a function
Then multiplying by Y with the g-scalar product we get
Observing that
Finally, as h(σ) = 0, h has to be zero everywhere and Eq. (16) implies that V σ is a Jacobi field. Applying again integration by parts to I σ (V σ , W ), now with W ∈ K P 0 (σ), and using that V σ is a Jacobi field, we obtain that
As there exists a vector field W ∈ K P 0 (σ) such that W (0) = U for every U ∈ P , we deduce that V ′ σ (0) + S[V σ (0)] ∈ P ⊥ and therefore V σ is a P -Jacobi field. The other way is obvious.
The Morse Index Theorem in stationary spacetimes

Smooth family of Hilbert spaces.
We have now enough information to get a Morse index theorem for the index form in (5) in a suitable restriction by applying the abstract theorem stated in Proposition 2.8. We will proceed studying the evolution of the index of I σ when σ goes to 1. As we have said in the introduction we can not assure any kind of continuity of the path σ → K P 0 (σ), so that we will consider another one obtained as a reparametrization in the interval [0, 1]. As a matter of fact, we have
and Φ σ (V ) =Ṽ is given by s →Ṽ (s) = V ( s σ ), which is clearly one-to-one. We observe that H P (σ) can be extended to σ = 0 putting
Analogously, we define
Let us show that the family of subspaces H P (σ) has good differentiable properties. In [9] , the authors introduce the notion of C 1 -family of subspaces.
Definition 4.1. Let H be a Hilbert space, I ⊂ R an interval and {D t } t∈I be a family of closed subspaces of H. We say that {D t } t∈I is a C 1 -family of closed subspaces if for all t 0 ∈ I there exist ε > 0, a 
Proof. Consider the map F σ :
for a certain C ∈ R. In order to prove that F σ is surjective it is enough to find for any
The last equation is equivalent to
If we find a function W ∈ H 1 P ([0, 1]; R n ) such thatĥ(1) = 0 the result is proven. To this end it is enough to show that there exists
By applying integration by parts this is equivalent to
where m(Y ) is defined in (7). When σ = 0, this condition is satisfied iff Y (0) is not orthogonal to P . For σ ∈ ]0, 1], Eq. (19) is satisfied for some W ∈ H Applying Proposition 4.2 we conclude that H P (σ) is a C 1 -family in both cases. Assume now that Y is singular and Y (0) is orthogonal to P . We will see that in this case H P (σ) = H * P (σ) , so that we can apply [9, Corollary 4.5] to conclude that
Dividing by g(Y (σs), Y (σs)), integrating between 0 and 1 and applying integration by parts, we obtain
The left term is zero and the right term is zero iff C W = 0, so that we conclude that the constant C W has to be zero and therefore, H P (σ) = H * P (σ). 4.2. Morse index and nullity. We must find the counterpart of the index form in H P (σ). Using the map (17) and the index form I σ given in (14), we obtain
We observe that C σ = σÎ σ can be extended to σ = 0 in a continuous way as Proof. The first part of the proposition follows from the second one and Lemma 2.5. By using Eq. (8) and the identity g(V
The first term gives the identity times a constant as associated operator with respect to the scalar product given by
, but the positivity of the related operator does not depend on the scalar product. The other terms give a continuous operator that has to be compact because
The case σ = 0 must be considered separately, because the path H P (σ) can not be even continuous in that instant and when it is, we need to compute the index of C 0 to establish the Morse index theorem. Proof. We first observe that if Y (0) is orthogonal to P , then n − (g| P ) = 0, so that by [9, Proposition 4.10 ] we know thatÎ σ restricted to H * P (σ) × H * P (σ) is positive definite if σ is small enough. As H P (σ) ⊂ H * P (σ), the thesis follows. Assume that Y (0) is not orthogonal to P . In [9, Proposition 4.10] it was shown that H * P (0) can be decomposed as a direct sum (H *
and P = P + ⊕ P − is a decomposition of P as a direct sum of a positive and a negative space, in such a way that C 0 is positive definite in (H * P (0)) + and negative definite (H *
moreover as g is positive definite on {Y (0)} ⊥ ∩ P , we can choose a decomposition P = P + ⊕ P − in such a way that {Y (0)} ⊥ ∩ P ⊂ P + . Then H P (0) ⊂ (H * P (0)) + and C 0 is positive definite on H P (0).
Before stating the main result, we must observe that the notion of continuity in Definition 4.1 for a one-parameter family of closed subspaces of a given Hilbert space coincides with the one given just before the Lemma 2. Proof. It follows from the Abstract Morse Index Theorem given in Proposition2.8 by taking H s = H P (s) ⊂ H 1 ([0, 1]; R n ) and (20) and the following paragraph) defined for s ∈ [0, 1] when Y (0) is not orthogonal to P and on [ε, 1] with ε > 0 small enough such thatÎ s is positive definite in H P (s) × H P (s) when s ∈ (0, ε] in the other case. It is easy to prove that C s is continuous. Moreover, we choose ϕ {s,t} : H s → H t with s < t defined as follows. Let E {s,t} : 4.3. The case of two variable endpoints. We will use the idea of [16, Theorem II.6 ] to extend the Morse index theorem to the situation in that the two endpoints are variable. In the context of Morse-Sturm systems we have to add to the initial data (g, R, Y, P, S) (after Eq. (5)) another subspace Q of R n and a g-symmetric linear map S Q : Q → Q. Moreover, we rename S as S P . Thus, we have the initial data (g, R, Y, P, Q, S P , S Q ) and the index form
defined for V and
Furthermore, let J * Q be the subspace of P -Jacobi fields contained in H * {P,Q} , J Q = J * Q ∩H {P,Q} and F the symmetric bilinear form obtained as the restriction of I {P,Q} to J * Q . By applying integration by parts we obtain that Analogously, we obtain a corresponding theorem when H * {P,Q} is considered. 
4.4.
The Morse index theorem in the geometrical setup. As it was observed in Section 3.1, the index form associated to a geodesic in a Lorentzian manifold (M, g) can be reduced to the index of a Morse-Sturm system. When we consider the energy functional defined in the manifold Ω {P,Q} M of H 1 -curves joining two given submanifolds P and Q of M , the critical points are geodesics γ : [0, 1] → M orthogonal to P and Q in the endpoints. Furthermore, the associated index form is defined for V and W in T γ Ω {P,Q} M and it is given by
where S Ṗ γ(0) and S Q γ(1) are the second fundamental forms of P and Q in the directions ofγ(0) andγ(1) respectively. We observe that the tangent space to Ω {P,Q} M in γ can be described as
Assume that there exists a timelike Jacobi field Y along γ. In order to establish the Morse index theorem we consider the subspaces
We observe that we simply suppress Q in all the notations when it is a point. We know that the index of I {γ,P,Q} given in (24) restricted to H , and we call this difference ε {γ,P,Q} . If we fix a parallel orthonormal frame along γ, we can get the initial data (g, R, Y, P, Q, S P , S Q ) as the corresponding coordinate version of (g,
) in such a way that the index (23) is obtained from (24) when considering the coordinates in the parallel orthonormal frame. Obviously, P-focal points of γ are in correspondence with P -focal points of the data (g, R, Y, P, Q, S P , S Q ), so that we can bring the Morse index theorem for Morse-Sturm systems to the geometrical setup. We extend all the definitions for P -focal Jacobi fields of a Morse-Sturm system (see Subsection 3.3) to P-focal Jacobi fields in the obvious way. Furthermore, we will use J Q , J * Q and F to denote the geometrical objects correponding to J Q , J * Q and F defined in When there is a singular timelike Jacobi field along the geodesic we can obtain a stronger Riemannian Morse index theorem. Proof. It follows from Theorem 4.12.
The last theorem gives the Morse index theorem for timelike geodesics by taking Y =γ. Furthermore it can be used to compute the Morse index of a horizontal geodesic in a static spacetime as we will see later. . If it was true, there would exist just one or none non parallel conjugate points, but this fact seems to be a very strong restriction on the number of conjugate points. Thus there are several interesting questions that remain open, for example if there do exist non parallel conjugate points and in the case if they are isolated. There are some particular cases where a proper Riemannian-type Morse index theorem can be established. As a direct consequence of Theorem 4.12 we obtain the following. Proof. A horizontal geodesic (x, t 0 ) is always contained in the totally geodesic hypersurface M 0 ×{t 0 }, so that by Remark 3.4 we conclude that Y = (0, 1) is singular. By applying Corollary 4.15, the first part of the thesis follows. For the last part, it is enough to observe that parallel Jacobi fields coincide with the Jacobi fields of γ in M 0 , because J ′ (0) is tangent to M 0 × {t 0 }.
Appendix A. Continuity and weak continuity of families of subspaces
We will discuss here a simple result showing that the abstract Morse index theorem discussed in this paper and a similar result by Uhlenbeck (see [20, Theorem 1.11] ) are in fact independent. Recall that in [20, Theorem 1.11] it is considered an increasing family of closed subspaces of a Hilbert space, satisfying the assumption below.
Let H be a Hilbert space and let (H s ) s∈[a,b] be a family of closed subspaces of H; denote by P s : H → H the orthogonal projection onto H s . We say that (H s ) is continuous if the map s → P s ∈ L(H) is continuous in the operator norm topology. A weaker notion of continuity can be introduced by considering the strong operator topology (SOT) of L(H). Recall that this topology is the locally convex topology defined by the family of semi-norms T → T ξ , where ξ ∈ H; in other words, a net T α converges to T in the SOT if T α ξ → T ξ for all ξ ∈ H. We say that (H s ) is weakly continuous if s → P s is SOT-continuous. In order to prove (2), assume that (26) holds, and fix t > a. Since the family (H s ) is nondecreasing, it is easy to see that, given ξ ∈ H ⊥ t , then lim s→t − P s ξ = 0 = P t ξ.
If ξ ∈ H t , then by the first equality in (26) for all r < t there exists ξ r ∈ H r such that lim r→t − ξ r = ξ. Choose arbitrary ε > 0 and let r 0 < t be such that ξ r0 − ξ < ε; then, for all s ∈ [r 0 , t[ one has P s ξ r0 = ξ r0 , and therefore: P s ξ − ξ ≤ P s ξ − P s ξ r0 + P s ξ r0 − ξ ≤ P s ξ r0 − ξ + ξ r0 − ξ < 2ε.
This shows that lim s→t − P s ξ = P t ξ = ξ, and we have thus proven that for a nondecreasing family, the first equality in (26) implies the SOT left-continuity of P s .
Consider now the family (K s ) of closed subspaces of H given by K s = H ⊥ s ; this is a non increasing family of subspaces, and the second equality in (26) is equivalent 3 to s>t K s = K t . By a totally analogous argument, the family of orthogonal projections Q s = 1 − P s onto K s is SOT right-continuous; thus, P s is also right continuous.
Conversely, assume that P s is SOT continuous at t. Then, for all ξ ∈ H t , lim s→t − P s ξ = P t ξ = ξ. Set ξ s = P s ξ ∈ H s , so that lim s→t − ξ s = ξ, hence the first equality in (26) holds. By duality, the SOT continuity of the projections Q s = 1−P s implies that also the second equality in (26) holds.
