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ABSTRACT 
A procedure to reanalyze a damaged structure using a finite-element force 
method of analysis is presented. Perturbation analysis of constrained least-squares 
problems i  adapted to handle reanalysis by the force method, and related theoretical 
and numerical results are presented. © 1997 Elsevier Science Inc. 
1. INTRODUCTION 
Given the external loads on a structure, the object of structural analysis is 
to determine the resulting internal forces, stresses, and displacements. The 
solution to this problem is provided by a variational principle (minimization of 
energy) subject to the linear elastic relationships among the nodes and 
elements of the finite-element model of the structure, which can be stated as 
the quadratic programming problem 
Min ½frAf subject o Ef=s. (1) 
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A similar minimum principle can be stated in terms of displacements rather 
than forces. First-order necessary conditions for a solution to the quadratic 
programming problem above are given by the 2 x 2 block system of linear 
equations 
where A is a vector of Lagrange multipliers. Here A is the element flexibility 
matrix (or equivalently the element stiffness matrix is A-  1; A and A- 1 have 
block-diagonal structures), E is the equilibrium matrix, s is the vector of 
external oads, -A  is the displacement vector, and f is the system force 
vector. We assume that A is a symmetric positive definite matrix of order n 
and that E is an m × n matrix of rank m. There are two methods generally 
used to calculate (1) or (2), the displacement method and the force method. 
The purpose of a reanalysis procedure is to analyze a damaged structure 
using, as much as possible, quantities calculated in the analysis of the original 
structure. Various means to accomplish reanalysis of damaged structures have 
been investigated in [2, 17, 10, 18]. This work, for the most part, has been 
based on the matrix displacement method and iterative schemes, because the 
displacement method is easier to implement on digital computers, especially 
for large sparse systems, and makes use of well-established techniques of 
numerical linear algebra. However, the force method is sometimes preferable 
for reanalysis because it utilizes a portion of earlier computations in order to 
solve such modified problems without starting the computations over from 
the beginning. Unfortunately, most implementations of the force method 
have suffered from excessive fill or numerical difficulties, or both. A series of 
papers [9, 5, 8, 6, 7, 16] have given an implementation of the force method 
which is numerically stable and preserves parsity for large scale problems, 
and some reanalysis work has been done using the force method [1]. Recent 
research [3, 4, 16] indicates that the force method is a viable alternative not 
only to the solution of problems of dynamics and weight optimization but also 
to reanalysis. 
Past investigators have defined damage models by removing structural 
finite elements entirely or reducing values of the design parameters which 
affect the structure's flexibility and mass. From these studies, it can be 
concluded that two damage models can be defined, namely large scale and 
small scale. The large-scale damage consists in complete removal of finite 
elements due to ballistic damage, for instance. The small-scale damage 
consists in the reduction of finite-element properties so that flexibility is 
increased. This type of damage could represent increased flexibility due to 
fatigue cracks or small holes caused by ballistic impacts. 
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In this paper we discuss the reanalysis based on the force method in the 
case of small-scale damage. This case also has two subcases. The first is when 
either one or two elements have been modified, and the second is when 
almost all of the components of the stiffness matrix have been modified. Both 
subcases will be discussed in the next two sections. 
The force method, as derived in [11], is now summarized. 
FORCE METHOD. 
Step 1. Find a particular solution fp to Ef = s: 
= s .  (3 )  
Step 2. Find the self-stress matrix N such that EN = 0, and solve 
NTANfo = -NTAfp, f0 a redundant force vector. (4) 
Step 3. Set f =fp + Nfo. 
2. REANALYSIS WITH QR FACTORIZATION 
Given a particular solution fp in (3), the main task of the force method is 
the computation of the redundant force vector f0 which satisfies (4). The 
system (4) is simply the normal equation for the weighted least-squares 
problem: 
ninllG-l(Nfo 
fo 
(5) 
where N is an n X(n -m)  matrix and G is the Cholesky factor of the 
element stiffness matrix A-1. The traditional method of normal equations 
consists in the direct application of Cholesky's method to the symmetric 
positive definite matrix N TAN. Unfortunately, explicitly forming the matrix 
NTAN can lead to loss of sparse structure of N and worsening of the 
conditioning of the problem. A better approach in this regard is to apply 
orthogonal transformations to the matrix G-1N, leading to an algorithm of 
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the following form: 
ORTHOGONAL FACTORIZATION. 
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elG-INP~=Q[R], 
fo = P~ R-lc, 
(6) 
where R is an upper triangular matrix of order n - m, P1 and P2 are 
permutation matrices of order n and n - m, respectively, Q is an orthogonal 
matrix of order n, and c and d are vectors of length n -m and m, 
respectively. 
Several methods for solving problems of the form (5) are described in 
[13]. 
Reanalysis by the force method based on QR factorization has been done 
in [16] for the case that only one element has been modified. The element 
flexibility matrix A = diag[Ak], where each A k is an n k X n k symmetric 
positive definite, is symmetric positive definite. I f  we assume only one block 
of the matrix A has been modified, that is, one element changed, then A will 
be modified by changing one A k to A k + ~k ~k T where each ~k is n k × n k. 
Suppose we use an orthogonal factorization to solve (5); then the advantage of 
the force method is that one can use the QR factorization of the unperturbed 
problem of (6) to solve the perturbed problem 
r r = -NT(A  ek~k~e~)fp, (7) Nr(  A + ek~k~kek )N( fo  + Afo ) + 
where each e k is an n × n k matrix having all zero components except the 
kth block, which is the n k x n k identity. Based on the assumption that only 
one block of the matrix A has been modified, Plemmons and White [16] 
established following theorem. 
THEOREM 1. Let f o be the solution of (4). Let G-1N = QR, where G is 
a Cholesky factor of symmetric positive definite matrix A -1 and N has full 
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column rank. Then the solution of  (7) is given by fo + A fo, where 
Af0 = [R - In  -T _ R-1R-TUk(1 -4- U~R-1R-TUk) - IuTR- IR-T]Qk '
U k = NTekRk ( (n  -- m)  × n k matrix),  
I = n k × n k identity matrix, 
qk = -NTek6k6~e~(Nfo  + fp) .  
Although orthogonal factorization is numerically superior to the normal 
equations, poor results for (5) maybe obtained with either method when the 
element flexibility matrix A is ill conditioned. In a series of papers [14, 15, 
12] Paige has developed a scheme which can considerably reduce this 
difficulty. This gives us motivation to handle reanalysis based on Paige's 
formulations. Furthermore we apply the perturbation analysis discussed in 
[14] to the more general case that almost all components of the stiffness 
matrix have been modified (e.g., perturbation occurs due to excitation of 
frequency in forced response of an elastic structure to a time-harmonic load). 
3. REANALYSIS WITH LEAST-SQUARES SCHEME 
In this section we present formulations of Paige's linearly constrained 
sum-of-squares scheme, and then apply the perturbation analysis with these 
schemes to our discussion of reanalysis. 
3.1. Paige's Formulation 
Following Paige [14], if we define the weighted residual vector 
v = G- l (N fo  +fp) ,  
then the problem (5) can be written in the equivalent form 
MinvTv subjectto Gv = Nfo + fp.  (8) 
V,fo 
Because of its special form, the problem (8) is sometimes referred to as the 
linearly constrained sum-of-squares problem. In addition to leading to a 
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better numerical method, (8) also has important heoretical advantages over 
(5) in that it requires no restrictive assumptions regarding the ranks of the 
matrices involved. In particular, it is possible to compute a G which is 
suitable for use in (8) even if the element stiffness matrix is only semidefinite. 
Furthermore (8) could be expressed as 
Minv,f0 [0, I][fv°] 2 subjectto [ -N ,G] [~]  =fp, 
a simple equality-constrained least-squares problem. One of the general 
methods in [13] could then be applied. The method in [13] appears to be the 
most numerically reliable of these, although no rounding-error analysis is 
given. However, such a method does not treat fo, v, N, G separately. In 
reanalysis of the damaged-structure case, the nullspace basis matrix N and 
particular solution fp remain unchanged while G has been modified. So it is 
important in the analysis to treat them separately. Paige [14] gave a numeri- 
cally stable algorithm that takes advantage of the special form of (8), and 
maintains fo, v, N, G as separate throughout. This will allow us to carry out a 
reanalysis based on the resulting decomposition. For problems with special 
structure, as for exampJe in [11], it is also important o maintain fo, v, N, G as 
separate during the computation. 
FORMULATION I. First, decompose N in (8) as 
[Q TN ] 
(9) 
where R is a nonsingular upper triangular matrix of order n - m, Q = 
(Q1, Q2) is an orthogonal matrix of order n, and Q1 and Q2 are n × (n -- m) 
and n × m matrices, respectively. The constraints in (8) then split into 
QTGv = Rf ° + QTfp, (10) 
QTGv = QTfp. (11) 
Since R has full row rank, (10) can always be solved for f0 once v is given, 
and so (11) gives the constraints on v, and (8) becomes 
MinvTv subject o QTGv = Qrfp. (12) 
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Next, apply the QR factorization to (QTG)r starting from the lower right 
components o decompose QrzG so that 
QTGp = (0, L2) , (13) 
where P = (P1, P2) is an orthogonal matrix of order n, and P1 and P~ are 
n × (n - m) and n × m matrices, respectively. Here L~ has full column 
rank. That is, decompose QrG as 
0 L 2 ] 0 L 2 " 
(14) 
Assuming L 2 is nonsingular, we now obtain 
v = P2 L{ 1Qrfp, (15) 
since QTGp 2 = L 2. Finally, )Co is recovered from the triangular system (10). 
FORMULATION II. Formulation I does not take advantage of any special 
structure the matrix G may have (G will be triangular if it is computed by the 
Cholesky factorization, and in our case G has block-diagonal structures as 
well); indeed, that structure is in general destroyed by the first orthogonal 
transformation Q. Kourouklis and Paige [12] have given a version of Formula- 
tion II in which the two orthogonal transformations U and V (to the 
corresponding matrices Q and P in (14), respectively) are modified simulta- 
neously in a manner which retains the triangular structure of G throughout 
the computations. For implementation details, see [15]. 
The result is a factorization of the form 
0 M, 0] 
UT[fP 'N'GV]  [fp2 sT Mzl M2 ' (16) 
where S T, M 1, and M 2 are lower triangular matrices of order n - m, m, and 
n - m, respectively, and U = (U l, U 2) and V = (V 1, V~) are orthogonal ma- 
trices of order n and m, respectively. The matrices U 1 and V 1 are n × m, 
and the matrices U 2 and V 2 are n × (n - m). We note that the matrices in 
(16) are not necessarily identical to the corresponding matrices in (14). 
Applying the transformation (16) and using the change of variable 
"1] (17) 
V TI) ~ 192 , 
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the problem (8) becomes 
MinvTvI+vTvz subject o [ M1 
vl. v2 [ M21 
Thus v I is completely determined by the equation 
MlVl =fpl ,  
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ts. j- 
(18) 
and the functional is minimized by taking v z = 0. Finally, the solution f0 
may now be determined from the system 
sTfo = M2ivl - fp2" (19) 
3.2. Reanalysis with Formulation I 
The application of Paige's Formulation I to reanalysis can be stated as 
follows: Suppose we have a Cholesky factor G of perturbed element stiffness 
matrix ~-1, and let our perturbed ata result in G = G + 8G, leading to 
the solution v + ~ v, f0 + 8]'0 of the perturbed problem (8). Note that N 
and fp remain unchanged in our approach to reanalyzing structures using the 
force method. Considering (8) for both the original and perturbed problems, 
we see that 8 v and 8f0 give 
Min 2vT(~v)  + (Sv)T (Sv)  (20) 
~v. ~fo 
subject o 
G( ~3v) = N( Sfo ) - ( SG)v.  (21) 
The constraints (21) have the same form as in (8), so we can proceed as in 
(14): 
(22) 
where P = (P1, P2) is orthogonal, and L2 has full column rank. For solving a 
sequence of problems with fixed N but varying G, in theory it is necessary to 
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compute the orthogonal transformation Q only once. Applying the perturba- 
tion analysis discussed in Paige [14] to our case, we get the following results, 
which could be viewed as an important special case of Paige's work. 
LEMMA 1. Let v be the soh,tion of (12). Let G be the Cholesky factor of 
the symmetric positive definite matrix A -1, and N has full column rank. 
Assume L2 and L 2 are nonsingular. If 8v satisfies (20) and (21), then 
and 
II~vlh 1 1 I 
where E c = II~Glh, Q2 is as in (9), and cr(L z) and cr(L 2) are the smallest 
nonzero singular values of L 2 and L,2, respectively. 
Proof. From combining (21) and (22), that is, 
[ E0~ L12 -" T 
we get 
L2pT( av) = --QT( SG)v, (25) 
and this must be a consistent system for the perturbation to be meaningful 
for this problem, since (25) is an underdetermined system. We can then 
express 
81) = elZl -[- ff2z2, Z 2 = L21~)T(~g)t)  for all z 1, (26) 
since L2 P~ = QT~ and QT~ff~ = O. Substituting (26) in (20) and taking the 
derivative with respect o z 1 gives 
zl = -Pl~V, ~v = -F~v + P2L ,S~Q~(aC)v .  (27) 
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The second term of (27) can easily be bounded, but the first is difficult to 
bound. From (15), 
ff[v = fliP2 L21Q~fp = ff[Pe V~v, (28) 
and we will seek an expression for PITP2. To do this we first consider the 
following expression from (22): 
T, 2 " 
Then we compare the first set of columns of both sides, obtaining 
QT(ag)  ffl = - Q~GF1 = - Le P~F1, 
since Q~GP e = L 2. This can be used with (27) and (28) to give an expression 
for 8v as follows: 
~t) = -P leTt~ + P2L21(~G)t )  
T T = -E[L ; I ( -¢ f (~c)E) ]  P2v + v~c;'¢f(~c)~ 
= P1P~( 8G)VO2LY2rV[v + e9 L21Q~( 8G)v.  
By taking the 2-norm we obtain 
-< [ll( z) llltL,i tt + tl z,]tt tl. 
Let CG = IlaGl[, and let cr(L 2) and (z(L 2) be the smallest nonzero singular 
value of L 2 and L2 respectively, then 
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THEOREM 2. Let fo be the solution of (10), that is, the solution of (4). 
Let G be the Cholesky factor of the .symmetric positive definite matrix A-l, 
and N has full column rank. Then the solution of (20) is given by fo + 8fo, 
where 
8fo = R ~[(L'le --1L2 Q2r + Q~()(SG) + LIpT(SG) rQ2L;TPf]v (29) 
and 
II~f01t~ < ~ + ~ + ~(L~) ]j ~(N)  -- ~o; (30) 
ec = [[6G[12, and Q is as in (9); and tr(L2) , o-(L2), and ~r(N) are the 
smallest nonzero singular values of L2, -Lz, and N, respectively. 
Proof. From combining (9) and (21), 
QTN(*f,,) -- Q~g(Sv)  = Q~(~C)v  
( 6fo) - Qr.z G( ~v) = Q~ ( ~G)v 
R(~./0) - Q~'G(~v) = Qr(~G)v 
8fo = R ~[Q'~(t3G)v + Q~G(~v)], 
since N has_ full column__rank~yB using (23) in the previous lemma, and since 
prGff  z = L12 and QrGp~ = L,, 
8fo = R-I (Q~'( SG) v 
= R-I[Q~(SG)v + LI2L;1QT(SG)v + L1pr(SG)TQ2L;rp,~v] 
= R- I [ (L12L21Q T + Q~')(~G) At_ LIpT(~G) TQ2L2TP:]v. 
Since tr(R) = ~r(N), we can get (30) from (29) by taking the 2-norm. • 
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Note that if we assume L 2 and L2 are nonsingular, that is, QTG and 
QT~ have full row rank, then the computation for 8f0 is simple. Based on 
various assumptions (Paige [14]), we can get a tighter bound for 8f0 than 
(30). 
3.3. Reanalysis with Formulation II 
Applying Paige's Formulation II to reanalysis can proceed as in (16) for 
the perturbed problem (20): 
r ] uT[ fp ,N ,~ ] = fpl 0 M 1 0 (31) 
where V = (V 1, V 2) is orthogonal, and M1 has full column rank. Again, for 
reanalysis with fixed N but varying G, in theory it is necessary to compute 
the orthogonal transformation U only once. With similar proof to Lemma 1, 
we get following result for reanalysis with formulation II. 
COROLLARY 1. Let v be the solution of (18). Let G be the Cholesky 
factor of the symmetric positive definite matrix A -1  and N has full column 
rank. Assume M 1 and M l are nonsingular. I f  6v satisfies (20) and (21), then 
¢~V = [V2V[(~G)TUI(MIt)Tv[  -Jc" V IMl lU?(~G)]v  (32)  
and 
1 1 
o-(M,) o-(M1) 
E~llvll2, (33) 
m 
where E c = II~GII2 and U 2 is as in (16), and cr(M 1) and (r(M 1) are the 
smallest nonzero singular values of M 1 and M1, respectively. 
Proof. From combining (21) and (31) 
[ [<] ~, o V[ 
M21 M-2 ~[  t Sr j( Sf°) - U[ 
(~C)v, 
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we get 
M,V?( 8,0 = - u~( ~C)v, 
and then express 
~v = V2z2 + VlZl, z t = M{IuT(~G)v forall z2, (34) 
since ~yT  = uT~ and UIrGVz = 0. Substituting (34) in (20) and taking the 
derivative with respect o z 2 gives 
z e = --VTv, 8v = -v2VTv + V1M;'UT(SG)v. (35) 
By using (17) and (18), the equations (35) can be expressed as 
.7, 2 = - -vT 'o ,  81.9 = -V2V2TVI I ) I  A¢.. V1Ml lU1T(  ~G)V I©I"  (36) 
In a similar manner to the proof of Lemma 1, we will seek an expression for 
V~V 1. We first consider the following expression: 
UT(G+SG)~= [M1 0 ] 
M21 M2 " 
Then ~ve get the following, by comparing the second set of columns on the 
two sides: 
since UT(G + 8G)V 2 = 0 and UTGV1 = M 1. This can be used with (36) to 
gives an expression for 8 v as follows: 
8v = v2vT(sG)TuIM;Tvl  + V1M;IUT(SG)Vlvl. 
Taking the 2-norm, we obtain 
118vii = [11 ~2~:(8c) TU1M;T II + II ~1~ 1UW (~C)V1 II] I1~111 
~< [I[(sG)TIIIIM; ~11 + IIM; 11111~ClI]IIv,II. 
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Let or(M 1) and or(M l) be the smallest nonzero singular values of M 1 and 
M 1 respectively. Then since I lvll = IIv111, we have 
EG E G ] 
I[t~vll ~ o'( M1- -  ~ + or( M1-~ IlGll" 
COROLLARY 2. Let fo be the solution of (19), that is, the solution of (4). 
Let G be the Cholesky factor of the symmetric positive definite matrix A-I,  
and N has full column rank. Then the solution of (20) is given by fo + afo, 
where 
and 
llSfoLL2 ~ 1 + ~.~--~) + ~-~/~) ~-~;  
(37) 
(3s) 
~c : I l aG I I2  and U is as in (16); and o'___(M1), or(M1), and or(N) are the 
smallest nonzero singular values of Mp M~, and N, respectively. 
Proof. From combining (16) and (21), 
UTN( afo ) - UTG( 8v) = uT( 8G)v 
afo = S-'[U.f ( aG)v + UTG( av)], 
since N has full column rank. By using (32) in Corollary 1, since UTGV~ = 
M2, and UTGV2 = M--- 2, 
afo = S- I{uT(SG)v 
= S-I[(M2|]~I-IU?'+ uT)(SG) + M2VT(SG)TuIM1TV,T]v. 
Since or(S) = or(N), we can get (38) from (37) by taking the 2-norm. • 
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3.4. Numerical Experin~ents 
In this section we present some results of numerical tests. 
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EXAMPLE. Consider the two-dimensional frame with 15 elements and 9 
nodes which is shown in Figure 1. In this case the equilibrium matrix is 
27 × 45 and the element flexibility matrix is 45 X 45 matrix. 
Damage will be measured on an element-by-element basis, and will 
consist of two separate measurements: dir, the "flexibility damage" to the ith 
element, and d~, the "mass damage.'" The numbers d~ and dim lie between 
0 and 1 inclusive, and represent a fractional decrease in load capacity and 
mass, respectively. Generally, dim = 0 except in cases of physical removal of 
the element, in which case dim = 1. It is conceivable that, if the damage is a 
hole in the interior of an element, d~ may lie strictly between 0 and 1, but 
the value of d~ will not affect he method of analysis, d~ may have any value 
in the range stated. The effect upon element flexibility is thus [Ai]dF = 
[a~] /O-  ' dr )  , where dF refers to values in the damaged state and [Ai] is 
the ith block (corresponding to the ith element) of the flexibility matrix. 
Some numerical results obtained by using MATLAB (with various d~ and 
corresponding condition number K2(A)) are listed in Tables i and 2. Here, 
fly and fifo are from Lemma 1 and Theorem 1, respectively. 
2 
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FIG. 1. Two-dimensional frame with element and node numbering. 
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TABLE 1 
NUMERICAL RESULTS: ONE ELEMENT (A i ,  FOR i = 12)  MODIF IED 
d~¢ 2 K2(A) II~vl12 /3~ lilY0112 ~f0 
0.99999 8.69e + 08 2.30e - 01 1.62e + 02 2.95e + 01 1.14e + 05 
0.99 8.68e + 05 2.07e - 01 1.47e + 02 2.90e + 01 1.03e + 05 
0.9 8.68e + 04 1.53e - 01 1.10e + 02 2.47e + 01 7.59e + 04 
0.09 9.55e + 03 8.20e - 03 7.14e + 00 1.60e + 00 4.31e + 03 
0.0009 8.70e + 03 7.85e - 05 6.96e - 02 1.53e - 02 4.16e + 01 
0.000009 8.69e + 03 7.85e - 07 6.96e - 04 1.54e - 04 4.15e - 01 
The bounds  on v and f0 that we get from Corol lary i and Corol lary 2 are 
the same as the results in Tables 1 and 2 in our experiments.  F rom the way 
we obta ined ~'2 (in (22)) and MI (in (31)), it is natural  that we should get the 
same smallest nonzero singular values ¢r(L 2) and o- (M 1) from both formula- 
tions. The same argument  can be appl ied to cr(Le) and o ' (M l) obviously. 
However, the matrices U and V in (16) are not necessari ly identical to the 
corresponding matrices in (14), as we have already stated. 
4. CONCLUSIONS 
We have establ ished the boundedness  of f0 in (4) when a perturbat ion 
occurs on the e lement  flexibility matrix. The analysis and subsequent  reanaly- 
sis of structures were per formed by using the force method of analysis. 
Unl ike similar methods that use the d isplacement method of analysis, the 
TABLE 2 
NUMERICAL RESULTS: FIVE ELEMENTS (Ai, FOR i = 1, 9., 3 ,  13, 14) MODIF IED 
d~ 2,3 d~ 3,~4 K.2(A) II~vl12 /3~ II~fol12 Byo 
0.99999 0.000009 2.58e + 07 2.93e + 00 3.72e + 02 2.02e + 02 2.76e + 05 
0.99 0.0009 2.57e + 04 2.64e + 00 3.35e + 02 1.98e + 02 2.45e + 05 
0.9 0.09 8.69e + 03 1.96e + 00 2.51e + 02 1.71e + 02 1.67e + 05 
0.09 0.9 1.23e + 04 9.16e - 01 2.08e + 02 1.36e + 02 1.32e + 05 
0.0009 0.99 1.23e + 05 1.41e + 00 2.86e + 02 1.97e + 02 1.93e + 05 
0.000009 0.99999 1.23e + 08 1.60e + 00 3.19e + 02 2.07e + 02 2.17e + 05 
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procedure presented here yields a direct, rather than an iterative, method, 
which is an important consideration when analyzing large-scale structural 
systems [3]. 
Numerical results are presented for a two-dimensional frame. For the 
element and node numbering for this structure xample, we used the method 
in [16], which we call the substructuring method with proper partitions. 
Retaining the triangular structure of G and the special structure of N from 
the substructuring method enables us to reduce the amount of work through- 
out the computations. On the basis of our numerical results we may be able 
to get a tighter bound for ~f0. 
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