Abstract-The convergence properties of a nearest neighbor rule that uses an editing procedure to reduce the number of preclassified samples and to improve the performance of the rule are developed. Editing of the preclassified samples using the three-nearest neighbor rule followed by classification using the single-nearest neighbor rule with the remaining preclassified samples appears to produce a decision procedure whose risk approaches the Bayes' risk quite closely in many problems with only a few preclassified samples. The asymptotic risk of the nearest neighbor rules and the nearest neighbor rules using edited preclassified samples is calculated for several problems.
INTRODUCTION
A BASIC class of decision problems which includes a large number of practical problems can be characterized in the following way. I) There is a sample to be classified. 2) There are already classified samples from the same distributions as the sample to be classified with which a comparison can be made in making a decision. 3) There is no additional information about the distributions of any of the random variables involved other than the information contained in the preclassified samples. 4) There is a measure of distance between samples. Examples of problems having these characteristics are the problems of handwritten character recognition and automatic decoding of manual Morse. In each of these problems preclassified samples may be provided by a man, and a simple metric can be devised.
"Nearest neighbor rules" are a collection of simple rules which can have very good performance with only a few preclassified samples. We shall develop the asymptotic performance of a nearest neighbor rule using editing. The asymptotic performance is the performance when the number of preclassified samples is very large.
Nearest neighbor rules were originally suggested for solution of problems of this type by Fix and Hodges [I] in 1952. Nearest neighbor rules are practically always included in papers which survey pattern recognition, e.g., Sebestyen [2] , Nilsson [3] , Rosen [4] , Nagy [5] , and Ho and Agrawala [6] . Analysis of the properties of the nearest neighbor rules was started by Fix and Hodges [I] and continued by Cover and Hart [7] and Whitney and Dwyer [8] . Cover [9] summarizes many of the properties of the nearest neighbor rules. Patrick and Fischer [10] generalize the nearest neighbor rules to include weighting of different types of error and problems "in which the training samples available are not in the same proportions as the a priori class probabilities" by using the concept of tolerance regions. Let X e Ed be a random variable generated as follows. Select 0 = I with probability t1 and 0 = 2 with probability t12. Given 0, select X from a population with density fi(x) when 0 = I and from a population with densityf2(x) when 0 = 2 (Ed is a d-dimensional Euclidean space).
The Preclassified Samples
Let (Xi,Oi), i = 1,2, ,N, be generated independently as follows. Select Oi = I with probability ?1I and 0, = 2 with probability 72. Given 0,, select Xi EEd from a population with densityf1(x) when Oi = I and from a population f2(x) when Oi = 2. The set {(Xi,O,)} constitutes the set of preclassified samples.
Two types of rules will be discussed: nearest neighbor rules and modified nearest neighbor rules.
To make a decision using the K-nearest neighbor rule: Select from among the preclassified samples of the K-nearest neighbors of the sample to be classified. Select the class represented by the largest number of the K-nearest neighbors. Ties are to be broken randomly.
To make a decision using the modified K-nearest neighbor rule: a) For each i, I) find the K-nearest neighbors to X, among (XI,X2, -,Xi-,,X,+ X, ,XN};
2) find the class 0 associated with the largest number of points among the K-nearest neighbors, breaking ties randomly when they occur.
b) Edit the set {(X,,O,)} by deleting (Xi,O,) whenever 0, does not agree with the largest number of the K-nearest neighbors as determined in the foregoing. Make a decision concerning a new sample using the modified K-nearest neighbor rule by using the single-nearest neighbor rule with the reduced set of preclassified samples.
Examples of the Power of the Nearest Neighbor Rules
The nearest neighbor rules can be very powerful rules, useful in many problems. Figs. [1] [2] [3] [4] demonstrate the asymptotic performance of the K-nearest neighbor rule and the modified K-nearest neighbor rule in four different problems. (N(l,l) ). Fig. 3 compares the asymptotic performance of the nearest neighbor rules with the performance of Bayes' rule when population one is a normal distribution with mean 0 and variance 1 (N(O,I)) and population two is a normal distribution with mean 0 and variance 4 (N(0,4)).
In each of these three figures the risk of using the nearest neighbor rules decreases as the number of neighbors used increases. The risk of using the modified nearest neighbor rule is about halfway between the risk of using the nearest neighbor rule with the same number of neighbors and the Bayes' risk. Fig. 4 population two is a normal distribution centered at + 2 with variance 1 (N(+ 2,1)). For this problem the asymptotic risk of using the single-nearest neighbor rule is large compared to the risk of using the other rules. The risk of using the modified three-nearest neighbor rule is about 10 percent more than the Bayes' risk. It is interesting to consider how many trials in making a decision would be necessary to determine whether a decision maker was using the Bayes' rule or the modified three-nearest neighbor rule. For the problem where the Bayes' risk is about 0.01 and the risk of the modified nearest neighbor rule is about 10 percent greater, it would be necessary to check the accuracy of about 10 000 decisions before there was enough information to begin to estimate the probabilities of error well enough to tell which rule was being used; to draw a reliable conclusion would require about 100 000 sample decisions.
Some example calculations indicate that the number of preclassified samples required for the risk to be close to the asymptotic risk is on the order of 50 for the single-nearest neighbor rule in the problems of Figs. 1-4. (These results are to be presented in a following paper on conversion rates.) This suggests that roughly K times 50 samples would be required to be close to the asymptotic risk for the K-nearest neighbor rule and for the modified K-nearest neighbor rule.
II. PRELIMINARY DEVELOPMENT An Induced Distribution
The nearest neighbor rules depend only on the distances from the sample to be classified to the preclassified samples, and not on the direction. The induced distribution of the distances from the sample to be classified to a preclassified sample will be useful. This induced distribution is developed as follows.
Let Zi(x) = lIXi -xll, Z(x) = IIX -xll, and Zi* IXi -X 11, where IIA -B 11 is the usual Euclidean measure of distance from point A to point B on Ed. The Zi(x), i = 1,2, .. ,N, are independent and identically distributed; the Zj* are not. The induced probability measure conditioned on X = x is specified by the conditional cumulative distribution function (cdf)
where the notation S(x,z) indicates that the integral is to be taken over the volume of the hypersphere centered at X = x with radius z. The set {(Zj*,Oj)} constitutes a description of the preclassified samples in terms of their distances from the sample to be classified.
A Posteriori Probabilities of the Class Given the Sample Value Given X = x, the probability that the associated class is class I or class 2 is calculated by application of Bayes' rule. where fi(z x) is the pdf corresponding to Fz(1)(z x) and f2(Z x) is the pdf corresponding to F(2)(z I x).
Decisions and the Associated Risk
A possible decision rule is described by the probability 0(i x) of selecting 0 = i conditioned on the value of X. Conditioning on the preclassified sample values will also be used. The risk associated with using a decision rule is given by
where L(j I i) is the loss when the decision is 0 = j given that i is the true state and F(x) = j q?iFx(x 0 = i). When the loss is one for each type of error, the risk is simply the probability of error:
The nearest neighbor rules also depend upon the preclassified sample set. Where necessary, the dependence will be made explicit.
Bayes' Rule
The Bayes' rule may be developed by using the expression for the risk. To minimize the risk, minimize the integrand of the risk integral, the local risk, at each point x. To minimize the local risk, select 1( (2 1 1), and make the decision in an arbitrary way when p2(x)L(l 2) = p1(x)L (2 1 [7] , and Whitney and Dwyer [8] .) This section derives new asymptotic results for the modified nearest neighbor rules and incidentally rederives most of the already known asymptotic results for the K-nearest neighbor rules.
The asymptotic results that are to be derived will be in terms of convergence "in probability." According to a standard definition, a random variable YN is said to converge in probability to Y(YN P Y) if, for any e > 0,
A more useful concept of "in probability" has been developed by Pratt [14] . Appendix I presents Pratt's definition of "in probability" and develops several theorems. Two theorems which will be useful in this section are reproduced as follows (proofs are found in Appendix I). We shall use these theorems to show that whenever the neighbors involved in the decision converge in probability to the sample to be classified, the probability that the neighbors come from a given class, the probability of deciding that a given class is the true class, and the local risk will converge to easily calculated asymptotic values. The following theorem is suggested by the work of Cover and Hart [7] . This theorem is proved in Appendix II. A major step in the proof of the theorem was the proof that the nearest neighbors converged to the sample value X = x. This fact will be important in following theorems. The conditions under which it holds are stated carefully in the next theorem which has already been proved. 
Convergence After Editing
Editing of the preclassified samples for the modified nearest neighbor rule proceeds by determining whether the indicated decision for the K-nearest neighbor rules agrees with the actual classification for each of the preclassified samples. After all of the preclassified samples are considered, those samples for which the decision does not agree with the true classification are deleted.
Let XEK"11(X,N) be the sample which is nearest to X after editing. Also, let Df1 and Df2 be the set of discontinuities off1(x) andf2(x), respectively. The proof of the theorem is long and tedious, so in spite of its importance it has been relegated to Appendix III. At first glance, the proof of the theorem seems easy, and would be very easy if the editing of the preclassified samples occurred independently. Finding preclassified samples which are edited independently constitutes most of the proof. In the same way that the proof of Theorem 2 involved the proof of Theorem 2' the proof of Theorem 3 involves the proof of a theorem concerning the convergence of the edited nearest neighbor to a sample to be classified. Most of the important asymptotic properties of the nearest neighbor rules can be developed from the preceding six theorems. The basic asymptotic properties are summarized in the theorems to follow. In order to state the theorem carefully it is necessary to define a few terms. A Generalized Convergent Sample
The theorem will be stated in terms of a generalized sample X*(X,N) which converges to the sample to be classified, X. Theorems 2 If P[XeDf1] = 0, P[XeDf2] = 0, and X is bound with probability one, then for X*(X,N) such that
P2(X*(X,N)) P p2(X). c) For all rules which depend upon 0(i), i E IN such that for i E IN(X) IIXi -X 11 < IIX*-X 11, 001 X, Xi, i C_ IN(X) P 0-o(I X) where 0k(l X) is obtained by substituting p,(X) for Pi (Xi, i E IN(X)) wherever necessary in 'PN(l X, Xi, i E IN(X)).
d) rN(X) P r,(X), where r,(X) is obtained by substituting p,(X) for pl(X,, i e IN(X)) wherever necessary in the expression for rN(X) for the rules specified in c).
e) RN -ROO for the rules specified in c). Direct application of Theorem 1 using the results of a) yields the desired result. c) Lemma:
is a continuous function of 
The probability being examined is seen to be a simple weighted product of the P[01'1(x,N) xlil(x,N)] which is continuous by a simple exercise in elementary analysis.
Q.E.D.
The probability P[AN(X) I x, (x'1](x,N),. . .* ,xN](x,N))] is defined as 4(1 x, (xtl (x,N), * . . ,x[N]1(x,N))). The link between the lemma and the description of the decision is provided. Having proved continuity we can complete the proof of c) by using the result of b) and Theorem 1.
d) The expression for the local risk from Section II is a simple continuous function of random variables which have been shown in a)-c) to converge in probability. Direct application of Theorem 1 yields the desired conclusion.
e) The Asymptotic Risk: The application of the dominated convergence theorem shows that the average of the asymptotic local risk developed in Section II is the same as the asymptotic risk. At each point x the local risk is bounded since all of the components of the local risk except the losses are probabilities which are, of course, less than or equal to one. (We assume that the losses are also finite.) Let U be the bound on the local risk so that IrN(X)I < U. U is integrable:
We have shown that the local risk rN(X) A r.(X) as N -a cc. Application of the dominated convergence theorem [11, p. 152] shows that E(rN(X)) converges to E(r0,(X)).
But E(rN(x)) = RN and E(r.(x)) = R0 for all of the types of rules under discussion. Therefore, it has been shown that RN -R0.
Q.E.D.
A theorem similar to Theorem 4 can be stated showing that for any sample value X = x all of the parameters of the rule will converge in probability. Theorem 4' If there does not exist a neighborhood S(x) such that P[S] = 0, and if fi(X) and f2(X) are continuous at X =x, then for X*(x,N) such that X*(x,X) A Xas N -s co,
P2(X*(x,N)) Pp2(X). p1(x) for pi(Xi, i E I(x,N) whenever necessary in the expression for rN(x) for the rules specified in c).
Proof: The proof is the same as the proof of Theorem 4 using Slutsky's theorem (Theorem 1') instead of Theorem 1.
Asymptotic Probability of Deciding that Class I is the True Class
For the K-nearest neighbor rule, the asymptotic value of the probability of deciding that class I is the correct class, 4ooK(I x), is given by the following expression: where Pi = p1(x). The probability O.K(1 x) is simply the probability that more than one-half of the K-nearest preclassified samples will be from class 1 when the probability of one of the samples being from class 1 is p1(x). Ties are broken randomly.
For the modified K-nearest neighbor rule, the probability of deciding that class 1 is the correct class 0oKM
Applying the K-nearest neighbor rule to each of the preclassified samples results in a probability equal to q5K that a sample from class 1 is retained. The probability that a sample is from class 1 is p1(x). Normalizing by the probability that the sample was retained regardless of its class yields the probability that any of the nearby preclassified samples is from class 1, given that it is retained. In particular, this probability applies to the nearest remaining neighbor to the sample to be classified. The asymptotic local risk is obtained by substituting one of the expressions for 4(1 x) in the expression for the local risk in Section I.
The comparison of the probabilities of deciding that a sample is from class 1 as a function of p1(x) and the comparison of the local risk as a function of p1(x) are shown in Figs. 5-10. Several facts should be noted from the comparison.
1) The performance of the K-nearest neighbor rule when K is even is the same as the performance of the K-nearest neighbor rule for the next smallest value of K, an odd value of K. As a consequence, the same result holds true for the modified K-nearest neighbor rule.
2) For K small the use of the modified K-nearest neighbor rule instead of the K-nearest neighbor rule reduces the risk by about half of the total amount that it can be reduced. For larger values of K the advantage is not so great.
3) At any value ofp1(x) the probability of deciding that a sample is from class 1 rapidly approaches the Bayes' decision as the number of neighbors used increases. Also, the risk at any value of p1(x) rapidly approaches the Bayes' risk as the number of neighbors used increases. 4) However, the maximum value of the ratio of the risk of a nearest neighbor rule to the Bayes' risk does not decrease very rapidly. For the modified nearest neighbor rule and K = I the maximum value of the ratio is 1.20. For the modified three-nearest neighbor rule the maximum value of the ratio is 1.149. For the modified twentiethnearest neighbor rule the maximum value of the ratio has decreased only to 1.066. This result suggests that perhaps the additional complexity required to use a larger number of neighbors than three is not warranted due to the small decrease in the error rate when more than three are used.
(Cover and Hart [7] developed an expression for the maximum value of the asymptotic local risk compared to the Bayes' risk for the K-nearest neighbor rule.)
IV. CONCLUSIONS
The results presented here have demonstrated that for a large class of problems the nearest neighbor rules form a set of very powerful decision rules. The modified threenearest neighbor rule which uses the three-nearest neighbor rule to edit the preclassified samples and then uses a singlenearest neighbor rule to make decisions is a particularly attractive rule. The results shown here have indicated that the modified three-nearest neighbor rule has an asymptotic performance which is difficult to differentiate from the performance of a Bayes' rule in many situations. The modified three-nearest neighbor rule improves considerably on the performance of the single-nearest neighbor rule and the modified single-nearest neighbor rule. On the other hand, it has been suggested that only a few preclassified samples are required to approach the asymptotic performance quite closely for the modified three-nearest neighbor rule, many fewer samples than are required to approach the asymptotic performance for using five or more nearest neighbors. and random functions. The type of convergence that will be considered here is convergence in probability. Simplification of the concept of "in probability" was begun by Mann and Wald [ 12] in 1943 with the development of the relationship of the operations that could be performed in determining convergence of sequences to the operations that could be performed in determining convergence of sequences of random variables. Chernoff [13] continued this development in his consideration of large sample problems. Chernoff's ideas were simplified and generalized by Pratt [14] . Using Pratt's concept of "in probability" leads to simple proofs of theorems. In particular, If S, is a measurable subset of X", the event X, E Sn will be called an "X,-event" E, If S is any subset of the product space X = x n I X,, the event (X1,X2, ) S will be called an "(X1,x2,X2 )-event" E.
Definition: The (X1,X2,. )-event E will be said to occur "in probability," written .4(E), if for every positive e, there exist X,-events En of probability at least I -E such that E occurs whenever all En occur.
Pratt [14] discusses the advantage of this definition and shows the relationship of the foregoing definition to the standard definition of "in probability." Suppose {x.},{r.} are sequences of points on the extended real line.
Definition: xn = o(r,) if, for every positive i, for some N, for every n > N, IxI/r,l < t1.
Definition: x = O(r") if for some q and N, for every n > N, Ixn,/rnl < 1 Using Pratt's definition of "in probability" convergence in probability is defined as follows. Pratt uses these concepts to prove a number of theorems about convergence in probability. The theorem of interest here is as follows. We have shown that for a sample value X = x, the nearest neighbor converges. It remains to show that the random variable X has this property with probability one. We shall do this by showing that the set T of points which do not have this property has probability zero.
Let S(x,r.) be a sphere of radius rx centered at x, where rx is a rational number. Let T be the set of all x for which there exists a rational number rx sufficiently small that P[S(x,rx)] = 0. The space Ed is certainly a separable space.
From the definition of separability of Ed there exists a countable dense subset of A of Ed. For each x E T, there exists a(x) E A such that a(x) E S(x,rx/3) since A is dense.
By a simple geometric argument, there is a sphere centered at a(x) with radius rx/2 which is strictly contained in the original sphere S(x,rx) and which contains x. Thus P[S(a(x),rx/2)] = 0. Proof: The proof is carried out by first examining points xo such that the fm(x) are continuous at xo and f(xo) > 0.
For these points the following statements are proved.
I) There is anfsuch thatf(x) . f > 0 for all x lying within a hypersphere of radius e centered at xo. 2) N"2 nonintersecting hyperspheres of radius e/2N i/2d
can be placed within the hypersphere of radius E centered at xO.
3) As N grows large, the probability that a sample point may be found within a hypersphere of radius &I4N 1/2d concentric to each of the hyperspheres of radius 8I2Ni/2d for all N"I2 such spheres approaches one. (The fact that N1/2 may not be an integer will be ignored since it makes no difference to the proof, and the details necessary to find an integer near to N'i2 will obscure an already complicated problem.) 4) As N grows large, the probability that at least K neighbors to such a sample point are located within a radius EI4NIl'2d of the sample point approaches one. 5) When the K neighbors of one sample point are within a hypersphere not intersecting a similar hypersphere containing another sample point with its K neighbors, the probability of retention in the edited set is independent for the two sample points. 6) As N grows large, the probability of at least one point being retained in the edited set approaches one.
7) Finally, the set of points which do not have this property is shown to have probability zero. If(X) -f(x)I < £, whenever Ix -xol < 32M+1l Select 3 = min(61,62,-*,32M+1) Then whenever Ix-xo < 3, all of the preceding quantities are less than E. Select E such that 0 < E <f(xo) and 0 < E < 1/2M. This selection can be done since f(xo) and 1/2M are positive. Let f = f(x0) -~E. Then If l = f > 0 since E < f(xo). But If(x) -f(xo)I < E whenever Ix -xol < 3 implies that f(x) > f whenever Ix -xol < 3. Thus f> 0 is a lower bound on f(x) whenever Ix - for every E such that 0 < E < 3 is adequate to prove that
for any E. The proof is continued on that basis.
2) The region Ix -xol < E defines a hypersphere with Proof: When as many nonintersecting hyperspheres as can be packed in randomly have been placed in the hypersphere of radius E, there is no point in the E-radius hypersphere such that a small hypersphere cannot be found within a distance equal to the radius of the small sphere. If there were such a point, another small hypersphere could be placed within the large one by centering a new small hypersphere at the point so located. But if there is no point such that a small hypersphere cannot be found within a distance equal to the radius of the small hypersphere, then concentric spheres having twice the radius of the small spheres will cover all of the points of the large hypersphere. These double-radius hyperspheres may be intersecting. However, the total volume covered by the double-radius hyperspheres cannot be more than the sum of the volumes of each of the individual double-radius hyperspheres. The sum of the volumes of N1/2 hyperspheres of radius 1/N1/2d is
The last quantity is identified as the volume of the hypersphere of radius 6. ,Thus N1/2 hyperspheres of radius E/N 1/2d have a combined volume at most equal to the volume of the hypersphere of radius £, and at least N112 hyperspheres of radius s12N1/2d can be placed within the hypersphere of radius E. Proof: Note that Y1(i) = 1 for the point which is x(i).
Thus we must show that there are not K other points within a distance E/4Nl/2d of X to show that i = < K + 1. Note also that since Xi, i = 1,2,' ,N, are drawn independently from one population, the Yi for one j are also independent. Considering only one j, Since probabilities sum to one, there are M classes, and ih is the class with the greatest probability. Therefore,
and E2(h) = 1] 3-. 7) Finally, we must argue that the set of points for which the edited nearest neighbor does not converge to the sample to be classified has probability zero. The argument is very similar to the argument of a theorem of Cover and Hart [7] . We have shown that for point of continuity of f(x) for which f(x) is greater than zero the edited nearest neighbor converges in probability. It remains to consider points for which f(x) is not continuous or for which f(x) = 0. The set of discontinuities has measure zero by hypothesis. The set for whichf(x) = 0 is more complicated.
Let S(x,r.) be a sphere of radius r. centered at x, rx a rational number. Let V be the set of all x such that there does not exist an rx sufficiently small that P[S(x,rx)] = 0, but for which f(x) = 0 and f(x) is continuous. For x E V the edited nearest neighbor converges in probability. Since the set of discontinuities off(x) has probability zero and x is a point of continuity of f(x), there must be a point t within E/3 of the point x for which f(t) > 0 and which is a point of continuity off. If not, P[S(x,rx)] would be zero for some rx small enough. If there remains a preclassified sample within a distance E/3 of the point t, there will be a preclassified sample within a distance e of the point x by a simple geometric argument. We have shown that for points with the property of the point t, the probability of there being a preclassified sample within an arbitrarily small distance e/3 approaches one as the number of preclassified samples approaches infinity. Therefore, the probability that there will be at least one preclassified sample within a distance s of the point x approaches one as the number of preclassified samples approaches infinity. If at least one preclassified sample is within s, then the nearest preclassified sample is within , and the nearest preclassified sample after editing converges in probability to the point x.
Let T be the set of all x for which there exists an rx sufficiently small so that P[S(x,rx)] = 0. The set Thas probability zero. Duplicating the argument of Theorem 2 we begin by observing that the space Ed is a separable space. From the definition of separability, there exists a countable dense subset A of Ed. For each x E T there exists a(x) E A such that a(x) e S(x,rJ/3) since A is dense. By a simple geometric argument there is a sphere centered at a(x) with radius rJ/2 which is strictly contained in the original sphere S(x,rx) and which contains x. Thus P[S(a(x),rx/2)] = 0.
The possibly uncountable set T is contained in the countable union of spheres U x e T S(a(x), rx/2). The probability of the countable union of sets of measure zero is zero. Since in at least certain senses of the phrase, "recognize patterns" have been published in the past ten years. In spite of this the pattern recognition problem can still be said to be in-its infancy. Levine [12] , in his survey on feature extraction, stated that "the literature overwhelmingly concentrates on the various aspects of classification," even though David [4] , in his review of the book by Sebestyen, raised the objection, "Is not the more significant part of the problem that of characterizing the world by a set of properties that provide the desired discrimination?" It would therefore seem that the problems of feature perception and extraction must be solved before any headway can be made with the pattern recognition problem. Nilsson [16] , commenting on the subject of feature extraction, made the point that there exists no general theory which allows us to choose what features are relevant for a particular problem. He also pointed out that the design of feature extractors is empirical and uses many ad hoc strategies. It would seem from these comments that a completely new approach to feature extraction is necessary. Moore [13] described a theory of feature perception and extraction. It was shown that the features of two-dimensional plane patterns could be perceived and extracted by analyzing the statistics of the chords of a pattern. The types of features that could be extracted included metric, angular, and topological structure. A two-dimensional retinal com-
