These notes survey and explore an emerging method, which we call the low-degree method, for predicting and understanding statistical-versus-computational tradeoffs in high-dimensional inference problems. In short, the method posits that a certain quantity -the second moment of the low-degree likelihood ratio -gives insight into how much computational time is required to solve a given hypothesis testing problem, which can in turn be used to predict the computational hardness of a variety of statistical inference tasks. While this method originated in the study of the sum-of-squares (SoS) hierarchy of convex programs, we present a self-contained introduction that does not require knowledge of SoS. In addition to showing how to carry out predictions using the method, we include a discussion investigating both rigorous and conjectural consequences of these predictions.
Overview
Many problems in high-dimensional statistics are believed to exhibit gaps between what can be achieved information-theoretically (or statistically, i.e., with unbounded computational power) and what is possible with bounded computational power (e.g., in polynomial time). Examples include finding planted cliques [Jer92, DM15b, MPW15, BHK + 19] or dense communities [DKMZ11b, DKMZ11a, HS17] in random graphs, extracting variously structured principal components of random matrices [BR13, LKZ15a, LKZ15b] or tensors [HSS15, HKP + 17], and solving or refuting random constraint satisfaction problems [ACO08, KMOW17] .
Although current techniques cannot prove that such average-case problems require superpolynomial time (even assuming P = N P ), various forms of rigorous evidence for hardness have been proposed. These include:
• failure of Markov chain Monte Carlo methods [Jer92, DFJ02] ;
• failure of local algorithms [GS14, DM15a, BGJ18, CGPR19];
• methods from statistical physics which suggest failure of belief propagation or approximate message passing algorithms [DKMZ11b, DKMZ11a, LKZ15a, LKZ15b] (see [ZK16] for a survey or [BPW18] for expository notes);
• structural properties of the solution space [ACO08, KMRT + 07, GS14, GZ17, GZ19];
• geometric analysis of non-convex optimization landscapes [ABČ13, MKUZ19];
• reductions from planted clique (which has become a "canonical" problem believed to be hard in the average case) [BR13, HWX15, WBS16, WBP16, BBH18, BB19];
• lower bounds in the statistical query model [Kea98, KS07, FGR + 17, FPV18, KV16, DKS17];
• lower bounds against the sum-of-squares hierarchy [Gri01, Sch08, DM15b, MPW15, HSS15, MW15, BHK + 19, HKP + 17] (see [RSS18] for a survey).
In these notes, we survey another emerging method, which we call the low-degree method, for understanding computational hardness in average-case problems. In short, we explore a conjecture that the behavior of a certain quantity -the second moment of the low-degree likelihood ratioreveals the computational complexity of a given statistical task. We find the low-degree method particularly appealing because it is simple, widely applicable, and can be used to study a wide range of time complexities (e.g., polynomial, quasipolynomial, or nearly-exponential). Furthermore, rather than simply positing a certain "optimal algorithm," the underlying conjecture captures an interpretable structural feature that seems to dictate whether a problem is easy or hard. Finally, and perhaps most importantly, predictions using the low-degree method have been carried out for a variety of average-case problems, and so far have always reproduced widely-believed results. Historically, the low-degree method arose from the study of the sum-of-squares (SoS) semidefinite programming hierarchy. In particular, the method is implicit in the pseudo-calibration approach to proving SoS lower bounds [BHK + 19] . Two concurrent papers [HS17, HKP + 17] later articulated the idea more explicitly. In particular, Hopkins and Steurer [HS17] were the first to demonstrate that the method can capture sharp thresholds of computational feasibility such as the Kesten-Stigum threshold for community detection in the stochastic block model. The low-degree method was developed further in the PhD thesis of Hopkins [Hop18] , which includes a precise conjecture about the complexity-theoretic implications of low-degree predictions. In comparison to sum-of-squares lower bounds, the low-degree method is much simpler to carry out and appears to always yield the same results for natural average-case problems.
In these notes, we aim to provide a self-contained introduction to the low-degree method; we largely avoid reference to SoS and instead motivate the method in other ways. We will briefly discuss the connection to SoS in Section 4.2.2, but we refer the reader to [Hop18] for an in-depth exposition of these connections.
These notes are organized as follows. In Section 1, we present the low-degree method and motivate it as a computationally-bounded analogue of classical statistical decision theory. In Section 2, we show how to carry out the low-degree method for a general class of additive Gaussian noise models. In Section 3, we specialize this analysis to two classical problems: the spiked Wigner matrix and spiked Gaussian tensor models. Finally, in Section 4, we discuss various forms of heuristic and formal evidence for correctness of the low-degree method; in particular, we highlight a formal connection between low-degree lower bounds and the failure of spectral methods (Theorem 4.4).
1 Towards a Computationally-Bounded Decision Theory
Statistical-to-Computational Gaps in Hypothesis Testing
The field of statistical decision theory (see, e.g., [LR06, LC12] for general references) is concerned with the question of how to decide optimally (in some quantitative sense) between several statistical conclusions. The simplest example, and the one we will mainly be concerned with here, is that of simple hypothesis testing: we observe a dataset that we believe was drawn from one of two probability distributions, and want to make an inference (by performing a statistical test) about which distribution we think the dataset was drawn from.
However, one important practical aspect of statistical testing usually is not included in this framework, namely the computational cost of actually performing a statistical test. In these notes, we will explore ideas from a line of recent research about how one mathematical method of classical decision theory might be adapted to predict the capabilities and limitations of computationally bounded statistical tests.
The basic problem that will motivate us is the following. Suppose P = (P n ) n∈N and Q = (Q n ) n∈N are two sequences of probability distributions over a common sequence of measurable spaces S = ((S n , F n )) n∈N . (In statistical parlance, we will think throughout of P as the model of the alternative hypothesis and Q as the model of the null hypothesis. Later on, we will consider hypothesis testing problems where the distributions P include a "planted" structure, making the notation a helpful mnemonic.) Suppose we observe Y ∈ S n which is drawn from one of P n or Q n . We hope to recover this choice of distribution in the following sense. Definition 1.1. We say that a sequence of events (A n ) n∈N with A n ∈ F n occurs with high probability (in n) if the probability of A n tends to 1 as n → ∞. Definition 1.2. A sequence of (measurable) functions f n : S n → {p, q} is said to strongly distinguish 1 P and Q if f n (Y ) = p with high probability when Y ∼ P n , and f n (Y ) = q with high probability when Y ∼ Q n . If such f n exist, we say that P and Q are statistically distinguishable.
1 We will only consider this so-called strong version of distinguishability, where the probability of success must tend to 1 as n → ∞, as opposed to the weak version where this probability need only be bounded above . For high-dimensional problems, the strong version typically coincides with important notions of estimating the planted signal (see Section 4.2.6), whereas the weak version is often trivial.
In our computationally bounded analogue of this definition, let us for now only consider polynomial time tests (we will later consider various other restrictions on the time complexity of f n , such as subexponential time). Then, the analogue of Definition 1.2 is the following. Definition 1.3. P and Q are said to be computationally distinguishable if there exists a sequence of measurable and computable in time polynomial in n functions f n : S n → {p, q} such that f n strongly distinguishes P and Q.
Clearly, computational distinguishability implies statistical distinguishability. On the other hand, a multitude of theoretical evidence suggests that statistical distinguishability does not in general imply computational distinguishability. Occurrences of this phenomenon are called statistical-tocomputational (stat-comp) gaps. Typically, such a gap arises in the following slightly more specific way. Suppose the sequence P has a further dependence on a signal-to-noise parameter λ > 0, so that P λ = (P λ,n ) n∈N . This parameter should describe, in some sense, the strength of the structure present under P (or, in some cases, the number of samples received). The following is one canonical example.
Example 1.4 (Planted Clique Problem [Jer92, Kuč95] ). Under the null model Q n , we observe an n-vertex Erdős-Rényi graph G(n, 1/2), i.e., each pair {i, j} of vertices is connected with an edge independently with probability 1/2. The signal-to-noise parameter λ is an integer 1 ≤ λ ≤ n. Under the planted model P λ,n , we first choose a random subset of vertices S ⊆ [n] of size |S| = λ uniformly at random. We then observe a graph where each pair {i, j} of vertices is connected with probability 1 if {i, j} ⊆ S and with probability 1/2 otherwise. In other words, the planted model consists of the union of G(n, 1/2) with a planted clique (a fully-connected subgraph) on λ vertices.
As λ varies, the problem of testing between P λ and Q can change from statistically impossible, to statistically possible but computationally hard, to computationally easy. That is, there exists a threshold λ stat such that for any λ > λ stat , P λ and Q are statistically distinguishable, but for λ < λ stat are not. There also exists a threshold λ comp such that for any λ > λ comp , P λ and Q are computationally distinguishable, and (conjecturally) for λ < λ comp are not. Clearly we must have λ comp ≥ λ stat , and a stat-comp gap corresponds to strict inequality λ comp > λ stat . For instance, the two models in the planted clique problem are statistically distinguishable when λ ≥ (2 + ε) log 2 n (since 2 log 2 n is the typical size of the largest clique in G(n, 1/2)), so λ stat = 2 log 2 n. However, the best known polynomial-time distinguishing algorithms only succeed when λ = Ω( √ n) [Kuč95, AKS98] , and so (conjecturally) λ comp ≈ √ n, a large stat-comp gap. The remarkable method we discuss in these notes allows us, through a relatively straightforward calculation, to predict the threshold λ comp for many of the known instances of stat-comp gaps. We will present this method as a modification of a classical second moment method for studying λ stat .
Classical Asymptotic Decision Theory
In this section, we review some basic tools available from statistics for understanding statistical distinguishability. We retain the same notations from the previous section in the later parts, but in the first part of the discussion will only be concerned with a single pair of distributions P and Q defined on a single measurable space (S, F). For the sake of simplicity, let us assume in either case that P n (or P) is absolutely continuous with respect to Q n (or Q, as appropriate). 2
Basic Notions
We first define the basic objects used to make hypothesis testing decisions, and some ways of measuring their quality. Definition 1.5. A test is a measurable function f : S → {p, q}. Definition 1.6. The type I error of f is the event of falsely rejecting the null hypothesis, i.e., of having f (Y ) = p when Y ∼ Q. The type II error of f is the event of falsely failing to reject the null hypothesis, i.e., of having f (Y ) = q when Y ∼ P. The probabilities of these errors are denoted
The probability 1 − β(f ) of correctly rejecting the null hypothesis is called the power of f .
There is a tradeoff between type I and type II errors. For instance, the trivial test that always outputs p will have maximal power, but will also have maximal probability of type I error, and vice-versa for the trivial test that always outputs q. Thus, typically one fixes a tolerance for one type of error, and then attempts to design a test that minimizes the probability of the other type.
Likelihood Ratio Testing
We next present the classical result showing that it is in fact possible to identify the test that is optimal in the sense of the above tradeoff. 3 Definition 1.7. Let P be absolutely continuous with respect to Q. The likelihood ratio 4 of P and Q is
The thresholded likelihood ratio test with threshold η is the test
Let us first present a heuristic argument for why thresholding the likelihood ratio might be a good idea. Specifically, we will show that the likelihood ratio is optimal in a particular "L 2 sense" (which will be of central importance later), i.e., when its quality is measured in terms of first and second moments of a testing quantity.
Definition 1.8. For (measurable) functions f, g : S → R, define the inner product and norm induced by Q:
3 It is important to note that, from the point of view of statistics, we are restricting our attention to the special case of deciding between two "simple" hypotheses, where each hypothesis consists of the dataset being drawn from a specific distribution. Optimal testing is more subtle for "composite" hypotheses in parametric families of probability distributions, a more typical setting in practice. The mathematical difficulties of this extended setting are discussed thoroughly in [LR06] .
4 For readers not familiar with the Radon-Nikodym derivative: if P, Q are discrete distributions then L(Y ) = P(Y )/Q(Y ); if P, Q are continuous distributions with density functions p, q (respectively) then
Let L 2 (Q) denote the Hilbert space consisting of functions f for which f < ∞, endowed with the above inner product and norm. 5 Proposition 1.9. If P is absolutely continuous with respect to Q, then the unique solution f * of the optimization problem maximize E
and the value of the optimization problem is L .
Proof. We may rewrite the objective as
and rewrite the constraint as f = 1. The result now follows since L, f ≤ L · f = L by the Cauchy-Schwarz inequality, with equality if and only if f is a scalar multiple of L.
In words, this means that if we want a function to be as large as possible in expectation under P while remaining bounded (in the L 2 sense) under Q, we can do no better than the likelihood ratio. We will soon return to this type of L 2 reasoning in order to devise computationally-bounded statistical tests.
The following classical result shows that the above heuristic is accurate, in that the thresholded likelihood ratio tests achieve the optimal tradeoff between type I and type II errors. 
We provide the standard proof of this result in Appendix A.1 for completeness. (The proof is straightforward but not important for understanding the rest of these notes, and it can be skipped on a first reading.)
Le Cam's Contiguity
Since the likelihood ratio is, in the sense of the Neyman-Pearson lemma, an optimal statistical test, it stands to reason that it should be possible to argue about statistical distinguishability solely by computing with the likelihood ratio. We present one simple method by which such arguments may be made, based on a theory introduced by Le Cam [Le 60].
We will work again with sequences of probability measures P = (P n ) n∈N and Q = (Q n ) n∈N , and will denote by L n the likelihood ratio dP n /dQ n . Norms and inner products of functions are those of L 2 (Q n ). The following is the crucial definition underlying the arguments to come. Definition 1.11. A sequence P of probability measures is contiguous to a sequence Q, written P⊳Q, if whenever A n ∈ F n with Q n (A n ) → 0 (as n → ∞), then P n (A n ) → 0 as well. Proposition 1.12. If P ⊳ Q or Q ⊳ P, then Q and P are statistically indistinguishable (in the sense of Definition 1.2, i.e., no test can have both type I and type II error probabilities tending to 0). Proof. We give the proof for the case P ⊳ Q, but the other case may be shown by a symmetric argument. For the sake of contradiction, let (f n ) n∈N be a sequence of tests distinguishing P and Q, and let A n = {Y : f n (Y ) = p}. Then, P n (A c n ) → 0 and Q n (A n ) → 0. But, by contiguity,
It therefore suffices to establish contiguity in order to prove negative results about statistical distinguishability. The following classical second moment method gives a means of establishing contiguity through a computation with the likelihood ratio.
Proof. Let A n ∈ F n . Then, using the Cauchy-Schwarz inequality,
This second moment method has been used to establish contiguity for various high-dimensional statistical problems (see e.g., [MRZ15, BMV + 18, PWBM18, PWB16]). Typically the null hypothesis Q n is a "simpler" distribution than P n and, as a result, dP n /dQ n is easier to compute than dQ n /dP n . In general, and essentially for this reason, establishing Q ⊳ P is often more difficult than P ⊳ Q, requiring tools such as the small subgraph conditioning method (introduced in [RW92, RW94] and used in, e.g., [MNS15, BMNN16] ). Fortunately, one-sided contiguity P n ⊳ Q n is sufficient for our purposes. Note that L n , the quantity that controls contiguity per the second moment method, is the same as the optimal value of the L 2 optimization problem in Proposition 1.9:
We might then be tempted to conjecture that P and Q are statistically distinguishable if and only if L n → ∞ as n → ∞. However, this is incorrect: there are cases when P and Q are not distinguishable, yet a rare "bad" event under P n causes L n to diverge. To overcome this failure of the ordinary second moment method, some previous works (e.g., [BMNN16, BMV + 18, PWB16, PWBM18]) have used conditional second moment methods to show indistinguishability, where the second moment method is applied to a modified P that conditions on these bad events not occurring.
Basics of the Low-Degree Method
We now describe the low-degree analogues of the notions described in the previous section, which together constitute a method for restricting the classical decision-theoretic second moment analysis to computationally-bounded tests. The premise of this low-degree method is to take low-degree multivariate polynomials in the entries of the observation Y as a proxy for efficiently-computable functions. The ideas in this section were first developed in a sequence of works in the sum-of-squares optimization literature [BHK + 19, HS17, HKP + 17, Hop18].
In the computationally-unbounded case, Proposition 1.9 showed that the likelihood ratio optimally distinguishes P from Q in the L 2 sense. Following the same heuristic, we will now find the low-degree polynomial that best distinguishes P from Q in the L 2 sense. In order for polynomials to be defined, we assume here that S n ⊆ R N for some N = N (n), i.e., our data (drawn from P n or Q n ) is a real-valued vector (which may be structured as a matrix, tensor, etc.).
denote the orthogonal projection 6 operator to this subspace.
We now have a low-degree analogue of Proposition 1.9, which first appeared in [HS17, HKP + 17]. Proposition 1.15. The unique solution f * of the optimization problem
and the value of the optimization problem is L ≤D n .
Proof. As in the proof of Proposition 1.9, we can restate the optimization problem as maximizing L n , f subject to f = 1 and f ∈ V ≤D n . Since V ≤D n is a linear subspace of L 2 (Q n ), the result is then simply a restatement of the variational description and uniqueness of the orthogonal projection in L 2 (Q n ) (i.e., the fact that L ≤D n is the unique closest element of V ≤D n to L n ).
The following informal conjecture is at the heart of the low-degree method. It states that a computational analogue of the second moment method for contiguity holds, with L ≤D n playing the role of the likelihood ratio. Furthermore, it postulates that polynomials of degree roughly log(n) are a proxy for polynomial-time algorithms. This conjecture is based on [HS17, HKP + 17, Hop18], particularly Conjecture 2.2.4 of [Hop18] . Conjecture 1.16 (Informal). For "sufficiently nice" sequences of probability measures P and Q, if there exists ε > 0 and D = D(n) ≥ (log n) 1+ε for which L ≤D n remains bounded as n → ∞, then there is no polynomial-time algorithm that strongly distinguishes (see Definition 1.2) P and Q.
We will discuss this conjecture in more detail later (see Section 4), including the informal meaning of "sufficiently nice" and a variant of the LDLR based on coordinate degree considered by [HKP + 17, Hop18] (see Section 4.2.4). A more general form of the low-degree conjecture (Hypothesis 2.1.5 of [Hop18] ) states that degree-D polynomials are a proxy for time-nΘ (D) algorithms, allowing one to probe a wide range of time complexities. We will see that the converse of these low-degree conjectures often holds in practice; i.e., if L ≤D n → ∞, then there exists a distinguishing algorithm of runtime roughly n D . As a result, the behavior of L ≤D n precisely captures the (conjectured) power of computationally-bounded testing in many settings.
The remainder of these notes is organized as follows. In Section 2, we work through the calculations of L n , L ≤D n , and their norms for a general family of additive Gaussian noise models. In Section 3, we apply this analysis to a few specific models of interest: the spiked Wigner matrix and spiked Gaussian tensor models. In Section 4, we give some further discussion of Conjecture 1.16, including evidence (both heuristic and formal) in its favor.
The Additive Gaussian Noise Model
We will now describe a concrete class of hypothesis testing problems and analyze them using the machinery introduced in the previous section. The examples we discuss later (spiked Wigner matrix and spiked tensor) will be specific instances of this general class.
The Model
Definition 2.1 (Additive Gaussian Noise Model). Let N = N (n) ∈ N and let X (the "signal") be drawn from some distribution P n (the "prior") over R N . Let Z ∈ R N (the "noise") have i.i.d. entries distributed as N (0, 1). Then, we define P and Q as follows.
• Under P n , observe Y = X + Z.
• Under Q n , observe Y = Z.
One typical situation takes X to be a low-rank matrix or tensor. The following is a particularly important and well-studied special case, which we will return to in Section 3.2.
Example 2.2 (Wigner Spiked Matrix Model).
Consider the additive Gaussian noise model with N = n 2 , R N identified with n × n matrices with real entries, and P n defined by X = λxx ⊤ ∈ R n×n , where λ = λ(n) > 0 is a signal-to-noise parameter and x is drawn from some distribution X n over R n . Then, the task of distinguishing P n from Q n amounts to distinguishing λxx ⊤ + Z from Z where Z ∈ R n×n has i.i.d. This problem is believed to exhibit stat-comp gaps for some choices of X n but not others; see, e.g., [LKZ15a, LKZ15b, KXZ16, BMV + 18, PWBM18]. At a heuristic level, the typical sparsity of vectors under X n seems to govern the appearance of a stat-comp gap.
Remark 2.3. In the spiked Wigner problem, as in many others, one natural statistical task besides distinguishing the null and planted models is to non-trivially estimate the vector x given Y ∼ P n , i.e., to compute an estimatex =x(Y ) such that | x, x |/( x · x ) ≥ ε with high probability, for some constant ε > 0. Typically, for natural high-dimensional problems, non-trivial estimation of x is statistically or computationally possible precisely when it is statistically or computationally possible (respectively) to strongly distinguish P and Q; see Section 4.2.6 for further discussion.
Computing the Classical Quantities
We now show how to compute the likelihood ratio and its L 2 -norm under the additive Gaussian noise model. (This is a standard calculation; see, e.g., [MRZ15, BMV + 18].) Proposition 2.4. Suppose P and Q are as defined in Definition 2.1, with a sequence of prior distributions (P n ) n∈N . Then, the likelihood ratio of P n and Q n is
Proof. Write L for the Lebesgue measure on R N . Then, expanding the gaussian densities,
from which the result follows by expanding the term inside the exponential. 7
To apply the second moment method for contiguity, it remains to show that (4) is O(1) using problem-specific information about the distribution P n . For spiked matrix and tensor models, various general-purpose techniques for doing this are given in [PWBM18, PWB16] .
Computing the Low-Degree Quantities
In this section, we will show that the norm of the LDLR (see Section 1.3) takes the following remarkably simple form under the additive Gaussian noise model. Theorem 2.6. Suppose P and Q are as defined in Definition 2.1, with a sequence of prior distributions (P n ) n∈N . Let L ≤D n be as in Definition 1.14. Then,
where X 1 , X 2 are drawn independently from P n .
Remark 2.7. Note that (5) can be written as
, where exp ≤D (t) denotes the degree-D truncation of the Taylor series of exp(t). This can be seen as a natural low-degree analogue of the full second moment (4). However, the low-degree Taylor series truncation in exp ≤D is conceptually distinct from the low-degree projection in L ≤D n , because the latter corresponds to truncation in the Hermite orthogonal polynomial basis (see below), while the former corresponds to truncation in the monomial basis.
Our proof of Theorem 2.6 will follow the strategy of [HS17, HKP + 17, Hop18] of expanding L n in a basis of orthogonal polynomials with respect to Q n , which in this case are the Hermite polynomials.
We first give a brief and informal review of the multivariate Hermite polynomials (see Appendix B or the reference text [Sze39] for further information). The univariate Hermite polyno-
and with this normalization satisfy the orthonormality conditions
The multivariate Hermite polynomials in N variables are indexed by α ∈ N N , and are merely products of the h k :
, and with this normalization satisfy the orthonormality conditions
which may be inferred directly from (6). The collection of those H α for which |α| :
(which, recall, is the subspace of polynomials of degree ≤ D). Thus we may expand
and in particular we have
Our main task is then to compute quantities of the form L n , H α . Note that these can be expressed
. We will give three techniques for carrying out this calculation, each depending on a different identity satisfied by the Hermite polynomials. Each will give a proof of the following remarkable formula, which shows that the quantities L n , H α are simply the moments of P n .
Proposition 2.8.
Before continuing with the various proofs of Proposition 2.8, let us show how to use it to complete the proof of Theorem 2.6.
Proof of Theorem 2.6. By Proposition 2.8 substituted into (8), we have
and performing the "replica" manipulation (from the proof of Proposition 2.5) again, this may be written
where the last step uses the multinomial theorem.
We now proceed to the three proofs of Proposition 2.8. For the sake of brevity, we omit here the (standard) proofs of the three Hermite polynomial identities these proofs are based on, but the interested reader may review those proofs in Appendix B.
Proof 1: Hermite Translation Identity
The first (and perhaps simplest) approach to proving Proposition 2.8 uses the following formula for the expectation of a Hermite polynomial evaluated on a Gaussian random variable of non-zero mean.
Proposition 2.9. For any k ≥ 0 and µ ∈ R,
Proof 1 of Proposition 2.8. We rewrite L n , H α as an expectation with respect to P n :
and recall Y = X + Z for X ∼ P n and Z ∼ N (0,
where we used Proposition 2.9 in the last step.
Proof 2: Gaussian Integration by Parts
The second approach to proving Proposition 2.8 uses the following generalization of a well-known integration by parts formula for Gaussian random variables.
Proposition 2.10. If f : R → R is k times continuously differentiable and f (y) and its first k derivatives are bounded by O(exp(|y| α )) for some α ∈ (0, 2), then
(The better-known case is k = 1, where one may substitute h 1 (x) = x.)
Proof 2 of Proposition 2.8. We simplify using Proposition 2.10:
Differentiating L n under the expectation, we have
Taking the expectation over Y , we have E Y ∼Qn exp( X, Y ) = exp( 1 2 X 2 ), so the entire second term cancels and the result follows.
Proof 3: Hermite Generating Function
Finally, the third approach to proving Proposition 2.8 uses the following generating function for the Hermite polynomials.
Proposition 2.11. For any x, y ∈ R,
Proof 3 of Proposition 2.8. We may use Proposition 2.11 to expand L n in the Hermite polynomials directly:
Comparing with the expansion (7) then gives the result.
Now that we have the simple form (5) for the norm of the LDLR, it remains to investigate its convergence or divergence (as n → ∞) using problem-specific statistics of X. In the next section we give some examples of how to carry out this analysis.
Examples: Spiked Matrix and Tensor Models
In this section, we perform the low-degree analysis for a particular important case of the additive Gaussian model: the order-p spiked Gaussian tensor model, also referred to as the tensor PCA (principal component analysis) problem. This model was introduced by [RM14] and has received much attention recently. The special case p = 2 of the spiked tensor model is the so-called spiked Wigner matrix model which has been widely studied in random matrix theory, statistics, information theory, and statistical physics; see [Mio18] for a survey.
In concordance with prior work, our low-degree analysis of these models illustrates two representative phenomena: the spiked Wigner matrix model exhibits a sharp computational phase transition, whereas the spiked tensor model (with p ≥ 3) has a "soft" tradeoff between statistical power and runtime which extends through the subexponential-time regime. A low-degree analysis of the spiked tensor model has been carried out previously in [HKP + 17, Hop18]; here we give a sharper analysis that more precisely captures the power of subexponential-time algorithms.
In Section 3.1, we carry out our low-degree analysis of the spiked tensor model. In Section 3.2, we devote additional attention to the special case of the spiked Wigner model, giving a refined analysis that captures its sharp phase transition and applies to a variety of distributions of "spikes."
The Spiked Tensor Model
We begin by defining the model. Definition 3.1. An n-dimensional order-p tensor T ∈ (R n ) ⊗p is a multi-dimensional array with p dimensions each of length n, with entries denoted T i 1 ,...,ip where i j ∈ [n]. For a vector x ∈ R n , the rank-one tensor
Definition 3.2 (Spiked Tensor Model). Fix an integer p ≥ 2. The order-p spiked tensor model is the additive Gaussian noise model (Definition 2.1) with X = λx ⊗p , where λ = λ(n) > 0 is a signal-to-noise parameter and x ∈ R n (the "spike") is drawn from some probability distribution X n over R n (the "prior"), normalized so that x 2 → n in probability as n → ∞. In other words:
• Under P n , observe Y = λx ⊗p + Z.
Here, Z is a tensor with i.i.d. entries distributed as N (0, 1). 9
Throughout this section we will focus for the sake of simplicity on the Rademacher spike prior, where x has i.i.d. entries x i ∼ Unif({±1}). We focus on the problem of strongly distinguishing P n and Q n (see Definition 1.2), but, as is typical for high-dimensional problems, the problem of estimating x seems to behave in essentially the same way (see Section 4.2.6).
We first state our results on the behavior of the LDLR for this model. Furthermore, one can study the power of subexponential-time algorithms, i.e., algorithms of runtime n n δ = exp(Õ(n δ )) for a constant δ ∈ (0, 1). Such algorithms are known to exist when λ ≫ n −p/4−δ(p−2)/4 [RRS17, BGG + 16, BGL16, WEM19], matching our prediction. 11 These algorithms interpolate smoothly between the polynomial-time algorithm which succeeds when λ ≫ n −p/4 , and the exponential-time exhaustive search algorithm which succeeds when 9 This model is equivalent to the more standard model in which the noise is symmetric with respect to permutations of the indices; see Appendix A.2.
10 Concretely, one may take Ap = 1 √ 2 p −p/4−1/2 and Bp = √ 2e p/2 p −p/4 . 11 Some of these results only apply to minor variants of the spiked tensor problem, but we do not expect this difference to be important. λ ≫ n (1−p)/2 . (Distinguishing the null and planted distributions is information-theoretically impossible when λ ≪ n (1−p)/2 [RM14, PWB16, LML + 17, JLM18], so this is indeed the correct terminal value of λ for computational questions.) The tradeoff between statistical power and runtime that these algorithms achieve is believed to be optimal, and our results corroborate this claim. Our results are sharper than the previous low-degree analysis for the spiked tensor model [HKP + 17, Hop18] , in that we pin down the precise constant δ in the subexponential runtime. (Similarly precise analyses of the tradeoff between subexponential runtime and statistical power have been obtained for CSP refutation [RRS17] and sparse PCA [DKWB19] .)
We now begin the proof of Theorem 3.3. Since the spiked tensor model is an instance of the additive Gaussian model, we can apply the formula from Theorem 2.6: letting x 1 , x 2 be independent draws from X n ,
We will give upper and lower bounds on this quantity in order to prove the two parts of Theorem 3.3.
Proof of Theorem 3.3: Upper Bound
Proof of Theorem 3.3(i). We use the moment bound
for any integer k ≥ 1. This follows from x 1 , x 2 being a subgaussian random variable with variance proxy n (see Appendix C for details on this notion, and see Proposition C.2 for the bound (10)). Plugging this into (9),
Note that T 1 = O(1) provided λ = O(n −p/4 ) (which will be implied by (11) below). Consider the ratio between successive terms:
Using the bound Γ(x + a)/Γ(x) ≤ (x + a) a for all a, x > 0 (see Proposition C.3), we find
Thus if λ is small enough, namely if 
By counting only the terms E[s i 1 s i 2 · · · s i 2k ] in which each s i appears either 0 or 2 times, we have
Let d be the largest integer such that d ≤ D and pd is even. By our assumption D ≤ 2 p n, we then have pd/2 ≤ n. We now bound L ≤D n 2 by only the degree-pd term of (9), and using the bounds n k ≥ (n/k) k (for 1 ≤ k ≤ n) and (n/e) n ≤ n! ≤ n n , we can lower bound that term as follows:
The Spiked Wigner Matrix Model: Sharp Thresholds
We now turn our attention to a more precise understanding of the case p = 2 of the spiked tensor model, which is more commonly known as the spiked Wigner matrix model. Our results from the previous section (specialized to p = 2) suggest that if λ ≫ n −1/2 then there should be a polynomial-time distinguishing algorithm, whereas if λ ≪ n −1/2 then there should not even be a subexponential-time distinguishing algorithm (that is, no algorithm of runtime exp(n 1−ε ) for any ε > 0). In this section, we will give a more detailed low-degree analysis that identifies the precise value of λ √ n at which this change occurs. This type of sharp threshold has been observed in various high-dimensional inference problems; another notable example is the Kesten-Stigum transition for community detection in the stochastic block model [DKMZ11b, DKMZ11a, MNS15, Mas14, MNS18] . It was first demonstrated by [HS17] that the low-degree method can capture such sharp thresholds.
To begin, we recall the problem setup. Since the interesting regime is λ = Θ(n −1/2 ), we definê λ = λ √ 2n and takeλ to be constant (not depending on n). With this notation, the spiked Wigner model is as follows:
xx ⊤ + Z where x ∈ R n is drawn from X n .
Here Z is an n × n random matrix with i.i.d. entries distributed as N (0, 1). (This asymmetric noise model is equivalent to the more standard symmetric one; see Appendix A.2.) We will consider various spike priors X n , but require the following normalization.
Assumption 3.4. The spike prior (X n ) n∈N is normalized so that x ∼ X n satisfies x 2 → n in probability as n → ∞.
The Canonical Distinguishing Algorithm: PCA
There is a simple reference algorithm for testing in the spiked Wigner model, namely PCA (principal component analysis), by which we simply mean thresholding the largest eigenvalue of the (symmetrized) observation matrix.
Definition 3.5. The PCA test for distinguishing P and Q is the following statistical test, computable in polynomial time in n.
2n is a random matrix with the GOE distribution. 12 Then, let
where the threshold is set to t(λ) := 2 + (λ +λ −1 − 2)/2.
The theoretical underpinning of this test is the following seminal result from random matrix theory, the analogue for Wigner matrices of the celebrated "BBP transition" [BBP05] .
Theorem 3.6 ([FP07, BGN11]). Letλ be constant (not depending on n)
. Let Y =λ n xx ⊤ + W with W ∼ GOE(n) and arbitrary x ∈ R n with x 2 = n.
• Ifλ ≤ 1, then λ max (Y ) → 2 as n → ∞ almost surely, and v max (Y ), x/ √ n 2 → 0 almost surely (where λ max denotes the largest eigenvalue and v max denotes the corresponding unitnorm eigenvector).
• Ifλ > 1, then λ max (Y ) →λ +λ −1 > 2 as n → ∞ almost surely, and v max (Y ), x/ √ n 2 → 1 −λ −2 almost surely.
Thus, the PCA test exhibits a sharp threshold: it succeeds whenλ > 1, and fails whenλ ≤ 1.
(Furthermore, the leading eigenvector achieves non-trivial estimation of the spike x whenλ > 1 and fails to do so whenλ ≤ 1.)
Corollary 3.7. For anyλ > 1 and any spike prior family (X n ) n∈N valid per Assumption 3.4, f PCÂ λ is a polynomial-time statistical test strongly distinguishing P λ and Q.
For some spike priors (X n ), it is known that PCA is statistically optimal, in the sense that distinguishing (or estimating the spike) is information-theoretically impossible whenλ < 1. These priors include the prior with x drawn uniformly from the sphere of radius √ n and the priors with x having We will next give a low-degree analysis corroborating that conjecture: for a large class of spike priors (including the sparse Rademacher prior with constant ρ), our predictions suggest that any distinguishing algorithm requires nearly-exponential time wheneverλ < 1. One interesting case we will not cover is that of the sparse Rademacher prior with ρ = o(1). In such models, there actually are subexponential-time algorithms that succeed for someλ < 1; these are described in [DKWB19] along with matching lower bounds using the low-degree method. Furthermore, there are polynomial-time algorithms that can beat the PCA threshold once ρ 1/ √ n; this is the muchstudied "sparse PCA" regime (see, e.g., [JL04, JL09, AW08, BR13, KNV15, DM14, DKWB19]).
Low-Degree Analysis: Informally, with the "Gaussian Heuristic"
We first give a heuristic low-degree analysis of the spiked Wigner model which suggestsλ comp = 1 (matching PCA) for sufficiently "reasonable" spike priors (X n ). In the next section, we will state and prove a rigorous statement to this effect. Recall from (9) the expression for the norm of the LDLR:
To predictλ comp , it remains to determine whether L ≤D n converges or diverges as n → ∞, as a function ofλ. Recall that, per Assumption 3.4, X n is normalized so that x 2 ≈ n. Thus when, e.g., x has i.i.d. entries, we may expect the following informal central limit theorem:
"When x 1 , x 2 ∼ X n independently, x 1 , x 2 is distributed approximately as N (0, n)."
Assuming this heuristic applies to the first 2D moments of x 1 , x 2 , and recalling that the Gaussian moments are
Imagine D grows slowly with n (e.g., D ≈ log n) in order to predict the power of polynomial-time algorithms. The ratio of consecutive terms above is
suggesting that L ≤D n should diverge ifλ > 1 and converge ifλ < 1. While this style of heuristic analysis is often helpful for guessing the correct threshold, this type of reasoning can break down if D is too large or if x is too sparse. In the next section, we therefore give a rigorous analysis of L ≤D n .
Low-Degree Analysis: Formally, with Concentration Inequalities
We now give a rigorous proof that L ≤D n = O(1) whenλ < 1 (and L ≤D n = ω(1) whenλ > 1), provided the spike prior is "nice enough." Specifically, we require the following condition on the prior. Definition 3.8. A spike prior (X n ) n∈N admits a local Chernoff bound if for any η > 0 there exist δ > 0 and C > 0 such that for all n,
where x 1 , x 2 are drawn independently from X n .
For instance, any prior with i.i.d. subgaussian entries admits a local Chernoff bound; see Proposition C.4 in Appendix C. This includes, for instance, the sparse Rademacher prior with any constant density ρ. The following is the main result of this section, which predicts that for this class of spike priors, any algorithm that beats the PCA threshold requires nearly-exponential time.
Theorem 3.9. Suppose (X n ) n∈N is a spike prior that (i) admits a local Chernoff bound, and (ii) has then x 2 ≤ √ 2n almost surely if x ∼ X n . Then, for the spiked Wigner model withλ < 1 and
Remark 3.10. The upper bound x 2 ≤ √ 2n is without loss of generality (provided x 2 → n in probability). This is because we can define a modified priorX n that draws x ∼ X n and outputs x if x 2 ≤ √ 2n and 0 otherwise. If (X n ) n∈N admits a local Chernoff bound then so does (X n ) n∈N . And, if the spiked Wigner model is computationally hard with the prior (X n ) n∈N , it is also hard with the prior (X n ) n∈N , since the two differ with probability o(1).
Though we already know that a polynomial-time algorithm (namely PCA) exists whenλ > 1, we can check that indeed L ≤D n = ω(1) in this regime. For the sake of simplicity, we restrict this result to the Rademacher prior.
Theorem 3.11. Consider the spiked Wigner model with the Rademacher prior: x has i.i.d. entries
The proof is a simple modification of the proof of Theorem 3.3(ii) in Section 3.1.2; we defer it to Appendix A.3. The remainder of this section is devoted to proving Theorem 3.9.
Proof of Theorem 3.9. Starting from the expression for L ≤D n 2 (see Theorem 2.6 and Remark 2.7), we split L ≤D n 2 into two terms, as follows:
where
Here ε > 0 is a small constant to be chosen later. We call R 1 the small deviations and R 2 the large deviations, and we will bound these two terms separately.
Bounding the large deviations. Using that x 2 ≤ √ 2n, that exp ≤D (t) is increasing for t ≥ 0, and the local Chernoff bound (taking ε to be a sufficiently small constant),
and noting that the last term of the sum is the largest sinceλ 2 n > D,
Bounding the small deviations. We adapt an argument from [PWB16] . Here we do not need to make use of the truncation to degree D at all, and instead simply use the bound exp ≤D (t) ≤ exp(t) for t ≥ 0. With this, we bound
(1 − η)t λ 2 exp λ 2 t dt (using the local Chernoff bound)
Sinceλ < 1, we can choose η > 0 small enough so thatλ 2 < 1 − η, and then choose ε small enough so that the local Chernoff bound holds. (Here, η and ε depend onλ and the spike prior, but not on n.)
More on the Low-Degree Method
In this section, we return to the general considerations introduced in Section 1.3 and describe some of the nuances in and evidence for the main conjecture underlying the low-degree method (Conjecture 1.16). Specifically, we investigate the question of what can be concluded (both rigorously and conjecturally) from the behavior of the low-degree likelihood ratio (LDLR) defined in Definition 1.14. We present conjectures and formal evidence connecting the LDLR to computational complexity, discussing various caveats and counterexamples along the way. In Section 4.1, we explore to what extent the D-LDLR controls whether or not degree-D polynomials can distinguish P from Q. Then, in Section 4.2, we explore to what extent the LDLR controls whether or not any efficient algorithm can distinguish P and Q.
The LDLR and Thresholding Polynomials
Heuristically, since L ≤D n is the value of the L 2 optimization problem (1), we might expect the behavior of L ≤D n as n → ∞ to dictate whether or not degree-D polynomials can distinguish P from Q: it should be possible to strongly distinguish (in the sense of Definition 1.2, i.e., with error probabilities tending to 0) P from Q by thresholding a degree-D polynomial (namely L ≤D n ) if and only if L ≤D n = ω(1). We now discuss to what extent this heuristic is correct.
, does this imply that it is possible to strongly distinguish P and Q by thresholding a degree-D polynomial?
We have already mentioned (see Section 1.2.3) a counterexample when D = ∞: there are cases where P and Q are not statistically distinguishable, yet L n → ∞ due to a rare "bad" event under P n . Examples of this phenomenon are fairly common (e.g., [BMNN16, BMV + 18, PWBM18, PWB16]). However, after truncation to only low-degree components, this issue seems to disappear. For instance, in sparse PCA, L ≤D n → ∞ only occurs when either (i) there actually is an nÕ (D) -time distinguishing algorithm, or (ii) D is "unreasonably large," in the sense that there is a trivial n t(n) -time exhaustive search algorithm and D ≫ t(n) [DKWB19] . Indeed, we do not know any example of a natural problem where L ≤D n diverges spuriously for a "reasonable" value of D (in the above sense), although one can construct unnatural examples by introducing a rare "bad" event in P n . Thus, it seems that for natural problems and reasonable growth of D, the smoothness of lowdegree polynomials regularizes L ≤D n in such a way that the answer to Question 4.1 is typically "yes." This convenient feature is perhaps related to the probabilistic phenomenon of hypercontractivity; see Appendix D.1 and especially Remark D.4.
Another counterexample to Question 4.1 is the following. Take P and Q that are "easy" for degree-D polynomials to distinguish, i.e., L ≤D n → ∞ and P, Q can be strongly distinguished by thresholding a degree-D polynomial. Define a new sequence of "diluted" planted measures P ′ where P ′ n samples from P n with probability 1/2, and otherwise samples from Q n . Letting L ′ n = dP ′ n /dQ n , we have (L ′ n ) ≤D → ∞, yet P ′ and Q cannot be strongly distinguished (even statistically). While this example is perhaps somewhat unnatural, it illustrates that a rigorous positive answer to Question 4.1 would need to restrict to P that are "homogeneous" in some sense.
Thus, while we have seen some artificial counterexamples, the answer to Question 4.1 seems to typically be "yes" for natural high-dimensional problems, so long as D is not unreasonably large. We now turn to the converse question.
, does this imply that it is impossible to strongly distinguish P and Q by thresholding a degree-D polynomial?
Here, we are able to give a positive answer in a particular formal sense. The following result addresses the contrapositive of Question 4.2: it shows that distinguishability by thresholding lowdegree polynomials implies exponential growth of the norm of the LDLR. 
.
We defer the proof to Appendix D.2. To understand what the result shows, imagine, for example, that A > B are both constants, and k grows slowly with n (e.g., k ≈ log n). Then, if a degreed polynomial (where d may depend on n) can distinguish P from Q in the sense of (13) with
Note though, that one weakness of this result is that we require the explicit quantitative bound δ ≤ 
Algorithmic Implications of the LDLR
Having discussed the relationship between the LDLR and low-degree polynomials, we now discuss the relationship between low-degree polynomials and the power of any computationally-bounded algorithm.
Any degree-D polynomial has at most n D monomial terms and so can be evaluated in time n O(D) (assuming that the individual coefficients are easy to compute). However, certain degree-D polynomials can of course be computed faster, e.g., if the polynomial has few nonzero monomials or has special structure allowing it to be computed via a spectral method (as in the color coding trick [AYZ95] used by [HS17] ). Despite such special cases, it appears that for average-case highdimensional hypothesis testing problems, degree-D polynomials are typically as powerful as general nΘ (D) -time algorithms; this informal conjecture appears as Hypothesis 2.1.5 in [Hop18] , building on the work of [BHK + 19, HS17, HKP + 17] (see also our previous discussion in Section 1.3). We will now explain the nuances and caveats of this conjecture, and give evidence (both formal and heuristic) in its favor.
Robustness
An important counterexample that we must be careful about is XOR-SAT. In the random 3-XOR-SAT problem, there are n {±1}-valued variables x 1 , . . . , x n and we are given a formula consisting of m random constraints of the form x i ℓ x j ℓ x k ℓ = b ℓ for ℓ ∈ [m], with b ℓ ∈ {±1}. The goal is to determine whether there is an assignment x ∈ {±1} n that satisfies all the constraints. Regardless of m, this problem can be solved in polynomial time using Gaussian elimination over the finite field F 2 . However, when n ≪ m ≪ n 3/2 , the low-degree method nevertheless predicts that the problem should be computationally hard, i.e., it is hard to distinguish between a random formula (which is unsatisfiable with high probability) and a formula with a planted assignment. This pitfall is not specific to the low-degree method: sum-of-squares lower bounds, statistical query lower bounds, and the cavity method from statistical physics also incorrectly suggest the same (this is discussed in [BKW03, ZK16, BS16]) .
The above discrepancy can be addressed (see, e.g., Lecture 3.2 of [BS16] ) by noting that Gaussian elimination is very brittle, in the sense that it no longer works to search for an assignment satisfying only a 1−δ fraction of the constraints (as in this case it does not seem possible to leverage the problem's algebraic structure over F 2 ). Another example of a brittle algorithm is the algorithm of [ZG18] for linear regression, which uses Lenstra-Lenstra-Lovász lattice basis reduction [LLL82] and only tolerates an exponentially-small level of noise. Thus, while there sometimes exist efficient algorithms that are "high-degree", these tend not to be robust to even a tiny amount of noise. As with SoS lower bounds, we expect that the low-degree method correctly captures the limits of robust hypothesis testing [HKP + 17] for high-dimensional problems. (Here, "robust" refers to the ability to handle a small amount of noise, and should not be confused with the specific notion of robust inference [HKP + 17] or with other notions of robustness that allow adversarial corruptions [FK01, DKK + 19].)
Connection to Sum-of-Squares
The sum-of-squares (SoS) hierarchy [Par00, Las01] is a hierarchy of increasingly powerful semidefinite programming (SDP) relaxations for general polynomial optimization problems. Higher levels of the hierarchy produce larger SDPs and thus require more time to solve: level d typically requires time n O(d) . SoS lower bounds show that certain levels of the hierarchy fail to solve a given problem. As SoS seems to be at least as powerful as all known algorithms for many problems, SoS lower bounds are often thought of as the "gold standard" of formal evidence for computational hardness of average-case problems. For instance, if any constant level d of SoS fails to solve a problem, this is strong evidence that no polynomial-time algorithm exists to solve the same problem (modulo the robustness issue discussed above).
In order to prove SoS lower bounds, one needs to construct a valid primal certificate (also called a pseudo-expectation) for the SoS SDP. The pseudo-calibration approach [BHK + 19] provides a strategy for systematically constructing a pseudo-expectation; however, showing that the resulting object is valid (in particular, showing that a certain associated matrix is positive semidefinite) often requires substantial work. As a result, proving lower bounds against constant-level SoS programs is often very technically challenging (as in [BHK + 19, HKP + 17]). We refer the reader to [RSS18] for a survey of SoS and pseudo-calibration in the context of high-dimensional inference.
On the other hand, it was observed by the authors of [BHK + 19, HKP + 17] that the bottleneck for the success of the pseudo-calibration approach seems to typically be a simple condition, none other than the boundedness of the norm of the LDLR (see Conjecture 3.5 of [RSS18] or Section 4.3 of [Hop18] ). 14 Through a series of works [BHK + 19, HS17, HKP + 17, Hop18], the low-degree method emerged from investigating this simpler condition in its own right. It was shown in [HS17] that SoS can be used to achieve sharp computational thresholds (such as the Kesten-Stigum threshold for community detection), and that the success of the associated method also hinges on the boundedness 14 More specifically, ( L ≤D n 2 − 1) is the variance of a certain pseudo-expectation value generated by pseudocalibration, whose actual value in a valid pseudo-expectation must be exactly 1. It appears to be impossible to "correct" this part of the pseudo-expectation if the variance is diverging with n.
of the norm of the LDLR. So, historically speaking, the low-degree method can be thought of as a "lite" version of SoS lower bounds that is believed to capture the essence of what makes SoS succeed or fail (see [HS17, HKP + 17, RSS18, Hop18]).
A key advantage of the low-degree method over traditional SoS lower bounds is that it greatly simplifies the technical work required, allowing sharper results to be proved with greater ease. Moreover, the low-degree method is arguably more natural in the sense that it is not specific to any particular SDP formulation and instead seems to capture the essence of what makes problems computationally easy or hard. On the other hand, some would perhaps argue that SoS lower bounds constitute stronger evidence for hardness than low-degree lower bounds (although we do not know any average-case problems for which they give different predictions).
We refer the reader to [Hop18] for more on the relation between SoS and the low-degree method, including evidence for why the two methods are believed to predict the same results.
Connection to Spectral Methods
For high-dimensional hypothesis testing problems, a popular class of algorithms are the spectral methods, algorithms that build a matrix M using the data and then threshold its largest eigenvalue. (There are also spectral methods for estimation problems, usually extracting an estimate of the signal from the leading eigenvector of M .) Often, spectral methods match the best 15 performance among all known polynomial-time algorithms. Some examples include the non-backtracking and Bethe Hessian spectral methods for the stochastic block model [KMM + 13, Mas14, BLM15, SKZ14], the covariance thresholding method for sparse PCA [DM14] , and the tensor unfolding method for tensor PCA [RM14, HSS15] . As demonstrated in [HSS15, HSSS16] , it is often possible to design spectral methods that achieve the same performance as SoS; in fact, some formal evidence indicates that low-degree spectral methods (where each matrix entry is a constant-degree polynomial of the data) are as powerful as any constant-degree SoS relaxation [HKP + 17] 16 .
As a result, it is interesting to try to prove lower bounds against the class of spectral methods. Roughly speaking, the largest eigenvalue in absolute value of a polynomial-size matrix M can be computed using O(log n) rounds of power iteration, and thus can be thought of as an O(log n)-degree polynomial; more specifically, the associated polynomial is Tr(M 2k ) where k ∼ log(n). The following result makes this precise, giving a formal connection between the low-degree method and the power of spectral methods. The proof is given in Appendix D.3 (and is similar to that of Theorem 4.3). 
(where · denotes matrix operator norm) for some A > B > 0 and some δ ≤ 1 2 · 3 −4kd . Then, for 15 Here, "best" is in the sense of strongly distinguishing Pn and Qn throughout the largest possible regime of model parameters.
16 In [HKP + 17], it is shown that for a fairly general class of average-case hypothesis testing problems, if SoS succeeds in some range of parameters then there is a low-degree spectral method whose maximum positive eigenvalue succeeds (in a somewhat weaker range of parameters). However, the resulting matrix could a priori have an arbitrarily large (in magnitude) negative eigenvalue, which would prevent the spectral method from running in polynomial time. For this same reason, it seems difficult to establish a formal connection between SoS and the LDLR via spectral methods.
any k ∈ N,
For example, suppose we are interested in polynomial-time spectral methods, in which case we should consider L = poly(n) and d = O(1). If there exists a spectral method with these parameters that distinguishes P from Q in the sense of (14) for some constants A > B, and with δ → 0 faster than any inverse polynomial (in n), then there exists a choice of k = O(log n) such that L ≤O(log n) = ω(1). And, by contrapositive, if we could show that L ≤D = O(1) for some D = ω(log n), that would imply that there is no spectral method with the above properties. This justifies the choice of logarithmic degree in Conjecture 1.16. Similarly to Theorem 4.3, one weakness of Theorem 4.4 is that we can only rule out spectral methods whose failure probability is smaller than any inverse polynomial, instead of merely o(1).
Remark 4.5. Above, we have argued that polynomial-time spectral methods correspond to polynomials of degree roughly log(n). What if we are instead interested in subexponential runtime exp(n δ ) for some constant δ ∈ (0, 1)? One class of spectral method computable with this runtime is that where the dimension is L ≈ exp(n δ ) and the degree of each entry is d ≈ n δ (such spectral methods often arise based on SoS [RRS17, BGG + 16, BGL16]). To rule out such a spectral method using Theorem 4.4, we would need to take k ≈ log(L) ≈ n δ and would need to show L ≤D = O(1) for D ≈ n 2δ . However, Conjecture 1.16 postulates that time-exp(n δ ) algorithms should instead correspond to degree-n δ polynomials, and this correspondence indeed appears to be the correct one based on the examples of tensor PCA (see Section 3.1) and sparse PCA (see [DKWB19] ).
Although this seems at first to be a substantial discrepancy, there is evidence that there are actually spectral methods of dimension L ≈ exp(n δ ) and constant degree d = O(1) that achieve optimal performance among exp(n δ )-time algorithms. Such a spectral method corresponds to a degree-n δ polynomial, as expected. These types of spectral methods have been shown to exist for tensor PCA [WEM19] .
Formal Conjecture
We next discuss the precise conjecture that Hopkins [Hop18] offers on the algorithmic implications of the low-degree method. Informally, the conjecture is that for "sufficiently nice" P and Q, if L ≤D n = O(1) for some D ≥ (log n) 1+ε , then there is no polynomial-time algorithm that strongly distinguishes P and Q. We will not state the full conjecture here (see Conjecture 2.2.4 in [Hop18] ) but we will briefly discuss some of the details that we have not mentioned yet.
Let us first comment on the meaning of "sufficiently nice" distributions. Roughly speaking, this means that:
1. Q n is a product distribution, 2. P n is sufficiently symmetric with respect to permutations of its coordinates, and 3. P n is then perturbed by a small amount of additional noise.
Conditions (1) and (2) or minor variants thereof are fairly standard in high-dimensional inference problems. The reason for including (3) is to rule out non-robust algorithms such as Gaussian elimination (see Section 4.2.1).
One difference between the conjecture of [Hop18] and the conjecture discussed in these notes is that [Hop18] considers the notion of coordinate degree rather than polynomial degree. A polynomial has coordinate degree ≤ D if no monomial involves more than D variables; however, each individual variable can appear with arbitrarily-high degree in a monomial. 17 In [Hop18] , the low-degree likelihood ratio is defined as the projection of L n onto the space of polynomials of coordinate degree ≤ D. The reason for this is to capture, e.g., algorithms that preprocess the data by applying a complicated high-degree function entrywise. However, we are not aware of any natural problem in which it is important to work with coordinate degree instead of polynomial degree. While working with coordinate degree gives lower bounds that are formally stronger, we work with polynomial degree throughout these notes because it simplifies many of the computations.
Empirical Evidence and Refined Conjecture
Perhaps the strongest form of evidence that we have in favor of the low-degree method is simply that it has been carried out on many high-dimensional inference problems and seems to always give the correct predictions, coinciding with widely-believed conjectures. These problems include planted clique [Hop18] (implicit in [BHK + 19] ), community detection in the stochastic block model [HS17, Hop18] , the spiked tensor model [HKP + 17, Hop18], the spiked Wishart model [BKW19] , and sparse PCA [DKWB19] . In these notes we have also carried out low-degree calculations for the spiked Wigner model and spiked tensor model (see Section 3). Some of the early results [HS17, HKP + 17] showed only L ≤D n = n o(1) as evidence for hardness, which was later improved to O(1) [Hop18] . Some of the above results [HKP + 17, Hop18] use coordinate degree instead of degree (as we discussed in Section 4.2.4). Throughout the above examples, the low-degree method has proven to be versatile in that it can predict both sharp threshold behavior as well as precise smooth tradeoffs between subexponential runtime and statistical power (as illustrated in the two parts of Section 3).
As discussed earlier, there are various reasons to believe that if L ≤D n = O(1) for some D = ω(log n) then there is no polynomial-time distinguishing algorithm; for instance, this allows us to rule out a general class of spectral methods (see Theorem 4.4). However, we have observed that in numerous examples, the LDLR actually has the following more precise behavior that does not involve the extra factor of log(n).
Conjecture 4.6 (Informal). Let P and Q be "sufficiently nice." If there exists a polynomial-time algorithm to strongly distinguish P and Q then L ≤D n = ω(1) for any D = ω(1).
In other words, if L ≤D n = O(1) for some D = ω(1), this already constitutes evidence that there is no polynomial-time algorithm. The above seems to be a cleaner version of the main low-degree conjecture that remains correct for many problems of practical interest.
Extensions
While we have focused on the setting of hypothesis testing throughout these notes, we remark that low-degree arguments have also shed light on other types of problems such as estimation (or recovery) and certification.
First, as we have mentioned before, non-trivial estimation 18 typically seems to be precisely as hard as strong distinguishing (see Definition 1.2), in the sense that the two problems share the same λ stat and λ comp . For example, the statistical thresholds for testing and recovery are known 17 Indeed, coordinate degree need not be phrased in terms of polynomials, and one may equivalently consider the linear subspace of L 2 (Qn) of functions that is spanned by functions of at most D variables at a time. 18 Non-trivial estimation of a signal x ∈ R n means having an estimatorx achieving | x, x |/( x · x ) ≥ ε with high probability, for some constant ε > 0.
to coincide for problems such as the two-groups stochastic block model [MNS15, Mas14, MNS18] and the spiked Wigner matrix model (for a large class of spike priors) [EKJ17, EKJ18] . Also, for any additive Gaussian noise model, any lower bound against hypothesis testing using the second moment method (Lemma 1.13) or a conditional second moment method also implies a lower bound against recovery [BMV + 18] . More broadly, we have discussed (see Section 4.2.3) how suitable spectral methods typically give optimal algorithms for high-dimensional problems; such methods typically succeed at testing and recovery in the same regime of parameters, because whenever the leading eigenvalue undergoes a phase transition, the leading eigenvector will usually do so as well (see Theorem 3.6 for a simple example). Thus, low-degree evidence that hypothesis testing is hard also constitutes evidence that non-trivial recovery is hard, at least heuristically. Note, however, that there is no formal connection (in either direction) between testing and recovery (see [BMV + 18]), and there are some situations in which the testing and recovery thresholds differ (e.g., [MST18] ).
In a different approach, Hopkins and Steurer [HS17] use a low-degree argument to study the recovery problem more directly. In the setting of community detection in the stochastic block model, they examine whether there is a low-degree polynomial that can non-trivially estimate whether two given network nodes are in the same community. They show that such a polynomial exists only when the parameters of the model lie above the problem's widely-conjectured computational threshold, the Kesten-Stigum threshold. This constitutes direct low-degree evidence that recovery is computationally hard below the Kesten-Stigum threshold.
A related (and more refined) question is that of determining the optimal estimation error (i.e., the best possible correlation between the estimator and the truth) for any given signal-to-noise parameter λ. Methods such as approximate message passing can often answer this question very precisely, both statistically and computationally (see, e.g., [DMM09, LKZ15a, DAM15, BDM + 16], or [ZK16, BPW18, Mio18] for a survey). One interesting question is whether one can recover these results using a variant of the low-degree method.
Another type of statistical task is certification. Suppose that Y ∼ Q n has some property P with high probability. We say an algorithm certifies the property P if (i) the algorithm outputs "yes" with high probability on Y ∼ Q n , and (ii) if Y does not have property P then the algorithm always outputs "no." In other words, when the algorithm outputs "yes" (which is usually the case), this constitutes a proof that Y indeed has property P. Convex relaxations (including SoS) are a common technique for certification. In [BKW19] , the low-degree method is used to argue that certification is computationally hard for certain structured PCA problems. The idea is to construct a quiet planting P n , which is a distribution for which (i) Y ∼ P n never has property P, and (ii) the low-degree method indicates that it is computationally hard to strongly distinguish P n and Q n . In other words, this gives a reduction from a hypothesis testing problem to a certification problem, since any certification algorithm can be used to distinguish P n and Q n . (Another example of this type of reduction, albeit relying on a different heuristic for computational hardness, is [WBP16] .) N (0, 1) diagonal entries and N (0, 1/2) off-diagonal entries, all independent. These two models are equivalent, in the sense that if we are given a sample from one then we can produce a sample from the other. Clearly, if we are given Y , we can symmetrize it to form Y . Conversely, if we are given Y , we can draw an independent matrix G with i.i.d. N (0, 1) entries, and compute Y + 1 2 (G − G ⊤ ); one can check that the resulting matrix has the same distribution as Y (we are adding back the "skew-symmetric part" that is present in Y but not Y ).
A.2 Equivalence of Symmetric and Asymmetric Noise Models
In the spiked tensor model (see Section 3.1), our asymmetric noise model is similarly equivalent to the standard symmetric model defined in [RM14] (in which the noise tensor Z is averaged over all permutations of indices). Since we can treat each entry of the symmetric tensor separately, it is sufficient to show the following one-dimensional fact: for unknown x ∈ R, k samples of the form y i = x + N (0, 1) are equivalent to one sample of the formỹ = x + N (0, 1/k). Given {y i }, we can sampleỹ by averaging:
For the converse, fix unit vectors a 1 , . . . , a k at the corners of a simplex in R k−1 ; these satisfy a i , a j = − 1 k−1 for all i = j. Givenỹ, draw u ∼ N (0, I k−1 ) and let y i =ỹ + 1 − 1/k a i , u ; one can check that these have the correct distribution.
A.3 Low-Degree Analysis of Spiked Wigner Above the PCA Threshold
Proof of Theorem 3.11. We follow the proof of Theorem 3.3(ii) in Section 3.1.2. For any choice of d ≤ D, using the standard bound
(using the moment bound (12) from Section 3.1.2)
Sinceλ > 1, this diverges as n → ∞ provided we choose d ≤ D with ω(1) ≤ d ≤ o(n).
B Hermite Polynomials
Here we give definitions and basic facts regarding the Hermite polynomials (see, e.g, [Sze39] for further details), which are orthogonal polynomials with respect to the standard Gaussian measure. The following is the key property of the Hermite polynomials, which allows functions in L 2 (N (0, 1) ) to be expanded in terms of them.
Proposition B.2. The normalized univariate Hermite polynomials form a complete orthonormal system of polynomials for L 2 (N (0, 1) ).
The following are the multivariate generalizations of the above definition that we used throughout the main text. 
Again, the following is the key property justifying expansions in terms of these polynomials.
Proposition B.4. The normalized N -variate Hermite polynomials form a complete orthonormal system of (multivariate) polynomials for L 2 (N (0, I N ) ).
For the sake of completeness, we also provide proofs below of the three identities concerning univariate Hermite polynomials that we used in Section 2.3 to derive the norm of the LDLR under the additive Gaussian noise model. It is more convenient to prove these in a different order than they were presented in Section 2.3, since one identity is especially useful for proving the others.
giving the result.
C Subgaussian Random Variables
Many of our rigorous arguments rely on the concept of subgaussianity, which we now define. See, e.g., [RH18] for more details.
Definition C.1. For σ 2 > 0, we say that a real-valued random variable π is σ 2 -subgaussian if E[π] = 0 and for all t ∈ R, the moment-generating function M (t) = E[exp(tπ)] of π exists and is bounded by M (t) ≤ exp(σ 2 t 2 /2).
Remark D.4. One rough interpretation of Corollary D.3 is that if f is degree k, then E[f (x) 2 ] cannot be dominated by an event of probability smaller than roughly 3 −2k .
D.2 Lower Bound Against Thresholding Polynomials
Using the above tools, we can now prove Theorem 4.3.
Proof of Theorem 4.3. Consider the degree-2kd polynomial f 2k . Using Jensen's inequality, 
(by Proposition D.3)
Thus θ ≥ 1 − 3 2kd √ δ, implying
Using the key variational property of the LDLR (Proposition 1.9),
D.3 Lower Bound Against Spectral Methods
The proof of Theorem 4.4 is similar to the above. 
