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he most important recorded information medium on the 
Internet, and in the world at large, is the document. Although 
text might seem prosaic in contrast to multimedia objects, it is 
still the major medium for communicating information. Internet docu- 
ment retrieval can draw upon years of research results and practical expe- 
rience in on-line information access as well as from traditional physical 
libraries, The technology for text information retrieval is far more mature 
than that for other media. Therefore, documents are also the best vehi- 
cle for investigating problems specific to digital libraries, such as the fed- 
eration problem of making distributed collections of heterogeneous 
materials appear to be a single integrated collection. 
The Digital Library Initiative (DLI) project at the University of Illinois 
at Urbana-Champaign is developing the information infrastructure to 
effectively search technical documents on the Internet. We are con- 
structing a large testbed of scientific literature, evaluating its effective- 
ness under significant use, and researching enhanced search technology. 
We are building repositories (organized collections) of indexed multiple- 
source collections and federating (merging and mapping) them by search- 
ing the material via multiple views of a single virtual collection. 
Developingwidely usable Web technology is also a key goal. Improving 
Web search beyond full-text retrieval will require using document struc- 
ture in the short term and document semantics in the long term. Our test- 
bed efforts concentrate on journal articles from the scientific literature, 
with structure specified by the Standard Generalized Markup Language 
(SGML). Our research efforts extract semantics from documents using 
the scalable technology of concept spaces based on context frequency. We 
then merge these efforts with traditional library indexing to provide a sin- 
gle Internet interface to indexes of multiple repositories. 
Our project focuses on developing a large-scale infrastructure adequate 
for solving real-world problems. The Testbed part of the project is based 
in the University Library in a new facility that showcases engineering and 
science information and literature. We are placing article files into the 
digital library on a production basis in SGML directly from major engi- 
neering and science publishers. The National Center for Supercomputing 
Applications (NCSA) is developing software for the Internet version in an 
attempt to make server-side repository search as widely available as its 
Mosaic software made client-side document browsing1 The Research sec- 
tion of the project is using NCSA supercomputers to compute indexes for 
new search techniques on large collections, to simulate the future world, 
and to provide new technology for the Testbed section. 
FEDE ~ S ~ ~ ~ ~ ~ T E D  REPOSITORIES 
A traditional physical library is a single repository for materials from 
many sources to which a user comes seeking information. A repository is 
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just an organized collection in which documents and other 
objects are indexed for effective search. The Net situation 
is quite different, since users can directly access the sources 
themselves. A digital library is a group of these distributed 
repositories that users see as a single repository. 
It is difficult to support the federation of multiple phys- 
ical sources into a single logical source. Part of the diffi- 
culty is in handling the text: Documents have differing 
structures and styles. Handling searches is also difficult. 
They must support different classification schemes so that 
sources can be indexed invarious ways at different levels 
of detail. 
Once Net retrieval is transparent, the digital library 
becomes similar to a typical physical library. Reference 
librarians help users locate information in a large collec- 
tion by examining various indexes (search) and sources 
(display). Traditional libraries should naturally want to 
support digital libraries, since the range of indexes and 
sources available already far exceeds what a library build- 
ing can physically house. 
Figure 1 illustrates the major efforts in the Illinois Digital 
Library Project, (one of six participants in the overall DLI) . 
The publishers, our partners, are filtering scientific liter- 
ature and collecting it into repositories. Our Testbed is 
developing index technology for effective search and dis- 
play of SGML repositories. The Internet part of our pro- 
ject is developing interface technology to support multiple 
indexes for multiple Internet repositories. This will let us 
evaluate the Testbed's effectiveness for thousands of users 
on thousands of documents. Our Research effort is devel- 
oping semantic technology to support federated search 
across multiple repositories, using document content 
rather than structure. 
The Internet interface will incorporate Research tech- 
nology that provides semantic federation of distributed 
repositories for scientific literature. The Testbed is the mid- 
dle ground of our large-scale experiment, where we de- 
ploy the technology and evaluate the sociology. 
REPOSITORIES FOR SCIENTIFIC 
LITERATURE (TESTBED) 
Our Testbed provides enhanced access over the Internet 
to the full text of selected engineering journals, using 
SGML document structure to facilitate search. The Testbed 
is based in the Grainger Engineering Library Information 
Center, a $30 million facility opened in March 1994 to 
showcase emerging information technologies. The 
Testbed was formally deployed in February 1996, with the 
production stream consisting of Applied Physics Letters 
from the American Institute of Physics. The production 
Testbed will gradually encompass the full collections of 
all publisher partners (listed below). Students and faculty 
at the University of Illinois, and then the other Big Ten 
universities, will be able to access the experimental digi- 
tal library in accordance with our partner agreements. 
Publishers and collection development 
The testbed collection gathers articles directly from pub- 
lishers in SGML format. These articles include the text and 
all figures, tables, images, and mathematical equations. 
Our publisher partners are committed to providing us with 
materials in the same time frame that they produce the 
print versions. That way we can place articles into our dig- 
ital library before they reach the shelves of our physical 
library. We have chosen to manipulate SGML to the fullest 
extent possible, foregoing, for example, PDF (Portable 
Data Format), HTML (HyperText Markup Language), and 
ASCII, as later discussed. We are thus engaged in finding 
effective, scalable methods for the processing, indexing, 
retrieval, and display of structured document articles. 
The testbed collection presently comprises over 4,000 
articles from journals in computer science, electrical engi- 
neering, physics, civil engineering, and aerospace engi- 
neering. Publishers represented in this initial collection are 
the IEEE Computer Society, 
the Institute of Electrical and Electronics Engineers 
the American Physical Society ( A P S ) ,  
the American Institute of Physics (AIP), 
the American Society of Civil Engineers (ASCE), and 
the American Institute of Aeronautics and Astro- 
(IEEE), 
nautics (AIAA) . 
Thus, for example, this issue of Computer will be in our 
collection before you read this article. Other professional 
societies (such as the American Association for Advance- 
ment of Science, which publishes Science) and commer- 
cial publishers (such as John Wiley & Sons) have 
committed to supply us with articles in SGML. 
We believe that SGML will become the premier lan- 
guage of open document systems. SGML enables a system 
to treat documents as fine-grained objects to view, manip- 
ulate, and output. Tags delineate header (such as author, 
title, affiliation, and journal) and body (such as chapter, 
figure, table, and equation) structures. SGML's strength, 
in terms of retrieval, is that it reveals such deep document 
structure. SGML is becoming ubiquitous, but publishers 
I 
Figure 1. Major efforts within the Illinois Digital 
Library Initiative project. 
are still mostly generating it as a byproduct of their pro- 
duction process, rather than as an integral part. In many 
cases we have been the first to actually display the SGML 
version of the published articles. 
In the first phases of this project, we developed proce- 
dures for generating collections of SGML materials2 We 
process the heterogeneous SGML we receive from pub- 
lishers into a federated repository of structured docu- 
ments. Tags differ from one publisher to another. For 
example, every publisher has several author tags, which 
differ across publishers. We can federate some differences 
with simple syntactic transformations, such as AU or AUT 
or AUTHOR for the author tag. However, others reflect 
semantic differences and conventions. Yet the user wants 
to merely issue a query for author. We settled on an 
extension of the IS0 12083 Article Document Type Def- 
inition (DTD) for the project’s canonical DTD. We are writ- 
ing heuristic software for each DTD that maps publisher 
tags into our canonical set for indexing and retrieval. This 
tag normalization is our approach to structure federation. 
To display journal articles, the testbed team has been 
working with SoftQuad to test and evaluate its Panorama 
SGML viewer. Figure 2 shows a portion of an SGML doc- 
ument as received from a publisher and displayed in this 
viewer. The bottom window is an American Institute of 
Physics document with federated tags, and the top win- 
dow is how Panorama displays the SGML. Panorama can 
display all tagged parts directly: the text itself, titles (in 
this case, PACS), and equations. Style definitions for each 
DTD associate particular fonts and other aspects of dis- 
play style with particular tag structures. At present, we are 
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specifying these styles, but eventually publishers must 
define the styles just as they define the tags. Preserving 
the “look and feel” of thle magazine layout is just as impor- 
tant as maintaining the article structure. 
Repositories and felderated search 
After adding an SGML document to the collection, we 
must index it for efficient retrieval. Our indexing tech- 
niques utilize the fine-grained structure of the documents 
so that, for example, users can search for a phrase solely 
within figure captions We experimented with full-text 
retrieval using an SQlL (Structured Query Language) 
engine before we settled on Open Text’s Open Text Index 
search engine for indexing and accessing the DLI Project 
documents. This engine, tailored to SGML processing and 
retrieval, has the scalability to index large document stores 
(the Open Text Web Search Server presently indexes over 
3 billion words and over 30 million links). 
To evaluate database structures and retrieval effective- 
ness, we implemented a prototype client (written in Visual 
Basic) under Microsoft Windows. Figure 3 illustrates this 
prototype, which is our currently functioning testbed. The 
search query, shown in the upper overlaid window of the 
composite screendump, finds nanostructure appear- 
ing only in figure captions. Selecting a retrieved article 
and viewing its short entry version shows that the caption 
of its Figure 2 contains that word. This figure, labeled as 
F2, can be viewed within the full article as shown in the 
window at the bottom of the screen dump. This service of 
our Engineering Library lets users access SGML document 
search within the context of other electronic retrieval ser- 
The probability density distributions (PDD) of the velocity differences Au(r)=u(x)-u(x+r) for separations r within 
the inertial range are studied in a large wind tunnel and in the atmospheric surface layayer at R2<2.O-12.7)x103. For 
large velocity differences, the PDD behave as P{Au)=exp[ -b(r)lAulcr,, I]. The logarithmic decrement b(r) is found 
to scale as b(r)=ouP. The value of CL is found to be 0.51k0.02 for the negative (Au<O) tails of the PDD and 
0.55+0.02 for the positive (AIDO) tails. In both cases, p=O. 17+0.01. 
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Figure 2. Testbed SGML sample: (top) “cooked,“ after styles; and (bottom) 
“raw,” with tags. 
Computer 
vices. Integrating biblio- 
graphic databases, on-line 
catalogs, local and remote 
periodical index databases, 
and the full-text SGML col- 
lection is vital to the Illinois 
digital library system. 
The information science 
literature shows that provid- 
ing different search inter- 
faces tuned to each search 
need helps users find infor- 
mation. In the current test- 
bed interface, for example, 
users can use Boolean con- 
nectors to specify a phrase 
with different amounts of 
proximity or specify multiple 
phrases, and employ SGML 
tags to restrict the search to 
particular subparts of docu- 
ments or to selected infor- 
mation sources. They can 
also use a “word wheel” list 
to choose possible terms 
appearing in the collection 
and use preselected lists 
of “classic” documents to 
choose documents directly. 
At present, we are placing 
the sources into a single 
repositorymaintained at our home site at the University of 
Illinois. There we process the SGML articles into a single 
index with federated tags. That index drives the search 
engine and the document store. Concurrently, we are train- 
ing our publisher partners to build their own repositories. 
They can then process and index their own materials and 
run their own servers for searching across the Net. We 
expect a number of our publisher partners to establish such 
repositories, using our federated tag schema. Uniform 
searching across these will then provide a true testbed for 
distributed repositories of professional materials. 
User and usage evaluation 
To evaluate testbed users and usage, we combined a 
broad study of use with a deep study of social phenom- 
ena.3 Throughout the DLI project, we will observe how 
engineering work and learning activities intersect with 
using distributed, digital information. We will interview, 
individually and in groups, a range of potential and actual 
testbed users from the engineering community. We will 
conduct usability tests of various testbed components and 
versions, and experiment with economic models and 
charging mechanisms. Large-scale user surveys and test- 
bed transaction logs will also yield extensive data. 
Our sociological research has already yielded some 
valuable results. We asked focus groups of engineering 
students and faculty members how they use journals to 
support research and educational activities. The groups 
also discussed the biggest problems they have in identi- 
fylng, retrieving, and using journal material. For exam- 
ple, focus group responses supported the relationship 
between journal structure and information needs and 
strategies. Many professors noted that figures, rather than 
abstracts or conclusions, were accurate indicators of 
whether they would be interested in the entire paper. 
They claimed that figures revealed what the authors had 
really done, as opposed to what they wished they had 
done. Several also reported that sometimes the equations 
were the only part they really needed to support certain 
work tasks. Several graduate students reported that the 
paper's bibliography indicated the paper's utility better 
than its title or author. In fact, sometimes they used the 
bibliographywithout reading the paper at all. The intro- 
ductory paragraph was how most undergraduates 
decided whether an article was interesting, relevant, and 
written at  the right level. These findings provide prelim- 
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Figure 3. Current Testbed client prototype within the context of the Engineering Library. 
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inary evidence that flexible interaction with document 
structure will enhance digital library effectiveness. 
Inadequate information retrieval because of shallow 
semantics was a universal observation. Virtually all par- 
ticipants reported major difficulties in “getting the right 
words” to perform topic searches. This suggests a critical 
mismatch between the users’ and the library’s vocabulary 
systems. Students reported asking professors what “o ld  
or “weird” term a particular database used to refer to the 
concept they wanted. They also searched their word pro- 
cessor’s thesaurus for suggestions of alternative terms and 
asked other library patrons if they could think of “better 
words.” 
ULTIPLE VIEWS FOR DISTRIBUTED 
The typical entry into a digital library is a specific search 
query, which matchessome selected documents. The user 
can display these documents at different levels of detail 
and issue another search, so that a session gradually 
retrieves documents relevant to the user’s needs. We are 
developing a multiple-view interface that enables trans- 
parent drag-and-drop between multiple indexes for mul- 
tiple repositories. In addition, we are developing gateway 
technology to maintain the state and protocols for het- 
erogeneous distributed repositories. 
ITORIES (INTERNET) 
Interfaces to multiple indexes 
Multiple views means that different searching tech- 
niques are available concurrently. We have built a proto- 
type multiple-view interface, which will be used in the 
Internet version of the DLI Testbed to be introduced this 
summer. This interface incorporates a number of differ- 
ent view types, dynamically loading the actual data. We 
discuss this interface and compare the effectiveness of its 
views for different information retrieval purposes else- 
where.4 
The view types integrate into a single framework many 
indexing styles and the major results from our projects. 
The primary views are subject thesauri, co-occurrence 
lists, and full-text search. A human indexer-a profes- 
sional librarian-generates each subject thesaurus. The 
thesaurus arranges important terms in a subject area into 
a semantic hierarchy. A machine indexer-an automatic 
program-generates each co-occurrence list, which 
contains a more extensive list of terms, arranged by con- 
textual frequency. Users can employ either one to inter- 
actively discover alternative search terms. They can then 
enter the new terms into a search engine for full-text 
search of the document collection. 
Many studies, including our own, show that users have 
difficulty generating search terms that appear within the 
document collection. That is why our interface offers dif- 
ferent types of term suggestion, then provides a high- 
quality search based on these new terms. Our experi- 
ments indicate that a typical user session is as follows. 
First the user consults the subject thesaurus for coarse- 
grained suggestions to identify the general subject area. 
Then the user accesses the co-occurrence lists for fine- 
grained suggestions to gather a list of desired terms. 
Finally, a full-text search retrieves the documents con- 
taining these terms. 
Interactive term suggestion 
The primary index for our initial testbed collection is 
INSPEC, from the Institution of Electrical Engineers (the 
British IEEE) . It offers extensive coverage of electrical engi- 
neering, computer science, and physics. Our subject the- 
saurus is the INSPEC thesaurus, which has 10,000 terms 
in a broader-narrower term hierarchy. The co-occurrence 
list is 200,000 terms from the INSPEC abstracts collection, 
which we arrange in concept graphs by co-occurrence fre- 
quency. The prototype interface lets users drag-and-drop 
suggested terms into the full-text search system con- 
structed as part of testbed efforts. 
The left side of Figure 4 illustrates the INSPEC thesaurus 
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Figure 4. Current Internet prototype, showing the multiple-view 
interface. 
Computer 
interface,5 which provides a graphical dis- 
play of the subject hierarchy of important 
concept terms. The user can specify a term 
and see broader and narrower terms, as 
well as graphically examine related ones. 
The graph is traversed by specifying 
c omput er ap p 1 i c a t ions ,  showing the 
narrower terms such as d e d u c t i v e  
d a t a b a s e s ,  whose broader term is 
d a t a b a s e  management sys tems,  
and whose related terms include l o g i c  
programming. The prototype interface 
enables terms so located to be passed into 
a search query. 
The right window in Figure 4, marked 
“Search Wizard,” illustrates the co-occur- 
rence lists6 Unlike the subject classifica- 
tions, which are generated by professional 
librarians, these are automatically gener- 
ated directly from the document content. 
The automatic generation employs co- 
occurrence analysis, which records how 
often a term occurs within the same sen- 
tence as another. The list of terms in the 
figure thus reflects terms that appear frequently with 
deductive databases. The concept graph, which 
relates term co-occurrence, is the collection of all lists. This 
approach is based on document content, rather than struc- 
ture. Thus even in domains where the materials are 
unstructured, such as the Net, it captures more of the 
underlying concept semantics. 
Stateful gateways and distributed 
repositories 
To implement complete search sessions, we need tech- 
niques for providing state information within the Web. 
The Web is essentially stateless, with each transaction 
fetching a document, then stopping. Complete searching 
requires levels of stateful gateways to provide session his- 
tory. First, each individual CGI-style gateway must main- 
tain the state of the requests made to each server. Next, a 
higher level gateway must route queries to the appropri- 
ate servers and route results back to the appropriate 
clients. Finally, a search history must be kept for each user 
to record the session requests to each gateway, This func- 
tion logically belongs in the client, which is where it is 
placed in our current design. However, it 
could potentially exist in any combination 
of client, server, or gateway depending on 
SEMANTIC FEDERATION ACROSS 
REPOSITORIES (RESEARCH) 
The holy grail of information retrieval has always been 
deep semantics across heterogeneous sources. This is 
clearly expressed in the recent report7 on the research 
agenda for digital libraries from a workshop sponsored by 
the Information Infrastructure Technology and Appli- 
cations (IITA) committee (the primary technical commit- 
tee for setting National Information Infrastructure (NII) 
directions for federal government R&D investment). The 
report said that “deep semantic interoperability is the 
grand challenge for digital libraries.” At its base, infor- 
mation retrieval technology matches terms specified by 
the user to terms occurring in documents in a digital col- 
lection. This term-matching is most effective when spe- 
cialists access materials in their own subject area with 
precise terminology. 
Concept spaces for scalable semantic retrieval 
Broadening access requires different techniques to 
extend effective support to nonspecialists or specialists 
working outside their area of expertise. Specialists in even 
a closely related subject area usually can- 
not find relevant materials using current 
information systems. They know the con- 
their functionalities. 
Our distributed repositories prototype 
implements the levels of stateful gateways 
across a variety of protocols. The primary 
testbed search is an Open Text engine, with 
a custom protocol built on sockets. We 
implemented suggestion indexes using a 
Microsoft SQL engine. The SGML docu- 
cepts, but not the right terms. Artificial 
intelligence and natural-language ap- 
proaches that parse deep document struc- 
ture to deduce semantics are usually 
effective only in narrow subject domains. 
The broad subject domains in our testbed 
ments themselves reside in files accessed 
by an HTTP server. The interfaces to exter- 
nal search engines, such as the on-line catalog, follow the 
239.50 protocol. We even have an initial publisher repos- 
itory, the experimental American Astro-nomical Society 
(AAS) server, connected via the CNIDR (Center for 
Network Information Discovery and Retrieval) 239.50 
software to test distributed respository protocols. 
Our DLI project is providing major input to the next- 
generation server that NCSA is building. The server will 
move from a WWW document server using HTTP to a dis- 
tributed repository host using multiple protocols. The 
server version 2.0, due the summer of 1996, will feature 
a modular protocol design and integrated security. We will 
later incorporate the work on stateful gateways into the 
server on the output end. The input end will incorporate 
the work on collection development. Thus the new server 
will eventually support session history and metadata 
checking. Later versions will also support security mea- 
sures such as token passing, which our economic charg- 
ing trials involving the NetBill software from the Carnegie 
Mellon DLI project will use. 
We expect that during the course of the DLI project 
many of our publisher partners will create their own repos- 
itories. This will help the testbed evolve into a multiple- 
view reference system to distributed repositories. The 
repository management package will let other organiza- 
tions and individuals make their organized collections 
searchable via a multiple-view interface. 
in particular and the Net in general call for 
a different approach. 
Our research focuses on methods that 
interactively provide the user with con- 
ceptual maps that offer alternative search terms. Inter- 
active term suggestion, where the system suggests terms 
for the user to choose, can significantly enhance retrieval 
effectiveness. Although traditional library indexes pro- 
vide some degree of term suggestion, effective Net search- 
ing requires automatic indexing. Many Net repositories 
are too small or specialized for a human indexer to pro- 
vide the required level of fine-grained indexing. In addi- 
tion, most digital repositories are “fluid,” containing 
concepts and vocabularies too new or dynamic for con- 
trolled-vocabulary-based human indexing. 
We have developed algorithms to extract concepts from 
documents so as to provide automatic indexing for seman- 
tic retrieval. The automatic indexing we are investigating 
generates concept spaces, which are concept graphs based 
on co-occurrence analysis.8 Concept spaces lead to an 
approach for semantic federation across digital reposito- 
ries, in particular towards solving the “vocabulary prob- 
lem.”9 The vocabulary problem is the version of the 
semantic interoperability problem for text documents, the 
Grand Challenge of digital library research. 
When digital libraries become widesprcad, every spe- 
cialized community will have its own digital library of 
documents. This is already true for large professional com- 
munities. The increasing maturity of Net publishing will 
soon make it increasingly true for small amateur commu- 
nities as well. The vocabulary problem will increasingly 
become an obstacle to the propagation of digital libraries. 
Solving the vocabulary problem involves mapping a 
community library’s specialized terms into the corre- 
sponding terms of other libraries being searched. 
Intersecting co-occurrence graphs from different domains 
provides an approach to concept-mapping across com- 
munity libraries. Two graphs from different subject 
domains can be intersected by having the user specify a 
term common to both domains and displaying the graph 
around that term for both domains. This creates two term 
suggestion lists that can be compared for terms that are 
different in each subject domain but represent the same 
concept. In practice, the user needs to interactively cull 
the lists, but often discovers vocabulary that can be 
switched across domains. 
Vocabulary-switching experiments 
using co-occurrence graphs for vocabulary 
switching. These experiments build on 
smaller successful experiments for vocab- 
We are running large-scale experiments to investigate 
ulary switching in molecular biology.’O 
Since part of our project is based at NCSA, 
we can use their supercomputers to per- 
form experiments with realistic-scale col- 
lections. The experiments use algorithms 
for vocabulary switching across subject 
domains based upon the co-occurrence fre- 
quency of phrases within documents to 
generate concept spaces. 
istically support dialogues across community repositories. 
Our system can display a list centered around a term like 
fluid dynamics in several domains. The user can then 
choose which terms in one domain to map into which 
terms in another. The user can thus interactively navigate 
between the spaces (see discussion of Interspace below). 
We are also experimenting with the concept space ap- 
proach to semantic interoperability for other data types. 
For example, we will be switching texture images in spa- 
tial maps through a collaboration with the University of 
California at Santa Barbara DLI project. (This finds the co- 
occurrence frequency of textures in maps instead of 
phrases in documents.) 
An example of vocabulary switching in our prototype 
might be: 
I’m a civil engineer who designs bridges. I’m interested in 
using fluid dynamics to compute the structural effects of 
wind currents on long structures. Ocean 
engineers who design undersea cables prob- 
ably do similar computations for the struc- 
n the next 
century, 
information 
systems wi II 
directly support 
corretation of 
information 
across community Building the interspace 
repositories. 
tural effects of water currents on long 
structures. I want you [the system] to 
change my civil engineering fluid dynamics 
terms into the ocean engineering terms and 
search the undersea cable literature. 
The encouraging results with concept 
Last year we generated the concept 
space used as the co-occurrence list for the 
term suggestion above from a collection of 
400,000 computer engineering abstracts extracted from 
the INSPEC database.6 By using one day (24.5 hours) of 
CPU time on the 16-node Silicon Graphics Power Chal- 
lenge, we created a comprehensive concept space of about 
270,000 terms and 4,000,000 links. During this two-week 
period, our application was the single largest user of NCSA 
supercomputers, beating out even the physicists and biol- 
ogists. 
This year we performed an order-of-magnitude-larger 
computation to generate multiple concept spaces for a 
large-scale vocabulary-switching experiment. We used 
some 4,000,000 abstracts from the Compendex database 
covering all of engineering as the collection. We parti- 
tioned it along classification code lines into some 600 
community repositories. For example, (400) is civil engi- 
neering, (401) is bridges and tunnels, and (401.1) is 
bridges. We then generated a concept space for each indi- 
vidual repository and intersected the spaces to provide 
semantic mapping. This covers engineering fairlywell and 
provides a large-scale test of mapping similar concepts 
across related domains with different terms. We used time 
during the testing phase of the new 64-processor Convex 
Exemplar at NCSA. The computation took roughly four 
days of CPU time over two weekends of dedicated machine 
usage, proving a good match for the shared-memory 
multiprocessor (SMP) architecture. 
The scale of a repository in the Compendex experiment 
is, for example, on b r i d g e s  rather than on c i v i l  
e n g i n e e r i n g .  This means that our prototype can real- 
spaces lead us t o  believe that we couid 
build a complete information system sup- 
porting semantic retrieval. Since super- 
computers can be used as a “time machine” to simulate 
future ordinary processing, ordinary personal computers 
will be able to generate similar concept spaces in years 
hence. This will provide essential infrastructure for the 
information systems possible on the Net of the twenty-first 
century. We are designing prototypes for community 
repositories on the Net that researchers outside the com- 
munity can readily search. These prototypes will demon- 
strate the technological feasibility of “analysis 
environments,” where researchers solve problems by cor- 
relating information from multiple sources across the net- 
work. 
In the next century, information systems will directly 
support correlation of information across community 
repositories. Thus a user will deal with the Interspace 
rather than the 1nternet.l’ (The term Interspace indicates 
interconnection of spaces, just as Internet indicates inter- 
connection of networks.) The fundamental interaction is 
intersecting concept spaces of related terms across sub- 
ject domains, extracted from information spaces of inter- 
linked objects comprising community repositories. Each 
individual and each community will have their own 
spaces. The Net will then enable information analysis, 
rather than merely document transfer as it does now. 
The DLI project’s prototype Interspace environment 
embeds concept spaces into the infrastructure of a net- 
work information system. Basic retrieval employs seman- 
tic matching to support information analysis. The user 
selects navigation paths of relevant objects, which the sys- 
Computer 
tem records. The system then matches the user path to 
related paths across communityrepositories using seman- 
tic retrieval on concept spaces. We have completed the pre- 
liminary design and are beginning to implement the first 
prototype. 
The Interspace prototype concentrates on the scalable 
technology for concept spaces:I2 
semantic retrieval (using concept spaces for term sug- 
semantic interoperability (vocabulary switching 
semantic indexing (concept identification of docu- 
information representation (information units for 
collaboration support (paths and grouping opera- 
gestion), 
across subject domains), 
ment content), 
uniform manipulation), and 
tions). 
Since we are prototyping future Net functionality, we 
assume that distributed objects and syntactic interoper- 
ability have already become a mass infrastructure. Our 
choice of software tools-Smalltalk, CORBA, and 
Objectstore-enables us to simulate building upon the 
future Internet-wide operating system. We are collabo- 
rating with research projects like the Stanford DLI project 
(object interoperability) and the CNRI (Corporation for 
National Research Initiatives) repository project (object 
naming). This will help us track and influence the object 
infrastructure necessary to support the concept infra- 
structure we are prototyping. 
IN THE COMING YEARS, we will continue to investigate 
whether concept spaces are a generic protocol that sup- 
ports semantic interoperability across subject domains. We 
plan to construct complete analysis environments based 
on these protocols as prototypes of fundamental informa- 
tion infrastructure for the next wave of the Net. These 
future network information systems will support cross-cor- 
relation of information across distributed repositories. 
We are optimistic that the Testbed efforts of the Illinois 
Digital Library project will influence the facilities for 
searching information on the Net with the help of tech- 
nology evolved in our Internet version. We are also hope- 
ful that the Research efforts will influence the facilities for 
analysis of information after the Internet becomes the 
Interspace. I 
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