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In the unorganized portions of his second notebook, Ramanujan states without 
proofs 10 inversion formulas for the lemniscate integral and two similar integrals. 
These 10 formulas are proven here. 0 1991 Academic Press, Inc. 
1. INTRODUCTION 
On pages 283, 285, and 286 in his second notebook [ 111, Ramanujan 
states 10 inversion formulas for series. As an example, we quote (in a some- 
what more compact notation) the entry at the top of page 285. If 
e Q) (l/2), v4n+ l -= c J;i n=O n! (4n+l) ’ 
where p is the constant obtained by putting v = 1 and 0 = IT/~, then 
,u2 1 1 
2v2=sin28 7r 
p-m-8 f ‘;g(T;‘. 
n=l 
In (l.l), we have used the rising factorial notation 
(1.1) 
(a),=a(a+l)(a+2)~..(a+n- 1). 
By expanding (1 - P-i’* in a binomial series and integrating termwise, we 
find that, for Oiv<l, 
F(v):=J^” dt _ f (1/2)flv4”+1. 
oJ1-;” n=O n!(4n+l) 
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This integral is the famous lemniscate integral, originally studied by James 
Bernoulli and Count Giulio Fagnano. For a very informative history of the 
lemniscate integral and its importance in the early theory of elliptic 
integrals and functions, see R. Ayoub’s historical survey article [2]. 
Moreover, C. L. Siegel [14] considered the lemniscate integral to be so 
important that he began his development of the theory of elliptic functions 
with a thorough discussion of it. Thus, (1.2) gives an interesting inversion 
formula for the lemniscate function. 
On page 285, Ramanujan [ 111 gives live additional inversion formulas 
involving the lemniscate integral. These are followed on page 286 by three 
inversion formulas associated with the integral 
G(u) := s’: -.f%- 
OJTTT’ 
(1.4) 
As above, Ramanujan records these three theorems in terms of series 
instead of integrals. Now, in fact, the integrals in ( 1.3) and (1.4) are closely 
related. If we set 
then an easy calculation shows that 
(1.5) 
The relation (1.5) is very important, for it represents the key intermediary 
step in the famous problem of doubling the arc length of the lemniscate. 
For discussions of this historically important problem, see the aforemen- 
tioned paper of Ayoub [2] and text of Siegel [14]. 
Finally, on page 283, Ramanujan [ 111 offers an inversion formula for 
the integral 
H(u) := j; &. 
Again, Ramanujan expresses his theorem in series notation. 
The purpose of this paper is to provide proofs of each of these 10 inver- 
sion formulas. (Ramanujan gave no hints of his proofs.) We emphasize that 
we know no other theorems in the literature like these 10 results. We also 
establish some additional inversion formulas for the function H(u). In the 
sequel, if a theorem is found in Ramanujan’s notebooks [ 111, we indicate 
its precise location in the notebooks. Theorems with no appellation are due 
to the authors. 
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Results from the theory of elliptic functions play key roles in our proofs. 
We use results from both the Weierstrass theory and Jacobi’s theory of the 
Jacobian elliptic functions. In particular, we employ facts about sn U, cn U, 
dn U, sd u, and am U. Recall that [ 15, p. 4931 
and 
sn2u + cn2u = 1 (1.6) 
k2sn2u + dn2u = 1, 
where k, 0 < (kl d 1, k # + 1, is the modulus of sn u and dn u. 
(1.7) 
The Fourier series of several elliptic functions are utilized. Following 
Ramanujan, set z = 2K/71, where K is the complete elliptic integral of the 
first kind. As usual, let q = eenK’lK, where K’ is the complete elliptic integral 
of the first kind associated with the complementary modulus k’ = Jm. 
Also, E denotes the complete elliptic integral of the second kind. Each of 
the following Fourier series expansions is valid for a wider range of 19 than 
what is indicated, but the greater generality is not needed here. From 
Whittaker and Watson’s text [15, pp. 511-512, 5351, 
m 2q” sin(2n0) 
am(zO)=O+ 1 
“=, n(l+q*“) ’ 
0 < 8 < n/2, (1.8) 
Z2 
-=csc2e+z2- 
O” nq2n cos(2nB) 
sn*( ze) 
F-8 c 
II=1 1-q*” ’ 
0 c 8 < n/2, (1.9) 
“9 02(d)=% 1 
n+l/* cos((2n+ i)e) 
?I=0 1+q2”+l ’ 
m (-1)“q”+1/Zsin((2n+1)8} 
sd(zB)=& 1 
1+q2”+l ’ 
0 G 8 G ~12, (1.11) 
n=O 
(1.10) 
m 4” cos(2ne) z dn(z0) = 1 + 4 c 
?I=1 1 +q*” ’ 
(1.12) 
and 
dn(ztI) 
z-=sec0+4 C 
cn(zt?) 
m (-1)nq2n+1 cos{(2n+ ljel oGeGnp. (1.13) 
7 
n=O 1 -q*n+l 
Finally, we need Euler’s transformation [3, p. 21, 
2F,(a,b;c;z)=(1-z)c-“~b2F1(c-a,c-bb;c;z), 
for the ordinary hypergeometric function ,F,. 
(1.14) 
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In the sequel, it will always be tacitly assumed that 0<8dn/2 and 
0 < u < 1. Occasionally, because of singularities, end points must be omitted 
from the domains. 
2. INVERSION FORMULAS FOR THE LEMNISCATE FUNCTION F 
THEOREM 2.1 (Entry 1, p. 285). Let 6, u, and p be defined by 
---= s=j-; & F(u), (2.1) 
where 0 < tl G 42, 0 <v d 1, and p is a constant defined by setting 8= n/2 
andv=l. ThenforO<8<x/2, 
P2 3c n cos(2nd) -=csc2+8 1 e2n,,_, . 
2v2 II=1 
(2.2) 
First Proof. We first calculate p. Letting 0 = n/2, u = 1, and u = t4 in 
(2.1), we find that 
u-3/4(1-u)- 
when B(u, y) denotes the beta function. Thus, 
f2(l/4) 
p = &3/2 ’ (2.3 1
The elliptic integral F(u) can be inverted by the classical theory of elliptic 
integrals. More precisely, from Whittaker and Watson’s text [ 15, p. 4943, 
v = 2 - ‘.12 sd(pLe), (2.4) 
where sdu=sn ujdn u and k= I/$!. Since k= I/$ [15, p. 4993, 
where 2F, denotes the ordinary hypergeometric function, and where we 
have employed Kummer’s theorem [3, p. 111. Hence, from (2.3), z = p, 
and, from (2.4), u= 2 ~ ‘I2 sd(z8). 
Using the identity (1.7), we deduce that 
1 2 
v2 
------1. 
--sn*(zB) 
(2.5) 
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We now utilize the Fourier series for SKY (~0) given in (1.9). The integral 
E appearing in (1.9) is easily determined by Legendre’s relation 
[ 15, p. 5201 since k = l/&! and so K = K’. Accordingly, we find that 
2EK-K2=;. 
Thus, by (1.9), for 0 < 8 < 7r/2, 
z* cc n cos(2nB) -=csc’8+;+8 c 
sn2(ze) ?I=1 4 
-2n-1 . (2.6) 
Now since K = K’, q = ePx. Remembering that p= z, we complete the proof 
of (2.2) by putting (2.6) in (2.5). 
Our first proof used the Jacobian theory of elliptic functions. Our second 
proof of Theorem 2.1 utilizes the Weierstrass theory. 
Second Proof: In (2.1), let u=p2/(2t2). It follows that 
(2.7) 
From (2.7), in the standard notation of the Weierstrass normal form 
[7, pp. 29, 941, there exists a pair of linearly independent periods (oi, c+) 
with Im(02/w,) > 0 such that 
g,(o,, w2) := 60 f’ 
1 rV14) 
=P4= 16n6 9 (2.8) 
r&n= --m (mo, + nco2)4 
by (2.3), where the prime on the summation sign indicates that the sum is 
over all integral pairs (m, n) except (0,O). Also, from (2.7), 
g,(w,, 02) := 140 ft 
1 
0. 
n&n= -cc (mq + nW2)6 = 
(2.9) 
Now g,(l, i) = 0, and the pair of arguments (1, i) yielding the value 0 is 
unique except for multiplication by a nonzero number [7, p. 881. Hence, 
from (2.8) and (2.9), 
r8(1/4) 1 ----= 
167? 
g,(w,, 02)=600q4 f’ 
*,n= -02 (m + nt)” 
=60w,4E.gt) 
= 1200;~c(4) M(q2), (2.10) 
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where E:(r) is an Eisenstein series, z = oJol = i, [ denotes the Riemann 
zeta-function, q = enir = e-“, and 
M(q*)= 1+240 f n3q2n , 
n=,I 
See R. A. Rankin’s book [ 13, p. 1941 for the material on Eisenstein series 
quoted above. The function M is one of a triple of basic functions studied 
by Ramanujan in his notebooks 111; 5, Chap. 15, Section 9; 6, Chap. 17, 
Section 131 and in his famous paper [lo; 12, pp. 136-1621, where M is 
replaced by Q. 
By Entry 13(i) in Chapter 17 [ll, 61 (see also [lo; 12, p. 1401) 
M(q*) = z”( 1 - k2 f k4). (2.11) 
Here, q = epn[, and so k = 1 Jfi. Thus, z = p is 
from (2.11) that 
given by (2.3). It follows 
(2.12) 
Using (2.12) and the value c(4) = 7r4/90 in (2.10) we conclude that 
(2.13) 
Comparing (2.8) and (2.13), we deduce that oi = Z, and so o2 = rri. 
We now apply the inversion theorem for elliptic integrals in the 
Weierstrass normal form [7, p. 94, Theorem 73. Accordingly, 
(2.14) 
where P’(6) := P(0; w,, 02) denotes the Weierstrass P-function. 
Recall from the theory of the Weierstrass P-function that e,, e,, and e3 
are the roots of 
46g,t-gj=o. 
If the roots are real, then e, > e, > e3 [7, p. 33; 15, p. 4431. In our situation, 
e, = ~*/2, e2 = 0, and e3 = -~*/2. In general, 9 and sn are connected by the 
formula [ 15, p. SOS] 
8(8;0,, w,)=e,+ (e, -e,)sn-*{O(e, -e3)“‘}. 
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Thus, in the present case, 
8(8;q in)= -Z+L 
2 sn2(p8)’ 
Using the equality above in (2.14), we may now proceed as we did in the 
previous proof when we derived (2.5) and (2.6). 
Alternatively, we can employ the representation [ 15, p. 4601 
(2.15) 
where -2 Re( -io2/w,) < Re( -2i0/o,) < 2 Re( -io,/o,), rl1 = [(o,), and 
now [ denotes the Weierstrass c-function. In our case, wI = rc, o2 = in, and 
q=e-‘. Using (2.15) in (2.14) and restricting ourselves to the interval 
0~ 6<rcn/2, we deduce that 
P2 cD n cos(2&) -= -++csc2,9-8 1 
2v2 n=l eznn- 1 ’ 
In view of (2.2), it remains to show that q1 = 4. 
To calculate ye,, it is convenient to use the formula 
x2 1 co 
?‘=G ( 
;+ )y csc2(nlcuJuJ ) 
n=l 1 
(2.16) 
found in D. F. Lawden’s book [9, p. 1841. Thus, with o, = 7~ and w2 = in, 
111=7-L (A - ,f csch2(nn)). 
n=l 
(2.17) 
However, Ramanujan and one of the present authors [ll; 5, p. 245, 
Eq. (1.16); 4, Prop. 2.261 have shown that 
-f csch2(nrc) =; - &. 
n=l 
Using this in (2.17), we deduce that q, = $, as desired. 
THEOREM 2.2 (Entry 2, p. 285). Let 8, v, and p be as in Theorem 2.1. 
Then, if 0 < 8 < 742, 
(2.18) 
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Proof. We first indicate that (2.18) is valid in the limit as 8 approaches 
0. Letting 8 tend to 0, so that also u tends to 0, we find that we must show 
that 
By a routine application of L’Hospital’s rule, the limit above is indeed true. 
It thus suffices to prove that the derivatives of both sides of (2.18) with 
respect to 8 are equal. Differentiating (2.18) we see that it is sufficient to
prove that 
By Theorem 2.1, it therefore suffices to prove that 
But by (2.1) 
and since 8 is a monotonically increasing function of u for % d u < 1, 
Using (2.20) in (2.19), we see that it suffices to prove that 
(2.19) 
(2.20) 
(2.21) 
But the series on the left side of (2.21) equals v -‘( 1 - u~))“~, and so we are 
done. 
Following Ramanujan [ 11; 1, Entry 22(iii); 61, we define 
“0-q) := fi (1 -q”), 141 < 1. (2.22) 
n=l 
Observe that if q = eni’, Im z > 0, then f( -q2) = e- nrri12yl(~), where r](z) 
denotes the classical Dedekind eta-function. 
Ramanujan interjected two small question marks between the two lines 
of his version of (2.23) below. Indeed, his equality is slightly in error, 
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because he evidently neglected the term 2 log(f( -Key)) which doubtless 
arose in his proof. 
THEOREM 2.3 (Entry 3, p. 285). Let 8, v, and p be defined by 
Theorem 2.1. If 0 < 8 < ~12, then 
O” (l/4), v4n 
1ogv+;-;1og2+ c 
” = 1 (3/4), 4n 
=log(sin0)+&2 f 
cos(2n0) 
n=l n(e*““- 1)’ 
(2.23) 
Proof Let 8 tend to 0 on both sides of (2.23). Since v also approaches 
0, we find that 
BY WO), 
(2.24) 
Also, by Entry 23(iii) in Chapter 16 of Ramanujan’s second notebook 
111; 1; 61, 
loiidf( -e-*7) = -.t, nte2n: _ 1 ). 
Thus, (2.24) is valid if and only if 
(2.25) 
By Entry 12(iii) in Chapter 17 of Ramanujan’s second notebook [ 11; 63, 
f(-q2)=$2w{k*(l-k*)/q}“l*. 
Here q = e-=, k = l/a, and z = p. Thus, 
log 
( 
ff*( -eezrr) 
> 
= log q-‘16 = z. 
Thus, (2.25) holds, and (2.23) is valid for 0 = 0. 
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It therefore suffices to show that the derivatives of each side of (2.23) 
with respect to 13 are equal. Differentiating both sides of (2.23), we find that 
( m (1/4),v4"-' :+ J, (3/4) n > du sc sin(2n6) -&=cotli+i+4 c eZ”“--. n=l 
By (2.18) and (2.20) it suffices to prove that 
This follows from Euler’s transformation ( 1.14) by taking a = $, h = 1, 
c = $, and z = u4. This completes the proof. 
THEOREM 2.4 (Entry 4, p. 285). Let 8, v, and p be as defined in 
Theorem 2.1. For 0 < 9 < n/2, 
sin{ (2n + 1)0) 
.=,(2n+l)cosh((2n+l)n/2}’ 
(2.26) 
Proof First, it is clear that (2.26) holds for 8 = 0 = u. Thus, it suffices 
to show that the derivatives of both sides of (2.26) with respect to 8 are 
equal. 
Differentiating (2.26), we find that 
(2.27) 
by (2.20). Recalling the Fourier series (1.10) we see that (2.27) is 
equivalent to the equality 
I -v2 cn(z@ = - I- 1 +v2’ 
since k = l/d and z = p. ’ Since v = 2 - ‘I2 sd(ze), by (2.4) we are thus 
required to prove that 
2 - sd’(z0) 
2 + sdZ(ze) 
= cn2(ze), 
or, since sd u = sn u/dn u, 
2dn2(ze) - sn2(z0) = cn2(z0)(2dn2(zf3) + sn2(z0)). (2.28) 
However, using (1.6) and (1.7), we readily see that (2.28) is true, and this 
completes the proof. 
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Note that if we set 8 = 7c/2 and u = 1 in (2.26), we obtain the evaluation 
(2.29) 
a result established by Ramanujan in Entry 15 of Chapter 14 in his second 
notebook [ 11; 5, p. 2621. 
THEOREM 2.5 (Entry 5, p. 285). Let 0, v, and p be as in Theorem 2.1. If 
0 < 9 Q 1-42, then 
1 --OS-’ o*= f (-l)“cos{(2n+1)0) 
4 ,,=,(2n+ l)cosh{(2n+ 1)7r/2)’ 
(2.30) 
ProojY Both sides of (2.30) are equal to 0 when 9 = 7c/2 (u = 1). Hence, 
it suffices to show that the derivatives with respect to 8 of both sides of 
(2.30) are equal. 
Differentiating (2.30) and using (2.20) and (2.4), we find that 
f C-1) “sin{(2n+1)0}= u du 
n=O cosh((2n + 1) 7c/2) 2Ji-T~ 
vz 
= - = A z sd(z0), 
2Jz 4 
(2.31) 
since p =z. However, (2.31) follows immediately from (1.1 l), since 
k = k’ = l/a. This completes the proof. 
Ramanujan’s formulation of Theorem 2.5 contains a slight misprint; he 
has written f instead of a on the left side of (2.30). 
Setting 0 = 0 and u = 0 in (2.30) yields once again (2.29). 
THEOREM 2.6 (Entry 6, p. 285). Let 8, v, and ,u be defined as in 
Theorem 2.1. Zf 0 < 8 < 42, then 
Proof: It is clear that (2.32) holds for 0=0 (u=O). It thus suffices to 
demonstrate that the derivatives with respect to 8 of both sides of (2.32) 
are equal. 
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Differentiating (2.32), we arrive at 
or, by (2.20) and (2.30), 
= 22”(n!)2 c .=,(2n+l)! dn+* J-g=; -COST ’ t,2. (2.33) 
Now, 
Thus, from (2.33), it s&ices to prove that 
This last equality follows from Euler’s transformation (1.14) with a = h = f, 
c= s, and 2 = v4. 
3. INVERSION FORMULAS FOR G 
THEOREM 3.1 (Entry 7, p. 286). Let 0 d 0 d 742 and 0 d v < 1. Put 
where the constant p is defined by setting 0 = n/2 and v = 1. Then 
s sin(2ne) 
2tan-‘v=8+ C 
n = I n cosh(nn)’ 
(3.1) 
(3.2) 
Proof. Set 
u=2 tan-’ t. 
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A short calculation shows that 
du 2 
z=1+ 
and another straightforward calculation yields 
@L=g. 
Utilizing (3.3) and (3.4) in (3.1), we find that 
I 
This is an incomplete elliptic integral of the first kind with k = l/G. 
Setting u = 1 and 8 = 7c/2 in (3.5), we find that 
(3.3) 
(3.4) 
(3.5) 
Thus ,u = 2K( l/Ji)/ rc, as in Section 2, and moreover p is again given 
by (2.3). 
We now apply the inversion theorem for elliptic integrals in the Jacobi 
form [15, p. 4941. Thus, in the usual Jacobian notation, we deduce from 
(3.5) that 
am(z0) = 2 tan-’ u. (3.6) 
Since k = l/$, it follows as before that q = e-“. Hence, using the Fourier 
expansion (1.8) in (3.6), we complete the proof. 
THEOREM 3.2 (Entry 8, p. 286). Let 0, v, and p be as given in 
Theorem 3.1. Then, for 0 < 8 < 7~12, 
(-1)“c0s{(2n+1)8} 
n=0(2n+1)cosh{(2n+1)lr/2}’ (3.7) 
ProoJ: Trivially, (3.7) holds for 0 = n/2 and u = 1. (By (2.29), we also 
see that (3.7) is valid for 0 = 0 and u = 0.) Thus, it s&ices to prove that the 
derivatives of both sides of (3.7) with respect to 0 are equal. 
By differentiation, 
v dv m (-l)“sin{(2n+l)e) 
1 +v4de=n=0 c cosh((2n + 1) 7r/2} ’ (3.8) 
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BY (3.1), 
pd8 1 --=--- 
2dv m’ 
Since 8 is a montonically increasing function of v for 0 < v 6 1, 
(3.9) 
since /J = z. Using (3.9) and (1.1 l), we see that (3.8) may be rewritten in the 
form 
___ = sd(z0). 
& 
(3.10) 
Differentiating (3.2) with respect to 8 and employing (3.9), we find that, 
since p= z, 
z d!? = 1 + 2 f cos(2ne) = z dn(z(j) 
1 +vz n = , cosh(nn) 
> 
by (1.12). 
Next, since k = l/G, it follows from (1.7) and (3.11) that 
4V2 
snZ(zB)=2-2dn2(zt3)=(I +02)2. 
(3.11) 
(3.12) 
Thus, by (3.11) and (3.12), 
2v 2v 1 +v2 sn(z0) -= - = sd(z8). 
Jl+;;;i 1 m= dn(z6) 
Hence, (3.10) has been proved, and the proof is complete. 
THEOREM 3.3 (Entry 9, p. 286). Let 8, u, and p he defined as in 
Theorem 3.1. Then, for 0 < 8 -C 42, 
log(~)=log(tan(~+$) 
+4 f (-l)“sin{(2n+ 1)0} 
n=O (2nt l)(e(2n+“rr- 1)’ 
(3.13) 
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Proof: Clearly, (3.13) is valid for 8 = 0 = u. Thus, it suffices to prove 
that the derivatives with respect to 13 of both sides of (3.13) are equal. 
Hence, upon differentiation, 
Jlx 
z-=sec8+4 C 
1 -vu2 
O” (-l)kos{(2n+ l)e} = dn(z8) 
p”+l)“- 1 (3.14) 
n=O zcn(zB)’ 
where we have used (3.9) and the Fourier series (1.13). 
Now, by (1.6) and (3.12), 
l-v2 2 
cd(ze) = 1 - sn2tze) = 1 
( ) 
. (3.15) 
Hence, by (3.11) and (3.15), 
Ja-,+,h%? 1 +v2-dn(ztl) 
-jQF=---- i+d i-d 02(.2e)’ 
Thus, (3.14) has been demonstrated, and the proof is complete. 
Ramanujan recorded Theorem 3.3 with an extraneous factor of i on the 
left side of (3.13). 
Further results can be obtained by exploiting the integral identity 
(1.5). More precisely, replacing 8 and v by 0, and x, respectively, in 
(3.1), recalling that the values of p in (2.1) and (3.1) are identical, and 
employing (3.1), (1.5), and (2.1), we find that 
where u = fi x/dm. In other words, 
ax el=el(x)=e(v)=e - 
( > JiT? =e. 
Thus, inversion formulas involving v can be converted into inversion 
formulas involving x, and conversely. 
4. INVERSION FORMULAS FOR H 
THEOREM 4.1 (Entry 8, p. 283). Let 8, D, and p be defined by 
$= J”L 
o p=H(v)y (4.1) 
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where 0<8<n/2 andO<v<l. Then 
m (-l)“-‘ncos(2nB) 
(4.2) 
Proof: Putting 0 = 7r/2, v = 1, and u = t6 in (4.1), we deduce that 
& 
= r(2/3) r(5/6)’ (4.3) 
where we applied the reflection formula for the gamma function. 
Next, let u=4p2/(9t2) in (4.1) to deduce that 
e= = 
.f 
du 
4d(9U2) ,/4u3 - 4(2/~/3)~’ 
(4.4) 
Appealing to the classical theory of elliptic functions, in particular, the 
Weierstrass normal form, we know that there exists a pair of linearly 
independent periods wi, w2 with Im(w2/o,) > 0, such that 
g*(w,, 4 so (4.5 1 
and 
where g, and g, are defined by (2.8) and (2.9), respectively. Now 
g,(l, p) = 0, where p =exp(2rri/3) [7, p. 881. Moreover, the pair of 
arguments (1, p) yielding the value 0 is unique up to the multiplication by 
a nonzero constant. Thus, from (4.3), (4.5), and (4.6), 
6=g3(Oj,02)=~40C0;4 f’ 
1 
nl.n= -cc (m+wT 
= 140w;6E$(r) 
=280q6Q6) N(q*), (4.7 1 
where E:(r) is an Eisenstein series, T = 02/o, = p, [ denotes the Riemann 
zeta-function, q = exp(rcir), and 
N(q2)= 1 - 504 f nsq2” 
n=,l 
. 
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For the facts quoted in (4.7) see [13, p. 1943, and for further information 
about N, see Ramanujan’s work [ 11; 5, Chap. 15, Section 9; 6, Chap. 17, 
Section 13; 10; 12, pp. 136-1621. In his paper [lo], Ramanujan replaced N 
by R. 
By Entry 13(ii) in Chapter 17 of Ramanujan’s second notebook [ll, 61, 
where 
N(q2)=26(1 +P)(l- $*)(1-2/V), (4.8) 
q = p = eniw/wl = enip = e-nex~(W6). (4.9) 
(See also [lo; 12, p. 1401.) Thus, K’/K=exp(rci/6). We must determine k 
and z. 
From (4.5), (2.10), and (2.11), we find that 1 -k* + k4 = 0. Thus, 
k2 =exp( +ni/3). To prove that k2 =exp( -7ri/3), we use the result [8, 
P. 105, Eqs. (55), (WI, 
,Fl(a + l/3,% 2a + 2/3; exp( f 43)) = exp( f nia) 
,Fl(a + l/3, 3a; 2a + 2/3; exp( Tni/3)) 7 
(4.10) 
provided that 2a + 213 # 0, - 1, - 2, . . . . Suppose that k* = exp(ni/3), so that 
1 -k* = exp( -ni/3). Then, putting a = 4 in (4.10), we find that 
K’/K= exp( -d/6), which does not agree with the value for K’/K 
found above. However, if we assume that k2 = exp( -zi/3), so that 
1 - k2 = exp(rci/3), we find from (4.10) that K’/K= exp(ni/6), in agreement 
with what we calculated above. Hence k* = exp( -ni/3). Furthermore [S, 
P. 105, Eq. (56)1, 
z=,F, i, f; 1; e-W3 = 
> 
2 & 3 -412 
33’4r(5/6) r(2/3)’ 
Returning to (4.8) and using the values k = e-“i’6 and z in 
that 
(4.11) 
(4.1 l), we find 
N(q2)= - 
2%‘i 3J5i 2%c3 
39’2r6(2/3) r6(5/6) 2 -= 33r6(2/3) P(5/6)’ (4.12) 
Finally, from (4.7) and (4.12), 
6 280x6 251r3 
=iZGf 33r6(2/3) r6(5/6) 
2s9 
= 3%@6(2/3) P(5/6) 
by (4.3). Hence, oi = rc and o2 = pn, where p = e2=j13. 
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We now invoke the inversion formula for elliptic integrals in the 
Weierstrass normal form [7, p. 941. Hence, from (4.4), 
4p2 - = 9(8; 7r, pn), 9v2 
(4.13) 
where 9 denotes the Weierstrass +function. 
From (2.15), 
p(e; 71, ~71) = - ? + csc2 0 - 8 
cc rzq2n cos( 2nO) c 1-q*” ’ (4.14) n=l 
where, by (2.16), 
‘II=” 
( 
$+ f csc2(nnp) =7-c 
II=1 
) (;+-+)=J$. (4.15) 
where we have used an evaluation found in Berndt’s paper [4, p. 164, 
Prop. 2.271. Recalling that q is given by (4.9), we easily find that 
4 2n (-1)” 
-= 
1 - q2” eJ4-(-l)n’ 
n>, 1. (4.16) 
Putting (4.15) and (4.16) in (4.14) and then combining (4.13) and (4.14). 
we complete the proof of (4.2). 
THEOREM 4.2. Let 8, v, and p be as defined in Theorem 4.1. Then, ,for 
0 < 0 6 z/2, 
2p m (l/2)” lJ+’ -- ‘j .co n! (& _ 1) =‘Ot ‘+s+’ z ‘;;‘i”“;“;;;. (4.17) n I e 
Proof By expanding H(v) in (4.1) in a power series in v, we see that 
(4.18) 
as u tends to 0. It follows that 
Thus, letting 0 (and v) tend to 0 in (4.17), we verify indeed that (4.17) is 
valid in the limit. It is therefore sufficient to prove that the derivatives with 
respect to 8 of both sides of (4.17) are equal. 
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To that end, upon differentiation f (4.17), 
O” 
csc2 6 - - 
n>-82 
( - 1)” n cos(2A3) 
ennJT - ( - 1)” 
(4.19) 
where we have differentiated (4.1) and employed the fact that 8 is a 
monotonic function of v to determine du/dO. This completes the proof. 
THEOREM 4.3. Let 0, v, and p be defined as in Theorem 4.2. For 
0 < e < x/2, 
O” (l/3), dn 
logv+ c 
1 1 
II=1 
(5,6).(6n)+4>+410g3-ilog4 
= log(sin 0) + - 
O” (- l)n--l cos(2nfq 
ne.+2;, n(e”“Jj-(-l)“)’ (4.20) 
Proof: We first show that (4.20) is valid for 0 = 0 = v. Putting 8 = 0 = u 
in (4.20), we see that we must prove that 
7-l 1 1 
4++log3-310g4 
+2 f 
(-l)“-’ 
n=~n(enn~-(-l)“)’ 
(4.21) 
Now by Entry 23(iii) in Chapter 16 of Ramanujan’s second notebook 
Cll, 1,613 
log(f(eC”J5)) = f 
(-l)“-’ 
.-In e ( ““v&(-l)“)’ 
where f is defined by (2.22). Using also (4.18), we find that (4.21) may be 
rewritten in the form 
7c 1 1 
4++;?log3-jlog4=log (4.22) 
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Observe that with q given by (4.9), e-rrv”= -q2. Also recall that 
k2 = e-nli3, z is given in (4.11), and p is found in (4.3). Thus, by 
Entry 12(iii) of Chapter 17 in Ramanujan’s second notebook [ 11,6 J, 
Thus, (4.22) has been established, and (4.20) holds for 0 = 0 = u. 
It now suffices to show that the derivatives of both sides of (4.20) with 
respect to 0 are equal. Thus differentiating (4.20) and (4.1), we want to 
prove that 
2p Oz (l/2)” fP- ’ =-- 
3 .;, n!(6n- 1) ’ 
(4.23 
by Theorem 4.2. By applying Euler’s transformation (1.14) with a = f 
h = 1, c = 2, and z = u6, we deduce (4.23) at once. 
We are very grateful to Richard Askey for a suggestion which 
significantly shortened three of our proofs. 
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