We give a structured decomposition for reversible Boolean functions. Specifically, an arbitrary n-bit reversible Boolean function is decomposed to 7 blocks of (n−1)-bit Boolean function, where 7 is a constant independent of n; and the positions of those blocks have large degree of freedom. Our result improves Selinger's work by reducing the constant from 9 to 7 and providing more candidates when choosing positions of blocks.
Introduction
Reversible Boolean function is a one-to-one function which maps n-bit input to n-bit output. Combinatorially, it represents a permutation over {0, 1} n . One historical motivation of studying reversible computation is to reduce the energy consumption caused by computation [Ben88, SM13, ASZ10] . According to Landauer's principle [Lan61] , irreversible computation leads to energy dissipation of the order of KT per bit, where K refers to the Boltzmann constant and T is the temperature of the environment. While if the computing process is reversible, we can in principle use no energy. A classic example of realization of reversible Boolean function-the billiard ball computer where computation costs no energy-can be found in Nielsen and Chuang's book [NC10] . In addition, reversible Boolean function is widely used in quantum circuit such as in the modular exponentiation part of Shor's factoring algorithm [Sho99], or oracles in Grover's search algorithm [Gro96] . Any quantum circuit involving Boolean function, which is generally irreversible and unable to implement in quantum circuit directly, such as quantum arithmetic circuit [MDMN08, TTK09] , may benefit from the study of reversible Boolean function.
When implementing an n-bit reversible Boolean function, one may try to use induction and divide the problem into smaller cases. That is, we try to decompose an n-bit reversible Boolean function to a product of several (n − 1)-bit Boolean function. This decomposition is generally impossible, since if the n-bit reversible function represents an odd permutation over {0, 1} n , it can not be implemented by (n−1)-bit functions, which is even when being regarded as a permutation on n bits. However, in 2017, Selinger [Sel18] found the decomposition did exist for even n-bit functions and remarkably, the number of required (n − 1)-bit functions is a constant independent of n. More precisely, he proved that an arbitrary n-bit even reversible Boolean function can be represented by 9 (n − 1)-bit reversible Boolean functions with an alternating structure shown in Figure 1 [Sel18].
Our contribution is improving the constant 9 to 7 and providing more candidates for the position of each block. Instead of fixing two specified blocks, in our construction, we allow arbitrary (n−1)-bit · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · Figure 1: Alternative structure in [Sel18] blocks. Our construction consists of two steps. First, we prove that an arbitrary even n-bit reversible Boolean function can be transformed into a controlled permutation by 3 (n − 1)-bit blocks and the positions of those low-level blocks will have a lot of candidates. It is worth mentioning that the number 3 is essentially tight. Then we prove that an arbitrary controlled permutation can be fully recovered by 5 blocks, where the third and fourth blocks have a lot of choices. Combining the two constructions, we can literally merge the last block in the first step with the first block in the second step, thus providing a 7-depth full decomposition. As a partial result during the construction, we show that two different (n − 1)-bit blocks are enough to formulate the cycle pattern of any even n-bit permutation which is free of 3-and 5-cycle. We believe this result has some individual interest. Here, cycle pattern is the list {c k }, where c k is the number of k-cycles in its cycle decomposition. The limitation that cycle pattern is free of 3-and 5-cycle is indeed inevitable since we can prove two (n − 1)-bit block can not compose a single 3-or 5-cycle.
Since reversible Boolean function is naturally unitary, one may try to extend this structured decomposition into unitary cases and the task becomes decomposing n-bit unitary to (n − 1)-bit unitary. Towards this problem, there are some related results. Combining Cosine-Sine decomposition [SBM04] and controlled gate decomposition in [NC10] , we can break arbitrary n-bit unitary down into nearly 30 (n − 1)-bit unitaries. We are not sure whether the number can be reduced.
The structured decomposition may have some potential applications. Though not directly improving results in circuit synthesis, the structure of this decomposition implies some interesting results. For instance, in Selinger's construction in Figure 1 , long-distance CNOT, a CNOT between the first and the last bit prohibited by today's quantum devices [Dev16, DiV00] , shall be avoided. Although similar effect can be realized with SWAP gate [ZPW18], this result actually indicates such gate-costing alternative will not happen frequently in a proper structure. In our setting, the positions of blocks have certain freedom to choose, which makes the construction even more flexible for different potential physical devices [ALF + 17, VEYD17]. Combining the structured decomposition with some universal method which decomposes the blocks into low-level gates, one may get a sequence of gates satisfying structure constraints such as no long-distance CNOT.
Organization of the paper In Section 2, we give formal definitions of the key elements required in expressing problem and formulating proof. Then in Section 3, we list our main results and prove key lemmas. In Section 4, we transform n-bit reversible Boolean function to controlled reversible Boolean function by 3 (n − 1)-bit blocks. In Section 5, we show how to recover controlled Boolean function by 5 blocks. At last, the paper is concluded in Section 6. For conciseness, some proofs are put into Appendix.
Preliminary
In general, our work aims to implement an even n-bit reversible Boolean function using (n − 1)-bit reversible Boolean function. In order to state our problems and theorems properly, formal definitions are required.
Denote [n] as the set {1, 2, · · · , n}. Let {0, 1} n be the set of n-bit binary strings and S {0,1} n be the group of permutations over {0, 1} n . For simplicity, we abbreviate reversible Boolean function as reversible function and permutation over S {0,1} n as n-bit permutation.
Since any n-bit reversible function can be viewed as a permutation over S {0,1} n , thus the set of all n-bit reversible functions is isomorphic with S {0,1} n . Moreover, we say an n-bit reversible function is even if its corresponding permutation is even. Given a vector x ∈ {0, 1} n , denote x i as the value of the i-th bit. For any x ∈ {0, 1} n , define
x ⊕i is x flipped the i-th bit. Furthermore, define x ⊕i 1 ,i 2 ,··· ,i k recursively as x ⊕i 1 ⊕i 2 ,··· ,i k .
Definition 1 (Controlled permutation). Given n ∈ Z + and i ∈ [n], we say π is an n-bit i-controlled
Note that for any x ∈ {0, 1} n , all permutation σ ∈ S (i) {0,1} n keeps the i-th bit of string x invariant. For example, if i = 1, then there exist g, h ∈ S {0,1} n−1 such that σ(0y) = 0g(y), σ(1y) = 1h(y) for any y ∈ {0, 1} n−1 .
Definition 2 (Concurrent controlled permutation). Given n ∈ Z + and i ∈ [n], we say π is an n-bit
An n-bit concurrent i-controlled permutation is induced by an (n − 1)-bit reversible function acting on two subspaces simultaneously, which keeps the i-th bit invariant. For example, if we use an (n − 1)-bit reversible function f on the last (n − 1) bits to induce an n-bit reversible function σ, then σ is a n-bit concurrent 1-controlled permutation, where σ(0y) = 0f (y), σ(1y) = 1f (y) for any y ∈ {0, 1} n−1 . Note that the induced permutation σ must be an even permutation.
Definition 3 (Alternation depth). Given n ∈ Z + , n ≥ 2 and σ ∈ S {0,1} n , we say that σ has
3 Main results and proof sketch
In the previous work, Selinger proved that arbitrary even n-bit reversible Boolean function can be decomposed to 9 blocks of (n − 1)-bit reversible Boolean function. Our main contribution is improving the constant 9 to 7. The main theorem is stated as followed.
Theorem 1. For integer n ≥ 6, arbitrary even permutation σ ∈ S {0,1} n has alternation depth 7.
To prove this, we first decompose σ to a controlled permutation by Proposition 1; then break down controlled permutation to identity by Proposition 2. We achieve these two steps with 3 and 5 blocks respectively, while Selinger [Sel18] with 4 and 5 blocks. By finer analysis, the last block of the first step and the first block of the second step can be merged. Thus a 7-block implementation is obtained. The sketch of the whole process is depicted in Figure 2 .
Proposition 1 states that we can transform n-bit permutation to controlled permutation by 3 concurrent controlled permutation with many candidates.
Proposition 1. For integer n ≥ 4, σ ∈ S {0,1} n and r 1 ∈ [n], there exist at least (n − 2) different In addition, we also show the tightness of Proposition 1 by Lemma 3 in Section 4. Proposition 2 states that we can recover any n-bit controlled permutation by 5 concurrent controlled permutations, which has a large degree of freedom.
Proposition 2. For integer n ≥ 6, r 1 ∈ [n], even permutation σ ∈ S (r 1 ) {0,1} n and r 2 , r 3 , r 4 ∈ [n]\{r 1 } satisfying r 3 = r 4 , there exist π 1 ∈ C
The key to the proof of Proposition 2 is the following proposition, which states two n-bit concurrent controlled permutation can formulate the cycle pattern of any even n-bit permutation free of 3-and 5-cycle. We believe this proposition may have individual interest.
Proposition 3. For integer n ≥ 4, distinct r 1 , r 2 ∈ [n] and even permutation σ ∈ S {0,1} n , which is free of 3-and 5-cycle, there exist π ∈ C (r 1 )
{0,1} n such that πτ and σ have the same cycle pattern, which is equivalent to that hσh −1 = πτ holds for some h ∈ S {0,1} n .
The proof of Proposition 1 is in Section 4 and the proof of Proposition 2 is in Section 5.
Transforming n-bit permutation to controlled permutation
In this section, we give a proof to Proposition 1. That is, we transform an n-bit permutation σ to a controlled permutation using 3 concurrent controlled permutations. σ may involve 2 n elements and have a complicated pattern. However, to transform σ to a controlled permutation, which keeps a bit invariant, the key point is whether the i-th bit of σ(x) equals the i-th bit of x. So we simplify the representation of a permutation by constructing a black-white cuboid, where the color indicates whether σ(x) i = x i . Then proving Proposition 1 is equivalent to transforming the colored cuboid to white.
Specifically, we visualize the permutation on an 2 × 2 × 2 n−2 3-d cuboid. In Section 4.1, we give the construction for the black-white 3-d cuboid corresponding to σ. After that, in Section 4.1.1, we give a constructive proof to transform the colored cuboid to a white cuboid.
Proof sketch of Proposition 1. First we choose two different r 1 , r 2 ∈ [n] and construct a black-white cuboid. Then we transform the colored cuboid to a canonical form by C (r 2 ) {0,1} n using Lemma 4. We also prove in most cases, the canonical form can be transformed to a white cuboid by C
{0,1} n . Finally, if the canonical form falls into a bad case, we prove for any r 3 ∈ [n]\{r 1 , r 2 }, by checking the new canonical form based on r 1 , r 3 , this case can be solved with C
Visualizing a permutation on a 3-d cuboid
Given a permutation σ ∈ S {0,1} n , in this section we construct a 3-d black-white cuboid for σ and discuss the effect of transformation, that is the new colored cuboid for στ , τ ∈ S {0,1} n .
Recall that σ is a permutation over 2 n elements and it has a unique cycle decomposition. Fixing r 1 , r 2 ∈ [n] and compressing the other (n − 2) dimensions, we get a 3-d cuboid. For example, if n = 4, r 1 = 1, r 2 = 2, then we compress the remaining two dimensions into one by letting the coordinates to be 00, 01, 10, 11. We visualize σ in Figure 3 , where σ := (1001, 1100, 0101)(1110, 0110, 0111, 1111)(1010, 0010, 0011, 1011).
As an example, 1100 is labelled on (1, 10, 0), where 10 represents a binary string as the coordinate. The arrows in the figure stand for a permutation σ. In this case, σ(1100) = 0101, so we draw an arrow from 1100 to 0101.
The graph representation reflects both pattern and structure of the permutation. If we exert an concurrent controlled permutation τ = (1010, 1011, 0011, 0010)(1110, 1111, 0111, 0110) ∈ C
(2) {0,1} 4 on σ, it will have the same effect on the front and back face of the cuboid, eliminating the two 4-cycles. That is, the 3-d cuboid corresponding to στ will only have a 3-cycle. Back to Proposition 1, here we aim to eliminate cycles which have overlap with both top and bottom face. To further simplify the notation, we transform the cuboid with arrow pattern into a cuboid with black-white colored nodes. That is, we paint coordinate x ∈ {0, 1} n black if σ(x) r 1 = x r 1 as shown in Figure 4 . Intuitively, the black node means that σ(x) is in a wrong face.
If π pushes x to the opposite face, the color of π(x) will be the opposite of original x's. That is, assuming π(x) = x ′ and x r 1 = x ′ r 1 , if σ(x) r 1 = x r 1 , σ(π(x ′ )) r 1 = x ′ r 1 and vice versa. An example is in Figure 5 for π = (1100, 0101)(1000, 0001) ∈ C
{0,1} n if and only if the whole cuboid is white. To prove Proposition 1, it suffices to show that we can transform any black-white cuboid into a white cuboid.
For simplicity, as shown in Figure 5 , we use double line to connect x and x ⊕r 2 for all x with
x r 1 = 1; and zigzag line to connect x and x ⊕r 2 for all x with x r 1 = 0. Let a 1 , a 2 , a 3 , a 4 be the number of , , , and b 1 , b 2 , b 3 , b 4 be the number of , , , respectively. Following from previous section, we construct a colored cuboid for σ and calculate corresponding a i 's, b i 's. We can quickly check how to transform σ to S (r 1 )
{0,1} n by the following Lemmas. Since the number of black nodes in lower and upper faces are the same, it is easy to see a 3 + a 4 + b 3 + b 4 is even. Lemma 1 shows most cases are solvable by C
The remaining cases, which can not be solved by Lemma 1, can in turn be solved by Lemma 2. For completeness, we also prove the insolvability of these cases in the order r 2 , r 1 , r 2 by Lemma 6 in Appendix.
Lemma 2. For any r 3 ∈ [n]\{r 1 , r 2 }, there exist σ 1 ∈ C (r 1 ) {0,1} n and π 1 , π 2 ∈ C (r 3 )
The following lemma shows the tightness of 3 steps, the proof of which is left in Appendix.
Lemma 3. For all even number n ≥ 4, there exists an even permutation σ ∈ S {0,1} n such that
{0,1} n . Now back to Lemma 1, to give specific constructions, we first transform the colored cuboid to a canonical form by Lemma 4 and classify them into different cases.
A canonical form is a colored cuboid only containing 3 kinds of matching pairs (here we also call them "cards") along the compressed dimensions, which are , , . We call them A-card, B-card, and C-card; and the numbers of these three kind of cards are α, β, γ respectively.
Assume a 2 + a 3 ≤ b 2 + b 3 , to transform the colored cuboid to a canonical form, we first apply
{0,1} n to rearrange the nodes, such that the cuboid for στ τ ′ is a canonical form.
{0,1} n such that the colored cuboid for σπ is of canonical form.
Proof. Recall that the color of a node x refers to whether σ(x) is in the correct face. So if coordinate
x is black and x ′ r 1 = x r 1 , then coordinate x ′ will be white after swapping x and x ′ ; vice versa. For example, if we use x, x ⊕r 2 , y, y ⊕r 2 to denote the four nodes in and . Then swap with
{0,1} n , it will change to and . See Figure 5 as an example.
. This transformation is achieved by the following algorithm. Since the number of black nodes is the same in each of top and bottom face, if there is a black node in one face, the opposite face has one as well. Therefore, in line 3 the number of and is no fewer than ; in line 6 the number of and is no fewer than . Since a 2 + a 3 ≤ b 2 + b 3 , it can be verified when algorithm executes in line 8, the number of is no more than . After performing this algorithm, we have a ′ 2 = a ′ 3 = b ′ 3 = 0 and a ′ 4 = b ′ 4 . Then we rearrange the nodes to form A-, B-, C-cards. Since a ′ 4 = b ′ 4 , by some permutation
{0,1} n , we can also assure that the colored cuboid corresponding to στ τ ′ only has these three kind of cards. Thus let π = τ τ ′ , then the colored cuboid for σπ is of canonical form.
Recall that we define the numbers of A-, B-, C-cards are α, β, γ respectively. Since in the procedure of Algorithm 1, the number of and invariant, as well as and , we have
Now we give proof of the 1 st and 3 rd case of Lemma 1 here, leaving 2 nd case in Appendix.
Lemma 1 (Restate 1 st and 3 rd case). There exist σ 1 ∈ C (r 1 )
{0,1} n and π 1 , π 2 ∈ C (r 2 )
{0,1} n such that σπ 1 σ 1 π 2 ∈ S (r 1 ) {0,1} n if 1. a 3 + a 4 + b 3 + b 4 > 2 holds or, 3. a 3 + a 4 + b 3 + b 4 = 0 and b 1 + a 2 is even (equivalently a 1 + b 2 is even) hold.
Proof. Without loss of generality, assume a 2 + a 3 ≤ b 2 + b 3 . Using Lemma 4, we transform the colored cuboid to a canonical form with π ′ ∈ C (r 2 ) {0,1} n and calculate the number of the three kind of cards, i.e., α, β, γ. First notice that if we pair two A-cards or two B-cards, the paired A-cards and B-cards could be transformed to C-cards by following permutations:
This approach solves the 3 rd case directly and reduces the 1 st case to the following 3 subcases. Since these card groups can be solved parallelly, in final construction, π 1 = π ′ τ 1 , σ 1 = τ 2 , and π 2 = τ 3 .
• α = 1, β = 1, γ ≥ 2 : This graph shows how to solve 1 A-card and 1 B-card with 2 C-cards.
• α = 1, β = 0, γ ≥ 2 : This graph shows how to solve 1 A-card with 2 C-cards.
Transforming controlled permutation to identity
In this section, we transform a controlled permutation to identity through 5 concurrent controlled permutations, where the first block can be merged with the last block of Proposition 1. Intuitively, a controlled permutation acts on two subspaces respectively. That is, we can use f, g ∈ S {0,1} n−1 to
{0,1} n . If r = 1, then we can write σ as σ(0x) = 0f (x), σ(1x) = 1g(x). To capture the structure, we use a 2 n × 2 n matrix to represent a permutation σ ∈ S {0,1} n . The basis is n-bit strings in the ascending order. For example, if σ = (00, 01)(10, 11) ∈ C Here
Using matrix representation, we have for any h ∈ S {0,1} n−1 ,
{0,1} n . If we aim to prove σ can be decomposed to identity in 4 steps, it suffices to show there exist σ 1 ∈ C
{0,1} n−1 such that σ 1 σ 2 shares same pattern with f −1 g ∈ S {0,1} n−1 .
However, we are able to prove that σ 1 σ 2 can not formulate a single 3-or 5-cycle by Lemma 10. On the other hand, we show that σ 1 σ 2 can achieve patterns free of 3-or 5-cycle by Proposition 3. To reduce 3-and 5-cycles, we develop a cycle elimination algorithm by Lemma 5, which can be incorporated into the last block of of Proposition 1.
Next we give the proof of Proposition 3, which states two concurrent permutation can compose most of the patterns.
Proposition 3 (Restated). For integer n ≥ 4, distinct r 1 , r 2 ∈ [n] and even permutation σ ∈ S {0,1} n , which is free of 3-and 5-cycle, there exist π ∈ C (r 1 )
Proof. We first show the construction will be easy, if σ only has two cycles with the length of a and b respectively where a + b is even and no less than 10. Specifically, for even (odd) a, we construct π, τ by Lemma 7 (Lemma 8).
If σ has more than 2 cycles, since σ is even, the number of even cycles must be even. We pair even cycles and achieve them by Lemma 7. If the number of odd cycles is even, we pair them and use Lemma 8; otherwise, since there are 2 n elements, a fix point (1-cycle) must exist. We pair the final odd cycle with the fix point and use Lemma 9.
Note that the constructions in Lemma 7, Lemma 8, Lemma 9 are inplace; and by proper arrangement, we can perform the construction for each pair in parallel. Now we describe Lemma 5, which states that we can eliminate 3-and 5-cycles. The proof of it is left in Appendix.
Lemma 5. For integer n ≥ 5, r 1 ∈ [n] and even permutation σ ∈ S {0,1} n , there exists π ∈ C (r 1 ) {0,1} n such that σπ is free of 3-and 5-cycles.
Combining these result, finally we are able to prove Proposition 2.
Proposition 2 (Restated). For integer n ≥ 6, r 1 ∈ [n], even permutation σ ∈ S (r 1 ) {0,1} n and r 2 , r 3 , r 4 ∈ [n]\{r 1 } satisfying r 3 = r 4 , there exist π 1 ∈ C (r 2 )
Proof. Without loss of generality, we assume r 1 = 1, r 2 = 2. Since σ ∈ S (r 1 )
where f, g ′ , g, h ∈ S {0,1} n−1 and g ′ , h shall be determined later.
Since f −1 g is even permutation, by Lemma 5, there exists g ′ ∈ C (r 2 )
{0,1} n−1 such that f −1 gg ′ is free of 3-and 5-cycles. Then by Proposition 3, there exist u ∈ C (r 4 )
{0,1} n−1 such that uv has the same cycle distribution as f −1 gg ′ . This condition is equal to that there exists h ∈ S {0,1} n−1 such that hf −1 gg ′ h −1 = uv. Therefore
Then setting
{0,1} n . For example, if n = 6 and u = (10000, 11111)(00000, 01111) ∈ C
(1)
{0,1} 5 , then τ 2 = (110000, 111111)(100000, 101111) ∈ C
{0,1} 6 .
Conclusion and open questions
In our work, we offer a method to decompose arbitrary n-bit reversible Boolean function σ into 7 blocks of (n − 1)-bit reversible Boolean function, where the blocks have certain freedom to choose. Technically, we transform σ to a controlled permutation by 3 blocks, which is essentially tight. Then transform controlled permutation to identity by 5 blocks. In addition, the last block of the first step can be merged with the first block of the second step, thus providing a 7-depth decomposition. We also prove two concurrent controlled permutation can formulate any cycle pattern which is free of 3-and 5-cycle; and the restriction that the cycle pattern contains no 3-or 5-cycle is inevitable. One direct open question is whether the constant 7 can be further improved and which constant is optimal. Another interesting question is to relax the (n − 1)-bit block to be unitary. Since (n − 1)bit reversible Boolean function is naturally unitary, if we allow the block to be unitary, the number of required blocks will not be greater than 7. Thus the problem becomes whether this number can be strictly smaller than the optimal number of reversible Boolean blocks. {0,1} n and π 1 , π 2 ∈ C (r 2 )
Proof. Without loss of generality, assume a 2 + a 3 ≤ b 2 + b 3 . Using Lemma 4, we transform the colored cuboid to a canonical form with π ′ ∈ C (r 2 ) {0,1} n and calculate the number of the three kind of cards, i.e, α, β, γ. First notice that if we pair two A-cards or two B-cards, the paired A-cards and B-cards could be transformed to C-cards by following permutations:
This approach reduces the case to the following 3 subcases. Since these card groups can be solved parallelly, in final construction, π 1 = π ′ τ 1 , σ 1 = τ 2 , and π 2 = τ 3 .
• α = 2, β = 1, γ ≥ 1: This graph shows how to solve 2 A-cards and 1 B-card with 1 C-card.
• α = 0, β = 3, γ ≥ 1 : This graph shows how to solve 3 B-cards with 1 C-card.
• α = 1, β = 2, γ ≥ 1 : This graph shows how to solve 1 A-card and 2 B-cards with 1 C-card.
{0,1} n = ===== =⇒ 6.1.2 Three-step insolvable case in the order r 2 , r 1 , r 2 For fixed r 1 , r 2 , cases in Lemma 1 can be transformed to controlled permutation by C
{0,1} n . But the rest of the cases are indeed insolvable in the order r 2 , r 1 , r 2 . This insolvability is stated as Lemma 6. However, those cases can be solved easily in three steps if we choose order r 3 , r 1 , r 3 for any r 3 ∈ [n]\{r 1 , r 2 }, which is described in Lemma 2.
Lemma 6. For any σ 1 ∈ C
Proof. Assume for contradiction there exist σ 1 ∈ C
{0,1} n , such that σπ 1 σ 1 π 2 ∈ S (r 1 ) {0,1} n . Construct the black-white cuboid for σ.
For the first case, define η as the number of and . It is easy to check η ≡ 2 (mod 4) at the beginning and any permutation π 1 ∈ C (r 2 ) {0,1} n does not changes the value of η mod 4. Note that any permutation σ 1 ∈ C (r 1 ) {0,1} n does not change η. Thus, π 2 ∈ C (r 2 ) {0,1} n can not transform all node to white, since it requires η ≡ 0 (mod 4), which is a contradiction.
For the second case, define ξ as the number of . It is easy to check ξ is odd at the beginning and any permutation π 1 ∈ C (r 2 ) {0,1} n does not change its parity. Note that any permutation σ 1 ∈ C (r 1 ) {0,1} n does not change ξ. Thus, π 2 ∈ C (r 2 ) {0,1} n can not transform all node to white, since it requires ξ is even, which is a contradiction. 6.1.3 Three-step solvable case in the order r 3 , r 1 , r 3
In this section, we deal with the insolvable cases described in Section 6.1.2. Fixing r 1 , if for some r 2 , the corresponding canonical form falls into insolvable cases, then for any r 3 ∈ [n]\{r 1 , r 2 }, the canonical form corresponding with r 1 , r 3 will fall into 3-step solvable cases. Note that when we switch dimension from r 2 to r 3 , we rearrange coordinates but do not change the color of a coordinate, which is only determined by dimension r 1 . The key here is a 3 + b 3 + a 4 + b 4 , namely the number of black-black and white-white pairs.
To show the effect of switching dimensions, we visualize the permutation on a black-white 4-d cuboid in Figure 6 as two 3-d cuboids. When r 1 , r 2 are fixed, pick an arbitrary r 3 ∈ [n]\{r 1 , r 2 } and compress all the other (n − 3) dimensions. As before, paint x black if σ(x) r 1 = x r 1 for all x ∈ {0, 1} n . An example of n = 4, r 1 = 1, r 2 = 2, r 3 = 4 is Figure 6 . The left and right 3-d cuboids corresponding to r 3 = 0 and r 3 = 1. In Figure 6 , let a 1 , a 2 , a 3 , a 4 be the number of , , , and b 1 , b 2 , b 3 , b 4 be the number of , , , respectively. When we switching dimension r 2 and r 3 , Figure 6 changes to Figure 7 . Similarly, in Figure 7 , denoteâ 1 ,â 2 ,â 3 ,â 4 to be the number of , , , andb 1 ,b 2 ,b 3 ,b 4 to be the number of , , , respectively.
Lemma 2 (Restated). For any r 3 ∈ [n]\{r 1 , r 2 }, there exist σ 1 ∈ C (r 1 )
{0,1} n and π 1 , π 2 ∈ C (r 3 )
{0,1} n such that σπ 1 σ 1 π 2 ∈ S (r 1 ) {0,1} n if 1. a 3 + a 4 + b 3 + b 4 = 2 and min{b 1 + a 2 , a 1 + b 2 } = 0 hold or 2. a 3 + a 4 + b 3 + b 4 = 0 holds and b 1 + a 2 is odd (equivalently a 1 + b 2 is odd) hold.
Proof of the first case in Lemma 2. Without loss of generality, assume b 1 + a 2 = 0. And we have the following four cases.
• a 3 +a 4 = 2 : Thus all x ∈ {0, 1} n , x r 1 = x r 2 = 0 are black; and all x ∈ {0, 1} n , x r 1 = 0, x r 2 = 1 are white. Therefore,b 3 =b 4 = 2 n−3 , which is three-step solvable based on the first case of Lemma 1.
• b 3 + b 4 = 2 : Similar argument with case a 3 + a 4 = 2.
• b 3 = 1 : Thus all x ∈ {0, 1} n , x r 1 = x r 2 = 0 are black; and all x ∈ {0, 1} n , x r 1 = 0, x r 2 = 1 are white except one. Therefore,b 3 = 2 n−3 ,b 4 = 2 n−3 − 1, which is three-step solvable based on the first case of Lemma 1.
• b 4 = 1 : Similar argument with case b 3 = 1.
Proof of the second case in Lemma 2. Since a 3 + a 4 + b 3 + b 4 = 0, then for any x ∈ {0, 1} n the color of x is different from the color of x ⊕r 2 . Denote #S as the cardinality of some set S and define:
u b :=#{x ∈ {0, 1} n | x r 1 = 1, x r 2 = 0, x r 3 = 0, x painted black} u w :=#{x ∈ {0, 1} n | x r 1 = 1, x r 2 = 0, x r 3 = 0, x painted white} l b :=#{x ∈ {0, 1} n | x r 1 = 0, x r 2 = 0, x r 3 = 0, x painted black} l w :=#{x ∈ {0, 1} n | x r 1 = 0, x r 2 = 0, x r 3 = 0, x painted white} and
is odd. On the other hand, #{x | x r 2 = 0, x r 3 = 0} = #{x | x r 2 = 0, x r 3 = 1} = 2 n−2 is even. Therefore there exists x ∈ {0, 1} n , x r 2 = 0 such that the color of x is the same with the color of
x ⊕r 3 . Thus,â 3 +â 4 +b 3 +b 4 > 0.
•â 3 +â 4 +b 3 +b 4 > 2 : It is three-step solvable based on the first case of Lemma 1.
•â 3 +â 4 +b 3 +b 4 = 2 : Thus there exists x ∈ {0, 1} n , x r 1 = 0, such that x is white; then x ⊕r 3 and x ⊕r 2 are all black; and x ⊕r 2 ,r 3 is white. Thus when r 2 is swapped with r 3 , x with x ⊕r 3 and x ⊕r 2 with x ⊕r 2 ,r 3 form and . Thereforeb 1 ,b 2 > 0, which is three-step solvable based on the second case of Lemma 1.
Proof of Lemma 3
Lemma 3 (Restated). For all even number n ≥ 4, there exists an even permutation σ ∈ S {0,1} n such that στ π / ∈ S (r 3 )
{0,1} n for any r 1 , r 2 , r 3 ∈ [n], τ ∈ C (r 1 )
{0,1} n and π ∈ C (r 2 )
{0,1} n .
Proof. Let σ 3 = (000, 001)(101, 111)(010, 110) ∈ S {0,1} 3 , then define σ k+1 recursively based on σ k . Assume u ∈ {0, 1} k is a fixed point under τ k , then
otherwise.
Thus σ k ∈ S {0,1} k is the composition of k disjoint swaps. Let σ = σ n .
We paint x ∈ {0, 1} n black if σ(x) r 3 = x r 3 . Therefore, only two x's will be black and their coordinates are distinct only in r 3 -th. Thus, without loss of generality, assume r 1 , r 2 , r 3 are distinct. Follow the same notation a i 's, b i 's in Section 4.1, we have a 2 = b 2 = 1, a 1 = a 3 = a 4 = b 1 = b 3 = b 4 = 0. Thus after τ ∈ C (r 1 )
{0,1} n will have to eliminate all black nodes, the pattern in the r 2 = 0 part should be the same with the r 2 = 1 part. That is a contradiction.
Proof of Proposition 2
Lemma 7. For integer n ≥ 3, even positive integers a, b satisfying a+b ≤ 2 n and distinct r 1 , r 2 ∈ [n], there exist σ ∈ C (r 1 )
{0,1} n such that permutation σπ is exactly a, b-cycle. Proof. Without loss of generality, assume a ≤ b and r 1 = 1, r 2 = 2. Let k = a/2 and l = b/2. The following two cases are solved in different way:
• a = b : Let π = id and create two identical a-cycles with σ. That is σ = (00z (1) , ..., 00z (k) , 01z (k) , ..., 01z (1) )(10z (1) , ..., 10z (k) , 11z (k) , ..., 11z (1) ) for proper z (i) ∈ {0, 1} n−2 .
• a = b: Construction is in the left of Figure 8 when k + l is even; and right for odd. That is, when k + l is even, let
Then σπ is exactly a, b-cycle. When k + l is odd, the algorithm is similar.
· · · · · · · · · · · · · · · · · · · · · · · · (k + l)/2 k · · · · · · · · · · · · · · · · · · · · · · · · (k + l − 1)/2 k Lemma 8. For integer n ≥ 4, odd integers a, b satisfying a, b ≥ 5 and a + b ≤ 2 n , and distinct r 1 , r 2 ∈ [n], there exist σ ∈ C (r 1 )
{0,1} n such that permutation σπ is exactly a, b-cycle. Proof. Without loss of generality, assume a ≤ b. Let k = (a − 1)/2 and l = (b − 1)/2. The following two cases are solved in different way:
• a = b : Let π = id and create two identical a-cycles with σ. That is σ = (00z (1) , ..., 00z (k) , 00z (k+1) , 01z (k) , ..., 01z (1) )(10z (1) , ..., 10z (k) , 10z (k+1) , 11z (k) , ..., 11z (1) ) for proper z (i) ∈ {0, 1} n−2 .
• a = b: Note that if k + l is even, then k − l = k + l − 2l is even. Construction in the left of Figure 9 works when k + l is odd; and right for even. That is, when k − l is even, l − 2 Lemma 9. For integer n ≥ 4, odd integer b ≥ 7 satisfying 1 + b ≤ 2 n and distinct r 1 , r 2 ∈ [n], there exist σ ∈ C (r 1 )
{0,1} n such that permutation σπ is exactly a, b-cycle. Proof. Let l = (b − 1)/2. Construction in the left of Figure 10 works when l is odd; and right for even. That is, when l is even, let σ = (00z (1) , ..., 00z ( (l+2) 2 ) , 01z ( l 2 ) , ..., 01z (1) )(10z (1) , ..., 10z ( (l+2) 2 ) , 11z ( l 2 ) , ..., 11z (1) )
Then σπ is exactly a a-and b-cycle. When l odd the method is similar.
Lemma 5 (Restated). For integer n ≥ 5, r 1 ∈ [n] and even permutation σ ∈ S {0,1} n , there exists
{0,1} n such that σπ is free of 3-and 5-cycles. Proof. Let c k be the number of k-cycles in σ and denote ζ σ = c 1 + c 2 + c 3 + c 4 + c 5 . We will show that if c 3 > 0 or c 5 > 0 then we can construct a permutation π ′ ∈ C (r 1 )
{0,1} n such that ζ σπ ′ < ζ σ . Pick an arbitrary 3-cycle or 5-cycle C . Since C is odd cycle, there exists u ∈ C such that v := u ⊕r 1 / ∈ C . Let C ′ be the cycle where v belongs. Denote where dist cyc (v, w) is the minimum distance of v, w on cycle C ′ . Then |S| ≤ 5 + 9 and
Thus there exists w ∈ {0, 1} n such that w, w ⊕r 1 / ∈ S. Let w be w ⊕r 1 and without loss of generality assume u r 1 = w r 1 .
Let
{0,1} n , and we will prove ζ σπ ′ is strictly less than ζ σ , by checking the following cases.
• w, w / ∈ C ′ : Swapping u, w merges C with another cycle, which reduces ζ σ by at least 1. And similarly when swapping v, w.
• w / ∈ C ′ , w ∈ C ′ : Swapping u, w merges C with another cycle, which reduces ζ σ by at least 1. Then swapping v, w splits C ′ into two cycles; and the length of neither is smaller than 6, which does not increase ζ σ .
• w ∈ C ′ , w / ∈ C ′ : Swapping u, w merges C with C ′ , which reduces ζ σ by at least 1. Then swapping v, w merges new C ′ with another cycle, which will not increase ζ σ .
• w, w ∈ C ′ : Swapping u, w merges C with C ′ , which reduces ζ σ by at least 1. Then swapping v, w splits new C ′ into two cycles; and the length of neither is smaller than 6, which does not increase ζ σ .
Thus after this operation, ζ σπ ′ is strictly less than ζ σ . Continue this process until no 3-cycle or 5-cycle left. Then the permutation π we needed is just merging all π ′ in the operating process.
Lemma 10. For any σ 1 ∈ C (r 1 )
{0,1} n , σ 1 σ 2 can not be a permutation that is merely a 3-cycle or a 5-cycle.
Proof. Without loss of generality, assume r 1 = 1, r 2 = 2.
(1) Suppose σ = σ 1 σ 2 is a 3-cycle. {0,1} n , then σ 2 = σ −1 1 σ must belong to S
{0,1} n ∩ C
(2)
{0,1} n , thus there exist τ 0 , τ 1 ∈ S {0,1} n−2 that for any x ∈ {0, 1} n−2 , σ 2 (0ix) = 0iτ 0 (x),σ 2 (1ix) = 1iτ 1 (x), for i = 0, 1.
For σ 1 ∈ C (1) {0,1} n , there exists g ∈ S {0,1} n−1 such that for any y ∈ {0, 1} n−1 , σ 1 (i, y) = (i, g(y)). Then σ(ijx) = ig(j, τ i (x)). Thus, if σ is 3 cycle, then without loss of generality, we can assume σ(0jx) = 0jx, then g(jτ 0 (x)) = jx. Then σ(1jx) = 1g(jτ 1 (x)) = 1jτ −1 0 τ 1 (x). Patterns in subspace {10x|x ∈ {0, 1} n−2 } should be the same with patterns in subspace {11x|x ∈ {0, 1} n−2 }. Thus patterns in the whole space can not be only a circle. Thus σ can not be a 3-cycle.
If σ ∈ S
(2) {0,1} n , the analysis is similar by observing σ −1 = σ −1 2 σ −1 1 .
{0,1} n . We prove σσ −1 2 σ −1 1 does not belong to S
{0,1} n thus it can not be identity. To prove this, we choose r 1 = 1, r 2 = 2 and construct a colored cuboid described in Section 4. Then the cuboid will have 2 black nodes. Notice that σ −1 1 does not change the number of black nodes and if the colored cuboid for σσ −1 2 σ −1 1 is white, then σσ −1 2 is white. If we use η to denote the number of black nodes. Then η in the colored cuboid for σ must satisfy η ≡ 0 (mod 4), thus a contradiction.
(2) Suppose σ = σ 1 σ 2 is a 5-cycle. {0,1} n , similar with (1)(a), σ can not be a 5-cycle.
{0,1} n . Then choose r 1 = 1, r 2 = 2 and construct a colored cuboid. We use η to denote the number of black nodes in the cuboid. According to the definition of colored cuboid, η must be even. If η = 2, proof is similar with (1)(a). If η = 4. For σσ −1 2 σ −1 1 = id and σ −1 1 does not change number of black nodes, we conclude colored cuboid for σσ −1 2 is white and the four black nodes for σ must be x, x ⊕2 ,x,x ⊕2 for some x,x, x 1 =x 1 , x 2 =x 2 . Without loss of generality, we assume the fifth element in the 5-cycle to be z where z 1 = x 1 . For the four black nodes, we can assume the relative position in the cycle decomposition to be x,x, x ⊕2 ,x ⊕2 or x,x ⊕2 , x ⊕2 ,x. By checking all possible arrangement of z, we can assume the following cases, let π = (x,x)(x ⊕2 ,x ⊕2 ) ∈ C
(2) {0,1} n : (i) σ = (x,x, x ⊕2 ,x ⊕2 , z) . Then σπ = (x, x ⊕2 , z) = σ 1 (σ 2 π), which is impossible by (1). (ii) σ = (x,x ⊕2 , x ⊕2 ,x, z). Then σπ = (x, z)(x,x ⊕2 ) = σ 1 (σ 2 π). Choose r 1 = 2, r 2 = 1 and construct a colored cuboid for σπ. Let ξ be the number of in this cuboid, then ξ = 1. Since (σ 2 π) −1 does not change ξ, (σπ)(σ 2 π) −1 σ −1 1 = id requires ξ ≡ 0 (mod 2), thus a contradiction.
