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図 1 HPCIシステムを構成する計算資源 














    
図 2 SX-9（左）と Express5800（右）の実機 





表 1 ジョブクラスと制限値 SX-9 
クラス名 利用可能 CPU数 メモリサイズ CPU時間 
ss 4 256 GB  1時間 
s 4 32 GB  無制限 
p8 8 512 GB  無制限 
p16 16 1024 GB  無制限 
p32 32 1024×2 GB  無制限 
p64 64 1024×4 GB  無制限 
表 2 ジョブクラスと制限値 Express5800 
クラス名 利用可能 CPU数 メモリサイズ CPU時間 
as 1 16 GB  無制限 
a8 8 128 GB  無制限 
a16 16 256 GB  無制限 





表 3 提供ソフトウェア 
スーパーコンピュータ SX-9 
コンパイラ Fortran/SX, C++/SX 
ライブラリ MPI/SX, ASL, MathKeisan for SX 
並列コンピュータ Express5800 
コンパイラ Intel Fortran, Intel C++ 
ライブラリ MPI, ASL, MKL 
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2.3 HPCI システムの利用に必要な設定 











 サイバーサイエンスセンターのログインホスト  hpcig.isc.tohoku.ac.jp 
 
○HPCI アカウントのパスワード変更 
 当センターをプライマリセンターとして登録した HPCI 利用者は、以下のパスワード変更サイト
にて HPCI アカウントのパスワードを変更できます。 
 
 HPCI アカウントのパスワード変更サイト https://hpcis.isc.tohoku.ac.jp/pwm 
 
○HPCI 共用ストレージのマウントポイント（HPCI 共用ストレージ利用者のみ対象） 
 HPCI 共用ストレージは、ログインホストの以下のディレクトリにマウントしています。 
 
 マウントポイント： /gfarm/（課題 ID）/（利用者番号）※ 
 
   ※利用者番号は、サイバーサイエンスセンターが発行したローカル ID です。 
 
○同一利用者が複数の HPCI 課題を持つ場合 
 課題ごとに利用者番号を発行していますので、課題に対応した利用者番号を用いて HPCI システ




[1] HPCI ポータルサイト：http://www.hpci-office.jp/ 
[2]ベクトル型スーパーコンピュータ SX-9: http://www.ss.isc.tohoku.ac.jp/super/index.html 
[3]並列コンピュータ Express5800: http://www.ss.isc.tohoku.ac.jp/scalar/index.html 
[4]サイバーサイエンスセンターHPCI ページ:  
http://www.ss.isc.tohoku.ac.jp/collabo/hpci.html 
[5] HPCI クイックスタートガイド：https://www.hpci-office.jp/documents/HPCI-UM01-001.pdf 
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