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The object of this paper is to give some applications of an improved 
maximum-minimum theory of eigenvalues as recently developed by the 
present author [l, 21. Among other applications we shall discuss problems 
which originated in the theory of the stability of solutions of the Navier- 
Stokes equations and the vibrations of an incompressible elastic body. 
Let A be completely continuous, negative definite, symmetric operator 
in a real Hilbert space H with the scalar product (u, v). Denote by h, , 
R = 1, 2, *-a, 
h,<h,<,..., 
the eigenvalues of A and by uk , K = 1,2, ..., the corresponding eigenfunc- 
tions. The assumption that A be negative definite is made only for the 
convenience of ordering the eigenvalues in an increasing sequence. 
Let $5, .-*, $J,-~ , 11 > 1, be any elements of the space H. Denoting by 
R(u) the Rayleigh quotient 
(1) 
let us consider the minimum 
h(p, , *.., p,-J = min R(u) 
under the orthogonality conditions 
(u,p,) = (u,pJ = ... = (u,pn-I) = 0. 
The classical maximum-minimum principle states that 
@I , ***> PM) G 4l 
and that 
A(% , **-, t&-I) = x, . 
(2) 
(3) 
(4) 
(5) 
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This principle is claimed by H. Weyl [4; p. 1261. Riesz-Nagy [5; p. 2371 attri- 
butes it to E. Fischer, a statement confirmed in Courant-Hilbert [6; p. 47, 
fine print]. In a recent paper [I] W einstein gave an improved theory which 
yields in a new way (4) and (5) and moreover establishes the necessary and 
sufficient conditions for the equality 
h(Pl 9 *--> Pn-1) = 4z . (6) 
This condition is formulated by using a meromorphic function W(h), or 
more precisely W,P,(h), which is usually called Weinstein’s determinant, and 
which is given by the formula 
W(h) = Wnwl(X) = det tjz @-$:)$ ’ ‘j)) , i, k = 1, 2, . . ., n _ 1. 
(7) 
The principle minors of W(h), which are obviously again the Weinstein 
determinants IV, , W, , ..*, W,-, = W, have only isolated zeros and poles. 
In particular h = A, may be a zero or a pole of some of these functions. 
However there is an interval A, - E < h < An in which all the W, , h = 1,2, 
*a., n - 1, are finite and different from zero so that the limit of the sign of 
W,(X) as X + A, - 0 is either + 1 or - 1 for each value of li = 1,2, ..., 
n - 1. Here p, , ..*, p,-, are assumed to be independent. 
For our applications here we shall need the improved maximum-minimum 
criterion only in the case when A, > A,-, . In this case our criterion for the 
equality (6) reduces to the following simple statement. 
To obtain the maximum of the minimum it is necessary to have (n - 1) independ- 
ent functions p, , *a*, p,-l , which therefore may be assumed to satisfy the con- 
dition (pi , pk) = Si, . Then 
h(Pl , -**, Pn-1) = x7& 
if and only ;f the sign of W,(X, - C) equals (- I)“, k = 1,2, a-., n - I for 
sujiciently small, positive E. 
Without the assumption A, > A,-, the criterion is slightly more elaborate, 
which is due to the fact that in the general case p, , ***, p,-, need not be 
independent functions. The new approach to the maximum-minimum theory 
is based upon the observation that h(p, , a.., p,-r) is the smallest eigenvalue 
of the equation 
n--l 
Au - z (Au, pk) p, = hu. (8) 
k=l 
The methods developed in the theory of intermediate problems lead to the 
solution of this equation and so to the determination of its eigenvalues. 
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Let us first illustrate our criterion by considering a symmetric, nonsingular, 
matrix operator A, of order q, having the eigenvalues 
h, <A, < ... <A, (9) 
and corresponding eigenfunctions uk , k = 1, ..., q. Then for 1 < 7~ < q, the 
equality (6) 
aj, > . ..> PM) = 4 
can be obtained by the choice (see also [2]) 
(10) 
Pk = uk Y k = 2, .*-, 12 - 1 (11) 
where 01, satisfies the inequality 
This choice of the pi is different from the classical choice as p, # ui . In our 
case the only nonzero elements of the determinant W,-,(h) are those on the 
main diagonal and these have the values 
1 
t 
1 2 
X, + hqal h ’ 1 
1 
] 
__- 
A2 ~_ h ’ .‘.) 
In view of the inequality (12) f or ollz we see that W,(A, - l ) is negative and in 
fact the sign of W,(h, ~ l ) is (- 1)” for k = 1, .*., n - 1, which, by our 
criterion, proves that h(p, , ..., p,-i) = A, . 
On the other hand let us verify by our criterion the nearly obvious proposi- 
tion that for the largest eigenvalues A, the equality 
WP, > -*., P*-1) = 47 (14) 
can be obtained only by the classical choice (up to an orthogonal transforma- 
tion) 
Pk = uk 9 k = 1, **., q - 1. (15) 
In fact if we consider W,(A, - G) then, since the last term 
Cp, , ~,)~/(h, - A, + G) dominates, a necessary condition that W,(A, - l ) be 
negative is that (pi , u,) = 0, which means that p, is a linear combination of 
f42 7 ***, 24-1 . Let us assume then that (pi , us) = 0 is satisfied and that 
WI& - c) is negative. It then follows similarly that a necessary condition for 
W&i, - c) to be positive is that (pa , u,) = 0. Continuing in this manner we 
see that a necessary condition for the determinants W&i, - e) to alternate 
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correctly in sign is that pi , .**, p,-, be obtained from ui , e-0, ugP1 by an 
orthogonal transformation. Since this condition is also obviously sufficient 
for the sign of W,(A, - 6) to be equal to (- 1)” [l] it follows that 
h(P, > ***, P*-1) = A, 
can be obtained only by the classical choice of the p, . 
We come now to our main application. Let S denote the N-dimensional 
cube 
s = {(x1 ) ..‘, xN) = 0 < xk < T>, 
where N > 1. Denote by g(u) the Dirichlet integral 
(16) 
and by (u, U) the inner product 
(u, u) = j, zsdx, 
where dx = dx,dx, ... dx,. We consider the 
minimum of g(u)/(u, U) under the conditions 
of the cube and that the mean value 
(17) 
problem of determining the 
that u = 0 on the boundary 
s udx = 0. s 
The last condition expresses the orthogonality of u to the function p, = 1, 
which is not the first eigenfunction u = u1 of the problem 
Au + Au = 0 (18) 
under the condition that u = 0 on the boundary of S. In fact the eigen- 
functions of this problem are given by 
u = (2/~)~~ . sin olixi sin o12x2 ..* sin aNxN (19) 
corresponding to the eigenvalues 
k-l 
aik = 1, 2, “’ . 
Our result will be that for N = 1, 2, ... 8, 9 the minimum is equal to 
A2 = N + 3, while for N > 10 the minimum is less than A2 . In the case N = 1, 
A, is the second eigenvalue of Bernouilli’s eigenvalue problem, namely, 
d2u 
- -+ Au = 0, 
dx” 
u(0) = u(z-) = 0. (21) 
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Our problem has a particular interest as in the case N = 2,3 the result is of 
significance for the theory of stability of solutions of the Navier-Stokes 
equations and also for the problem of the vibrations of an incompressible 
elastic body. For these cases N = 2,3 the result has already been obtained 
by Velte [7] who uses essentially Weinstein’s determinant. However, Velte 
was not concerned with an application of the improved maximum-minimum 
theory of eigenvalues, which had been announced earlier by Weinstein [l]. 
As a matter of fact Velte introduced a new and important type of inter- 
mediate problem which in some cases can be interpreted as an illustration 
of the extended maximum-minimum theory. A slight inaccuracy in his 
recapitulation of the general method, which does not affect Velte’s results, 
can be easily corrected. 
In order to prove our statement concerning the minimum of ~(u)/(u, u) let 
us first observe that by a well known and classical procedure we can reduce 
our minimum problem to a problem involving a completely continuous 
operator of the type considered in this paper. Therefore it is legitimate to 
work with the differential operator itself. 
By the general rule we have to consider, for the function p, = 1, the sign 
of the one-by-one Weinstein determinant 
for X = Aa - E. In the present case it is sufficient to consider W(X,) as W(X) 
is a monotonic function of h and therefore W(h,) < 0 implies W(h, - c) < 0 
and IP’(h,) > 0 implies W(X, - c) > 0. 
Computing the inner products we have then to consider the function 
W(h ) = W(N + 3) = ($,” 
hl,...,hN=O 
x (2h,+l)“...(2h,+l)‘[(2~~+~)~+...+(2R,+1)2-~iV331 I 1 (23) 
for N = 1, 2, ... . Our result concerning the sign of w(N + 3) can be 
obtained from formula (23) by estimates based on a repeated use of the 
sums connected with the Bernouilli numbers. To this end the following 
procedure was used by Mr. J. K. Odd son who also performed all the subse- 
quent computations. 
Let us write 
I (2h, + 1)” ... (2h, + 1)” [(2/z, I:,2 + ... + (2/z, + 1)2 - N - 31 1 
=.@, , “‘, h). (24) 
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Then formula (23) may be rewritten as 
(g W(N + 3) = f(hl , ...> AN) 
hl,...,hN=IJ 
Clearly W(N + 3) increases with IV. For k = 1 we use the inequalities 
h,=l 
For k = 2 we write 
h, , h, , 0, ...) O>= c f(h,,h,,O,...,O) 
hl. hz=l hl.hz=l,2 
+2 2 f(h,,h,,O,.~.,O) hl=l,P 
h,=3.4 
+ 2 $f(h, 190, ... ,0) + 2 f$f(h, 290, ...$O) 
h=5 h=5 
+ 2 f(h,,h,,O,*~.,O) 
and use the inequalities 
hl.hz=3 
f(3, 3, 0, . . . . 0)~ 2 f(h,,h,,O,...,O) 
< h$3 : (2h 1j4 1 ’ 
(27) 
!W 
(29) 
(30) 
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Similar estimates may be obtained when k = 3,4 while for k > 5 we have 
hl,...,hk-I 
k-l 
**-, h, ) 0, a*. 
’ O) < [h$l (22 -: 1)4 1 * 
(31) 
From these inequalities and the known values of the Bernoulli numbers 
we may determine that W(9 + 3) < 0 while W(10 + 3) > 0. This proves, 
by the application of our criteria, that the minimum in our problem is equal 
to A, for 1 < N < 9 and less than A, for N > 10 thus giving a nontrivial 
example for the improved maximum-minimum theory of eigenvalues. 
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