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ABSTRACT
Bayesian Hierarchical, Semiparametric, and Nonparametric Methods for
International New Product Diffusion. (August 2010)
Brian Matthew Hartman, B.S., Brigham Young University
Chair of Advisory Committee: Dr. Bani K. Mallick
Global marketing managers are keenly interested in being able to predict the sales
of their new products. Understanding how a product is adopted over time allows
the managers to optimally allocate their resources. With the world becoming ever
more global, there are strong and complex interactions between the countries in the
world. My work explores how to describe the relationship between those countries and
determines the best way to leverage that information to improve the sales predictions.
In Chapter II, I describe how diffusion speed has changed over time. The most
recent major study on this topic, by Christophe Van den Bulte, investigated new
product diffusions in the United States. Van den Bulte notes that a similar study
is needed in the international context, especially in developing countries. Addition-
ally, his model contains the implicit assumption that the diffusion speed parameter
is constant throughout the life of a product. I model the time component as a non-
parametric function, allowing the speed parameter the flexibility to change over time.
I find that early in the product’s life, the speed parameter is higher than expected.
Additionally, as the Internet has grown in popularity, the speed parameter has in-
creased.
In Chapter III, I examine whether the interactions can be described through
a reference hierarchy in addition to the cross-country word-of-mouth effects already
in the literature. I also expand the word-of-mouth effect by relating the magnitude
of the effect to the distance between the two countries. The current literature only
iv
applies that effect equally to the n closest countries (forming a neighbor set). This
also leads to an analysis of how to best measure the distance between two countries. I
compare four possible distance measures: distance between the population centroids,
trade flow, tourism flow, and cultural similarity. Including the reference hierarchy
improves the predictions by 30% over the current best model.
Finally, in Chapter IV, I look more closely at the Bass Diffusion Model. It is
prominently used in the marketing literature and is the base of my analysis in Chapter
III. All of the current formulations include the implicit assumption that all the
regression parameters are equal for each country. One dollar increase in GDP should
have more of an effect in a poor country than in a rich country. A Dirichlet process
prior enables me to cluster the countries by their regression coefficients. Incorporating
the distance measures can improve the predictions by 35% in some cases.
vTo Jenn, my constant support and eternal companion
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1CHAPTER I
INTRODUCTION
A. Problem
Global marketing managers are deeply concerned with predicting how well their prod-
ucts will sell. As the world has become more global [1], it is more important for man-
agers to use relevant information from other countries to improve their predictions.
I discuss various aspects of international new product diffusion which are related to
the flat world in which we currently live. I examine the best way to describe the
cross-country influence, how to measure the distance between two countries, how the
diffusion speed changes throughout the life of the product and with the proliferation
of the internet, and how to best cluster the countries into groups to improve the pre-
dictions. The remainder of this chapter describes the data set of which I use various
subsets of to solve each problem.
B. Data
I collected relevant new product diffusion data for seven product categories across
31 countries. The product categories are microwave, fax machine, VCR, CD player,
camcorder, home computer, and cellular phone.
Collecting data for international new product diffusion studies remains a chal-
lenging task and my own experience for this is no exception. While adoption (first
purchase) data is ideal for estimating diffusion models, such data is very difficult to
collect across a wide range of countries, especially for developing countries [2]. I was
The journal model is IEEE Transactions on Automatic Control.
2able to obtain adoption data for the cell phone and personal computer categories.
Conversely, for the CD player, fax machine, microwave, VCR, and cell phone cate-
gories, I use sales data. To reduce the impact of repeat purchases, I only use sales
data for the first ten years of product life in a country. Under these conditions, the
data series for each product begins and ends as described in Table I. Table II lists the
Table I. Product Date Ranges
Product Start Date End Date
Camcorder 1987 1996
CD Player 1985 1993
Cellular Phone 1981 2002
Fax Machine 1978 1991
Microwave 1975 1991
Personal Computer 1981 2004
VCR 1977 1987
31 countries that I use in my study. The list consists of most of the major developed
and developing countries, and together account for about 80% of the world economic
output and 60% of the world population. Taken together, my study has 217 (7x31)
product and country pairs with a broad representation in terms of key developed and
developing countries. In the context of international diffusion studies, the scope of
my data provide a substantial empirical basis for investigation. For instance, [3] notes
that a substantial data basis in this context should have a sample size of more than
ten countries or ten products.
My data was obtained from several international organizations including the In-
ternational Monetary Fund (IMF), International Telecommunications Union (ITU),
the United Nations (UN), the World Bank and the World Tourism Organization
(WTO). Product sales data are obtained from the databases of the World Bank,
ITU, and publications by Euromonitor (European and International Marketing Data
3Table II. Countries in My Sample
Country % Pop. % GNI Country % Pop. % GNI
Argentina 0.6 0.96 Italy 0.91 3.06
Australia 0.31 1.19 Malaysia 0.39 0.47
Austria 0.13 0.49 Mexico 1.6 1.96
Belgium 0.16 0.62 Netherlands 0.25 1.01
Brazil 2.88 2.75 Norway 0.07 0.34
Canada 0.5 1.9 Philippines 1.29 0.83
Chile 0.25 0.32 Portugal 0.16 0.39
China 20.19 15.87 Singapore 0.07 0.22
Denmark 0.08 0.33 South Korea 0.75 1.91
Finland 0.08 0.3 Spain 0.67 2.05
France 0.94 3.5 Sweden 0.14 0.53
Germany 1.28 4.44 Switzerland 0.12 0.52
Greece 0.17 0.46 Thailand 0.99 0.98
Hong Kong 0.11 0.43 United Kingdom 0.93 3.65
India 16.94 6.73 United States 4.59 22.3
Ireland 0.06 0.25 TOTAL 57.62 80.76
and Statistics, various years) as well as various national government agencies. The
UN and World Bank databases served as the source for various country-specific covari-
ates. I have 12 time-invariant and 10 time-varying country-specific covariates, listed
in Table III. By utilizing time-varying parameters I can investigate what factors in-
fluence the speed changes throughout the life of the product. In contrast to many of
the existing new product diffusion studies, a unique feature and contribution of our
study is assembling detailed information to measure the basis of bilateral interactions
among countries analyzed. As noted in the model section, we use four different em-
pirical measures as the basis for such bilateral interaction between countries: (1) the
reciprocal of the distance between the population centroids for the two countries, (2)
the tourism flow (in terms of number of tourists) between the two countries, (3) the
trade flow (in constant dollar terms) between the two countries, and (4) the reciprocal
of the cultural distance. Albuquerque et al. also used all but the tourism flow. Pop-
4Table III. Possible Covariates
Time-invariant Covariates Time-varying Covariates
Daily newspapers Age dependency ratio
Ease of doing business index Consumer price index
GINI index Electric power consumption
Households with television GDP per capita
Individualism Index Household final consumption
International migration stock Internet users
International tourism Labor force participation rate, female
International voice traffic Telephone mainlines
Pervasiveness of existing adopters Unemployment, total
Population growth rate Urban population
Price basket for residential fixed line
Pump price for gasoline
Uncertainty Avoidance Index
ulation centroid data was obtained from the Socioeconomic Data and Applications
Center at Columbia University. The population centroid is the geographical point
which is nearest to all the people in the country, on average. We obtained a longitude
and latitude for the centroid of each country and then calculated the distance between
them using the Haversine formula as described in the appendix.
The bilateral tourism flow data was collected primarily from the database of
the World Tourism Organization, but also from respective national tourism agencies.
The bilateral trade flow data was collected from the general database of the United
Nations Conference on Trade and Development (UNCTAD) and the Direction of
Trade Statistics database of the International Monetary Fund. For our purpose, time-
averaged values of annual tourism and trade flow levels are used. The annual averages
of total tourism and trade flow levels among our entire sample of 31 countries are
about 1 billion tourists and 8.3 trillion dollars respectively. As expected, there exists
considerable variation across the 31 countries in terms of respective total tourism and
5trade flow levels. Also, for any given country, its levels of bilateral tourism and trade
flows vary significantly across the other 30 countries. For instance, the coefficient of
variations of China’s bilateral tourism and trade flows with the other 30 countries are
4.6 and 9.7 respectively.
6CHAPTER II
INVESTIGATING INTERNATIONAL NEW PRODUCT DIFFUSION SPEED: A
SEMIPARAMETRIC APPROACH
A. Introduction
Global marketing managers are constantly concerned with how well their products
will sell. There are many models in the literature which can be used to predict the
future sales of a product. The majority of these models assume that the parameters
associated with the diffusion speed are constant over time. I generalize a model
currently used in the new product diffusion literature to allow the speed parameter
to change over time. Using this model allows us to investigate how the speed has
changed and what factors contribute to or describe the change.
Not surprisingly, there have been studies on the aforesaid issues, but are still
limited to and almost exclusively set in the United States. [4] is the most recent major
study which investigates new product diffusions in the United States. As Van den
Bulte notes, an important research need is a similar study in an international context,
especially developing countries. In addition to his observation, similar research has
become more relevant in the context of accelerated globalization trends since the
1990s with the end of the cold war and the emergence of the internet [1]. My study
works to fill that need.
My study covers four new product diffusions across 31 developed and developing
nations from 1980-2004. My set of 31 countries accounts for about 80% of the global
economic output and 60% of the global population. My study not only provides the
needed and interesting international counterpart to the United States-focused study
of [4] on change in new product diffusion speed, but also uses a novel methodolog-
7ical approach to analyze such changes in diffusion speed. While Van den Bulte’s
model contains the implicit assumption that the diffusion speed parameter is con-
stant throughout the life of a product, I use semi-parametric regression to allow the
speed parameter to change over the life of each product.
My analysis and the scope of my data enable us to gain insights into several
important issues that are of interest to both marketing managers and researchers.
They include: What key macro-environmental factors influence global new product
diffusion speed? How does the speed of diffusion change over time for a given product
as it diffuses across countries? To what extent is such acceleration due to changes in
the levels of macro-environmental factors themselves versus an intrinsic change inde-
pendent of the factors? These questions are currently very interesting as the past 25
years experienced major socio-economic events in the world with likely consequences
on the propensity to adopt new products.
B. Data
As I am interested in the change in speed with the technological revolution of the
1990s, I only use the product information which covers that period. The four product
categories are CD players, camcorders, home computers, and cellular phones.
C. Methodology
1. Model
I use the logistic diffusion model as my base model for the new product diffusion:
y(t)
Y (t− 1) = λ
[
1− Y (t− 1)
M(t)α
]
+ (t) (2.1)
8where y(t) is the number of adopters in time t, Y (t− 1) is the number of cumulative
adopters by time t − 1, M(t) is the population at time t, α is the proportion of
the population which will eventually adopt the product(the adoption ceiling), λ is
the parameter directly related to the diffusion speed, the main focus of this chapter,
and (t) is the error term, (t) ∼ N(0, σ2). Previous work [4] examined 31 electrical
household durables in the United States over a period of 74 years. His model for
product n is:
yn(t)
Yn(t− 1) = λn
[
1− Yn(t− 1)
M(t)αn
]
+
∑
k∈Pn
βkn(Xknt − X¯kn·) + n(t) (2.2)
λn = λ0 +
∑
k∈Pn
βk(X¯kn· − X¯k··) + τn. (2.3)
where βk is the regression coefficient for covariate Xk and Pn is the set of product-
specific covariates. To take into account my multiple countries and multiple products,
I rewrite the model for country i and product n as:
yin(t)
Yin(t− 1) = λin
[
1− Yin(t− 1)
Mi(t)αin
]
+ in(t) (2.4)
in(t) ∼ N(0, θL). (2.5)
Van den Bulte’s model implicitly assumes that the speed parameter for a given prod-
uct is constant throughout the life of the product. Throughout the life of a product,
the speed parameter can change due to changes in the covariate values and other
influences (current events, changes in advertising expenditures and competing prod-
ucts) exogenous to my model. By allowing the speed parameter to vary over the life of
the product, I have more parameters than data points. My model becomes estimable
9through shrinkage [5], operationalized through a hierarchical structure:
log λin(t) = f(t) + An(t) +Bi(t) + τin(t) (2.6)
An(t) = νn(t) (2.7)
Bi(t) =
∑
k∈Pi
γkXk(t)βk + τi(t) (2.8)
τin(t) ∼ N(0, θH) νn(t) ∼ N(0, θA) τi(t) ∼ N(0, θB). (2.9)
2. Time Effect
f(t) is a nonparametric function which depends only upon time. The covariate
information is included through the An(t) and Bi(t) terms so the f(t) describes
the time effects not related to my time-varying covariates. In Bayesian adaptive
regression splines [6], f(t) is approximated by a cubic spline with k knots in lo-
cations ξ = (ξ1, . . . , ξk) where a < t(1) < ξ1 ≤ . . . ≤ ξk < t(n) < b. Also,
bj(t), j ∈ {1, . . . , k + 2} is the jth function in a cubic B-spline basis with natural
boundary constraints. Let Bk,ξ be the matrix whose i, j component is bj(ti). Then
f(t) =
∑k+2
j=1 ωjbj(t) for some ωk, k ∈ {1, . . . , k + 2}. The prior distributions are [7]:
p(k) = Poi(2) (2.10)
p(ξ) = Unif(a, b) (2.11)
p(ω|k, ξ) = N (0, θHn(BTk,ξBk,ξ)−1) (2.12)
Using these choices for the prior distributions, ω can be integrated out of the posterior
distribution to obtain a Markov chain for sampling from the marginal posterior of (k,
ξ):
p(f(t)|k, ξ) =
∫
p(y|ω, k, ξ)pi(ω|k, ξ)dω (2.13)
10
The dimension of the posterior distribution of ξ is dependent upon k. To estimate
the posterior, I use a reversible jump MCMC sampler [8, 9]. For each iteration of the
sampler one of three moves is proposed: birth (add a new knot), death (remove an
existing knot), or relocation (move an existing knot to a new location). The marginal
posterior for (k, ξ) can be analytically computed. This makes it easy to compute the
likelihood ratios p(y|ξc, kc)/p(y|ξ, k) which are used to determine if the sampler will
move from state (ξ, k) to (ξc, kc). For example, the likelihood ratio for the birth step
is:
p(y|kc, ξc)
p(y|k, ξ) =
1√
n+ 1
(
yT{In − n(n+ 1)−1Bk,ξ(BTk,ξBk,ξ)−1BTk,ξ}y
yT{In − n(n+ 1)−1Bkc,ξc(BTkc,ξcBkc,ξc)−1BTkc,ξc}y
)n/2
(2.14)
Additionally, the conditional posterior expectation is:
E[f(t)|k, ξ, y] = n
n+ 1
Bk,ξ(B
T
k,ξBk,ξ)
−1BTk,ξy (2.15)
This method performs well in my case, because the smoothness of the function
is chosen automatically and not constrained to be constant across the domain. If
there is a sharp change point in my data, this method will discover it. I greatly
appreciate the software available from Robert Kass’ website which greatly eased my
implementation. For further information on the software and the implementation of
this method, please see [10].
3. Determining the Significant Covariates
I have a large number of covariates (23), which are not free to obtain. I need to
determine which covariates significantly contribute to the model. γk is a binary
variable determining if covariate Xk is included in the model [11]. The prior and
11
posterior distributions for γ are:
p(γk = 1|γ−k)
p(γk = 0|γ−k) = 1 (2.16)
p(γk = 1|γ−k, β, y)
p(γk = 0|γ−k, β, y) =
p(y|γk = 1, γ−k, β)
p(y|γk = 0, γ−k, β)
p(β|γk = 1, γ−k)
p(β|γk = 0, γ−k) (2.17)
where γ−k is the rest of the γ-vector when the kth element removed. When γk equals
one, the covariate is included in the model. When it equals zero, it is excluded.
Because I draw γk values from their posterior distribution in each iteration of the
algorithm, the posterior probabilities of inclusion for each of the covariates are simply
the proportion of draws which return a one.
It is likely that the set of significant covariates is dependent upon the order in
which they are sampled. To overcome that potential problem, I randomly determine
the order in which the γk values are sampled for each iteration and run multiple
separate chain from disparate starting values to insure convergence.
4. Speed Parameter and Adoption Ceiling
The adoption ceiling is bounded both above and below. It is bounded above by 1 and
below by the maximum cumulative adoption for the product-country pair observed
in my data (max(Yin(t))). The prior distribution for αin is taken to be uniform on
that interval. The posterior distribution is proportional to:
p(αin|·) ∝ N
[
yin(t)
Yin(t− 1) − λin(t) +
λin(t)Yin(t− 1)
αinMi(t)
∣∣∣∣ 0, θL] . (2.18)
The normalizing constant of the posterior distribution is not analytically tractable. I
draw samples from that distribution using the Metropolis-Hastings sampler [12]. My
proposal values are drawn independently from the prior distribution.
The speed parameter is constrained to the positive real line. The prior and
12
posterior distributions are:
p(λin(t)) = Ga(λin(t)|0.001, 1000) (2.19)
p(λin(t)|y) ∝ N
[
yin(t)
Yin(t− 1) − λin(t) +
λin(t)Yin(t− 1)
αinMi(t)
∣∣∣∣ 0, θL]
·N [logλin(t)− f(t)− An(t)−Bi(t)|0, θH ] . (2.20)
Again I draw samples from the posterior distribution using a Metropolis-Hastings
sampler. The proposal values are obtained by adding a normal error to the current
value on the log scale.
5. Precision Parameters
The precision parameters are given relatively noninformative prior distributions:
p(θP ) = Ga(θ|10−5, 10−5) for P ∈ {L,H,A,B}. (2.21)
13
The posterior distributions appear to be rather robust to the choice of hyperparam-
eters. The full conditional posterior distributions are:
s21 =
N∑
n=1
I∑
i=1
∑
t∈Tin
log
 yin(t)Yin(t− 1)λin(t) [1− Yin(t−1)αinMi(t)]

2
(2.22)
p(θL|·) = Ga
(
θL
∣∣∣∣∣10−5 +
∑N
n=1
∑I
i=1 |Tin|
2
, 10−5 +
s21
2
)
(2.23)
s22 =
N∑
n=1
I∑
i=1
∑
t∈Tin
{log [λin(t)]− f(t)− An(t)−Bit}2 (2.24)
p(θH |·) = Ga
(
θH
∣∣∣∣∣10−5 +
∑N
n=1
∑I
i=1 |Tin|
2
, 10−5 +
s22
2
)
(2.25)
p(θA|·) = Ga
(
θA
∣∣∣∣∣10−5 + N2 , 10−5 +
∑N
n=1
∑
t∈Tn An(t)
2
2
)
(2.26)
p(θB|·) = Ga
(
θB
∣∣∣∣∣10−5 + I2 , 10−5 +
∑I
i=1
∑
t∈Tn
(
Bit −
∑
k∈Pi γkXk(t)βk
)2
2
)
.
(2.27)
6. Random Effects
The An(t) and Bi(t) are the random country and product effects. The prior distribu-
tions are:
p(β) = Nk(β|0, θBI) (2.28)
p(An(t)) = N(An(t)|0, 10−5) (2.29)
p(Bi(t)) = N(Bi(t)|0, 10−5). (2.30)
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The full conditionals are available and are:
p(β|·) = Nk
(
β|(XTX + I)−1XTY , θB(XTX + I)
)
(2.31)
p(An(t)|·) = N
(
An(t)
∣∣∣∣NθH∑(log λin(t)− f(t)−Bi(t))θA +NθH , θA +NθH
)
(2.32)
p(Bi(t)|·) = N (µB, θB +NθH) (2.33)
µB =
θB
∑
γkXk(t)βk + IθH
∑
(log λin(t)− f(t)− An(t))
θB +NθH
. (2.34)
D. Results
1. Variable Selection Results
The variable selection results were surprisingly consistent between runs of the sampler.
The only covariates with posterior inclusion probabilities greater than 0.5 are internet
users, the consumer price index, and the pervasiveness of existing adopters. The
three selected covariates all had inclusion probabilities greater than 0.9. The other
covariates all had probabilities less than 0.15. The β values were also very consistent
across sampler runs, with regular and unimodal posterior densities. The posterior
means and standard deviations are summarized in Table IV. The number of internet
Table IV. Regression Coefficients
Covariate Mean Standard Deviation
Internet Users 0.199 0.008
Consumer Price Index -0.168 0.006
Introductory Lag Year 0.332 0.034
users is positively related to the speed of the diffusion. The proliferation of the
internet enables consumers to spread information more quickly and try or purchase
products more easily. Additionally, one of the products I investigate is the personal
computer which became much more useful with the internet.
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The consumer price index is negatively related to the speed. When the cost of
living is higher, consumers have less discretionary income to adopt new products.
Finally, when there are more adopters to make recommendations, the satisfaction
and familiarity of the new product will increase [13]. Therefore the pervasiveness of
existing adopters is positively related to the speed. Similar to common practice in the
marketing literature [14], I operationalize the pervasiveness by the number of years
the product introduction lags behind the global introduction in the lead country.
2. Time Component
I am mostly interested in the change in the speed over time. My hierarchical structure
allows me to simply examine the estimate of f(t) to see how the speed changes.
There are two contrasting ways I could measure time, calendar year and year since
introduction. Also, I could remove f(t) from the model completely. I fit the model
using each measure and then compared the models using DIC [15]. Table V describes
the results of the model comparison. D¯ is a measure of how well the model fits the
Table V. DIC Results
Time Measure D¯ PD DIC
None 33,280.6 600.3 33,880.9
Calendar Year 33,133.4 734.1 33,867.5
Year since Introduction 24,816.0 602.4 25,418.4
data. PD is the effective number of parameters, which is used as a complexity penalty.
DIC is the sum of those two values. In all cases, a smaller number is better.
Using calendar year provides a marginally better fit, but increases the effective
number of parameters dramatically causing it to be preferred only slightly over the
model without a time-varying component. The model using year since introduction
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vastly improves the fit of the model with only a nominal increase to the effective
number of parameters. I use that model for the remainder of the chapter. Figure 1
summarizes the estimated posterior distribution of f(t). The solid line is the point-
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Fig. 1. f(t) Against Year Since Introduction
wise posterior mean, and the dashed lines are the 95% credible interval bounds. The
speed parameter starts high and then decreases until about year seven and becomes
relatively constant. This effect makes sense because of initial promotion and buzz
when a product is first introduced into a country.
The nonparametric function is not the only change to the speed parameter over
time. Because two of the selected covariates (internet users and consumer price
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Fig. 2. Time-varying Regression Coefficients over Time
index) are both time-varying I need to include them when looking at the change of
the speed over time. Figure 2 plots the two selected covariates against calendar year
for each product and country pair. Please note that most the covariates (internet
users included) have been standardized to have a mean of zero and a variance of one
to improve the efficiency of the estimation. Consumer price index is calibrated by
setting the year 2000 value to zero.
The number of internet users first grew above zero in 1989, but did not dra-
matically increase until the introduction of Netscape in 1995. Now that I have all
the individual time-varying components, I can combine them (and include the lag
effect covariate) to get a full picture of how the diffusion speed has changed over time
(Figure 3). In the early years of each product introduction, the speed parameter is
dominated by the f(t) term, but as the product ages the internet effect pushes the
speed parameter up.
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E. Conclusion
Understanding the dynamic nature of new product diffusion speed is essential for
global marketing managers to make informed decisions. [4] added substantially to
that knowledge by showing how diffusion speed has increased in the United States.
By relaxing his assumption of a constant speed parameter over the life of the product,
I am able to show that the speed parameter is generally higher at introduction, falling
to a low in the middle of the product’s life and increasing again as technology has
improved and our world has become more connected. Also, my global dataset allows
us to show that this phenomenon occurs not just in developed nations (such as the
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United States) but also in developing ones. Finally, I showed that the important
covariates from my subset are the number of internet users, the consumer price index,
and the number of years a country lags behind the global introduction of a product.
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CHAPTER III
INVESTIGATING CROSS-COUNTRY INFLUENCE DYNAMICS
A. Introduction
There exists a rich stream of research on country-level new product diffusion [e. g.
16, 3, 17, 18, 2, 4]. At the same time, much of this research stream is focused on
investigating the within-country diffusion process to understand the roles of macro
environmental variables in driving differences in such diffusion across countries [19, 14,
20]. In contrast, as [21] observes, very little quantitative research has been conducted
addressing the effect of cross-country interaction on the diffusion of new products.
A similar observation is also made by [22] which emphasizes the need for additional
research to better understand the spatial nature of the new product diffusion process,
especially in the face of consistent empirical evidence on cross-country correlations in
diffusion patterns. About a decade later, those observations still remain valid.
Many of the existing studies model cross-country influence in new product diffu-
sion through product-specific word-of-mouth effects, either through learning/sequential
models or the mixing/simultaneous models [23, 24, 14, 21, 13]. Also, those learning
models assume a restrictive form of interaction based on the introduction lag period.
They model the lead effect of early diffusion of a new product in one country (the
lead country) on subsequent diffusion in another country (the lag country). Such
an approach, while allowing for cross-country influence in analyzing diffusion, pro-
vides little insight into the underlying dynamics of cross-country influence. Further,
this approach allows for only sequential and pair-wise, one directional cross-country
influence, that of one lead country on one lag country at a time [14, 21].
The above limitations of the learning or sequential models to motivated a study
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[21], which sought to expand the cross-country influence framework by pioneering the
mixing models. Their proposed mixing model allows for multiple and simultaneous
cross-country influence in analyzing the new product diffusion process. This model
was conceptualized around a basic, population-based approach to capturing cross-
country influence and it still remains prominent in the new product diffusion literature
[25]. However, as [21] notes, their proposed mixing model was an initial foray in
capturing the underlying dynamics of cross-country influence in new product diffusion,
and it was meant to encourage future research exploring both complementary and
competing explanations in greater detail.
In order to shed more in-depth insights into cross-country influence dynamics,
[21] also points out the need for such future research on alternative approaches to
modeling cross-country influence to test such approaches on a broader set of new
products (than their four), countries (than their 10 EC nations) and parameter co-
variates (than their two). Since that study two more studies [14, 26] have investigated
multiple and simultaneous cross-country or cross-market influences in analyzing new
product diffusion. However, both studies implicitly use a population based approach
to capture cross-country interactions and allow only product-specific word-of-mouth
from existing adopters to be the source of cross-influence.
The literature was later expanded through neighbor sets [27]. The n countries
which have the most in common with the country of interest are included in the
neighbor set. The commonality is instituted using geographical distance (the n closest
countries), trade flow (the n countries with the most trade), and cultural similarity
(the n countries whose normative distance in the four Hofstede cultural dimensions[28]
is smallest). [29] also looks at the various cultural dimensions and their effect on the
parameters in the Bass model.
As the above discussions imply, an important aspect of new product diffusion in
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need of additional research is the role of cross-country influence dynamics. Addressing
the need for such research is also very time relevant as firms compete in an increasingly
flat world marked by a substantial jump since the 1990s of the flow of goods, people
and information across countries [1]. For instance, between 1995 and 2005, the volume
of world trade and tourism increased by about 76% and 72% respectively. Over the
same decade, the volume of international phone traffic more than doubled. My study
builds on the limited set of existing studies on the role of cross-country influence and
extends them in the following three important ways.
First, while [27] incorporated various measures of distance into their model, all
the countries selected as neighbors are assumed to have an equal effect on the diffusion
in the country of interest. Additionally, the countries not selected in the neighbor set
have no effect on the country of interest. My models include the distance between
the countries. This allows all countries to have a different level of effect a priori. My
study develops and tests several models which capture interaction dynamics among
countries. Specifically, I model cross-country influence through multiple conduits:
bilateral flow of people (tourism), bilateral flow of goods/service (trade), normative
cultural distance (Hofstede), and spatial proximity.
Second, the only source of cross-country influence on new product diffusion in the
existing literature is the product-specific word-of-mouth effect from existing adopters.
However, the source of cross-country information flow and influence on the consump-
tion behavior of other potential adopters is unlikely to be so. For instance, it can
be observational learning among reference leaders and followers as an interacting
group [30]. My study applies an explicit reference leader-follower hierarchical struc-
ture among countries as another source of cross-country influence independent of the
traditional product-specific word-of-mouth.
Third, a key reason for the limited existing research is the difficulty of collect-
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ing relevant data, especially in terms of information on bilateral interactions among
countries [21]. In that respect, another contribution of my study is the collection and
use of a novel data set. The scale and scope of this data set enables my study to
provide in-depth and generalizable insights into the issues I investigate [3]. Drawn
from several sources such as the International Monetary Fund, United Nations, World
Bank and World Tourism Organization, the data set covers seven new product dif-
fusions across 31 countries over the last three decades. It includes bilateral trade
and tourism data among the 31 countries as well as information on a large number
of macro-environmental covariates. The 31 countries cover essentially all the major
developed and developing countries, accounting for about 80% of the global economic
output and 60% of the global population.
As in many of the existing studies that investigate cross-country influence in
new product diffusion, I use the well-known Bass Diffusion Model (BDM) as my
core model. I then develop several augmented versions of it to address the role of
cross-country influence dynamics in a more comprehensive and realistic manner. I
estimate the proposed models using Hierarchical Bayesian techniques and compare
their forecasting accuracy. Given the nature of my data, my estimation technique is
particularly suited to make efficient use of relevant information across countries and
products [2]. Taken together, the scope of my empirical data and proposed estimation
methods enables my study to investigate several important but hitherto unexplored
dynamics of cross-country influence on the new product diffusion process. My study
makes significant contributions to an area that remains quite under-researched, espe-
cially in the context of accelerated globalization trends.
The rest of the chapter is organized as follows. In the next section, I discuss my
proposed models. Section C discusses the data and section 2 presents my empirical
estimation approach of the proposed models and the results from my empirical analy-
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ses. Finally, section D concludes with a summary discussion on the key insights from
my study and on future research directions.
B. Conceptual Framework and Proposed Models
1. Conceptual Framework
It is natural to expect that a new product diffusion in a country will be influenced
by both within-country or internal factors and cross-country or external factors. As
noted earlier, the primary focus of my study is to investigate the rich dynamics of
cross-country influence on the new product diffusion.
New product adoption behaviors by individuals in one geographic neighborhood
have been observed to influence adoption behaviors of those living in surrounding
neighborhoods [31]. Similarly, in the real world context, countries do not exist in
isolation; rather they can be conceptualized to co-exist as neighbors or members in
a global society or international community [32, 33]. In such a global society, when
it comes to consumption and adoption trends, there exists an implicit reference hier-
archy [34, 30]. One common driver of such a hierarchy has been readily observable
status signals in the form of relative aﬄuence and consumption spending levels across
countries. Also, as members of the global society, the countries enjoy direct interac-
tions with each other through multiple conduits or dimensions [34, 33]. Examples of
such conduits of cross-country interactions may range from bilateral spatial proximity
to bilateral flows of goods, people and investments. It is worth recognizing here that
the recent accelerated trends in globalization and the notion of a flat world imply
that spatial proximity will likely play less of a role in cross-country interactions than
the flow of goods, people and investments. In such a global society, I conceptualize
the role of cross-country influence dynamics on the new product diffusion process to
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depend on three primary factors.
The first factor is the source or nature of cross country influence in the new
product diffusion process. I conceptualize such influence source to take the following
two independent forms. In one form, the source of influence of country i on country
j is the status of country i relative to country j in the reference hierarchy of the
type discussed above. In the other form, the source of influence of country i on
country j is specific to the new product being analyzed and is the current level of
market penetration by the new product in country i. This source captures the likely
cross-country influence on potential adopters in country j due to product-specific
word-of-mouth by the people who have already adopted the product in country i. I
should note that this is the only source of cross-country influence that is captured
by the existing few studies that do investigate cross-country influence on the new
product diffusion process [14, 21]. In contrast, my framework allows for both the
forms to act as independent sources of cross-country influence.
The second factor is the bilateral interactions between the countries, which serve
as conduits for the flow of cross-country influence. In my study, I consider the fol-
lowing four forms as the basis of such bilateral cross-country interactions: spatial
proximity, bilateral flow of people, bilateral flow of goods and services, and cultural
distance. So, my framework allows cross-country interactions to be decomposed in
terms of their explicit bilateral components and offers four alternative ways to mea-
sure the intensity of such interactions. It is important to recognize that bilateral
interactions between countries will vary in intensity, instead of being dichotomous in
nature. In other words, even if two countries interact with the same set of countries,
they can still differ in their levels of bilateral interactions across the countries and
thus in the quality or composition of their neighborhood interactions based on what
level with which neighbor.
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Finally, another key factor driving cross-country influence dynamics in new prod-
uct diffusion is the heterogeneity in relative responsiveness among countries to exter-
nal influence. Such response heterogeneity is similar to empirically observed hetero-
geneity in response to within-country word-of-mouth influence [2]. As I discuss later,
a number of country-specific covariates are expected to determine the relative respon-
siveness of a country to cross-country influence depending on the nature of influence.
For example, all else being the same, a country in a higher position in the reference
hierarchy will be less responsive to any cross-country influence in their adoption and
consumption decisions.
2. Proposed Diffusion Model Extensions
The Bass Diffusion Model (BDM) has been widely used in the existing literature
for investigating new product diffusion in general [3]. Following my earlier discussed
conceptual framework, I propose several modified versions of the BDM to capture
the role of cross-country influence dynamics in a more comprehensive and realistic
manner. The BDM can be expressed as:
yin(t) = [αinMi(t)− Yin(t− 1)]
[
pin + qin
Yin(t− 1)
αinMi(t)
]
exp [in(t)] (3.1)
where yin(t) is the adoption sales for year t in country i for new product n, Yin(t)
is the cumulative adoption sales, and Mi(t) is the country population. The three
parameters of the model are the market penetration potential (αin), the coefficient
of innovation or external influence (pin), and the coefficient of imitation or internal
influence (qin). in(t) is a zero-mean error term.
The model proposed by [27] (hereafter referred to as ABC) captures cross-country
influence dynamics on the new product diffusion process in a broader way than the
BDM. In addition to allowing for cross-country influence from implicit non-word-
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of-mouth sources through the coefficient pin as in the BDM, model ABC allows for
product-specific word-of-mouth as a source of cross-country influence:
yin(t) = [αinMi(t)− Yin(t− 1)]
·
[
pin + qin
Yin(t− 1)
αinMi(t)
+ sin
∑
j 6=i
bij
Yjn(t)
Mj(t)
]
exp [in(t)] , (3.2)
aij =
wij∑
i
∑
i 6=j wij
(3.3)
where wij denotes the observed level of a chosen basis of bilateral interaction between
country i and country j, while aij denotes the relative level of that basis. As noted
in my conceptual framework, I use four different empirical measures for wij: bilateral
tourism flow, bilateral trade flow, the reciprocal of the normative cultural distance,
and the reciprocal of the distance between the population centroids for country i and
country j.
As evident from the above model structures and the coefficient qin, the within-
country or internal influence on the diffusion process of a new product is captured in
the BDM and ABC through a product-specific word-of-mouth based social contagion
process between adopters and non-adopters within the country. On the other hand,
while they implicitly allow for cross-country or external influence from non-word-of-
mouth sources through the coefficient pin, they are silent on the specific nature or
source of such influence as well as the particular basis of cross-country interactions
that serve as conduits for such influence outside of the cross-country word-of-mouth.
I implement an augmented version of both the ABC and the BDM which captures ad-
ditional cross-country interaction dynamics through a reference hierarchy. To model
the cross-country effects, I use insights from international consumption behavior stud-
ies that indicate such hierarchy is driven by readily observable status signals in the
form of relative aﬄuence and consumption spending levels across countries [34, 30].
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Accordingly, I use time-averaged GNP of countries (L∗j) to capture their relative af-
fluence level. Specifically, each country’s relative status is measured on a normalized
scale (Lj) representing the country’s relative aﬄuence. An alternative measure us-
ing per capita consumption expenditure level across countries is found to be highly
correlated with the GNP-based measure, as expected. The augmented version of the
BDM (A-BDM):
yin(t) = [αinMi(t)− Yin(t− 1)]
[
pin + qin
Yin(t− 1)
αinMi(t)
+ rin
∑
j 6=i
aijLj
]
exp [in(t)] ,
(3.4)
aij =
wij∑
i
∑
i 6=j wij
, (3.5)
Lj =
L∗j∑
J L
∗
j
. (3.6)
Above, the model parameter rin is similar to the external influence parameter pin,
and captures the responsiveness to cross-country influence.
The final proposed model (A-ABC) captures cross-country influence dynamics
in the most expansive way by adding the reference hierarchy to the ABC:
yin(t) = [αinMi(t)− Yin(t− 1)]
·
[
pin + qin
Yin(t− 1)
αinMi(t)
+ rin
∑
j 6=i
aijLj + sin
∑
j 6=i
bij
Yjn(t)
Mj(t)
]
exp [in(t)] . (3.7)
The measures aij and bij for relative levels of bilateral interactions remain as defined
in the A-BDM and ABC respectively. Consistent with my conceptual framework,
cross-country influence in my proposed models is decomposed in terms of bilateral
interactions enjoyed by the focal country with the other countries and the correspond-
ing levels of influence exerted by the other countries. Also, bilateral interaction of
one country with another country in my proposed models differs not only in terms of
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the country being interacted with but also how and at what level.
3. Expected Covariates for the Proposed Model Parameters
As noted earlier, not only are there very few studies in the existing literature that
investigate cross-country influence dynamics in the new product diffusion process, but
these studies allow for a limited set of parameter covariates [14, 21, 25]. My study
analyzes a much larger set of parameter covariates.
Further, as my study explicitly investigates the role of cross-country interaction
dynamics on new product diffusion, it enables me to generate more reliable and
general insights into the roles of such covariates on the diffusion process. For each of
the parameters in my earlier proposed diffusion models, Table VI lists the covariates I
analyze and their expected directional impacts. I next discuss the conceptual rationale
behind such expected roles of the covariates for each of the model parameters.
a. Parameter for Penetration Potential (α)
Economic theories and empirical evidence from the existing diffusion studies imply
that consumers who adopt a new product are those who have: (1) the ability to pay,
(2) the willingness to pay, and (3) access to the product [18]. So the covariates likely
to play a role on the magnitude of the country-product specific penetration potential
parameter, αin, are those that influence consumers’ ability and willingness to pay for
the product as well as their access to the product.
I use three covariates to reflect consumers’ ability to pay. First, I use average
national per capita income (adjusted for purchasing power parity). At the same
time, average per capita income sheds no information on the distribution of such
income across the population within a country, and this distribution can have a
considerable effect on the new product diffusion [18]. As [2] argues, for a given level of
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Table VI. Expected Effect of Country-specific Covariates
Parameter Covariate Expected Effect
α Average Per Capita Income Positive
Elderly Population Proportion Positive
GINI Index Negative
Urban Population Positive
Trade Positive
Cell-Phone x Telephone Mainlines Negative
Cell-phone x Price Basket for Fixed Line ?
Fax x Telephone Mainlines Positive
VCR x TV penetration rate Positive
Camcorder x TV penetration rate Positive
p and r Average Per Capita Income Negative
Individualism Index Positive
Uncertainty Avoidance Index Negative
q and s Internet penetration rate Positive
TV penetration rate Positive
GINI Index Negative
Female Labor Participation Positive
Individualism Index Positive
Uncertainty Avoidance Index Negative
Introductory Lag Positive
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average income, a country with a higher concentration in income has fewer consumers
with adequate purchasing power to adopt a new product. I use the GINI Index as
the measure of national income concentration. Since higher values of GINI Index
indicate higher concentrations, it is expected to have a negative effect on penetration
potential. Finally, I use the national demographic profile in terms of the elderly (65
years or more) proportion of the population to get a measure of disposable income.
As the elderly typically have lower basic expenditures, higher elderly proportion of
population will suggest higher disposable income for a given level of national per
capita income.
As for consumers’ willingness to pay for a new product, it will increase with
expected incremental benefit offered by the new product relative to the product that
currently serves that need [18]. Accordingly, if consumers have limited access to an
existing product, they may be more willing to adopt a new product that is a substitute
to the existing product. If a consumer already owns a complementary product that
is needed to use the new product, she will have higher willingness to adopt it. Based
on this rationale, I would expect that the fixed phone line penetration level will have
a negative effect on cell phone penetration potential, but a positive effect on fax
penetration potential. Also, TV penetration level will have positive effects on VCR
and camcorder penetration potentials. I also expect price of land phone services to
have a positive effect on cell phone penetration. On the other hand, if the price of
fixed phone services is positively correlated with that of cell phone services within a
country, then it will have a negative own price effect on cell phone penetration.
Finally, following [2], I use trade as a percentage of national GDP and urban
population as a percentage of national population as two country level covariates af-
fecting consumers’ relative access to a new product. The rationale follows from the
fact that higher trade fosters more open and competitive economy which in turn
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enhances product access through increased production and distribution efficiency
[35]. Similarly, studies in urban economics show that urban areas are more likely
to enjoy greater production and distribution efficiency from better infrastructure and
economies of scale [36]. Therefore, I expect new product penetration to be higher in
countries with higher levels of trade and urbanization.
b. Parameters for Non-Word-of-Mouth Based External Influence (p and r)
The parameters p and r represent the responsiveness of a country’s new product adop-
tion decision to influence sources not based on word-of-mouth influence from existing
adopters in other countries. As discussed in my conceptual framework, one important
source of such non-word-of-mouth external influence is the reference leader-follower
hierarchy structure across countries with respect to consumption behavior. Also, in-
ternational consumption behavior studies show that consumers in poorer countries
are more likely to seek out information on the consumption behavior prevalent in
richer countries [37]. So I would expect p and r to be negatively correlated with
national per capita income.
I also expect that national cultural traits which reflect consumers’ inclination to
learn from other societies and cultural groups will have a positive effect on responsive-
ness to both external and internal influence sources [30]. Two well known measures
of differences in cultural traits across countries that are particularly relevant in this
context are the Individualism Index and Uncertainty Avoidance Index [28]. A coun-
try with a high Individualism Index reflects a cultural trait among its people where
everyone is expected to interact beyond their familiar groups to look after themselves
and their immediate families. On the other hand, a country with a high Uncertainty
Avoidance Index reflects an insular cultural trait among its people whereby they are
more intolerant of opinions different from what they are used to and more likely to
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believe that ’there can only be one Truth and I have it’ [28]. The aforesaid discussion
would suggest that the Individualism Index will have a positive relationship on p and
r, while the Uncertainty Avoidance Index will have a negative relationship.
c. Parameters for Product-Specific Word-of-Mouth Influences (q and s)
The parameters q and s in the traditional BDM and my modified proposed models
represent the responsiveness of a country’s new product adoption decision to word-of-
mouth influence from adopters within and outside the country. Thus, factors which
facilitate the flow of word-of-mouth based information will positively affect the param-
eters q and s. These include the relative level of communication media in a country.
I use two covariates in my analysis to capture the country specific level of communi-
cation media. One is the TV penetration level which represents the more traditional
communication media and the other is the Internet penetration level representing the
new interactive media [38].
I also use four other covariates which capture societal characteristics that are
likely to facilitate the flow of word-of-mouth based information among its people
within a country. One covariate used is the GINI Index to capture population het-
erogeneity in terms of income based on the rationale that personal interaction and
communication are facilitated within homogeneous populations [13]. Another covari-
ate is the proportion of females in a country’s labor force. As women enter the labor
force in greater numbers, they have greater opportunities to interact with men and
other women with a consequent facilitation of greater social communication [2]. The
other two of these four covariates are the cultural measures in terms of the Individ-
ualism Index and the Uncertainty Avoidance Index. As discussed earlier in terms of
what these indices reflect, I would expect that the Individualism Index will have a
positive relationship on parameters q and s, while the Uncertainty Avoidance Index
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will have a negative relationship.
Another factor that will positively affect the parameters q and s for a country is
greater persuasiveness of word-of-mouth recommendations from the existing adopters
[2]. The persuasiveness of recommendations will increase with the satisfaction and
familiarity of existing adopters with the new product [13]. I use the number of
years that the new product introduction in a country lags behind the introduction in
the lead country as an operational measure for the relative level of satisfaction and
familiarity of existing adopters for a new product [14].
C. Empirical Analysis and Results
1. Estimation Methodology
As discussed in §2, I use my proposed conceptual framework to develop two augmented
models to better capture the role of cross-country influence dynamics on new product
diffusion. In estimating these models, I use a hierarchical structure to borrow strength
from other estimates in the same country or with the same product, and thus improve
the Bayesian parameter estimates. I begin by allowing the parameters to vary over
the real line. I apply an exponential transformation to the pin, qin, rin, and sin
parameters to map them from the positive real line to the full real line. I also apply
a logit transformation to the αin parameter to move it from 0-1 to the full real line.
I will denote the transformed variables with a star as follows:
α∗in = log
αin
1− αin p
∗
in = log pin q
∗
in = log qin r
∗
in = log rin s
∗
in = log sin. (3.8)
I then apply the hierarchical structure to the transformed variables. I divide the
transformed parameters into several parts; country- and product-specific portions
and an interaction regression term. The regressors are related to the hypotheses in
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section 3. Using the standard BDM for illustration:α∗inp∗in
q∗in
 =
α∗i + α∗np∗i + p∗n
q∗i + q
∗
n
+
XTαinγαXTpinγp
XTqinγ
q
+
piαinpipin
piqin
 piαinpipin
piqin
 ∼MVN(0,Σ1) (3.9)
With the country and product effects further decomposed.α∗ip∗i
q∗i
 =
XTαiβαXTpiβp
XTqiβ
q
+
piαipipi
piqi
 piαipipi
piqi
 ∼MVN(0,Σ2) (3.10)α∗np∗n
q∗n
 =
piαnpipn
piqn
 piαnpipn
piqn
 ∼MVN(0,Σ3) (3.11)
The error term has a normal prior with a product-specific variance term, in(t) ∼
N(0, σ2n).
The majority of the parameters’ posterior distributions are estimated using
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Gibbs sampling [39] with non-informative yet conjugate priors.
s2n =
I∑
i=1
T∑
t=1
(yin(t)− yˆin(t))2
p(σ2n|·) = InvGamma
(
TI
2
,
s2n
2
)
(3.12)
Rλ =
α∗inp∗in
q∗in
−
α∗i + α∗np∗i + p∗n
q∗i + q
∗
n
−
XTαinγαXTpinγp
XTqinγ
q

p(λ|·) = InvWish
(
5 +NC, 0.1IP +
N∑
n=1
I∑
i=1
(RTλRλ)
)
(3.13)
Rγ =
α∗ip∗i
q∗i
−
XTαiβαXTpiβp
XTqiβ
q

p(γi|·) = InvWish
(
5 + I, 0.1IP +
I∑
i=1
(RTγRγ)
)
(3.14)
p (γn|·) = InvWish
5 +N, 0.1IP + N∑
n=1
α∗np∗n
q∗n
T α∗np∗n
q∗n
 (3.15)
p(P ∗i |·) = N
(
(γ−1i + nλ
−1)−1·
(γ−1i X
T
Piβ
P + nλ−1(P ∗in − P ∗n −XTPinγP )),γ−1i +Nλ−1
)
(3.16)
p(P ∗n |·) = N
(
(γ−1n + nλ
−1)−1(I + λ−1(P ∗in − P ∗i −XTPinθP )),γ−1n + nλ−1
)
(3.17)
p(βiP |·) = N
(
(XTPiXPi)
−1XTPiP
∗
i , (X
T
PiXPi)
−1γi
)
(3.18)
where P ∈ {α, p, q, r, s}).
The priors were tested for robustness. Estimation of the posterior distributions
for αin, pin, qin, rin, and sin require Metropolis-Hastings samplers[12], again with
37
noninformative priors:
p(αin|·) ∝ exp
{
−
∑T
t=1(yin(t)− yˆin(t))2
2σ2n
− (logit(αin)− α
∗
i − α∗n −XTαinγα)2
2γ1,1
− log(αin − α2in)
}
(3.19)
p(pin|·) ∝ exp
{
−
∑T
t=1(yin(t)− yˆin(t))2
2σ2n
− (log(pin)− p
∗
i − p∗n −XTpinγp)2
2γ2,2
− log(pin)
}
(3.20)
p(qin|·) ∝ exp
{
−
∑T
t=1(yin(t)− yˆin(t))2
2σ2n
− (logit(qin)− q
∗
i − q∗n −XTqinγq)2
2γ3,3
− log(qin)
}
(3.21)
p(rin|·) ∝ exp
{
−
∑T
t=1(yin(t)− yˆin(t))2
2σ2n
− (logit(rin)− r
∗
i − r∗n −XTrinγr)2
2γ4,4
− log(rin)
}
(3.22)
p(sin|·) ∝ exp
{
−
∑T
t=1(yin(t)− yˆin(t))2
2σ2n
− (logit(sin)− s
∗
i − s∗n −XTsinγs)2
2γ5,5
− log(sin)
}
(3.23)
where the proposal values are generated through a random walk with variance deter-
mined in trial runs.
Using this method allows me to avoid many of the problems caused by the
intractability of the likelihoods of models ABC and A-ABC. This occurs because I
do not need to find the distribution of the parameters explicitly.
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2. Model Estimation Results
a. Forecast Performance
Here I am interested in analyzing which of my four models best describes the underly-
ing diffusion process. The BDM serves as a good benchmark model not only because
my proposed models are extended versions of this popular diffusion model, but also
for its use as the model of choice in [2].
Due to the hierarchical nature of my model framework, many forms of model
selection (AIC, BIC, etc.) are difficult to compute because determining the number
of parameters used is tricky. Other methods have been developed such as CPOs [40],
Marginal Likelihood [41], and Reversible Jump MCMC [8]. While those methods are
effective, there is a much simpler method which fits my situation well. I am able to
compare the various models by how well they predict future values of the diffusion
process. This makes more practical sense as well because a main purpose of this model
is to be able to predict future values of the diffusion process. I predicted the diffusion
level for one, two and three years beyond my sample, years 8-10 of the product life.
The mean square prediction errors (MSPE) allow me compare the effectiveness of the
various models and is calculated as follows:
MSPE =
(
yin(t)− yˆin(t)
Mi(t)
)2
(3.24)
where yˆin(t) is the predicted value of yin(t). I then find the average MSPE over each
country, product, year, and parameter draw. Table VII gives the MSPE multiplied
by 10,000 for ease of comparison. Additionally, I calculated the average improvement
over the base BDM and sorted the models by this improvement. I highlighted the
lowest MSPE in each model for each prediction level.
For A-BDM, the centroid distance covariate performed the best, but not signifi-
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cantly more than the tourism covariate. In the first two years, the tourism covariate
outperformed distance, but the distance measure was the best in year three. Both co-
variates outperformed the BDM by an average of 40%. In ABC, the cultural covariate
vastly outperformed the other three options, outperforming the BDM by 57%. When
looking at A-ABC, trade flow best described the word-of-mouth and tourism flow
describes the reference hierarchy. While those two covariates performed suboptimally
individually, there is an interaction effect which makes them the best when they are
combined, outperforming the BDM by 69% and ABC by 28%. Notice also that the
cultural and distance covariates performed relatively well in A-ABC, improving on
ABC by 18%.
Because the MSPE is the smallest for A-ABC with trade and tourism as the
covariates, I feel that the model represents the best description of the underlying dif-
fusion process. This also makes heuristic sense. Tourism flow describes the reference
hierarchy. The best way for people to determine what products are being used in
the reference countries is by visiting them. The word-of-mouth is a little trickier. It
does make sense that countries will show that they are using a certain product by
exporting it, but why did it perform so poorly in ABC?
b. Hierarchical Regression Results
As noted earlier, my study uses a larger set of covariates than any of the other
existing studies investigating cross-country influence on the new product diffusion
process. Table VIII gives the results of the various covariates used in my hierarchical
regression analysis of the model parameters. For each of my proposed models (A-
BDM and A-ABC), I show the results for the version that performs the best in terms
of prediction accuracy discussed above. Many of the covariates analyzed are found
to be statistically significant (95% credible interval does not contain 0) and in almost
41
all cases have the expected directional impacts on the respective model parameters.
Since the directional impacts of the covariates on respective parameters are consistent
across the various estimated models, I discuss below the results in terms of my most
extensive or full model, A-ABC. In terms of the covariates for the penetration
potential parameter (α), I find the following covariates to be significant – per capita
income, elderly population ratio, GINI index, international trade and urbanization. It
is interesting that the per capita income effect is negative when it was expected to be
positive. International trade (as % of GDP), which is highly correlated with income,
has a positive effect on penetration level as expected. It is possible that colinearity
caused the unexpected effect in per capita income. After controlling for average
per capita income level, the positive effect of elderly population ratio is consistent
with the expectation that a higher value of such ratio reflects higher proportion of
disposable income. The GINI index has a negative impact confirming the expectation
that a more inequitable income distribution adversely affects new product penetration
potential. Urbanization, with a negative effect, is the only covariate for which I find
the directional effect to be contrary to initial expectations. In this context, it is
relevant to note though that several major developing countries (e.g., China, India)
with lower level of urbanization have in fact experienced a higher penetration level
at comparative stages of the diffusion process for mobile phones [2].
As for covariates for the parameters (q) of internal product-specific word-of-
mouth influence, introductory lag is found to have a significant positive effect. The
result is consistent with my expectations as well as evidence from past studies [13]. I
also find the GINI index to have a negative effect, which is in line with the expectation
that the word-of-mouth based social contagion process will be less effective through
a population with lower income homogeneity. Internet penetration rate is also found
to have a negative effect. With more internet availability, people are less likely to
42
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be influenced by those in their country. In contrast, with respect to the parameter
(s) of external product-specific word-of-mouth influence, internet penetration level is
found to have a strong positive effect. The TV penetration rate also has a significant
positive influence. My study is the first to present systematic evidence that the
emergence of the Internet and television has boosted the effect of word-of-mouth
based cross-country influence on new product diffusion [3].
Per capita income and the individualism index were found to be significant when
describing the non-word-of-mouth based internal parameter (p). Per capita income
has a negative effect implying that people in poorer countries are more likely to be
effected by non-word-of-mouth influences. Also, countries which score higher on the
individualism index are more likely to be influenced in ways other than word-of-
mouth. With respect to the non-word-of-mouth based external influence parameter
(r) which captures the effects of reference leader-follower hierarchy across countries,
only the individualism index had a significant effect. Adoption behaviors in countries
that score higher on the individualism index are found to be more responsive to such
cross-country non-word-of-mouth influences.
For my various diffusion models, I also note the estimated values of the various
model parameters in Table IX. Please note that I used the logit transformation which
constrained α to be between 0 and 1. My BDM parameter estimates are similar to
those in the past studies [2].
c. Variance Decomposition of Heterogeneity
Variance decomposition allows me to allocate the total variance in my estimates to
various parts of my model [42]. The hierarchical structure of my model allows me
to be able to divide the variance into five categories; unobserved product effects,
observed and unobserved country effects and observed and unobserved product and
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country interaction effects. Since A-ABC with trade and tourism was determined to
be the best performing model, I performed the variance decomposition on its output.
Table X shows the results.
Table X. Variance Decomposition
Product Effects Country Effects Interactions
Unobserved Observed Unobserved Observed Unobserved Total
α∗
0.12 153.91 0.05 7224.06 0.01
7378.15
(0.00%) (2.09%) (0.00%) (97.91%) (0.00%)
p*
1.80 10.23 0.13
NA
0.32
12.48
(14.42%) (81.97%) (1.07%) (2.53%)
q*
1.05 3.03 0.08 12.67 0.27
17.10
(6.15%) (17.72%) (0.47%) (74.07%) (1.58%)
r*
0.21 4.30 0.04
NA
0.03
4.58
(4.48%) (93.89%) (0.92%) (0.72%)
s*
0.17 5.18 0.08 1.67 0.04
7.14
(2.32%) (72.60%) (1.14%) (23.35%) (0.60%)
For α∗, almost all of the variance is captured in the observed country effects and
the observed interactions between products and countries, mostly in the interactions.
This implies that the adoption ceiling can be estimated rather well by the covariates
I have specified. Notice also, that the total variance of α∗ is rather large when
compared to the other parameters. This is partly because α∗ is found through a logit
transformation, while the others use a log transformation. As α approaches 0 or 1, as
was the case in a few instances, a small change in α will cause a large change in α∗.
In p∗ and r∗, the observed interactions cell is not applicable because I did not
specify any covariates there. Almost all of the variance is found in the observed
country effects, showing that this coefficient can be well estimated by looking at
other product launches in the same country. For q∗ almost all of the variance is
found in the interactions between the product and the country. This shows that you
cannot just look at similar products in another country, or other products in the same
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country to estimate q. Rather much of the information comes from the introductory
lag. As for s∗, it is mainly described by the observed country effects, with some
help from the observed product effects. In summary, all of the parameters are rather
well-described by the covariates I have chosen and therefore the estimates will be
rather good. In comparing the results to [2], it seems that much of the unobserved
idiosyncratic variance has been explained in my setup. That is likely due to the
additional covariates in my study.
d. Time-varying Parameters
Implicit in my model is the fact that all my parameters are constant across time. A
few adjustments to my fully augmented model (A-ABC) allow my parameters to vary
across time.
yin(t) = [αin(t)Mi(t)− Yin(t− 1)]
·
[
pin(t) + qin(t)
Yin(t− 1)
αin(t)Mi(t)
+ rin(t)
∑
j 6=i
aijLj + sin(t)
∑
j 6=i
bij
Yjn(t)
Mj(t)
]
exp [in(t)]
(3.25)
α∗in(t)
p∗in(t)
q∗in(t)
r∗in(t)
s∗in(t)
 =

α∗i + α
∗
n + α
∗
t
p∗i + p
∗
n + p
∗
t
q∗i + q
∗
n + q
∗
t
r∗i + r
∗
n + r
∗
t
s∗i + s
∗
n + s
∗
t
+

XTαinγ
α
XTpinγ
p
XTqinγ
q
XTrinγ
r
XTsinγ
s
+

piαin
pipin
piqin
pirin
pisin
 ,

piαin
pipin
piqin
pirin
pisin
 ∼MVN(0,Σ1)
(3.26)
There are two different ways to measure time, through the standard calendar year
or the number of years from the introduction of the product in the country (lag year).
Analyzing the parameters through both metrics enables a deeper understanding of
the dynamics. The time-varying components are estimated through cubic splines and
the estimates and 95% credible intervals are depicted in Figure 4. If you are able to
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draw a horizontal line across the plot and remain within the interval bounds, there
is no evidence of a significant time effect. That is true for the s∗t parameter under
calendar years and for the p∗t , r
∗
t , s
∗
t parameters under lag years. In both the p
∗
t and
r∗t parameters, there is a distinct positive relationship over calendar time. With the
increases in technology and globalization, it makes sense that the effect of non-word-
of-mouth external influence would be increasing. The q∗t parameter decreases over
calendar time, which seems counter-intuitive. The real story is much clearer when
the lag year effect is noticed. The parameter is highest at introduction and then
quickly decreases. This is likely due to the buzz that is generated when a product is
first introduced to a country. After the initial buzz dies off, the word-of-mouth effect
is much smaller.
D. Conclusion
The new product diffusion process represents an important area of research in the
marketing literature because of its obvious significance in understanding consumers’
adoption behaviors and consequent strategic implications for firms. Not surprisingly,
there exists a rich steam of marketing research on diffusion of new products [3, 43].
At the same time, this existing research remains quite limited in investigating the
role of cross-country influence dynamics on the new product diffusion process. This
limitation is particularly conspicuous in the context of recent acceleration in global-
ization trends and the surge in cross-country interactions in a flat world [1]. In other
words, there remains an unfortunate disconnect between the widespread existence of
cross-country interactions in reality and the very limited research in analyzing the
expected role of such interactions on the new product diffusion process. The pri-
mary contribution of my study lies in taking an important and substantive step in
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addressing the aforesaid disconnect.
Consistent with the notion of simultaneous mixing models [21], my study pro-
poses a conceptual framework to investigate the role of cross-country influence on the
new product diffusion process in any country. Using the BDM as my core model, I
apply this framework to develop 24 modified versions of the BDM by augmenting it
with various competing and complementary forms – in both conceptual and empiri-
cal terms – of the role of cross-country influence dynamics. In developing my specific
diffusion models from this framework, I use model structures that better capture the
cross-country influence dynamics expected in reality. In that spirit, cross-country
influence in my models is explicitly decomposed in terms of bilateral conduits of in-
teractions enjoyed by a focal country and corresponding levels of influence exerted by
other countries on the focal country. Specifically, I use models where such bilateral
conduits of cross-country interactions are captured in terms of tourism flow, trade
flow, cultural similarity, and spatial proximity between any two countries. Another
distinctive aspect in my proposed models is the use of a reference leader-follower hi-
erarchical structure among countries as an explicit source of cross-country influence
on diffusion independent of the usual product-specific word-of-mouth.
I use hierarchical Bayesian techniques to estimate the models and then compare
their relative predictive accuracies. The data used for my analysis are substantial in
scope, covering seven new product diffusions across 31 countries with detailed infor-
mation on bilateral trade and tourism flows across the countries. It also enables me
to use the largest set of parameter covariates in investigating cross-country diffusion
models to date. The sample set of countries covers essentially all the major developed
and developing countries, and accounts for about 80% of the global economic output
and 60% of the population.
My empirical analysis shows that almost all the proposed models that allow for
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explicit cross-country influence on new product diffusion consistently outperform the
BDM in terms of relative predictive accuracy. This underscores the value of incor-
porating cross-country influence in diffusion models not only to better understand
the dynamics of international diffusion, but also to improve the predictive power of
such models. I find that the best performing model in terms of predictive accuracy is
the one that allows for two sources of cross-country influence – the general reference
leader-follower hierarchy among countries and the product-specific word-of-mouth
from existing adopters. In terms of predictive accuracy, I also find that the best bi-
lateral interaction conduits to capture the cross-country influence effects of reference
leader-follower hierarchy and product-specific word-of-mouth are tourism and trade
flows respectively. As for the results from the analysis of parameter covariates, I
find that cultural and economic covariates are particularly significant in determining
the responsiveness of countries to cross-country influences based on reference leader-
follower hierarchy. I also find strong and systematic evidence that the emergence of
the Internet has accentuated the effect of both within-country and cross-country in-
fluence of product-specific word-of-mouth from existing adopters. To my knowledge,
my study is the first to document such evidence in new product diffusion studies [3].
My findings add new and substantive insights to the limited existing literature
on the role of cross-country influence on the new product diffusion process. They
are also of value to managers interested in better performing predictive models of
international new product diffusion, especially in a world experiencing accelerated
interactions among countries. I hope that my study stimulates additional studies on
this under-researched but important issue of cross-country influence dynamics in the
new product diffusion process.
In a broader context, my study is related to the understanding of social inter-
actions and neighborhood influence dynamics in general, which has generated con-
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siderable interest among researchers in recent years with the emergence of social
networking and digital communities [44]. While my study investigates such social
interaction dynamics at macro level because of my focus on aggregate diffusion, an
interesting area for future research would be to use micro level models to investigate
the role of social interaction dynamics in a cross-country setting on individual con-
sumers’ new product adoption decisions. Another fruitful area for future research
will be to analyze other forms of bilateral interactions like investment flows between
countries in influencing aggregate diffusion, which can provide additional insights in
developing an integrated theory of drivers for the new product diffusion process [3].
53
CHAPTER IV
A PRIOR DISTRIBUTION OF BAYESIAN NONPARAMETRICS
INCORPORATING DISTANCES
A. Introduction
1. Problem Description
As mentioned in Chapter III, the Bass Diffusion model is commonly used in the new
product diffusion literature. I restate the structure of the model in section B.
Implicit in the hierarchical formulation, all of the β parameters are assumed to
be the same for each country. One additional dollar of GNPPC is assumed to have
the same effect on the United States and the Philippines. I would like to allow the
covariates to have a unique effect on each country. Fitting individual β values to each
country would cause much of the information to be obtained from the prior, which
in our case is meant to be relatively noninformative. I will group the countries into
clusters using a Dirichlet process prior where the countries in the same cluster have
the same β values but countries in different clusters have different β values. The
organization of the countries will be updated in each iteration of the sampler creating
a soft clustering. Alternatively, I could cluster the countries at the beginning of the
analysis and fix the clusters while estimating the parameters. Soft clustering enables
a nonparametric estimate of the β vector for each country, where the fixed cluster-
ing will only give an estimated vector for each cluster. Additionally, soft clustering
incorporates the cluster uncertainty in the parameter estimates.
Under the standard Dirichlet process framework, each country is equally likely
to be clustered with any other country. My method utilizes information about the
countries to inform the prior clustering probabilities.
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This new method will improve the out-of-sample prediction of the diffusion pro-
cess.
2. Literature Review
There is a lot of research on the clustering of countries with respect to their macroe-
conomic variables [e.g. 45, 46, 47, 48, 49], the idea being that if you can find other
countries that are similar, you can apply the same strategy and expect similar re-
sults. Alternatively, they focus their research efforts on a prototypical member of
each group [50]. They often use either a single macroeconomic variable or use factor
analysis or k-means clustering to aggregate the effect of multiple variables. There is
little research using the actual diffusion process to cluster the countries, until [19].
This paper [19] has data from three consumer durables (TVs, VCRs, and CD
Players) and 12 countries (Austria, Belgium, Denmark, France, Finland, the Nether-
lands, Norway, Sweden, Switzerland, the UK, Japan and the United States). For each
product and country pair, they have sales data from introduction to 1990. They used
14 years of observations.
This [19] is the first paper which uses the diffusion process to cluster countries.
They begin with the simple discrete time Bass model. First, they used factor analysis
to compute the factor loadings of 23 macroeconomic variables. They used the mean
values of the variables over time. The analysis divided the variables into five factors
which were labeled as follows: overall mobility, health, trade, standard of living, and
cosmopolitanism. Then they computed the factor scores for each of the 12 countries
and then divided the scores via k-means clustering. They obtained a two-segment and
three-segment solution. Both of the solutions are highly driven by the total mobility
measurement. This part is similar to the previous work.
Next, they estimate the latent class model using the EM algorithm and AIC.
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Using the EM Algorithm they estimate pk, qk, Σk and wk, where Σk is the covariance
matrix and wk is the mixing proportion with likelihood defined as (4.1).
Yc =
K∑
k=1
wkfck(Yc|Xc,βk,Σk) (4.1)
Then they compute the posterior probability of country c being assigned to cluster k
as (4.2).
Pck =
wkfck(·)∑K
p=1wpfcp(·)
(4.2)
Using the second method they find three clusters for color TVs, three for VCRs, and
two for CD players. All of the posterior probabilities are at or close to one and zero.
Finally, they measured the correspondence between the two clustering methods and
found little connection. There is not much other work until 2009 [51].
The main focus of [51] is augmentation of the Bass model, but they do some
clustering as an aside. Their data is a subset of 21 products across 70 countries for
a total of 760 (52%) product and country combinations. Their method for comput-
ing the product diffusion curves includes some smoothing splines, which they call
Augmented Functional Regression (4.3).
Yi = β0 +
4∑
j=1
gj(eij) +
L−1∑
l=1
δlIil + ij (4.3)
where the gj are smoothing splines, the eij are the first four principal components
scores, two each on the penetration curves Xi(t) and on the velocity curves X
′
i(t), the
Iil are product indicator variables, the ij are normal errors and the δl are regression
coefficients.
The majority of the paper is spent showing how this model outperforms many
of the current models in use. But they do a little clustering by analyzing the first
two eij and performing a k-means clustering. They get six clusters and then perform
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a few summary statistics comparing the clusters. They do not use the clustering to
improve the fit of the model.
By incorporating a Dirichlet process prior for the β vector, I am able to clus-
ter based on the diffusion process and use the clustering to improve the obtained
predictions.
My work improves upon [19] by incorporating covariates into the model formu-
lation. It improves upon [51] by using the clustering to improve my predictions. I
improve upon both models through the use of model averaging and including the
distance information in the prior distribution of the clusters.
B. Model
1. Standard Dirichlet Process
As mentioned in Chapter III, the Bass diffusion model [16] is commonly used in the
new product diffusion literature. The hierarchical Bass diffusion model of [2] is:
yin(t) = [αinMi(t)− Yin(t− 1)]
[
pin + qin
Yin(t− 1)
αinMi(t)
]
exp [in(t)] (4.4)
where yin(t) is the adoption sales for year t in country i for new product n, Yin(t)
is the cumulative adoption sales, and Mi(t) is the country population. The three
parameters of the model are the market penetration potential (αin), the coefficient
of innovation or external influence (pin), and the coefficient of imitation or internal
influence (qin). in(t) is a zero-mean error term. The model parameters are transposed
to the real line:
α∗in = logit (αin) p
∗
in = log (pin) q
∗
in = log (qin) (4.5)
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and the hierarchical structure defined as:α∗inp∗in
q∗in
 =
α∗i + α∗np∗i + p∗n
q∗i + q
∗
n
+
XTαinγαXTpinγp
XTqinγ
q
+
piαinpipin
piqin
 piαinpipin
piqin
 ∼MVN(0,Σ1) (4.6)
With the country and product effects further decomposed.α∗ip∗i
q∗i
 =
XTαiβαXTpiβp
XTqiβ
q
+
piαipipi
piqi
 piαipipi
piqi
 ∼MVN(0,Σ2) (4.7)α∗np∗n
q∗n
 =
piαnpipn
piqn
 piαnpipn
piqn
 ∼MVN(0,Σ3) (4.8)
The covariates included in the model are the same as in Chapter III. Each country in
a given cluster will have the same βαi , β
p
i , and β
q
i so let βi = (β
α
i ,β
p
i ,β
q
i ). A common
prior distribution for βi has the form N(µ0,Σ0). I incorporate the Dirichlet process
through the prior distribution:
βi|G ∼ G (4.9)
G ∼ DP (α0G0) (4.10)
G0 = Nk(θ0,Σ0). (4.11)
With the addition of the Dirichlet process and the fact that I will now be clustering
the countries into groups, I need to define more notation. Let S0 = {1, 2, . . . , n} be
the set of all the countries and a partition pi = {S1, S2, . . . , Sl} has the following
properties:
1. Si 6= ∅ for i = 1, . . . , l (all subsets non-empty)
2. Si ∩ Sj = ∅ for i 6= j (mutually exclusive subsets)
3. ∪lj=1Sj = S0 (exhaustive subsets)
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p(pi) denotes a probability distribution for a random partition pi. α0 is the mass
parameter which is related to the probability of an observation being assigned to a
new cluster.
2. Incorporating a Single Distance
Under the standard Dirichlet process framework, each pair of countries have an equal
chance of being clustered together a priori. I would like to incorporate the distances
between each country into that prior probability.
The affinity distribution [52] rewards partitions which are formed by items which
are close in terms of the distances dij. They define the affinity of items i and j as
(4.12)
aij =
(1 + )d∗ − dij
(1 + )d∗
(4.12)
where d∗ is the maximum distance among all pairs in the dataset. The kernel of the
p.m.f. for pi in the affinity distribution is:
p(pi) ∝
∏
S∈pi
exp(t · (g(S)− g(S0))) · [αΓ(|S|)]1+t·(g(S)−g(S0)) (4.13)
where g(S) is the mean affinity of cluster S and g(S0) is the mean affinity of the
cluster with all the observations together. t is the temperature which measures the
magnitude of the distance effect. If the temperature were set to 0, the p(pi) would be
equivalent to the formulation under the standard Dirichlet process.
3. Incorporating Multiple Distances
I can use all of the following as possible candidates in Chapter III to describe the
distances:
• Trade between countries i and j
59
• Tourism flow between i and j
• Cultural Similarity
• Centroid Distance
The distance between country i and country j is then defined by the norm of a subset
of the four distances:
d(i, j) =
√√√√ K∑
k=1
γkd2k(i, j) (4.14)
where γk is a binary variable defining if the k
th covariate is included in the model and
d2k(i, j) is the square of the normalized distance in dimension k between countries i
and j. Including γk allows me to be able to select among the four possible metrics.
With only four metrics, I have 24 = 16 possible γ vectors. I will fit the model with
each of the possible vectors and then compare the predictive abilities to determine
which subset is optimal.
4. Prior Specification
Many of the prior distributions remain the same as they were specified in Chapter
III, but when incorporating a Dirichlet process, it is important that your prior is not
overly vague. In each iteration of the Auxiliary Gibbs sampler [53], a parameter value
for a currently unoccupied cluster is drawn from the prior distribution. If the prior
is too vague, the values drawn will often be unreasonable and only rarely will a new
cluster be formed.
In Chapter III, I use Zellner’s g-prior. While that prior is not overly vague, it
does require that the sample size is larger than the number of parameters. When all
of the samples are in one cluster, that condition is satisfied. Once a single observation
moves to a new cluster, the effective sample size becomes one and is smaller that the
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number of parameters.
For the joint prior of (βi, γi), I use:
p(βi, γi) = Ng(βi, γi|0, Ik, ν, θ) = Nk(βi|0, γiIk)Ga(γi|ν, θ). (4.15)
The results were rather sensitive to the choice of hyperparameters in the gamma
distribution. To obtain a draw from the prior distribution, I integrate out the γi
value and obtain:
p(βi) = Stk
(
βi
∣∣∣0, ν
θ
Ik, 2ν
)
. (4.16)
Analytically integrating parameters from the equations used in the sampler enables
better mixing and faster (in the number of iterations) convergence. Although, com-
putationally each iteration may take slightly longer.
The posterior distribution for the β values is also available with the γi integrated
out:
θn = (Ik +X
TX)−1XTy
λn = θ +
1
2
(y −Xθn)Ty
p(βi|X,y) = Stk
(
βi
∣∣∣θn, (Ik +XTX)(ν + n
2
)
λ−1n , 2ν + n
)
. (4.17)
C. Results
1. Convergence Diagnostics
As with any MCMC method, it is important to ensure that the algorithm has con-
verged so the obtained draws are coming from the posterior distribution. I measure
convergence using entropy [54], defined as −∑j(nj/n)log(nj/n) where nj is the num-
ber of observations in cluster j and n is the total number of observations. I run multi-
ple chains, half commencing with all of the countries in one cluster and the other half
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with each country in its own cluster. All of the series seem to converged at around
40,000 iterations, so I will discard the first 40,000 iterations as burnin.
For each combination, I run multiple chains from various starting points to insure
consistency of my estimates.
2. Temperature Comparison
I compare the average posterior number of clusters obtained for each of three tem-
perature values in Table XI.
Table XI. Average Number of Posterior Clusters
C
en
tr
oi
d
C
u
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u
ra
l
T
ou
ri
sm
T
ra
d
e
t=2 t=5 t=10
0 0 0 1 1.13 1.81 2.19
0 0 1 0 1.08 1.56 2.45
0 0 1 1 1.22 2.06 3.28
0 1 0 0 1.13 2.44 3.53
0 1 0 1 1.19 2.03 3.00
0 1 1 0 1.17 2.22 3.70
0 1 1 1 1.20 2.50 5.50
1 0 0 0 1.13 1.51 3.50
1 0 0 1 1.38 2.38 4.88
1 0 1 0 1.25 2.88 4.63
1 0 1 1 1.64 2.88 5.28
1 1 0 0 1.13 2.50 4.00
1 1 0 1 1.25 2.40 5.30
1 1 1 0 1.00 2.38 5.25
1 1 1 1 1.05 2.75 5.75
There is a definite increase in the number of clusters as the temperature increases.
Additionally, as the temperature increases to 5 and again to 10, it seems there is some
increase in the number of clusters as the number of distance measures increases.
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3. Out-of-sample Prediction Results
The various distance measures are likely to be correlated. The sample Pearson correla-
tions are depicted in Table XII. Because all of the measures are positively correlated,
Table XII. Distance Correlation Matrix
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e
Centroid 1 0.165 0.369 0.335
Cultural 0.165 1 0.109 0.125
Tourism 0.369 0.109 1 0.629
Trade 0.335 0.125 0.629 1
it may be difficult to determine how much each distance measure contributes to the
estimation.
To assess the utility of my method, I randomly remove one product-country data
series (in this case, camcorders in Argentina) and then use the rest of the data to
estimate the held-out portion. I will compare the mean absolute prediction error
(MSPE) of the proportion of the population who have adopted the product for each
possible subset of distance measures. When compared with the Bass diffusion model
of [2] (with no clustering), the standard Dirichlet process improved the predictions
by 2.2%. Table XIII describes how much each distance measure further improves
the prediction for various temperature values. The distances are sorted by average
performance, with the best performing subset first. The improvement values are in
percentage improvement over the standard Dirichlet process with no distance infor-
mation.
Incorporating the distance measures improved the vast majority of the predic-
tions. The improvement is substantial, as much as 35%.
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Table XIII. MSPE Improvement
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t=2 t=5 t=10
1 0 1 1 35.1% 14.8% 15.9%
0 1 0 0 22.4% 23.9% 18.9%
0 0 1 1 23.1% 16.9% 23.4%
0 1 0 0 29.0% 8.7% 21.3%
0 1 1 1 15.1% 27.8% 10.9%
0 1 1 0 17.5% 34.5% 1.3%
1 0 0 1 21.6% 23.2% 8.4%
0 0 1 0 1.0% 21.8% 22.2%
1 0 1 1 3.3% 17.1% 24.4%
0 0 0 1 11.8% 18.1% 3.5%
1 1 1 0 -1.7% 24.4% 4.5%
1 1 0 1 2.9% 16.5% 6.1%
1 0 0 0 27.3% 19.5% -33.6%
1 1 1 1 -0.7% 25.3% -16.7%
1 1 0 0 -25.2% 18.9% 13.5%
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4. Posterior Clustering
To see how well the distance measures helped to cluster the countries, I look how
they were clustered using the model with only the cultural distance measure included.
Because I obtain a partition for each iteration of the sampler, I summarize the results
using least squares clustering [55] in Table XIV.
Table XIV. Posterior Clustering
Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 Cluster 6
Argentina Australia Canada Chile Denmark Germany
Austria United States Netherlands Portugal Finland Switzerland
Belgium Norway
Brazil Sweden
China
France
Greece
Hong Kong
India
Ireland
Italy
Malaysia
Mexico
Philippines
Singapore
South Korea
Spain
Thailand
United Kingdom
It is interesting to note that in some clusters the cultural effect is very apparent
(e.g. cluster 5 contains very similar countries), while others seem to have less in
common (Chile and Portugal).
Having these clusters and the various distance metrics really help a manager
when they are looking to enter a new country not in the current dataset. They
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are able to get probabilities that the country will be in each cluster. Using that
information, they are able to get better predictions of the diffusion process in the
new country.
D. Conclusion
Countries in today’s global world are very diverse. Some developing nations would
be greatly affected if five hundred more people had access to the internet. In more
developed nations, that effect would be less pronounced. I have proposed a method
to parsimoniously allow covariates to have different effects on disparate countries. My
method improves the prediction of another product-country pair, allowing managers
with established product lines in some countries to determine how their product would
be adopted if they were to enter a new country.
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CHAPTER V
CONCLUSION
Global marketing managers are keenly interested in being able to predict the sales of
their new products. My work improves the understanding of how a product is adopted
allowing the managers to optimally allocate their resources. My work explores how
to describe the relationship between those countries and determines the best way to
leverage that information to improve the sales predictions. I propose new marketing
models in Chapters II and III which add flexibility without sacrificing interpretation.
In Chapter IV, in addition to augmenting a current marketing model, I propose a new
method for incorporating multiple distances into a nonparametric prior distribution.
More precise descriptions follow.
In Chapter II, I that when compared to what is expected for the logistic diffusion
model diffusion speed changes not only through the life of the product but also as a
function of the calendar year. The speed is higher than expected at the introduction of
the product, likely due to the initial promotion and buzz generated by an innovation.
Additionally, as the internet has proliferated, the speed has increased.
In Chapter III, I show that by adding a reference hierarchy to the models of [2]
and [27], the augmented models are better able to predict future sales of the product.
Additionally, I show that the parameters in the Bass diffusion model change over time
with the p and r parameters increasing over calendar time and the q and s parameters
starting high at introduction and decreasing over the life of the product.
Finally, in Chapter IV, I describe a nonparametric method to cluster countries
by their regression coefficients which improves the out-of-sample prediction.
These methods allow managers to better understand the new product diffusion
process and make decisions which will maximize their stakeholders’ value.
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