SUMMARY Arranging n points as uniformly as possible is a frequently occurring problem. It is equivalent to packing n equal and non-overlapping circles in a unit square. In this paper we generalize this problem in such a way that points are inserted one by one with uniformity preserved at every instance. Our criterion for uniformity is to minimize the gap ratio (which is the maximum gap over the minimum gap) at every point insertion. We present a linear time algorithm for finding an optimal n-point sequence with the maximum gap ratio bounded by 2 n/2 /( n/2 +1) in the 1-dimensional case. We describe how hard the same problem is for a point set in the plane and propose a local search heuristics for finding a good solution.
Introduction
The circle packing problem is to place n equal and nonoverlapping circles in a unit square. It is one of the most important geometric optimization problems with a number of applications and has been intensively investigated [6] , [12] - [14] . It is well known that the circle packing problem is equivalent to arranging n points in a unit square in such a way that the minimum pairwise distance is maximized. This problem seems to be computationally hard. In fact, no optimal solution is known for relatively large values of n, say n > 100.
The problem considered in this paper is a generalization of the point arranging problem, namely its online version. We want to insert n points one by one in such a way that uniformity is achieved at every insertion of a point. Since the solutions for the offline point arranging problems are different for different values of n, it would be impossible to derive good point sequences from such optimal solutions even if they were available. It should also be noted that a subsequence of an optimal point sequence is not optimal. Therefore, we cannot hope for an incremental algorithm constructing optimal point sequences.
It is not straightforward to define uniformity of points. The minimum pairwise distance is not good to measure the uniformity of points as it does not reflect large empty areas. We could also borrow a measure from discrepancy theory [5] , [9] . Here we take a simple geometric shape R and count how many points are contained in R while moving R all over the unit cube. The uniformity is measured by the difference We define uniformity of point distribution using not only closest point pairs but also largest empty circles. Our criterion is to minimize the gap ratio, which is the maximum gap (diameter of a largest empty circle) over the minimum gap (the minimum pairwise distance). Note that this definition is extendability to higher dimensions since those gaps can be defined in any dimension.
This problem is closely related to an industrial application on digital halftoning, which is a technique to convert continuous-tone images into binary images for printing. One of the most popular methods for halftoning is Dithering, which binarizes an images using a threshold matrix called the dither matrix. The quality of output images heavily depends on this matrix. A target is an n × n matrix containing integers from 0 through n 2 − 1 in such a way that elements up to i are uniformly distributed for each i = 1, 2, . . . , n 2 − 1. Such a matrix is similar to the dither matrix called the bluenoise mask [11] , [18] . Combinatorial approaches are also found for the problem, see e.g., [1] - [4] , [7] , [8] , [17] .
Problem Statement
. . , p n in this order. For each i = 1, 2, . . . , n, we define a subsequence P i of P by its first i points, i.e., P i = (p 1 , . . . , p i ). With P i , we associate a point set S i := {p 1 , . . . , p i } ∪ S 0 , where S 0 is the set of the 2 d corner points of S d . The smallest among all pairwise distances in S i is the minimum gap
where d(p, q) is the Euclidean distance between two points p and q.
The maximum gap is defined via the largest empty circle. An empty circle is a circle whose center is located within the unit cube and contains no point of the set S i . The diameter of the largest empty circle for the set S i is the maximum gap G i
Note that the point p in the definition above is an arbitrary point in the unit cube. Now we define the i-th gap ratio by
For a point sequence P, we define the maximum gap ratio as R P := max i=1,...,n r i . For a fixed integer n, we denote R n the optimal gap ratio for any n-point sequence:
Given d and n, we want to find an n-point sequence P in S d that achieves the optimal (=minimal) gap ratio R n . More formally, our problem is described as follows.
Problem 1:
Input: Integers d and n. Ensured: Compute an optimal n-point sequence P in S d that achieves the optimal gap ratio R n for n points.
Our contribution
We start with a simple greedy algorithm called incremental Voronoi insertion for points in the plane in Section 2. The Voronoi insertion generates a point sequence P with R P ≤ 2. It is also easy to extend this algorithm to higher dimensions while keeping the gap ratio 2.
In Section 3, we give a linear time algorithm that constructs an n-point sequence with maximum gap ratio bounded by 2 n/2 /( n/2 +1) in the 1-dimensional unit cube S 1 . We also show that the bound is optimal, which fully shows the 1-dimensional case.
Section 4 deals with the 2-dimensional case again. It looks quite challenging to find an optimal point sequence even for rather small values of n. Therefore, we give two simple heuristic algorithms finding a point sequence with maximum gap ratio smaller than that of the point sequence generated by the incremental Voronoi insertion. Since the Voronoi insertion gives an upper bound, our next goal is the following:
We have implemented our heuristic algorithm to find point sequences whose maximum gap ratios are strictly less than 2, which is achieved by the Voronoi insertion. Some such sequences are given together with related statistics on our experiments.
Simple Greedy Algorithm
We start with a simple greedy algorithm for inserting points uniformly. In this algorithm, we maintain a Voronoi diagram for a set of points which have already been inserted and its intersection with the boundary of the unit cube. Voronoi vertices and the intersections between Voronoi edges and cube surface are candidates for the next point to be inserted. We evaluate each such vertex by the distance to its nearest point (site) and choose the one of the largest such distance as the next point to be inserted. This is why we call it incremental Voronoi insertion.
Define a point set S d i = {(x 1 , x 2 , . . . , x d ) | exactly i coordinates are either 0 or 1 and the remaining coordinates are 1/2} for i < d. For example, we have and we are now going to insert p j = (0, 0, . . . , 0, 1/2), the first point in the set
. The point p j is the mid-point of a cube edge by the definition. Thus, the minimum pairwise distance is 1/2, that is, the minimum gap is 1/2. Since this is the first point located on a cube edge, the empty ball centered at the next point (0, 0, . . . , 0, 1, 1/2) that passes through the two points (0, 0, . . . , 0, 0) and (0, 0, . . . , 0, 1) remains empty. In fact, this ball is the largest empty ball. Its diameter is obviously 1. Therefore, the ratio is exactly 2 after the point.
We can also show that the maximum ratio before inserting this point is less than 2 and it remains so until the very last point of
. When we have inserted all the points in
, we can continue the same process again for 2 d sub-cubes in a recursive fashion. Thus, we can conclude that the above-mentioned approximation algorithm achieves the maximum ratio 2.
1-dimensional problem
Our domain here is a unit interval [0, 1]. The two extremal points 0 and 1 are assumed to be placed in advance. We present a simple linear time strategy better than the incremental Voronoi insertion. Moreover, we show that the strategy is in fact optimal.
Lower bound on R n
We first estimate the lower bound of R n for an n-point sequence. Let P = (p 1 , p 2 , . . . , p n ) be a finite sequence of n points in the unit interval [0, 1] such that p i p j whenever i j. For i = 0, . . . , n, the points p 1 , . . . , p i partition the unit interval into i + 1 intervals of lengths m i 1 , m i 2 , . . . , m i i+1 . Without loss of generality we may assume that m i j ≥ m i j+1 for all i, 0 ≤ i ≤ n and j, 1 ≤ j ≤ i. Then, the maximum and minimum gaps are given by m i 1 and m i i+1 , respectively. Hence, the ratio R P for the sequence P is
. . , m i i+1 } and regard it as a multi-set (i.e., it may contain elements more than once). Clearly, M i+1 is obtained from M i by replacing one element from M i by two which add up to the first one. The following lemma states that if R P ≤ 2, then this replaced element is always the largest.
, a, b} (as multi-set) and one of a and b is a smallest element of M i+1 .
Note, however, that a priori we do not know that both a and b are not larger than m i i+1 . Lemma 3.2: Given an integer n ≥ 1, the lower bound of R n is 2 n/2 /( n/2 +1) .
Proof Assume that R P ≤ 2 for an n-point sequence. Let first n be even. Let j, 1 ≤ j ≤ n 2 + 1 be such that m n/2 j ∈ M n . Such a j exists, since at most n/2 of the elements in M n/2 are replaced in the sequel from M n/2 to M n . We have
. This completes the proof of Lemma 3.2.
So, we have obtained the lower bound of R n for n-point sequences. Now, what remains is to give an algorithm for computing an optimal point sequence P * .
First, consider the following algorithm (Algorithm 1) suggested in the lower bound proof.
This strategy always puts a point p i so that the gap ratio is equal to 2 n/2 /( n/2 +1) for each i. If it is possible then the sequence obtained is optimal since its bound coincides with the lower bound. The strategy implicitly assumes that the smaller one of the new subintervals has the minimum length among current intervals. Unfortunately,
Let m i 1 and m i 2 be the current longest and second longest intervals, respectively; Put a point p i+1 into m i 1 to partition it into two subintervals a and b so that m i 2 / min{a, b} = r; Put the last point p n so as to partition the current longest interval into two intervals of the same lengths;
it is impossible to keep the ratio. The reason is as follows. Let a i and b i (a i > b i ) be new subintervals resulting after the i-th insertion. Then,
Note that the maximum interval length in M 2 depends on the number of points to be inserted. If
This suggests that if n is large enough, say n > 3, the assumption of above strategy does not hold. On the other hand, if
= r 2 − 1, and 2 < R 2 n − 1 for n ≥ 8. Therefore, we cannot obtain an optimal point sequence P * by the above strategy.
Observation 3.3:
Gap ratios for the first n − 1 points should be strictly less than 2 n/2 /( n/2 +1) , and moreover, these ratios are never determined until the last interval is fixed.
This Observation 3.3 suggests that an optimal point sequence of length n should be determined in a bottom-up fashion, that is, from the last interval to the first one.
An optimal point insertion strategy
A rough sketch of our strategy is as follows. Let (p 1 , p 2 , . . . , p n ) be a point sequence to be inserted in the unit interval x 1 = [0, 1]. We maintain all intervals generated during n insertions, and we denote by x j the interval induced by the p j−1 . Hereafter, we denote the j-th interval by x j , and unify x j and its length |x j |. Each point p i , i = 1, . . . , n, is inserted into the current largest interval x i to split it into two new subintervals x 2i and x 2i+1 with x 2i + x 2i+1 = x i . An important observation here is that we can determine the point p i so that it results in a sorted sequence (x i+1 , x i+2 , . . . , x 2i , x 2i+1 ) of intervals in the nonincreasing order of their lengths. The process is terminated when the last point p n is inserted to have a sequence (x n+1 , x n+2 , . . . , x 2n+1 ). Now, let us describe how to determine the point sequence. It is divided into two subsequences at k = n/2 . For the first half (p 1 , . . . , p k ), the current longest interval x i is unevenly partitioned into the new two subintervals x 2i and x 2i+1 , so that x 2i > x 2i+1 and x i = x 2i + x 2i+1 . Since we are trying to achieve a ratio strictly less than 2, the ratio x i+1 /x 2i+1 must be strictly less than 2. For the remaining points (p k+1 , . . . , p n ), the current longest interval x i is partitioned evenly into two new subintervals x 2 j and x 2 j+1 so that x 2 j = x 2 j+1 = x j /2 and x j+1 /x 2 j+1 is strictly less than 2, or equal to R n . This is because the intervals x 2i and x 2i+1 , i = k + 1, . . . n, will never be subdivided during the remaining insertion. Since minimum gaps are maximized by evenly partitioning, it minimizes the maximum gap ratios.
More concretely, we first compute the target ratio R n = 2 k/(k+1) where k = n/2 , and a magic number
, where l = n/2 . Then, we fix the last 2k + 2 intervals;
if n is even,
. .
The remaining intervals can be determined so that
This strategy can be summarized in the following pseudo code.
Algorithm 2: An optimal strategy input : An integer n > 0. output: An optimal point sequence P, i.e., R P = R n .
3 else x 2 n/2 +1 = y 1 ;
Compute a point sequence P from the interval sequence
Configuration tree
Before showing the optimality and correctness of our strategy, we introduce a configuration tree to simplify the arguments for the proof. The tree describes how intervals are generated. Initially it consists of a root corresponding to the unit segment (or interval) x 1 . When an interval x i is partitioned into two subintervals x 2i and x 2i+1 , two corresponding nodes are created as children of the node for the interval x i . Then, a set of internal nodes are those for x 1 , x 2 , . . . , x i and the remaining nodes for x i+1 , . . . , x 2i+1 are leaf nodes of the tree, which form an interval sequence (x i+1 , . . . , x 2i+1 ) in the order of their appearance. Fig. 1 shows an example of the configuration tree for n = 4. The shaded nodes are leaf nodes. We can see how the intervals corresponding to leaf nodes subdivide the unit segment.
The above strategy constructs a configuration tree, and a partition of the unit segment is obtained. So, each interval length corresponding a leaf node is calculated using the magic number y 1 . Since each internal node has exactly two children and both intervals are known, all interval lengths are determined successively from bottom to top (root).
Optimality and correctness
Finally, we prove that the maximum gap ratio R P of the point sequence P computed by our strategy is equal to R n . The magic number y 1 plays a very important role to optimize R P . Lemma 3.4 determines the value of y 1 and guarantees the optimality of the resulting point sequence. The correctness of the strategy is proved in Lemma 3.6.
Lemma 3.4:
If any set of intervals {x i+1 , . . . , x 2i+2 , x 2i+3 } are sorted in non-increasing order with respect to their lengths, then the above strategy achieves the maximum gap ratio R P = 2 n/2 /( n/2 +1) .
Proof Let y i denote the length of x 2(l+i)+1 for i = 0, 1, . . . , k, where k = n/2 and l = n/2 . Note that the node x l has interval y 1 as one of the children in the tree configuration. Now, we assume the gap ratio r i is defined by
for the (l + i)-th insertion. By Lemma 3.6, this definition of r i does not cause any inconsistency. From this fact, the minimum interval is y i and the maximum interval is x 2(l+i) + x 2(l+i)+1 = 2y i+1 , for (l + i)-th insertion (1 ≤ i < k). At the last insertion, the minimum interval is y k+1 and the maximum interval is y 1 . Therefore, the gap ratios r i for i = l, l+1, . . . , l+ k, are given as follow,
. . .
= r 2i+1 . This implies R n = max{r l , r l+1 , . . . , r n } ≥ max{r 1 , r 2 , . . . , r l−1 }. Thus, R n is minimized when
Since every r i = R n , we have y i = 2 R n y i+1 for i = 1, . . . , k,
Observation 3.5:
The observation follows from the facts that y i = 2 R n y i+1 and 2 R n is greater than 1.
To show the correctness of this strategy and the optimality of the sequence obtained, we have to prove that the sequence (x i+1 , . . . , x 2i , x 2i+1 ) generated by p i is a sorted sequence in the non-increasing order of their lengths for every 1 ≤ i ≤ n. Lemma 3.6: Whenever our strategy partitions the interval x i for every 1 ≤ i ≤ n, the resulting intervals x i+1 , x i+2 , . . . , x 2i+1 are sorted in the non-increasing order, that is, we have
Proof Proof is by induction on the level of a tree configuration of size 2n + 1. The level of a node v is defined as log(2n + 1) − the height of v. So, all leaf nodes may be in the level 0 or 1, and the level of root x 1 is log(2n + 1) , (see Fig. 2 ). When 2 h = n + 1, where h = log(2n + 1) , all leaf nodes are in the level 0. In this case, from Observation 3.5, the statement x n+1 ≥ . . . ≥ x 2n+1 holds. When n + 1 2 h , the intervals x n and x n+1 are both in the same level 1. Then, we have
On the remaining nodes in level 1, both children of a node are the intervals of the same length 2y j . Hence, for two intervals x i and x i+1 , we have x i ≥ x i+1 by Observation 3.5. Let I i = (z i 1 , . . . , z i 2 i ) be the intervals in the level i, where z i 1 and z i 2 i are the leftmost and rightmost intervals in the level i, respectively. Now, we assume that the statement holds up to the level i, that is,
By the induction hypothesis, we have z i−1
by a similar argument. Thus, we have a conclusion on 1-dimensional dispersion problem.
Theorem 3.7:
Given an integer n, our strategy gives an optimal solution with the maximum gap ratio being 2 n/2 n/2 +1 on the 1-dimensional dispersion problem in O(n) time.
2-dimensional problem

Notations and analytical results
Let s 1 = (0, 0), s 2 = (1, 0), s 3 = (1, 1) , and s 4 = (0, 1) be the four corner points of S 2 . For each point set S i after inserting i points in P, we define two empty circles C i and c i : The diameter of C i is G i and the center p of C i satisfies min s∈S i d(s, p) = G i /2. The diameter of c i is g i and its center is the midpoint of the closest pair of points. Note that the two empty circles are not unique, since the maximum gap and the minimum one may be defined by some of the triples or pairs. We break ties arbitrarily to choose C i and c i . For any three different points p 1 , p 2 , and p 3 , not on a line, let C(p 1 , p 2 , p 3 ) be the circle passing through the three points. The interior of a circle C is denoted by int C and the diameter of C is denoted by diam(C). The gap ratio r i is defined by
Lemma 4.1: For i = 1, 2, . . . , n − 1, if max 1≤ j≤i r j < 2, then p i+1 must be inserted in int C i , to keep r i+1 < 2.
since there is no empty circle whose diameter is greater than that of the largest empty circle. Hence r i+1 ≥ 2. We have equality if ∠ABC = ∠DEF and ∠BCA = ∠EFD. See Fig. 3 for an example.
Lemma 4.3:
The last point p n must lie at the center of C n−1 to minimize the maximum gap ratio. Proof By Lemma 4.1, we assume that p n is inserted into the interior of C n−1 . If C n−1 is not unique, then this lemma immediately holds, since it must maximize the minimum gap g n .
We assume that C n−1 passes through three points a, b and c in the counter-clockwise order. Let C be the other empty circle (not C n−1 ) passing through a and b.
We move p n along the perpendicular bisector of a and b so as to decrease g n . Note that we may also have to consider motions between b and c, and between c and a. But similar arguments can be appropriately applied.
In this situation, a pair of points defining g n is never changed, i.e.,
However, a triple (or pair) of points defining G n may change. There are two kinds of meaningful circles which may define G n ; the first one is C defined above and the second one is the empty circle C that passes through a and p n . The other circles may lead to r n ≥ 2, or may not lead to a better r n than that of C or C . Note that p n has to be inserted at the center of C n−1 to maximize g n , when C n = C . On the other hand, when C n C , p n lies in int C . Now, we assume C n = C . Let o be the center of C n−1 , o 1 be the center of C and o 2 be the center of C . Consider two triangles 1 = (a, o 2 , p n ) and 2 = (a, o 1 , o) . Since p n is in C , it can be seen that ∠ao 2 p n < ∠ao 1 o and ∠ap n o 2 > ∠aoo 1 by simple calculations. Hence, we have By Lemma 4.3, we can find an optimal 2-point sequence. Fig.4 shows the notations for an instance of n = 2. In this figure, we consider that p 1 does not lie on the line y = 1 2 . The three circles C ,C and C are shown, where C is the largest empty circle passing through p 1 when p 2 is in the largest empty circle passing through the symmetric point p 1 of p 1 with respect to y = 1 2 , but the meaningful circles are just C and C . Since θ 1 − θ 2 > 0 and θ 3 − θ 2 , p 2 is put at the center of C 1 , from Fact 4.2 and Lemma 4.3.
We can assume that p 1 lies on the line y = 1 2 , to maximize g 1 . Since we can specify p 2 once p 1 is determined, we only examine the x-coordinate of p 1 . The maximum gap ratio R P is minimized when g 1 = g 2 , and then an optimal point pair satisfies G 2 1 = 2g 1 G 2 , by simple observations. Hence, for example, these gaps G 1 , g 1 and G 2 are given by Fig. 4 Notations of Lemma 4.3 for an instance of n = 2.
, and
Solving this simultaneous equations, we obtain the coordinates of optimal points; p * 1 = (0.273704, 0.5), and p * 2 = (0.808958, 0.5). Next, we consider the cases of n = 3 and larger n. They are more complicated and may not be solvable in an analytical sense. Proof We assume that the first point p 1 lies on the line y = 1 2 . When p 2 is inserted into int C 1 ∩ int C(p 1 , s 1 , s 2 ) , p 3 should be inserted at the center of C(p 1 , s 3 , s 4 ) from Lemma 4.3, and then C 3 is defined by C(p 2 , s 1 , s 2 ) . Since diam(C 3 ) ≤ 1 and diam (C(p 1 , s 3 , s 4 ) ) ≥ 1, we have r 3 ≥ 2.
So, p 2 has to be inserted anywhere in int
Hence, C 2 is defined as the circle passing through p 1 , s 1 and s 2 . By Lemma 4.1, p 3 is inserted in the interior of C 2 . Therefore, the third gap ratio r 3 is at least 2, since diam(
By the symmetry, a similar argument can be applied when p 1 lies on the line x = 1 2 . Lemma 4.5: When n = 3, the second point p 2 should be inserted at the center of C 1 .
Proof Let C 1 and C 1 be the second and third largest empty circles of S 1 . Consider the case in which there exist exactly two circles, C 1 and C 1 , with their diameters greater than 1, at the end of the first insertion. Then, p 2 must be in int 
where s i is the nearest corner point of S from p 2 , the maximum gap ratio may be less than 2. If the intersection does not exist, then R P ≥ 2. However, the same argument as above applies. Therefore, p 2 should be inserted at the center of C 1 , if n = 3. In order to minimize R P , we take geometric average among r 1 , r 2 and r 3 ;
Hence, if we can show
, then R p < 2 is obtained when n = 3. The problem is to find a point p 1 which minimizes the value of equation (2) . We can formulate it as a non-linear programming problem. However, it seems to be difficult to specify an optimal position of p 1 satisfying the above conditions, and analytically solving the exact positions in an optimal point sequence is too complicated even if n is rather small, say n = 3. So, we propose a heuristic algorithm for finding a good point sequence.
Heuristic Algorithms
We present a simple heuristic algorithm based on local search. First, we describe a procedure to compute the maximum gap ratio, for a given n-point sequence P. Then, we show a main procedure which treats n-point sequence (p 1 , . . . , p n ) as a point (x 1 , y 1 , x 2 , y 2 , . . . , x n , y n ) in the 2n-dimensional space R 2n to find a best point by examining its neighborhood in R 2n . This technique is similar to the lifting technique common in computational geometry.
Algorithm 3: ComputeMaxGapRatio(P)
input : A point sequence P = (p 1 , p 2 , . . . , p n ) output: The maximum gap ratio R P Let S 0 be the corner points of S 2 ;
Compute the maximum gap G i and the minimum gap g i ;
return r; 7 Algorithm 3 computes the maximum gap ratio for a given n-point sequence. It runs in O(n 2 ) time. In particular, we maintain a planar subdivision by a Delaunay triangulation [15] for each S i . The planar subdivision by Delaunay triangulation is a planar graph. So, each face contributes to an empty circle and each edge represents the neighborhood relation between two connecting vertices (see [16] ). Hence, we obtain the gaps G i and g i in linear time, since the reconstruction of the subdivision is the crucial part.
Algorithm 4 is a main procedure of our heuristics. Given three parameters n, m and k, the algorithm iterates local search k times starting from a randomly generated point sequence. In each iteration we compute a local optima of an n-point sequence. The parameter m is used to specify a termination condition to guarantee the accuracy of solutions obtained. Initialize P by a randomly generated n-point sequence; 
Experimental Results
We have implemented Algorithm 4 to evaluate the accuracy of the solutions obtained by the heuristic algorithm. Table 1 describes our environment of the experiment. We designed the algorithm using the exact computation in LEDA [10] for the sake of accuracy and for robustness. Table 2 shows the best R p values obtained by Algorithm 4. For each n = 2, 3, 4, 5, we executed the algorithm more than 1000 times with the threshold less than 10 −8 . For each of n = 6, 7, 8, we executed it with 500, 100, and 20 trials with the same accuracy. < 2, and we conjecture that the point sequence is optimal. In addition to this, the obtained point sequences for n = 4, 5, 6 may also be optimal, since these maximum gap ratios are roughly the same.
There is a gap between the results for n = 6 and n = 7. We have obtained a better sequence than that of Voronoi insertion. However, in the case of n = 8, we did not obtain a sequence with the maximum gap ratio less than 2. In our environment of experiment, we gave up to apply the algorithm for n ≥ 8, since it is too slow. In fact, it took one day per one trial.
We could use those point sequences obtained above as seed point sequences and perform the incremental Voronoi insertion. This is our second heuristic algorithm.
We have implemented the above-stated strategy using the 7-point sequence shown in Table 3 as a starting seed point sequence. The initial maximum gap ratio is 1.993124. Fig.5 indicates the resulting point distribution. The maximum gap ratio of this point sequence is actually 1.99921.
Furthermore, we consider the irregularity of the final point distribution for each of our results and Voronoi insertion. In order to enhance the difference between them, we In the triangulation for our 50-point sequence the maximum gap ratio is bounded by 1.99921, which is shown in the left. The triangulation for the incremental Voronoi insertion is given to the right.
use a Delaunay triangulation shown in Fig. 6 . Our distribution is pretty irregular, compared with that obtained by the Voronoi insertion. One of the notable remarks is that Voronoi insertion easily gives a uniform point sequence in our criterion, but the final distribution is globally non-uniform and locally regular.
Conclusions
In this paper we have presented a preliminary result on dispersion. One of the most important future works is to extend the result to higher dimensions. We showed some results on lower and upper bounds of the maximum gap ratio for the planar case, but none in the higher dimensions.
