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Introduction
Soit K un corps alge´briquement clos de caracte´ristique ze´ro, et soit A = K[[t1, . . . , tN ]], N ≥ 1
l’anneau des se´ries formelles en t1, . . . , tN a` coefficients dans K. Soit I = (f1, . . . , fp) un ide´al
non nul de l’anneau A[[x1, . . . , xe]] des se´ries formelles en x1, . . . , xe a` coefficients dans A.
D’apre`s M. Artin[4], G.Pfister et D. Popescu[21], il existe une fonction b de N dans N tel que
si t = (t1, . . . , tN) alors pour tout entier i et pour tout F (t) = (F1(t), . . . , Fe(t)) dans A
e :
si pour tout j, fj(F (t)) est dans (t)
b(i)+1, ou` (t) est l’ide´al maximal dans A, alors il existe
G(t) = (G1(t), . . . , Ge(t)) dans A
e tel que fj(G(t)) = 0 pour tout 1 ≤ j ≤ p et G(t)− F (t) est
dans ((t)i+1)e.
La fonction d’Artin, note´e β, est la plus petite fonction ve´rifiant cette proprie´te´.
Supposons N = 1 et soit V = V (I) la varie´te´ analytique de´finie par l’ide´al I. Appelons arc tout
e´le´ment G(t) = (G1(t), . . . , Ge(t)) dans A
e = K[[t1]]
e tel que fj(G(t)) = 0 pour tout 1 ≤ j ≤ p.
Dans ce cas, la fonction d’Artin, appele´e aussi la fonction d’Artin-Greenberg, mesure l’ordre
minimal d’un e´le´ment de Ae au dela` duquel cet e´le´ment se rele`ve en un arc.
En ge´ne´ral, les β(i), i ∈ N sont des invariants analytiques de V . On sait aussi que V est non
singulie`re si et seulement si β(i) = i pour tout i ∈ N. Dans le cas ou` V = V (f) est une singularite´
d’hypersurface, la fonction d’Artin a e´te´ e´tudie´e par M. Hickel et M. Lejeune-Jalabert dans leurs
travaux sur les arcs trace´s sur V (voir [14] et [17]).
Le but de ce travail est de calculer la fonction d’Artin pour les singularite´s de courbes planes,
et les singularite´s quasi-ordinaires. Le point de de´part est le travail de Hickel qui calcule dans
[15] la fonction d’Artin d’une singularite´ de courbe irre´ductible. Plus pre´cisement, soit
f = yn + a1(x)y
n−1 + . . .+ an(x)
un polynoˆme distingue´ (i.e. ai(0) = 0 pour tout 1 ≤ i ≤ n) et irre´ductible de K[[x]][y] et
rappelons, par le The´ore`me de Newton-Puiseux, que :
f(tn, y) =
n∏
i=1
(y − yi(t))
ou` y1(t), . . . , yn(t) ∈ K[[t]] sont lie´es par les racines n-ie`mes de l’unite´ dans K. Etant donne´ un
polynoˆme non nul g ∈ K[[x]][y], on note int(f, g) l’ordre en t de g(tn, y1(t)). L’ensemble
{int(f, g), g ∈ K[[x]][y]}
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est un semi-groupe de N, note´ Γ(f). Notons que dans ce cas Γ(f) est finiment engendre´, i.e. il
existe r0, r1, . . . , rh ∈ Γ(f) tel que pour tout g ∈ K[[x]][y], il existe λ0, λ1, . . . , λh ∈ N tel que
int(f, g) =
∑h
i=0 λi.ri.
Dans son travail, outre des formules explicites pour la fonction d’Artin de f , Hickel montre que
cette fonction augmente´e de la multiplicite´ a` l’origine de f de´termine Γ(f).
Supposons plus ge´ne´ralement que le polynoˆme f n’est pas ne´cessairement irre´ductible, et soit
f =
s∏
i=1
fi
sa de´composition en polynoˆmes irre´ductibles de K[[x]][y]. L’ensemble
{int(f, g) = (int(f1, g), . . . , int(fs, g)), g ∈ K[[x]][y]}
est un semi-groupe de Ns. C’est le semi-groupe de f , note´ Γ(f). Contrairement au cas irre´ductible,
ce semi-groupe n’est jamais de type fini. Dans [6], [8], et [11], A. Campillo, F. Delgado, A. Gar-
cia, et S. Gusein-Zade ont montre´ l’existence d’un ensemble fini de Γ(f), les maximaux absolus
irre´ductibles, qui permet avec d’autres invariants de la singularite´ de de´crire tout le semi-groupe.
Dans le premier chapitre, on rappelle ces re´sultats puis on montre que cet ensemble peut eˆtre
de´crit a` l’aide de l’arbre des contacts introduit par S.S. Abhyankar et A. Assi(voir [3]).
Le deuxie`me chapitre est de´die´ a` l’e´tude de la fonction d’Artin-Greenberg de f . Apre`s avoir
rappele´ le re´sultat de M. Hickel, et par souci de clarte´, on donne une description de cette
fonction lorsque f est un produit de deux branches irre´ductibles, et on montre que cette fonc-
tion augmente´e de celles des deux composantes et de leurs multiplicite´s a` l’origine de´termine
l’ensemble des maximaux absolus irre´ductibles, et donc le semi-groupe Γ(f). On montre aussi
que cette fonction est un invariant de la classe d’e´quisingularite´ de f . Le calcul de la fonction
d’Artin-Greenberg dans le cas ge´ne´ral est fait dans la section 2.4. Outre des formules expli-
cites de cette fonction, on montre, comme dans le cas de deux branches, que cette fonction
augmente´e de celles des composantes et de leurs multiplicite´s a` l’origine de´termine l’ensemble
des maximaux absolus irre´ductibles de Γ(f). Dans la section 2.5, on donne un programme en
MAPLE qui calcule la fonction d’Artin dans le cas de deux branches.
Dans le troisie`me chapitre on s’inte´resse a` une approximation des solutions d’une singularite´
quasi-ordinaire irre´ductible. Rappelons brie`vement les proprie´te´s d’une telle singularite´ : soit
f(x, y) = yn + a1(x)y
n−1 + . . .+ an(x)
un polynoˆme non nul distingue´ de K[[x]][y] ou` x = (x1, . . . , xe). Supposons que le discriminant
de f est de la forme xN11 . . . . .x
Ne
e .u(x1, . . . , xe), ou`N1, . . . , Ne ∈ N et u(0) ∈ K∗. Un tel polynoˆme
est dit quasi-ordinaire. Supposons que f est irre´ductible, d’apre`s le the´ore`me d’Abhyankar-Jung,
toutes les racines y = y(x) de f = 0 sont dans K[[x
1
n
1 , . . . , x
1
n
e ]]. Posons x1 = t
n
1 , . . . , xe = t
n
e et
soit y1(t) = y1(t1, . . . , te) ∈ K[[t1, . . . , te]] (qu’on note K[[t]]) tel que f(tn1 , . . . , tne , y1(t)) = 0. On
a :
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f(tn1 , . . . , t
n
e , y) =
n∏
i=1
(y − yi(t))
ou` y1(t), . . . , yn(t) ∈ K[[t]] sont lie´es par les racines n-ie`mes de l’unite´ dans K.
E´tant donne´e une se´rie u =
∑
p cpt
p dans K[[t]], on note In(u) la forme initiale de u : si
u = ud + ud+1 + . . . est la de´compostion de u comme somme de composantes homoge`nes, alors
In(u) = ud. On pose d = Ot(u) et on l’appelle le t-ordre de u. On note exp(u) l’exposant
dominant de u : c’est le plus grand exposant dans In(u) par rapport a` l’ordre lexicographique.
Soit g un polynoˆme non nul quasi-ordinaire de K[[x1, . . . , xe]][y]. L’ordre de g par rapport a`
f , note´ O(g, f), est de´fini par exp(g(tn1 , . . . , t
n
e , y1(t)). Notons que cet ordre ne de´pend pas du
choix de la racine y(t) de f(tn1 , . . . , t
n
e , y) = 0. L’ensemble {O(f, g)|g ∈ K[[x1, . . . , xe]][y]} est un
semi-groupe de Ne. On l’appelle le semi-groupe associe´ avec f et on le note Γ(f). Cette notion
a e´te´ introduite par M.Micus [16] ou` un ensemble de ge´ne´rateurs du semi-groupe est construit.
La meˆme construction a e´te´ faite par P. Gonzalez-Perez [12] et de´veloppe´e par lui et par P.
Popescu [22]. Notons que dans ce cas, le semi-groupe de f est finiment engendre´, i.e. il existe
r = (r1, . . . , rh) ∈ (Γ(f))h tel que r et la base canonique de (nZ)e engendrent Γ(f).
Dans les sections 3.1 et 3.2, on rappelle la construction du semi-groupe de f . On introduit
ensuite une ”fonction d’Artin modifie´e”(voir 3.4.1.). Dans la section 3.4. on donne des formules
explicites de cette fonction, puis on montre que celle-ci augmente´e de n de´termine le semi-groupe
de f .
Soit F (x, y) = f(x, . . . , x, y) et supposons de plus que f = yn−xm11 . . . . .xmee ou` pgcd(n,m1, . . . ,
me) = 1, i.e. f est quasi-ordinaire a` un seul exposant caracte´ristique. Dans la section 3.5. on
e´tudie le lien entre la fonction d’Artin-Greenberg βF de F , et la ”fonction d’Artin modifie´e”
βf de f . On donne dans ce cas une condition ne´cessaire et suffisante pour que βF = βf . Dans
la section 3.6. on donne un programme MAPLE calculant la ”fonction d’Artin modifie´e” d’un
polynoˆme quasi-ordinaire.
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Chapitre 1
Le semi-groupe d’une courbe plane
1.1 Courbes irre´ductibles
Soit K un corps alge´briquement clos de caracte´risque ze´ro et soit f un polynoˆme irre´ductible
de K[[x]][y] de degre´ n > 0. E´crivons
f = yn + a1(x)y
n−1 + . . .+ an(x).
D’apre`s le the´ore`me de Newton-Puiseux, il existe une se´rie formelle y(t) ∈ K[[t]] telle que
f(tn, y(t)) = 0.
De plus,
f(tn, y) =
∏
w∈Un
(y − y(wt))
ou` Un est l’ensemble des racines n-ie`mes de l’unite´ dans K.
Notons yi(t), i = 1, . . . , n les racines de f(t
n, y) = 0. Posons y1(t) =
∑
j∈N cj.t
j. On pose
supp(y1) = {j|cj 6= 0} et on appelle supp(y1) le support de y1(t). Clairement supp(yi) =supp(y1)
pout tout 2 ≤ i ≤ n. On note cet ensemble supp(f) et on l’appelle le support de f . On associe
avec f les suites caracte´ristiques (mi)i≥0, (di)i≥0 de´finies comme suit :
d0 = m0 = d1 = n,m1 = inf{j ∈ supp(f)|d1 ne divise pas j} et pour tout i ≥ 2,
di = pgcd(mi−1, di−1),mi = inf{j ∈ supp(f)|di ne divise pas j}.
On sait qu’il existe h tel que dh+1 = 1. On note par convention mh+1 = +∞.
On de´finit la suite (ri)0≤i≤h par :
r0 = m0, r1 = m1, et ri+1 = ri.
di
di+1
+mi+1 −mi pour i = 1, . . . , h− 1.
Etant donne´e une se´rie formelle u(t) =
∑
p cpt
p dans K[[t]], le t-ordre de u, note´ Ot(u), est le
plus petit entier i tel que u ∈ (t)i, ou` (t) est l’ide´al maximal de K[[t]].
Soit y1(t), . . . , yn(t) les racines de f , on a le lemme suivant :
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Lemme 1.1.1 i) {Ot(yi − yj)|1 ≤ i 6= j ≤ n} = {m1, . . . ,mh}.
ii) Soit 1 ≤ l ≤ h, et soit 1 ≤ j ≤ n, le cardinal de {yi|Ot(yi − yj) = ml} est dl − dl+1.
De´monstration : Soit 1 ≤ i 6= j ≤ n et e´crivons
yi(t) =
∑
k
bkt
k.
Soit w ∈ Un tel que yj(t) = yi(wt). On a
yi(t)− yj(t) =
∑
k
(1− wk).bktk
i) Soit s l’ordre de yi(t)− yj(t).
Il vient que wn = 1 = wk pour tout k ∈ supp(yi), k ≤ s, en particulier wd = 1, ou` d =
pgcd(n, k; k ∈ supp(yi), k ≤ s).
Mais d’apre`s la de´finition des suites caracte´ristiques, d ∈ {d1, d2, . . . , dh}, ce qui implique que
s ∈ {m1, . . . ,mh}.
ii) Avec les notations ci-dessus, si Ot(yi(t) − yi(wt)) > ml, alors wk = 1 pour tout k ∈
supp(yi), k ≤ ml. Ceci implique que wpgcd(n,k|,k∈supp(yi),k≤ml) = 1 = wdl+1 .
Re´ciproquement, il est clair que si wdl+1 = 1, alors Ot(yi(t)− yi(wt)) > ml. Par conse´quent, le
cardinal de {yi|Ot(yi − yj) > ml} est dl+1.
Mais
{yi(t)|Ot(yi(t)− yj(t)) = ml} = {yi(t)|Ot(yi(t)− yj(t)) > ml−1}−{yi(t)|Ot(yi(t)− yj(t)) > ml}
ce qui montre le re´sultat.
De´finition 1.1.2 Soit φ(t) = (tp, Y (t)), ψ(t) = (tq, Z(t)) deux e´le´ments non nuls de K[[t]]2.
On de´finit le contact entre φ et ψ par c(φ, ψ) =
1
pq
Ot(Y (t
q)− Z(tp)).
Le contact de f avec φ, note´ c(f, φ), est de´fini par
c(f, φ) = max{c(φ, ψ), ou` ψ = (tn, y(t)) est une racine de f(x, y) = 0}.
De´finition 1.1.3 Soit g = ym+ b1(x)y
m−1+ . . .+ bm(x) un polynoˆme irre´ductible de K[[x]][y],
et soit ψ(t) = (tm, z(t)) une racine de g(x, y) = 0. On de´finit le contact entre f et g note´ c(f, g)
par c(f, g) = c(f, ψ). On de´finit la multiplicite´ d’intersection de f et g, note´ int(f, g), par
int(f, g) = Ot(f(ψ)). Notons que ces deux de´finitions ne de´pendent pas du choix de la racine ψ
de g.
Soit H(x, y) un polynoˆme re´ductible de K[[x]][y], soit
H =
r∏
i=1
Hi.
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la de´composition de H en polynoˆmes irre´ductibles. La multiplicite´ d’intersection de H avec f
est donne´e par
int(f,H) =
r∑
i=1
int(f,Hi).
Avec ces notations on a la proposition suivante :
Proposition 1.1.4 Soit g = ym+b1(x)y
m−1+. . .+bm(x) un polynoˆme irre´ductible de K[[x]][y].
Soit c = c(f, g).
i) Si c <
m1
n
, alors int(f, g) = n.c.m.
ii) Si
ma
n
≤ c < ma+1
n
, 0 ≤ a ≤ h alors int(f, g) = (rada + (nc−ma)da+1).m
n
.
iii) Si c >
ma
n
, alors
n
da+1
|m
De´monstration
Soit y(t)( resp. z(t)) une racine de f(tn, y) = 0(resp. g(tm, y) = 0) tel que c =
1
n.m
Ot(y(t
m)− z(tn)).
Comme
f(tn, y) =
∏
w∈Un
(y − y(wt)),
il vient que
int(f, g) = Otf(t
m, z(t)) =
n∑
i=1
Ot(z(t)− yi(tmn ))
D’autre part,
min{Ot(z(t)− y(tmn )),Ot(y(tmn )− y(wmn tmn ))} ≤ Ot(z(t)− y(wmn tmn ))
mais d’apre`s le lemme 1.1.1
Ot(y(t
m
n )− y(wmn tmn )) ∈ {m1m
n
, . . . ,
mhm
n
}
i) Si c <
m1
n
, alors Ot(z(t)− y(wmn tmn )) = c.m pour tout w, par conse´quent
int(f, g) = Otf(t
m, z(t)) =
n∑
i=1
cm = n.c.m
ii) Si
ma
n
≤ c < ma+1
n
, on a :
1) Si Ot(y(t
m
n ) − y(wmn tmn )) > ma.m
n
, alors Ot(z(t) − y(wmn tmn )) = c.m, par conse´quent
card{y(wmn tmn ),Ot(z(t)− y(wmn tmn )) = c.m} = da+1
2) Si Ot(y(t
m
n )− y(wmn tmn )) ≤ ma.m
n
, alors
Ot(z(t)− y(wmn tmn )) = Ot(y(tmn )− y(wmn tmn ))
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Par conse´quent card{y(wmn tmn ),Ot(z(t)− y(wmn tmn )) = m.ml
n
} = dl − dl+1, l = 1, . . . , a.
D’ou`
int(f, g) = da+1.c.m+
a∑
l=1
(dl − dl+1).m.ml
n
=
m
n
(rada + (nc−ma)da+1).
iii) Soit (m′i)i≤h′ , (d
′
i)i≤h′ les suites caracte´ristiques associe´es a` g. Comme c >
ma
n
, alors chaque
terme de z(tn) est annule´ par un terme de y(tm) jusqu’a` l’ordre ma.m inclus. Les exposants de
y(tm) e´tant de la forme i.m, on en de´duit que pour tout i ∈ supp(y), i ≤ ma, il existe si tel que
si.n = i.m. En particulier, pgcd(m.mi|i ≤ a) = pgcd(m′i.n|i ≤ a). D’ou` m.da+1 = n.d′a+1, d’ou`
le re´sultat.
De´finition 1.1.5 Soit 1 ≤ a ≤ h et soit y<ma(t) =
∑
j<ma
cjt
j
da , et φa = (t
n
da , y<ma(t)). On
appelle pseudo-racine d’ordre a de f le polynoˆme minimal de ya(x
1
n
da ) sur K((x)).
Soit ga ce polynoˆme. On a clairement degy(ga) =
n
da
, c(f, ga) =
ma
n
, et int(f, ga) = ra.
De´finition 1.1.6 L’ensemble Γ(f) = {int(f, g)|g ∈ K[[x]][y]} est un semi-groupe de N. On
appelle Γ(f) le semi-groupe associe´ avec f .
Rappelons que Γ(f) est engendre´ par l’ensemble {r0, r1, . . . , rh}, en particulier, pour tout g ∈
K[[x]][y], il existe a0, . . . , ah ∈ N tel que
int(f, g) =
h∑
i=0
ai.ri.
Rappelons aussi que si δ =
∑h
k=1 (
dk
dk+1
− 1)rk − r0 + 1, alors pour tout a ≥ δ, a ∈ Γ(f). On
appelle δ le conducteur de Γ(f).
De´finition 1.1.7 Soit f et g deux polynoˆmes irre´ductibles de K[[x]][y], on dit que f et g sont
e´quisinguliers et on note f ∼= g si Γ(f) = Γ(g).
La classe d’e´quisingularite´ d’un polynoˆme f de K[[x]][y] est donne´e par l’ensemble suivant :
{g ∈ K[[x]][y]|f ∼= g}.
1.2 Courbes re´ductibles a` deux branches
Soit K un corps alge´briquement clos de caracte´ristique ze´ro et soit f un polynoˆme de K[[x]][y]
de degre´ n > 0. Ecrivons
f = yn + a1(x)y
n−1 + . . .+ an(x),
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et soit f = f1.f2 la de´composition de f en polynoˆmes irre´ductibles de K[[x]][y]. Soit n
k le degre´
de fk, k = 1, 2, et soit
yk(t) =
∑
j
ckj .t
j
une racine de fk(t
nk , y) = 0, on sait que les autres racines sont de la forme yk(w(k)t) ou` w(k)
est une racine n(k)-ie`me primitive de l’unite´. Soit (mki )0≤i≤hk , (d
k
i )0≤i≤hk+1, (r
k
i )0≤i≤hk les suites
caracte´ristiques associe´es a` fk, k = 1, 2 et rappelons que :
dk0 = m
k
0 = n
k = dk1,m
k
1 = inf{j ∈ supp(fk)|dk1 ne divise pas j} et pour tout i ≥ 2
dki = pgcd(m
k
i−1, d
k
i−1),m
k
i = inf{j ∈ supp(fk)|dki ne divise pas j}.
et que dkhk+1 = 1. Rappelons aussi que r
k
0 = m
k
0, r
k
1 = m
k
1 et que pour tout 1 ≤ i ≤ hk − 1,
rki+1 = r
k
i .
dki
dki+1
+ (mki+1 −mki ).
De´finition 1.2.1 Soit Γ l’ensemble de N2 de´fini par {(int(f1, g), int(f2, g)), g ∈ K[[x]][y]} : Γ
est un semi-groupe de N2. On le note par Γ(f), et on l’appelle le semi-groupe de f . On note
Γ(fk) le semi-groupe de fk, k = 1, 2.
Lemme 1.2.2 Soit α = (α1, α2), β = (β1, β2) ∈ Γ(f). Si inf(α, β) = (min{α1, β1},min{α2, β2})
alors inf(α, β) ∈ Γ(f).
De´monstration Soit g1, g2 ∈ K[[x]][y] tel que
α = (int(f1, g1), int(f2, g1)) et β = (int(f1, g2), int(f2, g2)).
Le re´sultat est clair si inf(α, β) = (α1, α2) ou inf(α, β) = (β1, β2). Supposons que inf(α, β) =
(α1, β2) et soit G = g1+λ.g2, a ∈ K∗. Comme int(f1, g1) ≤ int(f1, g2) et int(f2, g1) ≥ int(f2, g2)
alors pour un λ convenable, on a bien int(f1, G) = int(f1, g1) et int(f2, G) = int(f2, g2). En
particulier, (α1, β2) = (int(f1, G), int(f2, G)) ∈ Γ(f). Le cas ou` inf(α, β) = (β1, α2) se traite de
la meˆme manie`re. Dans le graphe ci dessous, on conside`re le cas ou` γ = inf(α, β) = (β1, α2).
sγ
s
s
β1 = γ1
α2 = γ2
sβ2
s
α1
s
s
α
β
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Lemme 1.2.3 Soit g, h ∈ K[[x]][y]. Si int(f1, g) = int(f1, h), alors il existe λ ∈ K, tel que
int(f1, g + λh) > int(f1, g).
De´monstration Soit p = int(f1, g) = Otg(t
n1 , y1(t)) = Oth(t
n1 , y1(t)). En particulier g(tn
1
, y1(t)) =
c.tp + . . . et h(tn
1
, y1(t)) = c′tp + . . ., ou` c, c′ ∈ K∗. Si λ = − c
c′
alors Ot(g + λh)(t
n1 , y1(t)) > p,
ce qui montre le re´sultat.
Le lemme pre´ce´dent implique le re´sultat suivant :
Proposition 1.2.4 Soit α = (α1, α2), β = (β1, β2) ∈ Γ(f) et supposons que α1 = β1 (resp.α2 =
β2). Il existe γ = (γ1, γ2) ∈ Γ(f) tel que γ2 ≥ min{α2, β2} et γ1 > α1 = β1 (resp.γ1 ≥
min{α1, β1} et γ2 > α2 = β2).
De´monstration Voir fig.1.
sα
s
s
α1 = β1
α2 = γ2
sβ2
s
γ1
s
s
γ
β
fig.1
Soit α = (α1, α2) ∈ N2. On pose
∆¯1(α) = {β = (β1, β2) ∈ N2, β1 = α1, β2 > α2}
∆¯2(α) = {β = (β1, β2) ∈ N2, β2 = α2, β1 > α1}
∆¯(α) = ∆¯1(α) ∪ ∆¯2(α) = {(α1, a), a > α2} ∪ {(a, α2), a > α1}
∆1(α) = ∆¯1(α) ∩ Γ(f),∆2(α) = ∆¯2(α) ∩ Γ(f)
∆(α) = ∆¯(α) ∩ Γ(f).
Voir fig.2.
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cα
s
s
α1
α2
∆¯2(α)
∆¯1(α)
fig.2.
De´finition 1.2.5 Soit α ∈ N2, on dit que α est un e´le´ment maximal de Γ(f) si α ∈ Γ(f) et
∆(α) = ∅. On note M(f) l’ensemble des e´le´ments maximaux de Γ(f).
Notons δ1 (resp. δ2) le conducteur de Γ(f1) (resp. de Γ(f2)). On a aussitoˆt le the´ore`me suivant :
The´ore`me 1.2.6 Soit τ = (δ1 + int(f1, f2)− 1, δ2 + int(f1, f2)− 1), alors on a τ ∈M(f). De
plus τ + (1, 1) est le conducteur de Γ(f), i.e. pour tout (a, b) ∈ N2, τ + (a+ 1, b+ 1) ∈ Γ(f).
De´monstration Voir [8].
Il re´sulte du the´ore`me pre´ce´dent que M(f) est de cardinal fini. En effet, soit (α1, α2) ∈ N2 et
notons τ + (1, 1) = (ζ1, ζ2). Si α1 ≥ ζ1(resp. α2 ≥ ζ2) alors ∆1(α) 6= ∅ (resp. ∆2(α) 6= ∅). En
particulier, si α = (α1, α2) ∈M(f) alors α1 < ζ1 et α2 < ζ2.
De´finition 1.2.7 Soit α ∈ M(f). On dit que α est irre´ductible si pour tout β,γ ∈ Γ(f),
α = β + γ implique que α = β ou α = γ. L’ensemble des maximaux irre´ductibles de Γ(f) est
note´ MI(f).
Lemme 1.2.8 Soit α, β, γ ∈ Γ(f) tel que α = β + γ. Si α ∈M(f) alors β, γ ∈M(f).
De´monstration Supposons que β /∈M(f), il existe β′ ∈ ∆(β) = ∆1(β)∪∆2(β). En particulier
γ + β′ ∈ Γ(f) et γ + β′ ∈ ∆¯(β + γ), donc γ + β′ ∈ ∆(β + γ) = ∆(α). Comme α est maximal
ceci est une contradiction.
Lemme 1.2.9 Soit MI(f) = {α1, . . . , αl}. Pour tout α ∈ M(f), il existe λ1, . . . , λl ∈ N tel
que
α =
l∑
i=1
λi.αi.
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De´monstration Supposons que ce re´sultat n’est pas vrai. En particulier α /∈MI(f). Il existe
α01, α
0
2 ∈ Γ(f) tel que α = α01 + α02 et α01 6= α 6= α02. D’apre`s le lemme 1.2.8. α01, α02 ∈ M(f),
et d’apre`s notre hypothe`se α01 /∈ MI(f) ou α02 /∈ MI(f). Supposons que α01 /∈ MI(f) et
recommenc¸ons la proce´dure avec α01. Comme α
0
1 < α coordonne´e par coordonne´e, la proce´dure
ne peut pas continuer inde´finiment, ceci aboutit a` une contradiction.
Lemme 1.2.10 Soit α ∈ Γ(f). On a ∆1(α) 6= ∅ si et seulement si ∆2(α) 6= ∅.
De´monstration Soit α ∈ Γ(f), il existe g ∈ K[[x]][y] tel que α = (int(f1, g), int(f2, g)). Soit
β ∈ ∆1(α), il existe h ∈ K[[x]][y] tel que β = (int(f1, h), int(f2, h)) et
int(f1, h) = int(f1, g) et int(f2, h) > int(f2, g)
Soit, par le lemme 1.2.3., λ ∈ K tel que int(f1, g + λh) > int(f1, g). En particulier,
(int(f1, g + λh), int(f2, g + λh)) = (int(f1, g + λh), int(f2, g)) ∈ ∆2(α)
d’ou` le re´sultat.
Corollaire 1.2.11 Soit α ∈ Γ(f). S’il existe k ∈ {1, 2} tel que ∆k(α) = ∅ alors α est un
maximal de Γ(f).
The´ore`me 1.2.12 Γ(f) = {β ∈ Γ(f1)× Γ(f2), β 6∈ ∆¯(α) pour tout α ∈M(f)}.
De´monstration ⊆ : Soit β ∈ Γ(f), alors β ∈ Γ(f1)× Γ(f2). D’autre part si β ∈ ∆¯(α) avec α
maximal, alors β ∈ ∆¯(α) ∩ Γ(f) = ∆(α) = ∅, ceci est une contradiction.
⊇ : Soit β = (β1, β2) ∈ Γ(f1) × Γ(f2) et β 6∈ ∆¯(α) pour tout α maximal, et supposons que
β 6∈ Γ(f). Si ∆1(β) 6= ∅ et ∆2(β) 6= ∅, soit γ1 ∈ ∆1(β) et γ2 ∈ ∆2(β), alors par le lemme 1.2.2.
β = inf{γ1, γ2} ∈ Γ(f). Donc il existe k ∈ {1, 2} tel que ∆k(β) = ∅. Supposons sans perte
de ge´ne´ralite´ que ∆1(β) = ∅. Soit g, h ∈ K[[x]][y] tel que β = (int(f1, g), int(f2, h)) et soit
β˜ = (int(f1, g), int(f2, g)) : β˜ ∈ Γ(f) et comme ∆1(β) = ∅ alors int(f2, g) < β2. En particulier
{(β1, a), a < β2} ∩ Γ(f) 6= ∅. Soit α = (β1, a) ∈ Γ(f) et α est maximal avec cette proprie´te´. En
particulier β ∈ ∆¯(α) et ∆1(α) = ∅, mais d’apre`s le corollaire 1.2.11., α est un maximal ce qui
est une contradiction, par conse´quent β ∈ Γ(f).
Soit c le contact de f1 avec f2. Soit b ∈ N, b ≤ max{h1, h2}. Soit g = ym + . . . + bm(x) un
polynoˆme irre´ductible de K[[x]][y]. On dit que g a le contact maximal au niveau b avec f1.f2 si
g a b− 1 exposants de Newton-Puiseux et si l’une des conditions suivantes est satisfaite :
i) c(f1, g) = c(f2, g) =
m1b
n1
=
m2b
n2
< c et degyg =
n1
d1b
=
n2
d2b
.
ii) c(f1, g) =
m1b
n1
> c et degyg =
n1
d1b
.
iii) c(f2, g) =
m2b
n2
> c et degyg =
n2
d2b
.
On note Cb l’ensemble de ces e´le´ments et remarquons que ces e´le´ments sont des pseudo-racines
de f1 ou f2.
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De´finition 1.2.13 Soit b ∈ N, et soit V b(f) = {(int(f1, g), int(f2, g)), g ∈ Cb}. On note
V (f) =
⋃
b≥1
V b(f)
et on rappelle que si b > max{h1, h2} alors V b(f) = ∅.
On a aussitoˆt le the´ore`me suivant :
The´ore`me 1.2.14 V (f) =MI(f).
On commence par donner quelques lemmes pre´liminaires. Soit g = ym+. . .+bm(x) un polynoˆme
irre´ductible de K[[x]][y], et soit ck = c(fk, g), k = 1, 2.
Lemme 1.2.15 Si c1 < c, alors int(f2, g) =
n2
n1
int(f1, g).
De´monstration Si c1 < c, alors c2 = c1, soit (m
′
i)0≤i≤h′ , (d
′
i)0≤i≤h′+1, (r
′
i)0≤i≤h′ les suites
caracte´ristiques associe´es avec g.
 Si c1 < m
′
1
m
alors int(f2, g) = m.c2.n
2 et int(f1, g) = m.c1.n
1 d’ou` le re´sultat.
 Sinon soit a′ l’unique entier tel que m
′
a′
m
≤ c1 <
m′a′+1
m
. On a
int(f1, g) =
n1
m
(r′a′ .d
′
a′ + (mc1 −m′a′).d′a′+1)
et
int(f2, g) =
n2
m
(r′a′ .d
′
a′ + (mc2 −m′a′).d′a′+1).
D’ou` le re´sultat.
Lemme 1.2.16 Si c1 > c, alors int(f2, g) =
m
n1
.int(f1, f2).
De´monstration Si c1 > c, alors c2 = c.
 Si c < m
2
1
n2
alors int(f2, g) = m.n
2.c2, d’autre part int(f1, f2) = n
1.c.n2 = n1.c2.n
2 d’ou` le
re´sultat.
 Sinon, soit a l’unique entier tel que m
2
a
n2
≤ c < m
2
a+1
n2
, donc
int(f2, g) =
m
n2
(r2a.d
2
a + (n
2.c−m2a).d2a+1)
mais
int(f2, f1) =
n1
n2
(r2a.d
2
a + (n
2.c−m2a).d2a+1)
d’ou` le re´sultat.
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Lemme 1.2.17 Si c1 = c, alors int(f1, g) =
m
n2
.int(f1, f2).
De´monstration Comme c1 = c, alors c2 ≥ c. Si c2 > c, le re´sultat est similaire au lemme
1.2.16. Supposons que c1 = c = c2 :
 Si c < m
1
1
n1
alors int(f1, g) = n
1.c.m mais int(f1, f2) = n
1.c.n2, d’ou` le re´sultat.
 Sinon soit a l’unique entier tel que m
1
a
n1
≤ c < m
1
a+1
n1
, donc
int(f1, g) =
m
n1
(r1a.d
1
a + (n
1.c−m1a).d1a+1)
d’autre part
int(f2, f1) =
n2
n1
(r1a.d
1
a + (n
1.c−m1a).d1a+1)
d’ou` le re´sultat.
Remarque 1.2.18 Soit S = {int(f1, g)
n1.m
,
int(f2, g)
n2.m
,
int(f1, f2)
n1.n2
}. D’apre`s les lemmes pre´ce´dents,
deux e´le´ments de S sont e´gaux, et le troisie`me est plus grand ou e´gal a` la valeur commune de
ces deux e´le´ments.
De´monstration du the´ore`me 1.2.14 De´montrons que V (f) ⊆ MAI(f) : soit α ∈ V (f) il
existe b tel que α ∈ V b(f). Il existe g ∈ Cb tel que int(f, g) = α. Supposons sans perte de
ge´ne´ralite´ que c(f1, g) ≥ c(f2, g).
 Si c(f1, g) < c alors c(f1, g) = c(f2, g) et dans ce cas α = (r1b , r2b ) est un maximal
irre´ductible de Γ(f)
 Si c(f1, g) ≥ c alors α = (r1b ,
int(f1, f2)
d1b
) est un maximal irre´ductible de Γ(f).
Pour de´montrer que MAI(f) ⊆ V (f) : soit α un maximal irre´ductible de Γ(f), il existe g ∈
K[[x]][y] tel que α = int(f, g). Soit m le degre´ de g en y, notons ck = c(fk, g), k = 1, 2 et
supposons sans perte de ge´ne´ralite´s que c1 ≥ c2 :
 Si c1 < c alors c2 = c1 et int(f2, g) = n
2
n1
.int(f1, g). Ecrivons
int(f1, g) =
∑
i
λi.r
1
i
comme α est irre´ductible il existe alors b tel que α1 = r
1
b dans ce cas α = (r
1
b , r
2
b ) ∈ V b(f).
 Si c1 ≥ c alors c2 = c et int(f2, g) = m
n1
.int(f1, f2). Comme α est maximal irre´ductible
alors il existe b tel que α1 = r
1
b . En effet, soit b ≤ h1 tel que
m1b
n1
≤ c1 <
m1b+1
n1
. Si c1 >
m1b
n1
alors
il existe g′ tel que int(f, g′) ∈ ∆2(α), ce qui est une contradiction, et d’apre`s l’irre´ductibilite´ de
α on a
m
n1
.d1b = 1. En particulier α = (r
1
b ,
int(f1, f2)
d1b
) ∈ V b(f). D’ou` le re´sultat.
Le the´ore`me pre´ce´dent peut eˆtre pre´cise´ de la manie`re suivante :
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Proposition 1.2.19 i) Si c <
m11
n1
ou
m21
n2
alors
MI(f) = {(r1a,
int((f1, f2)
d1a
)|a ≤ h1, (int((f1, f2)
d2a
, r2a)|a ≤ h2.}
ii) Sinon, soit q le plus grand entier tel que
m1q
n1
=
m2q
n2
< c et on pose pour j = 1, 2
Lj =
q si c 6=
mjq+1
nj
q + 1 sinon
Alors MI(f) = {(r1a, r2a)|a ≤ q, (r1a,
int((f1, f2)
d1a
)|L1 < a ≤ h1, (int((f1, f2)
d2a
, r2a)|L2 < a ≤ h2.}
Exemple 1.2.20 Soit f = f1.f2 = (y
2 − x3)((y2 − x3)2 − x5y). Les suites caracte´ristiques
associe´es a` f1 et f2 sont respectivement :
m10 = r
1
0 = 2 = d
1
0 = d
1
1, m
1
1 = r
1
1 = 3 et d
1
2 = 1, m
2
0 = r
2
0 = 4 = d
2
0 = d
2
1, m
2
1 = 6 = r
2
1,
d22 = 2, m
2
2 = 7, d
2
3 = 1 et r
2
2 = 13. Dans ce cas c(f1, f2) =
7
4
et q = 1. En particulier
MI(f) = {(2, 4), (3, 6)}.
1.3 Courbes re´ductibles a` plusieurs branches
Soit K un corps alge´briquement clos de caracte´ristique ze´ro et soit f un polynoˆme de K[[x]][y]
de degre´ n > 0. Ecrivons
f = yn + a1(x)y
n−1 + . . .+ an(x).
et soit
f =
s∏
k=1
fk
la de´composition de f en polynoˆmes irre´ductibles de K[[x]][y]. Soit nk le degre´ de fk, k =
1, . . . , s, et soit
yk(t) =
∑
j
ckj .t
j
une racine de fk(t
nk , y) = 0, et rappelons que les autres racines sont de la forme yk(w(k)t) ou`
w(k) est une racine primitive n(k)-ie`me de l’unite´. Soit (mki )0≤i≤hk , (d
k
i )0≤i≤hk+1, (r
k
i )0≤i≤hk les
suites caracte´ristiques associe´es a` fk et rappelons que :
dk0 = m
k
0 = n
k = dk1,m
k
1 = inf{j ∈ supp(fk)|dk1 ne divise pas j} et pour tout i ≥ 2
dki = pgcd(m
k
i−1, d
k
i−1),m
k
i = inf{j ∈ supp(fk)|dki ne divise pas j}
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et que dkhk+1 = 1. Rappelons aussi que r
k
0 = m
k
0, r
k
1 = m
k
1 et pour tout 1 ≤ i ≤ hk − 1,
rki+1 = r
k
i .
dki
dki+1
+ (mki+1 −mki ).
De´finition 1.3.1 Soit G et g deux polynoˆmes de K[[x]][y]. Soient
G =
s∏
i=1
Gi et g =
r∏
j=1
gj
les de´compositions de G et g en polynoˆmes irre´ductibles de K[[x]][y]. On dit que G et g sont
e´quisinguliers si
i) s = r.
ii) Pour tout i = 1, . . . , r, il existe ji ∈ {1, . . . , r} tel que Gi et gji sont e´quisinguliers.
iii) Pour tout 1 ≤ i 6= j ≤ r, c(Gi, Gk) = c(gji , gjk).
La classe d’e´quisingularite´ d’un polynoˆme g ∈ K[[x]][y] est de´finie par :
{G ∈ K[[x]][y]| G et g sont e´quisinguliers }.
1.3.1 L’arbre des contacts
Dans cette section, on introduit l’arbre des contacts de f (voir [3]) et on e´tudie certaines de ses
proprie´te´s. Les notations sont celles de 1.3. Soit :
C(f) = {c(fk, fj), 1 ≤ k 6= j ≤ s} ∪ {(m
k
i
nk
)1≤i≤hk , k = 1 . . . , s}
A un e´le´ment M ∈ C(f), on associe la relation d’e´quivalence RM suivante :
fkRMfj si et seulement si c(fj, fk) ≥M
On de´finit les points de l’arbre de f au niveau M par l’ensemble des classes d’e´quivalence de
RM . Soit P (M, 1), . . . , P (M, r) l’ensemble de ces classes.
De´finition 1.3.2 L’arbre des contacts de f , note´ T (f), est l’ensemble des classes d’e´quivalence
de RM , M ∈ C(f).
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Soit g = ym + b1(x)y
m−1 + . . . + bm(x) un polynoˆme irre´ductible de K[[x]][y] et conside´rons
l’arbre des contacts de f.g.
Soit M = max{c(fj, g)|1 ≤ j ≤ s}, et soit l ∈ {1, . . . , s} tel que M = c(fl, g). On pose Q(M)
la classe d’e´quivalence de RM contenant fl. Notons que si fp ∈ Q(M) alors c(fp, fl) ≥ M et
c(fp, g) =M .
Soit c = min{c(fk, fj)|1 ≤ j 6= k ≤ s}. Soit (m′i)0≤i≤h′ , (d′i)0≤i≤h′+1, (r′i)0≤i≤h′ les exposants
caracte´ristiques de g. Avec ces notations on a les propositions suivantes :
Proposition 1.3.3 Si M ≤ c, alors int(fk, g) = n
k
nj
int(fj, g), 1 ≤ j 6= k ≤ s.
De´monstration PuisqueM ≤ c, alorsM ≤ c(fl, fj) pour tout j ∈ {1, . . . , s}. Par conse´quent,
c(fj, g) =M, j = 1, . . . , s.
 Si M < m
′
1
m
alors par la prop. 1.1.4.i),
int(fk, g) = n
k.M.m
pour tout k ∈ {1, . . . , s}.
 Sinon, soit a′ l’unique entier tel que m
′
a′
m
≤M < m
′
a′+1
m
. Alors par la prop. 1.1.4.ii)
int(fk, g) =
nk
m
(r′a.d
′
a + (m.M −m′a).d′a+1), k = 1 . . . , s.
Par conse´quent on a int(fk, g) =
nk
nj
int(fj, g), 1 ≤ j 6= k ≤ s.
Proposition 1.3.4 Si M > c, alors :
i) Pour fk ∈ Q(M), int(fk, g) = n
k
nl
int(fl, g).
ii) Pour fk 6∈ Q(M), int(fk, g) = m
nl
.int(fk, fl).
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De´monstration i) Soit fk ∈ Q(M), et rappelons queM = c(fl, g) = max{c(fj, g)|1 ≤ j ≤ s}.
En particulier c(fk, g) =M .
 Si M < m
′
1
m
alors int(fk, g) = n
k.m.M , mais int(fl, g) = n
l.M.m, d’ou` le re´sultat.
 Sinon soit a′ l’unique entier tel que m
′
a′
m
≤M < m
′
a′+1
m
. Alors
int(fk, g) =
nk
m
(r′a′ .d
′
a′ + (m.M −m′a′).d′a′+1)
Mais
int(fl, g) =
nl
m
(r′a′ .d
′
a′ + (m.M −m′a′).d′a′+1)
par conse´quent, int(fk, g) =
nk
nl
.int(fl, g).
ii) Soit fk 6∈ Q(M), en particulier c(fk, g) = c(fk, fl).
 Si M < m
′
1
m
alors int(fk, g) = n
k.m.M mais int(fk, fl) = n
k.nl.M , d’ou` le re´sultat.
 Sinon soit a l’unique entier tel que m
k
a
nk
≤ c(fk, fl) < m
k
a+1
nk
, alors
int(fk, g) =
m
nk
.(rka.d
k
a + (n
kc(fk, fl)−mka)dka+1).
D’autre part,
int(fk, fl) =
nl
nk
.(rka.d
k
a + (n
kc(fk, fl)−mka)dka+1).
En particulier int(fk, g) =
m
nl
.int(fk, fl).
De´finition 1.3.5 Soit Γ(f) = {(int(f1, g), . . . , int(fs, g))|g ∈ K[[x]][y]}, Γ(f) est un semi-
groupe de Ns, on l’appelle le semi-groupe de f .
Dans la suite, on se propose d’e´tudier les ge´ne´rateurs de Γ(f)( voir [8]) utilisant les re´sultats
de 1.3.1.
1.3.2 Les ge´ne´rateurs de Γ(f)
Les notations sont celles de 1.3, soit I = {1, . . . , s}. Pour α = (α1, . . . , αs), β = (β1, . . . , βs) ∈
Ns, on de´finit l’ordre partiel suivant :
α ≤ β ⇐⇒ αi ≤ βi pour tout i ∈ I
Lemme 1.3.6 Soit α = (α1, . . . , αs), β = (β1, . . . , βs) ∈ Γ(f). Si
inf(α, β) = (min{α1, β1}, . . . ,min{αs, βs})
alors inf(α, β) ∈ Γ(f).
1.3. COURBES RE´DUCTIBLES A` PLUSIEURS BRANCHES 25
De´monstration La de´monstration est similaire au cas s = 2. ( voir lemme 1.2.2.).
Lemme 1.3.7 Soit g, h ∈ K[[x]][y]. Si int(fi, g) = int(fi, h), i ∈ I, alors il existe λ ∈ K, tel
que int(fi, g + λ.h) > int(fi, g) = int(fi, h).
De´monstration Voir lemme 1.2.3.
Le lemme pre´ce´dent implique la proposition suivante :
Proposition 1.3.8 Soit α = (α1, . . . , αs), β = (β1, . . . , βs) ∈ Γ(f) et soit i ∈ {1, . . . , s} tel
que αi = βi. Il existe γ = (γ1, . . . , γs) ∈ Γ(f) tel que γk ≥ min{αk, βk} pour tout k ∈ I et
γi > αi = βi.
De´monstration Soit g, h ∈ K[[x]][y] tel que int(f, g) = α et que int(f, h) = β. Comme
αi = βi alors int(fi, g) = int(fi, h). Soit λ ∈ K tel que int(fi, g + λ.h) > int(fi, g). En
particulier int(f, g + λ.h) = γ ve´rifie les conditions de la proposition.
Soit α ∈ Ns et J ⊂ I, on de´finit les ensembles suivants :
∆¯J(α) = {β ∈ Ns|βi = αi∀i ∈ J ; βk > αk,∀k 6∈ J}
Si J = {i}, on note ∆¯{i}(α) = ∆¯i(α).
∆¯(α) = ∪s1∆¯i(α),∆J(α) = ∆¯J(α) ∩ Γ(f)
∆(α) = ∆¯(α) ∩ Γ(f).
On pose finalement :
prJ : Ns → N]J
la projection de´finie par prJ(α) = (αi)i∈J .
Soit ΓJ(f) = prJ(Γ(f)) = {prJ(α)|α ∈ Γ(f)}, et ΓJ(f) = prI−J(Γ(f)).
De´finition 1.3.9 i) Un e´le´ment α ∈ Γ(f) est dit maximal de Γ(f) si ∆(α) = ∅.
ii) Si α est maximal de Γ(f) et si ∆J(α) = ∅ pour tout J ⊂ I, J 6= I, alors α est dit maximal
absolu de Γ(f).
iii) Si α est maximal de Γ(f) et si ∆J(α) 6= ∅ pour tout J ⊂ I de cardinal au moins deux alors
α est dit maximal relatif de Γ(f).
On note M(f) (resp. MA(f), resp. MR(f)) l’ensemble des maximaux (resp. des maximaux
absolus, resp. des maximaux relatifs) de Γ(f).
Lemme 1.3.10 Soit α ∈ Ns ve´rifiant les conditions suivantes :
i) Il existe i ∈ I tel que ∆i(α) = ∅.
ii) ∆i,j(α) 6= ∅ pour tout j 6= i. Alors α est un maximal relatif de Γ(f).
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De´monstration  Soit αj ∈ ∆i,j, j ∈ I, j 6= i. On a α = inf{αj, j 6= i}, ce qui implique par
le lemme 1.3.6.que α ∈ Γ(f).
 Supposons qu’il existe k 6= i tel que ∆k(α) 6= ∅, et soit γ ∈ ∆k(α). On a prk(αk) =
prk(γ) = αk, alors d’apre`s la prop.1.3.8. il existe β ∈ Γ(f) tel que βk > αk, βi = αi, et
βj ≥ min{γj, αkj} > αj, par conse´quent β ∈ ∆i(α) mais ceci contredit i), donc, ∆k(α) = ∅ pour
tout k ∈ I, ainsi α est maximal.
 Soit k, l ∈ I, k, l 6= i, on a pri(αk) = pri(αl) = αi, alors d’apre`s la prop.1.3.8. il existe
β ∈ Γ(f) tel que β ∈ ∆k,l(α). Si J ⊂ I est de cardinal au moins deux, on pose J = J1∪..∪Jt, avec
Ji de cardinal 2, et soit γ
i ∈ ∆Ji(α). On pose γ = inf{γ1, . . . , γt}, par conse´quent ∆J(α) 6= ∅,
ce qui implique que α est un maximal relatif de Γ(f).
The´ore`me 1.3.11 Soit β ∈ Ns tel que prJ(β) ∈ ΓJ(f) pour tout J ⊂ I de cardinal s−1. Alors
β ∈ Γ(f) si et seulement si β 6∈ ∆¯(α), pour tout α ∈MR(f).
De´monstration De´montrons que la condition est ne´cessaire : soit β ∈ Γ(f), si en plus
β ∈ ∆¯(α) alors β ∈ ∆(α) = ∅ pour α ∈MR(f).
Pour de´montrer que la condition est suffisante, soit
∆ji (α) = {γ ∈ Γ(f)|γi = αi, γr ≥ αr ∀r ≤ j et γd > αd pour d > j, d 6= i}.
Soit β ∈ Ns ve´rifiant prJ(β) ∈ ΓJ(f) pour tout J ⊂ I de cardinal s − 1, et β 6∈ ∆¯(α),
pour α ∈ RM(f), supposons que β 6∈ Γ(f). Si pour tout j ∈ I il existe γj ∈ ∆sj(β), alors
β = inf{γj, j ∈ I} ∈ Γ(f). D’ou` il existe j ∈ I tel que ∆sj(β) = ∅. Supposons sans perte de
ge´ne´ralite´ que j = 1, et soit i ≥ 1 le plus petit entier pour lequel il existe β∗i+1, . . . , β∗s ∈ N,
et γi+1, . . . , γs ∈ Γ(f) tel que si on pose βi+1 = (β1, ..βi, β∗i+1, ..β∗s ) ∈ Ns, et ∆i1,k(βi+1) =
∆ik(β
i+1) ∩∆s1(βi+1), on a :
i) β∗k < βk et γ
k ∈ ∆i1,k(βi+1), k = i+ 1, .., s
ii) ∆i1(β
i+1) = ∅.
Supposons i > 1. Soit βi+10 = (β1, ..βi−1, 0, β
∗
i+1, ..β
∗
s ), mais (β1, ..βi−1, βi+1, ..βs) ∈ Γi(f), alors
(β1, ..βi−1, b, βi+1, ..βs) ∈ Γ(f) pour un certain b tel que b < βi (puisqu’on a ∆i1(βi+1) = ∅)
par conse´quent ∆i1(β
i+1
0 ) 6= ∅. On pose β∗i = max{pri(α)|α ∈ ∆i1(βi+10 )}, et soit γi ∈ ∆i1(βi+10 )
tel que pri(γ
i) = β∗i . Conside´rons β
i = (β1, ..βi−1, β∗i , ..β
∗
s ) ∈ Ns. Comme γk ∈ ∆i1,k(βi+1), et
β∗i < βi, alors γ
k ∈ ∆i−11,k (βi). Cette construction aboutit a` une contradiction avec la minimalite´
de i, par conse´quent i = 1.
D’autre part β∗ = (β1, β∗2 , . . . , β
∗
s ) ∈ Ns ou` β∗i < βi pour tout i ≥ 2 alors β ∈ ∆¯1(β∗). En plus
∆1(β
∗) = ∅ et ∆1,i(β∗) 6= ∅, i ≥ 2 donc par le lemme 1.3.10, β∗ est un maximal relatif de Γ(f),
ce qui est une contradiction.
Remarque 1.3.12 Avec les meˆmes notations du the´ore`me pre´ce´dent, il suffit d’avoir l’en-
semble MR(f) et les e´le´ments de ΓJ(f), pour J de cardinal s− 1 pour trouver les e´le´ments de
Γ(f). Notons que dans le cas ou` I = {1, 2}, M(f) = MR(f) = MA(f) et rappelons que dans
ce cas, M(f),Γ(f1),Γ(f2) de´terminent Γ(f1.f2).
Dans la suite on se propose de de´crire l’ensemble MR(f).
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1.3.3 La syme´trie de l’ensemble des maximaux
Notons δi le conducteur de Γ(fi), i = 1, . . . , s (i.e δi est le plus petit e´le´ment du semi-groupe
tel que pour tout a ≥ δi a ∈ Γ(fi)) et soit ξi =
∑
j 6=i int(fj, fi). Avec ces notations on a le
the´ore`me suivant :
The´ore`me 1.3.13 Soit τ = (δ1 + ξ
1 − 1, δ2 + ξ2 − 1, . . . , δs + ξs − 1). On a τ ∈ Γ(f), τ est un
maximal relatif. De plus τ +(1, . . . , 1) est le conducteur de Γ(f)( autrement dit τ +(1, . . . , 1)+
Ns ⊂ Γ(f)).
De´monstration Voir [8].
The´ore`me 1.3.14 1) Soit α ∈ Γ(f). Alors α est un maximal de Γ(f) si et seulement si
α′ = τ − α ∈ Γ(f).
2) Si α, β ∈ Γ(f) sont tel que α + β = τ , alors β ∈ MA(f) si et seulement si α ∈ MR(f).
En particulier, la donne´e de τ et de MA(f) de´terminent MR(f).
De´monstration Voir [8].
Dans ce qui suit, on de´crit le calcul fait pour trouver l’ensemble des maximaux absolus de Γ(f)
a` l’aide de l’arbre des contacts de 1.3.1.
1.3.4 La description du semi-groupe a` l’aide de l’arbre des contacts
Soit b ∈ N, b ≤ max{hj, 1 ≤ j ≤ s}. Soit g = ym + b1(x).ym−1 + . . . + bm(x) un polynoˆme
irre´ductible de K[[x]][y]. Soit M = max{c(fj, g), 1 ≤ j ≤ s}, et soit l ∈ {1, . . . , s} tel que
c(fl, g) = M . On dit que g a le contact maximal au niveau b avec f si les conditions suivantes
sont satisfaites : 
g a b− 1 exposants de Newton-Puiseux
max{c(fj, g), 1 ≤ j ≤ s} = c(fl, g) = m
l
b
nl
degyg =
nl
dlb
On note Cb l’ensemble de ces e´le´ments et on remarque que ces e´le´ments sont des pseudo-racines
de fl.
Soit T (f) l’arbre des contacts de f et reprenons les notations de 1.3.1.
Proposition 1.3.15 Soit b ∈ N, g ∈ Cb. Alorsint(fj, g) = r
j
b si fj ∈ Q(M)
int(fj, g) =
int(fl, fj)
dlb
si fj /∈ Q(M)
De´monstration Voir prop.1.3.4.
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De´finition 1.3.16 Soit b ∈ N, et soit V b(f) = {(int(f1, g), . . . , int(fs, g))|g ∈ Cb} ⊆ Ns. On
note
V (f) =
⋃
b≥1
V b(f).
Dans la suite, on introduit la notion de maximal absolu irre´ductible.
De´finition 1.3.17 Soit α ∈ MA(f). On dit que α est irre´ductible si pour tout β,γ ∈ Γ(f),
α = β + γ implique que α = β ou α = γ. L’ensemble des maximaux absolus irre´ductibles de
Γ(f) est note´ MAI(f).
Lemme 1.3.18 Soit α, β, γ ∈ Γ(f) tel que α = β + γ. Si α ∈MA(f) alors β, γ ∈MA(f).
De´monstration  Supposons que β /∈ M(f), il existe β′ ∈ ∆(β) = ⋃i∆i(β). En particulier
γ + β′ ∈ Γ(f) et γ + β′ ∈ ∆¯(β + γ), donc γ + β′ ∈ ∆(β + γ) = ∆(α). Comme α est maximal,
ceci aboutit a` une contradiction.
 Supposons que β /∈ MA(f) alors, il existe J tel que β′ ∈ ∆J(β). En particulier γ + β′ ∈
∆¯J(β + γ), donc γ + β
′ ∈ ∆J(α). Ceci aboutit a` une contradiction.
Lemme 1.3.19 Soit MAI(f) = {α1, . . . , αl}. Pour tout α ∈ MA(f), il existe λ1, . . . , λl ∈ N
tel que
α =
l∑
i=1
λi.αi.
De´monstration Supposons que ce re´sultat n’est pas vrai. En particulier α /∈MAI(f). Il existe
α01, α
0
2 ∈ Γ(f) tel que α = α01 + α02 et α01 6= α 6= α02. D’apre`s le lemme 1.3.18. α01, α02 ∈ MA(f),
et d’apre`s notre hypothe`se α01 /∈ MAI(f) ou α02 /∈ MAI(f). Supposons que α01 /∈ MAI(f) et
recommenc¸ons la proce´dure avec α01. Comme α
0
1 < α coordonne´e par coordonne´e, la proce´dure
ne peut pas continuer inde´finiment, ceci aboutit a` une contradiction.
Remarque 1.3.20 D’apre`s les the´ore`mes 1.3.11. et 1.3.14. le calcul du semi-groupe est re´duit
au calcul de l’ensemble des maximaux absolus irre´ductibles et aux semi-groupes de
f
fi
, i =
1, . . . , s.
Proposition 1.3.21 Si α ∈ V (f), alors α ∈MAI(f).
De´monstration Soit b ∈ N tel que α = (α1, . . . , αs) ∈ V b(f). On pose E(α) = {1 ≤ i ≤
s, αi = r
i
b}, soit h ∈ K[[x]][y] tel que int(fi, h) = rib pour tout i ∈ E(α). Soit l ∈ E(α) tel que
c(fl, h) ≥ c(fi, h) pour tout i 6= l. En particulier ∆sl (α) = {α}.
Supposons qu’il existe J ⊂ I, J 6= ∅, tel que ∆J(α) 6= ∅, et soit β ∈ ∆J(α). Puisque ∆sl (α) = {α}
alors l 6∈ J . En particulier, βj = αj pour tout j ∈ J et βl > αl. D’apre`s la prop. 1.3.8. il existe
γ ∈ Γ(f) tel que γj > αj et γl = αl, par conse´quent γ ∈ ∆sl (α), d’ou` la contradiction. On en
de´duit que α est un maximal absolu, l’irre´ductibilite´ provient de celle de rib dans Γ(fi).
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Soit α ∈ Γ(f) un maximal absolu irre´ductible, et soit h ∈ K[[x]][y] un polynoˆme non nul tel
que α = int(f, h), α e´tant un maximal absolu irre´ductible, on en de´duit que h est irre´ductible.
Soit l ∈ {1, . . . , s} tel que c(h, fl) ≥ c(h, fi), i 6= l, soit c = min{c(fi, fj)|1 ≤ i 6= j ≤ s}. Avec
ces notations on a :
Proposition 1.3.22 S’il existe q ≥ 0 tel que m
1
q
n1
= . . . =
msq
ns
< c et si c(h, fl) ≤ c, alors
α = (r1a, . . . , r
s
a) ou` a ≤ q.
De´monstration On a c(h, fi) = c(h, fl) pour tout i 6= l et le re´sultat est une conse´quence
de la proposition 1.3.3. Remarquons que si q = 0 et degy(h) = m > 0 alors int(fk, h) =
nk.m.c(fk, h) = n
k.m.c(fl, h) pour tout k ∈ {1, . . . , s}. Comme (r10, . . . , rs0) = (n1, . . . , ns) ∈
Γ(f), ceci montre que α = (n1, . . . , ns).
Lemme 1.3.23 Si c(h, fl) > c alors il existe b ≤ hl tel que int(h, fl) = rlb.
De´monstration Soit degy(h) = m et soit b ≤ hl tel que m
l
b
nl
≤ c < m
l
b+1
nl
. Si
mlb
nl
< c(fl, h)
alors int(fl, h) =
m
nl
.[rlbd
l
b + (n
lc(fl, h)−mlb)dlb+1] <
m
nl
.dlb+1.r
l
b+1. Sous ces conditions on a
int(fi, h) =

m.int(fl, fi)
nl
si c(h, fi) < c(h, fl)
ni
nl
int(fl, h) si c(h, fi) = c(h, fl)
Soit h′ ∈ K[[x]][y] de degre´ m en y tel que c(fl, h) =
mlb+1
nl
. Mais dans ce cas int(f, h′) ∈ ∆J(α)
ou` l /∈ J , l’e´le´ment α e´tant un maximal absolu, on a alors que ∆J(α) = ∅ pour tout J ⊂ I, ce
qui aboutit a` une contradiction. En particulier int(h, fl) =
m
nl
rlb.d
l
b.
D’autre part, comme α est irre´ductible alors
m
nl
.dlb = 1. En particulier int(fl, h) = r
l
b.
The´ore`me 1.3.24 V (f) =MAI(f).
De´monstration L’inclusion V (f) ⊆MAI(f) n’est autre que la proposition 1.3.21. Montrons
que MAI(f) ⊆ V (f). Soit α ∈ V (f) et soit h un polynoˆme irre´ductible unitaire de K[[x]][y]
tel que α = int(f, h) :
 Si c(h, fl) ≤ c alors le re´sultat de´coule de la prop. 1.3.22.
 Supposons que c(h, fl) > c et e´crivons α = (α1, . . . , αs), d’apre`s la prop. 1.3.23. soit b tel
que c(f, hl) =
mlb
nl
, alors on a
αi =

int(fl, fi)
dlb
si c(h, fi) < c(h, fl)
rib si c(h, fi) = c(h, fl)
30 CHAPITRE 1. LE SEMI-GROUPE D’UNE COURBE PLANE
Par conse´quent, max{c(fj, h), 1 ≤ j ≤ s} = c(fl, h) = m
l
b
nl
, d’autre part, comme int(h, fl) = r
l
b
alors on a degy(h) =
nl
dlb
. En particulier, il existe g ∈ Cb tel que α = int(f, g).
The´ore`me 1.3.25 Soit MAI(f) = {β1, . . . , βm}. Soit
F = {
m∑
1
λiβ
i, λi ∈ N,
m∑
1
λiβ
i < τ} ⊂ Γ(f)
ou` τ est l’e´le´ment de´fini dans le the´ore`me 1.3.13., et soit
F ′ = {τ − γ; γ ∈ F}
Alors F = MA(f) et F ′ = MR(f), en particulier si β ∈ Ns tel que prJ(β) ∈ ΓJ(f) pour tout
J ⊂ I de cardinal s− 1, alors
β ∈ Γ(f) si et seulement si β 6∈ ∆¯(α) pour tout α ∈ F ′.
De´monstration Re´sulte du the´ore`me 1.3.11. et du the´ore`me 1.3.14.
De´finition 1.3.26 Avec les notations ci-dessus, soit l ∈ {1, . . . , s}, fl ∈ Q(M) et soit Q′(M, l) ⊂
Q(M) de´fini de la fac¸on suivante :
{
fk ∈ Q′(M, l) si et seulement si c(fk, fl) > M
fk /∈ Q′(M, l) si et seulement si c(fk, fl) < M, dans ce cas on note fk ∈ Q¯′(M, l).
remarquons que Q′(M, l)∪ Q¯′(M, l) ⊂ {1, . . . , s}, mais on peut ne pas avoir l’e´galite´. On note :
B = {(M, l) tel que Q′(M, l) ∪ Q¯′(M, l) = {1, . . . , s}}
Lemme 1.3.27 Les notations sont celles de ci-dessus :
 Si M 6= m
j
a
nj
, 1 ≤ j ≤ s et 1 ≤ a ≤ hj alors (M, j) /∈ B.
 Si M = m
j
a
nj
, 1 ≤ j ≤ s et 1 ≤ a ≤ hj alors
(M, j) ∈ B ⇐⇒ c(fj, fk) 6=M pour tout k 6= j.
Soit 1 ≤ j ≤ s et 1 ≤ a ≤ hj tel que (m
j
a
nj
, j) ∈ B et posons :
γa,jk =

nk
nj
rja = r
k
a si fk ∈ Q′(
mja
nj
, j)
int(fk, fj)
dja
sinon
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et γa,j = (γa,j1 , . . . , γ
a,j
s ), et notons que puisque int(fj, fj) = ∞, alors γa,jj = rja. Notons aussi
que si fj1 , fj2 ∈ Q′(
mja
nj
, j) alors γa,j1 = γa,j2 . Avec ces notations, le the´ore`me 1.3.24 peut eˆtre
pre´cise´ de la manie`re suivante :
Proposition 1.3.28 1) S’il existe i ∈ {1, . . . , s} tel que c < m
i
1
ni
alors
MAI(f) =
s⋃
j=1
{γ1,j, . . . , γhj ,j}
Dans ce cas l’arbre peut avoir la forme suivante ou` les cercles pleins de´signent les e´le´ments de
B.
cQ
Q
Q
Q
QQ s
 
 
 
 s A
A
A
A
A
A
A
A
A
A
AA











cc
sc
ss c
c s s
2) Sinon, soit q le plus grand entier tel que
m1q
n1
= . . . =
msq
ns
< c, et soit pour tout j ∈ {1, . . . , s}
Lj =
q si c 6=
mjq+1
nj
q + 1 sinon
et soit A = {j, Lj < hj} on a
MAI(f) = {α1, . . . , αq}
⋃⋃
j∈A
{γLj+1,j, . . . γhj ,j}
ou` αa = (r1a, . . . , r
s
a), a = 1, . . . , q.
Dans ce cas l’arbre peut avoir la forme suivante ou` les cercles pleins de´signent les e´le´ments de
B.
32 CHAPITRE 1. LE SEMI-GROUPE D’UNE COURBE PLANE
cQ
Q
Q
Q
QQ
s
s
s miq
ni
s
 
 
 
 s A
A
A
A
A
A
A
A
A
A
AA











cc
sc
ss c
c s s
1.3.5 Description du semi-groupe d’une courbe a` trois branches
Dans cette section on donne deux exemples du semi-groupe d’une courbe ayant trois branches.
Notons que ce semi-groupe de´pend de la re´partition des exposants caracte´ristiques de chaque
branche sur l’arbre des contacts. On va conside´rer les diffe´rents cas que peut avoir l’arbre des
contacts d’une courbe a` trois branches. Les notations e´tant celles de 1.3., supposons que s = 3.
Soit
c = min{c(fi, fj), 1 ≤ i 6= j ≤ 3}
soit
(mia)0≤a≤hi , (d
i
a)0≤a≤hi+1, (r
i
a)0≤a≤hi
les suites caracte´ristiques de fi, i = 1, 2, 3. Finalement soit q le plus grand entier tel que
m1q
n1
=
m2q
n2
=
m3q
n3
< c
et pour j ∈ {1, 2, 3}, on pose
Lj =
q si c 6=
mjq+1
nj
q + 1 sinon
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Premier cas c = c(fi, fj), 1 ≤ i, j ≤ 3.
Q
Q
Q
Q
Q
Q
Q
QQ
 
 
 
 
 
 
 
  
c
f3f1 f2
Dans ce cas,
MAI(f) = {((r1a, r2a, r3a)|a ≤ q, (r1a,
int(f1, f2)
d1a
,
int(f1, f3)
d1a
)|L1 < a ≤ h1,
(
int(f1, f2)
d2a
, r2a,
int(f2, f3)
d2a
)|L2 < a ≤ h2, (int(f1, f3)
d3a
,
int(f2, f3)
d3a
, r3a)|L3 < a ≤ h3}
Deuxie`me cas c = c(f1, f2) = c(f1, f3) < c(f2, f3).
Q
Q
Q
Q
Q
Q
Q
QQ  
 
 
 
 
 
 
  
c
f3f1 f2
Soit dans ce cas q′ le plus grand entier tel que
m2q′
n2
=
m3q′
n3
< c(f2, f3), et posons pour j = 2, 3
L′j =
q si c(f2, f3) 6=
mjq+1
nj
q + 1 sinon
Remarquons que
int(f1, f2)
d2a
=
int(f1, f3)
d3a
pour tout a ≤ q′. On a
MAI(f) = {(r1a, r2a, r3a)|a ≤ q, (r1a,
int(f1, f2)
d1a
,
int(f1, f3)
d1a
)|L1 < a ≤ h1, (int(f1, f2)
d2a
, r2a, r
3
a)|L1 < a ≤ q′,
(
int(f1, f2)
d2a
, r2a,
int(f2, f3)
d2a
)|L′2 < a ≤ h2, (
int(f1, f3)
d3a
,
int(f2, f3)
d3a
, r3a)|L′3 < a ≤ h3}
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Notons que les autres configurations se de´duisent des deux cas pre´ce´dents par une simple
permutation des indices.
Exemple 1.3.29 Soit f = f1.f2.f3 = (y
2 − x3).[(y2 − x3)2 − x5y].[(y2 − x3)− x7y]. Les suites
caracte´ristiques associe´es a` f1, f2 et f3 sont respectivement :
m10 = r
1
0 = 2 = d
1
0 = d
1
1,m
1
1 = r
1
1 = 3 et d
1
1 = 1, m
2
0 = r
2
0 = 4 = d
2
0 = d
2
1,m
2
1 = r
2
1 = 6, d
2
2 =
2,m22 = 7, r
2
2 = 13 et d
2
3 = 1, m
2
0 = r
2
0 = 4 = d
2
0 = d
2
1,m
2
1 = r
2
1 = 6, d
2
2 = 2,m
2
2 = 11, r
2
2 = 15 et
d23 = 1.
Dans ce cas
c(f1, f2) =
7
4
, c(f1, f3) =
11
4
et c(f2, f3) =
7
4
En particulier c =
7
4
et q = 1. De plus on a
MAI(f) = {(2, 4, 4), (3, 6, 6)}.
L’arbre associe´ a` f a la forme suivante :
s 3
2
c c(f1, f3) = 114
c c = c(f1, f3) = c(f2, f3) = 7
4
Chapitre 2
La fonction d’Artin-Greenberg d’une
courbe plane
2.1 La fonction d’Artin-Greenberg
2.1.1 Ge´ne´ralite´s
Soit K un corps alge´briquement clos de caracte´risque nulle et soit f une se´rie de K[[x]][y].
Ecrivons f = fn(x, y) + fn+1(x, y) + ... ou` fi(x, y), i ≥ n est un polynoˆme homoge´ne de degre´
i. On appelle n la multiplicite´ de f a` l’origine et on note n = mult0(f). Par le the´ore`me de
Weierstrass, on peut supposer que f = yn + a1(x)y
n−1...+ an(x) ou` pour tout i, ai(0) = 0.
Soit
f =
s∏
k=1
fk
la de´composition de f en polynoˆmes irre´ductibles.
Etant donne´ φ(t) = (φ1(t), φ2(t)) ∈ K[[t]]2, on de´finit le t-ordre de φ par
ordt(φ) = min{Ot(φ1(t)),Ot(φ2(t))}.
De´finition 2.1.1 La fonction d’Artin-Greenberg de f est une application de N dans N de´finie
telle que : pour tout i ∈ N, β(i) est le plus petit entier ve´rifiant la proprie´te´ suivante :
Pour tout φ(t) ∈ K[[t]]2, si Otf(φ(t)) ≥ β(i) + 1, alors il existe ψ(t) tel que f(ψ(t)) = 0 et
ordt(φ(t)− ψ(t)) ≥ i+ 1.
De´finition 2.1.2 Soit φ(t) ∈ K[[t]]2, on dit que φ(t) est congru a` f jusqu’a` l’ordre i, et qu’on
note φ ∼=i f , s’il existe ψ(t) ∈ K[[t]]2 tel que f(ψ(t)) = 0 et ordt(φ(t)− ψ(t)) ≥ i+ 1.
Comme f(ψ(t)) = f1(ψ(t)) . . . .fs(ψ(t)), alors φ
i
f e´quivaut a` φifk pour tout k = 1 . . . , s.
Lemme 2.1.3 β(i) = max{Otf(φ(t))|φif}.
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De´monstration Notons β′(i) = max{Otf(φ(t))|φ i f} et soit φ(t) ∈ K[[t]]2, tel que
Otf(φ(t)) ≥ β(i) + 1. Il existe ψ(t) tel que f(ψ(t)) = 0 et ordt(φ(t) − ψ(t)) ≥ i + 1, en
particulier φ ∼=i f . Ceci montre que si φ i f alors Ot(f(φ)) ≤ β(i). En particulier,
β(i) ≥ β′(i)
Supposons que β(i) > β′(i). Pour tout φ ∈ K[[t]]2, si φif , alors Otf(φ(t)) < β(i). En particu-
lier, pour tout φ ∈ K[[t]]2, si Otf(φ(t)) ≥ β(i) > β′(i), alors φ ∼=i f , d’ou` il existe ψ(t) tel que
f(ψ(t)) = 0, et ordt(φ(t)−ψ(t)) ≥ i+1. En particulier β′(i) ve´rifie la proprie´te´ de la de´finition
2.1.1., mais β′(i) < β(i). Ce qui contredit la minimalite´ de β(i).
On a aussitoˆt le corollaire suivant :
Corollaire 2.1.4 Soit βj(i), j = 1, . . . , s la fonction d’Artin-Greenberg de fj, j = 1, . . . , s. On
a :
β(i) ≤
s∑
j=1
βj(i).
Remarque 2.1.5 Soit φ(t) ∈ K[[t]]2, ordt(φ) ≤ i. On pose φ(t) = φ¯(tk), ou` φ¯ est une
repre´sentation primitive de φ (une repre´sentation φ¯ est dite primitive si on ne peut pas trouver
l et Φ(t) ∈ K[[t]]2 tel que φ¯(t) = Φ(tl)). Dans ce cas,
Ot(f(φ)) = k.
s∑
j=1
int(fj, g)
ou` g est le polynoˆme unitaire irre´ductible de K[[x]][y] tel que g(φ¯(t)) = 0.
Le lemme suivant est utile pour le calcul de β(i).
Lemme 2.1.6 Soit i ∈ N, φ(t) ∈ K[[t]]2, si φ i f alors ordt(φ(t)) ≤ i.
De´monstration Si φ i f alors ordt(φ(t) − ψ(t)) ≤ i pour tout ψ(t) tel que f(ψ) = 0. Si
k ∈ N alors il existe ψ(t) tel que ordt(ψ) est un multiple de k. En particulier il existe une racine
ψ de f tel que ordt(ψ) > i, d’ou` ordt(φ) = ordt(φ− ψ) ≤ i.
2.2 La fonction d’Artin-Greenberg d’une courbe plane
irre´ductible
On expose dans cette section le calcul fait par M. Hickel [15]. Les notations e´tant celles de
ci-dessus, on suppose que s = 1. Soit
f = yn + a1(x)y
n−1 + . . .+ an(x)
un polynoˆme irre´ductible deK[[x]][y]. Soit (mi)0≤i≤h, (di)0≤i≤h+1, (ri)0≤i≤h les suites caracte´ristiques
associe´es a` f .
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2.2.1 Calcul de β(i) pour i < n
Lemme 2.2.1 Soit i ∈ N, i < n. On a
β(i) = max{Ot(f(φ)), ordt(φ) ≤ i}.
De´monstration D’apre`s le lemme 2.1.3., on a β(i) = max{ordtf(φ(t)), φ i f}. De plus, si
φif alors ordt(φ) ≤ i par le lemme 2.1.6. Soit φ(t) tel que ordt(φ) ≤ i et soit ψ(t) ∈ K[[t]]2
une racine de f . Comme ordt(ψ) est un multiple de n, alors ordt(φ − ψ) = ordt(φ) ≤ i. En
particulier, φ i f .
Lemme 2.2.2 Soit φ(t) ∈ K[[t]]2, ordt(φ(t)) = mk ≤ i. Supposons que φ(t) = φ¯(tk), ou` ¯φ(t)
est une repre´sentation primitive de φ(t). Soit g le polynoˆme unitaire irre´ductible de K[[x]][y]
tel que g(φ(t)) = 0. Soit s = max{0 ≤ j ≤ h|m ' 0( n
dj+1
)}, donc
k.int(f, g) ≤ [ids+1
n
].rs+1.
De´monstration D’apre`s la prop.1.1.4.iii), on a c(f, g) ≤ ms+1
n
. Par conse´quent,
k.int(f, g) ≤ k.m
n
.rs+1ds+1
mais par la de´finition de s, on a k.
m
n
.ds+1 est un entier, d’ou`
k.int(f, g) ≤ [ids+1
n
].rs+1.
The´ore`me 2.2.3 Soit i ∈ N, i < n et soit q l’unique entier tel que n
dq
≤ i < n
dq+1
. On a
β(i) = max{r1.i, r2.[id2
n
], . . . , rq[
idq
n
]}.
De´monstration Soit φ(t) ∈ K[[t]]2, ordt(φ) ≤ i.
 Si ordt(φ) < Ot(φ1) alors Ot(f(φ)) ≤ n.i.
 Si ordt(φ) = Ot(φ1), alors soit φ¯(t) une repre´sentation primitive de φ(t). Ecrivons φ¯(t) =
(tm, z(t)) et supposons que φ(t) = φ¯(tk). Soit g le polynoˆme minimal de z(x
1
m ) sur K((x)),
Ot(f(φ)) = k.int(f, g). Comme i <
n
dq+1
alors c(f, g) ≤ mq
n
. Soit
s = max{0 ≤ j ≤ h|m ' 0( n
dj+1
)}
donc s+ 1 ≤ q et par le lemme pre´ce´dent
k.int(f, g) ≤ [ids+1
n
].rs+1.
Si φ˜(t) = (t
[
ids+1
n
]. n
ds+1 , y<ms+1(t
[
ids+1
n
])) ou` y(t) est une racine de f(tn, y) = 0 alors Ot(f(φ˜)) =
[
ids+1
n
]rs+1.
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2.2.2 Lien entre β(i) et le semi-groupe de f
Dans le the´ore`me 2.2.3, on remarque que β(1) = r1, β(
n
d2
) = r2, et que β(
n
dq
) = rq pour tout
1 ≤ q ≤ h. Mais {r1, . . . , rh} avec la multiplicite´ de f a` l’origine est l’ensemble des ge´ne´rateurs
du semi-groupe de f . En particulier, le calcul de β(i), i ≤ n
dh
augmente´ de n de´termine le
semi-groupe de f .
2.2.3 Calcul de β(i) pour i ≥ n
Soit :
ka(i) =
{
[ ida
n
] Si [ ida
n
] 6' 0 mod da
[ ida
n
]− 1 sinon
θ(i, a) =
[ ima ](rada −ma.da+1) + ida+1 Si [
i
ma+1
] < [
i
ma
]
0 sinon
Lemme 2.2.4 Soit φ(t) ∈ K[[t]]2, ordt(φ) ≤ i. Comme f est irre´ductible, alors
φ ∼=i f ⇐⇒ ordt(φ) = Ot(φ1), n|ordt(φ) et c(f, φ) > i
ordt(φ)
.
De´monstration
 Soit φ(t) ∈ K[[t]]2, ordt(φ) ≤ i. Supposons que φ ∼=i f , il existe alors ψ(t) racine de
f(x, y) = 0 tel que ordt(φ − ψ) ≥ i + 1, mais comme ordt(φ) ≤ i, on en de´duit que ordt(φ) =
ordt(ψ) = Ot(φ1). D’autre part, n divise ordt(ψ) par conse´quent, n divise ordt(φ). Ecrivons
φ(t) = (tnp, θ(t)) = (tms, z(ts)) ou` φ¯ = (tm, z(t)) est une repre´sentation primitive de φ, d’autre
part soit ψ(t) = (u(t)n, y1(u(t)), avec u(t) = v(t)
p et v(t) = at+z(t) et Ot(z) ≥ 2. Mais anp = 1
d’ou` il existe w ∈ Un tel que ap = w. Comme ordt(φ − ψ) ≥ i + 1 alors tnp − u(t)n ≥ i + 1 et
par conse´quent Ot(z) ≥ 2 + i− np.
Maintenant : Ot(y1(v(t)
p)− y1(w.tp)) ≥ i+ 1 ainsi Ot(θ(t)− y1(tp)) ≥ i+ 1.
D’autre part, c(φ, ψ) ≥ 1
mn
Ot(z(t
n) − y1(tm)) = 1
np
Ot(z(t
np
m ) − y(tmpm )) = Ot(θ(t) − y1(tp)) ≥
i+ 1
ordt(φ)
.
 Soit φ(t) ∈ K[t]]2 tel que φ ve´rifie les conditions du lemme. Il existe p ∈ N tel que
φ(t) = (tnp, θ(t)). Soit m, s ∈ N tel que φ = (tms, z(ts)) et φ¯ = (tm, z(t)) tel que φ¯ soit primitive
dans K[[t]]2. Soit ψ(t) = (tnp, y1(tp)) une racine de f tel que c(f, φ¯) = c(ψ¯, φ¯) ou` ψ¯ = (tn, y1(t))
est primitive. On a :
c =
1
nm
Ot(z(t
n)− y(tm)) = 1
np
Ot(z(t
np
m )− y(tmpm ))
=
1
np
Ot(z(t
s)− y(tp)) > i
ordt(φ)
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Mais φ(t) − ψ(t) = (0, (z(ts) − y(tp)). En particulier ordt(φ(t) − ψ(t)) > inp
ordt(φ)
= i. Ce qui
montre notre assertion.
On a aussitoˆt le corollaire suivant :
Corollaire 2.2.5 Soit φ(t) ∈ K[[t]]2, tel que ordt(φ) ≤ i. Pour calculer β(i), il suffit d’e´tudier
Ot(f(φ)) lorsque φ ve´rifie l’une des conditions suivantes :
1) ordt(φ) < Ot(φ1).
2) ordt(φ) = Ot(φ1), n ne divise pas ordt(φ).
3) ordt(φ) = Ot(φ1), n|Ot(φ) et c(f, φ) ≤ i
ordt(φ)
.
Lemme 2.2.6 Soit φ(t) ∈ K[[t]]2, supposons que φ(t) = φ¯(tk) ou` φ¯(t) est une repre´sentation
primitive de φ(t). Posons ordt(φ¯(t)) = m. Supposons que km ≤ i et que n ne divise pas mk.
Soit s = max{0 ≤ j ≤ h|m ' 0( n
dj+1
)}. On a Ot(f(φ)) ≤ ks+1(i).rs+1.
De´monstration D’apre`s la prop.1.1.4.iii), on a int(f, g) ≤ m
n
.rs+1.ds+1. Soit l un entier
ve´rifiant les conditions suivantes :
- (*)l.
n
ds+1
≤ i.
- (**)n ne divise pas l.
n
ds+1
.
Clairement l ≤ ks+1(i). De plus, ks+1(i) ve´rifie les conditions (*) et (**). En particulier, ks+1(i)
est le plus grand entier l pour lequel les conditions (*) et (**) sont satisfaites.
D’autre part, mk = ordt(φ(t)) ≤ i et n ne divise pas mk. D’ou` m.k.ds+1
n
ve´rifie les conditions
(*) et (**), en particulier m.k ≤ n
ds+1
ks+1(i). Ceci implique que Ot(f(φ)) ≤ ks+1(i).rs+1.
The´ore`me 2.2.7 Soit i ∈ N, i ≥ n. On a
β(i) = max{n.i, r1.k1(i), . . . , rh.kh(i), θ(i, 1), . . . , θ(i, h)}
De´monstration Soit φ(t) ∈ K[[t]]2, ordt(φ) ≤ i. D’apre`s le corollaire 2.2.5. trois cas sont
possibles :
1) Si ordt(φ) < Ot(φ1) alors Ot(f(φ)) ≤ n.i et on a l’e´galite´ si φ(t) = φ˜(t) = (0, ti).
2) Si ordt(φ) = Ot(φ1) et n ne divise pas ordt(φ) : soit φ¯(t) une repre´sentation primitive de
φ(t). Ecrivons φ¯(t) = (tm, z(t)) et supposons que φ(t) = φ¯(tk). Soit g le polynoˆme minimal de
z(x
1
m ) sur K((x)), Ot(f(φ)) = k.int(f, g). Comme n ne divise pas ordt(φ) alors c(f, g) ≤ mh
n
.
Soit
s = max{0 ≤ j ≤ h|m ' 0( n
dj+1
)}
donc par le lemme 2.2.6.
k.int(f, g) ≤ ks+1(i).rs+1
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et on a l’e´galite´ pour φ(t) = φ˜(t) = (t
ks+1(i).
n
ds+1 , y<ms+1(t
ks+1(i))) ou` y(t) est une racine de
f(tn, y(t)) = 0.
3) Si ordt(φ) = Ot(φ1), n divise ordt(φ) et c = c(f, φ) ≤ i
ordt(φ)
: Soit φ(t) = (tnp, φ2(t)) =
(tmk, θ(tk)) tel que (tm, θ(t)) est primitive.
Soit a l’unique entier tel que ma ≤ i
p
< ma+1, alors [
i
ma+1
] + 1 ≤ p ≤ [ i
ma
]. On a
Ot(f(φ)) =
km
n
(rq′dq′ + (nc−m1q′)dq′+1)
ou`
mq′
n1
≤ c < mq′+1
n
. Mais c ≤ i
ordt(φ)
alors q′ ≤ a.
Si q′ < a,
Ot(f(φ)) ≤ km
n
(rada + (ma+1 −ma)da+1)
= p.(rada −mada+1) + p.ma+1da+1
≤ θ(i, a).
Si q′ = a, Ot(f(φ)) ≤ θ(i, a).
On a l’e´galite´ pour
φ˜(t) = (tnp˜, y′(t) =
∑
j,p˜j<i
cjt
p˜j + Zti).
Ou` p˜ = [
i
ma
] et Z est un e´le´ment ge´ne´rique de K. Sous ces conditions, on a c =
i
np˜
. En
particulier, Ot(f(φ)) = θ(i, a).
2.3 La fonction d’Artin-Greenberg d’une courbe plane a`
deux branches
On suppose dans cette section que s = 2. Soit f = f1.f2 la de´composition de f en polynoˆmes
irre´ductibles dans K[[x]][y]. Soit n1( resp. n2) le degre´ en y de f1( resp. f2), on suppose sans
perte de ge´ne´ralite´ que n1 ≤ n2. Pour k = 1, 2, on utilise les notations suivantes : soit yki (t), i =
1, . . . , nk les racines de fk(t
nk , y) = 0. On associe a` fk, k = 1, 2 les suites caracte´ristiques
(mki )0≤i≤hk , (d
k
i )0≤i≤hk+1, (r
k
i )0≤i≤hk de´finies comme dans le premier chapitre.
Soit c le contact de f1 avec f2. Soit g un polynoˆme irre´ductible dans K[[x]][y] de degre´ m en y,
et soit ck = c(fk, g), k = 1, 2.
Lemme 2.3.1 i) Si c1 < c, alors int(f2, g) =
n2
n1
int(f1, g).
ii) Si c1 > c, alors int(f2, g) =
m
n1
.int(f1, f2).
iii) Si c1 = c, alors int(f1, g) =
m
n2
.int(f1, f2).
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De´monstration Voir lemme 1.2.15., 1.2.16., et 1.2.17.
Remarque 2.3.2 Soit S = {int(f1, g)
n1.m
,
int(f2, g)
n2.m
,
int(f1, f2)
n1.n2
}. D’apre`s le lemme pre´ce´dent,
deux e´le´ments de S sont e´gaux, et le troisie`me est plus grand ou e´gal a` la valeur commune de
ces deux e´le´ments.
Soit Γ(f) le semi-groupe de f et soit MI(f) l’ensemble des maximaux irre´ductibles de Γ(f), et
rappelons que cet ensemble est caracte´rise´ comme suit :
Proposition 2.3.3 i) Si c <
m11
n1
ou
m21
n2
alors
MI(f) = {(r1a,
int((f1, f2)
d1a
)|a ≤ h1, (int((f1, f2)
d2a
, r2a)|a ≤ h2}.
ii) Sinon, soit q le plus grand entier tel que
m1q
n1
=
m2q
n2
< c et on pose pour j = 1, 2
Lj =
q si c 6=
mjq+1
nj
q + 1 sinon
Alors MI(f) = {(r1a, r2a)|a ≤ q, (r1a,
int((f1, f2)
d1a
)|L1 < a ≤ h1, (int((f1, f2)
d2a
, r2a)|L2 < a ≤ h2}.
Ayant suppose´ n1 ≤ n2, on peut avoir soit n1 < n2, soit n1 = n2. Par souci de clarte´ on traite
ces cas se´paremment.
2.3.1 Calcul de β(i) si n1 < n2
Calcul de β(i) pour i < n1
Lemme 2.3.4 Soit i ∈ N, si 1 ≤ i < n1, on a
β(i) = max{Otf(φ(t))|ordtφ(t) ≤ i}
De´monstration D’apre`s le lemme 2.1.3., on a β(i) = max{Otf(φ(t))|φif}. De plus, si φif
alors ordt(φ) ≤ i par le lemme 2.1.6. Soit φ(t) tel que ordt(φ) ≤ i et soit ψ(t) ∈ K[[t]]2 une
racine de f . Comme ordt(ψ) est un multiple de n
1 ou de n2, alors ordt(φ − ψ) = ordt(φ) ≤ i.
En particulier, φ i f .
Soit φ(t) = (φ1(t), φ2(t)) un e´le´ment primitif de K[[t]]
2 tel que ordt(φ) = Ot(φ1). On pose
m˜ = ordt(φ(t)) et φ1(t) = T
m˜. Notons φ˜(T ) = (T m˜, φ˜2(T )), et soit g le polynoˆme minimal de
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φ˜2(x
1
m˜ ) sur K((x)). Il existe b1(x), . . . , bm˜(x) tel que g(x, y) = y
m˜ + b1(x)y
m˜−1 + . . . + bm˜(x).
D’autre part, Ot(f(φ(t))) = OT (f(T
m˜, φ˜2(T ))) = int(f, g). En particulier,
β(i) = max{k.int(f, g), g est un polynoˆme unitaire irre´ductible de K[[x]][y]
tel que k.mult0(g) ≤ i}.
D’apre`s la remarque 2.3.2., on a :
1) Si int(f1, g) <
m
n2
int(f1, f2), alors k.int(f, g) = k.int(f1, g)(1 +
n2
n1
).
2) Si int(f1, g) >
m
n2
int(f1, f2), alors k.int(f, g) = k.(int(f1, g) +
m
n1
.int(f1, f2)).
3) Si int(f1, g) =
m
n2
int(f1, f2), alors k.int(f, g) = k.(int(f2, g) +
m
n2
.int(f1, f2)).
Soit g un polynoˆme unitatire irre´ductible de K[[x]][y] de degre´ m en y et soit k ∈ N tel que
km ≤ i.
 Si mult0(g) < degy(g) alors k.int(f, g) = k.mult0(g).n ≤ (n1 + n2).i.
 Si mult0(g) = degy(g), on de´finit les ensembles suivants :
A1 = {k.int(f1, g)(1 + n
2
n1
)|int(f1, g) < m
n2
int(f1, f2)}.
A2 = {k.(int(f1, g) + m
n1
.int(f1, f2))|int(f1, g) > m
n2
int(f1, f2)}.
A3 = {k.(int(f2, g) + m
n2
.int(f1, f2))|int(f1, g) = m
n2
int(f1, f2)}.
Pour i < n1, le calcul de β(i) revient donc a` calculer max (A1 ∪ A2 ∪ A3 ∪ {(n1 + n2).i}).
Dans ce qui suit, on conside`re l’arbre des contacts de f1.f2 (Voir 1.3.1). L’e´tude de β(i) dans
ce cas peut e´tre de´crite de la fac¸on suivante : soit gj, j = 1, 2, 3 tel que

c(f1, g1) = c(f2, g1) < c(f1, f2)
c(f1, g2) > c(f1, f2) (*)
c(f2, g3) > c(f1, f2)
2.3. LA FONCTION D’ARTIN-GREENBERGD’UNE COURBE PLANE A` DEUX BRANCHES43
Il suffit alors de calculer k.int(f, gj), j = 1, 2, 3, en faisant varier gj de fac¸on de ve´rifier (*) et tel
que k.mult0(gj) ≤ i. Sous les meˆmes conditions sur g1, g2 et g3, on repre´sente dans les figures
ci-dessous un exemple de l’arbre des contacts de f1.f2 (Fig.1), de f1.f2.g1 (Fig.2), de f1.f2.g2
(Fig.3) et de f1.f2.g3 (Fig.4).
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Lemme 2.3.5 Soit φ(t) ∈ K[[t]]2, ordt(φ(t)) = mk ≤ i. Supposons que φ(t) = φ¯(tk), ou` ¯φ(t)
est une repre´sentation primitive de φ(t). Soit g le polynoˆme unitaire irre´ductible de K[[x]][y]
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tel que g(φ(t)) = 0. Pour l = 1, 2, posons sl = max{0 ≤ j ≤ hl|m ' 0( n
l
dlj+1
)}. Alors
k.int(fl, g) ≤ [
idlsl+1
nl
].rlsl+1.
De´monstration D’apre`s la prop.1.1.4.iii), on a cl ≤
mlsl+1
nl
, par conse´quent,
k.int(fl, g) ≤ k.m
nl
.rlsl+1d
l
sl+1
mais par la de´finition de sl, k.
m
nl
.dlsl+1 est un entier, d’ou`
k.int(fl, g) ≤ [
idlsl+1
nl
].rlsl+1.
Soit q1 (resp. q2) l’unique entier tel que
n1
d1q1
≤ i < n
1
d1q1+1
(resp.
n2
d2q2
≤ i < n
2
d2q2+1
).
Avec ces notations on a le the´ore`me suivant :
The´ore`me 2.3.6 I) Si c <
m11
n1
ou
m21
n2
, alors
β(i) = max{(r1a +
int(f1, f2)
d1a
).[
id1a
n1
]|a ≤ q1, (r2a +
int(f1, f2)
d2a
).[
id2a
n2
]|a ≤ q2}.
II) Sinon, soit q le plus grand entier tel que
m1q
n1
=
m2q
n2
< c et soit pour j = 1, 2
Lj =
q si c 6=
mjq+1
nj
q + 1 sinon
i) Si q < q1, alors
β(i) = max{(r1a + r2a).[
id1a
n1
]|a ≤ q, (r1a +
int(f1, f2)
d1a
).[
id1a
n1
]|L1 < a ≤ q1,
(r2a +
int(f1, f2)
d2a
).[
id2a
n2
]|L2 < a ≤ q2}.
ii) Si q1 ≤ q, alors β(i) = max{(r1a + r2a).[
id1a
n1
]|a ≤ q1}.
De´monstration On de´montre la partie II, la de´monstration de I e´tant similaire. Soit g un
polynoˆme unitaire irre´ductible de K[[x]][y] tel que mult0(g) = m, et soit k ∈ N tel que km ≤ i.
On pose c(fl, g) = cl, l = 1, 2.
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Comme
n1
d1q1
≤ i < n
1
d1q1+1
(resp.
n2
d2q2
≤ i < n
2
d2q2+1
), alors c1 ≤
m1q1
n1
(resp. c2 ≤
m2q2
n2
).
II.i) Supposons que q < q1.
Soit s1 = max{0 ≤ j ≤ h1|m ' 0( n
1
d1j+1
)} et s2 = max{0 ≤ j ≤ h2|m ' 0( n
2
d2j+1
)}. Clairement
c1 ≤
m1s1+1
n1
et c2 ≤
m2s2+1
n2
. Mais d’apre`s le lemme 2.3.5., k.int(f1, g) ≤ [
i.d1s1+1
n1
].r1s1+1 et
k.int(f2, g) ≤ [
i.d2s2+1
n2
].r2s2+1. On a :
cas 1) Si mult0(g) < degy(g), alors k.int(f, g) ≤ (n1 + n2).i.
cas 2) Si mult0(g) = degy(g), on a les cas suivants :
1)
int(f1, g)
m
<
int(f1, f2)
n2
, dans ce cas,
int(f1, g)
n1
=
int(f2, g)
n2
:
 Si s1 + 1 ≤ q, alors int(f2, g) = n
2
n1
int(f1, g), par suite
k.int(f, g) = k.int(f1, g)(1 +
n2
n1
) ≤ [i.d
1
s1+1
n1
].r1s1+1(1 +
n2
n1
).
Si φ(t) = φ˜(t) = (t
[i.
d1s1+1
n1
]. n
1
d1s1+1 , y1
<m1s1+1
(t[i.
d1s1+1
n1
])) et g est le polynoˆme unitaire irre´ductible tel
que g(φ(t)) = 0, alors
k.int(f, g) = [
i.d1s1+1
n1
].r1s1+1(1 +
n2
n1
) = [
id1s1+1
n1
](r1s1+1 + r
2
s1+1
).
 Si s1 + 1 > q, alors int(f2, g) ≤ m
n1
.int(f1, f2), par suite
k.int(f, g) ≤ [i.d
1
s1+1
n1
].r1s1+1 +
km
n1
.int(f1, f2)
= [i.
d1s1+1
n1
].r1s1+1 +
km.d1s1+1
n1
.
int(f1, f2)
d1s1+1
≤ [i.d
1
s1+1
n1
].(r1s1+1 +
int(f1, f2)
d1s1+1
)
et on a l’e´galite´ pour φ(t) = φ˜(t) = (t
[i.
d1s1+1
n1
]. n
1
d1s1+1 , y1
<m1s1+1
(t[i.
d1s1+1
n1
])).
2)
int(f1, g)
m
>
int(f1, f2)
n2
, alors
k.int(f, g) = k.(int(f1, g) +
m
n1
.int(f1, f2))
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≤ [id
1
s1+1
n1
].(r1s1+1 +
int(f1, f2)
d1s1+1
)
et on a l’e´galite´ pour φ(t) = φ˜(t) = (t
[
id1s1+1
n1
]. n
1
d1s1+1 , y1
<m1s1+1
(t[
id1s1+1
n1
])).
3)
int(f1, g)
m
=
int(f1, f2)
n2
, alors
k.int(f, g) = k.(int(f2, g) +
m
n2
int(f1, f2))
≤ [i.d
2
s2+1
n2
].(r2s2+1 +
int(f1, f2)
d2s2+1
)
et on a l’e´galite´ pour φ(t) = φ˜(t) = (t
[
id2s2+1
n2
]. n
2
d2s2+1 , y2
<m2s2+1
(t[
id2s2+1
n2
])).
II.ii) Si q1 ≤ q alors q1 = q2. De plus, puisque c1 ≤
m1q1
n1
, alors c1 = c2 < c, et par conse´quent
k.int(f, g) = k.int(f1, g)(1 +
n1
n2
), ceci montre II.ii).
Remarque 2.3.7 Si f1 et f2 sont e´quisinguliers et c > m
1
h1
, alors
β(i) = max{2r1a.[
id1a
n1
]|a ≤ q1}.
Calcul de β(i) pour n1 ≤ i < n2
Soit :
k1a(i) =
{
[ id
1
a
n1
] Si [ id
1
a
n1
] 6' 0 mod d1a
[ id
1
a
n1
]− 1 sinon
θ1(i, a) =
[ im1a ](r1ad1a −m1a.d1a+1) + id1a+1 Si [
i
m1a+1
] < [
i
m1a
]
0 sinon
Lemme 2.3.8 Soit i ∈ N, n1 ≤ i < n2,
β(i) = max{Otf(φ(t))|φ i f1, ordt(φ) ≤ i}
De´monstration En effet, si φ i f alors φ i f1 et φ i f2 et comme i < n2 alors φ i f2
est e´quivalent a` ordt(φ) ≤ i par le lemme 2.3.4.
Lemme 2.3.9 Soit φ(t) ∈ K[[t]]2, ordt(φ) ≤ i. Comme f1 est irre´ductible, alors
φ ∼=i f1 ⇐⇒ ordt(φ) = Ot(φ1), n1|ordt(φ) et c(f1, φ) > i
ordt(φ)
.
2.3. LA FONCTION D’ARTIN-GREENBERGD’UNE COURBE PLANE A` DEUX BRANCHES47
De´monstration Voir lemme 2.2.4.
On a aussitoˆt le corollaire suivant :
Corollaire 2.3.10 Soit φ(t) ∈ K[[t]]2, tel que ordt(φ) ≤ i. Pour calculer β(i), il faut conside´rer
l’un des cas suivants :
1) ordt(φ) < Ot(φ1).
2) ordt(φ) = Ot(φ1), n
1 ne divise pas ordt(φ).
3) ordt(φ) = Ot(φ1), n
1|ordt(φ) et c(f1, φ) ≤ i
ordt(φ)
.
Lemme 2.3.11 Soit φ(t) ∈ K[[t]]2. Supposons que φ(t) = φ¯(tk) ou` φ¯(t) est une repre´sentation
primitive de φ(t). Posons ordt(φ¯(t)) = m et supposons que km ≤ i et que n1 ne divise pas mk.
Soit s1 = max{0 ≤ j ≤ h1|m ' 0( n
1
d1j+1
)}. On a Ot(f1(φ)) ≤ k1s1+1(i).r1s1+1.
De´monstration D’apre`s la prop.1.1.4.iii), on a int(f1, g) ≤ m
n1
.r1s1+1.d
1
s1+1
. Soit l un entier
ve´rifiant les conditions suivantes :
- (*)l.
n1
d1s1+1
≤ i.
- (**)n1 ne divise pas l.
n1
d1s+1
.
Clairement l ≤ k1s1+1(i). De plus, k1s1+1(i) ve´rifie les conditions (*) et (**). En particulier,
k1s1+1(i) est le plus grand entier l pour lequel les conditions (*) et (**) sont satisfaites.
D’autre part, mk = ordt(φ(t)) ≤ i et n1 ne divise pas mk. D’ou` m.k.
d1s1+1
n1
ve´rifie les conditions
(*) et (**), en particulier m.k ≤ n
1
d1s1+1
k1s1+1(i). Ceci implique que Ot(f1(φ)) ≤ k1s1+1(i).r1s1+1.
Soit q2 l’unique entier tel que
n2
d2q2
≤ i < n
2
d2q2+1
.
The´ore`me 2.3.12 I) Si c <
m11
n1
ou
m21
n2
, alors
β(i) = max{(n1 + n2)i, k1a(i)(r1a +
int(f1, f2)
d1a
), a ≤ h1,
θ1(i, a) + [
i
m1a
].
int(f1, f2)
d1a
|a ≤ h1, [id
2
a
n2
](r2a +
int(f1, f2)
d2a
)|a ≤ q2}.
II) Sinon soit q le plus grand entier tel que
m1q
n1
=
m2q
n2
< c et soit pour j = 1, 2
Lj =
q si c 6=
mjq+1
nj
q + 1 sinon
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i) Si q < q2, alors
β(i) = max{(n1 + n2)i, [id
2
a
n2
](r1a + r
2
a), θ
1(i, a) +
n2
n1
.θ1(i, a)|a ≤ q,
k1a(i)(r
1
a +
int(f1, f2)
d1a
), θ1(i, a) + [
i
m1a
].
int(f1, f2)
d1a
|L1 < a ≤ h1,
[
id2a
n2
](r2a +
int(f1, f2)
d2a
)|L2 < a ≤ q2}.
ii) Si q2 ≤ q, alors
β(i) = max{(n1 + n2)i, [id
2
a
n2
](r1a + r
2
a), θ
1(i, a) +
n2
n1
.θ1(i, a)|a ≤ q2}
De´monstration On de´montre la partie II, la de´monstration de I e´tant similaire. Soit φ(t) ∈
K[[t]]2 tel que ordt(φ(t)) ≤ i et e´crivons φ(t) = φ¯(tk) ou` φ¯(t) est une repre´sentation primitive de
φ(t). Soit g le polynoˆme unitaire irre´ductible tel que g(φ¯(t)) = 0. On pose c(fl, g) = cl, l = 1, 2.
Comme
n2
d2q2
≤ i < n
2
d2q2+1
, alors c2 ≤
m2q2
n2
.
i) Supposons que q2 > q. Dans ce cas, soit
s1 = max{0 ≤ j ≤ h1|m ' 0( n
1
d1j+1
)}, s2 = max{0 ≤ j ≤ h2|m ' 0( n
2
d2j+1
)}
Par le lemme 2.3.5. et le lemme 2.3.11., k.int(f2, g) ≤ [
id2s2+1
n2
].r2s2+1 et k.int(f1, g) ≤ k1s1+1(i).r1s1+1.
D’apre`s le corollaire 2.3.10., trois cas sont possibles :
1er cas) ordt(φ) < Ot(φ1), alors Ot(f(φ)) ≤ (n1 + n2).i et on a l’e´galite´ si φ(t) = (0, ti).
2e`me cas) ordt(φ) = Ot(φ1), n
1 ne divise pas ordt(φ). Rappelons que par la remarque 2.3.2., on
a trois cas :
1) int(f1, g) <
m
n2
int(f1, f2), dans ce cas,
int(f1, g)
n1
=
int(f2, g)
n2
:
 Si s2+1 ≤ q, alors Ot(f(φ)) ≤ [
id2s2+1
n2
].r2s2+1(1+
n1
n2
). Si φ(t) = φ˜(t) = (t
[
id2s2+1
n2
]. n
2
d2s2+1 , y2
<m2s2+1
(t[
id2s2+1
n2
]))
alors Ot(f(φ˜)) = [
id2s2+1
n2
].r2s2+1(1 +
n1
n2
) = [
id2s2+1
n2
](r1s2+1 + r
2
s2+1
).
 Si s2 + 1 > q, alors Ot(f(φ)) ≤ [
id2s2+1
n2
].(r2s2+1 +
int(f1, f2)
d2s2+1
) et on a l’e´galite´ pour φ(t) =
φ˜(t) = (t
[
id2s2+1
n2
]. n
2
d2s2+1 , y2
<m2s2+1
(t[
id2s2+1
n2
])).
2) int(f1, g) >
m
n2
int(f1, f2), dans ce cas
Ot(f(φ)) = k.(int(f1, g) +
m
n1
.int(f1, f2))
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≤ k1s1+1(i)(r1s1+1(i) +
int(f1, f2)
d1s1+1
)
et on a l’e´galite´ pour φ(t) = φ˜(t) = (t
k1s1+1
(i). n
1
d1s1+1 , y1
<m1s1+1
(tk
1
s1+1
(i))).
3) int(f1, g) =
m
n2
int(f1, f2), dans ce cas
Ot(f(φ)) = k.(int(f2, g) +
m
n2
.int(f1, f2))
≤ [i.d
2
s2+1
n2
].(r2s2+1 +
int(f1, f2)
d2s2+1
)
et on a l’e´galite´ pour φ(t) = φ˜(t) = (t
[
id2s2+1
n2
]. n
2
d2s2+1 , y2
<m2s2+1
(t[
id2s2+1
n2
]).
3e`me cas) ordt(φ) = Ot(φ1), n
1|ordt(φ) et c1 = c(f1, φ) ≤ i
ordt(φ)
.
1) Si int(f1, g) <
m
n2
.int(f1, f2), alors Ot(f(φ)) = k.int(f1, g)(1+
n2
n1
). Soit φ(t) = (tn
1p, φ2(t)) =
(tmk, θ(tk)) tel que (tm, θ(t)) est primitive.
Soit a l’entier unique tel que m1a ≤
i
p
< m1a+1, alors [
i
m1a+1
] + 1 ≤ p ≤ [ i
m1a
]. On a :
Ot(f1(φ)) =
km
n1
(r1q′d
1
q′ + (n
1c1 −m1q′)d1q′+1)
ou`
m1q′
n1
≤ c1 <
m1q′+1
n1
. Mais c1 ≤ i
Ot(φ)
alors q′ ≤ a.
Si q′ < a,
Ot(f1(φ)) ≤ km
n1
(r1ad
1
a + (m
1
a+1 −m1a)d1a+1)
= p.(r1ad
1
a −m1ad1a+1) + p.m1a+1d1a+1
≤ θ1(i, a).
Si q′ = a, Ot(f1(φ)) ≤ θ1(i, a).
On a l’e´galite´ pour
φ˜(t) = (tn
1p˜, y′(t) =
∑
j,pj<i
c1j t
p˜j + Zti).
Ou` p˜ = [
i
m1a
] et Z est un e´le´ment ge´ne´rique de K. Sous ces conditions on a c1 =
i
n1p˜
. En
particulier, Ot(f1(φ˜)) = θ
1(i, a), et par le lemme 2.3.1.i) Ot(f2(φ˜)) =
n2
n1
.θ1(i, a).
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2) Si int(f1, g) >
m
n2
.int(f1, f2), alors Ot(f(φ)) = k.(int(f1, g) +
m
n1
.int(f1, f2)). Avec le meˆme
argument que dans 1), on a Ot(f(φ)) ≤ θ1(i, a) + [ i
m1a
].
int(f1, f2)
d1a
et l’e´galite´ est atteinte pour
φ˜(t) = (tn
1p˜, y′(t) =
∑
j,p˜j<i
c1j t
p˜j + Zti)
ou` p˜ = [
i
m1a
] et Z est un e´le´ment ge´ne´rique de K.
3) Si int(f1, g) =
m
n2
.int(f1, f2), on conclut comme dans le deuxie`me cas, partie 3).
II.ii) Si q2 ≤ q, un calcul similaire montre le re´sultat. Remarquons que dans ce cas, c2 =
c(f2, g) ≤
m2q2
n2
, ce qui implique que les termes k1a(i), θ
1(i, a), a > L1 n’apparaissent pas.
La fonction d’Artin-Greenberg et le semi-groupe de f
Dans cette partie, on e´tudie la relation entre la fonction d’Artin-Greenberg et le semi-groupe
de f . Remarquons que dans les the´ore`mes 2.3.6. et 2.3.12., en conside´rant (Ot(f1(φ),Ot(f2(φ)))
comme e´tant un e´le´ment de N2, et en regardant l’ensemble {β(n
l
dla
), l = 1, 2, 1 ≤ a ≤ hl}, on
trouve l’ensemble
{(r1a,
int((f1, f2)
d1a
)|a ≤ h1, (int((f1, f2)
d2a
, r2a)|a ≤ h2} si c <
m11
n1
ou
m21
n2
{(r1a, r2a)|a ≤ q, (r1a,
int((f1, f2)
d1a
)|L1 < a ≤ h1 (int((f1, f2)
d2a
, r2a)|L2 < a ≤ h2} sinon
ou` q est le plus grand entier tel que
m1q
n1
=
m2q
n2
< c et pour j = 1, 2
Lj =
q si c 6=
mjq+1
nj
q + 1 sinon
Mais, cet ensemble avec les multiplicite´s a` l’origine de f1 et f2 est e´quivalent a` la donne´e de
l’ensemble des maximaux irre´ductibles du semi-groupe de f , d’apre`s le premier chapitre la
proposition 1.2.19.
Exemple 2.3.13 Soit f = f1.f2 = (y
2 − x3)((y2 − x3)2 − x5y).
Les suites caracte´ristiques associe´es a` f1 et f2 sont respectivement :
m10 = r
1
0 = 2 = d
1
0 = d
1
1, m
1
1 = r
1
1 = 3 et d
1
2 = 1, m
2
0 = r
2
0 = 4 = d
1
0 = d
1
1, m
2
1 = 6 = r
2
1, d
2
2 = 2,
m22 = 7, d
2
3 = 1 et r
2
2 = 13. Dans ce cas c(f1, f2) =
7
4
et q = 1.
Les formules trouve´es dans le the´ore`me 2.3.6. et le the´ore`me 2.3.12. donnent β(1) = 3+6 = 9,
β(2) = 18 et β(3) = 27.
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D’apre`s le premier chapitre, on sait que pour avoir le semi-groupe de f on a besoin de l’ensemble
des maximaux irre´ductibles de Γ(f), le semi-groupe de f1, et celui de f2. Dans [14] M.Hickel
a montre´ que la fonction d’Artin-Greenberg d’un polynoˆme irre´ductible avec sa multiplicite´ a`
l’origine de´terminent son semi-groupe. Ainsi, pour avoir le semi-groupe de f = f1.f2, il suffit
d’avoir β1, β2 et β avec les multiplicite´s de f1, f2 a` l’origine. En effet β de´termine l’ensemble
des maximaux irre´ductibles de Γ(f), β1 avec la mutiplicite´ de f1 a` l’origine (resp. β2 avec la
multiplicite´ de f2 a` l’origine) de´terminent Γ(f1) (resp. Γ(f2)). Ceci suffit d’apre`s la proposition
1.2.19. pour de´terminer le semi-groupe de f .
Calcul de β(i) pour i ≥ n2
Soit
k2a(i) =
{
[ id
2
a
n2
] Si [ id
2
a
n2
] 6' 0 mod d2a
[ id
2
a
n2
]− 1 sinon
θ2(i, a) =
[ im2a ](r2ad2a −m2a.d2a+1) + id2a+1 Si[
i
m2a+1
] < [
i
m2a
]
0 sinon
Lemme 2.3.14 Soit φ(t) ∈ K[[t]]2, ordt(φ) ≤ i. Comme f2 est irre´ductible, alors
φ ∼=i f2 ⇐⇒ ordt(φ) = Ot(φ1), n2|ordt(φ) et c(f2, φ) > i
ordt(φ)
.
De´monstration Voir lemme 2.2.4.
Lemme 2.3.15 Soit φ(t) ∈ K[[t]]2, ordt(φ) ≤ i, φ(t) = (tm, y(t)), et soit i ∈ N tel que i ≥ n2 :
φ ∼=i f ⇐⇒ ordt(φ) = Ot(φ1) et ((n1|ordt(φ) et c(f1, φ) > i
ordt(φ)
) ou (n2|ordt(φ) et c(f2, φ) >
i
ordt(φ)
)).
Corollaire 2.3.16 Soit φ(t) ∈ K[[t]]2, ordt(φ(t)) ≤ i. Pour calculer β(i), il suffit d’e´tudier
Ot(f(φ(t))) lorsque φ ve´rifie l’une des conditions suivantes :
1) ordt(φ) < Ot(φ1).
2) ordt(φ) = Ot(φ1), n
1 ne divise pas ordt(φ) et soit n
2 ne divise pas ordt(φ)
soit n2 divise ordt(φ) et c(f2, φ) ≤ i
ordt(φ)
.
3) ordt(φ) = Ot(φ1), n
1 divise ordt(φ), c(f1, φ) ≤ i
ordt(φ)
et soit n
2 ne divise pas ordt(φ)
soit n2 divise ordt(φ) et c(f2, φ) ≤ i
ordt(φ)
.
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Lemme 2.3.17 Soit φ(t) ∈ K[[t]]2, on suppose que φ(t) = φ¯(tk) ou` φ¯(t) est une repre´sentation
primitive de φ(t). Posons ordt(φ¯(t)) = m. Supposons que km ≤ i et que n2 ne divise pas mk.
Soit s2 = max{0 ≤ j ≤ h2|m ' 0( n
2
d2j+1
)}. On a Ot(f2(φ)) ≤ k2s2+1(i).r2s2+1.
De´monstration Voir lemme 2.3.11.
The´ore`me 2.3.18 I) Si c <
m11
n1
ou
m21
n2
alors
β(i) = max{(n1 + n2)i, k1a(i)(r1a +
int(f1, f2)
d1a
), θ1(i, a) + [
i
m1a
].
int(f1, f2)
d1a
|a ≤ h1,
k2a(i)(r
2
a +
int(f1, f2)
d2a
), θ2(i, a) + [
i
m2a
].
int(f1, f2)
d2a
|a ≤ h2}
II) Sinon, soit q le plus grand entier tel que
m1q
n1
=
m2q
n2
< c et soit pour j = 1, 2
Lj =
q si c 6=
mjq+1
nj
q + 1 sinon
β(i) = max{(n1 + n2)i, k1a(i)(r1a + r2a), θ1(i, a) +
n2
n1
.θ1(i, a), θ2(i, a) +
n1
n2
.θ2(i, a)|a ≤ q,
k1a(i)(r
1
a +
int(f1, f2)
d1a
), θ1(i, a) + [
i
m1a
].
int(f1, f2)
d1a
|L1 < a ≤ h1,
k2a(i)(r
2
a +
int(f1, f2)
d2a
), θ2(i, a) + [
i
m2a
].
int(f1, f2)
d2a
|L2 < a ≤ h2}
De´monstration On de´montre II, la de´monstration de I e´tant similaire. Soit φ(t) ∈ K[[t]]2 tel
que ordt(φ(t)) ≤ i. On pose φ(t) = φ¯(tk) ou` φ¯(t) est une repre´sentation primitive de φ(t), soit
g le polynoˆme unitaire irre´ductible tel que g(φ¯(t)) = 0. Posons c(fl, g) = cl, l = 1, 2.
Soit s1 = max{0 ≤ j ≤ h1|m ' 0( n
1
d1j+1
)}, s2 = max{0 ≤ j ≤ h2|m ' 0( n
2
d2j+1
)}. Par le lemme
2.3.11. et le lemme 2.3.17., k.int(f1, g) ≤ k1s1+1(i).r1s1+1 et k.int(f2, g) ≤ k2s2+1(i)r2s2+1.
D’apre`s le corollaire 2.3.16., trois cas sont possibles :
1er cas) ordt(φ) < Ot(φ1). Ici Ot(f(φ)) ≤ (n1 + n2).i et on a l’e´galite´ si φ(t) = φ˜(t) = (0, ti).
2 e`me cas) ordt(φ) = Ot(φ1), n
1 ne divise pas ordt(φ). Dans ce cas, soit n
2 ne divise pas ordt(φ)
soit n2|ordt(φ) et c2 = c(f2, φ) ≤ i
ordt(φ)
. D’autre part, par la remarque 2.3.2., on a trois
possibilite´s :
1) int(f1, g) <
m
n2
int(f1, f2), dans ce cas,
int(f1, g)
n1
=
int(f2, g)
n2
:
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 Si s1 + 1 ≤ q, alors Ot(f(φ)) ≤ k1s1+1(i).r1s1+1(1 +
n2
n1
). Si
φ(t) = φ˜(t) = (t
k1s1+1
(i). n
1
d1s1+1 , y1<m1s1+1
(tk
1
s1+1
(i)))
alors Ot(f(φ)) = k
1
s1+1
(i).r1s1+1(1 +
n2
n1
) = k1s1+1(i)(r
1
s1+1
+ r2s1+1).
 Si s1+1 > q, alors Ot(f(φ)) ≤ k1s1+1(i).(r1s1+1+
int(f1, f2)
d1s1+1
). On a l’e´galite´ si φ(t) = φ˜(t) =
(t
k1s1+1
(i). n
1
d1s1+1 , y1
<m1s1+1
(tk
1
s1+1
(i))).
2) int(f1, g) >
m
n2
int(f1, f2). Dans ce cas :
Ot(f(φ)) = k.(int(f1, g) +
m
n1
.int(f1, f2))
≤ k1s1+1(i)(r1s1+1(i) +
int(f1, f2)
d1s1+1
)
et on a l’e´galite´ pour φ(t) = φ˜(t) = (t
k1s1+1
(i). n
1
d1s1+1 , y1
<m1s1+1
(tk
1
s1+1
(i))).
3) int(f1, g) =
m
n2
int(f1, f2) :
 Si n2 ne divise pas ordt(φ), alors
Ot(f(φ)) = k.(int(f2, g) +
m
n2
.int(f1, f2))
≤ k2s2+1(i).(r2s2+1 +
int(f1, f2)
d2s2+1
)
et on a l’e´galite´ pour φ(t) = φ˜(t) = (t
k2s2+1
(i). n
2
d2s2+1 , y2
<m2s2+1
(tk
2
s2+1
(i))).
 Si n2|ordt(φ) et c(f2, φ) = c2 ≤ i
ordt(φ)
, e´crivons φ(t) = (tn
2p, φ2(t)) = (t
mk, θ(tk)) ou`
(tm, θ(t)) est primitive.
Soit a l’unique entier tel que m2a ≤
i
p
< m2a+1, en particulier [
i
m2a+1
] + 1 ≤ p ≤ [ i
m2a
]. On a :
Ot(f2(φ)) =
km
n2
(r2q′d
2
q′ + (n
2c2 −m2q′)d1q′+1)
ou`
m2q′
n2
≤ c2 <
m2q′+1
n2
. Comme c2 ≤ i
ordt(φ)
alors q′ ≤ a.
Si q′ < a, alors
Ot(f2(φ)) ≤ km
n2
(r2ad
2
a + (m
2
a+1 −m2a)d2a+1)
54 CHAPITRE 2. LA FONCTION D’ARTIN-GREENBERG D’UNE COURBE PLANE
= p.(r2ad
2
a −m2ad2a+1) + p.m2a+1d2a+1
≤ θ2(i, a).
Si q′ = a, alors Ot(f2(φ)) ≤ θ2(i, a).
Pour avoir l’e´galite´, on pose
φ˜(t) = (tn
2p˜, y′(t) =
∑
j,p˜j<i
c2j t
p˜j + Zti).
Ou` p˜ = [
i
m2a
] et Z est un e´le´ment ge´ne´rique de K. Sous ces conditions on a c2 =
i
n2p˜
. Par
conse´quent Ot(f2(φ˜)) = θ
2(i, a) et Ot(f1(φ˜)) = [
i
m2a
].
int(f1, f2)
d2a
.
3e`me cas) ordt(φ) = Ot(φ1), n
1|ordt(φ) et c1 = c(f1, φ) ≤ i
ordt(φ)
. Dans ce cas soit n2 ne divise
pas ordt(φ), soit n
2|ordt(φ) et c2 = c(f2, φ) ≤ i
ordt(φ)
. D’autre part, par la remarque 2.3.2., on
a trois cas :
1) int(f1, g) <
m
n2
.int(f1, f2) : dans ce cas Ot(f(φ)) = k.int(f1, g)(1 +
n2
n1
). Ecrivons φ(t) =
(tn
1p, φ2(t)) = (t
mk, θ(tk)) ou` (tm, θ(t)) est primitive.
Soit a l’unique entier tel que m1a ≤
i
p
< m1a+1, donc [
i
m1a+1
] + 1 ≤ p ≤ [ i
m1a
]. On a :
Ot(f1(φ)) =
km
n1
(r1q′d
1
q′+(n
1c1−m1q′)d1q′+1) ou`
m1q′
n1
≤ c1 <
m1q′+1
n1
. Mais c1 ≤ i
Ot(φ)
, alors q′ ≤ a.
Si q′ < a, alors
Ot(f1(φ)) ≤ km
n1
(r1ad
1
a + (m
1
a+1 −m1a)d1a+1)
= p.(r1ad
1
a −m1ad1a+1) + p.m1a+1d1a+1
≤ θ1(i, a).
Si q′ = a, alors Ot(f1(φ)) ≤ θ1(i, a).
Pour avoir l’e´galite´ on pose
φ˜(t) = (tn
1p˜, y′(t) =
∑
j,p˜j<i
c1j t
p˜j + Zti).
Ou` p˜ = [
i
m1a
] et Z est un e´le´ment ge´ne´rique de K. Sous ces conditions on a c1 =
i
n1p˜
. Par
conse´quent Ot(f1(φ˜)) = θ
1(i, a), et par le lemme 2.3.1. Ot(f2(φ˜)) =
n2
n1
.θ1(i, a).
2) int(f1, g) >
m
n2
.int(f1, f2) : dans ce cas Ot(f(φ)) = k.(int(f1, g) +
m
n1
.int(f1, f2)). En appli-
quant le meˆme argument que dans le troisie`me cas, partie 1) on obtient Ot(f1(φ)) = θ
1(i, a) et
Ot(f2(φ)) = [
i
m1a
].
int(f1, f2)
d1a
.
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3) int(f1, g) =
m
n2
.int(f1, f2) :
 Si n2 ne divise ordt(φ), alors
Ot(f(φ)) = k.(int(f2, g) +
m
n2
.int(f1, f2))
≤ k2s2+1(i).(r2s2+1 +
int(f1, f2)
d2s2+1
)
et on a l’e´galite´ pour φ(t) = φ˜(t) = (t
k2s2+1
. n
2
d2s2+1 , y2
<m2s2+1
(tk
2
s2+1)).
 Si n2|ordt(φ) et c2 = c(f2, φ) ≤ i
ordt(φ)
, e´crivons φ(t) = (tn
2p, φ2(t)) = (t
mk, θ(tk)) ou`
(tm, θ(t)) est primitive.
Soit a l’unique entier tel que m2a ≤
i
p
< m2a+1, en particulier [
i
m2a+1
] + 1 ≤ p ≤ [ i
m2a
]. On a :
Ot(f2(φ)) =
km
n2
(r2q′d
2
q′+(n
2c2−m2q′)d1q′+1) ou`
m2q′
n2
≤ c2 <
m1q′+1
n1
. Mais c2 ≤ i
Ot(φ)
, alors q′ ≤ a.
Si q′ < a, alors
Ot(f2(φ)) ≤ km
n2
(r2ad
2
a + (m
2
a+1 −m2a)d2a+1)
= p.(r2ad
2
a −m2ad2a+1) + p.m2a+1d2a+1
≤ θ2(i, a).
Si q′ = a, Ot(f2(φ)) ≤ θ2(i, a).
Pour avoir l’e´galite´ on pose
φ˜(t) = (tn
2p˜, y′(t) =
∑
j,p˜j<i
c2j t
p˜j + Zti).
Ou` p˜ = [
i
m2a
] et Z est un e´le´ment ge´ne´rique de K. Sous ces conditions on a c2 =
i
n2p˜
. Par
conse´quent Ot(f2(φ˜)) = θ
2(i, a) et Ot(f1(φ˜)) = [
i
m2a
].
int(f1, f2)
d2a
.
2.3.2 Calcul de β(i) si n1 = n2
On suppose dans cette partie que n1 = n2.
Calcul de β(i) pour i < n1
Soit q1 (resp. q2) l’unique entier tel que
n1
d1q1
≤ i < n
1
d1q1+1
(resp.
n2
d2q2
≤ i < n
2
d2q2+1
). Avec ces
notations on a le the´ore`me suivant :
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The´ore`me 2.3.19 I) Si c <
m11
n1
ou
m21
n2
alors
β(i) = max{(r1a +
int(f1, f2)
d1a
).[
id1a
n1
]|a ≤ q1, (r2a +
int(f1, f2)
d2a
).[
id2a
n2
]|a ≤ q2}.
II) Sinon soit q le plus grand entier tel que
m1q
n1
=
m2q
n2
< c. On pose pour j = 1, 2
Lj =
q si cj 6=
mjq+1
nj
q + 1 sinon
i) Si q < q1, alors
β(i) = max{(r1a+r2a).[
id1a
n1
]|a ≤ q, (r1a+
int(f1, f2)
d1a
).[
id1a
n1
]|L1 < a ≤ q1, (r2a+
int(f1, f2)
d2a
).[
id2a
n2
]|L2 < a ≤ q2}.
ii) Si q1 ≤ q, alors q1 = q2 et β(i) = max{(r1a + r2a).[
id1a
n1
]|a ≤ q1}.
De´monstration Voir the´ore`me 2.3.6.
Remarque 2.3.20 Avec les meˆmes notations de cette partie remarquons que dans le the´ore`me
2.3.19, l’ensemble {(Ot(f1(φ(t))),Ot(f2(φ(t)))} contient les maximaux irre´ductibles du semi-
groupe de f pour i ≤ max{ n
1
d1h1
,
n2
d2h2
}.
Calcul de β(i) pour i ≥ n1
The´ore`me 2.3.21 I) Si c <
m11
n1
ou
m21
n2
alors
β(i) = max{(n1 + n2)i, k1a(i)(r1a +
int(f1, f2)
d1a
), θ1(i, a) + [
i
m1a
].
int(f1, f2)
d1a
|a ≤ h1
k2a(i)(r
2
a +
int(f1, f2)
d2a
), θ2(i, a) + [
i
m2a
].
int(f1, f2)
d2a
|a ≤ h2}
II) Sinon, soit q le plus grand entier
m1q
n1
=
m2q
n2
< c. On pose pour j = 1, 2
Lj =
q si cj 6=
mjq+1
nj
q + 1 sinon
β(i) = max{(n1 + n2)i, k1a(i)(r1a + r2a), θ1(i, a) +
n2
n1
.θ1(i, a), θ2(i, a) +
n1
n2
.θ2(i, a)|a ≤ q
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k1a(i)(r
1
a +
int(f1, f2)
d1a
), θ1(i, a) + [
i
m1a
].
int(f1, f2)
d1a
|L1 < a ≤ h1
k2a(i)(r
2
a +
int(f1, f2)
d2a
), θ2(i, a) + [
i
m2a
].
int(f1, f2)
d2a
|L2 < a ≤ h2}
De´monstration Voir the´ore`me 2.3.18.
2.3.3 La classe d’e´quisingularite´ de f
Soit G et g deux polynoˆmes unitaires de K[[x]][y]. Supposons que G = G1.G2 et g = g1.g2 avec
G1, G2, g1 et g2 sont irre´ductibles dans K[[x]][y]. Rappelons que G et g sont dits e´quisinguliers
si
1) Pour i = 1, 2, Gi et gi sont e´quisinguliers.
2) c(G1, G2) = c(g1, g2).
et que la classe d’e´quisingularite´ de g = g1.g2 ∈ K[[x]][y] est donne´e par l’ensemble suivant :
{G ∈ K[[x]][y]| G et g sont e´quisinguliers }.
The´ore`me 2.3.22 Les notations sont celles de ci-dessus. Si g et h sont e´quisinguliers alors g
et h ont la meˆme fonction d’Artin-Greenberg.
De´monstration En effet, on peut ve´rifier que dans les formules donnant la fonction d’Artin-
Greenberg de f , les expressions sont des invariantes de la classe d’e´quisingularite´ de f
Remarque 2.3.23 Deux polynoˆmes f = f1.f2, g = g1.g2 e´quisinguliers ont la meˆme fonction
d’Artin-Greenberg, mais deux polynoˆmes non e´quisinguliers peuvent avoir la meˆme fonction
d’Artin-Greenberg.
Soit f = f1.f2 = (y
2− x3).[(y2− x3)2− x5y], et g = g1.g2 = (y2− x3).[(y2− x3)2− x7y]. Les
formules des the´ore`mes 2.3.6, 2.3.12., et 2.3.18. montrent que la fonction d’Artin-Greenberg de
f et celle de g sont les meˆmes, en particulier pour i < n2 la fonction d’Artin-Greenberg de f
et de g est β(i) = max{9i, θ1(i, 0), θ1(i, 1)} ou`
θ1(i, 0) =
2.i Si [
i
3
] < [
i
2
]
0 sinon
θ1(i, 1) =
3.[ i3 ] + i Si 0 < [
i
3
]
0 sinon
et pour i ≥ n2, celles-ci sont donne´es par
βf (i) = max{6i, 9k11(i), 3.θ1(i, 0), 3.θ1(i, 1),
3
2
.θ2(i, 0),
3
2
.θ2(i, 1)}
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et celle de g est
βg(i) = max{6i, 9k11(i), 3.θ1(i, 0), 3.θ1(i, 1),
3
2
.θ3(i, 0),
3
2
.θ3(i, 1)}
avec
k11(i) =
{
i Si i  0(mod2)
i− 1 sinon
θ1(i, 0) =
2i Si [
i
3
] < [
i
2
]
0 sinon
θ1(i, 1) =
3.[ i3 ] + i Si 0 < [
i
3
]
0 sinon
θ2(i, 0) =
4i Si [
i
6
] < [
i
4
]
0 sinon
θ2(i, 1) =
12.[ i6 ] + 2.i Si [
i
7
] < [
i
6
]
0 sinon
θ3(i, 0) =
4i Si [
i
6
] < [
i
4
]
0 sinon
θ3(i, 1) =
12.[ i6 ] + 2.i Si [
i
11
] < [
i
6
]
0 sinon
On ve´rifie que pour i ≥ n2 βf (i) = βg(i) = 9k11(i).
2.4 La fonction d’Artin-Greenberg d’une courbe plane a`
plusieurs branches
On suppose dans cette section que s > 2. Soit
f =
s∏
k=1
fk
la de´composition de f en polynoˆmes irre´ductibles et soit nk le degre´ en y de fk, k = 1, . . . , s.
Supposons sans perte de ge´ne´ralite´ que nk ≤ nk+1.
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On utilise les notations suivantes : soit yki (t), i = 1, . . . , n
k, les racines de fk(t
nk , y), k = 1, . . . , s.
On associe a` fk, k = 1, . . . , s les suites caracte´ristiques (m
k
i )0≤i≤hk , (d
k
i )0≤i≤hk+1, (r
k
i )0≤i≤hk
de´finies comme dans le premier chapitre.
Posons yk1(t) =
∑
ckj .t
j et soit yk
<mka
(t) =
∑
j<mka
ckj t
j
dka , φka = (t
nk
dka , yk
<mka
(t)). On pose gka
le polynoˆme minimal de yk
<mka
(x
dka
nk ) sur K((x)), on a degy(g
k
a) =
nk
dka
, c(fk, g
k
a) =
mka
nk
, et
int(fk, g
k
a) = r
k
a.
On pose cjk le contact de fj avec fk, 1 ≤ j 6= k ≤ s.
Soit g = ym+b1(x)y
m−1+. . .+bm(x) un polynoˆme irre´ductible deK[[x]][y]. Soit cj = c(fj, g), j =
1, . . . , s et conside´rons l’arbre des contacts de f.g. Soit
M = max{cj|1 ≤ j ≤ s}
et soit l ∈ {1, . . . , s} tel que M = c(fl, g). On pose Q(M) la classe d’e´quivalence de R(M)
contenant fl. Notons que si fp ∈ Q(M) alors cp =M .
Soit c = min{ckj|1 ≤ j 6= k ≤ s}. Avec ces notations on a les propositions suivantes :
Proposition 2.4.1 Si M ≤ c, alors int(fk, g) = n
k
nl
int(fl, g), 1 ≤ k ≤ s.
De´monstration Voir prop.1.3.3.
Proposition 2.4.2 Si M > c, alors :
i) Pour fk ∈ Q(M), int(fk, g) = n
k
nl
int(fl, g)
ii) Pour fk 6∈ Q(M) int(fk, g) = m
nl
.int(fk, fl)
De´monstration Voir prop.1.3.4.
Soit T (f) l’arbre des contacts de f et soit P un point de T (f) :
De´finition 2.4.3 Soit fl ∈ Q(P ), on de´finit Q′(P, l) ⊆ Q(P ) par :
{
fk ∈ Q′(P, l) si et seulement si c(fk, fl) > P
fk /∈ Q′(P, l) si et seulement si c(fk, fl) < P . On note e´galement fk ∈ Q¯′(P, l).
Remarquons que Q′(P, l)∪Q¯′(P, l) ⊆ {1, . . . , s} mais on peut ne pas avoir l’e´galite´. Notons :
B = {(P, l) tel que Q′(P, l) ∪ Q¯′(P, l) = {1, . . . , s}}.
Soit Γ(f) le semi-groupe de f et MAI(f) l’ensemble des maximaux absolus irre´ductibles de
Γ(f) et rappelons que cet ensemble est caracte´rise´ comme suit :
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Proposition 2.4.4 Soit 1 ≤ j ≤ s et 1 ≤ a ≤ hj tel que (m
j
a
nj
, j) ∈ B et posons :
γa,jk =

nk
nj
rja = r
k
a si fk ∈ Q′(
mja
nj
, j)
int(fk, fj)
dja
sinon
et γa,j = (γa,j1 , . . . , γ
a,j
s ).
I) S’il existe i ∈ {1, . . . , s} tel que c < m
i
1
n1
alors l’ensemble des maximaux absolus irre´ductibles
de Γ(f) est donne´ par :
MAI(f) =
s⋃
j=1
{γ1,j, . . . , γhj ,j}
II) Sinon, soit q le plus grand entier tel que
m1q
n1
= . . . =
msq
ns
< c. On note pour j ∈ 1, . . . , s,
q < hj :
Lj =
q si c 6=
mjq+1
nj
q + 1 sinon.
Soit A = {j, Lj < hj}. Dans ce cas l’ensemble des maximaux absolus irre´ductibles est donne´
par :
MAI(f) = {α1, . . . , αq}
⋃⋃
j∈A
{γLj+1,j, . . . γhj ,j}
ou` αa = (r1a, . . . , r
s
a), a = 1, . . . , q.
Lemme 2.4.5 Soit i ∈ N, i < nj, 1 ≤ j ≤ s, et soit φ(t) ∈ K[[t]]2. On a φ i fj si et
seulement si ordt(φ(t)) ≤ i.
De´monstration Voir lemme 2.3.4.
Pour calculer la fonction d’Artin, on va supposer sans perte de ge´ne´ralite´ que les degre´s des
composantes irre´ductibles de f sont ordonne´s comme suit : Soit {N1, . . . , N r} = {n1, . . . , ns},
tel que N1 < ... < N r. Pour tout k ≤ r, soit
Ek = {j, j = 1, . . . s, fj est de degre´ ≤ Nk en y}.
Rappelons de plus que β(i) = max{Ot(f(φ)), φ i f}. Soit φ(t) ∈ K[[t]]2, φ i f . On pose
φ(t) = φ¯(tk), ou` φ¯ est une repre´sentation primitive de φ. Dans ce cas,
Ot(f(φ)) = k.
s∑
j=1
int(fj, g)
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ou` g est le polynoˆme unitaire irre´ductible de K[[x]][y] tel que g(φ¯(t)) = 0 et soit degy(g) = m.
 Si degy(g) < mult0(g) alors Ot(f(φ) ≤ ni.
 Sinon, le calcul de β(i) peut eˆtre de´crit a` l’aide de l’arbre des contacts de f de la fac¸on
suivante : soit
M = max{c(fj, g)|1 ≤ j ≤ s}
et soit l ∈ {1, . . . , s} tel que M = c(fl, g).
Si M < c alors Ot(f(φ) = k.
∑s
j=1 int(fl, g).
nj
nl
Voir fig.2
Si M ≥ c alors Ot(f(φ) = k.(
∑
fj∈Q(M) int(fl, g).
nj
nl
+
∑
fj /∈Q(M) int(fj, fl).
m
nl
) Voir fig.3
L’ide´e utilise´e dans les de´monstrations des the´ore`mes prinicipaux serait de faire varier g de
fac¸on que φ i f dans tous les cas. Dans ce qui suit on pre´sente l’arbre des contacts de f dans
la figure 1, de f.g ou` c(fl, g) < c (figure 2), et celle de f.g ou` c(fl, g) ≥ c (figure 3).
A
A
A
A
A
A
A
A
A
A
AA











c
ss
ss
ss s
s
Q
Q
Q
Q
A
A
A
A
A
A
A
A
A
A
AA











c
Mss
ss
ss s
s
cA
A
A
A
A
A
A
A
A
A
AA











M
ss
ss
ss s
s
fig.1 fig.2 fig.3
Lemme 2.4.6 Soit i ∈ N, i < N j. Soit φ(t) ∈ K[[t]]2, ordt(φ(t)) = mk ≤ i, et soit u /∈ Ej i.e.
nu > N j. Soit su = max{0 ≤ j ≤ hu|m ' 0( n
u
duj+1
)}. On a k.int(fu, g) ≤ [
idusu+1
nu
].rusu+1.
De´monstration Voir lemme 2.3.5.
Lemme 2.4.7 Soit i ∈ N, N j ≤ i < N j+1, on a
β(i) = max{Ot(f(φ(t))|φ i fk, k ∈ Ej, ordt(φ(t)) ≤ i}.
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De´monstration Voir lemme 2.3.8.
Lemme 2.4.8 Soit φ(t) = (φ1(t), φ2(t)) ∈ K[[t]]2 et i ∈ N, nj ≤ i. On a : φ ∼=i fj si et
seulement si ordt(φ) = Ot(φ1), n
j divise ordt(φ) et c(fj, φ) >
i
ordt(φ)
.
De´monstration Voir lemme 2.3.9.
Corollaire 2.4.9 Soit φ(t) = (φ1(t), φ2(t)) ∈ K[[t]]2, ordt(φ) ≤ i, et soit i ∈ N, nj ≤ i. Pour
calculer β(i), il faut e´tudier Ot(f(φ)) lorsque φ ve´rifie l’une des conditions suivantes :
1) ordt(φ) < Ot(φ1).
2) ordt(φ) = Ot(φ1), n
k, k = 1, . . . , j ne divise pas ordt(φ).
3) ordt(φ) = Ot(φ1), n
k|ordt(φ) et c(fk, φ) ≤ i
ordt(φ)
, k = 1, . . . , j.
Soit j ∈ {1, . . . , s}, a ∈ {1, . . . , hj} on pose
kja(i) =
{
[ id
j
a
nj
] si [ id
j
a
nj
] 6' 0 mod dja
[ id
j
a
nj
]− 1 sinon
θj(i, a) =
[
i
mja
](rjad
j
a −mja.dja+1) + idja+1 si [
i
mja+1
] < [
i
mja
]
0 sinon
Soit i ∈ N. Soit φ(t) ∈ K[[t]]2, ordt(φ(t)) = mk ≤ i. Supposons que φ(t) = φ¯(tk), ou` ¯φ(t) est
une repre´sentation primitive de φ(t). Soit g le polynoˆme unitaire irre´ductible de K[[x]][y] tel
que g(φ(t)) = 0. Soit su = max{0 ≤ j ≤ hu|m ' 0( n
u
duj+1
)}.
Avec ces notations on a le lemme suivant :
Lemme 2.4.10 Soit i ∈ N, i ≥ N j. Soit φ(t) ∈ K[[t]]2, ordt(φ(t)) = mk et soit u ∈ Ej tel que
nu ne divise pas km. On a Ot(fu(φ)) ≤ kusu+1(i).rusu+1.
De´monstration Voir lemme 2.3.11.
2.4.1 Calcul de β(i) pour i < N 1
Soit qj, j = 1, . . . , s l’unique entier, tel que
nj
djqj
≤ i < n
j
djqj+1
. Avec ces notations on a le the´ore`me
suivant :
The´ore`me 2.4.11 I) S’il existe j ∈ {1, . . . , s} tel que c < m
j
1
nj
alors
β(i) = max{[id
l
a
nl
].(
∑
fj∈Q′(m
l
a
nl
,l)
nj
nl
.rla +
∑
fj 6∈Q′(m
l
a
nl
,l)
int(fl, fj)
dla
)|a ≤ ql, l = 1 . . . , s, (m
l
a
nl
, l) ∈ B.}
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II) Sinon soit q le plus grand entier tel que
m1q
n1
= . . . =
msq
ns
< c. On note pour j ∈ 1, . . . , s,
q < hj :
Lj =
q si c 6=
mjq+1
nj
q + 1 sinon.
Soit A = {j, Lj < hj} :
i) Si q < qv, v = 1, . . . , s, alors
β(i) = max{[id
1
a
n1
].
s∑
j=1
rja|a ≤ q; [
idla
nl
].(
∑
fj∈Q′(m
l
a
nl
,l)
nj
nl
.rla +
∑
fj 6∈Q′(m
l
a
nl
,l)
int(fl, fj)
dla
)|Ll < a ≤ ql,
l ∈ A, (m
l
a
nl
, l) ∈ B.}
ii) S’il existe v ∈ {1, . . . , s} tel que qv ≤ q, alors
β(i) = max{[id
1
a
n1
].
s∑
j=1
rja|a ≤ q1}
De´monstration On de´montre II), la de´monstration de I) e´tant similaire. On a
β(i) = max{k.Ot(f(φ))|k.ordt(φ) ≤ i et φ e´le´ment primitif de K[[t]]2}.
Soit φ(t) un e´le´ment primitif de K[[t]]2 d’ordre m, et soit g le polynoˆme unitaire irre´ductible
de K[[x]][y] tel que g(φ) = 0. Soit k ∈ N tel que k.ordt(φ) ≤ i. On a
Ot(f(φ)) =
s∑
j=1
int(fj, g).
On pose cj = c(fj, g). Comme
nj
djqj
≤ i < n
j
djqj+1
alors cj ≤
mjqj
nj
.
Soit M = max{c(fj, g), j = 1, . . . , s} et c = min{c(fj, fp),≤ j 6= p ≤ s}. Supposons que
M = c(fl, g) pour l ∈ {1, . . . , s}.
i) Supposons q < q1. On pose sj = max{0 ≤ p ≤ hj|m ' 0( n
j
djp+1
)} pour j = 1, . . . , s. On a les
cas suivants :
1er cas) Si ordt(φ) < Ot(φ1) alors,
k.Ot(f(φ)) ≤
s∑
j=1
nj.i
et on a l’e´galite´ si φ(t) = (0, ti).
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2e`me cas) Si ordt(φ) = Ot(φ1). Supposons φ(t) = (t
m, y(t)) :
1) M ≤ c alors d’apre`s la prop.2.4.1., int(fj, g) = n
j
nl
.int(fl, g) pour tout j ∈ {1, . . . s}. D’autre
part on a par le lemme 2.4.6. k.int(fl, g) ≤ [
idlsl+1
nl
].rlsl+1.
 Si sl + 1 ≤ q, alors k.int(fj, g) ≤ n
j
nl
[
idlsl+1
nl
].rlsl+1. Mais dans ce cas
nj
nl
.rlsl+1 = r
j
sl+1
. Par
conse´quent,
k.Ot(f(φ)) ≤ [
idlsl+1
nl
].
s∑
j=1
rjsl+1.
Si φ(t) = φ˜(t) = (t
[
idlsl+1
nl
]. n
l
dlsl+1 , ylsl+1(t
[
idlsl+1
nl
])) alors
Ot(f(φ(t))) = [
idlsl+1
nl
].
s∑
j=1
rjsl+1.
 Si sl + 1 > q alors int(fj, g) =
nj
nl
int(fl, g) si fj ∈ Q(M)
int(fj, g) ≤ m
nl
.int(fj, fl) si fj 6∈ Q(M)
Mais par le lemme 2.4.6., k.int(fl, g) ≤ [
idlsl+1
nl
].rlsl+1(i).
D’autre part,
km
nl
=
kmdlsl+1
nl
.
1
dlsl+1
≤ [id
l
sl+1
nl
].
1
dlsl+1
. Par conse´quent,
k.Ot(f(φ)) ≤ (
∑
fj∈Q(M)
nj
nl
.int(fl, g) +
∑
fj 6∈Q(M)
m
nl
int(fl, fj))
≤
∑
fj∈Q(M)
nj
nl
.[
idlsl+1
nl
].rlsl+1 +
∑
fj 6∈Q(M)
[
idlsl+1
nl
].
int(fl, fj)
dlsl+1
)
= [
idlsl+1
nl
].(
∑
fj∈Q(M)
nj
nl
.rlsl+1 +
∑
fj 6∈Q(M)
int(fl, fj)
dlsl+1
).
On a l’e´galite´ si φ(t) = φ˜(t) = (t
[
idlsl+1
nl
]. n
l
dlsl+1 , ylsl+1(t
[
idlsl+1
nl
])).
2) Si M > c alors d’apre`s la prop.2.4.2.,
k.Ot(f(φ)) = k.(
∑
fj∈Q(M)
nj
nl
.int(fl, g) +
∑
fj 6∈Q(M)
m
nl
.int(fl, fj)).
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Par le lemme 2.4.6., on a k.int(fl, g) ≤ [
idlsl+1
nl
].rls+1. De plus
km
nl
≤ 1
dlsl+1
.[
idlsl+1
nl
]. Par conse´quent
k.Ot(f(φ)) ≤ [
idlsl+1
nl
].(
∑
fj∈Q(M)
nj
nl
.rlsl+1 +
∑
fj 6∈Q(M)
int(fl, fj)
dlsl+1
)
et on a l’e´galite´ pour φ(t) = φ˜(t) = (t
[
idlsl+1
nl
]. n
l
dlsl+1 , ylsl+1(t
[
idlsl+1
nl
])).
ii) Si qv ≤ q avec v ∈ {1, . . . , s} alors qv = qj pour tout j ∈ {1, . . . , s} et cj ≤ M pour tout
j = 1, . . . , s d’ou` le re´sultat de II.ii).
2.4.2 Calcul de β(i) pour N 1 ≤ i < N 2
Soit qj, j /∈ E1 l’unique entier, tel que n
j
djqj
≤ i < n
j
djqj+1
. Avec ces notations on a le the´ore`me
suivant :
The´ore`me 2.4.12 I) S’il existe j ∈ {1, . . . , s} tel que c < m
j
1
nj
alors
β(i) = max{
s∑
j=1
nj.i; kla(i).(
∑
fj∈Q′(m
l
a
nl
,l)
nj
nl
.rla +
∑
fj 6∈Q′(m
l
a
nl
,l)
int(fl, fj)
dla
)|a ≤ hl, l ∈ E1;
[
idla
nl
].(
∑
fj∈Q′(m
l
a
nl
,l)
nj
nl
.rla +
∑
fj 6∈Q′(m
l
a
nl
,l)
int(fl, fj)
dla
)|a ≤ ql, l /∈ E1;
∑
fj∈Q′(m
l
a
nl
,l)
nj
nl
.θl(i, a) +
∑
fj 6∈Q′(m
l
a
nl
,l)
[
i
mla
]
int(fj, fl)
dla
|a ≤ hl, l ∈ E1, (m
l
a
nl
, l) ∈ B}.
II) Sinon, soit q le plus grand entier tel que
m1q
n1
= . . . =
msq
ns
< c. On note pour j ∈ 1, . . . , s,
q < hj :
Lj =
q si c 6=
mjq+1
nj
q + 1 sinon.
Soit A = {j, Lj < hj} :
i) Si q < qv, v /∈ E1, alors
β(i) = max{
s∑
j=1
nj.i; [
idla
nl
].
s∑
j=1
.rja|a ≤ q, l /∈ E1; θl(i, a)
s∑
j=1
nj
nl
|a ≤ q, l ∈ E1;
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kla(i).(
∑
fj∈Q′(m
l
a
nl
,l)
nj
nl
.rla +
∑
fj 6∈Q′(m
l
a
nl
,l)
int(fl, fj)
dla
)|Ll < a ≤ hl, l ∈ E1 ∩ A;
[
idla
nl
].(
∑
fj∈Q′(m
l
a
nl
,l)
nj
nl
.rla +
∑
fj 6∈Q′(m
l
a
nl
,l)
int(fl, fj)
dla
)|Ll < a ≤ ql, l /∈ E1, l ∈ A;
∑
fj∈Q′(m
l
a
nl
,l)
nj
nl
.θl(i, a) +
∑
fj 6∈Q′(m
l
a
nl
,l)
[
i
mla
]
int(fj, fl)
dla
|Ll < a ≤ hl, l ∈ E1 ∩ A, (m
l
a
nl
, l) ∈ B}.
ii) S’il existe v /∈ E1 tel que qv ≤ q, alors
β(i) = max{
s∑
j=1
nj.i; [
idla
nl
].
s∑
j=1
.rja|a ≤ ql, l /∈ E1; θl(i, a)
s∑
j=1
nj
nl
|a ≤ ql, l ∈ E1(m
l
a
nl
, l) ∈ B}
De´monstration On de´montre II) la de´monstration de I) e´tant similaire. Rappelons que pour
N1 ≤ i < N2,
β(i) = max{Ot(f(φ(t)))|φ(t) ∈ K[[t]]2, φ i fj, j ∈ E1, ordt(φ) ≤ i}.
Soit φ(t) ∈ K[[t]]2 d’ordre mk ≤ i. Soit φ¯(t) d’ordre m une repre´sentation primitive de φ(t), et
soit g le polynoˆme unitaire irre´ductible tel que g(φ¯) = 0. On a
Ot(f(φ)) = k
s∑
j=1
int(fj, g).
On pose cj = c(fj, g). Comme
nj
djqj
≤ i < n
j
djqj+1
alors cj ≤
mjqj
nj
pour tout j /∈ E1.
Soit M = max{c(fj, g), j = 1, . . . , s} et c = min{c(fj, fp), 1 ≤ j 6= p ≤ s}.
i) Supposons q < qv, v /∈ E1. On pose sj = max{0 ≤ p ≤ hj|m ' 0( n
j
djp+1
)} pour tout
j = 1, . . . , s. D’apre`s le corollaire 2.4.9. on a les cas suivants :
1er cas) Si ordt(φ) < Ot(φ1) alors,
Ot(f(φ)) ≤
s∑
j=1
nj.i
et on a l’e´galite´ si φ(t) = φ˜(t) = (0, ti).
2e`me cas) Si ordt(φ) = Ot(φ1). Supposons φ¯(t) = (t
m, y(t)) :
Fixons l ∈ {1, . . . , s} avec c(fl, g) =M , soit l ∈ E1 et soit l /∈ E1.
Dans le cas ou` l /∈ E1 :
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1) Si M ≤ c alors d’apre`s la prop.2.4.1., int(fj, g) = n
j
nl
.int(fl, g) pour tout j ∈ {1, . . . s}.
D’autre part on a par le lemme 2.4.6. k.int(fl, g) ≤ [
idlsl+1
nl
].rlsl+1.
 Si sl + 1 ≤ q, alors k.int(fj, g) ≤ n
j
nl
[
idlsl+1
nl
].rlsl+1. Mais dans ce cas
nj
nl
.rlsl+1 = r
j
sl+1
. Par
conse´quent,
Ot(f(φ)) ≤ [
idlsl+1
nl
].
s∑
j=1
rjsl+1
et on a l’e´galite´ pour φ(t) = φ˜(t) = (t
[
idlsl+1
nl
]. n
l
dlsl+1 , ylsl+1(t
[
idlsl+1
nl
])). Dans ce cas
Ot(f(φ(t))) = [
idlsl+1
nl
].
s∑
j=1
rjsl+1.
Notons que dans ce cas [
idlsl+1
nl
] = [
idjsl+1
nj
], j /∈ E1.
 Si sl + 1 > q alors {
int(fj, g) =
nj
nl
int(fl, g) si fj ∈ Q(M)
int(fj, g) ≤ mnl .int(fj, fl) si fj 6∈ Q(M)
Mais par le lemme 2.4.6., k.int(fl, g) ≤ [
idlsl+1
nl
].rlsl+1(i). D’autre part,
km
nl
=
kmdlsl+1
nl
.
1
dlsl+1
≤
[
idlsl+1
nl
].
1
dlsl+1
. Par conse´quent,
Ot(f(φ)) ≤ k.(
∑
fj∈Q(M)
nj
nl
.int(fl, g) +
∑
fj 6∈Q(M)
m
nl
int(fl, fj))
≤
∑
fj∈Q(M)
nj
nl
.[
idlsl+1
nl
].rlsl+1 +
∑
fj 6∈Q(M)
[
idlsl+1
nl
].
int(fl, fj)
dlsl+1
)
= [
idlsl+1
nl
].(
∑
fj∈Q(M)
nj
nl
.rlsl+1 +
∑
fj 6∈Q(M)
int(fl, fj)
dlsl+1
)
et on a l’e´galite´ pour φ(t) = φ˜(t) = (t
[
idlsl+1
nl
]. n
l
dlsl+1 , ylsl+1(t
[
idlsl+1
nl
])).
2) Si M > c alors d’apre`s la prop.2.4.2.,
Ot(f(φ)) = k.(
∑
fj∈Q(M)
nj
nl
.int(fl, g) +
∑
fj 6∈Q(M)
m
nl
.int(fl, fj)).
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Par le lemme 2.4.6., on a k.int(fl, g) ≤ [
idlsl+1
nl
].rls+1. De plus
km
nl
≤ 1
dlsl+1
.[
idlsl+1
nl
]. Par conse´quent
Ot(f(φ)) ≤ [
idlsl+1
nl
](
∑
fj∈Q(M)
nj
nl
.rlsl+1 +
∑
fj 6∈Q(M)
int(fl, fj)
dlsl+1
)
et on a l’e´galite´ pour φ(t) = φ˜(t) = (t
[
idlsl+1
nl
]. n
l
dlsl+1 , ylsl+1(t
[
idlsl+1
nl
])).
Dans le cas ou` l ∈ E1 on a les possibilite´s suivantes :
cas 1) ordt(φ) = Ot(φ1) et n
j ne divise pas ordt(φ), j ∈ E1.
Si j = l on a les possibilite´s suivantes :
1) Si M ≤ c, alors d’apre`s la prop.2.4.1., int(fj, g) = n
j
nl
.int(fl, g) pour tout j ∈ {1, . . . s}, et
par le lemme 2.4.10., k.int(fl, g) ≤ klsl+1(i).rlsl+1.
 Si sl + 1 ≤ q, alors k.int(fj, g) ≤ n
j
nl
klsl+1(i).r
l
sl+1
. Mais dans ce cas
nj
nl
.rlsl+1 = r
j
sl+1
. Par
conse´quent,
Ot(f(φ)) ≤ klsl+1(i).
s∑
j=1
rjsl+1
et on a l’e´galite´ pour φ(t) = φ˜(t) = (t
klsl+1
(i). n
l
dlsl+1 , ylsl+1(t
klsl+1
(i))). Dans ce cas,
Ot(f(φ(t))) = k
l
sl+1
(i).
s∑
j=1
rjsl+1.
 Si sl + 1 > q alors {
int(fj, g) =
nj
nl
int(fl, g) si fj ∈ Q(M)
int(fj, g) ≤ mnl .int(fj, fl) si fj 6∈ Q(M)
Mais par le lemme 2.4.10., k.int(fl, g) ≤ klsl+1(i).rlsl+1(i).
D’autre part,
km
nl
=
k.mdlsl+1
nl
.
1
dlsl+1
≤ klsl+1(i).
1
dlsl+1
. Par conse´quent,
Ot(f(φ)) ≤ k.(
∑
fj∈Q(M)
nj
nl
.int(fl, g) +
∑
fj 6∈Q(M)
m
nl
int(fl, fj))
≤
∑
fj∈Q(M)
nj
nl
.klsl+1(i).r
l
sl+1
+
∑
fj 6∈Q(M)
klsl+1(i).
int(fl, fj)
dlsl+1
)
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= klsl+1(i).(
∑
fj∈Q(M)
nj
nl
.rlsl+1 +
∑
fj 6∈Q(M)
int(fl, fj)
dlsl+1
)
et on a l’e´galite´ pour φ(t) = φ˜(t) = (t
klsl+1
(i). n
l
dlsl+1 , ylsl+1(t
klsl+1
(i))).
2) Si M > c alors d’apre`s la prop.2.4.2.,
Ot(f(φ)) = k.(
∑
fj∈Q(M)
nj
nl
.int(fl, g) +
∑
fj 6∈Q(M)
m
nl
.int(fl, fj))
Mais par le lemme 2.4.10., on a k.int(fl, g) ≤ klsl+1(i).rls+1. De plus
km
nl
≤ 1
dlsl+1
.klsl+1(i). Par
conse´quent
Ot(f(φ)) ≤ klsl+1(i)(
∑
fj∈Q(M)
nj
nl
.rlsl+1 +
∑
fj 6∈Q(M)
int(fl, fj)
dlsl+1
)
et on a l’e´galite´ pour φ(t) = φ˜(t) = (t
klsl+1
(i). n
l
dlsl+1 , ylsl+1(t
klsl+1
(i))).
Notons que pour j ∈ E1, cj peut prendre la valeur
mjhj
nj
, mais pour j /∈ E1, cj ≤
mjqj
nj
.
Si j 6= l, alors :
cas 2) ordt(φ) = Ot(φ1), n
l divise ordt(φ) et cl ≤ i
ordt(φ)
.
1) Si M ≤ c, on pose φ(t) = (tnlp, φ2(t)) = (tmk, θ(tk))|(tm, θ(t)) est primitive.
Soit a l’unique entier tel que mla ≤
i
p
< mla+1, alors [
i
mla+1
] + 1 ≤ p ≤ [ i
mla
]. On a
Ot(fl(φ)) =
km
nl
(rlq′d
l
q′ + (n
lcl − mlq′)d1q′+1) avec
mlq′
n1
≤ cl <
mlq′+1
nl
. Mais cl ≤ i
ordt(φ)
d’ou`
q′ ≤ a.
Si q′ < a, Ot(fl(φ)) ≤ km
nl
(rlad
l
a + (m
l
a+1 − mla)dla+1) = p.(rladla − mladla+1) + p.mla+1dla+1 ≤
θl(i, a).
Si q′ = a, Ot(fl(φ)) ≤ θl(i, a).
L’e´galite´ est atteinte si
φ(t) = φ˜(t) = (tn
l.p˜, y′(t) =
∑
j,p˜j<i
cljt
p˜j + Zti).
ou` p˜ = [
i
mla
] et Z est un e´le´ment ge´ne´rique de K.
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Sous ces conditions on obtient cl =
i
nl.p˜
= cj, j = 1, . . . , s, et Ot(fl(φ)) = θ
l(i, a). Mais d’apre`s
la prop.2.4.1., Ot(fj(φ)) =
nj
nl
.θl(i, a), par conse´quent
Ot(f(φ)) = θ
l(i, a).
s∑
j=1
nj
nl
2) Si M > c, avec les meˆmes arguments que le deuxie`me cas 2), et si M = cont(fl, g), avec
l ∈ E1, on obtient d’apre`s la prop. 2.4.2.Ot(fj(φ)) =
nj
nl
.θl(i, a) si fj ∈ Q(M)
Ot(fj(φ)) = [
i
mla
]
int(fk, fl)
dla
si fj 6∈ Q(M)
En particulier,
Ot(f(φ)) =
∑
fj∈Q(m
l
a
nl
)
nj
nl
.θl(i, a) +
∑
fj 6∈Q(m
l
a
nl
)
[
i
mla
]
int(fj, fl)
dla
.
ii) Si qv ≤ q alors qv = qj pour tout j /∈ E1, ainsi on obtient le re´sultat de II.ii).
2.4.3 Calcul de β(i) pour Nu ≤ i < Nu+1
Soit qj, j /∈ Eu l’unique entier, tel que n
j
djqj
≤ i < n
j
djqj+1
. Avec ces notations on a le the´ore`me
suivant :
The´ore`me 2.4.13 I) S’il existe j ∈ {1, . . . , s} tel que c < m
j
1
nj
alors
β(i) = max{
s∑
j=1
nj.i, kla(i).(
∑
fj∈Q′(m
l
a
nl
,l)
nj
nl
.rla +
∑
fj 6∈Q′(m
l
a
nl
,l)
int(fl, fj)
dla
)|a ≤ hl, l ∈ Eu;
[
idla
nl
].(
∑
fj∈Q′(m
l
a
nl
,l)
nj
nl
.rla +
∑
fj 6∈Q′(m
l
a
nl
,l)
int(fl, fj)
dla
)|a ≤ ql, l /∈ Eu
∑
fj∈Q′(m
l
a
nl
,l)
nj
nl
.θl(i, a) +
∑
fj 6∈Q′(m
l
a
nl
,l)
[
i
mla
]
int(fj, fl)
dla
|a ≤ hl, l ∈ Eu, (m
l
a
nl
, l) ∈ B}
II) Sinon, soit q le plus grand entier tel que
m1q
n1
= . . . =
msq
ns
< c. On note pour j ∈ 1, . . . , s,
q < hj :
2.4. LA FONCTION D’ARTIN-GREENBERGD’UNE COURBE PLANE A` PLUSIEURS BRANCHES71
Lj =
q si c 6=
mjq+1
nj
q + 1 sinon.
Soit A = {j, Lj < hj} :
i) Si q < qv, v /∈ Eu, alors
β(i) = max{
s∑
j=1
nj.i, [
idla
nl
].
s∑
j=1
rja|a ≤ q, l /∈ Eu; θl(i, a).
s∑
j=1
nj
nl
|a ≤ q, l ∈ Eu;
kla(i).(
∑
fj∈Q′(m
l
a
nl
,l)
nj
nl
.rla +
∑
fj 6∈Q′(m
l
a
nl
,l)
int(fl, fj)
dla
)|Ll < a ≤ hl, l ∈ Eu ∩ A;
[
idla
nl
].(
∑
fj∈Q′(m
l
a
nl
,l)
nj
nl
.rla +
∑
fj 6∈Q′(m
l
a
nl
,l)
int(fl, fj)
dla
)|Ll < a ≤ ql, l /∈ Eu, l ∈ A
∑
fj∈Q′(m
l
a
nl
,l)
nj
nl
.θl(i, a) +
∑
fj 6∈Q′(m
l
a
nl
,l)
[
i
mla
]
int(fj, fl)
dla
|Ll < a ≤ hl, l ∈ Eu ∩ A, (m
l
a
nl
, l) ∈ B}
ii) S’il existe v /∈ Eu tel que qv ≤ q, alors
β(i) = max{
s∑
j=1
nj.i; [
idla
nl
].
s∑
j=1
rja|a ≤ ql, l /∈ Eu; θl(i, a).
s∑
j=1
nj
nl
|a ≤ ql, l ∈ Eu, (m
l
a
nl
, l) ∈ B}.
De´monstration On de´montre II), la de´monstration de I) e´tant similaire. Rappelons que pour
Nu ≤ i < Nu+1,
β(i) = max{Ot(f(φ(t)))|φ(t) ∈ K[[t]]2, φ i fj, j ∈ Eu, ordt(φ) ≤ i}.
Soit φ(t) ∈ K[[t]]2 d’ordre km ≤ i. Soit φ¯(t) une repre´sentation primitive de φ(t) d’ordre m, et
soit g le polynoˆme unitaire irre´ductible tel que g(φ¯) = 0. On a
Ot(f(φ)) = k
s∑
j=1
int(fj, g)
On pose cj = c(fj, g). Comme
nj
djqj
≤ i < n
j
djqj+1
alors cj ≤
mjqj
nj
pour tout j /∈ Eu.
Soit M = max{c(fj, g), j = 1, . . . , s} et c = min{c(fj, fp), 1 ≤ j 6= p ≤ s}.
i) Supposons q < qv, v /∈ Eu. On pose sj = max{0 ≤ p ≤ hj|m ' 0( n
j
djp+1
)} pour tout
j = 1, . . . , s. D’apre`s le corollaire 2.4.9., on a les cas suivants :
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1er cas) Si ordt(φ) < Ot(φ1) alors
Ot(f(φ)) ≤
s∑
j=1
nj.i
et on a l’e´galite´ si φ(t) = φ˜(t) = (0, ti).
2e`me cas) Si ordt(φ) = Ot(φ1). Supposons φ¯(t) = (t
m, y(t)) :
Soit l ∈ {1, . . . , s} avec cl =M , soit l ∈ Eu soit l /∈ Eu.
Dans le cas ou` l /∈ Eu :
1) Si M ≤ c alors d’apre`s la prop.2.4.1., int(fj, g) = n
j
nl
.int(fl, g) pour tout j ∈ {1, . . . s}.
D’autre part, par le lemme 2.4.6., k.int(fl, g) ≤ [
idlsl+1
nl
].rlsl+1.
 Si sl + 1 ≤ q, alors k.int(fj, g) ≤ n
j
nl
[
idlsl+1
nl
].rlsl+1. Mais dans ce cas
nj
nl
.rlsl+1 = r
j
sl+1
. Par
conse´quent,
Ot(f(φ)) ≤ [
idlsl+1
nl
].
s∑
j=1
rjsl+1
et on a l’e´galite´ pour φ(t) = φ˜(t) = (t
[
idlsl+1
nl
]. n
l
dlsl+1 , ylsl+1(t
[
idlsl+1
nl
])). On obtient alors
Ot(f(φ(t))) = [
idlsl+1
nl
].
s∑
j=1
rjsl+1.
Notons que dans ce cas [
idlsl+1
nl
] = [
idjsl+1
nj
], j /∈ Eu.
 Si sl + 1 > q alors {
int(fj, g) =
nj
nl
int(fl, g) si fj ∈ Q(M)
int(fj, g) ≤ mnl .int(fj, fl) si fj 6∈ Q(M)
Mais par le lemme 2.4.6., k.int(fl, g) ≤ [
idlsl+1
nl
].rlsl+1(i). D’autre part,
km
nl
=
kmdlsl+1
nl
.
1
dlsl+1
≤
[
idlsl+1
nl
].
1
dlsl+1
. Par conse´quent,
Ot(f(φ)) ≤ k.(
∑
fj∈Q(M)
nj
nl
.int(fl, g) +
∑
fj 6∈Q(M)
m
nl
int(fl, fj))
≤
∑
fj∈Q(M)
nj
nl
.[
idlsl+1
nl
].rlsl+1 +
∑
fj 6∈Q(M)
[
idlsl+1
nl
].
int(fl, fj)
dlsl+1
)
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= [
idlsl+1
nl
].(
∑
fj∈Q(M)
nj
nl
.rlsl+1 +
∑
fj 6∈Q(M)
int(fl, fj)
dlsl+1
)
et on a l’e´galite´ pour φ(t) = φ˜(t) = (t
[
idlsl+1
nl
]. n
l
dlsl+1 , ylsl+1(t
[
idlsl+1
nl
])).
2) Si M > c alors d’apre´s la prop.2.4.2,
Ot(f(φ)) = k.(
∑
fj∈Q(M)
nj
nl
.int(fl, g) +
∑
fj 6∈Q(M)
m
nl
.int(fl, fj)).
Par le lemme 2.4.6., on a k.int(fl, g) ≤ [
idlsl+1
nl
].rls+1. De plus
km
nl
≤ 1
dlsl+1
.[
idlsl+1
nl
]. Par conse´quent
Ot(f(φ)) ≤ [
idlsl+1
nl
](
∑
fj∈Q(M)
nj
nl
.rlsl+1 +
∑
fj 6∈Q(M)
int(fl, fj)
dlsl+1
)
et on a l’e´galite´ pour φ(t) = φ˜(t) = (t
[
idlsl+1
nl
]. n
l
dlsl+1 , ylsl+1(t
[
idlsl+1
nl
])).
Dans le cas ou` l ∈ Eu on a les possibilite´s suivantes :
cas 1) Ot(φ) = Ot(φ1), n
j ne divise pas ordt(φ), j ∈ Eu :
Si j = l, on a les possibilite´s suivantes :
1) Si M ≤ c, alors d’apre`s la prop.2.4.1., int(fj, g) = n
j
nl
.int(fl, g) pour tout j ∈ {1, . . . s}, et
par le lemme 2.4.10. k.int(fl, g) ≤ klsl+1(i).rlsl+1.
 Si sl + 1 ≤ q, alors k.int(fj, g) ≤ n
j
nl
klsl+1(i).r
l
sl+1
. Mais dans ce cas
nj
nl
.rlsl+1 = r
j
sl+1
. Par
conse´quent,
Ot(f(φ)) ≤ klsl+1(i).
s∑
j=1
rjsl+1.
Si φ(t) = φ˜(t) = (t
klsl+1
(i). n
l
dlsl+1 , ylsl+1(t
klsl+1
(i))) alors
Ot(f(φ(t))) = k
l
sl+1
(i).
s∑
j=1
rjsl+1.
 Si sl + 1 > q alors {
int(fj, g) =
nj
nl
int(fl, g) si fj ∈ Q(M)
int(fj, g) ≤ mnl .int(fj, fl) si fj 6∈ Q(M)
mais d’apre`s 2.4.10., k.int(fl, g) ≤ klsl+1(i).rlsl+1(i).
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D’autre part,
km
nl
=
kmdlsl+1
nl
.
1
dlsl+1
≤ klsl+1(i).
1
dlsl+1
. Par conse´quent,
Ot(f(φ)) ≤ k.(
∑
fj∈Q(M)
nj
nl
.int(fl, g) +
∑
fj 6∈Q(M)
m
nl
int(fl, fj))
≤
∑
fj∈Q(M)
nj
nl
.klsl+1(i).r
l
sl+1
+
∑
fj 6∈Q(M)
klsl+1(i).
int(fl, fj)
dlsl+1
= klsl+1(i).(
∑
fj∈Q(M)
nj
nl
.rlsl+1 +
∑
fj 6∈Q(M)
int(fl, fj)
dlsl+1
)
et on a l’e´galite´ pour φ(t) = φ˜(t) = (t
klsl+1
(i). n
l
dlsl+1 , ylsl+1(t
klsl+1
(i))).
2) Si M > c alors d’apre`s la prop.2.4.2.,
Ot(f(φ)) = k.(
∑
fj∈Q(M)
nj
nl
.int(fl, g) +
∑
fj 6∈Q(M)
m
nl
.int(fl, fj))
Mais par le lemme 2.4.10., on a k.int(fl, g) ≤ klsl+1(i).rls+1. D’autre part
km
nl
≤ 1
dlsl+1
.klsl+1(i).
Par conse´quent
Ot(f(φ)) ≤ klsl+1(i)(
∑
fj∈Q(M)
nj
nl
.rlsl+1 +
∑
fj 6∈Q(M)
int(fl, fj)
dlsl+1
)
et on a l’e´galite´ pour φ(t) = φ˜(t) = (t
klsl+1
(i). n
l
dlsl+1 , ylsl+1(t
klsl+1
(i))).
Notons que pour l ∈ Eu, cl peut prendre la valeur
mlhl
nl
, tandis que pour l /∈ Eu, cl ≤
mlql
nl
Si j 6= l alors on a nl divise ordt(φ), et par conse´quent on a le cas suivant :
cas 2) Si ordt(φ) = Ot(φ1), n
l divise ordt(φ) et cl ≤ i
ordt(φ)
.
1) Si M ≤ c, soit φ(t) = (tnlp, φ2(t)) = (tmk, θ(tk))|(tm, θ(t)) est irre´ductible.
Soit a l’entier unique tel que mla ≤
i
p
< mla+1, alors [
i
mla+1
] + 1 ≤ p ≤ [ i
mla
].
Ot(fl(φ)) =
km
nl
(rlq′d
l
q′+(n
lcl−mlq′)d1q′+1) ou`
mlq′
n1
≤ cl <
mlq′+1
nl
. Mais cl ≤ i
ordt(φ)
alors q′ ≤ a.
Si q′ < a, Ot(fl(φ)) ≤ km
nl
(rlad
l
a + (m
l
a+1 − mla)dla+1) = p.(rladla − mladla+1) + p.mla+1dla+1 ≤
θl(i, a).
Si q′ = a, Ot(fl(φ)) ≤ θl(i, a).
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L’e´galite´ est atteinte si
φ(t) = φ˜(t) = (tn
l.p˜, y′(t) =
∑
j,p˜j<i
cljt
p˜j + Zti).
ou` p˜ = [
i
mla
] et Z est un e´le´ment ge´ne´rique de K.
Sous ces conditions on a cl =
i
nlp˜
= cj, j = 1, . . . , s et Ot(fl(φ)) = θ
l(i, a). Mais d’apre`s la
prop.2.4.1. Ot(fj(φ)) =
nj
nl
.θl(i, a), par conse´quent
Ot(f(φ)) = θ
l(i, a).
s∑
j=1
nj
nl
2) Si M > c, avec les meˆmes arguments que le cas 2, partie 1), et pour M = c(fl, g), avec
l ∈ Eu, d’apre`s la prop.2.4.2, on aOt(fj(φ)) =
nj
nl
.θl(i, a) si fj ∈ Q(M)
Ot(fj(φ)) = [
i
mla
]
int(fk, fl)
dla
si fj 6∈ Q(M)
Par conse´quent,
Ot(f(φ)) =
∑
fj∈Q(m
l
a
nl
)
nj
nl
.θl(i, a) +
∑
fj 6∈Q(m
l
a
nl
)
[
i
mla
]
int(fj, fl)
dla
.
ii) S’il existe v /∈ Eu tel que qv ≤ q, alors qv = qj, v, j, /∈ Eu, d’ou` la seconde assertion est vraie.
2.4.4 Calcul de β(i) pour i ≥ N r
The´ore`me 2.4.14 I) S’il existe j ∈ {1, . . . , s} tel que c < m
j
1
nj
alors
β(i) = max{
s∑
j=1
nj.i; kla(i).(
∑
fj∈Q′(m
l
a
nl
,l)
nj
nl
.rla +
∑
fj 6∈Q′(m
l
a
nl
,l)
int(fl, fj)
dla
)|a ≤ hl, l = 1, . . . , s;
∑
fj∈Q′(m
l
a
nl
,l)
nj
nl
.θl(i, a) +
∑
fj 6∈Q′(m
l
a
nl
,l)
[
i
mla
]
int(fj, fl)
dla
|a ≤ hl, l = 1, ., s, (m
l
a
nl
, l) ∈ B}
II) Sinon soit q le plus grand entier tel que
m1q
n1
= . . . =
msq
ns
< c. On note pour j ∈ 1, . . . , s,
q < hj :
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Lj =
q si c 6=
mjq+1
nj
q + 1 sinon.
Soit A = {j, Lj < hj} :
β(i) = max{
s∑
j=1
nj.i; k1a(i).
s∑
j=1
rja|a ≤ q;
s∑
j=1
θl(i, a).
nj
nl
|a ≤ q, l = 1, . . . , s;
kla(i).(
∑
fj∈Q′(m
l
a
nl
,l)
nj
nl
.rla +
∑
fj 6∈Q′(m
l
a
nl
,l)
int(fl, fj)
dla
)|Ll < a ≤ hl, l ∈ A;
∑
fj∈Q′(m
l
a
nl
,l)
nj
nl
.θl(i, a) +
∑
fj 6∈Q′(m
l
a
nl
,l)
[
i
mla
]
int(fj, fl)
dla
|Ll < a ≤ hl, l ∈ A, (m
l
a
nl
, l) ∈ B}
De´monstration On de´montre II), la de´monstration de I) e´tant similaire. Rappelons que pour
i ≥ N r,
β(i) = max{Ot(f(φ(t)))|φ(t) ∈ K[[t]]2, φ i fj, j = 1, . . . , s}.
Soit φ(t) ∈ K[[t]]2 d’ordre mk ≤ i. Soit φ¯(t) = (tm, y(t)) une repre´sentation de φ(t) d’ordre m,
et soit g le polynoˆme unitaire irre´ductible tel que g(φ¯) = 0. On a
Ot(f(φ)) = k
s∑
j=1
int(fj, g)
On pose cj = c(fj, g).
Soit M = max{c(fj, g), j = 1, . . . , s} et c = min{c(fj, fp), 1 ≤ j 6= p ≤ s}. On pose sj =
max{0 ≤ p ≤ hj|m ' 0( n
j
djp+1
)} pour j = 1, . . . , s. D’apre`s le corollaire 2.4.9., on a plusieurs
cas. Soit l ∈ {1, . . . , s} tel que c(fl, g) =M .
cas 1) ordt(φ) < Ot(φ1), alors
Ot(f(φ)) ≤
s∑
j=1
nj.i
et on a l’e´galite´ pour φ(t) = φ˜(t) = (ti, 0).
cas 2) ordt(φ) = Ot(φ1), n
j ne divise pas ordt(φ) :
Si j = l alors :
1) Si M ≤ c, alors d’apre`s la prop.2.4.1., int(fj, g) = n
j
nl
.int(fl, g) pour tout j ∈ {1, . . . s}, et
par le lemme 2.4.10. k.int(fl, g) ≤ klsl+1(i).rlsl+1.
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 Si sl + 1 ≤ q, alors int(fj, g) ≤ n
j
nl
klsl+1(i).r
l
sl+1
. Mais dans ce cas
nj
nl
.rlsl+1 = r
j
sl+1
. Par
conse´quent,
Ot(f(φ)) ≤ klsl+1(i).
s∑
j=1
rjsl+1.
Si φ(t) = φ˜(t) = (t
klsl+1
(i). n
l
dlsl+1 , ylsl+1(t
klsl+1
(i))). Dans ce cas,
Ot(f(φ(t))) = k
l
sl+1
(i).
s∑
j=1
rjsl+1.
 Si sl + 1 > q alors {
int(fj, g) =
nj
nl
int(fl, g) si fj ∈ Q(M)
int(fj, g) ≤ mnl .int(fj, fl) si fj 6∈ Q(M)
mais d’apre`s le lemme 2.4.10., k.int(fl, g) ≤ klsl+1(i).rlsl+1(i). D’autre part,
km
nl
=
kmdlsl+1
nl
.
1
dlsl+1
≤
klsl+1(i).
1
dlsl+1
. Par conse´quent,
Ot(f(φ)) ≤ k.(
∑
fj∈Q(M)
nj
nl
.int(fl, g) +
∑
fj 6∈Q(M)
m
nl
int(fl, fj))
≤
∑
fj∈Q(M)
nj
nl
.klsl+1(i).r
l
sl+1
+
∑
fj 6∈Q(M)
klsl+1(i).
int(fl, fj)
dlsl+1
= klsl+1(i).(
∑
fj∈Q(M)
nj
nl
.rlsl+1 +
∑
fj 6∈Q(M)
int(fl, fj)
dlsl+1
)
et on a l’e´galite´ pour φ(t) = φ˜(t) = (t
klsl+1
(i). n
l
dlsl+1 , ylsl+1(t
klsl+1
(i))).
2) Si M > c alors d’apre`s la prop.2.4.2.,
Ot(f(φ)) = k.(
∑
fj∈Q(M)
nj
nl
.int(fl, g) +
∑
fj 6∈Q(M)
m
nl
.int(fl, fj))
Mais par le lemme 2.4.10., on a k.int(fl, g) ≤ klsl+1(i).rls+1. D’autre part
km
nl
≤ 1
dlsl+1
.klsl+1(i).
Par conse´quent
Ot(f(φ)) ≤ klsl+1(i)(
∑
fj∈Q(M)
nj
nl
.rlsl+1 +
∑
fj 6∈Q(M)
int(fl, fj)
dlsl+1
)
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et on a l’e´galite´ pour φ(t) = φ˜(t) = (t
klsl+1
(i). n
l
dlsl+1 , ylsl+1(t
klsl+1
(i))).
Si j 6= l, alors on a le cas suivant :
cas 3) Si ordt(φ) = Ot(φ1), n
l divise ordt(φ) et cl ≤ i
ordt(φ)
.
1) Si M ≤ c, soit φ(t) = (tnlp, φ2(t)) = (tmk, θ(tk))|(tm, θ(t)) est irre´ductible.
Soit a l’unique entier tel que mla ≤
i
p
< mla+1, alors [
i
mla+1
] + 1 ≤ p ≤ [ i
mla
]. On a
Ot(fl(φ)) =
km
nl
(rlq′d
l
q′+(n
lcl−mlq′)d1q′+1) ou`
mlq′
n1
≤ cl <
mlq′+1
nl
. Mais cl ≤ i
ordt(φ)
alors q′ ≤ a.
Si q′ < a, alors Ot(fl(φ)) ≤ km
nl
(rlad
l
a+(m
l
a+1−mla)dla+1) = p.(rladla−mladla+1)+p.mla+1dla+1 ≤
θl(i, a).
Si q′ = a, alors Ot(fl(φ)) ≤ θl(i, a).
L’e´galite´ est atteinte si
φ(t) = φ˜(t) = (tn
l.p˜, y′(t) =
∑
j,p˜j<i
cljt
p˜j + Zti).
ou` p˜ = [
i
mla
] et Z est un e´le´ment ge´ne´rique de K.
Sous ces conditions on a cl =
i
nlp˜
= cj, j = 1, . . . , s.
Ot(fl(φ)) = θ
l(i, a), et par la prop.2.4.1., Ot(fj(φ)) =
nj
nl
.θl(i, a), par conse´quent
Ot(f(φ)) = θ
l(i, a).
s∑
j=1
nj
nl
2) Si M > c, avec les meˆmes arguments que le cas 3, partie 1), et pour M = c(fl, g), d’apre`s la
prop.2.4.2., on a Ot(fj(φ)) =
nj
nl
.θl(i, a) si fj ∈ Q(M)
Ot(fj(φ)) = [
i
mla
]
int(fk, fl)
dla
si fj 6∈ Q(M)
Par conse´quent,
Ot(f(φ)) =
∑
fj∈Q(m
l
a
nl
)
nj
nl
.θl(i, a) +
∑
fj 6∈Q(m
l
a
nl
)
[
i
mla
]
int(fj, fl)
dla
.
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2.4.5 La fonction d’Artin-Greenberg et le semi-groupe de f
Dans cette partie on montre la relation entre la fonction d’Artin-Greenberg et le semi-groupe
de f . Soit f = f1...fs un polynoˆme re´ductible de K[[x]][y], ou` fj est un polynoˆme irre´ductible
de degre´ nj en y. Soit β(i) la fonction d’Artin-Greenberg de f . Soit c = min{c(fj, fk), 1 ≤ j 6=
k ≤ s}.
Remarquons que dans les the´ore`mes 2.4.11, 2.4.12 et 2.4.13 si on conside`re
(Ot(f1(φ(t)), . . . ,Ot(fs(φ(t)))
au lieu de faire la somme Ot(f1(φ)) + . . .+Ot(fs(φ)) et en faisant varier i dans
{n
j
dja
, j = 1, . . . , s, a = 1, . . . , hl}
on obtient
s⋃
j=1
{γ1,j, . . . γhj ,j}
s’il existe j ∈ {1, . . . , s} tel que c < m
j
1
nj
ou` αa = (r1a, . . . , r
s
a), a = 1, . . . , q, et pour a > Lj,
γa,j = (γa,j1 , . . . , γ
a,j
s ) est donne´ par
γa,jk =

nk
nj
rja si fk ∈ Q′(
mja
nj
, j)
int(fk, fj)
dja
sinon
avec (
mja
nj
, j) ∈ B.
Sinon soit q le plus grand entier tel que
m1q
n1
= . . . =
msq
ns
< c, et on note pour j ∈ 1, . . . , s,
q < hj :
Lj =
q si c 6=
mjq+1
nj
q + 1 sinon.
Soit A = {j, Lj < hj}. Dans ce cas le re´sultat est :
{α1, . . . , αq}
⋃⋃
j∈A
{γLj+1,j, . . . γhj ,j}
ou` αa = (r1a, . . . , r
s
a), a = 1, . . . , q, et pour a > Lj, γ
a,j = (γa,j1 , . . . , γ
a,j
s ) est donne´ par
γa,jk =

nk
nj
rja si fk ∈ Q′(
mja
nj
, j)
int(fk, fj)
dja
sinon
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avec (
mja
nj
, j) ∈ B.
Mais cet ensemble avec les multiplicite´s a` l’origine n’est rien d’autre que l’ensemble des
maximaux absolus irre´ductibles de Γ(f) [8].
2.5 Calcul de β(i) pour un polynoˆme a` deux branches
avec MAPLE
> diviseur := proc(r :: list) ]] Calcule la suite des pgcd d’une suite (ri)0≤i≤h
local a, d ;
d[1] := r[1] ;
for a from 2 to nops(r) do d[a] := igcd(r[a], d[a− 1]) end do ;
[seq(d[a], a = 1..nops(r))] ;
end proc :
> m := proc(r :: list) ]] Calcule la suite des (mi)0≤i≤h a` partir de la suite (ri)0≤i≤h
local a,m, d;
d := diviseur(r);
m[1] := r[1] ;
m[2] := r[2];
for a from 3 to nops(r) do m[a] := r[a] +m[a− 1]− r[a− 1].d[a− 2]
d[a− 1] end do ;
[seq(m[a], a = 1..nops(r))] ;
end proc :
> L := proc(r :: list, n,M, q) ]] Calcule L1 et L2
local l ;
if q < nops(r) then
if M = r[q + 1].d[q].
n
d[1]
then l := q + 1
else l := q end if ;
else l := q end if ;
l ;
end proc :
> s1 := proc(r1 :: list, r2 :: list,M, q)
local a, l ;
for a from 1 to q do l[a] := r1[a] + r2[a] end do ;
[seq(l[a], a = 1..q)] ;
end proc :
> s2 := proc(r1 :: list, n,M, q)
local a, l, d1, l1 ;
d1 := diviseur(r1) ;
l1 := L(r1, n,M, q) ;
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if l1 < nops(r1) then
for a from l1 + 1 to nops(r1) do l[a] := r1[a] +
M
d1[a− 1] end do ;
else l[a] := 0 end if ;
[seq(0, a = 1..l1), seq(l[a], a = l1 + 1..nops(r1))] ;
end proc :
> s3 := proc(r2 :: list, n,M, q)
local a, l, d2, l2 ;
d2 := diviseur(r2) ;
l2 := L(r2, n,M, q) ;
if l2 < nops(r2) then
for a from l2 + 1 to nops(r2) do l[a] := r2[a] +
M
d2[a− 1] end do ;
else l[a] := 0 end if ;
[seq(0, a = 1..l2), seq(l[a], a = l2 + 1..nops(r2))] ;
end proc :
> k := proc(r :: list, i) ]] Calcule la suite des kaj (i)
local a, k, d ;
d := diviseur(r) ;
for a from 1 to nops(r) do
if ‘mod‘(floor(i*
d[a]
d[1]
), d[a]) = 0 then k[a] := floor(i.
d[a]
d[1]
)− 1
else k[a] := floor(i.
d[a]
d[1]
) end if ; end do ;
[seq(k[a], a = 1..nops(d))] ;
end proc :
> θ := proc(r :: list, i) ]] Calcule θ(i, a), a = 0, . . . , h a` partir de la suite (rj), i
local a, y, θ,m1, d ;
m1 := m(r) ;
d := diviseur(r) ;
for a from 2 to nops(d)− 1 do
if 0 < iquo(i,m1[a])− iquo(i,m1[a+ 1]) then
θ[a] := iquo(i,m1[a]).(r[a].d[a− 1]−m1[a].d[a]) + i.d[a]
else θ[a] := 0 end if ; end do ;
if 0 < iquo(i,m1[nops(d)]) then
y := iquo(i,m1[nops(d)]).(r[nops(d)].d[nops(d)− 1]−m1[nops(d)].d[nops(d)]) + i.d[nops(d)]
else y := 0 end if ;
[0, seq(θ[a], a = 2..nops(d)− 1), y] ; end proc :
> β := proc(i, r1 :: list, r2 :: list,M, q) ]]
Calcule β(i) a` partir de (r1i )0≤i≤h1 , (r
2
i )0≤i≤h2 , int(f1, f2) =M et q ou` q est le plus grand entier
tel que
r1[q]
r1[1]
=
r2[q]
r2[1]
< c(f1, f2)
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local A, d1, d2,m1,m2, θ1, θ2, k1, k2, x, y, z, l1, l2 ;
d1 := diviseur(r1) ;
d2 := diviseur(r2) ;
m1 := m(r1) ;
m2 := m(r2) ;
θ1 := θ(r1, i) ;
θ2 := theta(r2, i) ;
k1 := k(r1, i) ;
k2 := k(r2, i) ;
x := s1(r1, r2,M, q) ;
y := s2(r1, r2[1],M, q) ;
z := s3(r2, r1[1],M, q) ;
l1 := L(r1, r2[1],M, q) ;
l2 := L(r2, r1[1]M, q) ;
if r1[1] < r2[1] then
if i < r1[1] then
A := max(seq(floor(i.
d1[a− 1]
d1[1]
).x[a], a = 2..q), seq(floor(i.
d1[a− 1]
d1[1]
).y[a], a = l1+1..nops(d1)),
seq(floor(i.
d2[a− 1]
d2[1]
).z[a], a = l2 + 1..nops(d2)))
elif r1[1]− 1 < i < r2[1] then
A := max((d1[1] + d2[1]).i, seq(floor(i.
d1[a− 1]
d1[1]
).x[a], a = 2..q),
seq(k1[a− 1].y[a], a = l1 + 1..nops(d1)), seq(floor(i.d2[a− 1]
d2[1]
).z[a], a = l2 + 1..nops(d2)),
seq(θ1[a].(1 +
d2[1]
d1[1]
), a = 2..q), seq(θ1[a] +
M
d1[a− 1] .f loor(
i
m1[a]
), a = l1 + 1..nops(d1)))
else A := max((d1[1] + d2[1]).i, seq(k1[a− 1].x[a], a = 2..q), seq(k1[a− 1].y[a],
a = l1 + 1..nops(d1)), seq(k2[a− 1].z[a], a = l2 + 1..nops(d2)), seq(θ1[a].(1 + d2[1]
d1[1]
), a = 2..q),
seq(θ1[a] +
M
d1[a− 1] .f loor(
i
m1[a]
), a = l1 + 1..nops(d1)), seq(θ2[a].(1 +
d1[1]
d2[1]
), a = 2..q),
seq(θ2[a] +
M
d2[a− 1] .f loor(
i
m2[a]
), a = l2 + 1..nops(d2))) end if ;
elif r2[1] < r1[1] then
if i < r2[1] then
A := max(seq(floor(i.
d1[a− 1]
d1[1]
).x[a], a = 2..q), seq(floor()i.
d1[a− 1]
d1[1]
).y[a], a = l1+1..nops(d1)),
seq(floor(i.
d2[a− 1]
d2[1]
).z[a], a = l2 + 1..nops(d2)))
elif r2[1]− 1 < i < r1[1] then
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A := max((d1[1] + d2[1]).i, seq(floor(i.
d1[a− 1]
d1[1]
).x[a], a = 2..q),
seq(k2[a− 1].z[a], a = l2 + 1..nops(d2)), seq(floor(i.d1[a− 1]
d1[1]
).y[a], a = l1 + 1..nops(d1)),
seq(θ2[a].(1 +
d2[1]
d1[1]
), a = 2..q), seq(θ2[a] +
M
d2[a− 1] .f loor(
i
m2[a]
, a = l2 + 1..nops(d2)))
else A := max((d1[1] + d2[1]).i, seq(k1[a− 1].x[a], a = 2..q),
seq(k1[a− 1].y[a], a = l1 + 1..nops(d1)), seq(k2[a− 1].z[a], a = l2 + 1..nops(d2)),
seq(θ1[a].(1 + d
d2[1]
d1[1]
), a = 2..q), seq(θ1[a] +
M
d1[a− 1] .f loor(
i
m1[a]
, a = l1 + 1..nops(d1)),
seq(θ2[a].(1+
d1[1]
d2[1]
), a = 2..q), seq(θ2[a]+
M
d2[a− 1] .f loor(
i
m2[a]
, a = l2+1..nops(d2))) end if ;
else
if i < r1[1] then
A := max(seq(floor(i.
d1[a− 1]
d1[1]
).x[a], a = 2..q), seq(floor(i.
d1[a− 1]
d1[1]
).y[a], a = l1+1..nops(d1)),
seq(floor(i.
d2[a− 1]
d2[1]
).z[a], a = l2 + 1..nops(d2)))
else A := max((d1[1] + d2[1]).i, seq(k1[a− 1].x[a], a = 2..q),
seq(k1[a− 1].y[a], a = l1 + 1..nops(d1)), seq(k2[a− 1].z[a], a = l2 + 1..nops(d2)),
seq(θ1[a].(1 +
d2[1]
d1[1]
), a = 2..q), seq(θ1[a] +
M
d1[a− 1] .f loor(
i
m1[a]
, a = l1 + 1..nops(d1)),
seq(θ2[a].(1 +
d1[1]
d2[1]
), a = 2..q), seq(θ2[a] +
M
d2[a− 1] .f loor(
i
m2[a]
, a = l2 + 1..nops(d2)))
end if ;end if ;
end proc :
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Chapitre 3
Approximations des solutions d’une
singularite´ quasi-ordinaire
3.1 Les combinaisons line´aires strictes
Soit n, e ∈ N et notons r10 = (n, . . . , 0), ri0 = (0, . . . , n, . . . , 0), re0 = (0, . . . , n) la base canonique
de (nZ)e. Soit (r1, . . . , rh) une suite d’e´le´ments de Ze. Soit De1 et pour tout 1 ≤ i ≤ h, soit Di+1
le pgcd des mineurs d’ordre e de la matrice ((r10)
T , . . . , (re0)
T , (r1)
T , . . . , (ri)
T ), ou` si r ∈ Ze,
alors (r)T de´signe la transpose´e de la matrice ligne (r). Supposons que ri /∈ (nZ)e +
∑i−1
j=1 rjZ,
en particulier Di+1 < Di. On de´finit les e´le´ments de la suite (ei)1≤i≤h par ei =
Di
Di+1
pour tout
1 ≤ i ≤ h.
Soient M0 = (nZ)e et Mj = (nZ)e +
∑j
i=1 riZ pour 1 ≤ j ≤ h. Les groupes Ze et (nZ)e e´tant
libres de rang e, on en de´duit que c’est le cas pour tous les Mj, j = 0, . . . , h. En particulier Mj
posse`de une base de e e´le´ments pour tout j = 0, . . . , h.
Proposition 3.1.1 Soit r un e´le´ment non nul de Ze et soit D le pgcd des mineurs d’ordre e
de la matrice [r10, . . . , r
e
0, r1, . . . , ri, r]. Alors r ∈Mi si et seulement si D = Di+1.
De´monstration Soit L1, . . . , Le une base de Mi, en particulier Di+1 est le de´terminant de la
matrice C = [(L1)
T , . . . , (Le)
T ]. La condition r ∈ Mj e´quivaut alors a` un syste`me de Cramer
C.aT = rT ou` a ∈ Ze. Ce syste`me posse`de une solution si et seulement D, le pgcd des mineurs
d’ordre e de la matrice [(L1)
T , . . . , (Le)
T , (r)T ] est e´gal a` Di+1.
Lemme 3.1.2 Soit γ ∈ Z et soit i ∈ {1, . . . , h}. On a :
γ.ri+1 ∈Mi si et seulement si ei+1 divise γ.
De´monstration En effet, si r = γ.ri+1, alors le de´terminant D de la proposition 3.1.1. divise
γ.Di+2 mais par cette meˆme proposition, γ.ri+1 ∈ Mi si et seulement si D = Di+1, d’ou` le
re´sultat.
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Lemme 3.1.3 Soit a =
∑e
i=1 a
i
0r
i
0+
∑h
i=1 ai.ri et b =
∑e
i=1 b
i
0r
i
0+
∑h
i=1 bi.ri avec a
i
0, b
i
0 ∈ Z, i =
1, . . . , e et 0 ≤ ai, bi < ei, i = 1, . . . , h. On a a = b si et seulement si ai0 = bi0, i = 1, . . . , e et
ai = bi, i = 1, . . . , h.
De´monstration Supposons a = b et soit j ∈ {1, . . . , h} le plus grand entier tel que aj 6= bj.
Supposons sans perte de ge´ne´ralite´ que aj > bj, en particulier
0 = a− b =
e∑
i=1
(ai0 − bi0)ri0 +
j∑
i=1
(ai − bi).ri
ou` 0 ≤ aj − bj < ej. Mais alors (aj − bj)rj ∈ Mj−1, et d’apre`s le lemme pre´ce´dent ej divise
aj − bj, ce qui est une contradiction.
Proposition 3.1.4 Soit a ∈Mh, a posse´de une repre´sentation unique de la forme
a =
e∑
i=1
ai0r
i
0 +
h∑
i=1
ai.ri
ou` ai0 ∈ Z, i = 1, . . . , e et 0 ≤ ai < ei, i = 1, . . . , h.
De´monstration L’unicite´ est une conse´quence du lemme pre´ce´dent. Montrons l’existence de
cette e´criture : Soit a ∈ Mh et e´crivons a =
∑e
i=1 a
i
0r
i
0 +
∑h
i=1 ai.ri, a
i
0 ∈ Z, i = 1, . . . , e et
ai ∈ Z, i = 1, . . . , h. Soit j = h et e´crivons aj = bj.ej + Rj avec bj ∈ Z, 0 ≤ Rj < ej, mais
ej.rj ∈Mj−1, ainsi en re´pe´tant cette proce´dure on obtient l’e´criture demande´e par re´currence.
3.2 Les racines approche´es
Soit S un anneau commutatif unitaire, et soit S[y] l’anneau des polynoˆmes en y a` coefficients
dans S. Soit f = yn + a1.y
n−1 + . . . + an un polynoˆme unitaire de S[y] de degre´ n > 0 en y.
Soit d ∈ N tel que d divise n. Soit g un polynoˆme unitaire de S[y] de degre´ n
d
en y. Il existe
des polynoˆmes uniques a1(y), . . . , ad(y) tel que
f = gd +
d∑
i=1
ai(y).g
d−i
et que pour tout 1 ≤ i ≤ d, degy(ai) < n
d
ou` degy de´signe le degre´ en y. Cette e´criture est
appele´e l’expansion g-adique de f .
Cette construction peut eˆtre ge´ne´ralise´e a` une suite de polynoˆmes. Soit n = d1 > d2 > . . . >
dh+1 une suite d’entiers tel que pour tout 1 ≤ i ≤ h, di+1 divise di. Soit ei = di
di+1
, i = 1, . . . , h
et pour tout 1 ≤ i ≤ h + 1, soit gi un polynoˆme unitaire de S[y] de degre´ n
di
en y. Soit
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g = (g1, . . . , gh+1) et soit B(g) = {θ ∈ Nh+1; 0 ≤ θk < ek pour tout 1 ≤ k ≤ h et θh+1 < +∞}.
Alors f s’e´crit d’une fac¸on unique sous la forme
f =
∑
θ∈B(g)
aθg
θ1
1 . . . . .g
θh
h .g
θh+1
h+1
ou` θ = (θ1, . . . , θh+1). On appelle cette e´criture l’expansion g-adique de f . On appelle le g-
support de f l’ensemble Suppg(f) = {θ ∈ B(g), cθ 6= 0}.
Etant donne´s f et g comme ci-dessus, soit f = gd +
∑d
i=1 ai(y).g
d−i l’expansion g-adique de f .
Supposons que d est une unite´ dans S. Le transforme´ de Tschirnhausen de f par rapport a` g
est donne´ par τf (g) = g + d
−1a1. Notons que τf (g) = g si et seulement si a1 = 0. D’apre`s [1],
τf (g) = g si et seulement si degy(f − gd) < n− n
d
. Si l’une de ces conditions est satisfaite alors
g est appele´ la d-ie`me racine approche´e de f . D’apre`s [1], il existe une unique d-ie`me racine
approche´e de f . On le note Appd(f).
3.3 Le semi-groupe d’une singularite´ quasi-ordinaire
Soit K un corps alge´briquement clos de caracte´ristique nulle et soit
f(x, y) = yn + a1(x)y
n−1 + . . .+ an(x)
un polynoˆme non nul distingue´ de R = K[[x]][y] ou` x = (x1, . . . , xe). Supposons que le
discriminant de f est de la forme xN11 . . . . .x
Ne
e .u(x1, . . . , xe), ou` N1, . . . , Ne ∈ N et u(0) ∈
K∗. Un tel polynoˆme est dit quasi-ordinaire. Supposons que f est irre´ductible, d’apre`s le
the´ore`me d’Abhyankar-Jung toutes les racines de f(x, y) = 0 sont dans K[[x
1
n
1 , . . . , x
1
n
e ]]. Posons
xi = t
n
i , i = 1, . . . , e et soit y(t) = y(t1, . . . , te) ∈ K[[t1, . . . , te]] (qu’on note K[[t]]) tel que
f(tn1 , . . . , t
n
e , y(t)) = 0. On a :
f(tn1 , . . . , t
n
e , y) =
n∏
i=1
(y − y(wi1t1, . . . , wiete))
ou` (wi1, . . . , w
i
e)1≤i≤n sont des e´le´ments de (Un)
e, Un e´tant l’ensemble des racines n-ie`mes de
l’unite´ dans K.
On pose y(t) =
∑
p cpt
p et on de´finit le support de y comme e´tant l’ensemble {p|cp 6= 0}.
Clairement le support de y(w1t1, . . . , wete) ne de´pend pas de w1, . . . , we ∈ Un. On l’appelle le
support de f et on le note Supp(f). D’apre`s Lipman[20], Il existe une suite finie d’e´le´ments
dans Supp(f), note´e m1, . . . ,mh, tels que
i) m1 < m2 < . . . < mh, ou` < est de´fini par α < β si et seulement si αi < βi, i = 1, . . . , e.
ii) Si cp 6= 0, alors p ∈ (n.Z)e +
∑
|mi|≤|p|miZ (ou` pour tout p ∈ Ne,|p| est de´fini comme
e´tant la somme des composantes de p).
iii) mj /∈ (nZ)e +
∑
i<jmiZ.
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On appelle m1, . . . ,mh les exposants caracte´ristiques de f . Par convention on note mh+1 =
(+∞, . . . ,+∞). Si e = 1, cet ensemble n’est rien d’autre que les exposants de Newton-Puiseux
de f .
De´finition 3.3.1 Notons t = (t1, . . . , te), soit N ∈ N et soit φ(t) = (tN1 , . . . , tNe , z(t)) ∈
K[[t]]e+1. On dit que z(t) est une se´rie quasi-ordinaire s’il existe un nombre fini d’e´le´ments
m1, . . . ,mh dans Supp(z(t)) tel que les conditions i), ii), et iii) sont ve´rifie´es. On dit que
φ(t) est une branche quasi-ordinaire si φ est une racine d’un polynoˆme quasi ordinaire. Soit
q le degre´ du polynoˆme minimal g de z(x
1
N
1 , . . . , x
1
N
e ) sur K((x1, . . . , xe)) et remarquons que
g(tN1 , . . . , t
N
e , z(t)) = 0. Si q = N alors φ est dite primitive. Si q divise N et q < N , alors
φ n’est pas primitive. Enfin, si f.g est un polynoˆme quasi-ordinaire, on dit alors que φ(t)
est cohe´rent avec f . L’ensemble des branches quasi-ordinaires (resp. quasi ordinaires primi-
tifs, resp.quasi-ordinaires cohe´rents avec f) est note´ QO(K[[t]]e+1) (resp. PQO(K[[t]]e+1), resp.
(QO(K[[t]]e+1), f) ). Le polynoˆme minimal d’un e´le´ment quasi-ordinaire cohe´rent avec f est dit
un polynoˆme quasi-ordinaire cohe´rent avec f .
Soit N ∈ N et soit γ(x) = ∑p∈Ne cp.x pN ∈ K[[x 1N1 , . . . , x 1Ne ]] avec pN = (p1N , . . . , peN ) pour
tout p ∈ Ne. Supposons que γ(x) est quasi-ordinaire et notons {L1, . . . , Lh} l’ensemble des
exposants caracte´ristiques de γ. On pose F0 = K((x)), et Fk = Fk−1((x
L1k
N
1 ...x
Lek
N
e ), k = 1, . . . , h.
En particulier on a
F0 ⊆ F1 ⊆ ... ⊆ Fh = K((x
L1
N , . . . , x
Lh
N )).
Soit a10 = (N, 0, . . . , 0), . . . , a
e
0 = (0, . . . , N) la base canonique de (NZ)e, et soit D˜1 = N e. Soit
D˜k+1 le pgcd des mineurs d’ordre e de la matrice (a
1
0, . . . , a
e
0, (L1)
T , . . . , (Lk)
T ), k = 1, . . . , h.
On pose ek =
D˜k
D˜k+1
. Avec ces notations on a la proposition suivante :
Proposition 3.3.2 i) Pour k ∈ {1, . . . , h}, Fk est une extension alge´brique de degre´ ek de
Fk−1.
ii) Pour k ∈ {1, . . . , h}, Fk est une extension alge´brique de degre´ ek.ek−1. . . . .e1 de F0.
iii) Fh = F0(γ(x)).
Notons g(x, y) le polynoˆme minimal de γ(x) sur F0,on a :
iv) degy(g) = e1. . . . .eh =
D˜1
D˜h+1
=
N e
D˜h+1
.
v) g est un polynoˆme quasi-ordinaire dans K[[x]][y].
De´monstration iii) re´sulte de [20], parag.5, et les autres assertions sont e´videntes.
Soit n le degre´ en y de g, en particulier γ(x) ∈ K[[x
1
n
1 , . . . , x
1
n
e ]]. Soit mk =
n
N
.Lk, k = 1, . . . , h,
en particulier m1, . . . ,mh ve´rifient les conditions i), ii) et iii).
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Soit M(e, e) la matrice unite´ d’ordre e. Soit D1 = n
e et pour tout 1 ≤ k ≤ h, soit Dk+1 le pgcd
des mineurs d’ordre e de la matrice (nM(e, e), (m1)
T , . . . , (mk)
T ). Clairement ek =
Dk
Dk+1
pour
tout 1 ≤ k ≤ h. En particulier, comme degyg = n alors Dh+1 = ne−1.
On pose di =
Di
Dh+1
pour tout 1 ≤ i ≤ h + 1. En particulier d1 = n et dh+1 = 1. La suite
(d1, d2, . . . , dh+1) est appele´e la suite des pgcd associe´s a` f .
E´tant donne´e une se´rie u =
∑
p cpt
p dans K[[t]], on note In(u) la forme initiale de u : si
u = ud + ud+1 + . . . est la de´compostion de u comme somme de composantes homoge`nes, alors
In(u) = ud. On pose d = Ot(u) et on l’appelle le t-ordre de u. On note exp(u) l’exposant
dominant de u : c’est le plus grand exposant dans In(u) par rapport a` l’ordre lexicographique.
Le monoˆme cexp(u)t
exp(u) est note´ M(u), et appele´ le monoˆme initial de u.
Soit φ(t) = (φ1(t), . . . , φe+1(t)) ∈ K[[t]]e+1, le t-ordre de φ est de´fini par
ordt(φ(t)) = min1≤i≤e+1Ot(φi(t)).
Soit g un polynoˆme non-nul quasi-ordinaire de R. L’ordre de g par rapport a` f , note´ O(g, f),
est de´fini par exp(g(tn1 , . . . , t
n
e , y(t)). Notons que cet ordre ne de´pend pas du choix de la racine
y(t) de f(tn1 , . . . , t
n
e , y) = 0. L’ensemble {O(f, g)|g ∈ R} est un semi-groupe de Ne. On l’appelle
le semi-groupe associe´ avec f et on le note Γ(f).
Soit r1 = m1 et pour j = 1, . . . , h − 1, rj+1 = ejrj + mj+1 − mj. Si {a1, . . . , ae} est la base
canonique de Ze, alors l’ensemble {na1, . . . , nae, r1, . . . , rh} engendre le semi-groupe de f , Γ(f).
Soit y1(t), . . . , yn(t) l’ensemble des racines de f(t
n
1 , . . . , t
n
e , y) = 0 de´ja` introduites. Soit 1 ≤ j ≤
n, on a :
Lemme 3.3.3 i) In(yj − yi) est un monoˆme pour tout i 6= j. De plus,
{exp(yi − yj)|1 ≤ i 6= j ≤ n} = {m1, . . . ,mh}.
ii) Pour tout 1 ≤ k ≤ h, le cardinal de {yi|exp(yi − yj) = mk} est dk − dk+1.
De´monstration La preuve est similaire a` celle des courbes planes. Notons que pour 1 ≤ i 6=
j ≤ n, comme yi − yj divise le discriminant, alors yi − yj = a.tmij .uij, ou` a ∈ K∗,mij est un
exposant caracte´ristique et uij est une unite´ dans K[[t]]. En particulier, In(yi − yj) = a.tmij .
Soit φ(t) = (tp1, . . . , t
p
e, Y (t)), ψ(t) = (t
q
1, . . . , t
q
e, Z(t)) deux e´le´ments non nuls de PQO(K[[t]]
e+1).
On de´finit le contact entre φ et ψ par c(φ, ψ) =
1
pq
exp(Y (tq1, . . . , t
q
e)− Z(tp1, . . . , tpe)).
Le contact entre f et φ, note´ c(f, φ), est de´fini comme e´tant l’e´le´ment maximal parmi l’ensemble
de contacts entre φ et les racines de f(tn1 , . . . , t
n
e , y) = 0.
Soit g = ym + b1(x)y
m−1 + . . . + bm(x) un polynoˆme distingue´ de R. Supposons que g est un
polynoˆme quasi-ordinaire irre´ductible et soit ψ(t) = (tm1 , . . . , t
m
e , z(t)) une racine de g(x, y) = 0.
On de´finit le contact entre f et g par c(f, g) = c(f, ψ), et on note que cette de´finition ne de´pend
pas du choix de la racine ψ de g. Si g est cohe´rent avec f , alors In(f(ψ(t)) = M(f(ψ(t)).
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Supposons que g est un polynoˆme quasi-ordinaire irre´ductible cohe´rent avec f et soient (D′j)1≤j≤h′+1
(resp. (d′j)1≤j≤h′+1, (m
′
j)1≤j≤h′) l’ensemble des suites caracte´ristiques associe´es avec g. Soit c le
contact entre f et g. Avec ces notations on a la proposition suivante :
Proposition 3.3.4 i) Si |n.c| < |m1| alors O(f, g) = n.m.c.
ii) Si |mq| ≤ |n.c| < |mq+1|, 1 ≤ q ≤ h alors O(f, g) = (rqdq + (nc−mq)dq+1).m
n
.
iii) Si |c| > |mq
n
|, alors n
dq+1
divise m.
De´monstration Soit (tm1 , . . . , t
m
e , z(t)) une racine de g(x, y) = 0, on a O(f, g) = exp(f(t
m
1 , . . . , t
m
e , z(t))).
Comme
f(tn1 , . . . , t
n
e , y) =
∏
w1,...,we∈Un
(y − y(w1t1, . . . , wete))
alors
f(tm1 , . . . , t
m
e , z(t)) =
∏
w1,...,we∈Un
(z(t)− y(w
m
n
1 t
m
n
1 , . . . , w
m
n
e t
m
n
e )))
par conse´quent
O(f, g) =
∑
w1,...,we∈Un
exp(z(t)− y(w
m
n
1 t
m
n
1 , . . . , w
m
n
e t
m
n
e )).
Supposons que c(f, g) =
1
nm
exp(y1(t
m
1 , . . . , t
m
e )− z(tn1 , . . . , tne )).
i) Si |c| < |m1
n
| alors exp(z(t)− y1(w
m
n
1 t
m
n
1 , . . . , w
m
n
e t
m
n
e )) = mc. Par conse´quent O(f, g) = n.m.c.
ii) Sinon, soit q l’unique entier tel que |mq| ≤ |n.c| < |mq+1|. On a :
ii.1) Si exp(y1(t
m
n
1 , . . . , t
m
n
e )− y1(w
m
n
1 t
m
n
1 , . . . , w
m
n
e t
m
n
e )) =
m
n
.ml avec l ≤ q alors
exp(z(t)− y1(w
m
n
1 t
m
n
1 , . . . , w
m
n
e t
m
n
e )) =
m
n
.ml.
Par conse´quent
card{y1(w
m
n
1 t
m
n
1 , . . . , w
m
n
e t
m
n
e ), exp(z(t)−y1(w
m
n
1 t
m
n
1 , . . . , w
m
n
e t
m
n
e )) =
m.ml
n
} = dl−dl+1, l = 1, . . . , q.
ii.2) Si exp(y1(t
m
n
1 , . . . , t
m
n
e )− y1(w
m
n
1 t
m
n
1 , . . . , w
m
n
e t
m
n
e )) =
m
n
.ml avec l > q alors
exp(z(t)− y1(w
m
n
1 t
m
n
1 , . . . , w
m
n
e t
m
n
e )) = m.c.
Par conse´quent
card{y1(w
m
n
1 t
m
n
1 , . . . , w
m
n
e t
m
n
e ), exp(z(t)− y1(w
m
n
1 t
m
n
1 , . . . , w
m
n
e t
m
n
e )) = c.m} = dq+1.
D’ou`
O(f, g) = dq+1.c.m+
q∑
l=1
(dl − dl+1).m.ml
n
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=
m
n
(rqdq + (nc−mq)dq+1).
iii) Soit φ = (tn1 , . . . , t
n
e , y(t)) (resp. ψ = (t
m
1 , . . . , t
m
e , z(t))) une racine de f(x1, . . . , xe, y) = 0
(resp. g(x1, . . . , xe, y) = 0) et supposons que c = c(φ, ψ). Si |nc| > |mq| alors les exposants de
z(tn1 , ..., t
n
e ) coincident avec ceux de y(t1
m, ..., te
m) jusqu’au moins mq.m. Ecrivons y(t) =
∑
i cit
i
et z(t) =
∑
j c
′
jt
j, alors pour tout i ∈ Supp(y), il existe j ∈ Supp(z) tel que i.m = j.n.
D’autre part, le pgcd des mineurs de la matrice (m.nM(e, e), (m.m1)
T , . . . , (m.mq)
T ) estme.Dq+1,
et celui de la matrice (m.nM(e, e), (n.m′1)
T , . . . , (n.m′q)
T ) est ne.D′q+1. D’ou`m
e.Dq+1 = n
e.D′q+1,
en particulier me.ne−1dq+1 = ne.me−1.d′q+1. Ceci implique m =
n
dq+1
.d′q+1, ce qui montre le
re´sultat.
Avec les notations ci-dessus, soit q ∈ N, 1 ≤ q ≤ h + 1. Soit gq la dq-ie`me racine approche´e
de f . On sait que gq est un polynoˆme quasi-ordinaire, que c(f, gq) =
mq
n
et que O(f, gq) = rq.
Soit g = (g1, . . . , gh, gh+1) l’ensemble des dk-ie`mes racines approche´es de f , 1 ≤ k ≤ h + 1, et
rappelons que degy(g1) = 1 et que gh+1 = f . Soit
B(g) = {θ ∈ Nh+1; 0 ≤ θk < ek pour tout 1 ≤ k ≤ h et θh+1 < +∞}.
Soit F (x, y) un polynoˆme unitaire de R, alors F peut eˆtre e´crit d’une fac¸on unique sous la
forme suivante :
F =
∑
θ∈B(g)
cθ(x)g
θ1
1 . . . . .g
θh
h .g
θh+1
h+1
Soit Suppg(F ) = {θ ∈ B(G), cθ(x) 6= 0} et B′(G) = {θ ∈ SuppG(F ); θh+1 = 0}. Clairement f
divise F si et seulement si B′(G) = ∅. Sinon, il existe θ ∈ Suppg(F ) unique tel que O(f, F ) =
O(f, cθ(x).g
θ1
1 . . . . .g
θh
h ) = O(f, c
θx
θ10
1 . . . . .x
θe0
e g
θ1
1 . . . . .g
θh
h ) =
∑e
i=1 θ
i
0r
i
0 +
∑h
k=1 θkrk.
On a aussitoˆt le corollaire suivant :
Corollaire 3.3.5 Soit F un e´le´ment non-nul de R, il existe un polynoˆme F1 de R, quasi-
ordinaire cohe´rent avec f tel que O(f, F ) = O(f, F1).
De´monstration Re´sulte du fait que gθ11 . . . . .g
θh
h est un polynoˆme quasi-ordinaire cohe´rent
avec f .
3.4 La ”fonction d’Artin modifie´e” d’une singularite´ quasi-
ordinaire
3.4.1 De´finition et quelques proprie´te´s
Soit f = yn+a1(x)y
n−1+ . . .+an(x) un polynoˆme quasi-ordinaire distingue´ irre´ductible de R et
soit (m1, . . . ,mh), (r1, . . . , rh), (d1, . . . , dh, dh+1), et (e1, . . . , eh) les suites associe´es a` f (comme
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de´ja` de´crites dans la section pre´ce´dente). On suppose que n est la multiplicite´ a` l’origine de f ,
i.e Oxai(x) ≥ n− i pour tout 1 ≤ i ≤ n.
De´finition 3.4.1 La ”fonction d’Artin modifie´e” de f est une application de N dans N de´finie
de la fac¸on suivante : pour tout i ∈ N, β(i) est le plus petit entier ve´rifiant la proprie´te´ suivante :
Pour tout φ(t) ∈ (QO(K[[t]]e+1), f), si Ot(f(φ(t))) ≥ β(i) + 1, alors il existe ψ(t) tel que
f(ψ(t)) = 0 et ordt(φ(t)− ψ(t)) ≥ i+ 1.
De´finition 3.4.2 Soit φ(t) ∈ (QO(K[[t]]e+1), f). On dit que φ(t) est congru a` f modulo l’ordre
i, et qu’on note φ ∼=i f , s’il existe ψ(t) ∈ QO(K[[t]]e+1) tel que f(ψ(t)) = 0 et ordt(φ(t)−ψ(t)) ≥
i+ 1.
Lemme 3.4.3 Pour tout i ∈ N, β(i) = max{Otf(φ(t))|φ ∈ (QO(K[[t]]e+1), f), φif}.
De´monstration Soit i ∈ N et soit φ ∈ (QO(K[[t]]e+1), f). Si φif , alors pour tout ψ ve´rifiant
f(ψ(t)) = 0, ordt(φ(t)−ψ(t)) ≤ i. En plus, d’apre`s la de´finition de β(i), si Otf(φ(t)) ≥ β(i)+1
alors il existe ψ(t) tel que f(ψ(t)) = 0 et ordt(φ(t)− ψ(t)) ≥ i+ 1. Ceci montre que pour tout
φ ∈ (QO(K[[t]]e+1), f), si φif alors Otf(φ(t)) ≤ β(i). En particulier,
β(i) ≥ max{Otf(φ(t))|φ ∈ (QO(K[[t]]e+1), f), φif}
Posons β′(i) = max{Otf(φ(t))|φ ∈ (QO(K[[t]]e+1), f) et φif} et supposons que β(i) > β′(i).
Pour tout φ ∈ (QO(K[[t]]e+1), f), si φif , alors Otf(φ(t)) < β(i). En particulier, pour tout
φ ∈ (QO(K[[t]]e+1), f), si Otf(φ(t)) ≥ β(i) > β′(i), alors φ ∼=i f , i.e. il existe ψ(t) tel que
f(ψ(t)) = 0 et ordt(φ(t) − ψ(t)) ≥ i + 1. Donc β′(i) ve´rifie la proprie´te´ de la de´finition 3.4.1,
mais β′(i) < β(i). Ce qui contredit la minimalite´ de β(i).
Lemme 3.4.4 Soit i ∈ N et soit φ ∈ (QO(K[[t]]e+1), f). Si φif alors ordt(φ) ≤ i.
De´monstration Si φif alors ordt(φ(t)−ψ(t)) ≤ i pour tout ψ tel que f(ψ) = 0. Soit k ∈ N,
on peut trouver une racine ψ(t) tel que ordt(ψ) est un multiple de k. En particulier il existe
une racine ψ de f tel que ordt(ψ) > i. Comme ordt(φ− ψ) ≤ i, alors ordt(φ(t)) ≤ i.
Corollaire 3.4.5 Avec les meˆmes notations du lemme pre´ce´dent, si i < n et ordt(φ) =
ordt(φ1), alors φ
i
f si et seulement si ordt(φ) ≤ i.
De´monstration Si φif alors ordt(φ) ≤ i par le lemme pre´ce´dent. Supposons que ordt(φ) ≤ i
et soit ψ ∈ QOK[[t]]e+1 une racine de f(x1, . . . , xe, y) = 0. Par hypothe`se, ordt(ψ) ≥ n et
ordt(φ) ≤ i < n. Ce qui montre que ordt(φ− ψ) = ordt(φ) ≤ i. En particulier φif .
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3.4.2 Calcul de β(i), i < n
Avec les notations des sections pre´ce´dentes on a le the´ore`me suivant :
The´ore`me 3.4.6 Soit 1 ≤ i ≤ n− 1 et soit q l’unique entier tel que n
dq
≤ i < n
dq+1
. On a :
β(i) = max{|r1|i, |r2|.[id2
n
], ...|rq|.[idq
n
]}
Ou` pour tout r ∈ Ne, |r| est de´fini comme e´tant la somme des composantes de r.
De´monstration Rappelons que β(i) = max{Otf(φ(t))|φ(t) ∈ (QO(K[[t]]e+1), f), φ i f} et
que par le lemme 3.4.4, si φ i f alors ordtφ(t) ≤ i. Soit φ(t) = (t1mk, ..., temk, y(tk1, . . . , tke)) ∈
(QO(K[[t]]e+1), f), si ordt(φ) < ordt(φ1), alors Ot(f(φ)) ≤ n.ordt(φ) ≤ ni ≤ |r1|.i. D’autre
part, soit y(t) =
∑
p cpt
p une racine de f(tn1 , . . . , t
n
e , y) = 0 et φ
1 = (ti1, . . . , t
i
e,
∑
|p|≥|mh| cpt
p),
alors Ot(f(φ
1)) = |r1|.i. Par conse´quent on a
β(i) = max{Otf(φ(t))|φ ∈ (QO(K[[t]]e+1), f), φ i f et ordt(φ) = Ot(φ1)}
mais par le corollaire 3.4.5, on a :
β(i) = max{Otf(φ(t))|φ ∈ (QO(K[[t]]e+1), f), ordt(φ) = ordt(φ1) ≤ i}
Soit φ = (tmk1 , . . . , t
mk
e , z(t
k
1, . . . , t
k
e)) comme de´ja` donne´, et supposons que (t
m
1 , . . . , t
m
e , z(t)) ∈
(PQO(K[[t]]e+1), f). Soit g = ym+b1(x)y
m−1+. . .+bm(x) le polynoˆme minimal de z(x
1
m
1 , . . . , x
1
m
e )
sur K((x1, . . . , xn)). Clairement Otf(φ(t)) = k|O(f, g)|. Soit c = c(f, g). Si |nc| < |m1|, alors
O(f, g) = n.m.c, en particulier k|O(f, g)| = k.|m.n.c| ≤ i.|n.c| ≤ i.|m1| = i.|r1|. Sinon, soit a
l’unique entier tel que |ma| ≤ |n.c| < |ma+1| et soit s = max{j,m ' 0 mod n
dj+1
}. On a ou
bien a < s, ou bien nc = ms = ma. Mais alors
kO(f, g) = [rada + (nc−ma)da+1].km
n
≤ (rs+1ds+1).km
n
= rs+1.
kmds+1
n
et comme
kmds+1
n
∈ N, et km ≤ i, alors O(f, g) ≤ rs+1[ids+1
n
].
Par conse´quent,
β(i) ≤ max{|r1|i, |r2|.[id2
n
], . . . , |rq|.[idq
n
]}
Pour avoir l’e´galite´, soient 1 ≤ a ≤ q et ka = [ ida
n
]. On pose φa = (t
n
da
.ka
1 , ...t
n
da
.ka
e , y¯(t
ka
1 , . . . , t
ka
e )),
ou` y(t) =
∑
p cpt
p est une racine de f(tn1 , . . . , t
n
e , y) = 0 et y¯(t) =
∑
|p|<|ma|
cpt
p
da . Dans ce cas,
Ot(f(φ
a)) = ka.|ra|.
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3.4.3 Lien entre β(i) et le semi-groupe de f
Les notations sont celles des sections pre´ce´dentes, ordonnons Ne par rapport a` l’ordre dia-
gonal de´fini comme suit : soit α, β ∈ Ne, on a
α < β ⇐⇒

|α| < |β|
ou
|α| = |β|, α <lex β
La ”fonction d’Artin modifie´e” peut ainsi eˆtre de´finie de la manie`re suivante : e´tant donne´
un entier i ∈ N, soit b(i) un e´le´ment de Ne tel que pour tout φ(t) ∈ (QOK[[t]]e+1, f), si
expf(φ(t)) > b(i) (ou` l’ordre est de´fini comme ci-dessus), alors il existe une racine ψ(t) de f
tel que ordt(φ − ψ) > i. On de´finit β˜(i) comme e´tant l’e´le´ment minimal parmi l’ensemble des
b(i). Avec cette de´finition, le meˆme argument que dans la section 3.4.2 montre que pour i < n,
β˜(i) =max{r1.i, . . . , rh[idh
n
]}. En particulier β˜( n
dq
) = rq pour tout q = 1, . . . , h.
3.4.4 Calcul de β(i), i ≥ n
Les notations sont celles des sections 3.4.1, et 3.4.2., on se propose ici de calculer β(i) pour
i ≥ n. On montre d’abord le re´sultat suivant :
Lemme 3.4.7 Soit i ∈ N et soit φ ∈ QO(K[[t]]e+1, f). On pose c = c(f, φ). Si ordt(φ) =
Ot(φ1), n|ordt(φ), et |c| > i
ordt(φ)
alors φ∼=if .
De´monstration Soit φ(t) ∈ K[[t]]e+1 tel que φ ve´rifie les conditions du lemme. Il existe p ∈ N
tel que φ(t) = (tnp1 , ..., t
np
e , θ(t)). Soit m, s ∈ N tels que φ(t) = (tms1 , ..., tmse , z(ts1, ..., tse)) et que
φ¯ = (tm1 , ..., t
m
e , z(t1, ..., te)) ∈ PQO(K[[t]]e+1). Soit ψ(t) = (tnp1 , . . . , tnpe , y(tp1, . . . , tpe)) une racine
de f tel que c(f, φ¯) = c(ψ¯, φ¯) ou` ψ¯ = (tn1 , . . . , t
n
e , y(t1, . . . , te)). On a :
|c| = 1
nm
|exp(z(tn1 , ...tne )− y(tm1 , ...tme ))| =
1
np
|exp(z(t
np
m
1 , ...t
np
m
e )− y(t
mp
m
1 , ...t
mp
m
e ))|
=
1
np
|exp(z(ts1, ...tse)− y(tp1, . . . , tpe))| >
i
ordt(φ)
Mais φ(t) − ψ(t) = (0, . . . , 0, (z(ts1, ...tse) − y(tp1, . . . , tpe)). En particulier ordt(φ(t) − ψ(t)) >
inp
ordt(φ)
= i. Ce qui montre notre assertion.
The´ore`me 3.4.8 Si i ≥ n alors
β(i) = max{ni, |r1|.k1(i), . . . , |rh|.kh(i), θ(i, q), 1 ≤ q ≤ h}
ou`
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kq(i) =
{
[ idq
n
] si [ idq
n
] 6'0 mod dq
[ idq
n
]− 1 sinon
et :
θ(i, q) =

[ i|mq | ](|rq|dq − |mq|dq+1) + idq+1 si [
i
|mq+1| ] < [
i
|mq| ]
0 si [
i
|mq+1| ] = [
i
|mq| ]
Par convention, |mh+1| = +∞.
De´monstration Rappelons que β(i) = max{Otf(φ(t))|φif, φ ∈ (QO(K[[t]]e+1), f)} et que
par le lemme 3.4.4., si φif alors ordt(φ) ≤ i. Soit φ ∈ (QO(K[[t]]e+1), f) et supposons que
φif . Par le lemme pre´ce´dent on a trois cas :
1er cas) ordt(φ) < Ot(φ1) : dans ce cas, Ot(f(φ)) = Ot(y(t)
n) ≤ n.ordt(φ) ≤ ni et si
φ = (0, . . . , 0, ti1), alors Otf(φ(t)) = in.
2e`me cas) ordt(φ) = Ot(φ1) et n ne divise pas ordt(φ) : e´crivons φ(t) = (t
mk
1 , ..., t
mk
e , z(t
k
1, ...t
k
e))
ou` m, p ∈ N et (tm1 , ..., tme , z(t)) ∈ PQO(K[[t]]e+1). Soit g = ym + b1(x)ym−1 + . . . + bm(x)
le polynoˆme minimal de z(x
1
m
1 , . . . , x
1
m
e ) sur K((x1, . . . , xe)), et posons c = c(f, g). Comme
n =
n
dh+1
ne divise pas m, alors |nc| ≤ |mh|. Si |nc| < |m1|, alors Otf(φ) = |k.O(f, g)| =
|k.n.m.c| ≤ i.n. Sinon, soit a l’unique entier tel que |ma| ≤ |n.c| < |ma+1| et soit s =
max{j,m ' 0 mod n
dj+1
}. On a ou bien a < s ou bien nc = ms = ma. Par conse´quent
|kO(f, g)| = Ot(f(φ(t)) ≤ mk. |rs+1ds+1|
n
. Soit l un entier ve´rifiant les conditions suivantes :
- (*)l.
n
ds+1
≤ i.
- (**)n ne divise pas l.
n
ds+1
.
Clairement l ≤ ks+1(i). En plus, ks+1(i) ve´rifie les conditions (*) et (**). En particulier, ks+1(i)
est le plus grand entier l pour lequel les conditions (*) et (**) sont satisfaites.
D’autre part, mk = ordt(φ(t)) ≤ i et n ne divise pas mk. D’ou` m.k.ds+1
n
ve´rifie les conditions
(*) et (**), en particulier m.k ≤ n
ds+1
ks+1(i). Ceci implique que Otf(φ(t)) ≤ ks+1(i).|rs+1|.
L’e´galite´ est atteinte pour
φ(t) = (t
n
ds+1
.ks+1(i)
1 , ..., t
n
ds+1
.ks+1(i)
e ,
∑
|p|<|ms+1|
cpt
ks+1(i).
p
ds+1 ),
ou` y(t) =
∑
p cpt
p une racine de f(tn1 , . . . , t
n
e , y) = 0.
3e`me cas) ordt(φ) = Ot(φ1), n divise ordt(φ), et |c| ≤ i
ordt(φ)
: e´crivons φ(t) = (tnp1 , ..., t
np
e , z(t)) =
(tmk1 , ..., t
mk
e , θ(t
k
1, ..., t
k
e)) ou` p,m, k ∈ N et (tm1 , ..., tme , θ(t)) ∈ PQO(K[[t]]e+1). Comme |c| ≤
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i
ordt(φ)
=
i
np
, alors n.|c| ≤ i
p
. Soit q tel que |mq| ≤ i
p
< |mq+1|. Comme i|mq+1| < p ≤
i
|mq|
alors [
i
|mq+1| ] + 1 ≤ p ≤ [
i
|mq| ] (notons que si q = h alors par convention,
i
|mq+1| = 0).
Soit 1 ≤ q′ ≤ h tel que |mq′| ≤ |nc| < |mq′+1|, alors
Otf(φ(t)) = |km
n
(rq′dq′ + (nc−mq′)dq′+1)|
Mais n|c| ≤ i
p
, en particulier q′ ≤ q (en effet, |mq′| ≤ n|c| < |mq′+1| et |mq| ≤ i
p
< |mq+1|).
- Si q′ < q, alors :
Otf(φ(t)) =
km
n
|rq′dq′ + (nc−mq′)dq′+1| = p.|rq′dq′ + (nc−mq′)dq′+1|
≤ p.|rq′+1dq′+1| ≤ [ i|mq| ].|rq|dq.
Mais
i.dq+1 = |mq|dq+1. i|mq| ≥ |mq|dq+1[
i
|mq| ]
alors,
Otf(φ(t)) ≤ [ i|mq| ]|rq|dq − [
i
|mq| ]|mq|dq+1 + [
i
|mq| ]|mq|dq+1
≤ [ i|mq| ]|rq|dq − [
i
|mq| ]|mq|dq+1 + idq+1 = θ(i, q)
- Si q′ = q, alors
Otf(φ(t)) = p|rqdq −mqdq+1|+ idq+1 ≤ [ i|mq| ]|rqdq −mqdq+1|+ idq+1 = θ(i, q)
L’e´galite´ est atteinte pour
φ(t) = (tnp1 , ...t
np
e , y
′
1(t)) =
∑
j,|j|< i
p
cjt
pj + Zti1
ou` y(t) =
∑
j cjt
j une racine de f(tn1 , . . . , t
n
e , y) = 0, p = [
i
|mq| ] et Z est un e´le´ment ge´ne´rique
de K. Soit φ(t) = (tmk1 , ...t
mk
e , ρ(t
k
1, ...t
k
e)) ou` m, k ∈ N et (tm1 , ...tme , ρ(t)) ∈ (PQO(K[[t]]e+1), f).
On a
ρ(tn1 , . . . , t
n
e ) = y
′
1(t
n
k
1 , . . . , t
n
k
e ) =
∑
j,|j|< i
p
cj.t
jm + Zt
ni
k
1
et un calcul direct montre que, pour un bon choix de Z, |c| = i
np
.
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Exemple 3.4.9 Soit f(x1, x2, y) = (y
2 − x21x2)2 − x51x22y ∈ K[[x1, x2]][y]. Alors f est un po-
lynoˆme quasi-ordinaire et par le crite`re donne´ dans [5] f est irre´ductible. De plus, g1 = y et
g2 = y
2 − x21x2 sont les racines approche´es de f . Les suites caracte´ristiques de f sont donne´es
par : r10 = (4, 0), r
2
0 = (0, 4), r1 = O(f, g1) = (4, 2), r2 = O(f, g2) = (12, 5), d1 = 4, d2 = 2, d3 =
1, m1 = r1 = (4, 2),m2 = (8, 3),m3 = (+∞,+∞). Par le calcul β˜(1) = r1, β˜(2) = r2, β˜(3) =
max(3r1, [3.
2
6
].r2) = 3r1, en particulier β(1) = 6, β(2) = 17, β(3) = 18. D’autre part, pour
i ≥ 4,on a :
k1(i) =
{
[ id1
n
] = i si [ id1
n
] = i 6'0 mod 4
[ id1
n
]− 1 = i− 1 sinon
k2(i) =

[ id2
n
] = [
i
2
] si [ id2
n
] = [
i
2
] 6'0 mod 2
[ id2
n
]− 1 = [ i
2
]− 1 sinon
θ(i, 1) =

[ i|m1| ](|r1|d1 − |m1|d2) + id2 = 12[
i
6
] + 2i si [
i
|m2| ] = [
i
11
] < [
i
|m1| ] = [
i
6
]
0 si [
i
11
] = [
i
6
]
θ(i, 2) =

[ i|m2| ](|r2|d2 − |m2|d3) + id3 = 23[
i
11
] + i si [
i
|m3| ] = 0 < [
i
|m2| ] = [
i
11
]
0 si 0 = [
i
11
]
En utilisant la formule trouve´e dans 3.4.8, on a : β(4) = |r1|k1(4) = 18, β(5) = |r1|k1(5) = 30,
et β(6) = |r2|k2(6) = 51 et que β(i) = |r2|.k2(i), i ≥ 7.
Remarque 3.4.10 Dans son papier, M. Hickel [15] a montre´ que la fonction d’Artin-Greenberg
d’une branche plane est du type Pas-Presburg, i.e. il existe d,N ∈ N tel que pour i > N , β(i) =
aρ(i)i+ bρ(i) ou` ρ(i) de´signe la classe de i modulo d. Dans le cas pre´sent, on a β(i) = |rh|.kh(i)
pour i >> 0.
En effet soit q < h,
|rq|.kq(i) ≤ |rq|. idq
n
= |rq|. idh
n
.
dq
dh
mais
|rq|. dq
dh
≤ |rh| − 1
en particulier
|rq|.kq(i) ≤ |rh|. idh
n
− idh
n
Mais
idh
n
= [
idh
n
] +
R
n
avec 0 ≤ R < n, par conse´quent |rq|.kq(i) ≤ |rh|.kh(i).
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D’autre part,
θ(i, q) ≤ i|mq|(|rq|dq − |mq|dq+1) + idq+1 =
i
|mq| |rq|dq ≤ |rh|.kh(i)
De plus, θ(i, h) ≤ i|mh| .|rh|.dh =
n
|mh| .|rh|.
idh
n
. Mais |rh|. idh
n
' |rh|.kh(i) et n|mh| < 1, d’ou`
θ(i, q) ≤ |rh|.kh(i) pour q ≤ h. En particulier, pour i >> 0, β(i) = |rh|.kh(i).
En particulier, la ”fonction d’Artin modifie´e” de f est du type Pas-Presburg avec d =
n
dh
.
3.5 La fonction d’Artin-Greenberg pour les singularite´s
quasi-ordinaires
Soit f(x1, . . . , xe, y) = y
n+a1(x)y
n−1+ . . .+an(x) un polynoˆme quasi-ordinaire irre´ductible de
K[[x1, . . . , xe]][y]. On associe a` f le polynoˆme F (x, y) = f(x, x, . . . , x, y). On note la ”fonction
d’Artin modifie´e” de f par βf et celle d’Artin-Greenberg de F par βF .
Lemme 3.5.1 Pour tout i ∈ N,
βF (i) = max{Otf(φ(t))|φ ∈ K[[t]]e+1, φiF}
De´monstration Voir lemme 3.4.3.
Proposition 3.5.2 Supposons que f = yn − xm11 . . . .xmee ou` pgcd(n,m1, . . . ,me) = 1. Si
F (x, y) = f(x, x, . . . , x, y) est irre´ductible dans K[[x]][y] alors pour tout i ∈ N, βF (i) = βf (i).
De´monstration F (x, y) = f(x, x, . . . , y) = yn − x∑mj , notons m = ∑mj. Comme F est
irre´ductible alors :
i) i < n =⇒ βF (i) =
∑e
j=1mj.i = βf (i).
ii) i ≥ n : dans ce cas, alors d’apre`s les formules du chapitre 2., on a
βF (i) = max{n.i,m.k1F (i), θF (i, 1)}
mais θF (i, 1) = [
i
m
](m.n−m) + i ≤ n.i, d’ou` βF (i) = max{n.i,mk1F (i)} ou`
k1F (i) =
{
i si i 6'0 mod n
i− 1 sinon
D’autre part
βf (i) = max{n.i,
∑
j
mj.k
1
f (i)}
ou`
k1f (i) =
{
i si i 6'0 mod n
i− 1 sinon
Ainsi βF (i) = βf (i)
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Proposition 3.5.3 Supposons que f = yn − xm11 . . . .xmee ou` pgcd(n,m1, . . . ,me) = 1 et que
F (x, y) = f(x, x, . . . , y) n’est pas ne´cessairement irre´ductible dans K[[x]][y]. On a :
βF (i) = βf (i)⇐⇒ pgcd(n,
∑
j
mj) < n
De´monstration F (x, y) = f(x, x, . . . , y) = yn−x∑mj , si F est re´ductible alors pgcd(n,∑mj) =
d > 1.
i) Si d alors F (x, y) =
∏n
i=1 y − yj(x) ou` yj(x) = wj.x
∑
mj
n , avec w est une racine n-ie`me
primitive de l’unite´. Dans ce cas βF (i).i.
D’autre part, βf (i) =
∑
mj.i, i < n, d’ou`, βF (i) < βf (i).
ii) Sinon, il existe n′,m′ tel que n = n′.d,
∑
mj = m
′.d. De plus
F (x, y) =
d∏
j=1
(yn
′ − yj(x))
et pour tout 1 ≤ j ≤ d, yj(x) = wj.xm′ ou` w est une racine n-ie`me primitive de l’unite´. Soit
Gj(x, y) = y
n′ − yj(x), on voit que les Gi(x, y) sont e´quisinguliers, par conse´quent βF (i) =
d.βG1(i).
ii.1) Si i < n alors βG1(i) = i.m
′, par conse´quent βF (i) =
∑e
j=1mj.i = βf (i).
ii.2) Si i ≥ n, alors d’apre`s les formules du chapitre 2, on a
βG1(i) = max{n′.i,m′(i− 1), θG(i, 1)}
mais θG1(i, 1) = [
i
m′
](m′.n′ −m′) + i ≤ n′.i, d’ou`
βG1(i) = max{n′.i,m′(i− 1)}
en particulier
βF (i) = d.max{n′.i,m′(i− 1)} = max{n.i,
∑
j
mj(i− 1)}.
En appliquant la meˆme proce´dure a` f on trouve que
βf (i) = max{n.i,
∑
j
mj.(i− 1)}.
D’ou` l’e´galite´.
3.6 Calcul de la ”fonction d’Artin modifie´e” avec MAPLE
> pgcd := proc (liste : :list) ] Calcule le pgcd d’une liste
if nops(liste) = 1 then op(liste)
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else gcd(op(1, liste), pgcd([op(2 .. nops(liste), liste)]))
end if
end proc :
> with(linalg) ; with(combinat) ; M := proc (L : :list, e : :integer) ] Calcule le pgcd des mineurs
d’une matrice d’ordre e
local S, S1, S2, i, j, P, M, Det, H, M1, d ;
S := op(L) ;
S1 := choose(S, e) ;
P := [op(S1)] ;
for j from 1 to nops(P) do M[j] := matrix([op(P[j])]) ;
Det[j] := det(M[j]) end do ; M1 := [seq(M[j], j = 1 .. nops(P))] ;
Det := [seq(Det[i], i = 1 .. nops(P))] ;
d := pgcd(Det)
end proc :
> diviseur := proc (r : :list, e) ] Calcule la suite des pgcd d’une liste
local a, D ;
D[1] := M([op(1 .. e, r)], e) ;
for a from 2 to nops(r)+1-e do D[a] := M([op(1 .. e+a-1, r)], e) end do ;
[seq(
D[a]
D[nops(r) + 1− e] , a = 1 .. nops(r)+1-e)]
end proc :
> m := proc (r : :list, e) ] Calcule la suite (mi)0≤i≤h
local a, m, d ;
d := diviseur(r, e) ;
for a to e do m[a] := r[a] end do ;
m[e+1] := r[e+1] ;
for a from e+2 to nops(r) do m[a] := r[a]+m[a-1]-r[a-1]*
d[a− 2]
d[a− 1] end do ;
[seq(m[a], a = 1 .. nops(r))] end proc ;
> k := proc (r : :list, e, i) ] Calcule ka(i)
local a, k, d ;
d := diviseur(r, e) ;
for a to nops(r)-e do
if ‘mod‘(floor(i*
d[a]
d[1]
), d[a]) = 0
then k[a] := floor(i*
d[a]
d[1]
)-1
else k[a] := floor(i*
d[a]
d[1]
) end if end do ;
[seq(k[a], a = 1 .. nops(r)-e)]
end proc :
> S := proc (l : :list) ] Calcule la somme des termes d’une liste
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local s, a ;
s[1] := l[1] ;
for a from 2 to nops(l) do s[a] := s[a-1]+l[a] end do
if nops(l)=1 then s[1]
else s[nops(l)] fi ;
end proc :
> R := proc (r : :list) ] Calcule |ri|
local T, a ;
for a to nops(r) do T[a] := S(r[a]) end do ;
[seq(T[a], a = 1 .. nops(r))]
end proc :
> θ := proc (r : :list, e, i) ] Calcule θ(i, a)
local a, y, theta, d, r2, m2, M ;
r2 := R(r) ;
m2 := m(r, e) ;
M := R(m2) ; d := diviseur(r, e) ;
for a to nops(r)-e-1 do
if 0 < iquo(i, M[a+e])-iquo(i, M[a+e+1]) then
theta[a] := iquo(i, M[a+e])*(r2[a+e]*d[a]-M[a+e]*d[a+1])+i*d[a+1]
else θ[a] := 0 end if end do ;
if 0 < iquo(i, M[nops(r)]) then
y := iquo(i, M[nops(r)])*(r2[nops(r)]*d[nops(r)-e]-M[nops(r)])+i
else y := 0 end if ; [seq(theta[a], a = 1 .. nops(r)-e-1), y]
end proc :
> beta := proc (r : :list, e, i : :integer) ] Calcule β(i)
local d, k2, theta2, a, B, M, r2, m1 ;
d := diviseur(r, e) ;
m1 := m(r, e) ;
M := R(m1) ;
r2 := R(r) ;
k2 := k(r, e, i) ;
theta2 := theta(r, e, i) ;
if i < d[1] then B := max(seq(iquo(i*d[a], d[1])*r2[a+e], a = 1 .. nops(r)-e))
else B := max(d[1]*i, seq(k2[a]*r2[a+e], a = 1 .. nops(r)-e), seq(theta2[a], a = 1 .. nops(r)-e))
end if :
end proc :
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