We use a tensor network strong-disorder renormalization group (tSDRG) method to study spin-1 random Heisenberg antiferromagnetic chains. The ground state of the clean spin-1 Heisenberg chain with uniform nearest-neighbor couplings is a gapped phase known as the Haldane phase. Here we consider disordered chains with random couplings, in which the Haldane gap closes in the strong disorder regime. As the randomness strength is increased further and exceeds a certain threshold, the random chain undergoes a phase transition to a critical random-singlet phase. The strong-disorder renormalization group method formulated in terms of a tree tensor network provides an efficient tool for exploring ground-state properties of disordered quantum many-body systems. Using this method we detect the quantum critical point between the gapless Haldane phase and the randomsinglet phase via the disorder-averaged string order parameter. We determine the critical exponents related to the average string order parameter, the average end-to-end correlation function and the average bulk spin-spin correlation function, both at the critical point and in the random-singlet phase. Furthermore, we study energy-length scaling properties through the distribution of energy gaps for a finite chain. Our results are in closer agreement with the theoretical predictions than what was found in previous numerical studies. As a benchmark, a comparison between tSDRG results for the average spin correlations of the spin-1/2 random Heisenberg chain with those obtained by using unbiased zero-temperature QMC method is also provided.
I. INTRODUCTION
Impurities of different kinds are often naturally contained in real materials or are introduced by doping. The effects of disorder and inhomogeneity present in materials can alter the low-temperature properties dramatically, especially near quantum critical points; these effects include destruction of quantum criticality, divergence of dynamic critical exponent, and quantum Griffiths singularities. Furthermore, there are a number of novel phases emerging from the interplay between disorder, interactions and quantum fluctuations; prominent examples for such phases are the many-body localized phase [1] and certain types of quantum spin-liquids [2] [3] [4] [5] .
Numerical studies of disorder systems are notoriously difficult, mainly because (i) disorder is often accompanied by a long relaxation time and rough energy landscape, which leads some standard algorithms having a tendency to get stuck in local minima; (ii) there is a lack of translational symmetry, which makes the infinite version of tensor-network based approaches impractical. On the other hand, the strong disorder renormalization group (SDRG) designed specifically for disordered systems provides an analytical tool to capture asymptotically exact ground-state properties for a number of one-dimensional (1D) systems [6] [7] [8] [9] [10] and can also be implemented numerically on more complex systems, including systems with geometrical frustration, as long as the disorder is suffi- * pcchen@phys.nthu.edu.tw † yc.lin@nccu.edu.tw ciently strong [11] [12] [13] [14] [15] [16] . The SDRG method was first introduced for solving the random spin 1/2 Heisenberg antiferromagnetic chain [6, 7] . The iterative SDRG procedure consists of locking the strongest coupled pair of spins into a singlet (a valence bond) and renormalizing the coupling between the neighboring spins by perturbation theory. Repeating these steps ultimately leads to an approximate ground state-the random-singlet (RS) state [7] , in which each spin is paired into a singlet with another spin which may be arbitrarily far away. Those long-ranged singlets formed by widely separated spins are rare; however, they dominate the average spin-spin correlations that decay asymptotically with distance L as an inverse-square form L −2 . By contrast, a typical pair of spins is not in the same singlet and has only weak correlations that fall off exponentially with the square root of their distance. The energy-length scaling can be obtained by considering the energy scale (i.e. the strength of the renormalized coupling) of a singlet with length L, yielding
with ψ = 1/2. This type of scaling, which is very different from the standard scaling ǫ ∼ L −z , implies that the dynamical exponent diverges: z = ∞. With the diverging dynamical exponent the RS fixed point is a so-called infinite-randomness fixed point and it is a stable fixed point for the spin-1/2 chain with arbitrarily weak randomness. Unlike the application for the spin-1/2 chain, the conventional SDRG scheme breaks down for Heisenberg chains with higher spins S > 1/2 in the regime of weak (a) Possible ground states of the spin-1 random Heisenberg chain. The spin-1 on each site (represented by a gray shaded sphere) is composed of the symmetric combination of two S = 1/2 spins (solid circles). Without disorder or at very low disorder, the ground state is a gapped valencebond solid (VBS), in which each site forms a singlet-1/2 to its right and to its left. With sufficiently strong disorder, the gap is destroyed due to defects in the VBS structure. This gapless Haldane phase (GHP) is a Griffiths phase with topological order. At strong disorder, the ground state becomes a critical random singlet (RS) phase, where each S = 1 spin forms a singlet pair with another S = 1 spin, which may span arbitrarily long distances. (b) Phase diagram depending on the randomness strength δ.
randomness. This is because renormalized couplings for S > 1/2 may become stronger than the decimated couplings during RG, which makes perturbation theory invalid [17] . Nevertheless, the SDRG method is applicable to S > 1/2 chains in the limit of strong disorder, where the systems are in the RS phase too. More generally, a higher-S random chain can be mapped to an effective S = 1/2 chain and can then be treated by extended SDRG approaches even for weaker randomness. In previous SDRG studies on effective S = 1/2 models [18] [19] [20] [21] [22] , second order phase transitions from weak randomness phases to the spin-S RS phase were found; the critical points are infinite randomness fixed points that are not in the same RS universality class [20] [21] [22] .
In this paper we will use a tree tensor network algorithm in combination with the idea of the SDRG to examine the ground state properties of the S = 1 random Heisenberg antiferromagnetic chain. The ground state of the S = 1 chain in the absence of randomness is in the so-called Haldane phase [23] , which is a gapped phase and possesses string topological order [24] . The Haldane phase and its topological order are stable against weak randomness [18] . Here we will focus on the ground-state phases where the energy gap is destroyed by randomness; they are gapless Haldane phase with hidden topological order, the spin-1 RS phase and the critical point between these two phases.
II. THE MODEL
We study the spin-1 random antiferromagnetic Heisenberg chain, described by the Hamiltonian:
where S i is the spin-1 operator at site i and J i > 0 is a random antiferromagnetic coupling. We use the following distribution of the random couplings:
where δ, being the standard deviation of ln(J), parameterizes the strength of disorder. This power-law distribution corresponds to a uniform distribution when δ = 1 while it becomes highly singular at the origin for δ ≫ 1. The Haldane ground state in the absence of randomness (i.e. δ = 0) is well described by the valence-bond solid (VBS) state [25] , in which each spin-1 is considered to be a symmetric combination of two spins-1/2 and a singlet (a valence bond) is formed between two spin-1/2 objects on neighboring sites (see Figure 1 (a)). Such a VBS state has a long-range topological order characterized by hidden staggered S z = +1, −1 configuration after removing all sites with S z = 0. This hidden topological order can be probed by the string order parameter [24] O z j,k = − S z j exp(iπ
where S z j is the z component of the spin operator at site j.
In the presence of randomness, the spin-1 chain exhibits various ground-state phases, depending on the strength of randomness. A schematic phase diagram, based on previous studies [18] [19] [20] , is shown in Fig. 1(b) . With sufficiently strong randomness (for any δ > 0 using the power-law distribution in Eq. (3) [26] ), the gap vanishes due to defects occurring in the VBS structure (see Figure 1 (a)) but the topological order can survive up to a critical value δ c . This gapless Haldane phase is a Griffiths phase with short-range spatial correlations and a power-law density of states for low-energy excitations [20] : ρ(ǫ) ∼ ǫ −1+1/z . The dynamical exponent z, which appears in ρ(ǫ), varies continuously in the Griffiths phase with the distance from the location of δ c . The power-law density of states ρ(ǫ) results in powerlaw singularities in some thermodynamical quantities, such as the local susceptibility χ local which behaves as χ local ∼ T −1+1/z at low temperature and diverges at T = 0 if z > 1.
For δ > δ c , the system enters a critical spin-1 RS phase, where singlets connect spins-1 over arbitrarily long distances and the string topological order vanishes. This spin-1 RS phase is analogous to the spin-1/2 RS phase.
Some results obtained for the spin-1/2 RS phase are valid for the spin-1 case too. For example, here the lengthenergy scaling obeys the form of Eq. (1) with ψ = 1/2. The spin correlation function, defined as
typically behaves as
while the average spin correlations decay asymptotically with distance r:
where the overline denotes averaging over the randomness. Also the average end-to-end correlation function in an open chain of length L decays algebraically as [27] 
although typical end-to-end correlations are exponentially weak and broadly distributed. The distinction between average and typical values is in fact one of the main features of an infinite-randomness fixed point. The critical point at δ = δ c , separating the gapless Haldane phase and the RS phase, has turned out to be an infinite-randomness fixed point, too. It has a similar energy-length scaling relation in the form of Eq. (1); however, the associated exponent here is ψ = ψ c = 1/3. This critical point is a multicritical point at which three topologically distinct phases meet; these phases are classified by the numbers of valence bonds formed across the even and odd links of the lattice [20, 21] .
As the disorder strength approaches the critical point from the gapless Haldane phase, the average string order parameter, given by
decays to zero as
with a universal exponent β given by [19] 
At the same time, the average correlation length grows continuously from a finite value to infinite when approaching criticality:
with [18] 
Therefore, at the critical point O z decays algebraically with the length (the distance) as
where the critical exponent η st is related to β via
Since the critical point is not in the random-singlet universality class, the critical exponents η, η 1 for the powerlaw decaying average spin correlations (C(r) ∼ 1/r η ) and average end-to-end correlations (C 1 ∼ 1/r η1 ) are not expected to be the same with those at the RS fixed point.
There have been so far no theoretical conjectures about the exponents η and η 1 at this critical point. Considerable numerical efforts using the density matrix renormalization [26, 28, 29] and quantum Monte Carlo simulations [30] have been devoted to examine the theoretical predictions and gain more insights into universal features of the spin-1 random chain. However, there remain discrepancies between some numerical results. In this paper we use a tree tensor-network algorithm in combination with the SDRG scheme to re-study the spin-1 random chain. In the following section we describe the scheme of this tensor network strong-disorder renormalization group (tSDRG) method [31] [32] [33] .
III. TENSOR NETWORK STRONG-DISORDER RENORMALIZATION GROUP
The tSDRG method is, in essence, a renormalization of the Hamiltonian written as Matrix Product Operators (MPOs) [32, 33] . In the computation of quantum manybody systems, matrix product representation is a powerful tool to reduce execution time and memory usage via the decomposition of a big tensor, which represents a state or an operator, into a set of small local tensors [34] [35] [36] [37] .
For a spin chain of length L with open boundary conditions (OBC), the Hamiltonian can be decomposed into a matrix product form written as
with
where σ i labels the spin state at site i. To construct the MPO we rewrite the Hamiltonian of the Heisenberg chain in terms of the ladder operator S ± = S x ± S y :
This Hamiltonian has the following W [i] -tensors for sites in the bulk,
and for the edge sites,
For a chain with periodic boundary conditions (PBC), the MPO tensors for i = 1 · · · L are all bulk tensors as given in Eq. (19), where the coupling J L links between two end sites L and 1.
The tSDRG procedure consists of iteratively locating a local Hamiltonian with the largest energy gap, and truncating its Hilbert space to the subspace spanned by the eigenvectors corresponding to the eigenvalues below the gap. A local Hamiltonian in the original Hamiltonian takes the form of a two-site Hamiltonian:
and is encoded in the matrix element of
as follows:
In each RG iteration, we compute the energy spectrum of each local Hamiltonian and identify the energy gap ∆ǫ (i,i+1) , which is measured as the difference between the highest energy of the χ-lowest energy states that would be kept and the higher multiplets that would be discarded. We then choose the local Hamiltonian with the largest energy gap and coarse-grain the tensors on the two sites into a new single-site MPO tensor using the χ-lowest energy states. The process is iterated until the whole system is coarse-grained into a single site. The full RG process is summarized as follows [32] : (iv): Identify χ ′ (≤ χ) lowest energy states |Ψ 1 , |Ψ 2 , · · · , |Ψ χ ′ that will be kept; here the bond dimension χ is an input parameter setting the upper bound of the number of states to be kept, and the actual number χ ′ is adjusted such that the kept states form full SU(2) multiplets.
(v): Build a three-leg isometric tensor V using the χ ′ lowest energy eigenstates:
which satisfies that
(vi): Renormalize the pair of blocks with the largest gap by contracting the two-block tensors with V and V † : The full tSDRG algorithm can be seen as an inhomogeneous binary tree tensor network, composed of isometric tensors that each merges two blocks into an effective The correlation functions in (a) multiplied by L 2 . The result shows the presence of a multiplicative logarithmic (log) correction to the 1/L 2 scaling for the QMC results, which increases with distance; the correction in the SDRG results increases for small L but converges to a constant at large L.
block, and one top tensor representing the final remaining block ((see Fig. 2(a) ). The ground-state expectation value of some observable can be obtained by contracting the operator with isometric tensors and their conjugates until the top tensor (see Fig. 2(b) ). Before presenting our results obtained by tSDRG for the spin-1 random chain in the next section, here, as a test, we first compare the tSDRG result for the average spin correlations of the spin-1/2 random chain with the nonperturbative QMC result [15] . For this comparison, the random couplings were chosen to be uniformly distributed within the range (0, 1], corresponding to δ = 1 in Eq. (3) and the disorder-averaged spin correlations at r = L/2 in chains with PBC are considered. In Fig. 3 , the data of the tSDRG with χ = 30 (which has achieved convergence) are in good agreement with the QMC data and follow the expected L −2 decay for a spin-1/2 RS phase. For large L, a clear deviation from L −2 can been seen in the QMC results, which indicates a multiplicative logarithmic correction as shown in Fig. 3(b) and discussed in Ref. [15] . The tSDRG method, like the conventional SDRG, does not capture the log correction seen in the QMC calculation. Nevertheless, the tSDRG data largely agree with the QMC results and seems to be a promising calculational route to rich ground-state phases of more complex random spin models, such as higher-S random chains.
IV. NUMERICAL RESULTS
We have used the Uni10 library [38] to perform tS-DRG calculations. In this section we present our tSDRG results for some ground-state observables of the random Heisenberg S = 1 chain. These observables include the string order parameter, distributions of energy gaps, spin correlations. In the following, we discuss the results for these observables, separately.
A. String order parameter
The string order parameter can be used to identify the critical point between the gapless Haldane phase where hidden topological order presents and the RS phase where the hidden order is completely destroyed by strong disorder. In our numerical work we calculated the average string order parameter O z (r), defined in Eq. (4) and Eq. (9), at the largest distance r = L/2 in a closed chain with PBC, for system sizes up to L = 256 and for various values of δ; in each case at least 1000 samples (disorder realizations) were considered and, in addition, L/2 different reference locations in the closed chain were sampled for the disorder average. The largest bond dimension was χ = 30.
First, in Fig. 4 we show the average string order parameters as functions of L for various disorder parameters δ near the transition point. From the decay behavior of the curves in the log-log plot and a comparison of the exponent η st with the theoretical conjecture (η st ≈ 0.5093), it seems reasonable to fix δ c = 1 for our results, which is also consistent with previous numerical results obtained by the density matrix renormalization group (DMRG) [26, 29] . At δ c = 1 we obtain η st ≈ 0.52, slightly larger than the theoretical value.
In order to obtain the string order parameter in the thermodynamic limit we extrapolate the data in the range δ ≤ 1 for finite sizes to L → ∞ using the fitting function
with the theoretical value η st = 0.5093, as shown in Fig. 5 . We have also determined the exponent β, defined in Eq. (10) for δ ≤ δ c (= 1) in a log-log plot shown in Fig. 6 and obtain 2β ≈ 1.18, i.e. β ≈ 0.59. Finally, we obtain the correlation length exponent ν ≈ 2.27 via Eq. (15) with our estimated 2β = 1.18 and η st = 0.52. Our tSDRG results alongside the results from previous DMRG studies in Ref. [26] and Ref. [29] are listed in Table I .
B. Energy gaps
In this subsection we focus on the distribution of energy gaps. From the scaling behavior of the distribution we can distinguish between a Griffiths phase and an infinite-randomness phase. In a Griffiths phase the low-lying gaps follow a power-law distribution with an exponent that is determined by a nonuniversal dynamical exponent, which is randomness dependent. In an infinite-randomness phase, the dynamical exponent di- verges z → ∞ and the energy gaps are characterized by an extremely broad distribution which becomes broader with increasing size, even on a logarithmic scale. We have determined the energy gap, ∆ǫ, of a sample from the lowest-lying excitation of the renormalized Hamiltonian in the top tensor. First we examine the distribution of the energy gaps at the critical point, δ c = 1.0, and show a scaling plot of the distribution in Fig. 7 . The distribution which is broadened with increasing L, as shown in the inset of the figure, clearly signals an infinite randomness critical point; the data collapse is achieved by using the scaled variable
with ψ = 1/3, in agreement with the theoretical prediction [21] . We have also calculated energy gaps for δ > δ c . An example for δ = 1.5 is shown in Fig. 8 ; here the broad distributions of the logarithmic energy gaps can be rescaled using the same form in Eq. (27), but with [29] 0.21(4) 0.24 (5) With weaker disorder δ < 1, the width of the gap distribution becomes saturated for L → ∞. Fig. 9 (a) and Fig. 9(b) show results for δ = 0.6 and δ = 0.5, respectively; here the tails of the small gaps for large L tend to a power-law form consistent with the presence of a Griffiths phase. The power of the low-energy tail of P (ln(∆ǫ)) is given by 1/z [39, 40] . From the slope of the power-law tails in Fig. 9 , we obtain z = 1.2 and z = 0.87 for δ = 0.6 and δ = 0.5, respectively. Scaling plots using the scaling variable ∆ǫL z , are shown in Fig. 9(c),(d) . The dynamical exponent z < 1 for δ = 0.5 does not lead to divergence of the local susceptibility (see Sec. 2). Therefore, the region where z < 1, such as δ 0.5, corresponds to the nonsingular region in the gapless Haldane phase, as discussed in Ref. [26] .
C. Spin correlations
We now turn to spin correlations and focus on their behavior in infinite-randomness phases, namely in the RS phase and at the Haldane-RS critical point, where the correlations between a typical pair of spins decay exponentially with the distance while the average correlations fall off algebraically. First we examine the distribution of end-to-end correlations, which consider correlations between two end spins in an open chain with free boundary conditions. We rescale the extremely broad distributions at the critical point δ c = 1 and in the RS phase δ > 1 according to − ln C 1 (L) ∼ L ψ , i.e. using the scaled variable c = − ln C 1 (L)/L ψ with ψ = ψ c = 1/3 and ψ = 1/2, respectively. The scaling plot in Fig. 10 shows that a good data collapse for both δ = 1.5 and δ = 1 are achieved; furthermore, the data-collapsed distributions for these two different universality classes are in a similar shape and are well described by
which is the analytical result predicted for the infiniterandomness critical point of the random transverse-field Ising spin chain [27] .
In an infinite-randomness phase, the average correlations C 1 (L) are dominated by the rare event of the two end spins being strongly correlated. Our data for the average end-to-end correlations at the critical point δ c = 1 and in the RS phase with δ = 1.5 are shown in Fig. 11 as a log-log plot. The slope for δ = 1.5 is about η 1 = 1.1, close to the prediction C 1 (L) ∼ 1/L for the RS phase. For the critical point, we obtain η 1 ≈ 0.7, which is indeed consistent with the probability distribution in Eq. (28) for the scaled variable c. Since C 1 (L) = exp(−cL ψ ), the average can be obtained by
here we consider the dominant contribution for small c and use P (c) ∝ c/2 by replacing e −c 2 /4 = 1 in Eq. (28) [27] , which gives
We then obtain η 1 = 2ψ = 1 for the RS phase and η 1 = 2/3 ≈ 0.67 for the critical point, close to the result in Fig. 11 as well as previous numerical result: η 1 = 0.69 found in Ref. [26] . Finally, we consider the bulk spin correlations. In order to eliminate boundary effects and reduce finite-size effects, we here consider spin correlations at the largest distance r = L/2 in closed chains with PBC. In Fig. 12 , our tSDRG results for the average bulk correlation in the RS phase (δ = 1.5) graphed versus the chain length L show a good agreement with the theoretical prediction: C(L) ∼ 1/L 2 . The average spin correlation function at δ c = 1 in Fig. 12 shows an algebraic decay with η ≈ 1.62, which differs from the inverse-square law in the RS phase.
The critical exponents for spin correlations found by our calculations are also summarized in Table I .
V. SUMMARY AND DISCUSSION
Using the tSDRG algorithm we have reproduced the zero-temperature phase diagram of the spin-1 random Heisenberg chain depending on the randomness strength. We were able to obtain critical exponents in good agreement with the theoretical values, both at the critical point and in the RS phase. In comparison to previous DMRG results [26, 29] , our tSDRG results show an overall better agreement with the theoretical predictions. Furthermore, by comparing the tSDRG results for the mean spin correlations of the spin-1/2 random chain with the data obtained by non-approximate QMC calculations [15] , we have found that the tSDRG algorithm can not only provide correct scaling forms but also achieve accurate numerical results. However, previous QMC simulations have uncovered logarithmic corrections to the asymptotic r −2 decay of the mean spin correlation in the spin-1/2 RS phase, which are not captured by the tSDRG method (and is also not present in the SDRG analytical solution). There have been attempts to further improve the accuracy of the tSDRG approach. In Ref. [41] selections of blocks for the renormalization were adjusted to the specific models under consideration; in Ref. [42] optimization using variational energy minimization after coarse-graining was introduced, as an extension of tSDRG and the multiscale entanglement renormalization ansatz (MERA) [43, 44] . An interesting question is whether these improved tSDRG methods can obtain the logarithmic corrections found in QMC calculations.
