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Considering the popularity of two-dimensional particle-in-cell simulations, a 2D model of plasma wakefield
in the strongly nonlinear (bubble) regime in transversely non-uniform plasma is developed. A differential
equation for the boundary of the bubble in the 2D geometry is obtained, its analytic solution is derived. 2D
particle-in-cell simulations are used to confirm the validity of our model. The results are compared to the
bubble in the realistic 3D geometry. For uniform plasma, it is shown that the 2D bubble is elongated and has
stronger focusing forces, while the structure of the accelerating field remains completely unchanged. A method
of generating a quasi-2D bubble in the realistic three-dimensional geometry is proposed.
I. INTRODUCTION
Nowadays, a lot of attention is drawn to plasma ac-
celeration methods.1,2 Compared to conventional radio-
frequency linacs, plasma accelerators can provide orders
of magnitude higher acceleration gradients. The main idea
of these methods is to use a driver to excite a plasma
wake wave whose longitudinal electric field can be used to
efficiently accelerate co-propagating charged particles. A
short intense laser pulse3 or a relativistic electron bunch4
can be used as a driver, corresponding to laser-wakefield
acceleration (LWFA) and plasma-wakefield acceleration
(PWFA), respectively. The experiments on plasma ac-
celeration demonstrate acceleration gradients of tens of
gigavolts per meter. For example, in the leading LWFA
experiments, accelerated electrons with the energy of
4.2 GeV for the acceleration distance of 9 cm have been
obtained.5 For PWFA, the energy increase from 42 GeV
to more than 80 GeV over the distance of 85 cm has been
observed.6
For sufficiently intense laser pulses or sufficiently dense
electron bunches, the driver interacts with plasma in the
strongly nonlinear regime, leading to the formation of a
near-spherical plasma cavity (a bubble) free of plasma
electrons.7 On the boundary of this bubble, a thin electron
sheath shielding the cavity from the surrounding plasma
is formed. In this regime, self-injection is possible,8 i. e.
electrons from the background plasma are trapped and
accelerated in the bubble, which is commonly used in
experiments.
There have been significant advancements in the theo-
retical description of the bubble regime over the recent
years. A simple model in which the bubble is assumed
ideally spherical can be used to qualitatively describe the
bubble regime.9 A more detailed phenomenological model
makes it possible to describe the boundary of the bub-
ble with a differential equation.10 This phenomenological
model has also been generalized for plasmas with non-
uniform transverse profiles11,12, and it is also capable of
describing beam loading effects13,14 (i. e. the influence of
accelerated electron bunches on the bubble). In the scope
of the model, explicit expressions for the electromagnetic
field components both inside and outside the bubble can
be obtained.15 Furthermore, scaling laws based on the
similarity theory have been obtained for the bubble regime
both in uniform plasmas16 and plasmas with channels.17
Despite the achievements in the theoretical description,
the phenomenological and not self-consistent nature of cur-
rent models limits their use for the description of LWFA
and PWFA. Numerical simulations with the particle-in-
cell (PIC) method remain the most general way of study-
ing laser–plasma and beam–plasma interactions.18 Being
based on fundamental equations, such simulations can self-
consistently capture most of the relevant physical effects
and can be used as a tool for “numerical experiments.”
However, due to their nature, full 3D PIC simulations
often require immense computational resources, which
can be prohibitive for many problems. For simulations of
laser–plasma interaction, distributed machines with hun-
dreds of gigabytes of RAM are often necessary. It is also
not unusual for full LWFA and PWFA simulations to take
weeks of time on modern multi-processor systems. This
can significantly limit the possibility of performing series
of simulations for a wide range of parameters, and that is
why simpler simulation methods are often used. One of
them is 2D PIC simulations in which a two-dimensional
grid is used instead of a realistic 3D grid, which signifi-
cantly reduces the amount of required resources. From
the physics point of view, it corresponds to a driver and
wakefield infinitely long and completely uniform in one
direction. Despite the fact that this geometry is differ-
ent from the realistic one, such simulations are actively
used in theoretical studies, e. g. in Refs. 19–24. Because of
that, understanding the difference in the structure of the
wakefield between 2D and 3D geometries is important.
In this paper, we develop a model of strongly nonlin-
ear wakefield in the 2D Cartesian geometry. The devel-
oped model is similar to the model of the bubble in the
3D geometry.10–12 The paper is structured as follows. In
Sec. II, we provide basic equations for the description of
the wakefield. Then, in Sec. III, we describe the trajecto-
ries of electrons in the wakefield. The model of the bubble
in the 2D geometry is introduced in Sec. IV. Based on
this model, an equation for the bubble boundary is ob-
tained and solved analytically in Sec. V. The theoretical
results are compared to the results of 2D PIC simulations.
Finally, in Sec. VI, the possibility of creating a bubble
similar to the 2D bubble in the realistic 3D geometry is
considered.
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2II. EQUATIONS FOR THE WAKEFIELD
Let us consider a driver (an electron bunch or a laser
pulse) propagating in fully ionized plasma along the x axis
and exciting wakefield in the strongly nonlinear regime.
We assume the 2D geometry in which the driver is infinite
in the z direction, and therefore all values are independent
of z. The plasma density n(y) depends only on the trans-
verse coordinate y. This allows us to consider plasmas
with different types of channels in addition to uniform
plasma. Both the driver and the plasma density distribu-
tions are assumed to be symmetric about the y = 0 plane.
In this paper, we use unitless values in which charges are
normalized to e, masses to m, time to ω−1p , coordinates
to c/ωp, densities to np, electric and magnetic fields to
mcωp/e. Here, e > 0 is the elementary charge, m is the
electron mass, np is the typical electron number density
(for example, for plasma channels, it could be the den-
sity far outside the channel), ωp = (4pie2np/m)1/2 is the
corresponding typical plasma frequency.
It is convenient to describe the electromagnetic field
with the scalar potential ϕ and the vector potential A. If
we take into account the 2D geometry and the symmetry
with respect to y = 0, only three non-zero components of
the electromagnetic field exist
Ex = −∂Ax
∂t
− ∂ϕ
∂x
, Ey = −∂Ay
∂t
− ∂ϕ
∂y
, (1)
Bz =
∂Ay
∂x
− ∂Ax
∂y
. (2)
Both the fields and the potentials depend on time t and
coordinates x and y. However, it is typical that the struc-
ture of the wakefield changes slowly during its propagation
through plasma, so the dependence on t and x can be
replaced with the dependence on ξ = t − x, which is
called “the quasistatic approximation”. In this case, the
phase velocity of the wakefield is assumed to be equal
to the speed of light (1 in unitless values). Under this
approximation, all derivatives with respect to x and t are
replaced with derivatives with respect to ξ
Ex =
∂Ψ
∂ξ
, Ey = −∂Ψ
∂y
+Bz, (3)
Bz = −∂Ay
∂ξ
− ∂Ax
∂y
. (4)
Here, we have introduced the wakefield potential Ψ =
ϕ−Ax. For the potentials, we use the Lorenz gauge
∂Ay
∂y
= −∂Ψ
∂ξ
. (5)
Under the symmetry constraints, it leads to
Ay = −
∫ y
0
∂Ψ
∂ξ
dy′, (6)
thus leaving only Ψ(ξ, y) and Ax(ξ, y) as independent
potentials. The Maxwell’s equations for these potentials
in coordinates (ξ, y) reduce to
∂2Ψ
∂y2
= Jx − ρ, ∂
2Ax
∂y2
= −Jx. (7)
Their solutions are
Ψ = −
∫ ∞
y
dy′
∫ y′
0
(Jx − ρ) dy′′, (8)
Bz =
∫ y
0
(
∂2Ψ
∂ξ2
+ Jx
)
dy′. (9)
These equations allow us to calculate the distributions of
Ψ and Bz if we know the distributions of sources Jx and
Jx − ρ.
Knowing the wakefield potential Ψ is extremely im-
portant for studying the acceleration of particles in the
wakefield. If we consider a relativistic particle moving pre-
dominantly along the x-axis (|py|  px), then the forces
acting on such a particle are
Fx ≈ −Ex = −∂Ψ
∂ξ
, (10)
Fy ≈ −Ey +Bz = ∂Ψ
∂y
. (11)
These forces depend only on the wakefield potential, there-
fore its distribution fully determines the motion of ac-
celerated relativistic particles. In order to calculate this
distribution, dynamics of plasma have to be considered.
III. MOTION OF PLASMA ELECTRONS
The most general description of collisionless plasmas
in the electromagnetic field is given by the kinetic Vlasov
equations for plasma components in which the electro-
magnetic field is treated self-consistently and depends on
the plasma distribution.25 According to the method of
characteristics, this kinetic approach is equivalent to the
solution of motion equations for test particles in the self-
consistent fields. In the (ξ, y) coordinates, the equations
of motion for electrons are
dpx
dt = −Ex −
pyBz
γ
− 12γ
∂
∂x
〈
a2
〉
, (12)
dpy
dt = −Ey +
pxBz
γ
− 12γ
∂
∂y
〈
a2
〉
, (13)
dξ
dt = 1−
px
γ
,
dy
dt =
py
γ
. (14)
where a = eEL/(mcωL) is the dimensionless amplitude
of the laser electric field, ωL is the laser frequency,
γ =
√
1 + p2 + 〈a2〉 (15)
is the Lorentz factor of an electron. Here, we use the
ponderomotive description of the laser pulse.26 In this
case, the field of the laser pulse is not taken into account
3in the Maxwell’s equations and vectors E and B, and
the influence of the laser pulse on plasma electrons is
determined by the ponderomotive force.
System of equations (12)–(14) can be described by a
Hamiltonian
H(−ξ, y, Px, Py) = γ − Px − ϕ, (16)
where P = p−A are canonical momenta. As ϕ and A do
not depend explicitly on time in the (ξ, y) coordinates, the
value of the Hamiltonian is conserved on trajectories. For
electrons initially at rest (thermal motion is neglected),
this value is H = 1. Hence, on the electron trajectories,
γ − Px − ϕ = γ − px −Ψ = 1. (17)
Therefore,
dξ
dt =
γ − px
γ
= 1 + Ψ
γ
. (18)
As dξ/dt is always positive, ξ(t) is a monotonous function.
Therefore, ξ can be used instead of t as a parameter for
the electron trajectories. Then, the equations for the
transverse motion become
dy
dξ =
py
1 + Ψ , (19)
1 + Ψ
γ
dpy
dξ = −
∂Ψ
∂y
− 1 + Ψ
γ
Bz − 12γ
∂
∂y
〈
a2
〉
. (20)
Using Eqs. (15) and (17), we can find γ through the other
values as well,
γ =
1 + (1 + Ψ)2 + p2y +
〈
a2
〉
2(1 + Ψ) . (21)
Finally, the following second-order equation for an elec-
tron trajectory y(ξ) can be obtained
d
dξ
[
(1 + Ψ)dydξ
]
= − 12(1 + Ψ)
∂
∂y
〈
a2
〉
+
+
[
1 + (1 + Ψ)2
2(1 + Ψ)2 +
1
2
(
dy
dξ
)2]
∂Ψ
∂y
−Bz. (22)
A similar equation can be obtained for the ion trajec-
tories. However, as ions are much heavier than electrons,
their motion in the bubble regime can usually be neglected.
Because of this, we consider them immobile. Hence, their
charge density ρi(y) is determined only by the plasma
profile n(y), and their current density Ji = 0.
In principle, self-consistent solution of Eqs. (8), (9),
(22) is required in order to properly describe the excited
wakefield. However, a simpler phenomenological model
can be used in the case of strongly nonlinear wakefield.
This model is described in the next section.
IV. MODEL OF THE BUBBLE
Based on the properties of the bubble regime observed
in particle-in-cell simulations, the model of the bubble in
the two-dimensional case can be chosen similar to the 3D
model by Golovanov et al. 15 We assume that there are no
plasma electrons inside the bubble, while on its boundary
determined by a function yb(ξ) there is a thin electron
sheath of constant width ∆. Under this assumption, the
source Jx − ρ for the bubble modeled as
Jx − ρ =

−ρi(y), |y| < yb(ξ),
S0(ξ)g
( |y| − yb(ξ)
∆
)
, |y| > yb(ξ).
(23)
In this model, the space is split into two regions by curves
±yb(ξ) corresponding to the boundary of the bubble.
Inside the bubble, only plasma ions contribute to Jx−ρ, as
there are no plasma electrons inside. Relativistic electron
bunches (either a driver or a witness) do not contribute
to Jx − ρ either, because their velocity vx ≈ 1, and thus
Jx,B − ρB = (vx − 1)ρB ≈ 0. (24)
An arbitrary function g(X) describes the shape of the
electron sheath on the boundary of the bubble. Far out-
side the bubble, for |y|  yb, plasma should remain
unperturbed, therefore g(X) must tend to zero. For ex-
ample, exponential g(X) = exp(−X) and rectangular
g(X) = θ(1−X) profiles have been used in previous 3D
models.10,13 By multiplying ∆ and S0(ξ) by constants,
we can always normalize this function in a way that its
moments M0(0) = M1(0) = 1, where the moments are
defined as
Mn(X) =
∫ ∞
X
g(X ′) dX ′. (25)
To simplify the calculations, we assume that g(X) is
normalized.
In order for the indefinite integral in Eq. (8) to converge,∫∞
0 (Jx − ρ) dy = 0 is required, which allows us to find
S0(ξ) =
Si(yb(ξ))
∆ , (26)
where the function
Si(y) =
∫ y
0
ρi(y′) dy′ (27)
is determined by the plasma profile. Therefore, the func-
tion yb(ξ) fully determines the source Jx − ρ if the prop-
erties of plasma and the electron sheath are postulated.
Knowing Jx − ρ, we can calculate Ψ using Eq. (8). For
|y| < yb, the resulting wakefield potential is
Ψ(ξ, y) =
∫ yb
y
Si(y′) dy′ + ∆Si(yb). (28)
4According to Eqs. (10), (11), the forces acting on rela-
tivistic particles in this potential are
Fx(ξ) = − (Si(yb) + ∆ρi(yb)) dybdξ , (29)
Fy(y) = −Si(y). (30)
Similarly to the 3D axisymmetric case,10 the longitudi-
nal force depends only on the longitudinal coordinate,
while the transverse force depends only on the transverse
coordinate. As expected, the transverse force is always fo-
cusing for electrons. However, the amplitude of this force
is different in the 2D case. For example, if we consider
uniform plasma (Si(y) = y), the focusing force in the
2D geometry Fy = −y remains linear but is two times
larger than the force in the 3D geometry Fr = −r/2. This
means that electrons in 2D simulations will experience
a stronger focusing force than in corresponding 3D sim-
ulations. As this force is responsible for the transverse
betatron oscillations and resulting betatron radiation of
electrons,27 this change may significantly influence the
spectrum of betatron radiation observed in simulations.
In order to find the longitudinal field Ex(ξ) and the
corresponding longitudinal force Fx, we need to know the
shape of the bubble’s boundary yb(ξ). As it is known
from the previous 3D models,10,11 this shape can be self-
consistently found. The corresponding calculations for the
2D case are described next.
V. EQUATION FOR THE BUBBLE’S BOUNDARY
As electrons move in the electron sheath around the
bubble, the boundary of the bubble yb(ξ) at the same
time serves as the innermost electron trajectory. Therefore,
Eq. (22) for an arbitrary electron trajectory is valid for
the boundary yb(ξ) as well. In order to use this equation,
the values of the wakefield potential and its derivatives
at y = yb are required. They are
Ψ(ξ, yb(ξ)) = ∆Si(yb(ξ)), (31)
∂Ψ
∂y
(ξ, yb(ξ)) = −Si(yb(ξ)), (32)
∂Ψ
∂ξ
(ξ, yb(ξ)) = (Si(yb) + ∆ρi(yb))
dyb
dξ . (33)
Also, the magnetic field Bz(ξ, yb) is needed; it can be
calculated from Eq. (9)
Bz(ξ, yb) =
∫ yb
0
Jx(ξ, y′) dy′+
+ yb
[
(ρi + ∆ρ′i)
(
dyb
dξ
)2
+ (Si + ∆ρi)
d2yb
dξ2
]
. (34)
If we substitute all of these functions into Eq. (22),
we obtain the equation describing the boundary of the
bubble
A(yb)
d2yb
dξ2 +B(yb)
(
dyb
dξ
)2
+ C(yb) = λ+ L. (35)
This second-order ordinary differential equation shows
how the boundary of the bubble yb evolves taking into
account sources λ and L. The coefficients in this equation
are
A(yb) = 1 + Siyb + Si∆ + ρiyb∆, (36)
B(yb) = ybρi +
Si
2 + ybρ
′
i∆ + ρi∆, (37)
C(yb) =
1 + (1 + ∆Si)2
2(1 + ∆Si)2
Si. (38)
Here, Si ≡ Si(yb), ρi ≡ ρi(yb), ρ′i ≡ ρ′i(yb). The coeffi-
cients are determined solely by the plasma profile ρi(r)
and the width of the electron sheath ∆. Interestingly
enough, the shape of the electron sheath g(X) does not
appear in this equation, unlike in the 3D case. The sources
on the right-hand side are
λ(ξ, yb) = −
∫ yb
0
Jx(ξ, y′) dy′, (39)
L(ξ, yb) = − 12(1 + ∆Si)
∂
∂y
〈
a2
〉∣∣∣∣
y=yb
. (40)
As the only source of the electric current Jx inside the
bubble are the relativistic electron bunches, the first term
λ describes the influence of the electron driver and ac-
celerated electrons on the shape of the bubble. Corre-
spondingly, the second term L describes the action of the
ponderomotive force of the laser pulse. Therefore, Eq. (35)
allows us to take into account both the driver (either a
laser or an electron bunch) and the accelerated electrons
when calculating the shape of the bubble.
Typically, a bubble is large compared to the width of the
sheath yb  ∆. However, the width of the sheath is also
usually sufficiently large so that Si∆ 1 (see Ref. 12 for
additional details for the 3D case). For example, if uniform
plasma is considered, these two conditions correspond
to y−1b  ∆  yb. Under those two conditions, the
coefficients (36)–(38) are simplified, and Eq. (35) becomes
Siyb
d2yb
dξ2 +
(
Si
2 + ybρi
)(
dyb
dξ
)2
+ Si2 = λ+ L. (41)
The longitudinal electric field can also be found from the
shape of the bubble
Ex(ξ) ≈ Si(yb(ξ))dybdξ (ξ) (42)
We assume that the center of the bubble, i. e. the point
where it reaches its maximum transverse size, is located
at ξ = 0, so that the initial conditions are
yb(0) = y0,
dyb
dξ (0) = 0, (43)
5where y0 is the maximum size of the bubble. We also
assume that there are no sources in the rear part of the
bubble (ξ > 0), i. e. λ = 0, L = 0. In this case, the solution
to Eq. (41) for ξ > 0 can be found analytically similarly
to the 3D case14
ξ =
∫ y0
yb(ξ)
√
y′Si(y′) dy′√∫ y0
y′ S
2
i (y′′) dy′′
. (44)
This solution defines the function yb(ξ) implicitly. It
makes it easy to find the half-length of a bubble ξmax
by setting yb(ξ = ξmax) = 0. The electric field in this
bubble is
Ex = −
√
1
yb(ξ)
∫ y0
yb(ξ)
S2i (y′) dy′ (45)
If the plasma is uniform (ρi(y) = 1, Si(y) = y) and
there are no sources, Eq. (41) becomes
2yb
d2yb
dξ2 + 3
(
dyb
dξ
)2
+ 1 = 0. (46)
It can be compared to the equation for the 3D axisym-
metric case (see Ref. 10)
rb
d2rb
dξ2 + 2
(
drb
dξ
)2
+ 1 = 0. (47)
While the equation in the 3D case is close to the equation
of a circle, Eq. (46) resembles the equation of an ellipse√
2 times longer in the longitudinal direction. This can be
shown by finding a solution to Eq. (46) near the center
of the bubble (ξ = 0)
yb ≈ y0
(
1− ξ
2
4y20
)
(48)
which corresponds to an ellipse with semi-axes equal to√
2y0 and y0. However, the electric field in the 2D case
Ex ≈ −ξ2 (49)
is exactly the same as in the 3D case.
The behavior described above can be observed in
particle-in-cell (PIC) simulations. To demonstrate that,
we carried out two-dimensional simulations using the
Smilei PIC code.28,29 In these simulations, we used an
electron bunch driver with the energy of electrons equal
to 2 GeV, the maximum charge density of 25np, and the
longitudinal and the transverse sizes of 2λp and 0.1λp,
respectively. It excited a wakefield in the strongly non-
linear (bubble) regime in uniform plasma. In Fig. 1(a),
the resulting electron density distribution in the wakefield
and the analytic solution for the bubble’s boundary cal-
culated using Eq. (41) for the uniform plasma are shown.
For comparison, the analytic solution for the 3D case is
drawn with a dotted line. It is evident that the shape
40 50 60
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10
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(a) 2D
10 20 30
x
(b) 3D
FIG. 1. Electron density distribution in (a) a 2D bubble, (b) a
3D axysimmetric bubble driven by an electron bunch propagat-
ing to the right. The dashed lines show the analytic solutions
for the boundaries of the bubbles according to Eqs. (41) and
(47), respectively. The dotted line in (a) shows the analytic
solution for a 3D axisymmetric bubble for comparison. All
lengths are normalized to c/ωp = λp/2pi.
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FIG. 2. Longitudinal electric fields Ex in the bubbles shown in
Fig. 1. The dashed lines correspond to the analytical solutions.
The dotted line in (a) shows the analytically calculated electric
field in the 3D axisymmetric bubble for comparison.
of the bubble in the 2D geometry is closer to an ellipsis
stretched in the longitudinal direction than to a circle.
For reference, Fig. 1(b) demonstrates a typical spherical
bubble of a similar size in the 3D geometry. The 3D sim-
ulations were also performed with the Smilei PIC code.
An electron bunch with the maximum charge density of
40np and longitudinal and transverse sizes of 1.6λp and
0.4λp was used to excite the wakefield in this case.
The corresponding longitudinal electric fields in the
simulations and their comparison to the respective 2D
and 3D analytical models are shown in Fig. 2. The simula-
tions support the analytical finding that the dependence
of the electric field on the longitudinal coordinate is pre-
dominantly linear, and the coefficient of this dependence
for uniform plasma is the same for 2D and 3D geometries
and is equal to 1/2.
Figs. 1 and 2 both show that the developed analytic
model fairly accurately describes the bubble observed in
6FIG. 3. Electron density distribution in the xy and xz planes
in a bubble excited by a disk-like electron bunch with different
transverse sizes. The dashed line shows the analytic solution
for the two-dimensional bubble in uniform plasma according
to Eq. (41). All coordinates are normalized to λp/2pi.
the simulations. The differences occur only at the front
and rear edges of the bubble where the assumption that
the radial size of the bubble is large becomes incorrect.
Compared to the 3D geometry, a 2D bubble is elongated
in the longitudinal direction. However, the properties of
the longitudinal electric field remain the same: it does not
depend on the transverse coordinate, is predominantly
linear close to the center of the bubble, and its gradient
in the uniform plasma is the same as in the 3D case.
This similarity is very important, as the dephasing length,
the maximum energy, and the spectra of electrons are
determined predominantly by this field. It might indicate
that the resulting properties of the accelerated electron
bunches should be qualitatively similar in the 2D simula-
tions compared to the full 3D ones.
VI. QUASI-2D BUBBLE IN 3D PIC SIMULATIONS
In the 3D space, a 2D bubble corresponds to a driver
with an infinite size along one transverse direction. There-
fore, it should be possible to create a quasi-2D bubble in
the three-dimensional space by using a disk-like driver
with one of the transverse sizes significantly exceeding
the other. As an example, a bubble excited by an electron
bunch with the maximum charge density of 25np, the
longitudinal size of λp, and the transverse sizes of 0.1λp
and 6.4λp along the y and z directions, respectively, is
shown in Fig. 3. These parameters correspond to the 2D
bubble shown in Fig. 1(a). As the comparison to Fig. 1(a)
as well as the comparison to the analytical solution (the
dashed line in Fig. 3) shows, the bubble indeed has the
same properties as the 2D bubble in the xy plane. In
the xz plane (corresponding to the plane of the disk-like
electron bunch) the bubble has approximately the same
size as the driver.
The longitudinal electric field and the transverse forces
10 20 30
x
−5
0
5
Ex(x)
−10 0 10
y
Fy(y)
−10 0 10
z
Fz(z)
FIG. 4. The longitudinal electric field Ex on the axis of the
bubble and the transverse forces Fy and Fz at x = 16.5 in the
bubble shown in Fig. 3. The dashed lines correspond to the
analytic solutions.
in this bubble are shown in Fig. 4. For comparison, the
field and the forces predicted by our 2D model are also
plotted with the dashed lines. The comparison shows
that the 2D model correctly describes the fields in the
bubble. Obviously, in a 2D bubble of infinite in the z
direction size, the transverse force Fz = 0. However, in
a quasi-2D bubble, this component is also present. It is
linear in the z direction and focusing for electrons; its
gradient is significantly smaller than the gradient of Fy.
Therefore, this force should correspond to long-period
betatron oscillations in the z direction.
VII. DISCUSSION AND CONCLUSIONS
We developed a phenomenological model describing the
bubble regime of plasma wakefield in the 2D geometry.
In this regime, the influence of the driver (a laser pulse
or a relativistic electron bunch) leads to the formation
of a cavity free of plasma electrons behind it. The model
is similar to the previous 3D models and is based on the
assumption that no plasma electrons are present inside
the bubble. At the same time, there is a thin electron
layer on its boundary. In the scope of the model, we ob-
tained a differential equation describing the boundary and
analytically solved it for absent sources. The predictions
of the model were verified by 2D PIC simulations and
showed good correspondence to their result. In addition,
we showed that it is possible to generate a quasi-2D bub-
ble using a disk-like electron bunch in the realistic 3D
geometry. The properties of such a bubble correspond to
a bubble observed in 2D PIC simulations.
As 2D simulations are sometimes used as a substitute
for more computationally expensive full 3D simulations,
the most interesting result of the model is the difference
in the accelerating and focusing forces in the 2D model
compared to a realistic 3D bubble. The comparison was
done both analytically and numerically. The results show
that a bubble in 2D geometry is elongated in the longitu-
dinal direction compared to an almost spherical bubble in
the 3D case. However, the structure of the forces acting
7on the electrons inside the bubble remains virtually the
same. The accelerating force is predominantly linear in
the longitudinal direction and does not depend on the
transverse coordinate; its gradient in uniform plasma is
exactly the same as in the 3D case. The transverse force is
also linear and depends only on the transverse coordinate,
but its amplitude is two times larger then in the 3D case.
This should significantly affect betatron oscillations and
the spectrum of betatron radiation. Of course, the differ-
ence in the wakefield structure is not the only difference
introduced by the use of the 2D geometry, as self-focusing
of the laser pulse and self-injection and trapping of elec-
trons significantly change as well.30 All such differences
should be considered when making conclusions from 2D
simulations.
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