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A noncommutative space-time admitting dilation symmetry was briefly mentioned in the
seminal work [1] of Doplicher, Fredenhagen and Roberts. In this paper we explicitly construct
the model in details and carry out an in-depth analysis. The C∗-algebra that describes
this quantum space-time is determined, and it is shown that it admits an action by ∗-
automorphisms of the dilation group, along with the expected Poincare´ covariance. In order
to study the main physical properties of this scale-covariant model, a free scalar neutral field
is introduced as a investigation tool. Our key results are then the loss of locality and the
irreducibility, or triviality, of special field algebras associated with regions of the ordinary
Minkowski space-time. It turns out, in the conclusions, that this analysis allows also to argue
on viable ways of constructing a full conformally covariant model for quantum space-time.
I. INTRODUCTION
In this paper we study a non-commutative space-time of DFR-type, that can be obtained as the
limiting scale-free case of the original DFR model [1]. The main mathematical interest to study
this model is that it is Poincare´ and dilation covariant, thus it possesses almost all the symmetries
given by the conformal group. The issue of implementing the remaining symmetry, which is the
relativistic ray inversion, is discussed in the concluding section.
The paper is organized as follows. The basic model of quantum space-time is reviewed in the
subsequent section II. The scale-covariant model is introduced and analyzed in section III, and in
section IV a free neutral scalar field is used to test some properties of the scale-covariant quantum
space-time.
Let us review in this introduction the main motivation behind the DFR quantum space-time
model, here called the basic model.
Classical general relativity is a well-established theory supported by practically all experiences.
But the concurrence of its principles with the basic principles of quantum mechanics point to
difficulties at small length scales. If we attach an operational meaning to space-time events to
within a desired accuracy, a break-down of the theory is expected to occur at a very short scale.
The idea that at small distances there must be limitations on the localizability of spacetime
events is very old and can be traced back to Wigner and Salecker [2, 3]. This idea has been
revived in [1] to motivate the introduction of space-time uncertainties. Let us suppose that we are
interested in measuring the position of an object to within the accuracy ∆x. Then, according to
Heisenberg’s principle of indeterminacy, an uncontrolled momentum ∆p such that ∆p∆x & ~ is
involved in the measuring process. Using the constant c, i.e. the speed of light in the vacuum, we
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2may associate to this momentum an energy ∆E such that
∆E∆x ≈ ~c.
If we make the further assumption that this uncontrolled energy ∆E will be spherically distributed
in space, we can easily compute its Schwarzschild radius, namely
rS =
2G∆E
c4
. (I.1)
Now, if the Schwarzschild radius associated to this measurement is larger than the required accuracy
∆x, the event is hidden from a distant observer and no operational meaning can be attached to it
anymore. Thus the break-down ought to occur whenever ∆x becomes comparable to rS , namely
∆x ≈ rS ≈ λP , (I.2)
where λP is the Planck’s fundamental length,
λP =
√
G~
c3
. (I.3)
This difficulty is avoided if we postulate the following principle of gravitational stability against
localization of events, which states that
the gravitational field should not be so strong to prevent the event to be seen from a
distant observer - distant compared to the Planck scale.
Non-commutative geometry can be viewed as a way to address the issue of the localization of events
by replacing a given classical space-time with a non-commutative space-time, where quantum-
mechanical uncertainty relations between space-time events hold. Space-time uncertainty relations
prevent the sharp localization of events, since the points become fuzzy, or blurred, at very short
scales, and preserve gravitational stability against measurement.
Being motivated by the issue of localizability, which merges classical gravity with quantum
physics, non-commutative geometry is certainly an aspect of quantum gravity. However it does
not usually follow a general relativistic perspective, since the space-time which is quantized is fixed
and not dynamical as in the classical gravitational theory. It is possible that the gravitational
stability can be derived from basic principles in a theory of quantum gravity where gravity and
quantum physics are truly unified and quantum space-time is dynamical [4, 5].
In the non-commutative geometry approach, a suitable expression for the uncertainty relations
on Minkowski space-time can be derived explicitly, and leads to the DFR basic model [1]. Using the
Einstein’s field equations linearized around the flat solution, semi-classical considerations and the
principle of gravitational stability against localization of events, the following uncertainty relations
have been derived,
∆x0
3∑
k=1
∆xk & λ
2
P , (I.4a)
3∑
i<k=1
∆xi∆xk & λ
2
P , (I.4b)
where ∆xµ is the uncertainty associated to the Cartesian coordinate xµ of an event in Minkowski
space-time.
3In turn, the uncertainty relations do arise from quantum-mechanical operators. Indeed it was
shown that if the Minkowski coordinates are promoted to self-adjoint operators, subjected to a
natural set of Lorentz-invariant quantum conditions, they lead precisely to the uncertainty relations
(I.4) above (see [1] and next section). Non-commuting coordinates, and their generated operator
algebra, are the basis of the mathematical description of non-commutative space-times. Non-
commutativity forbids arbitrarily accurate simultaneous measurements of all the coordinates of an
event. Thus we expect a ‘point’ in quantum space-time to look like a blurred dot of characteristic
linear dimensions given by Planck’s length λP . This unfocused view of space-time should inevitably
lead to the loss of the property of locality of quantum field theories on quantum space-time, and
we shall see in details (cf. sec. IVB) that this is indeed the case.
II. THE BASIC MODEL OF QUANTUM SPACE-TIME
This section is dedicated to a review of the Doplicher-Fredenhagen-Roberts (DFR) basic model
of quantum Minkowski space-time [1]. We will not give all the mathematical proofs, that can all be
found in [1]. This section will serve as an introduction and reference to the scale-covariant model
analyzed in section III.
The first step for the quantization is the introduction of unbounded self-adjoint operators
{qµ|µ = 0, . . . , 3} which represent the quantum space-time coordinates. As mentioned above,
the uncertainty relations come from the ansatz that these operators do not commute, i.e.
[qµ, qν ] ⊂ iλ2PQµν , (II.1)
where the dimensionless operators Qµν are the self-adjoint closures of the commutators
1, and from
other algebraic conditions given below.
For simplicity reasons, the commutators Qµν are assumed to commute with all the coordinate
operators qµ, i.e. they are the generators of the center of the associated Lie algebra. Moreover
non-commutativity is evaluated by the operator
− 1
2
Qµν(∗Q)µν , (II.2)
which is of course proportional to ǫµναβqµqνqαqβ, and so vanishing in the commutative case. The
above object (II.2) is invariant under the most general proper Poincare´ transformation
q 7→ Λq + a Id, (II.3)
but it is not invariant under time or space reflection, i.e. the improper Poincare´ group, for it
behaves like a pseudo-scalar. On the other hand, the operator
1
2
QµνQ
µν (II.4)
is a genuine full Lorentz scalar.
Recalling that a general skew-symmetric 2-tensor on R4 can be represented by means of two
vectors e,m ∈ R3, namely its electric and magnetic component respectively, in analogy with
the electromagnetic 2-form of electrodynamics, we can express the components of a generic skew-
symmetric tensor θ on R4 in matrix notation by
θµν =
[
0 eT
−e ∗m
]
, e,m ∈ R3 (II.5)
1 or more correctly of iλ−2P [qν , qµ].
4where the superscript T denotes matrix transposition and ∗m is the Hodge-dual of m in R3. This
leads to the equivalent expressions
−1
2
Qµν(∗Q)µν = e ·m+m · e, (II.6a)
1
2
QµνQ
µν = ‖m‖2 − ‖e‖2, (II.6b)
for the operators (II.2) and (II.4) respectively. The basic model of quantum space-time arises by
requiring symmetry in both e and m and it is then defined by the following quantum conditions:
1
2
QµνQ
µν = 0, (II.7a)(
1
2
Qµν(∗Q)µν
)2
= Id, (II.7b)
[qλ, Qµν ] = 0 ∀λ, µ, ν = 0, . . . , 3. (II.7c)
The first one expresses the sought symmetry in e and m. The second condition sets the charac-
teristic length scale of non-commutativity to 1 in natural units, that is to λP in generic units. The
third additional condition is just a statement of the centrality of the Qs.
It has been shown in [1] that the quantum conditions (II.7) imply the uncertainty relations
∆ωq0
3∑
k=1
∆ωqk ≥ 1
2
λ2P , (II.8a)
3∑
i>k=1
∆ωqi∆ωqk ≥ 1
2
λ2P , (II.8b)
where ω is any state in the domain of the operators [qµ, qν ].
A. Irreducible representations of the quantum coordinates
So far we haven’t specified any representation of the above operators on a Hilbert space. Here we
shall review the irreducible representations of the quantum coordinates for the DFR basic model.
Throughout this section we will work with a unit system such that λP = 1.
In the spirit of von Neumann’s proof of uniqueness of the Schro¨dinger’s representation, we shall
only consider regular representations of the relations (II.7), i.e. those that can be ‘integrated’ into
Weyl’s form
U(α) = eiα
µqµ , α ∈ R4 (II.9)
and that satisfy the Weyl’s commutation relations
U(α)U(β) = e−
i
2
σ(α,β)U(α+ β), σ(α, β) = αµQµνβ
ν . (II.10)
Notice that (II.9) is a sort of quantum plane wave, and (II.10) gives the rule for multiplying
plane waves. Concerning the irreducible representations of (II.10), a key role is played by the op-
erators Qµν , for since they are supposed to be central, Shur’s lemma implies that for an irreducible
representation they are proportional to the identity operator, namely
Qµν = σµν Id, (II.11)
5where σ is a skew-symmetric 2-tensor on the usual Minkowski space-time, and its electric and mag-
netic components satisfy the numerical counterpart of the conditions (II.7). Thus in an irreducible
representation eq. (II.1) becomes
[qµ, qν ] ⊂ iσµν Id, (II.12)
and the Weyl’s relations (II.10) hold, with Qs replaced by the corresponding σs. The claim that
σ is a tensor is justified by the properties of the joint spectrum Σ of the operators Qµν . As a
manifold, Σ is homeomorphic to TS2 × { − 1,+1}, i.e. the disjoint union of two tangent bundles
of the 2-sphere. Further properties of Σ are related to its behavior under the action of the full
Lorentz group given by
L × Σ→ Σ (II.13a)
(Λ, σ) 7→ ΛσΛT . (II.13b)
It turns out that Σ is a homogeneous space under this action, and setting Σ± := TS
2 × {±1},
then the action of the proper orthochronous Lorentz subgroup L ↑+ on each connected part Σ± is
transitive.
Now observe that, since the Lorentz group acts transitively on Σ through the action previously
given, it is possible to fix a special point σ0 ∈ Σ and link any desired point σ to it by means of a
suitable Lorentz transformation Λσ ∈ L such that
Λσσ0Λ
T
σ = σ. (II.14)
A suitable choice in the case of the Doplicher-Fredenhagen-Roberts basic model is e =m = (0, 1, 0),
i.e. the skew-symmetric block matrix
σ0 =
[
0 − Id2
Id2 0
]
. (II.15)
Denoting the standard symplectic form on the plane by J , namely
J =
[
0 −1
1 0
]
, (II.16)
then the following equivalences hold,
σ0 ∼= J ⊗ Id2 ∼= J ⊕ J. (II.17)
We shall denote with qσ the quantum coordinates in a regular irreducible representation labeled by
the skew-symmetric matrix σ. Equation (II.17) shows that we are exactly in the situation of non-
relativistic quantum mechanics with a 4-dimensional phase space. Hence, by the von Neumann’s
uniqueness theorem it follows that all the irreducible representations labeled by the standard matrix
σ0 are unitarily equivalent to the Schro¨dinger’s representation. Explicitly, the underlying Hilbert
space can be realized as L2(R)⊗ L2(R), and the quantum coordinates are realized as
qσ00 = Q⊗ Id, (II.18)
qσ01 = P ⊗ Id, (II.19)
qσ02 = Id⊗Q, (II.20)
qσ03 = Id⊗P, (II.21)
6where Q is the multiplication operator by s in L2(R, ds), and P is the differentiation operator
1
i
d
ds . Although q
σ and qσ
′
are not equivalent whenever σ 6= σ′, if we take Λ ∈ L and consider the
Lorentz transformation
qσ0 7→ Λqσ0 , (II.22)
then the commutation relations for the irreducible representations (II.12) transform accordingly
into
[(Λqσ)µ, (Λq
σ)ν ] = iσµν Id, σ = Λσ0Λ
T . (II.23)
Along with the transitivity of L on Σ, the above line implies that each irreducible representation
qσ must be unitarily equivalent to Λσq
σ0 for some Λσ ∈ L . Hence we conclude that any irreducible
representation at σ ∈ Σ can be expressed in terms of a Lorentz transformation of the irreducible
representation at σ0 ∈ Σ.
B. The C∗-algebra of quantum space-time and localization states
We introduce the non-commutative Banach *-algebra E0 of functions C0(Σ, L1(R4)) from Σ to
L1(R
4,d4α) that vanish at infinity. The product is defined as
(f × g)(σ, α) :=
∫
f(σ, α′)g(σ, α − α′)e i2σ(α,α′)d4α′. (II.24)
Now we are in a situation that much resembles that of ordinary quantum mechanics, namely the
algebra E0 has non-degenerate representations in one-to-one correspondence with the regular rep-
resentations of the quantum conditions (II.7). Thus the construction of the C∗-algebra describing
quantum space-time may be carried out by mathematical analogy with the C*-algebra describing
the non-commutative phase space of a quantum particle.
We recall that the C∗-algebra of quantum spacetime is defined as the enveloping C∗-algebra of
the Banach *-algebra E0. It is the non-commutative counterpart of the commutative C*-algebra of
continuous functions on an ordinary manifold.
The result of this procedure is in the following
Theorem II.1 ([1]). The C∗-algebra E of the basic model of quantum space-time is isomorphic to
C0(Σ,K), where K is the C∗-algebra of all the compact operators on a separable Hilbert space.
Following [1], we shall interpret each state ω ∈ S(E) as giving localization information for events
occurring in quantum space-time. The structure of the states, as well as that of the algebra E ,
strongly depends on the model under consideration. In the case of the basic model that we are
considering in this section, the uncertainty∑
µ
(∆ωq
σ0
µ )
2 (II.25)
attains its minimum value on the ground state of a two dimensional harmonic oscillator, i.e. on
a Gaussian wave-packet. This allows us to parametrize states of optimal localization by means of
4-vectors in Minkowski space-time and measures µ carried by a subset of the base space of Σ, i.e.
the unit sphere Σ(1), as shown in [1, Proposition 3.4]. Explicitly, the optimal localization states
take the form
ωx,µ(f) =
∫
f(σ, α)eiα
µxµe−
1
2
∑
µ α
2
µ d4α dµ(σ), f ∈ E0, (II.26)
where we are restricting to the Banach ∗-algebra E0 (cf [1]). We shall give more details on this
point for the case of the scale-covariant model, which is our central interest in this paper.
7C. Quantum field theory on Quantum Space-time
A possible way of introducing calculus on quantum space-time is discussed in [1, §5]. For the
sake of the reader we give here those definitions, for they are useful in introducing quantum field
theory on quantum space-time.
Let {qµ, µ = 0, . . . , 3} be the unbounded self-adjoint operators associated with the coordinates
of space-time, and let f ∈ F [L1(R4)], where F denotes the Fourier transform. The operator f(q)
can be defined as
f(q) :=
∫
fˇ(α)eiα
µqµd4α, (II.27)
in the spirit of von Neumann’s non-commutative functional calculus.
Derivatives with respect to the space-time coordinates may be defined in terms of the infinites-
imal generators of the group of translations, which act as automorphisms τξ, ξ ∈ R4, via
τξ(f(q)) = f(q − ξ Id). (II.28)
The derivative ∂µ of a function of the quantum coordinates is then defined as
∂µf(q) :=
∂
∂ξµ
∣∣∣
0
τ−ξ(f(q)),
i.e.
∂µf(q) :=
∂
∂ξµ
∣∣∣
0
f(q + ξ Id). (II.29)
Following [1, 6], the above definitions allow us to introduce a free scalar neutral field φ on
quantum space-time, leading to the usual Fock construction based on creation and annihilation
operators. Letting dΩ+m denote the invariant measure on the hyperboloid of mass m contained in
the future light-cone V¯ +, i.e. [7]
dΩ+m(k) = δ(k
2 −m2)θ(k0)d4k, (II.30)
the field φ will then be defined by
φ(q) :=
1
(2π)3/2
∫ [
eik
µqµ ⊗ a(k) + e−ikµqµ ⊗ a(k)∗
]
dΩ+m(k), (II.31)
where the first factor is an element of the C∗-algebra of the quantum space-time E , and the second
one is an operator acting on HF , the Hilbert space of the Fock construction. As expected, φ(q)
satisfies the Klein-Gordon equation, for a simple and direct computation shows that
(+m2)φ(q) = 0. (II.32)
There is a natural way to define a map from the states of S(E) of the C∗-algebra describing the
basic model of quantum space-time to operators on the Hilbert space HF , namely
φ(ω) := (ω ⊗ Id)(φ(q)), (II.33)
for a generic state ω ∈ S(E). With a few but easy steps we may cast the above definition in an
alternative form, i.e.
φ(ω) =
∫
φ(x)ψω(x)d
4x, (II.34)
8where we have introduced the Fourier transform of ω(eik
µqµ), namely
ψω(x) =
1
(2π)4
∫
ω(eik
µqµ)e−ik
µxµd4k, (II.35)
and where φ(x) is the usual free scalar neutral field on classical space-time (cf. [1, §6]). Thus
we have regained the familiar expression of the scalar neutral free field smeared out with a “test”
function, namely
φ[ψω] =
∫
φ(x)ψω(x)d
4x. (II.36)
For example, for a optimal localization state, the associated function ψωξ,µ(x) turns out to be
ψωξ,µ(x) =
1
(2π)2
e−
1
2
∑
µ(xν−ξν)
2
. (II.37)
The locality of such a field theory can be tested by evaluating the commutator [φ(ωξ), φ(ωη)] on
optimal localization states ωξ and ωη. Denoting the usual commutator [φ(x), φ(y)] for the scalar
neutral free field φ(x) on classical space-time by i∆(x− y), that is [8]
i∆(x− y) = 1
(2π)3
∫
eip
µ(xµ−yµ)
[
dΩ+m()− dΩ−m(p)
]
, (II.38)
a straightforward computation shows that [1]
[φ(ωξ), φ(ωη)] = i
∫
∆(x− y)ψωξ(x)ψωη (y) d4x d4y. (II.39)
Although an explicit solution can be exhibited only for the massless case m = 0 , the massive case
has basically the same behavior, as shown in [1], where the explicit form of the commutator for
the massless case is given, namely
[φ(ωξ), φ(ωη)] =
i
4π‖∆x‖
1√
8π
[
e−
1
8
(‖∆x‖+∆t)2 − e− 18 (‖∆x‖−∆t)2
]
Id, (II.40)
where
‖∆x‖ =
√√√√ 3∑
k=1
(ξk − ηk)2 and ∆t = ξ0 − η0. (II.41)
It is easily seen that the commutator falls off like a Gaussian on space-like separated 4-vectors ξ
and η, which means that strict locality is lost on the quantum space-time.
We close this section with a remark on field algebras for quantum fields defined over the quantum
space-time. Since there is no clear and sharp notion of regions on quantum space-time, they can no
longer be used to index the (non-local) field algebras constructed from quantum fields on quantum
space-time. We might consider their non-commutative counterpart though, i.e. the projections in
the Borel completion of the C∗-algebra describing the basic model of quantum space-time. Thus
for each state ω ∈ S(E) we consider its normal extension ω˜ ∈ S(E˜), and for every projection E we
define [9]
F(E) = {W (ω) | ω˜(E) = 1}′′, (II.42a)
9where
W (ω) = e
i
2
[φ(ω)∗+φ(ω)∗∗], ω ∈ S(E) (II.42b)
are the Weyl operators generated by the Segal field φ, and ′′ is the double commutant. A net of
field algebras is then given by the association
E 7→ F(E), E ∈ E˜ . (II.43)
Isotony of this net is to be understood in the sense,
E1 < E2 ⇒ F(E1) ⊂ F(E2), E1, E2 ∈ E˜ , (II.44a)
while covariance takes the form (see next section for the meaning of αL and τL)
αLF(E) = F(τLE), ∀L ∈ P↑+. (II.44b)
D. The action of the Poincare´ group
Let f be an element of the Banach ∗-algebra E0, and let us define, according to [1], the following
action of the full Poincare´ group P on E0
(τ(Λ,a)f)(σ, α) = det(Λ)e
−iαµaµf(Λ−1σΛ−1
T
,Λ−1α), (II.45)
where (Λ, a) denotes the generic element of P. Then τg is an isometry with respect to the norm
on E0, for each g ∈ P, i.e.
‖τ(Λ,a)f‖ = ‖f‖, ∀(Λ, a) ∈ P,
and moreover
τ(Λ′,a′) ◦ τ(Λ,a) = τ(Λ′Λ,Λ′a+a′), (II.46)
from which it follows that τ : P → Aut(E0) is a group homomorphism. Thus the above action can
be extended naturally to the enveloping C∗-algebra E of E0, providing an action of the Poincare´
group by automorphisms on the C∗-algebra of quantum space-time.
An action of the Poincare´ group on the unbounded operators {qµ, µ = 0, . . . , 3} is defined by
transposition. Considering representations of the operators Qµν and qµν on some Hilbert space,
we take the following representation π of E0,
π(f1 ⊗ f2) = f1(Q)
∫
d4αf2(α)e
iαµqµ , (II.47)
for each f1 ⊗ f2 ∈ E0, with f1 ∈ C0(Σ) and f2 ∈ L1(R4,d4α). Under the action of (II.45) the last
relation becomes
π(τ(Λ,a)f1 ⊗ f2) = f ′1(Q)
∫
d4α det(Λ)e−iα
µaµf2(Λ
−1α)eiα
µqµ , (II.48)
where f ′1(σ) = f1(Λ
−1σΛ−1
T
). But∫
d4αe−iα
µaµf2(Λ
−1α)eiα
µqµ =
∫
d4αf2(α)e
iαµ [Λ−1(q−a)µ],
10
and this allows us to define the transpose action on qµ as
τ−1(Λ,a)qµ = (Λq)µ + aµ Id . (II.49)
Relativistic covariance of the fields on quantum space-time is implemented in the usual way, i.e.
by defining the unitary representation of the Poincare´ group over the Hilbert space HF of the Fock
representation. Denoting such unitary representation by U(L), L ∈ P, we set αL = AdU(L), and
thus we have [6]
αL(a(k)) = e
i(Λk)µaµa(kΛ), (II.50)
where kΛ denotes the spatial part of Λk.
If we now take the tensor product of both τL and αL, i.e. τL ⊗ αL, with L ∈ P, we get an
action of the full Poincare´ group P on E ⊗ B(HF ), i.e. on the scalar field φ(q) defined in eq.
(II.31). Hence for a generic element L ∈ P of the full Poincare´ group we have
(τL ⊗ αL)φ(q) =
∫ [
(τLe
ikµqµ)⊗ (αLa(k)) + h. c.
]
dΩ+m(k)
=
∫ [
eik
µqµ ⊗ a(k) + h. c.
]
dΩ+m(k),
i.e.
(τL ⊗ αL)φ(q) = φ(q), (II.51)
as it should be for a scalar neutral field (cf. [1]). The previous equation expresses in compact form
the full Poincare´ covariance of the basic model.
III. THE SCALE-COVARIANT MODEL
This section is completely devoted to the introduction and discussion of the scale-covariant
model of quantum space-time. This alternative model was already mentioned in [1], and corre-
sponds to the limiting case λP → 0 while keeping the non-commutativity. Scale-covariance is to
be expected, for the only relevant scale ruling the quantum structure of space-time, namely λP ,
has been removed.
As a first step we present the joint spectrum of the new central elements R, which plays a
fundamental role in the analysis of irreducible representations. We then proceed to the construction
of the C∗-algebra for the model and the determination of its symmetry group.
A. The quantum conditions
Now we define the scale-covariant model as a limiting case of the basic model. In order to reveal
the presence of the Planck’s length, we can switch again to generic units, thus obtaining
[qµ, qν ] ⊂ iλ2PQµν . (III.1)
We can now perform the aforementioned limit λP → 0, while keeping fixed the quantity
Rµν := λ
2
PQµν . (III.2)
11
The commutator (III.1) now reads
[qµ, qν ] ⊂ iRµν , (III.3)
and is not affected by the limit. However, the quantum conditions (II.7) now take the following
form,
1
2
RµνR
µν = 0, (III.4a)(
1
2
Rµν(∗R)µν
)2
= λ8P , (III.4b)
[qλ, Rµν ] = 0 ∀λ, µ, ν = 0, . . . , 3, (III.4c)
so that the second quantity is taken to vanish in the limit λP → 0.
In order to determine the structure and the behavior of the joint spectrum of the central elements
R under the action of the Lorentz group we represent a point σ ∈ Σ0 in terms of its electric and
magnetic components as discussed in the previous section. The new quantum conditions (III.4) for
λP → 0 lead to
‖m‖2 − ‖e‖2 = 0, (III.5a)
e ·m = 0. (III.5b)
In other words m and e are now orthogonal and of equal norm in E3.
One can notice that the classical space-time is a special case of this scale-covariant model, as
the choice σ = 0, i.e. e = m = 0, satisfies the above quantum conditions (III.5). Moreover this
point is also a degenerate orbit under the action (II.13) of the Lorentz group. Since we have no
interest in the commutative case in this paper, in order to simplify the exposition we shall rule
out this case and redefine the joint spectrum of the elements R as their actual spectrum with the
point σ = 0 removed.
As for the basic model, we choose a special point σ0 ∈ Σ0, consider the irreducible representa-
tions of the C∗-algebra describing the new scale-covariant model at σ0, and then use it to move to
any other representation at a different point σ ∈ Σ by means of the action (II.13). It turns out
that, like in the basic model, Σ0 is a single orbit under the action of the Lorentz group, as shown
by the following
Proposition III.1. The action of the Lorentz group (II.13) on the space Σ0 is transitive.
Proof. Let us fix an arbitrary point σ0 ∈ Σ0, σ0 = (e0,m0) and consider any other point σ ∈ Σ0,
σ = (e,m). Setting n0 = e0×m0 and n = e×m, we now define the endomorphism R ∈ End(E3)
on E3 given by2
R := λeˆ0 ⊗ eˆ+ µmˆ0 ⊗ mˆ+ νnˆ0 ⊗ nˆ, λ, µ, ν ∈ {±1}.
It is easy to verify that R maps {eˆ0, mˆ0, nˆ0} onto {λeˆ, µmˆ, νnˆ}, i.e.
R(eˆ0) = λeˆ, R(mˆ0) = µmˆ, R(nˆ0) = νnˆ,
and that RRT = Id3. Moreover
‖Rx‖ = ‖x‖, ∀x ∈ E3
2 Since both {eˆ0, mˆ0, nˆ0} and {eˆ, mˆ, nˆ} are orthonormal basis of E
3, they coincide with their own dual basis.
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and therefore R ∈ O(3). Since {eˆ0, mˆ0, nˆ0} and {eˆ, mˆ, nˆ} are both orthonormal basis of R3, then
∃ω ∈ {−1, 1} | eˆ0 ∧ mˆ0 ∧ nˆ0 = ωeˆ ∧ mˆ ∧ nˆ,
whence det(R) = ωλµν. If R˜ denotes the inclusion of R in L given by
R˜ = ±1⊕R =
[±1 0
0 R
]
,
then
R˜(eˆ0, mˆ0)R˜
T = (±λReˆ0,det(R)µRmˆ0) ≡ (±λeˆ, ωλνmˆ), (III.6)
and by setting λ = ±1, ν = ±ω we get
R˜(eˆ0, mˆ0)R˜
T ≡ (eˆ, mˆ).
It remains to show that there is an element D ∈ L that is capable of stretching e0 into e′0 in such
a way that ‖e′0‖ = ‖e‖. If we take the boost Bβ along the direction of e0 ×m0 and let it act on
σ0, we find
Bβσ0B
T
β =
√
1− β
1 + β
σ0,
i.e.
(e0,m0)
Bβ7−→ (λβe0, λβm0), λβ =
√
1− β
1 + β
. (III.7)
As β ranges in (−1, 1), λ varies in (0,+∞) and therefore there must be a β∗ ∈ (−1, 1) such that
λβ∗‖e0‖ = ‖e‖. Setting then D = Bβ∗ we conclude that
∀σ0, σ ∈ Σ0 ∃R˜,D ∈ L | (R˜D)σ0(R˜D)T = σ.
Finally, since L 0 = {0} ⊂ Σ, then Σ0 = Σr {0} must be stable under the action of L .
An immediate consequence of the above proposition is that L σ = Σ0 for any σ ∈ Σ0 or, in
other words, that Σ0 is a single orbit under the action of the full Lorentz group L .
Corollary III.2. For every pair of points σ0, σ ∈ Σ0 there is a proper and orthochronous Lorentz
transformation Λ ∈ L ↑+ such that σ = Λσ0ΛT .
Proof. Let R be as in the proof of proposition III.1 and consider the inclusion
R˜ = 1⊕R.
Then we must take λ = 1, and consequently ν = ω, so that we remain with det(R) = µ. Of course
we must set µ = 1 in order to have a proper rotation, i.e. R ∈ SO(3) and so R˜ ∈ L ↑+.
Corollary III.3. The action of L on Σ0 is free.
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Proof. Let σ ∈ Σ0 be any point and consider its representation in terms of electric and magnetic
components, σ = (e,m). Then e ·m = 0 and ‖e‖ = ‖m‖. The proof of proposition III.1 shows
that
∀L ∈ L , ∃R˜,D ∈ L | L = R˜D,
where R˜ is a rotation and D a dilation. Hence there must exist λL ∈ R+, RL ∈ O(3) such that
L(e,m)LT = λL(±RLe,det(RL)RLm).
Let Hσ be the stabilizer of the point σ ∈ Σ0, and let h ∈ Hσ. Then
hσhT = σ,
which means
λh(±Rhe,det(Rh)Rhm) = (e,m).
But the only rotation in R3 with at least two fixed axes is the identity Id3, and therefore
Hσ = {IdL }, ∀σ ∈ Σ0,
i.e. all the stabilizers of Σ0 are trivial.
Corollary III.4. Given a point σ0 ∈ Σ0, there exists a continuous map
Σ0 → L ↑+ (III.8a)
σ 7→ Λσ, (III.8b)
such that σ = Λσσ0Λ
T
σ .
The explicit form of the map σ 7→ Λσ is given by the proof of proposition III.1. Let σ0 ∈ Σ0
be a fixed point such that σ0 = (e0,m0) and σ ∈ Σ0 a generic point, and let Rσ and Dσ be the
rotation R˜ and the dilation D of the proof of proposition III.1 respectively. Then Λσ = RσDσ, and
since both σ 7→ Rσ and σ 7→ Dσ are continuous, so is σ 7→ Λσ.
Corollary III.5. For any Λ ∈ L the following identity
ΛΛσ = ΛΛσΛT
holds.
Proof. Since the map σ 7→ Λσ is such that σ = Λσσ0ΛTσ , we have
ΛσΛT = Λ(Λσσ0Λ
T
σ )Λ
T .
On the other hand we have
ΛσΛT = ΛΛσΛT σ0Λ
T
ΛσΛT ,
thus it must be ΛΛσ = ΛΛσΛT .
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B. Representations of the coordinates
The above results enable us to select a suitable special point σ0 ∈ Σ0, e.g.
(e0,m0) = ((1, 0, 0), (0,−1, 0)) ⇐⇒ σ0 =


0 1 0 0
−1 0 0 1
0 0 0 0
0 −1 0 0

 . (III.9)
As a symplectic form, σ0 is degenerate, i.e. det(σ0) = 0, and as a consequence there must be a
basis of vectors in R4 such that
σ0 ∼= J ⊕ 02, (III.10)
where J is the standard symplectic form on the plane R2 given by (II.16), and 02 is the null 2× 2
matrix. Since the structure of the matrix J ⊕ 02 is simpler than the original σ0, it is convenient
throughout the sequel to assign it the symbol
σstd :=


0 −1 0 0
1 0 0 0
0 0 0 0
0 0 0 0

 , (III.11)
and call it the standard symplectic form. It must be noted though that σstd is not a point of the
joint spectrum Σ0, but rather a conjugate element to each of its points. Hence we must always
lift, in the appropriate sense, each derived result back onto the joint spectrum Σ0. From now on
we agree on employing the symbol A to refer to the non-singular matrix A ∈ Mat4×4(R) that
concretely realizes the conjugation
σstd = Aσ0A
T , (III.12)
namely
A =


0 1 0 0
1 0 0 0
0 0 1 0
1 0 0 1

 . (III.13)
In order to derive an irreducible representation for the coordinates q corresponding to the point
σ ∈ Σ0 we start by considering those at the special point σ0 ∈ Σ0, i.e.
[qσ0µ , q
σ0
ν ] = i(σ0)µν Id . (III.14)
Conjugating both sides of the above relation with the matrix A we get
[(Aqσ0)µ, (Aq
σ0)ν ] = iσ
std
µν Id, (III.15)
and thus we can introduce the representation qσ
std
µ = Aq
σ0
µ , whose explicit form is now easier to
find. For, according to the expression (III.11) of σstd, we must have a direct sum between a pair
of Schro¨dinger operators (p, x) and a pair of central operators, namely
qσ
std
=


p
x
a Id
b Id

 . (III.16)
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This shows that, as a consequence of the degeneracy of σstd, there are two more parameters that
label the irreducible representations of the coordinates q. Using the inverse A−1 we can lift qσ
std
to a covariant representation at σ0 × (a, b). Explicitly we have [10]
qσ0×(a,b) =


x
p
a Id
b Id−x

 , (III.17)
and any other representation at a point σ different from σ0 is equivalent to the representation
Λqσ0×(a,b), i.e.
qσ×(a,b) ∼= Λqσ0×(a,b), (III.18)
for a suitable choice of Λ (see corollary III.2).
Of course, on a scale-covariant model one might believe that it is possible to go beyond the
Poincare´ group, and consider, for instance, the scale transformations
qσ×(a,b)µ 7→ λqσ×(a,b)µ , λ ∈ (0,+∞), (III.19)
as new symmetries. Since we already have an explicit irreducible representation of the coordinates
at σ0 ∈ Σ0, namely (III.17), we may consider the dilations on qσ0×(a,b) alone, for any other rep-
resentation follows from this one, as discussed above. If we substitute λq for q the commutation
relations (III.14) become
[λqσ0×(a,b)µ , λq
σ0×(a,b)
ν ] = i(λ
2σ0)µν Id . (III.20)
This last relation requires the two representations λqσ0×(a,b) and qλ
2σ0×(a′,b′) to be equivalent for
a suitable choice of the parameters (a′, b′) as functions of (a, b). But the dilations on Σ0 are
implemented by Lorentz transformations (cf. proposition III.1) and therefore there must exists an
element D ∈ L ↑+ such that
qλ
2σ0×(a′,b′) ∼= Dqσ0×(a′,b′), (III.21)
i.e.
qσ0×(a,b) ∼= 1
λ
Dqσ0×(a
′,b′). (III.22)
A computation [10] shows that the new parameters a′ and b′ in terms of a, b and λ are given by
a′ = λa, (III.23a)
b′ = λ3b. (III.23b)
C. The C∗-algebra of the model
In order to construct the C∗-algebra of the scale-covariant model we may repeat the steps we
have followed in the case of the basic model (see section II B). We start with the vector space
L1(R4,d4α). We then define E0 = C0(Σ,F) and turn it into a Banach ∗-algebra as in the case of
the basic model, i.e. we introduce the multiplication, involution and norm given by, respectively
(f × g)(σ, α) :=
∫
f(σ, α′)g(σ, α − α′)e i2σ(α,α′)d4α′, (III.24a)
f∗(σ, α) := f(σ,−α), (III.24b)
‖f‖ := sup
σ∈Σ
‖f(σ, · )‖1. (III.24c)
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The multiplication × above depends on the point σ ∈ Σ0, but the result of corollary III.4 allows
us to fix it to the special point σ0. In fact, given the map Λσ, the element σ ∈ Σ0, interpreted as
a bilinear form on R4, may be written as
σ = σ0 ◦ (Λσ ⊗ Λσ). (III.25)
Then, for every pair of elements f, g ∈ E0, we have
(f × g)(σ, α) =
∫
f(σ, α′)g(σ, α − α′)e i2σ(α,α′)d4α′
=
∫
f(σ, α′)g(σ, α − α′)e i2σ0(Λσα,Λσα′)d4α′
=
∫
f(σ,Λ−1σ α
′)g(σ, α − Λ−1σ α′)e
i
2
σ0(Λσα,α′)d4α′,
and therefore
(f × g)(σ,Λ−1σ α) =
∫
f(σ,Λ−1σ α
′)g(σ,Λ−1σ (α− α′))e
i
2
σ0(α,α′)d4α′. (III.26)
This suggests the introduction of a map T between algebras given by
(Tf)(σ, α) := f(σ,Λ−1σ α), (III.27)
that is evidently one-to-one, continuous and ∗-preserving. It becomes multiplication preserving
as well provided that the image algebra of E0 under T is endowed with the fixed multiplication
derived above (cf. equation (III.26)), for in this case [10]
T (f × g) = Tf × Tg. (III.28)
Thus (III.27) defines a ∗-isomorphism of the algebras E0 and Eσ0 := (RanT,×σ0). The steps from
(III.25) to (III.28) may be repeated once more in order to replace σ0 with σ
std. Indeed, we have
σ0 = σ
std ◦ (A−1 ×A−1), (III.29)
and thus the map
(Sf)(σ, α) := |det(A)|f(σ,Aα), ∀f ∈ RanT (III.30)
is a new ∗-isomorphism between algebras, specifically between (RanT,×σ0) and (Ran(S◦T ),×σstd ).
Let Estd denote the latter algebra, i.e.
Estd :=
(
C0(Σ0, L
1(R4)),×σstd
)
, (III.31)
then the joint spectrum of the central elements Rµν and the two commuting coordinates of q
σstd
may be reconstructed by taking the Fourier transform of each element f ∈ Estd relatively to the
two variables associated with the two commuting coordinates. By the Riemann-Lebesgue theorem
then F2 : L
1(R4) → C0(R2, L1(R2)) is an injective ∗-homomorphism and therefore it injects the
Banach ∗-algebra Estd into the Banach ∗-algebra
E(2)std := C0(Σ0 ×R2, L1(R2)). (III.32)
To be more definite, we shall introduce the following notation, that will occur again in the
sequel. A point x ∈ R4 may equally be represented as the element
xq ⊕ xc ∈ R2 ⊕R2, (III.33)
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the subscripts c and q standing for classic and quantum respectively. The former is associated
with the two commuting coordinates, while the latter to the non-commuting ones. Thus, for every
f ∈ Estd, we have
F2[f ](σ, xc, αq) :=
∫
f(σ, αq ⊕ αc)ei〈xc,αc〉d2αc, (III.34)
where 〈 · , · 〉 : R2 ×R2 → R denotes the Euclidean inner product on R2. Now, with the above
defined notation, we have (cf. (III.10) and (III.11))
σstd(α, β) = σstd(αq ⊕ αc, βq ⊕ βc)
= (J ⊕ 02)(αq ⊕ αc, βq ⊕ βc)
= J(αq, βq),
and this suggests the introduction of a twisted multiplication on E(2)std such that the map F2 defined
above becomes multiplication preserving. From the well known properties of the Fourier transform,
the multiplication of two elements f, g ∈ Estd may also be written as
(f × g)(σ, α) =
∫
f(σ, α′)g(σ, α − α′)e i2σstd(α,α′)d4α
=
∫
f(σ, α′q ⊕ α′c)g(σ, αq ⊕ αc − α′q ⊕ α′c)e
i
2
J(αq,α′q)d2αqd
2αc
=
∫
F2[f ](σ, kc, α
′
q)F2[g](σ, kc, αq − α′q)e
i
2
J(αq ,α′q)ei〈kc,αc〉d2αqd
2kc,
and if we now apply F2 to the left hand side, we end up with the identity
F2[f × g] = F2[f ]×F2[g], ∀f, g ∈ Estd, (III.35)
which proves that F2 is a ∗-homomorphism between algebras.
Since both Estd and E(2)std admit maximal C∗-seminorms that are actually norms [10], their en-
veloping C∗-algebras are mere completions with respect to them. Moreover Estd is dense in its
enveloping C∗-algebra while F2[Estd] is dense in the enveloping C∗-algebra of E(2)std , and these con-
siderations imply the existence of a ∗-isomorphism ψ such that
ψ : C∗(Estd)→ C∗(E(2)std) (III.36)
is an isometric ∗-preserving one-to-one mapping between algebras. Finally, in deriving the explicit
form of the enveloping C∗-algebra of E(2)std , we end up with the analogue of theorem II.1 for the
scale-covariant model of quantum space-time, namely [10]
Theorem III.6. The enveloping C∗-algebra of the Banach ∗-algebra E(2)
std
with respect to its unique
maximal C∗-norm is isomorphic to C0(Σ0 ×R2,K), where K is the C∗-algebra of all the compact
operators on a fixed separable Hilbert space.
D. The group of automorphisms
In this section we describe how to implement the space-time symmetries on the C∗-algebra
describing the scale-covariant model of quantum space-time constructed above.
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As expected, the action of the Poincare´ group P on the Banach ∗-algebra E0 is implemented
exactly as in the case of the Banach ∗-algebra E0 describing the basic model (cf. section IID),
namely
(τ(Λ,a)f)(σ, α) = det(Λ)e
−iαµaµf(Λ−1σΛ−1
T
,Λ−1α), ∀f ∈ E0. (III.37)
Even the proof that this action defines a group of automorphisms on the enveloping C∗-algebra of
the Banach ∗-algebra describing the scale-covariant model of quantum space-time requires only a
few trivial modifications.
From now on we will use E0 to denote the Banach ∗-algebra C0(Σ0, L1(R4,d4α)) describing
the scale-covariant model. The symbol E will denote its completion with respect to its maximal
C∗-norm, i.e. its enveloping C∗-algebra.
The scale-covariant model is characterized by the existence of a group of automorphisms on E0
which naturally extends to a group of automorphisms on E that implements the scale-covariance.
The mapping
∆ : R+ → End(E0), (III.38a)
defined by
(∆λf)(σ, α) = λ
4f(λ−2σ, λα), f ∈ E0 (III.38b)
is a homomorphism between groups, since
((∆λ ◦∆µ)f)(σ, α) = λ4(∆µf)(λ−2σ, λα)
= (λµ)4f((λµ)−2σ, (λµ)α)
= (∆λµf)(σ, α), ∀f ∈ E0, ∀λ, µ ∈ R+
i.e.
∆λ ◦∆µ = ∆λµ, ∀λ, µ ∈ R+. (III.39)
Moreover each map ∆λ, λ ∈ R+, is a ∗-automorphism of E0 [10], since
∃∆−1λ = ∆λ−1 , ∀λ ∈ R+,
(∆λf
∗) = (∆λf)
∗, ∀f ∈ E0,
‖∆λf‖ = ‖f‖, ∀f ∈ E0,
and therefore (Ran∆, ◦) is a group of ∗-automorphisms implementing the scale-covariance on the
Banach ∗-algebra E0. Since [10]
‖∆λf‖C∗ ≡ ‖f‖C∗ , ∀f ∈ E0, (III.40)
where ‖ · ‖C∗ denotes the maximal C∗-norm on E0, each ∆λ extends uniquely to E and therefore the
action of the group (Ran∆, ◦) on E0 extends to an action by ∗-automorphisms on the enveloping
C∗-algebra E .
An action of the above group of automorphisms on the coordinates q may be defined as well
as a transposition of the action on the elements of the C∗-algebra describing the scale-covariant
model of quantum space-time. We again consider (cf. section IID) the representations of elements
of the form
π(f1 ⊗ f2) = f1(R)
∫
f2(α)e
iαµqµd4α, (III.41)
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where q and R are being used as a shorthand for π(q) and π(R) respectively, and f1 ∈ C0(Σ0),
f2 ∈ L1(R4,d4α) are completely arbitrary. Under the action of ∆λ we have
π (∆λ(f1 ⊗ f2)) = f ′1(R) · λ4
∫
f2(λα)e
iαµqµd4α, (III.42)
where
f ′1(σ) = f1(λ
−2σ), ∀σ ∈ Σ0. (III.43)
But
λ4
∫
f2(λα)e
iαµqµd4α =
∫
f2(α)e
iαµ(λ−1q)µd4α, (III.44)
from which we get the transpose action of ∆λ on the coordinates q, namely
∆−1λ q = λq. (III.45)
We now focus on the determination of the global structure of the symmetry group of the
coordinates qµ, and specifically its multiplication law. Therefore we shall consider the composition
between a dilation ∆−1λ and a Poincare´ transformation τ
−1
(Λ,a), that, we remind, is such that (cf.
section IID)
τ−1(Λ,a)qµ = (Λq)µ + aµ · Id .
It is easily verified that one obtains the family of automorphisms
τ˜−1(λ,Λ,a) := τ
−1
(Λ,a) ◦∆−1λ , λ ∈ R+, (Λ, a) ∈ P, (III.46)
and in order to determine the composition law of the new global group, we evaluate
(τ˜−1(λ′,Λ′,a′) ◦ τ˜−1(λ,Λ,a))qµ, (III.47)
which leads to
(τ˜−1(λ′,Λ′,a′) ◦ τ˜−1(λ,Λ,a))qµ = τ˜−1(λ′,Λ′,a′)(λ(Λq)µ + aµ)
= λ′Λ′ [λ(Λq)µ + aµ] + a
′
µ
= (λ′λ)(Λ′Λq)µ + λ
′(Λ′a)µ + a
′
µ,
i.e.
(τ˜−1(λ′,Λ′,a′) ◦ τ˜−1(λ,Λ,a)) ≡ τ˜−1(λ′λ,Λ′Λ,λ′Λ′a+a′). (III.48)
The sought composition law is then
(λ′,Λ′, a′)(λ,Λ, a) = (λ′λ,Λ′Λ, λ′Λ′a+ a′), (III.49)
which allows us to conclude that [10]
Theorem III.7. The scale-covariant model of quantum space-time admits the symmetry group
G = D ⋊P, (III.50)
where D denotes the dilation subgroup of G .
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Proof. It follows from the construction of G that P ∩ D = {0}. Moreover D is stable under
conjugation with each element of G , i.e. it is a normal subgroup, since
(λ,Λ, a)−1 = (λ−1,Λ−1,−λ−1Λ−1a) (III.51)
and
(λ′,Λ′, a′)(λ, Id, 0)(λ′,Λ′, a′)−1 = (λ′,Λ′, a′)(λλ′
−1
,Λ′
−1
,−λ′−1Λ′−1a′)
= (λ, Id, 0),
which proves that G is the semidirect product of D and P.
IV. THE FREE SCALE-COVARIANT SCALAR NEUTRAL FIELD
At this point we have provided all the necessary background to proceed with the construction
of a free massless scalar neutral field on the scale-covariant model of quantum space-time. We
recall that the constraint on the mass comes from the scale symmetry, for a non vanishing mass
introduces an intrinsic scale, namely the Compton length
λC =
~
mc
, (IV.1)
that would break the scale-covariance of the field theory. On a 4-dimensional space-time we there-
fore expect to somehow recover the ordinary behavior{
x 7→ λx
φ 7→ λ−1φ (IV.2)
and an explicit proof that this is indeed the case is given later in this section.
A. The construction of the field
The construction of the field is carried out as discussed in section IIC for the case of the basic
model. We thus consider the invariant measure on the boundary ∂V¯ + of the future light-cone V¯ +,
given by
dΩ+0 (k) = δ(k
2)θ(k0)d4k, (IV.3)
and define the massless field as
φ(q) :=
1
(2π)3/2
∫ [
eik
µqµ ⊗ a(k) + e−ikµqµ ⊗ a(k)∗
]
dΩ+0 (k). (IV.4)
The map from the state space S(E) of the C∗-algebra E describing the scale-covariant model of
quantum space-time to operators on the Hilbert space HF of the Fock construction is defined as
in eq. (II.33), namely
φ(ω) := (ω ⊗ Id)(φ(q)), ∀ω ∈ S(E).
In order to simplify some of the computations we shall refer to the special representation qσ
std×xc ,
xc ∈ R2. Recalling the definition of the representation qσ×xc in terms of the standard point σstd,
that of the matrix A (see eq. (III.12)) and that of qσ×xc in terms of qσ0×xc , we have
qσ×xc ∼= Λσqσ0×xc
∼= ΛσA−1qσstd×xc, (IV.5)
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where Λσ is the map described in corollary III.4. We shall now determine an identity that will
be useful in the following computations, regarding the Minkowskian inner product kµ(qσ×xc)µ.
Employing matrix notation for the sake of simplicity we have
kµ(qσ×xc)µ ∼= (Bσk)µ(qσstd×xc)µ, Bσ = ηA−1T ηΛ−1σ , (IV.6)
where Bσ is such that det(Bσ) 6= 0 ∀σ ∈ Σ0, since η = diag(1,−1,−1,−1), Λσ and A are all
non-singular. The explicit expression of φ(ω), namely
φ(ω) =
1
(2π)3/2
∫
ω
(
eik
µ(qσ×xc)µ
)
a(k)δ(k2)d4k, (IV.7)
can now be manipulated by using (IV.6) in order to replace qσ×xc with qσ
std×xc . In this way we
determine
φ(ω) =
1
(2π)3/2
∫
ω
(
ei(Bσk)
µ(qσ
std×xc)µ
)
a(k)δ(k2)d4k
=
1
(2π)3/2
∫
ω
(
eik
µ(qσ
std×xc)µ
)
a(kB−1σ )δ((B
−1
σ k)
2)|det(B−1σ )|d4k, (IV.8)
where kB−1σ is the spatial part of the 4-vector B
−1
σ k. The states of optimal localizations can be
parametrized by vectors ξ ∈ R4, but in contrast to the basic model (cf. section II B) there is just
one pair of Schro¨dinger operators, for two of the four quantum coordinates are actually classical, i.e.
they are among the generators of the center of the algebra. This means that it suffices to consider
the ground state of a one-dimensional harmonic oscillator, whose Hamiltonian is proportional to
the Euclidean norm ‖e‖ in E3 of the electric (or, equivalently, the magnetic) part of the point
σ ∈ Σ0. Furthermore the value of ‖e‖ plays the role of a scalable fundamental length for the
scale-covariant model and as such it must show up in the uncertainty of the measurements of the
non-commuting coordinates. This follows directly from
ωξ
(
eik
µ(qσ
std×xc)µ
)
= eik
µξµe−
1
2
‖σstd‖‖kq‖22 , (IV.9)
where the norm ‖σ‖ of a skew-symmetric bilinear form σ is defined as
‖σ‖2 := 1
4
Tr(σTσ) =
1
2
(‖e‖2 + ‖m‖2), (IV.10)
and we are once again employing the notation developed towards the end of section IIIC, equation
(III.33), page 16, ‖ · ‖2 denoting the Euclidean norm in R2. The Fourier transform of the above
expression (IV.9) allows us to introduce the usual family of test functions describing localization
data,
ψωξ(x) = δ
(2)(xc − ξc) · 1
2π‖σstd‖e
− 1
2‖σstd‖
‖xq−ξq‖22 , (IV.11)
indexed by vectors ξ ∈ R4, associated with states of optimal localization ωξ, ξ ∈ R4. It must
be remarked though that, strictly speaking, there is no absolute meaning of optimal localization
states on the scale-covariant model of quantum space-time, for the actual absolute minimum of
the uncertainty is reached at the spectral point 0 ∈ Σ, which is associated with the ordinary
commutative space-time. To see this it suffices to consider a state ω in the domain of the operators
[qµ, qν ], for in this case the uncertainty must satisfy [10]
3∑
µ=0
(∆ωqµ)
2 ≥
√
2
∫
Σ
‖σ‖dµω(σ).
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If ω is a pure state, then dµω(σ) = δ(σ − σω)dσ for some σω ∈ Σ, and therefore
3∑
µ=0
(∆ωqµ)
2 ≥
√
2‖σω‖,
which shows that the lower bound of the uncertainty depends on points from Σ. Thus optimal
localization states on the scale-covariant model of quantum space-time are relative to a fixed point
of the joint spectrum Σ0.
For the evaluation of the Fourier transform of the remaining terms in (IV.8), a new identity
for the inner product kµxµ can be determined that would simplify both calculations and notation.
Switching again to matrix form, we have
kµxµ = (B
−1
σ k)
µ(B˜σx)µ, B˜σ = ηB
T
σ η, (IV.12)
where B˜σ = ΛσA
−1 is a non-singular matrix. Hence the aforementioned Fourier transform is given
by
∫
a(kB−1σ )δ((B
−1
σ k)
2)e−ik
µxµ |det(B−1σ )|d4k = φ(B˜σx),
φ(B˜σx) being the usual massless scalar neutral field on classical space-time, evaluated at the point
B˜σx. Thanks to the above results, the map φ(ω) takes the more familiar form of a field smeared
out with a test function, namely
φ(ω) =
∫
φ(B˜σx)ψω(x)d
4x. (IV.13)
In order to refer to the general representation of the coordinates qµ at σ ∈ Σ0, we introduce the
functions ψ
(σ)
ω associated with ω(eik
µ(qσ×xc)µ) given by
ψ(σ)ω (x) := |det(A)|ψω(B˜−1σ x). (IV.14)
The identity (IV.13) then becomes
φ(ω) =
∫
φ(x)ψ(σ)ω (x)d
4x. (IV.15)
En passant we observe that, although (IV.14) has been given as a definition here, this can be
derived in a different way, as a consequence of what seems to be a more natural definition, namely
ψ(σ)ω (x) :=
1
(2π)4
∫
e−ik
µxµω
(
eik
µ(qσ×xc)µ
)
d4k. (IV.16)
Using the unitary equivalence between qσ×xc and ΛσA
−1qσ
std×xc , it is then easy to prove that
ψ(σ)ω (x) = |det(A)|ψω(AΛ−1σ x), (IV.17)
i.e. equation (IV.14).
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B. Covariance and locality
We will now explore the properties of covariance of the scalar neutral field constructed on the
scale-covariant model of quantum space-time as discussed above. With respect to the action of
the Poincare´ group, this field, say φ(q), satisfies covariance in the same way as the scalar field
constructed on the basic model of quantum space-time (see section IIC). The new feature that
wasn’t yet explored at this point of our argumentation is the behavior under dilations, i.e. under
the transformation laws of the type (IV.2). For a scalar field in a four dimensional space-time we
expect the following “classical” behavior,
φ′(x′) =
1
λ
φ(x), x′ = λx, (IV.18)
to hold for any λ ∈ R+, which is a special case, viz. x′(x) = λx of the more general transformation
law for a scalar field φ of scaling dimension ∆ in a d-dimensional space-time, namely [11]
φ′(x′) = det(Dxx
′)−∆/dφ(x), (IV.19)
where x′ ∈ Diff(R4) is a generic invertible diffeomorphism on R4. Since the action of the group
of dilations on the coordinates of quantum space-time is known (cf. eq. (III.45)), we only lack a
group of automorphisms on the space of all the linear operators acting on the Hilbert space HF of
the Fock construction in order to completely implement the scale covariance. Applying (III.45) to
the scalar field φ(q) one has
(∆−1λ ⊗ Id)φ(q) =
∫ [
eik
µ(λq)µ ⊗ a(k) + h.c.
]
dΩ+0 (k),
= λ−2
∫ [
eik
µqµ ⊗ a(λ−1k) + h.c.
] d3k
2k0
,
and thus covariance under dilations is provided by the definition of the endomorphisms δλ such
that
δλa(k) := λ
−1a(λ−1k), ∀k ∈ R3, (IV.20)
for each λ ∈ R+. But an inverse δ−1λ always exists ∀λ ∈ R+, whose explicit expression is of course
given by
δ−1λ a(k) = λa(λk), ∀k ∈ R3, λ ∈ R+. (IV.21)
Therefore the family of maps δλ, λ ∈ R+ forms a group of automorphisms on the set of all the
creation and annihilation operators, since it is easily seen that
δλ ◦ δµ = δλµ (IV.22)
holds for any λ, µ ∈ R+. By the definition of the δλs we thus have the sought scale-covariance law
for the massless scalar neutral field on the scale-covariant model of quantum space-time,
(∆−1λ ⊗ δ−1λ )φ(q) =
1
λ
φ(q), ∀λ ∈ R+. (IV.23)
Another property worth investigating is the locality of such a field theory, and a massless scalar
field like the one introduced above is a good candidate tool to carry out such analysis. To this end
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we take two states of optimal localization, namely ωξ and ωη, indexed by vectors ξ, η ∈ R4, and
determine the commutator of the fields evaluated on them, viz.
[φ(ωξ), φ(ωη)]. (IV.24)
Exploiting all the results derived above and carrying out the computations we end up with
[φ(ωξ), φ(ωη)] = i
∫
∆(B˜σ(x− y))ψωξ(x)ψωη (y)d4xd4y
=
1
(2π)3
∫
eik
µ(A−1(ξ−η))µe−‖σ
std‖‖(A−1
†
k)q‖22
[
dΩ+0 (k)− dΩ−0 (k)
]
.
If the spatial part of A−1(ξ − η) is aligned along the direction of the x2 coordinate and if we
introduce the parametrization
p1 = ‖p‖ cos φ sin θ, (IV.25a)
p2 = ‖p‖ cos θ, (IV.25b)
p3 = ‖p‖ sin φ sin θ, (IV.25c)
then, using the explicit expression of the matrix A (III.13), we determine
[φ(ωξ), φ(ωη)] =
i
4π‖∆x‖
√
2
8π‖σstd‖·
· 1
π
pi∫
0
dφ
1∫
−1
da
[
∆t− ‖∆x‖ · a
2‖σstd‖F (a, φ)3/2
]
‖∆x‖e−
(∆t−‖∆x‖·a)2
4‖σstd‖F (a,φ) , (IV.26)
where a = cos θ, F (a, φ) = 2− a2 + 2√1− a2 sinφ, and
‖∆x‖ =
√√√√ 3∑
k=1
(A−1(ξ − η))2k, ∆t = (A−1(ξ − η))0. (IV.27)
The function F (a, φ) is continuous on [−1, 1]× [0, π] and such that F ([−1, 1]× [0, π]) = [1, 4], hence
there must be a point (a∗, φ∗) ∈ [−1, 1] × [0, π] such that
[φ(ωξ), φ(ωη)] =2
i
4π‖∆x‖
√
2
8π‖σstd‖·
·
[
∆t− ‖∆x‖ · a∗
2‖σstd‖F ∗3/2
]
‖∆x‖e−
(∆t−‖∆x‖·a∗)2
4‖σstd‖F∗ , (IV.28)
with F ∗ = F (a∗, φ∗). The global structure of the above expression is very similar to that of
equation (II.40), expressing the commutator for the scalar neutral field on the basic model of
quantum space-time. Moreover the behavior along space-like directions is also similar, falling off
like a Gaussian, but this time there is an explicit dependence on the point σ ∈ Σ0 of the joint
spectrum of the operators Rµν in (III.3), i.e. on the representation of the commutation relations
among the coordinates. Since ‖σ‖ can be adjusted by the action of some boosts in a special
direction, namely eˆ× mˆ, where σ = (e,m), the width of the Gaussian in (IV.28), which is roughly
estimated by
√‖σ‖, varies accordingly, which is in accordance with the fact that there are no
states of absolute optimal localization, as remarked above.
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C. Nets of field algebras
In the ordinary theory of Algebraic Quantum Field Theory, nets of field algebras are usually
indexed by families of regions of the usual, i.e. commutative, Minkowski space-time. Since there is
no such concept of region on a quantum space-time, a natural generalization of this construction
is obtained by considering families of projections in the Borel completion of the C∗-algebra of the
quantum model of space-time as index sets for field algebras, as argued in [9].
In this paper however we have followed a different approach, for the commutativity of two
of the four coordinates allows us to define a net that can be indexed by ordinary regions of the
Minkowski space-time, although in a very special yet non-trivial way. In a sense, some triviality
is to be expected whenever one considers regions in commutative space-time which are too much
arbitrary, as it will be clarified later on. Moreover scale-covariance of the net, in the usual sense
of Wightman’s axioms, is to be expected to hold, and indeed this is one of the main results of this
subsection.
It has already been argued that, as a consequence of the degeneracy of each point σ ∈ Σ0,
interpreted as a symplectic form on R4, a pair of coordinates behaves classically, i.e. generate the
center of the algebra. This is even more clear when looking at the expression of the (generalized)
function ψω associated with a state ω (see eq. (IV.11)) of optimal localization of the C
∗-algebra
E describing the scale-covariant model of quantum space-time, where the presence of the δ(2)
distribution gives it the look-and-feel of a classical pure state. An obvious generalization of (IV.11)
to a wider class of states ω ∈ S(E) is then given by
ψωf,ξ(x) = f(xc)
1
2π‖σstd‖e
− 1
2‖σstd‖
‖xq−ξ‖22 , (IV.29)
for any ξ ∈ R2 and positive function f ∈ D(D), D ⊂ R2 being a bounded subset. This structure
motivates the introduction of the following notation
Ω˜ = {ωf,ξ ∈ S(E) | ξ ∈ R2, f ∈ D(D), f > 0,D ⊂ R2 bounded} (IV.30a)
Ω({xq} ×D) = {ωf,ξ ∈ Ω˜ | ξ = xq, supp f ⊂ D}, (IV.30b)
with xq ∈ R2 and D ⊂ R2 bounded. We shall also define and use the following abuse of notation
suppψωf,ξ := {ξq} × supp f, ωf,ξ ∈ Ω˜, (IV.31)
and it’ll prove convenient to associate triples (σ, xq,D), consisting of a point σ of the joint spectrum
Σ0, an element xq ∈ R2 and a bounded region D ⊂ R2, with those special regions in R4 of the
form
(σ, xq,D) := ΛσA
−1({xq} ×D) ⊂ R4 (IV.32)
of classical Minkowski space-time. We shall denote the set of all these regions (σ, xq,D) with R
or, in other words, we define
R := {(σ, xq ,D) | σ ∈ Σ0, xq ∈ R2,D ⊂ R2 bounded}. (IV.33)
The above set can be given a preordered set structure by endowing it with the following preorder
relation. If R = (σ, xq,D) and R
′ = (σ′, x′q,D
′) are any two regions in R, then
R ⊂ R′ ⇐⇒ xq ≡ x′q ∧ D ⊂ D′. (IV.34)
It is easy to see that
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Proposition IV.1. The family of regions R endowed with the preorder relation (IV.34) is a
directed set.
We shall also consider the properties of R under the action of the symmetry group (III.50).
Towards the end of this section we will make use of the following
Lemma IV.2. The family of regions of classical space-time R is stable under the action of the
symmetry group G of the scale-covariant model of quantum space-time given by (III.50).
Proof. Since the group G is the semidirect product of three factors, we can consider the action of
each separately.
Lorentz transformations. For a pure Lorentz transformation Λ ∈ L ↑+ and a region (σ, xq,D) ∈ R
we have
Λ(σ, xq,D) = (ΛσΛ
T , xq,D)
where use has been made of corollary III.5. Since Σ0 is stable under L
↑
+, it follows that
(ΛσΛT , xq,D) ∈ R, and this proves stability of R under L ↑+.
Translations. For a translation Ta(σ, xq,D) = (σ, xq,D) + a, a ∈ R4 we observe that ΛσA−1 is
invertible, and so
(σ, xq,D) + a = ΛσA
−1
({xq + (AΛ−1σ a)q} × (D + (AΛ−1σ a)c)) ,
i.e. the stability of R under translations.
Dilations. Finally, for a dilation ∆λ(σ, xq,D) = λ(σ, xq,D), λ ∈ R+, we have
λ(σ, xq,D) = (σ, λxq, λD),
which ultimately shows the stability of R under G .
It is clear from (IV.30) that states of optimal localization are independent from points of the joint
spectrum σ ∈ Σ0, for one of the roles played Σ0 is to parametrize the irreducible representations of
the commutation relations among the coordinates q. One then expects the field algebras associated
with the regions (σ, xq,D) ∈ R to be equivalent for each σ ∈ Σ0. As a consequence of this
consideration we may take the bicommutant of the algebra over C generated by the family of
Weyl’s operators
W (ω) = e
i
2
[φ(ω)∗+φ(ω)∗∗], ω ∈ Ω({xq} ×D), (IV.35)
where φ(ω)∗∗ ≡ φ(ω) is the closure of φ(ω), and denote it with
F({xq} ×D) := {W (ω) | ω ∈ Ω({xq} ×D)}′′. (IV.36)
We then have a net of field algebras indexed by regions from R by simply defining
(σ, xq,D) 7→ F({xq} ×D), (σ, xq,D) ∈ R, (IV.37a)
or, more formally,
R 7→ F (π(R)) , R ∈ R (IV.37b)
where π : R→ 2R4 is defined by
π((σ, xq,D)) = {xq} ×D. (IV.37c)
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We shall now discuss three main aspects of the net constructed above, namely isotony, locality
and covariance. The first property is satisfied by construction, for it is obvious that
R1 ⊂ R2 ⇒ F(π(R1)) ⊂ F(π(R2)), R1, R2 ∈ R. (IV.38)
Locality is inevitably lost, as shown in the previous sections, for the commutator of the fields
falls off like a Gaussian on space-time separations (cf. eq. (IV.28)). It remains to investigate the
property of covariance of the net (IV.37). To this end we note that the scale-covariant field φ of the
previous section satisfies a law of covariance that can be considered as the analogue of Wightman’s
second axiom for quantum field theory [12]. Let L ∈ P↑+, L = (Λ, a), be any proper Poincare´
transformation, and let αL be the adjoint action of P
↑
+ on the operators on the Hilbert space HF
of the Fock construction (cf. eq. (II.50)). If ω ∈ S(E) is any state of the C∗-algebra describing
quantum space-time, then
αLφ(ω) =
1
(2π)3/2
∫ [
ω(eik
µqµ)αLa(k) + h.c.
]
dΩ+m(k)
=
1
(2π)3/2
∫ [
ω(eik
µ(Λq+a Id)µ)a(k) + h.c.
]
dΩ+m(k),
and moreover, by defining the action τL on states by means of
(τLω)(e
ikµqµ) := ω(eik
µ(τLq)µ) (IV.39)
we may set
αLφ(ω) = φ(τ
−1
L ω), (IV.40)
or using the shorthand notation ωL := τLω, also
αLφ(ω) = φ(ωL−1). (IV.41)
As claimed earlier, this relation looks like, and so can be regarded as, the analogue of Wightman’s
second axiom for quantum field theory [12] for the case of a scalar neutral field. For a state ωξ of
optimal localization, indexed by ξ ∈ R4, the above relation becomes
(τ−1L ωξ)(e
ikµqµ) = ωξ(e
ikµ(Λq+a Id)µ)
= ωLξ(e
ikµqµ), ∀L ∈ P↑+,
i.e.
τ−1L ωξ = ωLξ, ∀L ∈ P↑+. (IV.42)
The above result allows us to transfer the action of the proper Poincare´ group P↑+ from states
ω ∈ S(E) to the associated functions ψω(x) defined by (II.35), and ultimately to their “support”
(see (IV.31)). Using (II.35) we determine
ψω
L−1
(x) =
1
(2π)4
∫
e−ik
µxµ(τ−1L ω)(e
ikµqµ)d4k
=
1
(2π)4
∫
e−ik
µ(Λ−1(x−a))µω(eik
µqµ)d4k,
i.e.
ψω
L−1
(x) = ψω(L
−1x), ∀L ∈ P↑+, (IV.43)
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and thus we set
(τLψω)(x) := ψω(Lx), ∀L ∈ P↑+. (IV.44)
Exploiting the equivalent form (IV.15) for φ(ω), we may give yet another form for the covariance
of the field φ. Using (IV.14) and the result of corollary III.5, we determine
(αLφ)(ω) = φ(ωL−1)
=
∫
φ(Lx)ψ(σ)ω (x)d
4x, ∀L ∈ P↑+,
and hence
(αLφ)(x) = φ(Lx), ∀L ∈ P↑+. (IV.45)
Restricting now our attention to states ω from Ω({ξq} × D), for some ξq ∈ R2 and D ⊂ R2
bounded, we can propagate the action of the Poincare´ group to subsets R ∈ R of R4, i.e. those
used to index the net of field algebras (IV.37). With the abuse of notation (IV.31), we see from
(IV.14) that the relation
suppψ(σ)ω = ΛσA
−1 suppψω (IV.46)
between supports must hold, and this proves the covariance for the net under the action of the
Poincare´ group in the usual sense, for if we now consider ΛσΛT , then
suppψ(ΛσΛ
T )
ω = ΛΛσΛTA
−1 suppψω
= Λsuppψ(σ)ω . (IV.47)
But according to definition (IV.14), a generic Poincare´ transformation L ∈ P↑+, L = (Λ, a) is such
that
ψ(σ)ω (L
−1x) = ψ(ΛσΛ
T )
ω (x− a), (IV.48)
and thus
suppψ
(σ)
τ−1
L
ω
= Λsuppψ(σ)ω + a. (IV.49)
By repeating all the above steps for the action of the group of dilations we can prove covariance
of the net (IV.37) under the action of the full group of automorphisms (III.50). In fact, recalling
the definition (IV.20), one has
δλφ(ω) =
1
(2π)3/2
∫ [
ω(eik
µqµ)δλa(k) + h.c.
]
dΩ0(k)
=
λ
(2π)3/2
∫ [
ω(eik
µ(λq)µ)a(k) + h.c.
]
dΩ0(k),
and hence, for any λ ∈ R+,
δλφ(ω) = λφ(∆
−1
λ ω), (IV.50)
where ∆−1λ ω is such that
(∆λω)(e
ikµqµ) := ω(eik
µ(∆λq)µ), λ ∈ R+. (IV.51)
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For a state ωξ, ξ ∈ R4 of optimal localization, the previous identity (IV.50) implies the covariance
in the form
(∆−1λ ωξ)(e
ikµqµ) = ωξ(e
ikµ(∆−1
λ
q)µ)
= ωξ(e
ikµ(λq)µ)
= ωλξ(e
ikµqµ),
i.e.
∆−1λ ωξ = ωλξ, ∀λ ∈ R+. (IV.52)
The action of a dilation on the function ψω(x) associated with the state ω ∈ S(E) is, as before, a
consequence of its definition (II.35), viz.
ψ∆−1
λ
ω(x) =
1
(2π)4
∫
e−ik
µxµ(∆−1λ ω)(e
ikµqµ)d4k
= λ−4ψω(λ
−1x),
and thus we may define the action
(∆λψω)(x) = λ
4ψω(λx), ∀λ ∈ R+. (IV.53)
In order to retrieve the analogue of (IV.18) for the scalar field on quantum space-time we recall
that
φ(ω) =
∫
φ(x)ψω(x)d
4x,
whence
δλφ(ω) = λφ(∆
−1
λ ω)
= λ
∫
φ(λx)ψω(x)d
4x,
which suggests the introduction of the family of maps
(δλφ)(x) = λφ(λx), λ ∈ R+. (IV.54)
Setting φ′ = δ−1λ φ and x
′ = λx, the last relation implies
φ′(x′) = λ−1φ(x), (IV.55)
which has the same structure of (IV.18).
Considering now the functions (IV.14) associated with states ω acting on the representation
of the commutation relation among the coordinates at σ ∈ Σ0, and applying (IV.53), we finally
determine
ψ
(σ)
∆−1ω
(x) = λ−4ψ(σ)ω (λ
−1x), (IV.56)
which implies covariance for the support (IV.31) in the usual sense, i.e.
suppψ
(σ)
∆−1
λ
ω
= λ suppψ(σ)ω . (IV.57)
The last step towards the proof of covariance of the net (IV.37) under the action of the full
group (III.50) is performed by considering the composition between a dilation and a Poincare´
transformation. Taking any element (λ,Λ, a) ∈ G , one gets
suppψ
(σ)
(τ−1
L
◦∆−1
λ
)ω
= λΛ suppψ(σ)ω + a. (IV.58)
In order to summarize the former considerations in this section, we state and prove the following
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Theorem IV.3. The net of field algebras (IV.37) has the following properties.
i. isotony: R1 ⊂ R2 ⇒ F(π(R1)) ⊂ F(π(R2)), R1, R2 ∈ R;
ii. covariance: gF(π(R)) = F(π(gR)), ∀R ∈ R, g ∈ G .
Proof. The first property is obvious and was discussed earlier, therefore it remains to show that
covariance holds. To this end we take a state ω ∈ Ω(π(R)), R ∈ R and a g ∈ G , g = (λ,Λ, a), and
so we get (see eqs (IV.40) and (IV.50))
(gφ)(ω) = λφ(g−1ω).
Considering the functions ψω and ψg−1ω associated with ω and g
−1ω respectively we also have (see
eq. (IV.58) and lemma IV.2)
suppψg−1ω = g suppψω,
whence g−1ω ∈ Ω(π(gR)), and therefore
gF(π(R)) ⊂ F(π(gR)).
But F(π(gR)) = gg−1F(π(gR)), and thus
F(π(gR)) ⊂ gF(π(R)),
which proves the assertion.
We now turn our attention to the properties of the vacuum state Ω ∈ HF relatively to the net
(IV.37). The embedding (A.1) allows us to define a family of real Hilbert subspaces of H , namely
K({xq} ×D) := {Eψω | ω ∈ Ω({xq} ×D)}, (IV.59)
for any xq ∈ R2 and D ⊂ R2 bounded. We may use the set of regions R to index this family of
subspaces, for we may introduce the mapping
R 7→ K(π(R)), R ∈ R, (IV.60)
the map π being that defined in (IV.37).
Proposition IV.4. The vacuum vector Ω ∈ HF is separating but not cyclic for F(π(R)), for any
R ∈ R.
Proof. Thanks to lemma (A.6) it suffices to show that K(π(R)) is separating, R ∈ R, in order
to prove that Ω ∈ HF is separating for F(π(R)). But this property follows immediately from the
definition of K(π(R)), for any R ∈ R.
To prove that Ω ∈ HF is not cyclic for F(π(R)) for any R ∈ R, we recall that the functions
ψω associated with states ω ∈ Ω(π(R)), R ∈ R have the structure (IV.29), i.e. the product of
a function in D(D) and a Gaussian with fixed center. Thus it is possible to choose an element
f ∈ H satisfying
2f(p) = f(p) + f(−p)
that is not the limit of any sequence of elements in K(π(R)), for any R ∈ R.
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The above result applies to the field algebra F({xq} ×R2) for any fixed xq ∈ R2 as well. But
if fails whenever one considers the field algebra generated by the union of F({xq} × D), with xq
varying inside some open (and possibly bounded) subset of R2, say a neighborhood Dq ∈ N (ξq)
of some point ξq ∈ R2 of the real plane, the region D ⊂ R2 being kept fixed. This claim can be
stated more precisely in the form of a theorem, which is another of the main results of this paper,
but before doing so we state and prove three lemmas that will simplify the main proof.
Lemma IV.5. Let gξ ∈ S (R2,R) be the Gaussian function centered at ξ ∈ R2, i.e. gξ =
(2π)−1e−
1
2
‖x−ξ‖22 , Dq ∈ N (ξ0) a neighborhood of ξ0 ∈ R2, G(Dq) ⊂ S (R2,R) the set of functions
G(Dq) := {gξ | ξ ∈ Dq} and S (R2 × Dc,R) := {f ∈ S (R4,R) | supp f ⊂ R2 × Dc} for any
non-empty open subset Dc ⊂ R2. Then
S (R2 ×Dc,R) ⊂ Span
R
G(Dq)⊗D(Dc). (IV.61)
Proof. For simplicity let us assume that ξ0 = 0. For any f ∈ D(Dc) the set Span
R
(G(Dq)⊗ {f})
is a vector subspace of Span
R
G(Dq) ⊗ D(Dc). Each translation ξ ∈ Dq r {0} of the Gaussian
function gξ may be expanded in a MacLaurin series, viz.
gξ(x) =
∞∑
k=0
1
k!
∑
I∈{1,2}k
(
∂
∂ηI
∣∣∣
0
gη(x)
)
ξI ,
where I is a multi-index. Introducing the family of multi-indices I :=
∞⋃
k=0
{1, 2}k we thus have
that Span
R
(G(Dq)⊗ {f}) contains all the functions of the form sIg0 ⊗ f , I ∈ I, where si is the
operator of multiplication by xi, i.e. (sif)(x) = xif(x). Now the set {hI | hI = sIg0}I∈I is total
in L2(R2), for if we take φ ∈ L2(R2) such that (hI , φ) = 0 for all I ∈ I, then the function
Φ(z) = (e〈z,s〉g0, φ)
=
∞∑
k=0
1
k!
∑
I∈{1,2}k
(sIg0, φ)z¯
I
=
∞∑
k=0
1
k!
∑
I∈{1,2}k
(hI , φ)z¯
I ,
would be equal to 0 everywhere on C. But for z = iy, with y ∈ R2, Φ becomes the Fourier
transform of φg0, and since g0 is non vanishing it must be φ = 0. Thus for each f ∈ D(Dc) the
vector space Span
R
G(Dq)⊗D(Dc) contains a total set {hI ⊗ f}I∈I for L2(R2)⊗ {f}.
Given ψ ∈ S (R2 ×Dc) we may consider the family of functions {ψI(xc)}I∈I given by
ψI(xc) :=
∫
hI(xq)ψ(xq , xc)d
2xq, I ∈ I,
that are obviously such that {ψI(xc)}I∈I ⊂ D(Dc). Besides, the previous discussion on complete-
ness implies
ψ(xq, xc) =
∑
I∈I
ψI(xc)hI(xq), ∀xq ⊕ xc ∈ R2 ×Dc, (IV.62)
and this shows that ψ ∈ Span
R
G(Dq)⊗D(Dc).
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Lemma IV.6. Let D(3) ⊂ R3 be a non-empty simply connected and bounded open subset of R3
with regular boundary, and let N be the set of nice regions in R × D(3), i.e. the set of all the
regions O ⊂ R×D(3) satisfying the hypotheses of theorem A.5. Then⋂
O∈N
O′ = ∅.
Proof. Suppose that
⋂
O∈N O
′ 6= ∅. Then ⋃O∈N O must be bounded, for if this were not the case,
then
(⋃
O∈N O
)′
= ∅. Hence there must exist a nice region R ∈ N such that ⋃O∈N O ( R, which
is absurd.
In A we have recalled the definition of a net of local von Neumann algebras indexed by regions
of R4. The net of local field algebras O 7→ R(O), O ⊂ R4 for the free scalar neutral field is defined
in terms of the net of real Hilbert subspaces given by [13]
O 7→ K(O) := E D(O,R). (IV.63)
Thus we set (cf. (A.6))
R(O) := R(K(O)). (IV.64)
Lemma IV.7. Let D(3) be as in the previous lemma. The field algebra R(R×D(3)) is irreducible.
Proof. Let N be the set of nice regions defined as in lemma IV.6. For any O ∈ N isotony implies
R(O) ⊂ R(R×D(3)), ∀O ∈ N ,
and passing to the commutant one obtains
R(R×D(3))′ ⊂ R(O)′, ∀O ∈ N .
Since R(O) = R(K(O)) and K(O) is standard for any O ∈ N , then lemma A2 implies that
R(K(O))′ = R(K(O)′) = R(K(O′)), i.e. R(O)′ = R(O′). Moreover, for any region O ⊂ R4 the
relation R(O′) ⊂ R(O)′ holds, and therefore
R((R ×D(3))′) ⊂ R(R×D(3))′ ⊂ R(O′), ∀O ∈ N ,
or equivalently
R((R×D(3))′) ⊂ R(R×D(3))′ ⊂
⋂
O∈N
R(O′),
and since R(∅) = {Id} then lemma IV.6 implies
{Id} ⊂ R(R×D(3))′ ⊂ {Id}.
Hence R(R×D(3)) is irreducible.
We are now ready to prove the following
Theorem IV.8. Let Dq be any neighborhood of a fixed point xq ∈ R2 and let Dc be a non-empty
simply connected and bounded open subset of R2 with regular boundary. The field algebra F(Dq×Dc)
generated by
F(Dq ×Dc) :=
∨
xq∈Dq
F({xq} ×Dc)
is irreducible.
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Proof. It is clear from the definition and lemma IV.5 that F(Dq ×Dc) contains the field algebra
R associated with the real Hilbert subspace ES (R2 ×Dc,R), where S (R2 × Dc,R) is the set
of functions defined in lemma IV.5. Let D(3) be as in lemma IV.6, but such that D(3) ⊂ R×Dc.
Then the property of isotony requires that
R(R ×D(3)) ⊂ F(Dq ×Dc).
Taking the commutant of both sides we obtain
F(Dq ×Dc)′ ⊂ R(R×D(3))′,
and since R(R×D(3)) is irreducible due to lemma IV.7, so must be the field algebra F(Dq×Dc).
From a physical point of view, the above result is not surprising, and indeed quite expected,
for the actual supports of the test functions associated with states of optimal localization are
unbounded in the time direction. In fact, a similar behavior was discovered to hold even in the
case of the basic model, by Fredenhagen and Doplicher in a unpublished joint work. We refrain
from giving the proof of this result here, for it is a simpler variant of the one given in this paper.
We conclude this section by briefly discussing how to index the above net by projections in the
Borel completion of the C∗-algebra describing the scale-covariant model of quantum space-time,
by merely applying the construction described in [9]. To any state ω ∈ Ω({xq}×D) (see equations
(IV.30) for the definition of Ω({xq} × D)) we associate the support projection E{xq}×D of the
normal extension ω˜ of ω to the the Borel completion of the C∗-algebra, i.e. the minimal projection
such that ω˜(E{xq}×D) = 1. Hence we can replace the set of all the regions of the form {xq} ×D,
i.e. the image of the map π defined by (IV.37), with the family of these projections. Covariance
then propagates from states, namely
(g−1ω)(Epi(gR)) = 1, ∀ω ∈ Ω(π(R)), (IV.65)
for any R ∈ R (cf eq. (IV.33)) and g ∈ G , whence
gEpi(gR) = Epi(R). (IV.66)
For a more detailed discussion we refer the reader to [14].
V. CONCLUSIONS AND OUTLOOK
In this paper we have investigated the quantum structure of a scale-covariant model of quantum
space-time. Quantum field theory on this model has provided a tool that allowed us to carry
out such an analysis. We conclude this paper by showing how the massless scalar neutral field
introduced throughout the exposition can be further exploited in order to draw other insightful
conclusions.
A. Residual non-commutativity and CFTs in low dimensions
The reader will recall that, on the scale-covariant model, two out of the four coordinates of
space-time are some of the generators of the center of the C∗-algebra. It is clear from the anal-
ysis above that one of the two non-commuting coordinates is always time-like. We might then
restrict our attention to the non-singular part of the joint spectrum of the commutators to obtain
a model for a two-dimensional space-time. One can then apply the results derived in this paper to
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the well-developed two-dimensional theory of conformal fields and consider a free massless scalar
neutral field φ. It is easily seen that it is possible to distinguish between the left and the right
chiral observables, for the compactification of the 1 + 1 space-time splits into the product of two
independent circles S1. One may use the chiral fields to define nets of local von Neumann field
algebras on S1, i.e. [15, 16]
I 7→ AL(I), J 7→ AR(J), (V.1)
where I and J are any arcs in S1. In general terms, if I 7→ A(I) is a net of local von Neumann
algebras on S1 endowed with a strongly continuous unitary representation Uφ of PSL(2,R) sub-
jected to the positive-energy spectrum condition such that (AdUφ)A(I) = A(φI), one may prove
the Reeh-Schlieder property, i.e. the vacuum vector Ω0 is cyclic and separating for any arc I ⊂ S1.
Besides, such nets satisfy the property of locality as well, i.e. I1 ∩ I2 = ∅ implies A(I1) ⊂ A(I2)′,
provided that U is irreducible [15].
A net of local von Neumann algebras on the two-dimensional Minkowski space-time may be
constructed by taking the tensor product of the two nets (V.1). If I, J are any two arcs in S1, we
define
I × J := {(x0, x1) ∈ R2 | u−(x0, x1) ∈ I, u+(x0, x1) ∈ J}, (V.2)
and then set
O := I × J, (V.3)
which is a double cone in R2. To O we then associate the tensor product algebra given by
O 7→ AL(I)⊗AR(J), (V.4)
and in this way we end up with a net of local algebras indexed by double cones in R2.
To conclude this subsection we stress that, since the pair of coordinates we are left with do
not commute, we cannot use them to operate the usual construction of the chiral coordinates, and
obtain the very same local theory, for this would eventually yield a non-local net of field algebras,
as a consequence of what has been shown in this paper about the non-locality of the scalar field
on the scale-covariant model.
B. Deformations of Quantum Spacetime and the full conformally-covariant model
In this paper we limited our main discussion to the action of the Poincare´ and dilations groups,
without going any further towards a full conformal symmetry. We will now argue about the reasons
of such a limitation.
From the analysis of the quantum conditions in section IIIA it follows that the joint spectrum Σ0
must satisfy almost the same constraints of the electromagnetic tensor F in the vacuum. Since the
Maxwell equations are covariant under the full conformal group (see [17] and references therein),
it seems legitimate to assume that the same behavior must be expected from the scale-covariant
model of quantum space-time. The problem to solve is then to find a way of defining the relativistic
ray inversion, i.e. the involutive diffeomorphism
I(x)µ :=
xµ
x2
, x2 = ηµνx
µxν , (V.5)
on the scale-covariant model of quantum space-time, since a generic special conformal transforma-
tion is just the composition of a translation, an inversion and another translation (see e.g. [18]).
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A moment’s thought shows that there are no trivial ways of defining a quantum equivalent of such
a transformation, for the main obstruction in this direction is the the ordering of the operators in
generic functions of the coordinates, like the diffeomorphism given above.
We shall neglect this difficulty for the moment, and try to determine a plausible automorphism
on the C∗-algebra of the scale-covariant model of quantum space-time by exploiting the results
on the free massless scalar neutral field obtained in this paper along with the work of Hislop and
Longo [19, §2]. For the sought automorphism to be somehow linked to the diffeomorphism (V.5)
on classical space-time, we require the expression of φ(ω) in terms of the function ψω(x) associated
with ω, namely
φ(ω) =
∫
φ(x)ψω(x)d
4x, (V.6)
to behave as prescribed in [19, §2]. Thus we may tentatively introduce the action ρ on ψω given by
(ρψω)(x) :=
1
(x2)4
ψω
( x
x2
)
, (V.7)
but we cannot hope to choose ω, even among the pure states, in order to avoid the singularity
of (V.5) on the light-cone through the origin, for we see from (IV.11) that the support of ψω is
non-vanishing on the boundary of the light-cone.
A way to overcome these obstructions seems to be the introduction of new generators of the
Lie algebra, i.e. to consider a deformation of the Weyl’s algebra (cf. [20, sect. 2]). How arbitrarily
this can be done, however, depends on the requirement that the deformed model should lead to
the desired uncertainty relations among the coordinates.
A second approach might consist of the quantization of the conformal compactification of the
classical Minkowski space-time (see e.g. [21] and references therein), which in our view is not
too different from the deformation approach, for the compactified Minkowski manifold requires
the introduction of two additional conformal coordinates, i.e. two new generators for the Lie
algebra. The quantization of such a model would then proceed by considering the new conformal
coordinates, along with all the conformal invariants that may be constructed with them, which are
essential to define the quantum condition for the model.
Since it appears that a full conformally-covariant model requires an entirely different approach
from the one used in this paper, the construction and the analysis of such a model will be pursued
elsewhere.
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Appendix A: Von Neumann algebras and real Hilbert subspaces
In this appendix some basic definitions and results from the theory of von Neumann algebras
and real subspaces of Hilbert spaces are collected for the reader’s sake. Use of these tools has been
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made in the analysis of the von Neumann field algebras associated with the free scale-covariant
scalar neutral field discussed in section IVC.
Let H be a Hilbert space, and let K ⊂ H be a closed real vector subspace of H . If K∩iK = 0
then K is said to be separating ; if K + iK = H , then K is said to be cyclic.
Definition A.1 (Standard subspace). A closed real subspace K of a Hilbert space H is said to be
standard if it is both cyclic and separating.
We shall also recall the definition of standard von Neumann algebras.
Definition A.2 (Standard von Neumann algebra). Let R be a concrete von Neumann algebra on
the Hilbert space H , and let Ω ∈ H . If Ω is both cyclic and separating for R, then R is said to
be standard with respect to Ω.
If R and Ω are as in the above definition, then (R,Ω) is called a standard pair.
1. Local structure of the one-particle Hilbert space
Let E : S (R4,R)→ H be the embedding given by [22, 23]
(Ef)(p) :=
√
2πfˆ(
√
m2 + ‖p‖2,p), (A.1)
i.e. the restriction of the Fourier transform of f ∈ S (R4,R) to the hyperboloid Ω+m of mass m con-
tained in the future light-cone, H denoting the one-particle Hilbert space, i.e. H = L2(Ω+m,dΩ
+
m).
To each open and bounded region O ⊂ R4 we may associate a closed real Hilbert subspace of H ,
namely [13, 22]
K(O) := {Ef | f ∈ D(O,R)}. (A.2)
Definition A.3 (Causal complement). Let O ⊂ R4 be an open region of Minkowski space-time.
The causal complement of O is the open region O′ ⊂ R4 given by
O′ := {x ∈ R4 | x− y is space-like for any y ∈ O}.
Among all the regions in R4, those that satisfies the property O = O′′ are somewhat special
and are called causally complete. Some notable examples of such regions are the families of wedges
W and double cones K [7].
Definition A.4 (Symplectic complement). Let K be a closed real Hilbert subspace of the Hilbert
space H . The symplectic complement of K is the vector subspace K ′ ⊂ H given by
K ′ := {f ∈ H | Im(f, h) = 0 ∀h ∈ K}.
A result that may be found in [13] (cf. also [22]) establishes some interesting properties con-
cerning the net of real Hilbert subspace (A.2), namely
Theorem A.5. Let O be any non-empty simply connected open region of R4 with regular boundary.
Then
• K(O′) = K(O)′;
• the real Hilbert subspace K(O) of H is standard.
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2. Second quantization and field algebras
Let H be the one-particle Hilbert space, and let HF = e
H be the bosonic Fock Hilbert space
constructed from H . A coherent vector is the element of HF given by [22]
ef :=
∞⊕
n=0
f⊗n√
n!
, f ∈ H . (A.3)
A Weyl operator is a map W : H → B(HF ) such that [22, 24]
W (f)Ω = e−
1
2
‖f‖2eif , ∀f ∈ H (A.4a)
W (f)W (g) = e−
1
2
Im(f,g)W (f + g), ∀f, g ∈ H , (A.4b)
where Ω ∈ HF denotes the Fock vacuum vector. It can be shown [22] that the system of coherent
vectors is total in HF , and hence each W (f), f ∈ H extends uniquely to a unitary operator on
HF .
Let now K ⊂ H be a closed real Hilbert subspace of H . The von Neumann field algebra
associated with K is the algebra R(K) generated by
R(K) := {W (f) | f ∈ K}′′. (A.5)
A couple of useful results concerning von Neumann field algebras associated with real Hilbert
subspace are the following [22]
Lemma A.6. Let K ⊂ H be a real Hilbert subspace of the one-particle Hilbert space H . The
vacuum vector Ω ∈ HF is
1. separating for R(K) iff K is separating;
2. cyclic for R(K) iff K is cyclic.
Lemma A.7. Let K be a standard subspace of the Hilbert space H . Then the von Neumann
algebra R(K) associated with K is such that R(K ′) = R(K)′.
Let O 7→ K(O), O ⊂ R4, be a net of closed real Hilbert subspaces of H , and let R(K) be the
net of von Neumann algebras defined in (A.5). A new net of von Neumann algebras, indexed by
open regions of R4 may then be constructed by
O 7→ R(O), (A.6a)
where
R(O) := R(K(O)). (A.6b)
If we restrict our attention to the family of double cones K in R4, then the so-called Haag-duality
holds [7], namely
R(K ′) = R(K)′, ∀K ∈ K, (A.7)
which is an extension of the causality requirement
R(O′) ⊂ R(O)′
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for any open region O ⊂ R4.
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