Abstract. In this article, we follow the strategies, listed in [7] and [14] , in dealing with supercritical cubic and quintic wave equations, we obtain that, the equation
Introduction
In this article, we are going to construct solutions for the equation
where u is a real-valued function defined on T 3 × R t . Via a scaling argument, one can see that s cr = The well-posedness part of Theorem 1.1 can be proved as in the work by Lindblad-Sogge [11] , by invoking the Strichartz estimate on compact manifold due to Kapitanski [8] . For the special case p = 3, the equation (1.1) is even globally well-posed if the regularity index s is sufficiently close to 1, for the Euclidean case one can refer to works by Roy [16] . For the ill-posedness statement of Theorem 1.1, one can see Burq-Tzvetkov [5] .
In order to overcome such ill-posedness, probabilistic tools have been introduced, by which we can construct locally and even globally well-posed solutions to several supercritical equations. This approach was first used by Bourgain [1, 2] to prove the invariance of Gibbs measure, introduced by Lebowitz-Rose-Speer in [10] , under the flow of the periodic nonlinear Schrödinger equation or 2D-defocusing nonlinear Schrödinger equation. By this invariance, Bourgain obtained that these equations are almost surely globally well-posed on the support of this measure. On the other hand, by randomizing the initial data via its Fourier series and a consideration of invariant measure in [5] [6], Burq-Tzvetkov proved that the cubic wave equations on the 3D unit ball are locally and globally wellposed; they also proved the local and global well-posedness of the cubic wave equation on 3D torus by a conservation law argument in [7] . Using the similar argument, Burq-Thomann-Tzvetkov obtained the global existence of the cubic wave equation in higher dimension in [4] . Recently Oh-Pocovnicu, by using the Wiener randomization, proved the quintic wave equation on R 3 is almost surely global well-posed with the initial data in the homogeneous spaceḢ s (R 3 ) :=Ḣ s (R 3 ) ×Ḣ s−1 (R 3 ) with s > In this article, we are going to construct solutions to Equation (1.1), with 3 < p < 5. And we obtained that as long as s > p−3 p−1 , Equation (1.1) is almost surely globally well-posed. 
Theorem 1.2 (Almost sure global well-posedness). Let s ∈ (
p−3 p−1 , 1). Given (u 0 , u 1 ) ∈ H s (T 3 ), let (u ω 0 , u ω 1 )S (t)(u ω 0 , u ω 1 ), ∂ t S (t)(u ω 0 , u ω 1 ) + C(R; H 1 (T 3 )) ⊂ C(R; H s (T 3 )).
Remark 1.3. We should notice that the lower bound p−3
p−1 is compatible with the endpoint cases p = 3 and p = 5. That is to say, when p tends to 3, the minimal regularity required to solve Equation (1.1) becomes the one obtained in [7] for the case p = 3; and the same for the other endpoint p = 5, see [14] . But if p = 3 and s = 0, we refer to the [7] for the possible growth of Sobolev norm. 
We say that u solves Equation (2.1) on the time interval I ∋ t 0 if u satisfies for t ∈ I the Duhamel formula
where S (t) is the free wave propagator defined by
We now recall the following energy estimates for the solution u to Equation (2.1).
Proposition 2.1 (Energy estimates). Suppose u solves Equation
And also, we use frequently the Strichartz estimate, which indicates the smoothing property of wave operator. In order to state this estimate, we first define the concept of "wave-admissibility" in 3D case. 
Definition 2.2. We call a pair
under the assumptions that (1) wave admissible condition: both the pairs (p, q) and (a, b) are wave-admissible; (2) Scaling invariant condition:
Indeed, in our case, the Strichartz type estimate we use is mainly for the pair ( 2p p−3 , 2p) with regularity s = 1 and the pair (∞, 2) with s = 0. Precisely, what we need is the following estimate
for any time interval I containing t 0 with |I| ≤ 1.In the following, we denote φ 0 a radial smooth function on R 3 such that φ 0 = 1 on the ball B(0, 1) and φ 0 = 0 out side the ball B(0, 2). Then we recall the following projection operators for any integer N ≥ 1
provided that u is given by
When N = 2 j is a dyadic for some j ≥ 0, we also define the projection operators
where we have used the convention that P ≤2 −1 u = 0. Then by the classical Littlewood-Paley theory, we have the following characterization of H s -Sobolev spaces
We also have the Bernstein's inequality
be a series of independent identically distributed real random variables on the probability space (Ω, A, P) with the same distribution functions θ. Assume that there exists c > 0 such that
Using such a series of random variables, we randomize the data (u 0 , u 1 ) ∈ H s , given by their Fourier series with all coefficients real
by setting
Remark 2.4. This definition induces a Borel probability measure on H s equipped with its natural topology. Furthermore, this probability measure on H s has many nice properties such as "nonregularization of the data" and "non-vanishing on any open set"
, which exclude the possibility of "regularizing effect" originating from such procedure when applied to PDE. See [7] [5] for more details.
We first recall the following probabilistic estimates for any given ℓ 2 sequence (c n ), which is very important in obtaining probabilistic estimates for the random variables (u ω 0 , u ω 1 ). Proposition 2.5. [5] Let {g n } be a sequence of mean-zero, real-valued random variables and g n satisfies the assumption (2.3) for any integer n. Then for any ℓ 2 sequence (c n ) and any q ≥ 2, there exists
By using this estimates, we can prove the following local-in-time probabilistic Strichartz estimates by using the ideas used in [5] (2.5) .
we state the following proposition, which plays an important role in obtaining the probabilistic a priori bound on the the solution to Equation (3.2).
) be given by the series (2.4) with all coefficients real and
(u ω 0 , u ω 1
) be randomized as in (2.5). And let T > 0 and S * (t) = S (t) orS (t). Then for 2 ≤ r ≤ ∞, we have
for any ε > 0, where the constants C and c depend only on r and ε.
The proof of Proposition 2.7 runs the same as what T.Oh and O. Pocovnicu did in [14] . However, by viewing ∂ t ε = ∇ ε when acting on e ±it √ −∆ u 0 , we can prove Proposition 2.7 by the trick of loss of derivatives in space-time. See [3] for more details.
Probabilistic Analysis of NLW
We first look at the truncated equation
As the initial data (P ≤N u 0 , P ≤N u 1 ) is smooth for any data (u 0 , u 1 ) ∈ H s , Equation 3.1 has global smooth solution. In order to study the contributions of the high-frequency portion of the initial data, we rewrite Equation 3.1 as
where z N = S (t)(P ≤N u 0 , P ≤N u 1 ) is the free wave propagation of (P ≤N u 0 , P ≤N u 1 ). Then we have
(ii) There exists a finite constant C(T, ε, (u 0 , u 1 ) H s ), independent of N, such that the following energy bound holds Proof. We argue in the same way as Oh-Pocovnicu did in [14] . First observe that
Now if we have (3.4) sup
Consequently, we only need to prove (3.4).
The existence ofΩ N,T,ε is guaranteed by Lemma 2.6 and Lemma (2.7).
In the following, we are going to prove
for ω ∈Ω N,T,ε . In the following of this section, we suppress the index N for the solution v N to Equation (3.2). Thus to achieve the energy bound (3.5), we differentiate the expression of the energy and obtain
where in the last equality we have used differential mean value equality with θ ∈ [0, 1]. By integrating in time, we have
=: I(t) + II(t).
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Noticing that
where c is a constant depending only on p, we have
Thus thanks to p < 5, we have that 3p−3 2p+2 ≤ 1. And hence we only need to consider
Now, we are going to deal with the term I(t). As v(0) = 0 and v = v ω N is smooth, both in t and x, integrating by parts, we have
As for the first term I 1 (t), we have
where a is a small constant, to be chosen later.
To bound the term I 2 (t), we need the following lemma:
Lemma 3.3. Let v,z as above, we have
where s− := s − δ for any sufficiently small, positive δ.
Proof of Lemma 3.3. Denote P j the Littlewood-Paley projection onto the dyadic 2 j for j ∈ N + . Then we have
Notice that the contribution of the summation over k = −1, 0, 1 can be bounded by that of the case k = 0, so in the following we will omit the summatin over the index k and sometimes omit the index k directly. For the low frequency case j ≤ 2, we have
A further application of Young's or Hölder inequality, we have (3.9) 
where λ j is a sequence of numbers to be chosen later.
For small values of v, by Hölder inequality and Bernstein type estimates, we can do the following calculations
j E(v)(t).
To guarantee the convergence of the series j≥2 2 − j(s−) λ p−3 2 j , we choose λ j = 2 a j with a ∈ (0, 2s− p−3 ). And in this case, we have
provided that the Sobolev regularity index s is positive. For the case v is large, we first consider the case [p] is odd. By denoting α = p − [p], we do the following calculations
(1) To control M j : observe that if j ≫ j 1 , we should have that M j = 0. And hence, we have
Consequently, the last series converges provided
And in this case, we have
E(v)(t).
(2) To control N j : the same observation as in controlling M j allows us to only need to deal with the case ν
Thus the last series converges provided that
And in this case we have
For the case [p] is even, we should replace the expression
, and do the same calculations as above with some different Hölder indices. Now, in our situation, it is only left to prove the case α = 0, which is just the case p = 4. Indeed, this case is much easier to check.
By collecting the bounds (3.9), (3.10), (3.11) and (3.12), we can close the proof of Lemma 3.3.
As a consequence of Lemma 3.3, by the fact that ∂ t z(t) = ∇ z, we have
Finally, by collecting the estimates (3.6), (3.8) and (3.13) together, with a sufficiently small, and using Gronwall's lemma, one can finish the proof of Proposition 3.1 4. Deterministic analysis of NLW Using energy and Strichartz estimates, we can establish the following lemma, which is the key deterministic step in constructing solutions for the equation (1.1).
Lemma 4.1. Given any p ∈ (3, 5), for the wave equation
there exists t * > 0, such that the equation
where β is some positive number. [15] .
Remark 4.2. Due to the fact that p is strictly less than 5, we do not need to prove Lemma 4.1 via the stability theory for the critical NLW as Pocovnicu did in
Proof. We use fixed point argument on the closed ball B(0, R) ⊂ X for some to-be-selected radius R. We define the map L on B(0, R) in the way
together with
All of these conditions can be guaranteed by selecting t * = c( (v 0 , v 1 ) H 1 + K) −γ with γ positive for some sufficiently small c > 0. This finishes the proof by the Banach contraction mapping principle. Now we are going to construct solutions to Equation (1.1). By denoting v := u − f with f = S (t)(u 0 , u 1 ), then v satisfies the following zero-initial data problem
The following deterministic result, allows us to draw an a priori energy bound for solution v to (i) There exists K > 0 for some β > 0 such that 
(iii) There holds for any dyadic N ≥ 1 and some α > 0
Then there exists a unique solution
Proof. To prove Proposition 4.3, we need the following lemma, which states that we can solve simultaneously, on some time interval [t 0 , t * ] for any t 0 ∈ [0, T ), the following two equations (4.9)
and (4.10) 
Proof of Lemma 4.4 . We also use the fixed point argument as we did in the proof of Lemma 4.1. Thus, we only outline the mains steps here. Define the maps L 1 on B(0, R 1 ) ⊂ X and L 2 on B(0, R 2 ) respectively as:
where v N and v solves respectively the equations
and
12 By (4.5) and (4.7), we have
In order for L 1 and L 2 to be contracting maps onto B(0, R 1 ) and B(0, R 2 ) respectively, we do the same calculations as we did in Lemma 4.4. And finally we can assume (4.13)
and (4.14)
Thus there exists sufficiently large N 1 = N 1 (K, C 0 (T )) such that, for all N ≥ N 1 , by choosing t * = c(K + C 0 (T )) −γ with c and γ small positive constants, we guarantee these two assumptions hold true at the same time. By choosing t * even smaller if necessary, we can validate the estimate (4.12).
As a consequence of Lemma 4.4, we have for the difference w N = v − v N on the time interval I = [t 0 , t 0 + t * ]:
Thus we have
for all N ≥ N 1 . Now we begin to solve Equation (4.4) with t 0 = 0. As (v, ∂ t v) H 1 (0) = 0 < 2C 0 (T ), we can solve simultaneously the equations (4.9) and (4.10) on the time interval I 0 = [0, t * ], where t * is obtained in Lemma 4.4 and it depends only on C 0 (T ) and K. Furthermore, by (4.15) and (4.16), we have for all
and hence
Therefore, by (4.19) and (4.6), there exists
This last bound (4.20) allows us to apply Lemma 4.4 again with t 0 = t * . And by denoting I 1 = [t * , 2t * ], we have
Similar argument as we did on I 0 , there exists 
Almost surely global well-posedness
The following proposition can finish the proof of Theorem 1.2, see [7] and [15] for details. Proof. We also argue in the same way as in [14] . We first construct a set Ω 1 , over which the assumption (iii) in Proposition 4.3 holds for all dyadic N. As usual, z ω = S (t)(u ω 0 , u ω 1 ) and z ω N = P ≤N S (t)(u ω 0 , u ω 1 ). Taking 14 Moreover, for each ω ∈ Ω 1 , we have for any N ≥ 1
Next, we are going to construct another subset Ω 2 ⊂ Ω, over which the assumption (ii) in Proposition 4.3 holds for all dyadic N. Given any dyadic N ≥ 1, apply Proposition 3.1, we can construct 
