We present an efficient data structure for finding the longest prefix of a query string q in a dynamic database of strings. When the database strings are prefixes of IP-addresses then this is the IP-lookup problem. Our data structure is I/O efficient. It supports a query with a string q using O(log B (n) + |q| B ) I/O operations, where B is the size of a disk block. It also supports an insertion and a deletion of a string q with the same number of I/Os. The data structure requires O(n/B) blocks, and the running time for each operation is O(B log B (n) + |q|).
Introduction
We consider the longest prefix problem which is defined as follows. The input consists of a set of n strings P = {p 1 . . . p n } (in the main application of this data structure these are prefixes of IP-addresses). We want to preprocess P into a data structure such that given a query string q we can efficiently find the longest string in P which is a prefix of q or report that no string in P is a prefix of q. We focus on the dynamic version of the problem where we want to be able to insert and delete strings to and from P , respectively.
The main application of this problem is for packet forwarding in IP networks. In this application a router maintains a set of strings which are prefixes of IP addresses according to some routing protocol such as BGP (Border Gateway Protocol). When a packet arrives, the router finds the longest string which is a prefix of the destination address of the packet and sends the packet on the outgoing link associated with this string (which is an IP prefix). Such a query in this setting is often called IP-lookup.
(See e.g. [23] . ) The rapid growth of the Internet has brought the need for routers to maintain large sets of prefixes, and to perform IP-lookups at high speeds [8] . A main issue in the design of routers is the size of the expensive high speed memory used by the router for packet forwarding. One can reduce the size of this expensive memory by using external memory components. Therefore the I/O efficiency of the algorithm that we use is very important. In software implementations the entire data structure may not fit into the cache and we may flip parts of it back and forth between main memory and the cache. In hardware implementations it may be too expensive to fit the entire data structure in the memory which is integrated in the chip that implements the forwarding algorithm itself. So parts of the data structure may reside in external memory devices (such as DRAM). In such designs the communication between the main chip and the external memory becomes the performance bottleneck of the system.
Evidently, in our application the external memory unit will be a relatively slow RAM and the cache will be a fast RAM. However we still refer to the basic unit that moves between slow and fast memory as a disk block, as common in papers on I/O efficient algorithms.
In addition to good I/O performance an efficient data structure for IP-lookup should be able to perform queries at the line rate. 1 The data structure has to be scalable since the number of IP prefixes a router has to maintain is growing rapidly as well as the length of these prefixes. Finally, we need to support fast updates mainly due to instabilities in backbone routing protocols and security issues. (See [23] .)
Our Computational Model Our algorithm works in the classical pointer machine model [22] using only comparisons to manipulate strings. This is in contrast with many other algorithms for IP-lookup that use bit manipulations on IP addresses. See Sect. 1. This restriction which we obey does not come at the cost of a complicated data structure. On the contrary, our data structure is simpler than previously known data structure with the same guarantees, in particular when we assume that strings are of constant size and can be compared in a constant number of comparisons. For arbitrary strings we only maintain a small amount of additional information in the string B-tree of Ferragina and Grossi [10] .
We develop our data structures in two steps. First we reduce the longest prefix problem to the problem of finding the shortest segment, among a set of segments on the line, containing a query point. For this data structure we assume that each string fits into a constant number of computer words so that we can compare two endpoints of segments in O(1) time. In the second step we relax this assumption and deal with variable length strings with no apriori upper bound on their length. We assume that the strings are over an ordered alphabet and that we can compare two characters of in O(1) time. We do not require direct access to the characters of each string.
To analyze I/O performance we use the standard external memory model where memory is partitioned into blocks of size B, and we count the number of blocks that we have to transfer from slow to fast memory and vice versa in order to perform the operation. This quantity is the number of I/O operations performed by the operation [24] .
Overview of Our Results
We first consider the problem of maintaining a dynamic set of segments on the line for point stabbing queries. Specifically, we consider a dynamic nested family of segments where each pair of segments are either disjoint or one contains the other. We develop a data structure that given a point q on the line can efficiently find the shortest segment containing q.
Our data structure for this problem which is based on a segment tree [6] (with large fan-out proportional to B) is particularly simple. In a segment tree we map a segment s to every node v, such that s contains 2 v, and does not contain the parent of v. Typically one maintains at each node v all the segments that map to v in some secondary structure [13, 16, 21] . We make the crucial observation that for our point stabbing query it is sufficient to maintain for each node v only the shortest segment which maps to v.
Our data structure supports both queries and updates in O(log B (n)) I/O operations. A query takes O(log n) time and an insertion or a deletion of a segment takes O(B log B (n)) time. We manipulate the segments only via comparisons of their endpoints.
We use this result to solve the longest prefix problem as follows. We associate a segment [pL, pR] with each string p, where L and R are two new characters, smaller and larger than all other characters, respectively. We then apply the previous data structure to this set of segments. This gives the data structure for the case where we assume that two strings can be compared in O(1) time.
To handle strings with no fixed bound on their lengths we combine this idea with the powerful string B-tree of Ferragina and Grossi [10] . This data structure is a B-tree carefully designed for storing strings. For efficient searches and updates it uses a Patricia trie [17] in each node. We show how to maintain the information which we need for longest prefix queries using the string B-tree.
Since our data structure is based on a B-tree it is also I/O efficient. If we pick the size of a node so that it fits in a disk block of size B, we obtain that a query or update with a string q performs O(log B (n) + |q|/B) I/O operations. The data structure requires O(n/B) disk blocks in addition to the blocks required to store the strings themselves. The time for a query or update with a string q is O(B log B (n) + |q|).
(This is as efficient as with tries implemented carefully [20] , but tries cannot be implemented I/O efficiently [7] .)
Previous Related Results
There has been a lot of work mainly in the networking community on the IP-lookup problem. The dominated hardware based solution to IP-lookup is based on a specific memory device called TCAM (Ternary Content Addressable Memory) (see e.g. [26] ). 3 Each cell in this memory stores an IP prefix. The device compares in parallel all cells to a particular word q, and returns the address of the cell containing the longest prefix of q. A TCAM is more expensive than traditional memory devices and consumes more power.
More algorithmically sophisticated solutions can be classified into three families: trie based structures (see for example [8] and the references there), hash based structures (see for example [12] and the references there), and tree based structures. Trie based solutions maintain a binary trie of the IP prefixes. This is a tree such that every edge is associated with a bit and every IP prefix corresponds to a path. Various techniques have been developed to reduce the height of the trie. These techniques usually increase the size of the structure and make it more difficult to update. Although some of these structures are attractive in IPv4 (32 bit addresses), since their worst case performance grows linearly with the maximum length of a prefix, they are less attractive for IPv6 (128 bit addresses). Hash based structures essentially maintain all the IP prefixes of the same length in a hash table. These hash tables are used to determine which prefixes of the query exist in the data structure. Techniques have been developed to reduce the number of hash tables. In the rest of this section we focus on tree based solutions with worst case guarantees that are related to our approach.
In order to use some kind of a binary search on the strings, one has to impose an order on them. One natural order is the lexicographic order. But probably a more effective order is to represent each string p as an interval [pL, pR] and order the endpoints of these intervals lexicographically. To get further intuition as of why the problem is not trivial to solve using binary search, note that the position of the query in the order of the strings may be far from the longest prefix of the query. For example consider the strings s 1 = 0, s 2 = 00, s 3 = 0001, s 4 = 011, and s 5 = 01110, and say that the query q is the string 01001. The position of q according to the lexicographic order of these strings is between s 3 and s 4 , but its longest prefix is s 1 . Similarly, if we translate each string to an interval and order the endpoints of the intervals lexicographically we obtain the sorted list e 1 = 0L, e 2 = 00L, e 3 = 0001L, e r 3 = 0001R, e r 2 = 00R, e 4 = 011L, e 5 = 01110L, e r 5 = 01110R, e r 4 = 011R, and e r 1 = 0R. The positions of qL and qR in this list according to lexicographic order is between e r 2 = 00R, and e 4 = 011L, far from the endpoints of the longest prefix of q. It has been noted [15] that one can turn the list of endpoints of the intervals into a static data structure for longest prefix queries by precomputing the answer for each basic interval between two endpoints. It is easy to see that all queries whose lexicographic position is in the same basic interval have the same longest prefix. Unfortunately, this solution does not allow efficient updates. Combining this observation with the string B-tree of Ferragina and Grossi [10] one can obtain a static I/O efficient data structure for longest prefix queries. (For more on the string B-tree see Sect. 3.) Efficient dynamic solutions which are based on trees, maintain some information in addition to the sorted endpoints that allows both efficient queries and updates. Known solutions, however, are specific for IP-addresses and do not work as efficiently for general unbounded strings. Furthermore, their I/O performance was not analyzed. We mention the known structures based on trees that have logarithmic or close to logarithmic running time per query and update for IP-addresses.
Sahni and Kim [18] describe a solution based on a collection of red-black trees that requires linear space and logarithmic time per operation. Feldmann and Muthukrishnan [9] proposed the Fat Inverted Segment tree (FIS). This data structure supports queries in O(log log n + ) time, where is the number of levels in the segment tree. The space requirement is O(n 1+1/ ), and insert and delete take O(n 1/ log n) time, but there is an upper bound on the total number of insertions and deletions allowed. Suri et al. [25] proposed a data structure which is similar to ours in the sense that it is both a segment tree and a B-tree. They store in each node all the segments which are mapped to it in a secondary heap data structure. Therefore they use O(nB log B (W )) storage, where W is the length of an IP-address. The running time of a query and update is O(B log B (n)) assuming we can compare strings in constant time. Updates are not I/O efficient since we need to update a heap with strings in each node. Lu and Sahni [16] suggested an improvement of the segment tree of Suri that stores each string only in one place. They maintain other bit vectors in internal nodes and their update operations are quite complicated. Both [25] and [16] have not noticed that for nested segments, one can maintain only the shortest at each node. This is our main observation which allows us to get a simpler structure which can be extended to general strings.
Kaplan, Molad, and Tarjan [13] considered the problem of point stabbing a dynamic nested set of segments. In their setting, which is more general than ours, each segment has a priority associated with it and we want to find the segment of minimum priority containing a query point. They present a data structure performing query and update in O(log n) time that requires linear space. It uses both a balanced search tree and a dynamic tree [19] and thereby more complicated than ours (when applied to the special case where the priority of an interval is its length).
In recent years, external memory data structures have been developed for a wide range of applications [24] . A classical I/O efficient data structure is the B-tree [2] . This is a search tree in which we choose the degree of a node so that it occupies a single block. The string B-tree of Ferragina and Grossi [10] is a fundamental extension of the B-tree for storing unbounded strings. The main idea is to use a Patricia trie [17] in each node to direct the search. Unfortunately this data structure by itself does not solve the longest prefix problem.
Agarwal, Arge, and Yi [1] improved a more general data structure of Kaplan, Molad, and Tarjan [13] for stabbing-min queries against general segments (not necessarily nested). This data structure is based on a B-tree and can be implemented so that it is I/O efficient. Specifically, a data structure for n intervals uses O(n/B) disk blocks and O(log B (n)) I/O operations for query and update. This data structure assumes that endpoints of intervals can be compared in O(1) time and cannot be extended to general strings.
Ko and Aluru [14] describe an I/O efficient implementation of a suffix tree. They partition the suffix tree into subtrees such that each subtree fits into a disk block, and represent each such subtree by a Particia trie. We can apply their technique to store the trie over a set of P strings, such that we can search and update P with a new string p in O(|p|/B + log B (n)) I/Os. We can also extend this data structure to answer longest prefix queries but it has two drawbacks: It works only over alphabets of constant size, and it may occupy O(n) disk blocks rather than O(n/B) since subtrees may be much smaller than the size of a disk block.
Brodal and Fagerberg [5] obtained a cache oblivious (see Sect. 4) data structure for manipulating strings. This data structure, which is essentially a trie, can be used to obtain an I/O efficient solution for the static version of the longest prefix problem.
The outline of the rest of the paper is as follows. In Sect. 2 we present our basic ideas using the assumption that strings are of constant size. In Sect. 3 we combine our ideas with the string B-tree to obtain a general I/O efficient solution. In Sect. 4 we suggest a future research.
B-tree for Longest Prefix Queries
Let P = {p 1 . . . p n } be the dynamic set of strings which we maintain, each is a string over a finite ordered alphabet . We reduce the problem to the problem of maintaining a dynamic set of segments on the line subject to queries which ask for the shortest segment containing a point.
Let L and R be two special characters not in , L is smaller than all characters in and R is larger than all characters in . We think of a line consisting of all strings over each padded with either L or R, ordered lexicographically. Notice that since no such string is a prefix of another the lexicographic order gives a total order of these strings. We map each string p to a segment I (p) = [pL, pR], and we map a query q to the query qL (we could have used qR as well, this choice is arbitrary). Then the segment I (p) contains qL if and only if p is a prefix of q, so the longest prefix p of a query q corresponds to the shortest segment I (p) containing qL.
Note that for two strings p 1 and p 2 the segments I (p 1 ) and I (p 2 ) are either disjoint or one contains the other. We call such a family of segments a set of nested segments. It follows that we can solve the dynamic longest prefix problem with a dynamic data structure to maintain a set of nested segments S = {I (p) | p ∈ P } such that we can find the smallest segment containing a query point.
In the rest of this section we describe a data structure for maintaining a dynamic set of nested segments such that we can find the smallest segment containing a query point. We assume that we can decide if one point is to the left of the other in O (1) time. This corresponds to a scenario where strings are short enough so we can compare them in O(1) time. We remove this assumption in Sect. 3 .
Let E be the set of endpoints of the segments in S. We store E at the leaves of a B-tree T . Each internal node x of T has n(x) children, where b ≤ n(x) ≤ 2b for some parameter b. The root has at least 2 and at most 2b children.
We use the endpoints of the segments as the keys that direct the search. The parameter b is chosen such that O(b) keys fit into a disk block of size B. The leaves of T are empty "dummy" nodes which we consider to be of height-0. A node x of height-1 8 . Rectangles correspond to internal nodes and squares correspond to dummy leaves. In each height-1 node we show the endpoints that it stores. In each internal node v of height > 1 we show the spans of its children which are also used as the keys which direct the search. We write the shortest segment of each node on the arc incoming to the node. For example, the span of
. The segments A 2 and A 3 are mapped to u. The segment A 3 is shorter and therefore se(u) = A 3 stores n(x) endpoints of E, where b ≤ n(x) ≤ 2b, and it has n(x) + 1 "dummy" children. (See Fig. 1 .) Each endpoint in a height-1 node plays the role of a key separating two consecutive dummy leaves.
We associate each leaf with the open interval from the endpoint preceding the leaf to the endpoint following the leaf. We call this interval the span of the leaf. (Note that the last dummy leaf in a height-1 node and the first dummy leaf in the next height-1 node have the same span.) We define the span of an internal node v to be the smallest interval containing the endpoints which are descendants of v. This is the interval that starts at the leftmost endpoint in the subtree of v, and ends at the rightmost endpoint in the subtree of v. We denote the span of a node v by span (v) .
We think of T as a segment tree and map each segment [ζ, η] to every node v such that ζ is strictly to the left of span(v) and η is strictly to the right of span(v), and either ζ or η are in span(p(v)). 4 The shortest segment (i.e. segment of smallest length) that is mapped to v is the shortest segment of v. We denote this segment by se (v) . (Note that all segments mapped to v form a nested family of segments, so the shortest among them is unique.) If there isn't any segment which is mapped to v we define se(v) to be empty. (se(v) is also defined if v is a dummy leaf.)
Remark As typical in a segment tree each segment is mapped to O(B log B (n)) nodes (O(B) at each level). However we keep only one segment per node-the shortest among those mapped to it.
We store span(v) and se(v) with the pointer to node v at the parent of v. Note that when we are at a node v we can use the span values of the children of v as the keys which direct the search.
Finding the Shortest Segment
Assume we want to find the shortest segment containing a query point q. We search the B-tree with the point q as follows. We start at root and at each node v along the search path we perform a binary search among the endpoints of the spans of its children. If q is inside the span of a child u we continue to u. If q is between the spans of two consecutive children u 1 and u 2 we continue either to u 1 or u 2 arbitrarily. If q is before the span of the first child or after the span of the last child we continue to the first child or the last child, respectively. Let A be the search path of q.
We maintain the shortest segment of the last node on A which has a nonempty shortest segment. At the end of the search when we get to a leaf, we return se(w) for the last node w on A which had a nonempty shortest segment.
The correctness of the query follows from the following observations. Each segment containing q is mapped to some node u on A. Therefore if the shortest segment containing q is mapped to u ∈ A then it must be se(u), as otherwise se(u) is a shorter segment containing q. Furthermore, for every v, and an ancestor w of v, if both se(v) and se(w) are defined then se(v) ⊂ se(w). It follows that the shortest segment containing q must be se(u), where u is the last node on A for which se(u) is not empty.
Inserting a New Segment
To insert a new segment I = [ζ, η] into T . We insert ζ and η into the appropriate height-1 nodes w and w , respectively, according to the lexicographic order of the endpoints. The endpoint ζ is inserted into the span of a leaf y and the endpoint η is inserted into the span of a leaf z. Assume first that z = y. The span of y is now split between two new leaves: y that precedes ζ and y that follows ζ . We set the shortest segment of y to be the shortest segment of y and the shortest segment of y to be I . The span of z is now split between two new leaves: z that precedes η and z that follows η. We set the shortest segment of z to be I and the shortest segment of z to be the shortest segment of z. If y = z then the span of y is split between three new leaves y 1 , y 2 , and y 3 . We set the shortest segments of y 1 and y 3 to be the shortest segment of y, and the shortest segment of y 2 to be I .
There may be nodes v in T , such that after adding I , we have to update se(v) to be I . Let y be the leaf preceding ζ and let z be the leaf following η as in the preceding paragraph. Let u be the lowest common ancestor of y and z . Let u be the child of u which is an ancestor of y and let u be the child of u which is an ancestor of z . We may need to update se(v) if either:
Case 1: v is a child of a node w on the path from u to y , which is right sibling of the child w of w on this path. Clearly we have to update se(v 1 ) and se(v 2 ). Furthermore, since a segment that was mapped to a child u of v may now be mapped to v 1 or v 2 , we may also have to update se(u) for children u of v 1 and v 2 to be empty. Other shortest segments do not change.
We update these shortest segments with the following straightforward algorithm. If there is a child u of v 1 such that span(v 1 ) ⊂ se(u) we set se(v 1 ) to be se(u), otherwise we set se(v 1 ) to be se (v) . In addition we set se(u) to be empty for every child u of v 1 such that span(v 1 ) ⊂ se(u). We update the span of v 2 and its children analogously. See Fig. 2 .
After splitting v we recursively check if p(v 1 ) or p(v 2 ) has more than 2b children and if so we continue to split them until we reach a node that has no more than 2b children. If the root splits we add a new root with two children.
The following simple lemmas prove that this way of updating shortest segments is correct. In the following if u is a child of v prior the split, then se(u) refers to the shortest segment containing u before the split. Note that since v exists only before the split then se(v) is the shortest segment of v before the split. Similarly, se(v 1 ) and se(v 2 ) are the shortest segment of v 1 and v 2 , respectively, after the split. The lemmas talk about v 1 but symmetric versions hold for v 2 . Proof Since span(v 1 ) ⊂ se(u 1 ) then span(u 2 ) ⊂ se(u 1 ). So se(u 1 ) cannot be shorter than se(u 2 ) since this would contradict the fact that se(u 2 ) is the shortest segment containing span(u 2 ). Symmetrically, se(u 2 ) cannot be shorter than se(u 1 ), so they must be equal. 
Lemma 2.4 If there isn't a child u of v 1 such that span(v 1 ) ⊂ se(u) then se(v 1 ) is equal se(v).
Proof By the definition of the mapping of segments to nodes, the segment se(v) is mapped to v 1 so we have to show that there is no segment shorter than se(v) that is mapped to v 1 .
We do that by showing that if there isn't a child u of v 1 such that span(v 1 ) ⊂ se(u) then there must be a child u of v 1 such that se(u) is empty (before and after the split). From this claim the lemma follows since if there is a segment I shorter than se(v) such that I is mapped to v 1 , then I should have been mapped to u before the split and se(u) couldn't have been empty.
We prove this claim as follows. Assume to the contrary that se(u) is not empty for every child u of v 1 . We find a child w of v 1 such that se(w) is not contained in se(w ) for any other child w of v 1 as follows. We start with some w, a child of v 1 . By our assumption se(w) is not empty. If se(w) is not contained in se(w ) for any other child w of v 1 , then w is the node we are looking for. Otherwise pick w such that se(w ) contains se(w) and repeat with w .
Let se(w) be [ζ, η]. From our assumption follows that span(v 1 ) ⊂ se(w). Therefore either ζ or η is in the subtree of v 1 . Assume without loss of generality that η is in the subtree of v 1 . Let w be a child of v 1 whose subtree contains η. By our assumption se(w ) is not empty. Clearly the right endpoint of se(w ) must be to the right of η and the left endpoint of se(w ) must be to the left of η. Furthermore, the left endpoint of se(w ) must be to the right of ζ since otherwise se(w ) would contain se(w) in contradiction to the choice of w. So we get that se(w ) and se(w) overlap which is a contradiction.
See u 2 in Fig. 2 : Since neither se(u 3 
Deleting a Segment
Assume we want to delete a segment I = [ζ, η] ∈ S from the data structure. First we have to change se(v) in every node v such that se(v) = I , and then we delete ζ and η from the tree.
In order to change se(v) for nodes v where se(v) = I we find the shortest segment I containing I in S if such a segment exists. We do that using a query with a point to the right of η and to the left of any other endpoint.
Nodes v for which se(v) may be equal to I are of three kinds as specified in Cases (1), (2) and (3) of Sect. 2.2. We traverse this set of nodes, and for each such node v if I is mapped to v (recall that I mapped to v if it covers span(v) but does cover span(p(v))) we change se(v) to be I . Otherwise, we set se(v) to be empty. This is correct since from the nested property of the segments, if I exists then it must be the shortest segment that covers span(v).
We delete ζ and η by removing them from the height-1 nodes which contain them. Then, if the height-1 node that contained ζ and the height-1 node that contained η have no less than b children, we finish the delete. Otherwise, let v be a height-1 node with less than b children. We either borrow a child from a sibling of v or merge v with one of its siblings. Let w be the left sibling of v if v has a left sibling. Let u be the right sibling of v if v has a right sibling. If either w or u has more than b children then node v borrows the last child from w or the first child from u. Otherwise, if neither w nor u have more than b children we merge w and v or v and u to one node and delete one child from p(v). In both cases we may have to update the shortest segment of v, the shortest segment of a sibling of v, and the shortest segments of their children. If we performed a merge then we recursively check if p(v) has less than b children and if so we continue to merge until either we reach a node that has no less than b children, or we reach a node with a sibling that has more than b children, or we reach the root. If the root has one child we delete the root and make its only child the new root.
We now describe how to merge nodes v 1 which has b − 1 children and its right sibling v 2 which has b children into a single node v with 2b − 1 children. Clearly we have to update se(v), furthermore, since a segment that was mapped to v 1 or v 2 may now be mapped to a child of v, we may also need to update se(u) for children u of v.
We use the following straightforward algorithm to update shortest segments when we perform a merge. If there is a child u of v 1 such that se(u) was empty and span(v) ⊂ se(v 1 ), we set se(u) to be se(v 1 ). Similarly, if there is a child w of v 2 such that se(w) was empty and span(v) ⊂ se(v 2 ), we set se(w) to be se(
and span(v) ⊂ se(v 2 ) then we set se(v) to be empty. See Fig. 3 .
The following lemmas prove the correctness of this update of shortest segments during merge. In the following if u is a child of v 1 prior the merge, then se(u) refers to the shortest segment of u before the merge. Note that since v 1 and v 2 exist only before 
Lemma 2.5 Let u be a child of v 1 before the merge, then se(u) changes if and only if se(u) was empty and span(v) ⊂ se(v 1 ). Furthermore, if se(u) changes then it equals se(v 1 ).
is mapped to u after the merge. In addition, since se(u) was empty before the merge all the segments mapped to u after the merge are segments that were mapped to v 1 before the merge. It follows that se(u) is equal to se(v 1 ) after the merge. To prove the "only if" we observe that if se(u) was not empty then there were segments mapped to u before the merge. These segments still map to u after the merge and must be shorter than new segments that are mapped to u after the merge.
Consider Fig. 3 . Nodes v 1 and v 2 to the left are merged to node v on the right. After the merge se(u 1 ) = A 2 since before the merge se(u 1 ) was empty and span(v 1 We now describe how a node v 1 with b − 1 children borrows the first child from its right sibling v 2 which has more than b children. Let w be the first child of v 2 that we borrow. We can simulate the "borrow" operation by first splitting v 2 into two nodes v 2 and v 2 . The node v 2 has only w as its single child. We perform this split as described in Sect. 2.2. Then we merge v 1 with v 2 . Observe that the split and the merge procedures which we described are correct no matter what is the precise number of children of the nodes which we merge or split. We perform the merge as described above. Borrowing the last child of the left sibling of v 1 is performed analogously.
Lemma 2.6 If span(v) ⊂ se(v 1 ) then se(v) is equal to se(v 1 ). Otherwise, if span(v) ⊂ se(v 2 ) then se(v) is equal to se(v 2
The following theorem summarizes the results of this section.
Theorem 2.7 We can maintain a dynamic set P of nested segments, such that:
(
1) We can find the shortest segment containing a query point in O(log n) time. (2) We can insert and delete segments in O(B log B (n)) time. (3) Both query and update perform O(log B (n)) I/Os. The data structure requires
Proof The justification of the query time is as for regular B-trees: We perform a binary search in each node to find its child which is on the search path. This binary search takes O(log 2 B) time per node and the number of nodes on the paths is O(log B (n)). Maintaining the last shortest segment along the path incurs no asymptotic overhead. When we insert a segment then we update shortest segments of some nodes and we rebalance the tree by splitting nodes on the paths to the height-1 nodes containing the new endpoints. At each level we update O(B) shortest segments in at most two nodes (which takes O(B) time). Since the depth of T is O(log B (n)) it follows that we update O(B log B (n)) shortest segments in O(B log B (n)) time.
When we rebalance the tree we split at most two nodes at each level. We can split a node in O(B) time. This follows since when we split a node, we need to update shortest segments only of the two new nodes resulting from the split and their children, and we can perform this update in O(B) time. Overall we spend O(B) time per level and O(B log B (n)) time overall.
The analysis of delete is analogous to the analysis of insert. We perform O(log B (n)) I/Os per operation since each operation accesses O(log B (n)) nodes and each node fits in a block.
There are O(n/B) nodes in the tree each takes one disk block so the space bound follows. Fig. 4 A Patricia trie of a node in a string B-tree. The number in a node is its string depth. The character on an edge is the branching character of the edge By the reduction from the longest prefix problem to the shortest segment problem described at the beginning of the section the following corollary also follows.
Corollary 2.8 Assume that each string and query occupies O(1) words. Then we can maintain a dynamic set P of strings such that:
(1) We can find the longest prefix of a query string in O(log n) time. 
String B-tree for Longest Prefix Queries
In a B-tree, we assume that (b) keys that reside at a single node fit into one disk block of size B. However if the keys are strings of variable sizes, which can be arbitrarily long, there may not be enough space to store (b) strings in a single block. Instead, we can store (b) pointers to strings in each node, but accessing these strings during the search requires more than a constant number of I/O operations per node. To reduce the number of I/Os, Ferragina and Grossi [10] developed a generalization of a B-tree called the string B-tree or SB-tree for short. An individual node v of an SB-tree is shown in Fig. 4 . Instead of storing the keys at a node v we store a Patricia trie [17] of the keys, denoted by PT (v) . Using this representation we can perform b-way branching using only (b) characters that are stored in a constant number of disk blocks of size B.
The Patricia trie PT(v) is a rooted tree, each edge of PT(v) represents a substring, 5 and each path corresponds to the string obtained by concatenating the strings of the edges on the path. Each key x corresponds to a leaf of PT(v) such that the string associated with the path to this leaf is x.
The strings associated with the edges of PT(v) are not represented explicitly. Instead, each internal node ξ of the Patricia trie stores the length of the string corresponding to the path from the root to ξ . We call this the string depth of ξ . 6 We also store with each edge e the first character of the string that corresponds to e. This character is called the branching character of e.
As an example Fig. 4 shows a Patricia trie of a node in an SB-tree. The right child of the root has string depth 4 and it's outgoing edges have the branching characters "a" and "b", respectively. This means that the node's left subtrie consists of strings whose fifth character is "a", and its right subtrie consists of strings whose fifth character is "b". The first four characters in all the strings in the right subtrie of the root are "bcbc". Let ξ be a node of the trie whose string depth is d(ξ ). To make a branching decision at ξ , we compare the d(ξ ) + 1 character of the string that we search, to the characters on the edges outgoing from ξ . For example, for the string "bcbabcba", the search in the trie in Fig. 4 traverses the rightmost path of the Patricia trie, examining the characters 1, 5, and 7 of the string which we search.
Unfortunately, the leaf of the Patricia trie that we reach (in our example, the rightmost leaf, corresponding to "bcbcbbba") is not in general the correct branching point, from the node of the SB-tree represented by this trie, since we did not compare all the characters of the string which we search. We fix this by sequentially comparing the string which we search with the key associated with the leaf of the trie which we reached. If they differ, we find the position in which they first differ. In the example the first character of the string "bcbabcba" that is not equal to the corresponding character of the key "bcbcbbba", is the fourth character. Since the fourth character of "bcbabcba" is smaller we know that the string which we search is lexicographically smaller than all keys in the right subtree of the root. It thus fits in between the leaves "abac" and "bcbcaba". For more details see [10] .
Searching each Patricia trie requires a constant number of I/O operations to load it into memory, plus additional I/Os to do the sequential scan of the key associated with the leaf we reached. Therefore our structure as defined so far does not guarantee that the total number of I/Os is O(log B n + /B), where is the length of the string that we search.
To further reduce the number of I/Os, Ferragina and Grossi [10] used the leftmost and the rightmost strings in the subtree of a node v as keys at p (v) . Recall that we in fact did the same in our B-tree in Sect. 2, when we use the spans of the children of v as the keys at v. When we search the keys at a nodes v we have two cases:
(1) the search ends between the leftmost and the rightmost string of a child u of v; or (2) the search ends between the rightmost string of a child u 1 of v, and the leftmost string of a child u 2 of v. In this case we continue the search either along the rightmost path of the subtree of u 1 or along the leftmost path of the subtree of u 2 .
Having the keys defined this way, we can use information from the search in the trie PT(v) of a node v to reduce the number of I/Os in the following search of the trie PT(u) of a child u of v as we now specify. Let s be the string which we search. Let be the length of the longest common prefix of s and the key at the leaf of PT (v) , where the blind search ended. It follows that either the predecessor or the successor of s in PT(v) have a common prefix of length exactly with s. Let u be the child of v where the search continues. There are two cases as above. In Case (1) the predecessor and the successor of s in PT(v) are both in PT(u), so we know that in PT(u) there is a string that matches s in the first characters. It follows that the longest common prefix of s and the key at the leaf of PT(u), where the blind search of s ends, is at least . Thus, we can avoid the first comparisons between s and the string in that leaf, and the I/Os associated with them. In Case (2) we continue the search either along the rightmost path of u 1 or along the leftmost path of u 2 and in fact we need not compare s to any string in subsequent tries. With this modification the search takes O(log B n + /B) I/Os in the worst case.
Ferragina and Grossi [10] also showed how to insert and delete a string in O(log B n + /B) I/Os in the worst case.
We now describe how to combine the SB-tree with our algorithm for longest prefix queries so that our input strings can be arbitrarily long. As described at the beginning of Sect. 2, we switch to the set of segments S = {[pL, pR] | p ∈ P }. We store the endpoint strings pL, and pR for each p ∈ P in an SB-tree with some additional information that effectively makes this SB-tree into a segment tree.
We define span(v) for each node v in the SB-tree as in Sect. 2 and use the endpoints of span(v) as keys in p(v). We associate with each node v in the SB-tree the shortest segment se(v) mapped to v. We denote the string p which corresponds to se (v) Finding the Longest Prefix Analogously to Sect. 2, we search the SB-tree and traverse a path A to a leaf of T . Let w be the last node on A for which LP(w) is not empty. We find the pointer to LP(w) which is stored with the pointer to w in p(w), and return it.
Inserting a String Assume we want to insert a new string p ∈ P to the data structure. We insert pL and pR into the SB-tree using the insertion algorithm of the SB-tree. As in Sect. 2.2 there may be nodes v in T , such that after adding p, we need to update LP(v) to be p. Nodes v for which LP(v) may be equal to p are of three kinds as specified in Cases (1), (2) and (3) After inserting a string p we may split a node v into two nodes v 1 and v 2 . We split a node in the SB-tree using the algorithm of Ferragina and Grossi [10] Deleting a String Assume we want to delete the string p ∈ P from the data structure. We use an algorithm similar to the one in Sect. 2.3. We first change LP(v) of the nodes v for which LP(v) = p. Then we delete pL and pR from the appropriate height-1 node using the deletion algorithm of Ferragina and Grossi [10] for the SB-tree.
To change LP(v) of nodes v for which LP(v) = p we find the longest prefix w of p in P (by a query with p without its last character). Nodes v for which LP(v) may be equal to p are of three kinds as specified in Cases (1), (2) and (3) We know that w is a prefix of all keys in the subtree of v therefore w is mapped to v if and only if w is not a prefix of all the keys in the subtree of p (v) . There must be a path corresponding to w in PT(p(v)) since w is a prefix of the endpoints of span (v) which are keys in PT(p(v) ). Therefore w is a prefix of all keys in the subtree of p(v) if and only if |w| is not larger than the string depth of the root of PT(p(v) Proof Our data structure is identical to the string B-tree with the addition of a pointer, LP(v) and a length |LP(v)|, stored at p(v), for each node v. The query is similar to a query in the string B-tree and the analysis is as in [10] . We also maintain a pointer to the last LP(v) which we have encountered along the search path. This does not add any asymptotic overhead to the running time. (Note that the additional factor of B in the running time follows since we search PT(v) rather than doing a binary search as in a regular B-tree.) Insertion and deletion are also similar to insertion and deletion in an SB-tree. We, in addition, have to update O(B log B (n)) LP(v)'s which are located in O(log B (n)) nodes (see the proof of Theorem 2.7). We can do each such change in O(1) time without reading any additional nodes or strings.
While splitting or merging nodes we also have to update longest prefix pointers and lengths. We indicated before while describing the operations how each such merge and split can be carried out without any additional I/Os. Thereby our time bound is asymptotically as of the SB-tree.
Future Research
The cache oblivious model [11] is a generalization of the I/O model. In this model we seek I/O efficient algorithms whose implementation do not depend on the block 7 The reason for this extra factor of B in the query time is because the search in each Patricia trie along the path could take O(B) time if the trie is highly unbalanced. The same happens with the string B-tree [10] .
size. (The performance and the analysis may depend on the block size.) Among the state of the art in this model is a cache-oblivious B-tree [3] , and an almost efficient cache-oblivious string B-tree [4] whose query time is optimal but updates are not. An obvious open question is to find a cache-oblivious data structure for longest prefix queries.
