1. Introduction {#s0005}
===============

We study the solution of ill-posed operator equations$$\mathbf{F}(x) = y\text{,}$$where **F** : *X* → *Y* is an operator between the topological spaces *X* and *Y*, and *y* ∈ *Y* are given, noisy data, which are assumed to be close to some unknown, noise-free data *y*^†^ ∈ ran(**F**). If the operator **F** is not continuously invertible, then [(1)](#e0005){ref-type="disp-formula"} may not have a solution and, if a solution exists, arbitrarily small perturbations of the data may lead to unacceptable results.

If *Y* is a Banach space and the given data are known to satisfy an estimate ∥*y*^†^ − *y*∥ ⩽ *β*, one strategy for defining an approximate solution of [(1)](#e0005){ref-type="disp-formula"} is to solve the *constrained minimization problem*$$\left. \mathcal{R}(x)\rightarrow\min\quad{subject}\mspace{6mu}{to}\mspace{6mu}\|\mathbf{F}(x) - y\| \leqslant \beta\text{.} \right.$$Here, the *regularization term* $\left. \mathcal{R}:X\rightarrow\lbrack 0\text{,} + \infty\rbrack \right.$ is intended to enforce certain regularity properties of the approximate solution and to stabilize the process of solving [(1)](#e0005){ref-type="disp-formula"}. In [@b0195; @b0275], this strategy is called the *residual method*. It is closely related to *Tikhonov regularization*$$\left. \mathcal{T}(x) ≔ \|\mathbf{F}(x) - y\|^{2} + \alpha\mathcal{R}(x)\rightarrow\min\text{,} \right.$$where *α* \> 0 is a regularization parameter. In the case that the operator **F** is linear and $\mathcal{R}$ is convex, [(2) and (3)](#e0010 e0015){ref-type="disp-formula"} are basically equivalent, if *α* is chosen according to Morozov's discrepancy principle (see [@b0195]).

While the theory of Tikhonov regularization has received much attention in the literature (see for instance [@b0005; @b0070; @b0105; @b0110; @b0165; @b0185; @b0225; @b0245; @b0260; @b0280; @b0290]), the same cannot be said about the residual method. The existing results are mainly concerned with the existence theory of [(2)](#e0010){ref-type="disp-formula"} and with the question of convergence, which asks whether solutions of [(2)](#e0010){ref-type="disp-formula"} converge to a solution of [(1)](#e0005){ref-type="disp-formula"} as ∥*y* − *y*^†^∥ ⩽ *β* → 0. These problems have been treated in very general settings in [@b0190; @b0255] (see also [@b0170; @b0270; @b0275]). Convergence rates have been derived in [@b0030] for linear equations in Hilbert spaces and later generalized in [@b0170] to non-linear equations in Banach spaces. Convergence rates have also been derived in [@b0035; @b0045; @b0160] for the reconstruction of sparse sequences.

The problem of stability, however, that is, continuous dependence of the solution of [(2)](#e0010){ref-type="disp-formula"} on the input data *y* and the presumed noise level *β*, has been hardly considered at all. One reason for the lack of results is that, in contrast to Tikhonov regularization, stability simply does not hold for general non-linear operator equations. But even for the linear case, where we indeed prove stability, so far stability theorems are non-existent in the literature. Though some results have been derived in [@b0170], they only cover a very weak form of stability, which states that the solutions of [(2)](#e0010){ref-type="disp-formula"} with perturbed data stay close to the solution with unperturbed data, if one additionally increases the regularization parameter *β* in the perturbed problem by a sufficient amount.

The present paper tries to generalize the existent theory on the residual method as far as possible. We assume that *X* and *Y* are mere topological spaces and consider the minimization of $\mathcal{R}(x)$ subject to the constraint $\mathcal{S}(\mathbf{F}(x)\text{,}y) \leqslant \beta$. Here $\mathcal{S}$ is some distance like functional taking over the role of the norm in [(2)](#e0010){ref-type="disp-formula"}. In addition, we discuss the case where the operator **F** is not known exactly. This subsumes errors due to the modeling process as well as discretizations of the problem necessary for its numerical solution. We provide different criteria that ensure stability ([Lemma 3.6, Theorem 3.9 and Proposition 4.3](#n0450 n0210 n0280){ref-type="statement"}) and convergence ([Theorem 3.10 and Proposition 4.3](#n0215 n0280){ref-type="statement"}) of the residual method. In particular, our conditions also include certain non-linear operators (see [Example 4.6](#n0385){ref-type="statement"}).

Section [5](#s0065){ref-type="sec"} is concerned with the derivation of convergence rates, i.e., quantitative estimates between solutions of [(2)](#e0010){ref-type="disp-formula"} and the exact data *y*^†^. Using notions of abstract convexity, we define a generalized Bregman distance that allows us to state and prove rates on arbitrary topological spaces (see [Theorem 5.4](#n0220){ref-type="statement"}). In Section [6](#s0075){ref-type="sec"} we apply our general results to the case of sparse ℓ^*p*^-regularization with *p* ∈ (0, 2). We prove the well-posedness of the method and derive convergence rates with respect to the norm in a fairly general setting. In the case of convex regularization, that is, *p* ⩾ 1, we derive a convergence rate of order $\mathcal{O}(\beta^{1/p})$. In the non-convex case 0 \< *p* \< 1, we show that the rate $\mathcal{O}(\beta)$ holds.

2. Definitions and mathematical preliminaries {#s0010}
=============================================

Throughout the paper, *X* and *Y* denote sets. Moreover, $\left. \mathcal{R}:X\rightarrow\lbrack 0\text{,} + \infty\rbrack \right.$ is a functional on *X*, and $\left. \mathcal{S}:Y \times Y\rightarrow\lbrack 0\text{,} + \infty\rbrack \right.$ is a functional on *Y* × *Y* such that $\mathcal{S}(y\text{,}z) = 0$ if and only if *y* = *z*.

2.1. The residual method {#s0015}
------------------------

For given mapping **F** : *X* → *Y*, given data *y* ∈ *Y*, and fixed parameter *β* ⩾ 0, we consider the constrained minimization problem$$\left. \mathcal{R}(x)\rightarrow\min\quad{subject}\mspace{6mu}\mathit{rmto}\mspace{6mu}\mathcal{S}(\mathbf{F}(x)\text{,}y) \leqslant \beta\text{.} \right.$$For the analysis of the residual method [(4)](#e0020){ref-type="disp-formula"} it is convenient to introduce the following notation.

The *feasible set Φ*(**F**, *y*, *β*), the *value v*(**F**, *y*, *β*), and the *set of solutions Σ*(**F**, *y*, *β*) of [(4)](#e0020){ref-type="disp-formula"} are defined by$$\begin{aligned}
 & {\Phi(\mathbf{F}\text{,}y\text{,}\beta) ≔ \{ x \in X:\mathcal{S}(\mathbf{F}(x)\text{,}y) \leqslant \beta\}\text{,}} \\
 & {v(\mathbf{F}\text{,}y\text{,}\beta) ≔ \inf\{\mathcal{R}(x):x \in \Phi(\mathbf{F}\text{,}y\text{,}\beta)\}\text{,}} \\
 & {\Sigma(\mathbf{F}\text{,}y\text{,}\beta) ≔ \{ x \in \Phi(\mathbf{F}\text{,}y\text{,}\beta):\mathcal{R}(x) = v(\mathbf{F}\text{,}y\text{,}\beta)\}\text{.}} \\
\end{aligned}$$In particular, *Φ*(**F**, *y*, 0) consist of all solutions of the equation **F**(*x*) = *y*. The elements of *Σ*(**F**, *y*, 0) are therefore referred to as $\mathcal{R}$-*minimizing solutions* of **F**(*x*) = *y*.

In addition, for *t* ⩾ 0, we set$$\Phi_{\mathcal{R}}(\mathbf{F}\text{,}y\text{,}\beta\text{,}t) ≔ \Phi(\mathbf{F}\text{,}y\text{,}\beta) \cap \{ x \in X:\mathcal{R}(x) \leqslant t\}\text{.}$$An immediate consequence of the above definitions is the identity$$\Sigma(\mathbf{F}\text{,}y\text{,}\beta) = \Phi_{\mathcal{R}}(\mathbf{F}\text{,}y\text{,}\beta\text{,}v(\mathbf{F}\text{,}y\text{,}\beta))\text{.}$$Remark 2.1We do not assume a priori that a solution of the minimization problem [(4)](#e0020){ref-type="disp-formula"} exists. Only in the next section shall we deduce the existence of solutions under a compactness assumption on the sets $\Phi_{\mathcal{R}}(\mathbf{F}\text{,}y\text{,}\beta\text{,}t)$, see [Theorem 3.1](#n0200){ref-type="statement"}.Lemma 2.2*The sets* $\Phi_{\mathcal{R}}(\mathbf{F}\text{,}y\text{,}\beta\text{,}t)$ *defined in* [(5)](#e0025){ref-type="disp-formula"} *satisfy*$$\Phi_{\mathcal{R}}(\mathbf{F}\text{,}y\text{,}\beta\text{,}t) \subset \Phi_{\mathcal{R}}(\mathbf{F}\text{,}y\text{,}\beta + \gamma\text{,}t + \varepsilon)$$*for every γ*, *ε* ⩾ 0, *and*$$\Phi_{\mathcal{R}}(\mathbf{F}\text{,}y\text{,}\beta\text{,}t) = \underset{\gamma\text{,}\varepsilon > 0}{\bigcap}\Phi_{\mathcal{R}}(\mathbf{F}\text{,}y\text{,}\beta + \gamma\text{,}t + \varepsilon)\text{.}$$ProofThe inclusion [(7)](#e0035){ref-type="disp-formula"} follows immediately from the definition of $\Phi_{\mathcal{R}}$. For the proof of [(8)](#e0040){ref-type="disp-formula"} note that $x \in \bigcap_{\gamma\text{,}\varepsilon > 0}\Phi_{\mathcal{R}}(\mathbf{F}\text{,}y\text{,}\beta + \gamma\text{,}t + \varepsilon)$ if and only if $\mathcal{S}(\mathbf{F}(x)\text{,}y) \leqslant \beta + \gamma$ for all *γ* \> 0 and $\mathcal{R}(x) \leqslant t + \varepsilon$ for all *ε* \> 0. This, however, is the case if and only if $\mathcal{S}(\mathbf{F}(x)\text{,}y) \leqslant \beta$ and $\mathcal{R}(x) \leqslant t$, which means that $x \in \Phi_{\mathcal{R}}(\mathbf{F}\text{,}y\text{,}\beta\text{,}t)$. □

Further properties of the value *v* and the sets $\Phi\text{,}\Phi_{\mathcal{R}}$ and *Σ* are summarized in [Appendix A](#s0095){ref-type="sec"}.

2.2. Convergence of sets of solutions {#s0020}
-------------------------------------

In the next section we study convergence and stability of the residual method, that is, the behavior of the set of solutions *Σ*(**F**~*k*~, *y*~*k*~, *β*~*k*~) for *β*~*k*~ → *β*, *y*~*k*~ → *y*, and **F**~*k*~ → **F**. In [@b0105; @b0250], where convergence and stability of Tikhonov regularization have been investigated, the stability results are of the following form: for every sequence $\left. {(y_{k})}_{k \in \mathbb{N}}\rightarrow y \right.$ and every sequence of minimizers $x_{k} \in \arg\min\{\|\mathbf{F}(x) - y_{k}\|^{2} + \alpha\mathcal{R}(x)\}$ there exists a subsequence of ${(x_{k})}_{k \in \mathbb{N}}$ that converges to a minimizer of $\|\mathbf{F}(x) - y\|^{2} + \alpha\mathcal{R}(x)$. In this paper we prove similar results for the residual method but with a different notation using a type of convergence of sets (see, for example, [@b0205]).Definition 2.3Let *τ* be a topology on *X* and let ${(\Sigma_{k})}_{k \in \mathbb{N}}$ be a sequence of subsets of *X*.(a)The *upper limit* of ${(\Sigma_{k})}_{k \in \mathbb{N}}$ is defined as$$\tau - \underset{k\rightarrow\infty}{{Lim}\ \sup}\Sigma_{k} ≔ \underset{k \in \mathbb{N}}{\bigcap}\left( {\tau - {cl}\bigcup\limits_{k^{\prime} \geqslant k}\Sigma_{k^{\prime}}} \right)\text{,}$$where *τ* − cl denotes the closure with respect to *τ*.(b)An element *x* ∈ *X* is contained in the lower limit of the sequence ${(\Sigma_{k})}_{k \in \mathbb{N}}$, in short$$x \in \tau - \underset{k\rightarrow\infty}{{Lim}\ \inf}\Sigma_{k}\text{,}$$if for every neighborhood *N* of *x* there exists $k_{0} \in \mathbb{N}$ such that *N* ∩ *Σ*~*k*~ ≠ ∅ for every *k* ⩾ *k*~0~.(c)If the lower limit and the upper limit of ${(\Sigma_{k})}_{k \in \mathbb{N}}$ coincide, we define$$\tau - \lim_{k\rightarrow\infty}\Sigma_{k} ≔ \tau - \underset{k\rightarrow\infty}{{Lim}\ \inf}\Sigma_{k} = \tau - \underset{k\rightarrow\infty}{{Lim}\ \sup}\Sigma_{k}$$as the *limit* of the sequence ${(\Sigma_{k})}_{k \in \mathbb{N}}$.Remark 2.4As a direct consequence of [Definition 2.3](#n0350){ref-type="statement"}, an element *x* is contained in the upper limit *τ* − Lim sup~*k*→∞~*Σ*~*k*~, if and only if for every neighborhood *N* of *x* and every $k_{0} \in \mathbb{N}$ there exists *k* ⩾ *k*~0~ with *N* ∩ *Σ*~*k*~ ≠ ∅.If *X* satisfies the first axiom of countability, then *x* ∈ *τ* − Lim sup~*k*→∞~*Σ*~*k*~, if and only if there exists a subsequence ${(\Sigma_{k_{j}})}_{j \in \mathbb{N}}$ of ${(\Sigma_{k})}_{k \in \mathbb{N}}$ and a sequence of elements $x_{j} \in \Sigma_{k_{j}}$ such that *x*~*j*~ → ~*τ*~*x* (see [@b0205]). Note that in particular every metric space satisfies the first axiom of countability.

The following proposition clarifies the relation between the stability and convergence results in [@b0105; @b0250] and the results in the present paper.Proposition 2.5*Let* ${(\Sigma_{k})}_{k \in \mathbb{N}}$ *be a sequence of nonempty subsets of X, and assume that there exists a compact set K such that Σ*~*k*~ ⊂ *K for all* $k \in \mathbb{N}$*. Then τ* − *Lim* *sup*~*k*→∞~*Σ*~*k*~ *is non-empty.If, in addition, X satisfies the first axiom of countability, then every sequence of elements x*~*k*~ ∈ *Σ*~*k*~ *has a subsequence converging to some element x* ∈ *τ* − *Lim* *sup*~*k*→∞~*Σ*~*k*~*.*ProofBy assumption, the sets $S_{k} ≔ \tau - {cl}\bigcup_{k^{\prime} \geqslant k}\Sigma_{k}$ form a decreasing family of non-empty, compact sets. Thus also their intersection $\bigcap_{k \in \mathbb{N}}S_{k} = \tau - {Lim}\ \sup_{k\rightarrow\infty}\Sigma_{k}$ is non-empty (see [@b0200]).Now assume that *X* satisfies the first axiom of countability. Then in particular every compact set is sequentially compact (see [@b0200]). Let now *x*~*k*~ ∈ *Σ*~*k*~ for every $k \in \mathbb{N}$. Then ${(x_{k})}_{k \in \mathbb{N}}$ is a sequence in the compact set *K* and therefore has a subsequence ${(x_{k_{j}})}_{j \in \mathbb{N}}$ converging to some element *x* ∈ *K*. From [Remark 2.4](#n0010){ref-type="statement"} it follows that *x* ∈ *τ* − Lim sup~*k*→∞~*Σ*~*k*~, which shows the assertion. □

2.3. Convergence of the data {#s0025}
----------------------------

In addition to the convergence of subsets *Σ*~*k*~ of *X*, it is necessary to define a notion of convergence on the set *Y* that is compatible with the distance measure $\mathcal{S}$.Definition 2.6The sequence ${(y_{k})}_{k \in \mathbb{N}} \subset Y$ converges $\mathcal{S}$-*uniformly* to *y* ∈ *Y*, if$$\left. \sup\{|\mathcal{S}(z\text{,}y_{k}) - \mathcal{S}(z\text{,}y)|:z \in Y\}\rightarrow 0\text{.} \right.$$The sequence of mappings **F**~*k*~ : *X* → *Y* converges *locally* $\mathcal{S}$*-uniformly* to **F** : *X* → *Y*, if$$\left. \sup\{|\mathcal{S}(\mathbf{F}_{k}(x)\text{,}y) - \mathcal{S}(\mathbf{F}(x)\text{,}y)|:y \in Y\text{,}x \in X\text{,}\mathcal{R}(x) \leqslant t\}\rightarrow 0 \right.$$for every *t* ⩾ 0.Remark 2.7The $\mathcal{S}$-uniform convergence on *Y* is induced by the extended metric$$\mathcal{S}_{1}(y_{1}\text{,}y_{2}) ≔ \sup\{|\mathcal{S}(z\text{,}y_{1}) - \mathcal{S}(z\text{,}y_{2})|:z \in Y\}\text{.}$$If the distance measure $\mathcal{S}$ itself equals a metric, then $\mathcal{S}_{1}$ coincides with $\mathcal{S}$. Similarly, local $\mathcal{S}$-uniform convergence of a sequence of mappings **F**~*k*~ equals the uniform convergence of **F**~*k*~ on $\mathcal{R}$-bounded sets with respect to the extended metric$$\mathcal{S}_{2}(y_{1}\text{,}y_{2}) ≔ \sup\{|\mathcal{S}(y_{1}\text{,}z) - \mathcal{S}(y_{2}\text{,}z)|:z \in Y\}\text{.}$$

3. Well-posedness of the residual method {#s0030}
========================================

In the following we investigate the existence of minimizers, and the stability and the convergence of the residual method. Throughout the whole section we assume that *τ* is a topology on *X*, **F** : *X* → *Y* is a mapping, *y* ∈ *Y* are given data and *β* ⩾ 0 is a fixed parameter.

3.1. Existence {#s0035}
--------------

We first investigate under which conditions *Σ*(**F**, *y*, *β*), the set of solutions of [(4)](#e0020){ref-type="disp-formula"}, is not empty.Theorem 3.1Existence*Assume that* $\Phi_{\mathcal{R}}(\mathbf{F}\text{,}y\text{,}\beta\text{,}t)$ *is τ-compact for every t* ⩾ 0 *and non-empty for some t*~0~ ⩾ 0. *Then Problem* [(4)](#e0020){ref-type="disp-formula"} *has a solution.*ProofEq. [(6)](#e0030){ref-type="disp-formula"} and [Lemma 2.2](#n0445){ref-type="statement"} imply the identity$$\Sigma(\mathbf{F}\text{,}y\text{,}\beta) = \Phi_{\mathcal{R}}(\mathbf{F}\text{,}y\text{,}\beta\text{,}v(\mathbf{F}\text{,}y\text{,}\beta)) = \underset{\varepsilon > 0}{\bigcap}\Phi_{\mathcal{R}}(\mathbf{F}\text{,}y\text{,}\beta\text{,}v(\mathbf{F}\text{,}y\text{,}\beta) + \varepsilon)\text{.}$$Because $\Phi_{\mathcal{R}}(\mathbf{F}\text{,}y\text{,}\beta\text{,}t_{0})\  \neq \ \varnothing$, the value of [(4)](#e0020){ref-type="disp-formula"} satisfies *v*(**F**, *y*, *β*) ⩽ *t*~0~ \< ∞ and therefore $\varnothing\  \neq \ \Phi_{\mathcal{R}}(\mathbf{F}\text{,}y\text{,}\beta\text{,}v(\mathbf{F}\text{,}y\text{,}\beta) + \varepsilon)$ for every *ε* \> 0. Consequently, *Σ*(**F**, *y*, *β*) is the intersection of a decreasing family of non-empty *τ*-compact sets and thus non-empty (see [@b0200]). □

Recall that a mapping $\left. \mathcal{F}:X\rightarrow\lbrack 0\text{,} + \infty\rbrack \right.$ is *lower semi*-*continuous*, if its lower level sets $\{ x \in X:\mathcal{F}(x) \leqslant t\}$ are closed for every *t* ⩾ 0. Moreover, the mapping $\mathcal{F}$ is *coercive*, if its lower level sets are pre-compact, see [@b0020]. (In a Banach space one often calls a functional coercive, if it is unbounded on unbounded sets. The notion used here is equivalent if the Banach space is reflexive and *τ* is the weak topology.) In particular, the mapping $\mathcal{F}$ is *lower semi-continuous and coercive*, if and only if its lower level sets are compact.Proposition 3.2*Assume that* $\mathcal{R}$ *and* $\left. x\mapsto\mathcal{S}(\mathbf{F}(x)\text{,}y) \right.$ *are lower semi-continuous and one of them, or their sum, is coercive. Then* $\Phi_{\mathcal{R}}(\mathbf{F}\text{,}y\text{,}\beta\text{,}t)$ *is τ-compact for every t* ⩾ 0. *If additionally* $\Phi_{\mathcal{R}}(\mathbf{F}\text{,}y\text{,}\beta\text{,}t_{0})$ *is non-empty for some t*~0~ ⩾ 0, *then Problem* [(4)](#e0020){ref-type="disp-formula"} *has a solution.*ProofIf $\mathcal{R}$ and $\left. x\mapsto\mathcal{S}(\mathbf{F}(x)\text{,}y) \right.$ are lower semi-continuous and one of them is coercive, then$$\Phi_{\mathcal{R}}(\mathbf{F}\text{,}y\text{,}\beta\text{,}t) = \{ x:\mathcal{S}(\mathbf{F}(x)\text{,}y) \leqslant \beta\} \cap \{ x:\mathcal{R}(x) \leqslant t\}$$is the intersection of a closed and a *τ*-compact set and therefore itself *τ*-compact. In case that only the sum $\left. x\mapsto\mathcal{S}(\mathbf{F}(x)\text{,}y) + \mathcal{R}(x) \right.$ is coercive, the set$$\Phi_{\mathcal{R}}(\mathbf{F}\text{,}y\text{,}\beta\text{,}t) = \{ x:\mathcal{S}(\mathbf{F}(x)\text{,}y) \leqslant \beta\} \cap \{ x:\mathcal{R}(x) \leqslant t\} \subset \{ x:\mathcal{S}(\mathbf{F}(x)\text{,}y) + \mathcal{R}(x) \leqslant \beta + t\}$$is a closed set contained in a *τ*-compact set and therefore again *τ*-compact. □

The lower semi-continuity of $\left. x\mapsto\mathcal{S}(\mathbf{F}(x)\text{,}y) \right.$ certainly holds if **F** is continuous and $\mathcal{S}$ is lower semi-continuous with respect to the first component (for some given topology on *Y*). It is, however, also possible to obtain lower semi-continuity, if **F** is not continuous but the functional $\mathcal{S}$ satisfies a stronger condition:Proposition 3.3*Let τ*′ *be a topology on Y such that* $\left. z\mapsto\mathcal{S}(z\text{,}y) \right.$ *is lower semi-continuous and coercive, and assume that* **F** : *X* → *Y has a closed graph. Then the functional* $\left. x\mapsto\mathcal{S}(\mathbf{F}(x)\text{,}y) \right.$ *is lower semi-continuous.*ProofBecause **F** has a closed graph, the pre-image under **F** of every compact set is closed (see [@b0190]). This shows that$$\{ x \in X:\mathcal{S}(\mathbf{F}(x)\text{,}y) \leqslant \beta\} = \mathbf{F}^{- 1}(\{ z \in Y:\mathcal{S}(z\text{,}y) \leqslant \beta\})$$is closed for every *β*, that is, the mapping $\left. x\mapsto\mathcal{S}(\mathbf{F}(x)\text{,}y) \right.$ is lower semi-continuous. □

3.2. Stability {#s0040}
--------------

Stability is concerned with the continuous dependence of the solutions of [(4)](#e0020){ref-type="disp-formula"} of the input data, that is, the element *y*, the parameter *β*, and, possibly, the operator **F**. Given sequences *β*~*k*~ → *β*, *y*~*k*~ → *y*, and **F**~*k*~ → **F**, we ask whether the sequence of sets *Σ*(**F**~*k*~, *y*~*k*~, *β*~*k*~) converges to *Σ*(**F**, *y*, *β*). As already indicated in Section [2](#s0010){ref-type="sec"}, we will make use of the upper convergence of sets introduced in [Definition 2.3](#n0350){ref-type="statement"}. The topology, however, with respect to which the results are formulated, is stronger than *τ*.Definition 3.4The topology $\tau_{\mathcal{R}}$ on *X* is generated by all sets of the form $U \cap \{ x \in X:\mathcal{R}(x) > s\}$ with $s \in \mathbb{R}$ and *U* ∈ *τ* and all sets of the form $U \cap \{ x \in X:\mathcal{R}(x) < t\}$ with $t \in \mathbb{R} \cup \{\infty\}$ and *U* ∈ *τ*. (Hence $\tau_{\mathcal{R}}$ consists of all unions of finite intersections of sets of the form $U \cap \{ x \in X:\mathcal{R}(x) > s\}$ or $U \cap \{ x \in X:\mathcal{R}(x) < t\}$.)Note that a sequence ${(x_{k})}_{k \in \mathbb{N}} \subset X$ converges to *x* with respect to $\tau_{\mathcal{R}}$, if and only if ${(x_{k})}_{k \in \mathbb{N}}$ converges to *x* with respect to *τ* and satisfies $\left. \mathcal{R}(x_{k})\rightarrow\mathcal{R}(x) \right.$ for *k* → ∞.

For the stability results we make the following assumption:Assumption 3.51.Let *β* ⩾ 0, let *y* ∈ *Y*, and let **F** : *X* → *Y* be a mapping.2.Let ${(\beta_{k})}_{k \in \mathbb{N}}$ be a sequence of nonnegative numbers, let ${(y_{k})}_{k \in \mathbb{N}}$ be a sequence in *Y*, and let ${(\mathbf{F}_{k})}_{k \in \mathbb{N}}$ be a sequence of mappings **F**~*k*~ : *X* → *Y*.3.The sequence ${(\beta_{k})}_{k \in \mathbb{N}}$ converges to *β*, the sequence ${(y_{k})}_{k \in \mathbb{N}}$ converges $\mathcal{S}$-uniformly to *y*, and ${(\mathbf{F}_{k})}_{k \in \mathbb{N}}$ converges locally $\mathcal{S}$-uniformly to **F**.4.The sets $\Phi_{\mathcal{R}}(\mathbf{F}_{k}\text{,}w\text{,}\gamma\text{,}t)$ and $\Phi_{\mathcal{R}}(\mathbf{F}\text{,}w\text{,}\gamma\text{,}t)$ are compact for all *w*, *γ*, *t*, and *k*. Moreover, for every *w*, *γ*, *k* there exist some *t*~0~ such that $\Phi_{\mathcal{R}}(\mathbf{F}_{k}\text{,}w\text{,}\gamma\text{,}t_{0})$ and $\Phi_{\mathcal{R}}(\mathbf{F}\text{,}w\text{,}\gamma\text{,}t_{0})$ are nonempty.

The following lemma is the key result to prove stability of the residual method.Lemma 3.6*Let* [Assumption 3.5](#n0490){ref-type="statement"} *hold and assume that*$$\limsup\limits_{k\rightarrow\infty}v(\mathbf{F}_{k}\text{,}y_{k}\text{,}\beta_{k}) \leqslant v(\mathbf{F}\text{,}y\text{,}\beta) < \infty\text{.}$$*Then,*$$\varnothing\  \neq \ \tau_{\mathcal{R}} - \underset{k\rightarrow\infty}{{Lim}\ \sup}\Sigma(\mathbf{F}_{k}\text{,}y_{k}\text{,}\beta_{k}) \subset \Sigma(\mathbf{F}\text{,}y\text{,}\beta)\text{.}$$*If, additionally, the set Σ(***F***,* *y,* *β) consists of a single element x*~*β*~*, then*$$\{ x_{\beta}\} = \tau_{\mathcal{R}} - \lim_{k\rightarrow\infty}\Sigma(\mathbf{F}_{k}\text{,}y_{k}\text{,}\beta_{k})\text{.}$$ProofIn order to simplify the notation, we define$$\begin{array}{l}
{\Phi_{k}(t) ≔ \Phi_{\mathcal{R}}(\mathbf{F}_{k}\text{,}y_{k}\text{,}\beta_{k}\text{,}t)\text{,}\quad\Phi(t) ≔ \Phi_{\mathcal{R}}(\mathbf{F}\text{,}y\text{,}\beta\text{,}t)\text{,}} \\
{v_{k} ≔ v(\mathbf{F}_{k}\text{,}y_{k}\text{,}\beta_{k})\text{,}\quad v ≔ v(\mathbf{F}\text{,}y\text{,}\beta)\text{,}} \\
{\Sigma_{k} ≔ \Sigma(\mathbf{F}_{k}\text{,}y_{k}\text{,}\beta_{k})\text{,}\quad\Sigma ≔ \Sigma(\mathbf{F}\text{,}y\text{,}\beta)\text{.}} \\
\end{array}$$Moreover we define the set *T* ≔ *τ* − Lim sup~*k*→∞~*Σ*~*k*~. Because the topology $\tau_{\mathcal{R}}$ is finer than *τ*, it follows that $\tau_{\mathcal{R}} - {Lim}\ \sup_{k\rightarrow\infty}\Sigma_{k} \subset T$. We proceed by showing that ∅ ≠ *T* ⊂ *Σ* and $T \subset \tau_{\mathcal{R}} - {Lim}\ \sup_{k\rightarrow\infty}\Sigma_{k}$, which then gives the assertion [(10)](#e0050){ref-type="disp-formula"}.The inequality [(9)](#e0045){ref-type="disp-formula"} implies that for every *ε* \> 0 there exists some $k_{0} \in \mathbb{N}$ such that *v*~*k*~ ⩽ *v* + *ε* for all *k* ⩾ *k*~0~. Since *β*~*k*~ → *β*, we may additionally assume that *β*~*k*~ ⩽ *β* + *ε*. [Lemma A.1](#n0505){ref-type="statement"} implies, after possibly enlarging *k*~0~,$$\Phi_{k}(v_{k}) \subset \Phi_{\mathcal{R}}(\mathbf{F}_{k}\text{,}y_{k}\text{,}\beta + \varepsilon\text{,}v_{k}) \subset \Phi_{\mathcal{R}}(\mathbf{F}\text{,}y\text{,}\beta + 2\varepsilon\text{,}v_{k}) \subset \Phi_{\mathcal{R}}(\mathbf{F}\text{,}y\text{,}\beta + 2\varepsilon\text{,}v + \varepsilon)$$for all *k* ⩾ *k*~0~. Thus,$$T = \tau - \underset{k\rightarrow\infty}{{Lim}\ \sup}\Sigma_{k} = \underset{k \in \mathbb{N}}{\bigcap}\left( {\tau - {cl}\bigcup\limits_{k^{\prime} \geqslant k}\Sigma_{k^{\prime}}} \right) = \underset{k \geqslant k_{0}}{\bigcap}\left( {\tau - {cl}\bigcup\limits_{k^{\prime} \geqslant k}\Phi_{k^{\prime}}(v_{k^{\prime}})} \right) \subset \Phi_{\mathcal{R}}(\mathbf{F}\text{,}y\text{,}\beta + 2\varepsilon\text{,}v + \varepsilon)\text{.}$$The sets $\tau - {cl}\bigcup_{k^{\prime} \geqslant k}\Sigma_{k^{\prime}}$ are closed and non-empty and, by assumption, the set $\Phi_{\mathcal{R}}(\mathbf{F}\text{,}y\text{,}\beta + 2\varepsilon\text{,}v + \varepsilon)$ is compact. Thus *T* is the intersection of a decreasing family of non-empty compact sets and therefore non-empty. Moreover, because [(13)](#e0065){ref-type="disp-formula"} holds for every *ε* \> 0, we have$$\varnothing\  \neq \ T \subset \underset{\varepsilon > 0}{\bigcap}\Phi_{\mathcal{R}}(\mathbf{F}\text{,}y\text{,}\beta + 2\varepsilon\text{,}v + \varepsilon) = \Phi(v) = \Sigma\text{.}$$Next we show the inclusion $T \subset \tau_{\mathcal{R}} - {Lim}\ \sup_{k\rightarrow\infty}\Sigma_{k}$. To that end, we first prove that$$v = \lim_{k}v_{k}\text{.}$$Recall that [Theorem 3.1](#n0200){ref-type="statement"} implies that *Φ*~*k*~(*v*~*k*~) = *Σ*~*k*~ is non-empty. Therefore, [(12)](#e0060){ref-type="disp-formula"} implies that also $\Phi_{\mathcal{R}}(\mathbf{F}\text{,}y\text{,}\beta + 2\varepsilon\text{,}v_{k})$ is non-empty, which in turn shows that *v*~*k*~ ⩾ *v*(**F**, *y*, *β* + 2*ε*) for all *k* large enough. Consequently,$$\underset{k\rightarrow\infty}{{Lim}\ \inf}v_{k} \geqslant v(\mathbf{F}\text{,}y\text{,}\beta + 2\varepsilon)$$for all *ε* \> 0. From [Lemma A.2](#n0510){ref-type="statement"} we obtain that *v* = sup~*ε*\>0~*v*(**F**, *y*, *β* + 2*ε*). Together with [(16) and (9)](#e0080 e0045){ref-type="disp-formula"} this shows [(15)](#e0075){ref-type="disp-formula"}.Let now *x* ∈ *T*, let *N* be a neighborhood of *x* with respect to *τ*, let *δ* \> 0 and $k_{0} \in \mathbb{N}$. Since *T* ⊂ *Σ* (see [(14)](#e0070){ref-type="disp-formula"}), it follows that $\mathcal{R}(x) = v$. Thus it follows from [(15)](#e0075){ref-type="disp-formula"} that there exists *k*~1~ ⩾ *k*~0~ such that$$|v_{k} - \mathcal{R}(x)| < \delta$$for all *k* ⩾ *k*~1~. In particular,$$\Sigma_{k} \subset \{\widetilde{x} \in X:\mathcal{R}(x) - \delta < \mathcal{R}(\widetilde{x}) < \mathcal{R}(x) + \delta\}$$for all *k* ⩾ *k*~1~. [Remark 2.4](#n0010){ref-type="statement"} implies that there exists *k*~2~ ⩾ *k*~1~ such that$$N \cap \Sigma_{k_{2}}\  \neq \ \varnothing\text{.}$$Now recall that the sets $N \cap \{\widetilde{x} \in X:\mathcal{R}(x) - \delta < \mathcal{R}(\widetilde{x}) < \mathcal{R}(x) + \delta\}$ form a basis of neighborhoods of *x* for the topology $\tau_{\mathcal{R}}$. Therefore [(17) and (18)](#e0085 e0090){ref-type="disp-formula"}, and the characterization of the upper limit of sets given in [Remark 2.4](#n0010){ref-type="statement"} imply that $x \in \tau_{\mathcal{R}} - {Lim}\ \sup_{k\rightarrow\infty}\Sigma_{k}$. Thus the inclusion [(10)](#e0050){ref-type="disp-formula"} follows.If the set *Σ*(**F**, *y*, *β*) consists of a single element *x*~*β*~, then the first part of the assertion implies that for every subsequence ${(k_{j})}_{j \in \mathbb{N}}$ we have$$\tau_{\mathcal{R}} - \underset{j\rightarrow\infty}{{Lim}\ \sup}\Sigma(\mathbf{F}_{k_{j}}\text{,}y_{k_{j}}\text{,}\beta_{k_{j}}) = \{ x_{\beta}\}\text{.}$$Thus the assertion follows from [Lemma A.3](#n0515){ref-type="statement"}. □

The crucial condition in [Lemma 3.6](#n0450){ref-type="statement"} is the inequality [(9)](#e0045){ref-type="disp-formula"}. Indeed, one can easily construct examples, where this condition fails and the solution of Problem [(4)](#e0020){ref-type="disp-formula"} is unstable, see [Example 3.7](#n0375){ref-type="statement"}. What happens in this example is that the upper limit $\tau_{\mathcal{R}} - {Lim}\ \sup_{k\rightarrow\infty}\Sigma(\mathbf{F}\text{,}y_{k}\text{,}\beta)$ consists of local minima of $\mathcal{R}$ on *Φ*(**F**, *y*, *β*) that fail to be global minima of $\mathcal{R}$ restricted to *Φ*(**F**, *y*, *β*).Example 3.7Consider the function $\left. \mathbf{F}:\mathbb{R}\rightarrow\mathbb{R}:x\mapsto x^{3} - x^{2} \right.$ (illustrated in [Fig. 1](#f0005){ref-type="fig"}) and the regularization functional $\mathcal{R}(x) = x^{2}$. Let *y* \> 0 and choose *β* = *y*. Then$$\arg\min\{\mathcal{R}(x):|\mathbf{F}(x) - y| \leqslant \beta\} = \arg\min\{ x^{2}:|x^{3} - x^{2} - y| \leqslant y\} = 0\text{.}$$Now let *y*~*k*~ \> *y*. Then$$\arg\min\{\mathcal{R}(x):|\mathbf{F}(x) - y_{k}| \leqslant \beta\} = \arg\min\{ x^{2}:|x^{3} - x^{2} - y_{k}| \leqslant y\} = x_{k}\text{,}$$where *x*~*k*~ is the unique solution of the equation **F**(*x*) = *y*~*k*~ − *y*. Thus, if the sequence ${(y_{k})}_{k \in \mathbb{N}}$ converges to *y* from above, we have *x*~*k*~ \> 1 for all *k* and lim~*k*→∞~*x*~*k*~ = 1. According to [(19)](#e0095){ref-type="disp-formula"}, however, the solution of the limit problem equals zero.

The following two theorems are central results of this paper. They answer the question to which extent we obtain stability results for the residual method similar to the ones known for Tikhonov regularization.Theorem 3.8Approximate Stability*Let* [Assumption 3.5](#n0490){ref-type="statement"} *hold. Then there exists a sequence ε*~*k*~ → 0 *such that*$$\varnothing\  \neq \ \tau_{\mathcal{R}} - \underset{k\rightarrow\infty}{{Lim}\ \sup}\Sigma(\mathbf{F}_{k}\text{,}y_{k}\text{,}\beta_{k} + \varepsilon_{k}) \subset \Sigma(\mathbf{F}\text{,}y\text{,}\beta)\text{.}$$ProofDefine$$\varepsilon_{k} ≔ \inf\{\varepsilon > 0:\Phi_{\mathcal{R}}(\mathbf{F}\text{,}y\text{,}\beta\text{,}v(\mathbf{F}\text{,}y\text{,}\beta)) \subset \Phi_{\mathcal{R}}(\mathbf{F}_{k}\text{,}y_{k}\text{,}\beta_{k} + \varepsilon\text{,}v(\mathbf{F}\text{,}y\text{,}\beta))\}\text{.}$$[Lemma A.1](#n0505){ref-type="statement"} and the assumption that *β*~*k*~ → *β* imply that *ε*~*k*~ → 0. Since by assumption$$\varnothing\  \neq \ \Sigma(\mathbf{F}\text{,}y\text{,}\beta) = \Phi_{\mathcal{R}}(\mathbf{F}\text{,}y\text{,}\beta\text{,}v(\mathbf{F}\text{,}y\text{,}\beta)) \subset \Phi_{\mathcal{R}}(\mathbf{F}_{k}\text{,}y_{k}\text{,}\beta_{k} + \varepsilon_{k}\text{,}v(\mathbf{F}\text{,}y\text{,}\beta))\text{,}$$we obtain that *v*(**F**~*k*~, *y*~*k*~, *β*~*k*~ + *ε*~*k*~) ⩽ *v*(**F**, *y*, *β*). Thus the assertion follows from [Lemma 3.6](#n0450){ref-type="statement"}. □

[Theorem 3.8](#n0205){ref-type="statement"}, is a stability result in the same spirit as the one derived in [@b0170]. While it does not assert that, in the general setting described by [Assumption 3.5](#n0490){ref-type="statement"}, the residual method is stable in the sense that the solutions depend continuously on the input data, it does state that the solutions of the perturbed problems stay close to the solution of the original problem, if one allows the regularization parameter *β* to increase slightly. Apart from the more general, topological setting, the main difference to [@b0170] is the additional inclusion of operator errors into the result.

The next theorem provides a true stability theorem, including both data as well as operator perturbations.Theorem 3.9Stability*Let* [Assumption 3.5](#n0490){ref-type="statement"} *hold with β* \> 0 *and assume that the inclusion*$$\Phi_{\mathcal{R}}(\mathbf{F}\text{,}y\text{,}\beta\text{,}t) \subset \underset{\delta > 0}{\bigcap}\left( {\tau - {cl}\bigcup\limits_{\varepsilon > 0}\Phi_{\mathcal{R}}(\mathbf{F}\text{,}y\text{,}\beta - \varepsilon\text{,}t + \delta)} \right)$$*holds for every t* ⩾ 0*. Then,*$$\varnothing\  \neq \ \tau_{\mathcal{R}} - \underset{k\rightarrow\infty}{{Lim}\ \sup}\Sigma(\mathbf{F}_{k}\text{,}y_{k}\text{,}\beta_{k}) \subset \Sigma(\mathbf{F}\text{,}y\text{,}\beta)\text{.}$$*If, additionally, the set Σ(***F***,* *y,* *β) consists of a single element x*~*β*~*, then*$$\{ x_{\beta}\} = \tau_{\mathcal{R}} - \lim_{k\rightarrow\infty}\Sigma(\mathbf{F}_{k}\text{,}y_{k}\text{,}\beta_{k})\text{.}$$ProofThe convergence of ${(\beta_{k})}_{k \in \mathbb{N}}$ to *β* and [Lemma A.1](#n0505){ref-type="statement"} imply that for every *ε* \> 0 and $t \in \mathbb{R}$ there exists $k_{0} \in \mathbb{N}$ such that$$\Phi_{\mathcal{R}}(\mathbf{F}\text{,}y\text{,}\beta - \varepsilon\text{,}t) \subset \Phi_{\mathcal{R}}(\mathbf{F}_{k}\text{,}y_{k}\text{,}\beta_{k}\text{,}t)$$for all *k* ⩾ *k*~0~. Consequently,$$\limsup\limits_{k\rightarrow\infty}v(\mathbf{F}_{k}\text{,}y_{k}\text{,}\beta_{k}) = \limsup\limits_{k\rightarrow\infty}(\inf\{ t:\Phi_{\mathcal{R}}(\mathbf{F}_{k}\text{,}y_{k}\text{,}\beta_{k}\text{,}t)\  \neq \ \varnothing\}) \leqslant \inf\limits_{\varepsilon > 0}(\inf\{ t:\Phi_{\mathcal{R}}(\mathbf{F}\text{,}y\text{,}\beta - \varepsilon\text{,}t)\  \neq \ \varnothing\})\text{.}$$From [(20)](#e0100){ref-type="disp-formula"} we obtain that$$\inf\limits_{\varepsilon > 0}(\inf\{ t:\Phi_{\mathcal{R}}(\mathbf{F}\text{,}y\text{,}\beta - \varepsilon\text{,}t)\  \neq \ \varnothing\}) \leqslant \inf\{ t:\Phi_{\mathcal{R}}(\mathbf{F}\text{,}y\text{,}\beta\text{,}t)\  \neq \ \varnothing\} = v(\mathbf{F}\text{,}y\text{,}\beta)\text{.}$$This shows [(9)](#e0045){ref-type="disp-formula"}. Now [(21)](#e0105){ref-type="disp-formula"} follows from [Lemma 3.6](#n0450){ref-type="statement"}. □

For [Theorem 3.9](#n0210){ref-type="statement"} to hold, the mapping $\left. x\mapsto\mathcal{S}(\mathbf{F}(x)\text{,}y) \right.$ has to satisfy the additional regularity property [(20)](#e0100){ref-type="disp-formula"}. This property requires that every *x* ∈ *X* for which **F**(*x*) ≠ *y* can be approximated by elements $\widetilde{x}$ with $\mathcal{S}(\mathbf{F}(\widetilde{x})\text{,}y) < \mathcal{S}(\mathbf{F}(x)\text{,}y)$ and $\mathcal{R}(\widetilde{x}) \leqslant \mathcal{R}(x) + \beta$. That is, the function $\left. x\mapsto\mathcal{S}(\mathbf{F}(x)\text{,}y) \right.$ does not have local minima in the sets $\{ x \in X:\mathcal{R}(x) < t\}$. As will be shown in the following Section [4](#s0050){ref-type="sec"}, this property is naturally satisfied for linear operators on Banach spaces.

3.3. Convergence {#s0045}
----------------

The following theorem states the solutions obtained with the residual method indeed converge to the $\mathcal{R}$-minimizing solution of the equation **F**(*x*) = *y*, if the noise level decreases to zero. Recall that the set of all $\mathcal{R}$-minimizing solution of the equation *F*(*x*) = *y* is given by *Σ*(**F**, *y*, 0).Theorem 3.10Convergence*Let y* ∈ *Y be such that there exists x* ∈ *X with* **F***(x)* *=* *y and* $\mathcal{R}(x) < \infty$ *and assume that* $\Phi_{\mathcal{R}}(\mathbf{F}\text{,}w\text{,}\gamma\text{,}t)$ *is τ-compact for all w* ∈ *Y and γ, t* ⩾ 0*. If* ${(y_{k})}_{k \in \mathbb{N}}$ *converges* $\mathcal{S}$*-uniformly to y and satisfies* $\left. \mathcal{S}(y\text{,}y_{k}) \leqslant \beta_{k}\rightarrow 0 \right.$*, then*$$\limsup\limits_{k\rightarrow\infty}v(\mathbf{F}\text{,}y_{k}\text{,}\beta_{k}) \leqslant v(\mathbf{F}\text{,}y\text{,}0) < \infty\text{.}$$*In particular,*$$\varnothing\  \neq \ \tau_{\mathcal{R}} - \underset{k\rightarrow\infty}{{Lim}\ \sup}\Sigma(\mathbf{F}\text{,}y_{k}\text{,}\beta_{k}) \subset \Sigma(\mathbf{F}\text{,}y\text{,}0)\text{.}$$*If, additionally, the* $\mathcal{R}$*-minimizing solution x*^†^ *is unique, then*$$\{ x^{\dagger}\} = \tau_{\mathcal{R}} - \underset{k\rightarrow\infty}{{Lim}\ \sup}\Sigma(\mathbf{F}\text{,}y_{k}\text{,}\beta_{k})\text{.}$$ProofBy assumption *S*(*y*, *y*~*k*~) ⩽ *β*~*k*~, which implies that $v(\mathbf{F}\text{,}y_{k}\text{,}\beta_{k}) \leqslant \mathcal{R}(x^{\prime})$ for all *x*′ ∈ *Φ*(**F**, *y*, 0). This proves [(22)](#e0110){ref-type="disp-formula"}. Now [(23) and (24)](#e0115 e0120){ref-type="disp-formula"} follow from [Lemma 3.6](#n0450){ref-type="statement"}. □

4. Linear spaces {#s0050}
================

Now we assume that *X* and *Y* are subsets of topological vector spaces. Then the linear structures allows us to introduce more tangible conditions implying stability of the residual method.

For the following we assume that **F** : *X* → *Y* and *y* ∈ *Y* are fixed.Assumption 4.1Assume that the following hold:1.The set *X* is a convex subset of a topological vector space, and *Y* is a topological vector space.2.The mapping $\left. x\mapsto\mathcal{S}(\mathbf{F}(x_{0})\text{,}y) \right.$ is semi-strictly quasi-convex. That is, for all *x*~0~, *x*~1~ ∈ *X* with $\mathcal{S}(\mathbf{F}(x_{0})\text{,}y)\text{,}\mathcal{S}(\mathbf{F}(x_{1})\text{,}y) < \infty$, and all 0 \< *λ* \< 1 we have$$\mathcal{S}(\mathbf{F}(\lambda x_{0} + (1 - \lambda)x_{1})\text{,}y) \leqslant \max\{\mathcal{S}(\mathbf{F}(x_{0})\text{,}y)\text{,}\mathcal{S}(\mathbf{F}(x_{1})\text{,}y)\}\text{.}$$Moreover, the inequality is strict whenever $\mathcal{S}(\mathbf{F}(x_{0})\text{,}y)\  \neq \ \mathcal{S}(\mathbf{F}(x_{1})\text{,}y)$.3.For every *β* ⩾ 0 there exists *x* ∈ *X* with $\mathcal{S}(\mathbf{F}(x)\text{,}y) \leqslant \beta$ and $\mathcal{R}(x) < \infty$.4.The domain ${dom}\mathcal{R} = \{ x \in X:\mathcal{R}(x) < + \infty\}$ of $\mathcal{R}$ is convex and for every $x_{0}\text{,}x_{1} \in {dom}\mathcal{R}$ the restriction of $\mathcal{R}$ to$$L = \{\lambda x_{0} + (1 - \lambda)x_{1}:0 \leqslant \lambda \leqslant 1\}$$is continuous.

We now show that [Assumption 4.1](#n0495){ref-type="statement"} implies the main condition of the stability result [Theorem 3.9](#n0210){ref-type="statement"}, the inclusion [(20)](#e0100){ref-type="disp-formula"}:Lemma 4.2*Assume that* [Assumption 4.1](#n0495){ref-type="statement"} *holds. Then* [(20)](#e0100){ref-type="disp-formula"} *is satisfied.*ProofLet $x_{0} \in \Phi_{\mathcal{R}}(\mathbf{F}\text{,}y\text{,}\beta\text{,}t)$ for some *β* \> 0. We have to show that for every neighborhood *N* ⊂ *X* of *x*~0~ and every *δ* \> 0 there exist *ε* \> 0 and *x*′ ∈ *N* such that $x^{\prime} \in \Phi_{\mathcal{R}}(\mathbf{F}\text{,}y\text{,}\beta - \varepsilon\text{,}t + \delta)$.Item 3 in [Assumption 4.1](#n0495){ref-type="statement"} implies the existence of some *x*~1~ ∈ *X* satisfying the inequalities $\mathcal{S}(\mathbf{F}(x_{1})\text{,}y) \leqslant \beta/2$ and $\mathcal{R}(x_{1}) < \infty$. Since we have $\mathcal{S}(\mathbf{F}(x_{1})\text{,}y) < \beta$ and $\mathcal{S}(\mathbf{F}(x_{0})\text{,}y) \leqslant \beta$, we obtain from Item 2 that $\mathcal{S}(\mathbf{F}(x)\text{,}y) < \beta$ for every *x* ∈ *L* ≔ {*λx*~0~ + (1 − *λ*)*x*~1~ : 0 ⩽ *λ* \< 1}. Since $x_{0}\text{,}x_{1} \in {dom}\mathcal{R}$, it follows from Item 4 that $\mathcal{R}$ is continuous on *L*. Consequently $\lim_{\lambda\rightarrow 1}\mathcal{R}(\lambda x_{0} + (1 - \lambda)x_{1}) = \mathcal{R}(x_{0}) \leqslant t$. In particular, there exists *λ*~0~ \< 1 such that $\mathcal{R}(\lambda x_{0} + (1 - \lambda)x_{1}) \leqslant t + \delta$ for all 1 \> *λ* \> *λ*~0~. Since *X* is a topological vector space (Item 1), it follows that *x*′ ≔ *λx*~0~ + (1 − *λ*)*x*~1~ ∈ *N* for some 1 \> *λ* \> *λ*~0~. This shows the assertion with $\varepsilon ≔ \beta - \mathcal{S}(\mathbf{F}(x^{\prime})\text{,}y) > 0$. □

[Lemma 4.2](#n0455){ref-type="statement"} allows us to apply the stability result [Theorem 3.9](#n0210){ref-type="statement"}, which shows that [Assumption 4.1](#n0495){ref-type="statement"} implies the continuous dependence of the solutions of [(4)](#e0020){ref-type="disp-formula"} on the data *y* and the regularization parameter *β*.Proposition 4.3Stability & Convergence*Let* [Assumption 4.1](#n0495){ref-type="statement"} *hold and assume that the sets* $\Phi_{\mathcal{R}}(\mathbf{F}\text{,}w\text{,}\gamma\text{,}t)$ *are compact for every* $\gamma \in \mathbb{R}\text{,}\mspace{6mu} t \in \mathbb{R}$*, and w* ∈ *Y. Assume moreover that* ${(y_{k})}_{k \in \mathbb{N}}$ *converges* $\mathcal{S}$*-uniformly to y* ∈ *Y, and that β*~*k*~ → *β. If β* *=* *0, assume in addition that* $\mathcal{S}(y\text{,}y_{k}) \leqslant \beta_{k}$*. Then*$$\varnothing\  \neq \ \tau_{\mathcal{R}} - \underset{k\rightarrow\infty}{{Lim}\ \sup}\Sigma(\mathbf{F}\text{,}y_{k}\text{,}\beta_{k}) \subset \Sigma(\mathbf{F}\text{,}y\text{,}\beta)\text{.}$$*If, additionally, the set Σ(***F***,* *y,* *β) consists of a single element x*~*β*~*, then*$$\{ x_{\beta}\} = \tau_{\mathcal{R}} - \underset{k\rightarrow\infty}{{Lim}\ \sup}\Sigma(\mathbf{F}\text{,}y_{k}\text{,}\beta_{k})\text{.}$$ProofIf *β* = 0, the assertion follows from [Theorem 3.10](#n0215){ref-type="statement"}. In the case *β* \> 0, [Lemma 4.2](#n0455){ref-type="statement"} implies that [(20)](#e0100){ref-type="disp-formula"} holds. Thus, the assertion follows from [Theorem 3.9](#n0210){ref-type="statement"}. Note that the non-emptyness of the sets $\Phi_{\mathcal{R}}(\mathbf{F}\text{,}w\text{,}\gamma\text{,}t)$ for some *t* follows from Item 3 in [Assumption 4.1](#n0495){ref-type="statement"}. □Proposition 4.4Stability*Let* [Assumption 4.1](#n0495){ref-type="statement"} *hold. Assume that* ${(y_{k})}_{k \in \mathbb{N}}$ *converges* $\mathcal{S}$*-uniformly to y* ∈ *Y, the mappings* **F**~*k*~ *: X* → *Y converge locally* $\mathcal{S}$*-uniformly to* **F** *: X* → *Y (see* [Definition 2.6](#n0355){ref-type="statement"}*), and β*~*k*~ → *β* \> 0*. Assume that the sets* $\Phi_{\mathcal{R}}(\mathbf{F}_{k}\text{,}w\text{,}\gamma\text{,}t)$ *and* $\Phi_{\mathcal{R}}(\mathbf{F}\text{,}w\text{,}\gamma\text{,}t)$ *are compact for every* $\gamma \geqslant 0\text{,}t \in \mathbb{R}$*, and w* ∈ *Y. Then*$$\varnothing\  \neq \ \tau_{\mathcal{R}} - \underset{k\rightarrow\infty}{{Lim}\ \sup}\Sigma(\mathbf{F}_{k}\text{,}y_{k}\text{,}\beta_{k}) \subset \Sigma(\mathbf{F}\text{,}y\text{,}\beta)\text{.}$$*If, additionally, the set Σ*(**F**, *y*, *β*) *consists of a single element x*~*β*~*, then*$$\{ x_{\beta}\} = \tau_{\mathcal{R}} - \lim_{k\rightarrow\infty}\Sigma(\mathbf{F}_{k}\text{,}y_{k}\text{,}\beta_{k})\text{.}$$ProofAgain, [Lemma 4.2](#n0455){ref-type="statement"} shows that [(20)](#e0100){ref-type="disp-formula"} holds. Moreover, the non-emptyness of the sets $\Phi_{\mathcal{R}}(\mathbf{F}\text{,}w\text{,}\gamma\text{,}t)$ and $\Phi_{\mathcal{R}}(\mathbf{F}_{k}\text{,}w\text{,}\gamma\text{,}t)$ (at least for *k* sufficiently large) for some *t* follows from Item 3 in [Assumption 4.1](#n0495){ref-type="statement"} and the local $\mathcal{S}$-uniform convergence of the mappings **F**~*k*~ to **F**. Thus the assertion follows from [Theorem 3.9](#n0210){ref-type="statement"}. □

Item 2 in [Assumption 4.1](#n0495){ref-type="statement"} is concerned with the interplay of the functional **F** and the distance measure $\mathcal{S}$. The next two examples consider two situations, where this part of the assumption holds. [Example 4.5](#n0380){ref-type="statement"} considers linear operators **F** and convex distance measures $\mathcal{S}$. [Example 4.6](#n0385){ref-type="statement"} introduces a class of *non-linear* operators on Hilbert spaces, where Item 2 is satisfied if the distance measure equals the squared Hilbert space norm.Example 4.5Assume that **F** : *X* → *Y* is linear and $\mathcal{S}$ is convex in its first component. Then Item 2 in [Assumption 4.1](#n0495){ref-type="statement"} is satisfied. Indeed, in such a situation,$$\mathcal{S}(\mathbf{F}(\lambda x_{0} + (1 - \lambda)x_{1})\text{,}y) = \mathcal{S}(\lambda\mathbf{F}(x_{0}) + (1 - \lambda)\mathbf{F}(x_{1})\text{,}y) \leqslant \lambda\mathcal{S}(\mathbf{F}(x_{0})\text{,}y) + (1 - \lambda)\mathcal{S}(\mathbf{F}(x_{1})\text{,}y) \leqslant \max\{\mathcal{S}(\mathbf{F}(x_{0})\text{,}y)\text{,}\mathcal{S}(\mathbf{F}(x_{1})\text{,}y)\}\text{.}$$If moreover, $\mathcal{S}(\mathbf{F}(x_{0})\text{,}y)\  \neq \ \mathcal{S}(\mathbf{F}(x_{1})\text{,}y)$ and 0 \< *λ* \< 1, then the last inequality is strict.Example 4.6Assume that *Y* is a Hilbert space, $\mathcal{S}(y\text{,}z) = \| y - z\|^{2}$, and **F** : *X* → *Y* is two times Gâteaux differentiable. Then Item 2 in [Assumption 4.1](#n0495){ref-type="statement"} holds if for all *x*~0~ ≠ *x*~1~ ∈ *X* the mapping$$\left. t\mapsto\varphi(t\text{;}x_{0}\text{,}x_{1}) ≔ \|\mathbf{F}(x_{0} + \mathit{tx}_{1}) - y\|^{2} \right.$$has no local maxima. This condition holds, if the inequality $\partial_{t}^{2}\varphi(0\text{;}x_{0}\text{,}x_{1}) > 0$ is satisfied whenever *∂*~*t*~*φ*(0; *x*~0~, *x*~1~) = 0. The computation of the derivative of *φ*(·; *x*~0~, *x*~1~) at zero yields that$$\partial_{t}\varphi(0\text{;}x_{0}\text{,}x_{1}) = 2\langle\mathbf{F}^{\prime}(x_{0})(x_{1})\text{,}\mathbf{F}(x_{0})\rangle$$and$$\partial_{t}^{2}\varphi(0\text{;}x_{0}\text{,}x_{1}) = 2\langle\mathbf{F}^{''}(x_{0})(x_{1}\text{;}x_{1})\text{,}\mathbf{F}(x_{0})\rangle + 2\|\mathbf{F}^{\prime}(x_{0})x_{1}\|^{2}\text{.}$$Consequently, Item 2 in [Assumption 4.1](#n0495){ref-type="statement"} is satisfied if, for every *x*~0~, *x*~1~ ∈ *X* with *x*~1~ ≠ 0, the equality 〈**F**′(*x*~0~)(*x*~1~), **F**(*x*~0~)〉 = 0 implies that$$\langle\mathbf{F}^{''}(x_{0})(x_{1}\text{;}x_{1})\text{,}\mathbf{F}(x_{0})\rangle + \|\mathbf{F}^{\prime}(x_{0})(x_{1})\|^{2} > 0\text{.}$$

4.1. Regularization on *L*^*p*^-spaces {#s0055}
--------------------------------------

Let *p* ∈ (1, ∞) and set *X* = *L*^*p*^(*Ω*, *μ*) for some *σ*-finite measure space (*Ω*, *μ*). Assume that *Y* is a Banach space and **F** : *X* → *Y* is a bounded linear operator with dense range. Let $\mathcal{R}(x) = \| x\|_{p}^{p}$ and $\mathcal{S}(w\text{,}y) = \| w - y\|$. We thus consider the minimization problem$$\left. \| x\|_{p}^{p}\rightarrow\min\quad{subject}\mspace{6mu}{to}\mspace{6mu}\|\mathbf{F}x - y\| \leqslant \beta\text{.} \right.$$

We now show that in this situation the assumptions of [Proposition 4.3](#n0280){ref-type="statement"} are satisfied. To that end, let *τ* be the weak topology on *L*^*p*^(*Ω*, *μ*). As *L*^*p*^(*Ω*, *μ*) is reflexive, the level sets $\{ x \in X:\mathcal{R}(x) \leqslant t\}$ are weakly compact. Moreover, the mapping *x* ↦ ∥**F***x* − *y*∥ is weakly lower semi-continuous. Thus all the sets $\Phi_{\mathcal{R}}(\mathbf{F}\text{,}w\text{,}\gamma\text{,}t)$ are weakly compact. [Example 4.5](#n0380){ref-type="statement"} shows that Item 2 in [Assumption 4.1](#n0495){ref-type="statement"} holds. Item 3 follows from the density of the range of **F**. Finally, Item 4 holds, because $\mathcal{R}$ is norm continuous and convex.

Now assume that *y*~*k*~ → *y* and *β*~*k*~ → *β*. If *β* = 0 assume in addition that ∥*y*~*k*~ − *y*∥ ⩽ *β*~*k*~. The strict convexity of $\mathcal{R}$ and convexity of the mappings *x* ↦ ∥**F***x* − *y*~*k*~∥ imply that each set *Σ*(**F**, *y*~*k*~, *β*~*k*~) consists of a single element *x*~*k*~. Similarly, *Σ*(**F**, *y*, *β*) consists of a single element *x*^†^. From [Proposition 4.3](#n0280){ref-type="statement"} we now obtain that ${(x_{k})}_{k \in \mathbb{N}}$ weakly converges to *x*^†^ and $\left. \| x_{k}\|_{p}^{p}\rightarrow\| x^{\dagger}\|_{p}^{p} \right.$. Thus, in fact, the sequence ${(x_{k})}_{k \in \mathbb{N}}$ strongly converges to *x*^†^ (see [@b0220]).

Let *β* \> 0 and assume that **F**~*k*~ : *X* → *Y* is a sequence of bounded linear operators converging to **F** with respect to the strong topology on *L*(*X*, *Y*), that is, sup{∥**F**~*k*~*x* − **F***x*∥ : ∥*x*∥ ⩽ 1} → 0. Let again *β*~*k*~ → *β* and *y*~*k*~ → *y*, and denote by *x*~*k*~ the single element in *Σ*(**F**~*k*~, *y*~*k*~, *β*~*k*~). Applying [Proposition 4.4](#n0285){ref-type="statement"}, we again obtain that *x*~*k*~ → *x*^†^.Remark 4.7The above results rely heavily on the assumption that *p* \> 1, which implies that the space *L*^*p*^(*Ω*, *μ*) is reflexive. In the case *X* = *L*^1^(*Ω*, *μ*), the level sets {*x* ∈ *X* : ∥*x*∥~1~ ⩽ *t*} fail to be weakly compact, and thus even the existence of a solution of Problem [(4)](#e0020){ref-type="disp-formula"} need not hold.Remark 4.8The assertions concerning stability and convergence with respect to the norm topology remain valid, if *X* is any uniformly convex Banach space and $\mathcal{R}$ the norm on *X* to some power *p* \> 1. Also in this case, weak convergence and convergence of norms imply the strong convergence of a sequence [@b0220]. More generally, this property is called the *Radon--Riesz property* [@b0220]. Spaces satisfying this property are also called *Efimov--Stechkin* spaces in [@b0275].

4.2. Regularization of probability measures {#s0060}
-------------------------------------------

Let (*Ω*, *d*) be a separable, complete metric space with distance *d* and denote by $\mathcal{P}(\Omega)$ the space of probability measures on the Borel sets of *Ω*. That is, $\mathcal{P}(\Omega)$ consists of all positive Borel measures *μ* on *Ω* that satisfy *μ*(*Ω*) = 1. For *p* ⩾ 1 the *p*-*Wasserstein distance* on $\mathcal{P}(\Omega)$ is defined as$$W_{p}(\mu\text{,}\nu) ≔ \left( {\inf\left\{ {\int d{(x\text{,}y)}^{p}d\xi:\xi \in \mathcal{P}(\Omega \times \Omega)\text{,}\pi_{\#}^{1}\xi = \mu\text{,}\pi_{\#}^{2}\xi = \nu} \right\}} \right)^{1/p}\text{.}$$Here $\pi_{\#}^{i}\xi$ denotes the push forward of the measure *ξ* by means of the *i*th projection. In other words, $\pi_{\#}^{1}\xi(U) = \xi(U \times \Omega)$ and $\pi_{\#}^{2}\xi(U) = \xi(\Omega \times U)$ for every Borel set *U* ⊂ *Ω*.

Recall that the *narrow topology* on $\mathcal{P}(\Omega)$ is induced by the action of elements of $\mathcal{P}(\Omega)$ on continuous functions *u* ∈ *C*(*Ω*). That is, a sequence ${(\mu_{k})}_{k \in \mathbb{N}} \subset \mathcal{P}(\Omega)$ converges narrowly to $\mu \in \mathcal{P}(\Omega)$, if$$\int_{\Omega}\mathit{ud}\mu_{k} = \int_{\Omega}\mathit{ud}\mu\quad{for}\mspace{6mu}{all}\mspace{6mu} u \in C(\Omega)\text{.}$$Lemma 4.9*Let p* ⩾ 1*. Then the Wasserstein distance satisfies, for every* $\mu_{1}\text{,}\mu_{2}\text{,}\nu \in \mathcal{P}(\Omega)$ *and* 0 ⩽ *λ* ⩽ 1*, the inequality*$$W_{p}{(\lambda\mu_{1} + (1 - \lambda)\mu_{2}\text{,}\nu)}^{p} \leqslant \lambda W_{p}{(\mu_{1}\text{,}\nu)}^{p} + (1 - \lambda)W_{p}{(\mu_{2}\text{,}\nu)}^{p}\text{.}$$*Moreover it is lower semi-continuous with respect to the narrow topology.*ProofThe lower semi-continuity of *W*~*p*~ has, for instance, been shown in [@b0135]. In order to show the inequality [(25)](#e0125){ref-type="disp-formula"}, let $\xi_{1}\text{,}\xi_{2} \in \mathcal{P}(\Omega \times \Omega)$ be two measures that realize the infimum in the definition of *W*~*p*~(*μ*~1~, *ν*) and *W*~*p*~(*μ*~2~, *ν*), respectively. Then $\pi_{\#}^{1}(\lambda\xi_{1} + (1 - \lambda)\xi_{2}) = \lambda\mu_{1} + (1 - \lambda)\mu_{2}$ and $\pi_{\#}^{2}(\lambda\xi_{1} + (1 - \lambda)\xi_{2}) = \nu$, which implies that the measure *λξ*~1~ + (1 − *λ*)*ξ*~2~ is admissible for measuring the distance between *λμ*~1~ + (1 − *λ*)*μ*~2~ and *ν*. Therefore$$W_{p}{(\lambda\mu_{1} + (1 - \lambda)\mu_{2}\text{,}\nu)}^{p} = \inf\left\{ {\int d{(x\text{,}y)}^{p}d\xi:\pi_{\#}^{1}\xi = \lambda\mu_{1} + (1 - \lambda)\mu_{2}\text{,}\pi_{\#}^{2}\xi = \nu} \right\} \leqslant \int d{(x\text{,}y)}^{p}d(\lambda\xi_{1} + (1 - \lambda)\xi_{2}) = \lambda W_{p}{(\mu_{1}\text{,}\nu)}^{p} + (1 - \lambda)W_{p}{(\mu_{2}\text{,}\nu)}^{p}\text{,}$$which proves the assertion. □

Since $\mathcal{P}(\Omega)$ is a convex subset of the space $\mathcal{M}(\Omega)$ of all finite Radon measures on *Ω*, and the narrow topology on $\mathcal{P}(\Omega)$ is the restriction of the weak^∗^ topology on $\mathcal{M}(\Omega)$ considered as the dual of *C*~*b*~(*Ω*), the space of bounded continuous functions on *Ω*, it is possible to apply the results of this section also to the situation where $Y = \mathcal{P}(\Omega)$ and $\mathcal{S} = W_{p}$. As an easy example, we consider the problem of density estimation from a finite number of measurements.Example 4.10Let $\Omega \subset \mathbb{R}^{n}$ be an open domain. Given a finite number of measurements {*y*~1~, ... , *y*~*k*~} ⊂ *Ω*, the task of density estimation is the problem of finding a simple density function *u* on *Ω* in such a way that the measurements look like a typical sample of the distribution defined by *u*. Interpreting the measurements as a normalized sum of delta peaks, that is, equating {*y*~1~, ... , *y*~*k*~} with the measure $\mathbf{y} ≔ \frac{1}{k}\sum_{i}\delta(y_{i}) \in \mathcal{P}(\Omega)$, we can easily translate the problem into the setting of this paper.We set *X*≔{*u* ∈ *L*^1^(*Ω*) : *u* ⩾ 0 and ∥*u*∥~1~ = 1}, which is a convex and closed subset of *L*^1^(*Ω*), $Y ≔ \mathcal{P}(\Omega)$, and consider the embedding $\left. \mathbf{F}:X\rightarrow\mathcal{P}(\Omega)\text{,}u\mapsto u\mathcal{L}^{n} \right.$. Then **F** is continuous with respect to the weak topology on *X* and the narrow topology on $\mathcal{P}(\Omega)$. We now consider the distance measure $\mathcal{S} = W_{p}$ for some *p* ⩾ 1 and the Euclidean distance *d* on *Ω*. Then [Lemma 4.9](#n0460){ref-type="statement"} implies that, for every $\mu \in \mathcal{P}(\Omega)$, the mapping *u* ↦ *W*~*p*~(*Fu*, *μ*) is weakly lower semi-continuous.There are several possibilities for choosing a regularization functional on *X*. If *Ω* is bounded (or at least $\mathcal{L}^{n}(\Omega) < \infty$), one can, for instance, use the Boltzmann--Shannon entropy defined by$$\mathcal{R}(u) ≔ \int_{\Omega}u\log(u)\mathit{dx}\quad{for}\mspace{6mu} u \in X\text{.}$$Then the theorems of De la Vallée Poussin and Dunford--Pettis (see [@b0120]) show that the lower level sets of $\mathcal{R}$ are weakly pre-compact in *L*^1^(*Ω*). Moreover, the functional $\mathcal{R}$ is convex and therefore weakly lower semi-continuous (see [@b0120]). Using [Proposition 3.2](#n0405){ref-type="statement"}, we therefore obtain that the compactness required in [Assumption 3.5](#n0490){ref-type="statement"} holds. Also, [Lemma 4.9](#n0460){ref-type="statement"} shows that Item 2 in [Assumption 4.1](#n0495){ref-type="statement"} holds. Items 1 and 4 are trivially satisfied. Finally, Item 3 follows from the density of dom *R* in *X* and the density (with respect to the narrow topology) of ran **F** in $\mathcal{P}(\Omega)$. In addition, it has been shown in [@b0295] that the weak convergence of a sequence ${(u_{k})}_{k \in \mathbb{N}} \subset L^{1}(\Omega)$ to *u* ∈ *L*^1^(*Ω*) together with the convergence $\left. \mathcal{R}(u_{k})\rightarrow\mathcal{R}(u) \right.$ imply that ∥*u*~*k*~ − *u*∥~1~ → 0. Thus the topology $\tau_{\mathcal{R}}$ coincides with the strong topology on *X*.[Proposition 4.3](#n0280){ref-type="statement"} therefore implies that the residual method is a stable and convergent regularization method with respect to the strong topology on *X*. More precisely, given a sample $\mathbf{y} = \frac{1}{k}\sum_{i}\delta(y_{i})$, the density estimate *u* depends continuously on the positions *y*~*i*~ of the measurements and on the regularization parameter *β*. In addition, if the number of measurements increases, then the Wasserstein distance between the sample and the true probability converges almost surely to zero. Thus also the reconstructed density converges to the true underlying density, provided the regularization parameters decrease to zero slowly enough.

5. Convergence rates {#s0065}
====================

In this section we derive quantitative estimates (convergence rates) for the difference between regularized solutions *x*~*β*~ ∈ *Σ*(**F**, *y*, *β*) and the exact solution of the equation **F**(*x*^†^) = *y*^†^.

For Tikhonov regularization, convergence rates have been derived in [@b0015; @b0030; @b0115; @b0180; @b0230; @b0235] in terms of the *Bregman distance*. However, its classical definition,$$D_{\xi}(x\text{,}x^{\dagger}) = \mathcal{R}(x) - \mathcal{R}(x^{\dagger}) + {\langle\xi\text{,}x^{\dagger} - x\rangle}_{X^{\ast}\text{,}X}\text{,}$$where $\xi \in \partial\mathcal{R}(x^{\dagger}) \subset X^{\ast}$, requires the space *X* to be linear and the functional $\mathcal{R}$ to be convex, as the (standard) subdifferential $\partial\mathcal{R}(x^{\dagger})$ is only defined for convex functionals. In the sequel we will extend the notion of subdifferentials and Bregman distances to work for arbitrary functionals $\mathcal{R}$ on arbitrary sets *X*. To that end, we make use of a generalized notion of convexity, which is not based on the duality between a Banach space *X* and its dual *X*^∗^ but on more general pairings (see [@b0265]). The same notion has recently been used in [@b0145] for the derivation of convergence rates for non-convex regularization functionals.Definition 5.1Generalized Bregman DistanceLet *W* be a set of functions $\left. w:X\rightarrow\mathbb{R} \right.$, let $\left. \mathcal{R}:X\rightarrow\mathbb{R} \cup \{ + \infty\} \right.$ be a functional and let *x*^†^ ∈ *X*.(a)The functional $\mathcal{R}$ is *convex at x*^†^ *with respect to W*, if$$\mathcal{R}(x^{\dagger}) = \mathcal{R}^{\ast \ast}(x^{\dagger}) ≔ \sup\limits_{w \in W}\left( {\inf\limits_{x \in X}(\mathcal{R}(x) - w(x) + w(x^{\dagger}))} \right)\text{.}$$(b)Let $\mathcal{R}$ be convex at *x*^†^ with respect to *W*. The *subdifferential at x*^†^ *with respect W* is defined as$$\partial_{W}\mathcal{R}(x^{\dagger}) ≔ \{ w \in W:\mathcal{R}(x) \geqslant \mathcal{R}(x^{\dagger}) + w(x) - w(x^{\dagger})\mspace{6mu}{for}\mspace{6mu}{all}\mspace{6mu} x \in X\}\text{.}$$(c)Let $\mathcal{R}$ be convex at *x*^†^ with respect to *W*. For $w \in \partial_{W}\mathcal{R}(x^{\dagger})$ and *x* ∈ *X*, the *Bregman distance between x*^†^ *and x with respect to w* is defined as$$D_{w}(x\text{,}x^{\dagger}) ≔ \mathcal{R}(x) - \mathcal{R}(x^{\dagger}) - w(x) + w(x^{\dagger})\text{.}$$Remark 5.2Let *X* be a Banach space and set *W* = *X*^∗^. Then a functional $\left. \mathcal{R}:X\rightarrow\mathbb{R} \cup \{ + \infty\} \right.$ is convex with respect to *W*, if and only if it is lower semi-continuous and convex in the classical sense. Moreover, at every *x*^†^ ∈ *X*, the subdifferential with respect *W* coincides with the classical subdifferential $\partial\mathcal{R}(x^{\dagger}) \subset X^{\ast}$. Finally, the standard Bregman distance, defined by [(26)](#e0130){ref-type="disp-formula"}, coincides with the Bregman distance obtained by means of [Definition 5.1](#n0325){ref-type="statement"}.

In the following, let *W* be a given family of real valued functions on *X*. Convergence rates in Bregman distance with respect to *W* will be derived under the following assumption:Assumption 5.31.There exists a monotonically increasing function *ψ* : \[0, ∞) → \[0, ∞) such that$$\mathcal{S}(y_{1}\text{,}y_{2}) \leqslant \psi(\mathcal{S}(y_{1}\text{,}y_{3}) + \mathcal{S}(y_{2}\text{,}y_{3}))\quad{for}\mspace{6mu}{all}\mspace{6mu} y_{1}\text{,}y_{2}\text{,}y_{3} \in Y\text{.}$$2.For some given point *x*^†^ ∈ *X*, the functional $\left. \mathcal{R}:X\rightarrow\mathbb{R} \cup \{ + \infty\} \right.$ is convex at *x*^†^ with respect to *W*.3.There exist $w \in \partial_{W}\mathcal{R}(x^{\dagger})$ and constants *γ*~1~ ∈ \[0, 1), *γ*~2~ ⩾ 0 such that$$w(x^{\dagger}) - w(x) \leqslant \gamma_{1}D_{w}(x\text{,}x^{\dagger}) + \gamma_{2}\mathcal{S}(\mathbf{F}(x)\text{,}\mathbf{F}(x^{\dagger}))$$for every $x \in \Phi_{\mathcal{R}}(\mathbf{F}\text{,}\mathbf{F}(x^{\dagger})\text{,}\psi(2\beta)\text{,}\mathcal{R}(x^{\dagger}))$.

In a Banach space setting, the *source inequality* [(30)](#e0150){ref-type="disp-formula"} has already been used in [@b0180; @b0250] to derive convergence rates for Tikhonov regularization with convex functionals and in [@b0170] for multiparameter regularization. Eq. [(29)](#e0145){ref-type="disp-formula"} is an alternate for the missing triangle inequality in the non-metric case.Theorem 5.4Convergence Rates*Let* [Assumption 5.3](#n0500){ref-type="statement"} *hold and let y* ∈ *Y satisfy* $\mathcal{S}(\mathbf{F}(x^{\dagger})\text{,}y) \leqslant \beta$*. Then, the estimate*$$D_{w}(x_{\beta}\text{,}x^{\dagger}) \leqslant \frac{\gamma_{2}}{1 - \gamma_{1}}\psi(\beta + \mathcal{S}(\mathbf{F}(x^{\dagger})\text{,}y))$$*holds for all x*~*β*~ ∈ *Σ(***F***,* *y,* *β).*ProofLet *x*~*β*~ ∈ *Σ*(**F**, *y*, *β*). This, together with [(29)](#e0145){ref-type="disp-formula"} and the assumption that $\mathcal{S}(\mathbf{F}(x^{\dagger})\text{,}y) \leqslant \beta$, implies that$$\mathcal{S}(\mathbf{F}(x_{\beta})\text{,}\mathbf{F}(x^{\dagger})) \leqslant \psi(\mathcal{S}(\mathbf{F}(x_{\beta})\text{,}y) + \mathcal{S}(\mathbf{F}(x^{\dagger})\text{,}y)) \leqslant \psi(2\beta)\text{.}$$Together with [(30)](#e0150){ref-type="disp-formula"} it follows that$$D_{w}(x_{\beta}\text{,}x^{\dagger}) = \mathcal{R}(x_{\beta}) - \mathcal{R}(x^{\dagger}) - w(x_{\beta}) + w(x^{\dagger}) \leqslant \mathcal{R}(x_{\beta}) - \mathcal{R}(x^{\dagger}) + \gamma_{1}D_{w}(x_{\beta}\text{,}x^{\dagger}) + \gamma_{2}\mathcal{S}(\mathbf{F}(x_{\beta})\text{,}\mathbf{F}(x^{\dagger}))\text{.}$$The assumption *γ*~1~ ∈ \[0, 1) implies the inequality$$D_{w}(x_{\beta}\text{,}x^{\dagger}) \leqslant \frac{1}{1 - \gamma_{1}}(\mathcal{R}(x_{\beta}) - \mathcal{R}(x^{\dagger})) + \frac{\gamma_{2}}{1 - \gamma_{1}}\mathcal{S}(\mathbf{F}(x_{\beta})\text{,}\mathbf{F}(x^{\dagger}))\text{.}$$Since $\mathcal{S}(\mathbf{F}(x^{\dagger})\text{,}y) \leqslant \beta$, we have $\mathcal{R}(x_{\beta}) \leqslant \mathcal{R}(x^{\dagger})$. Therefore [(32) and (29)](#e0160 e0145){ref-type="disp-formula"} imply$$D_{w}(x_{\beta}\text{,}x^{\dagger}) \leqslant \frac{\gamma_{2}}{1 - \gamma_{1}}\mathcal{S}(\mathbf{F}(x_{\beta})\text{,}\mathbf{F}(x^{\dagger})) \leqslant \frac{\gamma_{2}}{1 - \gamma_{1}}\psi(\beta + \mathcal{S}(\mathbf{F}(x^{\dagger})\text{,}y))\text{,}$$which concludes the proof. □Remark 5.5Typically, convergence rates are formulated in a setting which slightly differs from the one of [Theorem 5.4](#n0220){ref-type="statement"}, see [@b0030; @b0105; @b0180; @b0250]. There one assumes the existence of an $\mathcal{R}$-minimizing solution *x*^†^ ∈ *X* of the equation **F**(*x*^†^) = *y*^†^, for some exact data *y*^†^ ∈ ran(**F**). Instead of *y*^†^, only noisy data *y* ∈ *Y* and the error bound $\mathcal{S}(y^{\dagger}\text{,}y) \leqslant \beta$ are given.For this setting, [(31)](#e0155){ref-type="disp-formula"} implies the rate$$\left. D_{w}(x_{\beta}\text{,}x^{\dagger}) \leqslant \frac{\gamma_{2}}{1 - \gamma_{1}}\psi(2\beta) = \mathcal{O}(\psi(2\beta))\quad{as}\mspace{6mu}\beta\rightarrow 0\text{,} \right.$$where *x*~*β*~ ∈ *Σ*(**F**, *y*, *β*) denotes any regularized solution.Remark 5.6The inequality [(30)](#e0150){ref-type="disp-formula"} is equivalent to the existence of *η*~1~, *η*~2~ \> 0 such that$$w(x^{\dagger}) - w(x) \leqslant \eta_{1}(\mathcal{R}(x) - \mathcal{R}(x^{\dagger})) + \eta_{2}\mathcal{S}(\mathbf{F}(x)\text{,}\mathbf{F}(x^{\dagger}))\text{.}$$Indeed, we obtain [(33)](#e0165){ref-type="disp-formula"} from [(30)](#e0150){ref-type="disp-formula"} by setting *η*~1~ ≔ *γ*~1~/(1 − *γ*~1~) and *η*~2~ ≔ *γ*~2~/(1 − *γ*~1~). Conversely, [(33)](#e0165){ref-type="disp-formula"} implies [(30)](#e0150){ref-type="disp-formula"} by taking *γ*~1~ ≔ *η*~1~/(1 + *η*~1~) and *γ*~2~ ≔ *η*~2~/(1 + *η*~1~).

5.1. Convergence rates in Banach spaces {#s0070}
---------------------------------------

In the following, assume that *X* and *Y* are Banach spaces with norms ∥ · ∥ and ∥ · ∥, and assume that $\mathcal{R}$ is a convex and lower semi-continuous functional on *X*. We set $\mathcal{S}(y\text{,}z) ≔ \| y - z\|$ and let *D*~*ξ*~ with $\xi \in \partial\mathcal{R}(x^{\dagger})$ denote the classical Bregman distance (see [Remark 5.2](#n0030){ref-type="statement"}).

If *x*^†^ satisfies the inequality$$\langle\xi\text{,}x^{\dagger} - x\rangle \leqslant \gamma_{1}D_{\xi}(x\text{,}x^{\dagger}) + \gamma_{2}\|\mathbf{F}(x) - \mathbf{F}(x^{\dagger})\|$$and *y* are given data with ∥**F**(*x*^†^) − *y*∥ ⩽ *β*, then [Theorem 5.4](#n0220){ref-type="statement"} implies the convergence rate $D_{\xi}(x_{\beta}\text{,}x^{\dagger}) = \mathcal{O}(\beta)$. In the special case where *X* is a Hilbert space and $\mathcal{R}(x) = \| x\|^{2}$ we have *D*~*ξ*~(*x*, *x*^†^) = ∥*x* − *x*^†^∥^2^, which implies the convergence rate $\| x - x^{\dagger}\| = \mathcal{O}(\beta^{1/2})$ with respect to the norm. In [Proposition 5.8](#n0290){ref-type="statement"} we show that the same convergence rate holds on any 2-convex space. For *r*-convex Banach spaces with *r* \> 2, we derive the rate $\mathcal{O}(\beta^{1/r})$.Definition 5.7The Banach space *X* is called *r*-convex (or is said to have modulus of convexity of power type *r*), if there exists a constant *C* \> 0 such that$$\inf\{ 1 - \|(x + y)/2\|:\| x\| = \| y\| = 1\text{,}\| x - y\| \geqslant \epsilon\} \geqslant C\varepsilon^{r}$$for all *ε* ∈ \[0, 2\].

Note that every Hilbert space is 2-convex and that there is *no* Banach space (with dim (*X*) ⩾ 2) that is *r*-convex for some *r* \< 2 (see [@b0210]).Proposition 5.8Convergence rates in the norm*Let X be an r-convex Banach space with r* ⩾ 2 *and let* $\mathcal{R}(x) ≔ \| x\|^{r}/r$*. Assume that there exists x*^†^ ∈ *X, a subgradient* $\xi \in \partial\mathcal{R}(x^{\dagger})$*, and constants γ*~1~ ∈ \[0, 1), *γ*~2~ ⩾ 0, *β*~0~ \> 0 *such that* [(34)](#e0170){ref-type="disp-formula"} *holds for every* $x \in \Phi_{\mathcal{R}}(\mathbf{F}\text{,}\mathbf{F}(x^{\dagger})\text{,}2\beta_{0}\text{,}\mathcal{R}(x^{\dagger}))$*.Then there exists a constant c* \> 0 *such that*$$\| x_{\beta} - x^{\dagger}\| \leqslant c{(\beta + \|\mathbf{F}(x^{\dagger}) - y\|)}^{1/r}$$*for all β* ∈ \[0, *β*~0~\], *all y* ∈ *Y with* ∥**F**(*x*^†^) − *y*∥ ⩽ *β*, *and all x*~*β*~ ∈ *Σ*(**F**, *y*, *β*).ProofLet $\left. J_{r}:X\rightarrow 2^{X^{\ast}} \right.$ denote the duality mapping with respect to the weight function *s* ↦ *s*^*r*−1^. In [@b0300] it is shown that there exists a constant *K* \> 0 such that$$\| x^{\dagger} + z\|^{r} \geqslant \| x^{\dagger}\|^{r} + r{\langle j_{r}(x^{\dagger})\text{,}z\rangle}_{X^{\ast}\text{,}X} + K\| z\|^{r}$$for all *x*^†^, *z* ∈ *X* and *j*~*r*~(*x*^†^) ∈ *J*~*r*~(*x*^†^). By Asplund's theorem [@b0065], the duality mapping *J*~*r*~ equals the subgradient of $\mathcal{R} = \| \cdot \|^{r}/r$. Therefore, by taking *z* = *x* − *x*^†^ and *j*~*r*~(*x*^†^) = *ξ*, inequality [(36)](#e0180){ref-type="disp-formula"} implies$$D_{\xi}(x\text{,}x^{\dagger}) \geqslant \frac{K}{r}\| x - x^{\dagger}\|^{r}\quad{forall}\mspace{6mu} x^{\dagger}\text{,}x \in X\mspace{6mu}{and}\mspace{6mu}\xi \in \partial\mathcal{R}(x^{\dagger})\text{.}$$Consequently, [(35)](#e0175){ref-type="disp-formula"} follows from [Theorem 5.4](#n0220){ref-type="statement"}. □

Exact values for the constant *K* in [(37)](#e0185){ref-type="disp-formula"} (and thus for the constant *c* in [(35)](#e0175){ref-type="disp-formula"}) can be derived from [@b0300]. Bregman distances satisfying [(37)](#e0185){ref-type="disp-formula"} are called *r*-coercive in [@b0175]. This *r*-coercivity has already been applied in [@b0010] for the minimization of Tikhonov functionals in Banach spaces.Example 5.9The spaces *X* = *L*^*p*^(*Ω*, *μ*) for *p* ∈ (1, 2\] and some *σ*-finite measure space (*Ω*, *μ*) are examples of 2-convex Banach spaces (see [@b0210]). Consequently we obtain for these spaces the convergence rate $\mathcal{O}(\beta^{1/2})$. The spaces *X* = *L*^*p*^(*Ω*,  *μ*) for *p* \> 2 are only *p*-convex, leading to the rate $\mathcal{O}(\beta^{1/p})$ in those spaces.Remark 5.10The book [@b0250] clarifies the relation between [(34)](#e0170){ref-type="disp-formula"} and the source conditions used to derive convergence rates for convex functionals on Banach spaces. In particular, it is shown that, if **F** and $\mathcal{R}$ are Gâteaux differentiable at *x*^†^ and there exist *γ* \> 0 and *ω* ∈ *Y*^∗^ such that *γ*∥*ω*∥ \< 1 and$$\xi = \mathbf{F}^{\prime}{(x^{\dagger})}^{\ast}\omega \in \partial\mathcal{R}(x^{\dagger})\text{,}$$$$\|\mathbf{F}(x) - \mathbf{F}(x^{\dagger}) - \mathbf{F}^{\prime}(x^{\dagger})(x - x^{\dagger})\| \leqslant \gamma D_{\xi}(x\text{,}x^{\dagger})$$for every *x* ∈ *X*, then [(34)](#e0170){ref-type="disp-formula"} holds on *X*. (Here **F**′(*x*^†^)^∗^ : *Y*^∗^ → *X*^∗^ is the adjoint of **F**′(*x*^†^).) Conversely, if $\xi \in \partial\mathcal{R}(x^{\dagger})$ satisfies [(34)](#e0170){ref-type="disp-formula"}, then [(38)](#e0240){ref-type="disp-formula"} holds for every *x* ∈ *X*.In the particular case that **F** : *X* → *Y* is linear and bounded, the inequality [(39)](#e0245){ref-type="disp-formula"} is trivially satisfied with *γ* = 0. Thus, [(34)](#e0170){ref-type="disp-formula"} is equivalent to the sourcewise representability of the subgradient, $\xi \in \partial\mathcal{R}(x^{\dagger}) \cap {ran}(\mathbf{F}^{\ast})$.

6. Sparse regularization {#s0075}
========================

Let *Λ* be an at most countable index set, define$$\ell^{2}(\Lambda) ≔ \left\{ {x = {(x_{\lambda})}_{\lambda \in \Lambda} \subset \mathbb{R}:\sum\limits_{\lambda \in \Lambda}|x_{\lambda}|^{2} < \infty} \right\}\text{,}$$and assume that **F** : *X* ≔ ℓ^2^(*Λ*) → *Y* is a bounded linear operator with dense range in the Hilbert space *Y*. We consider for *p* ∈ (0, 2) the minimization problem$$\left. \mathcal{R}_{p}(x) ≔ \| x\|_{\ell^{p}(\Lambda)}^{p} ≔ \sum\limits_{\lambda \in \Lambda}|x_{\lambda}|^{p}\rightarrow\min\quad{subjectto}\mspace{6mu}\|\mathbf{F}x - y\|^{2} \leqslant \beta\text{.} \right.$$For *p* \> 1, the subdifferential $\partial\mathcal{R}_{p}(x^{\dagger})$ is at most single valued and is identified with its single element. (The subdifferential may be empty since we consider $\mathcal{R}_{p}$ as functions on ℓ^2^(*Λ*).)Remark 6.1Compressed SensingIn a finite dimensional setting with *p* = 1, the minimization problem [(40)](#e0190){ref-type="disp-formula"} has received a lot of attention during the last years under the name of *compressed sensing* (see [@b0035; @b0040; @b0050; @b0080; @b0085; @b0090; @b0100; @b0130; @b0285]). Under some assumptions, the solution of [(40)](#e0190){ref-type="disp-formula"} with *y* = **F***x*^†^ and *β* = 0 has been shown to recover *x*^†^ *exactly* provided the set $\{\lambda \in \Lambda:x_{\lambda}^{\dagger} \neq 0\}$ has sufficiently small cardinality (that is, it is sufficiently sparse). Results for *p* \< 1 can be found in [@b0055; @b0075; @b0125; @b0240].

In this section we prove well-posedness of [(40)](#e0190){ref-type="disp-formula"} and derive convergence rates in a possibly infinite dimensional setting. This inverse problems point of view has so far only been treated for the case *p* = 1 (see [@b0160]). The more general setting has only been considered for Tikhonov regularization$$\left. \|\mathbf{F}x - y\|^{2} + \alpha\mathcal{R}_{p}(x)\rightarrow\min \right.$$(see [@b0060; @b0070; @b0140; @b0155; @b0215; @b0305]).

6.1. Well-posedness {#s0080}
-------------------

In the following, *τ* denotes the weak topology on ℓ^2^(*Λ*), and $\tau_{p} ≔ \tau_{\mathcal{R}_{p}}$ denotes the topology as in [Definition 3.4](#n0360){ref-type="statement"}. Then a sequence ${(x_{k})}_{k \in \mathbb{N}} \subset \ell^{2}(\Lambda)$ converges to *x* ∈ ℓ^2^(*Λ*) with respect to *τ*~*p*~ if and only if *x*~*k*~ → *x* and $\left. \mathcal{R}_{p}(x_{k})\rightarrow\mathcal{R}_{p}(x) \right.$.Proposition 6.2Well-Posedness*Let* **F** : ℓ^2^(*Λ*) → *Y be a bounded linear operator with dense range. Then constrained* ℓ^*p*^ *regularization with* 0 \< *p* \< 2 *is well-posed:*1.*Existence: For every β* \> 0 *and y* ∈ *Y, the set of regularized solutions Σ*(**F**, *y*, *β*) *is non-empty.*2.*Stability: Let* (*β*~*k*~) *and* (*y*~*k*~) *be sequences with β*~*k*~ → *β* \> 0 *and y*~*k*~ → *y* ∈ *Y*. *Then* $\varnothing\  \neq \ \tau_{\mathcal{R}} - \mathit{Lim}\ \mathit{\sup}_{k\rightarrow\infty}\Sigma(\mathbf{F}\text{,}y_{k}\text{,}\beta_{k}) \subset \Sigma(\mathbf{F}\text{,}y\text{,}\beta)$*.*3.*Convergence: Let* ∥*y*~*k*~ − *y*∥ ⩽ *β*~*k*~ → 0 *and assume that the equation* **F***x* *=* *y has a solution in* ℓ^*p*^(*Λ*). *Then we have*$$\varnothing\  \neq \ \tau_{\mathcal{R}} - \underset{k\rightarrow\infty}{{Lim}\ \sup}\Sigma(\mathbf{F}\text{,}y_{k}\text{,}\beta_{k}) \subset \Sigma(\mathbf{F}\text{,}y\text{,}0)\text{.}$$*Moreover, if the equation* **F***x* *=* *y has a unique* $\mathcal{R}_{p}$*-minimizing solution x*^†^*, then we have τ*~*p*~ − Lim sup~*k*→∞~*Σ*(**F**, *y*~*k*~, *β*~*k*~) = {*x*^†^}.ProofIn order to prove the existence of minimizers, we apply [Theorem 3.1](#n0200){ref-type="statement"} by showing that $\Phi_{\mathcal{R}}(\mathbf{F}\text{,}y\text{,}\beta\text{,}t)$ is compact with respect to the weak topology on ℓ^2^(*Λ*) for every *t* \> 0 and is nonempty for some *t*. Because **F** has dense range, the set$$\Phi_{\mathcal{R}}(\mathbf{F}\text{,}y\text{,}\beta\text{,}t) = \{ x \in \ell^{2}(\Lambda):\mathcal{R}_{p}(x) \leqslant t\text{,}\|\mathbf{F}(x) - y\|^{2} \leqslant \beta\}$$is non-empty for *t* large enough.It remains to show that the sets $\Phi_{\mathcal{R}}(\mathbf{F}\text{,}y\text{,}\beta\text{,}t)$ are weakly compact on ℓ^2^(*λ*) for every positive *t*. The functional $\mathcal{R}_{p}(x) = \sum_{\lambda \in \Lambda}|x_{\lambda}|^{p}$ is weakly lower semi-continuous (on ℓ^2^(*λ*)) as the sum of non-negative and weakly continuous functionals (see [@b0095]). Moreover, the mapping **F** is weakly continuous, and therefore *x* ↦ ∥**F***x* − *y*∥^2^ is weakly lower semi-continuous, too. The estimate $\mathcal{R}_{p}(x) \geqslant \| x\|_{\ell^{2}(\Lambda)}^{p}$ (see [@b0155]) shows that $\mathcal{R}_{p}$ is weakly coercive. Therefore the sets $\Phi_{\mathcal{R}}(\mathbf{F}\text{,}y\text{,}\beta\text{,}t)$ are weakly compact for all *t* \> 0, see [Proposition 3.2](#n0405){ref-type="statement"}.Taking into account [Example 4.5](#n0380){ref-type="statement"}, it follows that $\mathcal{R}_{p}\text{,}\mathcal{S}$, and **F** satisfy [Assumption 4.1](#n0495){ref-type="statement"}. Consequently, Items 2 and 3 follow from [Proposition 4.3](#n0280){ref-type="statement"}. □Remark 6.3In the case *p* \> 1, the functional $\mathcal{R}_{p}$ is strictly convex, and therefore the $\mathcal{R}_{p}$-minimizing solution *x*^†^ of **F***x* = *y* is unique. Consequently the equality$$\tau_{p} - \underset{k\rightarrow\infty}{{Lim}\ \sup}\Sigma(\mathbf{F}\text{,}y_{k}\text{,}\beta_{k}) = \{ x^{\dagger}\}$$holds for every *y* in the range of the operator **F**.Remark 6.4For the convex case *p* ⩾ 1, it is shown in [@b0155] that the *τ*~*p*~ convergence of a sequence *x*~*k*~ already implies $\left. \mathcal{R}_{p}(x_{k} - x)\rightarrow 0 \right.$. In particular, the topology *τ*~*p*~ is stronger than the topology induced by ${\| \cdot \|}_{\ell^{2}(\Lambda)}$. A similar result for 0 \< *p* \< 1 has been derived in [@b0150].

6.2. Convergence rates {#s0085}
----------------------

In the following, we derive two types of convergence rates results with respect the ℓ^2^-norm: the convergence rate $\mathcal{O}(\beta^{1/2})$ (for *p* ∈ (1, 2)), and the convergence rate $\mathcal{O}(\beta^{\min\{ 1\text{,}1/p\}})$ (for every *p* ∈ (0, 2)) for sparse sequences---here and in the following, *x*^†^ ∈ ℓ^2^(*Λ*) is called sparse, if$${supp}(x^{\dagger}) ≔ \left\{ {\lambda \in \Lambda:x_{\lambda}^{\dagger}\  \neq \ 0} \right\}$$is finite. The convergence rates results for constrained ℓ^*p*^ regularization, derived in this section, are summarized in [Table 1](#t0005){ref-type="table"}.

For *p* ⩾ 1, the same type of results ([Propositions 6.5, 6.7](#n0435 n0305){ref-type="statement"}) has also been obtained for ℓ^*p*^-Tikhonov regularization in [@b0155; @b0250]. The results for the non-convex case, *p* ∈ (0, 1), are based on [@b0150], where the same rate for non-convex Tikhonov regularization with a priori parameter choice has been derived (see also [@b0145]). Similar, but weaker, results have been already been derived in [@b0025; @b0140; @b0305] in the context of Tikhonov regularization. In [@b0305], the conditions for the convergence rates result for non-convex regularization are basically the same as in [Proposition 6.7](#n0305){ref-type="statement"}, but only a rate of order $\mathcal{O}(\beta^{1/2})$ has been obtained. In [@b0025; @b0140], a linear convergence rate $\mathcal{O}(\beta)$ is proven, but with a considerably stronger range condition: each standard basis vector *e*~*λ*~, *λ* ∈ *Λ*, has to satisfy *e*~*λ*~ ∈ ran **F**^∗^.Proposition 6.5*Let* $1 < p < 2\text{,}x^{\dagger} = {(x_{\lambda}^{\dagger})}_{\lambda \in \Lambda} \in \ell^{2}(\Lambda)$*, and let* **F** : ℓ^2^(*Λ*) → *Y be a bounded linear operator. Moreover, assume that there exists ω* ∈ *Y with* $\partial\mathcal{R}_{p}(x^{\dagger}) = \mathbf{F}^{\ast}\omega$*. Then the set Σ*(**F**,*y*,*β*) =: {*x*~*β*~} *consists of a single element and there exists a constant d*~*p*~ \> 0 *only depending on p, such that*$$\| x_{\beta} - x^{\dagger}\|_{\ell^{2}(\Lambda)}^{2} \leqslant \frac{d_{p}\|\omega\|}{3 + 2\mathcal{R}_{p}(x^{\dagger})}(\beta + \|\mathbf{F}x^{\dagger} - y\|)$$*for all β* \> 0 *and y* ∈ *Y with* ∥**F**(*x*^†^) − *y*∥  ⩽ *β*.ProofThe assumption $\partial\mathcal{R}_{p}(x^{\dagger}) = \mathbf{F}^{\ast}\omega$ then implies that [(30)](#e0150){ref-type="disp-formula"} is satisfied with *W* = *X*^∗^, *γ*~1~ = 0 and *γ*~2~ = ∥*ω*∥. [Theorem 5.4](#n0220){ref-type="statement"} therefore implies the inequality$$\sup\{ D_{\partial\mathcal{R}_{p}(x^{\dagger})}(x_{\beta}\text{,}x^{\dagger}):x_{\beta} \in \Sigma(\mathbf{F}\text{,}y\text{,}\beta)\} \leqslant \|\omega\|(\beta + \|\mathbf{F}x^{\dagger} - y\|)\text{.}$$From [@b0155] we obtain the inequality$$\| x - x^{\dagger}\|_{\ell^{2}(\Lambda)}^{2} \leqslant \frac{d_{p}}{3 + 2\mathcal{R}_{p}(x^{\dagger}) + \mathcal{R}_{p}(x)}D_{\partial\mathcal{R}_{p}(x^{\dagger})}(x\text{,}x^{\dagger})$$for all $x \in {dom}(\mathcal{R}_{p})$. Now, [(41)](#e0195){ref-type="disp-formula"} follows from [(42) and (43)](#e0200 e0205){ref-type="disp-formula"}. □Remark 6.6Since ℓ^*p*^(*Λ*) is 2-convex (see [@b0210]) and continuously embedded in ℓ^2^(*Λ*), [Proposition 5.8](#n0290){ref-type="statement"} provides an alternative estimate for *x*~*β*~ − *x*^†^ in terms of the stronger distance ${\| \cdot \|}_{\ell^{p}(\Lambda)}$. The prefactor in [(35)](#e0175){ref-type="disp-formula"}, however, is constant, whereas the prefactor in [(41)](#e0195){ref-type="disp-formula"} tends to 0 as $\mathcal{R}_{p}(x^{\dagger})$ increases. Thus the two estimates are somehow independent from each other.Proposition 6.7Sparse Regularization*Let p* ∈ (0, 2), *let* $x^{\dagger} = {(x_{\lambda}^{\dagger})}_{\lambda \in \Lambda} \in \ell^{2}(\Lambda)$ *be sparse, and let* **F** : ℓ^2^(*Λ*) → *Y be bounded linear. Assume that one of the following conditions holds:*•*We have p* ∈ (1, 2), *there exists ω* ∈ *Y with* $\partial\mathcal{R}_{p}(x^{\dagger}) = \mathbf{F}^{\ast}\omega$*, and* **F** *is injective on*$$V = \{ x \in \ell^{2}(\Lambda):{supp}(x) \subset {supp}(x^{\dagger})\}\text{.}$$•*We have p* = 1, *there exist* $\xi = {(\xi_{\lambda})}_{\lambda \in \Lambda} \in \partial\mathcal{R}_{1}(x^{\dagger})$ *and ω* ∈ *Y with ξ* *=* **F**^∗^*ω, and* **F** *is injective on*$$V = \{ x \in \ell^{2}(\Lambda):{supp}(x) \subset \{\lambda \in \Lambda:|\xi_{\lambda}| = 1\}\}\text{.}$$•*We have p* ∈ (0, 1), *x*^†^ *is the unique* $\mathcal{R}_{p}$*-minimizing solution of* **F***x* *=* **F***x*^†^*, and* **F** *is injective on*$$V = \{ x \in \ell^{2}(\Lambda):{supp}(x) \subset {supp}(x^{\dagger})\}\text{.}$$*Then*$$\left. \sup\{{\| x_{\beta} - x^{\dagger}\|}_{\ell^{2}(\Lambda)}:x_{\beta} \in \Sigma(\mathbf{F}\text{,}y\text{,}\beta)\text{,}\|\mathbf{F}x^{\dagger} - y\| \leqslant \beta\} = \mathcal{O}(\beta^{\min\{ 1\text{,}1/p\}})\quad{as}\mspace{6mu}\beta\rightarrow 0\text{.} \right.$$ProofAssume first that *p* ∈ (1, 2). Define $W ≔ \{ w(x) ≔ - c\| x - \widetilde{x}\|^{p}:\widetilde{x} \in X\text{,}c > 0\}$. Then the functional $\mathcal{R}_{p}$ is convex at *x*^†^ with respect to *W*. Moreover it has been shown in [@b0155] that there exists *w*(*x*) = −*c*∥*x* − *x*^†^∥^*p*^ ∈ *∂*~*W*~(*x*^†^) ⊂ *W* such that for some *η*~1~, *η*~2~ \> 0 the inequality$$- w(x) = c\| x - x^{\dagger}\|^{p} \leqslant \eta_{1}(\mathcal{R}_{p}(x) - \mathcal{R}_{p}(x^{\dagger})) + \eta_{2}\|\mathbf{F}(x - x^{\dagger})\|$$holds on *Σ*(2*β*, *y*^†^, **F**) for *β* small enough. Using [Remark 5.6](#n0040){ref-type="statement"}, [Theorem 5.4](#n0220){ref-type="statement"} therefore implies the rate$$\left. \sup\{ D_{w}(x_{\beta}\text{,}x^{\dagger}):x_{\beta} \in \Sigma(\mathbf{F}\text{,}y\text{,}\beta)\text{,}\|\mathbf{F}x^{\dagger} - y\| \leqslant \beta\} = \mathcal{O}(\beta)\quad{as}\mspace{6mu}\beta\rightarrow 0\text{.} \right.$$The assertion then follows from the fact that the norm on ℓ^2^(*Λ*) can be bounded by the Bregman distance *D*~*w*~.The proofs for *p* = 1 and *p* ∈ (0, 1) are similar; the required estimate [(44)](#e0210){ref-type="disp-formula"} has been shown for *p* = 1 in [@b0155] and for *p* ∈ (0, 1) in [@b0150]. □

7. Conclusion {#s0090}
=============

Due to modeling, computing, and measurement errors, the solution of an ill-posed equation **F**(*x*) = *y*, even if it exists, typically yields unacceptable results. The residual method replaces the exact solution by the set $\Sigma(\mathbf{F}\text{,}y\text{,}\beta) = \arg\min\{\mathcal{R}(x):\mathcal{S}(\mathbf{F}(x)\text{,}y) \leqslant \beta\}$, where $\mathcal{R}$ is a stabilizing functional and $\mathcal{S}$ denotes a distance measure between **F**(*x*) and *y*. This paper shows that in a very general setting *Σ*(**F**, *y*, *β*) is stable with respect to perturbations of the data *y* and the operator **F** ([Lemma 3.6](#n0450){ref-type="statement"} and [Theorem 3.9](#n0210){ref-type="statement"}), and the regularized solutions converge to $\mathcal{R}$-minimizing solutions of **F**(*x*) = *y* as *β* → 0 ([Theorem 3.10](#n0215){ref-type="statement"}). In particular the stability issue has hardly been considered so far in the literature.

In the case where **F** acts between linear spaces *X* and *Y*, stability and convergence have been shown under a list of reasonable properties (see [Assumption 4.1](#n0495){ref-type="statement"}). These assumptions are satisfied for bounded linear operators, but also for a certain class of nonlinear operators ([Example 4.6](#n0385){ref-type="statement"}). If *Y* is reflexive, *X* satisfies the Radon--Riesz property, **F** is a closed linear operator, and $\mathcal{R}$ and $\mathcal{S}$ are given by powers of the norms on *X* and *Y*, the set *Σ*(**F**, *y*, *β*) consists of a single element *x*~*β*~. This element is shown to converge strongly to the minimal norm solution *x*^†^ as *β* → 0. In this special situation, norm convergence has also been shown in [@b0195].

In Section [5](#s0065){ref-type="sec"} we have derived quantitative estimates (convergence rates) for the difference between *x*^†^ and minimizers *x*~*β*~ ∈ *Σ*(**F**, *y*, *β*) in terms of a (generalized) Bregman distance. All these estimates hold provided $\mathcal{S}(\mathbf{F}(x^{\dagger})\text{,}y) \leqslant \beta$ and a source inequality introduced in [@b0180] is satisfied. For linear operators, the required source inequality follows from a source wise representation of a subgradient of $\mathcal{R}$ at *x*^†^. This carries on the result of [@b0030] for constrained regularization. In the special case that *X* is an *r*-convex Banach space with *r* ⩾ 2 and $\mathcal{R}$ is the *r*th power of the norm on *X*, we have obtained convergence rates $\mathcal{O}(\beta^{1/r})$ with respect to the norm. The spaces *X* = *L*^*p*^(*Ω*) for *p* ∈ (1, 2\] are examples of 2-convex Banach spaces, leading to the rate $\mathcal{O}\left( \sqrt{\beta} \right)$ in those spaces.

As an application for our rather general results we have investigated sparse ℓ^*p*^ regularization with *p* ∈ (0, 2). We have shown well-posedness in both the convex (*p* ⩾ 1) and the non-convex case (*p* \< 1). In addition, we have studied the reconstruction of sparse sequence. There we have derived the improved convergence rates $\mathcal{O}(\beta^{1/p})$ for the convex and $\mathcal{O}(\beta)$ for the non-convex case.

Appendix A. Auxiliary results {#s0095}
=============================

Lemma A.1*Assume that* ${(y_{k})}_{k \in \mathbb{N}}$ *converges* $\mathcal{S}$*-uniformly to y* ∈ *Y and the mappings* **F**~*k*~ *: X* → *Y converge locally* $\mathcal{S}$*-uniformly to* **F** *: X* → *Y.Then, for every β* \> 0*, t* \> 0 *and ε* \> 0*, there exists some* $k_{0} \in \mathbb{N}$ *such that*$$\Phi_{\mathcal{R}}(\mathbf{F}\text{,}y\text{,}\beta - \varepsilon\text{,}t^{\prime}) \subset \Phi_{\mathcal{R}}(\mathbf{F}_{k}\text{,}y_{k}\text{,}\beta\text{,}t^{\prime}) \subset \Phi_{\mathcal{R}}(\mathbf{F}\text{,}y\text{,}\beta + \varepsilon\text{,}t^{\prime})$$*for every t*′ ⩽ *t and k* ⩾ *k*~0~.ProofSince *y*~*k*~ → *y* $\mathcal{S}$-uniformly and **F**~*k*~ → **F** locally $\mathcal{S}$-uniformly, there exists $k_{0} \in \mathbb{N}$ such that$$\begin{aligned}
 & {|\mathcal{S}(\mathbf{F}_{k}(x)\text{,}y_{k}) - \mathcal{S}(\mathbf{F}_{k}(x)\text{,}y)| \leqslant \varepsilon/2\text{,}} \\
 & {|\mathcal{S}(\mathbf{F}_{k}(x)\text{,}y) - \mathcal{S}(\mathbf{F}(x)\text{,}y)| \leqslant \varepsilon/2\text{,}} \\
\end{aligned}$$for all *x* ∈ *X* with $\mathcal{R}(x) \leqslant t$ and *k* ⩾ *k*~0~.Now let *t*′ ⩽ *t* and let $x \in \Phi_{\mathcal{R}}(\mathbf{F}\text{,}y\text{,}\beta - \varepsilon\text{,}t^{\prime})$. Then [(A.2)](#e0220){ref-type="disp-formula"} implies that$$|\mathcal{S}(\mathbf{F}_{k}(x)\text{,}y_{k}) - \mathcal{S}(\mathbf{F}(x)\text{,}y)| \leqslant |\mathcal{S}(\mathbf{F}_{k}(x)\text{,}y_{k}) - \mathcal{S}(\mathbf{F}_{k}(x)\text{,}y)| + |\mathcal{S}(\mathbf{F}_{k}(x)\text{,}y) - \mathcal{S}(\mathbf{F}(x)\text{,}y)| \leqslant \varepsilon\text{,}$$and thus$$\mathcal{S}(\mathbf{F}_{k}(x)\text{,}y_{k}) \leqslant \mathcal{S}(\mathbf{F}(x)\text{,}y) + \varepsilon \leqslant \beta\text{,}$$that is, $x \in \Phi_{\mathcal{R}}(\mathbf{F}_{k}\text{,}y_{k}\text{,}\beta\text{,}t^{\prime})$, which proves the first inclusion in [(A.1)](#e0215){ref-type="disp-formula"}. The second inclusion is shown in a similar manner. □

The following lemma states that the value of the minimization problem [(4)](#e0020){ref-type="disp-formula"} behaves well as the parameter *β* decreases.Lemma A.2*Assume that* $\Phi_{\mathcal{R}}(\mathbf{F}\text{,}y\text{,}\gamma\text{,}t)$ *is τ-compact for every γ and every t. Then the value v of the constraint optimization problem* [(4)](#e0020){ref-type="disp-formula"} *is right continuous in the first variable, that is,*$$v(\mathbf{F}\text{,}y\text{,}\beta) = \lim_{\varepsilon\rightarrow 0 +}v(\mathbf{F}\text{,}y\text{,}\beta + \varepsilon) = \sup\limits_{\varepsilon > 0}v(\mathbf{F}\text{,}y\text{,}\beta + \varepsilon)\text{.}$$ProofSince $\Phi_{\mathcal{R}}(\mathbf{F}\text{,}y\text{,}\beta\text{,}t) \subset \Phi_{\mathcal{R}}(\mathbf{F}\text{,}y\text{,}\beta + \varepsilon\text{,}t)$, it follows that *v*(**F**, *y*, *β*) ⩾  *v*(**F**, *y*, *β* + *ε*) for every *ε* \> 0, and therefore *v*(**F**, *y*, *β*) ⩾ sup~*ε*\>0~*v*(**F**, *y*, *β* + *ε*).In order to show the converse inequality, let *δ* \> 0. Then the definition of *v*(**F**, *y*, *β*) implies that $\Phi_{\mathcal{R}}(\mathbf{F}\text{,}y\text{,}\beta\text{,}v(\mathbf{F}\text{,}y\text{,}\beta) - \delta) = \varnothing$. Since (cf. [Lemma 2.2](#n0445){ref-type="statement"})$$\varnothing = \Phi_{\mathcal{R}}(\mathbf{F}\text{,}y\text{,}\beta\text{,}v(\mathbf{F}\text{,}y\text{,}\beta) - \delta) = \underset{\varepsilon > 0}{\bigcap}\Phi_{\mathcal{R}}(\mathbf{F}\text{,}y\text{,}\beta + \varepsilon\text{,}v(\mathbf{F}\text{,}y\text{,}\beta) - \delta)$$and the right hand side of [(A.4)](#e0230){ref-type="disp-formula"} is a decreasing family of compact sets. It follows that already $\Phi_{\mathcal{R}}(\mathbf{F}\text{,}y\text{,}\beta + \varepsilon_{0}\text{,}v(\mathbf{F}\text{,}y\text{,}\beta) - \delta) = \varnothing$ for some *ε*~0~ \> 0, and thus$$\sup\limits_{\varepsilon > 0}v(\mathbf{F}\text{,}y\text{,}\beta + \varepsilon) \geqslant v(\mathbf{F}\text{,}y\text{,}\beta + \varepsilon_{0}) \geqslant v(\mathbf{F}\text{,}y\text{,}\beta) - \delta\text{.}$$Since *δ* was arbitrary, this shows the assertion. □Lemma A.3*Let* ${(\Sigma_{k})}_{k \in \mathbb{N}}$ *be a sequence of subsets of X. Then U* *=* *τ* − *Lim*~*k*→∞~*Σ*~*k*~*, if and only if every subsequence* ${(\Sigma_{k_{j}})}_{j \in \mathbb{N}}$ *satisfies*$$U = \tau - \underset{j\rightarrow\infty}{{Lim}\ \sup}\Sigma_{k_{j}}\text{.}$$ProofSee [@b0205]. □
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![The nonlinear function **F** from [Example 3.7](#n0375){ref-type="statement"}. The feasible set $\Phi(\mathbf{F}\text{,}y\text{,}\beta) = \{ x \in \mathbb{R}:|\mathbf{F}(x) - y| \leqslant \beta\}$ consists of an interval and the isolated point {0}.](gr1){#f0005}

###### 

Convergence rates for constrained ℓ^*p*^ regularization.

  Rate         Norm                       Premises (besides ${ran}(\mathbf{F}^{\ast}) \cap \partial\mathcal{R}_{p}\  \neq \ \varnothing)$   Results
  ------------ -------------------------- ------------------------------------------------------------------------------------------------- -------------------------------------------------
  *β*^1/2^     $\| \cdot \|_{\ell^{2}}$   *p* ∈ (1, 2)                                                                                      [Proposition 6.5](#n0435){ref-type="statement"}
  *β*^1/2^     $\| \cdot \|_{\ell^{p}}$   *p* ∈ (1, 2)                                                                                      [Remark 6.6](#n0065){ref-type="statement"}
  *β*^1/*p*^   $\| \cdot \|_{\ell^{2}}$   *p* ∈ \[1, 2), sparsity, injectivity on *V*                                                       [Proposition 6.7](#n0305){ref-type="statement"}
  *β*          $\| \cdot \|_{\ell^{2}}$   *p* ∈ (0, 1), uniqueness of *x*^†^, sparsity, injectivity on *V*                                  [Proposition 6.7](#n0305){ref-type="statement"}
