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Weighted automata model quantitative aspects of systems like memory or power con-
sumption. Recently, Chatterjee, Doyen, and Henzinger introduced a new kind of weighted
automata which compute objectives like the average cost or the long-time peak power
consumption. In these automata, operations like average, limit superior, limit inferior, limit
average, or discounting are used to assign values to ﬁnite or inﬁnite words. In general,
these weighted automata are not semiring weighted anymore. Here, we establish a con-
nection between such new kinds of weighted automata and weighted logics. We show that
suitable weighted MSO logics and these new weighted automata are expressively equiva-
lent, both for ﬁnite and inﬁnite words. The constructions employed are effective, leading
to decidability results for the weighted logic formulas considered.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
In the last years, there has been increasing interest in quantitative features of the speciﬁcation and analysis of systems.
Such quantitative aspects are the consumption of a certain resource or the output of a beneﬁt. Important considerations
concern the overall peak of power consumption, the long-time maximal output, or the average consumption of some
resource. Weighted automata modeling the average and long-time behavior of systems were investigated recently by Chat-
terjee, Doyen, and Henzinger [5–8]. These weighted automata do not ﬁt into the framework of other weighted automata
like semiring weighted automata, cf. [1,12,28,29,36], or lattice automata [30]. Here, we present weighted logics which are
expressively equivalent to such new weighted automata.
The connection between MSO logic and ﬁnite automata as established by Büchi and Elgot [4,21] has been proven to be
most fruitful. A weighted version of such a result was shown for a new semiring weighted MSO logic a few years ago [9].
The concept of weighted MSO logics was successful not only for words but also for other structures like trees, traces,
pictures, nested words or timed words, see e.g. [18,23,32,34,35]. Such weighted logics also encompass several versions of
probabilistic CTL, cf. [3].
The weighted MSO logic used here combines the one from [9,10] (usual MSO logic enriched by the elements of the
weight structure) and an idea from [3]. Concerning the semantics of the semiring weighted logic from [9,10], disjunction
and existential quantiﬁcation were interpreted by the sum, whereas the semantics of conjunction and universal quantiﬁca-
tion were deﬁned by the product operation of the semiring. If we use the max-plus-semiring for example, the semantical
interpretation of ∀x ϕ is the sum of all weights (e.g. rewards or time) deﬁned by ϕ for all different positions x. But there are
other objectives of high interest: the average reward over all positions, the long-run average reward for inﬁnite sequences,
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MSO logic which we consider here, the semantics of universal quantiﬁcation will be deﬁned by such kinds of valuation
functions. This corresponds precisely to the valuation functions of Chatterjee, Doyen, and Henzinger used to determine the
weight of a run in a weighted automaton [5]. The second novelty concerns conjunction. For a semiring weighted logic, the
semantics of both universal quantiﬁcation and conjunction was computed by means of the semiring product. Here, we may
use completely different operations for conjunction and universal quantiﬁcation. If the last one is interpreted by average,
we may use average, sum, or inﬁmum to interpret conjunction.
The weighted automata which we use are a combination of classical ﬁnite automata and of those used in [5]. They are
more general than those from [5] because they are equipped with an acceptance condition (accepting states for ﬁnite words,
respectively a Muller condition for inﬁnite words) and the valuation function can have values in more general structures
than R which we call valuation monoids. The weight of a run is computed by a valuation function and non-determinism is
resolved by the monoid operation.
Our main results are as follows. Both for ﬁnite and inﬁnite words, we consider the same three fragments of weighted
MSO logic. In all fragments, the use of universal quantiﬁcation is restricted as it had to be done already for semiring
weighted MSO logic [9,10]. The fragments differ in the use of conjunction. All the restrictions for the use of conjunction
are purely syntactic ones. Our main results show that weighted automata and these three fragments of weighted MSO logic
are expressively equivalent, under suitable assumptions on the underlying valuation monoid, see Theorems 3.4 and 6.2.
The properties of the valuation monoid used for these results are nearly the same for ﬁnite and inﬁnite words. Our main
theorems comprise and generalize results obtained before for conditionally complete commutative semirings [10,16] and for
a discounted setting [15] and give new logical characterizations for a variety of new weighted settings such as long-time
peak or average cost. Moreover, we identify a general condition for valuation monoids implying that the whole weighted
MSO logic is expressively equivalent to weighted automata, see Theorems 4.9 and 6.4. This applies in particular to special
weight structures using limit superior or limit inferior [5–8], cf. Theorem 6.5, and also e.g. to any bounded lattice [19].
We would like to point out that some of our Büchi-like results do not need distributivity of multiplication over addition
or commutativity or even associativity of multiplication. Before, these properties were assumed to be essential for weighted
automata [1,12,28,29,36]. Such results were also obtained in [19], but the weight structures considered there have strong
(local) ﬁniteness conditions. With an interpretation by average for universal quantiﬁcation and for conjunction, no such
ﬁniteness holds anymore. Thus, our results show that the theory of weighted automata can be extended to a new kind of
automata. Logics with such non-standard properties were also considered in other areas like in multi-valued logics [27,31]
or in quantum logics where the failure of distributivity of conjunction over disjunction is crucial [2].
All our automata constructions are effective. Thus, decision problems for weighted logic translate into decision problems
of weighted automata. Such decision problems were solved in [5] and we can carry over some of the algorithms to our
setting whereas for others the details still have to be explored.
An extended abstract of this paper appeared in [13].
2. Valuation monoids and weighted automata on ﬁnite words
Let Σ be an alphabet and Σ+ the set of non-empty ﬁnite words.
Deﬁnition 2.1. A valuation monoid (D,+,Val,0) consists of a commutative monoid (D,+,0) and a valuation function Val :
D+ → D with Val(d) = d for all d ∈ D and Val(d1, . . . ,dn) = 0 whenever di = 0 for some i, for d1, . . . ,dn ∈ D .
(D,+,Val,,0,1) is a product valuation monoid, or a pv-monoid for short, if (D,+,Val,0) is a valuation monoid,
 : D2 → D , and 1 ∈ D with Val(1)1in = 1 for all n 1 and 0  d = d  0= 0, 1  d = d  1= d for all d ∈ D .
Whereas valuation monoids suﬃce to deﬁne the behavior of weighted automata, pv-monoids will be used to deﬁne a
semantics for weighted MSO logic. Especially, the semantics of conjunction will be deﬁned by the operation . Note that the
operation  has to be neither associative nor commutative. However, if  is restricted to {0,1} then it is both associative
and commutative and is modeling conjunction in the two-valued boolean algebra.
Deﬁnition 2.2. A weighted automaton A= (Q , I, T , F , γ ) over the alphabet Σ and a valuation monoid (D,+,Val,0) consists
of a ﬁnite state set Q , a set I ⊆ Q of initial states, a set F ⊆ Q of ﬁnal states, a set T ⊆ Q × Σ × Q of transitions, and a
weight function γ : T → D .
In other words, a weighted automaton is a classical ﬁnite automaton equipped with a weight function for the transitions.
Runs r = (ti)0in are deﬁned as usual as ﬁnite sequences of matching transitions, say ti = (qi,ai,qi+1). Then we call the
word w = (r) = a0a1 . . .an the label of the run r and r a run on w . Furthermore, γ (r) = (γ (ti))0in is the sequence of the
transition weights of r, and Val(γ (r)) is the weight of r. A run is successful if it starts in I and ends in F . Let succ(A) be the
set of successful runs of A. The behavior of A is the function ‖A‖ : Σ+ → D given by
‖A‖(w) =
∑(
Val
(
γ (r)
) ∣∣ r ∈ succ(A) and (r) = w);
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if there is no successful run on w , then ‖A‖(w) = 0. Any function S : Σ+ → D is called a series (or a quantitative language
as in [5]) over Σ+ . If S = ‖A‖ for a weighted automaton A taking weights in a subset E ⊆ D , then S is called recognizable
over E . If S is recognizable over D , we call S recognizable.
Example 2.3. (R ∪ {−∞}, sup,avg,−∞) with avg(d1, . . . ,dn) = 1n
∑n
i=1 di is a valuation monoid. As an example automaton,
let A= ({q}, {q}, T , {q}, γ ) over the alphabet Σ = {!,?} (! stands for a send event, ? for a receive) with T = {(q, !,q), (q,?,q)},
γ (q, !,q) = 1, and γ (q,?,q) = −1. Then A computes the average difference of sends and receives, e.g., ‖A‖(!?!?) = 0,
‖A‖(!!!) = 1, and ‖A‖(!?!) = 13 .
A pv-monoid (D,+,Val,,0,1) is left-+-distributive if
d  (d1 + d2) = (d  d1) + (d  d2)
for any d,d1,d2 ∈ D; right-+-distributivity is deﬁned analogously. If D is both left- and right-+-distributive, then it is
+-distributive. If  is associative, then D is called associative. Moreover, D is left-multiplicative if for all n 1 and d,di ∈ D
d  Val(d1,d2, . . . ,dn) = Val(d  d1,d2, . . . ,dn). (1)
We call D left-Val-distributive if for all n 1 and d,di ∈ D
d  Val(d1,d2, . . . ,dn) = Val(d  d1,d  d2, . . . ,d  dn). (2)
If d  d′ = d′  d, we say that d and d′ commute. Let C,C ′ ⊆ D . If d  d′ = d′  d for all d ∈ C and d′ ∈ C ′ , then C and C ′
commute. D is conditionally commutative if for any n  1 and any two sequences (d1, . . . ,dn) and (d′1, . . . ,d′n) from D with
di  d′j = d′j  di for all 1 j < i  n, we have
Val(d1, . . . ,dn)  Val
(
d′1, . . . ,d′n
)= Val(d1  d′1, . . . ,dn  d′n). (3)
A pv-monoid D is left-distributive if it is left-+-distributive and, moreover, left-multiplicative or left-Val-distributive. When-
ever D is +-distributive and associative, then (D,+,,0,1) is a semiring and we call (D,+,Val,,0,1) a valuation semiring.
A valuation semiring which is also left-multiplicative or left-Val-distributive, and conditionally commutative is a cc-valuation
semiring.
For d ∈ D the series d1Σ+ is deﬁned by d1Σ+ (w) = d for every w ∈ Σ+ . We call d ∈ D regular if for some alphabet Σ
there is a weighted automaton Ad = (Q , I, T , F , γ ) such that ‖Ad‖ = d1Σ+ and γ (T ) ⊆ {1,d}. D is regular if every d ∈ D
is regular. We note that if D is regular, then for every alphabet Γ and every d ∈ D there is a weighted automaton A′d =
(Q ′, I ′, T ′, F ′, γ ′) such that ‖A′d‖ = d1Γ + and γ ′(T ′) ⊆ {1,d}. Indeed, for d ∈ D choose Σ and a weighted automatonAd = (Q , I, T , F , γ ) over Σ with ‖Ad‖ = d1Σ+ and γ (T ) ⊆ {1,d}. Now we proceed as follows: If |Γ |  |Σ |, we may
assume that Γ ⊆ Σ and we obtain A′d by restricting Ad to Γ . If |Γ | > |Σ |, we may assume that Σ ⊂ Γ . Choose a ∈ Σ . Let
T ′ contain T and all triples (p, y,q) with y ∈ Γ \ Σ for which (p,a,q) ∈ T . Then let γ ′(p, y,q) = γ (p,a,q) and γ ′T = γ .
Then ‖A′d‖ = d1Γ + and γ ′(T ′) ⊆ {1,d}.
If D is left-Val-distributive or left-multiplicative, then D is regular: the automaton in Fig. 1 on the left respectively on
the right recognizes the constant series d.
Example 2.4. (R ∪ {−∞}, sup,avg,+,−∞,0) is a pv-monoid which is associative, +-distributive, left-Val-distributive, and
conditionally commutative, thus, a cc-valuation semiring.
Example 2.5. (R∪ {−∞,∞}, sup,avg,,−∞,∞) with
d  d′ =
⎧⎨
⎩
d if d′ = ∞,
d′ if d = ∞,
1
2 (d + d′) otherwise
is also a pv-monoid. In this structure, ∞ is the neutral element 1 with respect to . Moreover, we put sup(d,∞) = ∞ for
all d and avg(d1, . . . ,dn) is the arithmetic mean of all di = ∞ (where we put avg(Ø) = ∞). In this way, we get a regular
pv-monoid which, however, is neither associative nor +-distributive nor left-Val-distributive but conditionally commutative.
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maj(d1, . . . ,dn) is the greatest value among all values that occur most frequently in d1, . . . ,dn whenever all di = ∞, other-
wise it is ∞, e.g. maj(2,2,2,5,5,3,3,3,7) = 3. If we add 1= −∞ and deﬁne  = sup, we turn the maj-valuation monoid
into a pv-monoid which is regular, +-distributive, associative but neither left-multiplicative nor left-Val-distributive nor
conditionally commutative.
In the literature, discounting has found much interest recently (cf. [5,15,24] and the references cited there).
Example 2.7. Let λ ∈R with λ > 0. Then (R∪ {−∞}, sup,discλ,−∞) with the discounted sum discλ(d0, . . . ,dn) =∑ni=0 λidi
is a valuation monoid. We put 1= 0 and  = + to obtain a left-multiplicative cc-valuation semiring.
Example 2.8. Another model in psychology and economics for discounting future rewards is hyperbolic discounting, cf. [25].
Here, the amount of relative discounting depends not only on the length of the delay but also on the moment in which the
delay happens. For example, a reward to be given one week later might be discounted in the near future much more than in
the distant future. One simple model to compute the discount factor at time n is 11+kn where k 0 is a ﬁxed parameter. Now
(R0 ∪ {−∞}, sup,hypk,−∞) with the hyperbolic discounted sum hypk(d0, . . . ,dn) =
∑n
i=0 11+ki di is a valuation monoid.
Again, if we put 1= 0 and  = +, we obtain a left-multiplicative cc-valuation semiring.
Remark 2.9. In classical weighted automata the weights of transitions are taken from a semiring K= (K ,+, ·,0,1). In such
automata, weights are multiplied along a run and summed up over all possible runs. This setting ﬁts into our framework:
We deﬁne Val(d1, . . . ,dn) = d1 · · · · · dn . Then (K ,+,Val, ·,0,1) is a left-multiplicative cc-valuation semiring. Examples for
such semirings are the natural numbers with addition and multiplication, or the reals (extended with −∞ and possibly ∞
as neutral elements) together with sup as the sum operation and inf, sup, or addition as multiplication.
Let (D,+,Val,,0,1) be a pv-monoid and S, S ′ : Σ+ → D . Then S+ S ′ and S  S ′ are deﬁned pointwise by (S+ S ′)(w) =
S(w) + S ′(w) and (S  S ′)(w) = S(w)  S ′(w) for all w ∈ Σ+ .
Proposition 2.10. Let (D,+,Val,0) be a valuation monoid and E, E ′ ⊆ D. Let S : Σ+ → D be recognizable over E and S ′ : Σ+ → D
be recognizable over E ′ . Then S + S ′ is recognizable over E ∪ E ′ .
Proof. Let A = (Q , I, T , F , γ ) and A′ = (Q ′, I ′, T ′, F ′, γ ′) recognize S and S ′ , respectively, where we may assume Q ∩
Q ′ = Ø. Then the disjoint union A+A′ = (Q ∪ Q ′, I ∪ I ′, T ∪ T ′, F ∪ F ′, γ ∪γ ′) of A and A′ recognizes S + S ′ . Hence, S + S ′
is recognizable over E ∪ E ′ . 
Now S : Σ+ → D is a recognizable step function if there is a partition of Σ+ into ﬁnitely many pairwise disjoint rec-
ognizable languages L1, . . . , Lk ⊆ Σ+ (recognizable by a ﬁnite automaton) and there are values d1, . . . ,dk ∈ D such that
S(w) = di if and only if w ∈ Li (1 i  k); we write S =∑ki=1 di1Li . We call S a boolean step function if S is a recognizable
step function with S(Σ+) ⊆ {0,1}. We write 1L for 11L .
We deﬁne two automata constructions used several times in the sequel. Let A = (Q , I, T , F ) be a deterministic ﬁnite
automaton recognizing the language L ⊆ Σ+ . Then we denote by A1 = (Q , I, T , F , γ ) the weighted automaton where A is
the underlying ﬁnite automaton and γ (t) = 1 for every t ∈ T . Since A is deterministic, we obtain∥∥A1∥∥(w) = {1 if w ∈ L,
0 otherwise
for every w ∈ Σ+ , so ‖A1‖ = 1L .
Now let A1 = (Q 1, I1, T1, F1, γ1) and A2 = (Q 2, I2, T2, F2, γ2) be two weighted automata over the alphabet Σ and pv-
monoid D . Then the product automaton of A1 and A2 is the weighted automaton A = (Q 1 × Q 2, I1 × I2, T , F1 × F2, γ )
where
• ((p1, p2),a, (q1,q2)) ∈ T if and only if (p1,a,q1) ∈ T1 and (p2,a,q2) ∈ T2,
• γ ((p1, p2),a, (q1,q2)) = γ1(p1,a,q1)  γ2(p2,a,q2).
Lemma 2.11. Let (D,+,Val,,0,1) be a pv-monoid and E ⊆ D. If S is recognizable over E and L is a recognizable language, then
S  1L is recognizable over E.
Proof. Let B = (Q ′, I ′, T ′, F ′) be a deterministic ﬁnite automaton recognizing L, and let C = (Q , I, T , F , γ ) be a weighted
automaton with ‖C‖ = S and γ (T ) ⊆ E . Let A be the product automaton of C and B1 . Since B is deterministic, there is for
every w ∈ Σ+ either no successful run on w in A or there are as many successful runs on w ∈ Σ+ in A as there are in C .
Hence,
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{‖C‖(w) if w ∈ L,
0 otherwise
showing ‖A‖ = S  1L , and, thus, S  1L is recognizable over E . 
Lemma 2.12. Let (D,+,Val,,0,1) be a pv-monoid. Then the class of recognizable step functions is closed under + and . If D is
regular, then every recognizable step function S over D is a recognizable series.
Proof. Let S =∑mi=1 di1Li and S ′ =∑nj=1 d′j1L′j be recognizable step functions where (Li)i∈{1,...,m} and (L′j) j∈{1,...,n} are
partitions of Σ+ . Then
S + S ′ =
m∑
i=1
n∑
j=1
(
di + d′j
)
1Li∩L′j
which is a recognizable step function because recognizable languages are closed under intersection. Similarly,
S  S ′ =
m∑
i=1
n∑
j=1
(
di  d′j
)
1Li∩L′j
is a recognizable step function.
Now consider S = d1L for a recognizable language L ⊆ Σ+ . Then S = (d1Σ+ )  1L . Since D is regular, d1Σ+ is recogniz-
able. So, S is recognizable by Lemma 2.11. Finally, by Proposition 2.10 sums of recognizable series are again recognizable. 
If the underlying pv-monoid D has richer properties, recognizable series are closed under the -product. If E, E ′ ⊆ D , we
let E  E ′ = {e  e′ | e ∈ E, e′ ∈ E ′}.
Lemma 2.13. Let D be a left-distributive pv-monoid, E ′ ⊆ D, S a recognizable step function, and S ′ recognizable over E ′ . Then S  S ′
is recognizable over im(S)  E ′ .
Proof. Let S =∑ni=1 di1Li be a recognizable step function. Hence, we get
S  S ′(w) =
(
n∑
i=1
di1Li
)
(w)  S ′(w)
=
n∑
i=1
(di1Li )(w)  S ′(w)
=
⎧⎨
⎩
d1  S ′(w) if w ∈ L1,
...
dn  S ′(w) if w ∈ Ln.
By using that D is left-distributive, we will show that (d1L)  S ′ is recognizable over d  E ′ for any d ∈ D and any regular
language L. Then the closure of recognizable series under sum, cf. Proposition 2.10, will yield the result.
First, let D be left-multiplicative, cf. Eq. (1). We construct the weighted automaton AL = (Q L, {iL}, TL, FL, γL) where
(Q L, {iL}, TL, FL) is an initial-normalized deterministic complete ﬁnite automaton recognizing L and
γL(p,a,q) =
{
d if p = iL,
1 otherwise.
Let S ′ be recognized by AS ′ = (Q S ′ , I S ′ , T S ′ , F S ′ , γS ′ ). Now we build the product automaton A = (Q , I, T , F , γ ) of AL
and AS ′ . Since AL is deterministic and complete, r is a run on w in A if and only if the projection rS ′ of r on the
second component is a run on w in AS ′ and the projection rL on the ﬁrst component is the unique run on w in AL . Then
γ (r) = (d  d1,1  d2, . . . ,1  d|w|). Hence, by left-multiplicativity
Val
(
γ (r)
)= Val(d  d1,1  d2, . . . ,1  d|w|) = d  Val(d1,d2, . . . ,d|w|) = d  Val(γS ′(rS ′))
for every run r in A. Note that r is successful if and only if rS ′ and rL are successful, and rL is successful if and only if
w ∈ L. Now we use left-+-distributivity and get
‖A‖(w) =
{
d  ‖AS ′ ‖(w) = d  S ′(w) if w ∈ L,
0 otherwise
which shows the claim.
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transition in AL the weight d. Then AL recognizes d1L because Val(d, . . . ,d) = d  Val(1, . . . ,1) = d  1 = d. If we build
again the product automaton and use left-Val-distributivity, left-+-distributivity, and determinism of AL , we obtain the
desired result. 
Lemma 2.14. Let D be a cc-valuation semiring, E, E ′ ⊆ D, S recognizable over E, and S ′ recognizable over E ′ . If E and E ′ commute,
then S  S ′ is recognizable over E  E ′ .
Proof. Let AS = (Q S , I S , T S , F S , γS ) and AS ′ = (Q S ′ , I S ′ , T S ′ , F S ′ , γS ′ ) be weighted automata that recognize S and S ′ , respec-
tively. By assumption, E = γS (T S ) and E ′ = γS ′ (T S ′ ) commute. Now we build the product automaton ASS ′ = (Q , I, T , F , γ )
of AS and AS ′ where γ (T ) ⊆ E  E ′ . For every run r = t1t2 . . . tn with ti = ((pi,qi),ai, (pi+1,qi+1)) in ASS ′ we have
Val
(
γ (ti)
)
1in = Val
(
γS(pi,ai, pi+1)  γS ′(qi,ai,qi+1)
)
1in
= Val(γS(pi,ai, pi+1))1in  Val(γS ′(qi,ai,qi+1))1in
due to conditional commutativity of a cc-valuation semiring, cf. Eq. (3), and the fact that γS (T S ) and γS ′ (T S ′ ) commute.
Moreover, r = t1 . . . tn is successful in ASS ′ if and only if rS = (p1,a1, p2) . . . (pn,an, pn+1) is successful in AS and rS ′ =
(q1,a1,q2) . . . (qn,an,qn+1) is successful in AS ′ . Hence, for all w ∈ Σ+
‖ASS ′ ‖(w) =
∑(
Val
(
γ (r)
) ∣∣ r ∈ succ(ASS ′) on w)
=
∑(
Val
(
γ (rS)
)  Val(γ (rS ′)) ∣∣ rS ∈ succ(AS) on w, rS ′ ∈ succ(AS ′) on w)
=
∑(
Val
(
γ (rS)
) ∣∣ rS ∈ succ(AS) on w) ∑(Val(γ (rS ′)) ∣∣ rS ′ ∈ succ(AS ′) on w)
= ‖AS‖(w)  ‖AS ′ ‖(w)
where the third equality is due to +-distributivity of a cc-valuation semiring. Hence, S  S ′ is recognizable over E  E ′ . 
Next we give an auxiliary construction and show that recognizable series are closed under projections and their preim-
age. Given two alphabets Σ and Γ and a mapping h : Σ → Γ and thus a homomorphism h : Σ+ → Γ + , we deﬁne for
every S : Σ+ → D the projection h(S) : Γ + → D by
h(S)(w) =
∑(
S(v)
∣∣ v ∈ Σ+, h(v) = w)
for every w ∈ Γ + . Moreover, if S ′ : Γ + → D , then we put h−1(S ′) = S ′ ◦ h, i.e., h−1(S ′) : Σ+ → D : w → S ′(h(w)).
Proposition 2.15. Let D be a valuation monoid and h : Σ → Γ .
(a) If S : Σ+ → D is recognizable over E ⊆ D, then the projection h(S) : Γ + → D is also recognizable over E.
(b) If S ′ : Γ + → D is recognizable over E ⊆ D, then h−1(S ′) : Σ+ → D is also recognizable over E.
Proof. We apply an idea also used in [19]. Let AS = (Q S , I S , T S , F S , γS ) be a weighted automaton over Σ with ‖AS‖ = S .
We construct a new weighted automaton A= (Q , I, T , F , γ ) over the alphabet Γ as follows:
• Q = Q S × Σ , I = I S × {a0} for some ﬁxed a0 ∈ Σ , F = F S × Σ ,
• ((p,a),b, (p′,a′)) ∈ T if and only if h(a′) = b and (p,a′, p′) ∈ T S , and
• γ ((p,a),b, (p′,a′)) = γS (p,a′, p′) for every ((p,a),b, (p′,a′)) ∈ T .
Then r = ((q0,a0),b1, (q1,a1)) . . . ((qn−1,an−1),bn, (qn,an)) is a run of A on b1 . . .bn if and only if h(a1 . . .an) = b1 . . .bn and
rS = (q0,a1,q1) . . . (qn−1,an,qn) is a run of AS on a1 . . .an . Moreover, r is successful if and only if q0 ∈ I S and qn ∈ F S , i.e.,
if rS is successful. Due to the deﬁnition of γ , we have Val(γ (r)) = Val(γS (rS )). Altogether, this yields ‖A‖ = h(‖AS‖).
For part (b), let AS ′ = (Q S ′ , I S ′ , T S ′ , F S ′ , γS ′ ) be a weighted automaton over Γ with ‖AS ′ ‖ = S ′ . Then we put A =
(Q S ′ , I S ′ , T , F S ′ , γ ) over Σ where (r,a, r′) ∈ T if and only if (r,h(a), r′) ∈ T S ′ , and γ (r,a, r′) = γS ′ (r,h(a), r′). Now it is easy
to see that A recognizes h−1(S ′) = S ′ ◦ h. 
3. Weighted MSO logic
We provide a countable set V of ﬁrst-order and second-order variables. Lower-case letters like x, y denote ﬁrst-order
variables whereas capital letters like X , Y etc. denote second-order variables. The syntax of weighted MSO logics over a
pv-monoid (D,+,Val,,0,1) is a combination of the one in [9] with an idea from [3]:
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The semantics of weighted MSO-formulas.
[[d]]V (w, σ ) = d
[[Pa(x)]]V (w, σ ) =
{
1 if wσ (x) = a,
0 otherwise
[[x y]]V (w, σ ) =
{
1 if σ(x) σ(y),
0 otherwise
[[x ∈ X]]V (w, σ ) =
{
1 if σ(x) ∈ σ(X),
0 otherwise
[[¬β]]V (w, σ ) =
{
1 if [[β]]V (w, σ ) = 0,
0 otherwise
[[ϕ ∨ ψ]]V (w, σ ) = [[ϕ]]V (w, σ ) + [[ψ]]V (w, σ )
[[ϕ ∧ ψ]]V (w, σ ) = [[ϕ]]V (w, σ )  [[ψ]]V (w, σ )
[[∃x ϕ]]V (w, σ ) =∑i∈dom(w)[[ϕ]]V∪{x}(w, σ [x/i])
[[∀x ϕ]]V (w, σ ) = Val([[ϕ]]V∪{x}(w, σ [x/i]))i∈dom(w)
[[∃X ϕ]]V (w, σ ) =∑I⊆dom(w)[[ϕ]]V∪{X}(w, σ [X/I])
[[∀X β]]V (w, σ ) = Val([[β]]V∪{X}(w, σ [X/I]))I⊆dom(w)
β ::= Pa(x) | x y | x ∈ X | ¬β | β ∧ β | ∀x β | ∀X β
ϕ ::= d | β | ϕ ∨ ϕ | ϕ ∧ ϕ | ∃x ϕ | ∀x ϕ | ∃X ϕ
where d ∈ D , a ∈ Σ , x, y, X ∈ V . The formulas β are called boolean formulas and the formulas ϕ weighted MSO-formulas, for
short wMSO. Note that negation and universal second-order quantiﬁcation are allowed in boolean formulas only.
To deﬁne the semantics of formulas, we follow the usual approach for MSO [37] adapted to weighted settings as in [9,10].
The set free(ϕ) of free variables in ϕ is deﬁned as usual. Let w ∈ Σ+ . We put dom(w) = {0, . . . , |w| − 1} and denote the
i-th letter of w by wi , i.e., w = w0 . . .w |w|−1. Let V be a ﬁnite set of variables with free(ϕ) ⊆ V . A (V,w)-assignment is a
mapping σ : V → dom(w)∪2dom(w) where every ﬁrst-order variable is mapped to an element of dom(w) and every second-
order variable to a subset of dom(w). The update σ [x/i] for i ∈ N is deﬁned as σ [x/i](x) = i and σ [x/i]V\{x} = σ V\{x} .
The update σ [X/I] for I ⊆ N is deﬁned similarly. We encode (V,w)-assignments as usual within an extended alphabet
ΣV = Σ × {0,1}V . Hereby, we refer to a word over the alphabet ΣV by (w, σ ). A word (w, σ ) over ΣV represents an
assignment if and only if for every ﬁrst-order variable the respective row in the extended word contains exactly one 1; then
we call (w, σ ) valid.
For (w, σ ) ∈ Σ+V we deﬁne the semantics [[ϕ]]V (w, σ ) of ϕ under the (V,w)-assignment σ as follows: if (w, σ ) is not valid,
then [[ϕ]]V (w, σ ) = 0; for all valid (w, σ ) the semantics is deﬁned inductively as shown in Table 1 where for ∀X ϕ the
subsets I ⊆ dom(w) are enumerated in some ﬁxed order, e.g. lexicographically. Then the value [[ϕ]]V (w, σ ) is determined
by σ free(ϕ) as the following proposition shows. We put [[ϕ]] = [[ϕ]]free(ϕ) and Σϕ = Σfree(ϕ) .
Proposition 3.1. Let ϕ be a weighted MSO-formula and V a ﬁnite set of variables with V ⊇ free(ϕ). Then [[ϕ]]V (w, σ ) =
[[ϕ]](w, σ free(ϕ)) for any valid (w, σ ) ∈ Σ+V . Moreover, [[ϕ]] is recognizable over E ⊆ D if and only if [[ϕ]]V is recognizable over
E ⊆ D.
Proof. The ﬁrst claim is shown by induction on ϕ , cf. [9] for details.
For the second claim, consider the homomorphism h : Σ+V → Σ+ϕ deﬁned by (w, σ ) → (w, σ free(ϕ)). Let NV be the
language of all words (w, σ ) with σ a valid (V,w)-assignment. NV is recognizable. Let [[ϕ]] be recognizable over E . We
have [[ϕ]]V = h−1([[ϕ]])  1NV because of our ﬁrst claim. Due to Proposition 2.15(b) and Lemma 2.11, h−1([[ϕ]])  1NV is
recognizable over E .
Conversely, let [[ϕ]]V be recognizable over E and let K = {(w, σ ) ∈ Σ+V | ∀x ∈ V \ free(ϕ): σ(x) = 0 ∧ ∀X ∈ V \ free(ϕ):
σ(X) = {0}}. Then K is recognizable and [[ϕ]] = h([[ϕ]]V  1K ). By Lemma 2.11 and Proposition 2.15(a), [[ϕ]] is recognizable
over E . 
Example 3.2. Consider a setting where the weights are rewards and we are interested in the average reward. Whereas a
choice like in disjunction or existential quantiﬁcation is resolved by maximum, ∀x ϕ is interpreted as taking the average of
the rewards realized at all positions x. Conjunction can be resolved by a sum of the rewards or also by their average.
Let Σ = {!,?} and D = (R ∪ {−∞}, sup,avg,+,−∞,0) be the pv-monoid from Example 2.4. Consider the wMSO-
formula
ϕ = ∀x ((P !(x) → 1)∧ (P?(x) → −1))
where P !(x) → 1 is an abbreviation for (P !(x) ∧ 1) ∨ (¬P !(x) ∧ 0) and, similarly, for P?(x) → −1. Hence, [[P !(x) → 1]](w, σ )
equals 1 if wσ(x) = ! and 0 otherwise. Thus, [[(P !(x) → 1)∧(P?(x) → −1)]](w, σ ) is 1 if wσ(x) = ! and equals −1 if wσ(x) = ?.
Now universal quantiﬁcation is interpreted by average, so, [[ϕ]](w) equals the average difference of send events ! and receive
events ? in w . Hence, [[ϕ]] = ‖A‖ for the weighted automaton A from Example 2.3. We note that im(ϕ) = {[[ϕ]](w) | w ∈
Σ+} = [−1,1] ∩Q.
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tant that boolean formulas are deﬁned using conjunction and universal quantiﬁcation and not by disjunction or existential
quantiﬁcation. Since a boolean formula β does not contain any d ∈ D , we can regard it also as a classical boolean MSO-
formula deﬁning the language L(β). Now one can show easily: [[β]] = 1L(β) , i.e., its semantics is a boolean step function.
Additionally, for every classical boolean MSO-formula α there is a boolean weighted MSO-formula β with [[β]] = 1L(α) .
Next, we wish to deﬁne a class of formulas describing all recognizable step functions. The class of almost boolean formulas
of weighted MSO is the smallest class containing all constants d ∈ D and all boolean formulas and which is closed under
disjunction and conjunction. Almost boolean formulas deﬁne series which take on only ﬁnitely many values (therefore the
name ‘almost boolean’):
Proposition 3.3. Let ϕ be an almost boolean formula. Then [[ϕ]] is a recognizable step function. Conversely, if S : Σ+ → D is a
recognizable step function, then S = [[ϕ]] for some almost boolean formula ϕ .
Proof. We proceed by induction on the structure of ϕ . For ϕ = d ∈ D we have [[ϕ]] = d1Σ+ which is a recognizable
step function. If ϕ is boolean, then [[ϕ]] = 1L(ϕ) . Since, by Büchi’s theorem [4], L(ϕ) is recognizable, 1L(ϕ) is a boolean
step function. Now consider ϕ ∨ ψ and ϕ ∧ ψ with V = free(ϕ ∨ ψ) = free(ϕ ∧ ψ). If [[ϕ]] and [[ψ]] are recogniz-
able step functions, then by Proposition 3.1 it is easy to see that also [[ϕ]]V and [[ψ]]V are recognizable step functions.
Now by Lemma 2.12, we get that [[ϕ ∨ ψ]] = [[ϕ]]V + [[ψ]]V and [[ϕ ∧ ψ]] = [[ϕ]]V  [[ψ]]V are recognizable step func-
tions.
Conversely, let S =∑ni=1 di1Li be a recognizable step function. Since Li is recognizable (i ∈ {1, . . . ,n}), there is, again
by Büchi’s theorem [4], a classical unweighted MSO-sentence αi with L(αi) = Li . Replacing existential quantiﬁcation and
disjunction in αi by universal quantiﬁcation, conjunction, and negation yields a boolean wMSO-sentence βi with [[βi]] = 1Li .
For ϕ =∨ni=1(di ∧ βi), we get [[ϕ]] = S because {L1, . . . , Ln} is a partition. 
Next, we will deﬁne suitable fragments of weighted MSO logic because already for semiring weighted automata the
full weighted MSO logic is expressively stronger than weighted automata [9]. Let const(ϕ) be the set of elements from D
occurring as sub-formulas in ϕ . A weighted MSO-formula ϕ is ∀-restricted, if whenever it contains a sub-formula ∀x ψ , then
ψ is almost boolean. Furthermore, ϕ is
1. strongly ∧-restricted, if for every sub-formula ψ1 ∧ ψ2 of ϕ:
• both ψ1 and ψ2 are almost boolean, or
• ψ1 or ψ2 is boolean,
2. ∧-restricted, if for every sub-formula ψ1 ∧ ψ2 of ϕ:
• the sub-formula ψ1 is almost boolean or
• ψ2 is boolean,
3. commutatively ∧-restricted, if for all sub-formulas ψ1 ∧ ψ2 of ϕ:
• the sets const(ψ1) and const(ψ2) commute, or
• ψ1 is almost boolean.
If ϕ is strongly ∧-restricted, then it is ∧-restricted. If ϕ is ∧-restricted, it is commutatively ∧-restricted. The fragment of
∀- and commutatively ∧-restricted formulas is similar to the fragment of syntactically restricted formulas as deﬁned in [10].
Our ﬁrst main goal will be the following result.
Theorem 3.4. Let D be a pv-monoid and S : Σ+ → D a series.
(a) Let D be regular. Then S is recognizable if and only if S = [[ϕ]] for a ∀-restricted and strongly ∧-restricted wMSO-sentence ϕ .
(b) Let D be left-distributive. Then S is recognizable if and only if S = [[ϕ]] for a ∀-restricted and ∧-restricted wMSO-sentence ϕ .
(c) Let D be a cc-valuation semiring. Then S is recognizable if and only if S = [[ϕ]] for a ∀-restricted and commutatively ∧-restricted
wMSO-sentence ϕ .
4. A characterization of deﬁnable and recognizable series
Let D be a pv-monoid. In this section, we wish to prove Theorem 3.4. For this, ﬁrst we build inductively for weighted
MSO-formulas ϕ weighted automata Aϕ recognizing [[ϕ]]. At the same time, we will show that the weights of the transitions
of Aϕ can be chosen to belong to Dϕ , the smallest subset of D containing const(ϕ) ∪ {0,1} which is closed under the
operations + and  (note that the valuation function Val is not involved in the deﬁnition of Dϕ ). This will be important in
the induction step dealing with the conjunction and could also be of independent interest.
Proposition 4.1. Let D be regular and ϕ be a boolean wMSO-formula or ϕ = d for some d ∈ D. Then [[ϕ]] is recognizable over
const(ϕ) ∪ {1}.
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[[ϕ]] = 1L(ϕ) . Now let A = (Q , I, T , F ) be a deterministic ﬁnite automaton recognizing L(ϕ). Then A1 = (Q , I, T , F , γ )
recognizes [[ϕ]] and satisﬁes γ (T ) = {1}.
If ϕ = d with d ∈ D , then [[d]] = d1Σ+ . Now apply the assumption that D is regular. 
The following proposition is an auxiliary one needed in some of the following proofs.
Proposition 4.2. Let ϕ be an almost boolean formula. Then [[ϕ]](w) ∈ Dϕ for every w ∈ Σ+ .
Proof. If ϕ is boolean or ϕ = d, then the assertion is obvious. Now consider ψ and ψ ′ with V = free(ψ) ∪ free(ψ ′). Then
[[ψ]]V =∑mi=1 di1Li and [[ψ ′]]V =∑nj=1 d′j1L′j are recognizable step functions over the same alphabet and, due to induction
hypothesis and Proposition 3.1, di ∈ Dψ , d′j ∈ Dψ ′ for all i ∈ {1, . . . ,m}, j ∈ {1, . . . ,n}. Since

ψ ∨ ψ ′=
m∑
i=1
n∑
j=1
(
di + d′j
)
1Li∩L′j and

ψ ∧ ψ ′=
m∑
i=1
n∑
j=1
(
di  d′j
)
1Li∩L′j ,
we get [[ψ ∨ ψ ′]](w), [[ψ ∧ ψ ′]](w) ∈ Dψ∨ψ ′ = Dψ∧ψ ′ for every w ∈ Σ∗ which yields the claim. 
Proposition 4.3. Let D be a pv-monoid, E, E ′ ⊆ D and ϕ , ψ be two wMSO-formulas such that [[ϕ]] is recognizable over E and [[ψ]] is
recognizable over E ′ . Then [[ϕ ∨ ψ]] is recognizable over E ∪ E ′ .
Proof. Let V = free(ϕ ∨ ψ) = free(ϕ) ∪ free(ψ). Hence, the alphabet Σϕ∨ψ is an extension both of Σϕ and Σψ . By Proposi-
tion 3.1, [[ϕ]]V is recognizable over E and [[ψ]]V is recognizable over E ′ . By Proposition 2.10, [[ϕ ∨ ψ]] = [[ϕ]]V + [[ψ]]V is
recognizable over E ∪ E ′ . 
Proposition 4.4. Let D be a pv-monoid, E ⊆ D, and ϕ a wMSO-formula such that [[ϕ]] is recognizable over E. Then [[∃x ϕ]] and
[[∃X ϕ]] are recognizable over E.
Proof. Consider ∃x ϕ with [[ϕ]] recognizable over E . Let Aϕ be a weighted automaton recognizing [[ϕ]]. We have
free(∃x ϕ) = free(ϕ) \ {x}. Deﬁne a projection h : Σϕ → Σ∃x ϕ by erasing the x-row in Σϕ (provided there is one). Then
[[∃x ϕ]](w,σ ) =
∑([[ϕ]](w,σ [x/i]) ∣∣ i ∈ dom(w))
=
∑([[ϕ]](w,σ ′) ∣∣ h(w,σ ′)= (w,σ ))
= h([[ϕ]])(w,σ ).
By Proposition 2.15, recognizable series are closed under projection. Hence, [[∃x ϕ]] is recognizable over E . The proof for
∃X ϕ is similar. 
Proposition 4.5. Let D be a pv-monoid, E, E ′ ⊆ D, and ϕ , ψ be two wMSO-formulas.
(a) If [[ϕ]] is recognizable over E and ψ is boolean, then [[ϕ ∧ ψ]] and [[ψ ∧ ϕ]] are recognizable over E.
(b) Let D be left-distributive. If ϕ is almost boolean and [[ψ]] is recognizable over E ′ , then [[ϕ ∧ ψ]] is recognizable over im[[ϕ]]  E ′ .
(c) Let D be a cc-valuation semiring, [[ϕ]] recognizable over E, [[ψ]] recognizable over E ′ . If E and E ′ commute, then [[ϕ ∧ ψ]] is
recognizable over E  E ′ .
Proof. Let V = free(ϕ ∧ ψ).
(a) Since ψ is boolean, [[ψ]]V = 1LV (ψ) where LV (ψ) ⊆ Σ+V . Let S = [[ϕ]]V . By Proposition 3.1, S is recognizable over E .
Due to Lemma 2.11, [[ϕ ∧ ψ]] = [[ψ ∧ ϕ]] = S  1LV (ψ) is recognizable over E .
(b) Since ϕ is almost boolean, S = [[ϕ]]V =∑ni=1 di1Li is by Propositions 3.3 and 3.1 a recognizable step function where
(Li)i=1,...,n is a partition of Σ+V . By Proposition 3.1, S
′ = [[ψ]]V is recognizable over E ′ . Now due to Lemma 2.13, [[ϕ ∧ ψ]] =
S  S ′ is recognizable over im([[ϕ]])  E ′ .
(c) Due to Proposition 3.1, S = [[ϕ]]V and S ′ = [[ψ]]V are recognizable over E and E ′ , respectively. Now [[ϕ ∧ ψ]] is
recognizable over E  E ′ because of Lemma 2.14. 
Proposition 4.6. Let D be a pv-monoid and let ϕ be an almost boolean formula. Then [[∀x ϕ]] is recognizable over im([[ϕ]]).
Proof. Due to Proposition 3.3, [[ϕ]] is a recognizable step function. Hence, [[ϕ]] =∑ni=1 di1Li where the recognizable lan-
guages L1, . . . , Ln form a partition of Σ
+ . Let V = free(ϕ) \ {x}. We proceed as in [9,10] and put Σ˜ = Σ × {1, . . . ,n}free(ϕ)
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(w, ν,σ ) ∈ Σ˜+V such that (w, σ ) is valid and for all i ∈ dom(w) and all j ∈ {1, . . . ,n}
ν(i) = j ⇒ (w,σ [x/i]) ∈ L j .
Note that if (w, σ ) is valid and ﬁxed, then there is one and only one ν such that (w, ν,σ ) ∈ L˜ because (L j) j∈{1,...,n} is a
partition.
In [9,10] it was shown that L˜ is recognizable by a deterministic ﬁnite automaton A˜= (Q , I, T , F ) over the alphabet Σ˜V .
We obtain from A˜ a weighted automaton A= (Q , I, T , F , γ ) by putting γ (p, (a, j,b),q) = d j for p,q ∈ Q and (a, j,b) ∈ Σ˜V .
Note that γ (T ) ⊆ im([[ϕ]]). Since A˜ is deterministic, for every (w, ν,σ ) ∈ L˜ there is a unique successful run rw = (ti)1i|w|
in A˜ which is evaluated in A as follows:
‖A‖(w, ν,σ ) = Val(γ (rw))= Val(γ (ti))1i|w|
whereas ‖A‖(w, ν,σ ) = 0 if (w, ν,σ ) /∈ L˜. Whenever (w, ν,σ ) ∈ L˜, then for every i ∈ dom(w): ν(i) = j implies γ (ti) = d j
as well as (w, σ [x/i]) ∈ L j and [[ϕ]](w, σ [x/i]) = d j . Now we apply the projection h : Σ˜V → ΣV deﬁned by h(a, j,b) = (a,b).
Recall that for every valid (w, σ ) there is a unique ν with (w, ν,σ ) ∈ L˜. Therefore, we get for valid (w, σ )
h
(‖A‖)(w,σ ) = ‖A‖(w, ν,σ ) = Val(γ (ti))i∈dom(w)
= Val([[ϕ]](w,σ [x/i]))i∈dom(w) = [[∀x ϕ]](w,σ ).
Hence, [[∀x ϕ]] = h(‖A‖) is recognizable over im([[ϕ]]) because recognizable series are closed under projections, cf. Proposi-
tion 2.15. 
Propositions 4.1–4.6 conclude in the following result.
Theorem 4.7. Let D be a pv-monoid and ϕ a wMSO-formula. Assume that one of the following conditions holds:
1. D is regular and ϕ is ∀-restricted and strongly ∧-restricted,
2. D is left-distributive and ϕ is ∀-restricted and ∧-restricted,
3. D is a cc-valuation semiring and ϕ is ∀-restricted and commutatively ∧-restricted.
Then [[ϕ]] is recognizable over Dϕ .
Proof. We proceed by induction over the structure of ϕ . If ϕ is a boolean wMSO-formula or ϕ = d for some d ∈ D , the
result follows from regularity of D and Proposition 4.1. The cases ϕ = ψ1 ∨ ψ2, ϕ = ∃x ψ , and ϕ = ∃X ψ are covered by
Propositions 4.3 and 4.4. If ϕ = ψ1 ∧ ψ2, we use the respective assumptions on D and ϕ: In the ﬁrst two cases, the result
follows immediately by Proposition 4.5, parts (a) and (b). Now assume D is a cc-valuation semiring and ϕ = ψ1 ∧ ψ2 is
commutatively ∧-restricted. First, if ψ1 is almost boolean, then we can apply again Proposition 4.5, part (b). Otherwise,
const(ψ1) and const(ψ2) commute. By induction hypothesis, [[ψi]] is recognizable over Dψi for i ∈ {1,2}. Since const(ψ1)
and const(ψ2) commute and (D,+,,0,1) is a semiring, also Dψ1 and Dψ2 commute. Now, due to Proposition 4.5, part (c),[[ψ1 ∧ ψ2]] is recognizable over Dψ1  Dψ2 ⊆ Dψ1∧ψ2 . Finally, if ϕ = ∀x ψ , then the formula ψ is almost boolean, and we
apply Propositions 4.2 and 4.6. 
For example, consider the wMSO-formula ϕ from Example 3.2 over the cc-valuation semiring (R ∪ {−∞}, sup,avg,
+,−∞,0) from Example 2.4. Here, const(ϕ) ⊆ Z but im([[ϕ]]) =Q∩ [−1,1]. However, by Theorem 4.7 there is a weighted
automaton A= (Q , I, T , F , γ ) with γ (T ) ⊆ Z and ‖A‖ = [[ϕ]].
Now we can show Theorem 3.4.
Proof of Theorem 3.4. The “if ”-statements are immediate by Theorem 4.7. For the converse, let A = (Q , I, T , F , γ ) be a
weighted automaton. We wish to construct a ∀-restricted and strongly ∧-restricted sentence ζ with [[ζ ]] = ‖A‖. We follow
mainly [10]. First, we write down some useful formulas. For every d ∈ D , we deﬁne the almost boolean formula(
(x ∈ X) → d) := (x /∈ X) ∨ ((x ∈ X) ∧ d)
which has for every w ∈ Σ+ and valid assignment σ the semantic
(
(x ∈ X) → d)(w,σ ) = {d if σ(x) ∈ σ(X),
1 otherwise.
Moreover, we will use the following classical MSO-formulas:
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x < y := (x y) ∧ ¬(y  x),
max(z) := ∀x x z,
(y = x+ 1) := (x < y) ∧ ∀z ¬(x < z ∧ z < y),
partition(X1, . . . , Xn) := ∀x
∨
i=1,...,n
(
(x ∈ Xi) ∧
∧
j =i
(x /∈ X j)
)
.
Now let A = (Q , I, T , F , γ ) be a weighted automaton over D . For each (p,a,q) ∈ T we choose a second-order variable
Xp,a,q and put V = {Xp,a,q | (p,a,q) ∈ T }. Furthermore let X = (X1, . . . , Xn) be an enumeration of V . Now we deﬁne the
classical MSO-formula
ψ(X) := partition(X) ∧
∧
(p,a,q)∈T
∀x (x ∈ Xp,a,q) → Pa(x)
∧ ∃y
(
min(y) ∧
∨
p∈I,(p,a,q)∈T
y ∈ Xp,a,q
)
∧ ∀x∀y (y = x+ 1) →
∨
(p,a,q),(q,b,r)∈T
(x ∈ Xp,a,q ∧ y ∈ Xq,b,r)
∧ ∃z
(
max(z) ∧
∨
(p,a,q)∈T ,q∈F
z ∈ Xp,a,q
)
.
Next we can construct a boolean wMSO-formula ψ+(X) with [[ψ+(X)]] = 1L(ψ(X)) . The boolean formula ψ+(X) has for a
word w and an assignment σ value 1 if σ(X) describes a successful run of A on w . Otherwise, the semantics of ψ(X)
is 0. Now we put
ϕ(X) := ψ+(X) ∧ ∀x
∧
(p,a,q)∈T
(x ∈ Xp,a,q) → γ (p,a,q).
Whenever σ(X) deﬁnes a successful run r of A on w then [[ϕ(X)]](w, σ ) = Val(γ (r)), otherwise the formula evaluates
to 0. Note that ϕ(X) is ∀- and strongly ∧-restricted. Here, the conjunction∧
(p,a,q)∈T
(x ∈ Xp,a,q) → γ (p,a,q)
has strictly speaking to be bracketed. But note that each x can be a member of Xp,a,q for only one such set (because
the variables Xp,a,q deﬁne a partition) and, therefore, for each x the conjunction is evaluated as a product of only one
γ (p,a,q) ∈ D and elsewise nothing than 1. In this case, the product equals γ (p,a,q) for every bracketing and, therefore,
we omit the bracketing.
Finally, we deﬁne the ∀- and strongly ∧-restricted sentence
ζ := ∃X1 . . .∃Xn ϕ(X1, . . . , Xn)
for which [[ζ ]] = ‖A‖. 
Remark 4.8. Note that for the description of the behavior of a weighted automaton by a ∀- and strongly ∧-restricted
wMSO-sentence the only requirement needed is that the underlying weight structure D is a pv-monoid.
Next we give a suﬃcient condition implying that all wMSO-formulas have a recognizable semantics.
Theorem 4.9. Let D be a regular pv-monoid such that for any alphabet Γ every recognizable series S : Γ + → D is a recognizable step
function. Let ϕ be any wMSO-formula. Then [[ϕ]] is recognizable over Dϕ .
Proof. Let ϕ be a wMSO-formula over D . We show inductively that [[ϕ]] is a recognizable step function and, hence, recog-
nizable by Lemma 2.12. If ϕ is boolean or ϕ = d for some d ∈ D , then [[ϕ]] is by Proposition 3.3 a recognizable step function.
Now suppose that we have given wMSO-formulas ϕ and ψ such that [[ϕ]] and [[ψ]] are recognizable step functions. Due
to Lemma 2.12, [[ϕ ∨ ψ]] and [[ϕ ∧ ψ]] are recognizable step functions. Since [[ϕ]] is recognizable, [[∃x ϕ]] and [[∃X ϕ]] are
recognizable by Proposition 4.4. For ∀x ϕ , we use that [[ϕ]] is a recognizable step function. Hence, [[∀x ϕ]] is recognizable
as shown in the proof of Proposition 4.6. In these cases, [[∃x ϕ]], [[∃X ϕ]], and [[∀x ϕ]] are recognizable step functions by
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recognizable. 
Next we describe a few examples to which Theorem 4.9 applies. A structure (D,+, ·,0,1) is a strong bimonoid if (D,+,0)
is a commutative monoid, (D, ·,1) is a monoid, and 0 ·d = d ·0= 0 for each d ∈ D . Hence, a strong bimonoid can be consid-
ered as a semiring without assuming distributivity. Strong bimonoids ﬁt into our setting just as indicated in Remark 2.9 for
semirings. A strong bimonoid D is bi-locally ﬁnite if for each ﬁnite subset F of D , both the additive submonoid of (D,+,0)
and the multiplicative submonoid of (D, ·,1) generated by F are ﬁnite. For instance, all bounded lattices (L,∨,∧,0,1) are
particular bi-locally ﬁnite strong bimonoids. As shown in [17], if D is a bi-locally ﬁnite strong bimonoid, every recognizable
series S : Σ+ → D is a recognizable step function. Hence, by Theorems 3.4 and 4.9, a series S : Σ+ → D is recognizable if
and only if S = [[ϕ]] for some wMSO-sentence ϕ; so we have obtained the essence of [19, Thm. 5.3] as a consequence.
5. Omega-valuation monoids and weighted automata on inﬁnite words
Let Σω be the set of inﬁnite words over Σ . For a set D we denote by C ⊆ﬁn D that C is a ﬁnite subset of D . Let
(Dﬁn)
ω =⋃C⊆ﬁnD Cω .
A monoid (D,+,0) is complete, cf. [20], if it has inﬁnitary sum operations ∑I : DI → D for any index set I such that
• ∑i∈Ø di = 0, ∑i∈{k} di = dk , ∑i∈{ j,k} di = d j + dk for j = k, and
• ∑ j∈ J (∑i∈I j di) =∑i∈I di if ⋃ j∈ J I j = I and I j ∩ Ik = Ø for j = k.
Note that every complete monoid is commutative.
Deﬁnition 5.1. An ω-valuation monoid (D,+,Valω,0) is a complete monoid (D,+,0) equipped additionally with an
ω-valuation function Valω : (Dﬁn)ω → D such that Valω(di)i∈N = 0 whenever di = 0 for some i ∈N.
(D,+,Valω,,0,1) is a product ω-valuation monoid, for short ω-pv-monoid, if (D,+,Valω,0) is an ω-valuation monoid,
 : D2 → D , and 1 ∈ D with Valω(1ω) = 1, 0  d = d  0= 0, and 1  d = d  1= d for all d ∈ D .
For ω-pv-monoids, we deﬁne associativity, left-+-distributivity, left-multiplicativity (1), left-Valω-distributivity (2), and
conditional commutativity (3) as for pv-monoids by replacing + by ∑, Val by Valω , and ﬁnite sequences by inﬁnite se-
quences. Especially, we have left-distributive ω-pv-monoids, ω-valuation semirings, and cc-ω-valuation semirings.
For the next examples, considered in [5], we put R¯=R∪ {−∞,∞}.
Example 5.2. Choosing limit superior as an ω-valuation function, then (R¯, sup, limsup,−∞) is an ω-valuation monoid if
we put limsup(. . . ,−∞, . . .) = −∞. For the product  we have several possibilities: The ω-pv-monoids (R¯, sup, limsup, inf,
−∞,∞) and (R¯, sup, limsup,+,−∞,0) are both left-Valω-distributive ω-valuation semirings, but they are not condition-
ally commutative.
Example 5.3. (R¯, sup, limavg,−∞) is an ω-valuation monoid where
limavg(dn)n∈N = lim inf
n→∞
1
n
n−1∑
i=0
di = lim
n→∞ infkn
(
1
k
k−1∑
i=0
di
)
.
For  and 1 there are several possibilities: (R¯, sup, limavg, inf,−∞,∞) is an ω-valuation semiring but neither left-
distributive nor conditionally commutative. (R¯, sup, limavg,+,−∞,0) is a left-distributive ω-valuation semiring. But
(R¯, sup, limavg,avg,−∞,∞) with avg(d,∞) = avg(∞,d) = d for every d ∈ R¯ and otherwise avg(d,d′) = d+d′2 yields an
ω-pv-monoid which is not even left-+-distributive because, e.g., on the one hand avg(1, sup(∞,3)) = avg(1,∞) = 1 but on
the other hand sup(avg(1,∞),avg(1,3)) = sup(1,2) = 2.
Example 5.4. Let 0 < λ < 1. Then (R¯, sup,discλ,−∞) with discλ(dn)n∈N = limn→∞∑ni=0 λidi is an ω-valuation monoid.
(R¯, sup,discλ, inf,−∞,∞) is an ω-valuation semiring but neither left-multiplicative nor left-Valω-distributive. But
(R¯, sup,discλ,+,−∞,0) is a left-multiplicative cc-ω-valuation semiring.
Remark 5.5. Various authors have also considered totally complete semirings (K,+, ·,0,1) which have both inﬁnitary sum
operations
∑
and countably inﬁnite products
∏
satisfying several natural axioms, cf. [22] for an overview. This ﬁts into our
setting: (K,+,∏, ·,0,1) is a left-multiplicative ω-valuation semiring. But in a totally complete semiring there is, moreover,
an inﬁnitary associativity law for
∏
and also an inﬁnitary distributivity law of
∏
over
∑
which we do not need here.
A totally complete semiring which is conditionally commutative is called a conditionally complete commutative semiring
in [10]. Hence, these structures are particular instances of cc-ω-valuation semirings.
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Deﬁnition 5.6. A weighted Muller automaton (or a WMA, for short) A = (Q , I, T ,F , γ ) over an alphabet Σ and an
ω-valuation monoid (D,+,Valω,0) consists of a ﬁnite state set Q , a set I ⊆ Q of initial states, a set T ⊆ Q × Σ × Q
of transitions, a set F ⊆ 2Q of accepting sets, and a weight function γ : T → D .
A run r is an inﬁnite sequence of matching transitions r = (ti)i∈N with ti = (qi,ai,qi+1). The label of r is (r) = w =
a0a1a2 . . . and r is then a run on w . We put γ (r) = (γ (ti))i∈N , i.e., γ (r) is the inﬁnite sequence of the weights occurring
along r and Valω(γ (r)) is its weight. A run is successful if it starts in an initial state and {q ∈ Q | q = qi for inﬁnitely many
i ∈N} ∈F . The behavior of A is the function ‖A‖ : Σω → D deﬁned by
‖A‖(w) =
∑(
Valω
(
γ (r)
) ∣∣ r ∈ succ(A) and (r) = w);
if there is no successful run for w , then ‖A‖(w) = 0. Any function f : Σω → D is called an ω-series. Every ω-series
S : Σω → D which is the behavior of some WMA over D is called ω-recognizable.
Remark 5.7. The weighted automata on inﬁnite words as deﬁned in [5] can be understood as total weighted Muller automata
with F = 2Q and γ (T ) ⊆R.
Remark 5.8. We can also deﬁne weighted Büchi automata just as weighted Muller automata but with a classical Büchi accep-
tance condition. Weighted Büchi automata were considered in several weighted settings, cf. [14,16,22,30,33]. For ω-valuation
monoids several types of behavior of weighted automata on inﬁnite words can be deﬁned [33]. For the simplest one, the
one we deal with in this paper, weighted Büchi and weighted Muller automata recognize the same class of ω-series [33,
Thm. 3.34].
We call an ω-valuation monoid (D,+,Valω,0) regular if for every alphabet Σ and every d ∈ D there is a WMA Ad
such that ‖Ad‖(w) = d for all w ∈ Σω . All ω-valuation monoids given in the examples above and all left-multiplicative
or left-distributive ω-pv-monoids are regular (this can be observed by considering the automata shown in Fig. 1 but now
understood as WMA).
6. Omega-deﬁnable and omega-recognizable series
We deﬁne weighted MSO logics as we have done for ﬁnite words, cf. Section 3. Also the semantics is deﬁned in the
same manner, this time as ω-series over an extended alphabet. The inductive deﬁnition is given in Table 1 where we have
to replace Val by Valω . For w ∈ Σω , we let dom(w) = {0,1,2, . . .} = N. To deﬁne the semantics of ∀X ϕ , we have to
extend Valω to index sets of size continuum such that 0 is still annihilating and Valω(1)i∈I = 1. However, we will use these
products only for sequences over {0,1}, i.e., we need uncountable products only for boolean values.
Example 6.1. Consider Σ = {!,?}, (R¯, sup, limavg,+,−∞,0) from Example 5.3, and the wMSO-formula ϕ = ∀x ((P ! → 1) ∧
(P? → −1)) which is deﬁned as in Example 3.2. Since universal quantiﬁcation is interpreted as limit average, [[ϕ]](w) equals
the long-run average difference between send events ! and receive events ? in w ∈ Σω . For example, [[ϕ]](!!!!!!?!?!? . . .) = 0
and [[ϕ]](!!?!!?!!? . . .) = 13 . Here [[ϕ]] = ‖A‖ for the weighted Muller automaton A = ({q}, {q}, T , {{q}}, γ ) with T ={(q, !,q), (q,?,q)}, γ (q, !,q) = 1, and γ (q,?,q) = −1. We just note that im([[ϕ]]) = [−1,1].
The different fragments of weighted MSO are deﬁned as before. If ϕ is an almost boolean formula, then [[ϕ]] =∑ki=1 di1Li
is an ω-recognizable step function where every Li is an ω-recognizable language. If ϕ is a boolean formula, then [[ϕ]] is an
ω-boolean step function, i.e., an ω-recognizable step function S with S(Σω) ⊆ {0,1}. Using these concepts we obtain our
second main result which is completely analogous to Theorem 3.4:
Theorem 6.2. Let D be an ω-pv-monoid and S : Σω → D an ω-series.
(a) Let D be regular. Then S is ω-recognizable if and only if S = [[ϕ]] for a ∀-restricted and strongly ∧-restricted wMSO-sentence ϕ .
(b) Let D be left-distributive. Then S is ω-recognizable if and only if S = [[ϕ]] for a ∀-restricted and ∧-restricted wMSO-sentence ϕ .
(c) Let D be a cc-ω-valuation semiring. Then S is ω-recognizable if and only if S = [[ϕ]] for a ∀-restricted and commutatively
∧-restricted wMSO-sentence ϕ .
Proof. The proof follows the same lines as the one of Theorem 3.4. Therefore, we will not elaborate on every detail of the
proof but sketch the main steps and point out differences to the proof for ﬁnite words.
First, for a regular ω-valuation monoid D , every series S = d1L with d ∈ D and an ω-recognizable language L ⊆ Σω is
ω-recognizable. This is shown by building the product automaton A of a deterministic Muller automaton recognizing L (now
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Muller automata A1 and A2 the Muller acceptance conditions F1 and F2 are combined to a Muller acceptance condition F
of A as follows: For a set Q ′ ⊆ Q 1 × Q 2 we denote by π1(Q ′) = {q1 ∈ Q 1 | ∃q2 ∈ Q 2: (q1,q2) ∈ Q ′} the projection of Q ′ to
its ﬁrst component and, similarly, for π2(Q ′). Then we put F ∈F if and only if π1(F ) ∈F1 and π2(F ) ∈F2.
Moreover, the class of ω-recognizable step functions is closed under + and . Using this, we can show that for an almost
boolean formula ϕ its semantics [[ϕ]] is an ω-recognizable step function; we also get im([[ϕ]]) ⊆ Dϕ , cf. Proposition 4.2. We
will show inductively that [[ϕ]] is recognizable over Dϕ . Also in the setting of inﬁnite words, we will use this fact in order
to prove that [[ϕ ∧ ψ]] is recognizable using the respective assumptions on D and ϕ .
More in detail, we can show the following closure properties. Let ϕ and ψ be wMSO-formulas such that [[ϕ]] and [[ψ]]
are ω-recognizable over Dϕ and Dψ , respectively. Then the following hold true:
1. [[ϕ ∨ ψ]] is ω-recognizable over Dϕ ∪ Dψ ,
2. [[∃x ϕ]] and [[∃X ϕ]] are ω-recognizable over Dϕ ,
3. if ψ is boolean, then [[ϕ ∧ ψ]] and [[ψ ∧ ϕ]] are ω-recognizable over Dϕ ,
4. if D is a left-distributive ω-pv-monoid and ϕ is almost boolean, then [[ϕ ∧ ψ]] is ω-recognizable over im([[ϕ]])  Dψ ⊆
Dϕ  Dψ ,
5. if D is a cc-ω-valuation semiring, and const(ϕ) and const(ψ) commute, then [[ϕ ∧ψ]] is ω-recognizable over Dϕ  Dψ ,
6. if ϕ is almost boolean, then [[∀x ϕ]] is ω-recognizable over im([[ϕ]]) ⊆ Dϕ .
We make some notes on the proofs of these closure properties:
1. The ω-recognizability of [[ϕ ∨ ψ]] is shown as for ﬁnite words: ﬁrst unify the alphabet to ΣV where V = free(ϕ ∨ ψ)
and build respective WMA, then take the disjoint union of these WMA.
2. To prove ω-recognizability of [[∃x ϕ]] and [[∃X ϕ]] one needs again a closure of ω-recognizable series S under projec-
tions h.
This is shown similarly as for ﬁnite words, cf. the proofs of Propositions 2.15 and 4.4, only the acceptance sets of the
WMA recognizing the projection h(S) are now deﬁned as the sets of states (which are pairs of old states with letters
from the old alphabet) whose ﬁrst components yield an acceptance set of the old WMA ω-recognizing S .
3. We can implement a direct product construction of a deterministic WMA ω-recognizing [[ψ]] and the WMA ω-recog-
nizing [[ϕ]]. This product automaton ω-recognizes [[ϕ ∧ ψ]] = [[ψ ∧ ϕ]].
4. As noted before, [[ϕ]] =∑ni=1 di1Li is an ω-recognizable step function. Now we construct the product WMA Ai of a
deterministic WMA ω-recognizing di1Li and a WMA ω-recognizing [[ψ]]. Using left-distributivity, we can append the
weights in such a way that we get ‖Ai‖ = (di1Li )  [[ψ]]. Now we take the disjoint union of all the Ai (i = 1, . . . ,n) to
obtain a WMA ω-recognizing [[ϕ ∧ ψ]].
5. By assumption, [[ϕ]] and [[ψ]] can be ω-recognized by WMA Aϕ and Aψ whose weights are in Dϕ and Dψ , respec-
tively. Using associativity and +-distributivity of D , the weights of Aϕ commute with those of Aψ . By this, conditional
commutativity, and +-distributivity, we can show that the product automaton of Aϕ and Aψ ω-recognizes [[ϕ ∧ ψ]].
6. We proceed as in the proof of Proposition 4.6. But this time we have to choose for the language L˜ a deterministic Muller
automaton that recognizes L˜. Now we proceed in the same way as shown there using again closure of ω-recognizable
series under projections.
Using all these closure properties, it is now easy to show that whenever ϕ is a wMSO-formula of one of the fragments
and the ω-pv-monoid D has the respective properties, then [[ϕ]] is ω-recognizable over Dϕ .
Conversely, let A be some WMA. The construction of a ∀- and strongly ∧-restricted sentence ϕ with [[ϕ]] = ‖A‖ works
mainly as in the proof of Theorem 3.4. But this time we have to deﬁne the Muller acceptance condition by some boolean
formula, cf. [10,16]. 
Remark 6.3. By Theorem 6.2, the different wMSO-fragments all deﬁne the class of ω-recognizable series over D , regardless
of the choice of  for interpretation of conjunction, provided the assumptions on D are satisﬁed.
As a further consequence of the proofs, given D and a wMSO-formula ϕ as in the “if ”-statements of Theorem 6.2, there
is a weighted Muller automaton A= (Q , I, T ,F , γ ) with ‖A‖ = [[ϕ]] and γ (T ) ⊆ Dϕ .
As for ﬁnite words, we can show
Theorem 6.4. Let D be a regular ω-pv-monoid such that for every alphabet Γ every ω-recognizable series S : Γ ω → D is an
ω-recognizable step function. Let ϕ be any wMSO-formula. Then [[ϕ]] is ω-recognizable over Dϕ .
For a ﬁrst application, let (L,∨,∧,0,1) be a bounded lattice. As shown in [19, Thm. 8.2], then every ω-recognizable
series S : Σω → L is an ω-recognizable step function. Consequently, by Theorems 6.2 and 6.4, a series S : Σω → L is
ω-recognizable if and only if S = [[ϕ]] for some wMSO-sentence ϕ; this is the essence of [19, Thm. 10.2].
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weighted MSO-formula can be translated into an equivalent weighted Muller automaton because both formalisms deﬁne
exactly the class of ω-recognizable step functions.
Theorem 6.5. Let D be one of the following ω-pv-monoids:
(R¯, sup, limsup, inf,−∞,∞), (R¯, sup, limsup,+,−∞,0),
(R¯, sup, lim inf, inf,−∞,∞), (R¯, sup, lim inf,+,−∞,0),
and let S : Σω → D. Then the following are equivalent:
1. S is ω-recognizable,
2. S is an ω-recognizable step function,
3. S = [[ϕ]] for some wMSO-sentence ϕ .
Proof. As for ﬁnite words one can show that every ω-recognizable step function is ω-recognizable provided the ω-valuation
monoid is regular. Hence, (2) implies (1). Due to Theorem 6.2, (1) implies (3). Moreover, we know by Theorem 6.4 that if
(1) implies (2), then also (3) implies (1). Thus, it remains to show that every ω-recognizable series over the above weight
structures is an ω-recognizable step function. Since for WMA the concrete instance of  is of no importance, we have to
deal only with two cases: that of limsup and that of lim inf as ω-valuation function.
First, let Valω = limsup. Let A = (Q , I, T ,F , γ ) be the limsup-WMA which recognizes S . Then ‖A‖(Σω) ⊆ γ (T ) ∪
{−∞} = {d1, . . . ,dk} is a ﬁnite set. We show that for every 1    k the ω-language L = {w ∈ Σω | ‖A‖(w) = d} is
ω-regular. Let d1 < d2 < · · · < dk and put L = {w ∈ Σω | ‖A‖(w) d}. Now consider the unweighted Muller automaton
B = (Q × {0,1}, I × {0}, T ′,F ′) where
• ((p, i),a, (q, j)) ∈ T ′ if and only if (p,a,q) ∈ T , j = 0 if γ (p,a,q) < d , and j = 1 if γ (p,a,q) d ,
• F ′ = {(p1, i1), . . . , (pn, in)} ∈F ′ if and only if {p1, . . . , pn} ∈F and im = 1 for some 1m n.
Thus, whenever we pass a state (p,1) we have seen a weight  d . Using the Muller condition F ′ we can show: a run
(r1, r2) on w in B is accepting if and only if the ﬁrst projection r1 of the run is an accepting run on w in A and
limsup(γ (r1)) d . Since non-determinism is resolved by sup, ‖A‖(w) d if and only if w ∈ L(B) for every w ∈ Σω .
Thus, L is ω-regular.
Now note that Lk = Lk because dk is the maximal possible value. Hence, Lk is ω-regular. Since L = L \ L+1 for
1  < k, L is ω-regular. Hence, ‖A‖ =∑k=1 d1L is an ω-recognizable step function.
Now we turn to Valω = lim inf. The proof for Valω = lim inf is similar to the previous one. Let A= (Q , I, T ,F , γ ) be a
lim inf-WMA recognizing S and ‖A‖(Σω) ⊆ γ (T ) ∪ {−∞} = {d1, . . . ,dk}. The ω-languages L and L are deﬁned as above.
But now we consider the unweighted Muller automaton B = (Q × {0,1}, I × {0}, T ′,F ′) with T ′ as before, but F ′ ∈F ′ if
and only if F ′ = F × {1} for some F ∈F .
For a successful run in B , only states with tag 1 are allowed to appear inﬁnitely often, i.e., the projected run in A has
inﬁnitely many weights  d but only ﬁnitely many < d . Hence, a run (r1, r2) on w is successful in B if and only if its
projection r1 is a successful run on w in A and lim inf(γ (r1)) d . Thus, ‖A‖(w) d if and only if w ∈ L(B) for every
w ∈ Σω . The remaining steps are the same as in the proof for Valω = limsup.
Hence, every ω-recognizable series over one of the four ω-valuation semirings is an ω-recognizable step function as
claimed. 
7. Conclusion
We have extended the use of weighted MSO logic to a new class of quantitative settings comprising average- and long-
run objectives. We succeeded in a translation of different fragments to weighted automata. We would like to note that
we can enlarge the considered fragments of weighted MSO logic under additional idempotency conditions which is, due to
space restrictions, not elaborated here in detail.
The translation of formulas into automata opens the way to algorithms deciding questions like satisﬁability or equiva-
lence. The proofs of Theorems 3.4, 6.2, and 6.5 are constructive. Thus, satisﬁability or equivalence of formulas of weighted
logics reduce to the emptiness or equivalence problem for weighted automata. In [5], decision algorithms are given for
these problems. But the model of weighted automata used in [5] does not have an acceptance condition like ﬁnal states or
a Muller condition as we use here. For inﬁnite words and limsup, e.g., emptiness can be decided by an adaptation of the
algorithm listed in [5]. In our setting, we can synchronously check the Muller condition. We conjecture that we can also
decide emptiness for limavg-WMA. This works if the limavg-automaton does not have an additional Muller condition [5],
due to a result about the existence of positional strategies for Markov decision processes with a limit average reward. But
further work has to be done in elaborating these algorithms for the settings considered here.
M. Droste, I. Meinecke / Information and Computation 220–221 (2012) 44–59 59Another open question is the expressive power of the ﬁrst-order fragment for these new settings, cf. [9]. The development
of weighted temporal logic and model checking procedures would be interesting, cf. [24,30].
A characterization of this new kind of weighted automata by regular expressions was obtained in [14,33]. Moreover,
results similar to the ones of this paper were also obtained for ﬁnite traces [26] and ﬁnite trees [11].
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