We present photometric and astrometric results for 36 binary systems observed with the natural guide star adaptive optics system of the Mount Wilson Institute on the 100 inch (2.5 m) Hooker Telescope. The measurements consist of di †erential photometry in U, B, V , R, and I Ðlters along with astrometry of the relative positions of system components. Magnitude di †erences were combined with absolute photometry found in the literature of the combined light for systems to obtain apparent magnitudes for the individual components at standard bandpasses, which in turn led to color determinations and spectral types. The combination of these results with Hipparcos parallax measurements yielded absolute magnitudes and allowed us to plot the components on an H-R diagram. To further examine the reliability and self-consistency of these data, we also estimated system masses from the spectral types.
INTRODUCTION
While the study of binary star systems is a very mature science, there are relatively few systems for which the temperatures and luminosities of the individual components are known. The Center for High Angular Resolution Astronomy (CHARA), at Georgia State University, has been using speckle interferometry for over 20 years to study multiple-star systems, and this technique has proved very productive for astrometry. Unfortunately, it has been much less e †ective in yielding photometric results. For close binary systems it is extremely challenging to obtain accurate photometric measurements of the individual components using standard techniques because, except in exceptional seeing conditions, the images of the two stars overlap. One exception to this statement is the analysis of the Capella system by Bagnuolo & Sowell (1988) .
However, adaptive optics makes it feasible to directly measure magnitude di †erences and then, by combining these data with photometry of the system as a whole, obtain apparent magnitudes of the individual components. If this is done in a number of Ðlters, colors can be calculated and e †ective temperatures derived through color-temperature relations. These data can then be combined with parallax measurements to place the stars on an H-R diagram.
In 1996 and 1997, CHARA received funding from the National Science Foundation and the Mount Wilson Institute (MWI) to pursue these measurements using the natural guide star adaptive optics (AO) system developed by MWI (Shelton et al. 1995) on the 100 inch (2.5 m) Hooker Telescope. In all, some 36 systems were measured in two or more Ðlters on the Johnson et al. (1966) system. These results are presented below.
OBSERVATIONAL AND DATA REDUCTION TECHNIQUES
The strategy for observation and data reduction was a modiÐcation of the methods in our previous work at the StarÐre Optical Range (SOR) by ten Brummelaar et al. (1996) . A relatively short exposure time was chosen, such that the image was not saturated but the signal was well above the bias levels of the CCD camera. Between 10 and 50 exposures were taken of the object and then integrated into a composite image using a shift-and-add algorithm in which the Strehl ratio serves as a weight for each frame.
We then assume that the image consists of a series of functions of the form 
So if the intensity of the ith star is and its position is A i the "" clean ÏÏ image can be written (x i , y i ),
I(x, y) \ ; i/1
This image must then be convolved with the point-spread function (PSF) P(x, y) to yield the "" dirty ÏÏ image O(x, y) \ I(x, y) \ P(x, y) ,
where we assume that the PSF does not change over the small 2A Ðeld. Given a pixel-by-pixel model of the PSF, which in the Ðrst instance can be provided by an image of a single star, one can then solve, in a least-squares sense, for the positions and magnitudes of the stars in the Ðeld. Of course, it is well known that an image of a single star does not make a very good PSF model, since both the performance of the AO system and the atmosphere itself will change substantially between observations. Thus, with these estimates of position and magnitude one extracts a new model of the PSF from the data themselves, using
which can be done for each star in the Ðeld, and a mean, weighted by magnitude, created. This is a new PSF model and the process can be repeated until the results converge. There are two areas in which our current techniques di †er from those used in our earlier SOR work. The Ðrst is in the way we prevent the solution from converging to a single delta function and a multiple PSF model, which is a mathematically valid solution but not a useful one. Unless we are very close to convergence, the PSF model often contains some energy at the positions of the fainter stars in the Ðeld. In our previous work we forced the PSF model to exist only within a predeÐned boundary and to be zero elsewhere. This method ignores the often large amount of energy in the PSF wings. Instead of forcing the wings to zero, we now force the PSF to be circularly symmetric in the wings. Thus the PSF model has a nonanalytical part consisting of a matrix of numbers near the center, and a series of single values for various distances from the center. We found that a crossover point based on the Ðrst estimate of magnitude distance worked well, that is,
In some cases it was necessary to manually manipulate this crossover point in order to Ðnd the solution with the lowest residuals.
The second way in which we have changed our reduction method is in the area of error estimation. We now believe that the errors of the original work at SOR were underestimated and represent a lower bound on the errors. This is because those errors were based directly on the formal errors that came out of the least-squares Ðtting process. Since this is only valid if the functional form of the PSF is known exactly, which can never truly be the case, this will not be a true representation of the errors of the results. Simply using the formal error of the Ðt does not include the errors in the PSF model itself.
We now base our errors on a series of experiments in which we created a large pool of simulated data of known separation and magnitude di †erence and applied our reduction software to these images. We collected data on some 74 stars, known to be single within the resolving power of the telescope, in exactly the same way as we did for the binary systems. We then normalized these images to form PSF models and used equations (2) and (3) to create an ensemble of model binary star images ranging from 0 to 7 in magnitude di †erence and up to 2A in separation. All in all, this represented a pool of over 30,000 model images. We then ran our reduction software on these data.
The resulting errors are a function of the magnitude difference and the separation, expressed in terms of the FWHM of the PSF. We found that one could reach the 10% level at small separations (a few FWHMs) down to a magnitude di †erence of 2, while if the stars are well separated one can reach 5.5 mag. The 1% error level can reach as deep as 3 mag, while one can go as deep as 7.5 mag at the 15% level. The errors are a strong function of how well the AO system is performing, which is in turn a function of the current seeing conditions. Since we did not have the luxury of working only in good seeing, which was on occasion in excess of 2A, we were forced to use what data we could collect. If the AO system is performing at the di †rac-tion limit, which is not always the case in the V and B bands, one is often operating in the 1% to 2% regime. At other times the errors will be larger, depending on the FWHM yielded by the system. One would expect much smaller errors in an infrared AO system. This method of estimating errors is much more conservative than those used in the past, including by us, as it does more than quote the formal error of the least-squares Ðtting process. We believe it to be closer to an upper bound. This should be taken into account when comparing the results from the two sets of measurements. These methods are more fully described by ten Brummelaar et al. (1998) and .
The deconvolution routine provided a measurement of the di †erential magnitude of the two stars along with di †er-ential astrometric results, which we transform into the standard (h, o) system for binary star measurements. The astrometry was calibrated with contemporaneous speckle interferometry measurements obtained on the 100 inch telescope (Hartkopf et al. 2000) . The results are given in Tables  1 and 2. In Table 1 , the Ðrst Ðve columns give various identiÐcations : the Washington Double Star Catalog (WDS) coordinate (Worley & Douglass 1997) ,6 the discovery designation (as deÐned in the WDS), HR and HD numbers, and the Bayer or Flamsteed designation. For subsequent tables only the WDS coordinate is used, so Table 1 also serves as a cross-reference for the other tables. Columns (6)È(8) of Table 1 provide the basic calibrated astrometric data : time (expressed in fractional Besselian year), position angle h (measured for the secondary relative to the primary from north to east in degrees), and angular separation o (in arcseconds). The last three columns in Table 1 give residuals to the orbit referenced in the Ðnal column.
While astrometry was not the primary objective in obtaining these data (speckle interferometric techniques provide more accurate and more straightforward measurements of h and o), the astrometric results do provide a good check on the orbital parameters of these systems. However, in comparison with the autocorrelation methods commonly Docobo & Costa 1987 ; (19) Heintz 1970 ; (20) Fekel et al. 1997 ; (21) 1988 ; (22) Cester 1991. Zulevic used with speckle interferometry, AO yields a direct image of a system. Thus, the 180¡ uncertainty in position angle, inherent in earlier reductions of speckle interferometric data, is avoided. While current reduction techniques (i.e., the DVA algorithm ; see Bagnuolo et al. 1992) can avoid this ambiguity, AO is more sensitive to very small magnitude di †erences. In the case of four systems, the correct quadrant identiÐcation indicated the published orbital analyses had the longitude of periastron (u) o † by 180¡. Those systems are Ñagged with the letter "" r ÏÏ adjacent to the *h residual in column (9) of Table 1 . In all cases, the determined astrophysical parameters of these systems are unchanged by the alteration of u. In large-angle astrometry, the photocenter of these systems (which would probably be unresolved) would be determined for the wrong quadrant, leading to a position error. In three of these cases, the small *m was responsible for the incorrect assignment of u, and any consequential photocenter shift would be negligible. In the case of Fin 328 an incorrect quadrant was assigned by speckle interferometry, leading to the error (the quadrant was identiÐed correctly by Finsen 1956 and noted by So derhjelm 1999). Table 2 provides the raw di †erential photometry for each observation. The Ðrst column lists the WDS coordinate, while the next column provides the date of observation. The remaining columns give the di †erential magnitude and error estimate for each system in the indicated passband. Most objects have magnitude di †erences in three to four passbands. Only one observation provides all Ðve colors, while two observations provide only two colors.
The U and B Ðlters were not always available, and in some cases the deconvolution did not converge. These factors result in the omissions from Table 2 . In other cases, we measured an object twice at di †erent epochs in order to test the consistency of the methods used. Except in the shorter wavelengths where the performance of the AO system was poor, these data are entirely self-consistent, giving us conÐdence in the results. Even in the bluer bands the multiple measurements are very close and, at worst, indicate that our error bars are underestimated in this band.
In order to evaluate the quality of our measurements, a literature search was done to Ðnd existing *m values, which we present in Table 3 . In this table, the same WDS coordinate identiÐcation is used. The literature sources of *m are the Hipparcos Catalogue (ESA 1997), the WDS, and the internal US Naval Observatory (USNO) *m catalog. Many double star lists do not provide true measures of *m but simply repeat values from other catalogs. Consequently, the WDS *m provides only a gross estimate and should be given the lowest weight. The USNO *m catalog was initially assembled by C. Worley to include only those measures of di †erential magnitude known to be original. The USNO is currently preparing a new WDS, which will include the *m catalog and incorporate multidimensional weighting of data to provide a more accurate representation of *m.7
Although not widely noted, many clever and useful approaches to measuring *mÏs were developed prior to the modern generation of techniques based upon digital detectors. These methods generally provided measurements freer of subjective bias than simple visual estimates of *m and include such techniques as double image photometry (Pickering 1879 ; Stebbins 1907 ; Wendell 1913) , wedge photometry (Wallenquist 1947 ; Pettit 1958 ; Rakos et al. 1982) , objective gratings (Baize 1950) , double image micrometry (Muller 1952 ; van Herk 1966 ; Worley 1969) , and area scanning (Rakos et al. 1982 ; O. G. Franz 1982, private communication) .
The above methods are generally no longer practiced, and no methods of even comparable reliability have come along to replace them in any systematic fashion. Speckle interferometry o †ers the potential for extracting di †erential photometric information from speckle images, but the actual practice of this is not straightforward. In many cases, speckle data are obtained with nonlinear image intensiÐers, often yielding saturated images. Calibration for atmospherically induced biases in speckle data is also a nontrivial task. Perhaps the best speckle photometric analysis is that of Bagnuolo & Sowell (1988) for the components of Capella. However, the overall brightness and near-zero *m of that system make it an ideal candidate for careful speckle analysis. Dombrowski (1990) measured *mÏs in V for Hyades binaries using the "" fork ÏÏ algorithm of Bagnuolo (1988) applied to speckle data and found *m \ 0.19 for WDS 04512]1104, in satisfactory agreement with our value of *m \ 0.15^0.04. Ismailov (1992) Ðtted visibility curves from speckle data obtained at 500 nm. Seven of our systems were also measured by Ismailov, and in comparing our results with his in the sense of AO minus speckle, we Ðnd a dispersion of^0.76 mag, indicative of poor agreement with IsmailovÏs di †erential photometry. The *m measurements of Hipparcos are plotted against our V -band measurements in Figure 1 . Even though the Hipparcos photometric band is broader and peaks blue-H p ward in comparison with the standard Johnson V used with the Mount Wilson AO system, Figure 1 clearly shows that our measurements are consistent with those of Hipparcos, with the errors increasing with increasing *m as one would expect. For small-*m objects the match between our data and those of Hipparcos is excellent. From residuals deÐned in the sense AO minus Hipparcos, we Ðnd a mean residual and rms dispersion of ]0.03^0.15 mag, improving to ]0.01^0.10 mag when we omit systems for which we calculate *m º 2.0. We Ðnd no obvious correlation between spectral type of the primary component and the AO [ Hipparcos residual, although most of our stars are conÐned to systems of intermediate spectral types. A similar comparison in AO-minus-WDS magnitudes yields a mean and standard deviation of ]0.06^0.35 mag, with no signiÐcant improvement resulting from including only systems with smaller *mÏs.
Another test of the accuracy of our AO photometry is obtained by comparing our new results with photometry from another AO system. Thus, we note that the R-band *m for WDS 20375]1436 measured at SOR (ten Brummelaar et al. 1996 ) was 1.04^0.01 while our new measurements on two nights at Mount Wilson are 0.93^0.11 and 1.03^0.08. As discussed above, we now believe that the errors given for the SOR measures are underestimated. Furthermore, the Ðlters used at SOR were not standard astronomical Ðlters. Nevertheless, the two measures at Mount Wilson are entirely consistent with the earlier SOR measurement. Unfortunately, this is the only system we have in Evans & Edwards (1983) is within 1 standard deviation of our value of 2.18^0.22. As a Ðnal test, di †erent measures of the same system on di †erent nights, while of variable quality, show that the methodology used produces repeatable results. Nine systems in Table 2 were measured on successive nights. Inspection of the pairs of measurements of *m in V , R, and I show mean dispersions of^0.051,^0.041, and^0.046 mag at those passbands, respectively. These comparisons lend conÐdence in a level of precision of^0.05 mag. Because we Ðnd no evidence for any systematic di †erences between our di †erential photometry and that from the Hipparcos mission, we suggest that this level of internal consistency is also indicative of the accuracy of our measurements.
ABSOLUTE PHOTOMETRY
Di †erential magnitudes must be combined with composite photometry of the system as a whole in order to obtain apparent magnitudes of the individual components, using the equations
The General Catalogue of Photometric Data (Mermilliod, Mermilliod, & Hauck 1997) 8 provides a comprehensive listing of the composite photometric data on most of the systems we measured. Few of these records provided error estimates, so they were assumed to be^0.02 mag in all cases. For the objects for which we could not Ðnd literature ÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈ 8 See http ://obswww.unige.ch/gcpd/gcpd.html. values, we were forced to use our own data to provide combined magnitudes. The data were reprocessed using a shift-and-add routine that weighted each frame equally and normalized the intensities to a 1 s exposure. The total intensity of each system was then calibrated against the literature values to obtain combined magnitudes. Figure 2 is a plot of our calibrated measures of total magnitudes against the literature values in the R band. Other bands produced similar results, and our Ðnal apparent magnitude results are given in Table 4 , with those based on our photometry noted. The systems in Table 4 are identiÐed by their WDS coordinate in the Ðrst column. The remaining columns provide the deconvolved magnitudes of the components. These data allow us to calculate the colors presented in Table 5 , in which the Ðrst column provides the WDS coordinate and the remaining columns present the colors (B[V , V [R, and R[I) for the components. Table 6 contains absolute magnitudes for the individual components based on parallax results from Hipparcos (ESA 1997) and the apparent magnitudes in Table 4 . The column headings are self-evident.
SPECTRAL TYPES AND DERIVED PARAMETERS
With colors and absolute magnitudes, it is now possible to assign spectral types, e †ective temperatures, and absolute bolometric magnitudes to the individual components of the systems we have observed. These results are shown in Table  7 . The Ðrst two columns of Table 7 give the WDS designation and the spectral type listed in the WDS. The third column gives the composite spectral types of Christy & Walker (1969) , Edwards (1976) , or both. The magnitudes from Table 6 were used to generate three colors, for which spectral types and ranges were calculated using the tables of Johnson (1966) . These results are given in columns (4)È(6) of Table 7 . In each case, the table appropriate for the luminosity class of the WDS type was used, except in the few cases where the color di †erence was outside the values covered by that table. These systems are marked by notes in Table 7 . A fourth measure of the spectral type, listed in column (7), was obtained by using the absolute magnitude from Table 6 and the tables of stellar temperatures and luminosity compiled by Schmidt-Kaler (1982) . The Ðnal assignment and range of spectral type were given to each object by an averaging process, with the most weight being given to those measurements with color di †erences with the smallest range, and the least weight being given to the estimate based on absolute magnitude. The assigned spectral types resulting from our data are given in the last column of Table 7 .
In most cases, especially those with the best color determinations, all four spectral type derivations yielded very consistent results. For those systems that did not have selfconsistent results, either the error bars on the color di †er-ences were large, or the system is not a simple binary.
When we compare our spectral types with those listed in the second and third columns of Table 7 , we Ðnd no evidence of any systematic di †erences and Ðnd an rms dispersion of approximately 2.3 subclasses in comparing our results with those taken from the literature. We exclude the two late O-type systems WDS 20035]3601 and WDS 20181]4044 in this evaluation, noting that these systems are known to have a third component not resolved in our measurements.
We used the assigned spectral types from Table 7 to derive astrophysical parameters for the individual components, which we present in Table 8 . We repeat the WDS designation and assigned spectral type in the Ðrst two columns of Table 8 . Column (3) contains values from T eff Schmidt-Kaler (1982) corresponding to our spectral types, with errors based upon the range in the assigned type. Bolometric corrections taken from the same source were then used to calculate absolute bolometric magnitudes (using our absolute magnitudes in Table 6 ), which are recorded in column (4).
We also include in Table 8 information about the total mass for most of the systems we have observed. So derhjelm (1999) calculated systemic masses for binaries for which reliable parallaxes were determined by Hipparcos, and we include his results for 15 systems in column (5) of Table 8 . He calculated formal errors incorporating parallax error and uncertainties in the values of the orbital period and semimajor axis, and we include his error estimates in column (5). We have calculated mass sums for seven additional systems not considered by but similarly So derhjelm based upon Hipparcos parallaxes and published orbital elements. We have not calculated error estimates for these mass sums, because the adopted orbits we have taken from the literature did not present formal errors for the elements P and a. Thus our "" orbital ÏÏ mass estimates in Table 8 are distinct from those of (who calculated orbital So derhjelm elements himself directly from published visual or speckle observations) in the absence of error estimates. The Ðnal column in Table 8 gives an estimate of the total mass based upon the spectral types we have assigned to the individual components. The corresponding masses are taken from the tables of Allen (1973) . We note those systems thought or known to be at least triple in multiplicity. In general, there are no surprises resulting from a comparison of the "" orbital ÏÏ and "" spectroscopic ÏÏ masses.
Given the e †ective temperatures and bolometric magnitudes, it is possible to plot the systems on the H-R diagram of Figure 3 , in which the primary and secondary of each system are joined by a dotted line and error bars are shown for each component. As one might expect from our inherent sensitivity to modest *mÏs, in most systems the primary and secondary do not fall very far apart on the H-R diagram, as a result of coevolutionary origins. Four systems exhibit postÈmain-sequence evolution of the more massive component. For one of these, WDS 19307]2758, our data were very poor. The V [R type did not di †er very much from the WDS designation, and the V designations were o † scale. We therefore chose to accept the WDS types for the components, so this is not a new result. The other three, WDS 04139]0916, 06573]5825, and 20181]4044, have one component on the main sequence and the other component highly evolved.
CONCLUSION
Magnitudes and colors have been presented for the components of 36 binary star systems. Comparison with *m measurements from the literature and examination of the H-R diagram and spectroscopic masses for these components demonstrates the reliability and self-consistency of these results. Thus, despite our early misgivings about the precision of adaptive optics measurements of close binaries, we have shown that it is possible to obtain good photometric results with an AO system. Four systems among those presented here appear to contain a highly evolved companion and deserve follow-up observation. Spectrographic data on these systems will be obtained in the near future in order to try to conÐrm these Ðndings. Now that the reduction techniques have been developed, we hope that similar measurements will continue to be made, and we note the potentially valuable contribution AO observations can make when applied to systems with an intrinsically variable component.
