Introduction
Sub-nano inorganic clusters formed by just a few atoms of either main group elements, or transition metals are mysterious species. It might be appealing to view them as miniature nanoparticles or tiny chunks of the bulk solid, but beware: they have nothing in common with the structure of the extended solid or even of larger nanoparticles. Subnano clusters often have unusual structures that do not obey our intuition, such as those shown in Figure 1 Cui et al. ; Galeev et al. 2012; Zhai et al. 2003; Zubarev and Boldyrev 2009 ). In their electronic structure, clusters are most reminiscent of molecules. However, for molecules the rules of chemical bonding are well 2 developed, and they are instrumental in predicting and rationalizing their structures and properties, whereas for clusters these rules have until just recently not existed at all. The recent developments in the theory of chemical bonding of clusters are the central subject of the present article.
Figure 1. Representatives of unusual clusters: A) B 9
-is a wheel . B)
TaB 10 - (Galeev et al. 2012) . C) Au 20 (Zubarev and Boldyrev 2009 ). D) Clusters containing tetracoordinated planar C and Si atoms ). E)
Stannaspherene (Cui et al.) .
Clusters are relatively rare in Nature, because free clusters tend to merge to form bulk materials whenever there is a chance. However, stable clusters can be secured in binding sites of proteins, or pores of materials, or decorated with protecting ligands in solution. Clusters can be obtained in the laboratory, either synthetically in solution, or in the gas phase using, for instance, laser ablation or thermal evaporation followed by mass selection. Properties of clusters can be assessed spectroscopically, providing structural and electronic signatures, in conjunction with theoretical studies. In fact, theory has become indispensible in providing a full picture of clusters' structures, bonding, and properties. One of the major reasons theory is required in studies of clusters is that potential energy surfaces of clusters are very complex with many local minima close in energy, and the global minima of clusters can have most unexpected shapes.
Whether natural or manmade, clusters found in various contexts often exhibit remarkable properties. For example, clusters can be catalytic, (Arenz et al. 2006; Chrétien and Metiu 2006; Haruta and Date 2001; Heiz et al. 1999; Kaden et al. 2009; Lee et al. 2004; Lopez and Norskov 2002; Molina and Hammer 2005; Remediakis et al. 2005; Sanchez et al. 1999; Vajda et al. 2009; Valden et al. 1998; Yoon et al. 2005; Zhai et al. 2010 ) some clusters can be incorporated into materials as building blocks or ligands, (Alexandrova et al. 2005; Alexandrova et al. 2006; Claridge et al. 2009; Fehlner et al. 2005; Fokwa and Hermus 2012; Guennic et al. 2004; Jadzinsky et al. 2007; Reber et al. 2007 ) and certain clusters can be high-temperature superconductors (de Heer 1993; Kresin 2012; Kresin and Ovchinnikov 2008, 2012) . Albeit, these applications often result from exhaustive searches for suitable cluster-containing materials, without much rationale.
Our intuition breaks down when it comes to cluster shapes and properties, because we poorly understand their electronic structure. For chemists, electronic structure traditionally translates into the language of chemical bonding, i.e. a set of qualitative concepts, such as 2 center -2 electron (2c-2e) bond, lone electron pair, conjugation and hyperconjugation, aromaticity, etc. These concepts are then helpful in the rationalization, prediction, and design of molecular or material properties. Considering the wealth of new applications possible for clusters, it is of course most desirable to have a predictive and intuitive language like this also for clusters. The language of chemical bonding in clusters 4 is currently undergoing an explosive development, but it is far from being complete. So far, we find that the bonding rules are more complex than in traditional molecules, and often unprecedented. Some unusual phenomena include multiple aromaticity, partial covalency even in all-metal clusters, and super-atom-like closure of molecular orbital (MO) shells. Here, we review these newly discovered principles, and the physical basis on them.
Once we understand how clusters are bound, and how, on the basis of chemical bonding, to design cluster shapes and properties at will, cluster science will become truly rational. In fact, cluster design based on chemical bonding already has successful precedents Galeev et al. 2012; Tiznado et al. 2009; Zhang and Alexandrova 2013) . We, as a community, are in the privileged position to write a new textbook chapter on the chemistry of clusters.
In what follows, we first discuss the main rules of chemical bonding in clusters developed to date. Then, we discuss some applications of clusters in technology, in a variety of structural contexts, to tease the reader with opportunities that clusters have in store for the future.
Chemical bonding phenomena in clusters

Multiple aromaticity and antiaromaticity (σ-, π-, δ-) in 2-D and 3-D.
Aromaticity is the bonding phenomenon associated with increased symmetry, stability, and specific reactivity. First developed for organic molecules, it has been indispensible 5 for rationalization of their symmetric shapes and reactivity (Minkin et al. 1994) . It turns out that this important concept belongs even more naturally to the chemistry of clusters.
The discovery of aromaticity in all-metal clusters is one of the most remarkable developments in cluster science Kuznetsov et al. 2003; Li et al. 1995; Li et al. 2001) . It is also surprising that it took so long to discover. Indeed, metallic clusters are electron-deficient, in this sense that they do not have enough valence electrons available to bind each pair of atoms via 2c-2e bonds. Therefore, as much as bonding in bulk metals is delocalized, bonding in all-metal clusters will exhibit similar delocalized behavior. Delocalized bonding is traditionally described by chemists as aromatic or antiaromatic, depending on the population of degenerate sets of MOs manifested in electron counting Hückel's rules (Minkin et al. 1994) . Therefore, the presence of aromaticity and antiaromaticity in all-metal clusters is absolutely natural, and, once discovered, its importance was immediately recognized in the scientific community.
The range of atomic orbitals (AOs) (s, p, d, f, etc.) , and the resultant bonding overlaps (σ, π, δ, etc.) available for bonding in inorganic clusters is wider than that in organic compounds. Hence, aromaticity and antiaromaticity also can be of more than one type. For example, small alkali clusters exhibit pure σ-aromaticity or antiaromaticity, without any involvement whatsoever of the π-MOs .
Notice that σ-overlap simply results from each two neighboring AOs interacting with each other through just one lobe. π-overlap combines two lobes, δ-overlap utilizes three lobes, etc. The most interesting situations arise, however, when more than one type of 6 (anti)aromaticity are present in a cluster simultaneously. For example, clusters of Al exhibit aromaticity and antiaromaticity of both π-and σ-types, and the latter is of two different kinds: radial and peripheral (Kuznetsov et al. 2003; Li et al. 2001) . This is explained as follows. In one such cluster, Al 4 2- (Figure 2A ), whose ground states was determined to be a perfect square, MOs formed by 3s-and the 3s-and 3p-AOs completely separate, i.e. no sp-mixing takes place. The deepest four valence MOs in Al 4 2-(labeled as 3s LP in Figure 2A ) are formed by 3s-AOs, and, being completely populated (Kuznetsov et al. 2003) . MO types are labeled as σ-radial, σ-peripheral, π-, or LP (lone pair), as described in the text.
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by eight electrons, they contribute nothing to the overall bonding of the cluster. They can be viewed as 3s-lone pairs on Al atoms. The remaining three populated valence MOs originate from three sets of orthogonal 3p-AOs on atoms. The HOMO of the cluster is a completely bonding π-MO formed by the AOs overlapping above and below the cluster plane. This MO makes the species obey the (4n+2) Hückel's rule for aromatic compounds with n=0, and the cluster is π-aromatic. The HOMO-1 is formed by 3p-AOs that lay in the cluster plane and overlap in the center of the square. This MO is responsible for the σ-aromaticity in the system. Finally, the HOMO-2 is another completely bonding fully delocalized σ-MO formed by the last set of 3s-AOs. The HOMO-2 gives the cluster the second type of σ-aromaticity. Hence, the cluster is triply-aromatic. This bonding situation is unheard of in the prototypical organic world, where aromaticity never goes beyond the π-type. .
A remarkable showcase of double aromaticity and its impact on cluster shapes can be found in B 8 and B 9 clusters of boron with different charges . In Figure 3 , we show only completely delocalized valence MOs in these clusters. Three of them (HOMO, and HOMO-2) are the π-type MOs; they resemble the π-MOs of benzene.
The six electrons populating these MOs make the cluster π-aromatic, in accord with the (4n+2) Hückel's rule. In addition, the delocalized subsystem of σ-MOs exhibits the 9 analogous population by six electrons, rendering the clusters also σ-aromatic. Beautiful symmetric shapes result from this double aromaticity (Figure 3 ). Additionally, also driven by double aromaticity, the central B atoms exhibit extreme coordination numbers of 7 and 8, which are unprecedented for the chemistry of boron. Since 2003, a record for coordination number in plane of 10 was made in TaB 10 -( Figure 1B) , with the Ta atom residing in the center of the flat B 10 cycle (Galeev et al. 2012) . TaB 10 -is also doublyaromatic.
Taking the story further, some clusters exhibit δ-aromaticity, i.e. a delocalized δ-type overlap characterized by the partial population of the resultant delocalized MOs that does not break the symmetry. δ-bonding is only possible in inorganic clusters formed by transition metals or lanthanides and actinides. Ta 3 O 3 -was the first cluster where δ-aromaticity due to the presence of two δ-electrons was observed ( Figure 4 ) (Zhai et al. 2007 ). The HOMO-1 is the δ-type MO. Notice that the cluster also exhibits π-aromaticity (two π-electrons populating the HOMO-2), and σ-aromaticity (six σ-electrons populating the doubly-degenerate HOMO and the HOMO-3). The cluster is triply-aromatic. The perfect triangular shape is explained by the stabilizing and symmetrizing effects of aromaticity. If one applies an electron localization analysis (AdNDP in this case (Zubarev and Boldyrev 2008) ), it would be observed that the maximal localization corresponds to two Hückel's electron counting rules also apply to 3-D aromaticity, and in fact they constitute an alternative way to the "super-atom" concept described below for the description of such bonding. As a matter of fact, aromaticity comes down to systems having complete or exactly half populations of degenerate sets of MOs while having an insufficient number of electrons to be localizable as 2c-2e bonds or lone pairs. Hückel's rule, super-atom concept, etc. are no more than qualitative, back of the envelope models developed to help chemists understand and rationalize these scenarios. These rules are grounded in rigorous, first-principle, quantum mechanical calculations.
Covalency in clusters and its conflict with aromaticity.
In some clusters, e.g.
clusters of B, Si, and even metals (Alexandrova 2012; Alexandrova et al. 2006; Alexandrova et al. 2011; Alexandrova et al. 2012; Zhai et al. 2004; Zubarev et al. 2006 ), aromaticity and covalency are observed simultaneously. Covalency is especially surprising when observed in all-metal clusters, because metallic systems in the bulk are usually not suspected in having covalent bonding. Furthermore, as we will show now, covalency and aromaticity work in opposite ways when defining cluster structures Alexandrova et al. 2012; Huynh and Alexandrova 2011) .
Let us introduce the idea again using the clusters of boron, which, in addition to (anti)aromaticity, exhibit covalent bonding . In B, the 2s-2p-AO
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Figure 6. B 6 2-and its valence MOs. The decomposition of the MOs onto those of π-and σ-type, and localizable as 2c-2e B-B bonds is shown .
energy separation is small, and these AOs can hybridize. Hybridization is generally acquired to create a better covalent overlap. Indeed, all boron clusters acquire a set of covalent 2c-2e B-B bonds. Consider the B 6 2-cluster shown in Figure 6 . We can immediately detect double antiaromaticity: the HOMO and HOMO-4 make the cluster π-antiaromatic, and the HOMO-2 and HOMO-3 make the cluster σ-antiaromatic. Double antiaromaticity is responsible for the distortion of the system away from a perfect hexagon. The HOMO-1, HOMO-5, HOMO-6, HOMO-7, HOMO-8, and HOMO-9 in this cluster constitute a new bonding element. They can be localized as 2c-2e B-B bonds along the periphery of the distorted hexagon. 2c-2e B-B bonds are also found along the periphery of the boron wheels shown in Figure 3 . Covalent bonding leads 14 to flat wheel and raft-like shapes in all small boron clusters, which is very unusual for the chemistry of boron that tends to be full of cage-like boranes and carboranes. The two types of (anti)aromaticity then render the flat structures more or less symmetric MartÃnez-Guajardo et al. 2011; Piazza et al. 2012; ).
In order to see how covalency opposes aromaticity in defining cluster shapes, and how it flattens B clusters, consider the following paradox: B and Al are elements located one just above the other in the periodic table and having the same number of valence electrons, 3. However, the clusters B 6 2-and Al 6 2-(as doubly-charged anions, or as salts neutralized by Li or Na cations), for example, have distinctly different shapes ( Figure 7 ).
B 6 2-is flat ), whereas Al 6 2-is octahedral (Kuznetsov et al. 2002) .
The reason for this is that B is capable of covalent bonding, whereas Al is not ( and GeAl 4 -series, the strongest sp-hybridization is found in Ge, it is weaker in Si, and it is zero in C. Usually, we think that AOs have a greater tendency to hybridize when they are closer in energy, and, since the 2s-2p energy separation in C is smaller than the 3s-3p
and 4s-4p separation in heavier Si and Ge, we suspect C in hybridizing more easily.
Hybridization of AOs in C defines all of organic chemistry, indeed. However, in the examined clusters series, the trend is the opposite! This is again due to the quality of the overlap between the AOs of the dopant and those of the Al-core of the cluster. Because Si and Ge can achieve a more efficient overlap with Al, they undergo hybridization, whereas lighter C does not. Using this understanding of the attainability of covalency, one can predict how other clusters formed by groups III and IV would be shaped. To summarize, what has been observed in a number of examples is how covalency in general is associated with the reduction of cluster symmetry, whereas aromaticity drives them toward more symmetric shapes. Covalency and aromaticity are therefore two tuning knobs of cluster design.
Ionic bonding and its support for stabilizing bonding effects. Partially ionic
bonding takes place when atoms of substantially different electronegativities bind, as is well-known. However, the degree of ionicity (i.e. intra-cluster charge transfer) varies not only due to the differences in electronegativities of the constituting elements, but also due to the bonding character that can be attained through this charge transfer, as will be demonstrated shortly. Although this effect is rather subtle, it is definitely present, and in some cases may manifest itself in unique ways.
Consider What is being observed so far is that all the usual phenomena, such as aromaticity, covalency, and ionic bonding are attainable in clusters simultaneously. However, all of them exhibit larger diversity and flexibility than in the prototypic world of organic compounds. Also, the interplay between the three phenomena is intriguing, where some of the effects can go together, and some can be orthogonal. Covalency opposes aromaticity, and the degree of ionicity depends not only on the differences in electronegativities, but also on whether or not charge transfer can enhance other stabilizing effects in the cluster, such as aromaticity, or discourage destabilizing effects, such as antiaromaticity.
Super-atom model is a specific way of viewing and rationalizing clusters that
deserves special attention due to its popularity and attractiveness. It is attractive in its simplicity, though also rather restricted in the class of clusters to which it can be straightforwardly applied (Kuznetsov et al. 2002) . The idea is that MOs in clusters can be viewed as analogs of AOs in atoms, and clusters themselves can be viewed as mimics of elements in the periodic table in their chemical behavior (Bergeron et al. 2005; Clayborne et al. 2011; Jena 1992, 1995; ). History began with the milestone discovery of a shell structure in the electronic spectra of small nanoclusters of monovalent alkali atoms such as Na and K (~10 2 or fewer delocalized electrons) by Walter Knight and co-workers (Knight et al. 1984 ). This was later followed by observations of shell structures in Al, Ga, In, Zn and Cd clusters Lermé et al. 1999; Poudel et al. 2008; Ruppel and Rademann 1992; Schriver et al. 1990 ) as well as cluster ions of Cu, Ag and Au ).
With certain aggregates of atoms, the resulting cluster can exhibit atom-like properties which are determined by the number of valence electrons. In particular, metallic clusters are characterized by the presence of delocalized electrons. The properties of the metal The Al 12 C cluster would be energetically stable and chemically inert. The electronic structure of Al 12 C within the jellium framework corresponds to the shell structure, 1s 2 1p 6 1d 10 2s 2 1f 14 2p 6 . The theoretical studies confirmed an increase in binding energy as an Al in Al 13 was replaced by C, and a corresponding decrease in reactivity Jena 24 1992, 1995) . The model is indeed instrumental in predicting some cluster reactivity and even superconductivity. Reactivity-wise, for example, it was found that Al 7 -with 22 valence electrons can form stable compounds by combining with atoms that need 4 or 2 electrons to fill their shells, so that the Al 7 -cluster could close the shell of 18 or 20 electrons (Reveles et al. 2006) . Also, stable super-atoms are more likely to serve as building blocks for materials.
Very recently, magnetic super-atom clusters have been reported ). This joint theoretical and experimental discovery indicated that the VNa 8 superatom in particular has a magnetic moment of 5.0 µ B . It is a very exciting finding, since stable species with high magnetic moments could become viable building blocks for magnetic materials.
The super-atom model is, in fact, an intuitive representation of populations of MOs applicable to metallic clusters. Simply stated, if there is no partial population of a degenerate MO in the cluster, it is going to be a "magic number". It is best applied to metallic clusters, in which all valence MOs are delocalized over the entire cluster, and resemble most the hydrogen-like AOs. In clusters that tend to be 2-D and exhibit partially covalent bonding, this picture becomes less intuitive, although it is, of course, still correct to say that complete population of degenerate MOs leads to higher symmetry and stability.
Cluster-based technologies and opportunities
The understanding of chemical bonding in clusters is ultimately needed for the development of applications of clusters in materials. Such understanding must be backed by the electronic structure rationale. Opportunities for cluster material science are virtually infinite, and many of them will emerge in the years to come. Here, we will highlight just a few exciting applications, illustrating the power of understanding electronic structure of clusters for rationalization and manipulation of their properties. (Fehlner et al. 2005; Guennic et al. 2004 ).
New inorganic ligands
Superconductivity in metal clusters. This exciting application utilizes
slightly larger clusters than those discussed in the previous section, however, the jellium model is suitable for their analysis. The property of superconducting property in clusters is strongly dependent on the physical size of the system (Bezryadin et al. 2000; Bose et al. 2010; Bose et al. 2005; Guo et al. 2004; Hsu et al. 2006; LeClair et al. 2005; Li et al. 2008; Li et al. 2005; Li et al. 2003; Moshchalkov et al. 1995; Reich et al. 2003) .
According to the Bardeen-Cooper-Schrieffer (BCS) theory, the occurrence of superconductivity is associated with the appearance of an energy gap at the Fermi energy, which corresponds to the energy needed to break up Cooper pairs. The BCS theory implicitly assumes that the size of the system exceeds the London penetration depth and the coherence length of the Cooper pairs (i.e. the size should be a few hundred nanometers). The "critical sizes" supporting superconductivity have been investigated experimentally in thin films (Ralph et al. 1997) , in nanowires (Zgirski et al. 2005 ) and in 27 nanoparticles (Bose et al. 2005; Reich et al. 2003) . In small systems, superconductivity will be suppressed when the electron level separation near the Fermi energy is comparable to the BCS energy gap (Smith and Ambegaokar 1996; von Delft et al. 1996) . This is known as the Anderson criterion.
If the clusters possess a shell structure (super-atoms), a special kind of superconductivity may be possible in very small nanoclusters, even if the Anderson criterion is not met (de Heer 1993; Kresin 2012; Kresin and Ovchinnikov 2008, 2012) .
As discussed previously, metallic clusters are characterized by the presence of (Bohr et al. 1958; Migdal 1959; Ring and Schuck 2004) , except for the pairing mechanism which is caused by phonon-mediated electron-electron interaction in clusters (similar to that used in bulk superconductors) . The importance of shell structure for pairing was pointed out by Friedel (Friedel 1992) , who also recognized that the shell structure could lead to a high temperature superconducting state.
Because of the shell structure, the value of T c can be very high. For example, theoretical calculations for the Ga 56 cluster yielded T c~1 45 K, which greatly exceeds the bulk value of T c for the same metal (T c~1 .1 K) (Kresin 2012) . In the articles (Kresin 2012; Kresin and Ovchinnikov 2008) it is shown that the most favorable values of T c are obtained when: 1) for clusters "Fermi levels" characterized by large values of the orbital momentum, L, and 2) a relatively small energy spacing between the highest occupied and lowest unoccupied shells. In the first situation, large values of L correspond to large degeneracies [degeneracy is proportional to (2L+1)], which lead to a van Hove-like singularity in the density of states, driving up the value of T c (BCS theory predicts an increase in the value of T c with density of states at the Fermi level). Thus, to satisfy 1), large clusters are desirable, however, the requirement of a shell structure implies that clusters cannot be too large. Sizes of ~10 2 atoms appear to be most suitable . The highest values of T c have been predicted for certain magic clusters, and for near-magic clusters .
Superconductivity has been observed experimentally in molecular metal-cluster compounds (Bakharev et al. 2003; Bono et al. 2007 ) (Ga 84 cluster), in crystalline cluster compounds (Hagel et al. 2002) , and in pure (i.e., ligand-free), size-selected, metal clusters in the gas phase (Cao et al. 2008 ). In the latter case, the heat capacities of Al 45 -and Al 47 -clusters were measured and T c was found to be as high as 200 K. Smaller "magic" clusters, such as Al 13 -considered earlier, do not exhibit superconducting properties, because of an insufficient degeneracy of MOs at the Fermi level, as required for superconductivity.
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Clusters alone cannot generate useful macroscopic superconducting currents unless they are assembled into a macroscopic structure. It has been suggested by Friedel and others that macroscopic superconductors could be created by forming a cluster crystal whereby macroscopic conduction occurs through Josephson tunneling between the clusters (Friedel 1992) . A theoretical analysis of such superconducting tunneling networks can be found in . The idea of cluster-assembled solids, whereby highly stable and symmetrical nanostructures can be realized, has been achieved in the case of C 60 clusters. The self-assembly of C 60 clusters leads to the formation of fullerite solid (Kratschmer et al. 1990) . If the clusters are stabilized (as is the case when metal clusters are ligand-stabilized), this self-assembly approach enables new possibilities for building new materials. In these systems, there typically exists strong covalent bonding between the constituent atoms of the cluster and weaker Van der Waals interactions between the neighboring clusters.
Cluster motors.
There is a single unprecedented discovery of a cluster working as a tiny photo-driven motor. Medium-size B n clusters (B 11 -, B 13 + , B 19 + , etc.) are flat and bicyclic (MartÃnez-Guajardo et al. 2011; Piazza et al. 2012; . Of these clusters, B 13 + is unique. It was found that the inner ring undergoes a lowbarrier rotation with respect to the outer ring ( Figure 13A , blue line). What is interesting about it is that the intra-cluster rotation involves minimal perturbation in the chemical bonding of the system, as expected from the small magnitude of the barrier: only delocalized σ-electron density undergoes relocation. The cluster has a small dipole moment of 0.4 Debye, and its vector rotates upon intra-cluster rotation. The rotation 30 occurs in the clockwise and counter-clockwise directions with equal probability, and the second law of thermodynamics is not violated. Notice now that the σ-electron density can be pulled around the cluster using circularly polarized light. In this case, the ground state Hamiltonian involves the applied electric field, and the ground state solution should exhibit a broken symmetry with respect to the direction of the intra-cluster rotation . Indeed, as shown in Figure 13A (red line), the potential energy surface for the rotation is distorted in the presence of the electric field pointing perpendicular to the dipole moment: the barrier to the rotation to the left is eliminated, and the barrier to the rotation to the right grows roughly by the factor of 3. The Born-Oppenheimer molecular dynamics simulations done in the presence of a rotating electric field of 3THz indeed confirms the existence of the photo-driven cluster motor. The rotation is now unidirectional ( Figure 13B ). Photo-driven molecular motors are not unusual. However, what makes B 13 + so distinct is that it is the first cluster motor, and it does not involve electronic excitations and internal conversion through a conical intersection back to the original geometry, but instead it is driven purely on the ground state (i.e. with minima energy dissipation).
The hope is that materials could be found where such clusters could be incorporated without the loss of their motor properties. For example, surface-deposition without binding too strongly to the surface could be a means. Also, the discovered mechanism of driving the motor by dragging non-uniformly distributed delocalized electron density could be attainable in other cluster systems. This phenomenon opens the door to the design of highly efficient engines that harness energy from electromagnetic radiation by converting it into mechanical or electrical work.
Clusters in catalysis.
Clusters are natural suspects for having catalytic
properties. This is well-recognized, as can be seen even just from the publications on catalytic properties of clusters toward the reaction of CO oxidation Arenz et al. 2006; Metiu 2006, 2008; Haruta and Date 2001; Heiz et al. 1999; Kaden et al. 2009; Landman et al. 2007; Lee et al. 2004; Lopez and Norskov 2002; Molina and Hammer 2005; Remediakis et al. 2005; Sanchez et al. 1999; Tang and Henkelman 2009; Valden et al. 1998; Yoon et al. 2005; Yoon et al. 2012; Zhai et al. 2010; Zhang and Alexandrova 2013) . Indeed, many corner and edge sites and the availability of dangling orbitals for potential substrate binding, high strain for higher reactivity, and tunability of the electronic structure of clusters via their size, composition, and the environment all point at their potential to be good catalysts.
While catalysis now has a history of "going nano", the sub-nano regime only recently picked up momentum. In order to harvest the catalytic properties of small clusters of specific sizes, clusters have to be immobilized and secured, for example on supporting surfaces, in the pores of zeolites or metal-organic frameworks, or in pockets of polymers and biomolecules. Here, we focus on surface-deposited clusters as a prominent case. As an inspirational example, Zhai et al. (Zhai et al. 2010 ) studied clusters of Pt of a variety of sizes deposited on silica. This system exhibits interesting catalytic activity toward the water-gas shift reaction. Intriguingly, when the system is chemically treated to undergo a shift in cluster size distribution toward smaller clusters, the catalytic activity sky-rockets. This indicates that catalysis is primarily due to the smaller clusters in 33 the system. The smallest size is also where clusters exhibit the most unusual and tunable chemical bonding phenomena, as articulated above.
Anderson et al. (Kaden et al. 2009; Lee et al. 2004 ) address the electronic structure -catalytic property dependences explicitly. They prepared size-selected clusters of Pd and Au deposited on TiO 2 (110), and measured their catalytic activity toward the reaction of CO oxidation as a function of cluster size (Figure 14) . The dependencies were found to be highly nonlinear, and not extrapolatable to larger nanoparticles. In addition, the dependencies of catalytic activity for Pd n and Au n are different and almost anticorrelated. For example, there is an activity rise going from Pd 1 to Pd 2 , but a dip going from Au 1 to Au 2 , a dip at Pd 4 and Pd 5 , but a rise at Au 3 and Au 4 , etc. The erratic character of dependence for Pd n correlates with the X-Ray photoelectron spectroscopy (XPS) shift observed for the core 3d-electrons of Pd (red line in Figure 14A ), and this is a clear signal that the catalytic activity is a function of the electronic properties of the clusters.
Understanding the electronic structure of deposited clusters that underlie such properties is most desirable. Catalysis on sub-nano clusters is the area where the electronic structure rationale should become the most prominent tool of the future. Au n behave completely differently when deposited on titania and other oxides.
Being more electronegative, they preferentially bind to surface O-vacancies that carry two extra electrons (Yoon et al. 2005) . Au clusters are 3D on the surface. Transmitting electrons from the vacancy to the antibonding orbitals of the bound substrate (activation) is then at the heart of the catalytic mechanism. The shape of the cluster's HOMO becomes the most important electronic structure element governing cluster activity.
These stories are a beautiful beginning. We start being able to understand properties of selected surface-deposited clusters. As a dream for the near future: can we understand enough to design our clusters, and can we directly map our efforts at wave function design onto rational catalyst design? Figure 15 . Chemical bonding in flat Pd 4 deposited on titania is explained: (A) Structure changes from 3D in the gas phase to 2D when the cluster is deposited on itania surface;
(B) together with this, double s-aromaticity emerges in the cluster, which should correlate with specific stability and reactivity; (C) the flattening is facilitated by the matching with the surface oxygen atoms to which Pd binds .
Conclusions
Our understanding of chemical bonding in clusters is gaining momentum, but still has a long way to go before those concepts become fully instrumental in applications of ii. Partial covalency. Covalency is possible even in all-metal clusters, driven by AO-hybridization, if energetically feasible. Covalency drives clusters toward less symmetric shapes, and thus opposes aromaticity. It also constitutes a stronger bonding effect than aromaticity/antiaromaticity, and can override the effect of delocalized bonding in defining cluster shapes.
iii. Partially ionic bonding. Ionicity, resulting from intra-cluster charge transfer, correlates with relative electronegativities of the constituent elements. However, it can be more or less pronounced, depending on the character of chemical bonding attained in the cluster through charge transfer. Ionicity is stronger when charge transfer contributes to stabilizing bonding effects, such as aromaticity, and is weaker when charge transfer supports destabilizing effects, such as antiaromaticity. 
