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Introduzione
Questa tesi nasce dall’intento di comprendere meglio un operatore a derivate parziali
usato per formulare e risolvere un problema fisico quale la propagazione del calore, l’o-
peratore del calore.
Prima di inoltrarci nell’ elaborato vero e proprio stabiliamo le notazioni.
Nel capitolo 1 richiamiamo utili teoremi come quello di Integrazione per parti e quello
della Divergenza.
Nel capitolo 2 introduciamo l’operatore del calore e le funzioni caloriche mostrandone
alcuni esempi.
Di seguito, deduciamo la soluzione fondamentale dell’operatore H evidenziandone alcune
importanti proprietà.
Procediamo, poi, con l’introduzione dell’Identità di Green per l’operatore del calore e da
questa ricaviamo la formula di media per le funzioni caloriche.
Grazie a tale formula di media evidenziamo una cruciale proprietà delle funzioni calori-
che: la loro regolarità C∞.
Alla fine del capitolo 2 deduciamo un’espressione migliorata per la formula di media
calorica avente come vantaggio quello di avere un nucleo limitato.
Nel capitolo 3 ci dedichiamo interamente ad alcune conseguenza dell’espressione miglio-
rata appena dimostrata: ricaviamo in modo diretto la disuguaglianza di Harnack e il
principio di massimo forte.
Nel capitolo 4 studiamo il problema di Cauchy relativo all’operatore del calore sot-
tolineandone la buona posizione: mostriamo, infatti, esistenza, unicità e dipendenza
continua dai dati iniziali della soluzione.
Nell’ultimo capitolo analizziamo i teoremi di Liouville per le funzioni caloriche.
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Notazioni
Nel seguito stabiliamo le notazioni che useremo nei prossimi capitoli.
Sia N ∈ N, RN denota l’insieme delle n-uple ordinate
x = (x1, ..., xN )
dove xj ∈ R per j = 1, ..., N .
Dati x = (x1, ..., xN ) e y = (y1, ..., yN ) due vettori di RN e λ ∈ R allora definiamo
x+ y = (x1 + y1, ..., xN + yN )
λx = (λx1, ..., λxN ).
Dati, inoltre, x e y come sopra è possibile definire un prodotto interno di x e y in RN
come
< x, y >=
N∑
j=1
xjyj .
La norma Euclidea di x = (x1, ..., xN ) è
|x| =
( N∑
j=1
x2j
) 1
2
=
√
< x, x >.
Definiamo, ora, tre operatori importanti, il gradiente, la divergenza e l’operatore di
Laplace.
Il gradiente Euclideo è definito come
∇ := (∂x1 , ..., ∂xN )
dove ∂xj =
∂
∂xj
, j = 1, ..., N.
La divergenza Euclidea, invece, è un operatore che agisce su una funzione F = (f1, ..., fN )
di classe almeno C1 nel seguente modo:
divF =
N∑
j=1
∂xjfj .
3
L’operatore di Laplace in RN è definito come
∆ :=
N∑
j=1
∂2xj .
Sia Ω un aperto di RN , denotiamo con Ck(Ω,R), k ∈ N, lo spazio delle funzioni f : Ω→ R
con la derivata continua fino all’ordine k.
Sia α = (α1, ..., αN ) un multi-indice poniamo
Dα =
∂|α|
∂α1x1 · · · ∂
αN
xN
,
con |α| = α1 + ...+ αN .
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Capitolo 1
Preliminari
1.1 Integrazione per parti e Teorema della Divergenza
Definizione 1.1. Sia Ω ⊆ RN si dice che Ω è un aperto regolare di RN con N > 2 se
i) Ω è un aperto limitato,
ii) la frontiera ∂Ω è una (N-1)-varietà di classe almeno C1,
iii) in ogni punto x0 ∈ ∂Ω esiste la normale esterna.
Definizione 1.2. Dato Ω ⊆ RN e x0 ∈ ∂Ω si dice che esiste la normale esterna in x0 se
esiste ν⊥∂Ω in x0 con |ν| = 1 tale che
i) x0 + tν /∈ Ω ∀t ∈]0, δ[
ii) x0 − tν ∈ Ω ∀t ∈]0, δ[
per un opportuno δ > 0.
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Teorema 1.1. Sia Ω un aperto regolare di RN e sia f ∈ C1(Ω,R). Allora ∀j = 1, ..., N∫
Ω
∂xjfdx =
∫
∂Ω
fνjdσ
dove νj indica la j-esima componente della normale esterna.
Un teorema analogo al Teorema 1.1 è il Teorema sulla Divergenza.
Teorema 1.2 (Teorema della Divergenza). Sia Ω un aperto regolare di RN e sia
F ∈ C1(Ω,RN ). Allora ∫
Ω
divFdx =
∫
∂Ω
< F, ν > dσ.
Dimostrazione. ∫
Ω
divFdx =
N∑
j=1
∫
Ω
∂Fj
∂xj
dx =
N∑
j=1
∫
∂Ω
Fjνjdσ =
portando la sommatoria all’interno del segno d’integrale si ottiene il prodotto interno
Euclideo quindi
=
∫
∂Ω
< F, ν > dσ.
Esempio (Area della superficie sferica). Definiamo con B(α, r)=palla euclidea di centro
α e raggio r = {x ∈ RN | |x− α| < r}.
|B(α, r)| =
∫
B(α,r)
dx = (x = α+ ry, dx = rNdy) =
∫
B(0,1)
rNdy = rN
∫
B(0,1)
dy =
= rN |B(0, 1)| = rNωn
Quindi |B(α, r)| = rNωn dove ωn = |B(0, 1)|.
D’altra parte, considerando la funzione F (x) = x−αN con x ∈ R
N si ottiene
divF =
N∑
j=1
∂xj
xj − α
N
=
N∑
j=1
1
N
= 1.
Utilizzando, quindi, il Teorema 1.2 si ottiene:
|B(α, r)| =
∫
B(α,r)
dx =
∫
B(α,r)
divF (x)dx =
∫
B(α,r)
div(
x− α
N
)dx =
=
∫
∂B(α,r)
<
x− α
N
, ν > dσ =
6
dato che per ogni punto x ∈ ∂B(α, r) la normale esterna a B(α, r) risulta data da
ν = x−α|x−α|
=
∫
∂B(α,r)
<
x− α
N
,
x− α
|x− α|
> dσ =
∫
∂B(α,r)
r
N
dσ =
r
N
∫
∂B(α,r)
dσ =
r
N
|∂B(α, r)|.
Dalle due formule sopra ottenute si ha:
rNωn =
r
N
|∂B(α, r)|
Quindi
|∂B(α, r)| = NrN−1ωn.
Si osserva, inoltre, che
|∂B(α, r)| = d
dr
|B(α, r)|.
1.2 Formula di Coarea
Sia Ω un aperto di RN e sia F ∈ C1(Ω,R). Per ogni t ∈ R poniamo
Mt := {x ∈ Ω |F (x) = t}.
Dato t ∈ R si dice che t è un livello critico per F se esiste x ∈ Ω tale che
F (x) = t e ∇F (x) = 0.
Allora, se t ∈ R non è un livello critico di F, Mt è una (N-1)-varietà di RN di classe C1.
Il Lemma di Sard ci assicura che l’insieme
{t ∈ R | t è un livello critico di F}
ha misura nulla; di conseguenza per quasi ogni t ∈ R
Mt = ∅ oppure Mt = (N-1)-varietà di classeC1.
Teorema 1.3 (Teorema di Federer della Coarea). Sia Ω aperto di RN , sia F ∈ C1(Ω,R)
e sia f : Ω→ R misurabile nel senso di Lebesgue allora∫
Ω
f(x)dx =
∫
R
(∫
{F=t}
f(x)
dσ(x)
|∇F (x)|
)
dt.
Esempio (di applicazione). Consideriamo la funzione F : RN\{0} → R, F (x) = |x|.
Si osserva che F ∈ C∞(RN\{0},R) e |∇F (x)| =
∣∣∣∣ x|x| ∣∣∣∣ = 1.
Nel seguente caso Mt = {x ∈ RN\{0} | |x| = t} = ∂B(0, t).
Dal Teorema 1.3 si ha:∫
RN
f(x)dx =
∫
RN\{0}
f(x)dx =
∫
R
(∫
∂B(0,t)
f(x)dσ(x)
)
dt.
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In conclusione si ottiene,∫
RN
f(x)dx =
∫ ∞
0
(∫
∂B(0,ρ)
f(x)dσ(x)
)
dρ.
Da questa formula si deduce direttamente∫
B(0,r)
f(x)dx =
∫ r
0
(∫
∂B(0,ρ)
f(x)dσ(x)
)
dρ.
Inoltre, se la funzione f è una funzione radiale, cioè f(x) = f(|x|) si ha∫
RN
f(x)dx =
∫ ∞
0
(∫
∂B(0,ρ)
f(|x|)dσ(x)
)
dρ =
∫ ∞
0
f(ρ)
(∫
∂B(0,ρ)
dσ(x)
)
dρ =
=
∫ ∞
0
f(ρ)Nωnρ
N−1dρ = Nωn
∫ ∞
0
ρN−1f(ρ)dρ.
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Capitolo 2
L’operatore del calore
2.1 Operatore del calore e funzioni caloriche
L’operatore differenziale del secondo ordine
H := ∆− ∂t, dove ∆ = ∆x :=
N∑
j=1
∂2xj
è chiamato operatore del calore in RN+1 = RN × R. In questo capitolo denoteremo i
punti di RN+1 con z = (x, t), x = (x1, ..., xN ) ∈ RN e t ∈ R.
Dato Ω aperto di RN+1, la funzione
u : Ω −→ R,
è detta calorica in Ω se
i) u ∈ C2,1(Ω,R) cioè le funzioni ∂xju, ∂xixju, ∂tu esistono in ogni punto di Ω e sono
continue in Ω, per ogni i, j = 1, ..., N.
ii)
Hu(z) = ∆u(z)− ∂tu(z) = 0 ∀z ∈ Ω.
L’insieme delle funzioni caloriche in Ω è denotato con
C(Ω).
Ovviamente, C(Ω) è un sottospazio lineare di C2,1(Ω,R), cioè dati u, v ∈ C(Ω) e λ, µ ∈ R
allora λu+ µv ∈ C(Ω).
Osserviamo inoltre che l’operatore del calore è invariante per traslazioni, cioè, dato
u ∈ C2,1(Ω,R) e β ∈ RN+1 si ha
H(u(z + β)) = (Hu)(z + β) ∀z ∈ −β + Ω.
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Inoltre, H è un operatore omogeneo di grado due rispetto alle dilatazioni caloriche, cioè
date le dilatazioni anisotropiche
δλ : RN+1 −→ RN+1, δλ(z) = δλ(x, t) = (λx, λ2t), λ > 0. (2.1)
si ha
H(u(δλ(z))) = λ
2(Hu)(δλ(z))
per ogni λ > 0 e z ∈ RN+1 tale che δλ(z) ∈ Ω.
Vediamo, ora, alcuni esempi di funzioni caloriche.
Esempio. Consideriamo la funzione polinomiale
u : RN+1 −→ R
u(x, t) =< Ax, x > +bt con A matrice N x N reale e simmetrica e b ∈ R.
Un calcolo diretto mostra che
Hu = 2tr(A)− b.
Quindi u è calorica in RN+1 se e solo se b = 2tr(A).
Osservazione 1. Ogni funzione polinomiale u : RN+1 −→ R omogenea di grado due
rispetto alla dilatazione (2.1) può essere scritta nel seguente modo
u(x, t) =< Ax, x > +bt.
Esempio. Consideriamo la funzione esponenziale
u : RN+1 −→ R
u(x, t) = exp(< α, x > +bt) con α ∈ RN e b ∈ R.
Un calcolo diretto mostra che
Hu = (|α|2 − b)u.
Quindi u è calorica in RN+1 se e solo se b = |α|2.
Esempio. Consideriamo la funzione esponenziale
u(x, t) = exp(i < α, x > +bt) = ebt(cos < α, x > +i sin < α, x >) con α ∈ RN e b ∈ R.
Un calcolo diretto mostra che
Hu = (−|α|2 − b)u.
Quindi u è calorica se e solo se b = −|α|2.
Osservazione 2. La funzione complessa
u(x, t) = exp(i < α, x > −|α|2t)
è calorica, e la sua parte reale
v(x, t) = e−|α|
2t cos(< α, x >)
e la sua parte immaginaria
w(x, t) = e−|α|
2t sin(< α, x >)
sono funzioni reali caloriche in RN+1.
10
2.2 Soluzione fondamentale di H
Abbiamo osservato che la funzione complessa
u(x, t) = exp(i < α, x > −|α|2t)
è calorica.
Consideriamo, ora,
γ(x, t) =
∫
RN
ei<ξ,x>−t|ξ|
2
dξ.
Se t < 0 l’integrale diverge, quindi occorre prendere t > 0, x ∈ RN .
Nel caso t > 0, applicare l’operatore H a γ equivale ad applicare H all’integrale, inoltre,
poiché è possibile portare le derivate sotto al segno d’integrale si ottiene Hγ = 0, cioè
la funzione γ è anch’essa calorica.
In definitiva,
γ(x, t) =
∫
RN
ei<ξ,x>−t|ξ|
2
dξ
è una soluzione dell’operatore del calore in RN×]0,∞[.
Facciamo il cambiamento di variabile
√
tξ = η, ξ = 1√
t
η, dξ = ( 1√
t
)Ndη quindi si ottiene
γ(x, t) =
(
1
t
)N
2
∫
RN
e
i< η√
t
,x>−|η|2
dη =
(
1
t
)N
2
N∏
j=1
∫
R
e
i
xjηj√
t
−η2j dηj
Ora,∫
R
eiyη−η
2
dη =
∫
R
e−(η−
iy
2
)2e−
y2
4 dη = e−
y2
4
∫
R
e−(η−
iy
2
)2dη =
=cambiamento di variabile (η − iy
2
= z) = e−
y2
4
∫
R
e−z
2
dz = e−
y2
4
√
π.
In definitiva,
γ(x, t) =
(
1
t
)N
2
N∏
j=1
√
πe
− 1
4
(
xj√
t
)2
=
(
1
t
)N
2
π
N
2 e
−|x|2
4t =
(
π
t
)N
2
e
−|x|2
4t .
Per ogni fissato t si ha una gaussiana. Vogliamo normalizzare la nostra funzione,
consideriamo allora∫
RN
γ(x, t)dx =
∫
RN
(
π
t
)N
2
e
−|x|2
4t dx =
(
π
t
)N
2
∫
RN
e
−|x|2
4t dx = cambiamento di variabile
=
(
x
2
√
t
= y, x = 2y
√
t, dx = (2
√
t)Ndy
)
=
(
π
t
)N
2
(2
√
t)N
∫
RN
e−y
2
dy =
=
(
π
t
)N
2
(2
√
t)Nπ
N
2 = (2π)N .
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Dividiamo, quindi, γ per (2π)N per normalizzarla,
1
(2π)N
γ(x, t) =
(
1
4πt
)N
2
e
−|x|2
4t .
Definiamo, in conclusione,
Γ : RN+1 −→ R, Γ(x, t) =
{
0 t ≤ 0
( 14πt)
N
2 e
−|x|2
4t t > 0
Γ cos̀ı fatta è chiamata soluzione fondamentale dell’operatore H.
Proposizione 2.1. La funzione Γ ha le seguenti proprietà:
i) Per ogni t > 0 ∫
RN
Γ(x, t)dx = 1;
ii) Γ ∈ L1loc(RN+1);
iii) Γ ∈ C∞(RN+1\{0});
iv) Γ è calorica in RN+1\{0};
v) HΓ = −δ nel senso debole delle distribuzioni.
Dimostrazione. i) Deriva direttamente da come ci siamo costruiti Γ.
ii) Sia K ⊆ RN+1 compatto.
Allora, esistono T1, T2 ∈ R, T1 < T2 tali che K ⊆ RN×]T1, T2[. Si ha, quindi,∫
K
Γ(z)dz ≤
∫
RN×]T1,T2[
Γ(z)dz ≤
∫ T2
T1
(∫
RN
Γ(z)dz
)
dt ≤ per i)
≤
∫ T2
T1
dt = T2 − T1 <∞.
iii) Osserviamo che
Γ(0, t) = (4πt)−
N
2 −−→
t→0
+∞.
Quindi lim sup
z→0
Γ(z) = +∞ ma lim inf
z→0
Γ(z) = 0. Quindi si ha una singolarità in 0.
Abbiamo che Γ ∈ C∞{(x, t) ∈ RN+1 | t 6= 0}.
Se t < 0 Γ = 0, quindi è zero una sua qualsiasi derivata.
Per dimostrare che Γ ∈ C∞(RN+1\{0}) occorre far vedere che per ogni multi-indice
β = (β1, ..., βN+1) e per ogni x0 ∈ RN\{0}, si ha
lim
(x,t)→(x0,0)
DβΓ(x, t) = 0. (2.2)
Per provare (2.2) premettiamo il seguente lemma.
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Lemma 2.2. Sia β = (β1, ..., βN+1) un multi-indice definiamo l’altezza calorica di
β come
|β|c =
N∑
j=1
βj + 2βN+1.
Allora per ogni muti-indice β in RN+1 e per ogni x ∈ RN e t > 0 risulta
DβΓ(x, t) = t−
|β|c
2 pβ
(
x√
t
)
Γ(x, t)
dove pβ
(
x√
t
)
è una funzione polinomiale in RN .
Dimostrazione del lemma. Ricordiamo che per t > 0
Γ(x, t) = (4πt)−
N
2 e
−|x|2
4t
Allora
∂xjΓ(x, t) = Γ(x, t)
(
xj
2t
)
= t−
1
2 Γ(x, t)pj
(
x√
t
)
=
(
in questo caso
β = (0, ..., 1j , ..., 0, 0) quindi |β|c = 1
)
= t−
|β|c
2 Γ(x, t)pβ
(
x√
t
)
∂xixjΓ(x, t) = Γ(x, t)
(
− δij
2t
+
xixj
4t2
)
= t−1Γ(x, t)
(
− δij
2
+
xixj
4t
)
=
(
in questo
caso β = (0, ..., 1i, 0, ..., 1j , 0..., 0, 0) quindi |β|c = 2
)
= t−
|β|c
2 Γ(x, t)pβ
(
x√
t
)
∂tΓ(x, t) = Γ(x, t)
(
− N
2t
+
|x|2
4t2
)
= t−1Γ(x, t)
(
− N
2
+
|x|2
4t
)
=
(
in questo caso
β = (0, ..., 0, 1) quindi |β|c = 2
)
= t−
|β|c
2 Γ(x, t)pβ
(
x√
t
)
Dal lemma 5.1 si ha che per ogni (x, t) con t > 0
DβΓ(x, t) = t−
|β|c
2
−N
2 pβ
(
x√
t
)
(4π)−
N
2 e−
|x|2
4t = O
(
t−
|β|c
2
−N
2
−q+m
)
con q ∈ N che dipende dal polinomio e m ∈ N più grande di tutto il resto quindi
DβΓ(x, t) = O
(
t−
|β|c
2
−N
2
−q+m
)
−−→
t→0
0
13
iv) Sappiamo da iii) che Γ ∈ C∞(RN+1\{0}), inoltre utilizzando il lemma precedente
possiamo calcolare ∆Γ(x, t); infatti
∆Γ(x, t) =
N∑
j=1
∂2xjΓ(x, t) =
N∑
j=1
Γ(x, t)
(
x2j
4t2
− 1
2t
)
= Γ(x, t)
(
|x|2
4t2
− N
2t
)
.
Sempre dal lemma precedente abbiamo che
∂tΓ(x, t) = Γ(x, t)
(
− N
2t
+
|x|2
4t2
)
In conclusione, abbiamo che
HΓ(x, t) = (∆− ∂t)Γ(x, t) = Γ(x, t)
(
|x|2
4t2
− N
2t
− |x|
2
4t2
+
N
2t
)
= 0
Abbiamo quindi dimostrato che Γ(x, t) è calorica in RN+1\{0}.
v) Consideriamo ϕ funzione test.
Vogliamo provare che HΓ = −δ con δ =delta di Dirac.
Osserviamo che
HΓ = −δ ⇔< HΓ, ϕ >= − < δ, ϕ >= −ϕ(0)⇔< Γ, H∗ϕ >= −ϕ(0)
con H∗ aggiuno dell’operatore del calore=∆ + ∂t.
Dobbiamo quindi dimostrare che∫
RN+1
Γ(z)H∗ϕ(z)dz = −ϕ(0) ∀ϕ ∈ C∞0 (RN+1,R).
∫
RN+1
Γ(z)H∗ϕ(z)dz =
∫
RN×]0,+∞[
Γ(x, t)H∗ϕ(x, t)dxdt =
poiché Γ è localmente sommabile
= lim
ε→0
∫ +∞
ε
(∫
RN
Γ(x, t)H∗ϕ(x, t)dx
)
dt
D’altra parte∫ +∞
ε
(∫
RN
Γ(x, t)H∗ϕ(x, t)dx
)
dt =
∫ +∞
ε
(∫
RN
Γ(x, t)∆ϕ(x, t)dx
)
dt
+
∫
RN
(∫ +∞
ε
Γ(x, t)∂tϕ(x, t)dt
)
dx
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Integrando per parti rispetto a x nel primo integrale e rispetto a t nel secondo
∫ +∞
ε
(∫
RN
∆Γ(x, t)ϕ(x, t)dx
)
dt−
∫
RN
Γ(x, ε)ϕ(x, ε)dx
−
∫
RN
(∫ +∞
ε
∂tΓ(x, t)ϕ(x, t)dt
)
dx =
∫ +∞
ε
∫
RN
HΓ(x, t)ϕ(x, t)dxdt
−
∫
RN
Γ(x, ε)ϕ(x, ε)dx = (Γ è calorica in RN+1+ ) =
−
∫
RN
Γ(x, ε)ϕ(x, ε)dx.
Allora
lim
ε→0
∫ +∞
ε
(∫
RN
Γ(x, t)H∗ϕ(x, t)dx
)
dt = lim
ε→0
−
∫
RN
Γ(x, ε)ϕ(x, ε)dx.
Osserviamo che∫
RN
Γ(x, ε)ϕ(x, ε)dx− ϕ(0, 0) =
∫
RN
(
Γ(x, ε)
)(
ϕ(x, ε)− ϕ(0, 0)
)
dx =(
cambiamento di variabile x = 2
√
εy,
dx = (2
√
ε)Ndy
)
= (π)−
N
2
∫
RN
e−|y|
2
(
ϕ(2
√
εy, ε)− ϕ(0, 0)
)
dy.
Possiamo passare il limite sotto al segno d’integrale, quindi otteniamo
lim
ε→0
∫
RN
Γ(x, ε)ϕ(x, ε)dx− ϕ(0, 0) =
(
1
π
)N
2
∫
RN
lim
ε→0
e−|y|
2
(
ϕ(2
√
εy, ε)− ϕ(0, 0)
)
dy
=0
2.3 Identità di Green per H
In questo paragrafo vogliamo introdurre la formula di reciprocità per l’operatore del
calore H, dalla quale, poi, ricaveremo l’ identità di Green.
Per ottenere la formula di reciprocità è cruciale usare H∗, l’operatore aggiunto di H:
H∗ = ∆ + ∂t.
Risulta fondamentale, inoltre, ricordare la formula di reciprocità per l’operatore di
Laplace.
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Proposizione 2.3 (Formula di reciprocità per l’operatore di Laplace.). Dato Ω aperto
regolare di RN di classe Ck, k ≥ 1 e u, v ∈ C2(Ω,R), si ha:
div(v∇u− u∇v) = v∆u− u∆v. (2.3)
Dimostrazione. Iniziamo calcolando div(v∇u).
div(v∇u) =
N∑
j=1
∂xj (v∂xju) =
N∑
j=1
v∂2xju+ ∂xjv∂xju = v∆u+ < ∇v,∇u > .
Quindi si ha
div(v∇u) = v∆u+ < ∇v,∇u > .
Analogamente, invertendo il ruolo di u e v, si ottiene
div(u∇v) = u∆v+ < ∇u,∇v > .
Sottraendo membro a membro otteniamo
div(v∇u− u∇v) = v∆u+ < ∇v,∇u > −u∆v− < ∇u,∇v >= v∆u− u∆v.
Ora siamo pronti per ricavare la formula di reciprocità per l’operatore del calore H.
Siano u, v ∈ C2,1(Ω,R) con Ω aperto di RN+1, si ha:
uH∗v − vHu = u(∆x + ∂t)v − v(∆x − ∂t)u = u∆xv − v∆xu+ u∂tv + v∂tu =
utilizzando la formula di reciprocità per l’operatore di Laplace 2.3
= divx(u∇xv − v∇xu) + ∂t(uv).
Abbiamo cos̀ı ottenuto la formula di reciprocità per l’operatore del calore
uH∗v − vHu = divx(u∇xv − v∇xu) + ∂t(uv). (2.4)
Dato che nel membro di destra dell’equazione (2.4) compare una divergenza è possi-
bile integrare usando il Teorema della Divergenza, ricordato nel capitolo precedente.
Consideriamo a tal proposito Ω aperto regolare di RN+1.
Denotiamo, poi, con
ν = (νx, νt), νx ∈ RN , νt ∈ R,
la normale esterna a Ω, e con
∂
∂νx
:=< ∇x, νx >
la derivata normale rispetto a νx.
Allora, date u, v ∈ C2,1(Ω,R), dalla formula di reciprocità (2.4) integrando su Ω e usando
il Teorema sulla Divergenza otteniamo∫
Ω
(uH∗v − vHu)dz =
∫
∂Ω
((
u
∂v
∂νx
− v ∂u
∂νx
)
+ uvνt
)
dσ. (2.5)
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La formula (2.5) appena trovata è chiamata identità di Green per l’operatore H.
Se prendiamo v = 1 in (2.5) abbiamo∫
Ω
Hudz =
∫
∂Ω
(
∂u
∂νx
− uνt
)
dσ. (2.6)
In particolare, se u ∈ C2,1(Ω,R) e u è calorica in Ω allora∫
∂Ω
(
∂u
∂νx
− uνt
)
dσ = 0.
2.4 Formula di media per le funzioni caloriche
L’obiettivo si questo paragrafo è quello di mostrare che le funzioni caloriche soddisfano
una formula di media.
A tal proposito è bene introdurre alcuni concetti nuovi.
Definizione 2.1 (Palla del calore). Per ogni z ∈ RN+1 e r > 0 possiamo definire
Ωr(z0) := {z ∈ RN+1 |Γ(z0 − z) >
(
1
4πr
)N
2
}.
Ωr(z0) è chiamata palla del calore di centro z0 e raggio r.
Osservazione 3. z0 ∈ ∂Ωr(z0).
Osservazione 4. Sia z0 = (x0, t0) allora abbiamo
Ωr(z0) = {(x, t) ∈ RN+1 |0 < t0 − t < r, |x0 − x|2 < 2N(t0 − t) log
(
r
t0 − t
)
}.
Osservazione 5. ∂Ωr(z0)\z0 è una varietà di classe C∞ e di dimensione N , mentre
∂Ωr(z0) è una varietà di classe C
1.
Definizione 2.2. Dato z = (x, t) con t 6= 0 possiamo definire
W (z) = W (x, t) :=
1
4
(
|x|
t
)2
.
Ora siamo pronti per introdurre la formula di Poisson-Jensen calorica.
Da questa ne dedurremo, poi, la formula di media per le funzioni caloriche.
Teorema 2.4 (Formula di Poisson-Jensen calorica). Sia Ω ⊆ RN+1 aperto e sia
u ∈ C2,1(Ω,R). Allora, per ogni z0 ∈ Ω e r > 0 tale che Ωr(z0) ⊆ Ω, si ha
u(z0) = Mr(u)(z0)−Nr(Hu)(z0), (2.7)
17
dove
Mr(u)(z0) :=
(
1
4πr
)N
2
∫
Ωr(z0)
u(z)W (z0 − z)dz
e
Nr(f)(z0) :=
N
2r
N
2
∫ r
0
ρ
N
2
−1
(∫
∂Ωρ(z0)
(
Γ(z0 − z)−
(
1
4πρ
)N
2
)
f(z)dz
)
dρ.
Dimostrazione. Per prima cosa per ogni ε > 0 definiamo
Aε := Ωr(z0) ∩ {t < t0 − ε}.
Consideriamo, quindi, l’identità di Green per H in Aε per la coppia di funzioni u e v
dove
v := Γ(z0 − z).
Quindi si ha
−
∫
Aε
vHudz =
∫
∂Aε
((
u
∂v
∂νx
− v ∂u
∂νx
)
+ uvνt
)
dσ (2.8)
Osserviamo che ∂Aε = ∂εΩr(z0) ∪Σε dove
∂εΩr(z0) = ∂Ωr(z0) ∩ {t ≤ t0 − ε}
e
Σε = Ωr(z0) ∩ {t = t0 − ε}.
Quindi (2.8) diventa
−
∫
Aε
vHudz =
∫
∂εΩr(z0)
((
u
∂v
∂νx
− v ∂u
∂νx
)
+ uvνt
)
dσ
+
∫
Σε
((
u
∂v
∂νx
− v ∂u
∂νx
)
+ uvνt
)
dσ =
= J1ε + J
2
ε .
(2.9)
Iniziamo analizzando il termine di sinistra dell’equazione (2.9); dato che v ∈ L1loc(RN+1)
abbiamo
lim
ε→0
−
∫
Aε
vHudz = −
∫
Ωr(z0)
vHudz.
Consideriamo, ora , il termine J2ε .
Osserviamo preliminarmente, però, che
Σε =Ωr(z0) ∩ {t = t0 − ε} = per l’osservazione 4 =
={x ∈ RN | |x− x0|2 < 2Nε log
(
r
ε
)
}.
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Grazie a quanto appena sottolineato è possibile riscrivere J2ε nel seguente modo:
J2ε =
∫
Bε
u(x, t0 − ε)Γ(x0 − x, ε)dx
dove
Bε = {x ∈ RN | |x− x0| < r(ε)} con r(ε) =
√
2Nε log
(
r
ε
)
.
Consideriamo, ora, il cambiamento di variabile x = x0 − 2
√
εy, dx = (2
√
ε)Ndy allora
otteniamo
J2ε =
(
1
4πε
)N
2
∫
Bε
u(x, t0 − ε)e−
|x−x0|
2
4ε dx =
=
(
1
4πε
)N
2
(4ε)
N
2
∫
|y|< r(ε)
2
√
ε
u(x0 − 2
√
ε, t0 − ε)e|y|
2
dy =
=
(
1
π
)N
2
∫
|y|< r(ε)
2
√
ε
u(x0 − 2
√
ε, t0 − ε)e|y|
2
dy.
Adesso, poiché
r(ε)
2
√
ε
=
√
2Nε log
(
r
ε
)
2
√
ε
=
√
N
2
log
(
r
ε
)
−−−→
ε→0
∞
abbiamo
lim
ε→0
J2ε = lim
ε→0
(
1
π
)N
2
∫
|y|< r(ε)
2
√
ε
u(x0 − 2
√
ε, t0 − ε)e|y|
2
dy =
=
(
1
π
)N
2
∫
RN
u(x0, t0)e
|y|2dy = u(x0, t0)
(
1
π
)N
2
(π)
N
2 =
=u(x0, t0) = u(z0).
Consideriamo, ora, il termine J1ε .
Osserviamo innanzitutto che su ∂εΩr(z0)
v =
(
1
4πr
)N
2
quindi otteniamo
J1ε =
∫
∂εΩr(z0)
u
∂v
∂νx
dσ +
(
1
4πr
)N
2
∫
∂εΩr(z0)
(
uνt −
∂u
∂νx
)
dσ =
= I1ε + I
2
ε .
(2.10)
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Adesso,
I2ε =
(
1
4πr
)N
2
∫
∂εΩr(z0)
(
uνt −
∂u
∂νx
)
dσ =
=
(
1
4πr
)N
2
∫
∂Aε
(
uνt −
∂u
∂νx
)
dσ +
∫
Σε
O(1)dσ = dall’equazione (2.6)
=−
(
1
4πr
)N
2
∫
Aε
Hudz +O((r(ε))N ).
Allora,
lim
ε→0
I2ε = −
(
1
4πr
)N
2
∫
Ωr(z0)
Hudz.
Per valutare I1ε ricordiamo che
ν(z) = − ∇zΓ(z0 − z)
|∇zΓ(z0 − z)|
, z ∈ ∂εΩr(z0).
Di conseguenza
∂v
∂νx
(z) = < ∇xΓ(z0 − z),−
∇xΓ(z0 − z)
|∇xΓ(z0 − z)|
>=
=
1
|∇xΓ(z0 − z)|
<
(
1
4πr
)N
2
e
− |x0−x|
2
4(t0−t)
|x0 − x|
2(t0 − t)
,
(
− 1
4πr
)N
2
e
− |x0−x|
2
4(t0−t)
|x0 − x|
2(t0 − t)
>=
=− 1
|∇xΓ(z0 − z)|
(
1
4πr
)N 1
4
(
|x0 − x|
(t0 − t)
)2
e
(
− |x0−x|
2
4(t0−t)
)2
=
=(z ∈ ∂εΩr(z0)) = −
1
|∇xΓ(z0 − z)|
(
1
4πr
)N[1
4
(
|x0 − x|
(t0 − t)
)2]
=
=− 1
|∇xΓ(z0 − z)|
(
1
4πr
)N
W (z0 − z).
Quindi
lim
ε→0
I(1)ε = lim
ε→0
−
(
1
4πr
)N ∫
∂εΩr(z0)
u(z)W (z0 − z)
1
|∇xΓ(z0 − z)|
dσ(z) =
=−
(
1
4πr
)N ∫
∂Ωr(z0)
u(z)W (z0 − z)
1
|∇xΓ(z0 − z)|
dσ(z).
In conclusione, dall’equazione (2.9) facendo il limite per ε→ 0 si ottiene
−
∫
Ωr(z0)
vHudz =u(z0)−
(
1
4πr
)N ∫
Ωr(z0)
Hudz
−
(
1
4πr
)N ∫
∂Ωr(z0)
u(z)W (z0 − z)
1
|∇xΓ(z0 − z)|
dσ(z)
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quindi
u(z0) =
(
1
4πr
)N ∫
∂Ωr(z0)
u(z)W (z0 − z)
1
|∇xΓ(z0 − z)|
dσ(z)
−
∫
Ωr(z0)
(
Γ(z0 − z)−
(
1
4πr
)N)
Hudz.
Si osserva, inoltre, che l’identità appena trovata è valida per ogni ρ ∈]0, r[ quindi
u(z0) =
(
1
4πρ
)N ∫
∂Ωρ(z0)
u(z)W (z0 − z)
1
|∇xΓ(z0 − z)|
dσ(z)
−
∫
Ωρ(z0)
(
Γ(z0 − z)−
(
1
4πρ
)N)
Hudz.
Moltiplicando entrambi i membri per ρα con α = N2 − 1 e integrando rispetto a ρ tra 0
e r abbiamo
∫ r
0
ραu(z0)dρ =
(
1
4π
)N ∫ r
0
ρα−N
(∫
∂Ωρ(z0)
u(z)W (z0 − z)
1
|∇xΓ(z0 − z)|
dσ(z)
)
dρ
−
∫ r
0
ρα
(∫
Ωρ(z0)
(
Γ(z0 − z)−
(
1
4πρ
)N)
Hudz
)
dρ.
(2.11)
Consideriamo il membro di sinistra di (2.11)
∫ r
0
ραu(z0)dρ =u(z0)
∫ r
0
ρ
N
2
−1dρ = u(z0)
[
2ρ
N
2
N
]r
0
=
=
2
N
r
N
2 u(z0).
Valutiamo, ora, il membro di destra di (2.11)
(
1
4π
)N ∫ r
0
ρα−N
(∫
∂Ωρ(z0)
u(z)W (z0 − z)
1
|∇xΓ(z0 − z)|
dσ(z)
)
dρ
−
∫ r
0
ρα
(∫
Ωρ(z0)
(
Γ(z0 − z)−
(
1
4πρ
)N)
Hudz
)
dρ = V1 + V2.
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V1 =
(
1
4π
)N ∫ r
0
ρ−
N
2
−1
(∫
∂Ωρ(z0)
u(z)W (z0 − z)
1
|∇xΓ(z0 − z)|
dσ(z)
)
dρ =
=
(
1
4π
)N ∫ r
0
ρ−
N
2
−1
(∫
Γ=
(
1
4πρ
)N
2
u(z)W (z0 − z)
1
|∇xΓ(z0 − z)|
dσ(z)
)
dρ =
(
cambiamento di variabile
(
1
4πρ
)N
2
= s, ρ =
1
4π
s−
2
N , dρ = − 2
N
1
4π
s−
2
N
−1ds
)
=
=−
(
1
4π
)N+1 2
N
∫ ( 1
4πr
)
N
2
∞
(
1
4π
)−N
2
−1(∫
Γ=s
u(z)W (z0 − z)
1
|∇xΓ(z0 − z)|
dσ(z)
)
ds =
=
2
N
(
1
4π
)N
2
∫ ∞
(
1
4πr
)
N
2
(∫
Γ=s
u(z)W (z0 − z)
1
|∇xΓ(z0 − z)|
dσ(z)
)
ds =
=
2
N
(4π)−
N
2
∫
Ωr(z0)
u(z)W (z0 − z)dz.
In definitiva, dopo le dovute osservazioni da (2.11) otteniamo
2
N
r
N
2 u(z0) =
2
N
(4π)−
N
2
∫
Ωr(z0)
u(z)W (z0 − z)dz
−
∫ r
0
ρα
(∫
Ωρ(z0)
(
Γ(z0 − z)−
(
1
4πρ
)N)
Hudz
)
dρ
Dividendo entrambi i membri per N2 r
−N
2 si ottiene in conclusione
u(z0) =(4πr)
−N
2
∫
Ωr(z0)
u(z)W (z0 − z)dz
− N
2
r−
N
2
∫ r
0
ρ
N
2
−1
(∫
Ωρ(z0)
(
Γ(z0 − z)−
(
1
4πρ
)N)
Hudz
)
dρ =
=Mr(u)(z0)−Nr(Hu)(z0).
Siamo cos̀ı giunti alla formula di Poisson-Jensen calorica.
Corollario 2.5 (Teorema di Pini-Watson, formula di media per le funzioni caloriche).
Sia Ω ⊆ RN+1 aperto e sia u ∈ C(Ω). Allora, per ogni z0 ∈ Ω e r > 0 tale che Ωr(z0) ⊆ Ω,
si ha
u(z0) = Mr(u)(z0) =
(
1
4πr
)N
2
∫
Ωr(z0)
u(z)W (z0 − z)dz (2.12)
Dimostrazione. Poiché per ipotesi u è calorica si ha che Hu = 0 e di conseguenza
Nr(Hu)(z0) = 0.
Allora la formula di Poisson-Jensen (2.7) diventa
u(z0) = Mr(u)(z0) =
(
1
4πr
)N
2
∫
Ωr(z0)
u(z)W (z0 − z)dz.
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Il teorema è quindi dimostrato.
Partendo dal Teorema di Pini-Watson (Corollario 2.5) è possibile osservare che l’o-
peratore W che compare nella formula (2.12) è chiamato nucleo e risulta essere non
negativo.
Inoltre prendendo u = 1 nella formula (2.12) otteniamo(
1
4πr
)N
2
∫
Ωr(z0)
W (z0 − z)dz = 1
per ogni z0 ∈ RN+1 e per ogni r > 0. Allora, Mr(u)(z0) definito nella formula di
Poisson-Jensen è ben definito ed è finito per ogni funzione continua u definita in un
aperto contenente Ωr(z0).
2.5 Caratterizzazione delle funzioni caloriche mediante la
proprietà di media
L’obiettivo di questo paragrafo è quello di provare che la proprietà di media caratterizza
le funzioni caloriche. A tal fine, iniziamo con il fissare alcune definizioni.
Definizione 2.3. Diciamo che u soddisfa la proprietà di media calorica in Ω se
u(z0) = Mr(u)(z0) ∀z0 ∈ Ω, ∀r > 0 tale che Ωr(z0) ⊆ Ω.
Dato, inoltre, z0 ∈ Ω indichiamo con
R(z0) := sup{r > 0 : Ωr(z0) ⊆ Ω}.
Teorema 2.6. Sia Ω ⊆ RN+1 aperto e sia u ∈ C(Ω,R). Allora sono equivalenti le
seguenti affermazioni:
i) u soddisfa la proprietà di media calorica in Ω,
ii) r −→Mr(u)(z0) è costante in ]0, R(z0)[ ∀z0 ∈ Ω,
iii) u ∈ C∞(Ω,R) e Hu = 0 in Ω.
Dimostrazione. (i) ⇒ (ii) Se u soddisfa la proprietà di media calorica in Ω allora per
definizione per ogni r ∈]0, R(z0)[ e per ogni z0 ∈ Ω si ha Mr(u)(z0) = u(z0) quindi
effettivamente l’applicazione r −→Mr(u)(z0) è costante.
(iii)⇒ (i) Risulta essere verificata per il Teorema di Pini-Watson (Corollario 2.5).
(ii)⇒ (i) Per 0 < r < R(z0), dalla continuità di u si ha
|u(z0)−Mr(u)(z0)| = |Mr(u(z0)− u)(z0)|
≤ sup
Ωr(z0)
|u− u(z0)| −−−→
r→0
0
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Quindi per ogni z0 ∈ Ω abbiamo
lim
r→0
Mr(u)(z0) = u(z0).
Allora, poiché r −→Mr(u)(z0) è costante in ]0, R(z0)[ per ipotesi si ha
u(z0) = Mr(u)(z0) ∀r ∈]0, R(z0)[
quindi (i) è soddisfatta.
(i) ⇒ (iii) Questa è la parte difficile della dimostrazione. Tale prova è basata sui
seguenti lemmi.
Lemma 2.7. Sia u ∈ C(Ω,R) con Ω ⊆ RN+1 aperto. Se u soddisfa la proprietà di
media calorica in Ω allora uε, il mollificatore di Friedrichs di u, soddisfa la proprietà di
media calorica in Ωε := {z ∈ Ω : dist(z, ∂Ω) > ε}.
Dimostrazione. Sia J ∈ C∞0 (RN+1,R) con suppJ ⊆ B(0, 1). Assumiamo, inoltre, J ≥ 0
e
∫
RN+1 J(ζ)dζ = 1.
Poniamo poi
Jε(z) = ε
−N−1J
(
z
ε
)
e definiamo
uε : Ωε −→ R uε(z) =
∫
Ω
u(ζ)Jε(z − ζ)dζ =
∫
B(0,ε)
u(z − ζ)Jε(ζ)dζ.
Se u soddisfa la proprietà di media calorica in Ω allora
u(z) =
(
1
4πr
)N
2
∫
Ωr(z)
u(ζ)W (z − ζ)dζ =
(
1
4πr
)N
2
∫
Ωr(0)
u(z − ζ)W (ζ)dζ
per ogni z ∈ Ω e r ∈]0, R(z)[.
Consideriamo ora z ∈ Ωε e r > 0 tale che Ωr(z) ⊆ Ωε.
Abbiamo
(4πr)
N
2 Mr(uε)(z) =
∫
Ωr(0)
uε(z − ζ)W (ζ)dζ =
=
∫
Ωr(0)
(∫
B(0,ε)
u(z − ζ − η)Jε(η)dη
)
W (ζ)dζ = invertendo gli
integrali =
∫
B(0,ε)
Jε(η)
(∫
Ωr(0)
u(z − ζ − η)W (ζ)dζ
)
dη =
poiché u soddisfa la proprietà di media calorica
= (4πr)
N
2
∫
B(0,ε)
u(z − η)Jε(η)dη = (4πr)
N
2 uε(z).
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In definitiva, dividendo entrambi i membri per (4πr)
N
2 si ha
Mr(uε)(z) = uε(z)
per ogni z ∈ Ωε e r > 0 tale che Ωr(z) ⊆ Ωε; ovvero uε verifica la proprietà di media
calorica in Ωε.
Lemma 2.8. Sia Ω aperto di RN+1 e sia u ∈ C2,1(Ω,R). Se u soddisfa la proprietà di
media calorica allora Hu = 0 in Ω.
Dimostrazione. Ragioniamo per assurdo. Supponiamo quindi che esista z0 ∈ Ω tale che
Hu(z0) 6= 0. Possiamo assumere Hu(z0) > 0, e per continuità esisterà r > 0 tale che
Ωr(z0) ⊆ Ω e Hu(z) > 0 per ogni z ∈ Ωr(z0).
Inoltre dato che Γ(z0 − z) −
(
1
4πρ
)N
2
> 0 se z ∈ Ωρ(z0) si ha che Nr(Hu)(z0) > 0 di
conseguenza dalla formula di Poisson-Jensen calorica otteniamo
u(z0) > Mr(u)(z0).
E questo contraddice la nostra ipotesi.
In definitiva necessariamente Hu(z) = 0 ∀z ∈ Ω.
Utilizzando i lemmi appena introdotti possiamo concludere la dimostrazione del teo-
rema provando effettivamente che (i)⇒ (iii).
Se u soddisfa la proprietà di media calorica allora per il Lemma (2.7) si ha che esiste
uε il mollificatore di Friedrichs di u, che soddisfa la proprietà di media calorica in Ωε.
D’altra parte uε ∈ C∞(Ωε,R) quindi per il Lemma (2.8) si ha che Huε = 0 in Ωε.
Sappiamo inoltre che
uε −→
K
u per ε→ 0, ∀K ⊂ Ω,K compatto.
Possiamo, allora, utilizzare il seguente teorema che enunciamo senza dimostrazione.
Teorema 2.9. Sia Ω un aperto di RN+1 e sia (uj)j∈N una successione di funzioni
caloriche in Ω. Supponiamo, inoltre, che esista u : Ω→ R tale che
uj ⇒ u ∀K ⊂ Ω,K compatto.
Allora u ∈ C∞(Ω,R) e Hu = 0 in Ω.
Dal teorema appena enunciato si evince che u ∈ C∞(Ω,R) e Hu = 0 in Ω e questo
conclude la dimostrazione.
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2.6 Espressione migliorata per la formula di media calorica
In questo paragrafo vogliamo generalizzare la formula di media calorica per ottenere una
nuova formula in cui il nucleo risulti essere limitato.
Consideriamo u ∈ C2,1(RN+1) e definiamo una nuova funzione in RN+m+1 con m ∈ N
um(x, y, t) = u(x, t) con y ∈ Rm e (x, t) ∈ RN+1.
Definiamo, poi, un nuovo operatore
Hm = H + ∆y = ∆x + ∆y − ∂t.
Poiché um(x, y, t) = u(x, t), quindi è indipendente dalla variabile y, è facile osservare che
Hmum = Hu.
Ricordiamo, inoltre, che Γ(x, t) = (4πt)−
N
2 exp
[
− |x|
2
4t
]
indica la soluzione fondamen-
tale dell’operatore del calore H, e definiamo
Γm(x, y, t) = Γ(x, t)
[
(4πt)−
m
2 exp
(
− |y|
2
4t
)]
come la soluzione fondamentale del nuovo operatore introdotto Hm in RN+m+1.
Dimostriamo che, effettivamente, HmΓm = 0.
Per semplicità introduciamo la seguente notazione
Γm(x, y, t) = Γ(x, t)K(y, t).
HmΓm = (H + ∆y)
(
Γ(x, t)K(y, t)
)
= poiché HΓ(x, t) = 0 e Γ(x, t)
è indipendente da y = Γ(x, t)
(
HK(y, t)
)
+ Γ(x, t)
(
∆yK(y, t)
)
=
= Γ(x, t)
(
(∆x + ∆y − ∂t)K(y, t)
)
= Γ(x, t)
(
(∆y − ∂t)K(y, t)
)
= 0.
Prima di procedere occorre introdurre alcune notazioni.
Per m ∈ N fissato definiamo
φ(z0 − z) =
(
1
4π(t0 − t)
)m
2
Γ(z0 − z) =
(
1
4π(t0 − t)
)N+m
2
e
−|x0−x|
2
4(t0−t) ,
R2r(z0 − z) = 4(t0 − t)ln
[
(4πr)
N+m
2 φ(z0 − z)
]
,
Ωmr (z0) =
{
z ∈ RN+1 | φ(z0 − z) >
(
1
4πr
)N+m
2
}
.
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Inoltre ricordiamo che data u ∈ C2,1(Ω,R) con Ω aperto di RN+1 e z0 ∈ Ω vale la formula
di Poisson-Jensen calorica introdotta nei precedenti capitoli; quindi si ha
u(z0) = Mr(u)(z0)−Nr(Hu)(z0).
Abbiamo anche visto che nel caso in cui u sia calorica è verificato il Teorema di Pini-
Watson, quindi
u(z0) = Mr(u)(z0) =
(
1
4πr
)N
2
∫
Ωr(z0)
u(z)W (z0 − z)dz.
Consideriamo, ora, la versione (N+m+1)− dimensionale della formula appena ricordata
applicata alla funzione um. Denotiamo, a tal fine, con ẑ = (x, y, t) i punti di RN+m+1,
con z = (x, t) i punti di RN+1 e ricordiamo che um(ẑ) = u(z).
In definitiva si ha
u(z0) =
(
1
4πr
)N+m
2
∫
Γm(ẑ0−ẑ)>( 14πr )
N+m
2
u(z)W (ẑ0 − ẑ)dẑ. (2.13)
Osserviamo innanzitutto che
W (ẑ0 − ẑ) =
1
4
(
|x0 − x|
t0 − t
)2
+
1
4
(
|y0 − y|
t0 − t
)2
= W (z0 − z) +
1
4
(
|y0 − y|
t0 − t
)2
.
Vogliamo valutare (2.13), per farlo iniziamo analizzando meglio il dominio di integrazio-
ne.
Γm(ẑ0 − ẑ) > (4πr)−
N+m
2
⇐⇒Γ(z0 − z)K(y0 − y, t0 − t) > (4πr)−
N+m
2
⇐⇒K(y0 − y, t0 − t) >
(4πr)−
N+m
2
Γ(z0 − z)
⇐⇒
(
4π(t0 − t)
)−m
2
e
− |y0−y|
2
4(t0−t) >
(4πr)−
N+m
2
Γ(z0 − z)
⇐⇒e−
|y0−y|
2
4(t0−t) >
(
4π(t0 − t)
)m
2 (4πr)−
N+m
2
Γ(z0 − z)
⇐⇒− |y0 − y|
2
4(t0 − t)
> ln
[(
4π(t0 − t)
)m
2 (4πr)−
N+m
2
Γ(z0 − z)
]
⇐⇒− |y0 − y|2 > 4(t0 − t)ln
[(
4π(t0 − t)
)m
2 (4πr)−
N+m
2
Γ(z0 − z)
]
⇐⇒|y0 − y|2 < 4(t0 − t)ln
[
(4πr)
N+m
2 φ(z0 − z)
]
⇐⇒|y0 − y|2 < R2r(z0 − z)
⇐⇒|y0 − y| < Rr(z0 − z).
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Se
(4πr)
N+m
2 φ(z0 − z) > 1 cioè φ(z0 − z) > (4πr)−
N+m
2 e quindi z ∈ Ωmr (z0).
Grazie a questa osservazione possiamo riscrivere (2.13) nel seguente modo
u(z0) =
(
1
4πr
)N+m
2
∫
Ωmr (z0)
(∫
|y0−y|<Rr(z0−z)
u(z)
(
W (z0 − z) +
|y0 − y|2
4(t0 − t)2
)
dy
)
dz =
=
(
1
4πr
)N+m
2
∫
Ωmr (z0)
u(z)W (z0 − z)
(∫
|y0−y|<Rr(z0−z)
dy
)
dz
+
(
1
4πr
)N+m
2
∫
Ωmr (z0)
u(z)
(∫
|y0−y|<Rr(z0−z)
|y0 − y|2
4(t0 − t)2
dy
)
dz =
=
(
1
4πr
)N+m
2
∫
Ωmr (z0)
u(z)W (z0 − z)Rmr (z0 − z)ωmdz
+
(
1
4πr
)N+m
2
∫
Ωmr (z0)
u(z)ωm
m
m+ 2
Rm+2r (z0 − z)
4(t0 − t)2
dz =
=ωm(4πr)
−N+m
2
∫
Ωmr (z0)
u(z)Rmr (z0 − z)
[
W (z0 − z) +
m
m+ 2
R2r(z0 − z)
4(t0 − t)2
]
dz
dove ωm denota la misura della palla unitaria in Rm.
In conclusione siamo giunti al seguente risultato:
Proposizione 2.10. Data u ∈ C2,1(RN+1) e calorica, dato z0 ∈ RN+1. Per ogni r > 0
si ha
u(z0) = ωm(4πr)
−N+m
2
∫
Ωmr (z0)
u(z)Rmr (z0−z)
[
W (z0−z)+
m
m+ 2
R2r(z0 − z)
4(t0 − t)2
]
dz. (2.14)
Osservazione 6. Se m = 0 ponendo ω0 = 1 si ottiene
u(z0) = (4πr)
−N
2
∫
Ωr(z0)
u(z)W (z0 − z)dz
quindi ci riconduciamo al Teorema di Pini-Watson (2.5).
Consideriamo, ora, m ∈ N, z, z0 ∈ RN+1 e introduciamo le seguenti notazioni
Wmr (z0 − z) = (4πr)−
N+m
2 ωmR
m
r (z0 − z)
(
W (z0 − z) +
m
m+ 2
R2r(z0 − z)
1
4(t0 − t)2
)
,
u(z0) = um(z0) = u
m
r (z0).
Grazie alle notazioni appena introdotte possiamo riscrivere la formula (2.14) nel seguente
modo
umr (z0) =
∫
Ωmr (z0)
u(z)Wmr (z0 − z)dz. (2.15)
In definitiva, abbiamo ottenuto il risultato che segue.
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Proposizione 2.11. Sia u ∈ C2,1(RN+1) soluzione di Hu = 0 in RN+1, allora per ogni
z ∈ RN+1 e per ogni r > 0 si ha
u(z0) =
∫
Ωmr (z0)
u(z)Wmr (z0 − z)dz (2.16)
dove m ∈ N è fissato arbitrariamente. Il vantaggio della formula (2.16) rispetto a
(2.12) che compare nel Teorema di Pini-Watson (2.5) consiste nel fatto che il nuovo
nucleo Wmr (z0 − z) è limitato da sopra sulla palla parabolica Ωmr (z0) a patto che m sia
sufficientemente grande.
Si osserva, infatti, che se m = 0 ci riconduciamo alla formula del Teorema di Pini-Watson
il cui nucleo è W 0r (z0 − z) = W (z0 − z) non è limitato sulla palla calorica Ωr(z0).
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Capitolo 3
La disuguaglianza di Harnack e il
principio di massimo forte
3.1 Disuguaglianza di Harnack
In questo paragrafo presentiamo una prova elementare della disuguaglianza di Harnack
utilizzando un approccio diretto.
Osserviamo preliminarmente che per ogni θ > 1 esiste r0 = r0(θ,H) > 0 tale che per
ogni r ≤ r0, z0 ∈ RN+1 e z ∈ Ωmr (z0), m ∈ N si ha
θ−1G(z0 − z) ≤ Γ(z0 − z) ≤ θG(z0 − z) (3.1)
dove G(z0 − z) è una Gaussiana generalizzata.
Usando l’equazione (3.1) è facile osservare che per ogni ε > 0 e m ∈ N fissato esiste
δ = δ(H,m, ε) > 0 tale che dato z0 = (x0, t0) ∈ RN+1, r ≤ r02 e z = (x, t) ∈ Ω
m
r (z0) se
t0 − t ≥ εr allora
Ωmδr(z) ⊂ Ωm2r(z0).
Questo risultato è fondamentale per dimostrare il seguente Teorema.
Teorema 3.1 (Disuguaglianza di Harnack). Sia Ω ⊂ RN+1 un aperto e sia u ≥ 0 una
funzione calorica in Ω. Siano z0 ∈ Ω e r ≤ r04 tali che Ω
m
4r(z0) ⊂ Ω. Dato poi ε > 0 e
z ∈ Ωmr (z0) tale che t0 − t ≥ εr allora esiste una costante C = C(H,m, ε) > 0 tale che
u(z) ≤ Cu(z0). (3.2)
Osservazione 7. Fissiamo in questo caso m numero intero > 2.
Dimostrazione. Dalla formula introdotta nel capitolo precedente si ha
u(z0) =
∫
Ωm3r(z0)
u(z)Wm3r (z0 − z)dz.
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Poiché per ipotesi u ≥ 0 e Ωmδr(z) ⊂ Ωm2r(z0) si ha
u(z0) =
∫
Ωm3r(z0)
u(z)Wm3r (z0 − z)dz ≥
∫
Ωmδr(z)
u(z)Wm3r (z0 − z)dz
=
∫
Ωmδr(z)
u(z)
Wm3r (z0 − z)
Wmδr (z − z)
Wmδr (z − z)dz.
(3.3)
Per concludere la dimostrazione dobbiamo mostrare che esistono due numeri
C1 = C1(H,m, ε) > 0 e C2 = C2(H,m, ε) > 0 tali che
inf
z∈Ωmδr(z)
Wm3r (z0 − z) ≥ C1r−(
N
2
+1) (3.4)
sup
z∈Ωmδr(z)
Wmδr (z − z) ≤ C2r−(
N
2
+1) (3.5)
Iniziamo con il dimostrare che è verificata la prima disuguaglianza (3.4).
Ricordiamo che per z ∈ Ωmδr(z)
Wm3r (z0 − z) =(12πr)−
N+m
2 ωmR
m
3r(z0 − z)
[
W (z0 − z) +
m
m+ 2
R23r(z0 − z)
4(t0 − τ)2
]
≥Cmr−
N+m
2 Rm+23r (z0 − z)
1
(t0 − τ)2
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per una certa costante Cm > 0.
Adesso ,
R23r(z0 − z) = 4(t0 − τ)ln
[
(12πr)
N+m
2 ϕ(z0 − z)
]
ma su Ωm2r(z0 − z)
ϕ(z0 − z) > (8πr)−
N+m
2
quindi su tale insieme
(12πr)
N+m
2 ϕ(z0 − z) >
(
12πr
8πr
)N+m
2
=
(
3
2
)N+m
2
.
Allora si ha che per z ∈ Ωmδr(z)
Rm+23r ≥ C
′
m(t0 − τ)
m
2
+1
e di conseguenza
Wm3r (z0 − z) ≥ C
′′
mr
−N+m
2 (t0 − τ)
m
2
−1.
Ma ricordiamo che, per ipotesi, per z ∈ Ωmδr(z)
(t0 − τ) ≥ (t0 − t) ≥ εr,
quindi si ottiene che per z ∈ Ωmδr(z)
Wm3r (z0 − z) ≥ C
′′
mr
−N+m
2 (εr)
m
2
−1 = C1r
−(N
2
+1).
In definitiva, abbiamo provato che esiste una costante C1(H,m, ε) > 0 tale che
inf
z∈Ωmδr(z)
Wm3r (z0 − z) ≥ C1r−(
N
2
+1),
cioè abbiamo dimostrato la disuguaglianza (3.4).
Vogliamo, ora, far vedere che anche la seconda disuguaglianza (3.5) è verificata.
Ricordiamo che per z ∈ Ωmδr(z)
Wmδr (z − z) = (4πδr)−
N+m
2 ωmR
m
δr(z − z)
[
W (z − z) + m
m+ 2
R2δr(z − z)
4(t− τ)2
]
.
Adesso per ogni z ∈ RN+1, z ∈ Ωmr (z), r ≤ r0
W (z − z) = 1
4
(
|x− ξ|
t− τ
)2
≤ C
(
|x− ξ|2
(t− τ)2
+ 1
)
.
Ora per l’equazione (3.1) si ha che per un opportuna costante C > 0 vale
R2r(z − z) = 4(t− τ)ln
[
(4πr)
N+m
2 ϕ(z − z)
]
≤ C(t− τ)ln
[
Cr
t− τ
]
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uniformemente per z ∈ RN+1 e z ∈ Ωmr (z) e r ≤ r0.
Se consideriamo ora δr anzichè r otteniamo che per z ∈ Ωmδr(z)
R2δr(z − z) ≤ C(t− τ)ln
[
Crδ
t− τ
]
.
Quindi,
Wmδr (z − z) =(4πδr)−
N+m
2 ωmR
m
δr(z − z)W (z − z)
+
m
m+ 2
(4πδr)−
N+m
2 ωm
Rm+2δr (z − z)
4(t− τ)2
≤Cr−
N+m
2 (t− τ)
m
2
[
ln
(
Cr
t− τ
)]m
2
(
|x− ξ|2
(t− τ)2
+ 1
)
+ Cr−
N+m
2 (t− τ)
m+2
2
1
(t− τ)2
[
ln
(
Cr
t− τ
)]m+2
2
=Cr−
N+m
2 (t− τ)
m
2
[
ln
(
Cr
t− τ
)]m
2
[
|x− ξ|2
(t− τ)2
+ 1 +
1
t− τ
ln
(
Cr
t− τ
)]
ma quest’ultima parte della disuguaglianza è ≤ C2r−(
N
2
+1).
Abbiamo quindi provato che per ogni z ∈ RN+1, z ∈ Ωmδr(z)
Wmδr (z − z) ≤ C2r−(
N
2
+1)
quindi è verificata la disuguaglianza (3.5).
Possiamo, ora, concludere la dimostrazione del teorema applicando (3.4) e (3.5) all’e-
quazione (3.3).
In definitiva,
u(z0) ≥
∫
Ωmδr(z)
u(z)
Wm3r (z0 − z)
Wmδr (z − z)
Wmδr (z − z)dz
≥
∫
Ωmδr(z)
u(z)
C1r
−(N
2
+1)
C2r
−(N
2
+1)
Wmδr (z − z)dz
=C
′
∫
Ωmδr(z)
u(z)Wmδr (z − z)dz = C
′
u(z).
(3.6)
In conclusione abbiamo verificato che esiste una costante C = 1
C′
= C2C1 > 0 tale che
u(z) ≤ Cu(z0).
Il teorema sulla disuguaglianza di Harnack è quindi provato.
Osservazione 8. Sia z0 = (x0, t0) ∈ RN+1 fissato. Indichiamo con P (z0) la regione
“parabolica”, P (z0) = {(x, t) ∈ RN+1 | |x− x0|2 < t0 − t}.
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Vogliamo far vedere che la disuguaglianza di Harnack risulta verificata anche nel caso in
cui z ∈ P (z0). Precisamente, dimostriamo che per ogni funzione calorica u ≥ 0 in RN+1
risulta
u(z) ≤ Cu(z0) ∀z ∈ P (z0)
dove C è la costante positiva in (3.2).
Per fare ciò, occorre dimostrare che per ogni z ∈ P (z0) esistono r > 0 e ε ∈]0, 1[ tali che
z = (x, t) ∈ Ωmr (z0).
Dimostrazione. Consideriamo z = (x, t). Dall’ipotesi sappiamo che |x − x0|2 < t0 − t
poichè z ∈ P (z0).
Dobbiamo, anzitutto, dimostrare che esiste r > 0 tale che
z ∈ Ωmr (z0) = {z ∈ RN+1|ϕ(z0 − z) > (4πr)−
N+m
2 }.
Allora,
ϕ(z0 − z) =
(
1
4π(t0 − t)
)N+m
2
e
−|x0−x|
2
4(t0−t) >
(
1
4π(t0 − t)
)N+m
2
e−
1
4 .
Preso r > (t0 − t)e
1
2(N+m) si ha, effettivamente, che ϕ(z0 − z) > (4πr)−
N+m
2 .
Resta da dimostrare che esiste ε ∈]0, 1[ tale che
t < t0 − εr.
Fissiamo ε ∈]0, 1[ tale che
ε < e
− 1
2(N+m) .
Dopo di ciò scegliamo r > 0 tale che
ε <
t0 − t
r
< e
− 1
2(N+m) .
Abbiamo, cos̀ı, contemporaneamente
t < t0 + εr
e
r > (t0 − t)e
1
2(N+m) .
Abbiamo quindi fatto vedere che, effettivamente, esistono sempre r > 0 come sopra e
ε ∈]0, 1[ tali per cui z ∈ Ωmr (z0).
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3.2 Principio di massimo forte
In questo paragrafo analizzeremo una particolarità delle funzioni caloriche: le funzioni
caloriche in un dominio connesso assumono il loro massimo nei punti interni senza essere
costanti.
Consideriamo, ad esempio, la funzione
u(x, t) =
{
0 t ≤ 0
−(1t )
1
2 e
−|x|2
4t t > 0
sull’aperto connesso di R2 Ω =]0,∞[×R.
La funzione u è calorica, assume il suo massimo (max
Ω
u = 0) nei punti (x, t) ∈ Ω con
t ≤ 0 ma non è costante in Ω.
In ogni modo le funzioni caloriche verificano una sorta di Principio del massimo forte: il
massimo interno delle funzioni caloriche si propaga lungo una H-traiettoria.
Definizione 3.1. Si chiama H-traiettoria di classe C1 una mappa di classe C1
γ : [a, b] −→ RN+1 con −∞ < a < b <∞ tale che se γ(s) = (x(s), t(s)) allora
t′(s) < 0∀s ∈ [a, b].
Definizione 3.2. Una H-traiettoria continua è una traiettoria costituita dalla somma
di H-traiettorie di classe C1.
Definizione 3.3. Dato Ω aperto di RN+1 e un punto z0 ∈ Ω si definisce l’insieme di
propagazione di z0 in Ω P (z0,Ω) nel seguente modo:
P (z0,Ω) := {z ∈ Ω | esiste una H-traiettoria γ : [a, b] −→ Ω tale che γ(a) = z0, γ(b) = z}.
Osservazione 9. É facile osservare che P (z0,Ω) è un sottoinsieme aperto di Ω.
Figura 3.1: Esempi di insieme di propagazione.
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Teorema 3.2 (Principio di massimo forte). Sia Ω aperto di RN+1 e sia u una funzione
calorica in Ω. Se esiste un punto z0 ∈ Ω tale che u(z0) = max
Ω
u. Allora u è costante
sull’insieme di propagazione di z0 in Ω, cioè
u ≡ u(z0) in P (z0,Ω).
Per dimostrare questo teorema occorre enunciare un lemma.
Lemma 3.3. Sia A ⊆ Ω tale che
i) z0 ∈ A,
ii) ∀z ∈ A e r > 0 tale che Ωr(z) ⊆ Ω esiste un r tale per cui Ωr(z) ⊆ A.
Allora
P (z0,Ω) ⊆ A.
Dimostrazione. Per dimostrare il lemma occorre far vedere che ∀z ∈ P (z0,Ω) allora
z ∈ A.
Consideriamo, quindi, ad arbitrio z ∈ P (z0,Ω). Dalla definizione di insieme di propa-
gazione di z0 in Ω si ha che esiste una H-traiettoria γ tale che γ(a) = z0 e γ(b) = z. Il
lemma sarà quindi provato se riuscissimo a far vedere che z = γ(b) ∈ A.
Osserviamo preliminarmente che Ωr(z0) ⊆ D(z0, α
√
r) con α = 4
√
1 +
(
2N
ε
)2
e che per
ragioni di compattezza esiste r > 0 tale che Ωr(γ(s)) ⊆ Ω ∀s ∈ [a, b].
Possiamo inoltre afferamare che esiste δ > 0 tale che
γ(σ) ∈ Ωr(γ(s)) per a ≤ s < σ ≤ s+ δ e σ ≤ b. (3.7)
Dando per buona tale affermazione, che poi dimostreremo, è possibile completare la
dimostrazione del lemma.
Definiamo, quindi,
Σ = {s ∈ [a, b] | γ(s) ∈ A}.
Dall’ipotesi i) si ha che z0 = γ(a) ∈ A , quindi a ∈ Σ.
Dall’ipotesi ii) si osserva che se s ∈ Σ (γ(s) ∈ A) allora Ωr(γ(s)) ⊆ A per un certo valore
di r.
Da (3.7) si ha che γ(σ) ∈ Ωr(γ(s)) ⊆ A cioè γ(σ) ∈ A (σ ∈ Σ) ∀σ ∈ [s, s+ δ] ∩ [a, b].
In definitiva, abbiamo fatto vedere che se s ∈ Σ allora [s, s + δ] ∩ [a, b] ⊆ Σ ovvero
[a, b] = Σ. In particolare, quindi, b ∈ Σ cioè γ(b) = z ∈ A.
Ora, per concludere la dimostrazione del lemma, occorre verificare la validità dell’affer-
mazione fatta precedentemente.
Vogliamo quindi provare che ∃ δ > 0 tale che γ(σ) ∈ Ωr(γ(s)) per a ≤ s < σ ≤ s + δ e
σ ≤ b.
Ma dire che γ(σ) ∈ Ωr(γ(s)) equivale a dire che Γ(γ(s)− γ(σ)) > (4πr)−
N
2 .
Proviamo quindi che
Γ(γ(s)− γ(σ)) > (4πr)−
N
2 per a ≤ s < σ ≤ s+ δ e σ ≤ b. (3.8)
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Denotiamo innanzitutto γ(s) = (x(s), t(s)). Osserviamo, poi, che poichè γ è una H-
traiettoria, γ è C1 a tratti e l’applicazione s 7−→ t(s) è strettamente decrescente.
Inoltre esistono due costanti positive M e m tale che su un sottoinsieme finito di [a, b]
si ha
|x′(s)| ≤M e t′(s) ≤ −m.
Di conseguenza
|x(s)− x(σ)|2
t(s)− t(σ)
≤ M
2
m
(b− a) per a ≤ s < σ ≤ b.
Ora, sia ε > 0 tale che
(4πε)−
N
2 exp
(
− M
2
4m
(b− a)
)
> (4πr)−
N
2
scegliamo δ > 0 tale per cui
t(s)− t(σ) < ε per a ≤ s < σ ≤ s+ δ e σ ≤ b.
Di conseguenza, con la scelta di un δ siffatto, abbiamo
Γ(γ(s)− γ(σ)) = (4π(t(s)− t(σ)))−
N
2 exp
(
− |x(s)− x(σ)|
2
4(t(s)− t(σ))
)
> (4πε)−
N
2 exp
(
− M
2
4m
(b− a)
)
> (4πr)−
N
2 .
Abbiamo cioè provato che esiste δ > 0 tale che (3.8) sia verificata; e siamo giunti al
termine della dimostrazione del lemma.
Ora siamo pronti per dimostrare il Teorema del Principio di massimo forte calorico.
Dimostrazione. Definiamo
A = {z ∈ Ω |u(z) = max
Ω
u}.
Per ipotesi z0 ∈ A. Consideriamo ora z ∈ A e r > 0 tale che Ωr(z) ⊆ Ω.
Allora per ρ ∈]0, r[ si ha che Ωρ(z) ⊆ Ω e per la formula di media (Teorema di Pini-
Watson) si ha
u(z) =
(
1
4πρ
)N
2
∫
Ωρ(z)
u(ζ)W (z − ζ)dζ.
Nel capitolo precedente avevamo fatto vedere che vale la seguente equazione(
1
4πρ
)N
2
∫
Ωρ(z)
W (z − ζ)dζ = 1.
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Da questa segue che(
1
4πρ
)N
2
∫
Ωρ(z)
(
u(ζ)− u(z)
)
W (z − ζ)dζ = 0 (3.9)
Dato che z ∈ A, u(z) ≥ u(ζ) quindi u(ζ)− u(z) ≤ 0 in Ωρ(z).
D’altra parteW (z−ζ) > 0 in Ωρ(z) su un insieme di misura nulla. Quindi, poichè u è con-
tinua, da (3.9) si deduce che necessariamente u(ζ)− u(z) = 0; cioè u(ζ) = u(z) = max
Ω
u
per ζ ∈ Ωρ(z). Ne viene che Ωρ(z) ⊆ A per ogni ρ ∈]0, r[ e quindi che Ωr(z) ⊆ A.
In definitiva abbiamo appena mostrato che sono valide le due ipotesi del lemma prece-
dente (3.3); di conseguenza si ha che P (z0,Ω) ⊆ A cioè
∀z ∈ P (z0,Ω) u(z) = max
Ω
u.
Il teorema del Principio di massimo forte calorico è quindi provato.
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Capitolo 4
Il problema di Cauchy
4.1 Problema di Cauchy
In questo capitolo vogliamo trattare il problema di Cauchy per l’operatore del calore.
Ricordiamo che nei capitoli precedenti abbiamo introdotto la soluzione fondamentale di
H come
Γ : RN+1 −→ R, Γ(x, t) =
{
0 t ≤ 0
( 14πt)
N
2 e
−|x|2
4t t > 0
Con tale funzione Γ è possibile risolvere il problema di Cauchy{
∂tu = ∆u in RN×]0,∞[
u|t=0 = ϕ
(4.1)
Teorema 4.1. Se ϕ è continua e limitata (ϕ ∈ C(RN ,R)∩L∞(RN ,R)) allora il problema
di Cauchy (4.1) ha una soluzione u data da
u(x, t) =
∫
RN
Γ(x− y, t)ϕ(y)dy.
Precisamente:
i) u ∈ C∞(RN×]0,∞[,R);
ii) Hu = 0 in RN×]0,∞[;
iii) lim
(x,t)→(x0,0)
u(x, t) = ϕ(x0) ∀x0 ∈ RN .
Inoltre,
sup
RN×]0,∞[
|u| ≤ sup
RN
|ϕ| per ogni x ∈ RN e t ∈ R.
Dimostrazione. i)
u(x, t) =
∫
RN
Γ(x− y, t)ϕ(y)dy =
(
1
4πt
)N
2
∫
RN
e−
|x−y|2
4t ϕ(y)dy.
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Poichè si può derivare rispetto a x e rispetto a t sotto il segno d’integrale si ottiene
che u ∈ C∞(RN×]0,∞[,R).
ii) Dato che Γ è calorica
Hu(x, t) =
∫
RN
(∆x − ∂t)
(
Γ(x− y, t)ϕ(y)
)
dy = 0
quindi anche u è calorica.
iii) Dato x0 ∈ RN fissato; si ha
u(x, t)− ϕ(x0) =
∫
RN
Γ(x− y, t)ϕ(y)dy − ϕ(x0)
∫
RN
Γ(x− y, t)dy =
=
∫
RN
Γ(x− y, t)
(
ϕ(y)− ϕ(x0)
)
dy.
Ora,
|u(x, t)− ϕ(x0)| ≤
∫
RN
|Γ(x− y, t)||ϕ(y)− ϕ(x0)|dy =(
1
4πt
)N
2
∫
RN
e−
|x−y|2
4t |ϕ(y)− ϕ(x0)|dy
consideriamo il cambiamento di variabile z =
|x− y|
2
√
t
,
x− y = 2
√
tz, dy = (2
√
t)Ndz
=
(
1
4πt
)N
2
(4t)
N
2
∫
RN
e|z|
2 ||ϕ(x− 2
√
tz)− ϕ(x0)|dz.
Quindi, dato che è possibile passare il limite sotto al segno d’integrale, si ottiene
lim
(x,t)→(x0,0)
|u(x, t)− ϕ(x0)| = lim
(x,t)→(x0,0)
1
π
N
2
∫
RN
e|z|
2 |ϕ(x− 2
√
tz)− ϕ(x0)|dz = 0.
Infine, per completare la dimostrazione del teorema, osserviamo che per t > 0
|u(x, t)| ≤
∫
RN
Γ(x− y, t)|ϕ(y)|dy ≤ sup
RN
|ϕ|
∫
RN
Γ(x− y, t)dy = sup
RN
|ϕ|.
Quindi, si ha
sup
RN×]0,∞[
|u| ≤ sup
RN
|ϕ|,
e questo conclude la dimostrazione del teorema.
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4.2 Unicità del problema di Cauchy
In questo paragrafo vogliamo mostrare per prima cosa che l’assunzione fatta nel Teorema
(4.1) sui dati iniziali può essere fortemente migliorata.
Teorema 4.2. Sia ϕ ∈ C(RN ,R) tale che
|ϕ(x)| ≤ cea|x|2 ∀x ∈ RN (4.2)
per due opportune costanti positive c e a.
Allora
uϕ(x, t) :=
∫
RN
Γ(x− y, t)ϕ(y)dy
è ben definita e calorica sulla striscia
ST = RN×]0, T [ con 0 < T <
1
8a
.
Inoltre
lim
ST3(x,t)→(x0,0)
uϕ(x, t) = ϕ(x0) ∀x0 ∈ RN
e per una opportuna costante M > 0 vale
|uϕ(x, t)| ≤Me2a|x|
2 ∀(x, t) ∈ ST . (4.3)
Dimostrazione. Assumiamo per ora ϕ ≥ 0.
Sia (ψn)n∈N una successione di funzioni reali e regolari in RN tale che 0 ≤ ψn ≤ 1,
ψn(x) = 1 se |x| ≤ n, ψn(x) = 0 se |x| ≥ n+ 1.
Definiamo ϕn = ϕψn . Allora per il Teorema (4.1) uϕn è ben definita e calorica in
RN×]0,∞[. Inoltre ϕn ≤ ϕn+1, uϕn ≤ uϕn+1 per ogni n ∈ N.
Dal teorema di Beppo Levi sulla convergenza monotona si ha
lim
n→∞
uϕn(x, t) = limn→∞
∫
RN
Γ(x− y, t)ϕn(y)dy =
∫
RN
Γ(x− y, t) lim
n→∞
ϕn(y)dy =
=
∫
RN
Γ(x− y, t)ϕ(y)dy ∈ [0,∞]
(4.4)
per ogni x ∈ RN e t > 0.
Vogliamo provare che l’ultimo integrale è < ∞ per ogni x ∈ RN e 0 < t < T . Ne verrà
che uϕ è ben definito, finito e calorico in RN×]0, T [.
Osserviamo quindi che
uϕn(x, t) =
(
1
4πt
)N
2
∫
RN
e−
|x−y|2
4t ϕn(y)dy
cambiamento di variabile ξ =
x− y
2
√
t
, dy = 2
√
tdξ
=
(
1
4πt
)N
2
(4t)
N
2
∫
RN
e−|ξ|
2
ϕn(x− 2
√
tξ)dξ.
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Utilizzando (4.2) e ponendo d = max{c, 1} si ottiene
e−|ξ|
2
ϕn(x− 2
√
tξ) ≤ de−|ξ|2+a|x−2
√
tξ|2 ≤ de2a|x|2−|ξ|2(1−8aT ) (4.5)
per ogni x, ξ ∈ RN e 0 < t < T .
Allora da (4.5) e (4.4) se ne deduce che
uϕn(x, t) =π
−N
2
∫
RN
e−|ξ|
2
ϕn(x− 2
√
tξ)dξ
≤π−
N
2 de2a|x|
2
∫
RN
e−|ξ|
2(1−8aT )dξ =
cambiamento di variabile u2 = |ξ|2(1− 8aT )
=
de2a|x|
2
π
N
2 (1− 8aT )
N
2
∫
RN
e−u
2
du =
de2a|x|
2
(1− 8aT )
N
2
per ogni x ∈ RN e 0 < t < T .
Quindi,
|uϕ(x, t)| ≤
d
(1− 8aT )
N
2
e2a|x|
2
= Me2a|x|
2
,
cioè (4.3) è verificata ponendo M = d(1− 8aT )−
N
2 .
Infine, per ogni x0 ∈ RN
lim
ST3(x,t)→(x0,0)
uϕ(x, t) = lim
ST3(x,t)→(x0,0)
π−
N
2
∫
RN
e−|ξ|
2
ϕ(x− 2
√
tξ)dξ
=π−
N
2 ϕ(x0)
∫
RN
e−|ξ|
2
dξ = ϕ(x0).
Qui, abbiamo utilizzato il teorema della convergenza dominata di Lesbegue grazie alla
stima (4.5) rimpiazzando ϕn con ϕ.
Questo prova il teorema nel caso ϕ ≥ 0.
Il caso generale segue applicando i risultati precedenti a
ϕ+ = max{ϕ, 0} ϕ− = max{0,−ϕ}
e osservando che ϕ = ϕ+ − ϕ− e uϕ = uϕ+ − uϕ− .
D’ora in poi indicheremo con ST , 0 < T <∞ la striscia
ST = RN×]0, T [.
Teorema 4.3. Sia 0 < T ≤ ∞ e u una funzione calorica sulla striscia ST , continua
fino a t = 0 e tale che
u(x, 0) = 0 ∀x ∈ RN . (4.6)
Supponiamo che
|u(x, t)| ≤ ceA|x|2 ∀(x, t) ∈ ST (4.7)
per due opportune costanti positive c e A.
Allora u ≡ 0 in ST .
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Dimostrazione. Consideriamo la funzione
w(x, t) =
(
1
1− 4At
)N
2
exp
(
A
|x|2
1− 4At
)
calorica in RN×]−∞, 14A [.
Poniamo T0 = min{T, 18A} e sulla striscia ST0 consideriamo la funzione
uε = u− εw, ε > 0 fissato ad arbitrio.
Sicuramente uε è calorica in ST0 , e uε è continua fino a t = 0, inoltre
uε(x, 0) = u(x, 0)− εw(x, 0) = 0− εexp(A|x|2) < 0 ∀x ∈ RN
e
lim sup
ST03z→∞
uε(z) = −∞.
Infatti dall’ipotesi (4.7) del teorema e dalla definizione di w si ottiene che
uε(x, t) ≤ exp(2A|x|2)
(
c exp(−A|x|2)− ε2
N
2
)
.
Allora possiamo applicare la seguente proposizione che enunceremo senza dimostrazione.
Proposizione 4.4. Sia u una funzione calorica in ST e continua fin sulla chiusura. Se
u(x, 0) ≤ 0 per ogni x ∈ RN e
lim sup
ST3z→∞
u(z) ≤ 0
allora u ≤ 0 in ST .
Dalla proposizione (4.4) segue che uε ≤ 0 in ST0 . Mandando ε a zero otteniamo
quindi che u ≤ 0 in ST0 . Possiamo giungere alla stessa conclusione considerando −u
quindi −u ≤ 0 in ST0 .
Ne segue che, necessariamente, u ≡ 0 in ST0 . Se T0 = T la dimostrazione è conclusa.
Altrimenti si può terminare la prova del teorema iterando il precedente risultato.
Corollario 4.5. Consideriamo ϕ ∈ C(RN ,R) tale che
|ϕ(x)| ≤ cea|x|2 ∀x ∈ RN
per due opportune costanti positive c e a.
Dal Teorema (4.2) abbiamo visto che la funzione
uϕ(x, t) :=
∫
RN
Γ(x− y, t)ϕ(y)dy
è ben definita e calorica sulla striscia
ST = RN×]0, T [ con 0 < T <
1
8a
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e verifica
lim
ST3(x,t)→(x0,0)
uϕ(x, t) = ϕ(x0) ∀x0 ∈ RN .
Affermiamo ora che la funzione uϕ è l’unica soluzione del problema di Cauchy{
∂tu = ∆u in ST , 0 < T <
1
8a
u|t=0 = ϕ
che soddisfa la condizione
|uϕ(x, t)| ≤Me2a|x|
2 ∀(x, t) ∈ ST (4.8)
per una opportuna costante M > 0.
Il nostro prossimo teorema di unicità è legato alla temperatura e quindi alle funzioni
caloriche non negative. Per dimostrare, però, il prossimo risultato di unicità abbiamo
bisogno di due lemmi e di alcune osservazioni.
Lemma 4.6. Sia ϕ : RN 7−→ R una funzione continua e a supporto compatto e sia
uϕ(x, t) :=
∫
RN
Γ(x− y, t)ϕ(y)dy.
Allora per ogni fissato T > 0
lim
ST3z→∞
uϕ(z) = 0.
Dimostrazione. Sia M > 0 tale che ϕ(x) = 0 se |x| ≥M .
Allora se |x| > M e 0 < t < T abbiamo
|uϕ(x, t)| =π−
N
2
∣∣∣∣ ∫
RN
e−|ξ|
2
ϕ(x− 2
√
tξ)dξ
∣∣∣∣
=π−
N
2
∣∣∣∣ ∫
|x−2
√
tξ|≤M
e−|ξ|
2
ϕ(x− 2
√
tξ)dξ
∣∣∣∣
≤π−
N
2 sup
RN
|ϕ|
∫
|ξ|≥ |x|−M
2
√
T
e−|ξ|
2
dξ.
Poichè, sulla striscia ST , z → ∞ se e solo se |x| → ∞, dalla disuguaglianza precedente
segue che
lim
ST3z→∞
uϕ(z) = 0.
Il lemma (4.6) è cos̀ı dimostrato.
Lemma 4.7. Sia u una funzione calorica non negativa sulla striscia ST , con 0 < T <∞.
Allora, per ogni δ ∈]0, T [ ∫
RN
Γ(x− y, t)u(y, δ)dy ≤ u(x, t+ δ) (4.9)
per ogni x ∈ RN e 0 < t < T − δ.
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Dimostrazione. Sia (ϕn)n∈N una successione di funzioni continue in RN tale che
0 ≤ ϕn ≤ 1, ϕn(x) = 1 se |x| ≤ n e ϕn(x) = 0 se |x| ≥ n+ 1.
Per (x, t) ∈ ST−δ definiamo
vn(x, t) =
∫
RN
Γ(x− y, t)u(y, δ)ϕn(y)dy − u(x, t+ δ).
Allora vn è calorica in ST−δ e continua fino a t = 0,
vn(x, 0) = u(x, δ)ϕn(x)− u(x, δ) ≤ 0 per ogni x ∈ RN .
Inotre, dato che u ≥ 0, dal lemma (4.6) segue che
lim
ST−δ3z→∞
vn(z) ≤ 0.
Allora per la proposizione (4.4) segue che vn ≤ 0 in ST−δ.
Quindi, ∫
RN
Γ(x− y, t)u(y, δ)ϕn(y)dy ≤ u(x, t+ δ) (x, t) ∈ ST−δ.
Mandando n a infinito si ottieni l’equazione (4.9)∫
RN
Γ(x− y, t)u(y, δ)dy ≤ u(x, t+ δ).
Il lemma (4.7) è, quindi, provato.
Osservazione 10. Sia O un aperto di RN e sia
Ω = O×]0, T [; 0 < T ≤ ∞.
Sia u una funzione calorica su Ω e continua fino a t = 0 e tale che u(x, 0) = 0 per ogni
x ∈ O.
Allora la funzione
U(x, t) :=
{
u(x, t) se t > 0
0 se t ≤ 0
è calorica in O×]−∞, T [.
Osservazione 11. Sia Ω e u come nell’osservazione precedente. Definiamo
v(x, t) :=
∫ t
0
u(x, s)ds, (x, t) ∈ Ω.
Allora v è calorica in Ω.
Per dimostrare il teorema di unicità seguente abbiamo, inoltre, bisogno di enunciare
alcuni preliminari riguardanti le funzioni armoniche.
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Proposizione 4.8. L’operatore di Laplace in RN è definito come
∆ :=
N∑
j=1
∂2xj
Dato Ω aperto di RN e u : Ω → R funzione di classe C2 si dice che u è armonica in Ω
se
∆u(x) = 0 ∀x ∈ Ω.
Anche per le funzioni armoniche vale una formula di Poisson-Jensen. In particolare, se
supponiamo u ∈ C2(Ω,R) e B(x0, r) ⊆ Ω allora vale
u(x0) = Mr(u)(x0)−Nr(∆u)(x0) =
1
|B(x0, r)|
∫
B(x0,r)
u(x)dx−Nr(∆u)(x0).
Senza entrare nei particolari diciamo che nel caso in cui ∆u ≥ 0 in Ω dalla formula di
Poisson-Jensen segue che
u(x0) ≤
1
|B(x0, r)|
∫
B(x0,r)
u(x)dx.
Ora, siamo pronti per enunciare e dimostrare il nostro teorema di unicità.
Teorema 4.9. Sia u una temperatura, e quindi una funzione calorica non negativa, sulla
striscia ST , con 0 < T ≤ ∞. Supponiamo che u sia continua fino a t = 0 e u(x, 0) = 0
per ogni x ∈ RN . Allora
u ≡ 0 in ST .
Dimostrazione. Consideriamo la funzione
v : RN×]0, T [−→ R v(x, t) =
∫ t
0
u(x, s)ds.
Ovviamente v è continua su RN × [0, T [ e dall’osservazione 11 sappiamo che è anche
calorica in RN×]0, T [= ST . Abbiamo inoltre che v ≥ 0 e v(x, 0) = 0 per ogni x ∈ RN .
Poichè v è calorica in ST si ha
Hv(x, t) = ∆v(x, t)− ∂tv(x, t) = 0
e quindi
∆v(x, t) = ∂tv(x, t) = u(x, t) ≥ 0 ∀(x, t) ∈ ST .
Vogliamo dimostrare che v ≡ 0 in ST , ne verrà che u ≡ 0 in ST che è la tesi del nostro
teorema.
Sia δ ∈]0, T [ fissato, scegliamo t0 > 0 tale che t0 + δ < T.
Dal lemma (4.7) applicato alla funzione v calorica e non negativa su ST segue che∫
RN
Γ(x− y, t0)v(y, δ)dy ≤ v(x, t0 + δ) (4.10)
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per ogni x ∈ RN e 0 < t0 < T − δ.
Considerando x = 0 (4.10) può essere riscritta nel seguente modo∫
RN
Γ(y, t0)v(y, δ)dy ≤ v(0, t0 + δ),
cioè (
1
4πt0
)N
2
∫
RN
e
− |y|
2
4t0 v(y, δ)dy ≤ v(0, t0 + δ).
Questo implica, moltiplicando entrambi i membri per (4πt0)
N
2 , che∫
RN
e
− |y|
2
4t0 v(y, δ)dy ≤ (4πt0)
N
2 v(0, t0 + δ). (4.11)
D’altra parte, per ogni x ∈ RN , |x| ≥ 1 abbiamo∫
RN
e
− |y|
2
4t0 v(y, δ)dy ≥
∫
B(0,2|x|)
e
− |y|
2
4t0 v(y, δ)dy
≥e−
|x|2
t0
∫
B(0,2|x|)
v(y, δ)dy
≥e−
|x|2
t0
∫
B(x,|x|)
v(y, δ)dy
(4.12)
Ora, per ipotesi sappiamo che ∆v ≥ 0 quindi per la proposizione (4.8) vale che∫
B(x,|x|)
v(y, δ)dy ≥ |B(x, |x|)|v(x, δ).
Osserviamo, inoltre, che
|B(x, |x|)| = |x|NωN con ωN = |B(0, 1)|
come ricordato nel Capitolo 1 dei Preliminari.
Dalle osservazioni fatte applicate a (4.12) segue che∫
RN
e
− |y|
2
4t0 v(y, δ)dy ≥e−
|x|2
t0 |x|NωNv(x, δ)
≥ e−
|x|2
t0 ωNv(x, δ).
(4.13)
Mettendo insieme (4.13) e (4.11) otteniamo
e
− |x|
2
t0 ωNv(x, δ) ≤ (4πt0)
N
2 v(0, t0 + δ)
quindi
v(x, δ) ≤ (4πt0)
N
2 v(0, t0 + δ)ω
−1
N e
|x|2
t0
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per ogni x ∈ RN con |x| ≥ 1.
Questo implica che
v(x, δ) ≤ Ce
|x|2
t0 ∀x ∈ RN (4.14)
con C = (4πt0)
N
2 ω−1N v(0, t0 + δ) + sup
|x|≤1
v(x, δ).
D’altra parte abbiamo visto che
∂tv(x, t) = u(x, t) ≥ 0,
da questo segue
v(x, t) ≤ v(x, δ) ∀x ∈ RN , ∀t ∈]0, δ[.
Si ottiene, quindi,
v(x, t) ≤ v(x, δ) ≤ e
|x|2
t0 ∀(x, t) ∈ Sδ.
In definitiva abbiamo fatto vedere che v è una funzione calorica in ST con 0 < T ≤ ∞,
continua fino a t = 0 e tale che v(x, 0) = 0 ∀x ∈ RN .
Vale inoltre che
|v(x, t)| ≤ CeA|x|2 ∀x ∈ Sδ
con δ ∈]0, T [ fissato e con A = 1t0 > 0.
Possiamo, allora, applicare a v il Teorema (4.3) ottenendo che v ≡ 0 in Sδ.
Ma questo vale per ogni δ ∈]0, T [; quindi v ≡ 0 in ST .
La dimostrazione del nostro teorema di unicità è cos̀ı conclusa.
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Capitolo 5
I teoremi di Liouville per le
funzioni caloriche
Per le funzioni caloriche e non negative in RN+1 non vale il Teorema di Liouville, cioè
una funzione calorica e non negativa in RN+1 non è necessariamente costante.
A conferma di quanto appena detto possiamo esporre il seguente esempio.
Esempio. Consideriamo la funzione
u(x, t) = exp(x1 + x2 + ...+ xN +Nt)
con x = (x1, x2, ..., xN ) ∈ RN+1 e t ∈ R.
Hu =
N∑
j=1
∂2xju− ∂tu = Nu−Nu = 0.
La funzione u è quindi calorica e strettamente positiva ma non è costante.
Le funzioni caloriche non negative, però, soddisfano alcune speciali forme del teorema
di Liouville.
In particolare, vale il seguente teorema.
Teorema 5.1. Se u è una funzione calorica e limitata in RN+1 allora u è costante.
Il Teorema (5.1) deriva dal teorema che segue, il quale afferma che “ le temperature
sono costanti a −∞ ”.
Teorema 5.2. Sia u una funzione calorica e non negativa in RN+1. Allora
lim
t→−∞
u(x, t)
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esiste ed è indipendente da x. In particolare,
lim
t→−∞
u(x, t) = inf
RN+1
u.
Dimostrazione. Sia m := inf
RN+1
u, definiamo
v := u−m.
Allora v è anch’essa una funzione calorica non negativa in RN+1 e inf
RN+1
v = 0.
Di conseguenza, per ogni ε > 0 esiste zε = (xε, tε) ∈ RN+1 tale che
v(zε) < ε. (5.1)
D’altra parte dal teorema sulla disuguaglianza di Harnack dimostrato nei capitoli pre-
cedenti si ha
v(z) ≤ Cv(zε) ∀z ∈ P (zε) (5.2)
dove P (zε) indica la regione “parabolica”, P (zε) = {(x, t) ∈ RN+1 | |x− xε|2 < tε − t}.
Ora, fissiamo x ∈ RN ad arbitrio e consideriamo i punti (x, t) con t ∈ R.
Esiste t∗ε ∈ R tale che (x, t) ∈ P (zε) per ogni t ∈ R, t < t∗ε.
Allora da (5.1) e (5.2) si ottiene
v(x, t) ≤ Cv(zε) < Cε.
In definitiva, per ogni x ∈ RN e per ogni ε > 0 esiste t∗ε ∈ R tale che
v(x, t) ≤ Cε ∀t < t∗ε.
Poichè v ≥ 0, questo prova che
lim
t→−∞
v(x, t) = 0 ∀x ∈ RN ,
cioè
lim
t→−∞
u(x, t) = m := inf
RN+1
u ∀x ∈ RN .
Ora siamo pronti per dimostrare il Teorema (5.1).
Dimostrazione. Dalle ipotesi del teorema sappiamo che Hu = 0 e che
m ≤ u ≤M m := inf
RN+1
u, M := sup
RN+1
u.
Consideriamo la funzione
v := u−m;
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sicuramente v ≥ 0, inoltre v è anch’essa una funzione calorica; applicando, quindi, il
Teorema (5.2) alla nuova funzione v si ottiene
lim
t→−∞
v(x, t) = 0,
cioè
lim
t→−∞
u(x, t) = m := inf
RN+1
u ∀x ∈ RN .
Consideriamo ora la funzione
w := M − u;
anche w è una funzione calorica non negativa quindi possiamo applicare di nuovo il
Teorema (5.2) ottenendo cos̀ı che
lim
t→−∞
w(x, t) = 0,
cioè
lim
t→−∞
u(x, t) = M := sup
RN+1
u ∀x ∈ RN .
Per l’unicità del limite si ha che necessariamente m = M e quindi u è costante.
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in questi anni. Un libro non è sufficiente per raccogliere tutti i pensieri che in questo
momento mi scorrono per la testa, tutte le cose che vorrei dirti per sottolineare anche in
questo giorno cosa rappresenti tu per me; lasciami dire solo grazie, grazie perchè basta
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Ripercorrendo questi anni nella mia testa, è doveroso ricordare anche tutte quelle per-
sone che per via della lontananza non sono stati al mio fianco in prima persona ma che
lo sono stati dal punto di vista affettivo e con i quali ho passato i giorni al mio rientro
a Loreto. Un grazie in particolare va quindi a Stefano, amico di una vita, Enrico, Ugo,
Mario, Francesco e le mie Amiche, quelle che nonostante gli anni e le distanze ci sono
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