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1. Introduction
LetG = (V, E)beasimplegraphwithvertexsetV = V(G) = {v1, v2, . . . , vn}andedgesetE = E(G).
The adjacency matrix of G is deﬁned to be a (0, 1)-matrix A(G) = [aij], where aij = 1 if vi is adjacent
to vj , and aij = 0 otherwise. Since A(G) is real and symmetric, its eigenvalues are real and can be
arranged as: λ1(G) λ2(G) · · · λn(G). The eigenvalues of the graph G are called the eigenvalues of
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A(G). One can ﬁnd that λn(G), denoted by ρ(G), is exactly the spectral radius of A(G). If, in addition,
G is connected, then A(G) is irreducible; and by Perron–Frobenius Theorem, the eigenvalue ρ(G) is
simple and there exists a unique (up to a multiple) corresponding positive eigenvector, usually called
the Perron vector of A(G). There are many results in literatures concerning the spectral radius of the
adjacency matrix of a graph; see, e.g., [4–6].
The least eigenvalue λn(G) is now denoted by λmin(G), and the corresponding eigenvectors are
called the least vectors of G. Relative to spectral radius, the least eigenvalue has received less attention.
In the past themainwork on the least eigenvalue of a graph is about its bounds; see, e.g., [7,9]. Recently,
two papers of Bell et al. [1,2] and one paper of ours [8] appear in the same issue of the journal Linear
Algebra and Its Applications. The problem of minimizing the least eigenvalues of graphs subjected
to one or more given parameters has received more and more attention. Ye et al. [12] discuss the
connectivity and the least eigenvalue of a graph. Liu et al. [10] discuss the least eigenvalues of unicyclic
graphs with given number of pendant vertices. Petrovic´ et al. [11] discuss the least eigenvalues of
bicyclic graphs.
For convenience, a graph is calledminimizing (respectively,maximizing) in a certain graph class if its
least eigenvalue (respectively, spectral radius) attains the minimum (respectively, maximum) among
all graphs in the class. Denote by Gkn (respectively, Bkn) the set of all connected graphs (respectively,
connected bipartite graphs) of order n with k cut vertices. Berman and Zhang [3] have characterized
the maximizing graph in Gkn , which is obtained by appending k paths of almost equal length to all
vertices of a complete graph of order k. In this paper, we will characterize the minimizing graph(s) in
Gkn . During the discussion we ﬁnd that a minimizing graph in Gkn is exactly a maximizing graph in Bkn,
which implies the structural difference between the minimizing graph and maximizing graph in Gkn .
We also get an upper bound for the spectral radius of a bipartite graph, and a lower bound for the least
eigenvalue of a general graph, both in terms of the number of cut vertices.
2. Preliminaries
We begin with some deﬁnitions. Let x = (x1, x2, . . . , xn)T ∈ Rn, and let G be a graph on vertices
v1, v2, . . . , vn. Then x can be considered as a function deﬁned on the vertex set of G, that is, each vertex
vi is mapped to xi = x(vi), xi is also called the value of vi given by x. One can ﬁnd that
xTA(G)x = 2 ∑
uv∈E(G)
x(u)x(v), (2.1)
and λ is an eigenvector of G corresponding to an eigenvector x if and only if x /= 0 and
λx(v) = ∑
u∈NG(v)
x(u), for each v ∈ V(G), (2.2)
where NG(v) denotes the neighborhood of v in G. Eq. (2.2) is also called a (λ, x)-eigenequation of G. In
addition, for an arbitrary unit vector x ∈ Rn,
λmin(G) xTA(G)x ρ(G) (2.3)
with the ﬁrst equality if and only if x is a least vector of G, and with the second equality if and only if
x or −x is a Perron vector of G.
A graph is called nontrivial if it contains at least two vertices, and a block of a graph is called
nontrivial if the block contains at least three vertices. Let G1, G2 be two disjoint connected graphs, and
let v1 ∈ G1, v2 ∈ G2. The coalescence of G1, G2, denoted by G1(v1) · G2(v2), is obtained from G1, G2
by identifying v1 with v2 and forming a new vertex u; see [6] or [8]. The graph G1(v1) · G2(v2) is also
written as G1(u) · G2(u).
Lemma 2.1 [8]. Let G1 and G2 be two disjoint nontrivial connected graphs, and let {v1, v2} ⊆ V(G1), u ∈
V(G2). Let G = G1(v2) · G2(u) and let G˜ = G1(v1) · G2(u). If there exists a least vector x of G such that|x(v1)| |x(v2)|, then λmin(G˜) λmin(G), with equality if only if x is a least vector of G˜, x(v1) = x(v2)
and
∑
w∈NG2 (u) x(w) = 0.
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Fig. 2.1. A graph G(a, a′ , b, b′).
Lemma 2.2. Let G be a graph containing two nonadjacent vertices p, q, and let G˜ be obtained from the
graph G by adding the edge pq. Let x be a least vector of G. Then
(1) λmin(G˜) < λmin(G) if x(p)x(q) < 0;
(2) λmin(G˜) λmin(G) if x(p) = 0 or x(q) = 0, and the equality holds if and only if x is a least vector
of G˜ and x(p) = x(q) = 0.
Proof. Assuming that x has a unit length, by (2.1) and (2.3) we have
λmin(G˜) xTA(G˜)x = 2x(p)x(q) +
∑
uv∈E(G)
2x(u)x(v) = 2x(p)x(q) + λmin(G).
If x(p)x(q) < 0, surely λmin(G˜) < λmin(G). If x(p) = 0 or x(q) = 0, then λmin(G˜) λmin(G), with
equality only if x is also a least vector of G˜. Letting β := λmin(G) = λmin(G˜), and comparing the
(β , x)-eigenequations of G and G˜ on the vertex p or q, we have x(p) = x(q) = 0. The sufﬁciency is
easily veriﬁed. 
At last we give some graph notations. Let G1, G2 be two disjoint connected graphs, and let G1 ∨ G2
denote the graph obtained from G1 ∪ G2 by joining each vertex of G1 to each vertex of G2. Denote by
On an empty graph (without edges) of order n. Thus Op ∨ Oq is a complete bipartite graph, denoted by
Kp,q. Denote by Kn, Pn, Cn a complete graph, a path and a cycle all of order n, respectively.
Let n and k be ﬁxed positive integers, where n 6 and 1 k n/2. For arbitrarily given nonnegative
integers a, a′ such that a k, a′  n − 2k, 2 a + a′  n − k − 2, letting b = k − a and b′ = n −
2k − a′, a graph denote byG(a, a′, b, b′), is obtained fromOa+a′ ∨ Ob+b′ by appending a pendant edges
to a (arbitrarily) chosen vertices ofOa+a′ and bpendant edges to b (arbitrarily) chosen vertices ofOb+b′ .
For convenience, partition the vertex set of G(a, a′, b, b′) into six subsets V1, V2, . . . , V6, where V2, V5
are respectively the sets of a chosen vertices and of b chosen vertices, V1, V6 are, respectively, the sets
of pendant vertices adjacent to V2 and V5, V3 = V(Oa+a′) \ V2, V4 = V(Ob+b′) \ V5; see Fig. 2.1.
3. The least eigenvalues of graphs with k cut vertices
Denote by αkn the minimum of the least eigenvalues of graphs in Gkn , or equivalently the least
eigenvalue of a minimizing graph in Gkn .
Lemma 3.1. αkn is strictly decreasing with respect to n 3, and is increasing with respect to k 1.
Proof. LetG be aminimizing graph inGkn , and let x be a least vector ofG of unit length. Surelyλmin(G) =
αkn . We assert that there exists at least one block of G containing two vertices p, q such that x(p) +
x(q) /= 0. Otherwise, each block of G contains exactly two vertices with opposite nonzero values, and
hence G is a tree. Considering the eigenequation of G on one pendant vertex,αkn = −1, a contradiction
as G is not complete.
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Let G˜ be obtained from G by adding a new vertex w together with edges wp and wq. Obviously
G˜ ∈ Gkn+1. Let x˜ ∈ Rn+1 such that x˜(w) = 0 and x˜(v) = x(v) for any vertex v of G. We have
λmin(G˜) x˜TA(G˜)˜x = 2
∑
uv∈E(G˜)
x˜(u)˜x(v) = 2 ∑
uv∈E(G)
x(u)x(v) = λmin(G).
If the equality holds, then x˜ is a least vector of G˜; by the eigenequation of G˜ on w, x(p) + x(q) = 0, a
contradiction. Thus
αkn+1  λmin(G˜) < λmin(G) = αkn.
Next we prove the second result. Suppose that k 2. Then there exists one block B of G containing
two cut vertices, say u, v. Assume that |x(u)| |x(v)|. Note that G can be considered as a coalescence
of two subgraphs at v, written as G = G1(v) · G2(v), where G1 contain B and v is not a cut vertex of G1.
Now let G˜ = G1(u) · G2(v). Surely, G˜ ∈ Gk−1n , and by Lemma 2.1,
αk−1n  λmin(G˜) λmin(G) = αkn.
The result follows. 
Lemma 3.2. Let G be a minimizing graph in Gkn, and let x be a least vector of G. Then
(1) minu∈C(G) |x(u)|maxu∈V(G)\C(G) |x(u)|, where C(G) denotes the set of cut vertices of a graph G;
(2) x contains no zero entries.
Proof. Assume to contrary, |x(u)| < |x(w)| for some cut vertex u and some non-cut vertexw of G. We
canwrite G = G1(u) · G2(u), where u is not a cut vertex of G1 andw ∈ G1. Let G˜ = G1(w) · G2(u), one
can ﬁnd G˜ ∈ Gkn . By Lemma 2.1, λmin(G˜) < λmin(G), a contradiction.
We next prove the result (2), and divide the discussion into cases.
Case 1: x(v) /= 0 for each cut vertex v of G. Let u be a non-cut vertex of G. Assume to the contrary,
x(u) = 0.Obviously,u is not apendant vertex; otherwise thevertex v adjacent tou is a cut vertex, by the
eigenequation x(v) = 0, a contradiction. Thus u is contained in a nontrivial block, and G − u ∈ Gln−1
for some l k. Let x˜ be a subvector of x only by deleting the entry corresponding to u. Assuming x is
unit, by Lemma 3.1,
αkn α
l
n < α
l
n−1  λmin(G − u) x˜TA(G − u)˜x = xTA(G)x = λmin(G) = αkn,
a contradiction.
Case 2: x(v) = 0 for some cut vertex v of G. By the ﬁrst result, x(u) = 0 for each non-cut vertex u of
G. If G has no nontrivial blocks, then G is a tree and by the eigenequation x = 0, a contradiction. Now
assume G contains nontrivial blocks. If G has one nontrivial block which contains a non-cut vertex u,
then G − u ∈ Gln−1 for some l k, and by similar discussion to Case 1, a contradiction will yield. So we
may assume that G contains nontrivial blocks each of which consists of cut vertices.
If G contains exactly one nontrivial block, then G is obtained from this block by attaching a tree
on each vertex of the block. Surely by the eigenequation x = 0, a contradiction. So we may let G1, G2
be two nontrivial blocks with longest distance, which are connected by a sequence of blocks starting
from u1 ∈ G1 and ending at u2 ∈ G2. Except u1 (respectively, u2) any other vertices of G1 (respectively,
G2) are all attached by trees, and hence by the eigenequations, these vertices have values zero. Also
using the eigenequations, x(u1) = 0 and x(u2) = 0. So G1, G2 are zero blocks (i.e. blocks consisting
of vertices with zero values). Now disregarding the blocks G1, G2 and the trees attaching to them, if
there is only one block left, surely it is a zero block; otherwise considering a pair of blocks with longest
distance among those remaining blocks, by the eigenequations, we still get that such pair of blocks are
zero. Repeating the discussion if necessary, we get that all blocks of G are zero, a contradiction. 
Theorem 3.3. Let G be a minimizing graph in Gkn. Then each block of G is a complete bipartite graph, and
hence G is bipartite.
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Proof. Let G be aminimizing graph in Gkn , and let x be a unit least vector of G. By Lemma 3.2, x contains
no zero entries. Let B be any block of G. Then B contains vertices with positive value and also vertices
with negative value. Otherwise let v ∈ B be a cut vertex of G and write G = G1(v) · G2(v), where B is
contained in G1. Let x˜ be obtained from x by replacing x(u) by −x(u) for each vertex u ∈ V(G1) \ {v}
and preserving the values of other vertices. We have
λmin(G) x˜TA(G)˜x < xTA(G)x = λmin(G),
a contradiction.
Denote by V
+
B = {v ∈ B : x(v) > 0}, V−B = {v ∈ B : x(v) < 0}. By Lemma 2.2(1), every pair of
vertices of B with opposite signs are adjacent. So there exists an edge between each vertex of V
+
B and
each vertex of V
−
B . Furthermore, there exist no edges within V
+
B or V
−
B ; otherwise, let uv be such an
edge. Noting that uv is not a cut edge, the graph G − uv is connected and belongs to Gln for some l k.
However,
αln  x
TA(G − uv)x < xTA(G)x = αkn,
a contradiction to Lemma 3.1. The result follows. 
We have proved that a minimizing graph G in Gkn is bipartite. As the least eigenvalue of a bipartite
graph is theminus of its spectral radius, G is a maximizing graph in Bkn, whichwill be discussed in next
section.
4. The spectral radii of bipartite graphs with k cut vertices
In this section we will characterize the maximizing graph(s) in Bkn (i.e. the set of all connected
bipartite graphs of order n and with k cut vertices), and consequently characterize the minimizing
graph(s) in Gkn by Theorem 3.3. We observe that
ρ(G(a, a′, b, b′)) > ρ(Ka+a′ ,b+b′) =
√
(a + a′)(b + b′) 2. (4.1)
Lemma 4.1 [5]. Let G be a connected graph containing vertices u, w with distance s. Let Gk,m be obtained
from G by attaching two paths of length k, m (km 1) to G by their end vertices at u, w, respectively.
Thenρ(Gk,m) > ρ(Gk+1,m−1) for s = 0 (i.e.u = w)anddG(u) 1or s = 1anddG(u), dG(w) 2,where
dG(v) denotes the degree of the vertex v in the graph G.
Lemma 4.2. Let G be a maximizing graph in Bkn, where n 8 and 1 kn/2	. Then G has exactly one
non-trivial block.
Proof. Surely each block of G is bipartite and is also complete bipartite since adding an edge to a graph
will increase the spectral radius.We ﬁrst assert that G has at least one non-trivial block. Otherwise G is
a tree with k cut vertices, and hence contains n − k pendant vertices. So the maximum degree of G is
at most n − k, and hence ρ(G) < n − k. Noting that G(k/2	, 
n − 2k/2, 
k/2, n − 2k/2	) ∈ Bkn,
if n 8 and 1 kn/2	, then by (4.1)
ρ(G(k/2	, 
n − 2k/2, 
k/2, n − 2k/2	)) >
√
n − k/2	
n − k/2 > n − k,
a contradiction.
We now assume that G contains at least two non-trivial blocks, and will get a contradiction in this
case. Let G1 and G2 be two such blocks with the shortest distance among all pairs of non-trivial blocks.
Thus G1, G2 are connected by a sequence of trivial block (i.e. a path) starting from p ∈ G1 and ending
at q ∈ G2 (possibly p = q). Let the bipartition of V(G1), V(G2) be (V11, V12), (V21, V22), respectively,
where p ∈ V11, q ∈ V21.
Let x be an unit Perron eigenvector of G. Without loss of generality, we may assume
∑
v∈V11 x(v)∑
v∈V21 x(v). We now prove
∑
v∈V12 x(v)
∑
v∈V22 x(v). If not, deleting all edges between V11 and
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V12, V21 and V22, and adding all possible edges between V11 and V22, V21 and V12, we obtain a graph
G˜ still in Bkn. However,
xTA(G˜)x − xTA(G)x =
⎛⎝ ∑
v∈V11
x(v) − ∑
v∈V21
x(v)
⎞⎠⎛⎝ ∑
v∈V22
x(v) − ∑
v∈V12
x(v)
⎞⎠ 0,
which implies thatρ(G˜) ρ(G). Ifρ(G˜) = ρ(G), then x is also a Perron vector of G˜, which is impossible
by considering the eigenequations of G and G˜ on one vertex of V11. So ρ(G˜) > ρ(G), a contradiction.
Note G2 is a non-trivial block so that V21, V22 both contain at least two vertices, Let U = V21 \{q}, W = V22 \ {r}, where r is an arbitrarily chosen vertex of V22. Now deleting all edges between U
and r, W and q, and adding all possible edges between U and V12, W and V11, we obtain a graph G still
in Bkn. Observe that
xTA(G)x − xTA(G)x =
⎛⎝ ∑
v∈V12
x(v) − x(r)
⎞⎠∑
v∈U
x(v) +
⎛⎝ ∑
v∈V11
x(v) − x(q)
⎞⎠ ∑
v∈W
x(v) > 0,
which implies ρ(G) > ρ(G), a contradiction. 
Remark 1. By Lemma 4.2, if G is a maximizing graph in Bkn, where n 8 and 1 kn/2	, then G
contains exactly one non-trivial block, say B with bipartition (V1, V2). Except B each of other blocks
consists of an edge. If x is a Perron eigenvector of A(G), from discussion of the proof of Lemma 4.2, the
maximum of
∑
v∈V1 x(v) and
∑
v∈V2 x(v) is larger than or equal to the value of any other vertex not in
B given by x.
Lemma 4.3. Let G be a maximizing graph in Bkn, where n 8 and 1 kn/2	. Then G = G(a, a′, b, b′)
for some nonnegative integers a, a′, b, b′.
Proof. By Lemma 4.2, G can be considered as a graph obtained from a nontrivial block Bwith vertices
v1, v2, . . . , vp by identifying vi with one vertex of a tree Tni of order ni for each i = 1, 2, . . . , p, where
ni  1, p 4 and
∑p
i=1 ni = n. Let the bipartition of B be (V1, V2), and let x be a Perron vector of A(G).
By Remark 1, wemay assume that
∑
v∈V1 x(v)
∑
v∈V2 x(v), and the former is the larger than or equal
to the value of any other vertex not in B. To reach the result, it is enough to show Tni = P1 or Tni = P2
for each i = 1, 2, . . . , p.
We ﬁrst prove that Tni is a path with one end vertex being vi for each i = 1, 2, . . . , p. Except vi, if
there exists a vertex in Tni with degree greater than 2, let u be such vertex with the longest distance
to vi, and let w be one neighbor of u that does not belong to the path from u to vi. Now deleting the
edge uw and adding all possible edges between w and V1, we obtain a graph G˜ ∈ Bkn but with a larger
spectral radius since x(w)
∑
v∈V1 x(v), a contradiction. So Tni is formed by several paths sharingwith
the vertex vi. If the degree of vi in Tni is greater than 1, then by a similar discussion, a contradiction
will also occur.
We write Tni as Pni , and will prove ni equals 1 or 2. If there exists some ni  3, then there will exist
some nj = 1 as kn/2	.
Case 1: vi, vj lie in different bipartite sets of B. Replacing Pni , Pnj by Pni−1, Pnj+1, respectively, we
obtain a graph with a larger spectral radius by Lemma 4.1, a contradiction.
Case 2: vi, vj lie in a same bipartite set of B, say V1.
Case 2.1: ni = 3. Let wi be another end vertex of Pni , and let ui be the central vertex of Pni . By the
eigenequation, we have
ρ(G)[x(vi) − x(vj)] = x(ui), ρ(G)x(ui) − x(vi) = x(wi) = x(ui)/ρ(G).
So x(vj) = (ρ(G) − 2/ρ(G))x(ui). As B contains a cycle C4, ρ(G) > ρ(C4) = 2, and hence x(vj) >
x(ui). Replacing the edge wiui by wivj , we get a graph still in Bkn but with a larger spectral radius, a
contradiction.
Case 2.2: ni  4. Then any path Pnk attached to some vertex of V2 holds that nk  3; otherwise
replacing Pni , Pnk by Pni−1, Pnk+1, respectively, we get a contradiction by Lemma 4.1. However, if we
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replace Pnk , Pnj by Pnk−1, Pnj+1, respectively, we also get a contradiction by Lemma 4.1. The result now
follows. 
Let x be a Perron vector of G(a, a′, b, b′). By the eigenequation (2.2), x has a constant value xi on the
vertices of Vi for each i = 1, 2, . . . , 6. Thus ρ(G(a, a′, b, b′)) is the largest root of following equations:
λx1 = x2, λx2 = x1 + b′x4 + bx5, λx3 = b′x4 + bx5, λx4 = ax2 + a′x3,
λx5 = ax2 + a′x3 + x6, λx6 = x5.
It is easily found that ρ(G(a, a′, b, b′)) is the largest root of the following function:
f (a, a′, b, b′, λ) := (λ2 − 1)2 −
(
aλ + a′ λ
2 − 1
λ
)(
bλ + b′ λ
2 − 1
λ
)
. (4.2)
Fixing λ, if λ > 1 then f (a, a′, b, b′, λ) attains a minimum when a = b and a′ = b′, i.e. a = k/2, a′ =
(n − 2k)/2. So the largest root of f (k/2, (n − 2k)/2, k/2, (n − 2k)/2, λ) is not less than that of f (a, a′, b,
b′, λ) for any pair of a, a′.
Theorem 4.4. Suppose that n 8 and 1 kn/2	. Let ρ be the largest root of the equation
λ3 − n − k
2
λ2 − λ + n − 2k
2
= 0.
If G is a connected bipartite graph of order n with k cut vertices, ρ(G) ρ. If G is a connected graph of
order n with k cut vertices, λmin(G)−ρ.
Proof. Noting that
f
(
k
2
,
n − 2k
2
,
k
2
,
n − 2k
2
, λ
)
= (λ2 − 1)2 −
(
n − k
2
λ − n − 2k
2λ
)2
,
the result follows by Lemma 4.3, Theorem 3.3, and the previous discussion. 
Theorem 4.5. The maximizing graph G in Bkn is unique and is given as follows, where n 8 and 1 k
n/2	.
(1) If n − k is even, G = G(k/2	, 
(n − 2k)/2, 
k/2, (n − 2k)/2	).
(2) If n − k is odd and k(n − k)/2	, G = G(0, 
(n − k)/2, k, (n − k)/2	 − k).
(3) If n − k is odd and k
(n − k)/2, G = G(k − (n − k)/2	, n − 2k, (n − k)/2	, 0).
Proof. LetG beamaximizinggraph inBkn. By Lemma4.3, it is enough to consider thegraphG(a, a′, b, b′),
whose spectral radius is the largest root of the function f in (4.2). Without loss of generality, we may
assume a + a′  b + b′. Observe that
f (a, a′, b, b′, λ) − f (a − 1, a′, b + 1, b′, λ) = λ
[
(a + a′ − b − b′ − 1)λ − a
′ − b′
λ
]
, (4.3)
f (a, a′, b, b′, λ) − f (a, a′ − 1, b, b′ + 1, λ)
= λ
2 − 1
λ
[
(a + a′ − b − b′ − 1)λ − a
′ − b′ − 1
λ
]
. (4.4)
If a + a′  b + b′ + 2, and in addition λ > max{√|a′ − b′|, 1}, the difference in (4.3) and (4.4) are
both positive. As ρ := ρ(G(a, a′, b, b′)) > max{√|a′ − b′|, 1} by (4.1), f (a − 1, a′, b + 1, b′, ρ) < 0.
However, when λ → +∞, f (a − 1, a′, b + 1, b′, ρ) → +∞, which implies
ρ(G(a, a′, b, b′) < ρ(G(a − 1, a′, b + 1, b′)). (4.5)
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Similarly, we can prove
ρ(G(a, a′, b, b′) < ρ(G(a, a′ − 1, b, b′ + 1)). (4.6)
Repeatedly using (4.5) and (4.6), we have
ρ(G(a, a′, b, b′) < ρ(G(a − l, a′ − j, b + l, b′ − j)),
for some nonnegative integers l, j such that a − l 0, a′ − j 0, a − l + a′ − j equals b + l + b′ + j
or b + l + b′ + j + 1. So, it is enough to discuss the graph of type G(a, a′, b, b′) with a + a′ = b + b′
or a + a′ = b + b′ + 1.
If a + a′ = b + b′, thenn − k = (a + a′) + (b + b′) is even.Wemayassume that a′  b′ otherwise
we consider the graph G(b, b′, a, a′). If a′ = b′ or a′ = b′ + 1, the result (1) follows. If a′  b′ + 2, and
in addition λ > 0, then
f (a, a′, b, b′, λ) − f (a + 1, a′ − 1, b − 1, b′ + 1, λ)
= 1
λ
[
(b + b′ − a − a′)λ + a
′ − b′ − 1
λ
]
> 0.
So
ρ(G(a, a′, b, b′)) < ρ(G(a + 1, a′ − 1, b − 1, b′ + 1)) ρ(G(a + l, a′ − l, b − l, b′ + l)),
for some positive integer l such that a′ − l equals b′ + l or b′ + l + 1. The result (1) also follows.
If a + a′ = b + b′ + 1, then n − k is odd. Observe that
f (a, a′, b, b′, λ) − f (a − 1, a′ + 1, b + 1, b′ − 1, λ) = 1
λ
[
(a + a′ − b − b′)λ + b
′ − a′ − 1
λ
]
.
If λ >
√|b′ − a′ − 1|, the above difference is positive, which implies that
ρ(G(a, a′, b, b′)) < ρ(G(a − 1, a′ + 1, b + 1, b′ − 1)) ρ(G(a − j, a′ + j, b + j, b′ − j)),
for some positive integer j such that min{a − j, b′ − j} = 0. Then the results (2) and (3) follow. 
By Theorems 3.3 and 4.5, we get the following result.
Theorem 4.6. TheminimizinggraphG inGkn isuniqueand is givenas follows,wheren 8and1 kn/2	.
(1) If n − k is even, G = G(k/2	, 
(n − 2k)/2, 
k/2, (n − 2k)/2	).
(2) If n − k is odd and k(n − k)/2	, G = G(0, 
(n − k)/2, k, (n − k)/2	 − k).
(3) If n − k is odd and k
(n − k)/2, G = G(k − (n − k)/2	, n − 2k, (n − k)/2	, 0).
Remark 2. Fixing the order n, increasing or decreasing k by one, the minimizing graph in Gkn will have
a big change in structure. This is very surprising!
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