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1. In a paper by LaSalle [l] on linear time optimal control the following 
lemma is proved: 
LEMMA. Let Q be the set of all r-dimensional vector functions u(r) measurable 
on [0, t] with / Z+(T) / < 1. Let Go be the subset of functions U”(T) with 
1 Z+“(T) = 1. Let Y(T) be any (n x r) matrix function in Ll([O, t]). D@ze 
A(t) = f Y(T) U(T) d7; u E 52; 
0 
and 
AU(t) = ;j-1 Y(T) U”(T) dT; u” E Go; 
Then AO(t) is closed and A(t) = AO(t). 
In Theorem I we generalize the above lemma and apply our generalization 
in Theorem 2 to a certain class of mappings to obtain what we call bang-bang 
. . 
approxrmatrons of these mappings. Roughly speaking the situation is as 
follows. Suppose f and{f,}, 1 <j < k, are measurable mappings of a compact 
interval I in R into Rm such that, for t a.e. in I, f(t) is in the convex hull of 
{fj(t)). Then given any measurable set E C I and any E > 0 there exists a 
measurable mapping F from I + R” with the following properties: (1) for 
each t in I there is a j = 1, ... K such that F(t) = f3(t) and (2) 
II!” Ef(t)dt - [ F(t)dt ‘E 
where 11 11 denotes any norm equivalent to the Euclidean norm in Rnl 
THEOREM 1. Let I be a measurable subset of R1 of finite measure, {hj>, 
1 < j < k, a $nite sequence of measurable mappings of I into a compact set A 
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in Rn and suppose f : I --f R” is a measurable mapping with the property that f(t) 
belongs for every t in I to the convex hull C,,(t) of the set 
ifi( . ..flst)l. 
Then there exists a partition {Ij>, 1 <j < k, of I into measurable sets such that 
jIf(t) dt = J‘,$ Cj(t)fj(t) dtJ 
2 
where C, is the characteristic function on Ij 
PROOF. Since by assumption the range of each fj is contained in the 
compact set A in R”, the range off is contained in the convex hull of A. 
Hence t--f /I f(t) 11 is bounded on I and so f is integrable on 1. 
Let U be the set of all mappings F of I into Rn to which there corresponds 
a partition {Ii), 1 <j < k, of 1 into measurable sets such that 
F(t) = 2 cj(t)fi(t) 
j=l 
for every t in I. It follows that the range of each F in U is contained in the 
compact set A in R”. Clearly each F in U is measurable in I and hence inte- 
grable in I. 
Let 
K= )I, F(t)dt :FE Ul 
i . 
We assert that K is compact and convex. To see convexity, suppose F, and 
F, are any two mappings in U, {ljl}, {Ij2}, 1 < j < k, the measurable parti- 
tions of I corresponding to F, and F, respectively, and write 
x1 = J F,(t) dt x2 = Fz(t) dt. I s I 
By Lyapunov’s theorem (see e.g. [2]) there exists for each X E [0, l] a measur- 
able set M C I such that 
s F,(t) = Xxi, i= 1,2, M 
and hence 
.c F,(t) dt = (1 ~ A) xi i= 1,2. I-M 
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LetF-FronM,F=F,onI-MsothatforeverytinI 
F(t) = 2 [Cl(t) C,(t) i Cj’(t) (1 - C,(t))]fj(t) 
j=l 
where Cjl, Cj2, and C, are the characteristic functions of Ijl, Ij2, and M 
respectively. Obviously, the value of each function in the square brackets is 0 
or 1 for every t in I. Hence 
Ij = {t EI : C>(t) C,(t) + Cjyt) (1 - C,(t)) = I}, 1 <j<R, 
is measurable, Ij n Ik = # for j # k and u: 1 Ij = I. Thus (Ij), 1 <j < K, 
is a measurable partition of I, and therefore F belongs to U. Furthermore, 
by construction, 
1 [I - C,(t)lF,(t) dt 
I 
F(t) dt = 1 C,(t)r;;(t) dt + 1 
I I 
= Ax, + (1 - A) Xa 
To prove K is compact it is sufficient to show that K is closed, because 
it is obviously bounded. Since K is convex, R (i.e. the closure of K) is also 
convex, and 
I? = K u B(K), 
where B(K) is the boundary of K. Let r be a point in B(K). Then either 
r is an extremal point of I? or r is a convex linear combination of a finite 
number of extremal points of I?. Thus, in order to show that K is closed, 
we must prove only that the extremal points of I? are in K. 
Suppose Y is an extremal point of Z?. Then there exists a sequence, {Y,}, 
in K such that (Ye} + Y. Each r,, has the representation 
Y, = 
! 
* F,(t) dt, 
I 
with F,, in U. Using Theorem No. 4 of Blackwell’s paper [2], we can find a 
subsequence in {F,), which for convenience is assumed to be the original 
sequence, such that liq,, F,(t) = F(t) [a.e.] on I. The Lebesgue bounded 
convergence theorem shows then that 
s F(t) dt = $2 1 F,(t) dt = lim Y, = Y. 
I I n+m 
Let 
T, = {t : $2 F,(t) = F(t)), T2 = I - Tl 
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Thus the Lebesgue measure of T, is equal zero. Define 
Then obviously 
on Tl ‘@) = [$; on T,’ 
.r P(t) dt = r and I lj+gn(t) = F(t) 
for t in T, . Let t, be in T,; then F,(tJ =fj(Q for some fixed j, 1 <j < k, 
and for infinitely many n. Hence F(t,) must equal fi(tI) at t, (since R” is a 
HausdorB space). 
Let 
Aj = {t : F(t) =fj(t)}, 1 <j<k. 
Then each Aj , 1 < j < k, is measurable and I = U%, Aj . 
Define 
j-1 
A, = A,, A, = A, - u A,, 2<j<k. 
L=l 
Then (Ai), 1 <j < k, obviously forms a measurable partition of I, and so 
F = 2 C,,fj E u. 
j=l 
Hence 
T= j P(t) dt = 
I 
j 2 c,#)fj(t) dt E K, 
I j=l 
which shows that K = K. 
Finally, we must show that 
s 
,f’t) dt E K. 
Suppose the contrary. Then, since K is compact and convex, there exists a 
point y in Rn such that 
Let 
(y,j,f(t)dt) >(y,~) forall rinK. 




We claim that ulxl Ej = I. Suppose there is a t, in I with the property that 
(y,.f(tJ) >- (y,fj(t,)), for all j, 1 S-,j < k. Since f(t,) belongs to Co(f,), 
f(t,) = C:‘, oljfJ(t,,) where the constants oi, .J 0 and Xi=, aj == 1. By assump- 
tion 
which is an obvious contradiction. 
Let 
j-1 
El = El , E, = Ej ~ u EB , 2<j<k. (1.3) 
8=1 
Then the sequence (Ejij> f orms a measurable partition of I. Let 
G belongs to U and 
f = .(‘I G(t) dt 
is in K. From (1.2) and (1.3) we see that 
(Y> j/(t) dtj < (Y, J’, G(t) di) = (y, F), 
which is contrary to our assumption (1 .l). Hence J,f(t) dt is in K. 
2. THEOREM 2. Let Z = [0, 11, and let f,(fj}, 1 <j < k, satisfy the 
hypotheses of Theorem 1. Then there exists a sequence {F,} of mappings in the 
family U which converges weakly in L,(Z) to f. 
Before proving the theorem let us make two remarks. 
REMARK 1. For each positive integer n and every integer k, 1 < k < 2”, 
we can apply Theorem 1 to the interval 
Ir.n = [ 
k-l k 
- - 2” ’ 2” I . 
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Hence we can construct a sequence (F,) of mappings in U such that 
j, J(t) dt = j F,(t) dt, 
kn 
1 < k < 2”. 
This implies that for each pair of integers m, k, with 1 < k < 2m, and every 
integer n 3 no 
jIk mF,o(t) dt = j F,(t) dt. Ik,Wl 




12 = 1,2, ... 1 <K<2” 
form a basis of the interval (0, 1) in the usual topology, any open interval 
FI C I can be approximated arbitrarily closely by an open interval fl C a, where 
/3 has “dyadic” end points; i.e., if 01 = (tl , tz), 0 < t, < t, < 1, then given 
any E > 0 there exist i, i such that 
4 Z;-t’<$, 0 < k, < 2i. 0 < k, < 2i. 
PROOF OF THEOREM 2. To prove weak convergence in L,(I) it is sufficient 
to show for each measurable set E in I that 
;+% jEKW dt = jEtIt) dt. 
Let {F,} and the open intervals (Ik,%} b e constructed as above. Since I with 
Lebesgue measure TV is a regular measure space, there exists corresponding 
to each E > 0 an open neighborhood G in the relative topology containing 
E for which 0 < p(G) < 1 and p(G - E) < E. 
Being an open set in (0, l), the set G is the union of an at most countable 
sequence of disjoint open intervals {an}. The properties of Lebesgue measure 
then imply that 
82 = $P(%) and S = CL(G) = 3 ~(4, 
i=l i=l 
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and observe that {Sn} is a bounded monotone sequence of positive numbers 
with limit S < 1. Thus given E > 0 there is an n,,(c) > 0 such that 
S .--- S, < E for all n 2 no(e). 
By Remark 2, each 01, 1 < i < n, contains a & with dyadic end points, for 
which 
Therefore, setting 
we have ~(OI - ,!I) < E. We now see that we can construct sets G 3 E, 
a C G, p C a whose measures satisfy 
P(G - 4 < c, PCL(G ~ 4 < E, pcL(a - 8) < 6; 
moreover, /3 is composed of a finite number of disjoint open arcs with dyadic 
endpoints. Related to the sequence {I?,} of Remark 1 we can find an 1~s > 0 
such that for all 71 > n, 
jHf@) dt = j91n@) dt. (2.1) 
Let 
= 11 j6f(t) dt - jG-Ef(t) dt- jcWl dt + j,-,Kdt, dt (/ . (2.2) 
Since the hypothesis IIf j/ < M implies 11 F,(t) // < M, we obtain from (2.2) 
By (2.1), this implies for n > n, 
v,(E) < /1 jxpiif(t) dt - j F,(t) dt (1 t 4Mc < ~ME 
z-8 (2.4) 
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and therefore 
lim !” F,(t) dt = 1 n+m E f(t) dt E 
which proves the weak convergence of {F,} + f, 
3. As an immediate application of Theorem 1 we consider the differential 
equation 
32 = A(t) x + B(t) u(t) + f(t), (3.1) 
where A(t) is an n x n real matrix and B(t) is an 71 x m real matrix, the com- 
ponents of both being integrable on an interval [0, T]. We assume also that f 
is an integrable mapping of I-+ Rn and that u is a bounded measurable 
mapping of Z + Rm. 
THEOREM 3. Let {ui}, 1 < j < k, be measurable mappings of Z into a com- 
pact set A in Rm and suppose for each t that u(t) is in the convex hull of (z+(t)}, 
1 < j < k. Then there exists a measurable partition {Zj}, I < j < k, of Z and a 
mapping v = ET=, Cjuj , where Cj b the characteristic function of Zj , with the 
following property: if x is the solution of (3.1) with x(0) = x0 and y is the 
solution of 
9 = WY + WV(t) +fP> 
with y(0) = x,, then x(T) = y(T). 
PROOF. All solutions of (3.1) can be represented in the form 
r(t) = X(t) [x0 + j:, X-l(s) B(s) v(s) ds + j; X-‘(s) f(s) ds] , 
where X(t) is a fundamental matrix solution of the homogeneous equation 
2 = A(t) x satisfying X(0) = I. 
The theorem is then a consequence of Theorem 1 with 
and 
fj(S) = X-‘B(s) Uj(S), 1 <j<k 
f(s) = X-l(s) B(s) u(s). 
4. Using Theorem 2 we now obtain a result which is essentially the same 
as one obtained earlier by Hermes in [3] using a different approach. 
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Let.f : R” x R’ x A ---+ R”, where A is a compact set in R”I, be continuous, 
and assume that for each B % 0 there exist constants K,(B), K,(B) > 0 and 
integrable real-valued functions pB, h, in Ll(R+) such that 
II&l , t, u(t)) -f(% , t, u(t)) 11 < K,(B) pB(t) 11 x1 ~-- x2 , 
IIf@ > t> u(t)) 1~ G G(B) h,(t) for any x1 > x2 (4.1) 
satisfying /I x1 1~ < B, I/ x2 I/ < B, where u(t) is any measurable function with 
values in A. Then we have: 
THEOREM 4. Let uj , 1 < j < k, be measurable mappings of R+ + A such 
that f(z, t, u(t)) is in the convex hull C,,(z, t) of (f(z, t, z+(t)}, 1 <j ,< k, 
for any (z, t) in R” x R+ and the corresponding value ofu at the point t. Then 
given any interval I = [0, to] and any E > 0 there exists a measurable mapping v: 
I - A for which the solution y of the diferential equation j = f(y, t, v(t)) with 
y(0) = 0 satisJies 11 y(t) - x(t) 11 < c on I. Moreover v = Xi:=, Cjuj , where C, 
is the characteristic function qf the set Ij of a measurable partition {I,}, 1 < j < k 
?fI. 
PROOF. Let 
@‘(t) =f(x(t), t, u(t)). (4.2) 
By hypothesis O(t) is in C’,,(x(t), t) for each t in 1. Hence by Theorem 2 there 
exists for each n = 1, 2, .-., a measurable partition of I, {I,,,}, 1 <j < k, 
and a measurable mapping Qn : R- -+ R” 
where CnSj is the characteristic function for Z,,j , such that the sequence {GJ~] 
converges to @ weakly in Ll(I). 
By assumption 
II @dt> it G G(B) 4th II Q(t) II ,< K@) h(t). (4.4) 
Hence the set {li an(s) d s] is equicontinuous on I and converges pointwise 
to x(t) on 1. Thus on I the convergence is uniform. 
For each n consider the mapping 
Using (4.3) and (4.5) we get 
(4.5) 
C(t) = f@(t), t, u”(t)), n = 1,2, ... 
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For each such un, let X~ be the solution of the differential equation 
* =f(x, t, u”(t)), 
with initial condition x,(O) = 0. Because of the assumptions on f there exists 
an interval [0, tl] with t, > 0, contained in I such that 11 xn(t) I/ < 1, 
11 x(t) 11 < 1 for all t in [0, tl]. 
We claim that X, converges uniformly to x on [0, tl]. For by our assump- 
tions onf there exists a KI > 0 and an integrable function p1 in R? such that 
IIf( 4 u”(t)) -fMt), t, u”(t)) II G K, II &L(t) - x(t) II CLIP). 
Thus if 
%z(t) = II %a(t) - x(t) I/ G 11 j: [f(%(S), s, u”(s) -f(x(s), s, u”(s))] I/ 
+ I/ j~~(x(S,, ST U"(S)) ds - j)b+h S, U(S)) ds I/ 
where the second term on the right may be made less than E for n > n,,(e). 
Hence applying the modified Lipschitz condition we have for 71 > n,, 
/I 4t) II G & J ‘1 II &ds) - 4s) II CL&) ds + E 
= ICI 
.c t II 4s) II /44 ds + E 0 
so that by Gronwall’s inequality 
which shows the uniform convergence. 
Since the solutions x7, can be extended so long as they remain bounded, 
we can repeat the above procedure to show that, for n sufficiently large, 
xn(t) is defined on [0, to]. Repeating the above argument we deduce that 
{xv> converges uniformly to x on I. 
Thus given any E > 0 there is an m(c) > 0 such that 11 x,(t) - x(t) 11 < E 
for t in I and all n > m(e). Let v = ZP(‘)+~, y == x,(,)+r , then v andy have 
the properties asserted in the theorem. 
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