In this paper, the state controllability of networked higher-dimensional linear time-invariant dynamical systems is considered, where communications are performed through one-dimensional connections. The influences on the controllability of such a networked system are investigated, which come from a combination of network topology, nodesystem dynamics, external control inputs and inner interactions. Particularly, necessary and sufficient conditions are presented for the controllability of the network with a general topology, as well as for some special settings such as cycles and chains, which show that the observability of the node system is necessary in general and the controllability of the node system is necessary for chains but not necessary for cycles. Moreover, two examples are constructed to illustrate that uncontrollable node systems can be assembled to a controllable networked system, while controllable node systems may lead to uncontrollable systems even for the cycle topology.
Introduction
Complex networks of dynamical systems are ubiquitous in nature and society, as well as in science and technology [1] . When a network is subject to control, the controllability of the network is essential, which is a 2017 The Author(s) Published by the Royal Society. All rights reserved. system, while controllable node systems may lead to an uncontrollable networked system even for the cycle topology.
The rest of the paper is organized as follows. In §2, some preliminaries and the general model of networked LTI systems are presented. Controllability conditions on various networked systems are derived in §3. Finally, conclusions are drawn in §4.
Preliminaries and the networked system (a) Preliminaries
Let R and C denote the real and complex numbers, respectively, R n (C n ) the vector space of real (complex) n-vectors, R n×m (C n×m ) the set of n × m real (complex) matrices, I N the N × N identity matrix and diag(a 1 , . . . , a N ) the N × N diagonal matrix with diagonal elements a 1 , . . . , a N . Denote by σ (A) the set of all the eigenvalues of matrix A and by ⊗ the Kronecker product of two matrices.
In a directed graph, an edge (i, j) is directed from i to j, where i is the tail and j is the head of the edge. A graph formed by a sequence of edges {(v i , v i+1 ) | i = 1, . . . , − 1} with no repeated node is called a path, denoted as v 1 , . . . , v , where v 1 is the beginning and v is the end of the path, and v is said to be reachable from v 1 . If v 1 , . . . , v is a path, then the graph formed by adding the edge (v , v 1 ) is a cycle. A graph without cycles is called a tree. The node in a tree which can reach every other node is called the root of the tree. A leaf in a rooted tree is a node of degree 1 that is not the root.
An n-dimensional systemẋ = Ax + Bu is said to be state controllable, if it can be driven from any initial state to the origin in finite time by a piecewise continuous control input. (A, B) is state controllable if and only if the controllability matrix (B, AB, A 2 B, . . . , A n−1 B) has a full row rank [2, 4] .
In this paper, for brevity, controllability always means state controllability unless otherwise specified, e.g. structural controllability [7] .
(b) The networked system model In this paper, the node system is n-dimensional, and the output and input of each node system are one dimensional. In order to communicate, the signals of n-dimensional state of the node system are integrated into one dimension for transmission. Specifically, the dynamical system of node i is described byẋ
in which x i ∈ R n is the state vector, A ∈ R n×n , H ∈ R n×1 denotes the inner interaction manner from the output of one node to the state of another node, β ij ∈ R represents the communication bandwidth between two nodes with β ii = 0 and β ij = 0 if there is communication from node j to node i, y i ∈ R 1 is the output vector, C ∈ R 1×n , u i ∈ R 1 is the external control input to node i, B ∈ R n×1 , and δ i = 1 if node i is under control, but otherwise δ i = 0. To avoid trivial situations, always assume that N ≥ 2. Here and throughout, for statement simplicity the network with the node system described by (2.1) will be called a networked system. Denote 
3)
First, recall the Popov-Belevitch-Hautus (PBH) rank condition [4] : the networked system (2.3) and (2.4) is controllable if and only if rank(sI N·n − Φ, Ψ ) = N · n is satisfied for any s ∈ C. In [24] , a necessary and sufficient condition on the controllability of a more general networked system has been given through two algebraic equations, namely, T FB = 0 and L T FHC = F(sI − A) has a unique matrix solution F = 0. These are not easy to verify and are clearly not in the best form of the condition for systems with one-dimensional communication.
In the following, for the networked system (2.1) with one-dimensional communication, some easy-to-check necessary and sufficient conditions will be established, which illustrate in detail how the network topology (described by the matrix L), the node system (A, B, C), the external control input (determined by the matrix ) and the inner interactions specified by H altogether affect the controllability of the whole networked system.
Main results (a) A general network topology
To state the theorem, some more notations are needed. Denote the set of nodes with external control inputs by
For any s ∈ σ (A), define a matrix set
where 
It should be noticed that both formulation and proof cannot directly follow from that of the MIMO setting in [24] . Besides, the conditions are much easier to verify, e.g. condition (iii) is automatically satisfied for cycles and condition (iv) holds automatically for chains, both of which will be discussed in detail in §3b. In order to prove the theorem, two results from [24] and one new result are presented first. Proof. Since C ∈ R 1×n and H ∈ R n×1 , one has rank(HC) = 1. Therefore, rank(sI − A, HC) = rank(sI − A, H), leading to the conclusion.
Lemma 3.2 [24]. If there exists one node without external control inputs, then for networked system (2.3) and (2.4) to be controllable, it is necessary that (A, HC) is controllable.

Lemma 3.3 [24]. If the number of nodes with external control inputs is m, and N > m · rank(B), then for the networked system (2.3) and (2.4) to be controllable, it is necessary that (A, C) is observable.
Proof of theorem 3.1: Necessity. The assumption |U| < N indicates that there exists at least one node without external control input; therefore, it follows from lemmas 3.2 and 3.4 that condition (i) is necessary. Furthermore, for B ∈ R n×1 , it follows from lemma 3.3 that condition (ii) is also necessary. Now, suppose that condition (iii) is not necessary. Then, there exist an s 0 ∈ σ (A) and a non-zero matrix κ ∈ Γ (s 0 ) such that κL = 0.
For matrix M ∈ C p×q , denote by vec(M) ∈ C pq×1 the vectorization of matrix M formed by stacking the columns of M into a single column vector. Furthermore, let α = vec(κ) T . Since κ ∈ Γ (s 0 ), it is easy to verify that αΨ = 0 and
which contradicts the network controllability. Finally, suppose that condition (iv) is not necessary. Then, there exists an s 0 / ∈ σ (A) satisfying
This is also in conflict with the controllability of the networked system. Sufficiency. For s ∈ C, suppose that there exists a vector α = [α 1 , . . . , α N ], with α i ∈ C 1×n , such that α(sI − Φ) = 0 and αΨ = 0. That is,
and
If not, then
which contradicts with the observability of (A, C). Moreover, based on (3.4), one has Combining it with (3.6) and the controllability of (A, H), one obtains
. In view of (3.5), (3.7) and (3.9), it is easy to verify that κL = 0 with α i (sI − A) = 0 for i = 1, . . . , N, and α i B = 0 for i ∈ U. Therefore, by condition (iii), one has α = 0.
If s / ∈ σ (A), then sI − A is invertible. From (3.4), one has
, and rewrite (3.12) as
Then, from (3.5) and (3.11), it follows that ζ i C(sI − A) −1 B = 0 for i ∈ U, which is equivalent to
Consequently, by combining it with (3.13) and condition (iv), one has ζ = 0, which together with (3.11) imply that α = 0. It follows from the above analysis that, for any s ∈ C, the row vectors of matrix [sI − Φ, Ψ ] are linearly independent, hence rank(sI − Φ, Ψ ) = N · n. Thus, the networked system (2.3) and (2.4) is controllable.
(b) Some typical network topologies
In this subsection, as applications of theorem 3.1, specific and precise results are derived for some typical network topologies such as cycles and trees (including chains).
(i) Cycles
Without loss of generality, assume that node 1 is under external control, as shown in figure 1 . The cycle networked system has
where β 1N = 0, β i,i−1 = 0 for i = 2, . . . , N and β ij = 0 otherwise. Figure 1 . A cycle network.
Corollary 3.5. Under the assumption that B ∈ R n×1 and C ∈ R 1×n , the cycle networked system (2.3)-(3.15) is controllable if and only if
(iii) for any s / ∈ σ (A),
Proof. For the cycle networked system, 17) which is invertible; therefore, condition (iii) in theorem 3.1 is automatically satisfied. In the following, it will be proved that condition (iv) in theorem 3.1 is equivalent to the above rank condition. Note that the two conditions are both given in terms of matrix ranks, yet one is about the network topology which is N-dimensional while the other is about a node system which is only n-dimensional. 
From the recursion formula (3.18), it follows that k 1 = 0 since k = 0. Moreover,
which implies that bγ = 1. In example 3.6, the node system is uncontrollable as the second state of the node is not reachable from the control. However, the formed networked system is controllable through the communications among nodes. In example 3.7, the node system is controllable; however, the formed networked system is uncontrollable even though there are more communications among the nodes.
Now, define
One can easily verify that
Therefore,
which implies that rank(I − Lγ , η) < N.
Example 3.6. Consider the networked system (2.1) with three identical nodes as shown in figure 2a , where β 13 = β 21 = β 32 = 1 and
It is easy to check that (A, B) is uncontrollable; however, the networked system (2.1) has rank(Ψ , ΦΨ , Φ 2 Ψ , . . . , Φ 5 Ψ ) = 6, indicating that the networked system is controllable. Next, by using corollary 3.5, it can be seen that σ (A) = {0, 0}. And, for any s = 0, one has b = s −4 and 
It is easy to check that (A, B) and (A, H) are both controllable and (A, C) is observable. However, the networked system (2.1) has rank(Ψ , ΦΨ , Φ 2 Ψ , . . . , Φ 8 Ψ ) = 8 < 9, showing that the networked system is uncontrollable. Next, by using corollary 3.5, it can be seen that for s = 2 / ∈ σ (A), one has C(2I − A) −1 H = −1, b = −1 and
Therefore, it follows from corollary 3.5 that the networked system is uncontrollable.
(
ii) Trees
In [24] , it was shown that for a tree with more than one leaf, if only the root has an external control input, then the networked system is uncontrollable, as a consequence of the result that if (L, ) is uncontrollable then the networked system is uncontrollable. In the following, this result is reproved by verifying the conditions of theorem 3.1.
Corollary 3.8 [24] . Consider a tree, in which every node is reachable from the root, and only the root has an external control input. If there is more than one leaf node in the tree, then the tree networked system is uncontrollable irrespective of the node dynamics. Consequently, a star networked system with N > 2 is uncontrollable.
Proof. It will be shown that the condition (iii) of theorem 3.1 is violated. Since there is no cycle in the tree, for convenience renumber the nodes so that for each edge the index of the tail is smaller than that of the head. Thus, the root is labelled as node 1, and the topology matrix L of the tree has a lower-triangular form.
If there is more than one leaf node in the tree, there must exist a node, denoted as k, which has at least two outgoing edges, (k, ) and (k, v), with = v and > k, v > k. Accordingly, β k = 0, β vk = 0 and the topology can be represented by Choose
. Then, κ = 0 but κL = 0, which violates the condition (iii) of theorem 3.1. Therefore, the tree networked system is uncontrollable.
For a tree with only one leaf, it becomes a chain as shown in figure 3 , which has
where , the condition κL = 0 for κ = 0 is equivalent to α 1 = 0, which implies the equivalence with the controllability of (A, B). Therefore, condition (iii) in theorem 3.1 is equivalent to the controllability of (A, B).
Condition (iv) in theorem 3.1 is automatically satisfied for the chain network, since 
Conclusion
We have presented necessary and sufficient conditions for the controllability of a networked system with one-dimensional communication, which explain in detail the integrated effects of the network topology L, node system (A, B, C), inner interactions H and external control input on the controllability. Specifically, the observability of the node system is necessary for the controllability of the networked system; the controllability of the node system is necessary for the controllability of chain networked system, but not necessary for the cycle networked system; and a tree networked system with more than one leaf is always uncontrollable. These results not only provide precise and efficient criteria for determining the controllability of many large-scale networked systems, by means of verifying some properties of a few matrices of lower dimensions, but also provide some general guidelines on how to assemble uncontrollable node systems to form a controllable networked system, which is deemed useful in engineering practice.
If each node system (described by higher-dimensional matrices (A, B, H, C)) is viewed as a subnetwork, then the networked system studied in this paper can also be considered as an interdependent network (or interconnected network, multi-layer network, network of networks, multiplex network, etc. [25] ); therefore, the results obtained in this paper should shed light onto studying the controllability of such complex networks.
In this paper, state controllability of networked system with identical node dynamics is considered. For future research, output controllability, stabilization and network with nonidentical nodes of large-scale networked systems will be further investigated.
