Exact approximation rate of killed hypoelliptic diffusions using the discrete Euler scheme  by Gobet, Emmanuel & Menozzi, Stéphane
Stochastic Processes and their Applications 112 (2004) 201–223
www.elsevier.com/locate/spa
Exact approximation rate of killed hypoelliptic
di#usions using the discrete Euler scheme
Emmanuel Gobeta ;∗, St)ephane Menozzia;b
aEcole Polytechnique, Centre de Mathematiques Appliquees, Route de Saclay, 91128 Palaiseau,
Cedex, France
bLaboratoire de Probabilites et Mod#eles Aleatoires, Universite Pierre et Marie Curie Paris 6,
175, rue de Chevaleret, 75013 Paris, France
Received 18 March 2003; received in revised form 27 January 2004; accepted 9 March 2004
Abstract
We are interested in approximating a multidimensional hypoelliptic di#usion process (Xt)t¿0
killed when it leaves a smooth domain D. When a discrete Euler scheme with time step h is used,
we prove under a noncharacteristic boundary condition that the weak error is upper bounded by
C1
√
h, generalizing the result obtained by Gobet in (Stoch. Proc. Appl. 87 (2000) 167) for the
uniformly elliptic case. We also obtain a lower bound with the same rate
√
h, thus proving that
the order of convergence is exactly 1=2.
This provides a theoretical explanation of the well-known bias that we can numerically observe
in that kind of procedure.
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1. Statement of the problem
Let (Xt)06t6T be a d-dimensional di#usion process, whose dynamics is given by
Xt = x +
∫ t
0
b(Xs) ds+
∫ t
0
(Xs) dWs (1)
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with a Exed initial data x and a Exed terminal time T . Here, W is a d′-dimensional
standard Brownian motion (BM in short) deEned on a Eltered probability space (;F;
(Ft)06t6T ;P) satisfying the usual conditions. The mappings b;  are Lipschitz contin-
uous.
In this work, we are more speciEcally interested in the law of this di#usion process,
killed when it exits from some Exed domain D. Namely, for a measurable function f,
we consider the quantity
Ex[f(XT )1¿T ] (2)
with  := inf{t¿ 0 :Xt ∈ D}. Actually, the numerical computation of this type of
expectation is a well-known issue in Enance since it is related to the pricing of bar-
rier options (see Andersen and Brotherton-Ratcli#e, 1996, for some references on the
subject). We will approximate (2) by Monte Carlo simulations (which may be an espe-
cially appropriate approach if the dimension d is large). For the simulation procedure,
we consider the Euler approximation of (1) deEned by
XNt = x +
∫ t
0
b(XN(s)) ds+
∫ t
0
(XN(s)) dWs; (3)
where (t) := sup{ti : ti6 t ¡ ti+1}. Note that realizations of (XNti )06i6N are straight-
forward to obtain using simulations of Brownian increments along the mesh. The
so-called discrete Euler scheme corresponds to the killing time N := inf{ti¿ 0 :XNti ∈
D}: thus, the random variable to simulate is simply given by f(XNT )1N¿T which can
directly be derived from the realizations of (XNti )06i6N . The discretization error is
given by
Err(T; h; f; x) := Ex[f(XNT )1N¿T ]− Ex[f(XT )1¿T ]:
The unpleasant feature of this procedure is that it likely overestimates the quantity of
interest when f is nonnegative (Err(T; h; f; x)¿ 0): this fact is clear if XN = X since
one has 6 N with probability 1. In the more general case where XN = X , it is
not so obvious but nevertheless, this has been observed numerically in many situations
(see Boyle and Lau, 1994; Baldi, 1995). One of the purposes of this work is to prove
that this bias is a systematic feature of this discrete killing procedure and to provide a
deeper analysis of this phenomena.
Of course, many improvements of the above procedure are now available: the leading
idea of these methods consists in performing additional simulations of the exit of some
appropriately scaled Brownian bridge on each discretization interval. This has been
introduced by Lerche and Siegmund (1989) in the case of BM in two-dimensional
smooth domains, and later generalized in arbitrary dimensions by Baldi (1995). Some
numerical studies with Enancial applications have been developed by Andersen and
Brotherton-Ratcli#e (1996), Beaglehole et al. (1997), Baldi et al. (1999) among others.
The global error w.r.t. the time step h has been analyzed by Gobet (2000) (see also
Gobet, 2001, for a simpliEed and accurate procedure using half-space approximations):
it essentially yields an order of convergence equal to 1. Hence, we recover the usual
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rate of convergence which is obtained without boundary conditions (see Bally and
Talay, 1996a, and references therein).
We now go back to the analysis of the error Err(T; h; f; x) associated to the discrete
Euler scheme, and in the sequel, we restrict to the case of non-negative functions f,
in order to obtain a positive bias. We will consider rather weak assumptions on the
SDE (assuming Hypoellipticity type conditions (H)), the case of smooth domain D
(with a nonCharacteristic boundary assumption (C)) and the Function f will be taken
to be only measurable with a support condition (see assumption (F)). Under these
hypotheses, we Erst prove in Theorem 5 that the weak error Err(T; h; f; x) is bounded
from above by C2
√
h. Moreover, this Theorem states, and this will be our second main
contribution to the problem, that the weak error is also bounded from below by C1
√
h
(with C1 ¿ 0): this proves that the order of convergence is exactly 12 . This original
estimate justiEes the well-known overestimation which has been observed in numerical
experiments.
In the error analysis below, an essential feature which comes up is that the main
part of this error can be expressed as a suitable average with positive weights of
the overshoot of the discretely killed process above the boundary (the overshoot being
deEned as the distance to the boundary of the process when it exits the domain). Hence,
it provides a clear explanation of the main origin of the error: roughly speaking, the
increments are of order 1=2, and hence (but this is not so straightforward as it will be
seen), the same estimate holds for the overshoot (for general Itoˆ processes, see Gobet
and Menozzi, 2004). The central role played by the overshoot in this problem has been
identiEed in Rubinstein and Reiner (1991), Boyle and Lau (1994) and analyzed in the
context of lattice approximations for barrier options in Gobet (1999).
The derivation of an expansion of Err(T; h; f; x) at the order 12 would require the
computation of the asymptotic law of this overshoot: this is a classical issue which
is usually analyzed with the renewal theory for Markov chains. Unfortunately, in a
multidimensional setting, the available results only hold under ergodicity type condi-
tions (see Alsmeyer, 1994; Fuh and Lai, 2001, and references therein), which are never
satisEed on the relevant process (i.e. the time-rescaled Euler scheme). Hence, we have
been able to expand the error only in some simple situations, derived from the case of
scalar random walks (see Siegmund and Yuh, 1982; Siegmund, 1979).
Note also that in the one-dimensional case with constants coeOcients (where the
expansion at order 1=2 holds true), a nice improvement of the procedure (the so-called
barrier correction) is available (see Broadie et al., 1999): it simply consists in doing
the simulations with the discrete Euler scheme, but with a shifted boundary from
the quantity C
√
h (for some appropriate explicit constant C). We will see that this
boundary correction can be extended to a multidimensional setting.
1.1. Outline of the paper
Notations and assumptions used throughout the paper are deEned in Section 1.2. In
Section 2, we state the main results concerning the upper and lower bounds of the
error Err(T; h; f; x). Then, we give their proofs, using some complementary technical
results whose justiEcations are postponed to Section 3. Section 3 puts together all the
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estimates related to the behavior of the discrete Euler scheme near the boundary: this
is the technical core of the paper and justiEes the origin of the order of convergence
equal to 12 . Furthermore, some more or less standard Malliavin calculus computations
are given and complete the proofs of technical results. Finally, in Section 4, we give
an expansion result in the case of drifted BM with constant di#usion coeOcient, in the
case of a half-space domain, and we improve the original procedure by a boundary
correction technique: numerical experiments conErm its accuracy. In Section 5, we
conclude giving some easy extensions.
1.2. Notations and assumptions
1.2.1. About the process
We introduce:
(S) b and  of class C∞b (bounded with bounded derivatives).
We also require the coeOcients to satisfy the strong HPormander assumption (see Re-
mark 7). Identifying the coeOcients (i)16i6d′ with the vector Eelds which they deEne,
we denote by LM (x) the set of the Lie brackets of length lower or equal to M of these
vector Eelds taken at point x.
(H) ∃M ∈N; ∃C ¿ 0; ∀x∈Rd; ∀z ∈Rd; ∑Y∈LM (x) 〈Y; z〉2¿C|z|2.
As usual, the index x in Ex and Px refers to the initial value of a given process
for which we compute the expectation or the probability: this will be clear from the
context. When needed, we will use the usual notation X t0 ; x for the solution of (1)
starting from x at time t0.
The notation L stands for the inEnitesimal generator of the di#usion, Lg(x) =
b(x):∇g(x) + 12 Tr(∗(x)Hg(x)), where ∇g (resp. Hg) denotes the gradient (resp. the
Hessian matrix) of g. We additionally deEne for all z ∈Rd the operator Lz
by Lzg(x) = b(z):∇g(x) + 12 Tr(∗(z)Hg(x)), which can locally be interpreted as the
generator of the Euler approximation.
1.2.2. About the domain
In the following, we consider a domain D ⊂ Rd, i.e. an open connected set,
which satisEes the following smoothness hypothesis (see Gilbarg and Trudinger,
1977).
(D) The domain D is bounded and of class C∞.
For x∈ @D, denote by n(x) the unit inward normal vector at x.
For r¿ 0, set V@D(r) := {z ∈Rd :d(z; @D)6 r} and D(r) := {z ∈Rd :d(z; D)6 r}.
B(z; r) stands for the closed ball with center z and radius r.
We now recall standard facts on the distance to the boundary and the projection on
D (see Gilbarg and Trudinger, 1977, pp. 381–384; Gobet, 2001).
E. Gobet, S. Menozzi / Stochastic Processes and their Applications 112 (2004) 201–223 205
Proposition 1. Assume (D). There is a constant R¿ 0 such that:
(i) For any x∈V@D(R), there are unique s = $@D(x)∈ @D and F(x)∈R such that
x = $@D(x) + F(x)n($@D(x)).
(ii) The function x → $@D(x) is the normal projection of x on @D: this is a C∞-
function on V@D(R).
(iii) The function x → F(x) is the signed normal distance of x to @D: this is a
C∞-function on V@D(R), which can be extended to a C∞ function on Rd with
bounded derivatives. This extension satis=es F(x)¿d(x; @D) ∧ R on D, F(x)6
−[d(x; @D) ∧ R] on Dc and F = 0 on @D.
(iv) For x∈V@D(R), one has ∇F(x) = n($@D(x)).
We now deEne the noncharacteristic boundary condition by assuming
(C) ∃a0 ¿ 0; ∀x∈V@D(R); ((x) := ∇F(x):∗(x)∇F(x)¿ a0.
In the paper, the function f involved in the expectation of interest satisEes the following
condition.
(F) f is a non-negative bounded measurable function with support strictly included in
D: d(Supp(f); @D)¿ 2j¿ 0.
We may assume that 2)6R and that f is not identically equal to 0.
1.2.3. Miscellaneous
For smooth functions g(t; x), we denote by @(xg(t; x) the derivative of g w.r.t. x
according to the multi-index (, whereas time derivatives of g are denoted by @tg(t; x);
@2t g(t; x); : : : : The notation
@g
@n (t; x)=∇g(t; x):n(x) is the normal derivative on the bound-
ary.
The distribution function of the standard normal law is denoted by *.
We will keep the same notation C (or C′) for all Enite, non-negative constants
which will appear in our computations: they may depend on D, T , b,  or f, but they
will not depend on the number of time steps N and the initial value x. We reserve the
notation c and c′ for constants also independent of x, T and f.
In the following Opol(h) (resp. O(h)) stands for every quantity R(h) such that ∀n∈N,
for some C ¿ 0, one has |R(h)|6Chn (resp. |R(h)|6Ch) (uniformly in x).
1.2.4. Usual controls
We now give some basic estimates for XN , which will be useful in the whole
article: they only exploit the boundedness of the coeOcients (and are thus also valid
for X ).
Lemma 2 (Bernstein’s type inequality). Assume (S). Consider two stopping times S; S ′
upper bounded by T with 06 S ′ − S6,6T . Then for any p¿ 1 and c′¿ 0,
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there are some constants c¿ 0 and C, such that for any .¿ 0, one has a.s.:
P
[
sup
t∈[S;S′]
‖XNt − XNS ‖¿ .
∣∣∣∣∣FS
]
6C exp
(
−c .
2
,
)
;
E
[
sup
t∈[S;S′]
‖XNt − XNS ‖p
∣∣∣∣∣FS
]
6C,p=2;
E
[
exp
(
−c′ d
2(XNS′ ; @D)
,
)∣∣∣∣FS
]
6C exp
(
−c d
2(XNS ; @D)
,
)
:
We omit the proof of the Erst inequality which is standard and refer the reader to
Lemma 4.1 in Gobet (2000) for instance. The two other ones easily follow from the
Erst one, see also Lemma 4.1 in Bally and Talay (1996b) for the last one.
2. Main results
2.1. Preliminary results
For (t; x)∈ [0; T ]×Rd we set v(t; x) := Ex[1¿T−tf(XT−t)]. It is known, see Cattiaux
(1991), that under (C), (D), (H), (S) for every bounded measurable function f, v(t; x)=∫
D qT−t(x; y)f(y) dy where qT−t denotes the transition density of the killed process at
time T − t. The function q is C∞((0; T ]× RD× RD;R), satisEes Kolmogorov’s equations
and for any multi-index ( there exist constants c¿ 0; 2¿ 0 and C s.t.
∀(s; x; y)∈ (0; T ]× RD × RD; |@(qs(x; y)|6 Cs2 exp
(
−c ‖x − y‖
2
s
)
: (4)
These estimates easily follow from Proposition 3.44 in Cattiaux (1991) and the argu-
ments used in the proof of Proposition 1.12 in Cattiaux (1990). Thus, v belongs to
C∞([0; T )× RD;R) and satisEes the mixed Cauchy–Dirichlet parabolic PDE
@tv+ Lv= 0 on [0; T ]× RD; v(t; x) = 0 on [0; T ]× Dc; v(T; x) = f(x) on D;
with the estimates supx∈ RD |@(xv(t; x)|6C‖f‖∞=(T − t)2, for some constants depending
on (. If we additionally assume (F), as a consequence of (4), v and its derivatives
near @D are uniformly bounded and exponentially decreasing when t → T : for all
multi-index ( there exist constants c¿ 0; 2¿ 0 and C such that
∀(t; x)∈ [0; T )× V@D(j); |@(xv(t; x)|6C
‖f‖∞
1 ∧ j2 exp
(
−c j
2
T − t
)
: (5)
Since the function f is non-negative and not identically equal to 0, we have the
following property, which will be used for the lower bound:
(P) Under (C), (D), (F), (H), (S), we have v(t; x)¿ 0 on [0; T )× D.
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Proof. We are reduced to check the strict positivity of qt(x; y) on (0; T ]×D×D. But
this property follows from the arguments used for Lemma 5.37 in Cattiaux (1992),
that can be adapted to our case. Under a uniform ellipticity condition, see Friedman
(1964, Theorem 11, p. 44). For SDEs in the whole space under (H), see Ben Arous
and L)eandre (1991) and references therein.
Before stating our main results, we mention that assumption (C) is suOcient to
guarantee the convergence to 0 of the error.
Proposition 3 (Weak error convergence): Under (C), if D is of class C2 with a com-
pact boundary and the coe>cients in (1) are Lipschitz continuous, for every bounded
continuous function f we have:
lim
h→0
Err(T; h; f; x) = 0:
Proof. According to Proposition 1.1 in Gobet (2000) it suOces to satisfy the condition
Px[∃t ∈ [0; T ] :Xt ∈ D; ∀t ∈ [0; T ]; Xt ∈ RD]=Px[M=0]=0, where M := inf s∈[0;T ] F(Xs).
For this, we verify the Nualart–Vives criterion for the local absolute continuity of the
law of M around 0 (see Proposition 2.1.3, to check M ∈D1;2, and Corollary 2.1.1
in Nualart, 1995): namely, it is enough to prove that ‖DF(Xt)‖L2[0;T ] ¿ 0 a.s. for
t ∈MT := {s∈ [0; T ]; F(Xs)=M} ⊂ ]0; T ] on the event |M |6 R∧F(x)2 . But for t ∈MT
and |M |6R=2; Xt ∈V@D(R) and thus ‖DtF(Xt)‖2 = ((Xt)¿ a0 ¿ 0: by continuity of
s∈ [0; t] → DsF(Xt), it easily follows ‖DF(Xt)‖L2([0;T ]) ¿ 0 a.s.
2.2. Statement of the main results
Theorem 4. Under (C), (D), (F), (H), (S), we have:
Err(T; h; f; x) =
1
2
Ex
[∫ T
0
@v
@n
(s; X Ns ) dL
0
s∧N (F(X
N ))
]
+O(h):
Theorem 5. Under (C), (D), (F), (H), (S), for h small enough (depending on
d(x; @D)¿ 0), we have
C1
√
h6Err(T; h; f; x)6C2
√
h
for two constants C1 ¿ 0 and C2 ¿ 0.
Proposition 6. Under (C), (D), (S), for some c0 ¿ 0 one has:
sup
N;s∈[0;T ]
Ex[exp(c0[h−1=2F−(XNs∧N )]
2)]¡∞:
Hence, the sequence of random variables (h−1=2F−(XNs∧N ))N¿1 is uniformly tight on
[0; T ].
The Erst theorem exhibits the relevant term of the error, i.e. the one that has to
be developed in order to give an expansion of the error. The second one states that
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the leading term is really of order 12 . Moreover, the main term can be interpreted in
terms of Tanaka’s formula as a suitable average of the overshoot. Indeed, we show,
see Lemma 10, that 12 Ex[L
0
s∧N (F(X
N ))] = Ex[F−(XNs∧N )] + O(h). Therefore, Theorem
4 and Proposition 6 are somehow the Erst step for a future expansion of the error.
Remark 7. The strong HPormander condition (H) is needed only for the lower bound in
Theorem 5. In particular, Theorem 4 and the upper bound in Theorem 5 are valid under
the weak HPormander condition (H′) (see Nualart, 1995, p. 111, for a precise deEnition).
We would like to thank Cattiaux (2003, Personal communication) for having suggested
us the following example of a linear SDE which never hits the boundary of the domain
D = ] − $; 2$[. Set X0 = $=2, b(x) = cos(x), (x) = sin(x): (H′) holds true, (H) does
not, and (Xt)t¿0 is living in [0; $]. Thus, the killing boundary has no e#ect in that case
and one could prove that Err(T; h; f; x)=O(h) (see Bally and Talay, 1996a), avoiding
a possible lower bound with rate
√
h.
2.3. Proof of the main results
We Erst state several technical lemmas whose proofs are postponed to Section
3. Since f is nonnegative, v is nonnegative and since v vanishes on @D, clearly
@v
@n (t; x)¿ 0: actually, the inequality is strict (thanks to property (P)).
Lemma 8 (Positivity of the inner normal derivative). Under (C), (D), (F), (H), (S),
for any (t; x)∈ [0; T [× @D, we have @v@n (t; x)¿ 0.
Lemma 9 (Bounds for the expectation of the local time on the boundary). Under (C),
(D), (H), (S), for h small enough (depending on d(x; @D)¿ 0), we have
C1
√
h6 Ex[L0T=2∧N (F(X
N ))]6 Ex[L0T∧N (F(X
N ))]6C2
√
h;
with C2 ¿C1 ¿ 0.
Lemma 10 (A sharp control for the integral of the exit probability). Under (C), (D),
(S), we have
∫ T
0 Px[t ¡ 
N ; X Nt ∈ D] dt6Ch.
A key step of the proof of Theorem 4 and Theorem 5 consists in controlling the
derivatives of the function v. Eq. (5) gives a point-wise estimate on these derivatives
close to the boundary. Lemma 11 below gives controls of the expectations of these
derivatives far from the boundary. From now on we denote by  a cutting function
near @D such that:  ∈C∞b (Rd;R); 1V@D(j=2)6 1−  6 1V@D(j) and ‖@( ‖∞6 C|(|1∧j( for
all multi-index (. In the following two lemmas we introduce NR := inf{t¿ 0 :XNt ∈
D(R)}.
Lemma 11 (Expectation of the derivatives “far” from the boundary). Under (C), (D),
(F), (H), (S), for all multi-indices (; (′, all function g∈C∞b (Rd;R), there exist
E. Gobet, S. Menozzi / Stochastic Processes and their Applications 112 (2004) 201–223 209
constants 4 and C such that ∀i∈ <0; N − 1=; t ∈ [ti; T − h]:
|Ex[1t¡N∧NR g(XNt )@(x(v@(
′
 )(t; X Nt )]|6C
‖f‖∞
1 ∧ j4 ;
|Ex[1t¡N∧NR g(XNti )@(x(v@(
′
 )(t; X Nt )]|6C
‖f‖∞
1 ∧ j4 :
Lemma 12 (Control of the last time step). Under (C), (D), (F), (H), (S), there exist
C; 5 such that:
|Ex[v(T ∧ N ∧ NR ; X NT∧N∧NR )− v((T − h) ∧ 
N ∧ NR ; X N(T−h)∧N∧NR )]|6
C
1 ∧ j5 h:
We are now in position to prove our main results.
Proof of Theorem 5. As a consequence of Theorem 4, the lower bound follows from
Lemmas 8 and 9, while the upper bound is derived from Eq. (5) and Lemma 9.
Proof of Theorem 4. Let us Erst write: Err2(T; h; f; x) := E1(h) + E2(h) + E3 where
E1(h) := Ex[v(N ∧ NR ∧ (T − h); X NN∧NR∧(T−h))]− v(0; x);
E2(h) = Ex[v(N ∧ NR ∧ T; X NN∧NR∧T )]− Ex[v(
N ∧ NR ∧ (T − h); X NN∧NR∧(T−h))];
E3 := Ex[1NR ¡T¡N f(X
N
T )]:
Lemma 2 gives E3 = Opol(h) and Lemma 12 states that E2(h) = O(h). Concerning
E1(h), we use the semi-martingale decomposition of v(t∧NR ; X Nt∧NR ) as in Gobet (2000)
Corollary 3.1. This term writes:
E1(h) = Ex
[∫ (T−h)∧N∧NR
0
1XNt ∈D@tv(t; X
N
t ) dt +
1
2
@v
@n
(t; X Nt ) dL
0
t (F(X
N ))
+ 1XNt ∈D(∇v(t; X Nt ):dXNt +
1
2
Tr(Hv(t; X Nt )d〈XN 〉t))
+ 1XNt ∈D(∇v(t; $@D(XNt )):dXN;@Dt +
1
2
Tr(Hv(t; $@D(XNt ))d〈XN;@D〉t))
]
where (XN;@Dt )t¿0 is an Itoˆ process with bounded coeOcients, see Proposition 3.1 in
Gobet (2000) for a complete description.
Estimates (5) and Lemma 10 directly yield that the contribution with XNt ∈ D is
bounded by Ch. Terms with XNt ∈D can be treated as in Gobet (2000) using estimates
(5) and Lemma 11: they are also bounded by Ch. We mention that the controls obtained
therein for the terms outside the domain were not sharp enough to derive our current
main results.
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At last, the di#erence between the integrals w.r.t. the local time stopped in (T − h)
∧ N ∧ NR and T ∧ N is an Opol(h): this is easy to prove using (5), Lemma 2 and the
local Lp boundedness of the local time, we omit details.
Proof of Proposition 6. We only have to prove that there exist constants c¿ 0 and C
s.t. ∀A¿ 0; supN Px[F−(XNt∧N )¿Ah1=2]6C exp(−cA2) for t ∈ [0; T ], then any choice
of c0 ¡c is valid. We write
Px[F−(XNt∧N )¿Ah
1=2] =
(t)=h∑
i=1
Ex[1N¿ti−11Nti−1¡tiP[F
−(XNti )¿Ah
1=2|FNti−1 ]]
+Px[F−(XNt )¿Ah1=2; N ¿ t] := At + Bt;
where we deEne Nti−1 := inf{t¿ ti−1 :XNt ∈ D}. Bt is directly estimated applying
Lemma 2. This Lemma also enables to develop At as follows:
At6
(t)=h∑
i=1
Ex
[
1N¿ti−11Nti−1¡tiC exp
(
−c A
2h
ti − Nti−1
)]
6C exp(−cA2)h−1
∫ T
0
dtPx[N ¿(t); (t) + h¿N(t)]
6C exp(−cA2)h−1
∫ T
0
dtEx
[
1N¿(t) exp
(
−c d
2(XN(t); @D)
h
)]
:
In the proof of Lemma 10, we show that the last integral is bounded by Ch, which
completes the proof.
3. Proof of technical lemmas
This section is dedicated to the proofs of Lemmas 8–12.
3.1. Hopf boundary point lemma
Lemma 8 is a direct consequence of the following Lemma applied to the func-
tion v: indeed, the martingale property for Ux below easily follows from the one for
(v(t ∧ ; Xt∧) = E(f(XT )1¿T |Ft))06t6T (Markov property); since v(t0; x0) = 0 for
(t0; x0)∈ [0; T [ × @D, Property (P) provides the required strict lower bound for v; at
last, since v is smooth, the lim inf below equals the normal derivative of v.
Actually, the type of result stated in Lemma 13 is known in the PDE theory as the
Hopf boundary point lemma: in the uniformly parabolic case, see Friedman (1964); for
partially degenerate elliptic operators see Lieberman (1985). We give here a variant
of this result, using a probabilistic proof under the sole assumption (C) and without
smoothness properties on u, which seems to be new.
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Fig. 1. Space representation of A at t = t0.
Lemma 13. Assume (C), (D) and (S). Consider (t0; x0)∈R+× @D and the time-space
set D=[t0; t0+:]×(D∩V@D(R)) (with :¿ 0 and R de=ned as in Proposition 1). If u is
a bounded continuous function de=ned on D such that Ux=(Uxs =u(s∧D; X t0 ; xs∧D))s¿t0
(with D = inf{s¿ t0 : (s; X t0 ; xs ) ∈ D}6 t0 + :) de=nes a super-martingale and
u(t; x)¿u(t0; x0) for (t; x)∈D, then one has
lim inf
;↓0
u(t0; x0 + ;n(x0))− u(t0; x0)
;
¿ 0:
Proof. The main idea is to consider a closed subset A ⊂ D containing the points
((t0; x0 + ;n(x0))06;6;0 (;0 ¿ 0 small enough) and a C
∞
b (D) function w with the four
following requirements: (i) w(t0; x0) = 0 (ii) @tw + Lw¿ 0 on A; (iii) @w@n (t0; x0)¿ 0;
(iv) u¿ u(t0; x0) + j0w on @A for some j0 ¿ 0.
Then for such A and w, if we set A for the exit time of (s; X t0 ; xs )s¿t0 from A (for
(t0; x) in A), we easily deduce by (ii) that (Zs := u(s ∧ A; X t0 ; xs∧A)− u(t0; x0)− j0w(s ∧
A; X
t0 ; x
s∧A))s¿0 is a super-martingale, and thus using (iv) and (i) 06 E[ZA ]6Zt0 =
u(t0; x)−u(t0; x0)−j0(w(t0; x)−w(t0; x0)). Take (t0; x)=(t0; x0 +;n(x0))∈A with ; ↓ 0
to get the result considering (iii).
Now, we turn to the construction of A, w and j0. Assumption (C) is here cru-
cial. Up to modifying u for t ¡ t0, we can assume that D is of the form D = [t0 −
:; t0 + :]× (D∩ V@D(R)). Under (D), x0 satisEes an interior sphere condition in D that
permits to construct a time-space ball B := B(P∗;R) ⊂ D (w.l.o.g. R¡: ∧ R=2),
P∗=(t0; x∗) s.t. x∗− x0 =Rn(x0) and B∩ @D= {(t0; x0)} (see Fig. 1). Now, introduce
the time cylindrical half-space P+ := [t0 − :; t0 + :] × {z ∈Rd : (x∗ − z):n(x0)¿ ?R}
for ?∈ (0; 1) and denote A := B∩P+ the expected set. For (¿ 0, we deEne w((t; x)=
exp(−(r2) − exp(−(R2) where r2 := ‖x − x∗‖2 + (t − t0)2: easily, we get [@t +
L]w((t; x)¿ exp(−(r2)(2〈∗(x)(x−x∗); x−x∗〉(2−C() for (t; x)∈A. Since by continu-
ity limx→x0 〈∗(x)(x−x∗); x−x∗〉¿ a0R2 under (C), it is clear that we can choose the
cutting-level ? close enough to 1 to ensure [@t +L]w(¿ exp(−(r2)(a0R2(2−C()¿ 0
on A for ( big enough: for such (, w = w( satisEes (iii). Statements (i) and (ii) are
straightforward to check. It remains to exhibit j0 ¿ 0 in (iv): since w = 0 on @B, we
may consider only (t; x)∈ @A \ @B. But on this compact set, u¿u(t0; x0) and thus, (iv)
holds true for j0 small enough.
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3.2. Boundary estimates
We prove in this section various boundary estimates under mild assumptions, namely
(C), (D), (S). This signiEcantly improves the previous results obtained by the Erst
author in the uniformly elliptic case (Gobet, 2000).
We Erst state a preliminary bound for the integral of the exit probability.
Lemma 14. Under (C), (D), (S), we have
∫ T
0 Px[X
N
t ∈ D; N ¿ t] dt6C
√
h.
Proof. Applying twice Lemma 2 Erst with S ′=t, S=(t) and second with S ′=(t)+h,
S = t, we easily get:∫ T
0
Px[t ¡ N ; X Nt ∈ D] dt6Ch
N−1∑
i=0
Ex
[
1N¿ti exp
(
−c d
2(XNti ; @D)
h
)]
6C
∫ T
0
Ex
[
1N¿t exp
(
−c d
2(XNt ; @D)
h
)]
dt + Ch:
We now wish to apply the occupation times formula and use for this a localization
argument. Namely, under (C), it is clear that for some r0 ¿ 0 (w.l.o.g. r06R=2):
∀z ∈V@D(R=2); ∀y∈B(z; r0); 〈∗(z)∇F(y);∇F(y)〉¿ a0=2: (6)
Thus, for XN(t) ∈V@D(R=2) and XNt ∈B(XN(t); r0), we have XNt ∈V@D(R), d2(XNt ; @D) =
F2(XNt ) and thus d〈F(XN )〉t=‖(XN(t))∗∇F(XNt )‖2 dt¿ a0=2 dt. The occupation times
formula gives∫ T
0
Px[t ¡ N ; X Nt ∈ D] dt
6C
∫ T
0
Ex
[
1N¿t; X N(t)∈V@D(R=8); X Nt ∈B(XN(t) ; r0=4) exp
(
−c d
2(XNt ; @D)
h
)]
dt + Ch
6
2C
a0
∫ R=4
−R=4
dy exp
(
−c y
2
h
)
Ex[LyT∧N (F(X
N ))] + Ch; (7)
where the discarded events in the second inequality are neglected using Lemma 2. Note
that Ex[LyT∧N (F(X
N ))]6C uniformly in y∈ [− R=4; R=4]: the proof is complete.
The preliminary bound from Lemma 14 helps now to prove the upper bound stated
in Lemma 9.
Lemma 15. Under (C), (D), (S), we have Ex[L0T∧N (F(X
N ))]6C
√
h.
Proof. As a consequence of Tanaka’s formula and after taking the expectation, we have:
|Ex
[
1
2
L0T∧N (F(X
N ))− F−(XNT∧N )
]∣∣∣∣6C
∫ T
0
Px[XNt ∈ D; N ¿ t] dt: (8)
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Hence using Lemma 14 it remains to control the expectation of the overshoot:
Ex[F−(XNT∧N )] =
N∑
i=1
Ex[F−(XNti )1N=ti ] =
N∑
i=1
Ex[1N¿ti−1EXNti−1 [F
−(XNti )]]
=
N∑
i=1
Ex[1N¿ti−11XNti−1∈V@D(R=2)EXNti−1 [F
−(XNti )]] + Opol(h): (9)
On the set {XNti−1 ∈V@D(R=2)} we have to upper-bound: EXNti−1 [F
−(XNti )]=EXNti−1 [1Nti−16ti
E[F−(XNti )|FNti−1 ]] with 
N
ti−1 := inf{t ¿ ti−1 :XNt ∈ D}. Remind that F− is Lipschitz
so EXNti−1 [F
−(XNti )]6C
√
hPXNti−1 [
N
ti−16 ti]. We conclude the proof using Lemma 16
and summing over i.
Lemma 16. Under (C), (D), (S), for h small enough, we have for x∈V@D(R=2) ∩ D:
Px[N0 6 h]6CPx[XNh ∈ D] + Opol(h):
Proof. We adapt some ideas from Gobet (2000): in the cited paper, the uniform ellip-
ticity condition enabled to use a Gaussian type lower bound for the transition density
of XNh w.r.t. the Lebesgue measure, together with some computations related to a cone
exterior to D. Here, under (C), the law of XNh may be degenerate and our proof rather
exploits the scaling invariance of the cone and of the Brownian increments.
We restrict to the event A = {XNN0 ∈B(x; r0)}, noting thanks to Lemma 2 that
Px[Ac] = Opol(h). Furthermore, on A, Eq. (6) guarantees that
(N0 := 〈∗(x)n(XNN0 ); n(X
N
N0
)〉¿ a0=2: (10)
It is enough to prove that a:s on A ∩ {N0 6 h}, one has
P[XNh ∈ D|FN0 ]¿
1
C
: (11)
Indeed, it follows that Px[XNh ∈ D]¿ Ex[1A1N06hP[XNh ∈ D|FN0 ]]¿
Px[N06h]
C +Opol(h)
and Lemma 16 is proved.
To get (11), write XNh = X
N
N0
+ (x)(Wh − WN0 ) + b(x)(h − N0 ). The domain D is
of class C2, and thus satisEes a uniform exterior sphere condition with radius R=2 (R
deEned in Proposition 1): for any z ∈ @D, B(z − R2 n(z); R2 ) ⊂ Dc. In particular, if we
deEne for @∈ ]0; $=2[ the cone K(@; z) = {y∈Rd : (y − z):[−n(z)]¿ ‖y − z‖ cos(@)},
then one has K(@; z)∩B(z; R(@)) ⊂ B(z− R2 n(z); R2 ) ⊂ Dc for some appropriate choice
of the strictly positive function R(:). Then, it follows that
P[XNh ∈ D|FN0 ]
¿P[XNh ∈K(@; X NN0 ) ∩ B(X
N
N0
; R(@))|FN0 ]
¿P[XNh ∈K(@; X NN0 )|FN0 ]− P[X
N
h ∈ B(XNN0 ; R(@))|FN0 ]
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¿P[(XNh − XNN0 ):(−n(X
N
N0
))¿
√
(N0 (h− N0 )¿ ‖XNh − XNN0 ‖ cos(@)|FN0 ]
−P[XNh ∈ B(XNN0 ; R(@))|FN0 ]
¿A1 − A2(@)− A3(@); (12)
where
A1 = P[(XNh − XNN0 ):(−n(X
N
N0
))¿
√
(N0 (h− N0 )|FN0 ];
A2(@) = P[
√
(N0 (h− N0 )¡ ‖XNh − XNN0 ‖ cos(@)|FN0 ];
A3(@) = P[XNh ∈ B(XNN0 ; R(@))|FN0 ]:
Term A1. Clearly, one has A1¿P[(−n(XNN0 )):(x)(Wh−WN0 )¿2
√
(N0 (h−N0 )|FN0 ]−
P[|n(XNN0 ):b(x)(h − 
N
0 )|¿
√
(N0 (h− N0 )|FN0 ] := A11 − A12. The random variable
(−n(XNN0 )):(x)(Wh −WN0 ) is conditionally to FN0 a centered Gaussian variable with
positive variance (N0 (h − N0 ). Thus A11 = *(−2)¿ 0. Since b is bounded, we have
A12 = 0 uniformly, for h small enough.
Term A2(@). From Markov’s inequality, A2(@)6
E[‖XNh −XNN0 ‖
2 cos2(@)|FN0 ]
(N0
(h−N0 ) 6C cos
2(@)
using (10) and estimates of Lemma 2. In particular, taking @ close to $=2 ensures that
A2(@)6 A114 .
Term A3(@). Using Lemma 2, one readily gets A3(@)6C exp(−c R
2(@)
h )6
A11
4 for h
small enough (R(@)¿ 0).
Putting together estimates for A1; A2(@) and A3(@) into (12) give P[XNh ∈ D|FN0 ]¿
A11
2 . This proves (11).
The control of order 1 stated in Lemma 10 is then a direct consequence of (7) and
Lemma 17 below.
Lemma 17. Under (C), (D), (S), we have for y∈ [− R=4; R=4]
Ex[LyT∧N (F(X
N ))]6C(|y|+ h1=2):
Proof. Tanaka’s formula gives
Ex[LyT∧N (F(X
N ))] = 2Ex[(F(XNT∧N )− y)− − (F(x)− y)−]
+ 2Ex
[∫ T
0
1F(XNt )6y1N¿t d(F(X
N
t ))
]
: (13)
Using Lemmas 15, 14 and estimates (8), we obtain that the Erst term of the r.h.s.
above is upper bounded by 2(Ex[F−(XNT∧N )] + |y|)6Ch1=2 + 2|y|. For the other
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term it is enough to prove that !(y) := Ex
[∫ T
0 1F(XNt )6y1N¿t dt
]
6C(
√
h + |y|).
Since ! is increasing, for y6 0 one has !(y)6!(0)6C
√
h by Lemma 14. For
y¿ 0, it is enough to upper bound !(y)−!(0) by C(y+√h): write !(y)−!(0) =
Ex
[∫ T
0 10¡F(XNt )6y1N¿t1XN(t)∈V@D(R=2) dt
]
+ Opol(h) using Lemma 2 (with |y|6R=4).
The localization technique of Lemma 14 associated to the occupation times formula
gives:
Ex
[∫ T
0
10¡F(XNt )6y1N¿t dt
]
6C
∫ y
0
duEx[LuT∧N (F(X
N ))] + Opol(h): (14)
The expected local time in the above integral is uniformly bounded in u∈ [0; R=4], and
this gives !(y)− !(0)6Cy +Opol(h).
It remains to prove the lower bound from Lemma 9.
Lemma 18. Under (C), (D), (H), (S), we have for h small enough (depending on
d(x; @D)¿ 0)
Ex[L0T=2∧N (F(X
N ))]¿C
√
h
with C ¿ 0.
Proof. For the sake of simplicity, we prove the result for the local time at time T
instead of T=2. Set LN = Ex[L0T∧N (F(X
N ))]; starting from (8), (9) and using Lemma
10, one has:
LN ¿ 2
N∑
i=1
Ex[1N¿ti−1 ;X Nti−1∈V@D(c0h1=2)EXNti−1 [F
−(XNti )]]− Ch; (15)
where c0 denotes a constant to be Exed later on. If we write F(XNti ) = F(X
N
ti−1 ) +
∇F(XNti−1 ):(XNti−1 )(Wti−Wti−1 )+RNi , then EXNti−1 [|R
N
i |]6Ch and thus EXNti−1 [F
−(XNti )]¿
EXNti−1 [(F(X
N
ti−1 ) +∇F(XNti−1 ):(XNti−1 )(Wti −Wti−1 ))−]− Ch. A direct computation gives
EXNti−1 [F
−(XNti )]¿ ((X
N
ti−1 )h
1=2g
(
F(XNti−1 )
((XNti−1 )h
1=2
)
− Ch; (16)
where g(z) := exp(−z
2=2)
(2$)1=2 − z*(−z) is a positive decreasing function on R+. Note that
for h small enough (c0h1=26R), one has ((x)¿ a0 for x∈V@D(c0h1=2) (Assumption
(C)); thus, plugging (16) into (15) it comes:
LN ¿ 2a0h1=2
N∑
i=1
Ex
[
1N¿ti−11F(XNti−1 )∈(0;c0h1=2]g
(
F(XNti−1 )
a0h1=2
)]
− S(h)
with S(h) = Ch
∑N
i=1 Px[N ¿ ti−1; F(XNti−1 )∈ (0; c0h1=2]]. Assume for a while that
S(h)6Ch3=4 and consider the other contribution. Use that ∀i∈ <1; N =; t ∈ [ti−1; ti];
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1ti¡N 6 1t¡N 6 1ti−1¡N , and that g does not vanish on the compact sets of R+, to
obtain:
Ex
[
1N¿ti1F(XNti )∈(0;c0h1=2]g
(
F(XNti )
a0h1=2
)]
¿C1Ex
[
1N¿t1F(XNt )∈[c0h1=2=4;3c0h1=2=4]g
(
F(XNt )
a0h1=2
)
P[F(XNti )∈ (0; c0h1=2]|Ft]
]
;
where C1 ¿ 0. On {F(XNt )∈ [c0h1=2=4; 3c0h1=2=4]}, we easily conclude by Lemma 2:
P[F(XNti ) ∈ (0; c0h1=2]|Ft]6C exp(−cc20=16), so that P[F(XNti )∈ (0; c0h1=2]|Ft]¿ 1=2
for c0 large enough. We have obtained:
LN ¿ a0C1h−1=2
∫ T
0
Ex[1N¿t1F(XNt )∈(c0h1=2=4;3c0h1=2=4]g
(
F(XNt )
a0h1=2
)]
dt − Ch3=4
¿
a0C1h−1=2
‖∗‖2∞‖∇F‖2∞
∫ 3c0h1=2=4
c0h1=2=4
g
(
y
a0h1=2
)
Ex[LyT∧N (F(X
N ))] dy − Ch3=4;
where the occupation times formula is once again the key tool for the last inequality
(we do not need here the rather tedious localization procedure of Lemmas 14 and 10,
and only use ’s boundedness). Lemma 19 below and Eq. (13) then yield:
Ex[LyT∧N (F(X
N ))] = 2(Ex[(F(XNT∧N )− y)−]− (F(x)− y)−)− Ch
= 2Ex[(F(XNT∧N )− y)−]− Ch
for y small enough (namely y6F(x)). If we put C2 = 2a0C1‖∗‖2∞‖∇F‖2∞ ¿ 0, it follows
that
LN ¿C2h−1=2
∫ 3c0h1=2=4
c0h1=2=4
g
(
y
a0h1=2
)
Ex[(F(XNT∧N )− y)−] dy − Ch3=4
¿C2
∫ 3c0=4
c0=4
g
(
z
a0
)
Ex[(zh1=2 − F(XNT∧N ))1zh1=2¿F(XN
T∧N )
] dz − Ch3=4
¿C2h1=2
(∫ 3c0=4
c0=4
zg(z=a0) dz
)
Px[N 6T ]− Ch3=4
noting that (zh1=2 − F(XNT∧N ))1zh1=2¿F(XNT∧N )¿ zh
1=210¿F(XN
T∧N )
= zh1=21N6T . To con-
clude the proof, note that Px[N 6T ]¿Px[XNT ∈ D] which converges uniformly (see
Bally and Talay, 1996a) in x∈D to Px[XT ∈ D]¿ inf x∈D Px[XT ∈ D]: under (H), this
last quantity is strictly positive (see Ben Arous and L)eandre, 1991).
It remains to estimate S(h): for this, remark that Px[N ¿ ti; F(XNti )∈ (0; c0h1=2]]6
Px[N ¿ t; F(XNt )∈ (−c0h3=8; c0h3=8]] + Opol(h) for ti−16 t ¡ ti and this provides the
way to transform the sum over i in an integral over t: we conclude using Lemma 19.
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Lemma 19. Under (C), (D), (S), we have for y6R=4∫ T
0
Px[F(XNt )6y; N ¿ t] dt6C(h+ y2):
Proof. The contribution associated to y6 0 is already controlled by Lemma 10. For
y∈ (0; R=4], by (14), write ∫ T0 Px[F(XNt )6y; N ¿ t] dt6C ∫ y0 duEx[LuT∧N (F(XN ))]
+ Ch6C(h+ y
√
h+ y2) using Lemma 17.
3.3. Proof of Lemmas 11 and 12
One would prove Lemma 11 using the same techniques as in Lemma 12 which is
the trickiest and the only one to be developed. The main ideas involved in the proof
come from Cattiaux (1991), for the conditional Malliavin calculus, and Bally and Talay
(1996a) for the localization techniques that allow the integrations by part in order to
get rid of the derivatives of v: nevertheless, the proof of Lemma 4.3 in Bally and Talay
(1996a) seems to be incomplete. 1 We provide extra arguments that justify the result.
For Malliavin calculus computations, we used standard notations from Nualart (1995).
We denote  v(:; x) :=  (x)v(:; x) and recall 1 −  (x) = 0 ⇒ x∈V@D(j). As a
consequence of (F), (5) and Lemma 2 the expectation in Lemma 12 writes:
Ex[v(T ∧ N ∧ NR ; X NT∧N∧NR )− v((T − h) ∧ 
N ∧ NR ; X N(T−h)∧N∧NR )]
= Ex[1N¿T−h( v(T; X NT )−  v(T − h; X NT−h))] + Opol(h)
=−Ex[1N6T−2hEN ;X N
N
( v(T; X NT )−  v(T − h; X NT−h))]
+ Ex[ v(T; X NT )−  v(T − h; X NT−h)] + Opol(h)
:= −A1 + A2 + Opol(h):
The choice of T − 2h in the last equation will be justiEed later on. We detail the
control of A1 that is the less usual term, we would treat A2 in the same way. For the
sake of simplicity, denote E: = EN ;X N
N
. In order to use classical expansion techniques
for smooth functions, we write E:[ v(T; X NT )−  v(T − h; X NT−h)] = A3(m) + Rm with
A3(m) = E:[ vm(T; X NT )−  vm(T − h; X NT−h)]; (17)
where we put vm(t; x) := Ex[fm(XT−t)1¿T−t] for fm ∈C∞0 (Rd) and Rm := E:[( f −
 fm)(XNT )] + E:[( vm −  v)(T − h; X NT−h)]. By a density argument, we can choose
1 The authors seem to assert that the nondegeneracy of the Malliavin covariance matrix of the Euler
scheme at time T=2 is enough to guarantee this property at time s¿T=2. This property holds true for the
di#usion but can fail for the Euler scheme. Actually, Lemma 4.3 in Bally and Talay (1996a) can be proved
using the same procedure as for A1 and A2, with a perturbed process XN;; which perturbation amplitude
equals h2 instead of h.
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(fm)m¿0 s.t. for all m¿ 0; ‖fm‖∞6 2‖f‖∞; d(supp(fm); @D)¿ 3=2j and fmL
1(CN )→
m→∞f,
where CN (dy) := Ex[qh(XNT−h; y)] dy + P ◦ (XN;xT )−1(dy). Hence, for m large enough
Ex[|Rm|]6Ch. It is enough to prove |A3(m)|6Ch uniformly in m, N and XNN∈V@D(R).
Since  vm is smooth, one would like to develop A3(m) with Itoˆ’s formula and
then use standard Malliavin integrations by parts; this last step cannot be so direct
because the variables of interest may be degenerate in the Malliavin sense. To cir-
cumvent this diOculty, we introduce a family of perturbed processes (XN;;s )s∈[N ;T ] :=
(XNs +;h(W˜ s−W˜ N ))s∈[N ;T ] (;∈ [0; 1]) starting from XNN at time N , where W˜ is a stan-
dard d-dimensional BM independent from W . We also consider the di#usion (Xs)s¿N
starting at N from XNN : in the following, estimates will be uniform in 
N 6T − 2h
and XNN ∈V@D(R) and we omit from now on to indicate this dependence.
The next Malliavin calculus computations will be performed w.r.t. the (d′ + d)-
dimensional BM (W; W˜ ) after time N : ‖Z‖Lp;: and ‖Z‖Dj; p; : stand for the associated
Lp and Sobolev norms of Z . We denote Es the Malliavin covariance matrix of Xs
and Eˆs := det(Es) its determinant. The same notations indexed by N (resp. N; ;) stand
for XNs (resp. X
N;;
s ). We recall some classical controls (see Bally and Talay, 1996a);
under the above assumptions, one has for any p¿ 1 and j¿ 1
‖XN;;s ‖Dj; p; :6C; ‖Eˆ−1s ‖Lp;:6
C
(s− N )2 ; ‖Xs − X
N;;
s ‖Dj; p; :6C
√
h; (18)
for some constants, uniform in ;∈ [0; 1], N 6 s6T and XNN ∈V@D(R).
At last, we state an integration by parts result derived from Propositions 4.3 and
4.4 in Bally and Talay (1996b) that turns out to be crucial in the rest of the proof.
For G ∈D∞, F ∈ (D∞)d satisfying the partial nondegeneracy condition Eˆ−1F 1G =0 ∈⋂
p¿1 Lp, one has
|E[@(’(F)G]|6C‖’(F)‖L2‖Eˆ−1F 1G =0‖q3Lp‖F‖
q4
Dj1 ;q1 ‖G‖Dj2 ;q2 (19)
for some universal constants (depending on () and for any smooth function ’ with
polynomial growth. From (17), A3(m) is equal to
E:[ vm(T; X NT )−  vm(T; X N;1T )] + E:[ vm(T; X N;1T )−  vm(T − h; X N;1T−h)]
+ E:[ vm(T − h; X N;1T−h)−  vm(T − h; X NT−h)] := (A4 + A5 + A6)(m):
For A4(m); A6(m) we have to check that the di#erence between the Euler scheme and
the perturbed process is negligible. For A5(m), since XN;1 satisEes the nondegeneracy
condition we can use Itoˆ’s formula associated with integrations by parts techniques.
Control of A4(m); A6(m). We only detail A4(m), the other term can be handled in
the same way thanks to the restriction to N 6T − 2h. Let .T be a D∞ [0; 1]-valued
random variable, satisfying
(C1) P:[.T = 1]6C h2(T−N )2 ;
(C2) .T = 0⇒ ∀;∈ [0; 1]; EˆN;;T ¿ EˆT =4.
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It follows from (C2) and (18) that ‖(EˆN;;T )−11.T =0‖Lp;:6 C(T−N )2 for ;∈ [0; 1]. A Taylor
expansion yields:
A4(m) := E:[( vm(T; X NT )−  vm(T; X N;1T ))(1− .T )]
− h
∫ 1
0
E:[∇ vm(T; X N;;T ):(W˜ T − W˜ N ).T ] d;
:= (A41 + A42)(m):
From the support property of fm, Lemma 2 and (C1) we easily deduce |A41(m)|6C
exp(−c j2T−N )E:[1 − .T ]1=26C h1∧j2 . Taking additionally into account (19) and (C2)
yields |A42(m)|6C h1∧j2 .
We now turn to the construction of .T . To satisfy (C2) we will choose .T as a
molliEed indicator function of the sets where EN;;T is close enough to ET uniformly in
;∈ [0; 1]. Remark that A(;) := EN;;T = ENT + ;2h2(T − N )Id is a.s. invertible for ;¿ 0.
The function a(;) := det(A(;)) is di#erentiable in ; and its derivative is given by (see
Theorem A.98 from Rao and Toutenburg, 1999) a′(;)=Tr(Cof (A(;))A′(;))=2;h2(T−
N ) Tr(Cof (EN;;T )). Simple computations yield |a′(;)|26Ch4
(∫ T
N {‖DtX NT ‖2 + h2} dt
)2
:= RN so that |EˆN;;T −EˆNT |26RN for ;∈ [0; 1]. Introduce now an even function .∈C∞b (R)
s.t. 1[0;1=4](x)6 .(x)6 1[0;1=2](x) for x¿ 0, and put .1T := .((EˆT − EˆNT )=EˆT ); .2T :=
.(8RN =[EˆT ]2): we set .T = .1T .
2
T . Indeed, (C2) is fulElled: .
1
T .
2
T = 0 ⇒ EˆNT ¿ EˆT =2,
RN 6 [EˆT ]2=16 and thus Eˆ
N;;
T ¿ EˆT =4 for ;∈ [0; 1]. To check (C1), write:
E:[1 − .1T .2T ]6P:[.1T = 1] + P:[.2T = 1]. Using Markov’s inequality and (18), one
readily gets
P:[.1T = 1]6
√
E:[4q|EˆNT − EˆT |q]
√
E:[Eˆ−qT ]6Cq h
q=4
(T−N )2q (20)
for any q. An analogous estimate is available for P:[.2T = 1].
Control of A5(m). Using Itoˆ’s formula A5(m) writes as a Enite sum of terms∫ T
T−h E:[@
(
x[(@
(′
x  )vm](s; X
N;1
s )g(;(′(X
N;1
s ; X
N;1
T−h)] ds where |(|6 2; |(|+ |(′|6 2 and g(;(′
is a bounded function that only depends on b;  in (1). Combining (19) with esti-
mates (5) (written for fm) and Lemma 2 give |A5(m)|6C ‖f‖∞1∧j2
∫ T
T−h exp(−c j
2
s−N )‖
(EˆN;1s )
−1‖qLp;: ds. To complete the proof, we assert that ‖(EˆN;1s )−1‖Lp;:6 ‖(EˆN;1s )−1
1EˆN; 1s ¿Eˆs=2‖Lp;: + ‖(EˆN;1s )−11EˆN; 1s ¡Eˆs=2‖Lp;:6 C(s−N )2 . Indeed, the Erst term readily satis-
Ees the required upper bound if we apply (18). For the second, note that since
EˆN;1s ¿ ((s− N )h2)d, it is enough to get that P:[EˆN;1s ¡ Eˆs=2]6Cp h
p
(s−N )2p for p large
enough. This last estimate can be proved as (20). We omit further details.
4. Expansion result: an example
The aim of this section is to present an expansion result for d-dimensional processes
of the form Xs := x+Cs+Ws (W is a standard d-dimensional BM) when the domain
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D = {x∈Rd : a:x¡b} (a = 0) is a half space; we assume ∗ to be positive
deEnite.
Easy transformations allow to restrict to  = Id, C = 0 with a new boundary, or-
thogonal to the Erst axis. Indeed, introducing the function f0(y) = exp(U−1C:y −
1
2 ‖−1C‖2T )f(x + U ∗y), where U is an orthogonal matrix preserving the Wiener
measure (with a Erst row equal to the transpose of 
∗a
‖∗a‖), D0 = {y∈Rd :y1 ¡b0},
b0 = b−a:x‖∗a‖ ¿ 0, one writes Err(T; h; f; x) = E0[f0(WT )1DN0 ¿T − f0(WT )1D0¿T ]. This
transformation illustrates that the problem is essentially one-dimensional.
To be concise, we state the results and we refer to Menozzi (2004) for the proofs.
4.1. Expansion results
Let us deEne the one-dimensional random walk s0 := 0;∀n¿ 1; sn :=
∑n
i=1 G
i,
where the Gi are i.i.d. standard centered normal variables. We introduce the stopping
time + := inf{n¿ 0 : sn ¿ 0}. Using some results from Siegmund (1979), we can
prove
Lemma 20 (Equivalence of the expectation of the local time). Let W be a standard
linear BM. Put x¿ 0 and consider the domain D := ]−∞; x[. We have
1
2
E0[Lxt∧N (W )] =
√
h
E0[s2+]
2E0[s+]
P0[6 t] + o(
√
h)
uniformly in t ∈ [0; T ]. Moreover C0 := E0[s
2
+ ]
2E0[s+ ]
= 0:5823 : : : :
Then, combining Theorem 4 (extended to this case of noncompact domain and un-
bounded function) and Lemma 20, we obtain
Theorem 21 (Error expansion for the Brownian motion in a half-space). Let Xs= x+
Cs + Ws for s¿ 0 where W is a standard d-dimensional BM, ∗ is positive and
C∈Rd. For D := {x∈Rd : x:a¡b}; b∈R; a = 0, assume (F) and put v0(t; y) :=
Ey[f0(WT−t)1D0¿T−t]. The error writes
Err(T; h; f; x) = C1
√
h+ o(
√
h)
with C1 = C0E0[1D06T (−@y1v0(D0 ; WD0 ))].
4.2. The shifting boundary correction
We present a multidimensional extension of the Broadie–Glasserman–Kou correc-
tion Broadie et al., 1999 which improves the accuracy of the numerical procedure by
removing the term of order 12 in the error.
For this, the simulation of (Xti)06i6N is performed in a modiEed domain, namely
Dh= {x∈Rd : x:a¡b−C0‖∗a‖
√
h} and we denote NDh (resp. Dh) the discrete (resp.
continuous) exit time from this domain Dh.
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Fig. 2. Convergence results w.r.t. the number of steps N .
Theorem 22. With the notations and assumptions of Theorem 21, we have
Err′(T; h; f; x) := Ex[f(XT )1N
Dh
¿T ]− Ex[f(XT )1¿T ] = o(
√
h):
Proof. Put Dh0 ={y∈Rd :y1 ¡b0−C0
√
h} and write Err′(T; h; f; x)=Err′1(T; h; f; x)+
Err′2(T; h; f; x) where Err
′
1(T; h; f; x) = E0[f0(WT )1N
Dh0
¿T ] − E0[f0(WT )1Dh0¿T ] and
Err′2(T; h; f; x) = E0[f0(WT )1Dh0¿T ] − E0[f0(WT )1D0¿T ]. Even though the domain D
h
0
depends on h, Theorem 21 remains valid and gives Err′1(T; h; f; x) = C0
√
hE0[1D06T
(−@y1v0(D0 ; WD0 ))] + o(
√
h). Apply the result from Costantini et al. (2003) concern-
ing the sensitivity w.r.t. the boundary to get Err′2(T; h; f; x)=C0
√
hE0[1D06T @y1v0(D0 ;
WD0 )] + o(
√
h). We are Enished.
4.3. Numerical experiment
We now provide a numerical example taken from Enancial applications. Consider
a two-dimensional risky asset following the Black–Scholes–Merton dynamic, S1t =
S10 exp(1W
1
t + (r − 
2
1
2 )t); S
2
t = S
2
0 exp(2?W
1
t + 2
√
1− ?2W 2t + (r − 
2
2
2 )t), where
W = (W 1; W 2) is a standard two-dimensional BM. For a Exed Enal time T , given
level B and strike K , put D := {s∈R2 : s1 ¿B}, we are interested in computing
E[e−rT1¿T1(S1T∧S2T )¿K ] related to the price of a digital barrier option. Let us remark
that assumption (F) is satisEed as soon as K ¿B. For r=0:04; 1=2=0:3; ?=0:5; S10=
S20 = K = 100; B = 90; T = 1 we compute the standard Monte–Carlo approximation,
the Romberg extrapolation (see Talay and Tubaro, 1990) and the previously described
correction with 106 paths: the width of the 95%-conEdence interval is essentially equal
to 1:5× 10−3. The reference value has been computed with the usual Brownian bridge
techniques (see references in the introduction) for 108 paths.
Note (see Fig. 2) the positive bias for the standard procedure as proved before. What
appears is that the shifting boundary correction is more accurate than the Romberg
extrapolation: it is promising since the computational time is also lower. It is not
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hopeless to extend this simple correction to less speciEc domains and this will concern
further investigations (Menozzi, 2004).
5. Conclusion
We conclude giving some easy extensions of our previous results. For all our results,
the compactness assumption on @D may be removed in the half space case, where the
boundedness assumption on f can also be relaxed into f(x)6C exp(c|x|) since the
coeOcients in (1) are bounded. Concerning the smoothness property of D, the boundary
results from Section 3 hold true if D is of class C2. In the uniformly elliptic case, we
can under smoothness assumptions on b; ; D, see Theorem 5.2 in Ladyzenskaja et al.
(1968), weaken the support condition on f provided that it is smooth. One possible
framework may be that f∈Hl(D); l¿ 3 (see Ladyzenskaja et al., 1968, pp. 7, 8,
for the deEnitions of those functional spaces), f satisEes the compatibility conditions
f|@D=Lf|@D=0, D is of class Hl and b; ∈Hl−2(D). Unfortunately, it seems diOcult
to get rid of the support assumption in (F) in the general case, because we are not
able to deal with exploding derivatives of v near @D.
At last, in connection with the order 12 obtained in this paper for SDEs, we mention
the work of Gobet and Menozzi (2004) dealing with general Itoˆ processes for which
the same order of convergence holds true.
References
Alsmeyer, G., 1994. On the Markov renewal theorem. Stoch. Proc. Appl. 50 (1), 37–56.
Andersen, L., Brotherton-Ratcli#e, R., 1996. Exact exotics. Risk 9, 85–89.
Baldi, P., 1995. Exact asymptotics for the probability of exit from a domain and applications to simulation.
Ann. Probab. 23 (4), 1644–1670.
Baldi, P., Caramellino, L., Iovino, M.G., 1999. Pricing general barrier options: a numerical approach using
sharp large deviations. Math. Finance 9 (4), 293–322.
Bally, V., Talay, D., 1996a. The law of the Euler scheme for stochastic di#erential equations: I. Convergence
rate of the distribution function. Probab. Theory Related Fields 104-1, 43–60.
Bally, V., Talay, D., 1996b. The law of the Euler scheme for stochastic di#erential equations, II. Convergence
rate of the density. Monte–Carlo Methods Appl. 2, 93–128.
Beaglehole, D.R., Dybvig, P.H., Zhou, G., 1997. Going to extremes: correcting simulation bias in exotic
option valuation. Financial Analysis J. 53, 62–68.
Ben Arous, G., L)eandre, R., 1991. D)ecroissance exponentielle du noyau de la chaleur sur la diagonale. II.
Probab. Theory Related Fields 90 (3), 377–402.
Boyle, P.P., Lau, S.H., 1994. Bumping up against the barrier with the binomial method. J. Derivat. 1, 6–14.
Broadie, M., Glasserman, P., Kou, S., 1999. Connecting discrete and continuous path-dependent options.
Finance Stoch. 3, 55–82.
Cattiaux, P., 1990. Calcul stochastique et op)erateurs d)eg)en)er)es du second ordre—I. R)esolvantes, th)eorYeme
de HPormander et applications. Bull. Sci. Math. (2) 114, 421–462.
Cattiaux, P., 1991. Calcul stochastique et op)erateurs d)eg)en)er)es du second ordre—II. ProblYeme de Dirichlet.
Bull. Sci. Math. (2) 115, 81–122.
Cattiaux, P., 1992. Stochastic calculus and degenerate boundary value problems. Ann. Inst. Fourier, Grenoble
42-3, 541–624.
Cattiaux, P., 2003. Personal communication.
E. Gobet, S. Menozzi / Stochastic Processes and their Applications 112 (2004) 201–223 223
Costantini, C., El Karoui, N., Gobet, E., 2003. Repr)esentation de Feynman-Kac dans des domaines
temps-espace et sensibilit)e par rapport au domaine. C.R. Acad. Sci. Paris 337, 337–342.
Friedman, A., 1964. Partial Di#erential Equations of Parabolic Type. Prentice-Hall, Englewood Cli#s, NJ.
Fuh, C.D., Lai, T.L., 2001. Asymptotic expansions in multidimensional Markov renewal theory and Erst
passage times for Markov random walks. Adv. Appl. Probab. 33 (3), 652–673.
Gilbarg, D., Trudinger, N.S., 1977. Elliptic Partial Di#erential Equations of Second Order. Springer, Berlin.
Gobet, E., 1999. Analysis of the zigzag convergence for barrier options with binomial trees. Technical Report
536, Laboratory PMA, Paris VI.
Gobet, E., 2000. Euler schemes for the weak approximation of killed di#usion. Stoch. Proc. Appl. 87,
167–197.
Gobet, E., 2001. Euler schemes and half-space approximation for the simulation of di#usions in a domain.
ESAIM: Probab. Statist. 5, 261–297.
Gobet, E., Menozzi, S., 2004. Discrete sampling of functionals of Itoˆ processes, in preparation.
Ladyzenskaja, O.A., Solonnikov, V.A., Ural’ceva, N.N., 1968. Linear and Quasi-Linear Equations of
Parabolic Type. Transactions of Mathematical Monographs, Vol. 23. AMS, Providence, RI.
Lerche, H.R., Siegmund, D., 1989. Approximate exit probabilities for a Brownian bridge on a short time
interval, and applications. Adv. Appl. Probab. 21 (1), 1–19.
Lieberman, G.M., 1985. Regularized distance and its applications. PaciEc J. Math. 117 (2), 329–352.
Menozzi, S., 2004. Ph.D. Thesis, University Paris VI, in preparation.
Nualart, D., 1995. Malliavin Calculus and Related Topics. Springer, Berlin.
Rao, C.R., Toutenburg, H., 1999. Linear Models. Springer Series in Statistics. 2nd Edition, Springer,
New York.
Rubinstein, M., Reiner, E., 1991. Breaking down the barriers. Risk 4 (8), 28–35.
Siegmund, D., 1979. Corrected di#usion approximations in certain random walk problems. Adv. Appl. Probab.
11 (4), 701–719.
Siegmund, D., Yuh, Y.S., 1982. Brownian approximations for Erst passage probabilities. Z. Wahrsch. verw.
Gebiete 59, 239–248.
Talay, D., Tubaro, L., 1990. Expansion of the global error for numerical schemes solving stochastic
di#erential equations. Stoch. Anal. Appl. 8 (4), 94–120.
