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This work is concerned with compressible Euler–Maxwell equations, which take the form
of Euler equations for the conservation laws of mass density, current density and energy
density for electrons, coupled to Maxwell’s equations for self-consistent electromagnetic
ﬁeld. We give a model hierarchy of non-isentropic Euler–Maxwell equations from the point
of view of diffusive relaxation limits. More precisely, inspired by Maxwell-type iteration,
we construct new approximations and show that periodic initial-value problems of a
certain scaled Euler–Maxwell equations have unique smooth solutions in a time interval
independent of momentum relaxation time and energy relaxation time. Furthermore,
it is proved that smooth solutions converge to solutions of drift-diffusion models and
energy-transport models in the process of combined diffusive relaxation limits, and the
corresponding convergence rates are also obtained.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
In semiconductor science, it is well known that the time evolution of a distribution of electrons inside devices is well
described by the semi-classical Boltzmann–Poisson equations. Unfortunately, dealing with the kinetic equations remains
too expensive from a computational point of view. To obtain a compromise between physical accuracy and reduction of
computational cost, some ﬂuid dynamic equations for macroscopic quantities are derived, like Euler–Poisson equations
(hydrodynamic models), drift-diffusion models and energy-transport models, see [2,14] for more explanation. In real appli-
cation, when semiconductor devices are operated under some high frequency conditions (such as photoconductive switches,
electro-optics, semiconductor lasers and high-speed computers), magnetic ﬁeld is generated by moving electrons inside de-
vices, so the electrons transport interacts with the propagating electromagnetic waves. In this case, the transport process
is typically governed by Euler–Maxwell equations, which consist of the Euler equations for conservation laws, coupled to
Maxwell’s equations for the electric ﬁeld and magnetic ﬁeld, instead of Poisson equation for the electric ﬁeld only. After
some appropriate re-scaling, the non-dimensional Euler–Maxwell equations are given by the following form⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tn + 1
τ
div(nu) = 0,
∂t(nu) + 1
τ
div(nu⊗ u)+ 1
τ
∇(nθ) = − 1
τ
n(E+ u× B) − 1
τ 2
nu,
∂t
(
n|u|2
2
+ 3nθ
2
)
+ 1
τ
div
[(
n|u|2
2
+ 5nθ
2
)
u
]
= − 1
τ
nu · (E+ u× B) − 1
τσ
[
n|u|2
2
+ 3n(θ − θ∗(x))
2
]
,
∂tE− 1
τ
∇ × B= 1
τ
nu, ∂tB+ 1
τ
∇ × E= 0,
divE= b(x) − n, divB= 0 for (t, x) ∈ [0,+∞) × TN ,
(1.1)
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pose) and θ(t, x) denote the electron density, electron velocity and electron temperature, respectively. The unknowns
E(t, x) = (E1, E2, . . . , EN ) and B(t, x) = (B1, B2, . . . , BN ) stand for the electric ﬁeld and magnetic ﬁeld generated by elec-
trons and background ions. The symbols ∇ ,  and ⊗ are the gradient operator, Laplacian operator, and the tensor products
of two vectors respectively. The positive constants τ ,σ are the momentum and energy relaxation times; θ∗ = θ∗(x) > 0
is the given lattice temperature of semiconductor device, and the function b = b(x) > 0 stands for the density of ﬁxed,
positively charged background ions (doping proﬁle).
Note that the scaling
t = τ t˜
converts (1.1) back into the original non-isentropic Euler–Maxwell equations in [6] with t˜ as its time variable. The scaled-
time variable t was ﬁrst introduced by Marcati and Natalini [13] to establish the diffusion relation between isentropic
Euler–Poisson equations and drift-diffusion models. In this paper, we shall justify the asymptotic relations from Euler–
Maxwell equations to drift-diffusion models and energy-transport models respectively, via combined diffusive relaxation
limits. It is convenient to state main results, we ﬁrst give the formal convergence procedures.
1.1. Formal convergence analysis
Here, we mainly investigate two cases: (1) σ = 1, τ → 0; (2) σ → ∞, τ → 0, since Monte Carlo simulations on the
Boltzmann–Poisson equations show that the momentum relaxation time τ is much smaller than the energy relaxation
time σ , see [2,5]. The combined relaxation limits (1) ∼ (2) in (1.1) are widely adopted in the non-equilibrium physical pro-
cess, however, there is no rigorous justiﬁcations mathematically. In this subsection, we ﬁrst present the formal convergence
procedures for the above-mentioned cases in virtue of Maxwell-type iteration.
Firstly, we consider the case τ 	 1 and σ = 1. To show our approach, we rewrite the momentum and temperature
equations in (1.1) as⎧⎨
⎩
nu= −τnE− τ∇(nθ) − τ div(nu⊗ u) − τn(u× B) − τ 2∂t(nu),
θ = θ∗ + τσ
(
2
3τ 2
− 1
3τσ
)
|u|2 − τσ
(
∂tθ + 1
τ
u · ∇θ + 2
3τ
θ divu
)
.
(1.2)
Let σ = 1, the two equations show that u = O (τ ) and θ = θ∗ + O (τ ) formally. With these, we iterate the momentum
equation once to obtain
nu= −τnE− τ∇(nθ∗) + O
(
τ 2
)
.
Substituting the truncation nu= −τnE− τ∇(nθ∗) into the mass equation and Maxwell’s equations in (1.1) respectively gives⎧⎨
⎩
∂tn = (nθ∗) + div(nE),
∇ × E= −τ∂tB= O
(
τ 2
)
, divE= b(x) − n,
∇ × B= τ∂tE+ τnE+ τ∇(nθ∗) = O (τ ), divB= 0.
Let τ → 0, we immediately arrive at the equations⎧⎨
⎩
∂tn = (nθ∗) + div(nE),
∇ × E= 0, divE= b(x)− n,
∇ × B= 0, divB= 0.
(1.3)
The irrotational ﬂow ∇ × E= 0 implies the existence of a potential function φ such that
E= −∇φ.
Furthermore, the curl–div equations for B in (1.3) imply B= 0 when the mean value of B(t, x) vanishes, i.e.
m(B) = 0,
where
m(v) = 1
(2π)N
∫
TN
v(x, t)dx
denotes the mean value of any given scalar or vector function v(x, t) over TN with respect to x. Therefore, the system (1.3)
is the traditional drift-diffusion model exactly, which is a semi-linear parabolic–elliptic system provided that θ∗(x) > 0.
Next, we consider τ 	 1 and τσ = 1, which is the second case exactly. From the ﬁrst equation in (1.2), we have
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Let us substitute the truncation nu = −τnE− τ∇(nθ) into the mass equation, energy equation and Maxwell’s equations in
(1.1) respectively, it yields⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∂tn = (nθ) + div(nE),
∂t
(
3nθ
2
)
− div
[
5θ
2
(
nE+ ∇(nθ))]= [nE+ ∇(nθ)]E− 3n(θ − θ∗)
2
+ O (τ 2),
∇ × E= O (τ 2), divE= b(x) − n,
∇ × B= O (τ ), divB= 0.
Then, in the formal limit of τ → 0, we immediately obtain the energy-transport model⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∂tn = (nθ) + div(nE),
∂t
(
3nθ
2
)
− div
[
5θ
2
(
nE+ ∇(nθ))]= [nE+ ∇(nθ)]E− 3n(θ − θ∗)
2
,
∇ × E= 0, divE= b(x)− n,
B= 0,
(1.4)
under the assumption of the mean value of B(t, x) vanishing. The system (1.4) is the diffusion equations for the electron
density and energy, and maintains the parabolic–elliptic character.
1.2. Main results
Since [13], the diffusion relaxation limit problem has been investigated by various authors for Euler–Poisson equations,
see [5,7–9,11] for weak solutions and [1,18–20] for smooth solutions. In contrast, no related relaxation work has been
devoted to the study of Euler–Maxwell equations (1.1). The main diﬃculty is the complicated coupling of non-isentropic
setting and Maxwell’s equations. Up to know, only partial results on the existence of smooth or entropy weak solutions and
other singular limit problems are available.
Using the Godunov scheme with the fractional step together with the compensated compactness theory, Chen, Jerome
and Wang [4] ﬁrst considered the Euler–Maxwell equations and constructed the existence of entropy weak solutions to the
initial–boundary value problem under some restrictive assumption for arbitrarily large initial data. Subsequently, Jerome
[6] revisited the classical semigroup-resolvent approach of Kato [10] and established the local existence theory of smooth
solutions to the Cauchy problem for (1.1). For some other singular limits of isentropic Euler–Maxwell equations, such as the
non-relativistic limit, the quasi-neutral limit and the combined non-relativistic and quasi-neutral limits, have been justiﬁed
by Peng and Wang [15–17] in virtue of the analysis of asymptotic expansions. The limit systems in turn are the Euler–
Poisson equations, e-MHD system and incompressible Euler equations.
In the present paper, with the help of Maxwell-type iteration, we are going to justify the combined relaxation limits
for periodic initial-value problems of the scaled non-isentropic Euler–Maxwell equations (1.1). As a matter of fact, we shall
rigorously prove the above convergence procedures. We verify the case of τ → 0 and σ = 1 only, since the proof of another
case is similar. In Appendix A, we provide the approximation and convergence result for another case, the detailed proof is
left to the interested reader.
Let (n(t, x),E(t, x)) solves the drift-diffusion equations (1.3) with periodic boundary conditions. Inspired by the above
(Maxwell) iteration, we construct⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
nτ = n,
uτ = −τEτ − τ ∇(nθ∗)
n
,
θτ = θ∗ + 2τ
3
∣∣∣∣Eτ + ∇(nθ∗)n
∣∣∣∣
2
+ τ
(
Eτ + ∇(nθ∗)
n
)
· ∇θ∗ + 2τθ∗
3
div
(
Eτ + ∇(nθ∗)
n
)
,
Eτ = E= ∇−1(b − n),
(1.5)
as an approximation of the solution (nτ ,uτ , θτ ,Eτ ) to the system (1.1). Let Bτ be the solution of curl–div equations
∇ × Bτ = −P (nτuτ ), divBτ = 0, (1.6)
where the operator P is deﬁned by Pv = (I − Q )v and Q v = ∇−1∇ · v is the Leray projector on the space of gradient of
vector ﬁeld v ∈ (L2(T N ))N . Note that ∇ · Pv= 0.
For the curl–div equations (1.6), we have
Lemma 1.1. Let s  0 be an integer. Assume that (nτ uτ )(·, t) ∈ (Hs(TN ))N for t  0. Then there exists a unique classical solution
Bτ (·, t) ∈ (Hs+1(TN ))N with m(Bτ ) = 0 to the curl–div equations (1.6). Moreover, the solution Bτ satisﬁes the following estimate
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for all t  0, where the positive constant C is independent of t.
Remark 1.1. The proof of Lemma 1.1 simply follows from Lemma 2.3 in the next section and the L2-boundedness of the
solenoidal operator P :∥∥Pv(·, t)∥∥Hs(TN )  ∥∥v(·, t)∥∥Hs(TN ).
Based on Lemma 1.1, we construct Bτ as an approximation of the solution Bτ to (1.1). The system (1.1) is equipped with
the following initial data(
nτ0 ,u
τ
0 , θ
τ
0 ,E
τ
0 ,B
τ
0
)= (nτ ,uτ , θτ ,Eτ ,Bτ )(0, x), x ∈ TN . (1.7)
Clearly, such initial data are the well-prepared case and satisfy the compatible conditions
divEτ0 = b(x)− nτ0 , divBτ0 = 0, x ∈ TN . (1.8)
In subsequent analysis, we shall prove the validity of the formal approximation (1.5)–(1.6) and justify the convergence
from the Euler–Maxwell equations (1.1) to the drift-diffusion model (1.3). The similar idea comes from Yong in [20], where
he proved the convergence from isentropic Euler–Poisson equations to drift-diffusion models at the rate of τ 2. Our analysis
consists of two main steps: construction of approximate solutions and hyperbolic energy-type error estimates. The key
ingredient lies on the construction of approximate solutions. In comparison with [20], we have to face with several technical
diﬃculties arising from the complicated coupling of non-isentropic setting and Maxwell’s equations. Firstly, we add an
appropriate O (τ )-perturbation quantity over the function θ∗(x) as the construction of approximate temperature θτ instead
of adopting θ∗(x) directly. Such a construction can eliminate some O (1/τ ) singular terms in the residues R1,R2 and R3
occurring in the approximate equations (3.3), and ensure them the uniform boundedness (with respect to τ ) under certain
regularity assumptions, see Remark 3.1 and Lemma 3.1. Secondly, although we notice that the magnetic ﬁeld B = 0 in the
limit drift-diffusion model (1.3), we construct the approximation Bτ but not the rough zero, which is the solution of (1.6)
converging towards zero in Hs-norm according to the approximate solutions nτ and uτ . In conclusion, the construction
of approximate solutions is very crucial for us to obtain the desired energy-type error estimates (see Lemma 4.2). In this
position, we state the main result.
Theorem 1.1. Let s > 1+ N/2 be an integer. Suppose that θ∗ = θ∗(x), b = b(x) satisfy conditions
b(x) ∈ Hs+1, θ∗(x) ∈ Hs+3, and b(x), θ∗(x) M0 > 0 (1.9)
and the drift-diffusion model (1.3) has a solution n ∈ C([0,T∗], Hs+3(TN )) ∩ C1([0,T∗], Hs+1(TN ))(T∗ > 0) with a positive lower
bound. Then, for suﬃciently small τ (0 < τ  1), there is a τ -independent positive number T∗∗  T∗ such that the system (1.1)
with periodic initial data (1.7)–(1.8) has a unique solution (nτ ,uτ , θτ ,Eτ ,Bτ ) satisfying (nτ ,uτ , θτ ,Eτ ,Bτ ) ∈ C([0,T∗∗], Hs(TN )).
Moreover, there exists a constant K > 0, independent of τ but dependent on T∗∗ , such that
sup
t∈[0,T∗∗]
∥∥(nτ − nτ ,uτ − uτ , θτ − θτ ,Eτ − Eτ ,Bτ − Bτ )∥∥Hs(TN )  Kτ . (1.10)
Remark 1.2. From Lemma 1.1, (1.5)–(1.6) and (1.10), we see that, for τ suﬃciently small, the smooth solution (nτ ,uτ , θτ ,
Eτ ,Bτ ) has the following asymptotic expression⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
nτ (t, x) = n(t, x) + O (τ ),
uτ (t, x) = O (τ ),
θτ (t, x) = θ∗(x) + O (τ ),
Eτ (t, x) = E(t, x) + O (τ ),
Bτ (t, x) = O (τ ),
for (t, x) ∈ [0,T∗∗] × TN . It further follows that(
nτ ,uτ , θτ ,Eτ ,Bτ
)→ (n,0, θ∗,E,0) strongly in C([0, T∗∗], Hs(TN)),
as τ → 0. Therefore, Theorem 1.1 characterizes the limiting behaviors of smooth solutions more precisely rather than the
mere convergence. In addition, no smallness condition on initial data is required.
Remark 1.3. Let us mention that the construction of approximate solutions and the strong relaxation result are also adapted
to the isentropic Euler–Maxwell equations in [4], which can enrich the theory of diffusive limit for hyperbolic problems.
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hyperbolic system and review a continuous principle for singular limit problems of quasi-linear symmetrizable hyperbolic
systems. The approximate solutions (1.5)–(1.6) will be further discussed in Section 3. Section 4 is devoted to the proof of
Theorem 1.1. The paper ends with Appendix A, where we present the results on another case of combined relaxation limits.
Notations. Throughout this paper, C is a generic positive constant independent of τ . L2(TN ) is the space of square integrable
(vector- or matrix-valued) functions on the N-dimensional torus TN , with the norm given by ‖U‖ := ‖U‖L2 . Hs(TN ) is the
usual Sobolev space on TN whose distribution derivatives of order  s are all in L2(TN ). Let the notation ‖U‖s be the space
norm. Denote by C([0,T], X) (resp., C1([0,T], X)) the space of continuous (resp., continuously differentiable) functions on
[0,T] with values in a Banach space X . We label ‖(a,b, c)‖X := ‖a‖X +‖b‖X +‖c‖X for simplicity, where a,b, c ∈ X . Finally,
we omit the space dependence, since all functional spaces are considered in TN .
2. Preliminaries
In this section, we recall brieﬂy some results, which are used in the proof of Theorem 1.1. First of all, we begin with an
elementary fact in [20].
Lemma 2.1. ∇−1 is a bounded linear operator on L2(TN ).
This lemma can be easily proved by using the Fourier series. It is this lemma that requires the initial data to be periodic.
For smooth solutions, we see that (1.1) is equivalent to⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tn + 1
τ
div(nu) = 0,
∂tu+ 1
τ
(u · ∇)u+ 1
τ
∇(nθ)
n
= − 1
τ
(E+ u× B) − 1
τ 2
u,
∂tθ + 1
τ
u · ∇θ + 2
3τ
θ divu=
(
2
3τ 2
− 1
3τ
)
|u|2 − 1
τ
(θ − θ∗),
∂tE− 1
τ
∇ × B= 1
τ
nu, ∂tB+ 1
τ
∇ × E= 0,
divE= b − n, divB= 0.
(2.1)
By an analysis, we realize that (2.1) constitutes a symmetrizable hyperbolic system. In using the classical hyperbolic energy
method, a nonlinear Gronwall-type inequality will be used, for the convenience of the reader, we list it as follows.
Lemma 2.2. Suppose ψ(x) is a positive C1-function of t ∈ [0, T ) with T ∞, m > 1 and b1(t), b2(t) are integrable on [0, T ). If
ψ ′(t) b1(t)ψ(t)+ b2(t)ψm(t),
then there exists δ > 0, depending only on m, C1b and C2b, such that
sup
t∈[0,T)
ψ(t) eC1b ,
whenever ψ(0) ∈ (0, δ]. Here
C1b := sup
t∈[0,T)
t∫
0
b1
(
t′
)
dt′, C2b :=
T∫
0
max
{
b2(t),0
}
dt.
For the proof of Lemma 2.2, the reader is referred to [21]. In this paper, the approximate equations of Bτ satisfy the
special curl–div equations. In fact, there is an existence conclusion for general curl–div equations, which was obtained by
Peng and Wang [15] recently.
Lemma 2.3. Let s 0 be an integer. Assume that f (·, t) ∈ (Hs(TN ))N , g(·, t) ∈ (Hs(TN )) with div f (·, t) = 0 and m(g) = 0 for t  0.
Then there exists a unique classical solution z(·, t) ∈ (Hs+1(TN ))N with m(z) = 0 to the following linear curl–div equations{∇ × z = f ,
div z = g.
Moreover, the solution z satisﬁes the following estimate
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for all t  0, where C is some positive constant independent of t and
m(v) = 1
(2π)N
∫
TN
v(x, t)dx
denotes the mean value of any given scalar or vector function v(x, t) over TN with respect to x.
As a matter of fact, the proof of Theorem 1.1 relies heavily on the continuous principle developed in [22] for general
singular limit problems of quasi-linear symmetrizable hyperbolic systems depending (singularly) on parameters
Ut +
N∑
j=1
A j(U , )Ux j = Q (U , ), U (x,0) = U¯ (x, ) (2.2)
for x ∈ Ω = RN or TN . Here  represents a parameter in a topological space, A j(U , ) and Q (U , ) are (matrix- or vector-
valued) smooth functions of U ∈ G ⊂ RN for each  different from a certain singular point, say 0.
For each ﬁxed (= 0), consider the initial-value problem of (2.2) with initial data U¯ (x, ). Assume U¯ (x, ) ∈ G0 ⊂ G for
all x ∈ Ω and U¯ (·, ) ∈ Hs with s > 1 + N/2. Let G1 be a subset of the state space satisfying G0  G1. According to the
local-in-time existence theory for the initial-value problem of symmetrizable hyperbolic systems (see Theorem 2.1 in [12]),
there exists T > 0 such that (2.1) with initial data U¯ (x, ) has a classical solution
U  ∈ C([0,T], Hs(Ω)) and U (t, x) ∈ G1 for (t, x) ∈ [0,T] × Ω.
Deﬁne
T = sup
{
T > 0: U  ∈ C([0,T], Hs(Ω)) and U (t, x) ∈ G1 for (t, x) ∈ [0,T] × Ω}.
Obviously, [0,T) is the maximal time interval for the existence of Hs-solutions with values in G1. Note that T = T(G1)
depends on G1 and may tend to zero as  approaches to the singular point 0.
In order to show that lim→0T > 0, we need an assumption.
Convergence assumption: there exist T∗ > 0 and U(t, x) ∈ L∞([0,T∗], Hs(Ω)) for each (= 0), satisfying⋃
t,x,
{
U(t, x)
}
 G and sup
t∈[0,T∗]
∥∥U(·, t)∥∥s < ∞,
such that for t ∈ [0,min{T∗,T}),
sup
t,x
∣∣U (t, x) − U(t, x)∣∣= o(1),
sup
t
∥∥U (t, ·) − U(t, ·)∥∥s = O (1),
as  goes to the singular point 0.
With such an assumption, we have the following conclusion.
Lemma 2.4. Suppose U¯ (x, ) ∈ G0 ⊂ G for all x ∈ Ω and (= 0), U¯ (·, ) ∈ Hs with s > 1 + N/2 an integer, and the convergence
assumption holds. Then, for each G1 satisfying
G0
⋃
t,x,
{
U(t, x)
}
 G1 ⊂ G,
there is a neighborhood of the singular point such that
T(G1) > T∗
for all  in the neighborhood of the singular point 0.
For the proof of Lemma 2.4, the reader is referred to [3] or [22]. Thanks to Lemma 2.4, our central task is reduced to
ﬁnd an approximate solution U(t, x) such that the convergence assumption holds.
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Let n solve the semi-linear and nonlocal parabolic equation (1.3)
∂tn = (nθ∗) − div
(
n∇−1(n − b)). (3.1)
Inspired by the Maxwell iteration, we construct a formal approximation⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
nτ = n,
uτ = −τEτ − τ ∇(nθ∗)
n
,
θτ = θ∗ + 2τ
3
∣∣∣∣Eτ + ∇(nθ∗)n
∣∣∣∣
2
+ τ
(
Eτ + ∇(nθ∗)
n
)
· ∇θ∗ + 2τθ∗
3
div
(
Eτ + ∇(nθ∗)
n
)
,
Eτ = ∇−1(b − n),
∇ × Bτ = −P (nτuτ ), divBτ = 0.
(3.2)
Having the formal approximate solutions, we deﬁne
R1 := ∂tuτ + (
1
τ uτ · ∇)uτ − (Eτ + ∇(nθ∗)n ) × Bτ
τ
= −∂t
(
Eτ + ∇(nθ∗)
n
)
+
(
Eτ + ∇(nθ∗)
n
)
∇
(
Eτ + ∇(nθ∗)
n
)
− (Eτ + ∇(nθ∗)/n) × Bτ
τ
,
R2 := ∇[nτ (θτ − θ∗)]
τnτ
= ∇[nτ (
2
3 |Eτ + ∇(nθ∗)n |2 + (Eτ + ∇(nθ∗)n ) · ∇θ∗ + 2θ∗3 div(Eτ + ∇(nθ∗)n ))]
n
,
R3 := 1
τ
[
∂tθτ + 1
τ
uτ · ∇θτ + 2θτ
3τ
divuτ −
(
2
3τ 2
− 1
3τ
)
|uτ |2 + 1
τ
(θτ − θ∗)
]
= ∂t
[
2
3
∣∣∣∣Eτ + ∇(nθ∗)n
∣∣∣∣
2
+
(
Eτ + ∇(nθ∗)
n
)
· ∇θ∗ + 2θ∗
3
div
(
Eτ + ∇(nθ∗)
n
)]
−
(
Eτ + ∇(nθ∗)
n
)
· ∇
[
2
3
∣∣∣∣Eτ + ∇(nθ∗)n
∣∣∣∣
2
+
(
Eτ + ∇(nθ∗)
n
)
· ∇θ∗
+ 2θ∗
3
div
(
Eτ + ∇(nθ∗)
n
)]
− 2
3
[
2
3
∣∣∣∣Eτ + ∇(nθ∗)n
∣∣∣∣
2
+
(
Eτ + ∇(nθ∗)
n
)
· ∇θ∗
+ 2θ∗
3
div
(
Eτ + ∇(nθ∗)
n
)]
div
(
Eτ + ∇(nθ∗)
n
)
+ 1
3
∣∣∣∣Eτ + ∇(nθ∗)n
∣∣∣∣
2
,
R4 := ∂tBτ /τ .
Then it is not diﬃcult to verify that the approximate solutions satisfy⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂tnτ + 1
τ
div(nτuτ ) = 0,
∂tuτ + 1
τ
(uτ · ∇)uτ + 1
τ
∇(nτ θτ )
nτ
= − 1
τ
(Eτ + uτ × Bτ ) − 1
τ 2
uτ + τR1 + R2,
∂tθτ + 1
τ
uτ · ∇θτ + 2θτ
3τ
divuτ =
(
2
3τ 2
− 1
3τ
)
|uτ |2 − 1
τ
(θτ − θ∗) + τR3,
∂tEτ − 1
τ
∇ × Bτ = 1
τ
nτuτ , ∂tBτ + 1
τ
∇ × Eτ = τR4,
divEτ = b − nτ , divBτ = 0.
(3.3)
Remark 3.1. Under the construction of (3.2), we observe that the O (1/τ ) singular terms in R3 satisfy
1
τ
{
−
(
Eτ + ∇(nθ∗)
n
)
· ∇θ∗ − 2θ∗
3
div
(
Eτ + ∇(nθ∗)
n
)
− 2
3
∣∣∣∣Eτ + ∇(nθ∗)n
∣∣∣∣
2
+ 2
3
∣∣∣∣Eτ + ∇(nθ∗)n
∣∣∣∣
2
+
(
Eτ + ∇(nθ∗)
)
· ∇θ∗ + 2θ∗ div
(
Eτ + ∇(nθ∗)
)}
= 0.n 3 n
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on b(x), θ∗(x) and n = n(t, x), where n(t, x) solves the semi-linear and nonlocal parabolic equation (3.1).
In addition, the regularity of the approximate solutions also depends on b(x), θ∗(x) and n = n(t, x). To clarify these, we
give the following lemma.
Lemma 3.1. Let s > N/2+1 be an integer. If θ∗ and b satisfy (1.9), and n ∈ C([0,T∗], Hs+3)∩C1([0,T∗], Hs+1)with a positive lower
bound, then (uτ , θτ ,Eτ ,Bτ ) ∈ C([0,T∗], Hs+1) and R1,R2,R3,R4 ∈ C([0,T∗], Hs) for 0< τ  1.
The proof of this lemma is based on the calculus inequalities in Sobolev spaces as follows, we shall not detail here.
Lemma 3.2 (Moser-type calculus inequalities). (See [12].)
(I) Let A, V ∈ Hs with s [N/2] + 1. Then, for any multi-index α with |α| s, it holds that
∥∥∂αx (AV )∥∥ Cs‖A‖s‖V ‖s;
(II) For integer s [N/2] + 2 and multi-index α with |α| s, it holds that
∥∥[∂αx , A]V ∥∥ := ∥∥∂αx (AV ) − A∂αx V ∥∥ Cs‖A‖s‖V ‖s−1;
(III) Let A = A(x, V ) be a smooth function satisfying A(x,0) ≡ 0 and V ∈ Hs with s  [N/2] + 1. For multi-index α with |α| s, it
holds that
∥∥∂αx A(x, V )∥∥ Cs|A|Cs+1(1+ ‖V ‖s−1s )‖V ‖s.
Here Cs > 0 is a generic constant depending only on s and N.
4. Proof of the main result
In this section, we are going to prove Theorem 1.1.
Since n has a positive lower bound, there are positive constants a,b, c and d such that nτ (0, x) = n(0, x), θτ (0, x) ∈ (2a,b)
and |uτ (0, x)|  b, |Eτ (0, x)|  c, |Bτ (0, x)|  d for all x. According to Theorem 2.1 in [12], we can denote by [0,Tτ ) the
maximal time interval where the system (2.1) with initial data (1.7) has a unique Hs-solution (nτ ,uτ , θτ ,Eτ ,Bτ ) with
values in (a,2b) × (−2b,2b)N × (a,2b) × (−2c,2c)N × (−2d,2d)N ≡ G1. Thanks to Lemma 2.4, it suﬃces to prove the error
estimate in (1.10) for t ∈ [0,min{Tτ ,T∗∗}) with T∗∗  T∗ independent of τ and to be determined.
To this end, we set
(N,U ,Θ, E, B) := (nτ − nτ ,uτ − uτ , θτ − θτ ,Eτ − Eτ ,Bτ − Bτ ).
From the equations in (2.1) and (3.3), it follows that the error (N,U ,Θ, E, B) satisﬁes⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂t N + 1
τ
(
uτ · ∇N + nτ divU)= − 1
τ
(U · ∇nτ + N divuτ ),
∂tU + 1
τ
(
uτ · ∇)U + 1
τ
(
∇Θ + θ
τ
nτ
∇N
)
= − 1
τ
(U · ∇)uτ − 1
τ
(
θτ
nτ
− θ
τ
nτ
)
∇nτ − 1
τ
(
E + uτ × B + U × Bτ
)− 1
τ 2
U + τR1 + R2,
∂tΘ + 1
τ
uτ · ∇Θ + 2
3τ
θτ divU
= − 1
τ
U · ∇θτ − 2
3τ
Θ divuτ +
(
2
3τ 2
− 1
3τ
)(|uτ |2 − ∣∣uτ ∣∣2)− 1
τ
Θ + τR3,
∂t E − 1
τ
∇ × B = 1
τ
(
Nuτ + nτU
)
, div E = −N,
∂t B + 1
τ
∇ × E = τR4, div B = 0.
(4.1)
Then we differentiate (4.1) with ∂αx for a multi-index α satisfying |α| s to give
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂t∂
α
x N +
1
τ
(
uτ · ∇∂αx N + nτ div ∂αx U
)= H1α,
∂t∂
α
x U +
1
τ
(
uτ · ∇)∂αx U + 1τ
(
∇∂αx Θ +
θτ
nτ
∇∂αx N
)
= − 1
τ 2
∂αx U + H2α,
∂t∂
α
x Θ +
1
τ
uτ · ∇∂αx Θ +
2
3τ
θτ div ∂αx U = −
1
τ
∂αx Θ + H3α,
∂t∂
α
x E −
1
τ
∇ × ∂αx B =
1
τ
∂αx
(
Nuτ + nτU
)
, div∂αx E = −∂αx N,
∂t∂
α
x B +
1
τ
∇ × ∂αx E = τ∂αx R4, div ∂αx B = 0,
(4.2)
where
H1α = −
1
τ
∂αx (U · ∇nτ + N divuτ ) −
1
τ
([
∂αx ,u
τ
] · ∇N + [∂αx ,nτ ]divU)≡ H11α + H12α ,
H2α = −
1
τ
∂αx
(
E + uτ × B + U × Bτ + τ 2R1 + τR2
)− 1
τ
∂αx
{
(U · ∇)uτ +
(
θτ
nτ
− θ
τ
nτ
)
∇nτ
}
− 1
τ
([
∂αx ,u
τ
] · ∇U + [∂αx , θτnτ
]
∇N
)
≡ H21α + H22α + H23α ,
and
H3α = −τ∂αx R3 −
1
τ
∂αx
{
2
3
Θ divuτ + U · ∇θτ −
(
2
3τ
− 1
3
)(|uτ |2 − |uτ |2)
}
− 1
τ
([
∂αx ,u
τ
] · ∇Θ + 2
3
[
∂αx , θ
τ
]
divU
)
≡ H31α + H32α + H33α .
For the sake of clarity, we divide the following arguments into lemmas.
Lemma 4.1. Under the assumptions of Theorem 1.1, we have
d
dt
∫ {(
θτ
nτ
)2∣∣∂αx N∣∣2 + θτ ∣∣∂αx U ∣∣2 + 32
∣∣∂αx Θ∣∣2 + ∣∣∂αx E∣∣2 + ∣∣∂αx B∣∣2
}
dx+ 1
τ 2
∥∥∂αx U∥∥2 + 1τ
∥∥∂αx Θ∥∥2
 C
τ
∫
M(∣∣∂αx N∣∣2 + ∣∣∂αx U ∣∣2 + ∣∣∂αx Θ∣∣2)dx+ Cτ
∫ ∣∣∂αx (Nuτ + nτU)∣∣∣∣∂αx E∣∣dx+ C1∥∥H1α∥∥∥∥∂αx N∥∥
+ C2
∥∥H2α∥∥∥∥∂αx U∥∥+ C3∥∥H3α∥∥∥∥∂αx Θ∥∥+ Cτ∥∥∂αx R4∥∥∥∥∂αx B∥∥, (4.3)
where C,C1,C2 and C3 are all generic constants depending only on the range [a,2b] of nτ , θτ but independent of τ and
M := ∣∣divuτ ∣∣+ ∣∣uτ · ∇nτ ∣∣+ ∣∣uτ · ∇θτ ∣∣+ 1
τ
∣∣uτ ∣∣2 + ∣∣θτ − θ∗∣∣+ τ ∣∣∇nτ ∣∣2 + τ ∣∣∇θτ ∣∣2.
Proof. By multiplying the ﬁrst three equations (4.2) by ( θ
τ
nτ )
2∂αx N , θ
τ ∂αx U ,
3
2∂
α
x Θ respectively, and integrating them with
respect to x over TN , through tedious but straightforward calculations, we obtain
1
2
d
dt
∫ (
θτ
nτ
)2∣∣∂αx N∣∣2 dx+ 1τ
∫
(θτ )2
nτ
div ∂αx U∂
α
x N dx
 C
τ
∫ (∣∣divuτ ∣∣+ ∣∣uτ · ∇nτ ∣∣+ ∣∣uτ · ∇θτ ∣∣+ 1
τ
∣∣uτ ∣∣2 + ∣∣θτ − θ∗∣∣
)
|∂αx N|2 dx+ C
∫ ∣∣H1α∣∣∣∣∂αx N∣∣dx, (4.4)
1
2
d
dt
∫
θτ
∣∣∂αx U ∣∣2 dx− 1τ
∫ (
(θτ )2
nτ
div ∂αx U∂
α
x N + θτ div∂αx U∂αx Θ
)
dx+ 1
τ 2
∫
θτ |∂αx U |2 dx
 C
τ
∫ (∣∣divuτ ∣∣+ ∣∣uτ · ∇θτ ∣∣+ 1
τ
∣∣uτ ∣∣2 + ∣∣θτ − θ∗∣∣
)∣∣∂αx U ∣∣2 dx
+ C
∫ ∣∣∇θτ ∣∣2∣∣∂αx Θ∣∣2 dx+ C
∫ (∣∣∇nτ ∣∣2 + ∣∣∇θτ ∣∣2)∣∣∂αx N∣∣2 dx+ C
∫ ∣∣H2α∣∣∣∣∂αx U ∣∣dx, (4.5)
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4
d
dt
∫ ∣∣∂αx Θ∣∣2 dx+ 1τ
∫
θτ div ∂αx U∂
α
x Θ dx+
3
2τ
∫ ∣∣∂αx Θ∣∣2 dx
 3
4τ
∫ ∣∣divuτ ∣∣∣∣∂αx Θ∣∣2 dx+ 32
∫ ∣∣H3α∣∣∣∣∂αx Θ∣∣dx, (4.6)
where we used the fact that both nτ and θτ are bounded from below and from above.
Taking the L2 inner product of the last two equations of (4.2) with ∂αx E and ∂
α
x B gives
1
2
d
dt
∫ (∣∣∂αx E∣∣2 + ∣∣∂αx B∣∣2)dx 1τ
∫ ∣∣∂αx (Nuτ + nτU)∣∣∣∣∂αx E∣∣dx+ τ
∫ ∣∣∂αx R4∣∣∣∣∂αx B∣∣dx, (4.7)
where we used the vector analysis formula
div(f× g) = (∇ × f) · g− (∇ × g) · f.
Now we add the above inequalities (4.4)–(4.7) and complete the proof of Lemma 4.1 immediately. 
For the right-hand side of (4.3), we have
Lemma 4.2. Set
D = D(t) = ‖(N,U ,Θ, E, B)(·, t)‖s
τ
.
For 0< τ  1, the following estimates hold:
M Cτ (1+ D2), (4.8)
1
τ
∫ ∣∣∂αx (Nuτ + nτU)∣∣∣∣∂αx E∣∣dx κ ‖U‖2sτ 2 + C
(
1+ D2)∥∥(N, E)∥∥2s , (4.9)
C1
∥∥H1α∥∥∥∥∂αx N∥∥ κ ‖U‖2sτ 2 + C
(
1+ D2)‖N‖2s , (4.10)
C2
∥∥H2α∥∥∥∥∂αx U∥∥ ‖∂αx U‖22τ 2 + Cτ 2 + C
(
1+ D2)∥∥(U , B, E)∥∥2s + C(1+ D2s)∥∥(N,Θ)∥∥2s , (4.11)
C3
∥∥H3α∥∥∥∥∂αx Θ∥∥ ‖∂αx Θ‖22τ + κ ‖U‖
2
s
τ 2
+ Cτ 3 + C(1+ D2)∥∥(U ,Θ)∥∥2s , (4.12)
τ
∥∥∂αx R4∥∥∥∥∂αx B∥∥ Cτ 2 + C‖B‖2s , (4.13)
where C > 0 is a generic constant (independent of τ ) depending only on the range [a,2b] of nτ , θτ and κ > 0 is a generic constant to
be determined, see (4.25) below.
Proof. Note that
uτ = −τ ∇(nθ∗)
n
− τEτ ,
we deduce from the well-known embedding inequality in Sobolev spaces that∣∣divuτ ∣∣ |divU | + |divuτ | C‖U‖s + Cτ  Cτ (1+ D).
Then, the remainders of M are estimated similarly as follows:∣∣uτ · ∇nτ ∣∣ Cτ (1+ τ D)(1+ D) Cτ (1+ D2);∣∣uτ · ∇θτ ∣∣ Cτ (1+ D2);
1
τ
∣∣uτ ∣∣2  2
τ
(|U |2 + ∣∣uτ ∣∣2) Cτ (1+ D2);∣∣θτ − θ∗∣∣ |Θ| + |θτ − θ∗| Cτ (1+ D) Cτ (1+ D2);
τ
∣∣∇nτ ∣∣2  Cτ (1+ τ 2D2) Cτ (1+ D2);
τ
∣∣∇θτ ∣∣2  Cτ (1+ τ 2D2) Cτ (1+ D2).
Together with these inequalities and the smallness of τ give the estimate (4.8) for M deﬁned in Lemma 4.1.
With the aid of Cauchy–Schwartz inequality and Lemma 3.2(I), the second term of (4.3) is estimated as
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τ
∫ ∣∣∂αx (Nuτ + nτU)∣∣∣∣∂αx E∣∣dx 1τ
∥∥Nuτ + nτU∥∥s‖E‖s  Cτ
(∥∥uτ − uτ∥∥s‖N‖s + τ‖N‖s + ‖U‖s)‖E‖s
 C
τ
‖U‖s‖E‖s + C(1+ D)‖N‖s‖E‖s  κ ‖U‖
2
s
τ 2
+ C(1+ D2)∥∥(N, E)∥∥2s , (4.14)
where we used Young’s inequality in the last step and κ > 0 is a generic constant (independent of τ ) to be determined
below.
Next we turn to estimate C1‖H1α‖‖∂αx N‖, where H1α = H11α + H12α . For H11α , by using Lemma 3.2(I) and the boundedness
of ‖(nτ ,uτ )‖s+1 indicated in Lemma 3.1, we have
τ
∥∥H11α ∥∥= ∥∥∂αx (U · ∇nτ + N divuτ )∥∥ C(‖∇nτ ‖s‖U‖s + ‖divuτ ‖s‖N‖s) C(‖U‖s + τ‖N‖s). (4.15)
For the second term H12α , the classical estimate for commutators (see Lemma 3.2(II)) gives
τ
∥∥H12α ∥∥= ∥∥[∂αx ,uτ ] · ∇N + [∂αx ,nτ ]divU∥∥ C∥∥uτ∥∥s‖∇N‖s−1 + C∥∥nτ∥∥s‖divU‖s−1
 C
{(‖U‖s + ‖uτ ‖s)‖N‖s + (‖N‖s + ‖nτ ‖s)‖U‖s} C{τ (1+ D)‖N‖s + (1+ τ D)‖U‖s}. (4.16)
Thus, combing with inequalities (4.15)–(4.16), from Young’s inequality, we end up with
C1
∥∥H1α∥∥∥∥∂αx N∥∥ κ ‖U‖2sτ 2 + C
(
1+ D2)‖N‖2s .
This is just the inequality (4.10).
Recall that H2α = H21α + H22α + H23α , it follows from Lemma 3.2(I) and Lemma 3.1 that
C2
∥∥H21α ∥∥∥∥∂αx U∥∥= C2τ
∥∥∂αx (E + uτ × B + U × Bτ + τ 2R1 + τR2)∥∥∥∥∂αx U∥∥
 C ‖∂
α
x U‖
τ
(‖E‖s + ∥∥uτ × B∥∥s + ‖U × Bτ ‖s + τ 2‖R1‖s + τ‖R2‖s)
 C ‖∂
α
x U‖
τ
(‖E‖s + τ (1+ D)‖B‖s + τ‖U‖s + τ )
 ‖∂
α
x U‖2
6τ 2
+ C∥∥(U , E)∥∥2s + C(1+ D2)‖B‖2s + Cτ 2, (4.17)
where we have used Young’s inequality and the smallness of τ . In the similar manner, we have
C2
∥∥H22α ∥∥∥∥∂αx U∥∥= C2τ
∥∥∥∥∂αx
{
(U · ∇)uτ +
(
θτ
nτ
− θ
τ
nτ
)
∇nτ
}∥∥∥∥∥∥∂αx U∥∥
 C ‖∂
α
x U‖
τ
(
‖U‖s‖∇uτ ‖s +
∥∥∥∥ θτnτ −
θτ
nτ
∥∥∥∥
s
‖∇nτ ‖s
)
 C ‖∂
α
x U‖
τ
(
τ‖U‖s +
(
1+ Ds−1)(‖N‖s + ‖Θ‖s))
 ‖∂
α
x U‖2
6τ 2
+ C‖U‖2s + C
(
1+ D2(s−1))(‖N‖2s + ‖Θ‖2s ), (4.18)
where Lemma 3.2(III) is used to bound
A(x,N,Θ) := θτ
nτ
− θ
τ
nτ
= θτ (x)
nτ (x)
− θτ (x) +Θ
nτ (x) + N
as ∥∥A(·,N,Θ)∥∥s  Cs|A|Cs+1(1+ (‖N‖s + ‖Θ‖s)s−1)(‖N‖s + ‖Θ‖s) C(1+ Ds−1)(‖N‖s + ‖Θ‖s).
In virtue of the estimate for commutators (Lemma 3.2(II)), it yields
C2
∥∥H23α ∥∥∥∥∂αx U∥∥= C2 ‖∂αx U‖τ
∥∥∥∥[∂αx ,uτ ] · ∇U +
[
∂αx ,
θτ
nτ
]
∇N
∥∥∥∥
 C ‖∂
α
x U‖
τ
(∥∥uτ∥∥s‖∇U‖s−1 +
∥∥∥∥θτnτ
∥∥∥∥
s
‖∇N‖s−1
)
 C ‖∂
α
x U‖
τ
{
τ (1+ D)‖U‖s +
(∥∥∥∥ θτn
∥∥∥∥ + ‖A‖s
)
‖N‖s
}
τ s
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α
x U‖
τ
(
τ (1+ D)‖U‖s +
(
1+ Ds)‖N‖s)
 ‖∂
α
x U‖2
6τ 2
+ C(1+ D2)‖U‖2s + C(1+ D2s)‖N‖2s . (4.19)
Summing up (4.17)–(4.19) immediately gives the inequality (4.11).
In a similar spirit, C3‖H3α‖‖∂αx Θ‖ is estimated as
C3
∥∥H31α ∥∥∥∥∂αx Θ∥∥= C3∥∥τ∂αx R3∥∥∥∥∂αx Θ∥∥ ‖∂αx Θ‖22τ + Cτ 3, (4.20)
τ
∥∥H32α ∥∥=
∥∥∥∥∂αx
{
U · ∇θτ + 2
3
Θ divuτ −
(
2
3τ
− 1
3
)(|uτ |2 − |uτ |2)
}∥∥∥∥
 C
(
‖U‖s‖∇θτ ‖s + ‖Θ‖s‖divuτ ‖s + 1
τ
(‖U‖s + 2‖uτ ‖s)‖U‖s
)
 C(1+ D)‖U‖s + Cτ‖Θ‖s, (4.21)
and
τ
∥∥H33α ∥∥=
∥∥∥∥[∂αx ,uτ ] · ∇Θ + 23
[
∂αx , θ
τ
]
divU
∥∥∥∥ C(∥∥uτ∥∥s‖∇Θ‖s−1 + ∥∥θτ∥∥s‖divU‖s−1)
 Cτ (1+ D)‖Θ‖s + C(1+ τ D)‖U‖s. (4.22)
From (4.20)–(4.22), we easily deduce that, by using Young’s inequality,
C3
∥∥H3α∥∥∥∥∂αx Θ∥∥ ‖∂αx Θ‖22τ + κ ‖U‖
2
s
τ 2
+ C(1+ D2)∥∥(U ,Θ)∥∥2s + Cτ 3.
This is just the inequality (4.12).
Finally, from Lemma 3.1, it is not diﬃcult to reach
τ
∥∥∂αx R4∥∥∥∥∂αx B∥∥ Cτ 2‖R4‖2s + C‖B‖2s  Cτ 2 + C‖B‖2s ,
which completes the proof of Lemma 4.2. 
Substituting these estimates in Lemma 4.2 into the inequality (4.3) in Lemma 4.1, yields
d
dt
∫ {(
θτ
nτ
)2∣∣∂αx N∣∣2 + θτ ∣∣∂αx U ∣∣2 + 32
∣∣∂αx Θ∣∣2 + ∣∣∂αx E∣∣2 + ∣∣∂αx B∣∣2
}
dx+ 1
2τ 2
∥∥∂αx U∥∥2 + 12τ
∥∥∂αx Θ∥∥2
 Cτ 2 + 3κ ‖U‖
2
s
τ 2
+ C(1+ D2s)∥∥(N,U ,Θ, E, B)∥∥2s . (4.23)
Then we integrate (4.23) from 0 to t min{Tτ ,T∗∗} to reach
∫ {(
θτ
nτ
)2∣∣∂αx N∣∣2 + θτ ∣∣∂αx U ∣∣2 + 32
∣∣∂αx Θ∣∣2 + ∣∣∂αx E∣∣2 + ∣∣∂αx B∣∣2
}
dx+ 1
2τ 2
t∫
0
∥∥∂αx U(t′, ·)∥∥2 dt′
 Ctτ 2 + 3κ
τ 2
t∫
0
∥∥U(t′, ·)∥∥2s dt′ + C
t∫
0
(
1+ D2s)∥∥(N,U ,Θ, E, B)(t′, ·)∥∥2s dt′. (4.24)
Here we have used the fact that the initial data are in equilibrium (1.7). It is easy to show that
C−1
∥∥∂αx (N,U ,Θ, E, B)∥∥2 
∫ {(
θτ
nτ
)2∣∣∂αx N∣∣2 + θτ ∣∣∂αx U ∣∣2 + 32
∣∣∂αx Θ∣∣2 + ∣∣∂αx E∣∣2 + ∣∣∂αx B∣∣2
}
dx
 C
∥∥∂αx (N,U ,Θ, E, B)∥∥2,
since nτ and θτ are bounded from below and from above. Now, we take κ so small that
6κ
∑
α: |α|s
1 1 (4.25)
and sum up (4.24) over all α satisfying |α| s to get
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t∫
0
(
1+ D2s)∥∥(N,U ,Θ, E, B)(t′, ·)∥∥2s dt′ (4.26)
for t  T∗∗  T∗ with T∗∗ to be determined. Then we apply Gronwall’s lemma to (4.26) and obtain
∥∥(N,U ,Θ, E, B)(t, ·)∥∥2s  CT∗∗τ 2 exp
{
C
t∫
0
(
1+ D2s)dt′
}
. (4.27)
In view of ‖(N,U ,Θ, E, B)‖s = τ D , it follows from (4.27) that
D(t)2  CT∗∗ exp
{
C
t∫
0
(
1+ D2s)dt′
}
≡ Ψ (t), (4.28)
thus
Ψ ′(t) = C(1+ D2s)Ψ (t) CΨ (t)+ CΨ s+1(t).
According to the nonlinear Gronwall-type inequality (Lemma 2.2), we obtain
Ψ (t) eCT∗∗
for t ∈ [0,min{Tτ ,T∗∗}), if we choose T∗∗ > 0 (independent of τ !) so small that
Ψ (0) = CT∗∗  e−CT∗∗ .
Then, because of (4.28), there exists a positive constant C0, independent of τ , such that
D(t) C0 (4.29)
for t ∈ [0,min{Tτ ,T∗∗}). Finally, from (4.27), (4.29) and the continuation principle in Section 2, we conclude the proof of
Theorem 1.1. 
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Appendix A
In the last section, we present another convergence from the Euler–Maxwell system (1.1) to the energy-transport model
(1.4). We only give the result for brevity, since the proof is similar to that of Theorem 1.1.
Inspired by the formal Maxwell iteration in the Introduction, we construct⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
nτ = n(t, x),
uτ = −τEτ − τ ∇(nθ)
n
,
θτ = θ(t, x),
Eτ = E= ∇−1(b − n),
∇ × Bτ = −P (nτuτ ), divBτ = 0,
(A.1)
as an approximation for the solution (nτ ,uτ , θτ ,Eτ ,Bτ ) to the system (1.1) with initial data(
nτ ,uτ , θτ ,Eτ ,Bτ
)
(0, x) = (nτ ,uτ , θτ ,Eτ ,Bτ )(0, x), (A.2)
where (n, θ,E) solves the energy-transport model (1.4).
Through a similar process, we can justify the convergence from (1.1) to (1.4). The main result is stated as follows.
Theorem A.1. Let s > 1+ N/2 be an integer. Suppose that TL = TL(x), b = b(x) satisfy conditions
b(x), θ∗(x) ∈ Hs+1
(
TN
)
and the energy-transport equation (1.4) has a solution (n, θ) ∈ C([0,T∗], Hs+3(TN ))∩C1([0,T∗], Hs+1(TN ))(T∗ > 0)with a positive
lower bound. Then, for suﬃciently small τ (0 < τ  1), there is a τ -independent positive number T∗∗  T∗ such that the system
148 J. Xu, Q. Xu / J. Math. Anal. Appl. 386 (2012) 135–148(1.4) with periodic initial data (A.2) has a unique solution (nτ ,uτ , θτ ,Eτ ,Bτ ) satisfying (nτ ,uτ , θτ ,Eτ ,Bτ ) ∈ C([0,T∗∗], Hs(TN )).
Moreover, there exists a constant K > 0, independent of τ but dependent on T∗∗ , such that
sup
t∈[0,T∗]
∥∥(nτ − nτ ,uτ − uτ , θτ − θτ ,Eτ − Eτ ,Bτ − Bτ )∥∥Hs(TN )  Kτ . (A.3)
Remark A.1. From (A.1) and (A.3), we see that the exact smooth solution (nτ ,uτ , θτ ,Eτ ,Bτ ) exhibits the asymptotic expres-
sion ⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
nτ (t, x) = n(t, x) + O (τ ),
uτ (t, x) = O (τ ),
θτ (t, x) = θ(t, x) + O (τ ),
Eτ (t, x) = E(t, x) + O (τ ),
Bτ (t, x) = O (τ ),
for (t, x) ∈ [0,T∗∗] × TN and satisﬁes(
nτ ,uτ , θτ ,Eτ ,Bτ
)→ (n,0, θ,E,0) strongly in C([0, T∗∗], Hs(TN)),
as τ → 0.
Remark A.2. From the point of view of diffusive relaxation limits, Theorem 1.1 and Theorem A.1 characterize a hierarchy
of compressible Euler–Maxwell equations. The two results look similar, but the approximations and the limit equations are
both different.
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