Many modern experiments, such as microarray gene expression and genome-wide association studies, present the problem of estimating a large number of parallel effects. Bayesian inference is a popular approach for analyzing such data by modeling the large number of unknown parameters as random effects from a common prior distribution. However, misspecification of the prior distribution, particularly in the tails of the distribution, can lead to erroneous estimates of the random effects, especially for the largest and most interesting effects. This paper proposes a robustified posterior distribution that eliminates the impact of a misspecified prior on one component of the standard posterior by replacing that component with an asymptotically correct form. The proposed posterior can be combined with a flexible working prior to achieve superior inference across different structures of the underlying effects of interest.
INTRODUCTION
In the past decades, new technologies such as gene microarray and genome-wide association studies have fundamentally changed the landscape of biomedical research. Instead of studying one gene or one single nucleotide polymorphism (SNP) at a time, these technologies allow us to study thousands of genes or SNPs simultaneously. Bayesian approaches have proven effective for analyzing such data by modeling a large number of parallel parameters for individual genes or SNPs as random effects from a common prior.
Bayesian methods can improve inference by borrowing information from other genes and by incorporating useful structure such as modeling a large proportion of the genes or SNPs as having no effect on the outcome. This approach automatically adjusts for multiple comparisons and selection bias inherent in the large-scale data setting (Johnstone and Silverman, 2004; Efron, 2010) .
A canonical model for this data structure is y i = θ i + ε i , i = 1, . . . , p,
(1.1) where y i is the observed measurement, θ i is the unknown true parameter of interest for the i th gene or SNP, and ε i is an unobserved random error. To be more general, we allow the distribution of ε i to depend on the unknown θ i . One such example is a model for the standardized log-fold change in gene expression (Liao and others, 2014, Section 2) , where error i follows a t-distribution whose centrality parameter depends on θ i . For many applications, there is often little information to distinguish one θ i from the others before the data is collected, and in such situations, we can consider the θ i exchangeable. For this paper, we shall treat θ i as random effects drawn from a density π 0 , and consider π 0 as a smooth or limiting form of the empirical distribution of the underlying θ 1 , . . . , θ p to be estimated. Letting θ = (θ 1 , . . . , θ p ) and y = (y 1 , . . . , y p ), a suitable posterior distribution that facilitates the inference about θ is f (θ | y, π 0 ) ∝ f (y | θ)π 0 (θ).
We would like to approximate f (θ | y, π 0 ) as closely as possible in our Bayesian inference.
In practice, however, π 0 is usually unknown. A standard way to take advantage of such data structure is through a Bayesian hierarchical model (Gelman and others, 2014, Chapter 5) as follows:
where y 1 , ..., y p are independent given θ 1 , . . . , θ p and θ 1 , . . . , θ p are independent given η. In this formulation, f (θ i | η) generally models the shape of π 0 (long tail vs. short tail, for example) and f (η) models the scale of π 0 . Together they define a prior of θ given by
The posterior distribution of θ of hierarchical model (1.2) will therefore be denoted by f (θ | y, π h ).
While some information about π 0 may be available in a particular application, the information is typically insufficient to determine how heavy the tails should be, which can substantially influence the extremal effects of θ i , usually the effects of most practical interest. In this situation, statisticians face a genuine dilemma. On the one hand, for example, excessive shrinkage and therefore bias can occur if a working prior f (θ i | η) is specified with shorter tails than π 0 . A weaker and long tailed prior, on the other hand, can be ineffective in shrinkage. This bias-variance trade-off can be seen by the identity
If f (θ i | η) is misspecified so that it is (severely) deviated from π 0 for all η, the posterior distribution f (θ | y, π h ) can be very different from the desired f (θ | y, π 0 ) (hence large bias). On the other hand, a super rich f (θ i | η) family, even correctly specified in the sense that f (θ i | η 0 ) = π 0 for some η 0 , can lead to a diffuse f (θ | y, π h ) and hence large variance because the the posterior f (η | y) does not converge around η 0 fast enough. In the same way, a super flexible working prior that imposes minimum structure on θ 1 , . . . , θ p , such as nonparametric and semi-parametric Bayesian methods (Muralidharan, 2010; Martin and Tokdar, 2012; Bogdan and others, 2008; Müller and Mitra, 2013; Do and others, 2005; Kim and others, 2009) , is not a magic solution. Although such a prior generally performs reasonably well for a wide range of problems, it can be far from optimal for a particular one. This point is demonstrated in the simulation study in Section 4. Additionally, because these methods tend to focus on flexibility of the model, it can be difficult for a statistician to incorporate useful prior information (Hoff and others, 2013; O'Hagan, 2013; Carlin and others, 2013) .
This paper tackles the problem of a potentially misspecied prior through a different route. We propose a new method to robustify a posterior distribution by utilizing recent results on the asymptotic behavior of order statistics. Without knowing π 0 , the robustified posterior eliminates the impact of a misspecified prior on one component of the standard posterior by replacing that component with an asymptotically correct form under π 0 . The proposed method can be combined with a flexible working prior to achieve superior inference across different forms of π 0 . We note the following. First, although our proposed method uses the asymptotic distribution of the order statistics as tool for robustness, it is not a nonparametric Bayesian method in the usual sense. For a correctly specified parametric prior, the robustified posterior is asymptotically equivalent to the standard posterior without weakening the prior. This is advantageous because it is usually much more natural for a statistician and a subject area expert to quantify prior information parametrically (Hoff and others, 2013; O'Hagan, 2013; Carlin and others, 2013) . Second, we have previously proposed a rank-based robustified posterior in which the posterior of θ i is computed conditioned on the rank of y i among y 1 , . . . , y p instead of the value of y i itself (Liao and others, 2014) . The rank-based posterior has similar properties as the robustified posterior in this paper but works well only when error ε i have similar variation across i = 1, . . . , p. In contrast, the robustified posterior in this paper only requires the error distribution in (1.1) to be continuous.
Bayesian and empirical Bayesian inference for model models such as (1.1) has been extensively used for parameter estimation in microarray data, see, for example, Newton and others (2001) , Baldi and Long (2001) , Kendziorski and others (2003) , Smyth (2004) , Lo and Gottardo (2007) , and Ghosh (2009) . A setup similar to (1.1) was used for an empirical Bayesian estimation of a large number of variances in Hwang and others (2009) and Zhao (2010) . The special case of model (1.1) with ε i ∼ N (0, 1) has been studied from theoretical perspectives in Zhang (1997) , Johnstone and Silverman (2004) , Jiang and others (2009) .
THE ROBUSTIFIED POSTERIOR
We now present the key result of how to robustify the posterior distribution for a general working prior density π,
which we denote as f robust (θ | y, π). In order to develop f robust (θ | y, π), we need the following assumption, which is reasonable if y i is to be a measurement of θ i .
Assumption 1. We assume the distribution of y i | θ i is strictly stochastically increasing in θ i .
Let Φ i be the cumulative distribution function of the errors ε i = y i − θ i in (1.1) and let φ i be the corresponding density. We then have f (
is a strictly decreasing function of θ i by Assumption 1 and therefore θ i can be written as a function of u i : θ i = g i (u i ). We will reformulate the posterior of θ i , given in (2.4), in terms of the quantiles of error u i . Then the change-of-variables formula rewrites the posterior (2.4) as
An interesting special case occurs when the distribution of ε i does not depend on θ i . In this case,
Therefore the posterior distribution (2.5) has the particularly simple form
We now return to the general case of (2.5). Letũ = (u [1] , . . . , u [p] ) denote the order statistics of u = (u 1 , . . . , u p ). Then the posterior distribution of u under the working prior π has the decomposition
If the working prior π is misspecified, both factors in decomposition (2.7) can be distorted from their corresponding distribution under the correctly specified prior π 0 . The key idea of our proposed robustified posterior distribution is to replace f (ũ | y, π) in (2.7) with its the asymptotic limit f (ũ | y, π 0 ), which turns out not to depend on π 0 . To justify this approach, we present the following lemma. In the rest of this section, we shall assume that y is generated under model (1.1) with θ i ∼ π 0 .
LEMMA 2.1 Let the posterior under the correct prior, f (u | y, π 0 ), be denoted by f correct , and let the posterior given in (2.7) under working prior π be denoted by f working . We construct the following hybrid posterior
Proof. From the definition of Kullback-Leibler divergence, (2.8) is equivalent to E u∼fcorrect log f working E u∼fcorrect log f hybrid . But since f posterior and f hybrid share the term f (u |ũ, y, π), it suffices to establish
In what follows, we show the asymptotic limit of f (ũ | y, π 0 ) is available without knowledge of the correct prior π 0 . More specifically, f (ũ | y, π 0 ) converges to the discrete uniform distribution on
The key insight is that when p is large and under the correct π 0 ,ũ is well approximated by the quantiles of the uniform distribution on [0, 1]; this is the same rationale as justifies the widely used QQ-plot for distribution checking. We formalize this in the following theorem (proof provided in the Appendix).
THEOREM 2.2 Let y be generated under model (1.1) with
except on a small subset of y whose probability can be made as small as any δ > 0.
We therefore propose to replace f (ũ | y, π) in (2.7) by the asymptotic limit
under f (ũ | y, π 0 ) and define our robustified posterior as
In the robust posterior (2.9), the sample space of u, to be denoted by Γ , consists of the p! permutations of
. This gives the following explicit form of (2.9)
Note that this approach of robustifying the standard posterior through truncation to the discrete space Γ can be applied to the posterior for any general Bayesian model including hierarchical Bayes and empirical Bayes. Since u and θ are one-to-one correspondent given y, we can easily map f robust (u | y, π) back to f robust (θ | y, π).
Based on the discussion above, and in particular Lemma 2.1, the robustified posterior (2.10) is effective over the standard posterior when the misspecified π causes f (ũ | y, π) to deviate from f (ũ | y, π 0 ). This can happen when the working prior over-shrinks due to underspecification of the working prior π or shrinks in the wrong direction due to a location shift. On the other hand, it does not improve inference if the misspecified π primarily affects f (u |ũ, y, π) in (2.7), which happens when the working prior is too diffuse and therefore under-shrinks.
We can use Theorem 2.2 to improve the inference of hierarchical model (1.2) by replacing f (θ | y, π h )
by f robust (θ | y, π h ), which is, however, computationally prohibitive because π h given in (1.3) is itself a mixture distribution. To get around this this computational limitations, note that we can simulate the standard posterior f (θ | y, π h ) as the stationary distribution of the Gibbs sampler
, which is much less computationally intensive because f (θ | η) is usually a simple parametric distribution. We use it to construct a robustified Gibbs sampler
which can be simulated from rapidly. We shall show in Section 3 that this new Gibbs sampler has a stationary distribution. Our robustified posterior in this paper is defined as the the stationary distribution of θ for this robust Gibbs sampler. From now on, with slight abuse of notation, we shall use f robust (θ | y, π h ) to denote this posterior distribution, which can replace the standard posterior f (θ | y, π h ) for improved Bayesian inference.
A MARKOV CHAIN MONTE CARLO ALGORITHM
We now describe a random walk Metropolis-Hasting algorithm (e.g. Robert and Casella, 2009, Chapter 6 ) to sample from f robust (u | y, π) in (2.10), whose sample space Γ consists of p! permutations of
Let u ∈ Γ be the current position of the Markov chain. Randomly select k locations in u and then randomly permute these k elements at these locations. Let the resulting u be the candidate u c . The parameter k plays the role of a step size in a continuous random walk. It is easy to see that this algorithm is symmetric; the probability of generating u c from u is the same as the probability of generate u from u c . Therefore, the Metropolis-Hastings algorithm accepts u c with probability
Due to the enormous number of points in the discrete sample space, Γ , an effective Metropolis-Hasting algorithm must start the chain from a well supported point and must be able to control the distance of the proposal u c from current position u. To address this, we propose the following enhancement. Let
be the p-value of testing H 0 : θ = 0 versus H 1 : θ i < 0, which can serve as an approximation of the unknown u i = Φ i (y i | θ i ). Note also that 1 − q i is the p-value for testing
. . , y p by the value of q i . To simplify notation, the reordered sequence will still be denoted as y 1 , . . . , y p but now satisfies
Since q i is an approximation of u i , the underlying u 1 , u 2 , . . . , u p for the reordered y 1 , . . . , y p should approximately follow the same increasing pattern as i increases. We propose to apply the above random walk Metropolis-Hasting algorithm to the reordered dataset y 1 , . . . , y n with two benefits. First, we start the chain at a well-supported point u = (1/(p + 1), . . . , p/(p + 1)). Second, in generating proposal u c from u, we randomly select k consecutive positions in u and then randomly permute elements at these locations. Because the consecutive elements in u i now generally have similar values, we can easily control the probability of accepting u c to be around 25% as recommended in Robert and Casella (2009, Section 6.6 ) by selecting an appropriate k. This enhancement drastically improves the sampling efficiency in our experience.
Note that θ and u are connected by a one-to-one correspondence θ = g(u) as defined in the previous section following Assumption 1. We can then rewrite the robust Gibbs sampler in (2.11) as
Drawing from f (η | u [j] ) is usually straightforward. We can therefore easily implement this robust Gibbs sampler by using the above Metropolis-Hasting algorithm to sample from f robust (u | η [j−1] , y). A sequence of draws u [j] , j = 1, 2, . . ., from this Gibbs sampler is then converted to a sequence of draws from
Note that u has a finite sample space of Γ and the chain is irreducible so long as f (u | η, y) > 0 for all u ∈ Γ under any given η. This robust Gibbs sampler therefore has a unique stationary distribution, whose density can be written down explicitly from the two conditional distributions in the Gibbs sampler by the Hammersley-Clifford theorem (Besag, 1974) .
ASSESSING PERFORMANCE
We compare the performance of the robustified posterior with the standard posterior. Also included for comparison is a nonparametric Bayesian model. The simulation study is conducted as follows.
Step 1 Step 2: Reorder data y 1 , . . . , y p by the values of q 1 , . . . , q p as described in Section 3. Arrange the generated θ 1 , . . . , θ p in the corresponding order.
Step 3: For dataset y 1 , . . . , y p , compute the posterior meansθ i and the estimation errorsθ i − θ i (i = 1, . . . , p) using seven estimation methods described below.
Steps 1 through 3 are repeated 100 times for the results reported here. In this simulation study, three forms of π 0 are used. The first form, π Method 5 (Mixture). Standard posterior for hierarchical model (1.2) with a mixture working prior:
with λ ∼ Unif(0, 1), and η 1 and η 2 distributed as in Methods 1 and 3.
Method 6 (R Mixture). Robustified posterior of Method 5.
Method 7 (DP). Nonparametric Bayes with Dirichlet process mixture prior:
In this formulation, α is the scaling parameter and G 0 is the base distribution of the Dirichlet process. The shape and scale parameters in the two inverse Gamma distributions are chosen so that Finally, Tables 1 and 2 give, for p = 1000 and p = 2000 respectively, the mean square error of each estimation method as the average of (θ i − θ i ) 2 and (θ p+1−i −θ p+1−i ) 2 from the 100 replications for i = 1, 2, 3. The performance ranking of the 7 methods summarized above for i = 1 in Figures 1 and 2 is still generally valid for i = 2, 3 but the difference between different methods is much smaller.
The standard posterior estimates in Methods 1, 3 and 5 are computed using RStan (Carpenter and others, 2016) . The robustified posterior estimates for Methods 2, 4, and 6 are obtained by our own R code.
Function DPMmeta in the DPpackage (Jara and others, 2011) is used for the nonparametric Bayesian estimation in Method 7. Our complete R code for this simulation study is available at http://sites.
google.com/site/jiangangliao.
DISCUSSION
This paper proposes a robusified posterior for improving inference on a large number of parallel effects.
By providing signicant protection against misspecied priors, our method encourages the use and specification of genuinely informative priors instead of defaulting to a weak and ineffective prior. For example, Method 6 in Section 4 can be an excellent choice if we believe that the tails of π 0 are between a short-tailed normal and a long-tailed t-distribution. Other approaches to enhance the robustness of Bayesian inference have been proposed in different contexts and models. For example, Lazar (2003) replaces the likelihood function in the Bayesian posterior by an empirical likelihood, which achieves improved robustness by reduced specification in the likelihood. Also, Hoff (2007) proposed to replace the likelihood of the complete data by the likelihood of the rank of the data to remove nuisance parameters in a semi-parametric copula estimation. The robustified posterior in this paper is specifically developed for estimating a large number of parallel effects. By utilizing recent results on the asymptotic behavior of order statistics and the unique structure of parallel effects, our method has the distinctive advantage of improving robustness with little or no loss of inferential efficiency even when the working prior is correctly specified.
APPENDIX
A. PROOF OF THEOREM 2.2
Proof. Formally, first consider the marginal distribution of order statisticsũ:
where
where f (u) = 1 because u i ∼ unif[0, 1] after averaging over the distribution of y i . Therefore f (ũ | π 0 ) is the joint distribution of the order statistics from uniform [0, 1] (see, e.g., Shao, 1999, p. 72 ).
Letũ be a draw from f (ũ | π 0 ). The Glivenko-Cantelli theorem and the Berry-Esseen theorem state that, as p → ∞, the empirical distribution ofũ converges to the function F (x) = x uniformly on x ∈ [0, 1). Recent refinements to these theorems (Fresen, 2011, Lemma 2) are able to characterize the behavior of the order statistics u [i] directly:
in probability. Fig. 1 . p=1000. Boxplots of the estimation error of the most extreme random effects; θ1 −θ1 and θ1000 −θ1000. Fig. 2 . p=2000. Boxplots of the estimation error of the most extreme random effects; θ1 −θ1 and θ2000 −θ2000.
