A machine learning approach that we term the "Stochastic Replica Voting Machine" (SRVM) algorithm is presented and applied to a binary and a 3-class classification problems in materials science. Here, we employ SRVM to predict candidate compounds capable of forming a cubic Perovskite (ABX3) structure and further classify binary (AB) solids. The results of our binary and ternary classifications compared well to those obtained by the SVM algorithm.
I. INTRODUCTION
Recently, there has been a flurry of activity involving the use of machine learning, an important subfield of artificial intelligence, in the study of materials and complex physical systems, e.g., [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . Data mining techniques enable a rapid search through millions of candidate compounds in order to identify promising technological materials and to potentially predict their detailed properties. Such a task may require far more significant efforts when performed experimentally [11, 12] via the traditional trial and error approach. machine learning can make such searches far more efficient by systematically pointing to promising materials that may then be fabricated and tested experimentally. In this publication, we will focus on two material types: Perovskite and binary alloys.
The first "Perovskite" (CaTiO 3 ) was named after the Russian mineralogist Lev Perovski. This name is, by now, used to describe an entire class of compounds of similar stoichiometry and structure [13] (see Fig. 1 ). Numerous, highly technologically important materials are known to display this structure [14] . High temperature superconductors exhibit Perovskite structure. Amongst their other applications, Perovskites are employed as buffer/substrates that are heavily used in epitaxy, high-efficiency commercial photovoltaic cells [15] , light-emitting diodes, in lasers, and many other systems, e.g., [16, 17] .
The chemical composition of the Perovskites is ABX 3 , where A and B are cations and X is an anion bonding to both cations. In the examples that we will study here, X will be an oxygen anion. Following a standard convention, the A atoms are defined to be the larger of the two cations. A cubic crystal structure is formed by corner sharing BX 6 octahedra as seen in Fig. 1 . To ensure stability, the relative size of the A and B cations must, typically, satisfy certain criteria [19] . (Additional illuminating relations between the atomic radii and structure are found in [20] .) There are, at least, 95 known * Correspondence to: zohar@wuphys.wustl.edu FIG. 1. Reproduced from Ref. [18] . The structure of an ABO3 Perovskite. The oxygen anions lie at the face centers. A quintessential material is of this type is the Calcium titanium oxide first studied by Peroski.
stable elements out of which there could be thousands of possible candidate elemental combinations that may exhibit a Perovskite structure. To experimentally determine the possible properties of these candidate Perovskites would be an arduous if not impossible task. Thus, in recent years, materials scientists have turned to structure-properties algorithms in order to predict the properties of new theoretical compounds. Along similar lines, in the current work, we will introduce a new algorithm that takes in different elements as inputs and predicts whether or not their combination will result in a stable Perovskite. are capable of forming a Perovskite structure [19] , see Fig. 2 . From these data the algorithm learns which conditions should be met for the different elements in order to allow them to become Perovskite structure materials. This is the so-called "training process". Following the training phase, the algorithm may test other combinations of A and B ions and predict "yes" answer for a stable Perovskite structure and "No" for unstable Perovskite structure. In machine learning parlance, we are training a new binary classifier over a set of known data. We then apply the trained classifier to investigate hitherto unknown chemical compositions in order to assess their viable formability as stable Perovskite. We will follow the prevalent practice of classifying the stability of candidate Perovskite materials by two figures of merit: (i) the "tolerance ratio", (r A + r X )/ √ 2(r B + r X ) with r i s being the radius of the ions, and (ii) the "octahedral factor" r B /r X .
We introduce and summarize our new algorithm (more details will be in a companion paper [21] ), and demonstrate its application to the classification (viable formability) of (1) Perovskite type compounds and (2) the classification of binary compounds. In both cases, we achieve high accuracy. Our results enable the prediction of new stable Perovskites and the properties of binary compounds. Other works, e.g., [22] [23] [24] study various aspects of Perovskites with existing machine learning algorithms. In the current work, we employed a new and very general machine learning algorithm (whose details will be reported on in [21] ) and delineated new phase boundaries in the two classification problems that we investigated.
Our bare binary classifier can be trivially extended to non binary (multi-class) problems via, e.g., the "OneVersus-Rest" approach [25] . We will detail a 3-class problem when investigating two atom ("AB") alloys.
The remainder of this work is organized as follows: In Section II, we provide a description of our algorithm. In subsections II A and II B therein, we will, respectively, outline the Gaussian and multinomial variants of our algorithm. We will next explain (Section III), how we train the algorithm to ascertain Perovskite formability. Herein, we will further suggest several new candidate Perovskite materials. Finally, in Section IV we will invoke the "OneVersus-All" approach to a ternary classification problem involving AB solids [26] .
II. THE STOCHASTIC REPLICA VOTING MACHINE ALGORITHM
As befits its name, our "Stochastic Replica Voting Machine" (SRVM) algorithm relies on a voting procedure among stochastically generated classifiers. As we will explain, these individual classifiers are defined by a kernel that may be of any type: e.g., a sum of Gaussians or a multinomial. Initially, we "train" the system to predict the correct answer. The trained system may then subsequently predict the outcome given initial inputs. Training is performed by adjusting the kernel of each individual classifier such that it reproduces known results. The ensemble of classifiers is then given new data and a vote is taken amongst the predictions of the individual classifiers.
The input ("training set") data for N items that need to be classified is given in terms of a set of a vectors
defining the features of the items and their corresponding classification σ i . If the classification is amongst q different groups, then classification function is a Potts spin variable whose value σ i = 1, 2, · · · , q denotes the group that item i correctly belongs to. Potts variables may be generally used as a classification index in numerous arenas, e.g., [27] [28] [29] [30] . The features of each item are combined into a vector x = (x 1 , x 2 , · · · , x d ). Thus, the Cartesian components of each vector x i are equal to the values of all parameters of the input data associated with item i (e.g., the values of the individual atomic radii of the ions forming in a candidate Perovskite material). If numerous features are given for each data point i, then the dimensionality (d) of the vectors x i will be high. The goal of machine learning is to make an educated guess (a "prediction") as to what the corresponding classification outcome will be for a new vector x for which there is no a priori correct classification known outcome. Since no additional information is available, the predicted outcome σ can only be some function F of all supplied input: the features defining x and all known training set data. That is, the underlying assumption of any machine learning approach is that
The natural question is "how may we determine the correct or 'optimal' function F "? Numerous machine learning approaches exist. We briefly comment on two of these. In one important subclass of these, known as "Support Vector Machines" (SVM), e.g., [31, 32] , F is implicitly ascertained by inequalities applied to assumed specific function types. In neural network based machine learning, in particular in "deep learning" [33] , the function F is formed by a particular hierarchal recursive structure. Our approach (SRVM) is, in some regards, far more rudimentary than these and other prevalent models. To illustrate its basic premise, we will consider the binary (i.e., q = 2) classification problem. Here, σ i = 1, 2 and thusσ i ≡ (2σ i −3) = ±1 naturally classifies any data point x into one of two groups (labelled byσ i = 1 and σ i = −1). We defineF ≡ (2F − 3) and initially consider F to be an outcome of a vote amongst the predictions of a large ensemble of stochastic functions {G a } r a=1 where we term r to be the number of "replicas" in this ensemble. A simple choice for the functions G a (that will be investigated in the current work) is one in which they are a sum of R random Gaussian functions [34] . Thus, we set
c ja e
where {c ja } R j=1 are coefficients that we will discuss momentarily. In the most minimal form of G a , all standard deviations σ ja are set to a uniform fixed value, σ ja = σ. The centers { x ja } of the Gaussians are randomly chosen in the volume spanned by the feature space. Thus, for each of the r functions {G a } r a=1 , we randomly choose R "anchor points" in the feature space volume to be
. The location of these anchor points differs from replica to replica. That is, we define each replica "a" by a different stochastic set of vectors { x ja } R j=1 . More comprehensive than the specific choice of random Gaussians in Eq. (2), the functions G a may be generally chosen to be of the form
Here, the kernel (or basis) functions K j a could be any arbitrary stochastic functions. For the Gaussian form of Eq.
. Other general kernels K, different from a Gaussian function, may, of course, be considered. For instance, another natural (yet typically computationally expensive) choice for the kernel K a that we will return to in the current work (reasonable when the outcome likelihood is expected to be analytic as a function of the features) is that of multinomials in the Cartesian components of x.
During the training phase, we optimize the values of the coefficients {c ja } R j=1 given the known outcome for the training points i = 1, 2, · · · , N . The number R of the coefficients required in order to achieve high prediction accuracy, is typically smaller than the number of training data points, R < N (in most instances, in fact, R N ). The optimal value of R depends on the nature of data as well as the size of data and should be chosen carefully to avoid over-fitting. For each replica, a = 1, 2, · · · , r, the given training data set translates into linear equations for {c ja } R j=1 . Thus, Eq.
This embodies a set of overdetermined (since N > R) linear equations for the coefficients {c ja }. For each of the replicas a = 1, 2, · · · , r, the above relation can be trivially cast as an explicit matrix equation,Ĝ a =K aĉa . Here,Ĝ a andĉ a are two column vectors of, respectively, lengths N and R whose entries are, respectively,
. The elements of the rectangular N × R dimensional matrix K a are, as defined above, given by (K a ) ij ≡ K j a ( x = x i ). The coefficientsĉ a minimizing the cost function or "energy" defined by the square sum ||Ĝ a −K aĉa || 2 are given by
Here, the rectangular matrixK
is the pseudoinverse ofK a . Thus, in the training phase, the goal is to find the coefficient vectorsĉ a for each of the replicas a = 1, 2, · · · , r. With the above values of c ja in tow, we may now predict the classification of a new "test" item x different from all prior training data points (i.e., x = x i for 1 ≤ i ≤ N ). That is, we may compute the classification of x as predicted by the r independent replicated stochastic functions, {sgn(G a ( x))} r a=1 (where sgn denotes the sign function) and then perform a vote amongst all of these classifiers. The vote then yields the final prediction of the SVRM,σ
For the q = 2 classification problem that we have considered thus far, the inner sgn functions in Eq. (5) may be replaced by other appropriately chosen symmetric functions W , i.e.,σ( x) = sgn(W (G 1 , G 2 , · · · , G r )); the single condition onσ is that its value may only be either 1 or (−1) (corresponding to the two possible classes to which an item x may belong to). The voting in Eq. (5) emulates a more general multi-replica "interaction" sketched in Fig. (3) . In this schematic, each sphere denotes an individual replica. Together, the ensemble of replicas may better hone in on optimal predictions for the classification of x. Putting all of the pieces together, Eqs. (3,4,5) nearly completely define the SRVM program. The kernels K j a may, a priori, stochastically be chosen to be of any particular functional form. Of course, if a theory exists then the functional form of G a may be more efficiently designed. In the absence of any such information, one may simply examine the predictions for random kernels K j a . There are three remaining inter-related natural questions:
(1) Is there a particular metric to determine the FIG. 3 . A schematic representation of replica "interactions". The spheres depict individual replicas that navigate an "energy landscape" looking for stable minima while simultaneously interacting with one another. As compared to a single solver, Tte ensemble of these replicas may more readily avoid false minima and converge on the stable low energy solutions leading to more stable and accurate predictions. In the algorithm that we outline in the current work, the simplest multi-replica vote of Eq. (5) is employed.
confidence with which the results are predicted?
(2) How do we determine the 'optimal' number r of the replicas to be used? As we will describe, the answer to all questions may be determined by examining the overlap of the predictions of the different stochastic replica functions {G a } r a=1 . Throughout the current work, we will employ a simple variant of the overlap O( x) associated with any point x whose classification is predicted by the r replicas
With this definition, we first explicitly turn to question (1) . If all replicas yield identical predictions (and thus O is close to unity), then (as is intuitively natural and we verified by numerical experiments), this common predicted answer is likely correct. Analogously, if the replicas are far from a unanimous agreement about the correct classification (and, consequently, O is much smaller than one) then the predicted answer cannot be trusted with high confidence. The above rule of thumb enables us to scan the parameters r and R to find values that are likely to yield optimal accuracy (questions (2) and (3) above). Typically as the number of replicas r increases so does the accuracy. However, larger values of r entail increasing computational costs with no real benefit. We thus seek sufficiently large r that enable high accuracy. By contrast, when the number of anchor points (or more general basis functions) R becomes too large, overfitting leads to increasing errors. There are optimal values of R that are sufficiently large to capture the characteristics of the data yet not so big that overfitting occurs. In reality, we may fix r and R to specific values and examine the replica overlap to ascertain whether the predicted values may be trusted [21] . That is, when the overlap O is averaged over all new data points x (whose correct classification is not a priori known and that need to be classified by the algorithm) is high, then the consensus reflected by the average O will suggest that the current parameters r and R defining Eqs. (3, 6) enable a correct prediction of the classification problem. A variant that we will touch on later is that of "an expansion in a box". For typical basis functions K j a , the functional form of Eq. (3) assumes that the outcome is a generally smooth function of x. If the system exhibits "phase transitions" as a functions of the features (x 1 , x 2 , · · · , x d ) then such an assumption is void. Instead, one may fit the training data with a particular function of the form of Eq. (3) with specific coefficients {c ja } only when x lies in a particular volume, x ∈ Ω; different regions will correspond to different functional forms (i.e., the coefficients {c ja } may change from one region of xspace to another). Here, the expansion will be valid only in a particular "box". The function G a will be allowed to change as x goes from being in one domain Ω to another. Thus, in each of the domains {Ω b } comprising the system (in which the system is assumed to be "analytic") there will be a different function G ab (specified by coefficients c jab ). In these cases, a natural question is how to ascertain phase transitions and effectively employ the existence of these volumes. Our approach here is once again that of noting when the overlap between different replicas is highest. That is, given a particular test point x, we may train the system with all data that lies in a volume Ω (a "box") that encloses x. We then see when, as a function of the size ||Ω||, the overlap O( x) between the replicas for the predicted outcome at point x will be the highest. We employed this approach when the overlap between the various replicas was small and the our original classification outcome was less certain.
The accuracy of machine learning classification algorithms is typically tested by randomly fitting a fraction z of the known data (i.e., using these data for "training") and then seeing how well the algorithm correctly predicts the classification of the remaining data that are not used as training but rather supplied to the algorithm only as new vectors x whose correct classification is known yet not given to the user but is to be predicted by the algorithm. This process (or training with a fraction z of the data and testing the predictions on the remaining fraction of (1 − z)) is repeated over and over again with different ways of splitting the known data into two subgroups of relative numbers set by a parameter z, training data points : test data points = z : (1 − z).
The accuracy of the predicted classification is then aver-aged over the many ways of splitting the data with this ratio between the size of the number of training data points and the tested points kept fixed. In the accuracy tests that we will report on, we will follow the prevalent practice of choosing z = 0.8.
A. Gaussian kernels
In what follows, we provide an explicit example in which the value of R (the number of basis functions) is determined. In the current context, we seek to find the optimal number R of anchor points for the Gaussian of Eq. (2) . Towards this end, we may plot the average overlap O between different replicas as a function of the number of replicas r and the number of anchor points R. This overlap enables us to determine the optimal values of r and R for which O obtains its maximum (or, more generally, its maxima). To illustrate the basic premise, we examine the data of the Perovskite classification problem that we will turn to in greater detail later on. For the time being, we probe how the average of the overlap O varies as a function of the number of basis functions used (or anchor points in the case of the Gaussian kernel of Eq. (2)). (As remarked earlier (see discussion after Eq. (2), the anchor points are randomly placed in the feature space.) As Fig. (4) illustrates, the overlap between different replicas is maximal for R ≈ 60 anchor points. Since the inter-replica overlap is maximal for this value of R, we suspect using this number of anchor points would result in the optimal accuracy. The average accuracy that we reached with the Gaussian kernel for determining stable Perovskite oxides was 94.19%. This accuracy may be contrasted with the performance of the current state of the art SVM package [35] ; the SVM method yielded a mean accuracy of 92.53%.
B. Multinomial kernels
As we alluded to earlier, another set of kernels in Eq. (3) is afforded by a d−component vector j defining monomials,
Here, x k are the Cartesian components
There are a variety of ways to produce multinomial based replica. For instance, different rotations in parameter space may lead to independent multinomials. A general rotation x k → U h kk x k ≡ x kh with U a a random rotation matrix, will transform the monomial of Eq. (10) into multinomial in which the sum of all powers in each of the individual monomials
is unchanged relative to its value in Eq. (10). Thus, if we choose a basis of monomials {K j a ( x)} with 0 ≤ j k ≤ p (with a general natural number p) for all 1 ≤ k ≤ d in one coordinate system x k then an independent basis of monomials is afforded by
with j k ≤ p. This is so as the highest power of each of the Cartesian coordinates is p < J. In Eq. (10), {x hk } d k=1
are the coordinates in the rotated basis generated by U a . Eq. (3) may be used to concoct several replica functions
C. Ternary and multi-class SRVM
Thus far, we focused on binary classification (wherein the sign (Eq. (5)) decided to which of two categories a particular point x should belong to. There is, of course, more to life than only binary classification. In order to classify x into one of p > 2 groups, various constructs are possible. One, very rudimentary, design is to iteratively classify as a point x as belonging (or not) to any one of the classes q = 1, 2, · · · , p. Such a rudimentary approach emulates the well known "One-Versus-all" (OVR) [25] technique; this is the what we will adopt in the current work when we will classify AB solids into one of p = 3 groups (Section IV). Specifically, we will start by predicting the results of an input vector x for each of the q possible output values with the SRVM algorithm that we introduced in the earlier subsections. Similar to the binary classification, in order construct the pseudoinverse for the i-th output value??s bivariate algorithm, we will set the result of a data point as +1 if it output the i-th output value, and to be -1 otherwise. Instead of just taking the sign of the outputted results, we compared the raw values from results. That is, if the output associated with the vector x i as tested against candidate classes q = 1, 2, · · · , p had the highest incidence of positive values for a particular class q = q then the vector x i was classified as belonging to group q .
III. PEROVSKITE FORMABILITY
In this section we employ SRVM to predict whether candidate ABX 3 compounds form stable Perovskite structures.
The training data that we used [19] has d = 2 features: (i) The "tolerance factor",
where r i=A,B,X denote, respectively, the radii of the A, B, and X ions, and (ii) The "octahedral factor" defined as the ratio The data in [19] consist of 223 candidate compounds of the ABX 3 type. Of these compositions, 34 correspond to stable Perovskite structures and the rest are unstable structures. (After removing duplicate compounds that share the same tolerance factor and octahedral factor, 188 data points remain, 29 of which form stable cubic Perovskite structure.) Once the training is performed with input data, we use it to make the binary prediction regarding the stability of the contending Perovskite compounds. Following Eq. (7), we repeatedly partitioned the data into two random subgroups with z = 0.8. Several partitions with this ratio were generated by the standard cross-validation method in which the data is divided into nearly five equal parts. Subsequently, four of these five sets are then used together to train the algorithm and the remaining one fifth of the data is used as a resource of test data to see how accurate the predictions of the algorithm are. The set that is used as the test data is cycled through (being chosen to be all of the five nearly equal parts of the data). The accu- racy is then averaged over the predictions made over the five groups when these are used as test data. The accuracy is further averaged over different random partitions into five groups. Both for comparison as well as in order to obtain a more comprehensive picture, aside from our own SRVM algorithm, we also employed both the standard Gaussian and polynomial kernels in the well known SVM method [31, 32] . In Figure 5 , we provide the results that we obtained by applying the SVM algorithm for different kernels. In this figure, the region above the drawn curves (associated with individual SVM kernels) is predicted to correspond to stable Perovskite structures; in the parameter region below these curves, no stable Perovskite materials are anticipated. In line with our main thesis (that of inferring a likely outcome from multiple independent kernels), the region that is above all drawn curves corresponds to a domain in the x 1 x 2 plane in which we may expect (with high confidence) stable Perovskite structures. Similarly, in Figures 6, 7 , we display the results obtained by our SRVM algorithm for, respectively, the multinomial and Gaussian kernels respectively (see Section II and the discussion following Eq. 2 for a description of replicas in the Gaussian case). The designations of "Yes" and "No" reflect the predictions of the algorithm regarding the viability of putative compounds of an ABX 3 type composition to form stable Perovskite structures. In Figure 8 , we overlay (with different levels of resolution in the two panels) the predictions of the SVM method and our SRVM algorithm with multiple kernels/replicas. The shaded region in Figure 8 is the one in which all methods/replicas/functions predict that stable Perovskite structure should form. With this region in hand, all candidate ABX 3 materials (of the correct chemistry to allow such a composition) with tolerance and octahedral factors that lie in the shaded area are predicted to be stable Perovskites. Some compositions lie near the boundary and do not enable (insofar as our approach is concerned) a definite prediction regarding new Perovskite structures. Two such candidates are EuZrO 3 (x 1 = 0.857, x 2 = 0.514) and EuHfO 3 (x 1 = 0.861, x 2 = 0.507). The location of these new potential stable Perovskite structures is highlighted in panel (b) of Figure 8 . With z = 0.8, the SVM algorithm achieved an accuracy of 92.52%. By contrast, the SRVM algorithm obtained an accuracy of 94.14 % with a multinomial kernel (here two different multinomials (where different order multinomials were used as replicas) and we further employed the "expansion in the box" construction) and an accuracy of 94.19% with a Gaussian kernel (here we employed 11 replicas each having randomly chosen anchor points).
IV. TERNARY CLASSIFICATIONS OF AB SOLIDS
We next turn our attention, using the data of [36] , to the classification of binary solids [26] (of chemical composition AB) into one of q = 3 groups (denoted W, Z or R [26, 36] ). Similar to Section III, we applied both the standard SVM technique with the multi-class variant our SRVM approach (see Section II C) with multinomial and Gaussian kernels. We employed two commonly used figures of merit as features,
Here, r In the Gaussian approach, we employed the sum of R = 30 individual Gaussians (associated with different anchor points). The general behavior of the inter-replica overlap is displayed in Figure 9 in which it is seen that the overlap becomes maximal at R ∼ 30. The final classification for each data point was determined by the group for which a given data point appeared most frequently out of the five replicas employed. Let n x w be the number of replicas that classify point x into one of the three classes w = 0, 1, 2. For a given cross-validation run, the average replica overlap for this three-classification problem is defined as
Here, N x is the number of test points x . The average of O over the different cross-validation partition is plotted in Fig. (9) as a percentage. The cross-validation accuracies (as ascertained by Eq. (7) for z = 0.8) that our SRVM algorithm obtained for the Gaussian and multinomial kernels were, respectively, 92.72% and 90.90%. These values were lower than the accuracy achieved by an SVM algorithm with a radial kernel (that we found to be 94.54%). In Figure 10 , we provide the phase boundaries (between the W, Z, and R phases) as ascertained by SVM (see the solid curves therein) alongside the boundaries determined by our SRVM method (the domains of the different phases as predicted by SRVM are marked by different colors).
V. CONCLUSION
In this work, we introduced and implemented a new classification algorithm to classify various materials. In particular, we investigated (1) the formability of Perovskite type compounds (a binary classification problem) and (2) classified AB type systems (via ternary classification). A more detailed description of our new algorithm appears in a companion paper [21] . Using this algorithm, we achieved a high accuracy in both problems and suggested new candidate stable Perovskites and properties of binary compounds.
