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Resumo. Este trabalho apresenta os resultados comparativos de desempenho 
de códigos paralelos, baseados no método dos elementos finitos aplicado à 
elasticidade linear para problemas estruturais, que utilizam o método dos 
gradientes conjugados para solução do sistema de equações. Os programas 
foram executados em um agregado de PCs, por ser uma opção 
economicamente viável, já que utiliza tecnologia depurada de alta 
disponibilidade e confiabilidade e softwares de domínio público. Foram 
implementadas duas versões utilizando PVM e MPI. O desempenho dos 
programas paralelos foi medido pelos tempos de execução e speedup relativo, 
em função do tamanho do problema e do número de processadores. 
Abstract. This article presents comparative performance results of parallel 
codes, based on the finite element method applied to the linear elasticity in 
structural problems that utilize the conjugate gradient method to solve the 
system equations. The programs were developed to be used on a cluster of 
PCs, because it is an option economically viable, since they use matured 
technology that is highly available and trustworthy, and public domain 
software’s. Two versions were implemented, using the PVM and MPI 
libraries. The performance of both parallel solutions was measured by their 
total execution time and relative speedup. 
1. Introdução 
Em análise estrutural, problemas modelados pelo Método dos Elementos Finitos (MEF) 
usualmente apresentam elevados custos computacionais em termos de tempos de 
execução e uso de memória, principalmente devido à grande quantidade de dados a 
serem processados durante a solução do sistema de equações dos modelos [Mackerle, 
1996]. Mesmo quando podem ser resolvidos, um maior poder computacional é 
necessário para a obtenção de resultados exatos e confiáveis em tempo razoável. No 
passado, a solução dessa classe de problemas era atribuída a mainframes e 
supercomputadores. Como a relação custo/desempenho dos computadores pessoais vem 
caindo rapidamente ao longo dos últimos anos, plataformas computacionais de alto 
desempenho podem ser construídas pela interconexão de grupos ou agregados (clusters) 
de PCs [Varavithya, 2001].  
 Desta forma, a programação paralela em agregados de computadores torna-se 
uma alternativa economicamente interessante para a solução, pelo uso de processadores 
e memórias de baixo custo. Agregados do tipo COTS (Commodity Off-The-Shelf) 
utilizam componentes de prateleira na obtenção de elevado desempenho computacional 
para aplicações científicas e de engenharia a um relativo baixo custo financeiro. Um 
fator que contribui para o aumento da utilização de agregados deste tipo é a 
disponibilidade de softwares de domínio público como Linux, PVM (Parallel Virtual 
Machine) e MPI (Message Passing Interface). Eles permitem a execução de programas 
paralelos em grupos de máquinas autônomas conectadas por redes locais. 
Apesar da computação paralela normalmente ser vantajosa na solução mais 
rápida de vários tipos de problemas de engenharia, especificamente na análise 
estrutural, alguns aspectos devem ser observados: duas etapas importantes na 
construção de um código paralelo é a decomposição do domínio e a solução do sistema 
de equações do modelo, que envolve elevados custos computacionais. Enfatizando que 
a maior parte do custo de comunicação diz respeito à troca de dados entre tarefas ou 
processos alocados em máquinas distintas. Assim, os custos de comunicação devem ser 
minimizados para se obter um processamento eficiente. 
Pelo método dos elementos finitos um modelo matemático descrito por equações 
diferenciais em um domínio contínuo, é convertido em um modelo discreto de 
elementos finitos, com um número finito de graus de liberdade (GLs), pelo uso de 
algum método variacional. Este artigo apresenta resultados de execuções de uma versão 
3D do método dos gradientes conjugados (MGC) [Jimack 2000], na solução das 
equações de equilíbrio de um problema de elasticidade tridimensional adaptado ao 
ambiente paralelo de um agregado de PCs [Villa Verde, 2004]. O paradigma 
computacional adotado é o de troca de mensagens, representado por duas bibliotecas: 
MPI [Gropp 1994, Pacheco 1997] e PVM [Geist 1994], por serem as mais difundidas e 
depuradas, empregadas em agregados de PCs. A decomposição do domínio, ou partição 
da malha de elementos finitos, foi obtida pelo uso do pacote METIS [Karypis, 1998]. A 
visualização das partições foi obtida através do programa PMVis. 
2. Problemas de Elasticidade Linear 
A solução de problemas estáticos na mecânica dos sólidos requer o equilíbrio de forças 
e momentos em todos os pontos da estrutura, a compatibilidade das deformações de 
forma a preservar a continuidade do material, o estabelecimento das equações 
constitutivas que relacionam tensão e deformação e a imposição das condições de 
contorno para o problema em particular. Para um sólido contínuo o equilíbrio de forças 
internas e externas em um elemento de volume infinitesimal é dado pela equação de 
equilíbrio: 
divT + h = 0 (1)
onde T é o tensor de tensão de Cauchy e h é o vetor força por unidade de volume. O 
tensor tensão é definido em termos do tensor de deformação infinitesimal pela lei de 
Hooke: 
T = Dε (2)
onde D é a matriz de elasticidade para materiais isotrópicos, e ε o tensor de deformação. 
Estas equações, associadas às condições de contorno, descrevem a forma forte de um 
problema de valor inicial de contorno [Tan, 1991]. 
3. Método dos Elementos Finitos 
O método dos elementos finitos é uma das mais importantes ferramentas para 
modelagem e análise de problemas de engenharia relacionados a fenômenos físicos em 
diversas áreas como mecânica estrutural, mecânica dos sólidos, mecânica dos fluídos, 
eletromagnetismo, etc [Butrylo, 2004; Liu, 2005; Mackerle, 2003].  
 A base do método de elementos finitos consiste em transformar um sólido 
contínuo em uma associação de elementos discretos, interconectados por pontos nodais, 
e escrever equações de equilíbrio e compatibilidade entre eles, admitindo funções 
contínuas capazes de representar o campo de deslocamentos no domínio do elemento. A 
partir daí, obtém-se o estado de deformações e, através de relações tensão-deformação 
do material, chega-se aos campos de tensões nos elementos. A formulação matemática 
pode ser obtida por métodos variacionais ou por métodos de resíduos ponderados 
[Gurtin 1981, Hughes 1987]. O Processo de discretização pelo método dos elementos 
finitos leva ao estabelecimento e à solução de um conjunto de equações algébricas da 
forma: 
Ax = b (3)
onde A é uma matriz simétrica definida positiva (matriz de rigidez), x é o vetor 
incógnitas (vetor de deslocamentos nodais) e b é o vetor de termos independentes (vetor 
força). 
4. Programa Paralelo 
Inicialmente a malha de elementos finitos é gerada por meio do programa GiD em um 
único processador (Figura 1). Esta estrutura de dados é armazenada em um arquivo NFS 
compartilhado por todas as máquinas do agregado. Assim cada processador pode 
acessar e trabalhar essas informações. Apesar dos dados compartilhados da malha 
representarem todo o domínio, cada tarefa somente utiliza os elementos da matriz 
pertencentes ao seu subdomínio. O método dos gradientes conjugados é utilizado para 
resolver o sistema de equações, o qual é distribuído entre os processadores. Esta solução 
requer comunicação entre tarefas, pois os subdomínios vão possuir elementos 
compartilhados em suas fronteiras. 
A partição da malha de elementos finitos é obtida pelo uso do programa METIS, 
versão 4.0 [Karypis and Kumar 1998]. Com o propósito de diminuir os custos de 
comunicação, esta decomposição de domínio é feita em paralelo por todas as tarefas. 
Nos programas implementados, o número de partições é igual ao número de tarefas em 
execução e cada processador executa uma única tarefa, todas com aproximadamente o 
mesmo volume de dados. Assim, cada tarefa efetua basicamente o mesmo número de 
operações. Nesta parte do programa não existe comunicação entre tarefas e ao seu 
término cada uma delas possui as informações sobre o tamanho e quais elementos 
pertencem ao seu subdomínio. 
A Figura 2 apresenta uma malha de elementos finitos tridimensional decomposta 
em duas, quatro e oito partes. Estas partições foram obtidas pelo programa METIS e a 
visualização gerada pelo programa PMVis (Partitioned Mesh Visualizer). Durante o 
processo de partição das malhas, os nós e os graus de liberdade são renomeados de 
forma a permitir que cada tarefa processe seu subdomínio sem perder a relação com o 
domínio original. Devido à distribuição dos elementos da malha entre tarefas, vão 
passar a existir graus de liberdade internos e compartilhados. 
 
Figura 1. Fluxo de trabalho do programa paralelo 
 
Figura 2. Partição da malha em: (a) duas, (b) quatro e (c) oito partes 
Os Graus de Liberdade internos pertencem a um único subdomínio, por outro 
lado, os GLs de fronteira pertencem a dois ou mais subdomínios. Durante a partição 
algumas variáveis (matrizes e vetores) são criadas sendo responsáveis pelo 
armazenamento das informações necessárias para a montagem da matriz em cada 
subdomínio e para a solução do MGC. A matriz A de cada subdomínio é dividida em 
quatro outras: Ap, As, Bp e BpT. Ap é uma matriz quadrada com tamanho igual ao 
número de GLs internos de cada subdomínio, na qual estão armazenados os valores de 
rigidez referentes aos GLs internos. A matriz As também é quadrada e seu tamanho é 
definido pelo número de GLs que estão na fronteira de cada partição. Em As estão os 
valores da matriz de rigidez pertinentes aos GLs de fronteira. A dimensão da matriz Bp 
é função tanto dos GLs internos quanto dos de fronteira. Nesta, estão os valores de 
rigidez que relacionam os GLs privados ou internos com os de fronteira. BpT é a matriz 
transposta de Bp. Devido à reestruturação da matriz A, os vetores x e b também são 
reformulados. Cada um deles é separado em outros dois. O vetor b é dividido em bp e 
bs, sendo que o primeiro tem dimensão igual aos GLs internos e o segundo aos de 
fronteira. O mesmo procedimento é feito para o vetor x [Jimack, 2000]. 
5. Resultados 
Os resultados apresentados a seguir foram obtidos pela execução do código 
paralelo em um aglomerado de PCs, de baixo custo com oito nós AMD Athlon MP 
1900+, 1,6 GHz, 1,0 GB de memória RAM, Linux Red Hat 9.0, conectados por uma 
rede Ethernet de 1,0 Gb/s. Os resultados são relativos a cinco malhas tridimensionais 
formadas por tetraedros lineares e especificadas na Tabela 1. Na Tabela 2 são mostrados 
os tempos totais de execução para as cinco malhas para os programas em PVM e MPI, 
respectivamente.  
Tabela 1. Malhas tridimensionais utilizadas 
Malha Nós Elementos Equações GLs restritos 
1 233 855 618 81 
2 467 1.882 1.266 135 
3 933 4.014 2.577 222 
4 1.984 9.126 5.567 387 
5 3.717 18.031 10.581 570 
Tabela 2. Tempos de execução[s] versus número de tarefas para as cinco malhas 
1 tarefa 2 tarefas 4 tarefas 6 tarefas 8 tarefas  
Malha PVM MPI PVM MPI PVM MPI PVM MPI PVM MPI 
1 1,133 0,959 0,947 0,576 1,045 0,254 1,536 0,215 2,197 0,240 
2 5,410 4,769 3,077 2,735 2,054 1,000 2,602 0,721 2,541 0,628 
3 23,909 23,536 11,154 9,689 6,233 3,747 3,525 2,397 4,869 1,776 
4 149,903 147,711 58,871 58,181 24,540 21,742 22,325 11,255 14,912 7,912 
5 852,800 795,791 489,248 486,994 124,950 137,568 71,050 52,591 59,544 32,873 
Nas Figuras 3 a 7 podem ser comparados os tempos de execução dos programas 
PVM e MPI para as cinco malhas em função do número de processadores utilizados 
para as simulações. Como o tempo de execução nem sempre é a métrica mais 
conveniente para avaliar o desempenho em computação paralela, na letra (b) das 
Figuras 3 a 7 são apresentados os comportamentos do speedup relativo S = T1/Tp, em 
função do número de nós utilizados, para as cinco malhas de teste. T1 é o tempo de 
execução utilizando um processador e Tp o tempo de execução em p processadores, com 
uma tarefa por processador. 
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Figura 3. Malha1: (a) Tempo total de execução e (b) Speedup relativo 
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Figura 4. Malha2: (a) Tempo total de execução e (b) Speedup relativo 
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Figura 5. Malha3: (a) Tempo total de execução (b) Speedup relativo 
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Figura 6. Malha4: (a) Tempo total de execução e (b) Speedup relativo 
Para as malhas menores, os ganhos com a paralelização são limitados ou mesmo 
inexistentes, devido ao custo de comunicação e ao custo da paralelização. Já os ganhos 
expressivos em tempo de execução para as malhas maiores devem-se principalmente às 
limitações do tamanho da memória física dos nós. Visto que não há memória RAM 
suficiente para armazenar todos os dados, as máquinas utilizam a memória virtual em 
disco rígido, que possui um tempo de acesso significativamente mais lento comparado 
com o tempo de acesso à memória RAM, e o tempo de solução do gradiente conjugado 
para as malhas maiores torna-se dependente do tempo de acesso ao disco rígido, 
principalmente ao se utilizar um número menor de máquinas. 
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Figura 7. Malha5: (a) Tempo total de execução e (b) Speedup relativo 
6. Conclusão 
Neste trabalho são apresentados os resultados dos tempos de execução para a solução 
paralela de uma aplicação do método dos elementos finitos em um aglomerado COTS 
de PCs de baixo custo, utilizando softwares livres. Os resultados foram obtidos pela 
simulação de cinco malhas de elementos finitos variando-se as dimensões das malhas e 
o número de processadores utilizados na solução. Pode-se verificar uma grande redução 
nos tempos de execução para ambas bibliotecas usadas com malhas maiores. Como 
mencionado, as reduções expressivas no tempo de execução obtidas para as maiores 
malhas são decorrentes da falta de memória RAM. Pode-se verificar também um melhor 
desempenho do código em MPI se comparado com o programa PVM equivalente, 
principalmente para a solução das malhas menores. Isto porque as funções de 
comunicação do MPI são mais eficientes do que as do PVM. Apesar do código 
implementado não ser otimizado, apresenta resultados bastante convincentes, ratificados 
pelos valores de speedup obtidos.  
 Algumas otimizações podem ser feitas no programa de forma a obter melhoras 
de desempenho nos resultados, tais como o uso de pré-condicionadores na solução de 
sistemas de equações como o método dos gradientes conjugados pré-condicionado, 
técnica de elemento por elemento, e paralelizações do produto matriz-vetor 
[Karniadakis, 2003]. Todavia, nosso objetivo foi comparar o desempenho das 
bibliotecas de comunicação MPI e PVM ao invés de analisar o desempenho do código 
paralelo relativo a outros códigos seqüenciais ou outros programas paralelos. Neste 
trabalho pode-se verificar que a utilização de aglomerados de PCs na solução de 
problemas de engenharia é uma alternativa viável, devido ao baixo custo e alta 
eficiência obtida.  
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