Nonoscillatory solutions of a second-order difference equation of Poincaré type  by Medina, Rigoberto & Pituk, Mihály
Applied Mathematics Letters 22 (2009) 679–683
Contents lists available at ScienceDirect
Applied Mathematics Letters
journal homepage: www.elsevier.com/locate/aml
Nonoscillatory solutions of a second-order difference equation of
Poincaré typeI
Rigoberto Medina a, Mihály Pituk b,∗
a Departamento de Ciencias Exactas, Universidad de Los Lagos, Casilla 933, Osorno, Chile
b Department of Mathematics and Computing, University of Pannonia, P. O. Box 158, 8201 Veszprém, Hungary
a r t i c l e i n f o
Article history:
Received 15 April 2008
Accepted 26 April 2008
Keywords:
Second-order difference equation
Poincaré’s theorem
Nonoscillatory solution
Asymptotic behavior
a b s t r a c t
Poincaré’s classical theorem about the convergence of ratios of successive values of
solutions applies if the characteristic roots of the associated limiting equation are simple
and have differentmoduli. In this work, it is shown that for the nonoscillatory solutions the
conclusion of Poincaré’s theorem is also true in the case where the limiting equation has a
double positive characteristic root.
© 2008 Elsevier Ltd. All rights reserved.
LetR andZ be the set of real numbers and the set of integers, respectively. The symbolZ+ denotes the set of nonnegative
integers.
Consider the second-order linear difference equation
x(n+ 2)+ b(n)x(n+ 1)+ c(n)x(n) = 0, n ∈ Z+, (1)
where {b(n)}∞n=0 and {c(n)}∞n=0 are given sequences inR. By a solution of (1), wemean a sequence {x(n)}∞n=0 inR satisfying (1)
for all n ∈ Z+.
Throughout the work, we shall assume that the limits
β = lim
n→∞ b(n) and γ = limn→∞ c(n) (2)
exist and are finite. Second-order equations of this type play important role in the theory of orthogonal polynomials,
continued fractions, special functions and combinatorics.
If we replace the coefficients in (1) with their limits, we obtain the limiting equation
x(n+ 2)+ βx(n+ 1)+ γ x(n) = 0, n ∈ Z+. (3)
Let
λ1,2 = −β2 ±
√
β2 − 4γ
2
(4)
be the roots of the characteristic equation
λ2 + βλ+ γ = 0 (5)
of the limiting equation (3).
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One of the key results in the asymptotic theory of difference equations is Poincaré’s theorem which applies in the case
where the characteristic roots of the associated limiting equation are simple and have different moduli (see [1, Theorem
2.13.1] or [2, Theorem 8.9]). For the second-order equation (1) it can be formulated as follows.
Theorem 1. Suppose (2) holds. Assume also that
|λ1| 6= |λ2|. (6)
Let {x(n)}∞n=0 be a solution of (1). Then either
x(n) = 0 for all large n, (7)
or
lim
n→∞
x(n+ 1)
x(n)
= λj for some j ∈ {1, 2}. (8)
Note that if
c(n) 6= 0 for all n ∈ Z+, (9)
then alternative (7) holds only for the trivial solution x(n) = 0 identically for n ∈ Z+. Indeed, if {x(n)}∞n=0 is a nontrivial
solution of (1) satisfying (7) and n0 ∈ Z+ is the greatest index for which x(n0) 6= 0, then (1) and (9) lead to
0 6= c(n0)x(n0) = −x(n0 + 2)− b(n0)x(n0 + 1) = 0,
a contradiction.
Now consider the casewhere the characteristic equation (5) has a double root λ1 = λ2 = λ 6= 0. In this case the solutions
of the constant coefficient equation (3) have the form x(n) = λn(c1n + c2) for n ∈ Z+, where c1, c2 ∈ R. In particular, all
nontrivial solutions of (3) satisfy (8). It is therefore natural to ask whether the conclusion of Theorem 1 is true or not for
the more general equation (1) in the case where λ1 = λ2. The following example shows that, in contrast to the constant
coefficient case, the answer is negative.
Consider the equation
x(n+ 2)− x(n+ 1)+ 1
4
(
1+ d
(n+ 1)2
)
x(n) = 0, n ∈ Z+, (10)
where
d >
1
4
(11)
is a parameter. The characteristic roots of the associated limiting equation
x(n+ 2)− x(n+ 1)+ 1
4
x(n) = 0, n ∈ Z+,
are λ1 = λ2 = 1/2. According to the remark below Theorem 1, alternative (7) holds only for the trivial solution of (10).
Therefore, if the conclusion of Theorem 1 were true for Eq. (10), then all nontrivial solutions of (10) would satisfy the limit
relation
lim
n→∞
x(n+ 1)
x(n)
= 1
2
(12)
and hence either
x(n) > 0 for all large n, (13)
or
x(n) < 0 for all large n. (14)
But, in [3, Corollary 4.7] Domshlak showed that if (11) holds, then Eq. (10) has no solutions satisfying (13) or (14).
The above example shows that in order to guarantee the validity of conclusion (8) of Poincaré’s theorem in the case of a
double root λ1 = λ2 we need to restrict ourselves to some special class of solutions. According to the previous discussion,
a natural class of solutions to consider are those solutions of (1) which satisfy one of the conditions (13) and (14). Such
solutions are sometimes called nonoscillatory.
Our aim in this work is to prove the following Poincaré type theorem for the nonoscillatory solutions of (1).
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Theorem 2. Suppose (2) holds. Assume also that
λ1 = λ2 = λ > 0. (15)
Let {x(n)}∞n=0 be a solution of (1) satisfying one of the conditions (13) and (14). Then
lim
n→∞
x(n+ 1)
x(n)
= λ. (16)
As an illustration of the theorem, consider Eq. (10) again with a parameter d satisfying
0 < d <
1
4
. (17)
According to a result due to Baštinec and Diblík [4, Theorem 3.2], in this case Eq. (10) has a nonoscillatory solution {x(n)}∞n=0.
By the application of Theorem 2, we conclude that this nonoscillatory solution satisfies the limit relation (12). For general
results on the existence of nonoscillatory solutions, see [1, Chap. 6], [2, Chap. 7], [5] and the references therein. Finally,
we mention the work of Chen and Wu [6] which is relevant to our study. They established theorems about the asymptotic
approximation of the nonoscillatory solutions of (1) in the case where the limiting equation (3) has a double characteristic
root. However, the conditions on the coefficients of (1) in [6] are substantially stronger than (2).
Before we present the proof of Theorem 2, we establish a simple lemma.
Lemma 3. Suppose (2) and (15) hold. Let {x(n)}∞n=0 be a positive solution of (1). Then there exist constants δ > 0 and ~ > 0
such that for all n ∈ Z+,
δ ≤ x(n+ 1)
x(n)
≤ ~. (18)
Proof. By virtue of (15), we have
β = −2λ < 0 and γ = λ2 > 0. (19)
Therefore
b(n) < 0 for all large n (20)
and
c(n) > 0 for all large n. (21)
Using the positivity of x(n) in Eq. (1), we find for n ∈ Z+,
b(n)x(n+ 1) = −x(n+ 2)− c(n)x(n) < −c(n)x(n)
and hence
b(n)
x(n+ 1)
x(n)
< −c(n).
From this and (20), we obtain for all large n,
x(n+ 1)
x(n)
> − c(n)
b(n)
.
Letting n→∞ and using (2) and (19), we obtain
lim inf
n→∞
x(n+ 1)
x(n)
≥ λ
2
> 0
which implies the existence of a lower bound δ > 0 in (18).
From (21) and the positivity of x(n), we find for all large n,
x(n+ 2) = −b(n)x(n+ 1)− c(n)x(n) < −b(n)x(n+ 1)
and hence
x(n+ 2)
x(n+ 1) < −b(n).
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Letting n→∞ and using (2) and (19), we obtain
lim sup
n→∞
x(n+ 2)
x(n+ 1) ≤ 2λ
which implies the existence of an upper bound ~ > 0 in (18). 
Now we give the proof of Theorem 2.
Proof of Theorem 2. It is enough toprove (16) for the solutions satisfying (13). In case (14)we replace the solution {x(n)}∞n=0
with the solution {−x(n)}∞n=0 satisfying (13) and we use the fact that the limits (16) are the same for both solutions.
Let {x(n)}∞n=0 be a solution of (1) satisfying (13). Without loss of generality, we may assume that
x(n) > 0 for all n ∈ Z+. (22)
Otherwise, instead of {x(n)}∞n=0 we consider the shifted sequences {x(n+ n0)}∞n=0, where n0 ∈ Z+ is so large that x(n) > 0
for n ≥ n0, and we use the fact that this shifted sequence satisfies a difference equation similar to (1). Thus, from now on
let (22) hold. By Lemma 3, there exist positive constants δ and ~ such that (18) holds for all n ∈ Z+. Taking into account that
for n, j ∈ Z+,
x(n+ j)
x(n)
= x(n+ 1)
x(n)
x(n+ 2)
x(n+ 1) · · ·
x(n+ j)
x(n+ j− 1) ,
from (18) we obtain
δj ≤ x(n+ j)
x(n)
≤ ~ j whenever n, j ∈ Z+ (23)
and
~−j ≤ x(n− j)
x(n)
≤ δ−j whenever n, j ∈ Z+ and n ≥ j. (24)
Take any strictly increasing sequence {nk}∞k=1 of positive integers. Clearly,
y(0) = lim
k→∞
x(nk + 0)
x(nk)
= 1.
By virtue of (18), there exists a subsequence {n(1)k }∞k=1 of {nk}∞k=1 such that the limit
y(1) = lim
k→∞
x(n(1)k + 1)
x(n(1)k )
exists and is finite. Similarly, using (23), for each j ∈ Z+, j ≥ 2, we can construct a subsequence {n(j)k }∞k=1 of {n(j−1)k }∞k=1 such
that the limit
y(j) = lim
k→∞
x(n(j)k + j)
x(n(j)k )
exists and is finite. Let {mk}∞k=1 be the diagonal sequence given by
mk = n(k)k for k ∈ Z+, k ≥ 1.
Since for each j ∈ Z+, j ≥ 1, {mk}∞k=j is a subsequence of {n(j)k }∞k=1, we have
lim
k→∞
x(mk + j)
x(mk)
= y(j) for all j ∈ Z+.
By virtue of (24) (with j = 1), there exists a subsequence {m(1)k }∞k=1 of {mk}∞k=1 such that the limit
y(−1) = lim
k→∞
x(m(1)k − 1)
x(m(1)k )
exists and is finite. Suppose for the induction that some j ∈ Z+, j ≥ 2, a strictly increasing sequence {m(j−1)k }∞k=1 of positive
integers is defined and consider the sequence{
x(m(j−1)k − j)
x(m(j−1)k )
}∞
k=k0
, where k0 ∈ Z+ is so large thatm(j−1)k ≥ j for k ≥ k0.
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By virtue of (24), the latter sequence is bounded and therefore there exists a subsequence {m(j)k }∞k=1 of {m(j−1)k }∞k=1 such that
the limit
y(−j) = lim
k→∞
x(m(j)k − j)
x(m(j)k )
exists and is finite. Then for the diagonal sequence {dk}∞k=1 defined by
dk = m(k)k for k ∈ Z+, k ≥ 1,
we have
lim
k→∞
x(dk + j)
x(dk)
= y(j) for all j ∈ Z. (25)
Thus, we have shown that any sequence nk →∞ has a subsequence dk →∞ for which the limits in (25) are finite.
We shall prove (16) by showing that the only accumulation point of the sequence {x(n + 1)/x(n)}∞n=0 is λ. Let a ∈[−∞,∞] be an arbitrary accumulation point of {x(n + 1)/x(n)}∞n=0. There exists a sequence of positive integers {nk}∞k=1,
nk →∞, such that
lim
k→∞
x(nk + 1)
x(nk)
= a. (26)
According to the previous part of the proof, the sequence {nk}∞k=1 has a subsequence {dk}∞k=1, dk →∞, such that the (finite)
limits in (25) exist. By virtue of (25) (with j = 1) and (26), we have
y(1) = a. (27)
Let j ∈ Z be arbitrary. Writing n = dk + j in (1) for k so large that dk ≥ −j, dividing the resulting equation by x(dk), letting
k→∞ and using (2) and (25), we obtain
y(j+ 2)+ βy(j+ 1)+ γ y(j) = 0 for all j ∈ Z.
This, together with (15), implies that
y(j) = λj(c1j+ c2) for j ∈ Z, (28)
where c1, c2 ∈ R. Writing n = dk in (23) and (24) and letting k → ∞, we see that y(j) > 0 for all j ∈ Z. This, together
with (28), yields that c1 = 0. Moreover, y(0) = 1 (see (25)) implies that c2 = 1. Thus,
y(j) = λj for all j ∈ Z.
In particular, y(1) = λ which, together with (27), implies a = λ. Since a was an arbitrary accumulation point of
{x(n+ 1)/x(n)}∞n=0, this proves (16). 
References
[1] R.P. Agarwal, Difference Equations and Inequalities, Marcel Dekker, New York, 1992.
[2] S.N. Elaydi, An Introduction to Difference Equations, third edition, Springer, New York, 2005.
[3] Yu. Domshlak, Sturmian comparisonmethod in the oscillation study for discrete difference equations I, Differential Integral Equations 7 (1994) 571–582.
[4] J. Baštinec, J. Diblík, Subdominant positive solutions of the discrete equation1u(k+ n) = −p(k)u(k), Abstr. Appl. Anal. (6) (2004) 461–470.
[5] L. Berezansky, E. Braverman, On existence of positive solutions for linear difference equations with several delays, Adv. Dyn. Syst. Appl. 1 (2006) 29–47.
[6] S. Chen, C. Wu, Riccati techniques and approximation for a second-order Poincaré difference equation, J. Math. Anal. Appl. 222 (1998) 177–191.
