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Resumen Aunque las técnicas de mineŕıa de datos están consiguien-
do cada d́ıa una mayor popularidad, su complejidad impide que sean
aún utilizables por personas sin un sólido conocimiento en las mismas.
Una posible solución, ya explorada por los autores de este art́ıculo, es la
construcción de Lenguajes Espećıficos de Dominio que proporcionen una
serie de primitivas de alto nivel para la ejecución de procesos de mineŕıa
de datos. Dichas primitivas sólo hacen referencia a terminoloǵıa propia
del dominio analizado, enmascarando detalles técnicos de bajo nivel. No
obstante, la construcción de un lenguaje espećıfico de dominio puede
ser un proceso costoso. Este art́ıculo muestra cómo reducir los tiempos
de desarrollo de estos lenguajes de análisis mediante la reutilización de
partes comunes de estos DSLs.
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1. Introducción
El uso de técnicas de análisis de datos está adquiriendo cada vez una mayor
popularidad. Este incremento se debe en parte a la mayor presencia en nuestra
vida de sistemas informáticos, los cuales almacenan datos acerca de nuestras
actividades que, convenientemente analizados, pueden ayudar a mejorar ciertos
procesos y negocios. Un ejemplo de ello es cómo la plataforma de v́ıdeo bajo
demanda Netflix utiliza los datos de actividad de sus usuarios para decidir cuáles
debeŕıan ser las siguientes series y peĺıculas a producir [15].
No obstante, el análisis de estos datos es una tarea especializada que no
está al alcance de cualquier profesional, ya que requiere de un conocimiento
sólido y detallado de una serie de técnicas y algoritmos especializados. Prueba
de ello es la creciente demanda de perfiles profesionales en Ciencia de Datos, los
cuales son dif́ıciles de encontrar y suelen tener un alto coste asociado [13].
Para solventar este problema, nos planteamos la idea de construir lenguajes
de consulta, mediante primitivas de alto nivel y terminoloǵıa propia de un do-
minio concreto. Estos lenguajes permitiŕıan a las personas responsables de un
proceso especificar tareas que hicieran uso de técnicas de mineŕıa de datos, con
el objetivo de extraer información que permitiese mejorar estos procesos, y ha-
ciendo innecesario que los usuarios deban poseer conocimientos acerca de dichas
técnicas de mineŕıa.
En un trabajo anterior [16] exploramos la posibilidad de crear estos Lengua-
jes Espećıficos de Dominio (en adelante DSLs, por sus siglas en inglés Domain
Specific Languages). Concretamente, se desarrolló un DSL para el ámbito educa-
cional, que permit́ıa analizar el rendimiento de un curso o asignatura a partir de
datos recopilados por la plataforma de e-learning utilizada durante el desarrollo
de dicho curso.
Aunque en [16] se demostró que es factible, bajo ciertas condiciones, crear
este tipo de DSLs, se constató que el coste asociado a su desarrollo desde cero
puede ser elevado. No obstante, en dicho trabajo se apreció la posibilidad de
reutilizar ciertos elementos para el desarrollo de DSLs similares, lo que ayudaŕıa
a reducir sus tiempos de desarrollo y, por consiguiente, su coste.
Siguiendo esta idea, este trabajo presenta una infraestructura para el desa-
rrollo de DSLs de análisis de datos, que trata de explotar dichas posibilidades de
reutilización. El objetivo final es crear un marco de trabajo que permita desa-
rrollar estos DSLs de una forma más eficiente que partiendo desde cero cada
vez.
Para comprobar la efectividad de nuestra propuesta, se utilizó dicha infraes-
tructura para generar dos DSLs: (1) el que se hab́ıa creado manualmente para el
ámbito educacional [16]; y (2) otro para el análisis de datos médicos relacionados
con la diabetes. Se constató que era posible la reutilización de partes significa-
tivas de estos DSLs y que dicha reutilización ayudaba a reducir los tiempos
asociados a su desarrollo.
Tras esta introducción, este art́ıculo se estructura como sigue: La sección 2
describe la motivación existente tras este trabajo, aśı como trabajos previos re-
lacionados que han intentado acercar la mineŕıa de datos a usuarios no expertos.
La sección 3 describe la infraestructura creada para facilitar el desarrollo de
DSLs para análisis de datos. Por último, la sección 4 concluye este trabajo, re-
saltando las principales conclusiones obtenidas y comentando posibles trabajos
futuros.
2. Motivación y Antecedentes
Esta sección describe la motivación tras este trabajo. Primero, se describe
por qué estamos interesados en desarrollar DSLs para el análisis de datos y en
segundo lugar por qué es conveniente crear una infraestructura que facilite el
desarrollo de dichos DSLs.
2.1. Por qué DSLs para Mineŕıa de Datos
El trabajo que aqúı presentamos se basa en la siguiente hipótesis: las técnicas
actualmente disponibles para el análisis de datos, y en especial las relacionadas
con la mineŕıa de datos, solamente pueden ser utilizadas por personas con un
sólido conocimiento en las mismas. Si se desea que profesionales que carezcan
de dicho conocimiento especializado utilicen o se beneficien de estas técnicas, es
necesario el desarrollo de sistemas que oculten su complejidad.
Para verificar que esta hipótesis es cierta, realizamos una revisión sistemática
de la literatura siguiendo las directrices de Kitchenham [9] y Wohlin [7]. En
dicha revisión se analizaron una serie de herramientas y trabajos cuyo objetivo
era acercar las técnicas de mineŕıa de datos a los usuarios. Una descripción
detallada de los aspectos formales de dicha revisión sistemática, por razones de
espacio, queda fuera del ámbito de este art́ıculo. Como resultado de la misma,
se identificaron cuatro grupos principales de trabajos y herramientas, los cuales
describimos a continuación.
Soluciones Ad-Hoc para Problemas Concretos Este grupo se compone de
aplicaciones diseñadas para resolver un problema de análisis de datos espećıfico
dentro de un dominio muy concreto. Por ejemplo, Kamsu et al. [8] desarrollaron
un sistema para extraer patrones dentro de datos provenientes de hemodiáli-
sis. En estos casos, el problema es bien conocido desde el inicio y las técnicas
de mineŕıa de datos se seleccionan y optimizan para ese problema concreto. A
continuación, se construye una interfaz amigable que permita a los usuarios,
expertos en el dominio del problema pero no en técnicas de análisis de datos,
ejecutar dichas técnicas. Dependiendo del trabajo, el usuario puede en cierta
medida refinar los resultados obtenidos o modificar la tarea de análisis de datos.
El principal inconveniente de estos trabajos es su coste asociado, ya que impli-
can desarrollar una aplicación desde cero. Además, las aplicaciones desarrolladas
no son fácilmente adaptables a otros problemas o dominios.
Herramientas de Mineŕıa Basadas en Workflows Este conjunto agrupa
una serie de herramientas para la definición de procesos de mineŕıa de datos me-
diante una serie de bloques reutilizables. Estos bloques representan algoritmos y
tareas t́ıpicas de los procesos de mineŕıa de datos y se pueden combinar de forma
rápida y eficiente para definir procesos completos de mineŕıa de datos. Rapidmi-
ner [1] y Weka [6] son ejemplos de este tipo de aplicaciones. Estas herramientas
ayudan a reducir los tiempos de desarrollo de los procesos de mineŕıa, pero no
están orientadas a usuarios no expertos. Por ejemplo, cada bloque requiere la
correcta configuración de una serie de parámetros internos, no estando esa tarea
al alcance del usuario medio, por lo que se precisa de la contratación de personal
experto.
Metodoloǵıas Orientadas a Usuarios No Expertos Esta categoŕıa contiene
una serie de metodoloǵıas que tratan de asegurar que las aplicaciones desarro-
lladas puedan ser utilizadas por usuarios sin conocimientos de mineŕıa de datos.
Un ejemplo de estas metodoloǵıas es el trabajo de Zorrilla y Garćıa [17]
donde se propone, en primer lugar, construir servicios que encapsulen procesos
de mineŕıa de datos para un dominio concreto. A diferencia de los bloques de
la categoŕıa anterior, se busca que estos servicios sean autoconfigurables [3]. A
continuación, se desarrollaŕıan una serie de interfaces web que permitiŕıan a los
usuarios no expertos seleccionar los conjuntos de datos a analizar, invocar dichos
servicios y visualizar los resultados.
Estas metodoloǵıas siguen precisando de la contratación de expertos que las
apliquen, aunque en muchos casos se intenta favorecer la reutilización de ele-
mentos. Además, en ciertas ocasiones, podŕıa ser dif́ıcil adaptar las aplicaciones
desarrolladas a nuevas situaciones. Por ejemplo, una aplicación para analizar da-
tos de estudiantes podŕıa no ser utilizable para analizar datos relativos a otras
entidades del dominio, tales como exámenes o actividades en el aula.
Herramientas Genéricas Orientadas a Usuarios No Expertos Este gru-
po aglutina herramientas que proporcionan al usuario no experto comandos o
primitivas de alto nivel que le permiten ejecutar ciertas tareas de mineŕıa de
datos sin necesidad de poseer sólidos conocimientos sobre las mismas. En este
grupo destacaŕıamos Oracle Predictive Analytics [4]. Esta herramienta propor-
ciona una serie de procedimientos al estilo SQL que permiten extraer cierta
información de los datos contenidos en una tabla de una base de datos (alojada
en Oracle). Por ejemplo, el usuario puede utilizar el comando EXPLAIN para in-
tentar averiguar qué valores de los atributos de la tabla producen un cierto valor
en una columna determinada. De este modo, usando este comando se podŕıa
averiguar por qué ciertos estudiantes tienen la columna Calificación con el
valor Suspenso.
Una ventaja inicial es que no es necesaria la contratación de expertos pa-
ra ejecutar estos comandos (aunque podŕıan requerirse otras cuestiones, como
familiaridad con Oracle, por ejemplo). La gran ventaja de esta técnica es que
estos comandos no precisan ser modificados cuando se utilizan para nuevos da-
tos. Por ejemplo, el comando EXPLAIN es el mismo con independencia de la tabla
sobre la que se aplique. Por tanto, estos comandos śı podŕıan aplicarse a datos
de estudiantes, exámenes o actividades en aula, siempre que estuviesen dispo-
nibles en sus correspondientes tablas. Sin embargo, esta genericidad, tiene una
penalización sobre la precisión de los resultados, ya que las técnicas subyacentes
utilizadas no están convenientemente optimizadas para cada dominio.
Tras analizar el estado del arte, decidimos explorar la siguiente idea: En
un primer lugar, encapsulaŕıamos diversos procesos de mineŕıa de datos en una
serie de componentes reutilizables. El objetivo inicial era que estos componentes
fuesen reutilizables para problemas y datos procedentes de diversos dominios, al
estilo de Oracle Predictive Analytics. No obstante, estos componentes debeŕıan
poderse optimizar para un problema concreto si aśı se desease, tal como en
Zorrilla y Garćıa [17]. En segundo lugar, para que estos componentes fuesen
utilizables por usuarios no expertos, desarrollaŕıamos DSLs, al estilo de Oracle
Predictive Analytics, pero adaptados a las necesidades de cada usuario. Estos
DSLs tendŕıan que permitir plantear un problema de mineŕıa de datos utilizando
primitivas de alto nivel y una jerga cercana al dominio del usuario. Se busca
Figura 1. Ejemplo de consultas para el ámbito educacional.
además que la forma de plantear dichos problemas sea lo más flexible posible.
Las sentencias escritas utilizando el DSL se transformaŕıan en código de bajo
nivel encargado de invocar los componentes reutilizables para dar respuesta al
problema planteado por el usuario.
Esta idea fue inicialmente explorada mediante la creación de un DSL, más
un conjunto de procesos de mineŕıa de datos, para el ámbito educacional. La
siguiente sección describe dicho trabajo.
2.2. Un DSL para el Análisis de Datos Educacionales
Para explorar nuestra idea inicial, desarrollamos un DSL para el análisis de
datos provenientes del dominio educacional [16]. El objetivo de este DSL era que
los profesores pudiesen explotar los datos que plataformas de aprendizaje como
Moodle [11] recopilan acerca del desarrollo de sus asignaturas, con el objetivo de
extraer de dichos datos información que pudiese ayudar a mejorar el rendimiento
las asignaturas.
Concretamente, tratamos de resolver dos tareas de análisis. La primera de
ellas consist́ıa en identificar los diferentes tipos de perfiles que exist́ıan dentro
de un conjunto de datos. Este análisis permitiŕıa, por ejemplo, dividir a los
estudiantes de un curso en grupos con caracteŕısticas comunes.
La segunda de ellas trataba de encontrar las causas por las cuales se produćıa
cierto fenómeno. Por ejemplo, por qué los estudiantes no superaban el curso, por
qué lo abandonaban o por qué dejaban de entregar una determinada tarea, entre
otras cuestiones.
Para ambas tareas, creamos código Java que utilizaba una serie de algoritmos
de mineŕıa de datos proporcionados por la plataforma Weka [6]. Este código se
parametrizó para que pudiese ser generado mediante plantillas.
A continuación, se desarrolló un DSL para invocar dichos procesos reutiliza-
bles. La Figura 1 muestra ejemplos de consultas escritas en dicho DSL1.
La primera consulta (Figura 1, Ĺınea 00) permite al profesor dividir el conjun-
to de estudiantes de su curso en grupos que compartan caracteŕısticas similares.
Para ello aplica la primitiva show profile a la entidad Students.
La segunda consulta (Figura 1, Ĺınea 01) seŕıa similar a la primera, pero
restringe los datos de entrada, aplicando un filtro, a aquellos estudiantes que
no hayan superado la asignatura. La idea en este caso es caracterizar grupos de
estudiantes que no superan la asignatura.
1 El DSL se presentó inicialmente en un foro de ámbito internacional, y es por ello
por lo que sus términos están en inglés.
La tercera consulta (Figura 1, Ĺınea 02) trata de encontrar las causas por
las que los estudiantes no superan el curso. Para ello hace uso de la primitiva
find reasons for, la cual requiere que se le proporcione un fenómeno a explicar
(courseOutcome=fail) y una entidad (Students) a analizar.
Este DSL se implementó definiendo su correspondiente metamodelo en Ecore
y su sintaxis textual con ayuda de Xtext [5]. La semántica quedaba definida
mediante la generación, a partir de las consultas, de código Java que invocaba
los correspondientes algoritmos de la plataforma Weka. La generación de código
se implementó utilizando las herramientas facilitadas por la suite de ingenieŕıa
de modelos Epsilon [12].
Como puede apreciarse, el DSL sólo contiene una serie de primitivas de
alto nivel (find reasons for, show profile) y referencias a entidades pro-
cedentes del dominio del usuario (Student) o a atributos de dichas entidades
(courseOutcome).
A partir del nombre de una entidad, el lenguaje debeŕıa ser capaz de recuperar
el conjunto de datos a analizar. Por tanto, debe existir una correspondencia entre
estos nombres y los conjuntos de datos disponibles para su análisis. En nuestro
caso, dicho nombre debe hacer referencia al nombre de un fichero de datos en
formato ARFF, que es el formato que utiliza la plataforma Weka [6]. Cómo se
obtiene la información a procesar y se almacena en dichos ficheros ARFF queda
fuera del ámbito de este art́ıculo.
Para fomentar su usabilidad, el DSL creado trata de minimizar los errores
que pudiese cometer el usuario a la hora de escribir una consulta. Ello requiere:
(1) que se eviten tanto como sea posible elementos libres; y (2) que se ofrezcan
tantas funciones de autocompletado o asistencia como sea necesario. Por ejemplo,
tal como se explicó anteriormente, como nombre de una entidad no debeŕıa ser
posible escribir cualquier cadena, ya que este nombre debe corresponderse con
el de un fichero de datos disponible. Por tanto, el DSL debeŕıa: (1) verificar esta
restricción antes de compilar la consulta; y (2) ofrecer el conjunto de opciones
disponibles al usuario durante la especificación de una consulta.
2.3. Problemas a Resolver
Tras la realización de dicho trabajo se identificaron dos problemas a resolver:
(1) resultaba dif́ıcil en determinados contextos crear procesos de mineŕıa de datos
que fuesen realmente reutilizables para diferentes dominios; y (2) el desarrollo
de un DSL como éste desde cero puede convertirse en un proceso costoso que
requeriŕıa la contratación de expertos en DSLs. En este caso, estaŕıamos simple-
mente reemplazando el problema de tener que contratar expertos en mineŕıa de
datos por el problema de tener que contratar expertos en el desarrollo de DSLs.
Este trabajo se centra en la resolución del segundo de estos problemas. El
primer problema es un problema recurrente en mineŕıa de datos, que obliga a
que, en muchas ocasiones, si se quieren obtener resultados precisos, los proce-
sos tengan que ser diseñados ad-hoc para resolver un problema concreto y bien
determinado. Dicho problema queda fuera del ámbito de este art́ıculo, y será ob-
jeto de estudio en trabajos futuros. Por tanto, en adelante, asumiremos como
hipótesis que existen procesos de mineŕıa de datos reutilizables para diferentes
dominios.
Con relación al segundo problema, se advirtió que ciertas partes de este
DSL pod́ıan ser fácilmente reutilizables para el desarrollo de DSLs para nuevos
dominios. Por ejemplo, la sintaxis textual concreta seŕıa prácticamente la misma,
ya que de dominio a dominio simplemente variaŕıan los nombres que pueden ser
utilizados como entidades del dominio. Igualmente, gran parte del proceso de
generación de código debeŕıa ser reutilizable.
La solución presentada en este trabajo trata de explotar esta idea para crear
un ecosistema de generación de estos DSLs para el análisis de datos. Para ello se
ha rediseñado el DSL educacional, creando una infraestructura que permita un
desarrollo más eficiente de DSLs para otros dominios. Dicha infraestructura se
ha utilizado para el desarrollo de un DSL para el análisis de datos relacionados
con pruebas de diabetes. Dicho dominio se describe a continuación.
2.4. Ejemplo: Análisis de Factores Relacionados con la Diabetes
Para el desarrollo del nuevo DSL se ha utilizado un conjunto de datos proce-
dentes de pruebas realizadas para comprobar la existencia de diabetes en pacien-
tes [14]. Por cada paciente, se recogen una serie de datos aśı como el resultado
final de la prueba (positivo o negativo). Estos datos se pueden analizar para in-
tentar averiguar si existen factores que puedan ser considerados como causas de
una diabetes. Es decir, querŕıamos poder escribir una consulta en nuestro DSL
como find reasons for test result = positive of Diabetes Results.
De igual forma, podŕıa ser interesante plantear otras consultas, como averi-
guar si existen diferentes grupos o perfiles de pacientes con diabetes.
La siguiente sección describe cómo se ha creado la infraestructura anterior-
mente mencionada y cómo se ha utilizado para construir el DSL para el análisis
de los datos de diabetes.
3. Una Infraestructura para el Desarrollo de DSLs para
Mineŕıa de Datos
Para desarrollar una infraestructura que nos permitiese crear de manera efi-
ciente un ecosistema de DSLs, en primer lugar precisábamos identificar qué ele-
mentos de dichos DSLs pod́ıan ser reutilizables.
Este proceso lo realizamos en dos fases: primero analizamos los componentes
relacionados con la gramática y el editor del DSL; y luego aquellos relacionados
con la generación del código encargado de procesar las consultas. Estos procesos
se describen a continuación.
3.1. Desarrollo del Editor para el DSL
La gramática de nuestra familia de DSLs posee una componente claramente
común. Esta componente abarca el conjunto de comandos o primitivas, tales
Figura 2. Sintaxis abstracta genérica.
como find reasons for, que el usuario puede utilizar para invocar tareas de
análisis de datos. Por otro lado, existe una parte variable, que es la correspon-
diente a las referencias a entidades del dominio del usuario.
Estas referencias estaban incluidas en la gramática por dos razones: (1) evitar
que el usuario pueda especificar consultas que se refieran a entidades inexistentes
para las cuales no tenemos datos; (2) poder utilizar una serie de funciones de
autocompletado que facilitasen al usuario la especificación de las consultas.
Teniendo estos factores en cuenta, la estrategia que adoptamos fue la si-
guiente: En primer lugar, se rediseñó la gramática para que fuese genérica para
cualquier dominio. Con este fin, se liberó a la gramática de la responsabilidad
de asegurar que las referencias a las entidades del dominio fuesen correctas. Esta
responsabilidad se delegó en un validador externo, que se encargaŕıa de asegurar
que se satisfacen las restricciones relativas a las entidades del dominio. Para ello,
el validador utilizaŕıa como entrada un modelo externo a la gramática que espe-
cificase qué entidades y atributos están disponibles dentro de cada dominio. Las
funciones de asistencia y autocompletado también haŕıan uso de este modelo de
entidades. De esta forma, para adaptar el DSL a un nuevo dominio, sólo seŕıa
necesario proporcionar un nuevo modelo de entidades y regenerar el editor.
La Figura 2 muestra parte de la sintaxis abstracta genérica creada para nues-
tra familia de DSLs. En ella se aprecia que cada consulta (Query) está definida
por una primitiva (QueryClause) que determina la tarea de mineŕıa de datos a
realizar. Esta consulta actúa sobre un determinado conjunto de datos (Dataset)
el cual, de acuerdo con esta gramática, puede quedar definido por una cade-
na de caracteres arbitraria. Esto permite que la gramática sea utilizable para
cualquier dominio. No obstante, utilizando sólo esta gramática, se podŕıan es-
pecificar consultas que no tuviesen ninguna relación con los conjuntos de datos
disponibles.
Este problema es evitado con la ayuda del validador externo introducido que
lleva a cabo estas comprobaciones. Para realizar esta comprobaciones, el valida-
dor utiliza un modelo de entidades, que debe ser conforme a un metamodelo de
entidades. Dicho metamodelo se muestra en la Figura 3.
De acuerdo a este metamodelo, cada entidad tiene un nombre y un conjunto
de atributos. Estos atributos pueden ser de diferentes tipos. Por ejemplo, pueden
ser numéricos (NumericalAttribute) o enumerados (NominalAttribute). Los
Figura 3. Metamodelo para la definición de información de las entidades analizadas.
Figura 4. Función para validar el nombre de un Dataset.
atributos enumerados poseen asociado el conjunto finito de valores que pueden
adoptar.
Además, cada atributo puede ser considerado como de clase (isClass =
true) si sirve para particionar un conjunto de datos en clases relevantes para
algún propósito. Esta distinción es relevante ya que en ciertas partes de nues-
tro DSL sólo se pueden utilizar atributos considerados de clase. Por ejemplo,
puede interesar preguntar las causas por las que ciertos pacientes tienen dia-
betes (find reasons for test result=positive of Diabetes Result), pero
no tendŕıa mucho sentido preguntar las causas por las que un paciente reside en
Londres (find reasons for live in=LONDON of Diabetes Result).
El validador externo se desarrolló utilizando las facilidades proporcionadas
por Xtext. Para ello, especificamos una serie de funciones auxiliares en Xtend. A
modo de ejemplo, la Figura 4 muestra la función que comprueba que el nombre de
un Dataset introducido se corresponde con el nombre de una entidad de nuestro
dominio. Como se puede observar, la función accede al modelo de entidades a
través del objeto entitiesProvider (Figura 4, Ĺınea 03) y comprueba si existe
al menos una entidad cuyo nombre sea igual al del dataset.
De igual forma, para proporcionar funciones de asistencia y autocompletado,
definimos otra serie de funciones auxiliares en Xtend. A modo de ejemplo, la
Figura 5 muestra la función que carga los nombres de las entidades en el co-
rrespondiente menú contextual. Gracias a esta función, cada vez que el usuario
Figura 5. Función que muestra los nombres disponibles para especificar un Dataset.
necesite escribir el nombre de un Dataset, aparecerá un listado con el conjunto
de entidades disponibles.
Merece la pena destacar que estas funciones auxiliares de validación y asisten-
cia al usuario seŕıan reutilizables para diferentes dominios. Es decir, cada vez que
queramos generar un DSL para un nuevo dominio, sólo necesitaŕıamos propor-
cionar el correspondiente modelo de entidades. El resto de elementos requeridos
para el desarrollo del editor del DSL (sintaxis abstracta, sintaxis concreta, fun-
ciones auxiliares de validación, funciones auxiliares de asistencia y código de
infraestructura) permaneceŕıan sin modificar. Esto permite reducir los tiempos
de desarrollo asociados al desarrollo de DSLs para nuevos dominios.
3.2. Desarrollo de los Generadores de Código
Tal como se comentó en la Sección 2.2, para ejecutar las consultas, éstas se
transforman en código Java que invoca una serie de algoritmos de mineŕıa de
datos proporcionados por la plataforma Weka. El proceso de transformación es
completamente invisible para el usuario final, abstrayéndose por tanto de los
detalles de bajo nivel. En este proceso, si se desea obtener mejores resultados o
dependiendo las caracteŕısticas de cada dominio, podŕıa ser necesario modificar
los algoritmos de mineŕıa de datos utilizados.
Por ejemplo, en base al dominio, para ejecutar la primitiva show profile
podŕıa ser más adecuado utilizar como técnica de clustering el algoritmo K-
means, mientras que en otros dominios el algoritmo EM (Expectation Maximi-
zation) podŕıa generar mejores resultados.
Por otra parte, y aunque de momento no ha sido necesario, podŕıa variar la
plataforma de destino que proporciona las implementaciones de los algoritmos de
mineŕıa de datos. Por ejemplo, podŕıamos optar por utilizar libreŕıas presentes
en R [2] en lugar de Weka.
Para ayudar a soportar esta variabilidad, introdujimos un metamodelo in-
termedio en el proceso de transformación para representar procesos de mineŕıa
de datos de manera abstracta e independiente de cualquier plataforma. La parte
izquierda de la Figura 6 muestra un fragmento de este metamodelo. Cada pro-
cedimiento se corresponde con un algoritmo de mineŕıa de datos que podŕıa ser
ejecutado. Estos algoritmos podŕıan requerir la configuración de parámetros adi-
cionales. Por ejemplo, para llevar a cabo una tarea de clasificación, es necesario
saber con respecto a qué atributo de un conjunto de datos deseamos realizarla
Figura 6. Izquierda: Metamodelo de un proceso abstracto de mineŕıa de datos; derecha:
modelo del proceso de mineŕıa resultante de la transformación M2M.
Figura 7. Transformaciones del proceso de ejecución de una consulta del DSL, in-
dicándose en la parte inferior las herramientas involucradas en cada una de las etapas.
(atributo className). En el caso de querer utilizar el proceso J48Rules, que
permite obtener las reglas que tratan de explicar por qué el atributo selecciona-
do toma un valor determinado, deberemos especificar además dicho valor de ese
atributo (classValue).
Usando este metamodelo, una consulta de nuestro DSL se transforma, en pri-
mer lugar, en un modelo independiente de la plataforma que especifica qué al-
goritmos de mineŕıa de datos deben ser ejecutados para dar respuesta a esa
consulta, tal como muestra la Figura 7. En segundo lugar, se realiza la genera-
ción de código para una plataforma concreta a partir de este modelo intermedio.
La primera transformación modelo a modelo se realiza con el lenguaje ETL (Ep-
silon Transformation Language), mientras que para la generación de código se
emplea el lenguaje basado en plantillas EGL (Epsilon Generation Language).
Este proceso de transformación se ilustra a continuación para el ejemplo de los
datos de diabetes.
Continuando con nuestro ejemplo anterior, la consulta find reasons for
test result=positive of Diabetes Result, ya escrita en el DSL, se trans-
formaŕıa en el modelo mostrado en la parte derecha de la Figura 6. Este modelo
indica que, para encontrar las razones por las cuales ciertos pacientes dan positivo
en diabetes, se computará un árbol de decisión utilizando el algoritmo J48 [10]. Se
Figura 8. Código resultante de la transformación M2T sobre el modelo de mineŕıa.
Figura 9. Ejemplo del tipo de reglas obtenidas mediante la ejecución de la consulta.
analizarán los datos de los pacientes contenidos en el dataset Diabetes Result
utilizando como clase el atributo test result para la construcción del árbol de
decisión. A continuación, el algoritmo extraerá aquellas ramas que sirvan para
explicar por qué ciertos pacientes padecen diabetes, es decir, aquellas cuyo valor
predicho sea positive.
Una vez generado el modelo intermedio, (Figura 6, derecha), éste se usa
como entrada para las plantillas de generación de código. En nuestro caso, las
plantillas convertiŕıan el modelo en código Java. La Figura 8 muestra parte del
código generado. En primer lugar, se obtienen los datos mediante la carga del
dataset especificado en un objeto de la clase Instances (Figura 8, Ĺıneas 01-
02). Esta clase Instances es una clase proporcionada por la plataforma Weka.
Posteriormente, se ejecuta el algoritmo J48, tomando test result como atributo
de clase (Figura 8, Ĺıneas 03-05). Dado que sólo nos interesan las reglas que
retornen positive como resultado, aplicamos un filtro para quedarnos con aquellas
reglas cuyo consecuente sea igual a positive (Figura 8, Ĺıneas 06-07). Finalmente,
se muestra las reglas obtenidas por pantalla (Figura 8, Ĺınea 08).
La Figura 9 muestra, a modo de ejemplo, una de las reglas que el sistema
mostraŕıa como resultado al usuario que ha realizado la consulta para un dataset
concreto. Esta regla determina que una causa de la diabetes puede ser poseer
un ı́ndice de masa corporal superior a 29.9 y una concentración de glucosa en
plasma mayor de 157. Además, para especificar el grado de certeza que podemos
atribuir en dicha regla, se indica que este patrón aparećıa en un 12 % de los casos
y que, dentro de esos casos, prácticamente un 87 % padećıa diabetes. Es decir,
el patrón se da en un sector reducido de la población analizada, pero cuando
aparece podŕıa ser causa de una posible diabetes.
El uso del metamodelo intermedio proporciona las siguientes ventajas:
1. La introducción de cambios en el DSL afectaŕıa solamente al proceso de
transformación entre modelos, pero no a las plantillas de generación de códi-
go, siempre y cuando el cambio en el DSL no implicase la incorporación de
nuevos elementos en el metamodelo de procesos de mineŕıa. Esto nos permite
realizar pequeños cambios en la sintaxis del DSL sin tener que modificar las
plantillas de generación de código.
2. Para cambiar el algoritmo de mineŕıa utilizado para computar una primitiva
del DSL, sólo es necesario cambiar las transformaciones modelo a modelo
ejecutadas. No seŕıa necesario modificar las plantillas de generación de códi-
go, siempre que el nuevo algoritmo utilizado ya exista en el metamodelo de
procesos de mineŕıa.
3. Si deseásemos cambiar la plataforma destino utilizada para ejecutar los al-
goritmos de mineŕıa de datos, sólo seŕıa necesario modificar las plantillas de
generación de código, permaneciendo las transformaciones modelo a modelo
inalteradas.
4. El proceso de traducción de una consulta en un algoritmo de mineŕıa de datos
se simplifica, ya que las transformaciones modelo a modelo están libres de
la complejidad accidental introducida por las plataformas destino.
4. Sumario y Trabajos Futuros
La democratización de la mineŕıa de datos requiere del desarrollo de sistemas
que permitan a usuarios no expertos beneficiarse de estas técnicas. Para alcanzar
dicho objetivo, propusimos en un trabajo previo [16] la utilización de DSLs para
mineŕıa de datos. Aunque los resultados iniciales eran prometedores, exist́ıan
varios problemas a resolver. Uno de estos problemas era el coste asociado al
desarrollo de un DSL.
Para aliviar dicho problema, en este trabajo se ha presentado una infraes-
tructura de asistencia al desarrollo de estos DSLs. Esta infraestructura permite
que se puedan reutilizar partes importantes de otros lenguajes de análisis de
datos para la construcción de un DSL en un nuevo dominio. De igual forma, la
infraestructura trata de minimizar los impactos producidos a la hora de introdu-
cir ciertos cambios en los DSLs. Esto permite reducir los tiempos de desarrollo
de nuevos DSLs, reduciendo a la vez su coste.
Como trabajos futuros, se seguirá explorando la viabilidad de esta idea me-
diante la incorporación de nuevos dominios y/o problemas de análisis. Además,
se estudiará la posibilidad de generar ciertos elementos de esta infraestructu-
ra. Por ejemplo, el modelo de entidades debeŕıa poderse generar sin demasiada
dificultad desde los conjuntos de datos disponibles.
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