In this paper, finite mixture of two exponentiated Weibull distributions is suggested. We show that this proposed model may have bathtub shaped, bathtub-constant shaped, increasing or decreasing failure rate functions. Therefore, this model may be utilized for various applications in practices. The problem of identifiability of finite mixture of exponentiated Weibull distributions is studied. The maximum likelihood estimates (MLE's) of the parameters of this proposed model is provided, where an iterative procedure is presented for this purpose. Through Monte Carlo simulation experiments, we show the consistency of the resulting estimators via the root mean squared errors (RMSE's) for various combination of the population parameters. Applications to two real data sets are studied. Finally, some concluding remarks are presented.
Introduction
The exponentiated Weibull family was introduced by Mudholkar and Srivastava [7] . This family is an extension of the Weibull family which is obtained by adding an additional shape parameter. The importance of this distribution lies in its ability to model monotone as well as non-monotone failure rates which are quite common in reliability and biological studies.
The cumulative distribution (cdf), probability density density (pdf), and the failure rate functions of the Exponentiated Weibull distribution take the form, F X (x; θ, λ, α) = 1 − e −( 
h(x; θ, λ, α) = α λ 
Mixtures of life distributions occur when two different causes of failure are present each with the same parametric form of life distribution. Finite mixture of distributions have been used as models throughout the history of modern statistics.
In this paper, finite mixture of two exponentiated Weibull distributions (MEW) is suggested, in the hope that we may obtain a more flexible failure rate function. We show that this proposed model may have bathtub shaped, bathtub-constant and monotonically decreasing failure rate functions. Its failure rate function may also be monotonically increasing. Therefore, this model may be utilized for various applications in practices. This paper is organized as follows: In Section 2, some properties of the proposed model are introduced. Section 3, the problem of identifiability of finite mixture of exponentiated Weibull distributions is studied. The MLE's of the parameters of this proposed model is provided in Section 4, where an iterative procedure is suggested for this purpose. In order to access the accuracy of the resulting estimators of the five unknown parameters, we design Monte Carlo simulation experiments, which is depicted in Section 5, where we show the consistency of the resulting estimators via the RMSE's for various combination of the population parameters. In Section 6, applications to two real data sets are presented. Finally, we give some conclude remarks.
The proposed model
The pdf of our proposed model has the following form
, which is a mixture of two exponentiated Weibull distributions of the form (2) with common scale and shape parameters θ and λ, respectively, while, α i , i = 1, 2, is another shape parameter related to the i th population and p is the mixing proportion. In view of (1) and (4), it may be clear that its corresponding failure rate function is in closed form.
For various values of vector of parameters Ψ, Figures 1-4 , depicts graphs for the pdf and its corresponding failure rate function. These figures may show that the failure rate function has a bathtub shaped, bathtub shaped-constant, decreasing, or decreasing-constant. The failure rate may also has an increasing function.
It may be interested that, the r th moment, µ r , r = 1, 2, · · · , of our proposed model exists for all values of the vector of parameters Ψ. This is true, since the r th moment related to the i th population, µ i,r , is given by [Choudhury [2] ] as
where
Therefore, µ r is given by
Identifiability
The property of identifiability is an important consideration on estimating the parameters in a mixture of distributions, also testing hypothesis about mixture of distributions, classification of a random variable based on a mixture, etc., can be meaning fully discussed only if the class of all finite mixtures is identifiable. Here, we discussed the problem of identifiability of finite mixture of the Exponentiated Weibull distributions.
The set H of all finite mixtures of a class H distributions is the convex hull of H,
the class of all finite mixture is identifiable if, and only if, the convex hull of H has the uniqueness of representation property:
implies n = m and for each i, 1 ≤ i ≤ n, there is some j, 1 ≤ j ≤ n, such that c i =ć i and F i =F i .
The following theorem shows that, the class of all finite mixture of the Exponentiated Weibull distributions with common parameters θ and λ is identifiable.
with F X (·; θ, λ, α i ) as given by (1), after replacing α by α i , is identifiable.
Proof. To ensure that the class of all finite mixture of the Exponentiated Weibull distributions with common parameters θ and λ is identifiable, it is sufficient to show that there exist n real values x 1 , x 2 , · · · , x n for which the determinant of F i (x j ), 1 ≤ i, j ≤ n, does not vanish. This technique is proposed by Teicher [8] .
Consider the cumulative distribution function of the Exponentiated Weibull which is defined by (1), it follows that
with
taking β j = 2 −α j , j = 1, 2, · · · , n, the above determinant (6) can be written in the form
One can see that the determinant (7) can be reduced to the form
where the above determinant is a Vandermonde one. Thus, the form in (8) is equal to
which is not equal zero for distinct β 1 , β 2 , · · · , β n .
Maximum Likelihood estimation
In this section we discuss the MLEï¿ 1 2
s of the unknown parameters of our proposed model. Let x 1 , x 2 , · · · , x n be a random sample of size n drawn from a population whose density function is given by (4) . Following the procedure used by Day [3] , the likelihood function can be written in the form
where for j = 1, 2, · · · , n,
Differentiating the log-Likelihood function with respect to p, θ, λ, α 1 and α 2 respectively, and equating to zero, the normal equations are then given by
where w j is as given in (9) and
In view of (10-14), using some initial values for the unknown vector of parameters, say
1 , α
2 ) , an estimate value for Ψ may be iteratively obtained as follows: for s = 0, 1, 2, · · · , 1000,
where A j , B j and w j are as given in (10), andΨ (0) = Ψ 0 . In the (s + 1) th iteration, s = 0, 1, 2, · · · , 1000,θ (s+1) may be obtained as the numerical solution of (13), after replacing Ψ by (
) . Similarly,λ (s+1) may be considered as the numerical solution of (14), after replacing Ψ by (p (s+1) ,θ (s+1) , λ,α
) . This iterative procedure continues until reaching some accuracy.
For the iterative procedure the following criterion is used to terminate the iterations. For s < 1000, define
1 ) . If δ ≤ 10 −4 , the iterative procedure will be then terminated, andΨ (s+1) will be accepted as an estimated value for the unknown vector of parameters Ψ. Otherwise,Ψ (1000) will be accepted instead.
Further more, Redener and Walker [11] show that mixture problems are very often such that the log-likelihood function attains its largest local maxima at several different choices of the parameters of the mixture. That is, for mixture of two exponentiated Weibull distributions, if the component parameters p, θ, λ, α 1 and α 2 are interchanging with the component parameters (1 − p), θ, λ, α 2 and α 1 , the value of the log-likelihood will not change. In our simulation study, it is of interest to estimate the component density parameters. So that, for each sample we calculate the distances d 1 = |Ψ * − Ψ| and 
Monte Carlo simulation experiments
To evaluate the performance of the above estimates, we designed Monte Carlo experiments. In each experiment 1000 pseudo-random samples have been generated according to the following algorithm:
-Two independent observations U 1 and U 2 are generated from U (0, 1), using DRNUN routine from IMSL.
X is then an observation from a mixture of two exponentiated Weibull populations. This procedure is continue n times. The n resulting observations will be a mixed sample of size n from MEW.
Thirty two combinations of the parameters were taken: n = 50, or 100, p = 0.25, or 0.75, θ = 0.9, λ = 0.5, 0.9, or 1.5, α 1 = 0.6, 0.9, 1.6, 1.9, or 2.9; and α 2 = 0.3, 0.6, 0.9, 1.6, or 1.9.
For each parameter combination, the MLE's for the five unknown parameters were computed from the generated sample, and were stored. The squared errors for the parameters can then be calculated and stored. This were repeated 1000 times. The RMSE's of the estimated parameters were computed over the 1000 samples. The computational results are displayed in Tables 5  and 6 .
Data Analysis
In this section, for the seek of illustration, two real life time data sets are use for fitting our proposed model. These two data sets are used by Gupta and Kundo [4] for fitting the Exponentiated Exponential (EE) model.
The first data set concerns with arose in tests on endurance of deep groove ball bearings. The data are the number of million revolutions before failure for each of the 23 ball bearings in the life test and they are [Lawless [5] For this data set, estimates of the parameters of our proposed model are obtained as described in Section 5 and depicted in Table 1 together with the corresponding values of the log-Likelihood (LL) function and χ 2 statistic. Gupta and Kundo [4] used this data set for fitting EE, Gamma and Weibull distributions. The pdf 's related to these models are given by Table 2 , displays the observed and the expected frequencies related to these three models together with the expected frequencies related to our proposed model. The first five columns of Table 2 go in line with the corresponding results due to Gupta and Kundo [4] . The second data set is also used by Gupta and Kundo [4] for fitting EE, Gamma and Weibull distributions. This data consists of 30 failure times of the air conditioning system of an airplane and they are [Linhart and Zucchini [6] , Page 69]: 23, 261, 87, 7, 120, 14, 62, 47, 225, 71, 246, 21, 42, 20, 5, 12, 120, 11, 3, 14, 71, 11, 14, 11, 16, 90, 1, 16, 52, 95 . Tables 3 and 4 are related to the second data set; and they are as the same as in Tables 1 and 2 , respectively. 
Concluding remarks
In this article, mixture of two exponentiated Weibull distributions is considered. We show that the r th moments, r = 1, 2, · · · , exists for all values of the population parameters. Figures 1-4 , show that this five-parameter model have bathtub shaped, bathtub-constant, monotonically decreasing, and monotonically increasing failure rate functions. Therefore, this model may be utilized for various applications in practices. We proved that our proposed model has the identifiability property. We present an iterative procedure for finding the MLE's for the five unknown parameters, this procedure is simultaneously consistent, compare Table 5 and 6 . From these tables, one may see that when p changing from p = 0.25 to p = 0.75, the RMSE's forθ,λ andα 2 increase but the RMSE which is related toα 1 decreases. On the other hand, we remark that for α 1 > α 2 the RMSE forp increases; and forθ andλ it is decrease. Furthermore, throughout our simulation experiments, non of the 32,000 samples, of course, plus the two real data sets, have been failed. Therefore, from a simultaneous point of view, the resulting estimators are exist. Tables 1 and 3 , may give an indication that our proposed model is much better than the EE, Gamma and Wiebull for fitting both of the two real data sets that presented in Section 6, since the MEW model have the largest LL and smallest χ 2 values compared with the other three different distributions. Finally, we hope that our proposed model may have a wide applications in practices. 
