Abstract. We introduce a reversible Markovian coagulation-fragmentation process on the set of partitions of {1, . . . , L} into disjoint intervals. Each interval can either split or merge with one of its two neighbors. The invariant measure can be seen as the Gibbs measure for a homogeneous pinning model [9] . Depending on a parameter λ, the typical configuration can be either dominated by a single big interval (delocalized phase), or be composed of many intervals of order 1 (localized phase), or the interval length can have a power law distribution (critical regime). In the three cases, the time required to approach equilibrium (in total variation) scales very differently with L. In the localized phase, when the initial condition is a single interval of size L, the equilibration mechanism is due to the propagation of two "fragmentation fronts" which start from the two boundaries and proceed by power-law jumps.
Introduction
Coagulation-fragmentation phenomena are often modeled by Markov processes where the configuration at a given time is a set of "fragments", each characterized by a positive number, to be interpreted for instance as a length or a mass. The dynamics then consists in fragmentation events (a fragment breaks into, say, two fragments with a conservation of the total length) and coagulation events (say two fragments coalesce and the lengths add up). Most of the mathematical literature (cf. for instance [2] for a recent review) focuses on mean field models, where the rate of coagulation of two fragments is a function only of their lengths ℓ 1 , ℓ 2 and does not depend on the two fragments being close or far away in some geometric sense. Exceptions are for instance the one-dimensional models studied in [6, 8, 1] :
there, fragments are seen as intervals of the real line and only neighboring ones can coalesce (in these models, however, fragmentation is not allowed).
In the present work, we consider a (Markovian, continuous-time) one-dimensional process where both fragmentation and coagulation occurs. We introduce the model in a discrete setting: on the interval {0, 1, . . . , L} each site contains either 1 or 0 particles (at sites 0 and L a particle is frozen for all times) and fragments are the intervals between two successive particles. Coagulation of two neighboring fragments (resp. fragmentation) is then interpreted as the disappearance (resp. the creation) of a particle. The transition rates are such that the invariant and reversible measure π λ L is proportional to λ n , with λ a positive parameter and n the number of fragments, times n i=1 (ℓ i ) −ρ−1 , where ℓ i is the length of the i th fragment and ρ is an exponent in (0, 1). It is well known [9] that there exists a critical value λ c such that, as L diverges: i) if λ < λ c the typical configuration for π λ L contains a fragment of length L − O(1) and all the others are finite ii) if λ > λ c the typical fragment is of length O(1) and the maximal one is of length O(log L) and finally iii) for λ = λ c the fragments have a power-law tail of exponent ρ. Here, we study how the mixing time (i.e. the time to get close to equilibrium in total variation) depends on L in the different phases. In particular, we find that the equilibrium phase transition reflects in a dynamical one: the mixing time is essentially of order L ρ for λ > λ c and much smaller (polylogarithmic in L) for λ < λ c . That equilibrium phase transitions often have a dynamical counterpart is a well known fact. This is the case for instance for the d(≥ 2)-dimensional Ising model with free boundary conditions, whose mixing time is of order log L, like for independent spins, at high temperature and exponential in L d−1 below the critical temperature [12] . In that case the reason for the dynamical slowdown is that below the critical temperature the phase space breaks into different valleys (pure phases) separated by high energy barriers. In contrast, for our model at λ > λ c there is no multiple-valley phenomenon or coexistence of phases. Instead, the reason for the L ρ behavior is that in the λ > λ c phase, starting with the very far-from-equilibrium configuration with just one fragment, equilibration occurs via the propagation of two "fragmentation fronts" which move from the boundaries to the bulk of the system and proceed by power-law jumps (and therefore faster than ballistically). See the discussion of this heuristics in Section 3.1.
The reason why this model shows a non-trivial phenomenology despite its onedimensional nature can be understood as follows. It is of course possible to interpret the model as a one-dimensional non-conservative interacting particle system (or spin system). However, in our case the creation-destruction rate at x depends not only on the particle configuration in a finite neighborhood of x but on the location of the first particle to the left and to the right of x. In other words, jump rates are very non-local. A related fact is that, in the localized phase, equilibrium particle-occupancy correlation functions decay exponentially (cf. Theorem 1) but the equilibrium in the center of a finite box Λ ⊂ {1, . . . , L}, conditioned on the configuration in {1, . . . , L} \ Λ, can depend very strongly on the conditioning even if the box is large (cf. Remark 1 below). If this were not the case, the "fragmentation front" heuristics would fail and the mixing time would be of order log L even in the localized phase like for usual one-dimensional, finite-range, non-conservative particle dynamics.
In the recent works [4, 5] was considered the heat bath dynamics for a (1 + 1)-dimensional polymer model, i.e. the path of a one-dimensional simple random walk, interacting with a defect line whose invariant measure, when projected on the set of polymer-line contacts, is also of the form (2.1) with ρ = 1/2. In this context, the λ > λ c (resp. λ < λ c ) phase is called the localized (resp. delocalized) phase, a terminology that we will use in the rest of the paper even if we forget the underlying polymer model. Despite this superficial similarity, however, the two dynamical problems are very different: in [4, 5] updates correspond to local moves of the polymer configuration, while (in the polymer language) the updates we consider in this work are very non-local and consist in performing the dynamics directly on the set of contacts. In particular, for the polymer local dynamics the mixing time in the delocalized phase turns out to be polynomial in L and larger than in the localized phase, due to a subtle metastability phenomenon [4, 5] .
Finally, let us mention that in [16] the question of the dependence of the mixing time on the system size was analyzed for another coagulation-fragmentation process (the "discrete uniform coagulation-fragmentation process") which is however of mean-field type (but results there are more refined than ours).
In the rest of the paper, we abandon the coagulation-fragmentation language since it is more practical to think in terms of particles and holes. K(x j+1 − x j ) (2.1) where the configuration η is identified with the set {x 0 = 0 < x 1 < . . . < x n(η)+1 = L} of sites x occupied by a particle (i.e. η x = 1). The number n(η) is the number of particles strictly located between 0 and L in the configuration η. For Λ ⊂ {0, . . . , L} and η ∈ Ω L , we denote by η Λ ∈ {0, 1} Λ the trace of η on Λ. For any probability measure µ on Ω L , the marginal of µ on {0, 1} Λ is denoted by µ| Λ . It is possible to express the partition function Z L (λ) = η∈ΩL π λ L (η) in a more compact way as follows. Let S = {S 0 , S 1 , . . . } be a renewal process on the integers with S 0 = 0 and inter-arrival law K(·), i.e. P(S i − S i−1 = j) = K(j); denote P its law and E the corresponding expectation. Then, one has
where 1 {j∈S} is the indicator function of the event {∃ i > 0 : S i = j}. One therefore recognizes in Z L (λ) the partition function of a homogeneous pinning model with pinning parameter log λ [9, Chap. 2].
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The system undergoes a phase transition at λ = λ c := 1: for λ > 1 (localized phase) the partition function grows exponentially with L and the set of sites where η x = 1 behaves like a renewal sequence with exponential inter-arrival law; for λ < 1 (delocalized phase) the partition function tends to zero and the set of sites where η x = 1 behaves like a transient renewal process (in particular, the number of particles is a geometric random variable). In the next theorem we collect a few well-known equilibrium facts [9, Chap. 2] .
(the free energy). Moreover, the law of {0 ≤ x ≤ L : η x = 1} under π λ L is the same as the law of {0 ≤ x ≤ L : x ∈Ŝ} under P λ (·|L ∈Ŝ), whereŜ is a renewal sequence of law P λ on the integers withŜ 0 = 0 and inter-arrival law
Correlations under π λ L decay exponentially fast in space: there exists c(λ) > 0 such that for every 0
is the same as the law of {0 ≤ x ≤ L : x ∈Ŝ} under P λ (·|L ∈Ŝ), whereŜ is a renewal sequence of law P λ on the integers withŜ 0 = 0 and inter-arrival law
(2.6)
• Critical point For λ = 1 one has
Here and in the following, c(λ) denotes some positive constant depending on λ which is not the same at each occurrence. Also, considering S as the set of the renewal times we write L ∈ S for the event {∃ i ≥ 1 : S i = L}. Remark 1. Based on (2.3) one could be tempted to think that in the localized phase the marginal at site x of π λ L conditioned to the configuration η outside a box {x − ℓ, . . . , x + ℓ} would depend weakly in the conditioning, for ℓ large. This is false. For instance, it is easy to see that, if ℓ ≪ log L and we condition on η y = 0 ensl-00608829, version 1 -15 Jul 2011
for every y / ∈ {L/2 − ℓ, L/2 + ℓ}, the probability that η L/2 = 1 tends to zero with L → ∞, while the unconditioned π λ L (η L/2 ) is bounded away from zero.
The dynamics.
The integral of a function f with respect to a probability measure µ is denoted by µ(f ), the covariance between the functions f and g by µ(f ; g). The continuous-time dynamics {η(t)} t≥0 we consider (heat bath dynamics or Gibbs sampler) makes updates which consist in adding or deleting one particle at the time. Its generator is
In words, the dynamics is described as follows. Each site 1, . . . , L − 1 is equipped with a clock whose rings form i.i.d. Poisson Point Processes of intensity 1. If the clock labeled x rings at some time t, we replace η x (t) by a new value sampled from the equilibrium distribution conditioned on the instantaneous configuration outside x at time t. It is a standard fact that π λ L is reversible for L.
If we denote by η x the configuration η where site x has been flipped,
the generator can also be rewritten in the more explicit form
where the "creation rate" c x (η) and the "destruction rate" d x (η) are given by
and
We recall that in the previous formulas x i , i = 0, . . . , N (η) + 1, denote the positions of the particles in the configuration η. More generally, if Λ is a subset of {1, . . . , L − 1}, the heat bath dynamics with only sites in Λ updated and boundary condition τ ∈ Ω L outside Λ is defined by the generator
where
Here and in the following Λ c stands for the complementary set of Λ in {1, . . . , L − 1}. Of course the probability measure π
ensl-00608829, version 1 -15 Jul 2011 2.3. Relaxation and mixing time. The semigroup generated by the Markov process {η(t)} t≥0 with generator L, see (2.8) , is denoted by e tL and its Dirichlet form is given by
The corresponding spectral gap is defined by
where the infimum is taken over non-constant functions. The relaxation time T rel is defined as the inverse of the gap and, for any f : Ω L → R and t ≥ 0, we have
Another natural and widely used way to measure this convergence is with respect to the total variation distance. If µ, ν are two probability measures on a finite probability space E the total variation distance between µ and ν is defined by
where the infimum is taken over all couplings of µ, ν with X L ∼ µ meaning that the law of the random variable X is µ. The mixing time T mix is defined by
where µ σ t stands for the law at time t of the process starting from the initial configuration σ. The choice of the numerical factor (2e) −1 is irrelevant (any other value smaller than 1/2 would be essentially equivalent) but with this definition we have
With respect to the spectral gap, the mixing time is much more sensitive to atypical initial configurations (w.r.t. equilibrium). We have the following general bounds between T rel and T mix
Results
Our first theorem gives the correct order of the mixing time (up to logarithmic corrections) in the localized phase λ > 1.
The constant C depends only on the exponent ρ in the definition of K(·).
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That the equilibrium phase transition at λ = 1 has a dynamical counterpart is implied by our second result, which shows that in the delocalized phase the mixing time grows (poly)-logarithmically in L.
Theorem 3. Let ε > 0. There exists C 3 < ∞ and, for every λ < 1, positive constants L 0 (λ, ε), C 4 (λ) such that for every L ≥ L 0 (λ, ε),
and T rel ≤ C 4 (λ) for every L. The constant C 3 depends only on the exponent ρ in the definition of K(·).
In the critical case λ = 1 we can only prove non-optimal bounds both for the relaxation time and for the mixing time, which however are sufficient to show that the relaxation time has a different scaling than in the delocalized phase: one has
for some positive constants C 5 , C 6 (cf. Section 7).
A very interesting open problem is to understand whether T rel diverges with L in the localized phase.
3.1. A bit of heuristics and comments. The reason for the different scaling of the mixing time according to whether λ ≷ λ c can be understood as follows. Take λ > λ c and start the dynamics from the configuration without particles in {1, . . . , L − 1} (i.e. there is just one fragment), which should be so to speak as far away as possible from equilibrium. Then, particles (i.e. fragments) start to be created at the two endpoints of the system and the two "fragmentation fronts" tend to invade the whole interval {1, . . . , L}. The reason for the front phenomenon is that, even if λ is large (which favors the presence of particles), creating a particle inside a very large set of empty sites is very unlikely (see (2.9)) and therefore particles tend to be created close to positions where there is a particle already. We will see that the position of, say, the front moving rightwards can be approximated by a continuous time, positive-jump random walk whose transition rate from x to x + d is approximately 1/d 1+ρ . It is then clear from classical results for sums of heavy-tailed random variables that the two fronts will meet in a time of order L ρ . Once the two fronts meet, the system is essentially at equilibrium. Making this heuristics rigorous is the core of Section 5. One technical difficulty is that the front position is not necessarily increasing (due to coagulation events near the front), so the front itself will be defined in a suitably coarse-grained sense. This is the reason for the appearance of the logarithmic factor (which we believe to be spurious) in Theorem 2.
The situation is very different in the delocalized phase. Again start as far away from equilibrium as possible, which however in this case means starting from the configuration with particles at each site (L fragments). Then, particles start disappearing essentially independently everywhere (and not starting from the boundaries) and reappearing less often. This is clear for very small λ since the ratio creation rate/destruction rate is of order λ, see (2.9)-(2.10). Moreover, the latter ratio decreases very quickly during the equilibrium relaxation because the creation rates become smaller and smaller as new empty sites appear. The mixing time, then, should not be very different from the first time when all the Poisson clocks associated to the sites in {1, . . . , L} have rung, which of course is logarithmic in L. In reality, however, proving that mixing occurs quickly is much harder. A natural idea would be to apply simple-minded path coupling [10, Sec. 14.2], trying to prove that in a time of order 1 the dynamics contracts the Hamming distance between configurations. This works well for λ very small, as the reader can check, but has no chance to work up to λ = 1. The next idea would be to replace the single-flip dynamics with a block dynamics where one updates the particle configurations in blocks whose size depends on λ and becomes large as λ ր 1. In this case, path coupling works but the problem is then to compare the mixing time of the single-flip dynamics with that of the block dynamics. For non-conservative attractive particle systems with finite-range flip rates, it would be easy (applying the so-called PeresWinkler censoring inequality, see Section 5) to show that the ratio of the two mixing times depends only on λ and not on L. In our case, however, due to the non-local nature of the flip rates, this does not work. Therefore, we had to devise a different iterative strategy to prove fast mixing in the delocalized phase, that we think can be of independent interest. The drawback is that we get a sub-optimal upper bound on the mixing time (polylogarithmic instead of O(log L)). As a side remark, comparing spectral gaps for single-flip and block dynamics is instead rather standard and this is the reason why we get the optimal result T rel = O(1) in Theorem 3.
Monotonicity
In this paper a central role is played by monotonicity properties of the dynamics.
On Ω L there is a natural partial ordering: we say that η ≤ ξ if η x ≤ ξ x for every x = 0, . . . , L. Analogously, for Λ ⊂ {0, . . . , L} we write η Λ ≤ ξ Λ if η x ≤ ξ x for every x ∈ Λ. The maximal (filled) configuration η x = 1, 0 ≤ x ≤ L, is denoted by "+" and the minimal (empty) configuration η x = 0, x = 1, . . . , (L − 1), by "−".
Let Λ ⊂ {0, . . . , L} and τ, τ ′ be two boundary conditions. For ξ ∈ Ω τ Λ and t > 0 let η ξ;τ (t) denote the configuration at time t of the dynamics in Λ, which evolves with boundary condition τ , started from ξ. Let also µ ξ;τ t be the law of η ξ;τ (t).
Assume that τ ≤ τ ′ and ξ ≤ ξ ′ . Then, it is possible to couple the dynamics {η ξ;τ (t)} t≥0 and {η
and therefore
which is trivially satisfied.) Recalling the definition (2.9) for the rate of creation of a particle at x, one sees that above inequalities imply that the rate of creation (resp. of destruction) of a particle at an empty (resp. occupied) site x is increasing (resp. decreasing) with respect to η y , y = x. The claim then easily follows from a standard coupling argument.
An immediate consequence is that, under the hypotheses of the Lemma, for every t one has µ
where, given two probability measures µ, ν on Ω L , we say that µ ν (µ is stochastically dominated by ν) if µ(f ) ≤ ν(f ) for every function f which is increasing w.r.t. the above specified partial ordering of Ω L . Letting t → ∞ we also see that if
It is actually a standard fact that, given Λ, one can construct all the processes {η ξ;τ (t)} t≥0 for different initial conditions ξ and boundary conditions τ on the same probability space, in such a way that η ξ;τ (t) ≤ η
In the following, we use this fact implicitly whenever we say "by monotonicity...". The law of the global monotone coupling will be denoted generically as P.
Localized phase
We first give a rough upper bound for the mixing time T mix (Λ, x) of the heat bath dynamics in an interval Λ ⊂ {1, . . . , L − 1} of length ℓ when a particle at some site x ∈ Λ is kept alive during the time evolution. Hence we consider the heat bath dynamics with updates in Λ\{x} and boundary condition τ such that τ x = 1. The generator is given by L τ Λ\{x} , see (2.11).
Lemma 2. Let α = 3 + ρ. There exists a positive constant C := C(λ) independent of ℓ := |Λ| and L such that
The proof (see Section 5.6) is based on a geometric technique introduced in [17, 7] for bounding the spectral gap of reversible Markov chains, cf. also [15, Ch. 3] . Such technique was applied for instance in [11] to prove that the mixing time of the Glauber dynamics at inverse temperature β for the two-dimensional Ising model in a m × n rectangular box is upper bounded by m c1 exp(c 2 (β)n) if n < m. The additional difficulty in our model is that the interactions are not finite-range and decay slowly with distance (in contrast with the Ising model case) and that the transition rates are not bounded away from zero.
We start with the proof of the mixing time upper bound in Theorem 2 and postpone the lower bound to Section 5.3. By monotonicity it is easy to show (cf. for instance the proof of Eq. (2.10) in [13] ) that
so we get the desired bound if we show that max µ
. Since we are in the localized phase we expect that equilibration occurs faster when starting from the full configuration "+" than from the empty one "−". Indeed, the next result says that starting from "+" the variation distance from equilibrium ensl-00608829, version 1 -15 Jul 2011 is smaller than 1/(4eL) after time of order (log L) 1+α with α the exponent in Lemma 2 (just choose ℓ = t 1/(1+α) in the statement of Lemma 3).
Lemma 3. There exist positive constants C := C(λ), c := c(λ) depending only on λ such that, for any ℓ ≤ L,
Proof. This is rather standard, see for instance the proof of Corollary 1.9 in [13] . Assume for simplicity that ℓ is an even integer. If {η eq (t)} t≥0 denotes the evolution started from the equilibrium distribution, we have by definition (2.13) of variation distance and then by monotonicity (with P the law of the global coupling):
where P ℓ,+ denotes the law of the dynamics in {1, . . . , ℓ − 1} with boundary condition η 0 = η ℓ = 1, started from the maximal configuration. We used the exponential decay of equilibrium correlations (cf.
and monotonicity of the dynamics to deduce P(η
is at distance at least ℓ/2 from both endpoints of the system). By Lemma 2 (with ℓ = L) the mixing time T mix (ℓ) of the dynamics defined by P ℓ,+ is O(ℓ α ) and we recall (cf. (2.14)) that
The terms in (5.3) where x is within distance ℓ/2 from 0 or L are treated similarly.
The real job is to estimate the time needed to reach equilibrium starting from the minimal configuration. We turn to this problem now.
5.1. The censored dynamics. We start with some definitions. Let
β being a positive fixed parameter and assume for simplicity that L = (r + 1)ℓ for some r ≥ 2.
Definition 1. For j = 0, . . . , r + 1, we define y j = jℓ and we note Λ j = {y j − ℓ, . . . , y j + ℓ} ∩ {1, . . . , L}. For later convenience, we define also "reduced boxes" Λ ′ j as follows. For j = 1, . . . , r let Λ ′ j := {x ∈ Λ j : (1/10)ℓ ≤ |x − y j | ≤ (9/10)ℓ} while for j = 0 and j = r + 1 let
We partition the box {0, . . . , L} into the r overlapping boxes Λ j , j = 1, . . . , r. Note that y j is the leftmost point of the box Λ j+1 . We also introduce a sequence of deterministic times T k = k(1 + ℓ α+1 ), k ≥ 0, with α the exponent in Lemma 2. Let µ ′ t be the law at time t of the censored dynamics {η ′ (t)} t≥0 obtained from the following scheme.
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• The initial condition is the minimal configuration "−".
• For t ∈ [T k , T k + 1), the dynamics {η ′ t } t is given by the heat bath dynamics on {1, . . . , L − 1}.
• For t ∈ [T k + 1, T k+1 ) the dynamics {η ′ t } t is obtained by the heat-bath dynamics by keeping only the updates in {1, . . . , L − 1}\{y j , j = 1, . . . , r}.
Observe that π L λ is invariant for the censored dynamics. Lemma 4. We have for every t > 0
This is an immediate consequence of the so-called "censoring inequalities" by Peres and Winkler which say that, for a monotone heat bath dynamics started from the maximal or minimal configuration, censoring (i.e. eliminating) certain updates (according to a schedule which does not depend on the realization of the process) increases the variation distance from equilibrium.
is increasing (resp. decreasing). Let µ T be the law at time T of the continuous-time, heat-bath dynamics in {1, . . . , L}, started from µ 0 at time zero. Also, let ν T be the law at time T of the modified dynamics which again starts from µ 0 at time zero, and which is obtained from the above continuous time, heatbath dynamics by keeping only the updates in Λ i in the time interval
and µ T ν T (resp. ν T µ T ); moreover, the functions µ T /π λ L and ν T /π λ L are both increasing (resp. decreasing).
Another very useful consequence of monotonicity is the following lemma, which ensures that, as soon as equilibrium is reached in some box, the system remains at equilibrium forever there. The total variation distance µ − ν Λ in a box Λ ⊂ {0, . . . , L} between two probability measures µ, ν on Ω L is defined as the variation distance between the corresponding marginals on Λ: 
is decreasing for every given t. We deduce that the same holds for the ratio of the marginals of the two measures:
.
In the first inequality we used the fact that µ ) Let ρ, µ, ν be probability measures on a finite, partially ordered probability space. Assume that µ ν and that the function
The usefulness of censoring in our case is shown by next result which says that, if η yj = 1 at some time T k + 1, then just before time T k+1 the system is close to equilibrium in the domain Λ ′ j , cf. Definition 1. Proposition 1. Fix some 0 ≤ j ≤ r + 1 and let ω ∈ Ω L be a configuration such that ω yj = 1. There exist positive constants C, c (independent of j and ℓ) such that
Note that, by definition of
Proof. We have
From the definition of Λ ′ j , the fact that ω yj = 1 and the exponential decay of equilibrium correlations (cf. Theorem 1) we have that the second term in the r.h.s. is O(exp(−cℓ)).
The process {η ′ (t)} t in the time interval [T k + 1, T k+1 ) is the heat bath dynamics with sites {y i } i not updated. In particular, conditionally on the event {η ′ (T k + 1) = ω} with ω yj = 1, the particle on site y j is alive during the time interval considered. We denote also {η + (t)} t (resp. {η − (t)} t ) the heat bath dynamics with updates only in Λ j \{y j }, which starts at time T k + 1 from the configuration which is "+" everywhere in {0, . . . , L} (resp. from the configuration which is empty everywhere in {1, . . . , L − 1} except at y j ). Let {η ω (t)} t≥T k +1 be the evolution which starts at time T k + 1 from the distribution π λ L (·|η yi = ω yi ∀i) and where sites {y i } i are not updated (note that the law of η
is upper bounded by the probability that η ′ (t) and η
Then, thanks to a union bound over the sites of Λ ′ j , one deduces µ
ensl-00608829, version 1 -15 Jul 2011 whereμ ± t denotes the law ofη ± (t). Note that the equilibrium measure ofη + (t) (resp. ofη
..,L−1}\Λj ≡ 0, η yj = 1)) and by Lemma 2 the mixing time of both dynamics is O(ℓ α ). Therefore,
Thanks to the exponential decay in (2.3), the last term is O(exp(−cℓ)) (here we use that the points in Λ c j are at distance at least ℓ/10 from Λ ′ j ) and the claim follows.
5.2. The auxiliary process. We introduce now an auxiliary process {ζ(t)} t≥0 where ζ(t) = (ζ 1 (t), . . . , ζ r (t)) ∈ {0, 1} {1,...,r} defined from the censored dynamics as follows. The initial condition is ζ j (0) = 0 for every j and ζ(·) is constant in the intervals [T k , T k+1 ). The value of ζ j (T k ) is 1 if and only if
We also set by convention ζ 0 (t) = ζ r+1 (t) = 1 for every t ≥ 0. Observe that {ζ(t)} t≥0 is a non-Markovian dynamics, but the joint process {(ζ(t), η ′ (t))} t≥0 is. Note that in the process {ζ(t)} t particles never disappear. The next result says that, when there is a particle at j for ζ(t), with high probability there is a particle for η ′ (s) in Λ j , for every s between t and a much larger time, say L.
Lemma 7.
There exists c := c(λ) > 0 such that for every j ∈ {0, . . . , r + 1} and every k such that
Proof. Let A h be the event A h = {η ′ yj (T h−1 + 1) = 1} and τ = inf{h ≤ k : A h occurs}. We have the following disjoint partition
Since Λ ′ j ⊂ Λ j and k < L ≪ exp(cℓ/2), the desired claim follows if we show that, for every h ≤ k,
The l.h.s. of (5.8) is upper bounded by
where the equality comes from the Markov property of the process {η
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so that we need to show that P H > 0 | η ′ yj (T h−1 + 1) = 1 ≤ exp(−cℓ). One has via Markov's inequality
with a to be chosen. The first term is easily shown to be exponentially small in ℓ: this is an immediate consequence of the Poisson distribution of clock rings, because 0 < H < exp(−aℓ) requires that there are two clocks that ring within a time interval exp(−aℓ) and recall that exp(−aℓ) = o(L −p ) for every p. On the other hand, the second term equals
Thanks to Proposition 1 and Lemma 5 we know that, conditionally on η ′ yj (T h−1 + 1) = 1, for every t > T k the system is within variation distance exp(−c 1 ℓ) from equilibrium in the region Λ 
for some positive c 2 := c 2 (λ). In conclusion, the second term in (5.9) is upper bounded by
and the claim follows choosing a smaller than min(c 1 , c 2 ).
It is clear that after some random but finite time (as long as L < ∞) one has ζ j = 1 for every j ≤ r. The following result quantifies such random time.
Proposition 2. There exist positive constants c := c(λ) and C := C(ρ) such that for R(L) = ⌊L ρ ℓ C ⌋ we have
Proof. Define the stopping time
and the new Markov process {(ζ(t),η ′ (t))} t which is constructed like {(ζ(t), η ′ (t))} t except that all moves, which would lead to η ′ | Λ ′ j ≡ 0 for some j such that at the same time ζ j = 1, are discarded. Obviously, the two processes can be perfectly coupled until time T . Since from Lemma 7 we see that P(T < L) ≤ exp(−c(λ)ℓ), it is enough to prove (5.10) for the new process.
The process {ζ(t)} t≥0 can also be defined by the following formulâ
. Let h j (k) = max{n < j :ζ n (T k ) = 1} denote the position at time T k of the rightmost particle ofζ before site j. Then, .11) is lower bounded by the probability that the clock at y j does not ring before T k−1 + 1. If on the contraryη ′ yj (T k−1 ) = 0, then a lower bound is given by the probability that the clock at y j rings only once and that a particle is created there. Given the form (2.9) of the creation rate, the fact that K(·) is decreasing and given the definition of Λ ′ j one obtains the claim (5.11). Let {ζ(t)} t≥0 be the Markovian process, constant on time intervals [T k , T k+1 ) whereζ(t) = (ζ 0 (t),ζ 1 (t), . . . ) ∈ {0, 1} {0,1,... } , constructed as follows:
• the initial condition isζ j (0) = 0, j ≥ 1 andζ 0 (0) = 1;
• we setζ 0 (t) = 1 for every t ≥ 0;
• to obtainζ(T k ) givenζ(T k−1 ), sample Bernoulli random variables B j (k) ∈ {0, 1}, j = 1, 2 . . . , independent for different j, which take the value 1 with probabilityK(j −h j (k − 1)) wherẽ 12) c 0 is the constant appearing in (5.11) and of courseh j (k) = max{n < j :
Observe thatK(·) depends on λ and ℓ. Note also that, while {ζ(t)} t is a particle system on {0, . . . , r}, {ζ(t)} t is a particle system on {0, 1, . . . }. In both cases, particles never disappear once they have appeared.
The reasoning leading to (5.11) shows that {ζ(t)} t dominates stochastically {ζ(t)} t so that
In Theorem 5 of next section we will prove that the probability in the r.h.s. is O(exp(−cℓ)), c := c(λ) > 0, which concludes the proof.
5.3.
Front propagation for the process {ζ(t)} t≥0 . In this section we study the processζ(t). First we give a result about the propagation of its rightmost particle, which is at position zero at time t = 0. Then, we estimate the time it takes for ζ(t) to fill entirely the interval {1, . . . , r} where we recall that
1+β ⌋ − 1. We associate to the process {ζ(T k )} k=0,1,... the front position, denoted by f (k), defined by
14) It is easy to see that {f (k)} k≥0 is a renewal process on {0, 1, . . . } with f (0) = 0 and inter-arrival law
withK(·) defined in (5.12) and we recall that it depends on ℓ = ℓ(L). Observe that
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Lemma 8. There exists ℓ 0 ≥ 1 and δ > 0 such that for T (n, ℓ) = ⌊n ρ ℓ 1+ρ ⌋ we have
The restriction n ≥ 2 is just to guarantee that there is at least an integer in (n/4, 3n/4). The proof boils down to showing the convergence in law of n −1 f (T (n, ℓ)) to a non-degenerate stable law of parameter ρ as n, ℓ → ∞. This is rather standard and details can be found in Appendix A.
Theorem
Proof. Let ℓ ≥ ℓ 0 as in Lemma 8. Then, for some positive δ we have P ∀j ∈ {r/4, . . . , 3r/4},ζ j (T (r, ℓ)) = 0 ≤ (1 − δ).
Using monotonicity and Markov's property of the processζ (monotonicity being guaranteed by the fact thatK(·) is decreasing) it follows that at time t = T (r, ℓ)ℓ 1+ε , with probability greater than 1
we haveζ x (t) = 1 for some site x ∈ {r/4, . . . , 3r/4}. Conditionally on this event, we can repeat the argument on the two intervals {0, . . . , x} and {x, . . . , r} to claim that we can find two sites y ∈ {x/4, . . . , 3x/4} and z ∈ {x + (r − x)/4, . . . , x + 3(r − x)/4} such that
. The probability that all this does occur is bounded below by 1
We repeat this procedure n times, until r(3/4) n < 2 (note that n = O(log r) = O(log L)). After a time t = n j=1 T ((3/4) j r, ℓ)ℓ 1+ε and with probability greater
we haveζ x (t) = 1 for every x ∈ {0, . . . , r}. The proof is concluded when one observes that
for some positive c which depends on ε and on δ (and therefore on λ).
Proof of Theorem 2 (upper bound).
In view of (5.1) and Lemma 3, it is sufficient to show
where we recall (see Section 5.1) that
By monotonicity, like in (5.3),
We consider first the points x in R := ∪ 
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From Proposition 2 and the definition ℓ = ⌊(log L) 1+β ⌋ we know that, with high probability,
Via Proposition 1 and Lemma 5 this implies that at time t the dynamics η ′ (t) is within variation distance exp(−cℓ) from equilibrium in each box Λ ′ j . This shows that the first sum in (5.18) is o(L −p ) for any p > 0. The contribution from the points in R ′ = {1, . . . , L − 1} \ R is treated similarly: one has simply to redefine the points y j as y j = (j + 1/2)ℓ (instead of y j = jℓ) in the definition of the censored dynamics {η ′ (t)} t . This way, the union of the new boxes ∪ r+1 j=1 Λ ′ j covers R ′ and the argument proceeds similarly as for R.
Proof of Theorem 2 (lower bound).
We will prove that for times much smaller than L ρ the dynamics started from the empty configuration is still far from equilibrium (in particular, that there are still very few particles at distance of order L from the boundaries). The idea is to compare the true heat bath dynamics {η − (t)} t≥0 to the dynamics {η(t)} t≥0 (which again starts from the empty configuration) defined as follows:
• the destruction rates d x (η) in (2.10) are set to zero;
• as soon as a particle is created at a site x we put a particle also at the position L − x. Letμ t be the law ofη(t). The standard coupling allows us to realize the two processes so thatη(t) ≥ η(t) for every t. Since µ Sinceη(t) ≥ η(t) for every t we haveμ Tmix (η| {L/4,...,L/2} ≡ 0) ≥ 1/2. We define the front positionf (t) associated toη(t) as
where the equality holds since the processη(t) is by construction symmetric around L/2 at all times. Hence for L sufficiently large we have
One can easily prove (see a sketch at the end of this section) thatf (t) is stochastically dominated by a random variable y(t) such that n −1 y(n ρ ) converges for n → ∞ to a one sided ρ-stable law whose density is denoted g. Let a L = T mix /L ρ and assume lim inf L→∞ a L = 0. We have lim sup
g(x)dx = 0 which contradicts (5.20). Hence lim inf a L > 0 and the mixing time lower bound is proven.
It remains to give the limit behavior off (n ρ )/n. Note that {f (t)} t is a Markov process with values in {0, . . . , L/2} and positive increments. The rate of the transition from valuef tof + x (with x ≤ L/2 −f ) is given (cf. (2.9)) by
where the factor 2 is due to the fact that, if a particle appears at x it appears also at L − x for the process {η(t)} t . Therefore,f (t) ≤ y(t) where {y(t)} t is a Markov process on {0, 1, . . . } with jump rate f → f +x given by the r.h.s. of (5.21). Finally, the convergence in law of {y(n ρ )/n} n to a ρ-stable variable is immediate.
Proof of Lemma 2.
If x is not one of the two endpoints of Λ, then the dynamics in Λ ∩ {y : y < x} is independent of the dynamics in Λ ∩ {y : y > x}. We can therefore assume without loss of generality that x is the left endpoint of Λ and moreover by translation invariance we let x = 0, so that Λ \ {x} = {1, . . . , ℓ − 1}. Let also ℓ + M = min{y ≥ ℓ : τ y = 1}.
Recall that T mix ≤ log 2e π * T rel . Here π * is the minimum over σ ∈ {0, 1}
It is easy to see that
To prove (5.23), given σ ∈ {0, 1} {1,...,ℓ−1} let d denote the rightmost particle of σ before site ℓ (set d = 0 if there is no particle). One has then from (5.22) and from (2.1):
is decreasing and Z L (λ) grows at most exponentially in L, see Theorem 1. The ratio in K(M + ℓ)/K(M + 1) is clearly lower bounded by C × ℓ −1−ρ and this concludes the proof of (5.23).
We use a path combinatorics argument to get an upper bound on the relaxation time. For any η, η
. . , p denote the set of ordered sites in {1, . . . , ℓ−1} such that η x = η ′ x . Consider the path γ(η, η ′ ) in the configuration space, of the form (η 0 , . . . , η p−1 ) with (2.7) ). The number p is called the length of the path and is denoted by |γ(η, η ′ )|. Plainly, one has |γ(η, 
Consider for definiteness the case σ z = 1, the other case being essentially identical by reversibility. One has that d z (σ) is bounded away from zero, uniformly in σ, L, τ , so it remains to prove that
From the way the path γ(η, η ′ ) was constructed, we see that γ(η, η ′ ) ∋ (σ, σ z ) implies that η i coincides with σ i for i ≥ z while η 
Since K(·) is decreasing, the expression in (5.27) increases if we replace x η ′ c by z. Finally, it is immediate to see that
is equal toπ τ (η z = 1) ≤ 1, which concludes the proof.
Delocalized phase
In this section, we prove Theorem 3. The first subsection is devoted to bounding the mixing time and the second one to bounding the relaxation time.
Mixing time. The lower bound T
Note that S has the same law as the maximum of L − 2a L independent standard exponential variables so that
which goes to 0 whenever ε > 0 and the mixing time lower bound follows from (6.1).
In order to get the upper bound on T mix in Theorem 3, we generalize a bit our model. We define Ω Z := {0, 1}
Z and, given τ ∈ Ω Z , Λ an interval in Z, we consider the dynamics in Λ with boundary conditions τ on Λ c . If τ x = 0 for every x the dynamics is defined as the limit as n → ∞ of a dynamics with boundary condition τ (n) which equals 1 for |x| > n and 0 otherwise (the limit exists by monotonicity of the creation/destruction rates w.r.t. the boundary conditions) and the equilibrium measure is concentrated on the empty configuration. Recall the notation µ σ;τ t from Section 4 for the law of the dynamics started from σ, with boundary condition τ .
The proof of the mixing time upper bound is based on an iterative procedure (on the size of Λ), together with a path coupling argument by Bubley and Dyer [3] (see also [10, Sec. 14.2]).
Given two configurations η, η ′ ∈ Ω Λ = {0, 1} Λ , we introduce the Hamming distance d(η, η ′ ) = i∈Λ |η i − η ′ i | ≤ |Λ| which counts the number of discrepancies. Given two random laws µ, ν on Ω Λ , define their Kantorovich distance as
Then one has the following theorem, which is a direct application of a result from [3] :
Theorem 6. Let the interval Λ and the boundary condition τ be fixed. If there exists γ > 0 and t > 0 such that
for every n ∈ N and every couple (σ, σ ′ ).
Let us fix some β > 0 and define
(actually T β (Λ) depends only on |Λ|, so we will write rather T β (|Λ|)). We will prove the following.
Proposition 3. Fix 1/(1 + ρ) < ζ < 1 and 0 < β < ζ(1 + ρ) − 1 sufficiently small and let
There exists C 4 (ρ) and an integer
Let us show how this implies the mixing time upper bound
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Proof of Theorem 3 (upper bound). If ℓ (n) (·) denotes the application of the map x → ℓ(x) n times, one has ℓ (n) (L) ≤ L 0 (λ) for n ≤ c(ρ) log log L, for some finite c(ρ), if L is large enough. As a consequence,
where essentially
Since the maximal Hamming distance between configurations in Λ is |Λ| and thanks to Theorem 6 one has, for the dynamics in Λ and irrespective of the boundary condition τ and on the initial conditions σ, σ ′ ,
if n > 1/β, where β enters the definition (6.3) of T β (Λ, τ ). On the other hand, for every t > 0 and σ ∈ Ω Λ , denoting for simplicity µ σ;τ t by µ σ t and by π the equilibrium measure in Λ with boundary condition τ , one has
(6.8)
Indeed,
By definition of the total variation distance and Markov's inequality, one has
Choosing (X, Y ) as those which realize the infimum in the definition of Kantorovich distance between µ σ t and µ η ′ t , one one obtains (6.8). From (6.7) we deduce that µ σ nS − π ≤ 1/(2e) for every initial condition σ, i.e. the mixing time is upper bounded by nS. This proves the upper bound in (3.1) (actually, a stronger statement which is uniform in the boundary conditions).
Proof of Proposition 3. Consider σ, σ
′ ∈ Λ (with |Λ| = L; for definiteness, say Λ = {1, . . . , L}) such that d(σ, σ ′ ) = 1 and assume for definiteness that σ contains one particle more than σ ′ , so that in particular σ ≥ σ ′ . Fix some boundary condition τ outside Λ and, for every σ ∈ Ω Λ , denote for simplicity µ σ;τ t by µ σ t . We have by definition of Kantorovich distance and monotonicity
where P denotes the global monotone coupling (so that η σ (t) ≥ η σ ′ (t) for every t). For simplicity we split the analysis into three cases. Fix some g such that ζ > g > β/ρ and let −a = max{y ≤ 0 : time t when the initial condition is ξ ∈ ΩΛ and callπ its invariant measure (which is nothing but a space translation of π λ ℓ(L) ). One has by monotonicity
The first term in the r.h.s. of (6.10) is upper bounded by c(λ)ℓ(L) −1−ρ (cf. (2.5)) and the second one by ℓ(L) −C4β (thanks to (6.8) , the definition of T β and Theorem 6). These bounds are uniform in the boundary condition τ . As a consequence,
if C 4 is chosen sufficiently large and L is large enough (we used that β < ζ(1
since we assumed g < ζ. Let this timeΛ ⊂ Λ be the interval of length ℓ(L), whose leftmost border is max(−a, x−ℓ(L)/2) and consider the dynamics inΛ, with boundary conditioñ τ y = 1 for y / ∈Λ. Again one has (6.10) where last term in the r.h.s. is negligible if C 4 is chosen large enough. As for the first term, one has from (2.5)
due to the way β and g were chosen. In particular, for L large enough we have
). This situation requires more refined equilibrium estimates. The rough bound µ
is not sufficient any more and one needs to show that the difference between the two terms is small.
We can clearly assume that a < L g . We consider this time two dynamics onΛ = {1, . . . , ℓ(L)}: the first has boundary condition τ (1) x = τ x for x ≤ 0 and τ (1) x = 1 for x > ℓ(L) while the second one has boundary condition τ (2) x = τ x for x ≤ 0 and τ , 2 ) their law at time t when the initial condition is ξ ∈ ΩΛ and π (i) , i = 1, 2 their invariant measures. Then, by monotonicity,
Once more, the last two terms are smaller than ℓ(L) −C4β and they are negligible if C 4 is chosen large enough. It remains to upper bound the difference
. One has by translation invariance
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Recalling Theorem 1, this can be rewritten as
0<y≤ℓ+1 K λ (a + y)P λ (ℓ − y + 1) where with some abuse of notation we let P λ (n) := P λ (n ∈Ŝ) and we wrote ℓ = ℓ(L) for lightness of notation. Analogously, one can write
where R λ (n) := P λ (∄i ≥ 0, j > n :Ŝ i = j) (i.e. the probability that the transient renewalŜ contains no points after n) and altogether
where we used
As a consequence, one sees immediately that
It follows that
because the denominator of the term on the left hand side is equal to
and, decomposing the second sum according to y ≤ a + ℓ/2 and y > a + ℓ/2, we see this equals 1 − a y=1 K λ (y) + O(ℓ −ρ ). Now we need the following more accurate estimate, which is proven in Appendix B: there exists w = w(ρ) ∈ (0, ρ) such that
To upper bound the first term in the square bracket in (6.13), we estimate separately numerator and denominator. The numerator is
where we used the fact that (ℓ − x) ≥ ℓ/2. As for the denominator, it equals
By using (6.15) and the decreasing character of K(·), the first sum can be bounded below by
and the second sum by λK(ℓ + a + 1)
ℓ/2 y=0 P λ (y). Note that ∞ y=0 P λ (y) is the average total number of renewal points inŜ: a simple computation on geometric random variables shows that it equals 1/(1− λ). From this fact, it is easy to deduce that ℓ/2 y=0 P λ (y) = 1/(1−λ)+O(ℓ −ρ ). Observe also that, since we are assuming a < L g , by taking g sufficiently close to β/ρ and β sufficiently small one has K(a + ℓ + 1) = K(ℓ)(1 + O(ℓ −ρ )). Putting everything together, the quantity in (6.16) is lower bounded by
In conclusion, the l.h.s. of (6.13) is given by
where we used the fact that K(·) is decreasing and n K(n) = 1. Uniformly in the range 1 ≤ x ≤ ℓ/2 one has, for a positive constant C(ρ),
Also, the renewal equation gives
so that finally
(6.19)
Putting together Eqs. (6.11), (6.12) and (6.19) one obtains that the sum in (6.9) is smaller than 1/L β , which finishes the proof of Proposition 3.
6.2. Relaxation time. We prove here the second part of Theorem 3, i.e. T rel ≤ C 4 (λ). The proof is decomposed in two steps. First, in Lemma 9 we show that the Dirichlet form of the initial dynamics is comparable to the Dirichlet form of a block dynamics whenever the size of the blocks remains finite, i.e depending on λ but not on the size L of the big box. Thus, it is sufficient to prove that the relaxation time of the block dynamics does not depend on L. In the second step (Lemma 10) we show, by using the path coupling argument by Bubley and Dyer [3] , that if the size of these blocks is sufficiently large then the relaxation time of the block dynamics is independent of L. The first step would be standard (cf. e.g. [12, Sec. 3] ) for, say, the heat bath dynamics of the nearest neighbor Ising model, where transition rates c x (σ, σ ′ ) are uniformly bounded from below and depend on σ, σ ′ only in a finite neighborhood of the site x where the Poisson clock rings (finite-range interactions). In our case, both uniform positivity of the rates and finite-range dependence fails, cf. the definitions (2.9)-(2.10) of creation/destruction rates.
The block dynamics is denoted by {η(t)} t≥0 . The size of the blocks equals 2ℓ + 1, where in this section ℓ depends on λ but not on L. For any x ∈ {1, . . . , L − 1} let Λ ℓ (x) = {y : |y − x| ≤ ℓ} ∩ {1, . . . , L − 1} and Λ c ℓ (x) the complementary set of Λ ℓ (x) in {0, . . . , L}. The generatorL of {η(t)} t≥0 is given by
The rateĉ x (η,η) is zero if the restrictions to Λ 
, and z j , j = 1, . . . , k the ordered points z of Λ ℓ (x) for which σ z = 1. In this formula, it is understood that for
The Dirichlet form associated toL is given bŷ
Lemma 9. For any ℓ ≥ 1, there exists a constant C := C(ℓ, λ) independent of L such that for any function f : Ω L → R,
Proof. In the proof, C denotes a positive constant (depending only on λ, ρ and ℓ, but not on L) which is not the same at each occurrence. For any configurations η,η which coincide outside of Λ ℓ (x), we denote by γ x (η,η) = η = η (0) , η (1) , . . . , η (p) =η a sequence of configurations such that η (i+1) is obtained from η (i) by adding or deleting a particle at some site x i ∈ Λ ℓ (x). The sequence is chosen such that p := p(η,η) is minimal. Observe that p is at most 2ℓ + 1, independently of η,η, x, L.
Write
) and use Schwarz inequality:
Here, c(η (j) , η (j+1) ) stands for the rate of change from η (j) to η (j+1) for the original dynamics {η t } t . By inverting the different sums, we are left to show that for any
is bounded by a constant independent of ω, z and L. Observe that the two sums, because of the indicator function, can be carried over a set whose cardinal is bounded by a constant (independent of ω, z, L). Therefore, it is sufficient to bound each term of the sum. Since (ω, ω z ) ∈ γ x (η,η), the restrictions to Λ c ℓ (x) of ω, ω z , η,η are equal and a(x, ω) = a(x, η) = a(x,η) and similarly for b. Thus,
. (6.21)
To fix ideas, we assume that ω z = 0 (the other case can be treated similarly). The rate c(ω, ω z ) corresponds then to the creation of a particle at site z. Since (ω, ω z ) ∈ γ x (η,η) we have η z = 0,η z = 1. Let u ≥ a (resp. v ≤ b) be the rightmost particle of ω to the left of z (resp. the leftmost one to the right of z). We have from (2.9)
We distinguish two cases according to the positions of u, v with respect to a, b. First case: a < u (the case v < b being very similar). This means that u ∈ Λ ℓ (x), so that K(z − u) ≥ K(2ℓ + 1). Then, from (6.22) one realizes immediately that c(ω, ω z ) is lower bounded by some positive constant. On the other hand, one has that either η u = 1 orη u = 1 (or both) since the path γ x (η,η) is assumed to be of minimal length. Assume for definiteness that the first case occurs. Then, it is easy to see that W 
so that R(ω, z, x, η,η) ≤ C also in this case.
Lemma 10. There exists ℓ := ℓ(λ) such that the block dynamics {η(t)} t≥0 has a spectral gap bounded below by a constant C := C(ℓ, λ) > 0 independent of L.
Proof. We recall that the Hamming distance
x=1 |σ x −ω x |. By [3] (see also Theorem 6 above), it is sufficient to find a generatorL acting on functions for every ω ∈ Ω L and z ∈ {1, . . . , L − 1}. We write
) and in this case we require ν σ,σ z site α and on site β and no particles in {α + 1, . . . β − 1} ∩ Λ c ℓ (x). Note that there could be zero particles in Λ ℓ (x) ⊂ {α, . . . , β}, i.e., µ α,β x is a sub-probability.
For any x such that z +ℓ < x ≤ b+ℓ, we denote b x the leftmost site y > (x+ℓ)∧L such that σ y = 1 (observe that b x = b if x ≤ b − ℓ − 1). Then we have
where the last inequality follows because, in the delocalized phase, the average number of particles in a box is uniformly upper bounded by a constant. π is a sub-probability, so in many cases (when the box Λ ℓ (x) is sufficiently far from z, b x ) the sum s∈Λ ℓ (x) µ z,bx x (s) is quite small. In the remaining cases, we really have to estimate the variation distance between µ z,bx x and µ 0,bx x . By using the same notations as in the proof of Proposition 3, we can write
We have b x = b. By using the renewal equation (6.17) and P λ (n) ≤ CK(n) (cf. (6.15)), we get
The latter sum can be written as
with N ℓ (z, s, b) the number of sites x such that s ∈ Λ ℓ (x): . Let ε > 0 sufficiently small and assume to simplify notations that εℓ ≥ 2 is an integer. In the sequel, the constant C ε depends on ε while C does not.
Case 2.a: z < x − ℓ ≤ z + εℓ: As in Case 1, we have
which is finite because n≥1 n −(1+ρ) < +∞. Since there are at most εℓ possible values of x, the contribution to (6.24) is upper bounded by Cεℓ. Case 2.b:
It is easy to show that summing over the allowed x this term contribute to (6.24) at most C ε ℓ (1−ρ) . 
Note that µ z,bx
Observe now (using also D ≥ 1) that |∂ α F | ≤ |∂ α N | + N |∂ α D|. Using P λ (n) ≤ CK(n) and the renewal equation (6.17) we get easily
The last inequalities follows from α ≤ z, b x −s = b x −s+(s−z) ≥ b x −s+εℓ, the fact that the function x → x/(x + εℓ) is increasing and b x − s ≤ (2 + ε)ℓ.
Using similar bounds one obtains
Thus, integrating w.r.t. α and using b x − z ≥ 2εℓ, we obtain
The sum over s ∈ Λ ℓ (x) of the r.h.s. is bounded above by C ε ℓ −ρ . Since we have now to take the sum over a set of x's of cardinality at most 2ℓ + 1, we conclude that the contribution of these x's in (6.24) is bounded by C ε ℓ (1−ρ) .
Putting everything together, we have proven that (6.24) is upper bounded by C ε ℓ 1−ρ +Cεℓ. Taking ε sufficiently small and then ℓ sufficiently large, this is smaller than ℓ/4, which concludes the proof.
The critical point
Here λ = 1; we write π L := π λ=1 L and (see Theorem 1)
It would be easy to prove T mix ≥ C 5 L ρ as we did in the localized phase: starting from the empty configuration, for times much shorter than L ρ the chance of creating a particle between εL and (1 − ε)L is small. On the other hand, at equilibrium
and the mixing time lower bound follows for ε sufficiently small. What we do instead is to prove that 
for some c 1 , c 2 > 0. Next we compute the Dirichlet form. By reversibility (1 − η x )c x (η)π(η) = π(η x )η x x d x (η x ) so that for every f
In our case (f (η) − f (η x )) 2 = 1 and the destruction rates are upper bounded by a constant, so that
with c, c ′ some positive constants. Altogether, we have proven that the spectral gap of the chain is O(L −ρ ). Finally, the upper bound T rel ≤ C 6 L 1+ρ . Note that the proof of Lemma 2 (which holds for every λ) gives directly T rel ≤ cL 2+ρ : we want to improve on this estimate, using the fact that we are at the critical point. Putting together (7.2) and (7.4) one sees that the l.h.s. of (7.1) is upper bounded by a constant times L ρ as we wanted.
Appendix A. Proof of Lemma 8
We first prove that n −1 f (T (n, ℓ)) converges in law to a non-degenerate stable law of parameter ρ. The only point which requires some care is that the law Q(·) depends on the parameter ℓ. This will prove the claim (5.16) for n ≥ n 0 , ℓ ≥ ℓ 0 for some finite n 0 , ℓ 0 . For every positive µ we have for some positive constant A depending only on λ, ρ and c 0 . Plugging this estimate into (A.1) and recalling that T (n, ℓ) = ⌊n ρ ℓ 1+ρ ⌋ we obtain the desired convergence for n, ℓ → ∞.
Finally, we prove the claim (5.16) for ℓ ≥ ℓ 0 and n ≤ n 0 . For this, we bound below the probability in (5.16) with the probability that, among the first T (n, ℓ) jumps of the renewal {f (k)} k , there is one of length n/2 and all the others have length 0. In formulas, P(f (T (n, ℓ)) ∈ (n/4, 3n/4)) ≥ T (n, ℓ)Q(0) T (n,ℓ)−1 Q(n/2), where the prefactor T (n, ℓ) comes from the choice of the location of the long jump. Recalling the definition of Q(·) and the estimate (A.5) one sees that this expression is lower bounded by a quantity which depends only on n and therefore by a positive constant, since n ≤ n 0 . 
