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MODULAR DATA AND VERLINDE FORMULAE
FOR FRACTIONAL LEVEL WZW MODELS I
THOMAS CREUTZIG AND DAVID RIDOUT
ABSTRACT. The modular properties of fractional level ŝl(2)-theories and, in particular, the application of the
Verlinde formula, have a long and checkered history in conformal field theory. Recent advances in logarithmic
conformal field theory have led to the realisation that problems with fractional level models stem from trying
to build the theory with an insufficiently rich category of representations. In particular, the appearance of
negative fusion coefficients for admissible highest weight representations is now completely understood. Here,
the modular story for certain fractional level theories is completed. Modular transformations are derived for the
complete set of admissible irreducible representations when the level is k =− 12 or k =− 43 . The S-matrix data
and Verlinde formula are then checked against the known fusion rules with complete agreement. Finally, an
infinite set of modular invariant partition functions is constructed in each case.
1. INTRODUCTION
This is the fourth part of a series of articles devoted to a detailed understanding, as conformal field
theories, of the fractional level Wess-Zumino-Witten models with symmetry algebra ŝl (2). The first three
articles [1–3] deal exclusively with the case in which the level of ŝl(2) is k = − 12 . The first described the
minimal (chiral) spectrum that is obtained from the admissible highest weight modules of [4] by demanding
closure under conjugation and fusion, clarified the relation between the chiral algebra ŝl (2)−1/2 and that
of the β γ ghost system, and solved the long-standing issue of why a naı¨ve application of the Verlinde
formula to this model results in negative “fusion coefficients” [5–7]. The second article of this series
proved a remarkable relationship between ŝl(2)−1/2 and the triplet algebra W (1,2) of [8–10]. This was
then used to motivate and study a natural extension of the spectrum. The third article tackled the difficult
task of computing the fusion rules for this extended spectrum, proving that this generated reducible yet
indecomposable modules of the type called “staggered” in the Virasoro literature [11, 12]. The present
article deals again primarily with the level k =− 12 , though the case k =− 43 , previously studied in [13–15],
is also discussed in depth. We will report on the generalisations of the results presented here to arbitrary
(admissible) fractional level ŝl(2)-models in a sequel [16].
The issue regarding negative fusion coefficients in fractional level theories has a long history. Such
theories were initially proposed [17] as a speculative generalisation of the theories with k a non-negative in-
teger, the idea being that such generalisations would allow a coset construction of the non-unitary minimal
models that naturally generalised that of their unitary cousins [18]. Shortly thereafter, it was shown [4, 19]
that certain levels possess a finite set of admissible highest weight modules which carry a representation of
the modular group SL (2;Z). With the announcement of Verlinde’s formula [20] for fusion coefficients at
around the same time, its application to fractional level fusion rules seemed natural. However, the negative
coefficients [5–7] so derived demanded explanation and did not match those that were deduced using more
traditional means [21–26]. Of course, much was made of the observation [6,21,27] that the two approaches
to fusion could be reconciled if negative signs for coefficients were interpreted as indicating that the mul-
tiplicity applied to modules that were conjugate to certain admissible highest weight modules. However,
it seems that no compelling explanation for this interpretation was known. Because of this, the status of
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fractional level theories as conformal field theories was regarded as questionable at best and “intrinsically
sick” [28] at worst.
A significant advance in the understanding of fractional level theories was reported in [13], where the
algebraic approach to fusion that has come to be known as the Nahm-Gaberdiel-Kausch algorithm [29, 30]
was applied to ŝl(2) at level k = − 43 . There, it was pointed out that the sets of admissible highest weight
modules and conjugates of these modules that had been considered in the literature were not closed under
fusion. Rather, fusion also generates modules whose conformal dimensions are unbounded both above
and below, as well as modules on which the Virasoro mode L0 acts non-diagonalisably. The presence of
the former class of modules should actually have been expected, as they arise from applying the familiar
symmetries known as spectral flow transformations. The presence of the latter class indicates that k = − 43
fractional level models are logarithmic conformal field theories. The general validity of these conclusions
was subsequently tested on ŝl(2) at k = − 12 in [31, 32] using free field methods. There, some evidence
was given supporting the natural prediction that this level also leads to modules with conformal dimensions
unbounded from below and logarithmic theories (though it was also claimed that a non-logarithmic theory
at this level also exists). These predictions were eventually confirmed as corollaries of the detailed analysis
of [1–3] — we refer the reader to [2, Sec. 6.1] for a discussion of this.
We note that neither [13] nor [31, 32] tried seriously to address the modular properties of the theories
at k = − 43 and k = − 12 , respectively. As remarked above, [1] gives a complete understanding of why the
Verlinde formula gives negative fusion coefficients when applied to the admissible highest weight modules.
However, this says next to nothing about the infinitely many other irreducible modules in the spectrum
(which are not highest weight). In what follows, we will rectify this shortcoming. Roughly speaking,
the negative coefficients arise because the characters of the infinitely many irreducible modules are not all
linearly independent as meromorphic functions: The map from modules to characters is infinite-to-one. Our
approach is simply to reject the interpretation of characters as meromorphic functions, and instead regard
them as formal power series (or more precisely, as algebraically-defined distributions). This allows us to
work with a one-to-one map between irreducible modules and characters. A distributional interpretation
of characters is nothing new in non-rational conformal field theory (see [33, 34] for example), however we
believe that this is the first time it has been applied to fractional level theories.1 The resulting modular
properties are beautiful.
The article is organised as follows. We first introduce, in Section 2, our notations and conventions for
ŝl(2)−1/2 and its representations, reviewing what will be needed concerning the spectrum, fusion and char-
acter formulae. Section 3 then considers the modular properties of the irreducible characters, considered as
distributions. The idea here parallels that which was used to study the modular transformations of ĝl(1|1)-
modules and their extended algebras in [35–37] and leads to a (projective) representation of SL(2;Z) for
which the S- and T-matrices are both symmetric and unitary. Here, “matrix” should be understood in a
generalised sense in which the entries are indexed by an uncountable set. These S-matrix “entries” are
then used to calculate fusion “coefficients” (which are actually distributions) using the obvious continuum
analogue of the Verlinde formula. The results are then checked to agree perfectly with the projections of
the fusion calculations of [3] onto the Grothendieck ring of characters.
With the modular properties completely understood, Section 4 turns to the question of constructing
modular invariant partition functions. We note the invariance of the diagonal and charge-conjugation par-
tition functions before showing that there exists an additional infinite family of modular invariants, one
of which is the invariant predicted in [2] on the basis of the relationship between ŝl(2)−1/2 and W (1,2).
1We have recently learned that the idea of a distributional approach to fractional level characters was briefly proposed in [32], but was
discarded on the grounds that the approach did not seem sufficiently fruitful.
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Following [38], these are then interpreted as simple current invariants arising from diagonal invariants for
extended algebras.
Section 5 then applies the technology we have developed for ŝl(2)−1/2 to the only other case for which
reliable fusion data is known: ŝl(2)−4/3. After again reviewing what is known about theories with this
symmetry algebra, we derive the modular transformations of the characters and apply Verlinde. This time,
the results confirm the fusion rules reported in [13], but are inconsistent with a conjectured fusion rule stated
there. We correct this and verify that there is again an infinite family of simple current extensions leading
to modular invariant partition functions. One of these may be identified as that which relates ŝl (2)−4/3 to
the c = −7 triplet algebra W (1,3) [14, 39]. The article concludes with two appendices: The first briefly
reviews an important identity that we need in the text. It follows rather easily from the denominator formula
of ŝl (2|1). The second is devoted to proving that the structure diagrams which we have derived for certain
k =− 43 indecomposables actually determine them up to isomorphism.
It is very interesting to note that the extended theories which we have constructed at both k =− 12 and k =
− 43 are rational logarithmic conformal field theories, meaning that their spectra each contain only finitely
many irreducible modules. We expect that a detailed analysis of their properties will help to illuminate
many of the poorly-understood properties of rational logarithmic theories (see, for instance, [40–44]). It is
too tempting not to speculate that these extended theories might have a geometric realisation in terms of
the Wess-Zumino-Witten models on SL (2;R) and its covers.2 Since the fundamental group of SL(2;R) is
isomorphic to Z and its centre is isomorphic to Z2, it seems plausible that the diagonal modular invariant
describes strings propagating on the simply-connected universal cover (that physicists sometimes refer to as
AdS3) and that the “smallest” of the rational simple current invariants corresponds to strings on SL(2;R),
or perhaps PSL(2;R). It would be interesting to pursue such realisations in earnest.
In general, we believe that fractional level theories are excellent toy models for learning about loga-
rithmic, and even non-rational, theories in general. Their relatively accessible algebras, coupled with the
well-behaved modular properties derived here, only bolster our belief that these theories should be regarded
as fundamental building blocks for bulk and boundary logarithmic conformal field theories, much as their
non-negative integer level cousins are for rational conformal field theories. It is worth emphasising that
having a working Verlinde formula, assuming of course that it can be shown to be valid, enables one to
easily deduce an enormous amount of information about fusion rules that is otherwise extremely difficult to
obtain. In particular, we can obtain the character of a fusion product. This then can be used to decide how
more detailed methods, the Nahm-Gaberdiel-Kausch fusion algorithm in particular, should be applied and
when they should be terminated. We hope to report on the results of combining these methods in the future.
2. BACKGROUND
2.1. Algebraic Preliminaries. This section serves to review the results of [1–3] concerning theories with
ŝl(2)k-symmetry, specialising to k = − 12 when necessary. We fix a basis {e,h, f} of sl(2) so that the
non-vanishing commutation relations are[
h,e
]
= 2e,
[
e, f ] =−h, [h, f ] =−2 f . (2.1)
This basis is preferred because it is compatible with a triangular decomposition respecting the sl(2;R)
adjoint, e† = f and h† = h, the latter being required to realise the β γ ghost system as a simple current
extension of ŝl(2)−1/2. The Killing form is given in this basis by
κ
(
h,h
)
= 2, κ
(
e, f ) =−1, (2.2)
2SL(2;R) and its covers are all non-compact three-dimensional Lie groups, hence their third integral cohomology groups vanish. It
follows that the standard Wess-Zumino-Witten action on these groups imposes no quantisation constraints upon the level k.
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with all other combinations giving zero.
The non-vanishing commutation relations of ŝl (2) are therefore[
hm,en
]
= 2em+n,
[
hm,hn
]
= 2mδm+n,0k,
[
em, fn
]
=−hm+n−mδm+n,0k,
[
hm, fn
]
=−2 fm+n. (2.3)
As we will habitually identify the level k with its common eigenvalue on the modules being considered, it
is convenient to denote this algebra by ŝl(2)k when we wish to emphasise the value that the level is taking.
The energy-momentum tensor is now uniquely specified by requiring that the current fields e(z), h(z) and
f (z) are conformal primaries of dimension 1. It is given by
T (z) =
1
2(k+ 2)
(
1
2
: h(z)h(z) : − : e(z) f (z) : − : f (z)e(z) :
)
(2.4)
and the central charge is c = 3k/(k+ 2), hence c =−1 when k =− 12 . The modes of the energy-momentum
tensor are denoted, as usual, by Ln.
The automorphisms of ŝl(2) which preserve the span of the zero-modes h0, k and L0 are generated by
the conjugation automorphism w and the spectral flow automorphism σ . The first may be identified with
the non-trivial Weyl reflection of sl(2) and the latter with a square root of the generator of the translation
subgroup of the affine Weyl group of ŝl (2) (it corresponds to translation by the dual of the simple root of
sl(2)). These automorphisms act as follows (both leave k invariant):
w (en) = fn,
σ (en) = en−1,
w (hn) =−hn,
σ (hn) = hn− δn,0k,
w ( fn) = en,
σ ( fn) = fn+1,
w (L0) = L0,
σ (L0) = L0− 12 h0 + 14 k.
(2.5)
Note that wσ = σ−1w. Our interest in these automorphisms stems from the fact that they may be used to
“twist” the action of ŝl(2) on a module M, thereby obtaining new modules w∗
(
M
)
and σ∗ (M). The first is
just the module conjugate to M. We shall refer to the second (and its iterates under repeated twists) as being
“spectrally-flowed” or just “twisted”. Explicitly, the twisted algebra action defining w∗(M) and σ∗ (M) is
given by
J ·w∗(∣∣v〉)= w∗ (w−1 (J) ∣∣v〉) , J ·σ∗(∣∣v〉) = σ∗ (σ−1 (J) ∣∣v〉) (J ∈ ŝl(2)). (2.6)
In what follows, we will not bother with the superscript “∗” which distinguishes the algebra automorphisms
and the induced maps between modules. Which is meant will be clear from the context.
2.2. Representation Theory. Our chosen triangular decomposition of sl (2) (with e an annihilation opera-
tor and f a creation operator) lifts to a decomposition of ŝl(2) that allows one to define the usual notion of a
Verma module and its irreducible quotient. However, these turn out to be insufficient for the field-theoretic
applications at hand. We will instead consider the generalised triangular decomposition
ŝl(2) = g−⊕g0⊕g+, (2.7)
where g± is the subalgebra of ŝl (2) generated by the en, hn and fn with ±n > 0 and g0 is the subalgebra
spanned by e0, h0, f0 and k. Note that g0 is isomorphic to gl(2). An sl(2)-module M may then be regarded
as a g0-module by letting k act as a multiple of the identity (this multiple is also denoted by k) and then as
a g0⊕ g+-module by letting g+ act trivially. From this, we can apply the induced module construction to
obtain an ŝl(2)k-module M ↑ :
M ↑ = Indŝl(2)k
g0⊕g+ M. (2.8)
If M is an irreducible sl(2)-module, then the induced module M ↑ will have a unique maximal submodule
J. We shall denote the irreducible ŝl (2)-module M ↑ /J by M and refer to it as the affinisation of M. We
further remark that one can also obtain twisted versions σ ℓ
(
M
)
by choosing a different sl(2)-subalgebra to
commence the induction procedure.
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The classification of irreducible sl(2)-modules results in the following list.
Lλ : There is a highest weight state of weight λ ∈ N and a lowest weight state of weight −λ .
D
+
λ : There is a highest weight state of weight λ /∈ N and no lowest weight state.
D
−
λ : There is a lowest weight state of weight λ /∈ −N and no highest weight state.
Eλ ,∆: There are no highest or lowest weight states. λ denotes the common weight of the states mod2
and ∆ the eigenvalue of the Casimir.
The multiplicities of the weight spaces (h0-eigenspaces) are always one. We remark that the weight of
a highest or lowest weight state completely determines the eigenvalue of the Casimir, but this eigenvalue
is free in the absence of a highest or lowest weight state. However, when λ and ∆ satisfy the relation
appropriate to having a highest or lowest weight state, the module denoted above by Eλ ,∆ will no longer be
irreducible. We will not attempt to spell out the precise irreducibility conditions for these modules, though
it is not difficult, but will return to this point later.
We will call an ŝl (2)k-module admissible if it defines a representation of the vertex algebra whose space
of states is the irreducible ŝl (2)k-moduleL0. This generalises the original notion of admissibility [4] beyond
highest weight modules and category O (see [45]). Indeed, physical consistency requires us to enlarge our
module category significantly. We therefore propose a relaxation of the axioms of category O so that the
objects satisfy:
(1) Each ŝl(2)k-module M is finitely generated.
(2) h0 acts semisimply on M (though L0 need not).
(3) Given any
∣∣v〉 ∈M, there exists N > 0 such that Jn∣∣v〉= 0 for all J ∈ sl(2) and n > N.
The morphisms are the usual module homomorphisms. We remark that (3) is where our category differs
from categoryO (there, the space obtained by acting on
∣∣v〉with arbitrary linear combinations of monomials
in the positive modes is required to be finite-dimensional for each
∣∣v〉). This also generalises the twisted re-
laxed category considered in [46] which is not closed under fusion (it does not admit the staggered modules
that we shall introduce in Section 2.3).
Specialising now to k = − 12 , the admissible irreducible ŝl (2)−1/2-modules from this relaxed category
fall into two countably-infinite families and one uncountably-infinite family:3
σ ℓ
(
L0
)
, σ ℓ
(
L1
)
, σ ℓ
(
Eλ
) (ℓ ∈ Z, λ ∈ (−1,1]\{± 12}).
Here, Lλ denotes the affinisation of the sl(2)-module Lλ and Eλ denotes the affinisation of Eλ ,∆, where
the Casimir eigenvalue ∆ is chosen so that the minimal conformal dimension among the states of Eλ is
− 18 . We will discuss the excluded case λ ∈
{± 12} in some detail in the next section. Finally, note also the
identifications
σ
(
L0
)
=D+−1/2, σ
−1(L0) =D−1/2, σ (L1) =D+−3/2, σ−1(L1)=D−3/2 (2.9)
which relate the twisted modules σ±1
(
L0
)
and σ±1
(
L1
)
to the affinisations of the sl(2)-modules D∓±1/2
and D∓±3/2. The irreducible spectrum is illustrated schematically in Figure 1 for convenience.
2.3. Fusion. The fusion rules of the admissible k =− 12 irreducibles are known, up to a conjectured relation
concerning the interplay between spectral flow and fusion, assumed to be valid for all modules M and N:
σ ℓ1
(
M
)×σ ℓ2(N) = σ ℓ1+ℓ2(M×N). (2.10)
3We mention that we will always choose (−1,1] as the fundamental domain of R/2Z.
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PSfrag replacements
L0
L1
Eλ
D+−1/2
D+−3/2
D−1/2
D−3/2
σ σ σσ
σ σ σσ
σ σ σσ
(0,0)
(
− 12 ,−
1
8
)( 1
2 ,−
1
8
)
(
−1,− 12
)(
1,− 12
)
(
1, 12
) (
−1, 12
) (
− 32 ,−
1
8
)
( 1
2 ,
7
8
)
( 3
2 ,−
1
8
)
(
− 12 ,
7
8
) (−2,−1)
(0,1)(0,1)
(2,−1)
(
λ ,− 18
) (
λ− 12 ,
λ
2 −
1
4
) (
λ−1,λ− 58
)(
λ+ 12 ,−
λ
2 −
1
4
)(
λ+1,−λ− 58
)
FIGURE 1. Depictions of the admissible irreducible ŝl(2)−1/2-modules. Each labelled
state declares its sl(2)-weight and conformal dimension (in that order). Conformal di-
mensions increase from top to bottom and sl(2)-weights increase from right to left.
We know of no proof for this relation despite much evidence in its favour. Assuming its validity, we can
restrict the fusion rules to the “untwisted” sector, where they take the following form:
Lλ ×Lµ = Lλ+µ , Lλ ×Eµ = Eλ+µ ,
Eλ ×Eµ =
Sλ+µ if λ + µ ∈ Z,σ (Eλ+µ+1/2)⊕σ−1(Eλ+µ−1/2) otherwise.
(2.11)
Here, and in what follows, the addition of weights labelling modules is always taken mod2. This shows
that fusion does not close on the untwisted sector and that fusion products need not be completely reducible.
Indeed, fusion generates two additional indecomposable modules S0 and S1 which are uniquely specified
by their structure diagrams:
L0
σ−2
(
L1
)
σ2
(
L1
)
L0
L1
σ−2
(
L0
)
σ2
(
L0
)
L1
S0 S1 .
These indecomposables are the ŝl(2)−1/2-analogues of the staggered modules studied in [12] for the Vi-
rasoro algebra. Indeed, L0 acts non-diagonalisably on both S0 and S1, with Jordan cells of rank at most
2. These modules are responsible for the logarithmic nature of conformal field theories with ŝl (2)−1/2 as
chiral symmetry algebra.
Diagrams such as these are to be interpreted as annotated versions of the Loewy diagrams widely used
in representation theory to indicate how the composition factors of an indecomposable module are “glued
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together”. More precisely, they visualise a socle series of the Sλ :
0 = S(0)λ ⊂ S
(1)
λ ⊂ S
(2)
λ ⊂ S
(3)
λ = Sλ ,
S
(1)
λ /S
(0)
λ
∼= Lλ , S(2)λ /S
(1)
λ
∼= σ−2
(
Lλ+1
)⊕σ2(Lλ+1), S(3)λ /S(2)λ ∼= Lλ . (2.12)
This is a series whose consecutive quotients are completely reducible and are maximal in this respect. The
fusion rules involving the Sλ take the form
Lλ ×Sµ = Sλ+µ ,
Eλ ×Sµ = σ−2
(
Eλ+µ+1
)⊕ 2Eλ+µ ⊕σ2(Eλ+µ+1),
Sλ ×Sµ = σ−2
(
Sλ+µ+1
)⊕ 2Sλ+µ ⊕σ2(Sλ+µ+1). (2.13)
Those of the twisted modules σ ℓ
(
Sλ
)
then follow from (2.10).
We will define the fusion ring as the free abelian group generated by the indecomposables σ ℓ
(
L0
)
,
σ ℓ
(
L1
)
, σ ℓ
(
Eλ
)
, σ ℓ
(
S0
)
and σ ℓ
(
S1
)
, equipped with the fusion product of (2.11) and (2.13), extended
by (2.10). There are of course many more indecomposable admissibles beyond those discussed above, as
may be seen from the various submodules and quotients of the σ ℓ
(
Sλ
)
. We will only need to consider four
additional families of indecomposables, specifically, the following four submodules of σ±1
(
Sλ
)
and their
images under spectral flow:
σ−1
(
L1
)
=D−3/2
E+−1/2
σ
(
L0
)
=D+−1/2
σ
(
L1
)
=D+−3/2
E−
+1/2
σ−1
(
L0
)
=D−1/2
σ−1
(
L0
)
=D−1/2
E+
+1/2
σ
(
L1
)
=D+−3/2
σ
(
L0
)
=D+−1/2
E−−1/2
σ−1
(
L1
)
=D−3/2
.
Despite their reducibility, it is clear that these four modules share much in common with the irreducibles
Eλ with λ /∈ Z+ 12 . In particular, the minimal conformal dimension of the states of the E±±1/2 is − 18 , this
space of states of minimal conformal dimension has weights which are unbounded in both directions, and
the multiplicity of these minimal weight spaces is always 1. Indeed, we will see in Section 3.2 that the
characters of the E±±1/2 are given by substituting λ =± 12 into the character formula for the irreducible Eλ .
For this reason, we will sometimes refer to the Eλ and E±±1/2 (as well as their images under spectral flow) as
being E-type modules. We remark that the superscript “±” labelling the reducible E-type modules is meant
to indicate that the indecomposable sl(2)-module formed by the minimal conformal dimension states has a
highest (+) or lowest (−) weight state.
While we are introducing terminology, we find it convenient to draw attention to the fact that the E-type
modules that we have defined are generically irreducible, generic here meaning that the weights do not
belong to Z+ 12 . Their images under spectral flow are likewise generically irreducible. This is reminiscent
of the generic irreducibility of (type I) Kac modules in Lie superalgebra theory [47], so we will often refer to
the irreducible E-type modules (and their spectral flow images) as being typical. Similarly, the σ ℓ(E±±1/2)
and their subquotients σ ℓ
(
L0
)
and σ ℓ
(
L1
)
will be referred to as being atypical.
2.4. Characters. The characters ch
[
M
]
(y;z;q) = trM ykzh0 qL0−c/24 of the admissible highest weight mod-
ules are very well known:
ch
[
L0
]
=
y−1/2
2
[
η (q)
ϑ4
(
z;q
) + η (q)
ϑ3
(
z;q
)] ,
ch
[
L1
]
=
y−1/2
2
[
η (q)
ϑ4
(
z;q
) − η (q)
ϑ3
(
z;q
)] ,
ch
[
D+−1/2
]
=
y−1/2
2
[
−iη (q)
ϑ1
(
z;q
) + η (q)
ϑ2
(
z;q
)] ,
ch
[
D+−3/2
]
=
y−1/2
2
[
−iη (q)
ϑ1
(
z;q
) − η (q)
ϑ2
(
z;q
)] . (2.14)
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The characters of the other “twisted” highest weight modules σ ℓ
(
Lλ
)
are then obtained from
ch
[
σ ℓ
(
M
)]
(y;z;q) = ch
[
M
](
yzℓqℓ
2/4;zqℓ/2;q
)
. (2.15)
In doing so, one notices that the characters obtained in this manner are not all linearly independent. More
precisely, the periodicity of the Jacobi theta functions leads to the relations
ch
[
σ ℓ−1
(
L0
)]
+ ch
[
σ ℓ+1
(
L1
)]
= ch
[
σ ℓ−1
(
L1
)]
+ ch
[
σ ℓ+1
(
L0
)]
= 0. (2.16)
There are therefore only four linearly independent characters among the ch
[
σ ℓ
(
Lλ
)]
, which we may take
to be those of the admissible highest weight modules (2.14).
This linear dependence of characters is not matched by corresponding isomorphisms between modules.
Rather [31], the characters must be distinguished, as power series in y, z and q, through their natural domain
of convergence. More precisely, the formal power series that keep track of the (graded) dimensions of the
weight space will only converge to the characters (2.14) for certain q and z. For σ ℓ(Lλ ), this region of
convergence is
|q|< 1, |q|−(ℓ−1) < |z|2 < |q|−(ℓ+1) . (2.17)
We emphasise that the linear dependencies (2.16) involve characters whose natural convergence domains
are disjoint, hence these must be understood as relations among the meromorphic extensions (2.14) of
the characters to the z-plane. We must therefore be careful to distinguish between characters as formal
power series and characters as meromorphic functions in what follows. This distinction makes it clear why
the linear dependencies of the meromorphic extensions of the characters do not reflect isomorphisms of
(irreducible) modules. However, modular transformations do not preserve the natural annuli of convergence,
so one might think that one is forced to use such extensions to consistently investigate modular properties.
The characters of the irreducible Eλ (the typical modules) and their twisted cousins are less well known
and even more problematic:
ch
[
Eλ
]
=
y−1/2zλ
η (q)2 ∑n∈Z
z2n. (2.18)
This clearly converges nowhere in the z-plane. However, this character formula also applies to the atypical
indecomposable modules E±±1/2, a fact that we shall prove in Section 3.2. These atypical characters are
alternatively given, by definition, as the sum of the characters of σ±1
(
L0
)
and σ∓1
(
L1
)
. By (2.16), this
sum vanishes upon meromorphically extending these characters to the full z-plane. One therefore concludes
that the “meromorphic extensions” of the characters of the E±±1/2 are identically 0. The same argument
applies to the atypical indecomposables S0 and S1, with the same conclusion. From here, it seems plausible
that the same should be true for the meromorphic extensions of the characters of the typical Eλ as well.
This proposal has a nicer interpretation at the level of the fusion ring which makes its consistency mani-
fest. Instead of merely declaring that various (linear combinations of) characters should be set to zero, we
assert that we wish to study the quotient of the fusion ring by the ideal generated by the modules
σ ℓ−1
(
L0
)⊕σ ℓ+1(L1), σ ℓ−1(L1)⊕σ ℓ+1(L0), σ ℓ(Eλ ), σ ℓ(S0), σ ℓ(S1) (2.19)
whose characters we would like to set to zero. That this does constitute an ideal is an easy consequence
of (2.10), (2.11) and (2.13). The quotient ring is free of rank 4 and we may take the generators to be the
equivalence classes of the admissible highest weight modules:
[
L0
]
,
[
L1
]
,
[
D+−1/2
]
and
[
D+−3/2
]
. The
fusion product descends to the quotient, where we denote it by ˙×, giving the following product:
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˙× [L0] [L1] [D+−1/2] [D+−3/2][
L0
] [
L0
] [
L1
] [
D+−1/2
] [
D+−3/2
]
[
L1
] [
L1
] [
L0
] [
D+−3/2
] [
D+−1/2
]
[
D+−1/2
] [
D+−1/2
] [
D+−3/2
] −[L1] −[L0][
D+−3/2
] [
D+−3/2
] [
D+−1/2
] −[L0] −[L1]
We now have a bijective correspondence between (equivalence classes of) modules and linearly independent
meromorphic extensions of characters. It is not hard to check that the modular S-matrix
˙S=
1
2

1 −1 1 −1
−1 1 1 −1
1 1 i i
−1 −1 i i
 (2.20)
obtained from the latter recovers, through the Verlinde formula, the structure constants of the fusion oper-
ation ˙× on the former. This, of course, explains how the Verlinde formula is able to give negative integers
when applied to the admissible highest weight modules of a fractional level Wess-Zumino-Witten model.
3. MODULAR TRANSFORMATIONS
The issue of extending the characters of the admissible modules to meromorphic functions of ζ is a
rather subtle one. However, we have seen that doing so allows one to reconstruct the structure constants
for a certain quotient of the fusion ring from the modular group’s action on the (extended) characters. The
price one pays is that the fusion ring quotient is rather small, being generated (as an abelian group) by the
four admissible highest weight modules. Our aim in what follows is to extend the modular group action to
the complete set of characters, that is, to the full fusion ring. More precisely, we will demonstrate that the
Verlinde formula reproduces the structure constants of the Grothendieck ring of fusion, defined as the ring
obtained from the fusion ring by identifying each indecomposable with the direct sum of its composition
factors.4 This is the best we can hope for, as the input to a Verlinde formula is the transformation properties
of the characters, and characters do not distinguish indecomposable modules from the direct sum of their
composition factors.
The key idea that makes such an extension possible is the realisation that one can do better than taking
meromorphic extensions of characters for modular considerations: The correct setting is to extend the
characters as distributions. This is not a new idea (see [33, 34] for example), but applying it to fractional
level models gives us the opportunity to analyse the behaviour of such extensions in detail. In particular,
we find that the Verlinde formula relevant to our model is the obvious generalisation of the rational one to a
continuous spectrum. We therefore find this result beautiful, illuminating, and rather satisfactory in the light
of the more complicated “generalised Verlinde formulae” that have been proposed for other logarithmic
conformal field theories [41, 43, 50–52]: There are no troublesome “logq” factors and τ-dependent S-
matrices to deal with,5 and no need to postulate, nor try to interpret, “pseudo-characters”. Moreover, we
expect that our formalism will lead to a better understanding of these generalised Verlinde formulae.
4That the Grothendieck ring is well-defined, meaning that the fusion product descends to the quotient, is not at all obvious. What
one needs to check is that the fusion product is exact. While this can indeed be verified at k = − 12 from the known fusion rules, we
mention that the irreducibility of the fusion unit (L0) is generally taken as a strong indicator of the exactness of fusion, see [48, 49].
5Actually, we will see that the S-matrices we derive do have a weak τ-dependence, but it is entirely contained within the phase |τ |/τ .
This causes no trouble as such phases always cancel when applying the Verlinde formula or studying non-chiral phenomena such as
modular invariants.
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3.1. Modular Properties of Typical Characters. We begin by interpreting Equation (2.18) distribution-
ally. Write y = e2piit , z = e2piiζ and q = e2piiτ , so that6
ch
[
Eλ
]
=
e
−ipit
e
2piiλ ζ
η (τ)2 ∑n∈Z
e
4piinζ = e
−ipit
e
2piiλ ζ
η (τ)2 ∑m∈Z
δ (2ζ −m) = e
−ipit
η (τ)2 ∑m∈Z
e
ipimλ δ (2ζ −m) . (3.1)
Applying spectral flow as in (2.15) gives the twisted characters as
ch
[
σ ℓ
(
Eλ
)]
=
e−ipiteipiℓ2τ/4
η (τ)2 ∑m∈Z
e
ipim(λ−ℓ/2)δ (2ζ + ℓτ−m) . (3.2)
With the standard action of the modular S- and T-transformations,
S : ( t |ζ | τ ) 7−→ ( t− ζ 2/τ ∣∣ ζ/τ ∣∣−1/τ ) , T : ( t |ζ | τ ) 7−→ ( t |ζ | τ + 1 ) (3.3)
(for which S4 = (ST)6 = id), we compute
S
{
ch
[
σ ℓ
(
Eλ
)]}
=
e
−ipit
e
ipiζ 2/τ
e
−ipiℓ2/4τ
η (−1/τ)2 ∑m∈Z
e
ipim(λ−ℓ/2)δ
(
2ζ − ℓ−mτ
τ
)
=
|τ|
−iτ
e−ipit
η (τ)2 ∑m∈Z
e
ipim2τ/4
e
−ipimλ δ (2ζ +mτ− ℓ) , (3.4a)
T
{
ch
[
σ ℓ
(
Eλ
)]}
= eipi(ℓ(λ−ℓ/4)−1/6)ch
[
σ ℓ
(
Eλ
)]
. (3.4b)
Equation (3.4a) requires further manipulation. We claim that the S-transformations of the typical characters
take the form
S
{
ch
[
σ ℓ
(
Eλ
)]}
= ∑
ℓ′∈Z
∫ 1
−1
S(ℓ,λ )(ℓ′,λ ′)ch
[
σ ℓ
′(
Eλ ′
)]
dλ ′, (3.5a)
where the “S-matrix” elements are given by
S(ℓ,λ )(ℓ′,λ ′) =
1
2
|τ|
−iτ e
ipi(ℓℓ′/2−ℓλ ′−ℓ′λ). (3.5b)
Verifying this is straight-forward: One substitutes (3.5b) and (3.2) into the right-hand side of (3.5a), per-
forms the λ ′-integration (obtaining 2δℓm) then the m-summation, and finally relabels ℓ′ as m to obtain the
right-hand side of (3.4a). This proves that the characters of the typical irreducibles close under modular
transformations.
Of course, the S-matrix element (3.5b) has an explicit τ-dependence. However, we view this as not
being a serious problem because this dependence is contained in the phase |τ|/τ = e−iargτ . This phase will
cancel in the Verlinde formula as well as when one considers bulk modular invariants. More abstractly, we
see that the typical characters only furnish a projective representation7 of the modular group (see [36] for a
related example where the modular representation is only projective). This may be checked explicitly. For
example, S2 has matrix elements
∑
ℓ′∈Z
∫ 1
−1
S(ℓ,λ )(ℓ′,λ ′)S(ℓ′,λ ′)(ℓ′′,λ ′′)dλ ′ =
1
4
|τ|2
−τ2 ∑
ℓ′∈Z
∫ 1
−1
e
ipi((ℓ+ℓ′′)ℓ′/2−ℓ′(λ+λ ′′)−(ℓ+ℓ′′)λ ′)dλ ′
=−1
2
e
−2iargτ ∑
ℓ′∈Z
e
−ipiℓ′(λ+λ ′′)δℓ+ℓ′′=0
6The reader may object at this point to our application of the standard Fourier-theoretic identity ∑n∈Z e2piinζ = ∑m∈Z δ (ζ −m). This
is indeed problematic because ζ is complex in general which makes the claim that test functions exist with the appropriate analytic
properties rather dubious. This can be resolved by moving to a purely algebraic characterisation of distribution: The test functions
are the 1-periodic trigonometric polynomials in ζ and the pairing with trigonometric power series (the distributions) is effected not by
integrating over a period, but by taking the residue, meaning the coefficient of the constant term.
7A projective representation pi of a group G is a representation on a projective vector space PV . When viewed from the perspective
of the regular vector space V , this means that the representing matrices pi (g) need only satisfy the group laws up to a non-zero scalar.
For example, pi (gh) = ωg,hpi (g)pi (h) for some ωg,h ∈ C\{0}.
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=−e−2iargτ δℓ+ℓ′′=0δ
(
λ +λ ′′ = 0 mod 2
)
, (3.6)
so it follows that S4 = e−4iargτ id. The non-zero phase e−4iargτ is a manifestation of the projective nature of
the representation. Here, we use a convenient shorthand for infinite sums of delta functions:
δ (λ = 0 mod j) = ∑
m∈Z
δ (λ − jm) . (3.7)
A similar calculation gives (ST)6 = e−6iargτ id. We remark that, up to the phase −e−2iargτ , S2 implements
conjugation at the level of chiral characters. This phase will cancel when we combine chiral characters with
their antichiral partners, so S2 is precisely conjugation for bulk characters.
Note also that the S-matrix we have computed satisfies
S(ℓ,λ )(ℓ′,λ ′) = S(ℓ′,λ ′)(ℓ,λ ), S(ℓ,λ )(ℓ′,λ ′) = S(−ℓ,−λ )(−ℓ′,−λ ′). (3.8a)
Moreover, a straight-forward calculation shows that it is also unitary (with † denoting conjugate transpose):[
SS
†]
(ℓ,λ )(ℓ′′,λ ′′) = δℓ=ℓ′′δ
(
λ = λ ′′ mod 2
)
. (3.8b)
These properties give us confidence that the Verlinde formula will work exactly as claimed. However,
before checking this, we must analyse the modular transformations of the atypical characters, in particular,
those of the vacuum character ch
[
L0
]
.
3.2. Modular Properties of Atypical Characters. Before studying the modular properties of the char-
acters of the atypical irreducibles σ ℓ
(
L0
)
and σ ℓ
(
L1
)
, we pause to prove a character identity which we
claimed in Section 2.4. Specifically, we will show that the characters of the atypical indecomposablesE±±1/2
are given by the same formula (2.18) as those of the typical irreducibles Eλ , hence that the results of Sec-
tion 3.1 apply to them and their images under spectral flow. It should be clear from their structures that the
characters of the E±±1/2 do not depend upon the superscript “±”, hence this label will sometimes be omitted
(in characters) when convenient. We emphasise that as the atypical characters are non-zero, Equation (2.16)
is incorrect when characters are treated as distributions rather than as meromorphic functions.
We begin by recalling that the characters of the indecomposables E±±1/2 are given by the sums of the
characters of their composition factors. The latter are given, as meromorphic functions, by Equations (2.14)
and (2.16), but we know that the sums will vanish in this setting. Our strategy will therefore be to expand the
composition factor characters in their (disjoint) annuli of convergence (2.17) and then sum them as formal
power series in z. This expansion will be carried out using a convenient identity of Kac and Wakimoto
which we review in Appendix A.
Consider first E±1/2. Its character will result from summing the following as formal power series:
ch
[
σ−1
(
L0
)]
=
y−1/2
2
[
iη (q)
ϑ1
(
z;q
) + η (q)
ϑ2
(
z;q
)]
ch
[
σ
(
L1
)]
=
y−1/2
2
[
−iη (q)
ϑ1
(
z;q
) − η (q)
ϑ2
(
z;q
)]
(|q|< |z|< 1),
(1 < |z|< |q|−1).
(3.9)
We apply Equations (A.3) and (A.4) to the quotients appearing in these functions in order to deduce the
appropriate expansions in z. In this way, we obtain
iη (q)
ϑ1
(
z;q
) = ϑ1(u;q)
ϑ1
(
uz;q
)
η (q)2 ∑n∈Z
zn
1− uqn
−iη (q)
ϑ1
(
z;q
) = −ϑ1(u;q)
ϑ1
(
uz;q
)
η (q)2 ∑n∈Z
znuqn
1− uqn
(|q|< |z|< 1),
(1 < |z|< |q|−1).
(3.10)
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Treating the right-hand sides as formal power series in z, and thus forgetting about the regions of conver-
gence, their sum becomes
ϑ1
(
u;q
)
ϑ1
(
uz;q
)
η (q)2 ∑n∈Z
zn =
1
η (q)2 ∑m∈Z
ϑ1
(
u;q
)
ϑ1
(
e2piimu;q
)δ (ζ −m) = 1
η (q)2 ∑m∈Z
(−1)m δ (ζ −m)
=
z1/2
η (q)2 ∑n∈Z
zn, (3.11)
since ϑ1
(
e2piiu;q
)
= −ϑ1
(
u;q
)
. This is the result of summing the iη/ϑ1 terms in (3.9). We can find the
sum of the η/ϑ2 terms using ϑ2
(
z;q
)
= ϑ1
(
eipi z;q
)
and thereby compute that
ch
[
E1/2
]
=
y−1/2z1/2
η (q)2 ∑n∈Z
1
2
(
1+(−1)n)zn = y−1/2z1/2
η (q)2 ∑n∈Z
z2n, (3.12)
as (2.18) requires. The result for ch[E−1/2] follows from an identical analysis (or through conjugation) and
applying spectral flow immediately extends this to every ch
[
σ ℓ
(
E±1/2
)]
.
We can now turn to the modular transformations of the atypical characters. To attack this problem, it is
convenient to summarise the structure of the indecomposables σ
(
E+±1/2
)
through the following short exact
sequences:
0 −→ σ2(L1)−→ σ (E+1/2) −→ L0 −→ 0, 0 −→ σ2(L0) −→ σ (E+−1/2)−→ L1 −→ 0. (3.13)
Splicing these sequences iteratively with their appropriately spectrally-flowed versions, we obtain resolu-
tions (infinite exact sequences) for the atypical irreducibles L0 and L1:
· · · −→ σ7(E+−1/2) −→ σ5(E+1/2)−→ σ3(E+−1/2) −→ σ (E+1/2)−→ L0 −→ 0,
· · · −→ σ7(E+1/2)−→ σ5(E+−1/2)−→ σ3(E+1/2) −→ σ (E+−1/2)−→ L1 −→ 0. (3.14)
Spectral flow may be applied to obtain resolutions of the other atypical irreducibles. Exactness now implies
the following character identities:
ch
[
σ ℓ
(
Lλ
)]
=
∞
∑
ℓ′=0
(−1)ℓ′ ch[σ ℓ+2ℓ′+1(E+λ+ℓ′+1/2)] (λ = 0,1). (3.15)
In this way, one expresses the atypical characters in terms of characters of indecomposables which behave,
as far as modular transformations are concerned, as if they were typical. This trick has been used, at the
level of characters, in many superalgebra studies, for example [36, 53–55]. We mention that we could have
used the exact sequences describing the σ−1
(
E−±1/2
)
to derive resolutions for the Lλ (involving negative
powers of σ ). In either case, the resulting character identities are convergent (as formal power series) as
one can easily check that only finitely many E-type characters contribute to the multiplicity of any given
weight space.
As the characters of the σ ℓ
(
E+±1/2
)
are given by Equation (3.2), the modular transformations (3.4b)
and (3.5) apply to them. We may therefore check (3.15) by combining it with (3.4b) to determine the
T-transformation of the atypical characters. This gives
T
{
ch
[
σ ℓ
(
Lλ
)]}
=
∞
∑
ℓ′=0
(−1)ℓ′ eipi((ℓ+2ℓ′+1)(λ−ℓ/4+ℓ′/2+1/4)−1/6)ch[σ ℓ+2ℓ′+1(E+λ+ℓ′+1/2)]
= eipi((ℓ+1)λ−ℓ
2/4+1/12)ch
[
σ ℓ
(
Lλ
)]
, (3.16)
which may be checked to agree perfectly with the expected phase e2pii(∆λ−c/24) (where ∆λ is the conformal
dimension of any state of σ ℓ
(
Lλ
)
and c = −1 is the central charge). Combining (3.4b) and (3.15) then
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gives the S-transformation of the atypical characters:
S
{
ch
[
σ ℓ
(
Lλ
)]}
=
∞
∑
ℓ′=0
(−1)ℓ′ ∑
ℓ′′∈Z
∫ 1
−1
S(ℓ+2ℓ′+1,λ+ℓ′+1/2)(ℓ′′,λ ′′)ch
[
σ ℓ
′′(
Eλ ′′
)]
dλ ′′
=
1
2
|τ|
−iτ ∑
ℓ′′∈Z
∫ 1
−1
e
ipi(ℓℓ′′/2−ℓλ ′′−ℓ′′λ−λ ′′)ch
[
σ ℓ
′′(
Eλ ′′
)] ∞
∑
ℓ′=0
(−1)ℓ′ e−2piiλ ′′ℓ′dλ ′′ (3.17a)
=
1
4
|τ|
−iτ ∑
ℓ′′∈Z
∫ 1
−1
e
ipi(ℓℓ′′/2−ℓλ ′′−ℓ′′λ)
cos(piλ ′′) ch
[
σ ℓ
′′(
Eλ ′′
)]
dλ ′′. (3.17b)
We therefore set (compare with (3.5b))
S(ℓ,λ )(ℓ′,λ ′) =
1
4
|τ|
−iτ
e
ipi(ℓℓ′/2−ℓλ ′−ℓ′λ)
cos(piλ ′) , (3.18)
with the overline indicating an irreducible atypical representation. In particular, we obtain
S(0,0)(ℓ,λ ) =
1
4
|τ|
−iτ
1
cos(piλ ) (3.19)
for the vacuum representation L0.
We remark that we will make no attempt to define S-matrix “entries” between two atypical represen-
tations as well (S(ℓ,λ )(ℓ′,λ ′)). Quite aside from the point that we would have no use for such entries, it is
important to emphasise that the above treatment of atypical irreducible characters makes it clear that we
are choosing the characters of the irreducible typicals σ ℓ
(
Eλ
)
, for λ 6= ± 12 , and the indecomposable atyp-
icals σ ℓ
(
E+±1/2
)
as our basis. The complete set of S-matrix entries was therefore given in Section 3.1.
Equation (3.18) is just a dependent quantity that will be useful for studying atypical irreducibles in what
follows.
3.3. The Verlinde Formula. We now turn to a verification of the Verlinde formula. Because of the con-
tinuous spectrum, this will involve an integral much as the S-transformation formulae (3.5) and (3.17) do.
We begin by checking the typical fusion rule
σ ℓ
(
Eλ
)×σm(Eµ)= σ ℓ+m+1(Eλ+µ+1/2)⊕σ ℓ+m−1(Eλ+µ−1/2). (3.20)
The Verlinde formula gives
N
(n,ν)
(ℓ,λ )(m,µ) = ∑
ℓ′∈Z
∫ 1
−1
S(ℓ,λ )(ℓ′,λ ′)S(m,µ)(ℓ′,λ ′)S
∗
(n,ν)(ℓ′,λ ′)
S(0,0)(ℓ′,λ ′)
=
1
2 ∑
ℓ′∈Z
e
ipi((ℓ+m−n)ℓ′/2−ℓ′(λ+µ−ν))
∫ 1
−1
e
−ipi(ℓ+m−n)λ ′ cos
(
piλ ′
)
dλ ′
=
1
2 ∑
ℓ′∈Z
e
ipi((ℓ+m−n)ℓ′/2−ℓ′(λ+µ−ν)) (δℓ+m−n=1 + δℓ+m−n=−1)
= δn=ℓ+m+1δ
(
ν = λ + µ + 12 mod 2
)
+ δn=ℓ+m−1δ
(
ν = λ + µ− 12 mod 2
)
. (3.21)
This is in perfect agreement with (3.20) because it predicts the Grothendieck “fusion rule”
ch
[
σ ℓ
(
Eλ
)]× ch[σm(Eµ)] = ∑
n∈Z
∫ 1
−1
N
(n,ν)
(ℓ,λ )(m,µ) ch
[
σn
(
Eν
)]
dν
= ch
[
σ ℓ+m+1
(
Eλ+µ+1/2
)]
+ ch
[
σ ℓ+m−1
(
Eλ+µ−1/2
)]
. (3.22)
We remark that this confirmation of the Verlinde formula gives strong additional support to the conjecture
(2.10) concerning the interplay between fusion and spectral flow.
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The Grothendieck fusion rule corresponding to σ ℓ
(
Lλ
)×σm(Eµ) = σ ℓ+m(Eλ+µ) follows from the
Verlinde formula even more easily. The resulting fusion coefficients are
N
(n,ν)
(ℓ,λ )(m,µ) = δn=ℓ+mδ (ν = λ + µ mod 2) , (3.23)
as expected. The derivation corresponding to σ ℓ
(
Lλ
)×σm(Lµ) = σ ℓ+m(Lλ+µ) is slightly less straight-
forward and deserves comment. Indeed, one computes that
N
(n,ν)
(ℓ,λ )(m,µ) =
1
8 ∑
ℓ′∈Z
e
ipi [(ℓ+m−n)/2−(λ+µ−ν)]ℓ′
∫ 1
−1
e
−ipi(ℓ+m−n)λ ′
cos(piλ ′) dλ
′ (3.24a)
=
1
2
δ
(
ν = λ + µ− 12 (ℓ+m− n) mod 2
) ∞
∑
ℓ′′=0
(−1)ℓ′′
∫ 1
−1
e
−ipi(ℓ+m−n+1+2ℓ′′)λ ′dλ ′
=
(−1)
(n−ℓ−m−1)/2 δ
(
ν = λ + µ− 12 (ℓ+m− n) mod 2
)
, if n− ℓ−m− 1∈ 2N,
0, otherwise.
(3.24b)
The alert reader will have noticed that the integral in (3.24a) is actually divergent. We recall that the
cosine function appearing here, and in the denominators of (3.18) and (3.19), results from summing the
geometric series appearing in (3.17a) at the boundary of its radius of convergence. These denominators
should therefore be understood as formal placeholders for the geometric series. The above computation
proceeds smoothly once this series has been correctly reinstated in (3.24a) and it is then easy to check that
ch
[
σ ℓ
(
Lλ
)]× ch[σm(Lµ)] = ∞∑
ℓ′=0
(−1)ℓ′ ch[σ ℓ+m+2ℓ′+1(Eλ+µ+ℓ′+1/2)] = ch[σ ℓ+m(Lλ+µ)]. (3.25)
This shows that the Verlinde formula correctly reproduces the Grothendieck fusion rules involving the
irreducible typicals σ ℓ
(
Eλ
)
and the irreducible atypicals σ ℓ
(
Lλ
)
. It is routine to check that this is also
consistent with the fusion rules of the atypical indecomposables σ ℓ
(
Sλ
)
; such checks are therefore omitted.
We remark only that we will not use the Verlinde formula to compute fusion coefficients of the form N cab in
which c refers to an atypical irreducible (and do not expect that such an application would be meaningful).
The reason is again that the atypical irreducibles do not belong to the basis of characters which we have
chosen to work with.
4. MODULAR INVARIANTS AND EXTENDED ALGEBRAS
4.1. Modular Invariants. With the modular properties of the characters well in hand, we may now turn
to the question of constructing modular invariant partition functions. The most obvious candidate is the
diagonal partition function, which in our context is given by
Zdiag. = ∑
ℓ∈Z
∫ 1
−1
ch
[
σ ℓ
(
Eλ
)]
ch
[
σ ℓ
(
Eλ
)]
dλ . (4.1)
T-invariance is obvious and S-invariance follows directly from unitarity (Equation (3.8)). The invariance of
the charge-conjugation partition function
Zc.c. = ∑
ℓ∈Z
∫ 1
−1
ch
[
σ ℓ
(
Eλ
)]
ch
[
σ−ℓ
(
E−λ
)]
dλ . (4.2)
is likewise deduced from Equations (3.4b) and (3.8). We remark that the atypical regime λ = ± 12 cannot
be ignored in these invariants, despite representing a set of measure zero, because it is where the vacuum of
the theory resides. Indeed, the character relations
ch
[
σ ℓ
(
E±λ
)]
= ch
[
σ ℓ−1
(
Lλ−1/2
)]
+ ch
[
σ ℓ+1
(
Lλ+1/2
)]
, (λ =± 12 ), (4.3)
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show that the combination ch
[
L0
]
ch
[
L0
]
occurs with multiplicity two in the integrands of both Zdiag.
and Zc.c.. This does not imply that these theories have two vacua (or indeed, any vacua) because the
partition function does not tell us if such states are eigenvectors, or merely generalised eigenvectors, of L0.
Nevertheless,
∣∣ch[L0]∣∣2 occurring is necessary for the corresponding theory to have a vacuum.
One can, in fact, construct infinitely many different modular invariants from the admissible spectrum.
Classifying these is an interesting problem, but one that is well beyond our present aims. Instead, we will
consider certain invariants built from a discrete subset of the spectrum. In particular, we recall [2] that the
coset relation between ŝl(2)−1/2 and the triplet algebra W (1,2) strongly suggests that there should exist
a modular invariant of the former involving the atypical modules and the typical irreducibles σ ℓ
(
E0
)
and
σ ℓ
(
E1
)
. Moreover, the σ ℓ
(
E0
)
should not couple to the σ ℓ′
(
E1
) (because their coset versions do not in the
coset modular invariant).
We begin by analysing the constraints of T-invariance for this special case. If σ ℓ
(
Eλ
)
and σm
(
Eµ
)
are
to be coupled in a T-invariant partition function, then Equation (3.4b) requires that
ℓ
(
λ − ℓ
4
)
= m
(
µ− m
4
)
mod 2. (4.4)
When λ = µ , this simplifies rather nicely as
(ℓ− 2λ )2 = (m− 2λ )2 mod 8, (4.5)
from which we obtain (for 2λ ∈ Z) that ℓ and m either have the opposite parity to 2λ , or they have the same
parity as 2λ and ℓ−m is divisible by 4. The simplest condition guaranteeing T-invariance, when λ ∈ 12Z,
is therefore to take ℓ= m mod 4.
Based on this observation, we propose the following (T-invariant) partition function:
Z2 = ∑
ℓ∈Z
∑
m∈Z
ℓ=m mod 4
3
∑
j=0
ch
[
σ ℓ
(
E j/2
)]
ch
[
σm
(
E j/2
)]
. (4.6)
As with the diagonal and charge-conjugation invariants above, ∣∣ch[L0]∣∣2 appears with multiplicity 2, so
the vacuum can be accommodated within this proposal. It only remains to check S-invariance. For this,
one applies (3.5), obtaining two more sums over spectral flow parameters ℓ′ and m′ and two integrals over
sl(2)-weights λ ′ and µ ′. The phases from the S-matrix elements factorise in such a way that the sums over
ℓ, m = ℓ+ 4n and j may be performed. The first two give
2δ
(
λ ′ = 12ℓ′+ µ ′− 12 m′ mod 2
)
and 1
2
δ
(
µ ′ = 12 m
′ mod 12
)
, (4.7)
respectively, while the third is a geometric series which sums to 0 unless ℓ′−m′ is divisible by 4, in which
case the sum is 4. Noting the “ mod 12 ” in the second delta function’s argument, we therefore obtain
S{Z2}= ∑
ℓ′∈Z
∑
m′∈Z
ℓ′=m′ mod 4
3
∑
j′=0
ch
[
σ ℓ′
(
E(ℓ′+ j′)/2
)]
ch
[
σm
′(
E(m′+ j′)/2
)]
= Z2, (4.8)
because shifting j′ to j = ℓ′+ j′ shifts m′+ j′ to m′− ℓ′+ j = j mod 4. We contend that Z2 is the partition
function of the ŝl(2)−1/2-theory whose coset is the triplet model W (1,2).
In fact, Z2 is the first of an infinite sequence of discrete modular invariant partition functions. Take b to
be a positive even integer. Then, we claim that
Zb = ∑
ℓ∈Z
∑
m∈Z
ℓ=m mod 2b
2b−1
∑
j=0
ch
[
σ ℓ
(
E j/b
)]
ch
[
σm
(
E j/b
)] (4.9)
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is modular invariant. As b is even, we see that the terms with j = 12 b and j = 32 b will contribute atypical
characters in which
∣∣ch[L0]∣∣2 appears twice. T-invariance follows from(
ℓ− 2 jb
)2
−
(
m− 2 jb
)2
= (ℓ−m)(ℓ+m)− 8 j ℓ−m
2b = 0 mod 8, (4.10)
which itself follows from ℓ−m ∈ 2bZ⊆ 4Z and ℓ+m ∈ 2Z. Finally, S-invariance follows exactly as with
b = 2, the parity of b only being used to shift j′ in the final step.
4.2. Extended Algebras. One can interpret the modular invariants Zb in terms of simple current extensions
of the algebra ŝl(2)−1/2. Assuming Equation (2.10), the twisted vacuum modules σ ℓ
(
L0
)
are all simple
currents of infinite order. Their states will have integer dimensions precisely when ℓ is a multiple of 4. For
b an even integer, we may construct an extended algebraW(b) as in [56,57] using the fields associated with
σ2b
(
L0
)
. As an ŝl (2)−1/2-module, the algebra decomposes into
W(b) ∼=
⊕
ℓ∈Z
σ2bℓ
(
L0
)
, (b ∈ 2Z+). (4.11)
Restricting the simple current so that its states have integer dimensions guarantees that the character of this
decomposition will be an eigenvector for the modular T-transformation. One can also construct modules
for the extended algebra by combining ŝl (2)−1/2-modules along orbits under fusion with the chosen simple
current. In particular, we consider theW(b)-modules E(b)λ which decompose into ŝl(2)−1/2-modules as
E
(b)
λ
∼=
⊕
ℓ∈Z
σ2bℓ
(
Eλ
)
, (b ∈ 2Z+). (4.12)
Spectral flow then generates, for each λ , an additional 2b− 1 non-isomorphicW(b)-modules. It is easy to
check that the corresponding characters will be T-eigenvectors, hence that the extended algebra generators
will act with integer-moding, if and only if bλ ∈Z. The natural diagonal partition function for aW(b)-theory
is then
Zdiag.
[
W(b)
]
=
2b−1
∑
r=0
2b−1
∑
s=0
ch
[
σ r
(
E
(b)
s/b
)]
ch
[
σ r
(
E
(b)
s/b
)]
, (b ∈ 2Z+). (4.13)
Decomposing this combination into ŝl (2)−1/2-characters, we identify Z
[
W(b)
]
as the invariant partition
function Zb.
There are other simple currents with which we can extend ŝl(2)−1/2. In particular, the twisted irre-
ducibles σ ℓ
(
L1
)
are simple currents of integer dimension for all ℓ = 2 mod 4. Indeed, σ2
(
L1
)
generates
the (cyclic subgroup of) integer dimension simple currents. With these, one can construct the extended
algebras
W(b) ∼=
⊕
ℓ∈Z
[
σ4bℓ
(
L0
)⊕σ2b(2ℓ+1)(L1)] , (b ∈ 2Z+− 1), (4.14)
whose (untwisted) E-type modules are given by
E
(b)
λ
∼=
⊕
ℓ∈Z
[
σ4bℓ
(
Eλ
)⊕σ2b(2ℓ+1)(Eλ+1)]∼= E(2b)λ ⊕σ2b(E(2b)λ+1), (b ∈ 2Z+− 1), (4.15)
when restricted appropriately. Noting that σ2b
(
E
(b)
λ
)
= E
(b)
λ+1 and that T-invariance requires bλ ∈ Z+ 12 ,
the diagonal partition function would have the form
Zdiag.
[
W(b)
]
=
2b−1
∑
r=0
2b−1
∑
s=0
ch
[
σ r
(
E
(b)
s/b−1/2
)]
ch
[
σ r
(
E
(b)
s/b−1/2
)] (b ∈ 2Z+− 1)
=
4b−1
∑
r=0
2b−1
∑
s=0
[∣∣∣ch[σ r(E(b)s/b−1/2)]∣∣∣2 + ch[σ r(E(b)s/b−1/2)]ch[σ r+2(E(b)s/b+1/2)]] . (4.16)
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However, one can check that this expression is not S-invariant. While there are undoubtedly other modular
invariants to find, they are not constructed from the simple currents σ ℓ
(
L1
)
.
8
The reason for this is ultimately rooted in the fact that the simple currents σ ℓ
(
L1
)
, unlike the σ ℓ
(
L0
)
,
cannot be obtained from the vacuum module by twisting with an automorphism of ŝl (2)−1/2. More con-
cretely, observe that the spectral flow automorphism σ2b satisfies
Sσ 2b(ℓ,λ )(ℓ′,λ ′) = S(ℓ+2b,λ )(ℓ′,λ ′) = e
ipibℓ′
e
−2piibλ ′
S(ℓ,λ )(ℓ′,λ ′), (4.17)
so that the S-matrix is left unchanged when b is even and bλ ′ ∈ Z. The transformation rule for ω : (ℓ,λ ) 7→
(ℓ+ 2b,λ + 1) is rather
Sω(ℓ,λ )(ℓ′,λ ′) = e
ipi(b−1)ℓ′
e
−2piibλ ′
S(ℓ,λ )(ℓ′,λ ′). (4.18)
For b odd, one can therefore guarantee S-invariance (bλ ′ ∈ Z) or T-invariance (bλ ′ ∈ Z+ 12 ), but not both.
Returning to b even, we remark that the extended algebra theories with partition functions Z
[
W(b)
]
=
Zb are rational in the sense that they are constructed from a finite number of irreducible representations.
However, their modular behaviour is not exemplary. It is straight-forward to compute the S-matrix for the
characters of the σ ℓ
(
E
(b)
λ
)
using (3.5b):
S(ℓ,λ )(ℓ′,λ ′) =
1
2b
|τ|
−iτ e
ipi(ℓℓ′/2−ℓλ ′−ℓ′λ). (4.19)
This is a 4b2 × 4b2 matrix, symmetric and unitary. However, one quickly runs into difficulty when at-
tempting to apply this to a Verlinde formula: The trick using resolutions to construct the atypical irre-
ducible characters, and the vacuum character in particular, can no longer be used because the periodicity
σ2b
(
E
(b)
λ
)
= E
(b)
λ leads to divergences. Summing the S-matrix contributions (3.18) directly likewise leads
to divergences — the matrix elements S(ℓ,λ )(ℓ′,λ ′) are undefined when λ ′ takes on an atypical value. This
bad modular behaviour seems to be a fundamental problem with extended theories. Indeed, it is straight-
forward to deduce the (Grothendieck) fusion rules of theW(b)-theories and see that the fusion matrices are
not diagonalisable, hence that the standard Verlinde formula cannot apply. In this, the extended theories are
similar to the W (1, p)-models studied, for example, in [41–43, 49, 58, 59]. We expect that a detailed inves-
tigation of the extended theories constructed here will help to shed further light on the modular properties
of rational logarithmic conformal field theories in general.
5. MODELS WITH ŝl (2)−4/3-SYMMETRY
In this section, we summarise the result of applying the methods described above for k = − 12 to the
case when the level is k = − 43 and the central charge is c = −6. This is the only other level for which
the fusion rules and resulting indecomposable structures have been (partially) computed and analysed,
respectively [13, 15]. We include this case to demonstrate that our approach to modular transformations
and the Verlinde formula is quite robust. Indeed, we shall use it to complete the structural analysis of the
staggered modules generated by fusion and to provide a non-trivial check of a conjectured fusion rule. The
generalisation of the above formalism to arbitrary admissible level ŝl(2)-theories, for which there is no
detailed description of the fusion rules, will be discussed elsewhere.
5.1. Spectrum and Fusion. The admissible k =− 43 irreducibles from our relaxed category once again fall
into two countably-infinite families and one uncountably-infinite family:
σ ℓ
(
L0
)
, σ ℓ
(
D+−2/3
)
, σ ℓ
(
Eλ
) (ℓ ∈ Z, λ ∈ (−1,1]\{± 23}).
8We also mention that one can extend by the simple current σ2b
(
L0
)
with b odd. The dimensions of the extension fields are now
half-integers, so one expects fermionic behaviour. However, we expect that the modular invariant constructed using supercharacters
and half-integer moded sectors will coincide with the bosonic invariant Z2b.
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)
FIGURE 2. Depictions of the admissible irreducible ŝl(2)−4/3-modules. Each labelled
state declares its sl(2)-weight and conformal dimension (in that order). Conformal di-
mensions increase from top to bottom and sl (2)-weights increase from right to left. We
have shifted the middle row to emphasise the conjugation symmetry. Moreover, the mod-
ules of this row do behave in many respects as if they should be assigned a half-integer
spectral flow index.
Here, the minimal conformal dimension among the states of Eλ is − 13 and we shall use the following
identifications liberally in the rest of this section:
σ
(
L0
)
=D+−4/3, σ
−1(L0)=D−4/3, σ−1(D+−2/3) =D−2/3. (5.1)
This spectrum is illustrated for convenience in Figure 2.
Regarding the Eλ with λ 6= ± 23 as typical, we have four atypical E-type modules whose structure dia-
grams are
D−2/3
E++2/3
D+−4/3
D+−2/3
E−−2/3
D−4/3
D−4/3
E+−2/3
D+−2/3
D+−4/3
E−+2/3
D−2/3
.
As with the case k = − 12 , further indecomposables may be constructed through fusion. Assuming (2.10),
we can summarise the computations of [13] as follows:
D−2/3×D+−2/3 = L0⊕E0, D+−2/3×E0 = S+−2/3, E0×E0 = E0⊕S0. (5.2)
Of course, L0 acts as the fusion identity. Both S0 and S+−2/3 are indecomposable modules
9 on which L0 acts
non-diagonalisably, and the same is true for their images under spectral flow. We therefore regard them as
staggered modules. Unfortunately, while the analysis in [13] provides detailed structural information for the
9We find it natural to affix a superscript “+” to S+−2/3 as this module is not expected to be self-conjugate. Instead, we expect that its
conjugate is w(S+−2/3) = σ−1(S+−2/3), which we will therefore denote by S−2/3.
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first two filtered quotients employed by the fusion algorithm, it was not clear if this information is sufficient
to derive full structure diagrams and characters. We will confirm in what follows that this is indeed the case.
The fusion rules involving the other typical Eλ were not considered in [13]. However, the fusion rules
involving the staggered modules S0 and S+−2/3 are noted to follow from associativity and the following
conjectured rule:
D+−2/3×S0 = S+−2/3. (5.3)
This conjecture was again supported by explicitly constructing certain filtered quotients of the fusion prod-
uct. For completeness, we remark that this conjecture implies that
E0×S0 = 2E0,
D−2/3×S+−2/3 = 2E0⊕S0,
S0×S0 = 2S0,
E0×S+−2/3 = 2S+−2/3,
S0×S+−2/3 = 2S+−2/3,
S−2/3×S+−2/3 = 4E0⊕ 2S0.
(5.4)
Equation (2.10) is assumed to extend these rules to their spectrally-flowed versions.
5.2. Characters. The characters of the admissible highest weight modules are readily determined:
ch
[
L0
]
=
y−4/3q1/4 ∑n∈Z (−1)n z2nq3n(n+1)/2
∏
∞
i=1 (1− z2qi)(1− qi)(1− z−2qi−1)
= y−4/3
ϑ1
(
z2;q3
)
ϑ1
(
z2;q
) ,
ch
[
D+−4/3
]
=
y−4/3z−4/3q−1/12 ∑n∈Z (−1)n z2nqn(3n−1)/2
∏
∞
i=1 (1− z2qi)(1− qi) (1− z−2qi−1)
= y−4/3z−4/3q2/3
ϑ1
(
z2q−2;q3
)
ϑ1
(
z2;q
) ,
ch
[
D
+
−2/3
]
=
y−4/3z−2/3q−1/12 ∑n∈Z (−1)n z2nqn(3n+1)/2
∏
∞
i=1 (1− z2qi)(1− qi) (1− z−2qi−1)
= y−4/3z−2/3q1/6
ϑ1
(
z2q−1;q3
)
ϑ1
(
z2;q
) .
(5.5)
As meromorphic functions, these formulae lead to the relations
ch
[
σ ℓ−1
(
D+−2/3
)]
+ ch
[
σ ℓ+1
(
L0
)]
= ch
[
σ ℓ−1
(
L0
)]
+ ch
[
σ ℓ
(
D+−2/3
)]
= 0, (5.6)
which demonstrates that the space spanned by the ch
[
σ ℓ
(
L+0
)]
and the ch
[
σ ℓ
(
D+−2/3
)]
again has a basis
given by the characters of the highest weight admissibles. Moreover, the atypical indecomposables E±±1/2
again have vanishing meromorphic characters.
The annulus of convergence in which one should expand the character of σ ℓ
(
L0
)
is given by
|q|< 1, |q|−(ℓ−1) < |z|2 < |q|−(ℓ+1) . (5.7)
This contrasts with the annulus for that of σ ℓ
(
D+−2/3
)
which is given by
|q|< 1, |q|−ℓ < |z|2 < |q|−(ℓ+1) . (5.8)
We note that the relations (5.6) again correspond to summing characters whose natural regions of expansion
are disjoint.
To compute the characters of the atypicals E±±2/3, we again use the identity of Kac and Wakimoto detailed
in Appendix A. For E±2/3, we begin by using (A.4) to expand the character of D+−4/3 in the annulus 1< |z|2 <
|q|−1, obtaining
ch
[
D+−4/3
]
=−iy−4/3z−4/3q2/3 ϑ1
(
z2q−2;q3
)
ϑ1
(
u;q
)
ϑ1
(
uz2;q
)
η (q)3 ∑n∈Z
z2nuqn
1− uqn . (5.9)
We next compute the character of D−2/3 and then expand it in the annulus |q|< |z|2 < 1 using (A.3):
ch
[
D−2/3
]
= y−4/3z2/3q1/6
ϑ1
(
z2q−2;q3
)
ϑ1
(
z2q−1;q
) =−y−4/3z−4/3q2/3 ϑ1(z2q−2;q3)
ϑ1
(
z2;q
)
= iy−4/3z−4/3q2/3
ϑ1
(
z2q−2;q3
)
ϑ1
(
u;q
)
ϑ1
(
uz2;q
)
η (q)3 ∑n∈Z
z2n
1− uqn . (5.10)
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Adding these expansions (as formal power series) now gives
ch
[
E±2/3
]
= iy−4/3z−4/3q2/3
ϑ1
(
z2q−2;q3
)
ϑ1
(
u;q
)
ϑ1
(
uz2;q
)
η (q)3 ∑n∈Z
z2n
= iy−4/3z−4/3q2/3 ∑
m∈Z
ϑ1
(
e
2piimq−2;q3
)
ϑ1
(
u;q
)
ϑ1
(
e2piimu;q
)
η (q)3
δ (2ζ −m)
= iy−4/3z2/3q2/3
ϑ1
(
q−2;q3
)
η (q)3 ∑n∈Z
z2n
= y−4/3
z2/3
η (q)2 ∑n∈Z
z2n. (5.11)
A similar calculation (or conjugating) gives an analogous formula for ch[E±−2/3]. We remark that these
results agree perfectly with the character formula for typical irreducibles, namely
ch
[
Eλ
]
= y−4/3
zλ
η (q)2 ∑n∈Z
z2n. (5.12)
Indeed, this can even be derived from (5.11) using the general structure theory outlined in [46, 60].
Finally, consider the fusion ring generated by the modules σ ℓ
(
L0
)
, σ ℓ
(
D+−2/3
)
, σ ℓ
(
E0
)
, σ ℓ
(
S0
)
and
σ ℓ
(
S+−2/3
) (we exclude the other typical irreducibles as [13] says nothing about their fusion rules). The
quotient of this ring by the ideal generated by the zero-character modules
σ ℓ−1
(
D+−2/3
)⊕σ ℓ+1(L0), σ ℓ−1(L0)⊕σ ℓ(D+−2/3), σ ℓ(E0), σ ℓ(S0), σ ℓ(S+−2/3) (5.13)
is free of rank 3. Taking the equivalence classes
[
L0
]
,
[
D+−4/3
]
and
[
D+−2/3
]
as an ordered basis, the
induced product ˙× on the quotient is given by:
˙× [L0] [D+−4/3] [D+−2/3][
L0
] [
L0
] [
D+−4/3
] [
D+−2/3
]
[
D+−4/3
] [
D+−4/3
] −[D+−2/3] −[L0][
D+−2/3
] [
D+−2/3
] −[L0] [D+−4/3]
The reader might like to verify that the Verlinde formula recovers these structure coefficients from the
S-matrix obtained [4] from the meromorphic characters (5.5):
˙S=− 1√
3
 1 1 −11 e4pii/3 −e2pii/3
−1 −e2pii/3 e4pii/3
 . (5.14)
5.3. Modular Transformations. We begin by applying spectral flow (2.15) to the typical characters (5.12),
obtaining
ch
[
σ ℓ
(
Eλ
)]
=
e−8piit/3e2piiℓ2τ/3
η (τ)2 ∑m∈Z
e
ipi(λ−4ℓ/3)mδ (2ζ + ℓτ−m) . (5.15)
Here, as before, we have set y = e2piit , z = e2piiζ and q = e2piiτ . The method detailed in Section 3.1 now
easily determines the modular properties of these characters:
S
{
ch
[
σ ℓ
(
Eλ
)]}
= ∑
ℓ′∈Z
∫ 1
−1
S(ℓ,λ )(ℓ′,λ ′)ch
[
σ ℓ
′(
Eλ ′
)]
dλ ′, S(ℓ,λ )(ℓ′,λ ′) =
1
2
|τ|
−iτ e
ipi(4ℓℓ′/3−ℓλ ′−ℓ′λ),
(5.16a)
T
{
ch
[
σ ℓ
(
Eλ
)]}
= eipi(ℓ(λ−2ℓ/3)−1/6)ch
[
σ ℓ
(
Eλ
)]
. (5.16b)
MODULAR DATA AND VERLINDE FORMULAE FOR FRACTIONAL LEVEL WZW MODELS I 21
Of course, these transformations also apply to the characters of the atypicals E±±2/3. We remark that the S-
matrix is again symmetric and unitary (Equation (3.8)) and that conjugation is implemented, up to a phase,
by S2.
To deduce the modular properties of the other atypical characters, we construct resolutions as in Sec-
tion 3.2. Splicing together the short exact sequences describing the structure diagrams of the E+±2/3, we
obtain the resolutions
· · · −→ σ5(E+2/3) −→ σ4(E+−2/3)−→ σ2(E+2/3) −→ σ (E+−2/3)−→ L0 −→ 0,
· · · −→ σ6(E+−2/3)−→ σ4(E+2/3) −→ σ3(E+−2/3) −→ σ (E+2/3) −→D+−2/3 −→ 0. (5.17)
Applying spectral flow, these imply the following character identities for the irreducible atypicals:
ch
[
σ ℓ
(
L0
)]
=
∞
∑
ℓ′=0
(
ch
[
σ ℓ+3ℓ
′+1(E+−2/3)]− ch[σ ℓ+3ℓ′+2(E+2/3)]) ,
ch
[
σ ℓ
(
D+−2/3
)]
=
∞
∑
ℓ′=0
(
ch
[
σ ℓ+3ℓ
′+1(E+2/3)]− ch[σ ℓ+3ℓ′+3(E+−2/3)]) . (5.18)
We therefore arrive at the modular transformation properties of the atypical irreducibles by summing over
those of the indecomposables. In particular, we compute that
S(ℓ,0)(ℓ′,λ ′) =
1
2
|τ|
−iτ
e
ipiℓ(4ℓ′/3−λ ′)
1+ 2cos(piλ ′) , S(ℓ,−2/3)(ℓ′,λ ′) =
|τ|
−iτ
e
ipi(ℓ+1/2)(4ℓ′/3−λ ′) cos(piλ ′/2)
1+ 2cos(piλ ′) . (5.19)
As before, the overline indicates that the pair refers to an atypical irreducible (σ ℓ(L0) and σ ℓ(D+−2/3),
respectively). We mention that these formulae provide good evidence for the claim that the σ ℓ(D+−2/3)
should be assigned a spectral flow index of ℓ+ 12 . Finally, note that we are again using the characters of
the typical irreducibles σ ℓ
(
Eλ
)
, supplemented by those of the atypical indecomposables σ ℓ
(
E+±2/3
)
, as the
character basis.
5.4. The Verlinde Formula. We first apply the Verlinde formula to the (Grothendieck) fusion of two
typicals. The denominator 1+ cos(piλ ′) of the vacuum S-matrix entries leads to three contributions:
N
(n,ν)
(ℓ,λ )(m,µ) = ∑
ℓ′∈Z
∫ 1
−1
S(ℓ,λ )(ℓ′,λ ′)S(m,µ)(ℓ′,λ ′)S
∗
(n,ν)(ℓ′,λ ′)
S(0,0)(ℓ′,λ ′)
= δn=ℓ+m−1δ
(
ν = λ + µ− 43 mod 2
)
+ δn=ℓ+mδ (ν = λ + µ mod 2)
+ δn=ℓ+m+1δ
(
ν = λ + µ + 43 mod 2
)
. (5.20)
This is again consistent with the conjectured relation (2.10). Setting ℓ = m = 0 for clarity, the Verlinde
formula implies the Grothendieck fusion rule
ch
[
Eλ
]× ch[Eµ] = ch[σ−1(Eλ+µ−4/3)]+ ch[Eλ+µ]+ ch[σ (Eλ+µ+4/3)]. (5.21)
Comparing conformal dimensions, we deduce that the fusion of Eλ and Eµ is completely reducible, except
perhaps when λ + µ = 0,1,± 23 . When λ + µ = 1, we conjecture that the result is also completely re-
ducible.10 When λ + µ = 0, however, Equation (5.2) shows that σ−1(E2/3) and σ (E−2/3) combine (with
appropriate superscripts “±”) to form the indecomposable S0 and that E0 splits off as a direct summand.
We therefore deduce the following structure diagram for the staggered module S0:
10This conjecture may be verified using the Nahm-Gaberdiel-Kausch algorithm as in [3, 13]. However, a detailed description of this
calculation (and other direct fusion computations) is beyond the scope of the present article, and we defer it to a future publication.
22 T CREUTZIG AND D RIDOUT
L0
σ−1
(
D−2/3
)
σ
(
D+−2/3
)
L0
S0 .
Similarly, when λ + µ = ± 23 , we expect that E±2/3 combines with σ∓1
(
E∓2/3
) (again with appropriate
superscripts) to form the indecomposable S∓±2/3. The other factor, σ±1
(
E0
)
, again splits off as a direct
summand. The relevant structure diagrams are therefore
D−2/3
σ−2
(
L0
)
σ
(
L0
)
D−2/3
D+−2/3
σ−1
(
L0
)
σ2
(
L0
)
D+−2/3
S−+2/3 S
+
−2/3 .
This confirms and refines the structural conjectures made in [13].11 Note that these diagrams become
symmetric in terms of spectral flow indices upon regarding D±∓2/3 as having index ± 12 . We further remark
(see Appendix B for justifications) that these structure diagrams uniquely determine the k =− 43 staggered
modules, as admissible modules, up to isomorphism.
The (conjectural) E-type fusion rules may therefore be summarised as follows:
Eλ ×Eµ =

E0⊕S0 if λ + µ = 0,
σ−1
(
E0
)⊕S+−2/3 if λ + µ =− 23 ,
σ
(
E0
)⊕S−2/3 if λ + µ = 23 ,
σ−1
(
Eλ+µ−4/3
)⊕Eλ+µ ⊕σ (Eλ+µ+4/3) otherwise.
(5.22)
Turning next to the (Grothendieck) fusion of the irreducible atypicals with typicals, we find that fusion with
the vacuum and its images under spectral flow behaves as expected (as is easily verified). We therefore turn
to fusing with D+−2/3 and its spectrally-flowed versions. This time, the Verlinde formula gives
N
(n,ν)
(ℓ,−2/3)(m,µ) = δn=ℓ+mδ
(
ν = µ− 23 mod 2
)
+ δn=ℓ+m+1δ
(
ν = µ + 23 mod 2
)
. (5.23)
This yields, for example,
ch
[
D+−2/3
]× ch[E0] = ch[E−2/3]+ ch[σ (E2/3)] = ch[S+−2/3], (5.24)
which is consistent with (5.2) and confirms the above structure diagrams. However, it also yields
ch
[
D+−2/3
]× ch[S0] = ch[D+−2/3]×(ch[σ−1(E2/3)]+ ch[σ (E−2/3)])
= ch
[
σ−1
(
E0
)]
+ ch
[
E−2/3
]
+ ch
[
σ
(
E2/3
)]
+ ch
[
σ2
(
E0
)]
= ch
[
σ−1
(
E0
)]
+ ch
[
S+−2/3
]
+ ch
[
σ2
(
E0
)]
, (5.25)
11The structure of S+−2/3 was also partially identified in [15] using an explicit construction based on lattice vertex algebras (similar to
the free field methods of [31, 32]). An intertwiner was also constructed there which is consistent with the second fusion rule of (5.2).
MODULAR DATA AND VERLINDE FORMULAE FOR FRACTIONAL LEVEL WZW MODELS I 23
which is inconsistent with the rule (5.3) conjectured in [13]. Indeed, this computation leads us to conjecture
that the correct fusion rule is instead
D+−2/3×S0 = σ−1
(
E0
)⊕S+−2/3⊕σ2(E0). (5.26)
We remark that conformal dimensions do not rule out σ−1
(
E0
)
and σ2
(
E0
)
combining into an indecom-
posable. However, we view this as unlikely. Assuming (5.26), associativity now implies that the fusion
rules (5.4) must be replaced by
D
−
2/3×S+−2/3 = 2E0⊕S0,
E0×S0 = σ−1
(
S
−
2/3
)⊕ 2E0⊕σ (S+−2/3),
E0×S+−2/3 = σ−1
(
E0
)⊕ 2S+−2/3⊕σ2(E0),
S0×S0 = σ−3
(
E0
)⊕σ−1(S−2/3)⊕ 2E0⊕ 2S0⊕σ (S+−2/3)⊕σ3(E0),
S0×S+−2/3 = 2σ−1
(
E0
)⊕σ−1(S0)⊕ 2S+−2/3⊕σ2(S0)⊕ 2σ2(E0)
S
−
2/3×S+−2/3 = σ−1
(
S
−
2/3
)⊕ 4E0⊕ 2S0⊕σ (S+−2/3).
(5.27)
In computing these rules, we have first used the Verlinde formula to confirm that the fusion rule for D−2/3×
D+−2/3 given in (5.2) is correct.
The conjectured fusion rule (5.26) nicely highlights the utility of the Verlinde formula. Computing
fusion rules directly using the Nahm-Gaberdiel-Kausch algorithm is very difficult in general. A subtlety
that deserves emphasising for such ŝl (2)-computations is that one is often required to perform several such
computations, determining different filtered quotients of the fusion product, in order to detect components of
differing spectral flow index. Worse yet, one has no a priori knowledge concerning which of the infinitely
many filtrations will lead to non-trivial contributions for the fusion product. For example, the filtrations
used in [13] do not see the states of σ−1(E0) or σ2(E0), hence these modules were missed in the original
conjecture (5.3). The Verlinde formula, however, yields this required a priori knowledge effortlessly. It
predicts the spectral flow indices of the contributing modules and so tells us exactly which filtrations must
be considered in order to deduce a complete picture of the fusion module and its indecomposable structure.
5.5. Modular Invariants and Extended Algebras. The search for bulk modular invariants is similar to
the case of k =− 12 . We again have the obvious diagonal and charge-conjugation partition functions, given
by (4.1) and (4.2), respectively, and their invariance again follows from the standard properties of the S-
matrix. There is also a family of discrete bulk modular invariant partition functions corresponding to simple
current extensions of ŝl(2)−4/3. The fusion rules reported in (5.2), (5.22), (5.26) and (5.27) show that the
integer dimension simple currents again form a cyclic subgroup and that it is generated by σ3
(
L0
)
.
Taking therefore b ∈ 3Z+, we may construct extended algebras W(b), and E-type extended algebra
modules E(b)λ , which decompose into ŝl(2)−4/3-modules as follows:
W(b) ∼= ∑
ℓ∈Z
σbℓ
(
L0
)
, E
(b)
λ
∼= ∑
ℓ∈Z
σbℓ
(
Eλ
) (b ∈ 3Z+). (5.28)
The corresponding diagonal partition functions therefore take the form
Zb =
b−1
∑
r=0
b−1
∑
s=0
ch
[
σ r
(
E
(b)
2s/b
)]
ch
[
σ r
(
E
(b)
2s/b
)]
= ∑
ℓ∈Z
∑
m∈Z
ℓ=m mod b
b−1
∑
j=0
ch
[
σ ℓ
(
E2 j/b
)]
ch
[
σm
(
E2 j/b
)]
. (5.29)
T-invariance is easily checked and S-invariance may be demonstrated in an analogous fashion to the k =− 12
case. We therefore only repeat the main steps: The modular S-transformation leads, as usual, to a sum over
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ℓ′,m′ ∈ Z and an integral over λ ′,µ ′. Performing the sums over ℓ, m = ℓ+ bn and j leads to the factors
2δ
(
λ ′ = 43ℓ′+ µ ′− 43 m′ mod 2
)
,
2
b δ
(
µ ′ = 43 m
′ mod 2b
)
, bδℓ′=m′ mod b, (5.30)
respectively, and simplifying recovers Zb. We remark that Z3 is our candidate partition function for the
ŝl(2)−4/3-theory whose û(1)-coset is (related to) the c =−7 triplet model W (1,3).
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APPENDIX A. AN IDENTITY OF KAC AND WAKIMOTO
In this appendix, we will briefly review a remarkable identity of Kac and Wakimoto [61, Eq. (4.8)] which
turns out to be very useful for computing the characters of the indecomposable atypical ŝl (2)-modulesE±±1/2
in Sections 3.2 and 5.2. The identity in question is derived from the denominator formula for the affine Lie
superalgebra ŝl(2|1):
∞
∏
i=1
(
1− uvqi)(1− qi)2 (1− u−1v−1qi−1)
(1+ uqi) (1+ vqi) (1+ u−1qi−1) (1+ v−1qi−1)
=
1− u−1v−1
(1+ u−1) (1+ v−1)
−
[
∞
∑
m,n=1
−
−∞
∑
m,n=−1
]
(−1)m+n umvnqmn. (A.1)
This equality holds for formal power series in q. Both sides converge absolutely in the region where |q|< 1
and |u| , |v| < |q|−1. Kac and Wakimoto then interpret the right-hand side of this identity as a power series
in u, obtaining
∞
∏
i=1
(
1− uvqi) (1− qi)2 (1− u−1v−1qi−1)
(1+ uqi)(1+ vqi)(1+ u−1qi−1)(1+ v−1qi−1)
=− ∑
m∈Z
(−1)m um
1+ vqm
. (A.2)
The region of convergence is now |q|< |u|< 1.
We make the replacements u 7→ −u and v 7→ −v in (A.2) in order to write the left-hand side more
compactly. The result is
ϑ1
(
uv;q
)
η (q)3
ϑ1
(
u;q
)
ϑ1
(
v;q
) =−i ∑
m∈Z
um
1− vqm (|q|< |u|< 1). (A.3)
The region of convergence is important. If we replace u by uq in the above, then we instead derive that
ϑ1
(
uv;q
)
η (q)3
ϑ1
(
u;q
)
ϑ1
(
v;q
) =−i ∑
m∈Z
umvqm
1− vqm (1 < |u|< |q|
−1). (A.4)
These identities will be used to expand characters, written as meromorphic functions, in the appropriate
regions of convergence. However, the results will be identified as expressing the characters as formal power
series for which convergence issues may be neglected.
APPENDIX B. THE STRUCTURE OF k =− 43 STAGGERED MODULES
In this appendix, we consider whether the structure diagrams deduced in Section 5.4 completely deter-
mine the staggered module up to isomorphism. For S0, this may be settled using the method applied to
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its namesake at k = − 12 , as detailed in [3, Sec. 4.3]. In brief, we choose
∣∣x+0 〉 to span the weight space of
S0 of weight 2 and conformal dimension −1, then define
∣∣ω0〉 = f−1∣∣x+0 〉 and ∣∣x−0 〉 by e−1∣∣x−0 〉 = ∣∣ω0〉.
Finally, the logarithmic partner
∣∣y0〉 of ∣∣ω0〉 is normalised so that L0∣∣y0〉 = ∣∣ω0〉. The structure of S0 is
then determined by the six constants appearing in the following equations:
e1
∣∣y0〉= β0∣∣x+0 〉,
f1
∣∣y0〉= ˜β0∣∣x−0 〉,
e0
∣∣y0〉 = β ′0h−1∣∣x+0 〉+β ′′0 f−2e1∣∣x+0 〉,
f0
∣∣y0〉 = ˜β ′0h−1∣∣x−0 〉+ ˜β ′′0 e−2 f1∣∣x−0 〉. (B.1)
These constants are completely determined by the constraints e2e0
∣∣y0〉= f2 f0∣∣y0〉= 0, h1e0∣∣y0〉= 2e1∣∣y0〉,
h1 f0
∣∣y0〉 =−2 f1∣∣y0〉, e0 f0∣∣y0〉 = f0e0∣∣y0〉 and L0∣∣y0〉 = ∣∣ω0〉, yielding
β0 = ˜β0 = 16 , −β
′
0 =
˜β ′0 = 12 , β
′′
0 =
˜β ′′0 = 34 . (B.2)
We conclude that S0 is determined up to isomorphism by its structure diagram.
That the staggered module S0 is admissible, meaning that it is a module of the vertex operator algebra,
can be checked by acting on
∣∣y0〉 with the zero-mode of the null field
χ =−36 : eh f : + 24 : e∂ f : + 9 : hhh : − 96 : ∂e f : − 18 : ∂hh : + 4∂ 2h, (B.3)
which corresponds to the f0-descendant of the (non-trivial) singular vector of the vacuum Verma module.
The result is χ0
∣∣y0〉 = 48(β0 − ˜β0)∣∣ω0〉 = 0 as required. We remark that the conclusion β0 = ˜β0 has a
curious consequence: From
β0〈x+0 ∣∣x+0 〉 = 〈ω0∣∣y0〉 = ˜β0〈x−0 ∣∣x−0 〉, (B.4)
we conclude that the norms of
∣∣x+0 〉 and ∣∣x−0 〉 must be taken as equal. In other words, we are not free to
choose the relative normalisation of these vectors, as one might have naı¨vely supposed.
The analysis for S+−2/3 is somewhat more subtle. Now, we choose
∣∣x+−2/3〉 to span the weight space of
weight 43 and conformal dimension− 13 , and then define
∣∣ω−2/3〉= f0∣∣x+−2/3〉 and ∣∣x−−2/3〉 by e−1∣∣x−−2/3〉=∣∣ω−2/3〉. The logarithmic partner to ∣∣ω−2/3〉 will be denoted by ∣∣y−2/3〉 and is normalised as usual so that(
L0 + 13
) ∣∣y−2/3〉 = ∣∣ω−2/3〉. We therefore have only two constants to consider, defined by
e0
∣∣y−2/3〉 = β−2/3∣∣x+−2/3〉, f1∣∣y−2/3〉= ˜β−2/3∣∣x−−2/3〉. (B.5)
The only obvious constraint, however, is
(
L0 + 13
) ∣∣y−2/3〉= ∣∣ω−2/3〉 which yields β−2/3 + ˜β−2/3 =− 23 . It
therefore appears that there may exist a one-parameter family of ŝl(2)−4/3-modules sharing the structure
diagram of S+−2/3.
12 But, we have not yet imposed the requirement of admissibility. Doing so, one obtains
χ0
∣∣y−2/3〉 = 24(β−2/3− ˜β−2/3)∣∣ω0〉 = 0, hence that
β−2/3 = ˜β−2/3 =− 13 . (B.6)
We conclude that S−2/3 is determined, as an admissible ŝl(2)−4/3-module, up to isomorphism by its struc-
ture diagram. Note that this again forces the norms of
∣∣x+−2/3〉 and ∣∣x−−2/3〉 to coincide.
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[28] P Di Francesco, P Mathieu, and D Se´ne´chal. Conformal Field Theory. Graduate Texts in Contemporary Physics.
Springer-Verlag, New York, 1997.
[29] W Nahm. Quasirational Fusion Products. Int. J. Mod. Phys., B8:3693–3702, 1994. arXiv:hep-th/9402039.
[30] M Gaberdiel and H Kausch. Indecomposable Fusion Products. Nucl. Phys., B477:293–318, 1996. arXiv:hep-th/9604026.
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MODULAR DATA AND VERLINDE FORMULAE FOR FRACTIONAL LEVEL WZW MODELS I 27
[39] T Creutzig, D Ridout, and S Wood. In preparation.
[40] M Gaberdiel and H Kausch. A Local Logarithmic Conformal Field Theory. Nucl. Phys., B538:631–658, 1999.
arXiv:hep-th/9807091.
[41] J Fuchs, S Hwang, A Semikhatov, and I Yu Tipunin. Nonsemisimple Fusion Algebras and the Verlinde Formula. Comm. Math.
Phys., 247:713–742, 2004. arXiv:hep-th/0306274.
[42] B Feigin, A Gainutdinov, A Semikhatov, and I Yu Tipunin. Modular Group Representations and Fusion in Logarithmic
Conformal Field Theories and in the Quantum Group Center. Comm. Math. Phys., 065:47–93, 2006. arXiv:hep-th/0504093.
[43] P Pearce, J Rasmussen, and P Ruelle. Grothendieck Ring and Verlinde Formula for the W-Extended Logarithmic Minimal
Model WLM (1, p). J. Phys., A43:045211, 2010. arXiv:0907.0134 [hep-th].
[44] M Gaberdiel, I Runkel, and S Wood. A Modular Invariant Bulk Theory for the c = 0 Triplet Model. J. Phys., A44:015204,
2011. arXiv:1008.0082 [hep-th].
[45] D Adamovic´ and A Milas. Vertex Operator Algebras Associated to Modular Invariant Representations of A(1)1 . Math. Res. Lett.,
2:563–575, 1995. arXiv:q-alg/9509025.
[46] B Feigin, A Semikhatov, and I Yu Tipunin. Equivalence Between Chain Categories of Representations of Affine sl (2) and
N = 2 Superconformal Algebras. J. Math. Phys., 39:3865–3905, 1998. arXiv:hep-th/9701043.
[47] V Kac. Characters of Typical Representations of Classical Lie Superalgebras. Comm. Alg., 5:889–897, 1977.
[48] D Kazhdan and G Lusztig. Tensor Structures Arising from Affine Lie Algebras. IV. J. Amer. Math. Soc., 7:383–453, 1994.
[49] A Tsuchiya and S Wood. The Tensor Structure on the Representation Category of the Wp Triplet Algebra. arXiv:1201.0419
[hep-th].
[50] M Flohr and H Knuth. On Verlinde-Like Formulas in c(p,1) Logarithmic Conformal Field Theories. arXiv:0705.0545
[math-ph].
[51] M Gaberdiel and I Runkel. From Boundary to Bulk in Logarithmic CFT. J. Phys., A41:075402, 2008. arXiv:0707.0388
[hep-th].
[52] A Semikhatov. A Note on the Logarithmic (p, p′) Fusion. arXiv:0710.5157 [hep-th].
[53] L Rozansky and H Saleur. S and T Matrices for the Super U (1,1) WZW Model. Application to Surgery and 3-Manifolds
Invariants Based on the Alexander Conway Polynomial. Nucl. Phys., B389:365–423, 1993. arXiv:hep-th/9203069.
[54] H Saleur and V Schomerus. The GL (1 | 1) WZW Model: From Supergeometry to Logarithmic CFT. Nucl. Phys.,
B734:221–245, 2006. arXiv:hep-th/0510032.
[55] H Saleur and V Schomerus. On the SU (2 | 1) WZW Model and its Statistical Mechanics Applications. Nucl. Phys.,
B775:312–340, 2007. arXiv:hep-th/0611147.
[56] P Mathieu and D Ridout. The Extended Algebra of the SU (2) Wess-Zumino-Witten Models. Nucl. Phys., B765:201–239, 2007.
arXiv:hep-th/0609226.
[57] P Mathieu and D Ridout. The Extended Algebra of the Minimal Models. Nucl. Phys., B776:365–404, 2007.
arXiv:hep-th/0701250.
[58] M Flohr. On Modular Invariant Partition Functions of Conformal Field Theories with Logarithmic Operators. Int. J. Mod. Phys.,
A11:4147–4172, 1996. arXiv:hep-th/9509166.
[59] A Gainutdinov and I Yu Tipunin. Radford, Drinfeld and Cardy Boundary States in (1, p) Logarithmic Conformal Field Models.
J. Phys., A42:315207, 2009. arXiv:0711.3430 [hep-th].
[60] A Semikhatov and V Sirota. Embedding Diagrams of N = 2 Verma Modules and Relaxed ŝl (2) Verma Modules.
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