at immersion and at emersion, at latitudes ranging from 46
INTRODUCTION
On July 3rd, 1989, the bright star 28 Sagittarii (28 Sgr, V ∼ 5.5) was occulted by Saturn, its rings, and a few hours later, Titan's thick atmosphere. This exceptional event was followed from Europe, the Middle East and Central Asia by professional and amateur astronomers, at wavelengths ranging from 0.36 to 0.89 µm, with telescopes between 15 cm and 2 m in diameter.
The occultation lightcurves provide information on Titan's atmosphere at altitude levels between about 250 and 600 km above the satellite's surface. This corresponds to pressure levels of about 250 and 0.15 µbar, respectively. The atmospheric layers below 250 km are inaccessible because the stellar flux is then too much refracted and also because Titan's atmosphere becomes obscured by hazes. On the other hand, layers higher than 600 km are too tenuous to have a significant effect on the stellar flux. As explained later, however, in this paper we restrict our study to altitudes between ∼290 and 500 km (∼110-1.4 µbar), where the signal-to-noise ratio is high enough to reveal fine density fluctuations in Titan's atmosphere.
Unique results have already been obtained from this occultation. A joint analysis of the lightcurves and a detailed discussion of the results were published by Hubbard et al. (1993b) , hereafter referred to as H93. Complementary information is presented in the references mentioned at the beginning of the next section. Among the results derived so far, we can quote the temperature profiles between ∼300 and 500 km, the spatial extension of Titan's stratospheric haze (with a north/south asymmetry), and the aerosol size distribution. Noteworthy also is the fortuitous detection of a central flash as the European stations went near the center of Titan's shadow. This flash yields the precise shape of the 250-µbar isobar (250-km altitude) and, thus, provides constraints on the satellite zonal wind system, with evidence for a superotation at that level, and velocities of ∼170 m s −1 at high latitudes, dropping to ∼100 m s −1 near the equator. For comparison the speed of sound at that level is ∼270 m s −1 , assuming a temperature of 175 K and a pure nitrogen atmosphere.
Meanwhile, more information is still contained in the data. In particular a conspicuous stellar scintillation was monitored during the whole event and from all the stations. This scintillation is caused by refractivity and thus also density inhomogeneities in Titan's atmosphere. From a theoretical point of view, these features provide us with important information about the dynamical state of the stratosphere. In particular, there has been indication for propagating internal gravity waves from the Voyager radio occultation experiment lower in the atmosphere, i.e., below ∼90 km (∼13 mbar) (see Friedson 1994) . These waves propagating upward will increase their amplitude, to conserve their energy flux as the background density drops. The regions that we probe are so high that significant fluctuations (±5%) can be observed, and serve as tests for general models of Titan's atmospheric dynamics.
Particularly important is the contribution of these waves to the energy and momentum budgets of the upper stratosphere. The momentum deposited when the waves break can serve to maintain zonal winds, while the mechanical energy dissipated through molecular viscosity may compete with the other sources of heat at those altitudes [see the example of Neptune, as described by Roques et al. (1994) ]. Also, breaking waves can be an important source of eddy mixing and can cause zonal winds to decrease with height, as is the case in the terrestrial mesosphere and is probably the case above the cloud tops on Venus (Hinson and Jenkins 1995) . From a more practical point of view, these inhomogeneities may be important for and have measurable effects on the Huygens probe as it plunges in the satellite atmosphere in December 2004 (Fulchignoni 1992 , and see the discussion by Strobel and Sicardy 1997) . Conversely, the probe acceleration may serve as a tool to monitor the vertical density profile over a fine scale.
While it is obvious that a significant scintillation is present in our data, some care must be taken when interpreting the results derived from their analysis. The aim of this paper is to evaluate the role of several possible biases that can distort the original structure of the atmosphere. Then, our results can be used as input parameters for further modeling of Titan stratosphere dynamics, a work that we defer to the future.
After a brief description of the observations (Section 2), we define a consistent origin and a consistent altitude scale for all the lightcurves (Section 3). This is necessary when comparing data sets, in particular to study the horizontal structure of the observed features. Density and temperature profiles are derived in Section 4, and fluctuations with respect to a smooth atmosphere are described in Section 5. In that section, we show evidence for breaking structures under convective instability. In Section 6, vertical spectra of the fluctuations are derived. The possible biases due to the finite stellar diameter and ray crossing are examined in Section 7. The horizontal layering of the atmosphere is analyzed in Section 8, with a determination of the horizontal-to-vertical ratio (aspect ratio) of the structures and their horizontal spectrum. We finally discuss our results in Section 9.
OBSERVATIONS
Observational details and preliminary results can be found in Beisker et al. (1989) , Forrest and Nicolson (1990) , Hubbard et al. (1990) , and Sicardy et al. (1990) . More complete description and analysis are provided in H93. We have chosen, among all the available data, the lightcurves with sufficient signal-tonoise ratio and time resolution to reveal the stellar scintillation in Titan atmosphere. The observational circumstances of the data used in this paper are summarized in Table I .
The geocentric ephemeris of Titan, based on the VSOP82 theory (Bretagnon 1982) , was provided by the Bureau des Longitudes, and is available on request. The adopted coordinates (D. Mink, private communication, 1989) . Finally, the parallax effects associated with the observing sites on the Earth (Table I) yield the motion of the observer in Titan's shadow. However, the accuracies of the ephemeris and on the stellar position are not sufficient to define the absolute position of an observer in the shadow at a given time. We have to use for that some benchmarks in the satellite atmosphere itself, as described in the next section. These benchmarks provide the position of each observer at a given time and, thus, uniquely define the absolute path of the observers in the satellite shadow.
The resulting tracks are shown in Figs. 1 and 2. We denote ξ and η the eastward and northward positions, respectively, of the observer relative to the center of Titan's shadow. The two closest paths corresponding to Northern Europe stations are separated by about 15 km, and the farthest ones (Northern Europe and Israel) are about 1700 km apart. The dotted circle in Fig. 1 shows the location of the inversion layer "A", at the altitude of Fig. 2 for an expanded view. Note that the Vatican track, at the left, starts only halfway in the shadow, due to the presence of clouds during the first half of the occultation. The radius of the solid surface of Titan is taken to be R T = 2575 km, but it was not detected during these observations (see Fig. 2 ). The dotted circle marks the location of the inversion layer A, at 425-km altitude, described in the text. 425 km (pressure p ∼ 7 µbar), which is discussed later. The halflight stellar flux was reached when the star was just above that altitude, at about 450 km above Titan's surface ( p ∼ 4 µbar). The titanocentric latitudes of the suboccultation points at that level are listed in Table II 9 km) has been derived from the occultation of the star by chosen Saturn's ring sharp edges (French et al. 1993 , Hubbard et al. 1993a ). This diameter, ∼18 km, corresponds to about 1 s of time in the lightcurves, since the velocity of the observer in Titan's shadow was close to 18.5 km s −1 for all the stations. On the other hand, the Fresnel scale F is of the order of 1 km in the visible (see Appendix A), so that the spatial resolution is dominated by the stellar diameter, not by diffraction effects. Note, however, that as the star "sets" in Titan's atmosphere, its vertical diameter shrinks in proportion to the stellar flux. Consequently, the vertical resolution improves as deeper layers are explored. For instance, at the upper parts of the various profiles shown in this paper (altitude level around 500 km) the vertical resolution is about 13 km. At the bottom of the profiles (altitude ∼ 300 km), it reduces to about 1.5 km.
AN ABSOLUTE VERTICAL SCALE
Stellar scintillation is detected not only during ingress and egress (Fig. 3) , but also well above the noise during the entire occultation (Fig. 4) , as the stellar image follows Titan's limb (Fig. 2) .
To study in detail the structure of the atmosphere from various stations, we need a consistent way of associating the time at which a stellar photon is received by an observer at the Earth with the altitude z and position angle of the stellar image in Titan's atmosphere at that time. A failure to do so will misalign atmospheric features that are otherwise connected.
As an observer enters Titan's shadow, the stellar image diverges from the observer's track, due to refraction effects (Fig. 2) . We want to know where the image of the star is at each moment along the limb of the satellite. There are actually two problems Fig. 1 , at ingress (A) and egress (B). The thin lines are the tracks followed by the observers in Titan's shadow, as in Fig. 1 . The dotted circles show the 300-and 500-km altitude levels, between which the most significant data are recorded. The thick curves are the tracks actually followed by the stellar images along the limb, between these two limits. Note that the stellar images first probe the atmosphere vertically, and then move essentially horizontally.
FIG. 2. Closeup views of the tracks shown in

FIG. 3.
Fiducial features A and B observed at Pic du Midi and Ein Harod (red channel). These features are used as benchmarks for defining an absolute origin of altitude. The abscissa is the distance from the observer to the center of Titan's shadow. The zero stellar flux for each normalized lightcurve is indicated by the horizontal line on the right. For sake of clarity, the Pic du Midi lightcurve has been shifted vertically by 0.7.
FIG. 4.
Drops in magnitude of the stellar flux as a function of time for three chosen stations. The lightcurves have been smoothed at a time resolution of 0.5 s. The time on the abscissa applies to the Pic du Midi lightcurve only; +148 s has been added to the Wise and Ein Harod UT times to center all the data in the figure. Note also that for sake of clarity, the Wise and Ein Harod curves have been shifted vertically by −10 and −5 magnitudes, respectively. The dotted lines indicate the drop in magnitude that the star should have at each station to reach the 3σ noise level due to the background flux (Titan + sky). Thus, the stellar scintillation due to Titan's atmosphere largely dominates the stellar scintillation due to the Earth atmosphere, except during the second half of the Pic du Midi event. In this part of the lightcurve, the stellar light was almost completely blocked by an aerosol layer (see H93). Note finally the wide central flash observed at Pic du Midi, caused by ray focusing near the shadow center. in this calculation: (i) the time recorded at a given station may be wrong, which can translate into several kilometers in Titan's atmosphere at a velocity of 18.5 km s −1 , and (ii) the position of the stellar image actually depends on the refractivity profile of the atmosphere, which is not known a priori (this is actually what we are looking for!).
Origin of Altitudes: The 425-km Inversion Layer
We have first allowed a small shift in time, δt, for each station. This shift slides each track along itself by about 18.5 km s −1 , as noted before. Unfortunately, we cannot use the solid surface of the satellite as a benchmark to determine δt, since refraction prevents the image of the star from reaching Titan's ground (Fig. 2) . However, we can rely on fiducial features in the atmosphere itself.
A first possibility is to use the half-light times derived from isothermal fits to the lightcurves, and then use the corresponding positions in the plane of the sky to derive the shape and the center of the "half-light" limb. Unfortunately, the half-light times can hardly be derived to better than about ±0.5 s, i.e., about 10 km in the plane of the sky. This is due to the fact that some data are intrinsically noisier, or have poorly calibrated background (Titan + sky) levels. Also, the aerosol layer severely distorts some of the lightcurves, providing displaced half-light times (see, for instance, the emersion at Pic du Midi in Fig. 4 ). Modeling the effects of the aerosols on the lightcurves is a rather difficult task since this layer is not homogeneous along the limb, and also because its absorbing properties depend on wavelength (see H93).
Consequently, we prefer to use more local and sharp features in the lightcurves. They have the advantage of providing timings that are much less affected by possible absorptions and/or calibration problems.
We noted in particular that a conspicuous broad spike delimited by two sharp dips (denoted "A" and "B") is present in all the lightcurves (Beisker et al. 1989) (and see two examples in Fig. 3) . We see later that these dips correspond to inversion layers in the temperature profiles (see, for instance, Figs. 7 and 9). We first projected, in Titan's shadow, the positions of the observers at the times when these dips were observed. A leastsquares adjustment then provides the center of the circle that best fits all these positions, allowing for the small shifts δt in the timing of each station (see Table II ). We use only the positions provided by dip A, because dip B is not so well defined in some stations (see . Because it is higher in altitude, the signature of dip B is relatively more affected by noise, which explains probably why its altitude seems to vary by a few kilometers even for nearby stations (see, for instance, the Wise and Ein Harod profiles in the Fig. 20B ).
Another sharp benchmark is provided by the central flash, when available. At the northernmost stations (Manley, Hertford, RGO, Langwedel, and Essen), the central flash is a narrow spike, which is thus quite sensitive to timing errors (see H93). The global solution obtained for the central flash in H93 does show small discrepancies between the model and the actual observations. The δt values necessary to bring the central flash observations onto the H93 model are listed in Table II . One can note the clear correlation of the δt values obtained from layer A at immersion and emersion and from the central flash. Unless coincidental, this correlation strongly points toward timing errors, rather than a physical departure of layer A from a circle.
The times for feature A are listed in Table III , as are the average δt values that have been applied to each station (see also the last column of Table II ). Once these shifts have been taken into account, we obtain in the last two columns of Table III the positions ξ and η of the observers in the shadow plane, using the ephemeris of Titan, the coordinates of the star, and the parallax effect for each station, as described at the beginning of Section 2.
A circular least-squares fit to these positions yields a radius of 2910.3 km in the shadow plane for feature A, with a rms deviation of 2.5 km (excluding the Vatican station, see the comments below), and a center at ξ c = −8143.6 km and η c = −660.5 km. This center is then taken as the origin of coordinates in the shadow plane, in particular for calculating the distance of the suboccultation points to Titan's center. The validity of our procedure can be addressed, in particular the assumption that the fiducial feature A (and, to a lesser extent, B) corresponds to a global spherical horizontal layer in the satellite atmosphere. This assumption can actually be validated on several grounds: i. The rms residual per degree of freedom is significantly improved once we apply the time-corrected δt values. We have actually 18 points along the limb, while a circular fit has three free parameters (position of the center and radius). The rms residual of the circular fit without time shift is 7.5 km, corresponding to a rms residual per degree of freedom of 7.5 √ 18/(18 − 3) = 8.2 km. If time shifts are allowed for each of the nine stations, we have then 12 free parameters (nine time shifts and three parameters for the circle). Since the rms residual for the circular fit is 2.5 km, this yields a rms residual per degree of freedom of 2.5 √ 18/(18 − 12) = 4.3 km, i.e., an improvement of almost a factor of 2 compared with the fit without time shift. Also, and as noted before, the good correlation observed for the δt values derived separately at immersion and emersion and for the central flash strongly suggests systematic timing errors at each station.
ii. The center of the 2910.3-km circle lies only 2.6 km from the center of the shadow as derived independently from the central flash analysis by H93. The isobar level associated with the central flash is at p ∼ 250 µbar, while the isobar corresponding to dip A is at p ∼ 7 µbar. The two isobars are thus concentric to within a small fraction of a stellar diameter (18 km), quite a good agreement if one remembers that these two pressure levels are separated by more than 3.5 scale heights.
iii. As detailed below, no global deviation from a spherical shape is observed, at least at the latitudes probed here (∼−46
• to +20
• ), indicating that the 7-µbar isobar is not significantly oblate in this range of latitude. This is consistent with the shape of the 250-µbar isobar, as derived from the central flash analysis, which shows a deviation of less than 3 km from a sphere in the same range of latitude (see Fig. 34 of H93) . Thus, although H93 gives a rather substantial global oblateness, ∼0.016, for the 250-µbar level, its departure from a sphere is significant only for latitudes larger (in absolute value) than ∼50
• .
More quantitatively, we have performed elliptical leastsquares fits to the positions listed in Table III , to detect a possible oblateness of layer A. These fits do not improve the residuals per degree of freedom. For instance, with no time shift applied, we get a rms residual of 7.4 km with an elliptical fit, not an improvement with respect to 7.5 km for a circular fit since we now have five free parameters for the ellipse (position of the center, ξ c , η c , semimajor axis, oblateness, position angle), instead of three for the circle. We get a similar result when time shifts are applied: the rms residual is about the same (2.5 km) using an elliptical or a circular fit. This means that no significant departure from a circle can be detected for layer A, using our data set.
It remains to explain the origin of the timing shifts listed in Table II . According to the observers at Manley, Hatfield, Langwedel, Essen, Pic du Midi, and Catania, these shifts are comparable to or only slightly larger than the announced timing accuracies. It is hard to conclude in the case of the Vatican data, since only one side of the occultation is available. The time shift there is close to 1 s, but it is impossible to check whether a similar correction applied at immersion, to confirm a timing problem. Finally, after discussions with the observers at RGO, Ein Harod, and Wise, no clear explanations can be given for the large (with respect to the announced accuracies) timing corrections that must be applied at these stations.
Finally, we point out that the rms residual of 2.5 km obtained with a circular fit, and with the time shifts δt values applied, corresponds to an internal rms time residual of about 0.13 s, with a velocity of about 18.5 km s −1 . This is what we can reasonably expect when measuring the times for feature A and for the central flashes.
In view of the general discussion given above, we thus assume that the fiducial features A and B are consistent with the existence of global spherical layers in Titan's atmosphere, at least at the latitudes probed by the occultation (see Fig. 1 , Table II ). We shall see that these features actually correspond to two inversion layers, i.e., sudden and local increases in temperature with altitude. Owing to the bending of the stellar rays by refraction, 2 which amounts to 90 km at the Earth for layer A, the radius of the circle quoted above, 2910.3 km, places that layer at an altitude of z A = 2910.3 + 90 − R T = 425.3 km above the ground, where we use a radius of R T = 2575 km for Titan's solid surface (Lindal et al. 1983) . A similar procedure yields an altitude of 450-455 km for layer B. We shall see, however, that this layer tends to disappear at titanocentric latitudes smaller than −20
• (Fig. 20) . From now on, and for each profile, the origin of altitude is thus chosen so that the layer A is exactly at 425 km above Titan's surface. As discussed in Section 4, our procedure should not introduce systematic errors much larger than ∼10-15 km for this chosen origin of altitude.
Defining a Consistent Altitude Scale
Defining an origin of altitude as explained above is not sufficient, however, to obtain a consistent altitude scale for all the observations. As an observer gets deeper into Titan's shadow, the ray bending due to refraction becomes larger. The resulting defocusing of light is the main cause for the drop of signal in the lightcurves. As long as haze absorption can be ignored (which is not always the case here, see below and Fig. 4 ), conservation of energy relates the normalized stellar flux (t) at time t to the altitude interval dr probed by the image of the star in the atmosphere and to the interval of radius dr traveled by the observer in the shadow during the same time:
where f is the focusing factor due to the limb curvature (see Appendix A for notation and diagram). The variations dr are derived from the motion of the observer in Titan's shadow. The numerical integration of Eq. (1) then yields in principle the altitude z = r − R T at any time t. In reality, any small error in the normalization of (t), due for instance to imperfect knowledge of the zero stellar flux baseline, will propagate in the integration and systematically distort the altitude scale. Furthermore, noise in (t) due to the detectors and/or to the Earth's atmosphere will place a given event at the wrong altitude. Finally, absorption by aerosols will reduce (t) below its expected value in the deeper parts of the lightcurves, distorting again the altitude scale. Such absorption is indeed present in several lightcurves, especially at egress (see Fig. 4 and H93).
To avoid such distortions, we have assumed a given smooth density profile n(z) for the atmosphere, using the model of Yelle (1991) (see Fig. 5 ). This density profile yields in turn a refractivity profile ν(z) (where 1 + ν is the refractive index), assuming that the atmosphere is pure molecular nitrogen, 3 N 2 . We adopt the value K = 1.091 × 10 −23 + 6.282 × 10 −26 /λ 2 cm 3 molecule −1 for the specific refractivity of nitrogen, where λ is expressed in micrometers (Washburn 1930) . Assuming a spherically symmetric atmosphere, the profile ν(z) provides the bending angle ω(z) of the stellar ray which went through the layer at altitude z at closest approach to Titan's ground (i.e., at r = R T + z from the center of the satellite),
where the integration is carried out on elementary paths ds along the ray [see Appendix A, Eq. (A1)]. Note that ω is negative. For practical purposes, the integral above has been performed numerically by considering elementary atmospheric layers of thickness 1 km, distributed between the altitudes 250 and 1300 km, with a density profile following Yelle's model. Because the profile ν(z) varies almost exponentially with altitude, most of the bending angle ω comes from a layer of thickness H (the scale height, ∼50 km, see below), which corresponds to a horizontal length traveled by the ray of L ∼ √ 2πrH ∼ 1000 km, using r ∼ 3000 km.
Once the function ω(z) has been tabulated numerically, one can relate (i) the altitude z of the lowest layer probed by a given ray to (ii) the actual distance r of the observer to the center of the shadow when this ray is intercepted on the Earth:
An interpolation gives z for each position r of the observer in the shadow, yielding for instance the stellar tracks shown in Fig. 2 . This procedure has the advantage of providing a smooth and consistent altitude scale, independent of the noise or normalization problems in the lightcurves. We have tested this model by taking another atmospheric model, developed earlier by Lellouch et al. (1990) (see Fig. 5 ). The resulting paths of the stellar images are almost undistinguishable from those derived from Yelle's profile. The discrepancy reaches only 5 km in absolute altitude at the bottom of the profiles.
DENSITY AND TEMPERATURE PROFILES
The primary result of the inversions of the lightcurves is the refractivity profile ν(z), from which a number density profile n(z) is derived once a composition is assumed (pure nitrogen in our case, as noted before).
Figures 5 and 6 show the density profiles obtained from various stations, where the altitude is determined by the inversion itself, not from Yelle's model (as will be the case for the other profiles presented in this paper). The decrease in the slope observed at the bottom of some profiles (see Fig. 6 ) comes from the presence of the aerosol layer. There is, on the other hand, a general divergence of the profiles above 510 km, due to the the exponential decay of the atmospheric density and, thus, to the exponential sensitivity of the profiles to the noise in the lightcurves.
Although there is good general agreement between the theoretical and retrieved profiles (Fig. 5) , it is hard to decide, from Fig. 6 , which model fits better the observations. Most of the dispersion observed in Fig. 6 is due to the inversion itself (noise, bad knowledge of the zero stellar flux, etc.). This is suggested by the fact that nearby stations, or even multichannel experiments at the same site, can give altitude discrepancies as high as 10-15 km for a given value of the density. In particular, to within 10-15 km (i.e., 20-30% of the scale height), we are unable to detect in 1989 a possible change in the surface pressure that would shift the altitude scale by a constant amount with respect to the theoretical model based on the Voyager results of 1980. Such a change in pressure could be due to a variable amount of dissolved nitrogen in hypothetical oceans of ethane or methane on the satellite surface (Dubouloz et al. 1989) , although no definitive work has been published concerning this issue (E. Lellouch, 1999, private communication) . In any case, our results show that the absolute altitude scale should not have systematic errors much larger than 10-15 km. Figure 6 shows that the observed density profiles n(z) are basically exponential. Linear fits to the profiles log[n(z)] between 330 and 470 km (where the data are less affected by aerosols or noise) yield density scale heights of H = 50 ± 2 km FIG. 5. Theoretical density profiles n(z) derived from the model of Yelle (1991) and Lellouch et al. (1990) , compared with the observations (22 profiles between ∼300 and 510 km). See details in Fig. 6 . The altitude in this figure and Fig. 6 is determined by the inversion.
and H = 51 ± 2 km at immersion and emersion, respectively. We do not note any significant difference in H between immersion and emersion.
To avoid the problems caused by the aerosol layer, in particular concerning the determination of the altitude at the bottom of the profiles, the altitude scale will be, from now on, determined by assuming that the background atmosphere follows a density profile as calculated by Yelle (1991) (see Section 3.2). The other quantities, such as the number density n, the temperature T , and the temperature gradient ∂ T /∂z, will be given by the classic inversion method, as described in Vapillon et al. (1973) and Roques et al. (1994) . Thus, only at the moment of plotting the profiles do we use the altitude scale derived from Yelle's model.
The temperature profiles T (z) are derived in particular using an arbitrary initial condition T = T 0 at z = z 0 . The resulting profiles are shown in Fig. 7 , where the initial condition has been chosen so as to coincide with the model of Lellouch et al. at a given altitude. Thus, the apparent better agreement of the observations with this model in Fig. 7 is artificial. In reality, the two models are indistinguishable, as was already evident in Fig. 5 or 6 (see also the discussion of this point in H93, Section 3). Note the presence of inversion layers A and B at 425 and 450 km, respectively. These layers will be more conspicuous in the density fluctuation profiles, as we will see now.
DENSITY AND TEMPERATURE FLUCTUATIONS
Once the exponential trend n exp has been subtracted, one obtains the relative density fluctuations = δn/n exp = (n − n exp )/ n exp as a function of altitude (see Fig. 8 ). Note that the inversion layers at 425 and 450 km (zone of maximum positive temperature gradients) correspond to negative density fluctuation gradients. We have plotted in Fig. 8 the growth with altitude expected if these fluctuations were caused by freely upward-propagating gravity waves. In the absence of dissipation or zonal wind, this growth ensures that the product of the exponential background density by the amplitude squared of the wave (in other words, its energy flux) is conserved, which translates into the growth factor of exp(z/2H ) shown in Fig. 8 .
It is difficult to derive any conclusion about such an amplification by examining Fig. 8 , first because the lower levels are severely affected by haze absorptions, and second because the upper levels are exponentially affected by noise. In any case, the amplitudes reached by the fluctuations bring them to the limit of convective stability, as we see next. Thus, further growth is probably inhibited above ∼500 km. Note that the largest fluctuations (corresponding to layers A and B) have amplitude of ∼±5%.
Instead of plotting the temperature fluctuations δT = T −T with respect to an average valueT , we study a physically more Note the systematic drop in temperature at the bottom of the profiles, especially in some emersion profiles. This is caused by the absorbing aerosol layer, and does not correspond to a real decrease in temperature; see H93 for details.
FIG. 8.
Relative density fluctuations δn/n exp with respect to an exponential atmosphere at immersion (left) and emersion (right). Only the altitude range 310-500 km is plotted here, because the higher levels are too much affected by noise to be reliable, while the lower levels are too much obscured by aerosols, which explains the trends of the profiles below ∼370 km (see also Fig. 7) . The dash-dotted line indicates the growth of fluctuations expected from freely upward propagating gravity waves. relevant quantity, namely, the vertical temperature gradient ∂ T / ∂z. The latter has the advantage of being readily comparable to the adiabatic lapse rate,
where g is the acceleration of the gravity and c p is the specific heat at constant pressure. From g = 135.4 cm s −2 at the ground, one gets g = 101.4 cm s −2 at 400 km. Furthermore, taking c p = 1.04 × 10 7 erg K −1 g −1 , we get ∼ −1 K km −1 in the region of interest. For larger negative gradients (in absolute value), the atmosphere becomes convectively unstable.
The temperature gradients are shown in Fig. 9 . One can see the cutoff of the gradient near the adiabatic lapse rate , as well as the asymmetry between the negative and positive parts of the profile. The negative parts have a rounder shape sharply bounded by , while the positive part has a more "spiky" aspect and extends at several times the value of | |. This behavior is typical of all the temperature gradient profiles. Actually none of them shows a superadiabatic lapse rate.
The cutoff and the asymmetry of the profiles are illustrated in Fig. 10 , where the histogram of ∂ T /∂z for selected profiles is plotted. We have eliminated from the histogram the values derived from the Catania station, because of the large time step of 1 s used there (Table I) , which severely smoothes out the temperature profiles. We also eliminated profiles derived in the blue on multichannel detectors, because the aerosol absorption is much more severe in that band than in the red.
SPECTRA OF DENSITY AND TEMPERATURE FLUCTUATIONS
To better address the question of the nature of the fluctuations observed in Fig. 8 , we have performed a Fourier analysis of some of the profiles (z) = δn/n exp (z). More precisely, we calculate the power spectra 4 P(m) = |˜ (m)| 2 of the profiles, wherẽ (m) is the Fourier transform of (z), and where m = 2π/λ z is the vertical wavenumber. The derivation of P(m) is described in Appendix B, where we note in particular that no spectral information for vertical wavelengths λ z larger than ∼50 km and smaller than ∼3 km can be gathered from our profiles.
To avoid as much as possible the effect of aerosol absorptions, we have discarded the profiles derived from the blue channel of some instruments. We have assumed that all the features visible in Fig. 8 are caused by a perfectly layered atmosphere, i.e., that the fluctuations are caused by vertical structures only. This may not be the case when the stellar track in the atmosphere becomes closer to the horizontal (see Fig. 2 ). To avoid this problem, the profiles have been considered only when the tangent of the angle between the stellar track and the local vertical is smaller than 10. In other words, we assume that the aspect ratio of atmospheric features (horizontal to vertical typical lengths) is at least 10. This is a reasonable assumption, as seen in Section 8, where aspect ratios of ∼30 or more are derived.
Practically, the spectra have been calculated for altitudes larger than 310 km for all the stations, except for Wise (altitudes larger than 343 km) and Ein Harod (altitudes larger than 347 km). The upper limit for all the profiles has been set at 500 km to avoid the exponential increase of the noise.
We have plotted in Fig. 11 an average of selected power spectra, choosing those data with sufficient signal-to-noise ratio and time resolution. Note that the rms dispersion around the average is rather small, indicating a robust power law behavior. The dotted lines indicate the noise level for these spectra. They have been obtained by generating synthetic lightcurves to which scintillation or photon noise (depending of the data) has been added. Note that the actual spectra dominate the noise by a factor ∼100 to 1000 between wavelengths of ∼5 and 50 km. Thus, the derived spectra are largely dominated by fluctuations in Titan's atmosphere, not by ground-based noise. We have also drawn in this figure the −3 slope expected for saturated gravity wave power spectra (see the discussion in Section 9). The observed slope seems steeper (∼−4), in particular at high frequencies.
However, as we see now, the effects of both the stellar diameter and ray crossings can alter the original spectrum and steepen the slope.
EFFECT OF RAY CROSSING AND STELLAR DIAMETER
Retrieval of the Vertical Profiles
The question addressed here is the role of ray crossing in the retrieved vertical density or temperature profiles, in particular the asymmetries of the temperature gradients and the cutoff and the adiabatic lapse rate , as shown in Figs. 9 and 10. A priori, these results indicate that we do observe in Titan's stratosphere breaking of structures through convective instability. However, we will see that ray crossings can also mimic the same behavior in the spectral range considered here, i.e., for vertical wavelengths between ∼3 and 50 km.
We note first that ray crossing leads to a net loss of information, since we cannot distinguish in our data which path was followed by a given photon. The inversion procedure assumes that there is a one-to-one correspondence between the input impact parameter of the photon in the atmosphere and the output location of this photon when it arrives at the Earth. When this assumption breaks down, the retrieved profiles are distorted. Note, however, that this limitation is not inherent to the inversion procedure, and that the full information can be retrieved in the case of radio occultations, for which the frequency measurements allow ray crossing to be identified and interpreted (see, e.g., Hinson et al. 1998) .
Let us consider a basically isothermal atmosphere of scale height H and exponential density profile n exp (z), with relative fluctuations (z) = δn(z)/n exp (z) = δν(z)/ν exp (z). As shown in Appendix A (see also French and Lovelace 1983) a harmonic fluctuation with vertical extension λ z (i.e., with vertical wavenumber m = 2π/λ z ) will cause ray crossing if its relative amplitude is larger than
where 0 is the Baum and Code flux associated with the smooth background atmosphere.
On the other hand, a given fluctuation will reach convective instability when the adiabatic lapse rate is reached, that is, for ∂ /∂z = (γ − 1)/(γ H ), i.e., for relative amplitudes larger than
where γ is the adiabatic index.
Equations (5) and (6) show that
In our case, γ ∼ 1.4, and the most significant results are obtained for 0 lying between ∼0 and 0.5. Thus, cr / ad ∼ √ λ z /H . This is quite unfortunate in the present study, since the vertical scales that we are probing (roughly in the range 3-50 km) yield values of cr / ad of order unity. In other words, the fluctuations are reaching the convective instability at about the same time as they cause ray crossing. Note that this ambiguity is the result of a fortuitous combination of the numerical values of γ , the scale height H , and the typical vertical extensions λ z considered here, and is not intrinsic to the inversion method.
There is a further coincidence that complicates the interpretation of diagrams such as Fig. 9 . Ray crossing occurs when the photons encounter a local relative increase in density with height, to counteract the defocusing effect caused by the general exponential decay of density with altitude. This corresponds to a local decrease in temperature with height, i.e., a local negative gradient of temperature. In other words, ray crossing occurs at the same place where convective instability is taking place. This is well visible in the left panel of Fig. 15B or the left panel of Fig. 16A .
As shown by French and Lovelace (1983) (and see also Figs. 15, 16) , ray crossing induces a damping of the retrieved structures after the inversion has been performed, which can explain the asymmetry of Fig. 9 . However, Eq. (7) shows that ray crossing is less likely for the larger vertical structures, which should therefore be better retrieved. This is illustrated in Fig. 12 , where we model the two inversion layers A and B of Fig. 9 . The solid line in the left panel is the initial temperature gradient profile, and the dash-dotted line is the retrieved profile after inversion. Since no ray crossing is induced by this structure, and also because it is much larger than the stellar diameter at that level (about 13 km), the retrieved profile agrees very well with the original one. If the amplitude of the temperature fluctuation is multiplied by 2, however, the negative side of the profile induces ray crossings, and is then seriously damped after the inversion (dotted line). Although distorted, the positive side of the profile is better retrieved, since it does not induce ray crossing.
We have performed various tests on this particular feature, varying the amplitude and the asymmetry of the gradients to fit the observations. We could not find any satisfactory way to reproduce the observed profile (right panel of Fig. 12 ) by ray crossing only, except for quite exotic models where the temperature has a strong local superadiabatic lapse rate of several times the values of = −1 K km −1 . Such a highly unstable layer is unlikely to be maintained.
Thus, the general behavior of the temperature profiles near layers A and B is likely to correspond to real inversion layers, separated by a convectively unstable region. This may be not the case for smaller structures, as explained below.
Retrieval of the Vertical Spectra
The spectra shown in Fig. 11 can be altered both by the stellar diameter and by ray crossing. These two effects tend to smooth out the high frequencies, so that the spectra presented here must be taken with some care.
To study these effects, we have generated in a direct way occultation lightcurves from a model atmosphere with some prescribed structure. We use a method of ray tracing, along the lines presented in Section 3.2. Only geometrical optics is considered (no diffraction), while the smoothing by the stellar diameter is taken into account in most of the profiles. It is the dominant source of smoothing since the stellar diameter at Titan (18 km) is larger than the Fresnel scale (∼1 km). Once generated, the lightcurve is inverted with our usual code. Figure 13 shows the transfer function for the stellar diameter. Temperature fluctuations with a flat power spectrum are first superimposed on an isothermal profile. A lightcurve is then generated, and the smoothing by the stellar diameter is applied. In the final step, an inversion is performed and the resulting power spectrum of the retrieved temperature profile is plotted as a thick line. One first notes that at low frequency there is a slight excess of power in the retrieved spectrum, due to the fact that the inversion does not provide a strictly isothermal profile, but rather adds some low-frequency features to the profile. Second, one can see the gradual tapering of the spectrum at higher frequency due to the stellar diameter. This induces an artificial slope of about −2
FIG. 12. Model for the double-inversion layer observed at Ein Harod emersion (red channel). Left panel:
The input model is shown as a solid line. The retrieved gradient profile (after inversion, taking into account the stellar diameter) is plotted as a dash-dotted line; note that it is almost undistinguishable from the original profile. To illustrate the effect of ray crossing, the input model has been multiplied by 2 and then inverted (dotted line). Note that the retrieved dotted profile is not multiplied by 2. Rather, the negative gradients are bounded by approximately −1 K km −1 , while the positive spikes are distorted. Thus, ray crossing can simulate the saturation of an atmospheric wave by the adiabatic lapse rate. Right panel: Comparison of the retrieved profile (dash-dotted line, already shown in the left panel) with the temperature gradients of Ein Harod. See the text for details.
to the resulting power spectrum. There is finally a sharp drop in power for wavelengths smaller than ∼3 km. This drop is caused by the stellar diameter and, to a lesser extent, by the fact ray crossing starts to play an important role as higher frequencies are encountered.
These two effects are now examined in more detail, considering original spectra with slope −2, −3, and −4. Figure 14 shows for instance that the stellar diameter of the star alone can steepen an original −2 spectrum (Fig. 14A, left) into a ∼−3 spectrum (Fig. 14A, right) . Note, however, that an original −3 spectrum is little affected by the stellar diameter (Fig. 14B, left) and is also little affected by severe ray crossing (Fig. 14B, right) , except for some loss of signal at higher frequencies, leading to a slope closer to −4 than to −3.
The effect of ray crossing is complex in the details, but it tends to steepen a shallow spectrum toward a −3 spectrum. This is because the required amplitude cr for a fluctuation to yield ray crossing is proportional to m −3/2 [Eq. (5)]. Beyond ray crossing, the retrieved fluctuation is severely damped. Consequently, if ray crossings occur at all scales, the retrieved power spectrum is proportional to 2 cr ∝ m −3 , even if the original spectrum is shallower than that.
This effect is illustrated in Fig. 15 . Temperature fluctuations (and therefore density fluctuations) are first generated with a flat spectrum. The thin line in the left panel of Fig. 15A shows the temperature gradient of that profile. This original profile is used to generate a lightcurve, taking into account the smoothing by the stellar diameter. This lightcurve is then inverted, yielding the thick line in the Fig. 15A , left. One can see that ray crossing has very seriously damped the original profile. Also, the Fig. 15A , right, shows that the originally flat spectrum has been transformed in a much steeper, roughly −3, power spectrum.
The same effect is observed in the Fig. 15B . There, an original temperature profile with a −2 spectrum is generated. Note that ray crossing causes a tapering of the negative temperature gradients after inversion, as anticipated in the previous subsection. On the other hand, note that the positive gradients are well reproduced after inversion. Also, the absolute altitude of each feature is well retrieved. Figure 16 shows further versions of ray crossing effects, with steeper original spectra (−3 and −4 slopes).
Simulations of both Figs. 15 and 16 should be compared with actual profiles and spectra, as shown in Fig. 17 for Pic du Midi (or in Fig. 11 for an averaged version). The observed power spectra generally exhibit a general −3 slope at low frequencies, followed by a ∼−4 slope at higher frequencies.
This comparison should make us rather cautious in interpreting the vertical spectra obtained here, even though some quantitative results can be derived from Figs. 15 and 16. In these FIG. 13 . An originally flat power spectrum of temperature fluctuations was first generated, and is shown here as a thin line. A synthetic lightcurve was then generated using the corresponding density profile, and it was smoothed by the stellar diameter before being inverted. The resulting power spectrum of the retrieved temperature profile is plotted as a thick line. See text for comments.
figures, the synthetic profiles have an amplitude that is chosen so as to roughly reproduce the observed typical amplitudes, e.g., at Pic du Midi (Fig. 17) .
This shows for instance that an original flat spectrum is not a good model for Titan's atmosphere. In effect, the amplitude of the original profile of Fig. 15A (left) results in temperature gradients of several times the adiabatic lapse rate . Such a highly unstable atmosphere is unlikely to be maintained, even by breaking gravity waves. Also, a −4 original spectrum yields too steep a retrieved spectrum (Fig. 16B ) and contains too little energy at high frequency when compared with real data (Fig. 17) .
The intermediate cases (−2 and −3 spectra) are both consistent with the observations. The observed spectra could be explained either by −2 spectra steepened by stellar diameter smoothing and ray crossings, or by a pure −3 original spectrum with no ray crossing (and, thus, with real adiabatic lapse rate cutoff), or by a mixture of the two situations.
Note, however, that there is no special reason why the cutoff of temperature gradients should be exactly at if it were caused by ray crossing only. Thus the profiles shown in Fig. 9 are probably close to reality, the features being close to the convective instability limit and the spectrum being close to a −3 power law.
HORIZONTAL LAYERING
Global Trends along the Limb
We have been concerned up to now with vertical structure of individual profiles. Because of the geographical coverage available from various stations (Fig. 1) , the horizontal structure of the atmosphere can be probed as well. In particular, we would like to evaluate the horizontal coherence of some features. To do so, we use the profiles of temperature gradient, ∂ T /∂z. They are better suited than the temperature profiles T (z) since they are less affected by general linear trends, while preserving the information on the local temperature fluctuations. Figure 18 shows the ∂ T /∂z profiles at immersion and emersion on a large scale. Each profile has been shifted horizontally by the distance, along the limb of Titan, to the northernmost station (Manley). Figure 19 shows more local features, as observed from the closely packed European stations. The two panels in this figure show subtle variations in the small structures that are discussed below.
To study possible trends with latitude (due for instance to seasonal effects), we have plotted the profiles according to latitude, not distance, in Fig. 20 . As noted in the caption to Fig. 18 , the Catania profiles appear somewhat smoothed out due to the larger integration time step used there. Consequently, layer A at that station does not appear as sharp as in the other stations. A close examination of Fig. 20 shows that layer A is a global feature visible from latitude ∼ −45
• to ∼ +20
• . Layer B, on the other side, is readily visible only at latitudes north of ∼−20
• . It is interesting to note that the two layers A and B are well correlated between the northern immersion stations and the southern emersion stations. This may be a priori surprising as the corresponding points in Titan are separated by almost one Titan diameter (Fig. 1) . A closeup view of this correlation is shown in Fig. 20B . This indicates that layers A and B are zonal features that extend around the whole satellite at a given latitude.
Cross-Correlation of Fine Features
To have a more quantitative description of the horizontal layering of the atmosphere, we have evaluated the cross-correlation coefficient of the various profiles in a given altitude interval. Let gr(z) = ∂ T /∂z be the temperature gradient at altitude z derived from a given station. This profile is first resampled by linear interpolation with a regular and fixed vertical step of 0.2 km. Let (z i , gr i ) and (z i , gr i ) be two such profiles derived for two stations. Then, the cross-correlation 5 coefficient CC is defined as
FIG. 14. A synthetic occultation lightcurve is generated with some vertical density fluctuations superimposed to an isothermal atmosphere, and then inverted. (A, left) The original power spectrum of density fluctuations is a power law of exponent −2. The spectrum of temperature fluctuations, after inversion, is satisfactorily retrieved in this panel, assuming that the star is a point source. Note, however, the steepening of the spectrum at the right end, due to ray crossing. (A, right) Before inversion, the synthetic lightcurve has been smoothed by the stellar diameter projected at Titan (taking into a account the vertical contraction of the image at lower altitudes). The retrieved spectrum is then steepened to a slope of approximately −3. where the bars denote the average value over the interval considered.To account for possible small misalignments of the structures, we have allowed vertical shifts of one of the profiles with respect to the other, by increments z of 1 km in the limit z = ±10 km around the zero nominal value. We have then retained the maximum value of CC obtained in this process, and used it in the plots shown in Fig. 21 .
One can see that the correlation corresponding to Interval 1 (bracketing layer A between 410 and 440 km, see Fig. 19 ) remains high, namely, greater than 80%, even at large distances. This shows that the structure of layer A is essentially the same in all profiles, as was expected from Fig. 20 . The correlation corresponding to Interval 2 (see Fig. 19 ) exhibits a drastically different behavior, with a clear decrease with distance, and a drop of 50% for a distance of 250 km along the limb. On the other hand, the autocorrelation of Interval 2 drops to 50% for a vertical displacement of about 1.8 km, indicating an aspect ratio ρ of the features (ratio of horizontal to vertical characteristic lengths) of about 140 in that interval.
Correlations of the Israel Lightcurves
A more detailed study of the horizontal structure of the atmosphere is possible using the lightcurves obtained at the Israeli stations, Ein Harod and Wise (see Fig. 2 ). The corresponding stellar tracks have the advantage of being relatively clear of aerosols (see Fig. 4 of H93) , so that the stellar flux was detected with a good signal-to-noise ratio all around the southern limb of Titan at these stations (Figs. 4 and 25) .
Furthermore, the Ein Harod detector could record simultaneously in two channels, at 0.45 and 0.80 µm. Because the refractivity of the gas is decreasing with wavelength, the "blue" stellar image at a given moment is slightly higher in the atmosphere than the "red" stellar image. Assuming a pure N 2 atmosphere, and a smooth temperature profile as calculated by Yelle (1991) (see Section 3.2), one can calculate the trajectory of the stellar image in the atmosphere. The result is shown in Fig. 22 , where the altitude z of the stellar image in Titan's atmosphere is plotted versus the distance x traveled along the limb. Note the large difference (more than two orders of magnitude) between the vertical and horizontal scales. Actually, the stellar images are following essentially horizontal tracks in the atmosphere, as is evident from Fig. 2 .
As shown in Appendix A, the ratio sm / of the smooth background stellar flux to the actual observed flux depends on both the altitude z and the distance x along the limb [Eq. (A4)]. An example of the ratio sm / is shown in Fig. 25 as a function of x for the Wise data. For each lightcurve, this ratio was resampled according to z only, and then compared with the ratio sm / obtained from another lightcurve. For a given altitude z, let δx(z) be the distance along the limb of the two stellar images observed by the two experiments. For instance, for the two channels of the Ein Harod detector, the distance δx(z) ranges from about 1 km around z = 500 km to about 60 km around z = 300 km (Fig. 22) .
We can then calculate the cross-correlation CC(z) of the two ratios sm / over a finite vertical interval z ± z/2. Typically, z = 10 km, but we may choose larger correlation intervals higher in the atmosphere and smaller ones lower down. We can finally calculate the autocorrelation of sm / , and determine for which displacement δz the autocorrelation reaches the value CC(z). Then, the typical aspect ratio ρ of the structures detected The same for emersion profiles. The prominent and ubiquitous inversion layer A can be seen in both panels. Note: The Catania profile appears smoother than the other profiles because of the larger integration time step, 1 s, used at that station (see Table I ). Fig. 1 ), there is a strong correlation of the profiles of layers A and B.
FIG. 21. Filled squares:
Cross-correlation coefficients CC (see text) corresponding to interval 1 (see Fig. 19 ), versus the distance along the limb of Titan. Open circles: The same for Interval 2. Both immersion and emersion profiles have been used to obtained these CC values. The dotted lines show the linear regressions for each set of points.
FIG. 22.
Altitude z of the stellar image observed from different stations, as a function of the distance x traveled by the image along the southern limb of Titan. The origin of x has been arbitrarily chosen so as to correspond to the intersection of the stellar image track with the north-south axis centered on Titan (corresponding to ξ = 0 in Fig. 1) . in the interval z ± z/2 is ρ = δx δz .
A histogram of ρ is displayed in Fig. 23 , where we have compared the two channels of the Ein Harod detector between themselves and also with the Wise profile. Note the strong peak at ρ ∼ 30, with a FWHM of ∼30. This shows that we detect many horizontal features in the atmosphere with typical aspect ratios between ∼15 and 45. Note also the significant tail in the distribution of ρ, extending between ∼100 and ∼250, indicating that we do detect structures with aspect ratios up to 200 or even more. Remember from the previous subsection that the aspect ratio of the structures observed in Interval 2 of Fig. 19 was about 140.
Finally, for each vertical interval of correlation, we have determined the small vertical displacement z shift of one data set with respect to the other, necessary to maximize the correlation between the two data sets. The value of z shift /δx is thus a measure of the inclination of the features with respect to the local horizontal direction. Figure 24 shows a histogram of these inclinations obtained from the same data as before (Ein Harod and Wise). As expected, we observe a narrow spike around zero, with a dispersion of about ±1.5
• (∼±2.5 × 10 −2 radians).
Horizontal Spectra
We look for the horizontal spectrum of the atmospheric fluctuations by studying those parts of the lightcurves where the stellar image has an almost horizontal trajectory. We choose for that the Wise lightcurve because it has a good signal-to-noise ratio, it is relatively clear of aerosol, as noted before, and it remains far from the central flash region, where more complicated horizontal focusings occur. Figure 25 shows sm / as a function of the distance x along the limb for the entire occultation interval. Note that the stellar flux is detected well above the noise during all that time (see Fig. 4) .
To obtain information on the horizontal structure of the atmosphere, we have to choose a region where the slope of the stellar trajectory is very shallow and, more precisely, smaller than the inverse of the aspect ratio of the stratospheric features. We have derived in the previous subsection typical aspect ratios of up to ∼200, with a peak at ∼30 ± 15. We have thus restricted the calculation of the power spectra of [ sm / (x)] in regions of slopes smaller 1/200 (corresponding to the horizontal solid line in Fig. 25 ). We have also performed tests with region where the slope is smaller than 1/50 and 1/100, noting little difference in the results.
As discussed in Appendix A, the resulting power spectrum must be corrected for projection effects. In particular, if this horizontal spectrum is a power law ∝ k q h , where k h is the modulus of the horizontal wavevector, then the apparent retrieved spectrum should be a power law with index q + 2. Thus, when plotting the spectrum of Fig. 26 , we have divided the power spectrum of [ sm / ](x) by the square of the frequency, to take into account this correcting term of 2.
The resulting slope observed in this figure is close to −4. One has to remember that this result is derived from various assumptions described in Appendix A, namely, the separability of the vertical and horizontal spectra, the power law behavior of the horizontal spectrum, and its horizontal isotropy. Note, on the other hand, that smoothing by the finite stellar size should not be a problem here, since the structures that we are looking at have extensions much larger than the stellar diameter (see Fig. 25 ). Also, horizontal ray crossing should not be a problem either because we are far from the central flash region.
DISCUSSION
A better knowledge of the dynamical state of Titan's upper stratosphere can bring important constraints on the zonal wind generation and the energy budget at those levels. Also, these results can give some indications on the perturbations that will be suffered by the Huygens probe during its descent in the satellite atmosphere. This paper is mainly observational, and deals with the various biases that can affect the retrieved temperature and density profiles. Consequently, it is not our aim here to discuss all the theoretical and practical implications of our results. Instead, we summarize them, pointing out their domain of validity and their limitations. We note also that this study may be useful when comparing Titan's atmosphere with other upper atmospheres that show an activity, in particular, due to propagation of waves; see the abundant literature on gravity waves in the Earth middle atmosphere and evidence for wave activity in Venus (Hinson and Jenkins 1995) , Jupiter (French and Gierasch 1974) , Neptune (Hinson and Magalhães 1993, Roques, in preparation) .
Global structure of the stratosphere. A dozen lightcurves obtained during the 28 Sgr occultation have been used to study in detail the structure of Titan's atmosphere between altitude levels of ∼290 and 500 km (corresponding to pressures from ∼110 to 1.4 µbar, respectively). These lightcurves probe both the vertical and horizontal structures of the stratosphere. From a global point of view, we have seen that the retrieved density profiles, n(z), agree well with the existing models , Yelle 1991 , with a density scale height of H = 50.5 ± 1.4 km between 300 and 500 km (Fig. 6) , and with no significant difference between immersion and emersion. However, the observations cannot discriminate between the two models, since they are too close to each other in the region under consideration.
Density and temperature fluctuations. Once the smooth, basically exponential, variation of the density is taken away from the profiles, density (and corresponding temperature) fluctuations are detected well above the noise (Fig. 8) . In particular, two conspicuous inversion layers, labeled A and B, are visible in almost all the profiles, at altitudes of 425 and 450-455 km, respectively ( p ∼ 7 µbar and p ∼ 4 µbar, respectively). These two layers correspond to sudden inversions of temperature, with increases of up to T ∼ 10 K in less than z = 10 km (Fig. 7) , with local positive gradients ∂ T /∂z of up to 2-3 K km −1 . As shown in Fig. 20 , layer A and, to a lesser extent, layer B are found at very different latitudes on Titan (from ∼45
• south to 20
• north). In terms of density fluctuations, these features represent peak-to-peak relative variations of almost 10% over the altitude range of 10 km quoted in the previous paragraph (see Fig. 8 ).
The very nature of these strong inversion layers remains to be explained. Dips A and B observed in the lightcurves (Fig. 3) are probably not caused by absorptions by detached aerosol layers, because of the absence of chromatic effects between the blue and red channels of the various experiments. As discussed below, ray crossing cannot account for this structure either. Also, the fact that the region joining these two inversion layers just reaches the adiabatic lapse rate (Fig. 9 ) points toward a dynamical origin for these features.
Other examples of such inversion layers are indeed encountered in planetary upper atmospheres, but their origin is still a topic of debate. For instance, lidar observations of the Earth mesophere reveal a strong inversion layer, with similar amplitude, and a cutoff at the adiabatic lapse rate around the altitude 70-75 km, i.e., pressures of about 45-20 µbar (Hauchecorne et al. 1987) . These authors interpret the maintenance of the inversion layer by the continuous breaking of gravity waves entering the inversion region. Inversion layers are also observed in middle atmosphere of Mars in the altitude range 40-60 km (pressures ∼130-13 µbar), with a similar interpretation in terms of gravity wave activity (Théodore et al. 1993) .
Smaller variations are also clearly visible in Fig. 8 , and all of them can have an effect on the Huygens probe acceleration during its descent in the atmosphere of the satellite. Conversely, the Huygens Atmospheric Structure Instrument (HASI) experiment (which yields the pressure and temperature versus altitude), combined with the accelerometer data, could provide interesting insights concerning these structures, and extend this study to higher and lower zones of the atmosphere (Fulchignoni 1992, Strobel and Sicardy 1997) .
Actually, the amplitudes of the fluctuations observed in our data are consistent with the presence of gravity waves reported by other authors lower down in the atmosphere Tyler 1983, Friedson 1994) . According to Friedson, the energy flux of a gravity wave in the WKB approximation is ∝ρ and N ∼ 0.0024 s −1 , then the equations above predict typical relative amplitudes for the waves of ρ /ρ 0 ∼ 5 × 10 −2 . These are actually the amplitudes observed in Fig. 8 . Thus, the fluctuations observed in our data are consistent with the upward propagation of gravity waves from deeper layers. In particular, in the region under study, the amplitude of some the waves can reach the critical value which causes convective instability and breaking.
Cutoff of the temperature gradients. The temperature gradients ∂ T /∂z clearly show a cutoff near the adiabatic lapse rate ∼ −1 K km −1 , while spikes can reach positive values of up to 3 K km −1 (Figs. 9, 10 ). Altogether, these results suggest that ongoing breaking of gravity waves, due to convective instability, is taking place in this region of the atmosphere, as noted above.
The asymmetry of the ∂ T /∂z profiles is more difficult to explain since it depends on the detail of how the waves break. We have considered an alternative possibility to account for this asymmetry, namely, ray crossing (Figs. 15, 16 ). Note that we have no independent way of distinguishing in our observations between ray crossing and asymmetries caused by breaking waves. Furthermore, Eq. (7) indicates that ray crossing and convective instability occur at about the same amplitude for structures with the vertical wavelengths detected here (from a few kilometers to some 50 km). This obviously complicates the interpretation of diagrams like Figs. 9 and 10.
Nevertheless, there is no reason why ray crossing should simulate a cutoff so close to , as shown in Fig. 10 . Thus, even though ray crossing could be responsible for some of the morphology observed in the ∂ T /∂z profiles, the actual negative gradients must be close to the adiabatic limit in any case. The strong cutoff ∂ T /∂z by has indeed been observed in other atmospheres; see the lidar observations of the Earth's mesosphere (Hauchecorne et al. 1987) , the radio occultation sounding of Venus' during the Magellan flyby (Hinson and Jenkins 1995) , and ground-based stellar occultations by Neptune (Roques, in preparation) .
Vertical power spectra. Another test as to the nature of the fluctuations can be performed through the power spectra of the vertical profiles of n(z) or T (z). Figures 11 and 17 show a robust power law behavior, with an exponent close to −3 for wavelengths larger than ∼10 km and close to −4 for higher frequencies. There is a concern, however, about the physical reality of this slope, because ray crossing may occur in some regions of the profiles, due especially to high-frequency features. As discussed in Section 7, ray crossing steepens the original spectrum. Consequently, we cannot distinguish at our level a −2 spectrum modified by ray crossing as in Fig. 15B (right) , a real −3 spectrum as in Fig. 16A (right) , or a mixture of the two, when compared with real data (right panel of Fig. 17) . However, our simulations clearly indicate that the original spectrum cannot have a flat shape nor a −4 slope, so that the real vertical spectrum must have a slope between −2 and −3.
The −3 slope is reminiscent of the so-called "universal −3 spectrum" found in the Earth oceans (Bell 1975, Garrett and Munk 1975) and middle atmosphere (Smith et al. 1987) , as well as in Neptune's stratosphere (Roques, in preparation) . Its origin seems to be linked to the presence of gravity waves propagating upward in a stratified atmosphere, but the detailed mechanisms responsible for such a spectrum are not yet clearly established. Explanations range from breaking of individual wave packets to Doppler-shifted couplings between the horizontal winds forced by the waves or radiation (see the reviews by Gardner 1994 and Zhu 1994) . In our case, the fact that the adiabatic lapse rate is almost reached in some places and the asymmetry in the gradient distribution suggest that breaking due to convective instabilities is actually taking place and must dominate the resulting spectra.
Horizontal layering. The comparison of various profiles probing regions separated by some tens to hundreds of kilometers allowed us to estimate the aspect ratio (ratio of horizontal-tovertical typical scales) of the observed structures. While layers A and B exhibit a strong correlation from one profile to the other, as discussed before, smaller structures are lost progressively with increasing horizontal distance (see Fig. 21 ). The comparison of the Israeli lightcurves (Ein Harod and Wise) allowed us to follow this gradual loss of correlation between the structures as they are probed more and more horizontally.
This gradual loss indicates typical aspect ratios between 15 and 45, and even more for some features, as seen in Fig. 23 . Also, cross-correlation of profiles for stations from Manley to Pic du Midi indicates aspect ratios of about 140 at altitudes of 360 to 415 km (see Fig. 21 ). Altogether, this reveals a highly stratified atmosphere. These numbers can be compared with the typical values of ρ ∼ 25-100 found by Narayan and Hubbard (1988) for Neptune's stratosphere, from the analysis of stellar scintillation near ingress, egress, and central flash. Note that the observed layers in Titan's stratosphere are essentially horizontal, with a small dispersion of about ±2.5 × 10 −2 radian (∼±1.5
• ) with respect to the local horizontal plane (Fig. 24) .
Horizontal power spectrum. In the most horizontal parts of its track, the stellar image is modulated by the horizontal structure of the atmosphere only (see Appendix A). However, we then observe a two-dimenional field of horizontal fluctuations projected along a one-dimenional line (the limb of Titan) in the plane of the sky. The observed "projected" horizontal spectrum has a slope of ∼−2, and some assumptions are then necessary to deduce the actual horizontal power spectrum. Namely, if we assume the separability of the vertical and horizontal spectra, the isotropy of the horizontal field of fluctuations, and a power law variation for the horizontal spectrum, we can infer a slope close to −4 for the actual horizontal power spectrum (see Fig. 26 ).
The comparisons of the vertical and horizontal power spectra obtained here may be important steps in understanding the very nature of these fluctuations, their mechanisms of interaction, and their temporal spectrum, as discussed in detail by Gardner (1994) and Daubner and Zeitlin (1996) .   FIG. A1 . Basic geometry of a ray deviation during a stellar occultation by a planetary atmosphere. The center of the planet is at O, Oy is directed along the direction of the incoming stellar rays. The vertical axis Or intercepts that incoming ray at A. The axis Ox (not visible here) is perpendicular to Oy and Or. Thus, Ox is directed along the limb of the planet, as seen from the observer B, and Oxr defines the plane of the sky. After being slightly refracted by an angle ω, the ray moves along the general direction As, over a distance D, and eventually hits the observer B who is moving along the axis Or . The axis Ov defines the direction of the local vertical at a given point P in the planetary atmosphere, and Ph defines the direction of the local horizontal at P, in the plane of the figure.
APPENDIX A: EFFECTS OF FLUCTUATIONS
Let us consider a planetary atmosphere whose density decreases exponentially with altitude, with a constant scale height H . We add to this smooth atmospheric profile three-dimensional (3D) density (and also refractivity) fluctuations, and we look for the flux eventually received by the observer. We treat the problem in the frame of geometric optics, a valid assumption as long as we consider structures larger than the Fresnel scale F = √ λD, where λ is the wavelength of observation and D the distance of the planet to the observer. In the visible and in the case of Titan (D = 1.35 × 10 9 km), F is of the order of 1 km. Because the projected stellar diameter at Titan (∼18 km) is larger than F, the geometric optics approach is sufficient for our purpose.
The basic geometric of the problem is shown in Fig. A1 . Note that the angle of deviation, ω, is negative with our conventions and very small, e.g., always less than ∼2 × 10 −6 radian in the case of Titan. Consequently, A can be considered as the distance of the closest approach of the ray to the planet center, O, to an accuracy better than 1 m. Let r be that closest distance, and let r be the distance of the observer B to the center of the shadow, O . Also, due to the very small value of the deviation angle ω, the trajectory of the ray inside the atmosphere can be considered as a straight line going through A and parallel to Oy. This is the large value of D, despite the smallness of ω, which is eventually responsible for the drop of signal at the observer.
Because the fluctuations of density may have a locally horizontal component, the ray also suffers deviations along the third dimension Ox, perpendicular to the plane of Fig. A1 , i.e., along the limb of the planet as seen from the observer. One can, however, show that these horizontal deviations can be neglected with respect to the vertical ones as long as the observer is far from the center of the shadow, i.e., outside the region of the so-called "central flash" (see, e.g., Hubbard et al. 1988) .
In these conditions, the angle of deviation is given by
where ν(x, y, r ) is the refractivity of the atmosphere at a given point along the ray. As noted above, ν can be decomposed into a smooth component ν 0 , varying exponentially with altitude, and a fluctuation δν:
Note that even though the background atmosphere is supposed to have an exponential density profile, this does not mean that it is isothermal. The ray hits the observer at r = r + Dω, and from conservation of energy, the observed flux is
, where f is the focusing factor due to the curvature of the limb. Let 0 be the output flux caused by the profile ν 0 , i.e., a Baum and Code lightcurve. Finally, let sm = f 0 be the smooth lightcurve that combines the Baum and Code function and the focusing due to limb curvature. Then,
Now, the fluctuation δν is expressed more easily as a function of the local coordinates (x, h, v) , where x is the distance along the limb, as mentioned before, v is the distance to the planet center along the local vertical direction, and h is the circular distance along the local horizontal direction in the plane of the figure. We consider strongly stratified fluctuations δν (x, h, v) , i.e., ∂ν/∂v ∂ν/∂x, ∂ν/∂h.
Effect of a monochromatic 3D wave. More specifically, we take the following form for δν:
δν (x, h, v Most of the deviation of the ray comes from a horizontal segment of length L ∼ √ 2πr H r around A, where the atmosphere is the densest. Also, the vertical gradient of ν is assumed to be much larger than horizontal gradients. From these two properties, one can deduce that a result previously derived by French and Lovelace (1983) in the particular case of a perfectly layered atmosphere (k = l = 0). 
Spectrum
where ϕ absorbs the various constant phases of the problem. Equation (A4) shows that the power spectrum of sm / is directly proportional to m 3 |˜ (m, k, l)| 2 . In these regions of the stellar trajectory where mz is varying much more rapidly than kx (ingress and egress), then the power spectrum of sm / is ∝ m 3 |˜ (m)| 2 . We have already derived the vertical power spectra of density fluctuations (see Fig. 11 ) and found a power law with a ∼−3 slope. We thus expect a flat vertical power spectrum for [ sm / ](z), which is actually the case on examination of various examples near ingress or egress. After this check, we turn to the horizontal power spectrum of [ sm / ](x). There are several difficulties in interpreting this spectrum, however. First, if we want to derive simple conclusions as to the dependence of |˜ (m, k, l)| 2 on k and l, we have to assume that |˜ | is separable with respect to the vertical and horizontal directions, i.e., |˜ (m, k, l)| = |˜ v (m)| × |˜ v (k, l)|. This assumption seems a reasonable one if the fluctuations are due to a field of saturated gravity waves (see the discusion by Daubner and Zeitlin 1996) . Another assumption is that the field of fluctuation is isotropic in the horizontal direction, i.e., that |˜ v (k, l)| depends only on the modulus of the horizontal wavenumber, k h = √ k 2 + l 2 . To simplify the problem further, we assume that this dependence is a power law of exponent q for |˜ v (k h )| 2 , i.e., that |˜ v (k h )| ∝ (k 2 + l 2 ) q/4 .
A final difficulty then appears, namely, that we observe only a "projection" of the density fluctuations onto the plane of the sky. Equation (A2) shows that the dependence of sm / on the third dimension h (along the line of sight) has disappeared, except for a mere shift in phase of −rl 2 /2m. When integrating the Eq. (A4) with respect to the variable m, and taking into account the assumptions described above, one gets
where the complex number C absorbs the various constants and phases of the problem. The integral above can be calculated in polar coordinates, i.e., writing l = k h sin θ = k tan θ; thus, Consequently, the projection effects transform an original power spectrum in k h of slope q into an "apparent" power spectrum in k of slope q + 2. This effect must then be taken into account when deriving the power spectrum of the horizontal fluctuations (see the main text).
APPENDIX B: VERTICAL POWER SPECTRA
We want to estimate here the power spectrum of the function f (z). The quantity f can be the temperature or the density fluctuation, and z can be the altitude, but also the distance x along the limb of Titan. Let λ z be the wavelength, and m = 2π/λ z the wavenumber. The power spectrum of f is P(m) = |f (m)| 2 , wheref (m) is the Fourier transform of f , defined as
What we have in reality is a profile in a finite interval (z min , z max ) at N discrete points z k distributed (not regularly) between z min and z max . We use the code described by Deeming (1975) Although we have access tof N (m) only, we loosely refer to P N (m) = |f N (m)| 2 as the "power spectrum" of f , or even the "spectrum" for short.
The general shape of P N (m) must be interpreted with some care. Several problems can alter the original spectrum: (i) an irregular sampling of the profile (due in our case to the varying velocity of the stellar image in the atmosphere), which introduces a complex aliasing; (ii) the finite interval over which the spectrum is calculated, z = z max − z min , which causes a "windowing effect," cutting off low frequencies; (iii) the stellar diameter, which smoothes out high frequencies; and (iv) ray crossings, which distort the derived refractivity profiles and thus affect the estimated spectrum.
To counteract point (i), the profiles are first resampled by linear interpolation at a regular step of 0.1 km, in the case of the vertical temperature profiles. This is well below the apparent stellar diameter, which can shrink down to ∼1.5 km at the bottom of the profiles, near z = 310 km.
The windowing effect [point (ii)] can be minimized by multiplying the entire profile by a Hanning function. The latter replaces the original profile f (z k ) by f (z k ) × {1 − cos[2π (z max − z min )/ z]}, tapering the edge of the input profile and reducing spikes in the calculated spectrum. This is similar to apodization in optics to reduce the diffraction pattern. Low-frequency terms can also be artificially introduced in the profile during the inversion (through arbitrary initial conditions). They are removed by subtracting a low-degree polynomial from the profile. This ensures that the power spectrum goes to zero as the frequency goes to zero (see, e.g., Fig. 14) . We have performed tests that show that windowing effects are satisfactorily removed using polynomials of degree 4 over the vertical interval z = 310-500 km, where most of the profiles were considered. The price to pay for this is that we lose the spectral information for wavelengths larger than ∼50 km (i.e., one scale height) and smaller than ∼3 km, (see, e.g., Fig. 13) .
The apparent stellar diameter [point (iii)] will, on the other hand, remove high-frequency terms, as shown again in Fig. 13 . Ray crossings can also steepen the spectrum [point (iv) ]. This effect is illustrated in Figs. 14 to 16, and is discussed in the main text.
