Abstract: Evolutionary algorithms are population based meta-heuristics inspired from natural survival of fittest phenomena. Despite their reasonable performance, these algorithms suffer from some weaknesses including the need for finding the values of their parameters that affect their performance. A new algorithm is proposed that divide the search space into equal sized partitions. Each partition is assigned with two parameters that determine the intensification and diversification rates. The partitions will be intensified or diversified adaptively with regards to the corresponding parameters. Traditional crossover and mutation operators are replaced with two new parameter-free operators. The experiments conducted on a wide range of multi-modal and epistatic problems showed the superiority of the proposed method in comparison to other algorithms in literature.
region will be determined from the behaviour of the regions. The region's behaviour is a function of overall fitness of the region and the number of visits from that region. The population will be distributed among the regions depending on their behaviour. The designed operators for intensification and diversification are working based on the probability vectors that holds the probability of the alleles on each loci for each individual. The probability vectors will be updated based on the changes in fitness of an individual. The AGAPSS iteratively evolves until it reaches a stopping criteria. Algorithm 1 shows a pseudo code of the proposed method.
Algorithm 1 Pseudo code for the main loop of the proposed method.
1: while stopping criteria is not met do 2: for i = 0 to m //m is the number of regions in the search space See § 3.2 do
3:
if U (0, 1) < G i .µ D then
4:
//U (0, 1) returns a random generated number between [0, 1] based on the uniform distribution
5:
Diversify(I 1 , I 2 ) I 1 , I 2 ∈ G i 6:
end if 7: if U (0, 1) < G i .µ I then
8:
Intensify(I 1 ) I 1 ∈ G i 9:
end if
10:
Update related regions informations //See sub-section 3.2
11:
Update: 
14:
end for
15:
Adjust region population sizes. See § 3.2
16: end while
The remainder of this paper is organised as follows. Section 2 briefly looks into the background and related works. Explanation of the proposed method will be introduced in section 3. How the experiment has been conducted is mentioned in section 4. Experimental results will be reported in section 5. Finally, the last section, that is section 6, will be the conclusion and future works.
Background
This section will briefly review the literature on the research focusing on parameters.
Parameter Calibration Approaches
Categorizing approaches that are dealing with parameters could be done in different ways [8] . To this end, the literature could be divided into two main branches [23] , which are parameter calibration methods and parameter-reduced methods.
In parameter calibration approaches, the parameters are actually within the algorithm and different methodologies are used for determining their values. Whereas in parameter-reduced approaches, the effort is towards removal of the parameters of the algorithms. The ideal form would have no parameters within the algorithm.
Parameter Control
This category covers all of the approaches on which the optimal values for the parameters will be provided by different methods. This covers those that try to find the optimal parameter An Adaptive GA in Partitioned Search Space 327 values prior to the run, or the methods that are trying to find the values of the parameters during the run.
REVAC [6] , tries to find the parameters of a given EA by refining the possible parameter vectors iteratively. Here, an Estimation of Distribution Algorithm (EDA) [25] , is used for finding the best parameter set for a given EA.
In an adaptive GA [20] , a combination of static rules, inference engine of fuzzy logic controller and feedback from the algorithm are used for determining the values of the parameters.
Frequency of the best individuals within the population, number of duplicate individuals, and number of expected optimal values are used [4] for determining the parameter's values.
In a self-adaptive method [28] , each individual is extended with a part that holds the mutation rate in itself. The global mutation rate will be calculated based on the individual mutation rate and a global value. Similarly, in self-Adaptive GA (SAGA) [1] , every individual is extended with an extra bit (µ) holding the mutation rate. On each update, the new mutation rate (µ ′ ) will be derived based on the previous rate (µ).
Hybrid Self-adaptive GA (HSGA) [7] , add an extra gene to the end of the chromosomes, representing the size of tournament. In this method, the less fit individuals get less selection pressure while fitter individuals get higher selection pressure.
Lobo in his Ph.D. thesis [18] addressed all of the parameters of the GA, either automatically (population size) or rationally (selection rate and crossover rate) based on theoretical foundations. An extension of this work [17] integrates local search with the previous work. It has been shown that the use of local search for exploitation of the search space is beneficial.
Parameter-reduced Approaches
This approach covers all of those methods where even one parameter is removed from the algorithm. Generally, in parameter-reduced GAs, the population and variation operators will be replaced with probabilistic model representation and generation models [2, 21, 26] .
Compact GA (cGA) was proposed as a variation of GA where population is represented as a probability distribution over the set of solutions [12] . It processes each gene independently while it tries to create the same distribution like the previous population.
In a canonical GA referred to as SSRGA [32] crossover operator is removed from the algorithm, and mutation is replaced with another customised operator. In this method, firstly, the population will be divided into a set of sub-populations, secondly, a site-specific rate vector will be calculated from each sub-populations, and finally each sub-population will be mutated using its corresponding site-specific vector.
The extended version of the SSRGA, referred to as SSRGA-II [31] , explores and exploits the search space simultaneously using a different strategy used in SSRGA. The algorithms will select top m individuals from the population and a position frequency matrix will be constructed based on them. Each component of this matrix refers to the probability of occurrence of allele i in site j. The probability for each site will be calculated proportionate to the fitness of the individuals.
Proposed Method
In the proposed method, the search space will be divided into regions. Each region is given two probability rates, one for diversification and the other one for intensification. In the beginning of the search, these probabilities will be initialised randomly. In other words, some of the regions will have more chance for either diversification or intensification. However, these probabilities will be updated as the search progresses. The probabilities of the regions change over time depending on the behaviour of the regions, which in turn will be determined by a rank given to each region. The rank of each region is with regards to its overall fitness and the number of visits that have been done from that region. Population of each region will also change over time, though in the beginning of the search, the same number of individuals will be assigned to each region. The rank of the region will also be used to determine the eligibility of a given region for attracting more individuals. Regions will be prioritised based on their eligibility and individuals will be assigned to regions proportional to their eligibility. Each individual is assigned with a counterpart probability vector, which holds the probability of having allele 1 for each loci of a given individual. The occurrence probabilities of the alleles will get updated depending on the changes in the fitness and the number of changes in each individual.
The AGAPSS is mainly inspired from PGA [23] however, these two methods differ in some aspects including the variation operators. Besides that, the AGAPSS is an adaptive method due to utilization of parameter for intensification and diversification.
The remaining of this section is organized as follows. First, a formal definition of the concepts that have been used in this research will be introduced in section 3.1. Details on dividing the search space and management of the divisions will be explained in section 3.2.
Terminology
The formal definitions of the concepts used in the algorithm will be introduce in this section. For an individual (I),
where l is the length of individual, and A = {0, 1} is the alphabet of each locus. There would be a probability vector (Z) for every individual,
where N is the population size, and
where z j holds the probability of 1 in j th locus of individual (I). Depending on the number of changes (τ ) that have occurred on a given individual, its respective probability vector (Z) will get updated [23] using,
Where R ⊆ Z is defined as in Eq. 1 andŹ is the updated probability vector. Initially all of the Z vectors will be initialized, in all of their loci, with 0.5. Each locus in Z vector will be bounded between 0 and 1 This way, equal chance will be given to each loci for being either 0 or 1. As the search progresses, the Z vectors will get updated based on Eq. 1, which is with regards to Table 1 . According to Eq. 1 only those loci in Z vector will be updated that their corresponding loci in individuals have been changed. The locations of the changed loci will be determined using another vector, U , (see eq. 2) which will be constructed by applying logical exclusive OR operator on a given individual before and after changes.
In Eq. 1, ϵ = 1 is the learning factor, f : I → R is assumed to be the objective function of a maximization problem,
where ⊕ is bitwise exclusive OR operator.
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Change in locus Fitness
As an example, assuming the OneMax function as optimization problem on which the number of ones within the individual will be the fitness. 
Dividing the Search Space
Initially, the search space will be divided into a predefined number (m) of regions (G) with the same size [16, 18, 22] .
Representation
A set of loci in each individual will be reserved as indicators of regions [22] . It has to be noted that no extra genes will be added to the individuals. Each individual in the population will be member of a region, formally,
where N is population size, and m is the number of regions in the population,
where x is the number of loci in the individual that is needed to be reserved for the region indicator, and |A| is the cardinality of loci.
Binary representation of the region index (i), in the first x loci of an individual, will be used for indication of the members of the i th region (G i ). This way the search space could be divided into equal sized partitions.
As an example, assume the case of dividing the search space into m = 4 regions. Referring to equation 4, the number of loci needed to be reserved is log |A| m which in this case will be x = 2. Consequently, values of the first two loci of each individual, will be set to either of 00, 01, 10, or11, that refers to the regions 0, 1, 2, and 3 respectively. A sample population of this example is shown in Figure 1 . Here, three individuals will be assigned to each region assuming N = 12.
The very first locus on each individual (highlighted in bold) will be used to indicate the regions. The onemax function is assumed as optimization problem in this example.
Region Parameters
As mentioned earlier, each region is assigned with two rates, one for intensification (µ D ) and the other for diversification (µ I ). In the beginning of the search, these probabilities will be set randomly for all of the regions. However, these rates change adaptively over time (iteration), depending on the ranks of the regions. The diversification rate will be adjusted using,
where,ŕ D (i) and r D (i) are diversification ranks of region G i at previous and current iterations respectively. On the other side, changes in intensification rates will be based on,
whereŕ I (i) and r I (i) are intensification ranks of region G i at previous and current iterations respectively. In both of the cases, the rates are bounded between 0.1 and 0.9 to prevent either neglect or over looking into a region.
For example, assuming that in the beginning of the search, the diversification rank (r D (1)) for the first region is 3, and diversification rate (µ ′ D (1)) is 0.10. Also assume that in the subsequent generation, the diversification rank (r D (1)) will be changed to 2. Based on Eq. (5) the diversification rate for the first region will change to 0.20.
Rank of the Regions
As mentioned, the regions' parameters will be updated based on the ranks of the regions. The rank of the regions will be determined with regards to the priority and the fitness of the regions.
The priorities of the regions will be determined based on the fitness of the regions and the number of visits that have been done from them. To this end, two behavioural statuses will be given to any given region, one for fitness and the other for the number of visits from a region.
If the fitness value of a given region (See Eq. (7)) was larger than mid-range value on that region, its status will be considered as high (H), otherwise it will be determined as not high (H).
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The number of visits from a given region (see Eq. 8), will be determined as high (H) if the mid-range value of the number of visits among all of the regions is lower than the number of the visit from the given region.
As the first step, priorities of the regions will be retrieved using Eq. (11) or Eq. (12) for diversification or intensification respectively. A region with a low fitness and a relatively high number of visits would get the lowest priority (lowest value in Eq. (11)) for either diversification or intensification. It is because that the expectation of finding a good solution within that region is low. This way, lower attention will be on this kind of regions.
In the next step, ranks of the regions (r D (i) or r I (i)) will be determined. A list will be constructed where the regions are sorted first based on their priorities and then their fitnesses. The row index of each region in the sorted list will be returned as the ranks for the regions. In other words,
where in both Eq. 9 and Eq. 10, ∨ is logical OR operator, and ∧ is logical AN D operator.
As another example, the overall fitness (F ) of the regions of the example population, and the number of visits from each population are also reported in Figure 1 on page 330. Consequently, δ, and γ are calculated for all of the regions. Using the required information, the diversification and intensification priorities and also the ranks for the regions (according to Eq. (8) and Eq. (7)) are also calculated and shown in Figure 1 .
Region Population
As mentioned earlier, each region will be instantiated with the same number of individuals. However, during the progress of the search, the number of individuals within each region varies. It has to be noted that the population size is fixed and it is the membership of individuals that changes.
The population of regions changes with proportion to the diversification rank of the regions. The lower is the diversification rank of a given region, the higher is the eligibility (χ) of that region for attracting new individuals. Formally,
In each iteration of the run, the new population size of each region will be calculated using,
The extra individuals of each region will be distributed among the other regions with proportionate to their eligibility.
The eligibility rank and population size of the regions for the sample population in the previous example are shown in Figure 1 .
Experimental setup
Three different test functions are chosen from two different family of problems. Selection of the compared algorithms was based on their relevance to the proposed method. The test functions are the same as those that have been used by the chosen algorithms for comparison [1, 23, [30] [31] [32] . This facilitate, the comparison of the results with other methods in literature.
To come up with a fair experiment, the algorithms are tuned as it was reported in literature, which is reported in Table 2 . The performance of each algorithm is measured over 50 independent runs for each of the problems. The average (avg.) of the best results are derived for all of the experiments. However, standard deviation (stdev.) of the results are reported when the compared methods have reported them. Best average is highlighted in bold, while the lowest standard deviation is underlined in each case.
The following will be the explanation on the utilized test problems for the course of experiments.
MAX-SAT problems
MAX-SAT is a generalized version of satisfiability (SAT) decision problem that belongs to the family of NP-hard optimization problems.
The problem in SAT is to find if there exists any assignment for the variables that satisfies the following formula, which is in Conjunctive Normal From (CNF),C 1 ∧ C 2 ∧ . . . ∧ C n .. However, An Adaptive GA in Partitioned Search Space 333 in MAX-SAT the problem is to find an assignment which maximises the number of satisfied clauses [5, 10, 11] .
Multi-modal boolean satisfiability and epistatic problems are the two classes of benchmarks used in the comparisons. These problems will be constructed based on the MAX-SAT problems. Degree of multi-modality in a problems could be defined as a measure of difficulty of the problem. In these problems, the number of false peaks grow with the number of modality. While, the degree of epistasis of a problem expresses the relationship between the genes in a chromosome. Dependency of a large number of alleles at other loci is a sign of high epistasis in a system [29] . The degree of epistasis has direct relation with difficulty level of the problem.
The compared algorithms are canonical GA (CGA) [32] with a randomly chosen constant mutation rate, SSRGA [32] , self-adaptive (SAGA) [1] , adaptive (AGA) [30] parameter control methods, Compact GA (cGA) [12] and a proposed method, [23] which will be referred to as P GACM CO.
Epistatic problems
Spears [29] has introduced a method for the creation of epistatic problems using the boolean expressions. His proposed method could be tuned for different levels of epistasis. The method is based on conversion of the Hamiltonian Circuit (HC) problems into equivalent SAT expressions. In a directed HC problem, the aim is to find if a given graph has a Hamiltonian cycle. By definitions, a Hamiltonian cycle is a cycle in a graph that meet all of the vertex exactly once. The definition of HC constrains the nodes of feasible solutions to have only one input edge and one output edge. As such, any tour that does not satisfies this constraint cannot be a solution [14] .
MAX-SAT Multi-modal problems
The multi-modal problems used for the course of experiment are created using a mechanism proposed by Spears [29] .
A uni-modal problem of length 30 could be created as follows,
Using the above uni-modal problem, a bimodal problem will be,
For the course of this experiments, multi-modal problems up to 5 peaks have been used.
Multi-modal Problem Generator
Multi-modal Problem Generator (MPG) is another benchmark, proposed by Spears [15, 29] . The benchmark has the ability to create problems with multiple peaks where the number of peaks defines level of problem difficulty. For all of the peaks we have used, the heights are linearly distributed and lowest height is 0.5. Fitness value of a given individual will be calculated according to the Hamming Distance (HD) between the individual and the nearest peak [33] .
The compared algorithms are Compact GA (cGA), [12] the PGA , [23] GASAT [9] , GAHSAT [9] , hand-tuned [9] , meta-GA [6] and REVAC [6] . It has to be noted that the hand-tuned algorithm here is a canonical GA on which the values of the parameters are carefully tuned.
Results and discussion
The Mean of Best Fitness (MBF) [8] for all of the algorithms are reported. The MBFs of the MPG function reported in Table 3 show that the AGAPSS has obtained better performance in all of the instances of this function in comparison to the other compared methods. The results of the MAX-SAT epistatic problem are reported in Table 4 . The rustles are very comparable with the results of the cGA even though the AGAPSS has obtained higher MBFs in five instances of the epistasis problems. The results of the MAX-SAT multi-modal problem are reported in Table 5 . In this benchmark the AGAPSS has performed better in four out of the six algorithms. However, the results of the AGAPSS and the PGA are comparable for all the instances. It has to be noted that this test function as like the MPG function is a multi-modal problem. However, the obtained results of the AGAPSS was far different from what that have been obtained over MPG function.
The statistical test reported in table 6 allow systematic comparison of the AGAPSS with the other compared methods. The proposed method is compared pairwise with other compared methods and the results of the statistical are reported for each pair.
The statistical tests confirms that the results of the AGAPSS have been significantly different from all of the other compared methods over MPG test function. According to the obtained ranks of the AGAPSS it could be inferred that the proposed methods has obtained significantly better results in comparison to the other compared methods over this test function.
Considering the obtained rankings and the p-values, the statistical tests confirms the superiority of the proposed method over epistasis test function in four out of the six compared algorithms. Although the AGAPSS has performed better than the PGA and cGA, regarding to the obtained ranks (R − ), however the statistical difference between them was not significant.
The statistical results have confirmed significant difference in favour of the proposed method for five out of six compared algorithm over MAX-SAT multi modal problem. However, the proposed algorithm has performed significantly worse than the PGA method. It would be more interesting to note that two different results have been obtained for the same family of problems. Both of the MAX-SAT multi-modal and MPG functions are multi-modal functions. While the proposed method has performed significantly better than the PGA over MPG method, it has performed worst over MAT-SAT multi-modal problem.
The main difference between the MPG and MAX-SAT multi-modal function is that the MPG function is ran for 10000 fitness calls, while the MAX-SAT problem stopped after 100 fitness calls. It suggest that the AGAPSS might be able to outperform the PGA over higher number of iterations. In order to check the validity of the aforementioned hypothesis, a new experiment has been conducted. Both of the PGA and AGAPSS methods have been ran over MAX-SAT multi-modal problem while the maximum number of fitness calls was set to 10000. As it could be seen in all of the instances of the compared algorithms, the AGAPSS have been able to obtain better results in comparison with the PGA method. However, the AGAPSS has obtained the better performance after some iterations. In other words, the performance of the PGA method was better in the early stages of the run. The statistical analyses, on the results of the last four instances of the MAX-SAT multi-modal function, confirmed that the AGAPSS has performed significantly better than the PGA . The performance of the AGAPSS has also been significantly better than PGA in longer iterations over the epistasis problems.
As a result it has been shown that the assignment of the parameters to the parts of the search space could be beneficial. However, it take some generations, in the early stages of the run, for the AGAPSS to conduct the proper balance between the partitions of the search space.
In other words, it takes time for the proposed method to find the promising partition and focus on it. This time would slow down the algorithm from finding the promising area in the search space, however, the accuracy of the proposed method in comparison to the other methods has shown that the proposed method is able in finding significantly better solutions. 
Conclusions and future works
A new adaptive algorithm is proposed that divides the search space into predefined number of regions. Different search strategies will be applied on different regions based on ranks that are given to each region based on their behaviour. The behaviour of a regions will be determined in relation to the overall fitness of the regions and the number of visits that have been done from them.
The proposed method has been examined using different instances of three benchmark problems: MAX-SAT multi-modal problems, MAX-SAT epistatic problems, and MPG problems.
The performance of the proposed method shown to be superior over the MPG in comparison to all of the compared methods. However, the results are negotiable with the MAX-SAT multi-modal test function. The proposed method shown to be able to perform better than the PGA when the maximum number of fitness calls increased. Ignoring the first instance of this benchmark, the statistical analysis shown significant difference The results over the epistasis problem has also shown that the AGAPSS was significantly better in compare to the most of the compared methods. Overall, based on the results of the benchmarks, the performance of the proposed method is superior compared to the compared algorithms. Bibliography
