We prove that for every graph, any vertex subset S, and given integers k, ℓ: there are k disjoint cycles of length at least ℓ that each contain at least one vertex from S, or a vertex set of size O(ℓ · k log k) that meets all such cycles. This generalises previous results of Fiorini and Hendrickx and of Pontecorvi and Wollan.
Introduction
Menger's theorem is an example of a most satisfactory type of existence result: either there are k objects of the desired kind (disjoint paths between two vertex sets), or there is a simple obstruction that excludes their existence (a separator of less than k vertices). In many other situations, however, such an ideal characterisation cannot be achieved. The classic theorem of Erdős and Pósa is, in that respect, the next best type of existence result: there are k disjoint cycles, unless there is a simple obstruction that excludes the existence of many more than k disjoint cycles.
Theorem 1 (Erdős and Pósa [7] ). Any graph either contains k disjoint cycles or there is vertex set of size O(k log k) meeting all cycles.
The result of Erdős and Pósa was the starting point for a series of articles that adapted the theorem to new settings or generalised it in various directions. Two of these directions are the extension to long cycles and to cycles through a specific vertex set.
Theorem 2 (Fiorini and Herinckx [8]). For any graph and any integer ℓ, the graph either contains k disjoint cycles of length at least ℓ or a vertex set of size O(ℓ · k log k) that meets all such cycles.
That there is always such a hitting set, a vertex set meeting all cycles of length at least ℓ, of a size depending only on k and ℓ is a consequence of a more general result by Robertson and Seymour [17] . The bound on the hitting set was subsequently improved by Thomassen [19] , followed by Birmelé, Bondy and Reed [1] , until Fiorini and Herinckx [8] established the currently best bound stated above.
Kakimura, Kawarabayashi and Marx [12] were the first to extend the Erdős-Pósa theorem to S-cycles, the cycles in a graph that each contain a vertex from a given vertex set S. The bound on the hitting set in the theorem below is due to Pontecorvi and Wollan [14] .
Theorem 3 (Kakimura et al. [12] , and Pontecorvi and Wollan [14] ). For any graph and any vertex subset S, the graph either contains k disjoint S-cycles or a vertex set of size O(k log k) that meets all S-cycles.
In this article we bring these two divergent directions together. That is, we prove the following theorem, which extends both Theorems 2 and 3. (a) there exist k vertex-disjoint S-cycles of length at least ℓ, or
any S-cycle of length at least ℓ.
Pontecorvi and Wollan describe an O(mn)-time algorithm that returns one of the two possible outcomes of their Theorem 3. Our proof is also of algorithmic nature.
There is an algorithm that, on input of a graph G, a vertex subset S of size s and integers k and ℓ,
Note that our algorithm runs in FPT time when parameterized by ℓ. In fact, the factor f (ℓ) comes from the subroutine of finding cycles of length at least ℓ. Since this problem is NP-hard in general, we cannot expect a running time which is polynomial in ℓ.
We briefly discuss some of the research initiated by the Erdős-Pósa theorem. A family H of graphs is said to have the Erdős-Pósa property if there is a function f : N → N so that any graph either contains k disjoint subgraphs that are isomorphic to graphs in H, or if it contains a vertex set of size f (k) meeting all such subgraphs. Long cycles and, stretching the definition a bit, S-cycles are just two of many examples having the Erdős-Pósa property. Others include:
• the family of cycles of length 0 mod m for any integer m ≥ 2 (Thomassen [19] ), • the family of cycles of length not equal to 0 mod m for any odd integer m ≥ 3 (Wollan [21] ), • the family of graphs that can be contracted to a specific planar graph (Robertson and Seymour [17] ), • and the family of all (directed) cycles in a digraph (Reed et al. and Havet and Maia [16, 9] ).
Other natural classes of graphs, in contrast, fail to have the Erdős-Pósa property: for example, the family of odd cycles, clique minors (graphs that can be contracted to a given complete graph K p with p ≥ 5), and the family of cycles of length ℓ mod m for any ℓ = 0 and even m. Somewhat surprisingly, this changes if high connectivity is imposed. Indeed, in highly connected graphs, odd cycles do have the Erdős-Pósa property, see Thomassen [20] , Rautenbach and Reed [15] , and Kawarabayashi and Wollan [13] ; as do clique minors, see Diestel et al. [5] ; and as do cycles with arbitrary modularity constraints, see Kawarabayashi and Wollan [13] .
Coming back to S-cycles, we note that there is a long-standing interest in cycles through a prescribed set of vertices. Probably the best known result is due to Dirac [6] who proved that in every k-connected graph (k ≥ 2), there is a cycle containing any given set of k vertices. Bondy and Lovász [3] investigated this further and proved that every non-bipartite k-connected graph (k ≥ 2) has an odd cycle containing any set of k − 1 vertices and every k-connected graph (k ≥ 3) has an even cycle containing any set of k vertices.
Just as odd cycles, odd S-cycles do not have the Erdős-Pósa property in general, but gain it in highly connected graphs; see [10] . For cycles in digraphs the situation is slightly different as demonstrated by an example of Wollan (see Kakimura and Kawarabayashi [11] ): while (directed) cycles in digraphs have the Erdős-Pósa property, the property is lost when cycles are replaced by S-cycles. Whether high connectivity restores the property appears to be unknown.
Preliminaries and short discussion
We use standard graph theory notation as found in Diestel [4] . In particular, for a vertex set or subgraph H of some graph, we call a path an H-path if the endvertices of the path are contained in H, while all internal vertices lie outside H.
The best known proof of the Erdős-Pósa theorem is certainly due to Simonovits [18] . Indeed, both later proofs of the Theorems 2 and 3 rely on refinements of Simonovits' strategy. We will follow it as well.
In his proof Simonovits grows step by step a subgraph H of the graph G that encapsulates at the same time a candidate hitting as well as a set of disjoint cycles. The graph H is a subdivision of a cubic multigraph, and it turns out that either H has many vertices of degree 3, in which case there are many cycles, or there are few of them, which means they may play the role of hitting set.
That any such H with many vertices of degree 3 yields many disjoint cycles is due to the theorem below. For an integer k ≥ 2 let s k = 4k(log k + log log k + 4), while we put s k = 1 for k = 1. (The logarithm is base 2.) Theorem 6 (Simonovits [18] ). Every cubic multigraph with at least s k many vertices contains k disjoint cycles.
We note that the proof of the theorem can be turned into an algorithm that runs in O(n)-time.
For the proof of our main result we borrow some arguments from Fiorini and Herinckx [8] , from Pontecorvi and Wollan [14] . In particular, both pairs of authors, Fiorini and Herinckx, and Pontecorvi and Wollan adapt Simonovits' graph H so that it only contains cycles of the desired kind, that is, either long cycles or S-cycles. We will do the same and force H to contain only long Scycles. Ensuring that this is still the case when we grow H takes up the main effort of the proof.
In order to avoid repeating large parts of argument, we have set up our proof in an algorithmic manner, so that Theorem 5 follows with only a little extra work.
The proofs
In this section we assume that G is a graph and S is a subset of the vertices of G. Moreover, let k, ℓ be positive integers.
We call a cycle (in G) long if its length is at least ℓ. Let H be a subgraph of G. A set X ⊆ V (H) is wide if any path in H with first and last vertex in H − X that contains a vertex of X has length at least ℓ. Equivalently, X is wide if every non-trivial N H (X)-path in H has length at least ℓ.
A subgraph H of G is a frame if
• every vertex of H has degree 2 or 3 in H; and
Any vertex of degree 3 of H is a branch vertex, and we usually denote the set of branch vertices by B.
Step by step, we will make our frame larger. Here is a simple way to do just that.
Lemma 7. Let H be a frame, and let X ⊆ V (H) be wide and containing all branch vertices of H. Consider an H-path P of G−X that links two components of H − X. If every cycle in H ∪ P (that passes through P ) is an S-cycle, then H ∪ P is again a frame with more branch vertices than H.
Proof. Let H ′ = H ∪ P . Since X is wide, every cycle in H ′ is long. Moreover, by assumption, every cycle in H ′ is an S-cycle. Finally, observe that H ′ satisfies the degree condition because the branch vertices of H are contained in X.
A frame H might have pendant cycles; that is, a set K of pairwise disjoint long S-cycles that each meet H in precisely one vertex.
For a tuple (H, K) of a frame together with a set of pendant cycles we define its score as the tuple (|B|, |S ∩ V (H)| + |K|). We order scores lexicographically, which means that (H ′ , K ′ ) has larger score than (H, K) if either H ′ has more branch vertices than H, or if they have the same number of branch vertices but the number of vertices in S contained in H ′ plus the number of cycles in K ′ is higher than for (H, K).
Proof of Theorem 4. Inductively, we define pairs (H, K) of a frame H together with a set K of pendant cycles until we either find k disjoint long S-cycles or a hitting set X as in the theorem. We start the construction with (∅, ∅).
Now, assume such a pair (H, K) to be already constructed. Let L be the set of components of H that are cycles, and let B the set of branch vertices of H. We define a multigraph H on B ∪ L as vertex set with edge set E: let H − L be the cubic multigraph of which H − C∈L C is a subdivision, and let each C ∈ L be a loop of H that is incident with itself, seen as a vertex. Thus, any edge P ∈ E of H is either a B-path in H or a cycle component of H.
We bound the size of H. By Theorem 6, there are k disjoint long S-cycles in G if |B| ≥ s k−|L| . As |E| =
If K consists of at least k cycles, then again we can obviously stop as we require the cycles in K to be pairwise disjoint long S-cycles. So we may assume that
These estimations give us an upper bound on the score: the score of (H, K) is less than (s k , |S| + k).
Next, we define a wide vertex set X that is a candidate for the hitting set sought for in the theorem. The set X comprises three types of subsets, namely sets X b for every branch vertex b of H, sets X P for every edge P ∈ E of E and finally sets X K for every pendant cycle K ∈ K. We put
An illustration of the different types making up X is given in Figure 1 . 
Next, for each P ∈ E we define a set X P ⊆ V (H). If P is disjoint from S then we simply put X P = ∅. If P is a path that contains some vertex from S, we let s P be the first and s ′ P be the last vertex of S in P . In this case, we choose X P to be the set of vertices of P of distance at most (ℓ − 1)/2 from {s P , s ′ P } in P . Finally, if P ∈ L, that is, if P is a cycle component of H, then it has to contain a vertex of S, since every cycle of H is an S-cycle. We pick some vertex s P and let X P again be the set vertices of P of distance at most (ℓ − 1)/2 from s P in P . We note that in any of the cases |X P | ≤ 2ℓ. Moreover, since any X P will be contained in X, we have the following.
Let D be a component of P − X that contains some vertex of S, where P ∈ E. Then any D-path in H that contains a vertex outside D passes through X ∩ S, as does any path in H from
Finally, for each K ∈ K there is, by definition, a unique vertex y K shared by K and H. We define X K to be the set of vertices in H of distance at most ℓ − 1 to y K . Note that |X K \ b∈B X b | ≤ 2ℓ. We observe that
This estimation follows from (1), (2), and (5). Note, moreover, that X and X \ {y k : K ∈ K} are wide sets.
Having defined X, we observe that there are two possibilities. Either G − X is devoid of long S-cycles, in which case we are done, or there is still such a cycle. In that case, which will occupy the rest of the proof, we will change (H, K) into a frame-pendant cycles pair (H ′ , K ′ ) of higher score. The score, however, is bounded from above, by (3), which means that this procedure eventually ends.
So let us consider a long S-cycle C in G − X. We distinguish three cases, depending on whether C meets H nowhere, in one vertex or in more vertices.
The easiest case is when C is disjoint from H as then H ∪ C is a frame and (H ∪ C, K) has higher score than (H, K), as the former contains more vertices from S.
Next, assume that C meets H in precisely one vertex y C . If C is disjoint from any cycle in K, we can add C to K. As then (H, K ∪ {C}) has higher score than (H, K) we are done again. Thus, assume there is some K ∈ K having a vertex with C in common. Note that this cannot be the unique vertex y K of K in H as X contains all such vertices. Pick some vertex s ∈ (C ∪ K) ∩ S, which exists as both are S-cycles. As s cannot, in C ∪ K, be separated by single vertex from {y C , y K } there exists an H-path Q through s in C ∪ K. Applying Lemma 7 to Q and the set X − y K , which is wide by (8), we see that H ∪ Q is a frame with more branch vertices than H. Thus (H ∪ Q, ∅) has higher score than (H, K). This finishes the case of a unique common vertex of H and C.
We turn to the remaining case: C meets H in at least two vertices. Since C is an S-cycle, it contains a (possibly trivial) H-path Q * through a vertex of S. If Q * links two components of H − X then we apply Lemma 7 again to see that H ∪ Q * is a frame with more branch vertices than H. Consequently, (H ∪ Q * , ∅) has higher score than (H, K) and we are done.
Therefore, Q * meets a single component D of H−X. Since all branch vertices of H are contained in X, the component D of H − X is a subset of some P * ∈ E. As an H-path, Q * meets H and thus P * in precisely its endvertices; let these be q * 1 , q * 2 (note that they may coincide if Q * is trivial). Suppose first that there is a K ∈ K such that Q * and K intersect. Picking any s ∈ S in the S-cycle K, we see that, in Q * ∪ K, there is an H-path P through s starting in one of {q * 1 , q * 2 } and ending in y K . Since X − y K is wide, we conclude by Lemma 7 that H ∪ P is a frame and (H ∪ P, ∅) has a higher score than (H, K).
Hence, we may assume that Q * meets no cycle in K. by Q * , which results in (H ′ , K) having a higher score than (H, K). Therefore, we may assume that D ∩ S = ∅. If C contains vertices from H − D, then C also contains an H-path Q from H − D to D. Recalling (6) we see that any cycle in H ∪ Q that passes through Q contains a vertex from S, which in turn lets us apply Lemma 7 again to deduce that H ∪ Q is a frame with more branch vertices. Since (H ∪ Q, ∅) has higher score than (H, K), we may assume that C meets H only in D.
Let r 1 and r 2 be the first and the last vertex of P * belonging to C. In H, replace the subpath r 1 P * r 2 by C in order to obtain a graph H ′ of minimal degree 2 and maximal degree 3. Moreover, as X is wide, any cycle in H ′ is long. Let us check that all cycles in H ′ are S-cycles. This is clearly the case for C and for any cycle that avoids C. Any cycle that passes through a subpath of C from r 1 to r 2 also contains a D-path that meets vertices outside D. By (6), such a path passes through some vertex of S, which means that any cycle in H ′ is an S-cycle, and consequently, H ′ a frame. However, H ′ has two more branch vertices, namely r 1 , r 2 , than H. Again (H ′ , ∅) has higher score than (H, K).
Before we sketch how the proof can be turned into an algorithm let us note that the hitting set has size at most |X| ≤ 9 2 ℓs k + 2ℓk = 18ℓk(log k + log log k + 37/9).
While, with a bit of effort, this bound can certainly be improved somewhat, we did not see how to lower it substantially.
Proof of Theorem 5.
If s ≤ k, we simply output X = S as the removal of S obviously destroys all S-cycles of G, long or not. Thus we may assume k ≤ s. Following the steps of the proof of Theorem 4 we start with the framependant cycles pair (∅, ∅). In each iteration of the algorithm, we improve this pair, measured by its score. Since the bound (3) will still be valid, the algorithm will perform at most
Assume that the algorithm has already constructed a pair (H, K), and let B be the set of branch vertices of H, and L the set of its cycle components. In Theorem 4 we argued via Simonovits' Theorem 6 that |B| ≥ s k−|L| guarantees k disjoint long S-cycles. As these cycles can be computed in O(n)-time, we are done in that case. Similarly, the bound (2) on |K| ≤ k can also be assumed; otherwise we output the k disjoint long S-cycles in K.
We can compute the set X as in (4) in O(ℓn) time, since H has only O(n) many edges, while the graph G − X can be computed in O(m + n) time.
Next, we need to check whether there is still a long S-cycle in G−X. For this, we use an algorithm of Bodlaender [2, Thm. 5.3] : it finds a long cycle through a prescribed vertex in any graph or concludes that there is no such cycle. We run this algorithm for each vertex of S, which amounts to O(s(2 2ℓ (2ℓ)! · n + m)) time in total. Now, if there is no long S-cycle in G − X, we are done and output X. Otherwise, Bodlaender's algorithm finds a long S-cycle, say C. Since H ∪ C is of maximal degree 4, it has a linear number of edges, and we may thus check in O(n) time in which of the cases of Theorem 4 we are in, and improve (H, K) accordingly.
As, consequently, each iteration takes O(s(2 2ℓ (2ℓ)! · n + m))-time, the total running time amounts to O(k log k · s 2 · (2 2ℓ (2ℓ)! · n + m)).
Conclusion
We conclude the article with some observations. Our contribution consists in a common generalisation of Theorems 2 and 3. Introducing weights would be another obvious extension. More precisely, given weights w : V (G) → R + on the vertices of a graph G, we may ask whether there are k disjoint cycles of weight at least ℓ each, or a hitting set X of a total weight w(X) bounded in k and ℓ. This proposal, however, still needs a small adaption. Indeed, we cannot expect to bound w(X) only in k and ℓ if we allow arbitrarily high weights. This can be seen be taking any graph that does not contain any k disjoint cycles, for instance a triangle, and imposing arbitrarily high weights on all the vertices. On the other hand, there is no sense in having weights larger than ℓ: any cycle containing such a vertex has already a weight of at least ℓ, and this does not change if we cap the weights at ℓ.
So a weighted version of our main result would be: Indeed, the proof of the above result is similar to that of Theorem 4, which can be seen as unit weight version of Theorem 8. The major difference is in the definition of the hitting set X, given a frame with pendant cycles, since we have to adapt the notion of a wide set to the weighted setting. For example, instead of including all vertices of distance ℓ/2 from a branch vertex b, we simply have to include all vertices reachable from b by a path of total weight at most ℓ. The other necessary adaptions we leave to the interested reader.
Next, we discuss the size of the hitting set. Our bound on the hitting set coincides, up to a constant factor, with the one given by Fiorini and Herinckx [8] . As they already discuss, the bound O(ℓ · k log k) is asymptotically tight, up to a constant factor, in k resp. ℓ if the other parameter is kept constant.
For fixed ℓ this follows already from the original probabilistic construction of Erdős and Pósa [7] , and also from the explicit constructions of Simonovits [18] . Indeed, in both cases the graphs have girth about log n, which means that every cycle is long (provided n is large enough).
For fixed k, Fiorini and Herinckx give the example of the disjoint union of k − 1 cliques on 2ℓ − 1 vertices each. Obviously, there are no k long cycles, yet (k − 1)ℓ vertices need to be deleted to guarantee that no long cycle remains.
If both, ℓ and k, are allowed to grow it is not clear whether a size of O(ℓ · k log k) for the hitting set is best possible. In our opinion the existing lower bounds, provided by the above examples, are more convincing. Moreover, our proof does seem a bit wasteful. Simonovits' theorem assumes that the cycles found in the cubic multigraph have length about log k; if the cycles were shorter, one could obtain more cycles from it. If, however, the cycles obtained from our frame already have length about log k in H, that is, in the cubic multigraph, then they have length about ℓ 2 log k in H and thus in G. This is because in our construction branch vertices in H have a distance of at least ℓ 2 from each other. We conjecture:
Conjecture 9. For every graph G, for any subset of vertices S, and for any positive integers k, ℓ, there is a set of k disjoint S-cycles of length at least ℓ or a set X of size O(k(ℓ + log k)) such that G − X does not contain any S-cycle of length at least ℓ.
There are several more open problems related to our results.
1. Does the class of cycles that contain at least p vertices in S have the Erdős-Pósa property? The same question can also be formulated in a weighted version.
2. Already Birmelé et al. [1] asked for an edge-version for long cycles. While such a version is well-known for the original Erdős-Pósa result it is not obvious how to deduce it from the vertex-version. On the other hand, by making good use of the set S Pontecorvi and Wollan [14] could prove an edge-analogue of their result via an easy gadget construction. Unfortunately, this construction breaks down in the case of long S-cycles (or even just long cycles).
