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Abstract
In this thesis we study the informational underpinnings of thermodynam-
ics and statistical mechanics. To this purpose, we use an abstract frame-
work—general probabilistic theories—, capable of describing arbitrary phys-
ical theories, which allows one to abstract the informational content of a
theory from the concrete details of its formalism. In this framework, we
extend the treatment of microcanonical thermodynamics, namely the ther-
modynamics of systems with a well-defined energy, beyond the known
cases of classical and quantum theory. We formulate two requirements
a theory should satisfy to have a well-defined microcanonical thermody-
namics. We adopt the recent approach of resource theories, where one
studies the transitions between states that can be accomplished with a re-
stricted set of physical operations. We formulate three different resource
theories, differing in the choice of the restricted set of physical operations.
To bridge the gap between the objective dynamics of particles and the
subjective world of probabilities, one of the core issues in the founda-
tions of statistical mechanics, we propose four information-theoretic ax-
ioms. They are satisfied by quantum theory and more exotic alternatives,
including a suitable extension of classical theory where classical systems
interact with each other creating entangled states. The axioms identify a
class of theories where every mixed state can be modelled as the reduced
state of a pure entangled state. In these theories it is possible to introduce
well-behaved notions of majorisation, entropy, and Gibbs states, allowing
for an information-theoretic derivation of Landauer’s principle. The three
resource theories define the same notion of resource if and only if, on top
of the four axioms, the dynamics of the underlying theory satisfy a con-
dition called “unrestricted reversibility”. Under this condition we derive
a duality between microcanonical thermodynamics and pure bipartite en-
tanglement.
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Chapter 1
Introduction
Thermodynamics is a powerful phenomenological paradigm encompassing
several scientific disciplines, from physics to chemistry, up to biology and
engineering. Its principles form a framework every experimental observa-
tion must adhere to. Its two most important laws express energy conser-
vation (the first law), and the existence of irreversible processes, or, loosely
speaking, of an arrow of time (the second law). Whilst it is fairly easy and
reasonable to accept a principle such as energy conservation, the second
law and its consequent arrow of time have caused a great bewilderment
among scientists and philosophers, since it was difficult to find an explan-
ation for the origin of irreversibility.
It was also necessary to find a place in the structure of physics for the
new concepts introduced by thermodynamics: work, heat, temperature,
etc. Were they fundamental or could they be derived from other concepts?
Several theories of thermodynamics were proposed. The first leaned to-
wards the view that heat and temperature are primitive notions, but later,
the classic works by Maxwell [1, 2], Boltzmann [3], and Gibbs [4] under-
took a reduction of the laws of thermodynamics to the laws of the under-
lying dynamics of particles and fields. This reduction led to the establish-
ment of statistical mechanics as the standard paradigm for the foundations
for thermodynamics [5–8]. This has worked even for quantum systems,
where quantum statistical mechanics was able to predict new, genuinely
quantum, phenomena, such as Bose-Einstein condensation, later observed
in a laboratory [9], and related to other important phenomena: super-
fluidity and superconductivity [10]. For this reason, in the following we
will use the terms “statistical mechanics” and “thermodynamics” nearly
9
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as synonyms.
However, the statistical paradigm in turn led to novel questions, the
central one now being how to reconcile the use of statistical notions (mixed
states), associated with the incomplete knowledge of an agent, with the
picture of Nature provided by classical and quantum mechanics, where
the fundamental dynamics are deterministic (and reversible). Different
proposals have been made for classical statistical mechanics, the best known
of which are ergodic theory [11–15], and Jaynes’ maximum entropy ap-
proach [16], then extended to quantum statistical mechanics [17]. Deffner
and Zurek refer to these attempts as to a
“‘half-way’ house, populated by fictitious but useful con-
cepts such as ensembles” [18].
Quantum theory, instead, offers a radically new opportunity. As originally
noted by Schrödinger [19], a system and its environment can be jointly in
a pure state, whilst the system is individually in a mixed state. Here the
mixed state does not represent an ensemble of identical systems, but rather
the state of a single quantum system. Based on this idea, Popescu, Short,
and Winter [20], and Goldstein, Lebowitz, Tumulka, and Zanghì [21] pro-
posed that entanglement could be the starting point for a new, genuinely
quantum foundation of statistical mechanics. The idea was that, when the
environment is large enough, the system is approximately in the equilib-
rium state for the typical joint pure states of the system and the environ-
ment. This idea has been explored in a variety of settings [22–29], whose
common inspiration is the idea that quantum entanglement can provide a
new foundation for statistical mechanics, and ultimately, thermodynam-
ics. Furthermore, even irreversibility can be explained because some de-
grees of freedom are traced out.
The success of the statistical mechanical paradigm is deeply tied to
the fact that the physical systems under investigation are composed of an
enormously large number of particles, which guarantees the applicability
of statistical methods. However, more recently, the scope of thermody-
namics in the quantum regime has been extended from quantum gases
to microscopic systems far from the thermodynamic limit, so crucial for
the development of nanotechnology [30–32]. In this new regime one stud-
ies the thermodynamic transformations and the fluctuations of quantum
systems with very few particles, a scenario often called the single-shot re-
gime. Clearly one cannot use the standard tools of statistical mechan-
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ics, and a new way to address this new regime is to adopt a resource-
theoretic approach [33–35], where one starts from a subset of quantum
operations that are “free” or “easy to implement”, and characterises the
transitions that can be accomplished by these free operations. This es-
tablishes a preorder on quantum states based on their value as thermody-
namic resources, from the most valuable to the least valuable (the so-called
“free states”), which correspond to equilibrium states. This emergence of
thermalisation through the repeated applications of some transformations
is the reason why resource theories have been so successful in the study
of quantum thermodynamics [30–32]. In this approach thermodynamic
potentials often emerge as functions assigning a value to resources com-
patibly with the resource preorder. Many recent results in quantum ther-
modynamics have been obtained in this way [36–55].
The approach to quantum thermodynamics based on resource theories
uses a lot of concepts and techniques from (quantum) information the-
ory. This should not surprise, as from the early development of statist-
ical mechanics it became clear that thermodynamic concepts are intimately
tied to information-theoretic ones, as shown by the paradigmatic examples
of Maxwell’s demon [56], and the closely related Szilard engine [57]. In
these examples, the knowledge possessed by a (microscopic) observer was
used to set up a physical process violating the second law of thermody-
namics. This was clearly paradoxical, and called for an explanation in or-
der to reaffirm the validity of the famed second law. Since the paradoxes
were all based on the information possessed by an observer, if a solution
was to be found, it would involve some information-theoretic concepts.
The correct solution came many years later, when Landauer found out
something very surprising: the act of erasing and overwriting the memory
of a computing device has a physical effect [58]. More precisely, if we erase
an unknown bit at temperature T, there is an associated heat dissipation of
kT ln 2, where k is Boltzmann constant. This opened the way to a solution
of the paradoxes, which was found by Bennett [59,60]. He understood that
if an observer is to act on a physical system based on the result of their pre-
vious observation, they have to store their observation somewhere. Since
infinite storage does not exist, at some point they will have to erase their
memory, spending energy to do it, according to Landauer’s result. In con-
clusion, microscopic observers such as Maxwell’s demon cannot be used
for cyclic work extraction at no additional cost, because their usage would
involve some energy dissipation at some stage of the protocol.
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In this thesis, in accordance with the recent trend in theoretical physics
of grounding physics on information theory, we study the information-
theoretic foundations of thermodynamics and statistical mechanics. How-
ever, we do it in a different way from before: instead of analysing them
in quantum theory, we do it in arbitrary physical theories. This is a novel
area of research, and this DPhil thesis is the first doctoral thesis on this
topic.
If quantum theory is the ultimate theory of Nature, at least in the mi-
croscopic domain, why do we bother to study the foundations of ther-
modynamics in general physical theories? There are manifold answers.
One is that one of the major trends in theoretical physics has always been
to generalise known results and broaden their scope, therefore it is nat-
ural to study thermodynamics in its full generality. This may seem a truly
ambitious and hard feat. However this is precisely in the spirit of thermo-
dynamics: being a very general phenomenological paradigm, it should
be theory-independent in its essence, therefore it should be possible to
define and study it in abstract terms. Another answer is that some fea-
tures of quantum theory, and by extension, of quantum thermodynamics,
are best understood when looked at them “from the outside”. Contrasting
quantum behaviour with the behaviour one observes in general theories
can provide a new insights into why the world is quantum, this time from
a thermodynamic angle. Another reason is that, working in an abstract
way, we can capture the information-theoretic essence of thermodynam-
ics, without “being distracted” by the concrete details of the formalism of
a specific physical theory.
Clearly, the first thing we need is a theory-independent way to address
physical theories, an abstract framework that allows us to describe all their
common traits, without plunging deep into the details of their specific
formalisms. Fortunately, such a framework exists, and it is that of gen-
eral probabilistic theories [61–66], which identifies the two main ingredients
of any physical theory to be its compositional structure (how to build ex-
periments) and its probabilistic structure (how to assign probabilities to ex-
perimental observations). This is even more obvious in the variant of the
formalism known as operational probabilistic theories [67–74], arisen from the
marriage of the graphical language of category theory [75–80] with prob-
ability theory. As opposed to the original framework for general probab-
ilistic theories, based on the convex geometry of states [62, 64, 66, 81, 82],
the focus of operational probabilistic theories is on physical processes and
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their composition. This is the approach adopted in this thesis: since ther-
modynamics is a theory concerned with processes and transitions, it is
natural to resort to a formalism where processes play centre stage.
Historically, general probabilistic theories were introduced as a frame-
work from which to derive quantum theory by imposing suitable information-
theoretic principles, leading to various quantum reconstructions [61,68,70,
72, 73, 83–89]. However, their scope is broader than just this: besides help-
ing us gain an operational understanding of quantum theory and why
Nature is quantum, general probabilistic theories are important also for
studying extensions and restrictions of quantum structures [90]. Indeed,
several proposals for a theory of quantum gravity have called for a modi-
fication of the quantum laws to a more general form (see e.g. [91]). On
the other side, sometimes one considers sub-theories of quantum theory,
arising for instance from an experimental limitation on the states or opera-
tions one can implement in a laboratory. In this case, what is the resulting
theory like? To give an example, Bartlett, Rudolph, and Spekkens stud-
ied Gaussian quantum theory, and found out that it admits a semiclassical
explanation as an epistemically restricted theory [92, 93].
In our quest for the foundations of thermodynamics, we will be in-
spired by the recent results obtained in quantum thermodynamics for mi-
croscopic systems. Therefore we adopt the resource-theoretic approach,
which was shown to be not at all specific to quantum theory, but rather
applicable to a broad range of theories and situations [94–99].
We will find out that not all physical theories, which in principle may
be extremely counter-intuitive, are suitable to support a sensible thermo-
dynamics. Therefore we have to introduce some axioms in order to restrict
ourselves to thermodynamically relevant theories. Specifically, inspired
by the results about typicality [20,21], we start from entanglement [67,100],
turning it into an axiomatic foundation for statistical mechanics. We ex-
plore the hypothesis that the physical systems admitting a well-behaved
statistical mechanics are exactly those where, at least in principle, mixed
states can be modelled as the local states of larger systems, globally in a
pure state [101]. This modelling is possible in quantum theory, where it
provides the stepping stone for the derivation of the microcanonical and
canonical states in [18, 20, 21]. But the foundational role of entanglement
is not limited to quantum theory. We show that even classical statist-
ical mechanics, where entanglement is absent, can find a new foundation
if classical theory is regarded as part of a larger physical theory where
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classical mixed states can be obtained as marginals of pure states of non-
classical composite systems [101]. Remarkably, the mere fact that classical
systems could be entangled with some other physical systems determines
some of their properties, and opens the way to the use of typicality ar-
guments like in the quantum case. The same approach is applicable to
several extensions of quantum theory, including quantum theory with su-
perselection rules [101–105], and variants of quantum theory with real
amplitudes [106–109]. In this framework, we demand the validity of four
information-theoretic axioms, informally stated as follows:
Causality [67] No signal can be sent from the future to the past.
Purity Preservation [90] The composition of two pure transformations is
a pure transformation.
Pure Sharpness [110] Every system has at least one pure sharp observ-
able.
Purification [67] Every state can be modelled as the marginal of a pure
state. Such a modelling is unique up to local reversible transforma-
tions.
We call the theories satisfying these axioms sharp theories with purifica-
tion, a notable example being quantum theory itself. We show that the
validity of above axioms implies that these theories have some nearly
quantum behaviour (e.g. the existence of entanglement), yet they need not
be quantum [101, 105, 111]. Their key feature is that they admit a level of
description in which all processes are pure and reversible, and all meas-
urements are sharp. As such, we believe them to play a really fundamental
role in physics, and quantum theory is an example of this. These axioms
enforcing purity at the fundamental level are also interesting from a ther-
modynamic point of view. For example, Causality can be related to the
ability to discard systems, and therefore to restrict ourselves to a smaller
subsystem of a larger system. On the other side, Purification, being the
foundation for all extension and dilation theorems [67,71], can be thought
of as the ability for a thermodynamic observer to enlarge their system in
order to always have an isolated system.
We study the simplest situation: microcanonical thermodynamics, de-
scribing a system with fixed energy, first in arbitrary physical theories,
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and then in sharp theories with purification. We formulate two require-
ments a theory should satisfy to have a well-defined microcanonical ther-
modynamics, and we show that the axioms of sharp theories with purific-
ation guarantee that they are satisfied. The following step is to introduce
a resource-theoretic treatment of thermodynamics in this regime. Clearly,
it is natural to choose the microcanonical state as free, but what about the
choice of free operations? We have essentially three possibilities [105]:
random reversible channels arising from reversible dynamics with ran-
domly fluctuating parameters;
noisy operations generated by preparing ancillas in the microcanonical
state, turning on a reversible dynamic, and discarding the ancillas;
unital channels defined as the processes that preserve the microcanonical
state.
In sharp theories with purification the three sets of operations satisfy some
remarkable inclusion relations like in quantum theory, with random re-
versible channels included in the set of noisy operations, and noisy oper-
ations included in the set of unital channels.
We show that the preorder induced by unital channel is completely
characterised by a suitable majorisation criterion [105]. As a consequence,
the functions that assign a value to states compatibly with the preorder,
which are measures of mixedness, bear a close resemblance to entropies;
in more mathematical terms they are Schur-concave functions [112]. In this
setting we show that it is possible to put forward a definition of Shannon-
von Neumann entropy with similar properties to its quantum counterpart,
which allows us to prove an operational version of Landauer’s principle
[101].
If we want majorisation to completely characterise the preorder of all
the three resource theories, the physical theory must satisfy an additional
axiom, called “unrestricted reversibility”, which comes in three equivalent
flavours in sharp theories with purification [105]:
Permutability [70] Every permutation of every maximal set of perfectly
distinguishable pure states can be implemented by a reversible trans-
formation.
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Strong Symmetry [87, 113] For every two maximal sets of perfectly dis-
tinguishable pure states, there exists a reversible transformation con-
verting the states in one set into the states in the other.
Reversible controllability [114] For every pair of systems A and B, it is
possible to reversibly implement any control-reversible transforma-
tion.
When unrestricted reversibility holds, the three resource theories identify
the same notion of resource—purity—and in this case we can prove a du-
ality between purity and pure-state entanglement [100].
Published work The core of this work is taken from [101,105], with some
minor parts from [111, 115]. Specifically, most of the material presented
in chapter 4 comes from [101], whereas chapter 5 contains material from
both [101] (the part about entropies, mixedness monotones, and Land-
auer’s principle) and [105] (the rest).
Structure The thesis is structured as follows: in chapter 2 we introduce
the basic framework of general probabilistic theories, presented mainly in
the operational-probabilistic variant. In the same chapter we introduce
the first axiom, Causality, stating that information propagates from the
past to the future, and we analyse its consequences. Causality will remain
a standing assumption throughout the rest of the thesis. In chapter 3 we
present the main tool we use to study thermodynamics in general physical
theories, namely resource theories. Sharp theories with purification are in-
troduced in chapter 4, where their general properties are studied in detail.
The key thermodynamic results are exposed in chapter 5: we start from
microcanonical thermodynamics, examined in great detail both in arbit-
rary physical theories and in sharp theories with purification. Then we in-
troduce thermal states, by which we obtain an information-theoretic deriv-
ation of Landauer’s principle. Finally conclusions are drawn in chapter 6,
with an outlook on further directions of research.
In this thesis we assume that the reader is already familiar with the
basic framework and terminology of quantum mechanics and element-
ary quantum information theory, in particular mixed states and quantum
channels. Good references in this respect are [116–119]. The other, more
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advanced, concepts will be thoroughly explained when they are intro-
duced.
1.1 List of publications and preprints
The work presented in this thesis contains material from the following
publications and preprints:
1. G. Chiribella, C. M. Scandolo, Microcanonical thermodynamics in gen-
eral physical theories, New J. Phys. 19 (12), 123043 (2017) [105].
2. G. Chiribella, C. M. Scandolo, Entanglement as an axiomatic foundation
for statistical mechanics, arXiv:1608.04459 [quant-ph] (2016) [101].
3. H. Barnum, C. M. Lee, C. M. Scandolo, J. H. Selby, Ruling out Higher-
Order Interference from Purity Principles, Entropy 19 (6), 253 (2017)
[111].
4. C. M. Scandolo, R. Salazar, J. K. Korbicz, P. Horodecki, Is it possible
to be objective in every physical theory? arXiv:1805.12126 [quant-ph]
(2018) [115].
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Chapter 2
General probabilistic theories
In this chapter we present the framework our investigation is conducted
in. Known as “general probabilistic theories” (GPTs) [61–66], it is gen-
eral enough to accommodate essentially every physical theory, admitting
probabilistic processes. The idea behind it is that a theory is defined by
what an agent can do in a laboratory, and by the observations they collect,
and the predictions they make.
GPTs come in two flavours: one based on convex geometry [62, 64, 81,
82], and the other, more general, based on the compositional structure of
physical theories [67–74]. The theories described in the latter approach are
often called operational probabilistic theories (OPTs). These two approaches
are almost equivalent, but OPTs are able to describe also non-convex the-
ories, arising e.g. from the lack of Causality.
For convex theories, one can translate concepts of one approach into
the other, but the scope of the two approaches remains slightly different.
The convex approach is more low-level: one starts from the state space of
single systems, and builds composites from it. Its weak point is that one
must specify all the details and constructions, and this can become cum-
bersome when one studies the composition of systems [120–122]. How-
ever, this approach is often inescapable if one is to deal with a concrete
model. On the other hand, OPTs use the high-level language of circuits
borrowed from category theory [75–80], and take composition as a prim-
itive, rather than derive it from the structure of the state space. Its strong
point is that it can be used to derive results about a theory without spe-
cifying its concrete details too much.
In this chapter and the rest of this thesis we will mainly adopt the OPT
19
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variant: its focus on processes and their composition matches beautifully
with the scope of thermodynamics, which is all about processes and trans-
formations between states. Therefore, in the following, the term “GPT”
will be used as a synonym of “OPT”, or more precisely, of a general prob-
abilistic theory treated in the OPT approach. Here we present the prin-
ciples underpinning the OPT framework, where the ideas of process and
composition play a central role. Even states are viewed as processes, spe-
cifically as preparation processes. The analysis of the operational struc-
ture of a physical theory is done by introducing a diagrammatic language,
which will be used throughout this thesis. Then, in section 2.2, we insert
the probabilistic ingredient: every theory must be able to provide probab-
ilities of experimental outcomes.
In section 2.3 we introduce the axiom of Causality [67], which is often
implicitly assumed in a lot of GPT literature. Causality will be a back-
ground assumption throughout this thesis. The choice of Causality as an
axiom for a physical theory is motivated by several of its consequences,
e.g. the lack of time loops or the no-signalling principle between different
physical systems. Finally, this axiom is also appealing from a thermody-
namic perspective, for it guarantees the ability to discard systems, and
therefore to restrict ourselves to a subsystem of a larger thermodynamic
system.
2.1 Events, tests, and the operational structure
As the name suggests, an operational probabilistic theory is made of two
parts: the operational one and the probabilistic one. The operational part is
the more fundamental: it describes how to build experiments in a labor-
atory by composing and connecting the associated devices. As such, it is
the essential ingredient of every experimentally testable physical theory.
The probabilistic part is built on top of that, and it deals with the predict-
ive power of the theory, namely the ability to predict the likelihood of the
various experimental observations.
In this section we introduce a formalism able to describe the opera-
tional structure of every physical theory [67,69,70,72,73], which has a nice
graphical representation in terms of diagrams and circuits, taken from the
graphical languages for symmetric monoidal categories [76–80].
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2.1.1 Systems and tests
In an operational theory, there are two primitive notions: systems and tests.
We can have an intuition about their meaning by thinking of a concrete ex-
perimental situation. A test represents the application of a physical device
(beam-splitter, polarimeter, Stern-Gerlach magnet, etc.). Every device has
an input and an output, which will be called input and output system re-
spectively. In this way, somehow systems play the role of labels attached
to the input and output ports of a device.
We denote systems by capital letters in Roman character: A, B, etc.
There is also a particular system, the trivial system, which simply means
“nothing”, or the degrees of freedom the theory does not deal with. We
will denote it by letter I. A device with the trivial system as input is simply
a device with no input, and a device with the trivial system as output is
simply a device with no output.
The application of a physical device can yield various outcomes. Each
of them corresponds to a particular event that occurred in the laborat-
ory, which can be identified by the experimenter by “reading” the device
pointer. Therefore, we can give the following characterisation of tests.
Definition 2.1.1. A test with input system A and output system B is a col-
lection of events {Ci}i∈X that can occur in an experiment, labelled by the
outcome i in some set X. X is called outcome set.
We will often say that {Ci}i∈X is a test from system A to system B; if A
and B coincide, we say that {Ci}i∈X is a test on system A.
To clarify the role of outcome i better, we can regard it as what the ex-
perimenter actually sees when they perform their experiment (a sequence
of digits, a spot in a photographic plate, the device pointer, etc.). The
outcome set X is the set containing all the possible outcomes for a given
test. In the following we will assume that all outcome sets are finite. This
will simplify the later mathematical treatment, and will match a finite-
dimensionality assumption we will make in section 2.2.
We can represent a test graphically as a box with incoming and outgo-
ing wires representing the input and output systems respectively.
A {Ci}i∈X B
When there is no ambiguity, we will omit the outcome set X. If we want
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to express that the specific event Ci has occurred, we will write
A Ci B ,
without braces.
Whenever the trivial system I is involved, we omit the correspond-
ing wire and letter. Specifically, when we have no physical input for our
device—which means the trivial system as input—we have a preparation-
test (a collection of preparation-events), which we represent as
{ρi} A := I {ρi} A ,
namely with a rounded box on its left side. Intuitively, preparation-tests
prepare a system in a particular “random state”, although we will clarify
this statement later. Similarly, when we have no physical output for our
device—i.e. the trivial system as output—we have an observation-test (a
collection of observation-events), which we represent as
A {ai} := A {ai} I ,
namely with a rounded box on its right side. Intuitively, observation-tests
destroy a system while acquiring some information from it, so they are
related to demolition measurements. Finally, if we have a test {pi}i∈X
from the trivial system to itself, we omit both the wires and the box.
{pi} := I {pi} I
Definition 2.1.2. We say that a test is deterministic if its outcome set has
one element.
If a test is deterministic, we omit the braces and simply write C instead
of {C}. In a non-deterministic test, we cannot predict which particular
outcome we will obtain. On the contrary, the outcome of a deterministic
test is completely determined. Since we are not able to predict the outcome
of non-deterministic tests, we set up a probabilistic structure that enables
us to define probabilities for the various outcomes. We will address this
issue in section 2.2, but first some other notions are needed.
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2.1.2 Sequential and parallel composition
Since we are implementing a graphical language which has a direct link
to experimental apparatuses, the next step is to describe how to connect
devices. Devices can be connected sequentially or in parallel. Let us start
from sequential composition. Intuitively, two devices can be connected
sequentially, i.e. one after another, if the output system of the former is the
input system of the latter.
Definition 2.1.3. If {Ci}i∈X is a test from A to B with outcome set X, and{Dj}j∈Y is a test from B to C with outcome set Y, we can consider the
sequential composition
{Dj ◦ Ci}(i,j)∈X×Y , which is a test from A to C and
has outcome set X×Y.
The graphical representation is quite intuitive: suppose we want to
compose the event Dj after the event Ci; we simply write
A Dj ◦ Ci C := A Ci B Dj C .
From this notation, and from its operational meaning, we immediately get
that sequential composition is associative.
Sequential composition yields a natural ordering on tests. Indeed, some
tests are performed first and other later. In graphical language this order-
ing goes from left to right: every box follows all the others on its left.
However, we must not confuse this ordering with “temporal” or “causal”
ordering. We will come back to this point in section 2.3.
Now let us see an example of sequential composition of tests.
Example 2.1.4. Consider the diagram
{ρi} A
{Cj} B {bk} .
It gives instructions on how to build the experiment: first, we initialise
system A with the preparation-test {ρi}, then we perform the test
{Cj}
from A to B and finally we acquire some information from B by destroying
it with the observation-test {bk}.
If we wish to express which events actually occurred, we write
ρi A Cj B bk . (2.1.1)
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This means that the preparation-event ρi, the event Cj, and the observation-
event bk occurred.
We will often make use of the following short-hand notations, inspired
by quantum theory, to mean some common diagrams occurring in our
analysis.
1. (
aj
∣∣ρi) := ρi A aj ;
2. (
bk
∣∣Cj∣∣ρi) := ρi A Cj B bk ;
3. ∣∣ρj) (ai| := A ai ρj B .
Let us now define the identity test.
Definition 2.1.5. The identity test for system A is a deterministic test IA on
A such that Ci ◦ IA = Ci for every event Ci from A to B, and IA ◦ Di = Di
for every event Di from B to A.
Graphically, we have
A I A Ci B = A Ci B
for every Ci, and
B Di A I A = B Di A
for every Di. According to this definition, it is clear that for every system
A the identity test IA is unique.
Applying the identity test is just like doing nothing. For this reason we
will often omit the box for the identity test, and write just a plain wire.
We sometimes want to “identify” similar systems, namely systems that
behave exactly in the same way from an operational point of view, yet
they are distinct. In quantum mechanics, for example, we can consider
the polarisation of a photon and the spin of an electron. Although they
are completely different physical systems, they are described by the same
Hilbert space.1
1Or by isomorphic Hilbert spaces, to be precise.
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Definition 2.1.6. We say that system A and system A′ are operationally equi-
valent (and we write A ≈ A′) if there is a deterministic test U1 from A to
A′ and a deterministic test U2 from A′ to A, such that
A U1 A′ U2 A = A I A ,
where IA is the identity test on A, and
A′ U2 A U1 A′ = A′ I A′ ,
where IA′ is the identity test on A′.
If A ≈ A′, we can transform tests on system A into tests on system A′
by taking the sequential composition with the intertwining tests U1 and
U2. Indeed, if Ci is an event on system A, the corresponding event C ′i on
system A′ is
A′ C ′i A
′
:= A
′ U2 A Ci A U1 A′ .
Now we move to the other type of composition: parallel composition.
If we have two systems A and B, we can consider them together, forming
the composite system AB.
Definition 2.1.7. If A and B are two systems, the corresponding composite
system is AB. System composition has the following properties.
1. AI = IA = A for every system A, where I is the trivial system;
2. AB ≈ BA for all systems A and B;
3. A (BC) = (AB)C for all systems A, B, C.
These properties have a fairly intuitive meaning.
1. When we combine a system with “nothing”, we still have the ori-
ginal system.
2. The composition of systems does not depend on the order we com-
pose them.
3. This particular form of associativity allows us to write simply ABC,
without parentheses. Again, the order of composition is irrelevant.
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We represent composite systems diagrammatically as a collection of wires
one under another. We will typically omit the wire for the trivial system.
We can represent an event Ci from system AB to system CD as a box
with multiple wires, one for each system.
AB Ci CD =
A
Ci
C
B D
By property 2, it is completely irrelevant to write A or B on the upper input
wire, and the same holds for every wire. For composite systems we depict
preparation-events as
ρi
A
B
,
and observation-events as
A
aiB .
Now we can define the parallel composition of tests.
Definition 2.1.8. Let {Ci}i∈X be a test from A to B, and let
{Dj}j∈Y be a test
from C to D. The parallel composition
{Ci ⊗Dj}(i,j)∈X×Y (or tensor product)
is a test from AC to BD with outcome set X × Y, and it is represented
diagrammatically as
A
Ci ⊗Dj
B
C D
:=
A Ci B
C Dj D
.
Again, from its operational meaning, it is immediate that parallel com-
position is associative. Note that this is captured by the graphical notation
we are using.
We can combine parallel and sequential composition: supposeAi is an
event from A to B, Bj is an event from B to C; Dk is an event from D to E
and El is an event from E to F. Then we have
A (Bj ◦ Ai)⊗ (El ◦ Dk) CD F =
A Bj ◦ Ai C
D El ◦ Dk F
=
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=
A Ai B Bj C
D Dk E El F
=
A (Bj ⊗ El) ◦ (Ai ⊗Dk) CD F .
Let us analyse the properties of the deterministic test that intertwines
system AB and BA. In practice, it swaps system A and system B, so we call
it SWAP. Clearly swapping the systems twice yields the original system,
thus SWAP−1 = SWAP. Moreover it swaps the events in a parallel composi-
tion.
A Ci B
SWAP
D
C Dj D B
=
A
SWAP
C Dj D
C A Ci C
Note that we can compose preparation-tests only in parallel; the same
holds for observation-tests. We will often write sequential composition as
a product: if Ci is an event from A to B and Dj is an event from B to C, we
will write Dj ◦ Ci simply as DjCi.
Now we can define operational theories.
Definition 2.1.9. An operational theory is given by a collection of systems,
closed under composition, and a collection of tests, closed under sequen-
tial and parallel composition.
It is easy to see, from the properties presented above, that an opera-
tional theory is described by a strict symmetric monoidal category [67, 71,
72, 80, 123].
In the following we will assume that tests {Ai} from system A to sys-
tem B are performed through a deterministic interaction between the sys-
tems and the measurement apparatus X, which is read by the observer
with an observation-test.
Assumption 2.1.10 (Physicalisation of readout [71]). Every test {Ai}i∈X can
be realised as follows:
A {Ai} B =
A
A
B
X {ei}
,
where A is a deterministic test from A to BX, and {ei}i∈X is an observation-test
on X.
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2.2 The probabilistic structure
Now we can add the probabilistic ingredient to our theory: basically, we
want to assign a number in the interval [0, 1] to every event from the trivial
system to itself.
Definition 2.2.1. An operational-probabilistic theory (OPT) is an operational
theory where, for every test {pi}i∈X on the trivial system I, one has pi ∈
[0, 1] and ∑i∈X pi = 1.
Moreover, the sequential and parallel compositions of two events on
the trivial system are given by the product of probabilities: pi ◦ pj = pi ⊗
pj = pi pj.
This definition states that every event from I to itself can be interpreted
as a probability. Consequently, we can associate a probability with every
diagram with no external wires.
Example 2.2.2. Let us consider eq. (2.1.1) again. It is a diagram without
external wires; indeed the sequential composition of the three events is
an event from the trivial system I to itself (no input and no output). So we
have pijk :=
(
bk
∣∣Cj∣∣ρi), that is the joint probability of having the preparation-
event ρi, the event Cj, and the observation-event bk.
Henceforth we will focus only on OPTs, namely on operational theories
with a probabilistic structure.
Sometimes it happens that we obtain the same physical configuration
with different experimental procedures. For instance, in quantum theory
consider the mixed state ρ = 12 1 of a qubit. This state can be prepared
either by having no information on the state of the system, or by taking the
partial trace of one of the Bell states. The issue is now how to distinguish
different experimental preparations, or find out when they are equivalent.
Let us consider, for instance, preparation-events. If we compose a
preparation-event with an observation-event, we get pij =
(
aj
∣∣ρi), the
joint probability of having the preparation-event ρi and the observation-
event aj.
If we have a preparation-event ρi on A, we can associate a real-valued
function ρ̂i with it. This function acts on observation-events aj on A and
yields the joint probability pij.
ρ̂i : aj 7→
(
aj
∣∣ρi) = pij
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Similarly, if we have an observation-event aj on A, we can associate a real-
valued function âj with it. This function acts on preparation-events ρi on
A and yields the joint probability pij.
âj : ρi 7→
(
aj
∣∣ρi) = pij
From a probabilistic point of view, we cannot distinguish two prepara-
tions of the system if they yield the same probabilities for all observation-
tests, even if the preparations were obtained operatively in completely dif-
ferent ways. If we consider an experimenter, they can distinguish two
unknown preparations of the system by examining the statistics they get
from performing, in principle, all possible measurements on the system. If
they find any difference in the statistics, then they conclude that the pre-
parations were different. A very similar argument holds for observation-
events.
In this vein, we can introduce an equivalence relation between preparation-
events (and similarly between observation-events). If ρi and σj are two
preparation-events on system A, we say that they are tomographically equi-
valent (or tomographically indistinguishable), written as ρi ∼ σj, if ρ̂i = σ̂j,
namely if for every observation-event ak on A we have (ak|ρi) =
(
ak
∣∣σj).
Similarly, if ai and bj are two observation-events on A, we say that they
are tomographically equivalent (or tomographically indistinguishable), written
as ai ∼ bj, if âi = b̂j, namely if for every preparation-event ρk on A we
have (ai|ρk) =
(
bj
∣∣ρk).
Definition 2.2.3. Equivalence classes of tomographically indistinguishable
preparation-events are called states. The set of states of system A is de-
noted as St (A).
Equivalence classes of tomographically indistinguishable observation-
events are called effects. The set of effects of system A is denoted as Eff (A).
Therefore, two states ρ1 and ρ2 of system A are equal if and only if
(a|ρ1) = (a|ρ2) for every effect a ∈ Eff (A). Similarly, two effects a1 and
a2 of system A are equal if and only if (a1|ρ) = (a2|ρ) for every state
ρ ∈ St (A). The process of reconstructing a state (or an effect) from the
statistics of measurements is called tomography.
We can assume that equivalence classes were taken from the very be-
ginning, so from now on we will say that a preparation-test is made of
states, and that an observation-test is made of effects.
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Example 2.2.4. The trivial system has a unique deterministic state and a
unique deterministic effect: it is the number 1. All the other effects and
states are elements of [0, 1].
Let us see what states and effects are in quantum mechanics.
Example 2.2.5. In quantum mechanics we associate a Hilbert space HA
with every system A. Deterministic states are density operators, which
means trace-class positive operators with trace equal to 1. A non-deterministic
preparation-test is sometimes called quantum information source: it is a col-
lection of trace-class positive operators ρi, with tr ρi ≤ 1. This is essentially
a random preparation: a state ρi is prepared with a probability given by
tr ρi. Therefore in quantum mechanics St (A) is the set of trace-class posit-
ive operators with trace less than or equal to one.
An effect is, instead, represented by a positive operator P, with P ≤ 1,
where 1 is the identity operator. Observation-tests are then POVMs. The
pairing between states and effect is given by the trace: (P|ρ) = tr Pρ. In
quantum mechanics there is only one deterministic effect: the identity 1.
This is not a coincidence, but it follows from Causality (see section 2.3).
According to definition 2.2.3, states and effects are in fact real-valued
functions. As a consequence we can take linear combinations of them
with real coefficients; in other words they span real vector spaces. Let
StR (A) be the vector space spanned by states, and let EffR (A) be the vec-
tor space spanned by effects. These vector spaces can be finite- or infinite-
dimensional. In our presentation, to avoid mathematical subtleties and
simplify the treatment, we will assume that they are finite-dimensional.
Clearly, EffR (A) is the dual vector space of StR (A) and StR (A) is the
dual vector space of EffR (A). For finite-dimensional vector spaces, we
have dim StR (A) = dim EffR (A).
We can extend the notion of tomography to the full vector space StR (A):
ξ, η ∈ StR (A) are equal if and only if, for every a ∈ Eff (A) (or for every
X ∈ EffR (A)) we have (a|ξ) = (a|η) (or (X|ξ) = (X|η)). A similar fact
holds for the vector space EffR (A). The fact that these vector spaces have
finite dimension means that a finite set of effects (resp. states) is sufficient
to do tomography on states (resp. effects).
Remark 2.2.6. Consider the states of a bipartite system AB. Clearly to do
tomography one takes the effects of AB. Some of them will be of the
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product form, i.e. a ⊗ b, where a ∈ Eff (A) and b ∈ Eff (B), some oth-
ers will not. If considering only product effects is enough to do tomo-
graphy on all bipartite states, we say that the theory satisfies Local Tomo-
graphy [61, 67, 70, 84, 86, 107, 124]. Quantum theory on complex Hilbert
spaces satisfies Local Tomography, but quantum theory on real Hilbert
spaces does not [106–109]. If a theory satisfies Local Tomography, we have
StR (AB) = StR (A)⊗ StR (B) [67]. In this case, product states are enough
to characterise all states of a composite system, because every state of the
composite system can be written as a linear combination of product states.
In other words, there are no “genuinely new” states arising when systems
are composed. In the following we will not assume Local Tomography as
an axiom, in fact we will provide concrete examples of theories that violate
it.
We can also take linear combinations with non-negative coefficients,
they are called conical combinations. Using conical combinations, states
(resp. effects) span a convex cone, the cone of states St+ (A) (resp. the cone
of effects Eff+ (A)). These two cones K are proper by construction: it means
that
1. 0 ∈ K;
2. let ξ 6= 0; if ξ ∈ St+ (A), then −ξ /∈ St+ (A);
3. for every vector ξ ∈ V, there exist ξ+, ξ− ∈ K such that ξ = ξ+ − ξ−.
Here K denotes the cones St+ (A) and Eff+ (A), and V the corresponding
vector spaces StR (A) and EffR (A). Once we define the cone of states, we
can consider the dual cone St∗+ (A), defined as the set of linear functionals X
such that (X|ξ) ≥ 0 for all ξ ∈ St+ (A). Clearly, the elements of the cone of
effects are in the dual cone, because a conical combination of effects yields
a non-negative number when applied to a state, so Eff+ (A) ⊆ St∗+ (A).
Definition 2.2.7 (No-restriction hypothesis [67]). We say that a theory is
non-restricted, or that it satisfies the no-restriction hypothesis, if Eff+ (A) =
St∗+ (A) for every system.
While this may look just a statement of mathematical interest, it has
some important physical implications. Consider the subset of St∗+ (A)
made of linear functionals f such that ( f |ρ) ∈ [0, 1] for all states ρ. In
a non-restricted theory, these elements f are also valid effects. In other
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words, the no-restriction hypothesis states that every mathematically al-
lowed effect is also a physical effect. Clearly the no-restriction hypothesis
concerns more the mathematical structure of the theory than its opera-
tional one. Indeed, it is the duty of the physical theory to specify what
objects are to be considered physical effects, even if they are admissible
in principle, based on their mathematical properties. For this reason, the
no-restriction hypothesis has been questioned various times on the basis
of its lack of operational motivation [67,125,126]. Moreover, recently it has
been shown that theories with almost quantum correlations [127] violate
it [128].
Example 2.2.8. The trivial system of every theory has remarkable prop-
erties. We know that states are in [0, 1], therefore StR (I) = R. The cone
St+ (I) is the set of non-negative numbers. Similarly, EffR (I) = R, and
Eff+ (I) = R≥0.
Example 2.2.9. Let us see what StR (A) and EffR (A) are in finite-dimensional
quantum theory, namely when the Hilbert space is finite-dimensional (H ≈
Cn, for n ≥ 2). StR (A) is the vector space of hermitian matrices of order
n. It is a real vector space with dimension n2. EffR (A) is again the vector
space of hermitian matrices of order n.
Instead, the cones St+ (A) and Eff+ (A) are both the convex cone of
positive semidefinite matrices. In quantum theory, the no-restriction hy-
pothesis is valid: Eff+ (A) = St∗+ (A).
Now it is time to move our attention to the equivalence classes of tomo-
graphically indistinguishable events for general tests.
First of all, note that every event Ci from A to B induces a linear oper-
ator Ĉi from StR (A) to StR (B). We define Ĉi via its action on the spanning
set of states St (A), as follows:
Ĉi : ρA 7→ CiρA, (2.2.1)
for every ρA ∈ St (A). Note that CiρA is a state of B. We want to check
whether the linear extension of (2.2.1) is well defined. If ξ ∈ StR (A), we
can express it as a linear combination of states, ξ = ∑j λjρj, where λj ∈ R
for every j. The obvious linear extension of (2.2.1) is Ĉiξ := ∑j λjĈiρj.
The problem is that, in general, ξ does not have a unique expression as a
linear combination of states. Suppose that ξ = ∑j λjρj and ξ = ∑j µjσj,
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where µj ∈ R for every j. Our extension Ĉi is well-defined if and only
if ∑j λjĈiρj = ∑j µjĈiσj whenever ∑j λjρj = ∑j µjσj. Using the linearity
of summations, this problem is equivalent to checking if ∑j λjĈiρj = 0
whenever ∑j λjρj = 0.
We have ∑j λjρj = 0 if and only if ∑j λj
(
a
∣∣ρj) = 0 for every effect
a ∈ Eff (A). Let b be an arbitrary effect on B. Then bĈi is an effect on
A, therefore ∑j λj
(
b
∣∣∣Ĉi∣∣∣ρj) = 0. Since b is arbitrary, this implies that
∑j λjĈiρj = 0. This proves that the linear extension is well-defined.
Likewise, for every system S, the event Ci ⊗ IS from AS to BS will in-
duce a linear operator from StR (AS) to StR (BS). Two events Ci and C ′i
from A to B are tomographically indistinguishable if, for every system S, the
linear operators associated with Ci ⊗ IS and C ′i ⊗ IS are the same.
In other words, for every system S, and every state ρ ∈ St (AS),
ρ
A Ci B
S
= ρ
A C ′i B
S
.
Recalling the definition of equal states, Ci and C ′i are tomographically in-
distinguishable if and only if, for every system S, every state ρ ∈ St (AS),
and every effect E ∈ St (BS) one has
ρ
A Ci B
E
S
= ρ
A C ′i B
E
S
.
Again, we take the quotient set of events modulo the indistinguishab-
ility relation.
Definition 2.2.10. Equivalence classes of indistinguishable events from A
to B are called transformations from A to B.
The set of transformations from A to B is denoted by Transf (A, B). The
set of transformations from A to itself is denoted simply by Transf (A).
Remark 2.2.11. One may wonder why we have given such a definition of
tomographically indistinguishable events, involving an ancillary system
S. The most obvious way of defining tomographic indistinguishability
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would have been to say that Ci and C ′i are indistinguishable if Ciρ = C ′iρ
for every ρ ∈ St (A). Actually, this is not enough for OPTs. Indeed, Woot-
ters provided a counterexample concerning quantum mechanics with real
Hilbert space [108]. It can be shown that there exist two events that are
locally indistinguishable, but if we add an ancillary system, they produce
distinct output states. The condition Ciρ = C ′iρ for every ρ ∈ St (A) is
sufficient to identify indistinguishable events if the theory satisfies Local
Tomography (see [67] for further details).
Again, we will assume that equivalence classes have been taken from
the very beginning, so we will consider tests as collections of transforma-
tions. Transformations span a real vector space, denoted by TransfR (A, B).
Definition 2.2.12. A deterministic transformation C ∈ Transf (A, B) is called
channel.
We will denote the set of channels from A to B by DetTransf (A, B) (or
by DetTransf (A) if B = A).
Among all possible channels, reversible ones are particularly import-
ant.
Definition 2.2.13. A channel U ∈ Transf (A, B) is said reversible if it is in-
vertible, namely if there is another channel U−1 ∈ Transf (B, A), called the
inverse, such that U−1U = IA and UU−1 = IB.
Clearly, reversible channels on A form a group, denoted GA. Now,
we can rephrase the definition of operationally equivalent systems: two
systems A and A′ are operationally equivalent if there exists a reversible
channel from A to A′.
Before moving on, let us see what transformations, channels, and re-
versible channels are in quantum theory.
Example 2.2.14. A test in quantum theory from HA to HB is a collec-
tion of completely positive, trace non-increasing linear maps {Ck}, called
quantum operations [116, 117], such that ∑k Ck is a trace-preserving map.
Each quantum operation maps linear operators on HA into linear operat-
ors onHB. A test is a quantum instrument, namely a collection of quantum
operations [116].
A channel is a completely positive trace-preserving map from linear
operators onHA to linear operators onHB.
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Finally, reversible channels are unitary channels. They act on A as
U (ρ) = UρU†, where U is a unitary operator. It follows that two sys-
tems are operationally equivalent if and only if their Hilbert spaces have
the same dimension, otherwise it is not possible to define unitary operat-
ors from one space to the other.
2.2.1 Purity and coarse-graining
Even in an abstract probabilistic theory, it makes sense to define pure and
mixed states, or, more generally, pure and non-pure transformations. The
idea behind it is coarse-graining. Let us clarify this idea with the example
of the roll of a die [129]. In this random experiment, there are some atomic
events, which cannot be decomposed further: they are the numbers from
1 to 6. So, an atomic event is, for example, “the outcome of the roll is 2”.
However, we can consider the event “the outcome of the roll is odd”. This
event is the union of the atomic events relative to 1, 3, 5. We have just done
a coarse-graining: we joined together some outcomes, neglecting some
information. Indeed, if we know only that the outcome was “odd”, we
cannot retrieve any information about which number actually came out.
In this vein, we give the following definition.
Definition 2.2.15. A test
{Bj}j∈Y is a coarse-graining of the test {Ai}i∈X if
there is a partition
{
Xj
}
j∈Y of X such that Bj = ∑i∈Xj Ai. In this case, we
say that {Ai}i∈X is a refinement of
{Bj}j∈Y.
As we can see, this definition gives a precise characterisation of what
we mean by “joining together outcomes”. A test that refines another ex-
tracts more information than the other. It is clear that if
{Bj}i∈Y is a coarse-
graining of the test {Ai}i∈X, it has fewer outcomes. This concept is easily
explained in fig. 2.1.
By performing a coarse-graining, we can associate a deterministic trans-
formation with every test. Indeed, let us take a test {Ci}i∈X from A to B
and let us sum over all the outcomes i ∈ X. Then we obtain the channel
C = ∑i∈X Ci from A to B, which is called the channel associated with the
test {Ci}i∈X. Similarly, we can obtain a deterministic state by summing all
the states in a preparation-test; and we can get a deterministic effect by
summing all the effects in an observation-test.
We can consider also refinements of single transformations.
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Figure 2.1: The outcome set X of the test {Ai}i∈X has 10 outcomes. To
perform a coarse-graining of it, we lump together some of its outcomes,
relabelling them as a new outcome. For example, the outcomes i1, i2, and i3
are relabelled as j1. This gives rise to a partition
{
Xj
}
j∈Y of X. We associate
a new transformation with each set in the partition, such that it is the sum
of the transformations associated with the outcomes contained in that set.
Thus Bj1 = Ai1 +Ai2 +Ai3 . The new test
{Bj}j∈Y has 5 outcomes.
Definition 2.2.16. Let C be a transformation from system A to system B.
Consider a test {Di}i∈X from system A to system B and a subset X0 ⊆ X
such that C = ∑i∈X0 Di. Each transformation Di, for i ∈ X0 is a refinement
of C.
We can always obtain a refinement of a transformation T by taking a
subset of a test, made of {piT }i∈X0 , with the property that pi ∈ (0, 1] for
every i ∈ X0, and ∑i∈X0 pi = 1. Some transformations cannot be refined
further, and they admit only trivial refinements of this form above.
Definition 2.2.17. A transformation T is pure if it has only trivial refine-
ments.
In other words, it is not possible to extract further information from a
pure transformation.
Clearly, this definition applies also to states, which are particular trans-
formations from the trivial system I to a system A. We will denote the set
of pure states of system A by PurSt (A). The non-pure states are called
mixed. In this way, a pure state represents maximal knowledge about the
preparation of a system, whereas a mixed state expresses some lack of in-
formation. Similarly, we will denote the set of pure effects of system A by
PurEff (A).
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Let us see some examples in quantum theory.
Example 2.2.18. If we diagonalise a density operator ρ = ∑j pj
∣∣ψj〉 〈ψj∣∣,
each term pj
∣∣ψj〉 〈ψj∣∣ is a refinement2 of ρ. More generally, a refinement
of ρ is a state σ such that σ ≤ ρ. This means that the support3 of σ is
contained in the support of ρ (see [130, appendix A.1] for a proof). A pure
state is a density operator λ |ψ〉 〈ψ|, with λ ∈ (0, 1], viz. proportional to a
rank-one projector.
In quantum mechanics, we can associate Kraus operators {Mk} with
every quantum operation C, such that C (ρ) = ∑k MkρM†k , for every state
ρ [116,117]. A quantum operation is pure if and only it has only one Kraus
operator.
Reversible channels are not pure in general, unless some axioms are
imposed on the theory (see section 4.1).
Example 2.2.19. Consider finite-dimensional classical theory. Here states
are vectors of non-negative numbers, whose entries sum to a number less
than or equal to 1. In symbols, states are vectors p ∈ Rd, such that pi ≥ 0
for all i = 1, . . . , d, and ∑di=1 pi ≤ 1. The cone of states is spanned by the d
pure states δi, where δi denotes the vector with all zero entries, except the
ith, which is 1. The identity channel can be written as I = ∑di=1 |δi)
(
δ†i
∣∣,
where the δ†i ’s are the effects such that
(
δ†i
∣∣δj) = δij, where δij is Kronecker
delta. Indeed, every element of the cone of states can be written as ξ =
∑di=1 λiδi, where λi ≥ 0, and
Iξ =
d
∑
i=1
d
∑
j=1
λj |δi)
(
δ†i
∣∣∣δj) = d∑
i=1
λiδi = ξ.
Since classical theory satisfies Local Tomography, this is enough to con-
clude that ∑di=1 |δi)
(
δ†i
∣∣ is the identity channel. This means that the iden-
tity channel is the coarse-graining of the test
{|δi) (δ†i ∣∣}di=1. Therefore the
identity channel in classical theory, albeit reversible, is not pure.
However, although not necessarily pure themselves, reversible chan-
nels send pure states into pure states [100]. They do not alter the “purity”
of a state: they also map mixed states into mixed states.
2With a little abuse of terminology we also say that
∣∣ψj〉 〈ψj∣∣ is a refinement of ρ.
3Recall the support of a matrix is the orthogonal complement of its kernel.
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Lemma 2.2.20. Let U be a reversible channel from A to B. Then ψ ∈ St (A) is
pure if and only if Uψ ∈ St (B) is pure.
Proof. Necessity. Let us write Uψ as a coarse-graining of other states.
Uψ =∑
i
ρi (2.2.2)
Let us show that each refinement ρi of Uψ is trivial, that is ρi = piUψ,
for some pi ∈ (0, 1], with ∑i pi = 1. By applying U−1 to both sides of
eq. (2.2.2), we have ψ = ∑i U−1ρi. Since ψ is pure, each refinement U−1ρi
is trivial, namely
U−1ρi = piψ, (2.2.3)
for some pi ∈ (0, 1], with ∑i pi = 1. By applying U to both sides of
eq. (2.2.3), we have ρi = piUψ. Since every refinement Uψ is trivial, Uψ is
pure.
Sufficiency follows from necessity, by applying the reversible channel
U−1 to Uψ, which is pure by hypothesis.
A similar statement holds also for effects: b ∈ Eff (B) is pure if and only
if bU ∈ Eff (A) is pure.
2.2.2 Norms for states, effects, and transformations
We can define a norm in the vector space of states StR (A). It is defined as
follows [67].
Definition 2.2.21. Let ξ ∈ StR (A). The operational norm of ξ is
‖ξ‖ := sup
a∈Eff(A)
(a|ξ)− inf
a∈Eff(A)
(a|ξ) .
Let us show that it is indeed a norm. First of all, note that ‖ξ‖ ≥ 0
because supa∈Eff(A) (a|ξ) ≥ infa∈Eff(A) (a|ξ). Then, let us show that ‖ξ‖ =
0 only if ξ = 0. If ‖ξ‖ = 0, then supa∈Eff(A) (a|ξ) = infa∈Eff(A) (a|ξ). Now,
we have that supa∈Eff(A) (a|ξ) ≥ 0, and infa∈Eff(A) (a|ξ) ≤ 0. Indeed, write
ξ as ξ = ξ+ − ξ−, where ξ+, ξ− ∈ St+ (A). Then (a|ξ) = (a|ξ+)− (a|ξ−),
where (a|ξ+) and (a|ξ−) are both non-negative. As to the supremum, note
that (a|ξ) ≥ (a|−ξ−), therefore
sup
a∈Eff(A)
(a|ξ) ≥ sup
a∈Eff(A)
(a|−ξ−) = 0.
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As to the infimum, note that (a|ξ) ≤ (a|ξ+), whence
inf
a∈Eff(A)
(a|ξ) ≤ inf
a∈Eff(A)
(a|ξ+) = 0.
Then the only possibility of having supa∈Eff(A) (a|ξ) = infa∈Eff(A) (a|ξ) is
when
sup
a∈Eff(A)
(a|ξ) = inf
a∈Eff(A)
(a|ξ) = 0. (2.2.4)
Since
sup
a∈Eff(A)
(a|ξ) ≥ (a|ξ) ≥ inf
a∈Eff(A)
(a|ξ) ,
eq. (2.2.4) implies (a|ξ) = 0 for every effect a, so ξ = 0.
Let us prove that ‖λξ‖ = |λ| ‖ξ‖ for every λ ∈ R, and every ξ. Let λ ≥
0. Then supa∈Eff(A) (a|λξ) = λ supa∈Eff(A) (a|ξ), and similarly infa∈Eff(A) (a|λξ) =
λ infa∈Eff(A) (a|ξ) . Therefore
‖λξ‖ = λ sup
a∈Eff(A)
(a|ξ)− λ inf
a∈Eff(A)
(a|ξ) = λ ‖ξ‖ .
Now, let λ < 0. In this case supa∈Eff(A) (a|λξ) = λ infa∈Eff(A) (a|ξ), and
similarly infa∈Eff(A) (a|λξ) = λ supa∈Eff(A) (a|ξ). Hence
‖λξ‖ = λ inf
a∈Eff(A)
(a|ξ)− λ sup
a∈Eff(A)
(a|ξ) = (−λ) ‖ξ‖ .
In conclusion ‖λξ‖ = |λ| ‖ξ‖.
Finally, we need to prove the triangle inequality: ‖ξ + η‖ ≤ ‖ξ‖+ ‖η‖,
for every ξ and η. We have
‖ξ + η‖ = sup
a∈Eff(A)
(a|ξ + η)− inf
a∈Eff(A)
(a|ξ + η) . (2.2.5)
Now
sup
a∈Eff(A)
(a|ξ + η) ≤ sup
a∈Eff(A)
(a|ξ) + sup
a∈Eff(A)
(a|η) (2.2.6)
and
inf
a∈Eff(A)
(a|ξ + η) ≥ inf
a∈Eff(A)
(a|ξ) + inf
a∈Eff(A)
(a|η) , (2.2.7)
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as it is not hard to show. Thus, putting eqs. (2.2.5), (2.2.6), and (2.2.7)
together, ‖ξ + η‖ ≤ ‖ξ‖ + ‖η‖. This shows that the operational norm is
indeed a norm. In subsection 4.4.3 we will show that this norm is in fact
the 1-norm (or the trace norm in quantum theory). For the trivial system,
where StR (I) = R, we have that ‖ξ‖ = |ξ|. Indeed, either ξ ∈ St+ (I) or
−ξ ∈ St+ (I). Therefore
‖ξ‖ = sup
k∈[0,1]
k |ξ| = |ξ| ,
where we have used the fact that the effects of the trivial system are ele-
ments in [0, 1].
Clearly, for a state, ‖ρ‖ ≤ 1, because effects yield probabilities when
applied to a state. Therefore the set of states is bounded.
Definition 2.2.22. A state ρ ∈ St (A) is normalised if ‖ρ‖ = 1.
We will denote the set of normalised states of system A by St1 (A), and
the set of normalised pure states by PurSt1 (A).
This norm is non-decreasing under the action of transformations [67,
lemma 1].
Proposition 2.2.23. For every vector ξ ∈ StR (A), ‖T ξ‖B ≤ ‖ξ‖A, where T
is a transformation from A to B. If T is a reversible channel, then one has the
equality.
Proof. By definition
‖T ξ‖B = sup
b∈Eff(B)
(b|T |ξ)− inf
b∈Eff(B)
(b|T |ξ) .
Now, bT is an effect of A, so supb∈Eff(B) (b|T |ξ) ≤ supa∈Eff(A) (a|ξ), and
infb∈Eff(B) (b|T |ξ) ≥ infa∈Eff(A) (a|ξ). We conclude that
‖T ξ‖B ≤ sup
a∈Eff(A)
(a|ξ)− inf
a∈Eff(A)
(a|ξ) = ‖ξ‖A .
If T is a reversible channel, then one has
‖ξ‖A =
∥∥∥T −1T ξ∥∥∥
A
≤ ‖T ξ‖B ,
which means ‖T ξ‖B = ‖ξ‖A.
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In particular, if we have ξ = ρ− σ, with ρ and σ two states, for every
transformation
‖T ρ− T σ‖ ≤ ‖ρ− σ‖ ,
thus recovering the same statement as in quantum theory.
The norm of states is the starting point to give the definition of a norm
for the elements of the vector space of transformations.
Definition 2.2.24. Let ∆ ∈ TransfR (A, B). The norm of ∆ is
‖∆‖ := sup
S
sup
ρ∈St(AS)
‖(∆⊗ IS) ρ‖ .
Let us show that this is indeed a norm. First of all, note that, for every
system S, and every state ρ ∈ St (AS),
sup
S
sup
ρ∈St(AS)
‖(∆⊗ IS) ρ‖ ≥ ‖(∆⊗ IS) ρ‖ ≥ 0,
whence ‖∆‖ ≥ 0. Moreover, the same inequality shows that if ‖∆‖ = 0,
then ‖(∆⊗ IS) ρ‖ = 0, which in turn implies (∆⊗ IS) ρ = 0 for every
system S, and every state ρ ∈ St (AS). We conclude that ∆ = 0.
Now, let us show that ‖λ∆‖ = |λ| ‖∆‖, for every λ ∈ R. Now,
‖λ∆‖ = sup
S
sup
ρ∈St(AS)
‖(λ∆⊗ IS) ρ‖ = sup
S
sup
ρ∈St(AS)
|λ| ‖(∆⊗ IS) ρ‖ =
= |λ| sup
S
sup
ρ∈St(AS)
‖(∆⊗ IS) ρ‖ = |λ| ‖∆‖ .
Finally, we prove the triangle inequality: ‖∆+ Ξ‖ ≤ ‖∆‖+ ‖Ξ‖, for every
∆,Ξ ∈ TransfR (A, B).
‖∆+ Ξ‖ = sup
S
sup
ρ∈St(AS)
‖[(∆+ Ξ)⊗ IS] ρ‖ = sup
S
sup
ρ∈St(AS)
‖(∆⊗ IS) ρ+ (Ξ⊗ IS) ρ‖ .
Now, for every system S, and every state ρ ∈ St (AS), we have
‖(∆⊗ IS) ρ+ (Ξ⊗ IS) ρ‖ ≤ ‖(∆⊗ IS) ρ‖+ ‖(Ξ⊗ IS) ρ‖ ≤
≤ sup
S
sup
ρ∈St(AS)
‖(∆⊗ IS) ρ‖+ sup
S
sup
ρ∈St(AS)
‖(Ξ⊗ IS) ρ‖ .
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In conclusion, ‖∆+ Ξ‖ ≤ ‖∆‖ + ‖Ξ‖, thus proving that we are deal-
ing with an actual norm. Note that for a generic transformation T ∈
Transf (A, B) we have
‖T ‖ = sup
S
sup
ρ∈St(AS)
‖(T ⊗ IS) ρ‖ ≤ 1,
because (T ⊗ IS) ρ is a physical state. Therefore the set of transformations
is bounded.
When ∆ ∈ EffR (A) the norm of ∆ takes a simpler form [67, lemma 8].
Proposition 2.2.25. Let X ∈ EffR (A). Then
‖X‖ = sup
ρ∈St(A)
|(X|ρ)| .
Note that this norm is the operator norm of the linear functional X on
the set of states. Clearly, the set of effects Eff (A) of a generic system A is
bounded too, for ‖a‖ ≤ 1. The effects a such that ‖a‖ = 1 are called norm-
alised, and their set for system A will be denoted by Eff1 (A). Similarly, the
set of normalised pure effects will be denoted by PurEff1 (A).
2.2.3 Setting up a topology
The definition of tomography for states, effects, and transformations nat-
urally yields a topology. The idea is that a sequence of states, effects, trans-
formations converges to a limit if the states, effects, transformations in the
sequence become tomographically indistinguishable from the limit. Let us
clarify this idea separately for states, effects, and transformations.
We say that a sequence of states {ρn} of system A converges to ρ ∈
StR (A) if, for every effect a ∈ Eff (A) we have
lim
n→+∞ (a|ρn) = (a|ρ) . (2.2.8)
With this topology, the issue of the convergence of a sequence of states
is turned into the convergence of a sequence of real numbers. Notice we
wrote ρ ∈ StR (A), because in general the limit may not be a state, but it is
just an element of the vector space of states. The limit is a state if the set
of states is topologically closed. Physically this means that every vector
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that can be arbitrarily well approximated by a sequence of states must be
a state. This is fairly natural to assume, and we will do it.
We can extend the topology defined by eq. (2.2.8) to all vectors of StR (A),
for every system A: {ξn} converges to ξ if
lim
n→+∞ (a|ξn) = (a|ξ)
for every effect a ∈ Eff (A).
Dually, we define a topology on the set of effects: a sequence {an} of
system A converges to a ∈ EffR (A) if, for every state ρ ∈ St (A), we have
lim
n→+∞ (an|ρ) = (a|ρ) .
Again, if for every convergent sequence of effects, the limit a is an effect
too, the set of effects is closed for every system. We can extend this topo-
logy to all EffR (A): {Xn} converges to X if, for every state ρ
lim
n→+∞ (Xn|ρ) = (X|ρ) .
Finally, let us look at transformations. Recall that transformations are
defined by their action on half of bipartite states. Therefore it is natural
to say that a sequence {Tn} of transformations from A to B converges to
T ∈ TransfR (A, B) if, for every system S, one has
lim
n→+∞ (Tn ⊗ IS) ρAS = (T ⊗ IS) ρAS, (2.2.9)
for every state ρ ∈ St (AS). In this way, we turn the convergence of a
sequence of transformations into the convergence of a sequence of states,
defined above. Again, if Transf (A, B) is closed, then every limit of every
convergent sequence of transformations will be a transformation.
Recalling eq. (2.2.8), the condition of eq. (2.2.9) becomes
lim
n→+∞ ρ
A Tn B
E
S
= ρ
A T B
E
S
,
for every effect E ∈ Eff (BS). Note that this equation covers also the pre-
vious cases for states and effects: it is enough to take A (resp. B) to be the
trivial system. Therefore we can give the following definition [72].
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Definition 2.2.26 (Operational topology). A sequence of transformations
{Tn} from system A to system B converges to T if
lim
n→+∞ ρ
A Tn B
E
S
= ρ
A T B
E
S
,
for every system S, every state ρ ∈ St (AS), and every effect E ∈ Eff (BS).
Henceforth we will assume that all sets of states, effects, and transform-
ations are topologically closed. The idea behind this is that a transforma-
tion (including a state or an effect) that can be arbitrarily well approxim-
ated by physical transformations, must be a physical transformation too.
For the trivial system this is translated as follows.
Lemma 2.2.27. The set St (I) is either {0, 1} or the whole interval [0, 1].
Proof. If only 0 and 1 are allowed probabilities, there is nothing to prove. If
instead the theory admits a probability p ∈ (0, 1), we have a test {p, 1− p}
on the trivial system, with which, repeating it several times and doing a
suitable coarse-graining, we can approximate every element of [0, 1] arbit-
rarily well (see [67] for more details). Now, the closure in the operational
topology for the trivial system coincides with the closure in the usual to-
pology. Indeed xn → x operationally if and only if kxn → kx in the usual
topology, for k ∈ [0, 1]. Clearly, this is true if and only if xn → x in the
usual topology. Since the set of states is closed (in the usual topology), we
have St (I) = [0, 1].
In the former case, when St (I) = {0, 1}, we say that the theory is de-
terministic.
Equivalent topologies for states, effects, and transformations.
We have seen that in StR (A), EffR (A), and TransfR (A, B) we can intro-
duce a norm, which induces another topology: we say that a sequence
{ξn} converges to ξ in norm if limn→+∞ ‖ξn − ξ‖ = 0. The topology of the
norm is stronger than the operational topology defined above. This means
that if a sequence converges in norm, it also converges in the operational
topology. Let us prove this statement separately for states and transform-
ations (which covers effects too).
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Proposition 2.2.28. Let {ξn} be a sequence of elements of StR (A). If {ξn}
converges to ξ in norm, it converges to ξ also operationally.
Proof. Suppose ξn converges to ξ in norm, then limn→+∞ ‖ξn − ξ‖ = 0.
Now to prove that ξn converges to ξ operationally, it is enough to prove
that limn→+∞ |(a|ξn − ξ)| = 0 for every a ∈ Eff (A). Define ηn := ξn − ξ.
Now, let us evaluate (a|ηn). Clearly
(a|ηn) ≤ sup
a∈Eff(A)
(a|ηn) . (2.2.10)
Recall that for every vector x ∈ StR (A), infa∈Eff(A) (a|x) ≤ 0. Therefore we
can add the term − infa∈Eff(A) (a|ηn) to the right-hand side of eq. (2.2.10):
(a|ηn) ≤ sup
a∈Eff(A)
(a|ηn)− inf
a∈Eff(A)
(a|ηn) = ‖ηn‖ ,
where we have recognised the definition of the norm in StR (A). We are
done if we show that |(a|ηn)| ≤ ‖ηn‖. Note that
|(a|ηn)| =
{
(a|ηn) if (a|ηn) ≥ 0
(a|−ηn) if (a|ηn) < 0
.
Repeating the same argument, we get
(a|−ηn) ≤ ‖−ηn‖ = ‖ηn‖ ,
thus showing that |(a|ηn)| ≤ ‖ηn‖ for every a ∈ Eff (A). Since ‖ηn‖ → 0,
we have the thesis.
Let us move to the corresponding statement for transformations.
Proposition 2.2.29. Let {∆n} be a sequence of elements of TransfR (A, B). Then
if {∆n} converges to ∆ in norm, it converges to ∆ also operationally.
Proof. Suppose ∆n converges to ∆ in norm, then limn→+∞ ‖Ξn‖ = 0, where
Ξn := ∆n − ∆. Now ∆n converges to ∆ operationally, if for every system S,
and every state ρ ∈ St (AS), (∆n ⊗ IS) ρ converges to (∆⊗ IS) ρ operation-
ally, or in other words, if and only if limn→+∞ (Ξn ⊗ IS) ρ = 0 operation-
ally. Recalling the proof of proposition 2.2.28, for every effect E ∈ Eff (BS),
|(E|Ξn ⊗ IS|ρ)| ≤ ‖(Ξn ⊗ IS) ρ‖ .
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Now
‖(Ξn ⊗ IS) ρ‖ ≤ sup
S
sup
ρ∈St(AS)
‖(Ξn ⊗ IS) ρ‖ = ‖Ξn‖ ,
so |(E|Ξn ⊗ IS|ρ)| ≤ ‖Ξn‖. Therefore if ‖Ξn‖ → 0, it implies that |(E|Ξn ⊗ IS|ρ)| →
0, viz. limn→+∞ (Ξn ⊗ IS) ρ = 0 operationally. This concludes the proof.
We have assumed that the set of states, effects, and transformations are
closed in the operational topology. Now we will make a stronger assump-
tion.
Assumption 2.2.30. The sets St (A), Eff (A), and Transf (A, B) are closed both
in the operational and the norm topology, for all systems A and B.
This assumption has far-reaching consequences. For example, the sets
of states, effects, and transformations, being bounded and closed in the to-
pology of the norm, are compact in this topology, as we are in finite dimen-
sion. This fact can be extended also to the operational topology. Indeed, an
important consequence of this assumption is that the operational topology
and the topology of the norm are equivalent: a sequence {ξn} converges to
ξ operationally if and only if it does it in norm. Let us prove the statement
separately for states and transformations.
Proposition 2.2.31. Let {ξn} be a sequence of elements of StR (A). Then ξn
converges to ξ operationally if and only if it converges to ξ in norm.
Proof. We proved sufficiency in proposition 2.2.28. Let us prove necessity.
Consider a sequence ξn that converges to ξ operationally. Then, for every
a ∈ Eff (A), we have limn→+∞ (a|ηn) = 0, where ηn := ξn − ξ. Now, since
the set of effects is compact (in the topology of the norm), and we are in
finite dimension, the supremum supa∈Eff(A) (a|ηn) of the linear function ηn
is in fact a maximum, and achieved on the effect a∗. Similarly, the infimum
infa∈Eff(A) (a|ηn) is in fact a minimum, and achieved on the effect a∗. Then,
by hypothesis, limn→+∞ (a∗|ηn) = 0 and limn→+∞ (a∗|ηn) = 0. Therefore
lim
n→+∞ ‖ηn‖ = limn→+∞ ((a
∗|ηn)− (a∗|ηn)) = 0.
This proves that ξn that converges to ξ in norm too.
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This means that when we consider the conversion of states in the limit—e.g.
in data compression or in the asymptotic conversion of states—we can
choose either topology, according to its convenience in the problem we
want to address.
Let us move to the similar statement for the topologies in the vector
space of transformations, which covers the case of effects as well.
Proposition 2.2.32. Let {∆n} be a sequence of elements of TransfR (A, B). Then
∆n converges to ∆ operationally if and only if it converges to ∆ in norm.
Proof. We proved sufficiency in proposition 2.2.29, let us show necessity.
We have that ∆n converges to ∆ operationally if and only if, for every
system S and every state ρ ∈ St (AS), we have that (∆n ⊗ IS) ρ converges
to (∆⊗ IS) ρ operationally. By proposition 2.2.31, this means that
lim
n→+∞ ‖(Ξn ⊗ IS) ρ‖ = 0,
where Ξn := ∆n − ∆. Then in the definition of ‖Ξn‖, by compactness,
the supremum is achieved on system S∗ and on the state ρ∗ ∈ St (AS∗).
Therefore
lim
n→+∞ ‖Ξn‖ = limn→+∞ ‖(Ξn ⊗ IS∗) ρ
∗‖ = 0,
because, by hypothesis, limn→+∞ ‖(Ξn ⊗ IS) ρ‖ = 0 for every system S
and every ρ ∈ St (AS). This concludes the proof.
One concludes that the two topologies are completely equivalent. Spe-
cifically, the statements about the compactness of the set of states, effects,
and transformations are valid both in the operational and the norm topo-
logy.
We can use proposition 2.2.31 to prove a property of limits of sequences
of transformations we will use in the following.
Lemma 2.2.33. Let {An} be a sequence of transformations from A to B conver-
ging toA, and let {Bn} be a sequence of transformations from A to B converging
to B. Then {BnAn} converges to BA.
Proof. We have that An converges to A if, for every S, {(An ⊗ IS) ρAS}
converges to (A⊗ IS) ρAS. Similarly, {(Bn ⊗ IS) ρAS} converges to (B ⊗ IS) ρAS.
By proposition 2.2.31, this happens if and only if ‖(An ⊗ IS) ρAS − (A⊗ IS) ρAS‖ →
0, and ‖(Bn ⊗ IS) ρAS − (B ⊗ IS) ρAS‖ → 0. Now we are ready to prove
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that {BnAn} converges toBA, viz. that ‖(BnAn ⊗ IS) ρAS − (BA⊗ IS) ρAS‖ →
0.
‖(BnAn ⊗ IS) ρAS − (BA⊗ IS) ρAS‖ ≤ ‖Bn (An ⊗ IS) ρAS −Bn (A⊗ IS) ρAS‖+
+ ‖Bn (A⊗ IS) ρAS −B (A⊗ IS) ρAS‖
Now, ‖Bn (A⊗ IS) ρAS −B (A⊗ IS) ρAS‖ → 0 because Bn → B. Let us
apply the monotonicity of the norm:
‖Bn (An ⊗ IS) ρAS −Bn (A⊗ IS) ρAS‖ ≤ ‖(An ⊗ IS) ρAS − (A⊗ IS) ρAS‖ .
Then ‖Bn (An ⊗ IS) ρAS −Bn (A⊗ IS) ρAS‖ → 0, because An → A, by
which we conclude that
‖(BnAn ⊗ IS) ρAS − (BA⊗ IS) ρAS‖ → 0.
2.3 Causality and its consequences
In this section we will examine how the direction in which “information
flows” in a theory constrains the structure of the theory itself. In causal
theories information propagates in the same order as the input-output or-
der given by sequential composition. More poetically, in causal theories
information propagates from the past to the future, and one is able to
choose later experiments depending on the outcomes of present obser-
vations. Causality is a standard setting in most physical descriptions of
Nature, and in the GPT literature it is often assumed implicitly, without
even mentioning it directly. Causality will be the first axiom we impose in
this thesis. Besides being reasonable from a physical point of view, Caus-
ality will bring a lot of interesting and important consequences to a theory,
making it easier to tackle.
Let us begin with the formal definition of causal theory.
Definition 2.3.1 (Causality [67]). A theory is causal if for every preparation-
test {ρi}i∈X and every observation-test
{
aj
}
j∈Y on any system A, the prob-
ability pi := ∑j∈Y
(
aj
∣∣ρi) is independent of the observation-test {aj}j∈Y.
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In other words, if
{
aj
}
j∈Y and {bk}k∈Z are two observation-tests, we
have
∑
j∈Y
(
aj
∣∣ρi) = ∑
k∈Z
(bk|ρi) . (2.3.1)
Loosely speaking, the preparation of the system does not depend on the
choice of subsequent (or “future”) measurements, a sort of no-signalling
condition from the future. In this way, the direction in which information
flows, as witnessed by marginal probabilities in definition 2.3.1, coincides
with the ordering given by sequential composition. In general, this is not
obvious, as the following example shows.
Example 2.3.2. Consider a theory where the states of a system are the
quantum operations on that system. Specifically, deterministic states are
quantum channels. Then we can consider the channels of this higher the-
ory to be quantum “supermaps”, which map quantum operations into
quantum operations [131–136].
Let us consider a preparation of a state Ci followed by a measurement
Aj, which we represent in the higher theory as
Ci A Aj .
Note that the measurement follows the preparation in the composition
order. But if we recall that Ci is a quantum operation, namely a box with
an input and an output wire, in quantum theory such a diagram will look
like
ρj
A Ci A
aj
S
,
for some system S. Note that the effectAj is split into two parts: one is be-
fore the quantum operation and the other is after, otherwise we could not
have a diagram with no external wires. Therefore, in the theory in which
states are quantum operations, the preparation of a state is influenced by a
subsequent measurement, so information does not propagate in the same
direction as sequential composition.
Definition 2.3.1 can be recast in an equivalent way [67, lemma 4], which
is often more practical to work with.
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Proposition 2.3.3. A theory is causal if and only if for every system A there is a
unique deterministic effect uA.
Proof. Necessity. Suppose, by contradiction, that there are two determ-
inistic effects u and u′ for system A. Deterministic effects are particular
examples of observation-tests. Eq. (2.3.1) then states that (u|ρi) = (u′|ρi)
for every ρi ∈ St (A). This means that u = u′.
Sufficiency. Suppose there is a unique deterministic effect uA for sys-
tem A, and consider the observation-test
{
aj
}
j∈Y. By doing a coarse-
graining over the effects, we obtain the deterministic effect u′ = ∑j∈Y aj.
Since the deterministic effect is unique, it must be u′ = u. Hence, for every
state ρi, we have
∑
j∈Y
(
aj
∣∣ρi) = (u|ρi) ,
and the right-hand side does not depend on the choice of the observation-
test. This means that the theory is causal.
Example 2.3.4. We saw in example 2.2.5 that in quantum mechanics there
is only one deterministic effect, the identity operator. Hence quantum
mechanics is a causal theory.
We noticed that if we perform a coarse-graining over the effects in an
observation-test, we have a deterministic effect. By the uniqueness of the
deterministic effect, we have that if {ai}i∈X is an observation-test on sys-
tem A, then ∑i∈X ai = u, where u is the deterministic effect of A. This is a
necessary condition for {ai}i∈X to be an observation-test. Specifically, this
means that if a is an effect, u− a is an effect too.
Let us see a straightforward corollary of uniqueness of the determin-
istic effect.
Corollary 2.3.5. In a causal theory, if uA and uB are the deterministic effects
of systems A and B respectively, then the deterministic effect for system AB is
uA ⊗ uB.
Proof. The parallel composition of two single-outcome tests is clearly a
single-outcome test, hence the effect uA ⊗ uB is deterministic and acts on
AB. By the uniqueness of the deterministic effect, we conclude that uAB =
uA ⊗ uB.
2.3. CAUSALITY AND ITS CONSEQUENCES 51
In a causal theory, we can define marginal states. Suppose we have
a bipartite state of system AB, and we are interested in the state of sub-
system A. We want to throw away all the information concerning system
B. This operation resembles marginalisation in probability theory, whence
the name. In quantum mechanics, this operation is simply given by taking
the partial trace over B.
Definition 2.3.6. The marginal state (marginal for short) ρA on system A of
a bipartite state σAB is obtained by applying the deterministic effect to B:
ρ A = σ
A
B u
.
For this reason, we will sometimes use the notation trA for the unique
deterministic effect on A. Therefore, ρA = trBσAB.
In a causal theory, we have also useful characterisations of channels
and tests [67, lemma 5].
Proposition 2.3.7. Let C ∈ Transf (A, B). C is a channel if and only if uBC =
uA.
Proof. Necessity is straightforward. Since a channel is a deterministic trans-
formation, then uBC is a deterministic effect on system A. By the unique-
ness of the deterministic effect, uBC = uA.
Sufficiency. Suppose we have a test {Ci}i∈X from system A to system B
such that C := Ci0 satisfies uBC = uA. We want to prove that {Ci}i∈X is a
deterministic test. Let us consider the channel C ′ associated with the test
{Ci}i∈X, namely C ′ = ∑i∈X Ci. Since C ′ is a channel, we have uBC ′ = uA.
Recalling the expression of C ′, we have
uA = uBC ′ = uBCi0 + uB ∑
i 6=i0
Ci = uA + uB ∑
i 6=i0
Ci,
because uBCi0 = uA. This means uB∑i 6=i0 Ci = 0, namely ∑i 6=i0 Ci = 0.
Therefore C = C ′, whence the test was in fact deterministic. Thus C is a
channel.
Note that in quantum theory this is precisely the statement that a quantum
operation is a quantum channel if and only if it is trace-preserving. This is
even more obvious if we write uA as trA.
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Specifically, if A is the trivial system, we have that a state ρB is determ-
inistic if and only if tr ρ = 1. Moreover, for every test {Ci}i∈X from A to B,
we can consider the associated channel ∑i∈X Ci. Therefore we have
∑
i∈X
uBCi = uA. (2.3.2)
This is a necessary condition. In quantum theory this is the statement
that the quantum channel associated with a quantum instrument is trace-
preserving.
Suppose we have two parties sharing a bipartite state. In a causal the-
ory it is impossible for a party to send a message to the other by acting
locally on her own physical system and relying on correlations she shares
with the other party. This form of instantaneous communication is called
signalling. In more precise terms, in a causal theory it is not possible for a
party to communicate the outcome of a local measurement on her system
to the other without exchanging physical systems, classical communica-
tion included, as it is usually mediated by electromagnetic signals [67, the-
orem 1].
Theorem 2.3.8. In a causal theory it is impossible to have signalling without the
exchange of physical systems.
Proof. Suppose we have two distant parties, Alice and Bob, who share a
bipartite state σAB. Suppose Alice performs a local test {Ai}i∈X on A and
Bob performs a local test
{Bj}j∈Y on B. Let us define the joint probab-
ility pij := trAB
(Ai ⊗Bj) σAB and the marginal probabilities as p(A)i :=
∑j∈Y trAB
(Ai ⊗Bj) σAB and p(B)j := ∑i∈X trAB (Ai ⊗Bj) σAB. Each party
cannot acquire any information about the outcomes of the other based
only on its marginal probability. Indeed, let us examine Alice’s marginal
probability p(A)i better. Let ρA be the marginal state of σAB on system A.
p(A)i = ∑
j∈Y
trAB
(Ai ⊗Bj) σAB =
(
uAAi ⊗ ∑
j∈Y
uBBj
)
σAB =
= uAAi ⊗ trBσAB = trAAiρA
We see that Alice’s marginal probability does not depend on the test per-
formed by Bob at all, so she cannot get any information about the outcome
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of Bob’s test based only on her system. A similar reasoning applies to
Bob’s party: he cannot gain any information about the outcome of Alice’s
test.
Since in a causal theory the order of composition coincides with the
order in which information flows, we can choose a later test according to
the result of a previous test. Suppose we perform a test {Ci}i∈X from A
to B first. Depending on the outcome i, then we perform different tests{
D(i)ji
}
ji∈Yi
from B to C. Here the superscript in round brackets is aimed
at highlighting the dependence of the test on the outcome of the previous
one. Let us make this concept more precise with the following definition.
Definition 2.3.9. If {Ci}i∈X is a test from A to B and, for every i,
{
D(i)ji
}
ji∈Yi
is a test from B to C, then the conditioned (or classically controlled) test is a
test from A to C with outcomes (i, ji) ∈ Z := ⋃i∈X {i} × Yi, and events{
D(i)ji ◦ Ci
}
(i,ji)∈Z
.
The graphical representation is as usual.
A D(i)ji ◦ Ci
C := A Ci B D(i)ji
C .
Conditioning expresses the idea of choosing what to do at later steps using
the classical information about outcomes obtained at previous steps. The
test
{
D(i)ji ◦ Ci
}
is well-defined thanks to Causality: it satisfies the neces-
sary condition of eq. (2.3.2). Indeed
∑
i
∑
ji
uD(i)ji ◦ Ci =∑
i
uCi = u.
A particular case of conditioning is randomisation.
Definition 2.3.10. If {pi}i∈X is a set of probabilities4 and, for every i,
{
C(i)ji
}
ji∈Yi
is a test from A to B, we can construct the randomised test
{
piC(i)ji
}
i∈X,ji∈Yi
,
4Recall that a set of probabilities can be regarded as a test from the trivial system to
itself.
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which is a test from A to B whose events are defined as
pi A C(i)ji
B :=
A C(i)ji
B
I pi I
.
In a randomised test we are performing a classical random process and
according to its outcome we apply a test
{
C(i)ji
}
ji∈Yi
, where i is the outcome
of the classical random process. The existence of randomised tests tells us
that a non-deterministic theory must be convex, thus recovering one of the
assumptions of the convex approach to GPTs, but from a deeper principle,
Causality.
Proposition 2.3.11. If a causal theory is not deterministic, then for all systems
A and B, the sets St (A), Eff (A) and Transf (A, B) are convex.
Proof. Let p ∈ [0, 1]. If the theory is non-deterministic, p is a state of the
trivial system. Let {Ci}i∈X and
{Dj}j∈Y be tests from A to B. By random-
isation, we can consider the test {pCi}i∈X ∪
{
(1− p)Dj
}
j∈Y. By coarse-
graining, the convex combination pCi +(1− p)Dj, is still a transformation
from A to B. Taking A or B equal to the trivial system, one has the thesis
for states and effects.
Another important example of classically controlled tests are measure-
and-prepare tests.
Definition 2.3.12. A test is measure-and-prepare if it is of the form {|ρi) (ai|}i∈X,
where {ai}i∈X is an observation-test, and ρi is a deterministic state for
every i ∈ X.
A channel C is measure-and-prepare if it is the coarse-graining of a measure-
and-prepare test:
C = ∑
i∈X
|ρi) (ai| .
The idea behind a measure-and-prepare test is to perform an observation-
test, and to prepare the deterministic state ρi if we get outcome i upon
performing the observation-test.
The relationship between classical control and Causality is so tight that
a theory where all classically controlled tests are possible is causal [67,
lemma 7] (see also [137]).
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Proposition 2.3.13. A theory where every conditioned test is possible is causal.
Proof. Suppose by contradiction that the theory is not causal, so there exist
two deterministic effects u 6= u′ for a system A. Now, take a generic state
ρ ∈ St (A). By definition, there exists a preparation-test {ρi} such that
ρi0 = ρ. Take the coarse-grained version {ρ0, ρ1}, where ρ0 := ρi0 , and
ρ1 := ∑i 6=i0 ρi. Now, consider the classically controlled test where one
applies u if ρ0 is prepared, and u′ if ρ1 is prepared. This is a valid test,
given by {(u|ρ0) , (u′|ρ1)}. This is a test on the trivial system, therefore
(u|ρ0) +
(
u′
∣∣ρ1) = 1.
Now, ρ0 + ρ1 is a deterministic state, and since u′ is a deterministic effect(
u′
∣∣ρ0)+ (u′∣∣ρ1) = 1.
This implies (u|ρ0) = (u′|ρ0). Since ρ0 = ρ is an arbitrary state of A, one
has u = u′. The theory must be causal.
2.3.1 States of causal theories
In causal theories, the norm of a state takes a particularly simple form.5
Proposition 2.3.14. In a causal theory, for a state ρ we have ‖ρ‖ = tr ρ.
Proof. Clearly, for a state, we have ‖ρ‖ = supa∈Eff(A) (a|ρ), therefore
tr ρ ≤ sup
a∈Eff(A)
(a|ρ) = ‖ρ‖ ,
because tr is a deterministic effect. Now, for every effect a ∈ Eff (A), we
also have
(u|ρ) = (a|ρ) + (u− a|ρ) ≥ (a|ρ) ,
whence
‖ρ‖ = sup
a∈Eff(A)
(a|ρ) ≤ tr ρ.
One concludes that ‖ρ‖ = tr ρ.
5This result clearly extends to all elements of St+ (A), which are just a non-negative
rescaling of states.
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For this reason, in a causal theory, a state is deterministic (tr ρ = 1)
if and only if it is normalised. The norm of a state is the probability of
preparing that state in some preparation-test. Indeed, since tr is determin-
istic, the probability in tr ρ comes only from the randomness arising from
the preparation of ρ.
Example 2.3.15. In quantum theory, we have
‖ρ‖ = tr 1ρ = tr ρ.
Therefore normalised states are density operators (the trace is equal to 1).
For every (non-zero) state ρ of a causal theory we can consider the nor-
malised state
ρ :=
ρ
‖ρ‖ .
Suppose we have the preparation-test {ρi}. Clearly ‖ρi‖ ≤ 1 and one
has equality if and only if this is a single-outcome preparation-test, viz. a
deterministic state. In a causal theory, every sub-normalised state ρi can be
written as ρi = piρi, where pi = ‖ρi‖ ∈ [0, 1] and ρi is a normalised state.
Therefore every preparation-test {ρi}i∈X is a randomised test: we have a
classical source of randomness {pi}i∈X, where pi = ‖ρi‖, and according to
the classical outcome we prepare the deterministic state ρi.
In conclusion, given the linearity of OPTs, in causal theories we can
simply restrict ourselves to normalised states. In the following we will of-
ten drop the term “normalised” when talking about states, and when we
write about the “state space” we will mean the set of normalised states
St1 (A) of a system A. The state space of a non-deterministic causal the-
ory is a convex set. Indeed, for any p ∈ [0, 1], consider the state pρ0 +
(1− p) ρ1, where ρ0 and ρ1 are two normalised states. pρ0 + (1− p) ρ1 is
still normalised:
tr [pρ0 + (1− p) ρ1] = ptr ρ0 + (1− p) tr ρ1 = p + 1− p = 1.
Clearly, normalised pure states are the extreme points of the state space
St1 (A). We have an interesting geometrical interpretation for the state
space of any system A. It is the intersection of the hyperplane tr ξ = 1 (for
ξ ∈ StR (A)) with the cone of states St+ (A), as illustrated in fig. 2.2.
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sub-normalised states
normalised states
cone of states
Figure 2.2: The cone of states of a causal theory. The set of normalised
states (in purple) is given by the intersection of the hyperplane tr ξ = 1,
for ξ in StR (A), with the cone of states St+ (A) . Below that hyperplane
are the sub-normalised states (in yellow). The coloured part in the cone
of states is the set of states St (A). The white part corresponds to super-
normalised elements of St+ (A), which are non-physical.
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Convex combinations of normalised states do not have only a mathem-
atical meaning, but can be also realised operationally. Suppose we have
ρp = pρ0 + (1− p) ρ1, where ρ0, ρ1 ∈ St1 (A). We can prepare ρp by using
the following procedure.
1. First of all, we perform a binary test in some arbitrary system with
outcomes {0, 1} and outcome probabilities p0 = p and p1 = 1− p.
2. If the outcome is i, then we prepare ρi. In this way, we realise the
preparation-test {p0ρ0, p1ρ1}. Note that each state piρi is not norm-
alised because it is not deterministic: the state ρi is prepared with
probability pi.
3. Finally, we perform a coarse-graining over the outcomes, getting
ρp = pρ0 + (1− p) ρ1.
A coarse-graining of normalised states is a non-trivial convex combina-
tion of them. Clearly pure states admit only trivial convex decomposi-
tions. Every convex decomposition of a state ρ reflects a particular way of
preparing it.
Definition 2.3.16. Let ρ, σ ∈ St1 (A). We say that σ is contained in ρ if ρ can
be written as ρ = pσ+ (1− p) τ, where p ∈ (0, 1] and τ ∈ St1 (A).
In other words, σ is contained in ρ if it arises in a convex decomposition
of ρ. Clearly if ρ is pure, only ρ can be contained in it. At the other extreme
we have internal states.
Definition 2.3.17. A state ω is internal if every (normalised) state ρ is con-
tained in it.
We will make use of the following definition too.
Definition 2.3.18. Two transformationsA,A′ ∈ Transf (A, B) are equal upon
input of ρ, written as A =ρ A′ if Aσ = A′σ for every state σ contained in
ρ.
We conclude this subsection with the important definition of perfectly
distinguishable states, which are states that can be distinguished in a single
shot. It means that if the state is not known, it can be identified with cer-
tainty.
2.3. CAUSALITY AND ITS CONSEQUENCES 59
b
b b
α3
α1 α2
(a) The state space of a restricted trit co-
incides with that of a classical trit.
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a1 a2
e13 e23
e12
b b
b
b
b
b
(b) A cross-section of the effect cone
of the classical trit (in orange) and
of the restricted trit (in blue). The
dual cone is the same in both cases
(in orange). The restriction on ef-
fects is apparent.
Figure 2.3: The restricted trit
Definition 2.3.19. The (normalised) states {ρi}i∈X are perfectly distinguish-
able if there exists an observation-test {ai}i∈X, called the perfectly distin-
guishing test, such that (
ai
∣∣ρj) = δij.
Perfectly distinguishable states might not exist in some systems of a
theory, as shown in the following example [115].
Example 2.3.20. Start with the state space of the classical trit, represented
in fig. 2.3a, with pure states α1, α2, α3. They are perfectly distinguishable
with observation-test {a1, a2, a3}:
(
ai
∣∣αj) = δij. Instead of allowing the full
set of effects of classical theory, suppose that, for some reasons, the most
fine-grained effects that are allowed are eij = 12
(
ai + aj
)
, with i 6= j. A
section of the dual cone (the same as the effect cone of classical theory),
and of the effect cone of the restricted trit is represented in fig. 2.3b.
Since we have a smaller set of effects than the original classical trit,
we must check what happens to the state space. Indeed it may happen
that two states become tomographically indistinguishable because there
are not enough effects to witness their difference. However, this is not
the case of the restricted trit. The reason is that the effects eij are linearly
independent, therefore they span exactly the same effect vector space as
the effects ai, which is what determines the tomographic power of a theory.
Therefore the state space of the restricted trit coincides with that of the
classical trit (cf. fig. 2.3a).
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However, the restriction on the allowed effects has a dramatic con-
sequence: there are no perfectly distinguishable pure states. The lack of
perfectly distinguishable pure states determines the lack of perfectly dis-
tinguishable states. Indeed, if ρ1 were perfectly distinguishable from ρ2,
all pure the states contained in ρ1 would be perfectly distinguishable from
the pure states contained in ρ2. This is because if (a|ρ) = 0 (resp. (a|ρ) = 1)
one has a =ρ 0 (resp. a =ρ u).
First of all, let us show that {α1, α2, α3} are no longer perfectly distin-
guishable. Consider a generic effect e = λ12e12 + λ13e13 + λ23e23, where
λij ≥ 0. This effect could yield 0 on α2 and α3 if and only if λ12 = λ13 =
λ23 = 0, but this would be the zero effect, which cannot yield 1 on α1.
This means that the αi’s cannot be jointly perfectly distinguishable. Maybe
we can still find a pair of αi’s that are perfectly distinguishable? The an-
swer is again negative. To see it, take e.g. the pair {α1, α2} (for the oth-
ers the argument is the same). The only element in the effect cone that
yields 1 on α1 and 0 on α2 is 2e13, but this is not a physical effect, because
u− 2e13 = a2, which is not an effect. In other words, 2e13 cannot exist in
an observation-test of the form {2e13, u− 2e13}, but all effects must be part
of some observation-test! In conclusion, the restricted trit has no perfectly
distinguishable states.
The example above is based on a theory where the no-restriction hypo-
thesis fails: the effect cone Eff+ (A) was strictly contained in the dual cone
St∗+ (A). If the two cones coincide, we can always prove that at least two
perfectly distinguishable pure states exist [115].
Proposition 2.3.21. In an unrestricted theory, for every pure state ψ1 there exists
another pure state ψ2 such that {ψ1,ψ2} are perfectly distinguishable.
Proof. Let ψ1 be a pure state. The proof will consist of some steps. In the
first step, let us prove that there exists a non-trivial element f of the dual
cone St∗+ (A) such that ( f |ψ1) = 0. Note that being pure, ψ1 lies in some
supporting hyperplane through the origin of the cone St+ (A) [138]. Such
a hyperplane must have equation ( f |x) = 0 for all x ∈ StR (A), where f is
some non-trivial linear functional on StR (A), otherwise it would not pass
through the origin (i.e. the null vector). Being a supporting hyperplane,
we can choose f to be in the dual cone St∗+ (A) [138]. Thus we have found
f ∈ St∗+ (A) such that ( f |ψ1) = 0.
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Let us consider the maximum of f on the state space. Since f is continu-
ous and the state space is compact, it achieves its maximum λ∗ on some
state ρ∗. Note that λ∗ > 0, otherwise f would be the zero functional. Let
us show that the maximum is attained on some pure state. If ρ∗ is already
a pure state, there is nothing to prove. If it is not, consider a refinement
of ρ∗ in terms of pure states, ρ∗ = ∑i piψi, where {pi} is a probability
distribution. Apply f to ρ∗:
λ∗ = ( f |ρ∗) =∑
i
pi ( f |ψi) .
Clearly λ∗ ≤ maxi ( f |ψi), but being λ∗ the maximum of f , in fact λ∗ =
max ( f |ψi). This means that there is a pure state ψ2, chosen among these
ψi’s, on which f attains its maximum.
Now consider the functional a2 := 1λ∗ f , which takes values in the inter-
val [0, 1] when applied to states. Specifically (a2|ψ2) = 1 and (a2|ψ1) = 0.
By the no-restriction hypothesis, it is a valid effect, so we can construct
the observation-test {a1, a2}, where a1 := u− a2, which distinguishes per-
fectly between ψ1 and ψ2.
Even though the no-restriction hypothesis guarantees the existence of
perfectly distinguishable states, we do not wish to assume it for its lack of
operational motivation. Instead, in chapter 4 we will prove the existence
of perfectly distinguishable states for a class of OPTs from first principles.
Finally we give the following definition.
Definition 2.3.22. A set {ρi}i∈X of perfectly distinguishable states is max-
imal if no state ρ0 can be added such that {ρi}i∈X ∪ {ρ0} are still perfectly
distinguishable.
If the ρi’s are pure states, instead of writing “maximal set of perfectly
distinguishable states”, we will opt for the shorter terminology of “pure
maximal set”.
2.3.2 The group of reversible channels
Causality provides us with a new insight into the structure of reversible
channels of a system A, and will enable us to prove some interesting prop-
erties. First of all, we show that the set of channels is compact [67, corollary
30].
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Proposition 2.3.23. For every pair of systems A and B the set of channels DetTransf (A, B)
is compact.
Proof. Let {Cn} be a sequence of channels that converges to some trans-
formation C ∈ Transf (A, B). Let us prove that C is a channel. We have
uBCn = uA for all n ∈ N, because they are all channels. Then, for every
state ρ ∈ St (A), we have
(uB|C|ρ) = limn→+∞ (uB|Cn|ρ) = (uA|ρ) .
Therefore we conclude that uBC = uA, which means that C is a chan-
nel, by proposition 2.3.7. We conclude that every convergent sequence
of channels converges to a channel, by which we obtain the closure of
DetTransf (A, B). DetTransf (A, B) is bounded because it is a subset of Transf (A, B),
therefore it is compact in the norm topology. By the equivalence of the
norm and operational topologies, we can say that DetTransf (A, B) is com-
pact in both topologies.
We can exploit the compactness of channels to prove that the group of
reversible channels is compact as well [67, corollary 31].
Proposition 2.3.24. For every system A, the group GA of reversible channels is
compact.
Proof. Consider a convergent sequence {Un} of reversible channels. By
proposition 2.3.23, the limit U is a channel on A. Now consider the se-
quence
{U−1n }. Since the set of channels is compact, there exists a sub-
sequence
{
U−1nk
}
that converges to a channel C. Now
CU = lim
n→+∞U
−1
nk Unk = I ,
and
UC = lim
n→+∞UnkU
−1
nk = I ,
where we have used lemma 2.2.33, and the fact that every subsequence of
Un converges to U . This proves that GA is closed. Recalling the fact that the
set of channels is bounded, the group is compact (in both topologies).
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Finite groups are trivial examples of compact groups. Compact groups
enjoy a remarkable mathematical property: they admit a finite Haar meas-
ure h, unique up to rescaling, namely a measure such that h (G) < +∞,
and that is invariant under left and right action of the group6 [139]. In
other words, if S is a Borel subset of G, one has
h (US) = h (SU ) = h (S) ,
for every U ∈ G, where US = {UV : V ∈ S} and SU = {VU : V ∈ S}.
Since h is a finite measure, it can be renormalised so that h (G) = 1, which
we will always assume in the following. This measure will be one of the
key ingredients in the construction of invariant states, an extremely im-
portant notion that will be used throughout this thesis.
Definition 2.3.25. A state χ ∈ St (A) is called invariant if Uχ = χ for every
U ∈ GA.
Since we are working in causal theories, in the following we will con-
sider only normalised invariant states. Do they exist? The answer is affirm-
ative.
Proposition 2.3.26. In every causal theory there is at least one invariant state.
Proof. Take a pure state ψ, and consider the state
χψ :=
∫
G
VψdV ,
where dV is the Haar probability measure. χψ is invariant, indeed for
every reversible channel U , we have
Uχψ =
∫
G
UVψdV =
∫
G
Wψd
(
U−1W
)
=
∫
G
WψdW = χψ,
where we have setW := UV , and we have exploited the invariance of the
Haar probability measure. Therefore at least one invariant state always
exists.
6For a finite group, the Haar measure is simply the counting measure, that counts the
number of elements in a subset of the group.
64 CHAPTER 2. GENERAL PROBABILISTIC THEORIES
If G is a finite, the definition of χψ becomes χψ = 1|G| ∑
|G|
i=1 Viψ.
In general, there will be more than one invariant state, because χψ de-
pends on the choice of ψ, and different ψ’s may give rise to different in-
variant states χψ. However, if ψ and ψ′ are in the same orbit of the action of
G, which means ψ′ = Uψ, they generate the same invariant state. Indeed,
χψ′ =
∫
G
Vψ′ dV =
∫
G
VUψdV =
∫
G
Wψd
(
WU−1
)
=
∫
G
WψdW = χψ,
setting W := VU , and harnessing the invariance of the Haar probability
measure. If there is only one orbit on the set of normalised pure states, the
invariant state is unique. When there is only one orbit, the action is called
transitive. In practice it means that for every pair of pure states ψ, ψ′ there
exists a reversible channel U such that ψ′ = Uψ.
Proposition 2.3.27. A causal theory with transitive action has a unique invari-
ant state, which is internal.
Proof. We need to prove only the second part of the statement. Since the
invariant state is unique, we have χ =
∫
G VψdV for every pure state ψ,
therefore, by linearity
χ =
∫
G
VρdV , (2.3.3)
for every state ρ. Now, since we are in finite dimension, by Carathéodory’s
theorem for convex geometry [140, 141], the integral (2.3.3) is a finite con-
vex combination of reversible channels: χ = ∑i piUiρ. Now, apply U−1i0 to
χ, where Ui0 is one of the reversible channels in the convex combination.
This yields
χ = U−1i0 χ = pi0ρ+ ∑
i 6=i0
piU−1i0 Uiρ
for every ρ. This shows that every state is contained in χ, whence χ is
internal.
The uniqueness of the invariant state does not imply that the action is
transitive, as shown in the following example.
Example 2.3.28. Consider theory with a system whose state space is a dia-
mond, as illustrated in fig. 2.4. The pure states are its vertices ψ1, ψ2, ψ3,
and ψ4. Assuming that all symmetries of the state space are allowed re-
versible channels, besides the identity we have the reflection across the
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Figure 2.4: A state space where there is a unique invariant state, the centre
χ of the diamond, but the action of reversible channels is not transitive on
the pure states ψ1, ψ2, ψ3, and ψ4.
longer diagonal and the reflection across the shorter diagonal. There are
two orbits on the set of pure states: {ψ1,ψ3} and {ψ2,ψ4}, so the action is
not transitive. Yet there is a unique invariant state χ, which is the centre of
the diamond.
Another interesting property of theories with a transitive action of the
group of reversible channels is that the set of pure states is compact.
Proposition 2.3.29. In a causal theory with transitive action, the set of (normal-
ised) pure states is compact.
Proof. We only need to prove that the set of pure states is closed, being a
subset of a compact set, the set of states. Let {ψn} be a sequence of pure
states converging to the state ψ. We have to prove that ψ is pure. Take
a fixed pure state ϕ0, then, by the transitivity of the action, there exists a
sequence {Un} of reversible channels such that ψn = Unϕ0. By proposi-
tion 2.3.24, there exists a subsequence {Unk} converging to the reversible
channel U . Hence
ψ = lim
n→+∞ψnk = limn→+∞Unkϕ0 = U ϕ0.
We now that reversible channels send pure states to pure states [100], so ψ
is a pure state too.
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Chapter 3
Resource theories
In recent years, thermodynamics far from the thermodynamic limit has
attracted remarkable attention [30–32], given the ever-increasing develop-
ments in the field of nanotechnology, and the actual experimental real-
isations of microscopic systems. In this new regime quantum effects be-
come important, and must be taken into account in the physical descrip-
tion. To this end, quantum resource theories [33–35] have provided valu-
able tools, especially to study deterministic thermodynamics, viz. non-
fluctuating processes. The power of resource theories stems from the fact
that they describe thermodynamic transitions in a natural way: instead
of specifying the actual details of the “mechanics” implementing a ther-
modynamic transition between two quantum states, they aim to study the
convertibility criteria between states, namely when (and not how) a state
can be transformed into another.
The ideas behind resource theories are pretty general and independ-
ent of the physical theory in which they are formulated [94–97]. The key
concept is that the states of a physical system are to be viewed as resources.
Then one studies the conversion between different resources by means of
a restricted set of channels, which are singled out by the physical setting as
those that easy to implement. For this reason, they are called free operations.
As to resources, some of them are very abundant or easy to get, there-
fore they are free; others, instead, may be extremely rare or hard to obtain,
and these will be the most valuable. Thus, in the resource-theoretic frame-
work a hierarchy of resources according to their value is naturally built in.
This hierarchy is translated into mathematical terms as a partial preorder
induced by free operations. In this preorder, a state is more valuable than
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another if from the former we can reach a larger set of target states. In the
light of this hierarchy, it is important to find functions that assign a value
to resources in a way that it is consistent with the preorder. These are the
resource monotones [33–35, 94, 142], and they can be very often identified
with some thermodynamic potentials.
The subject of resource theories is extremely broad, both in quantum
theory and in GPTs. In this chapter we give a brief presentation of the
minimal necessary concepts to understand the contents and the spirit of
the rest of the thesis. We will start with the definition of resource theory,
and then we will introduce the resource preorder, establishing a hierarchy
among the states of a GPT. Finally, we define resource monotones. We
just mention that, besides the results presented here for resource theories
in GPTs, we have studied how the thermodynamic limit emerges in the
resource-theoretic approach [98, 99], but they are not reported here, for
they have no direct consequences for the rest of the thesis.
3.1 Resource theories of states
In a great deal of situations, even in everyday life, one comes across re-
sources, so often that we do not even question the meaning of this term.
But what is actually a resource? To define a resource, one must first spe-
cify a task. In this setting, an object is a resource if it has some value with
respect to performing that task. For example, a chemical product is a re-
source if it can be used to obtain something we want, for example it fertil-
ises the soil.
Example 3.1.1. Ammonia has plenty of uses as a chemical product. In the
process of producing ammonia, NH3, we need hydrogen and nitrogen as
resources, according to the reaction
N2 + 3H2 → 2NH3.
Regarding all the chemical species of the above reaction as resources, we
understand an important feature of resources: they can be converted into
one another.
As the example above highlights, chemistry is the prototypical resource
theory, but there are plenty of examples even in physics, which is the
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scope of our analysis. In particular, the advent of quantum information
processing has provided very many examples of new tasks that can be
performed only with access to quantum states, which, in our terminology,
become quantum resources. Think, for example, of quantum teleporta-
tion [143] or dense-coding [144], which are only possible if one has access
to entangled states. For this reason it is very natural to take quantum en-
tanglement as a resource, and indeed it was the first quantum resource to
be studied extensively [145].
In this presentation, we want to go beyond quantum theory, and to
treat resources in general physical theories using the formalism of causal
GPTs. Indeed, as shown in [94,95,98,99], many of the features of quantum
resource theories [33–35] are in fact far more general in their scope. In the
following we will always assume that our resources are states, like in most
of concrete examples, but this need not be the case [35, 94, 136, 146–148].
The idea behind a theory of resources is to identify which states are use-
less as resources, because they are abundant, easy to obtain, or of no use.
These states are called free states. Clearly, all states of the trivial system,
which are “non-physical states”, are free, and represent a “void” resource.
For a generic system A, we have a partition of St1 (A) into the set of free
states F and its complement, which contains the true, costly, resources. As
we highlighted above, the specification of F depends on the specific task
we are considering. We can easily have a state free for one task, and a true
resource for another.
We will assume the set of free states to be topologically closed: a state
that can be arbitrarily well approximated by free states must be free too.
Finally, is natural to assume that the tensor product of free states is another
free state of the composite system. This is because if two resources have
zero value if taken on their own, they have zero value also when taken
together [94], therefore FAB ⊇ FA ⊗ FB, where FS denotes the set of free
states of system S.
Clearly resources can be manipulated by an agent who has a task to
perform, which means resources can be converted from one to another.
However, the specific task one is considering constrains the allowed ma-
nipulation of resources: one is restricted to performing a subset of all
transformations of the theory. These restricted transformations are usu-
ally regarded as being easy to implement, or realisable at no cost. They are
called free transformations. Since we want the agent to be able to choose the
operations they implement, it is customary to focus only on deterministic
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transformations, i.e. channels, where there is no randomness involved.
This is what we will do. For every input and output system A and B re-
spectively, we will consider a partition of channels DetTransf (A, B) into a
set of free channels FA→B and a set of non-free channels. We will call FA→B
the set of free operations. For similar reason to the case of states, we take
FA→B to be topologically closed. Given the definition of states in OPTs,
when A is the trivial system, FA→B defines the free states of B. Therefore
there is no need to deal with free operations and free states as separate
objects [35, 94].
When B is the trivial system, we will always take the deterministic ef-
fect of A to be free. The reason why we do this will become clear in the
following section.
Now, what are the properties of the free operations of a physical the-
ory? They are summarised in the following requirements:
• the identity channel is free because doing nothing comes for free;
• the SWAP is a free operation;
• the sequential composition of free operations is a free operation;
• the parallel composition of free operations is a free operation.
These requirements are quite intuitive in their meaning. From these prop-
erties, it is obvious that the action of a free operation on a free state yields
a free state, because it is the sequential composition of two free operations.
Now we are ready to collect all these remarks in the following defini-
tion of a resource theory.
Definition 3.1.2. A resource theory on a causal GPT is the specification, for
every pair of systems A and B, of a closed set of free operations FA→B ⊆
DetTransf (A, B). This set satisfies the following properties:
• I ∈ FA→A;
• SWAP ∈ FAB→BA;
• if F1 ∈ FA→B and F2 ∈ FB→C, then F2 ◦ F1 ∈ FA→C;
• if F1 ∈ FA→B and F2 ∈ FC→D, then F1 ⊗F2 ∈ FAC→BD;
• FA→I = {uA}.
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The interesting case, clearly, is when FA→B is strictly contained in the
set of all channels from A and B, because this means there is a true re-
striction on the allowed manipulations of the system. It is indeed from
this restriction that the role of states as resources emerges, otherwise the
resource theory is trivial.
From a more mathematical perspective, the properties satisfied by the
set of free operations tell us that a resource theory specifies a strict sym-
metric monoidal subcategory of the underlying OPT on which it is defined
[94, 95].
Example 3.1.3. The prototypical example of resource theory is the resource
theory of quantum entanglement [145], where free states are separable
states, and free operations are LOCC channels1 [149–151], namely chan-
nels that can be decomposed as the action of local operations and classical
communication exchanged between the two parties. Here is an example:
∑
j1,j2,j3
A0 Aj1
$$
A1 A(j1,j2)j3
A2
B0 B(j1)j2
99
B1
,
where dashed wires represent classical communication. Note that separ-
able states are exactly the states that can be prepared with a LOCC pro-
tocol.
Alternatively, one can take as free operations the largest set of channels
that send separable states to separable states. This is the set of separable
operations [152].
We saw that free states are a special kind of free operations, there-
fore specifying free operations determines also free states: they are exactly
those operations with trivial input. Yet, sometimes it is possible, or much
easier, to specify only the free states. Can we recover a full resource the-
ory just from the structure of free states? In general we will have a large
freedom in the choice of free operations that respect the requirements of
definition 3.1.2. The largest set of free operations compatible with the set
of free states F is the set of channels from A to B that send the free states
of A to free states of B:
FmaxA→B = {C ∈ DetTransf (A, B) : C f ∈ FB, where f ∈ FA} , (3.1.1)
1Recall that LOCC stands for “Local Operations and Classical Communication”.
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where FS is the set of free states of system S. This is called the set of
“resource-non-generating operations”, and it is the largest set of free op-
erations, because every other set of free operations satisfies the condition
of eq. (3.1.1). However, this condition is not enough, because it says noth-
ing about the behaviour of these operations under parallel composition.
Indeed, from eq. (3.1.1) we know that the parallel composition of two free
operations in FmaxA→B preserves the product of free states (C ⊗ C ′) ( fA ⊗ fB) ∈
FAB, but the free states FAB of the composite system AB may be also of a dif-
ferent form from product states. Therefore we take as free operations the
subset of FmaxA→B such that arbitrary tensor products of its elements preserve
all free states of any composite system. These channels are also known as
“completely resource-non-generating operations” [35].
3.2 The resource preorder
After giving the formal definition of resource theory, we want to examine
its implications. One of the main applications of the resource-theoretic
framework is to study state conversions when there is a restriction on
the allowed channels. A physical example is thermodynamics, where
one studies the thermodynamic convertibility of states under some ex-
ternal constraints, e.g. the fact that the temperature is constant or that no
heat is exchanged in the thermodynamic transition. Thermodynamics also
provides an example of a situation in which, to derive thermodynamic
properties, such as relations between thermodynamic potentials, it is not
important to specify the actual details of the transition between two states,
but it is enough to know that such a transition is possible [153]. This is the
typical situation arising when one considers functions of state, and this
structure is beautifully captured by the preorder one can set up in a re-
source theory.
The preorder arises when one wishes to better specify the value of a re-
source. Indeed, in the previous section, we divided states into two classes:
free and costly ones. This is a rough classification, because it is natural to
expect that even among costly states there will be an internal hierarchy,
with some of them closer to free states.
As it often happens experimentally, the processing of resources con-
sumes or degrades them, even if such a processing is free. In this way,
from a precious resource, we end up with resources that are more and
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more useless. The idea is that a resource is more valuable than another if
we can reach a larger set of resources by manipulating it. Therefore, the
most natural way to define a hierarchy on resources is to take advantage
of this idea about resource processing.
Definition 3.2.1. In a resource theory of states, we say that a state ρ is more
valuable than a state2 σ, and we write ρ % σ, if there exists a free operation
F such that Fρ = σ.
We see that the hierarchy among resources is based on resource con-
vertibility, and note that we do not need to specify the actual details of F ,
but only that such an F exists. As already written, the relation % on the
set of states is a preorder.
Proposition 3.2.2. The relation % is a preorder3.
Proof. The relation% is reflexive. Indeed for any state ρ, ρ % ρ because the
identity channel is a free operation. The relation is also transitive. Indeed,
suppose we have ρ % σ and σ % τ. This means that there exist two free
operations F1 and F2 such that F1ρ = σ and F2σ = τ. Taking the sequen-
tial composition, we have the free operation F2F1 such that F2F1ρ = τ,
which means ρ % τ.
In general, however, we cannot conclude that, if ρ % σ and σ % ρ, then
ρ = σ. This only means that it is possible to convert ρ into σ with a free
operation F , and σ into ρ with a free operation F ′. Note that this does not
even mean that F ′ = F−1. Nevertheless, if ρ % σ and σ % ρ, we can think
of ρ and σ as equivalent, and we say that ρ is as valuable as σ. Indeed, it is
straightforward to see that we can define an equivalence relation∼, where
ρ ∼ σ if ρ % σ and σ % ρ. Taking the quotient of the set of states modulo
∼, the preorder% becomes a partial order  between equivalence classes.
Sometimes, given two states ρ and σ we cannot find neither a free oper-
ation converting ρ into σ, nor a free operation converting σ into ρ. In this
case ρ and σ are “incomparable”: we cannot establish which of the two
is the more valuable. This means that the preorder on resources is only
partial.
Let us prove that this preorder is compatible with the tensor product
of states.
2Note that ρ and σ can be states of different systems.
3Recall that a preorder is a relation that is reflexive and transitive.
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Proposition 3.2.3. Suppose ρ % ρ′ and σ % σ′, then one has ρ⊗ σ % ρ′ ⊗ σ′.
Proof. By hypothesis there exist two free operations F1 and F2 such that
F1ρ = ρ′ and F2σ = σ′. Then F1 ⊗F2 is a free operation, and
(F1 ⊗F2) (ρ⊗ σ) = ρ′ ⊗ σ′.
This implies ρ⊗ σ % ρ′ ⊗ σ′.
Therefore even the equivalence relation∼ associated with the preorder
% is compatible with the parallel composition of states.
Now we can prove that free states are indeed the least valuable states.
Proposition 3.2.4. Let f ∈ St1 (A) be a free state. Then, for every state ρ of any
system B, one has ρ % f .
Proof. Let us consider the channel F = | f )A (u|B, which is a free operation
because it is the sequential composition of free operations. Then for every
ρ ∈ St1 (B), we have
Fρ = f tr ρ = f ,
so ρ % f .
An immediate consequence is that all free states (even of different sys-
tems) are equivalent to each other. Indeed if f ′ is another free state, if we
take ρ = f ′, we have f ′ % f . If instead we take ρ = f , proposition 3.2.4
tells us that f % f ′. In conclusion, f ∼ f ′.
Moreover, taking multiple copies of a free state does not increase its
value. This is because the tensor product of free states is still a free state:
we have f ∼ f⊗n, for every n ≥ 1. In summary, since there is no cost to
prepare an arbitrary number of copies of free states, having many copies
is just like having a single copy.
Remark 3.2.5. In the light of the resource preorder, we can understand why
we required the deterministic effect, which destroys resources, to be a free
operation. If f is a free resource of system A, there is a free process F :
I → A that prepares it from “nothing”. According to our definition of the
“more valuable” relation, this means that the void resource, i.e. “nothing”,
is more valuable than a real resource! This would be quite absurd if we did
not impose that there is also a free process destroying f , thus implying that
f is more valuable than “nothing”. The conjunction of these two relations
yields that a free state is equivalent to “nothing”. This highlights how
useless free states are.
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We have seen that free states of system A are particular free operations,
from the trivial system to A. However, if free operations are defined as
having the same input and output system, the only free state is the state of
the trivial system, or in other words, the theory does not have free states.
In this case, can we identify a set of states that can be introduced “by hand”
as free states of the theory? Proposition 3.2.4 states that free states are
the minima of the preorder. We introduce the following definition, which
characterises states that mimic some properties of free states, specifically
the fact that they are the minima of the preorder.
Definition 3.2.6. A state ρ ∈ St1 (A) is almost free if for any state σ ∈
St1 (A) we have σ % ρ.
We see that almost free states are all equivalent to each other: if ρ and
ρ′ are almost free states, by definition ρ % ρ′ and ρ′ % ρ, so ρ ∼ ρ′. Clearly
free states are also almost free. If the theory has free states, almost free
states are free too. Indeed, take σ to be a free state f , then we have f % ρ.
This implies that there is a free operation from I to A given by F f , where
F is a free operation converting f into ρ, such that ρ = F f . Hence ρ is a
free state too. Therefore, talking about almost free states is meaningful in
theories where there are no free states.
Now, consider the almost free states that are stable under tensor product,
by which we mean that the product of two almost free states is still an al-
most free state. These are the states that can be promoted “by hand” to
free states of the theory. In conclusion, even if a theory has no free states,
if it has almost free states stable under tensor product, we can introduce
them as free states of the resource theory [35]: they are the minima of the
resource preorder, and all equivalent to one another. The only difference
is that we cannot prepare them with a free operation. We will use this fact
in subsection 5.2.1, where we will add a free state “by hand” that cannot
emerge from the definition of free operations.
3.3 Resource monotones
Having established a hierarchy among resources, it is sometimes useful to
have a direct way of quantifying the value of a resource by assigning it
a real number, its “price”. This means translating the preorder on states
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into the usual order on real numbers. To this end, we need real-valued
functions that respect the preorder on resources.
Definition 3.3.1. A real-valued function M : St1 (A) → R is a resource
monotone (monotone for short) if ρ % σ implies M (ρ) ≥ M (σ).
In words, monotones assign a price to resources, consistent with their
value. Specifically, if ρ ∼ σ, then M (ρ) = M (σ). Indeed, if ρ ∼ σ, then
ρ % σ and σ % ρ, thus M (ρ) ≥ M (σ) and M (σ) ≥ M (ρ), whence one
has M (ρ) = M (σ).
A careful examination of the definition of monotones shows that they
have some tricky subtleties. Indeed, it is not possible to translate the hier-
archy of resources faithfully into the ordering of real numbers. The main
reason for such a difficulty is that we can only establish a partial preorder
among resources, whereas we have a total order on real numbers. Indeed,
we can have two incomparable states ρ and σ, but if M is a monotone, we
have either M (ρ) ≥ M (σ) or M (σ) ≥ M (ρ), because two real numbers
can always be compared.
According to the definition of resource monotones, ρ % σ implies M (ρ) ≥
M (σ), but the converse implication in general does not hold. This means
that the preorder% is more fundamental than the order induced by mono-
tones. Indeed, if M (ρ) ≥ M (σ) we cannot conclude that ρ % σ.
However, resource monotones are useful to detect non-convertibility of
resources [94]. Recalling the definition, M (ρ) < M (σ) means ρ % σ, viz.
there is no free operation converting ρ into σ. Similarly, if M (ρ) = M (σ)
we cannot conclude that ρ ∼ σ. Indeed, a trivial monotone is a constant
function that assigns the same value to all resources, irrespective of their
place in the resource hierarchy. In this case, both equivalent and inequi-
valent resources have the same value.
To obtain a full equivalence between the preorder on resources and the
ordering induced by monotones, we have to take more than one resource
monotone. In this respect, a family of monotones {Mi}i∈X is said to be
complete if we have ρ % σ if and only if Mi (ρ) ≥ Mi (σ) for every i ∈ X.
Proposition 3.3.2 ( [94, proposition 5.2]). Every resource theory admits a com-
plete family of monotones.
Proof. Take X to be state space of system A: X = St1 (A). Then let us label
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monotones with a state τ. For every resource ρ, define Mτ (ρ) as
Mτ (ρ) =
{
1 if ρ % τ
0 if ρ% τ
.
Let us show that Mτ is a monotone for every state τ. Suppose ρ % σ.
• If σ % τ, then by transitivity ρ % τ. In this case we have Mτ (ρ) =
Mτ (σ) = 1, whence Mτ (ρ) ≥ Mτ (σ).
• If ρ % τ and σ % τ, then Mτ (ρ) = Mτ (σ) = 0, whence Mτ (ρ) ≥
Mτ (σ).
• If ρ % τ but σ % τ, Mτ (ρ) = 1 and Mτ (σ) = 0, and again Mτ (ρ) ≥
Mτ (σ).
This shows that {Mτ} is a family of monotones. Let us show that this fam-
ily is also complete. To do that, we must prove that if Mτ (ρ) ≥ Mτ (σ) for
every state τ, then ρ % σ. Suppose, by contradiction that ρ% σ. Consider
τ = σ. Then we have Mσ (ρ) = 0 because ρ% σ, but Mσ (σ) = 1 because
σ % σ, therefore Mσ (ρ) < Mσ (σ), in contradiction with the hypothesis
that Mτ (ρ) ≥ Mτ (σ) for every state τ.
Although we have managed to construct a complete family of resource
monotones for every resource theory, such a family is not so practical, for
it is indexed by the states themselves.
It is useful to classify resource monotones into some categories accord-
ing to their behaviour under composition of resources [142]:
Additive M (ρ⊗ σ) = M (ρ) + M (σ), for all states ρ and σ.
Partially additive M (ρ⊗n) = nM (ρ) for every state ρ, and every n ≥ 1.
Regularisable if limn→+∞ 1n M (ρ
⊗n) < +∞, and the limit exists for every
state ρ.
Clearly
Additive ⊆ Partially additive ⊆ Regularisable,
as it is straightforward to check. Later in section 5.4 we will encounter
some examples of additive monotones. Regularisable monotones are fun-
damental when one wishes to study the thermodynamic limit [98, 99], be-
cause they can be extended to the regime where there are infinitely many
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copies of a state (the thermodynamic limit). Indeed in this regime, the
quantities that matter are densities, i.e. the value of the monotone per copy,
and the condition limn→+∞ 1n M (ρ
⊗n) < +∞ means that it is possible to
define a density in the thermodynamic limit, namely
M∞ (ρ) := lim
n→+∞
1
n
M
(
ρ⊗n
)
.
M∞ is called the regularisation of M.
Proposition 3.3.3. Given a regularisable monotone M, its regularisation M∞ is
a resource monotone too.
Proof. Suppose ρ % σ, then ρ⊗n % σ⊗n by proposition 3.2.3. Therefore,
since M is a monotone, M (ρ⊗n) ≥ M (σ⊗n). Then we get 1n M (ρ⊗n) ≥
1
n M (σ
⊗n), and by taking the limit for n → +∞ of both sides we get
M∞ (ρ) ≥ M∞ (σ).
For this reason, it is meaningful to give the following definition.
Definition 3.3.4. A monotone M is regularised if there exists a monotone
M′, such that, for every ρ
M (ρ) = lim
n→+∞
1
n
M′
(
ρ⊗n
)
.
In words, a monotone is regularised if it is the regularisation of another
(regularisable) monotone. Regularised monotones M are the meaningful
monotones in the thermodynamic limit, because they are expressed as the
density per particle of another monotone M′. Note that partially additive
monotones are not only regularisable, but also regularised: it is enough to
take M′ = M. Indeed
M (ρ) = lim
n→+∞
1
n
M
(
ρ⊗n
)
= lim
n→+∞
1
n
· nM (ρ) .
Regularised monotones, which include partially additive monotones, ex-
hibit a remarkable property.
Proposition 3.3.5. Let M be a regularised monotone. If f is a free state, M ( f ) =
0. Moreover, for every state ρ, M (ρ) ≥ 0.
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Proof. M is regularised, therefore there exists a monotone M′ such that
M ( f ) = limn→+∞ 1n M
′ ( f⊗n). Since f is a free state, we have f ∼ f⊗n,
therefore M′ ( f⊗n) = M′ ( f ). Hence
M ( f ) = lim
n→+∞
1
n
M′ ( f ) = 0,
because M′ ( f ) is a constant. To conclude the proof, recall that, for every
state ρ, ρ % f . Being M a monotone, M (ρ) ≥ M ( f ) = 0.
We motivated the introduction of the preorder on states with the fact
that some costly resources could be in fact close to free states. We model
this idea of closeness by introducing a distance from a state to the set of
free states.
d (ρ) := inf
f∈FA
‖ρ− f ‖
Here ρ is a state of A, and f is a free state of A. Note that the infimum is
achieved, so it is in fact a minimum, because we have assumed the set of
free states to be topologically closed. This distance d is a resource mono-
tone. Indeed, suppose ρ % σ. This means there exists a free operation F
such that Fρ = σ. Then
d (σ) = inf
f∈FA
‖σ− f ‖ = inf
f∈FA
‖Fρ− f ‖ ≤ inf
f∈FA
‖Fρ−F f ‖ ,
because {F f } is a subset of FA. Now, the operational norm of a vector is
non-increasing under a channel by proposition 2.2.23. Therefore
‖Fρ−F f ‖ = ‖F (ρ− f )‖ ≤ ‖ρ− f ‖ .
Taking the infimum, we get inf f∈FA ‖Fρ−F f ‖ ≤ inf f∈FA ‖ρ− f ‖. In con-
clusion
d (σ) ≤ inf
f∈FA
‖ρ− f ‖ = d (ρ) .
This shows that d is indeed a monotone. We have presented this construc-
tion for the operational norm, but in fact it can be extended to any function
D (ρ, σ) that is decreasing under the action of channels [34, 35].
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Chapter 4
Sharp theories with purification
In this chapter we introduce the theories we are going to study for the
rest of the thesis. These theories can be roughly characterised as those ad-
mitting a level of description where all processes are pure and reversible,
and all measurements are sharp. For these reasons, these theories are par-
ticularly appealing for the foundation of physics, and in particular ther-
modynamics. The key axiom defining them—Purification—underpins all
dilation and extension theorems [67, 71], so important in quantum the-
ory, and from a thermodynamic perspective it gives a formal guarantee
that every observer can enlarge their system in order to deal with an isol-
ated one, where information is maximal, and all evolutions are reversible.
From a thermodynamic viewpoint, somehow Purification can be regarded
as dual to Causality: if Causality allows one to go from larger to smal-
ler systems, Purification enables us to do the opposite. Moreover, mixed
states, so important for thermodynamics emerge in a different way: not
only as ensembles, but also as marginals of pure states. This is particu-
larly appealing for the foundations of thermodynamics, because one no
longer needs to resort to fictitious and subjective ensembles, but mixed
states arise because one is tracing out the degrees of freedom of the envir-
onment. A similar fact also holds for the issue of irreversibility.
Informally, sharp theories with purification are causal theories satisfy-
ing three additional axioms:
Purity Preservation The composition of two pure transformations is a pure
transformation.
Pure Sharpness Every system has at least one pure sharp observable.
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Purification Every state can be modelled as the marginal of a pure state.
Such a modelling is unique up to local reversible transformations.
These axioms will be presented more formally in section 4.1, where their
first consequences, in particular of Purification, will be examined. Sharp
theories with purification enjoy some remarkable properties that, in some
sense, make them close to quantum theory. In this chapter we will focus on
those properties relevant to the thermodynamic analysis of chapter 5. One
of the key features is a state-effect duality, by which with every normalised
pure state we can associate a unique normalised pure effect, the dagger of
the state, and vice versa [101, 110]. The second key result, which consti-
tutes the high spot of this chapter, is the diagonalisation theorem, which
states that in these theories every state can be diagonalised [101, 110], viz.
written as a convex combination of perfectly distinguishable pure states,
with unique coefficients [101]. The fact that with every state we can asso-
ciate the probability distribution of its eigenvalues allows us to introduce
entropic functions, which will be done in section 5.4. Furthermore, the
two key properties of sharp theories with purification allow us to identify
every element of the vector space of effects with a physical observable.
This will prove of fundamental importance in section 5.6 to define thermal
states, and to derive a lot of properties of a generalisation of Shannon-von
Neumann entropy (section 5.5).
From these properties, others follow, but we do not report them in de-
tail in this chapter because they are not so crucial for thermodynamics.
We summarise them briefly here. A consequence of the state-effect du-
ality is that sharp theories with purification are (strongly) self-dual [111],
which enables us to extend the dagger to all transformations [111], not
just to states and effects. The conjunction of strong self-duality with the
state-effect duality implies that these theories satisfy the no-restriction hy-
pothesis [67, 125]. Moreover, we can prove that there exists a pure pro-
jector on every face of the state space [111]. The conjunction of these two
facts implies that sharp theories with purifications are Euclidean Jordan
algebras [111, 120, 121, 154, 155], and that their interference is constrained
at most to the second order [111]. However, note that not all Euclidean
Jordan algebras are sharp theories with purification.
We conclude this chapter by presenting two new examples of sharp
theories with purification. They are both theories constructed by impos-
ing some superselection rules to quantum theory, and by defining system
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composition in such a way that the three defining axioms are satisfied.
The first example [105] is a theory where every non-trivial system is given
by a pair of isomorphic quantum systems. This theory in section 5.8 will
provide a counterexample in which majorisation is not sufficient to charac-
terise certain thermodynamic transitions. The second example [101] is an
extension of classical theory in which some systems look classical at the
single-system level, but become entangled when composed. This shows
that classical theory can be embedded and treated as a sub-theory of a
sharp theory with purification, and that, ultimately, the results we obtain
for sharp theories with purification can be extended to classical theory too,
to provide an information-theoretic foundation of classical thermodynam-
ics.
4.1 The axioms and their first consequences
In this section we present the axioms defining sharp theories with puri-
fication. These axioms are added on top of Causality, and will single out
a class of theories where everything is pure and reversible at the funda-
mental level.
The first axiom to be added on top of Causality, Purity Preservation,
states that no information can leak to the environment when two pure
transformations are composed.
Axiom 4.1.1 (Purity Preservation [90]). Sequential and parallel compositions
of pure transformations yield pure transformations.
We consider Purity Preservation as a fundamental requirement to do
physics. Considering the theory as an algorithm to make deductions about
physical processes, Purity Preservation ensures that, when presented with
maximal information about two processes, the algorithm outputs max-
imal information about their composition [90]. Purity Preservation is very
close to a slightly weaker axiom, Atomicity of Composition, introduced
by D’Ariano in [156], and used in the axiomatisation of [68]. However
Purity Preservation is stronger, in that it requires the preservation of pur-
ity also for parallel composition, and not just for sequential composition
like in D’Ariano’s original axiom. An immediate consequence of Purity
Preservation is that the product of two pure states is pure, a fact usually
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proved using Local Tomography [67]. Notably, quaternionic quantum the-
ory fails this principle, for the product of two pure states is not pure in
general [120, 121].
The second axiom, Pure Sharpness, guarantees that every system pos-
sesses at least one elementary property, in the sense of Piron [157]. Recall
that here we are not assuming the no-restriction hypothesis, so the follow-
ing axiom needs to be imposed.
Axiom 4.1.2 (Pure Sharpness [110]). For every system there exists at least one
pure effect occurring with unit probability on some state.
Pure Sharpness is reminiscent of the Sharpness axiom used in Hardy’s
2011 axiomatisation [70, 73], which requires a one-to-one correspondence
between pure states and effects that distinguish maximal sets of states. A
similar axiom also appeared in works by Wilce [158–160], where he stipu-
lates that for every pure effect there exists a unique state on which it occurs
with probability 1.
The two axioms above are satisfied by both classical and quantum the-
ory. Our last axiom, Purification, is precisely the one that characterises
all physical theories admitting a fundamental level of description where
all deterministic processes are pure and reversible. Essentially, Purifica-
tion expresses a strengthened version of the principle of conservation of
information [90, 129], demanding not only that information be conserved,
but also that randomness can always be modelled as due to the presence
of some inaccessible degree of freedom. In its simplest form, Purification
is phrased as a requirement about causal theories, where the marginal of a
bipartite state is defined in a canonical way. In this case, we say that a state
ρ ∈ St1 (A) can be purified if there exists a pure state Ψ ∈ PurSt1 (AB) that
has ρ as its marginal on system A. In this case, we call Ψ a purification of ρ
and B a purifying system. The axiom is as follows.
Axiom 4.1.3 (Purification [67]). Every state can be purified. Every two puri-
fications of the same state, with the same purifying system, differ by a reversible
channel on the purifying system.
The second part of the axiom states that, ifΨ,Ψ′ ∈ PurSt1 (AB) are such
that trBΨAB = trBΨ′AB, then
Ψ′
A
B
= Ψ
A
B U B
,
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where U is a reversible channel on B.
Quantum theory, both on complex and real Hilbert spaces, satisfies
Purification. Recently also Spekkens’ toy model1 [161] has been shown to
satisfy Purification [162]. Other non-trivial examples are fermionic quantum
theory [103, 104], and doubled quantum theory [105], presented in sec-
tion 4.6. Remarkably, even classical theory can be regarded as a sub-
theory of a larger physical theory where Purification is satisfied (see sec-
tion 4.7) [101].
Definition 4.1.4 (Sharp theories with purification). A causal theory satis-
fying Purity Preservation, Pure Sharpness, and Purification will be called
a sharp theory with purification.
In the rest of the section we will outline the first consequences of these
axioms, especially of Purification.
4.1.1 First consequences
The easiest consequence of Purification is that reversible channels act trans-
itively on the set of pure states [67].
Proposition 4.1.5 (Transitivity). For any pair of pure states ψ, ψ′, there exists
a reversible channel U that ψ′ = Uψ.
Proof. Every system A is a purifying system for the trivial system I. Then
ψ and ψ′ are two purifications of the same deterministic state of the trivial
system (which is the number 1), therefore they differ by a reversible chan-
nel on the purifying system A, which means ψ′ = Uψ.
As a consequence, every finite-dimensional system possesses a unique
invariant state, which is an internal state (see proposition 2.3.27). Also,
transitivity implies that the set of pure states is compact for every system
(proposition 2.3.29). This is generally a non-trivial property—see [163] for
a counterexample of a state space with a non-closed set of pure states.
A crucial consequence of Purification is the steering property.
1The original, non-convex, version of it [161].
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Theorem 4.1.6 (Pure Steering). Let ρ ∈ St1 (A) and let Ψ ∈ PurSt1 (AB) be a
purification of ρ. Then σ is contained in ρ if and only if there exist an effect bσ on
the purifying system B and a non-zero probability p such that
p σ A = Ψ
A
B bσ
.
Proof. Sufficiency is easy. Consider the observation-test {bσ, u− bσ} such
that
p σ A = Ψ
A
B bσ
.
Then
ρ A = Ψ
A
B u
= Ψ
A
B bσ
+ Ψ
A
B u− bσ
=
= p σ A + (1− p) τ A ,
where τ is the state induced by applying the effect u− bσ. This proves that
σ is contained in ρ.
Conversely, if σ is contained in ρ, it means that ρ = pσ + (1− p) τ,
with p ∈ (0, 1). From an operational point of view, it means that there
is a preparation-test {pσ, (1− p) τ}, of which ρ is the coarse-graining. By
Physicalisation of Readout, there exists a normalised bipartite state Σ ∈
St1 (AX), and an observation-test {cσ, cτ} on X such that
p σ A = Σ
A
X cσ
(4.1.1)
and
(1− p) τ A = Σ
A
X cτ
. (4.1.2)
In general, Σwill not be pure, so let us take a purificationΦ ∈ PurSt1 (AXC)
of Σ. Note that Φ is a purification of ρ too, indeed
Φ
A
X u
C u
= Σ
A
X cσ
+ Σ
A
X cτ
= ρ A ,
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having used eqs. (4.1.1) and (4.1.2). Now, let us show that we can induce
pσ by applying a suitable effect on the purifying system of any purification
Ψ ∈ PurSt1 (AB) of ρ. Now, take the pure states β ∈ PurSt1 (B), ξ ∈
PurSt1 (X), and γ ∈ PurSt1 (C). Then Φ⊗ β and Ψ⊗ ξ ⊗ γ are pure states
(by Purity Preservation), and they are purifications of ρ with the same
purifying system XCB (up to system swapping), so
Φ
A
X
C
β B
=
Ψ
A
B
U
X
ξ X C
γ C B
.
Then
p σ A =
Φ
A
X cσ
C u
β B u
=
Ψ
A
B
U
X cσ
ξ X C u
γ C B u
=:
=: Ψ
A
B bσ
,
where
B bσ :=
B
U
X cσ
ξ X C u
γ C B u
.
This proves the theorem.
Purification also enables us to link equality upon input (as defined in
definition 2.3.18) to equality on purifications [67, theorem 7], as an easy
consequence of Pure Steering.
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Proposition 4.1.7. Let ρ be a state of system A and let Ψ ∈ St1 (AB) be a
purification of ρ. Then, for every pair of transformationsA andA′, transforming
A into C, if
Ψ
A A C
B
= Ψ
A A′ C
B
,
then A =ρ A′.
If system C is trivial, then one has the full equivalence: for every pair of effects
a and a′
Ψ
A a
B
= Ψ
A a′
B
if and only if a =ρ a′.
Pure Steering guarantees the existence of pure dynamically faithful
states, in the following sense.
Definition 4.1.8. A state ρ ∈ St1 (AB) is dynamically faithful on system A if
for every system C and for every pair of transformations A and A′ trans-
forming A into C
ρ
A A C
B
= ρ
A A′ C
B
implies A = A′.
Thanks to Pure Steering, we have the following characterisation.
Proposition 4.1.9. A pure state ΨAB is dynamically faithful on system A if and
only if its marginal ωA on A is internal.
Proof. The proof is an adaptation of the arguments of [67, theorems 8, 9],
which is valid even without invoking the Local Tomography axiom used
therein [164].
An indirect consequence of Pure Steering is a simple condition for a set
of transformations to be a test (cf. [67, theorem 18]).
Proposition 4.1.10. A set of transformations {Ai}ni=1 ⊂ Transf (A, B) is a
test if and only if ∑ni=1 uBAi = uA. Specifically, a set of effects {ai}ni=1 is an
observation-test if and only if ∑ni=1 ai = uA.
4.1. THE AXIOMS AND THEIR FIRST CONSEQUENCES 89
A proof of this proposition that does not make use of Local Tomo-
graphy can be found in [130].
We will also make use of the following important consequences of Puri-
fication. The first states that every channel admits a dilation to a reversible
channel [67, subsection 9 A].
Proposition 4.1.11. For every channel C ∈ Transf (A, B) there is a reversible
extension V ∈ Transf (A, BE) for some system E, namely a channel V of the form
A
V
B
E
=
A
U
B
η E′ E
, (4.1.3)
for some system E′, some pure state η ∈ St1 (E′), where U is a reversible channel,
such that
A C B =
A
V
B
E u
.
Moreover, if V and V ′ are two reversible extensions of the same channel, one
has
A
V ′
B
E
=
A
V
B
E U ′ E
,
where U ′ is a reversible channel on E.
This is the form Purification takes for channels; indeed it is possible to
prove that reversible channels are pure channels in theories with purifica-
tion [67, corollary 28], so V is also a pure extension of the channel C.
An immediate consequence is the following corollary.
Corollary 4.1.12. Suppose V is a channel of the form (4.1.3), and such that
A
V
B
E u
= A U B ,
where U is a reversible channel. Then
A
V
B
E
=
A U B
η E
,
where η is some pure state.
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Proof. Consider the channel
A
V ′
B
E
=
A U B
η′ E
,
for η′ pure; which is of the form (4.1.3), where the joint reversible channel
is U ⊗ IE. Clearly, we have
A
V ′
B
E u
= A U B ,
therefore, by proposition 4.1.11, there is a reversible channel U ′ on E such
that
A
V
B
E
=
A U B
η′ E U ′ E
=
A U B
η E
,
where η = U ′η′ is a pure state because η′ is pure.
Now we can move to study less immediate consequences of the ax-
ioms, which appeared in [101].
4.2 State-effect duality
In this section we derive the first important property of sharp theories
with purification: a duality between normalised pure states and normal-
ised pure effects. To do that, first we need some technical lemmas.
4.2.1 Technical lemmas
Pure Sharpness stipulates that for every system there is a pure effect oc-
curring with probability 1 on some state. We can easily show that such a
state must be pure [68, lemma 26, theorem 7].
Proposition 4.2.1. Let a be a normalised pure effect. Then there exists a pure
state α such that (a|α) = 1. If ρ is another state such that (a|ρ) = 1, then ρ = α.
Combining the above result with our Pure Sharpness axiom, we derive
the following proposition [110, proposition 9].
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Proposition 4.2.2. For every pure state α ∈ PurSt1 (A) there exists at least one
pure effect a ∈ PurEff (A) such that (a|α) = 1.
Proof. By Pure Sharpness, there exists at least one pure effect a0 such that
(a0|α0) = 1, for some state α0, where α0 is pure. Now, for a generic pure
state α, by transitivity, there is a reversible channel U such that α = Uα0.
Hence, the effect a := a0U−1 is pure and (a|α) = 1.
In summary, for every normalised pure effect a ∈ PurEff1 (A), we can
associate a unique pure state α ∈ PurSt1 (A) with it such that (a|α) = 1.
A probabilistic model like this has been dubbed “sharp” by Wilce [158–
160, 165]. Conversely, given a pure state α, there always exists at least one
pure effect a such that (a|α) = 1. This shows that there is a surjective cor-
respondence between normalised pure effects and normalised pure states.
We will show in a while that this correspondence is in fact bijective.
These results, presented here as propositions, were instead taken by
Selby and Coecke as fundamental requirements for the definition of test
structure, providing an operational characterisation of the Hermitian ad-
joint [166], used in a new reconstruction of quantum theory [137].
Probability balance of pure bipartite states
Given a normalised state ρ ∈ St1 (A), we define the probability p∗ as the
maximum probability that a pure state can have in a convex decomposi-
tion of ρ, namely2
p∗ := max
α∈PurSt1(A)
{p : ρ = pα+ (1− p) σ, σ ∈ St1 (A)} .
We call p∗ the maximum eigenvalue of ρ, and say that the pure state α is
the corresponding eigenstate. The reason for this terminology will become
clear once we prove our diagonalisation theorem.
A fundamental consequence of our axioms is that both marginals of a
bipartite state have the same maximum eigenvalue.
Theorem 4.2.3. Let Ψ be a pure bipartite state of system AB, let ρA and ρB be
its marginals on systems A and B respectively. Then, ρA and ρB have the same
2Note that the maximum is well-defined because the set of pure states is compact,
thanks to transitivity.
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maximum eigenvalue, namely
p∗,A = p∗,B =: p∗,
where p∗,A and p∗,B are the maximum eigenvalues of ρA and ρB respectively.
Moreover, when ρA (or equivalently ρB ) is decomposed as ρA = p∗α +
(1− p∗) σ for some pure state α and some state σ, the states α and σ are per-
fectly distinguishable with the observation-test {a, uA − a}, where a is any pure
effect such that (a|α) = 1.
Proof. The fact that both marginals have the same maximum eigenvalue
was proved in [110, theorem 2, corollary 1], and we will not report the
proof here for the sake of brevity.
Now, write ρA as
ρA = p∗α+ (1− p∗) σ, (4.2.1)
where α is an eigenstate with maximum eigenvalue of ρ, and σ is possibly
mixed. By [110, proposition 11], if a is a pure effect such that (a|α) = 1
we have (a|ρA) = p∗. Combining this equality with eq. (4.2.1) we finally
obtain
p∗ = (a|ρA) = p∗ + (1− p∗) (a|σ) ,
which implies (a|σ) = 0 (unless p∗ = 1, but in this case the state ρA is
pure). Hence, α and σ are perfectly distinguishable with the test {a, uA − a}.
Now we have managed to decompose every given state into a mixture
of two perfectly distinguishable states. The probability balance has a lot of
other consequences. The first is that every non-trivial system has at least
two perfectly distinguishable pure states. To prove it, however, first of all,
we must note that for the invariant state χ, due to its invariance under
the action of reversible channels, every pure state is an eigenstate with
maximum eigenvalue. Indeed, if χ is decomposed as
χ = p∗α+ (1− p∗) σ,
it can also be decomposed as
χ = p∗Uα+ (1− p∗)Uσ,
where U is a reversible channel. Owing to transitivity, every pure state α′
can be obtained as Uα for some suitable reversible channel, meaning that
every pure state is an eigenstate with maximum eigenvalue.
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Corollary 4.2.4. If A 6= I, then every pure state of A is perfectly distinguishable
from some other pure state.
Proof. The proof is an application of theorem 4.2.3 to the case of the invari-
ant state, and it has already appeared in [110, corollary 3]. Since for every
pure state α, χ = p∗α + (1− p∗) σ, α is perfectly distinguishable from σ,
and from all the pure states contained in σ.
It is quite remarkable that the existence of perfectly distinguishable
states pops out from the axioms, without being assumed from the start, or
without relying on mathematical assumptions such as the no-restriction
hypothesis (cf. proposition 2.3.21).
Another consequence of the probability balance is the following.
Corollary 4.2.5. Let ρ be a mixed state of system A. Then, the following are
equivalent:
1. α is an eigenstate of ρ with maximum eigenvalue p∗;
2. (a|ρ) = p∗ for every pure effect a such that (a|α) = 1.
Proof. By [110, proposition 11], we already know that 1⇒ 2. Let us prove
the converse implication 2⇒ 1. Suppose that (a|ρ) = p∗, where a is a pure
effect such that (a|α) = 1 on some pure state α. Let us show that α is an
eigenstate of ρ with maximum eigenvalue p∗. Now, for every purification
of ρ, say Ψ ∈ PurSt1 (AB), one has
Ψ
A a
B
= q β B , (4.2.2)
where β is a normalised state, pure by Purity Preservation. We have
q = q β B u = Ψ
A a
B u
= ρ A a = p∗ .
Hence eq. (4.2.2) becomes
Ψ
A a
B
= p∗ β B . (4.2.3)
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This condition implies that β is an eigenvector of the marginal state ρ˜ =
trAΨ. The implication 1 ⇒ 2 guarantees that (b|ρ˜) = p∗, for every pure
effect b such that (b|β) = 1. The last condition implies an equation very
similar to eq. (4.2.3):
Ψ
A
B b
= p∗ α′ A . (4.2.4)
for some pure state α′. Hence, α′ is an eigenstate of ρ with eigenvalue
p∗. To conclude the proof, it is enough to observe that α′ = α. Indeed,
combining eqs. (4.2.3) and (4.2.4) we have
(
a
∣∣α′) = 1
p∗
Ψ
A a
B b
= (b|β) = 1,
which implies α′ = α by proposition 4.2.1.
For every state we can also define another probability
p∗ := sup
a∈PurEff(A)
(a|ρ) . (4.2.5)
We will see soon that the supremum in the definition of p∗ is in fact a
maximum. Note that for pure states p∗ = 1, thanks to proposition 4.2.2.
By corollary 4.2.5, for every state one has the bound p∗ ≤ p∗. We can
in fact prove that one has the equality.
Proposition 4.2.6. For every state ρ ∈ St1 (A) one has p∗ = p∗.
Proof. It is enough to show that p∗ ≤ p∗. Pick a pure effect a ∈ PurEff (A)
such that (a|ρ) 6= 0. Such a pure effect exists because any pure effect a such
that (a|α) = 1, where α is an eigenstate of ρ with maximum eigenvalue
p∗, has the property (a|ρ) = p∗ 6= 0. Now consider a purification Ψ ∈
PurSt1 (AB) of ρ, and define the pure state β as
p β B = Ψ
A a
B
.
Note that p is non-vanishing because it is given by p = (a|ρ). So β arises
in a convex decomposition of the marginal of Ψ on B with probability p.
By construction p ≤ p∗, namely (a|ρ) ≤ p∗. Taking the supremum over a,
we finally obtain p∗ ≤ p∗, thus proving that p∗ = p∗.
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As a consequence we have that p∗ is achieved by applying any pure ef-
fect a such that (a|α) = 1 to ρ, where α is an eigenstate of ρ with maximum
eigenvalue. Therefore, the supremum in the definition of p∗ in eq. (4.2.5)
is in fact a maximum.
Probability balance for purifications of the invariant state
Recall that the invariant state χ ∈ St1 (A) can be written as
χ = p∗α+ (1− p∗) σ
for every pure state α ∈ PurSt1 (A), where σ is a suitable state. In addition,
we have the following proposition.
Proposition 4.2.7. Let Φ ∈ PurSt1 (AB) be a purification of the invariant state
χA. Then, for every pure state α ∈ PurSt1 (A) there exists a pure effect b ∈
PurEff (B) such that
Φ
A
B b
= p∗ α A ,
where p∗ is the maximum eigenvalue of χA. As a consequence, every normalised
pure effect a ∈ PurEff1 (A) satisfies the condition (a|χA) = p∗.
Proof. We know that every pure state α ∈ PurSt1 (A) is an eigenstate of
χA. In the proof of corollary 4.2.5 we saw that, if a is a pure effect such that
(a|α) = 1, and Φ ∈ PurSt1 (AB) is a purification of χA, we have
Φ
A a
B
= p∗ β B .
In the same proof we saw that, if b is a pure effect such that (b|β) = 1, we
have
Φ
A
B b
= p∗ α A .
To conclude the proof, recall that there is a pure state α associated with
every normalised pure effect a such that (a|α) = 1, and that every pure
state is an eigenstate of χA with maximum eigenvalue. Then by corol-
lary 4.2.5, we have (a|χA) = p∗.
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4.2.2 State-effect duality
Using the results of the previous subsection, one can establish a one-to-
one correspondence between normalised pure states and normalised pure
effects. We refer to this correspondence as the dagger of states and effects.
Proposition 4.2.8. For every pure state α ∈ PurSt1 (A) there is a unique (nor-
malised) pure effect a ∈ PurEff1 (A) such that (a|α) = 1.
Proof. The proof is essentially the same as in [68, theorem 8], even though
we are assuming fewer axioms. Suppose that a and a′ are two pure effects
such that (a|α) = (a′|α) = 1. Then, let Φ ∈ PurSt1 (AB) be a purification
of the invariant state χA. By proposition 4.2.7, there exists a pure effect b
such that
Φ
A
B b
= p∗ α A , (4.2.6)
and the two effects a and a′ must satisfy
(a|χA) = p∗ =
(
a′
∣∣χA) . (4.2.7)
Now, let us define the pure states β and β′ through the relations
Φ
A a
B
=: q β B ,
Φ
A a′
B
=: q′ β′ B ,
where q and q′ are suitable probabilities. By applying the deterministic
effect on both sides and using eq. (4.2.7) one obtains the equality q = p∗ =
q′. Hence, eqs. (4.2.6) and (4.2.7) lead to the equalities
(b|β) = 1
p∗
Φ
A a
B b
= (a|α) = 1
(
b|β′) = 1
p∗
Φ
A a′
B b
=
(
a′
∣∣α) = 1.
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By proposition 4.2.1 we conclude that β and β′ must be equal. Recalling
the definitions of β and β′, we then obtain the relation
Φ
A a
B
= Φ
A a′
B
,
which implies a = a′ because the stateΦ is dynamically faithful on system
A (proposition 4.1.9).
Putting propositions 4.2.1, 4.2.2, and 4.2.8 together we finally obtain
the desired result.
Theorem 4.2.9 (State-effect duality). For every system A there exists a bijective
correspondence between normalised pure states and normalised pure effects, called
the dagger and denoted by † : PurSt1 (A) → PurEff1 (A). The dagger satisfies
the condition
(
α†
∣∣α) = 1, for every α ∈ PurSt1 (A).
Therefore, for every normalised pure state α, α† denotes the associated
pure effect such that
(
α†
∣∣α) = 1. With a little abuse of notation we will de-
note the unique normalised pure state associated with a normalised pure
effect a also with a dagger. For example, if a is a normalised pure effect, a†
is the unique normalised pure state such that
(
a
∣∣a†) = 1.
Note that here this duality is limited only to states and effects, thus it
is weaker than the dagger introduced in [166], however it was shown that
it can be extended to all transformations too [111].
An easy corollary of the state-effect duality is the following (cf. [68,
corollary 13]).
Corollary 4.2.10 (Transitivity on pure effects). For every pair of pure normal-
ised effects a, a′ ∈ PurEff1 (A), there exists a reversible channel U on A such that
a′ = aU .
In other words, reversible channels act transitively on the set of norm-
alised pure effects too.
4.3 No disturbance without information
In sharp theories with purification, one can construct transformations that
are “minimally-disturbing” [68,167,168]. Besides being important in their
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own respect, these transformations will provide the crucial ingredient to
prove the diagonalisation theorem in section 4.4.
The core result is the following proposition, from which important and
useful corollaries follow. Note that a similar result, but under different
axioms, was proved in [169].
Proposition 4.3.1. Let a be an effect such that (a|ρ) = 1, for some ρ ∈ St1 (A).
Then there exists a pure transformation T on A such that T =ρ I , where I is
the identity, and (u|T |σ) ≤ (a|σ), for every state σ ∈ St1 (A).
Proof. The starting point of the proof is a result of [68], which guarantees
that every normalised effect a ∈ Eff1 (A) can be written as
a = uBA, (4.3.1)
where A is a pure transformation from A to B, and B is a suitable system.
Now, letΨ ∈ PurSt1
(
AA′
)
be a purification of ρ. By eq. (4.3.1), we have
Ψ
A A B u
A′
= Ψ
A a
A′
(4.3.2)
Now, since (a|ρ) = 1, we have a =ρ uA. Hence, proposition 4.1.7 implies
Ψ
A a
A′
= Ψ
A u
A′
. (4.3.3)
Combining eqs. (4.3.2) and (4.3.3), we obtain
Ψ
A A B u
A′
= Ψ
A u
A′
,
meaning that the two pure states (A⊗ IA′)Ψ and Ψ have the same mar-
ginal on system A′. By the uniqueness of purification, for fixed pure states
α0 ∈ PurSt1 (A) and β0 ∈ PurSt1 (B), there must exist a reversible channel
U on AB, such that
α0 A
U
B
Ψ
A A B A
A′
=
β0 B
Ψ
A
A′
.
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By applying β†0 to both sides, we obtain
Ψ
A A B P A
A′
= Ψ
A
A′ ,
where P is the pure transformation defined as
B P A :=
α0 A
U
B β†0
B A
.
Let us define the transformation T := PA, which is pure by Purity Pre-
servation. With this choice, we have
Ψ
A T A
A′
= Ψ
A
A′ ,
which implies T =ρ I by proposition 4.1.7. Finally, for all states σ ∈ St (A)
we have the inequality
(uA|T |σ) = (uA|PA|σ) ≤ (uB|A|σ) = (a|σ) .
Here, the inequality follows because all transformations are norm-non-
increasing, and in this case we are dealing with the norm of Aσ under the
action of the transformation P . The last equality follows from eq. (4.3.1).
Note that the pure transformation T is non-disturbing on ρ because
it acts as the identity on ρ and on all the states contained in it. In other
words, whenever we have a (possibly mixed) effect occurring with unit
probability on some state ρ, we can always find a transformation that does
not disturb ρ (i.e. a non-disturbing non-demolition measurement). Being
non-disturbing means that T occurs with unit probability on all the states
contained in ρ. The other notable result of this proposition is that the prob-
ability of T occurring on a generic state σ is less than or equal to the prob-
ability of the original effect occurring on the same state.
The first consequence of proposition 4.3.1 is quite a technical result that
is widely used in the rest of the chapter and of the thesis.
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Corollary 4.3.2. Let {αi}ni=1 be perfectly distinguishable pure states. Then one
always has
(
α†i
∣∣αj) = δij.
Proof. Clearly we need only to prove that, for every i, j ∈ {1, . . . , n}, whenever
j 6= i, one has (α†i ∣∣αj) = 0. Let {ai}ni=1 be the perfectly distinguishing test
for the pure states {αi}ni=1. Since (ai|αi) = 1, by proposition 4.3.1, for
every i ∈ {1, . . . , n} there exists a pure transformation Ai not disturbing
αi, namely
Aiαi = αi. (4.3.4)
Instead, for all j 6= i, by proposition 4.3.1 one has(
u
∣∣Ai∣∣αj) ≤ (ai|αj) = 0,
as {ai}ni=1 is perfectly distinguishing. This implies that, for all j 6= i,
Aiαj = 0. (4.3.5)
Now, evaluating the expression
(
α†i
∣∣Ai∣∣αi), and recalling eq. (4.3.4), we get(
α†i
∣∣∣Ai∣∣∣αi) = (α†i ∣∣∣αi) = 1.
Since α†iAi is a pure effect by Purity Preservation, and it occurs with unit
probability on the state αi, by the state-effect duality it must be
α†iAi = α†i . (4.3.6)
Now, suppose j 6= i. By eqs. (4.3.6) and (4.3.5), one has(
α†i
∣∣∣αj) = (α†i ∣∣∣Ai∣∣∣αj) = 0.
This concludes the proof.
Note that, at this stage, this result does not mean that the effects
{
α†i
}n
i=1
make up an observation-test. This will be instead a consequence of corol-
lary 4.3.4.
Using the existence of non-disturbing transformations we can also give
a sufficient condition for the perfect distinguishability of states. The fol-
lowing condition, and especially its version for pure states, form the core
of the proof of the diagonalisation theorem, and it is a more rigorous ver-
sion of the construction used in [110].
Lemma 4.3.3. Let {ρi}ni=1 be a set of normalised states. If there exists a set of
effects3 {ai}ni=1 such that (ai|ρi) = 1 for all i, and
(
ai
∣∣ρj) = 0 for all j > i, then
3Not necessarily an observation-test or a subset of an observation-test.
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the states {ρi}ni=1 are perfectly distinguishable.
Proof. By hypothesis, the binary observation-test {ai, u− ai} distinguishes
perfectly between ρi and all the other states ρj with j > i. Equivalently,
this observation-test distinguishes perfectly between ρi and the state ρ˜i :=
1
n−i ∑j>i ρj. Specifically, (u− ai|ρ˜i) = 1. Applying proposition 4.3.1, we
can construct a pure transformationA⊥i such thatA⊥i =ρ˜i I , and, specific-
ally,
A⊥i ρj = ρj (4.3.7)
for all j > i. Moreover, proposition 4.3.1 implies(
u
∣∣∣A⊥i ∣∣∣ρi) ≤ (u− ai|ρi) = 0,
meaning that the transformation A⊥i never occurs on the state ρi. Let
us define the effect ai,0 := u − ai − uA⊥i . Note that this effect is well-
defined, because (ai,0|σ) ≥ 0, for all σ ∈ St1 (A). Indeed, by proposi-
tion 4.3.1, we have
(
u
∣∣A⊥i ∣∣σ) ≤ (u− ai|σ), for all σ ∈ St1 (A), whence(
u− ai − uA⊥i
∣∣σ) ≥ 0. Note that ai,0 never occurs on the states ρk with
k ≥ i.
Now, define the transformations Ai = |ρi) (ai| and Ai,0 = |ρ0) (ai,0|,
where ρ0 is a fixed normalised state. By proposition 4.1.10, the transform-
ations
{Ai,A⊥i ,Ai,0} form a test. Summarising the above observations,
the test satisfies the properties
Aiρi = ρi
Aiρj = 0 ∀j > i
A⊥i ρi = 0
A⊥i ρj = ρj ∀j > i
Ai,0ρk = 0 ∀k ≥ i.
. (4.3.8)
By construction, the test distinguishes without error between the state ρi
and all the states ρj with j > i, in such a way that the latter are not dis-
turbed. Indeed, by construction Ai can only occur if the state is ρi, in-
stead A⊥i never occurs on ρi, but it occurs with probability 1 if the state
is any of the ρj’s, with j > i, and it leaves them unchanged. Finally, Ai,0
never occurs on the states ρk’s with k ≥ i, so it does not play a role in
the discrimination process. Essentially, Ai,0 only plays the role of making{Ai,A⊥i ,Ai,0} a test.
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Using the tests
{Ai,A⊥i ,Ai,0} it is easy to construct a protocol that dis-
tinguishes perfectly between the states {ρi}ni=1. The protocol works as fol-
lows: starting from i = 1 perform the test
{Ai,A⊥i ,Ai,0}. If the trans-
formation Ai takes place, then the state is ρi. If the transformation A⊥i
takes place, then perform the test
{Ai+1,A⊥i+1,Ai+1,0} (this can be done
because A⊥i is non-disturbing). Using this protocol, every state in the set{ρi}ni=1 will be identified without error in at most n steps. Overall, the
protocol is described by a test with 2n+ 1 outcomes, corresponding to the
transformations
T1 = A1
T2 = A2A⊥1
...
Tn = AnA⊥n−1 . . .A⊥1
Tn+1 = A1,0
Tn+2 = A2,0A⊥1
...
T2n = An,0A⊥n−1 . . .A⊥1
T2n+1 = A⊥n . . .A⊥1
To show that these transformations form a test, we use proposition 4.1.10:
{Ti}2n+1i=1 is a test if and only if ∑2n+1i=1 uTi = u. An easy check shows that
this is the case.
To complete the proof, we need to construct a perfectly distinguishing
test {ei}ni=1 for the states {ρi}ni=1. By discarding the output of the trans-
formations {Ti}2n+1i=1 , we get an observation-test {ti}2n+1i=1 with 2n + 1 out-
comes and effects ti := uTi. We claim that the observation-test
{ei}ni=1 = {t1, . . . , tn−1, u− t1 − . . .− tn−1} (4.3.9)
is perfectly distinguishing for the states {ρi}ni=1. First of all, since t1, . . . , tn−1
coexist in a (2n + 1)-outcome test, the effect u − t1 − . . . − tn−1 is well-
defined. Now let us prove that the observation-test (4.3.9) perfectly distin-
guishes the states ρi’s. We start from t1 = uA1; by (4.3.8) we get(
t1
∣∣ρj) = (u∣∣A1∣∣ρj) = δ1j (u∣∣ρj) = δ1j.
4.3. NO DISTURBANCEWITHOUT INFORMATION 103
Now, if i > 1,
ti = uAiA⊥i−1 . . .A⊥1 .
If we wish to calculate
(
ti
∣∣ρj), by eq. (4.3.8), ρj is left invariant by all the
A⊥k with k < j. If i 6= j, then(
ti
∣∣ρj) = (u∣∣∣AiA⊥i−1 . . .A⊥j ∣∣∣ρj) = 0,
again by eq. (4.3.8). If, instead j = i,
(ti|ρi) = (u|Ai|ρi) = (u|ρi) = 1.
As a consequence of these results,(
u− t1 − . . .− tn−1
∣∣ρj) = δnj.
We conclude that {ei}ni=1 is really a perfectly distinguishing test, because
we have
(
ei
∣∣ρj) = δij.
In the case when the states are pure, and the effects in the statement of
lemma 4.3.3 are the daggers of those pure states, we can prove something
stronger.
Corollary 4.3.4. Let {αi}ni=1 be a set of normalised pure states such that
(
α†i
∣∣αj) =
0 for all j > i, then the states {αi}ni=1 are perfectly distinguishable, and the
pure effects
{
α†i
}n
i=1 coexist in an observation-test, which distinguishes the states
{αi}ni=1 perfectly.
Proof. If we take ai := α†i , by lemma 4.3.3, we know that the states {αi}ni=1
are perfectly distinguishable. Referring to the proof of lemma 4.3.3, note
that, since A⊥i is pure, we have
α†jA⊥i = α†j ∀j > i. (4.3.10)
by a similar argument to the one in the proof of corollary 4.3.2. Indeed, the
effect α†jA⊥i is pure by Purity Preservation, and satisfies(
α†j
∣∣∣A⊥i ∣∣∣αj) = (α†j ∣∣∣αj) = 1,
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where we have used eq. (4.3.7). Let us construct the perfectly distinguish-
ing observation-test like in the proof of lemma 4.3.3, by considering the
effects ti = uAi. One has, recalling that Ai = |αi)
(
α†i
∣∣,
t1 = uA1 = α†1
t2 = uA2A⊥1 = α†2 A⊥1 = α†2
...
tn = uAnA⊥n−1 . . .A⊥1 = α†n,
having used eq. (4.3.10). This proves that the effects
{
α†i
}n
i=1 coexist in
a (2n + 1)-outcome observation-test. As a consequence, as shown in the
proof of lemma 4.3.3, we have that{
α†1, . . . , α
†
n−1, u− α†1 − . . .− α†n−1
}
is perfectly distinguishing, and specifically
(
α†i
∣∣αj) = δij.
As a consequence of this corollary, whenever some pure states are per-
fectly distinguishable, their daggers coexist in an observation-test that dis-
tinguishes them perfectly. Corollaries 4.3.2 and 4.3.4, taken together, state
that a necessary and sufficient condition for the pure states {αi}ni=1 to be
perfectly distinguishable is that their daggers satisfy
(
α†i
∣∣αj) = δij, for all
i, j ∈ {1, . . . , n}.
4.4 Diagonalisation of states
This section represents the core of the whole chapter, for it introduces a
key tool that will have plenty of consequences throughout this thesis: the
diagonalisation of states. Since states are not density matrices, clearly di-
agonalisation here has a different meaning. To understand it, let us look
at quantum theory from an operational angle. Note that in the diagonal-
isation of density matrices, a quantum state ρ of a d-dimensional Hilbert
space is diagonalised as ρ = ∑dj=1 pj |j〉 〈j| , where {|j〉}dj=1 is an orthonor-
mal basis, and
{
pj
}d
j=1 is a probability distribution. Since |j〉 〈j| represent
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ρ
Figure 4.1: The state ρ is a non-trivial convex combination of the pure
states α1, α2, and α3, which are not jointly perfectly distinguishable. ρ can-
not be diagonalised.
orthogonal pure states, we understand the operational meaning of diag-
onalisation in quantum theory: a state is diagonalised when it is written as
a convex combination of perfectly distinguishable pure states. Indeed the
pj’s—the eigenvalues of ρ—are the coefficients of a convex combination,
and the pure states {|j〉 〈j|} are distinguished perfectly by the projective
measurement {|j〉 〈j|}.
Therefore it is natural to extend the definition of diagonalisation to
GPTs as follows: a diagonalisation of ρ is a convex decomposition of ρ into
perfectly distinguishable pure states. The probabilities in such a convex
decomposition will be called the eigenvalues of ρ, and the perfectly distin-
guishable pure states the eigenstates [110].
Note that, while it is true that every state ρ in GPTs can be decomposed
as a convex combination of pure states, the key point about diagonalisa-
tion is that every state should be written as a convex combination of per-
fectly distinguishable pure states. This is a non-trivial property, for example
the square bit [62] does not satisfy it (see fig. 4.1).
Rather than postulate the diagonalisation of all states like in [87, 169,
170], here we derive the diagonalisation of states from the axioms of sharp
theories with purification: Causality, Purity Preservation, Pure Sharpness,
and Purification. This result already appeared in a preliminary form in
[110], here we recast it in a more rigorous version, and we manage to prove
the uniqueness of the eigenvalues of states from the axioms of sharp the-
ories with purification, a fact that was only conjectured, and not proved
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in [110].
We start with the actual diagonalisation theorem.
Theorem 4.4.1. In a sharp theory with purification, every state of every (non-
trivial) system can be diagonalised.
The proof is a constructive procedure that returns a diagonalisation of ρ
with the eigenvalues naturally listed in decreasing order, namely pi ≥ pi+1
for every i. In particular, one has p1 = p∗, which justifies why we called
p∗ the “maximum eigenvalue”.
Proof. In order to diagonalise the state ρ, it is enough to proceed along the
following steps:
1. Set ρ1 = ρ and p∗,0 = 0.
2. For i starting from i = 1, decompose ρi as ρi = p∗,iαi + (1− p∗,i) σi,
where p∗,i is the maximum eigenvalue of ρi. Set ρi+1 = σi, pi =
p∗,i ∏j<i
(
1− p∗,j
)
. If p∗,i = 1, then terminate, otherwise continue to
the step i + 1.
Recall that theorem 4.2.3 guarantees the condition
(
α†i
∣∣σi) = 0 at every
step of the procedure. Since by construction every state αj with j > i is
contained in σi, we also have
(
α†i
∣∣αj) = 0 for every j > i. Hence, co-
rollary 4.3.4 implies that the states {αk}ik=1, generated by the first i itera-
tions of the protocol, are perfectly distinguishable, for any i. For a finite-
dimensional system, the procedure must terminate in a finite number of
iterations. Once the procedure has been completed, the state ρ is decom-
posed as ρ = ∑ri=1 piαi where r is some positive (finite) integer, and {αi}ri=1
are perfectly distinguishable pure states.
Later in subsection 4.4.2 we will show that the vector of the eigenval-
ues p, also called the spectrum of ρ, is uniquely determined by the state ρ,
which means that all diagonalisations of ρ have the same eigenvalues.
Before moving forward, it is important to note that the eigenvalues
can be characterised as the outcome probabilities of a pure measurement
performed on the system.
Corollary 4.4.2. Let ρ be a generic state, diagonalised as ρ = ∑ri=1 piαi. Then,
one has pi =
(
α†i
∣∣ρ), for every i ∈ {1, . . . , r}.
Proof. Immediate from the combination of theorem 4.4.1 and corollary 4.3.2,
because
(
α†i
∣∣αj) = δij.
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4.4.1 Diagonalisation of the invariant state
Let us examine the properties of the diagonalisations of the invariant states.
In some respect they are special: first of all, all the eigenvalues are equal.
Proposition 4.4.3. For every non-trivial system, there exists a (strictly) positive
integer d such that
1. every diagonalisation of the invariant state consists of exactly d pure states;
2. the eigenvalues of the invariant states are all equal to 1d .
Proof. Let χ = ∑ri=1 piαi be a diagonalisation of the invariant state χ. By
corollary 4.4.2, pi =
(
α†i
∣∣χ), but by proposition 4.2.7 we have (α†i ∣∣χ) = p∗,
whence pi = p∗ for every i. It follows that p∗ = 1r . Now consider another
diagonalisation of χ: χ = ∑r
′
i=1 p
′
iα
′
i. Repeating the same argument, we
conclude that p′i = p∗ =
1
r′ . This means that r = r
′ =: d.
We will refer to d as the dimension of the system, for reasons that will
become clear soon.
Let us show that the set of states {αi}di=1 arising in any diagonalisation
of the invariant state is maximal.
Proposition 4.4.4. Let χ be written as a uniform mixture of pure states of the
form χ = 1d ∑
d
i=1 αi, where d is the dimension of the system. Then
1. {αi}di=1 is a maximal set of perfectly distinguishable pure states;
2.
{
α†i
}d
i=1 is a pure observation-test.
Proof. Let us prove the two properties.
1. Suppose the invariant state is decomposed as χ = 1d ∑
d
i=1 αi. Then,
by proposition 4.2.7 one has
(
α†i
∣∣χ) = 1d , for any i ∈ {1, . . . , d}, and
consequently
(
α†i
∣∣αj) = δij . By corollary 4.3.4, the states {αi}di=1 are
perfectly distinguishable. Suppose by contradiction that this is not
a maximal set; then we can add the pure state αd+1 so that {αi}d+1i=1
is a pure maximal set. If {ai}d+1i=1 is the observation-test that distin-
guishes them, one must have (ad+1|χ) = 1d ∑di=1 (ad+1|αi) = 0. But
(ad+1|χ) = 0 implies (ad+1|ρ) = 0 for every ρ, since every state is
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contained in the invariant state, which is internal. This is in contra-
diction with the hypothesis (ad+1|αd+1) = 1. Hence, we have proved
that the set {αi}di=1 is maximal.
2. Let us prove that
{
α†i
}d
i=1 is an observation-test, namely∑
d
i=1 α
†
i = u.
By propositions 4.2.7 and 4.4.3, we have
d
∑
i=1
(
α†i
∣∣∣χ) = d∑
i=1
1
d
= 1.
Since χ is internal, this means that ∑di=1
(
α†i
∣∣ρ) = 1 for every nor-
malised state ρ ∈ St1 (A), whence ∑di=1 α†i is the deterministic effect
u.
Propositions 4.4.3 and 4.4.4 imply that the invariant state is a uniform
mixture of the states in a pure maximal set. Remarkably, the converse
holds too: every pure maximal set, mixed with equal weights, yields the
invariant state.
Proposition 4.4.5. Let {αi}ri=1 be a pure maximal set. Then one has r = d and
χ = 1d ∑
d
i=1 αi.
Proof. We know that every pure state is an eigenstate of χ with maximum
eigenvalue. Specifically, we must have
χ =
1
d
α1 +
d− 1
d
σ1
for a state σ1 that is perfectly distinguishable from α1 (cf. theorem 4.2.3).
For every n < r, assume that the invariant state can be decomposed in the
diagonalisation process as
χ =
1
d
(
n
∑
i=1
αi
)
+
d− n
d
σn, (4.4.1)
where the states {αi}ni=1∪{σn} are perfectly distinguishable, and we prove
that a decomposition of the same form can be found for n + 1. To this
purpose, we use the relations
(αi|χ) = 1d (4.4.2)
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for all i ∈ {1, . . . , r}, following from proposition 4.2.7, and valid for all
normalised pure effects, and (
α†i
∣∣∣αj) = δij (4.4.3)
for all i, j ∈ {1, . . . , r}, following from the assumption that the states {αi}ri=1
are perfectly distinguishable (cf. corollary 4.3.2). Eqs. (4.4.1), (4.4.2), and
(4.4.3) yield the relation
1
d
=
(
α†n+1
∣∣∣χ) = d− n
d
(
α†n+1
∣∣∣σn) ,
or, equivalently, (
α†n+1
∣∣∣σn) = 1d− n . (4.4.4)
Hence, by proposition 4.2.6, the maximum eigenvalue of σn is greater
than or equal to 1d−n . In fact, it must be equal to
1
d−n , because otherwise
the corresponding eigenstate α would lead to the contradiction, recalling
eq. (4.4.1):
1
d
=
(
α†
∣∣∣χ) ≥ d− n
d
(
α†
∣∣∣σn) > 1d .
Hence, eq. (4.4.4) and corollary 4.2.5 imply that αn+1 is an eigenstate of
σn with maximum eigenvalue. Therefore, σn can be decomposed as σn =
1
d−nαn+1 +
d−n−1
d−n σn+1, where the states αn+1 and σn+1 are perfectly distin-
guishable. Inserting this relation into eq. (4.4.1) we obtain
χ =
1
d
(
n+1
∑
i=1
αi
)
+
d− n− 1
d
σn+1.
Now, since the states {αi}ni=1 ∪ {σn} are perfectly distinguishable, so are
the states {αi}n+1i=1 ∪ {σn+1}. This proves the validity of eq. (4.4.1) for every
n ≤ r. To conclude the proof, consider eq. (4.4.1) for n = r. The condition
that set {αi}ri=1 is maximal implies that the state σr should not arise in the
decomposition, otherwise the pure states contained in σr would be per-
fectly distinguishable from the pure states {αi}ri=1, contradicting maxim-
ality. This is possible only if the corresponding probability is zero, namely
only if one has r = d.
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In summary, the above proposition guarantees that all pure maximal
sets of a system have the same cardinality, equal to d, and this is why we
called d the dimension of the system. Moreover, any set of d perfectly dis-
tinguishable pure states is guaranteed to be maximal. As a consequence,
every state can have at most d terms in its diagonalisations. Then, clearly
every diagonalisation ρ = ∑ri=1 piαi, where pi > 0 for all i ∈ {1, . . . , r},
and r ≤ d, can be rewritten as ρ = ∑di=1 piαi by completing {αi}ri=1 to a
maximal set {αi}di=1, and taking some of the eigenvalues to be zero. This
means that the spectrum of a state can always be taken to be a vector p
with d entries. This will play an important role in the next chapter.
In other works [87, 110, 130, 169, 170], the above result and other prop-
erties of diagonalisations were derived from the Strong Symmetry axiom
[87, 113], stating that all pure maximal sets are connected by reversible
channels (see also subsection 5.8.1 for its thermodynamic implications in
sharp theories with purification). Our result shows that the properties of
diagonalisation can be derived from a very different set of axiom: Causal-
ity, Purity Preservation, Pure Sharpness, and Purification, and do not need
Strong Symmetry, unlike in our previous works [110, 130].
The diagonalisation of the invariant state induces a one-to-one corres-
pondence between maximal sets of perfectly distinguishable pure states
and pure sharp measurements [168, 171], which can be characterised as fol-
lows.
Definition 4.4.6. An observation-test {ai}ni=1 is a pure sharp measurement if
every effect ai is pure and normalised.
Under the validity of our axioms, every pure sharp measurement can
be written as
{
α†i
}n
i=1, for some set of pure states {αi}ni=1 (cf. theorem 4.2.9).
Proposition 4.4.7. For every pure maximal set {αi}di=1, the effects
{
α†i
}d
i=1
form a pure sharp measurement. Conversely, for every pure sharp measurement{
α†i
}n
i=1, the states {αi}ni=1 form a pure maximal set, and therefore n = d.
Proof. Let {αi}di=1 be a pure maximal set. By proposition 4.4.5, we know
that 1d ∑
d
i=1 αi is a diagonalisation of the invariant state χ. Then, proposi-
tion 4.4.4 implies that
{
α†i
}d
i=1 is a pure sharp measurement.
Conversely, suppose that {ai}ni=1 is a pure sharp measurement, then
ai = α†i for some state αi. By corollary 4.3.2, we know that
(
α†i
∣∣αj) =
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δij, and moreover {ai}ni=1 is an observation-test, thus {ai}ni=1 distinguishes
the states {αi}ni=1 perfectly. The states {αi}ni=1 must form a pure maximal
set. This can be proved by contradiction: suppose the set {αi}ni=1 is not
maximal, and extend it to a maximal set {αi}di=1. Then, by the first part of
this proof we have that
{
α†i
}d
i=1 is an observation-test. By Causality, we
then obtain
d
∑
i=1
α†i = u =
n
∑
i=1
ai =
n
∑
i=1
α†i ,
having used the equality ai = α†i . In conclusion, we have obtained the
relation ∑di=n+1 α
†
i = 0, which can be satisfied only if n = d. Hence, the
states {αi}di=1 form a pure maximal set.
As a consequence, the product of two pure maximal sets is a pure max-
imal set for the composite system. This property was called “information
locality” by Hardy [70, 73], and it has been recently shown, along with
a weaker version of Purity Preservation, to play a major role in the emer-
gence of local classical observers in GPTs [115]. In words, the dimension of
a composite system AB is the product of the dimension of the components:
dAB = dAdB.
Proposition 4.4.8 (Information locality). If {αi}dAi=1 is a pure maximal set for
system A and
{
β j
}dB
j=1 is a pure maximal set for system B, then{
αi ⊗ β j
}
i∈{1,...,dA},j∈{1,...,dB}
is a pure maximal set for the composite system AB.
Proof. By proposition 4.4.7,
{
α†i
}dA
i=1 and
{
β†j
}dB
j=1
are two observation-tests
for systems A and B, respectively. Now, the product of two observation-
tests is an observation-test (physically, corresponding to two measure-
ments performed in parallel). Hence, the product
{
α†i ⊗ β†j
}
i∈{1,...,dA},j∈{1,...,dB}
is an observation-test on the composite system AB. Moreover, each effect
α†i ⊗ β†j is pure, due to Purity Preservation, and normalised. Using pro-
position 4.4.7 again, we obtain that
{
αi ⊗ β j
}
i∈{1,...,dA},j∈{1,...,dB} is a pure
maximal set.
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Diagonalisation of internal states
As a side remark, we show here that internal states have exactly d non-zero
eigenvalues. In the quantum case, this amounts to saying that internal
states are full-rank density matrices.
Proposition 4.4.9. Every internal state ω has precisely d non-vanishing eigen-
values in every diagonalisation.
Proof. Consider a complete state ω and one of its diagonalisations ω =
∑ri=1 piαi, where r ≤ d, and the pi’s are non-vanishing, for all i ∈ {1, . . . , r}.
Suppose by contradiction that r < d; this means that the states {αi}ri=1 do
not form a pure maximal set, and therefore we can complete it by adding
d− r states {αi}di=r+1. In this way we can rewrite the diagonalisation of ω
as ω = ∑di=1 piαi, where pi = 0 for i ∈ {r + 1, . . . , d}, and the states {αi}di=1
are a pure maximal set. Take any αi with i ∈ {r + 1, . . . , d}; we have
0 = pi =
(
α†i
∣∣∣ω) .
On the other hand, ω is internal, therefore
(
α†i
∣∣ρ) = 0 for all states ρ ∈
St1 (A), and i ∈ {r + 1, . . . , d}. Hence
(
α†i
∣∣αi) = 0, which is a contradic-
tion. We conclude that r = d.
Consequently, the pure states arising in every diagonalisation of ω
form a maximal set.
The converse also holds, and the proof has already appeared in [68,
corollary 19] (and does not make use of the stronger axioms assumed
therein).
Proposition 4.4.10. Let {αi}di=1 be a maximal set of perfectly distinguishable
pure states. Every convex combination of the αi’s with all non-zero coefficients
yields a complete state.
Proof. Let ω be a mixture of the pure states {αi}di=1 with d non-zero prob-
abilities ω = ∑di=1 piαi, where pi > 0. Consider the minimum eigenvalue
pmin = mini {pi}. Then we can write ω = pminχ+ (1− pmin) σ, where σ
is defined as
σ :=
1
1− pmin
d
∑
i=1
(
pi − pmind
)
αi,
and it is well-defined because pi ≥ pmind . Since χ is contained in ρ, and χ is
internal, we conclude that ρ is internal too.
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Double stochasticity of the transition matrices
Given two pure maximal sets, {αi}di=1 and
{
α′i
}d
i=1, we call the matrix Tij =(
α†i
∣∣∣α′j) a transition matrix. With this definition, we have the following
result [110, lemma 4].
Lemma 4.4.11. In sharp theories with purification all transition matrices are
doubly stochastic4.
We do not report the proof of this lemma, since in section 5.3 we will
prove a stronger result (lemma 5.3.1), which will imply lemma 4.4.11. Moreover,
the proof of lemma 5.3.1 will be virtually identical to the proof of lemma 4.4.11.
4.4.2 Uniqueness of the diagonalisation
Thanks to our axioms, the diagonalisation of a state is unique, up to the
obvious freedom arising in the presence of degeneracy among the eigen-
values. This is a non-trivial consequence of the axioms: notably [170, 172]
exhibited examples of GPTs where states can be diagonalised, but the same
state can have more than one diagonalisation, with different spectra.
To take degeneracy into account, given a diagonalisation ρ = ∑ri=1 piαi
of ρ, we define the reduced spectrum of ρ, as the set of the distinct eigenval-
ues of ρ, ordered in strictly decreasing order λ1 > λ2 > . . . > λs > 0, and
we rewrite the diagonalisation as
ρ =
s
∑
k=1
λkΠk,
where
Πk := ∑
i:pi=λk
αi,
and the sum is over the αi’s arising in the given diagonalisation of ρ whose
eigenvalue is λk. When expressed in this form, the diagonalisation is
unique. Now we present the main theorem.
4Recall that a doubly stochastic matrix is a matrix with non-negative entries, in which
every row and every column sum to 1.
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Theorem 4.4.12. Let ρ = ∑sk=1 λkΠk and ρ = ∑
s′
l=1 λ
′
lΠ
′
l be two diagonal-
isations of the same state. Then, one has s = s′, λk = λ′k, Πk = Π
′
k, for all
k ∈ {1, . . . , s}.
Proof. Let the two diagonalisations be ρ = ∑i piαi and ρ = ∑j p′jα
′
j. First
of all, let us prove that λ1 = λ′1 = p∗. This is a non-trivial statement to
prove. Indeed, our diagonalisation algorithm of theorem 4.4.1 outputs the
first eigenvalue to be the maximum eigenvalue p∗, but there might exist
other diagonalisation algorithms yielding different eigenvalues, none of
which equal to p∗. Let us define the degeneracies d1 = |{i : pi = λ1}| and
d′1 =
∣∣∣{j : p′j = λ′1}∣∣∣, and assume d1 ≥ d′1 without loss of generality. By
definition, we have for i ∈ {1, . . . , d1}
λ1 =
(
α†i
∣∣∣ρ) =∑
j
p′j
(
α†i
∣∣∣α′j) =∑
j
Tij p′j ≤ λ′1,
having used the fact that the transition matrix Tij =
(
α†i
∣∣∣α′j) is doubly
stochastic for i, j ∈ {1, . . . , d}, with d the dimension of the system. By a
similar argument, with λ1 and λ′1 interchanged, finally we get the equality
λ1 = λ
′
1. Since this applies to all diagonalisations of ρ, including those
obtained with the algorithm of theorem 4.4.1, for which λ1 = p∗, we con-
clude that λ1 = λ′1 = p∗.
The above relation implies the equality ∑
d′1
j=1
(
α†i
∣∣∣α′j) = 1, for every
i ∈ {1, . . . , d1} or, equivalently,
(
α†i |χ′1
)
= 1d′1
for all i ∈ {1, . . . , d1}, where
χ′1 :=
1
d′1
Π′1. Note that
1
d′1
is the maximum eigenvalue of χ′1 because the
states
{
α′j
}d′1
j=1
are perfectly distinguishable, and we have just proved that
the maximum eigenvalue of a state arises in every diagonalisation. Thus
corollary 4.2.5 implies that αi is an eigenstate with maximum eigenvalue.
In particular, choosing i = 1 we obtain the decomposition
χ′1 =
1
d′1
α1 +
d′1 − 1
d′1
σ1,
where σ1 is a suitable state, perfectly distinguishable from α1. We are now
in the position to repeat the argument in the proof of proposition 4.4.5 for
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the states {αi}d1i=1, to find that d1 = d′1 and
χ′1 =
1
d1
d1
∑
i=1
α1 =
1
d1
Π1.
Hence, we proved the equality Π′1 = Π1. We can now define the state
ρ2 :=
1
1− d1λ1 (ρ− λ1Π1) =
1
1− d1λ1
(
s
∑
k=2
λkΠk
)
=
1
1− d1λ1
(
s′
∑
l=2
λ′lΠ
′
l
)
.
Repeating the above argument, we can prove the equalities λ2 = λ′2 and
Π2 = Π′2. Once all distinct eigenvalues have been scanned, the normalisa-
tion of the probability distribution implies the condition s = s′.
A very close result was proved by Wilce in the framework of probabil-
istic models with conjugates and Jordan algebras [159, 160].
Theorem 4.4.12 shows that the diagonalisation is unique up to the choice
of the eigenstates when we have degeneracy: only then do we have the
freedom of choice of the eigenstates relative to degenerate eigenvalues,
i.e. eigenvalues arising more than once in a diagonalisation. See [110] for
another proof of the uniqueness of the eigenvalues based on majorisation
(and also a further axiom).
Theorem 4.4.12 implies that we can associate a unique probability dis-
tribution with every state: its spectrum. The spectrum of a state will be the
basis to define entropies and resource monotones for the thermodynamics
of isolated systems.
4.4.3 Extending the diagonalisation to arbitrary vectors
The diagonalisation theorem, proved for normalised states, can be easily
extended to arbitrary elements of the vector space StR (A).
Proposition 4.4.13. For every system A and for every vector ξ ∈ StR (A) there
exist a unique set of d real numbers {xi}di=1 and a maximal set of perfectly distin-
guishable states {αi}di=1 such that
ξ =
d
∑
i=1
xiαi.
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We omit the proof, which is the same as in [68, corollary 21]. Again the
xi’s are called the eigenvalues of ξ, and the αi’s are called the eigenstates
of ξ. A similar result was obtained also in [170] under different axioms.
Note that, since ξ is a generic vector of StR (A), the eigenvalues are
arbitrary real numbers; if instead ξ is in the cone St+ (A), the eigenvalues
are non-negative real numbers.
Using this result, we can prove that the operational norm of a vector in
StR (A) coincides with the 1-norm of its spectrum x [111].
Proposition 4.4.14. Let ξ ∈ StR (A) be diagonalised as ξ = ∑di=1 xiαi. Then
‖ξ‖ = ∑di=1 |xi|.
Proof. Let us separate the terms with non-negative eigenvalues from the
terms with negative eigenvalues, so that we can write ξ = ξ+ − ξ−, where
ξ+ := ∑xi≥0 xiαi, and ξ− = ∑xi<0 (−xi) αi. Clearly, ξ+, ξ− ∈ St+ (A).
Recall the definition of the operational norm of a vector:
‖ξ‖ = sup
a∈Eff(A)
(a|ξ)− inf
a∈Eff(A)
(a|ξ) .
In order to achieve the supremum of (a|ξ) we must have (a|ξ−) = 0.
Moreover,
(a|ξ+) = ∑
xi≥0
xi (a|αi) ≤ ∑
xi≥0
xi
since (a|αi) ≤ 1 for every i. The supremum of (a|ξ+) is achieved by a =
∑xi≥0 α
†
i . Hence supa (a|ξ) = ∑xi≥0 xi. By a similar argument, one shows
that infa (a|ξ) = ∑xi<0 xi. Therefore
‖ξ‖ = ∑
xi≥0
xi + ∑
xi<0
(−xi) =
d
∑
i=1
|xi| .
For p ≥ 1, the p-norm of a vector x ∈ Rd is defined as ‖x‖p :=(
∑di=1 |xi|p
) 1
p , thus we have ‖ξ‖ = ‖x‖1, where x is the spectrum of ξ.
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4.4.4 Extending the dagger map
Thanks to the diagonalisation theorems, the dagger map † : PurSt1 (A)→
PurEff1 (A) can be extended to arbitrary vectors via the relation
ξ =
d
∑
i=1
xiαi 7−→ ξ† :=
d
∑
i=1
xiα†i .
Note that, since the diagonalisation is unique (up to degeneracy), the vec-
tor ξ† is well-defined, i.e. it does not depend on the choice of the αi’s
as long as they are eigenstates of ξ. Writing ξ like in theorem 4.4.12,
ξ = ∑sk=1 λkΠk, to prove this fact, it suffices to show the following.
Proposition 4.4.15. Let {αi}ri=1 and
{
α′j
}r
j=1
be two sets of perfectly distin-
guishable pure states. Then, if ∑ri=1 αi = ∑
r
j=1 α
′
j, one has ∑
r
i=1 α
†
i = ∑
r
j=1 α
′†
j .
Proof. Let us extend {αi}ri=1 and
{
α′j
}r
j=1
to two pure maximal sets {αi}di=1
and
{
α′j
}d
j=1
. Then, the invariant state has the two diagonalisations χ =
1
d ∑
d
i=1 αi and χ =
1
d ∑
d
j=1 α
′
j (proposition 4.4.5). Using this fact and the
condition ∑ri=1 αi = ∑
r
j=1 α
′
j, we obtain ∑
d
i=r+1 αi = ∑
d
j=r+1 α
′
j. Hence, the
invariant state can be decomposed as
χ =
1
d
(
r
∑
j=1
α′j +
d
∑
i=r+1
αi
)
.
By proposition 4.4.4, this implies that the states
{
α′j
}r
j=1
∪ {αi}di=r+1 form
a maximal set. Now, the correspondence between maximal sets and pure
sharp measurements (proposition 4.4.7) implies that the effects
{
α′†j
}r
j=1
∪{
α†i
}d
i=r+1 form a measurement. Causality yields
r
∑
j=1
α′†j +
d
∑
i=r+1
α†i = u.
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On the other hand, the normalisation of the measurement
{
α†i
}d
i=1 reads
d
∑
i=1
α†i = u.
Comparing the two equalities we obtain the desired relation ∑ri=1 α
†
i =
∑rj=1 α
′†
j .
Similarly to what we did in section 4.2, with a little abuse of notation
we will denote as † even the inverse map, from EffR (A) to StR (A). Now
we are ready to define observables, and to introduce a functional calculus
on them.
4.4.5 Functional calculus on observables
Using Steering, one can convert the diagonalisation result for the elements
of StR (A) into a diagonalisation result for the elements of EffR (A) (see
[68, 164], and, for a different approach, [158–160, 169]).
Proposition 4.4.16. For every finite-dimensional system A and for every vector
X ∈ EffR (A) there exist a set of d real numbers {xi}di=1, and a pure maximal set
of states {αi}di=1 such that
X =
d
∑
i=1
xiα†i .
This result allows us to give a concrete characterisation of the norm on
the vector space of effects, along the same lines as we did for the norm on
the vector space of states.
Proposition 4.4.17. Let X ∈ EffR (A) be diagonalised as X = ∑di=1 xiα†i . Then‖X‖ = maxi |xi|.
Proof. Recall the definition of the norm of a vector in EffR (A):
‖X‖ = sup
ρ∈St(A)
|(X|ρ)| .
Now, we have
|(X|ρ)| =
∣∣∣∣∣ d∑i=1 xi
(
α†i
∣∣∣ρ)∣∣∣∣∣ ≤ d∑i=1 |xi|
(
α†i
∣∣∣ρ) .
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This is a sub-normalised “convex” combination of the |xi|’s. Therefore
d
∑
i=1
|xi|
(
α†i
∣∣∣ρ) ≤ max
i
|xi| .
In conclusion |(X|ρ)| ≤ maxi |xi|. The bound is achieved when ρ is the
state αi0 associated with maxi |xi| =: xi0 . Therefore,
‖X‖ = sup
ρ∈St(A)
|(X|ρ)| = max
i
|xi| .
In other words, the norm of a vector X ∈ EffR (A) is ‖X‖ = ‖x‖∞,
where x is the spectrum of X, and ‖x‖∞ = limp→+∞ ‖x‖p = maxi |xi|.
Thanks to the diagonalisation theorem, all the elements of the vec-
tor space EffR (A) can be regarded as observables, in a similar sense to
the use of the term in quantum theory. Indeed, given a diagonalisation
X = ∑di=1 xiα
†
i one can think of the eigenvalues as the “values” associated
with the outcomes of the sharp measurement
{
α†i
}d
i=1. In this way, one can
interpret
〈X〉ρ := (X|ρ) =
d
∑
i=1
xi
(
α†i
∣∣∣ρ)
as the expectation value of the observable X on ρ, because
(
α†i
∣∣ρ) are prob-
abilities.
Like in quantum theory, the spectral theorem allows one to define a
functional calculus on observables:5 given an observable X and a function
f : R→ R, one can define the observable
f (X) :=
d
∑
i=1
f (xi) α†i .
Note that the observable f (X) is well-defined, because the eigenvalues of
X are unique, and as a consequence of proposition 4.4.15. In particular,
5See also [159, 160, 169] for a different approach.
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one can choose the observable X to be the dagger of a state ρ = ∑di=1 piαi,
thus obtaining
f
(
ρ†
)
=
d
∑
i=1
f (pi) α†i .
In the following chapter, we will take f to be the logarithm function on
some base greater than 1, defining the “surprisal observable”:
− loga ρ† = −
d
∑
i=1
(loga pi) α
†
i .
Therefore, Shannon-von Neumann entropy can be defined as the expecta-
tion value of the surprisal observable
S (ρ) :=
(
− loga ρ†
∣∣∣ρ) .
The functional calculus on observables will also be the basis to define the
generalised relative entropy in section 5.5.
4.5 Schmidt decomposition
Using the diagonalisation theorem we can prove an operational version of
the Schmidt decomposition of pure bipartite states [116,117]. The intuitive
content of the Schmidt decomposition is that for every state of a bipartite
system there exist two perfectly correlated pure observation-tests on the
component systems, a similar situation to having conjugates [158–160].
More formally, this property is stated by the following theorem.
Theorem 4.5.1 (Schmidt decomposition). Let Ψ be a pure state of the compos-
ite system AB. Then, there exist a pure sharp measurement {ai}dAi=1 on system A,
and a pure sharp measurement
{
bj
}dB
j=1 on system B such that
Ψ
A ai
B bj
= piδij ∀i ∈ {1, . . . , r} , (4.5.1)
where r ≤ min {dA, dB} is a suitable integer, the Schmidt rank, {pi}ri=1 is a
probability distribution, with all non-vanishing elements.
4.5. SCHMIDT DECOMPOSITION 121
Moreover, one has the diagonalisations ρA = ∑ri=1 pia
†
i and ρB = ∑
r
i=1 pib
†
i ,
where ρA and ρB are the marginals of Ψ on systems A and B respectively.
Proof. Let ρA be the marginal of Ψ on system A and let ρA = ∑ri=1 piαi be a
diagonalisation of ρA, where pi > 0 for all i ∈ {1, . . . , r}. By Pure Steering,
there exists an observation-test on B, call it
{
b˜i
}r
i=1
, such that
Ψ
A
B b˜i
= pi αi A ,
for every i ∈ {1, . . . , r}. On the other hand, by corollary 4.4.2, the pure
sharp measurement {ai}dAi=1, where dA ≥ r and ai = α†i for i ∈ {1, . . . , r},
induces pure states on system B, as follows
Ψ
A α†i
B
= pi βi B , (4.5.2)
where each state βi is pure and normalised, for every i ∈ {1, . . . , r}. Note
that the right-hand side vanishes if i ∈ {r + 1, . . . , dA}. Combining the
two equations above, we obtain
(
b˜j
∣∣∣βi) = 1pi Ψ
A α†i
B b˜j
=
pj
pi
(
α†i
∣∣∣αj) = δij,
for all i, j ∈ {1, . . . , r}. Hence, the pure states {βi}ri=1 are perfectly dis-
tinguishable. This means that, if ρB is the marginal of Ψ on system B, the
pure sharp measurement {ai}dAi=1 induces a diagonalisation of ρB in terms
of the states {βi}ri=1. Indeed ∑ri=1 piβi = ρB because ∑dAi=1 ai = u. By corol-
lary 4.3.2, we know that the effects
{
β†i
}r
i=1 are such that
δij =
(
β†j
∣∣∣βi) = 1pi Ψ
A α†i
B β†j
.
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Hence, choosing {ai}dAi=1 and
{
bj
}dB
j=1 to be pure sharp measurements
with ai := α†i and bi := β
†
i , for i = {1, . . . , r}, one obtains eq. (4.5.1). To
conclude the proof, recall that ρA = ∑ri=1 piαi is a diagonalisation of ρA.
Moreover, ρB = ∑ri=1 piβi is a diagonalisation of ρB thanks to eq. (4.5.2).
Theorem 4.5.1 guarantees that the diagonalisations of the two margin-
als of a pure bipartite state have the same non-vanishing eigenvalues.
Moreover, it implies that we can induce the pure states in the diagon-
alisation of a state ρ by applying suitable normalised pure effects on the
purifying system of any purification of ρ.
What about general convex decompositions of ρ into pure states that
are not diagonalisations? The following corollary guarantees that they can
always be induced by pure sharp measurements on the purifying system
of some purification of ρ.
Corollary 4.5.2. Let ρ = ∑ni=1 λiψi be a convex decomposition of ρ ∈ St1 (A)
into pure states, with λi > 0 for every i ∈ {1, . . . , n}. Then there exist a purifica-
tion Ψ ∈ PurSt1 (AB) of ρ, with dB ≥ n, and a pure sharp measurement
{
bj
}dB
j=1
on B, such that
λi ψi
A = Ψ
A
B bi
,
for every i ∈ {1, . . . , n}.
Proof. Consider a system X of dimension n, and let {ξi}ni=1 be a pure max-
imal set of X. Consider now the state Σ ∈ St1 (AX), given by Σ := ∑ni=1 λiψi⊗
ξi. This is a diagonalisation of Σ, for the states {ψi ⊗ ξi}ni=1 are pure by Pur-
ity Preservation, and they are distinguished perfectly by the observation-
test
{
uA ⊗ ξ†i
}n
i=1. Now, let us consider a purification Ψ∈ PurSt1 (AXC) of
Σ. This is clearly a purification of ρ too, indeed
Ψ
A
X u
C u
= Σ
A
X u
=
n
∑
i=1
λi
ψi A
ξi
X u
= ρ A .
Now, by theorem 4.5.1 applied to the purification Ψ of Σ, there exists a
pure sharp measurement6 {ck}dCk=1 on C, that induces the pure states in the
6Clearly we have dC ≥ ndA.
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diagonalisation of Σ:
λi
ψi A
ξi
X
= Ψ
A
X
C ci
,
for i ∈ {1, . . . , n}. Now, take the pure sharp measurement {ξ†i }ni=1 on X,
which yields
λi ψi
A = Ψ
A
X ξ†i
C ci
,
for i ∈ {1, . . . , n}. To complete the proof, note that {ξ†i ⊗ ck}ni=1, dCk=1 is
still a pure sharp measurement
{
bj
}
on XC (by proposition 4.4.8), with
ndC ≥ n effects, where j runs on the pairs (i, k). Now it is enough to take
the purifying system B to be XC, and to take k = i in
{
ξ†i ⊗ ck
}n
i=1,
dC
k=1.
We will use this corollary in the proof of theorem 5.4.15.
4.6 Example: doubled quantum theory
In this section we present a new example of a sharp theory with purific-
ation [105], called “doubled quantum theory”. This theory will provide a
counterexample to thermodynamic convertibility and majorisation in sec-
tion 5.8.
Consider a theory where every non-trivial system is the direct sum of
two isomorphic quantum systems with Hilbert spacesH0 andH1, respect-
ively. Physically, we can think of the two Hilbert spaces as two superselec-
tion sectors. We associate each “doubled quantum system” with a pair of
isomorphic Hilbert spaces (H0,H1), with H0 ≈ H1. We define the states
of the doubled quantum system to be of the form
ρ = pρ0 ⊕ (1− p) ρ1 (4.6.1)
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where ρ0 and ρ1 are two density matrices in the two sectors and p ∈ [0, 1].
The direct sum in eq. (4.6.1) means that there is no coherence between the
two sectors.
Likewise, we define the effects to be all quantum effects of the form
e = e0 ⊕ e1, where e0 and e1 are two quantum effects in the two sectors.
The allowed channels from the input system (H0,H1) to the output system
(K0,K1) are the quantum channels (completely positive trace-preserving
maps) that
1. send operators onH0 ⊕H1 to operators on K0 ⊕K1;
2. map block-diagonal operators to block-diagonal operators.
The set of allowed tests is defined as the set of quantum instruments
{Cj}j∈X,
where each quantum operation Cj respects the two conditions above for
channels.
This means that in the allowed unitary channels U (·) = U ·U†, U must
be of the form U = (U0 ⊕U1) Sk, where S is the unitary transformation
that exchanges the two sectors (it exists because they are isomorphic), k ∈
{0, 1}, and U0 and U1 are unitary transformations that act only onH0 and
H1, respectively. Therefore, if k = 0, there is no hopping of sector, and if
k = 1 the two sectors are exchanged.
Doubled quantum theory satisfies Causality, Pure Sharpness, and Pur-
ity Preservation Causality is immediate: for every system, the only de-
terministic effect is the identity matrix. Pure Sharpness is also immediate:
every rank-one projector is a pure sharp effect. As to Purity Preservation,
note that the only pure transformations are quantum operations of the
single-Kraus form Q (·) = Q · Q†. Clearly, the composition of two single-
Kraus operations (both in parallel and in sequence) is a single-Kraus op-
eration. In other words, the composition of two pure transformations is
pure.
4.6.1 Composite systems
To study if doubled quantum theory satisfies Purification, it is necessary
to specify how systems compose in this theory.
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The peculiarity of doubled quantum theory is the way systems are
composed, which is not the intuitive way to compose systems with su-
perselection rules. The product of two doubled quantum systems
(HA0 ,HA1 )
and
(HB0 ,HB1 ) is the doubled quantum system (HAB0 ,HAB1 ), with the two
sectors defined by{ HAB0 := (HA0 ⊗HB0 )⊕ (HA1 ⊗HB1 )
HAB1 :=
(HA0 ⊗HB1 )⊕ (HA1 ⊗HB0 ) . (4.6.2)
Note that the direct sum inside each sector does not mean the presence of
additional sectors. We illustrate this with an example.
Example 4.6.1. Consider the composite system of two doubled qubits, cor-
responding to HA0 ≈ HA1 ≈ HB0 ≈ HB1 ≈ C2. An example of state of the
composite system is the pure state (the first index denotes the sector)
|Ψ〉 = 1√
2
(|0, 0〉A |0, 0〉B + |1, 0〉A |1, 0〉B) , (4.6.3)
where {|0, 0〉 , |0, 1〉} is an orthonormal basis for H0 and {|1, 0〉 , |1, 1〉}
is an orthonormal basis for H1. Thus we see that there is coherence al-
lowed between HA0 ⊗HB0 and HA1 ⊗HB1 . However, note that, when one
of the two systems is traced out, the remaining local state has the block-
diagonal form ρ = 12 |0, 0〉 〈0, 0| ⊕ 12 |1, 0〉 〈1, 0|. This means that the coher-
ence between the two terms in the state (4.6.3) is invisible at the single-
system level.
From a physical point of view, doubled quantum theory can be thought
of as ordinary quantum theory with a superselection rule on the total par-
ity. Every system is split into two identical sectors of even and odd parity,
respectively. When systems are composed, the sectors are grouped to-
gether based on the total parity, so that superpositions between subspaces
with the same parity are allowed.
Here we summarise the basic operational features of doubled quantum
theory concerning the composition of systems.
Doubled quantum theory violates Local Tomography An equivalent
formulation of Local Tomography is that the dimension of the vector space
spanned by the states of a composite system is equal to the product of
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the dimensions of the vector spaces spanned by the states of the compon-
ents [61,67,70], in formula DAB = DADB, where D is the dimension of the
vector space of states. This is because, if Local Tomography holds, one has
StR (AB) = StR (A)⊗ StR (B) (cf. remark 2.2.6).
The equality DAB = DADB fails to hold in doubled quantum theory,
where the dimension of the global vector space is strictly larger than the
product of the dimensions of the individual vector spaces. To see it, note
that the block-diagonal states of the form (4.6.1) span a vector space of
dimension D = 2d2, where d is the dimension of the Hilbert spacesH0 and
H1. Given two systems A and B, the product of the individual dimensions
is DADB = 2d2A · 2d2B = (2dAdB)2. On the other hand, each of the Hilbert
spacesHAB0 andHAB1 in eq. (4.6.2) has dimension dAB = 2dAdB. Hence, the
vector space spanned by the states of the composite system has dimension
DAB = 2d2AB = 2 (2dAdB)
2, that is, twice the dimension of the vector space
spanned by product states. This means that when systems are composed,
genuinely new states arise, that cannot be reduced to states of the two
components.
Doubled quantum theory satisfies Purification A generic state of a sys-
tem (H0,H1) can be diagonalised as
ρ =
(
d
∑
j=1
λj
∣∣ϕj,0〉 〈ϕj,0∣∣
)
⊕
(
d
∑
j=1
µj
∣∣ψj,1〉 〈ψj,1∣∣
)
,
where
{∣∣ϕj,0〉}dj=1 is an orthonormal basis for H0 and {∣∣ψj,1〉}dj=1 is an
orthonormal basis for H1. The state can be purified e.g. by adding a copy
of system (H0,H1). Since the composite system has two superselection
sectors, there will be two types of purification: purifications in the even
subspace HAB0 and purifications in the odd subspace HAB1 . A purification
in the subspaceHAB0 has the form
|Ψ0〉 =
(
d
∑
j=1
√
λj
∣∣ϕj,0〉 ∣∣αj,0〉
)
+
(
d
∑
j=1
√
µj
∣∣ψj,1〉 ∣∣β j,1〉
)
,
where
{∣∣αj,0〉}dj=1 is an orthonormal basis for H0 and {∣∣β j,1〉}dj=1 is an or-
thonormal basis for H1. A purification in the subspace HAB1 will have the
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form
|Ψ1〉 =
(
d
∑
j=1
√
λj
∣∣ϕj,0〉 ∣∣∣α′j,1〉
)
+
(
d
∑
j=1
√
µj
∣∣ψj,1〉 ∣∣∣β′j,0〉
)
where
{∣∣∣α′j,1〉}dj=1 is an orthonormal basis forH1 and {∣∣∣β′j,0〉}dj=1 is an or-
thonormal basis for H0. Note that any two such purifications are equival-
ent under local unitary transformations: indeed, one has |Ψ1〉 = (1⊗U) |Ψ0〉,
where U is the unitary matrix defined by
U =
(
d
∑
j=1
∣∣∣α′j,1〉 〈αj,0∣∣
)
+
(
d
∑
j=1
∣∣∣β′j,0〉 〈β j,1∣∣
)
.
The same arguments apply to purifications within the same sector and to
purifications where the purifying system is not a copy of the original sys-
tem. In summary, every state can be purified and every two purifications
with the same purifying system are equivalent under local unitaries.
4.7 Example: extended classical theory
In this section we introduce another new example of a sharp theory with
purification [101]. This example has a great importance because it shows
that classical theory, which does not satisfy Purification, can be regarded
as part of a larger theory obeying the Purification principle. Specifically,
in this extended classical theory there are some systems that look entirely
classical at the single-system level, but they compose in a different, coher-
ent, way, so as to save the validity of Purification. This example therefore
shows that all the results obtained above for sharp theories with purific-
ation (e.g. diagonalisation, etc.) can be carried over to classical theory, at
least at the single-system level. Therefore classical theory is not excluded
by our treatment.
Extended classical theory will include classical and non-classical sys-
tems, called coherent dits (or codits for short), in analogy with the similar
notion in quantum Shannon theory [173]. The guiding idea is to entangle
classical systems with each other, to provide the desired purifications,
while at the same time to keep them classical at the single-system level.
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In principle, we could have modelled classical theory as a sub-theory of
quantum theory, but clearly in this case we would observe interference at
the level of single systems, which we do not want.
4.7.1 Coherent composition of bits
To understand how the construction of extended classical theory works, let
us illustrate the 2-dimensional case first. Recall that the state of a classical
bit can be represented using the density matrix formalism as
ρ = p |0〉 〈0| ⊕ (1− p) |1〉 〈1| , (4.7.1)
where p ∈ [0, 1], and the direct sum sign is a reminder that the off-diagonal
elements are forbidden. The composite system of two classical bits A and
B is a 4-dimensional classical system, which is represented as a quantum
system with 4 superselection sectors. In formulas, if
(HA0 ,HA1 ) represents
the classical bit A, with its 2 superselection sectorsHA0 = Span {|0〉A} and
HA1 = Span {|1〉A}, and
(HB0 ,HB1 ) is the classical system B, the compos-
ite system is
(HAB00 ,HAB01 ,HAB10 ,HAB11 ), with 4 sectors of dimension 1. Here
the composition is the usual one in the presence of superselection sectors,
namely 
HAB00 := HA0 ⊗HB0
HAB01 := HA0 ⊗HB1
HAB10 := HA1 ⊗HB0
HAB11 := HA1 ⊗HB1
.
Clearly a state of this classical composite system is of the form
ρAB = p00 |0〉 〈0| ⊗ |0〉 〈0| ⊕ p01 |0〉 〈0| ⊗ |1〉 〈1| ⊕
⊕p10 |1〉 〈1| ⊗ |0〉 〈0| ⊕ p11 |1〉 〈1| ⊗ |1〉 〈1|
where
{
pij
}
, i, j ∈ {0, 1}, is a probability distribution.
Now, to construct extended classical theory, let us consider a single 2-
dimensional system with the same states as the classical bit; they are still of
the form of eq. (4.7.1). We will change the way two classical bits compose,
by imposing a superselection rule given by the total parity, in the same way
we did for doubled quantum theory. Therefore the composition of two
4.7. EXAMPLE: EXTENDED CLASSICAL THEORY 129
classical bits
(HA0 ,HA1 ) and (HB0 ,HB1 ), where HA0 ≈ HA1 ≈ HB0 ≈ HB1 ≈ C
yields the system
(HAB0 ,HAB1 ) where{ HAB0 := (HA0 ⊗HB0 )⊕ (HA1 ⊗HB1 )
HAB1 :=
(HA0 ⊗HB1 )⊕ (HA1 ⊗HB0 ) . (4.7.2)
Again, the direct sum inside each sector does not denote an internal su-
perselection rule, so we allow coherence inside each sector, which is invis-
ible at the single-system level. This fact will be true in all the direct sums
we will write in this section about extended classical theory.
Note that eq. (4.7.2) gives exactly the same composition rule of doubled
quantum theory, but restricted to 1-dimensional Hilbert spaces. In the
composition rule, the Hilbert spaces are grouped together according to
the residue classes modulo 2: if k ∈ {0, 1}, in HABk there is the direct sum
of all terms whose indices sum to k modulo 2. Therefore
HAB0 = Span {|0〉A |0〉B , |1〉A |1〉B} ;
and
HAB1 = Span {|0〉A |1〉B , |1〉A |0〉B} .
Consequently, the pure states of the composite systems can be represented
as unit vectors either of the form (α, β ∈ C)
|Φ0〉AB = α |0〉A |0〉B + β |1〉 |1〉 ,
or of the form
|Φ1〉AB = α |0〉A |1〉B + β |1〉A |0〉B .
Note that in the composite system the only allowed states are those
of the form ρ = pρ0 ⊕ (1− p) ρ1, where p ∈ [0, 1], ρ0 is a density matrix
on HAB0 , and ρ1 is a density matrix on HAB1 . The allowed effects are of the
form e = e0⊕ e1, where e0 is a quantum effect onHAB0 , and e1 is a quantum
effect on HAB1 . The allowed channels on this systems are those quantum
channels that respect the block-diagonal structure.
Remark 4.7.1. In the composition of the two classical bits we cannot have
the full 4-dimensional quantum system
Span {|0〉A |0〉B , |1〉A |1〉B , |0〉A |1〉B , |1〉A |0〉B} .
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Indeed, if this were the case, an allowed (pure) state of the composite sys-
tem would be 1√
2
(|0〉A + |1〉A) |0〉B, which, when system B is traced out,
would yield the forbidden state 1√
2
(|0〉A + |1〉A). Therefore, to keep the
state of A and B classical, we need the presence of the two superselection
sectorsHAB0 andHAB1 .
With the above settings, it is easy to see that every state of a classical
bit can be purified. For example, the generic bit state ρ = p |0〉 〈0| ⊕
(1− p) |1〉 〈1| has the purification
|Ψ0〉AB =
√
p |0〉A |0〉B +
√
1− p |1〉A |1〉B .
In addition, it is possible to show that every two purifications of the same
state differ by a local unitary operation on the purifying system. This in-
cludes, for example, the purification
|Ψ1〉AB =
√
p |0〉A |1〉B +
√
1− p |1〉A |0〉B ,
obtained from |Ψ0〉AB through the application of a bit flip on system B,
which is an allowed transformation because it preserves the block-diagonal
structure of system B.
Notice that the composition of two classical bits gives rise to a 4-dimensional
system that is not classical. Therefore, in the theory we are constructing
we will have classical and non-classical systems with the same dimension
(e.g. a classical 4-dimensional system, and the coherent composition of 2
classical bits).
4.7.2 Coherent composition of dits
Let us generalise the results of the previous subsection to the coherent
composition of two classical dits. A classical dit can be represented as a
Hilbert space with d superselection sectors of dimension 1: (H0, . . . ,Hd−1),
whereHk = Span {|k〉}. The states of a classical dit are of the form
ρ =
d−1⊕
k=0
pk |k〉 〈k| ,
where {pk}d−1k=0 is a probability distribution. Like for bits, the new com-
position rule for dits is based on residue classes (modulo d): the compos-
ite of two classical dits
(HA0 , . . . ,HAd−1) and (HB0 , . . . ,HBd−1) is the system
4.7. EXAMPLE: EXTENDED CLASSICAL THEORY 131(HAB0 , . . . ,HABd−1) with d sectors of dimension d.
HAB0 :=
(HA0 ⊗HB0 )⊕ (HA1 ⊗HBd−1)⊕ . . .⊕ (HAd−1 ⊗HB1 )
HAB1 :=
(HA0 ⊗HB1 )⊕ (HA1 ⊗HB0 )⊕ . . .⊕ (HAd−1 ⊗HB2 )
...
HABd−1 :=
(HA0 ⊗HBd−1)⊕ (HA1 ⊗HBd−2)⊕ . . .⊕ (HAd−1 ⊗HB0 )
.
Note that in HABk , for k ∈ {0, . . . , d− 1} there is a direct sum of all the
termsHAj ⊗HBl such that j + l ≡ k mod d. In this way
HABk = Span {|j〉A |k− j mod d〉B : j = 0, . . . , d− 1} .
The states of the composite system AB are therefore density matrices of
the form
ρAB =
d−1⊕
k=0
pkρABk , (4.7.3)
where ρABk is a density matrix of HABk , and {pk}d−1k=0 is a probability distri-
bution. Again, the allowed effects are of the form e =
⊕d−1
k=0 ek, where ek is
a quantum effect on HABk . The allowed channels on this systems are those
quantum channels that respect the block-diagonal structure.
The new composition of classical dits satisfies Purification It is easy to
see that any state of a classical dit ρ =
⊕d−1
j=0 pj |j〉 〈j| can be purified. Spe-
cifically, we can find a purification in every sector of a composite system
AB, where B is another classical dit. Indeed, for every sector k in AB, ρ can
be purified as
|Ψk〉AB =
d−1
∑
j=0
√
pj |j〉A |k− j mod d〉B .
These purifications are all related to each other by a local unitary on B,
which hops between the d sectors in B.
So far we have dealt with the composition of classical systems with the
same dimension. Let us define the new, coherent, composition of a dA-
dimensional classical system A with a dB-dimensional classical system B.
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The standard way to compose system A, given by
(
HA0 , . . . ,HAdA−1
)
, and
system B, given by
(
HB0 , . . . ,HBdB−1
)
, where each sector is 1-dimensional,
is a system AB with dAdB 1-dimensional sectors
(
HAB00 , . . . ,HABdA−1,dB−1
)
.
In this case, to define the new composition, we consider max {dA, dB}
sectors, each of dimension min {dA, dB}, so that altogether the Hilbert
space for AB will have dimension dAdB. For concreteness, suppose dA ≤
dB; then the composite system will be described by
(
HAB0 , . . . ,HABdB−1
)
,
where
HAB0 :=
(HA0 ⊗HB0 )⊕ (HA1 ⊗HBdB−1)⊕ . . .⊕ (HAdA−1 ⊗HBdB−dA+1)
HAB1 :=
(HA0 ⊗HB1 )⊕ (HA1 ⊗HB0 )⊕ . . .⊕ (HAdA−1 ⊗HBdB−dA+2)
...
HABdB−1 :=
(
HA0 ⊗HBdB−1
)
⊕
(
HA1 ⊗HBdB−2
)
⊕ . . .⊕
(
HAdA−1 ⊗HBdB−dA
) .
Again, inHABk , for k ∈ {0, . . . , dB − 1} there is a direct sum of all the terms
HAj ⊗HBl such that j + l ≡ k mod dB. In this way
HABk = Span {|j〉A |k− j mod dB〉B : j = 0, . . . , dA − 1} .
The states are still of the form (4.7.3), with d = dB.
4.7.3 The other composites
From the previous subsection we know that in extended classical theory,
the generic system we have encountered so far is made of N superselection
sectors (H0, . . . ,HN−1), each of which of dimension n ≤ N. Note that this
covers also the usual d-dimensional classical systems, for which N = d,
and n = 1. To complete the theory, we must specify how these generic
systems compose.
We define the composition of two general systems of extended clas-
sical theory to follow the same rules explained above for classical sys-
tems. More specifically, consider
(HA0 , . . . ,HAN−1), with sectors of dimen-
sion n ≤ N, and (HB0 , . . . ,HBM−1) with sectors of dimension m ≤ M, and
for concreteness suppose N ≤ M. The composite system AB will have
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M = max {N, M} sectors:
HAB0 :=
(HA0 ⊗HB0 )⊕ (HA1 ⊗HBM−1)⊕ . . .⊕ (HAN−1 ⊗HBM−N+1)
HAB1 :=
(HA0 ⊗HB1 )⊕ (HA1 ⊗HB0 )⊕ . . .⊕ (HAN−1 ⊗HBM−N+2)
...
HABM−1 :=
(HA0 ⊗HBM−1)⊕ (HA1 ⊗HBM−2)⊕ . . .⊕ (HAN−1 ⊗HBM−N)
,
(4.7.4)
where, again inHABk there is the direct sum of N termsHAj ⊗HBl such that
j + l ≡ k mod M. We see that in this case each sector HABk in the com-
posite system has dimension nmN. If we take n = m = 1, we recover
the coherent composition law for classical systems. Note that, in general
it is not true that nmN ≤ M. Indeed, composing two systems arising
from the coherent composition of dits, the resulting system has d sectors,
each of which of dimension d3. Therefore, in the most general system of
extended classical theory there is no restriction on the dimension of sec-
tors, and it is just a system with N ≥ 2 isomorphic superselection sectors
(H0, . . . ,HN−1). The same rule (4.7.4) still applies to these systems.
Generic states are of the form ρ =
⊕N−1
k=0 pkρk, where ρk is a density
matrix of the sector Hk, and {pk}N−1k=0 is a probability distribution. Effects
are of the form e =
⊕N−1
k=0 ek, where ek is a quantum effect on Hk. Finally,
all transformations between A and B are those quantum operations from
A to B that preserve the block-diagonal structure.
Now we can finally show that extended classical theory is a sharp the-
ory with purification. It is straightforward to show that the theory satisfies
Causality, Purity Preservation and Pure Sharpness.
Extended classical theory satisfies Purification A state of
(HA0 , . . . ,HAN−1),
with sectors of dimension n, can be diagonalised as
ρ =
N−1⊕
k=0
(
n−1
∑
j=0
λj,k
∣∣ϕj,k〉 〈ϕj,k∣∣
)
,
where
{
λj,k
}
is a probability distribution, and
{∣∣ϕj,k〉} is an orthonormal
basis of HAk , for every k. Then to obtain a purification of ρ, it is enough to
take the same system as the purifying system B. Specifically a purification
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in the sectorHABl is given by
|Ψl〉AB =
N−1
∑
k=0
n−1
∑
j=0
√
λj,k
∣∣ϕj,k〉A ∣∣αj,l−k〉B
where
{∣∣αj,l−k〉}n−1j=0 is an orthonormal basis of sector HBl−k.7 Since all su-
perselection sectors are isomorphic, one can convert a purification onHABl
into a purification onHABl′ by a local hopping unitary on system B.
Extended classical theory violates Local Tomography We can show that
Local Tomography fails in general. For a system
(HA0 , . . . ,HAN−1) with
sectors of dimension n, the dimension of StR (A) is DA = Nn2. Similarly
for a system with M sectors of dimension m, we have DB = Mm2. Now,
by eq. (4.7.4) we have DAB = MN2m2n2. Therefore
DAB = MN2m2n2 > MNm2n2 = DADB,
which means that all composites in extended classical theory violate Local
Tomography.
7Here, as above, l − k is to be intended modulo N.
Chapter 5
Operational thermodynamics
After analysing the properties of sharp theories with purification in great
detail, in this chapter finally we move to the actual study of thermody-
namic properties of GPTs, with a special focus on sharp theories with
purification. We mainly examine the simplest instance of thermodynam-
ics, namely for systems with fixed energy, also known as microcanonical
thermodynamics. Even this case will provide us with a lot of foundational
insights. In accordance with recent thermodynamic results, we will use
a resource-theoretic approach to microcanonical thermodynamics, which
will allow us to extend its scope beyond classical and quantum theory.
Here the relevant resource into play is the purity of states, therefore a
resource-theoretic treatment of microcanonical thermodynamics involves
setting up a resource theory of purity. It turns out that there are three fairly
natural choices for such a resource theory, but in general they give rise to
inequivalent notions of resources [105], unlike in quantum theory [37].
After a general treatment of microcanonical thermodynamics in causal
GPTs [105] in sections 5.1 and 5.2, the axioms of sharp theories with puri-
fication are introduced in the thermodynamic analysis only from section 5.3.
These theories will be the subject of the rest of the chapter, even when
not specified explicitly. Majorisation will play a central role, for it gives a
necessary criterion for the thermodynamic conversion of states under all
three resource theories in sharp theories with purification. Requiring it to
be sufficient too—or, in other words, that the three resource theories gen-
erate equivalent preorders—will result in a non-trivial constraint on the
dynamics of the theory, called unrestricted reversibility [105].
Given the interplay between the three resource theories of purity and
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majorisation, we use the diagonalisation of states in sharp theories with
purification to define mixedness monotones as Schur-concave functions
of the spectrum of a state [101]. We show that a large class of “spectral”
monotones coincide with the “non-spectral” definitions already put for-
ward in the literature [101, 163, 174, 175]. An important example of mix-
edness monotone is Shannon-von Neumann entropy, which exhibits some
properties close to its quantum counterpart [101].
Moving beyond the setting of microcanonical thermodynamics, we use
the entropic machinery of sharp theories with purification to define gener-
alised Gibbs states using Jaynes’ maximum entropy principle [16,17], thus
introducing temperature in GPTs. We use these states to carry out an oper-
ational derivation of Landauer’s principle, showing also how the bounds
on energy dissipation can be overcome by using non-classical correlations,
witnessed by negative conditional entropy [101].
5.1 The microcanonical framework
We start this chapter by examining the simplest example of thermody-
namic situation: an isolated thermodynamic system. In the usual stat-
istical mechanical treatment, this is described by the microcanonical en-
semble [6, 7], extensively studied in classical and quantum theory. Here
we want to extend the microcanonical description to arbitrary physical
theories, to understand if all theories admit a sensible microcanonical en-
semble. Being an isolated system, the energy of a microcanonical system
is known.1 This of course restricts the microstates of the system to a subset
of the allowed microstates: a submanifold of the phase space in classical
theory, and a subspace of the Hilbert space in quantum theory. One of the
basic principles of statistical mechanics is that we can recover the thermo-
dynamic properties of microcanonical systems from a suitable statistical
mechanical state [7]. What state do we assign to isolated thermodynamic
systems? The prescription comes from the equal a priori probability postulate.
Axiom 5.1.1 (Equal a priori probability postulate). The state of a system with
a macroscopic constraint is given by the uniform mixture of all the microstates
1Sometimes, for mathematical convenience, one tolerates a small uncertainty ∆ on the
energy [6].
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compatible with that constraint.2
Justifying this principle is generally hard, and it usually involves ar-
guments based on ergodic theory (see [15, chapter 15] for a review of the
approach), at least in classical theory, or more recently, based on quantum
entanglement [20, 21].
In the following we want to extend the microcanonical framework to
arbitrary causal theories3, without assuming any of the axioms of chapter 4.
The microcanonical framework requires the extension of two ingredients
to GPTs: the implementation of the macroscopic constraint, and the equal
a priori probability postulate. As to the latter, we do not want to address
the thorny issue of justifying it, which inevitably requires specifying a
lot of details about the physical theory under examination, but rather to
identify the conditions that allow one to formulate this principle in a the-
ory more general than classical or quantum theory.
5.1.1 Theories of systems with constraints
We start by analysing how to define constrained systems in GPTs, and we
will take inspiration from quantum theory. Note that constrained systems
appear very often in physics and often as a result of conservation laws.
Think e.g. of a system of particles confined in a fixed volume, or a system
with conserved total angular momentum. In these scenarios, it is always
meaningful to ask ourselves about the state of “minimum information”
compatible with the macroscopic constraints, which will behave as a sort
of generalised microcanonical state. Note that imposing constraints, at
least for quantum and classical systems, leads to the definition of an effect-
ive system of smaller dimension than the original one. Let us see if this idea
works in GPTs too, and if we can set up an effective OPT whose systems
are these effective, constrained, systems.
To have a clearer picture, let us briefly review how the microcanonical
constraint is usually imposed in quantum theory. In this case, we know
the Hamiltonian H, and the specific value E of its spectrum. This restricts
the allowed quantum states to (mixtures of) the eigenstates of H in the
2In the quantum case, some authors [7] formulate this postulate as the fact that the
microcanonical state is an incoherent mixture of the basis states of the subspace identified
by the macroscopic constraint.
3Here Causality is assumed for the sake of simplicity, but it is not necessary, cf. [105].
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eigenspace associated with E. These are exactly the states ρ for which
PEρPE = ρ, where PE is the projector on the eigenspace with eigenvalue
E. For example, the system S could be an electron in a hydrogen atom,
in the absence of external fields. In general, the basis states of the elec-
tron are labelled as |n, `, m`, ms〉, where n, `, m`, and ms are the principal,
orbital, magnetic, and spin quantum number respectively. Suppose we
know the electron is in the ground state, corresponding to n = 1 and
` = m` = 0. In this case, the subspace associated with the ground state
is a two-dimensional one, spanned by the “spin-up” and “spin-down”
states
∣∣∣n = 1, ` = 0, m` = 0, ms = 12〉 and ∣∣∣n = 1, ` = 0, m` = 0, ms = −12〉.
This constrained system can be regarded as an effective qubit. Clearly, con-
straints different from energy can be treated in a similar way. Another
example of an effective qubit is a single photon with wave vector k: it is
enough to restrict ourselves to the two-dimensional space spanned by the
states |k, H, 1〉 and |k, V, 1〉, corresponding to vertical and horizontal po-
larisation respectively. In this case, we can see two constraints working
together: a constraint on the wave vector, and a constraint on the energy
of the field, namely the fact that we are dealing with a single photon.
The important feature of these examples of constrained systems is that
they arise from a linear constraintL (ρ) = 0 on the space of density matrices.
For instance, in the microcanonical case described above, the linear map L
is L (·) = PE (·) PE − I (·), I being the identity channel.
Motivated by the analysis of the quantum case, we define a constrained
(or effective) system in GPTs as the original system S with some linear maps
{Li}ni=1 implementing the constraints, where eachLi is an element of TransfR (S),
the vector space spanned by physical transformations (cf. section 2.2):
A :=
(
S, {Li}ni=1
)
.
Clearly now we need to specify the set of states, effects, and transforma-
tions for the constrained system A. The states of A are clearly those that
satisfy the constraints enforced by the linear maps {Li}ni=1:
St (A) = {ρ ∈ St (S) : Li (ρ) = 0, i = 1, . . . , n} .
The transformations of the effective system A are those transformations of
S that send states of A to states of A. The effects of A are just the effects
of the original system S, restricted to the states in St (A), and possibly
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identified if they become tomographically indistinguishable because of the
reduced number of states, as shown in example 5.1.3.
Remark 5.1.2. In the classical case, a Hamiltonian is generally of the form
H (q, p) = |p|
2
2m + V (q). Thus imposing the microcanonical restriction
H (q, p) = E leads to the constraint |p|
2
2m + V (q) = E on p and q, which
is not linear. From this situation, one may be tempted to think that treat-
ing constraints as linear in all physical theories is not the right way. In
fact, there is no contradiction to what we wrote above: the constraint
H (q, p) = E is not linear on the phase space, i.e. the set of normalised
pure states of classical theory. However, our constraints are applied to
all states, not just the pure ones, so the right space on which to study the
microcanonical restriction is the space of all probability density functions
ρ (q, p) on the phase space. In that space, the microcanonical constraint
becomes that the probability density function ρ (q, p) be supported on the
submanifold H (q, p) = E, which is a linear constraint on ρ.
Clearly, the formalism of constrained systems can be applied to more
general situations than microcanonical thermodynamics. Example 5.1.3
shows that even classical sub-theories of a given GPT can be studied in
the same way [115].
Example 5.1.3. Given a pure maximal set {αi}di=1 of a system S of a causal
theory, let α be its convex hull: α = Conv {αi : i = 1, . . . , d}, which repres-
ents the states of a classical sub-theory. Define the decoherence on α as a
channel Dα such that Dαρ ∈ α for every state ρ, and Dαγ = γ for every
state γ in α [115]. By this very definition, it is immediate to see that the
classical states (i.e. the states in α) are exactly those for which Dαρ = ρ.
Hence the decoherence Dα can be viewed as implementing a constraint on
the states of a system, as explained above. What happens to the effects
of this constrained subsystem? According to the recipe presented above,
we simply restrict the effects of the original theory to the effective system
α. Since now there are fewer states in α than in the original theory, we
must identify those effects that are no longer tomographically distinct on
α. More precisely, we can introduce the following equivalence relation on
the original set of effects Eff (S): e ∼α f if (e|γ) = ( f |γ) for every state
γ in α. Therefore, the set of effects of the classical sub-theory is the set of
equivalence classes Eff (S) /α := Eff (S) / ∼α.
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To complete our analysis, let us show that Eff (S) /α is actually the set
of effects of some classical theory. Recall that in classical theory, every ele-
ment in the cone of effects arises as a conical combination of the effects that
distinguish the pure states. In our setting this means checking that every
element of Eff+ (S) /α arises as a conical combination4 of the equivalence
classes [ai] of the effects that distinguish the pure states αi in α. Consider
a generic element ξ in Eff+ (S), and let us show that it is in the same equi-
valence class as ξ ′ = ∑di=1 λiai, where λi = (ξ|αi) for all i. By linearity,
to check the equivalence of two elements of Eff+ (S), it is enough to check
that they produce the same numbers when applied to all pure states αj.
Now, (
ξ ′
∣∣αj) = d∑
i=1
λi
(
ai
∣∣αj) = λj = (ξ∣∣αj)
This shows that the restricted effect cone Eff+ (S) /α of the sub-theory is
actually a classical effect cone, generated by the effects that distinguish
the pure states in α. This shows that the formalism of constrained systems
works well also for the study of the emergence of classicality in GPTs.
So far, we have defined effective systems at the single-system level. In
order to complete our picture, we need to define the composition of con-
strained systems too. Consider two effective systems A :=
(
SA, {LA,i}ni=1
)
and B :=
(
SB,
{LB,j}mj=1). A natural way to define the effective composite
system AB is to select the states of the unconstrained composite system
SASB that satisfy both constraints—i.e. to select the density matrices ρSASB
such that { (LA,i ⊗ ISB) (ρSASB) = 0(ISA ⊗LB,j) (ρSASB) = 0 , (5.1.1)
for all i ∈ {1, . . . , n}, and all j ∈ {1, . . . , m}.
When the effective systems A and B result from an energy constraint,
the effective system AB describes a system consisting of two parts, each
with its own well-defined energy. In the quantum case, the constraints (5.1.1)
amount to (PEA ⊗QEB) ρSASB (PEA ⊗QEB) = ρSASB , where EA and EB are
the energies of the two local systems, and PEA and QEB are the project-
ors on the corresponding eigenspaces. Note that this differs from the case
4Note that it is not hard to see that Eff+ (S) /α is still a cone, with the sum and the
multiplication by a scalar inherited from Eff+ (S).
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where in the composition of two microcanonical systems only a restric-
tion on the global energy is imposed. In this latter case, the states satisfy
the weaker condition ΠEA+EBρSASBΠEA+EB = ρSASB , where ΠEA+EB is the
projector on the eigenspace of HSA + HSB with eigenvalue EA + EB.
The reason why we adopt eq. (5.1.1) as the rule of composition of ef-
fective systems is because we want to keep the systems A and B as in-
dependently constrained systems, which can be addressed separately on
their own, even in a composite setting, still retaining their status of effect-
ive systems. This property is particularly important if we want to develop
an operational theory of effective systems, so that we can treat them as ac-
tual physical systems, forgetting that they arise from constraints imposed
on a physical system. In the case of the effective qubits arising from photon
polarisation, this fact is particularly apparent. Consider two photons of
different spatial modes, with wave vectors kA and kB. If we put a con-
straint on the total energy of the two photons, one of the allowed states
would be
|Ψ〉 = 1√
2
(|kA, H, 2〉 |kB, H, 0〉+ |kA, H, 0〉 |kB, H, 2〉) ,
where the third entry denotes the number of photons, but this cannot
be interpreted as a state of two single photons, because the number of
photons is undefined. Imposing the constraint (5.1.1) avoids this problem.
For this reason, we will use the notation AB for effective systems defined
by the constraint (5.1.1).
In summary, given a theory and a set of constraints composed as in
eq. (5.1.1), one can build a new effective theory, which consists only of ef-
fective systems. In the microcanonical case, we can build an effective the-
ory where every system has definite energy, and where all subsystems of a
composite systems have definite energy too. For a given system A in such
a theory, all the states in St (A) have the same energy by construction.
Likewise, all the transformations in Transf (A) will be energy-preserving.
For every pair of systems A and B, the composite system AB consists of
two parts, each of which with its own, well-defined energy. The joint trans-
formations in Transf (AB) will be interpreted as operations that preserve
the energy of the first part and the energy of the second part.
The advantage of this effective description is that we need not specify
the constraints: in principle, every linear constraint can fit into the frame-
work. In this way, we can circumvent the thorny issue of defining the
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notion of Hamiltonian in GPTs [176] (cf. section 5.6): in the effective de-
scription, we can simply regard each effective system as a system with
trivial Hamiltonian, which assigns the same energy to all states of the sys-
tem. Moreover, since effective system have the same operational structure
of unconstrained ones, we can forget we are dealing with constrained sys-
tems, and treat them as ordinary ones. This is why we call them “effective
systems”. When dealing with microcanonical systems, one should always
bear in mind that they arise from a constraint on the energy of the system,
but for simplicity we will not mention this explicitly henceforth.
5.1.2 The principle of equal a priori probability
Let us now move to the equal a priori probability principle, according to
which one should assign the same probability to all the microstates of
the system compatible with a given macroscopic constraint. But what
are the microstates? To understand it, let us see what happens in clas-
sical and quantum theory. In classical theory, they are the points in the
phase space; in quantum theory they are vectors in the Hilbert space.
In both cases they are normalised pure states. Therefore it is natural for
us to define microstates as normalised pure states, representing those pre-
parations of the system that are both deterministic and maximally fine-
grained. Then the principle of equal a priori probability states that the
system should be described by a uniform mixture of all deterministic pure
states satisfying the constraint. For example, the microcanonical state of a
finite-dimensional quantum system at energy E is described by the dens-
ity matrix χE :=
∫
SE
pE |ψ〉 〈ψ|dψ, where SE is the set of pure states in the
eigenspace corresponding to the eigenvalue E, and pEdψ is the uniform
probability measure over SE. In the effective picture, where we call this
subspace A, the microcanonical state is nothing but the maximally mixed
state χA :=
∫ |ψ〉 〈ψ|dψ where dψ is the uniform probability measure over
the pure states of the system.
In GPTs the key problem is to define what we mean by “equal a priori
probability”, by which we could define the microcanonical state as
χ :=
∫
ψdψ. (5.1.2)
In quantum mechanics there is a canonical choice: the unitarily invariant
probability measure on the pure states of the system. The natural exten-
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Figure 5.1: Two different state spaces. In fig. 5.1a, pure states form a half-
circle. Owing to the limited symmetry of the state space, there is no canon-
ical notion of equal a priori probability on the set of pure states. As such,
there are a lot of invariant states: all the points of the state space on the
symmetry axis. For the set in fig. 5.1b, pure states form a circle, and the
notion of uniform probability distribution is uniquely defined. This means
that there is a unique microcanonical state χ, which is the only invariant
state under all the symmetries of the disk.
sion to GPTs is to consider the probability measures that are invariant un-
der all reversible channels. The problem is, however, that, in general, there
may be more than one invariant probability measure, as illustrated in the
following example.
Example 5.1.4. Consider a system where the state space is a half-disk, like
in fig. 5.1a. Pure states are the states on the half-circle, and they can be
parametrised by a polar angle ϑ ∈ [0,pi]. Now, reversible channels must
be symmetry transformations of the state space. For the half-disk, the only
symmetry transformations are the identity and the reflection across the
vertical symmetry axis (the black dashed line in fig. 5.1a). Hence, every
probability density function that assigns the same value to the points ϑ
and pi − ϑ is guaranteed to be invariant under reversible channels. This
means that the “equal a priori probability” is not unique.
The situation is different if the state space of the system is a full disk, as
illustrated in fig. 5.1b, corresponding to a rebit, a two-level system in real
quantum mechanics [106–109]. In this case, every rotation of the disk is (at
least in principle) a reversible channel of the system. The invariant prob-
ability measure is unique and given by the probability density function
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p (ϑ) = 12pi .
This example shows that there exist probabilistic theories where the no-
tion of “equal a priori probability” on pure states is not uniquely defined.
The physical implications of this is that in general there is not a unique
microcanonical state. Indeed, by eq. (5.1.2), dψ is that invariant probabil-
ity measure on pure states, therefore different choices of dψ correspond to
different microcanonical states. This is of course in contrast with the usual
statistical mechanical treatment, which assumes that the macroscopic con-
straint is enough to determine the equilibrium state. In other words, there
are no further constraints coming from additional conserved quantities
that restrict the evolution of the system in the set of pure states. In order
to formulate the principle of equal a priori probability, we introduce the
following condition.
Condition 5.1.5. For every (finite-dimensional) system there exists a unique
invariant probability measure on normalised pure states.
We saw that some systems do not admit a unique invariant probability
measure, like the one in fig. 5.1a. However, are we sure that at least one
invariant probability measure always exist? The answer is positive, and
now we will show how to construct it. Recall that the group of reversible
channels G is a compact group (cf. subsection 2.3.2), and that compact
groups admit a finite Haar measure h, which can be renormalised so that
h (G) = 1 (see subsection 2.3.2). Now, there is a (continuous) group action
of G on normalised pure states · : GA× PurSt1 (A)→ PurSt1 (A), given by
Uψ, for every U ∈ GA, and every ψ ∈ PurSt1 (A). The idea is to induce
a probability measure on the set of normalised pure states from the Haar
probability measure on GA. To do this, let us fix a normalised pure state
ψ0 in the action of GA, and consider the function Fψ0 : GA → PurSt1 (A)
such that U 7→ Uψ0. Since Fψ0 is continuous, we can induce a probability
measure µψ0 on PurSt1 (A) (called the “image measure” [139]) by setting
µψ0 (S) := h
(
F−1ψ0 (S)
)
for every Borel subset of PurSt1 (A). Let us show that this probability
measure µψ0 is invariant under the action of G. We have µψ0 (US) =
h
(
F−1ψ0 (US)
)
, where F−1ψ0 (US) = {V ∈ G : Vψ0 ∈ US}. Now F−1ψ0 (US) =
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UF−1ψ0 (S). To see it, take V ∈ G such that Vψ0 ∈ US. Now, this implies that
U−1Vψ0 ∈ S, so U−1V ∈ F−1ψ0 (S), and clearly V ∈ F−1ψ0 (US) can be writ-
ten as U times an element in F−1ψ0 (S). Therefore F−1ψ0 (US) ⊆ UF−1ψ0 (S). To
show the other inclusion, take V ∈ G such that Vψ0 ∈ S. Clearly UVψ0 ∈
US, so F−1ψ0 (US) ⊇ UF−1ψ0 (S), and therefore F−1ψ0 (US) = UF−1ψ0 (S). In con-
clusion
µψ0 (US) = h
(
UF−1ψ0 (S)
)
= h
(
F−1ψ0 (S)
)
= µψ0 (S) ,
where we have used the invariance of the Haar probability measure h.
This shows that the image probability measure µψ0 on PurSt1 (A) is in-
variant under reversible channels. This means that there always exists an
invariant probability measure on normalised pure states.
Condition 5.1.5 enforces the uniqueness of such a measure. By its very
definition µψ0 depends on the pure state ψ0 we fix, so in general we ex-
pect that different choices of ψ0 will result in different invariant probability
measures on the set of normalised pure states. Let us examine this issue
in greater detail. Consider now ψ′0 such that ψ′0 = Uψ0 for some U ∈ G.
What is the relationship between µψ0 and µψ′0? To answer the question, we
need to understand how to write F−1
ψ′0
(S) in terms of F−1ψ0 (S) for any Borel
set S. We have F−1
ψ′0
(S) = F−1ψ0 (S)U−1. To see it, consider V ∈ G such that
Vψ′0 ∈ S, which means VUψ0 ∈ S. Therefore V can be written as an ele-
ment of F−1ψ0 (S) (i.e. VU ) times U−1. This shows F−1ψ′0 (S) ⊆ F
−1
ψ0
(S)U−1 .
To prove the other inclusion, consider V ∈ G such that Vψ0 ∈ S, and let us
show that VU−1 is such that VU−1ψ′0 ∈ S. This is immediate, as ψ′0 = Uψ0.
This proves that F−1
ψ′0
(S) ⊇ F−1ψ0 (S)U−1, so F−1ψ′0 (S) = F
−1
ψ0
(S)U−1. Hence
µUψ0 (S) = h
(
F−1Uψ0 (S)
)
= h
(
F−1ψ0 (S)U−1
)
= h
(
F−1ψ0 (S)
)
= µψ0 (S) ,
where we have used the invariance properties of the Haar probability
measure once more. This shows that pure states in the same orbit of the
group action generate the same invariant probability measure. Therefore
having a unique orbit (i.e. a transitive action) is a sufficient condition to
have a unique invariant probability measure on normalised pure states
(and hence a unique microcanonical state).
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This condition is necessary too. To prove it, suppose there is more than
one orbit, and take a pure state ψ0 in an orbit, and another ψ′0 in a different
one. Let us show that the induced probability measures are different. Take
S to be the orbit Gψ0 of ψ0; since the action is continuous, this is a closed
set, hence a Borel set. Then F−1ψ0 (Gψ0) = {U ∈ G : Uψ0 ∈ Gψ0} = G, by
definition of orbit of ψ0. Hence µψ0 (Gψ0) = h (G) = 1. On the other hand,
for the same orbit Gψ0, we have F−1ψ′0 (Gψ0) = {U ∈ G : Uψ
′
0 ∈ Gψ0} = ∅,
because orbits are disjoint sets, so there are no elements in the orbits of ψ′0
also in the orbit of ψ0. Hence µψ′0 (Gψ0) = h (∅) = 0. In conclusion, we
have found a set to which the probability measures generated by ψ0 and
ψ′0 assign different values, therefore they are different measures.5
To summarise: an invariant probability measure on PurSt1 (A) always
exists, and it is unique if and only if the action of reversible channels is
transitive on PurSt1 (A). We collect all these remarks in the following the-
orem.
Theorem 5.1.6. For every finite system A, the following are equivalent:
1. Condition 5.1.5 is satisfied.
2. For every pair of normalised pure states, there exists a reversible channel
connecting them.
Note that enforcing the uniqueness of the invariant probability meas-
ure on normalised pure states leads to a non-trivial requirement—transitivity—,
which has appeared several times, either directly or indirectly, in various
reconstructions of quantum theory [61, 68, 70, 83, 84, 86]. Theorem 5.1.6
provides one more motivation for this condition, this time from a com-
pletely different perspective, a thermodynamic one. The transitivity re-
quirement already appeared in [100] as a requirement for a “canonical re-
source theory of purity” in the context of the duality between pure-state
entanglement and purity in GPTs.
Note that transitivity means that, at least in principle, the dynamics
allowed by the physical theory enable one to explore the entire set of nor-
5In fact, we can say even more: the probability measures associated with different
orbits are mutually singular [139]: there exist two complementary subsets of PurSt1 (A),
one with zero probability for one measure, and the other with zero probability for the
other. This means that the two probability measures “live on disjoint sets”.
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malised pure states compatible with the macroscopic constraint on the en-
ergy, a fact that is often assumed or remarked in textbook presentations
about the microcanonical ensemble [7].
We finish this subsection by noting that sharp theories with purific-
ation, having a transitive action (see section 4.1), satisfy condition 5.1.5.
With these theories we are on the right track to have a sensible microca-
nonical thermodynamics.
5.1.3 The microcanonical state
Once we know that condition 5.1.5 holds in a physical theory, we can
use eq. (5.1.2) to construct the microcanonical state, where now dψ is the
unique invariant probability measure over the normalised pure states of
a system. The convexity of the state space guarantees that the microca-
nonical state is indeed a state. Moreover, since the state space is finite-
dimensional, thanks to Carathéodory’s theorem for convex geometry [140,
141], it is possible to replace the integral in eq. (5.1.2) with a finite sum.
This means that the microcanonical state can (in principle) be generated
by picking pure states at random from a finite set.
The following proposition highlights two important properties of the
microcanonical state.
Proposition 5.1.7. The microcanonical state χ satisfies the following two prop-
erties:
1. it is invariant under all reversible channels of the system;
2. it can be generated from any normalised pure state by a fixed random re-
versible dynamic.
Proof. Let us prove the two properties.
1. For every reversible channel U , one has
Uχ =
∫
Uψdψ =
∫
ψ′ d
(
U−1ψ′
)
=
∫
ψ′ dψ′ = χ, (5.1.3)
where we have defined ψ′ := Uψ, and we have used the invariance
of the probability measure dψ.
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2. Consider the transformation T = ∫G U dU , where dU is the Haar
probability measure on the group of reversible channels. T is a chan-
nel because
uT =
∫
G
uU dU = u
∫
G
dU = u.
The channel T maps every normalised pure state ψ to the microca-
nonical state: indeed, one has
T ψ =
∫
G
UψdU = χ,
like in eq. (5.1.3). Since we are working with finite-dimensional sys-
tems, the integral in the definition of T can be replaced by a finite
convex combination of reversible channels, by Carathéodory’s the-
orem. Clearly, this writing of T does not depend on the pure state
ψ it is applied to. Therefore, there is a fixed convex combination of
reversible channels—a random reversible dynamic—such that when
it is applied to any pure state, it yields the microcanonical state.
Property 1 expresses the fact that the microcanonical state is an equi-
librium state, in the sense that it does not evolve under any of the revers-
ible dynamics compatible with the macroscopic constraint. Note that the
notion of equilibrium here is different from the notion of thermal equi-
librium, which refers to interactions with an external bath. This is rather
a dynamical equilibrium: the probability assignments to pure states made
in the definition of the microcanonical state are stable under all possible
evolutions of the system.
By condition 5.1.5 we are dealing with GPTs with transitive action of
reversible channels on pure states, and they have a unique invariant state
(cf. proposition 2.3.27). Thus property 1 identifies microcanonical states
with the invariant states of those GPTs: looking for the microcanonical
state is equivalent to searching for the invariant state. In the following,
given the overall thermodynamic character of this chapter we will stick to
“microcanonical states” as terminology.
Example 5.1.8. In fig. (5.1b) we showed the state space of a rebit, a disk,
which admits a unique invariant probability density function on pure states.
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In this case the microcanonical state is the unique invariant state under all
the symmetries of the disk, namely its centre.
In any sharp theory with purification, given any pure maximal set
{αi}di=1 the microcanonical state is the invariant state, diagonalised as
χ =
1
d
d
∑
i=1
αi. (5.1.4)
In quantum theory, the microcanonical state is the maximally mixed state
1
d 1.
It is worth noting that eq. (5.1.4) is often taken as the definition of mi-
crocanonical state in quantum statistical mechanics [6, 7]. According to it,
the microcanonical state is defined as the uniform mixture of orthonormal
basis states of the eigenspace of the fixed energy. Proposition 4.4.5 shows
that a similar definition is possible in every sharp theory with purifica-
tion. One might be tempted to use eq. (5.1.4) to define the microcanonical
state in arbitrary physical theories. However, the fact that the state result-
ing from the uniform mixture of the αi’s is independent of the choice of
maximal set is not guaranteed to hold in every theory. Moreover, in gen-
eral there is no relationship between the writing of eq. (5.1.4) and that of
eq. (5.1.2). For this reason, we prefer to stick to eq. (5.1.2), and define the
microcanonical state as the uniform mixture of all pure states with a given
energy, rather than the uniform mixture of a particular pure maximal set.
From a physical angle, the uniform mixture of all pure states represents the
result of fully uncontrolled, but energy conserving fluctuations in the ex-
perimental setup. This describes the situation of a total lack of knowledge
besides the knowledge of the value of the energy: not even the “energy
eigenbasis”—the pure maximal set {αi}di=1—is known.
Property 2 instead refers to the fact that the system can, at least in prin-
ciple, be brought to equilibrium, so there exists a sort of thermalisation
process. Physically, the fact that this process is a random reversible one
can be interpreted as a situation where the experimenter has no full con-
trol on the preparation, but has control on the dynamics of the system,
maybe through some classical control fields [100]. In this picture, prop-
erty 2 guarantees that the experimenter can prepare the microcanonical
state by drawing the parameters of their control fields at random. Further
along this line, one can also imagine scenarios where the randomisation
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occurs naturally as a result of fluctuations of the fields. Property 2 is im-
portant for the resource-theoretic approach (section 5.2), because it guar-
antees that the microcanonical state is “easy to prepare”, therefore it can
be rightfully considered a free state. Indeed we can reach the microcanon-
ical state χ from any state ρ, even from mixed states. This follows from the
linearity of T , because every ρ can be written as a convex combination of
pure states; therefore T ρ = χ.
5.1.4 Composition of microcanonical states
At the level of single systems, condition 5.1.5 guarantees the existence of
a microcanonical state. But how does the microcanonical state behave un-
der the composition of systems? It is important to answer this question
because, from the operational point of view, it is natural to consider scen-
arios where the experimenter has more than one system at their disposal.
This aspect is not so stressed in traditional textbook presentations of stat-
istical mechanics, where the composition of microcanonical systems (done
fixing only the global energy, therefore differently from us) is only men-
tioned to show that in the thermodynamic limit if a composite system is in
the microcanonical state, so are its components [6, 7].
Here we want to take a closer look at the composition of microcanon-
ical systems, according the rules of eq. (5.1.1). Composition is especially
important in the context of resource theories, where it is natural to ask
how resources interact when combined together. Think for example of the
quantum resource theory of noisy operations [36, 37, 177]. There microca-
nonical states are treated as free. Since the experimenter can generate the
microcanonical states χA and χB at no cost, then they can generate the
product state χA ⊗ χB at no cost too.
If we insist that microcanonical states are the only free states in a resource-
theoretic treatment of microcanonical thermodynamics, the product state
χA ⊗ χB of two microcanonical states must be the microcanonical state
χAB of the composite system AB. This is consistent with the intuitive
interpretation of the microcanonical state as “the state of minimum in-
formation compatibly with the constraints”. In other words, if one has
minimum information on the parts of a system, then one has minimum
information about the whole. This is indeed the case in quantum theory,
where the product of two maximally mixed states is maximally mixed:
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1
dA
1⊗ 1dB 1 = 1dAB 1.
Recall that here we are dealing with effective systems, with their cor-
responding constraints. For energy constraints, the composite of two ef-
fective systems A and B is defined as a system consisting of two parts, each
constrained to a specific value of the energy. Consistently with this inter-
pretation, the microcanonical state of system AB is the “maximally mixed
state” in the set of states with fixed local energies. It is therefore natural
to require that minimum information about the parts should imply min-
imum information about the whole.
Condition 5.1.9. The microcanonical state of a composite system is the
product of the microcanonical states of its components. In formula:
χA ⊗ χB = χAB, (5.1.5)
for every pair of effective systems A and B.
We call eq. (5.1.5) the condition of informational equilibrium. Note that,
again, here we are not referring to thermal equilibrium between the two
subsystems. This is clear from the fact that we do not allow an energy flow
between the two systems A and B. Instead, we allow a flow of information,
implemented by the joint dynamics of the composite system AB.
It is natural to ask which physical principles guarantee the condition
of informational equilibrium. One such principle is Local Tomography,
as shown in [67, 84]. However, Local Tomography is not necessary for
informational equilibrium. Indeed quantum theory on real Hilbert spaces
violates Local Tomography, but still satisfies the condition of informational
equilibrium. As already stressed, in our analysis we will not assume Local
Tomography in our set of physical principles. Nevertheless, our principles
of sharp theories with purification guarantee the validity of the condition
of informational equilibrium, which is the really important condition to
set up a sensible theory of (microcanonical) thermodynamics.
Example 5.1.10. Sharp theories with purifications satisfy the condition of
informational equilibrium [105]. To prove it, consider two systems A and
B, and pick two pure maximal sets for A and B respectively, say{αi}dAi=1
and
{
β j
}dB
j=1. Then, the product set
{
αi ⊗ β j
}
i∈{1,...,dA},j∈{1,...,dB} is maximal
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for the composite system AB, by proposition 4.4.8. Using the decomposi-
tion (5.1.4), we obtain
χAB =
1
dAB
dA
∑
i=1
dB
∑
j=1
αi ⊗ β j = 1dAdB
(
dA
∑
i=1
αi
)
⊗
(
dB
∑
i=1
β j
)
= χA ⊗ χB,
where we have used the information locality condition dAB = dAdB (again
proposition 4.4.8). In summary, sharp theories with purification satisfy
our two conditions for the general microcanonical framework.
Now we are ready to extend the microcanonical framework from quantum
and classical theory to general physical theories.
Definition 5.1.11. An OPT, interpreted as a theory of effective systems, is
microcanonical if conditions 5.1.5 and 5.1.9 are satisfied.
Physically, a microcanonical theory is a theory where:
1. every system has a well-defined notion of uniform mixture of all
pure states;
2. uniform mixtures are stable under parallel composition of systems.
Microcanonical theories provide the foundation for the definition of three
important resource theories, analysed in the following sections.
5.2 Three microcanonical resource theories
In this section we study three different notions of state convertibility in
microcanonical theories. We adopt the resource-theoretic framework of
chapter 3, where one fixes a set of free operations, closed under sequential
and parallel composition. As we saw in section 3.2, the basic question in
the resource-theoretic framework is whether a given state ρ can be trans-
formed into another state σ by means of free operations. This gives rise to
a preorder between states, denoted as6 ρ F σ, where F is the set of free
operations. In the following we define three resource theories for microca-
nonical thermodynamics.
6Here we adopt the notation F for the preorder, instead of the notation % of sec-
tion 3.2, because of the analogy with the notation for majorisation, as we will become
clear in section 5.3.
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5.2.1 The RaRe resource theory
Our first resource theory takes random reversible channels [100, 178–181]
as free operations.
Definition 5.2.1. A random reversible (RaRe) channel on system A is a chan-
nel R of the form R = ∑i piUi, where {pi} is a probability distribution
and Ui is a reversible channel on system A for every i.
Physically, RaRe channels are the operations that can be implemented
with limited control over the reversible dynamics of the system: if the
dynamics are subject to random fluctuations, the lack of control on these
fluctuations gives rise to a RaRe channel.
We already encountered a RaRe channel in proposition 5.1.7 as the
channel enacting the “thermalisation” process, i.e. mapping every pure
state to the microcanonical state. From this point of view, it is fairly natural
to take RaRe channels as free operations. Moreover, from a more mathem-
atical perspective, RaRe channels have all the properties required of free
operations: the identity channel is RaRe, the sequential composition of
two RaRe channels is a RaRe channel, and so is the parallel composition.
We call the resulting resource theory the RaRe resource theory and we de-
note the corresponding preorder by RaRe.
Note that, in principle, the RaRe resource theory can be formulated
in every GPT, even those that do not satisfy conditions 5.1.5 and 5.1.9, be-
cause there is no microcanonical state explicitly involved in the definition
of RaRe channels. Such generality, however, comes at a price: from the
structure of RaRe channels we cannot infer free states by taking the input
system of a free operation to be the trivial system. Indeed, RaRe chan-
nels have the same input and output system, so taking the input system
to be trivial makes the channel itself trivial. Therefore, strictly speaking,
the RaRe resource theory has no free states. As explained in section 3.2, if
we want to add free states, we have to look for almost free states. Now,
assume the theory on which RaRe channels are defined satisfies condi-
tion 5.1.5 and 5.1.9.
By proposition 5.1.7 we know that T ρ = χ for every ρ, where T is the
RaRe thermalisation channel, and χ the microcanonical state. This clearly
means that ρ RaRe χ for every ρ. Therefore all states equivalent to χ in
the preorder RaRe will be the minima as resources. Now, for a state ρ to
be equivalent to χ, it must be χ RaRe ρ. This means that there exists a
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RaRe channel R such that Rχ = ρ. Since χ is an invariant state, Rχ = χ,
therefore there is only χ in its equivalence class. This means that there is
a unique almost free state, the microcanonical state χ. It is stable under
tensor product, so the construction presented in section 3.2 tells us that
in microcanonical theories we can rightfully consider the microcanonical
state as a free state, even though we cannot derive it from the structure of
free operations [35].
On the other extreme we have pure states, which are the maximum
resource. First of all, they are all equivalent resources thanks to transitiv-
ity: reversible channels are a special case of RaRe channels. Then take any
pure state ψ, and any state ρ. ρ can always written as a (possibly trivial)
convex combination of pure states ψi: ρ = ∑i piψi. Because of the transit-
ive action of reversible channels on pure states, there exist some reversible
channels Ui such that ψi = Uiψ, whence ρ can be written as
ρ =∑
i
piUiψ.
This means that ψ RaRe ρ for any pure state ψ and any state ρ.
5.2.2 The noisy resource theory
Whilst the RaRe resource theory can be defined in every OPT, we now dis-
cuss a second resource theory that can only be defined in physical theories
satisfying conditions 5.1.5 and 5.1.9. In this resource theory, free opera-
tions mimic a thermalisation process, and are generated by the following
three processes:
1. bringing in an ancillary system in the microcanonical state;
2. letting the target system and the “thermal” ancilla jointly evolve to-
gether;
3. removing the “thermal” ancilla.
More precisely, these operations, usually called “noisy” [36, 37, 177], are
defined as follows.
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Definition 5.2.2. A channel B, from system A to system A′, is a basic noisy
operation if it can be written as7
A B A′ =
A
U
A′
χ E E
′ u
, (5.2.1)
where E and E′ are suitable systems such that AE ≈ A′E′, and U is a
reversible channel.
Note that, if we take A to be the trivial system, harnessing the invari-
ance of the microcanonical state under reversible channels, we obtain that
the microcanonical state is a free state from the very expression of basic
noisy operations.
Definition 5.2.2, unlike RaRe channels, does not rely on the availability
of external sources of randomness: all the randomness is accounted for
in the preparation of the microcanonical state in the right-hand side of
eq. (5.2.1). In other words, an external microcanonical state becomes the
source of “thermalisation” for the target system, instead of the random
fluctuations of reversible dynamics in the case of the RaRe resource theory.
Definition 5.2.2 uses the term “basic noisy operation” instead of the
customary “noisy operation” to account for a mathematical subtlety which
will arise in subsection 5.2.4: the set of basic noisy operations is gener-
ally not topologically closed. In quantum theory, for example, there exist
counterexamples where the limit of a sequence of basic noisy operations is
not a basic noisy operation [182]. It is then convenient to take the closure
of the set of basic noisy operations.
Definition 5.2.3. A channel N is a noisy operation if it is the limit of a se-
quence of basic noisy operations {Bn}.
The set of noisy operations satisfies all the requirements for being a
set of free operations: the identity is a noisy operation, and the parallel
and sequential composition of two noisy operations are noisy operations,
thanks to the condition of informational equilibrium. The resource the-
ory where the set of free operations is the set of noisy operations will be
called the noisy resource theory. The corresponding preorder on states will
be denoted by noisy.
7Again, here Causality is assumed for convenience, it is possible to put forward a
definition of noisy operations also in non-causal theories [105].
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5.2.3 The unital resource theory
In the third resource theory, the set of free operations includes all the op-
erations that transform microcanonical states into microcanonical states.
This is the largest set of free operations compatible with χ being the free
state, as described in chapter 3. These channels, called unital, are the most
general operations that do not create resources out of free states. Mathem-
atically, they are defined as follows.
Definition 5.2.4. A channel D from system A to system A′ is called unital
if DχA = χA′ .
Unital channels are the operational generalisation of doubly stochastic
matrices in classical probability theory [112, 183, 184].
Note that, by condition 5.1.9, all free states of a composite system are of
the product form, therefore, focusing on resource-non-generating opera-
tions is enough, they are automatically completely resource-non-generating.
If A is the trivial system, the preparation of the microcanonical state is a
(free) unital channel, so we recover that the microcanonical state is free.
The set of unital channels enjoys all the properties required of a set of
free operations: the identity is a unital channel, and thanks to the condi-
tion of informational equilibrium, the sequential and parallel composition
of unital channels is a unital channel. The resource theory where free op-
erations are unital channels will be called the unital resource theory. The
corresponding preorder on states will be denoted by unital.
5.2.4 Inclusion relations
Let us highlight the relations between the three sets of free operations
defined so far. First, RaRe channels are examples of unital channels. This is
clear because every RaRe channel can be written as a mixture of reversible
channels, each of which preserves the microcanonical state.
Rχ =∑
i
piUiχ =∑
i
piχ = χ
Hence, we have the inclusion
RaRe ⊆ Unital. (5.2.2)
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In classical probability theory, the inclusion is actually an equality, as a
consequence of Birkhoff’s theorem [112, 185]. Remarkably, in quantum
theory there exist unital channels that are not random unitary, meaning
that the inclusion (5.2.2) is generally strict. The simplest example is due to
Landau and Streater [183].
We have seen that all RaRe channels are unital. Noisy operations are
unital too.
Proposition 5.2.5. Every noisy operation is unital.
Proof. Suppose that B is a basic noisy operation, written as in eq. (5.2.1).
Then, one has
χ A B A′ =
χ A
U
A′
χ E E
′ u
= χ
A
U
A′
E E′ u
=
= χ
A′
E′ u
=
χ A
′
χ E
′ u
= χ A
′
,
having used the condition of informational equilibrium (5.1.5), the invari-
ance of the microcanonical state χAE under reversible channels.8 Hence,
every basic noisy operation is unital. Taking the closure, one gets that all
noisy operations are unital.
In summary, one has the inclusion
Noisy ⊆ Unital. (5.2.3)
The inclusion is strict in quantum theory, where Haagerup and Musat
found examples of unital channels that cannot be realised as noisy op-
erations [186].
It remains to understand the relation between RaRe channels and noisy
operations. In quantum theory, the set of noisy operations (strictly) con-
tains the set of RaRe channels as a proper subset [182]. In a generic theory,
however, this inclusion relation need not hold.
8To be precise, here we have used the fact that UχAE = χA′E′ , taking advantage of the
fact that AE ≈ A′E′, so AE and A′E′ can be treated for all practical purposes as though
they were the same system.
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Unital
RaRe
Noisy
Figure 5.2: The most general inclusions between the three sets of free
operations. At this stage we cannot say anything about the intersection
between RaRe channels and noisy operations.
Example 5.2.6. As a counterexample, consider a theory where, besides the
SWAP, only local reversible channels are allowed, like in PR boxes [187]. In
this case, noisy operations on a given system A are just reversible channels.
Indeed
A B A =
A U A
χ E V E u
= A U A ,
where we have used the invariance of χ and the fact that it is a normal-
ised state. In this theory, noisy operations are strictly contained in RaRe
channels.
The inclusions (5.2.2) and (5.2.3) are the most general result one can de-
rive from the definitions alone. The general situation is depicted in fig. 5.2.
To go further, we need to introduce axioms, which we will do in the next
subsection for sharp theories with purification.
Inclusion relations in sharp theories with purification
In sharp theories with purification, one can establish an inclusion between
RaRe channels and noisy operations, the same we have in quantum the-
ory. To obtain this result, we first restrict our attention to rational RaRe
channels, i.e. RaRe channels of the form R = ∑i piUi where each pi is a
rational number. With this definition, we have the following lemma.
Lemma 5.2.7. In every sharp theory with purification, every rational RaRe chan-
nel is a basic noisy operation.
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Proof. LetR be a rational RaRe channel, written as
R =∑
i
ni
n
Ui,
with ni ≥ 0 and ∑i ni = n. Let B be an n-dimensional system, and pick the
pure maximal set
{
β j
}n
j=1. Let C be the channel from AB to A, defined as
C =
n
∑
j=1
Vj ⊗ β†j ,
where
{Vj}nj=1 are n reversible channels on A, with n1 of them equal to
U1, n2 equal to U2, and so on. Since the theory satisfies Purification, the
channel C has a reversible dilation [67, 71], namely
A
C
A
B
=
A
U
A
B
γ C C
′ u
,
where C and C′ are suitable systems, γ is a pure state, and U is a reversible
channel. Now, by construction we have
A
U
A
β j B
γ C C
′ u
=
A
C
A
β j B
= A Vj A ,
for every j ∈ {1, . . . , n}. Since Vj is reversible, the joint map must factorise
(corollary 4.1.12):
A
U
A
β j B
γ C C
′
=
A Vj A
γj C
′
, (5.2.4)
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for some pure state γj of system C′. Composing both sides with V−1j on
the left, and with U−1 on the right we obtain
A V−1j A
β j B
γ C
=
A
U−1
A
B
γj C
′ C
. (5.2.5)
Now we can feed the expression for γj in terms of U from eq. (5.2.4) to the
input of U−1 in eq. (5.2.5), getting
A
U
A
β j B B
γ C C
′ C
A
U−1
A
=
A Vj A
β j B
γ C
A V−1j A
(5.2.6)
where most of the right-hand side comes from the left-hand side of eq. (5.2.5).
At this point, we define the pure transformation
A
P
A
B B
A A
:=
A
U
A
B B
γ C C
′ C γ†
A
U−1
A
.
By eq. (5.2.6) P satisfies the relation
A
P
A
β j B B
A A
=
A Vj A
β j B
A V−1j A
,
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for all values of j. Using this relation and the expression of χB in terms of
the βx’s, we can reconstructR from P :
A
P
A
χ B B u
χ A A u
=
1
n
n
∑
j=1
A
P
A
β j B B u
χ A A u
=
=
1
n
n
∑
j=1
A Vj A
β j B u
χ A V−1j A u
=
1
n
n
∑
j=1
A Vj A =
= A R A , (5.2.7)
where we have used the fact that ∑nj=1 Vj = ∑i niUi. Finally, let us show
that P is a channel. To this end, it is enough to show that uP = u (see
proposition 2.3.7). This property is satisfied if and only if (u|P|χ) = 1,
because every state lies in some convex decomposition of χ (see proposi-
tion 2.3.27). By the condition of informational equilibrium and eq. (5.2.7),
we have
χ
A
P
A u
B B u
A A u
=
χ A
P
A u
χ B B u
χ A A u
= χ A R A u = 1 ,
so P is a channel. Since every pure channel on a fixed system (here ABA)
is reversible [67], P is reversible. Hence, eq. (5.2.7) shows thatR is a basic
noisy operation, with environment E = BA, and reversible channel P .
In quantum theory, this statement is quite immediate, as pointed out
in [37]: a generic RaRe channel with rational probabilities
{ni
n
}r
i=1 and
unitary gates {Ui}ri=1 can be realised as the basic noisy operation
B (ρ) := tranc
[
U
(
ρ⊗ 1
n
1
)
U†
]
,
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where tranc is the partial trace on the n-dimensional system used as ancilla,
and U is the control-unitary gate
U :=
n
∑
j=1
Vj ⊗ |j〉 〈j| ,
{|j〉}nj=1 being an orthonormal basis for the ancillary system, and
{
Vj
}n
j=1
being a list of unitary gates, n1 of which are equal to U1, n2 equal to U2,
and so on.
The proof of lemma 5.2.7 shows that the situation is in general more
complicated in sharp theories with purification. The reason is that the
simple construction of quantum theory based on control-unitary channels
cannot be carried over. The analogue of the control-unitary U is a control-
reversible transformation, which performs a reversible transformation on
the target system depending on the state of a control system [114]. How-
ever, in section 5.8 we will show that not every sharp theory with purific-
ation admits control-reversible transformations. Specifically, the existence
of control-reversible transformations is equivalent to a non-trivial prop-
erty of the dynamics, which we will call “unrestricted reversibility” [105].
The non-trivial content of lemma 5.2.7 is that the inclusion of rational RaRe
channels in noisy operations holds in every sharp theory with purification,
without the need to assume unrestricted reversibility or the existence of
control-reversible transformations.
Now, since rational RaRe channels are dense in the set of RaRe chan-
nels, and since the set of noisy operations is closed (see definition 5.2.3),
we obtain the following theorem.
Theorem 5.2.8. In every sharp theory with purification, RaRe channels are noisy
operations.
This theorem is important from a physical point of view, for it states
that the “thermalisation” RaRe channel in proposition 5.1.7 can be regarded
as a physical “thermalisation” process in which a system is put into contact
with a “thermal bath” (the microcanonical state), and left there to “therm-
alise”.
Note that the inclusion of RaRe channels in the set of noisy operations
is generally strict: for example, in quantum theory there exist noisy oper-
ations that are not RaRe channels [182] . In summary, we have the inclu-
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RaRe
Noisy
Unital
Figure 5.3: Inclusion relations between the three sets of free operations in
sharp theories with purification.
sions
RaRe ⊆ Noisy ⊆ Unital, (5.2.8)
illustrated in fig. 5.3. These inclusions imply the relations
ρ RaRe σ =⇒ ρ noisy σ =⇒ ρ unital σ,
valid for every pair of states ρ and σ of the same system.9 Note that the
unital relationunital is the weakest, i.e. the easiest to satisfy, whereas RaRe
convertibility is the strongest. Starting from RaRe convertibility we can
already characterise the states that are extremal in all the three preorders.
In subsection 5.2.1 we already saw that ρ RaRe χ for every ρ. This clearly
implies that ρ noisy χ and ρ unital χ, so the microcanonical state is the re-
source with minimum value according all the three preorders. This should
not surprise, since it is a free state (or can be regarded as such) for all the
three resource theories. At the other extreme, we also saw that for every
pure state ψ and every state ρ, ψ RaRe ρ, and that pure states are all equi-
valent to each other in the RaRe resource theory. By the inclusions (5.2.8),
these properties carry over to the other two resource theories.
9Since RaRe channels have the same input and output system, we will restrict
ourselves to state convertibility in the same system, so as to be able to compare the con-
vertibility properties under all three resource theories.
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5.3 Majorisation and unital channels
From this section on, we will always work in sharp theories with purific-
ation, even when we do not state it explicitly. We know that in these the-
ories states can be diagonalised (see section 4.4), so we wonder whether
their spectra (i.e. the vectors of their eigenvalues) play any role in determ-
ining the convertibility properties for the three resource theories, like in
quantum theory [37]. Indeed, in general, determining when a state ρ can
be converted into a state σ is a hard task, because it involves checking
all possible free operations in order to find out if a transition is possible.
Therefore a practical criterion that depends only on the two states is highly
desirable. Here, we will explore the role of majorisation in this respect,
which will provide us with a necessary and sufficient condition for the
unital preorder.
In a broad sense, unital channels are the generalisation of doubly stochastic
matrices, and in sharp theories with purification there is a more explicit
connection.
Lemma 5.3.1. Let D be a unital channel on system A, and let {αi}di=1 and{
α′i
}d
i=1 be two pure maximal sets of A. Then, the matrix D with entries Dij :=(
α′†i
∣∣D∣∣αj) is doubly stochastic.
Proof. Every entry Dij is a probability, so it is non-negative. Moreover, one
has
d
∑
i=1
Dij =
d
∑
i=1
(
α′†i
∣∣∣D∣∣∣αj) = (u∣∣D∣∣αj) = tr αj = 1,
for all j = 1, . . . , d, where we have used the fact that the effects
{
α′†i
}d
i=1
form an observation-test (proposition 4.4.7), and that D is a channel, so
uD = u. Finally, one has
d
∑
j=1
Dij =
d
∑
j=1
(
α′†i
∣∣∣D∣∣∣αj) = d (α′†i ∣∣∣D∣∣∣χ) = d (α′†i ∣∣∣χ) = d · 1d = 1,
for all i = 1, . . . , d, where we have used proposition 4.4.5, and the fact that
unital channels leave χ invariant. In conclusion we have shown that D is
doubly-stochastic.
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This lemma is a generalisation of lemma 4.4.11, which can be obtained
by taking D to be the identity channel I .
Vice versa, every doubly stochastic matrix defines a unital channel.
Lemma 5.3.2. Let D be a d × d doubly stochastic matrix, and let {αi}di=1 and{
α′i
}d
i=1 be any two pure maximal sets of system A. Then, the channel defined by
D := ∑dj=1
∣∣ρj) (α†j ∣∣∣, with ρj := ∑di=1 Dijα′i, is unital.
Proof. The transformation D is a measure-and-prepare channel: it can be
implemented by performing the observation-test
{
α†j
}d
j=1
and by prepar-
ing the state ρj conditionally on outcome j. Moreover, one has
Dχ =
d
∑
j=1
ρj
(
α†j
∣∣∣χ) = 1
d
d
∑
j=1
d
∑
i=1
Dijα′i =
1
d
d
∑
i=1
α′i = χ,
the third equality following from the definition of doubly stochastic mat-
rix, and the fourth from the diagonalisation of the state χ (proposition 4.4.5).
Lemmas 5.3.1 and 5.3.2 establish a direct connection between unital
channels and doubly stochastic matrices. Using this connection now we
show that the ability to convert states in the unital resource theory is com-
pletely determined by a suitable majorisation criterion. Let us start by
recalling the definition of majorisation [112].
Definition 5.3.3. Let x and y be two generic vectors inRd. One says that x
majorises y, denoted x  y, if, when the entries of x and y are rearranged
in decreasing order, one has
k
∑
i=1
xi ≥
k
∑
i=1
yi k = 1, . . . , d− 1
and
d
∑
i=1
xi =
d
∑
i=1
yi.
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Majorisation can be equivalently characterised in terms of doubly stochastic
matrices: one has x  y if and only if y = Dx, where D is a doubly
stochastic matrix [112, 188]. The idea is that y  x if y is “more random”
than x.
In every sharp theory with purification, majorisation is a necessary and
sufficient condition for convertibility under unital channels.
Theorem 5.3.4. Let ρ and σ be normalised states, and let p and q be their spectra
respectively. The state ρ can be converted into the state σ by a unital channel if
and only if p  q.
Proof. Let ρ = ∑dj=1 pjαj and σ = ∑
d
j=1 qjα
′
j be diagonalisations of ρ and σ
respectively. We first show that ρ unital σ implies p  q. Since σ = Dρ,
with D unital channel, one has
d
∑
j=1
qjα′j =
d
∑
j=1
pjDαj
Applying α′†i to both sides, we obtain
qi =
d
∑
j=1
pj
(
α′†i
∣∣∣D∣∣∣αj) =: d∑
j=1
Dij pj, (5.3.1)
where we have set Dij :=
(
α′†i
∣∣D∣∣αj). Now, the Dij’s are the entries of
a doubly stochastic matrix D by lemma 5.3.1. Hence, eq. (5.3.1) implies
p  q.
To prove sufficiency, suppose that p  q and let D be a doubly stochastic
matrix such that q = Dp. Define the measure-and-prepare channel D :=
∑dj=1
∣∣ρj) (α†j ∣∣∣, with ρj := ∑di=1 Dijα′i. By construction, one has
Dρ =
d
∑
j=1
ρj
(
α†j
∣∣∣ρ) = d∑
i=1
α′i
d
∑
j=1
Dij pj =
d
∑
i=1
qiα′i = σ.
Now, the channel D is unital by lemma 5.3.2. Hence, ρ can be converted
into σ by a unital channel.
Note that since RaRe channels and noisy operations are special cases of
unital channels, majorisation is a necessary condition for convertibility in
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the RaRe and noisy resource theories. We will examine when it is sufficient
for RaRe channels in section 5.8. So far we have proved
ρ RaRe σ =⇒ ρ noisy σ =⇒ ρ unital σ ⇐⇒ p  q.
(5.3.2)
Now the relations ψ F ρ F χ, where F denotes any of the three sets of
free operations, can be easily understood in terms of majorisation. Indeed
the spectrum of a pure state is
(
1 0 . . . 0
)T, whereas the spectrum
of the microcanonical state is
( 1
d . . .
1
d
)T, and it is straightforward to
check that 
1
0
...
0
  p 

1
d
...
1
d
 .
5.3.1 Operational characterisation of the eigenvalues
Besides giving a necessary and sufficient condition for the convertibility
under unital channels, majorisation also provides an operational charac-
terisation of the eigenvalues of a state: the eigenvalues are the least ran-
dom probability distribution that can be generated by pure observation-
tests. A similar result was also proved in GPTs satisfying other axioms
in [169, 170, 172].
To prove the main result we need a lemma on the structure of pure
observation-tests.
Lemma 5.3.5. Let {ai}ni=1 be a pure observation-test. Then, for every i ∈
{1, . . . , n}, ai = λiα†i , for some pure state αi, and λi ∈ (0, 1]. Moreover
∑ni=1 λi = d, and n ≥ d. One has n = d if and only if {ai}ni=1 is a pure
sharp measurement.
Proof. Since we can extend the diagonalisation to elements of EffR (A), we
can write ai = λiα†i , and there is one term in the diagonalisation of ai
because it is pure. Being ai an effect, it must be λi ∈ (0, 1], because λi =
(ai|αi). Now let us prove that ∑ni=1 λi = d. By Causality, ∑ni=1 λiα†i = u.
Now consider
1 = tr χ =
n
∑
i=1
λi
(
α†i
∣∣∣χ) = n∑
i=1
λi · 1d ,
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whence ∑ni=1 λi = d. Since λi ≤ 1, we have
d =
n
∑
i=1
λi ≤
n
∑
i=1
1 = n,
so n ≥ d. Now let us prove that n = d if and only if {ai}ni=1 is a pure sharp
measurement. Suppose {ai}ni=1 is a pure sharp measurement, then n = d
by proposition 4.4.7. Conversely, suppose we know that n = d. Then in
this case, the only possibility of having ∑ni=1 λi = d is when λi = 1 for
every i. Therefore all the effects are normalised, and the observation-test
can be rewritten as
{
α†i
}d
i=1 for some pure states {αi}di=1.
Now we are ready to prove the main result. It is useful to introduce the
following notation: given two vectors x ∈ Rn, and y ∈ Rm, let us define
x⊕ y :=
(
x
y
)
, (5.3.3)
which is a vector of Rn+m. This operation is nothing but appending y
under x to create a larger vector.
Proposition 5.3.6. Consider a pure observation-test a = {ai}ni=1 and state ρ.
Let qa ∈ Rn be the vector with entries qa,i = (ai|ρ) for i ∈ {1, . . . , n}. Then if
p is the spectrum of ρ, define p˜ := p⊕ 0, where 0 is the n− d dimensional null
vector. Then qa  p˜.
Note that, since by lemma 5.3.5 n ≥ d, the vector qa and the spectrum
p are not directly comparable in terms of majorisation, because they have
different dimensions, qa being the larger. Therefore, to circumvent the
problem, we make p larger by attaching n− d 0 entries. In this way we get
p˜, which is an n-dimensional vector like qa. Now the let us see the proof,
whose lines will be close to [174, lemma B.1] for quantum theory.
Proof. By lemma 5.3.5, for each ai ∈ {ai}ni=1, we have ai = λiα†i , for some
0 < λi ≤ 1, and for some pure state αi. Consider a diagonalisation of
ρ = ∑dj=1 pjα
′
j. We have
qa,i := (ai|ρ) =
d
∑
j=1
pj
(
ai
∣∣∣α′j) = d∑
j=1
λi pj
(
α†i
∣∣∣α′j) .
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Now, Mij := λi
(
α†i
∣∣∣α′j) are the entries of an n × d matrix M such that
qa = Mp. Clearly Mij ≥ 0 for all i = 1, . . . n, and j = 1, . . . , d. Calculating
∑ni=1 Mij, we have
n
∑
i=1
Mij =
d
∑
i=1
(
λiα
†
i
∣∣∣α′j) = tr α′j = 1, (5.3.4)
whence the column of the matrix M sum to 1. Now let us move to∑dj=1 Mij.
d
∑
j=1
Mij = λi
d
∑
j=1
(
α†i
∣∣∣α′j) = λid (α†i ∣∣∣χ) = λid · 1d = λi ≤ 1 (5.3.5)
If n = d we are done, because in this case λi = 1 for every i (by lemma 5.3.5),
M is doubly stochastic and qa = Mp, whence the thesis.
Now, suppose n > d; we wish to construct an n× n doubly stochastic
matrix D from M, such that we can write qa,i = ∑nj=1 Dij p˜j, where p˜ =
p⊕ 0 is the vector of probabilities defined as
p˜j :=
{
pj 1 ≤ j ≤ d
0 d + 1 ≤ j ≤ n .
Let us define D as
D :=
(
M︸︷︷︸
d columns
1−λ
n−d . . .
1−λ
n−d︸ ︷︷ ︸
n−d columns
)
,
where the last n− d columns are all equal to each other, with their ith entry
equal to 1−λin−d .
Now, D is doubly stochastic. Indeed each entry is non-negative, be-
cause λi ≤ 1 for all i ∈ {1, . . . , n} and n ≥ d. Furthermore,
n
∑
i=1
Dij =
{
∑ni=1 Mij 1 ≤ j ≤ d
n−∑ni=1 λi
n−d d + 1 ≤ j ≤ n
= 1
by eq. (5.3.4), and because ∑ni=1 λi = d (by lemma 5.3.5). Finally
n
∑
j=1
Dij =
d
∑
j=1
Mij +
n
∑
j=d+1
1− λi
n− d = 1,
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having used eq. (5.3.5). Clearly now we have qa,i = ∑nj=1 Dij p˜j, because,
by construction of p˜ and D,
qa =
(
M 1−λn−d . . .
1−λ
n−d
)( p
0
)
.
Therefore qa  p˜.
5.4 Mixedness monotones
In the previous section we saw that the majorisation criterion determines
whether a state is more resourceful than another in the unital resource
theory, and it is a necessary condition in the other two. To be more quant-
itative, let us introduce monotones (cf. section 3.3). We noted that pure
states are the most valuable states in all three resource theories (see sub-
section 5.2.4), so it is natural to call the three resource theories “resource
theories of purity”. A purity monotone under the free operations F for system
A is a function P : St1 (A) → R satisfying the condition P (ρ) ≥ P (σ) if
ρ F σ [100].
In sharp theories with purification, thanks to theorem 5.3.4, unital pur-
ity monotones have a complete mathematical characterisation in terms of
Schur-convex functions.
Definition 5.4.1. A function f : Rd → R is called Schur-convex if x  y
implies f (x) ≤ f (y).
These functions assign a greater real number to more ordered vectors.
The following proposition is therefore quite natural.
Proposition 5.4.2. A function on the state space P : St1 (A) → R is a unital
purity monotone if and only if P (ρ) = f (p), where p is the spectrum of ρ and
f : Rd → R is a Schur-convex function.
Proof. Theorem 5.3.4 shows that the convertibility of states under unital
channels is fully captured by their eigenvalues. Consequently, a unital
monotone will be a function only of the eigenvalues of a state: there exists
a function f : Rd → R such that P (ρ) = f (p), for every normalised state
ρ. Now, suppose that p and q are two probability distributions satisfying
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p  q. Then, theorem 5.3.4 implies that there is a unital channel trans-
forming the state ρ = ∑di=1 piαi into the state σ = ∑
d
i=1 qiαi, for any pure
maximal set {αi}di=1. As a result, we obtain the relation
f (p) = P (ρ) ≥ P (σ) = f (q) .
This means that f is Schur-convex.
Conversely, given a Schur-convex function f one can define a function
Pf on the state space, as Pf (ρ) := f (p), p being the spectrum of ρ. By
theorem 5.3.4, if ρ unital σ, then p  q, where p and q are the spectra of
the two states, respectively. Therefore
Pf (ρ) = f (p) ≥ f (q) = Pf (σ) ,
where we have used the fact that f is Schur-convex. This shows that Pf is
a unital purity monotone.
Since majorisation is a necessary condition for convertibility in all the
three resource theories, Pf (ρ) = f (p), with p is the spectrum of ρ, and
f Schur-convex, is a purity monotone in all the three resource theories.
Hence these functions will simply be called “purity monotones”, without
the need to specify the resource theory. The fact that we have not proved
the sufficiency of majorisation for RaRe channels means that there might
exist RaRe purity monotones that are not generated by Schur-convex func-
tions.
Remark 5.4.3. Note that the purity monotones arising from Schur-convex
functions are invariant under reversible channels: Pf (ρ) = Pf (Uρ). This
is because ρ and Uρ have the same spectrum. Indeed if ρ = ∑di=1 piαi
is a diagonalisation of ρ, then Uρ = ∑di=1 piUαi is a diagonalisation of
Uρ, because the pure states Uαi are distinguished by the observation-test{
α†i U−1
}d
i=1. Then obviously ρ and Uρ have the same spectrum.
In thermodynamics the relevant quantities for isolated systems are en-
tropies, which are often presented popularly as “measures of disorder”.
From this perspective, entropies are the opposite of purity monotones,
which instead assign a higher value to ordered states. To comply with the
standard thermodynamic treatment, we define mixedness monotones, and
we will stick to them in the following presentation.
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Definition 5.4.4. A mixedness monotone for system A is a function M :
St1 (A)→ R such that −M is a purity monotone.
In other words, if ρ F σ, we have M (ρ) ≤ M (σ). In the same spirit,
one defines Schur-concave functions.
Definition 5.4.5. A function f : Rd → R is called Schur-concave if − f is
Schur-convex.
This means that for a Schur-concave function, if x  y then f (x) ≥
f (y).
Viewing proposition 5.4.2 in the light of mixedness monotones, given a
Schur-concave function f , one can generate a mixedness monotone M f (ρ) :=
f (p), where ρ is a state, and p its spectrum. In the case of the unital re-
source theory, mixedness monotones are all generated by Schur-concave
functions.
A slightly more restrictive notion is that of generalised entropy.
Definition 5.4.6. For every system A, let M : St1 (A)→ R be a mixedness
monotone. We say that M is a generalised entropy if it is additive, that is
M (ρA ⊗ σB) = M (ρA) + M (σB)
for all ρA ∈ St1 (A), and all σB ∈ St1 (B).
By proposition 5.4.2, some generalised entropies can be obtained from
particular Schur-concave functions.
Corollary 5.4.7. Let f : Rd → R be a Schur-concave function for all d, satis-
fying the additivity property f (p⊗ q) = f (p) + f (q), where p⊗ q denotes
the Kronecker product. Then, the corresponding mixedness monotone M f (ρ) =
f (p), where p is the spectrum of ρ, is a generalised entropy.
Again, in the case of the unital resource theory, all generalised entrop-
ies are of the form of corollary 5.4.7. Let us see some examples.
Example 5.4.8. An important example of additive Schur-concave func-
tions are Rényi entropies [189]
Hα (p) =
1
1− α loga
(
d
∑
i=1
pαi
)
,
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with a > 1 and α ≥ 0, where p is a vector of probabilities10. If we take the
limit α→ 1 we recover Shannon-von Neumann entropy [190, 191]:
H (p) = −
d
∑
i=1
pi loga pi = limα→1
Hα (p) .
Particularly important cases are when α = 0, and α→ +∞. In this cases,
H0 (p) = loga |supp p| ,
where |supp p| denotes the number of the non-vanishing entries of p.
Moreover,
H∞ (p) := lim
α→+∞ Hα (p) = − loga pmax,
where pmax denotes the maximum entry of p. Rényi entropies are decreas-
ing in α, so
H∞ (p) ≤ Hα (p) ≤ H0 (p)
for α ≥ 0. For this reason, H∞ is also known as the min-entropy, and H0 as
the max-entropy.
Now we can define the generalised Rényi entropies as Sα (ρ) := Hα (p),
for α ∈ [0,+∞], where p is the spectrum of ρ. In particular S (ρ) = H (p)
is the generalised Shannon-von Neumann entropy. Note that one has the
obvious bounds
0 ≤ Sα (ρ) ≤ loga d,
for every state ρ, and every α ∈ [0,+∞], where d is the dimension of the
system. The lower bound is achieved by any pure state, and the upper
bound by the microcanonical state χ.
5.4.1 Preparation and measurement monotones
In some cases, it is possible to connect generalised entropies, defined on
the spectra of states, to measures of the minimum randomness we can ex-
tract from a state by pure measurements, or of the minimum randomness
needed to prepare that state. To this end, it is useful to identify a particular
class of Schur-concave functions, which we call reducible.
10This means a vector representing a probability distribution.
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Definition 5.4.9. A Schur-concave function f is called reducible if for every
vector x ∈ Rd one has
f (x⊕ 0) = f (x) ,
where 0 is a null vector with any number of components.
Here we have used the same notation as in eq. (5.3.3) to denote ap-
pending some zero entries to a vector. In words, for a reducible Schur-
concave function the zero entries of a vector do not matter, it only sees
the non-vanishing ones. Examples of reducible Schur-concave functions
are Rényi entropies (and hence Shannon-von Neumann entropy). Not all
Schur-concave functions are reducible though, as shown in the following
example.
Example 5.4.10. Given a vector of probabilities p of dimension d, consider
the function V (p) = 1d
(
1−∑di=1 p2i
)
, arising from the variance of p. V
is Schur-concave, but it is not reducible. Indeed, consider the vectors p =( 1
2
1
2
)T, and p˜ = ( 12 12 0 )T; we have V (p) = 14 , but V (p˜) = 16 ,
whence V is not reducible.
It is worth noting that the marginals of a pure bipartite state have the
same value for any reducible Schur-concave function. So if Ψ is a pure
state of AB and ρA and ρB its marginals on A and B respectively, one has
M f (ρA) = M f (ρB) ,
for every reducible Schur-concave function f . This easily follows from the
generalised Schmidt decomposition (theorem 4.5.1), which ensures that
the marginals of a pure bipartite state have the same non-vanishing ei-
genvalues. These non-vanishing eigenvalues are the only ones seen by a
reducible Schur-concave function.
In every sharp theory with purification, the mixedness monotones arising
from reducible Schur-concave functions have a nice characterisation in
terms of optimal measurements, or, dually, in terms of optimal ensemble
decompositions. Let us start from two definitions.
Definition 5.4.11. Given a reducible Schur-concave function f , the meas-
urement monotone Mmeasf of a state ρ ∈ St1 (A) is defined as
Mmeasf (ρ) := infa f (q) ,
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where the infimum is taken over all pure observation-tests a := {ai} of
system A, and qi := (ai|ρ).
Definition 5.4.12. The preparation monotone Mprepf is defined as
Mprepf (ρ) := inf∑i λiψi=ρ
f (λ) ,
where the infimum is over all convex decompositions ∑i λiψi of the state
ρ in terms of pure states ψi.
In words, the measurement monotone Mmeasf is the smallest amount
of mixedness (as measured by the function f ) present in the probability
distributions generated by pure observation-tests on ρ. Dually, the pre-
paration monotone Mprepf is the smallest amount of mixedness necessary
to prepare ρ as an ensemble of pure states. Why do we have to take the
infimum? To understand it, consider the following example for a prepara-
tion monotone.
Example 5.4.13. Consider a pure state ψ and a preparation monotone Mprepf .
Clearly, convex decompositions of ψ into pure states are all trivial, i.e. of
the form ∑i λiψ. Comparing the probability distribution {λi} with the ex-
tremal one δ, we have
λ 

1
0
...
0
 = δ.
Therefore f (λ) ≥ f (δ); however this is a spurious effect, because the
pure states involved in a convex realisation of ψ are exactly the same, and
all equal to ψ! The presence of the infimum cancels these spurious effects,
and we have Mprepf (ψ) = f (δ).
Let us clarify why we need f to be reducible with an example from
quantum theory.
Example 5.4.14. Consider a state ρ = p |0〉 〈0|+ (1− p) |1〉 〈1| of a qutrit,
where {|0〉 , |1〉 , |2〉} is the computational basis, and p ∈ (0, 1). Clearly
if we use the spectral measurement {|0〉 〈0| , |1〉 〈1| , |2〉 〈2|}, in the evalu-
ation of the measurement monotone we obtain the vector q =
(
p 1− p 0 )T.
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Now take the pure POVM
{
|0〉 〈0| , |1〉 〈1| , 12 |2〉 〈2| , 12 |2〉 〈2|
}
, which gives
rise to the vector q′ =
(
p 1− p 0 0 )T. Clearly there is no difference
in the randomness one can extract from the former and the latter meas-
urement when performed on ρ. However, if f is non-reducible, there is no
guarantee that f (q) = f (q′).
Similarly, in the evaluation of the preparation monotone, the writing
ρ = p |0〉 〈0| + (1− p) |1〉 〈1| gives rise to λ = ( p 1− p )T. However,
one can also write ρ as ρ = p |0〉 〈0|+ (1− p) |1〉 〈1|+ 0 |2〉 〈2| , giving rise
to λ′ =
(
p 1− p 0 )T. Again, there is no more randomness involved in
the latter preparation than in the former, so we should have f (λ) = f
(
λ′
)
.
The definitions of measurement and preparation monotones can be put
forward in any causal GPT, since they involve very primitive elements
of GPTs, such as the convex structure, and the fact that observation-tests
yield probabilities when performed on states. Specifically [163, 174, 175]
defined preparation and measurement Shannon entropy in GPTs.
Despite the name we used, in general GPTs, or even in microcanon-
ical ones, Mmeasf and M
prep
f lack a clear interpretation as mixedness mono-
tones, unless further assumptions are made on f (or on the theory). For in-
stance, taking f concave makes Mmeasf a RaRe mixedness monotone [100].
However, in sharp theories with purification we find that Mmeasf and M
prep
f
are actual mixedness monotones.
Theorem 5.4.15. In every sharp theory with purification one has
Mmeasf (ρ) = M
prep
f (ρ) = M f (ρ) ,
for every reducible Schur-concave function f and for every state ρ.
Proof. Let us prove that Mmeasf coincides with M f . Let ρ = ∑
d
i=1 piαi be
a diagonalisation of ρ ∈ St1 (A). If we take the pure sharp measurement{
α†i
}d
i=1, we have
(
α†i
∣∣ρ) = pi. Hence,
Mmeasf (ρ) ≤ f (p) = M f (ρ) .
To prove the converse inequality, recall proposition 5.3.6: for every pure
observation-test {ai}, one has q  p˜, where q is the vector of probabilities
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qi = (ai|ρ) and p˜ is the vector of the eigenvalues of ρ (with additional zeros
appended, if needed). Since f is Schur-concave, we have f (q) ≥ f (p˜)
and, taking the infimum over all pure measurements
Mmeasf (ρ) ≥ f (p˜) = f (p) = M f (ρ) ,
where we have used the fact that f is reducible. Summarising, we have
obtained the equality Mmeasf = M f .
We now prove the equality Mprepf = M f . By definition, we have
Mprepf (ρ) ≤ f (p) = M f (ρ) ,
because the diagonalisation is a special case of pure-state decomposition.
The converse inequality follows from Pure Steering. By corollary 4.5.2,
every convex decomposition of ρ =: ρA into pure states can be induced by
a pure sharp measurement applied to a suitable purification of ρ (which
in general depends on the particular decomposition considered). Now
take the decomposition ρA = ∑i λiαi of ρA into pure states, and let Ψ ∈
PurSt1 (AB) be an associated purification as per corollary 4.5.2. Then there
is a pure sharp measurement {bi} on system B that will induce the states11
{λiαi}:
Ψ
A
B bi
= λi αi
A .
Discarding system A on both sides we obtain
(bi|ρB) = λi,
where ρB is the marginal state on system B. In other words, λ is the vector
of the outcome probabilities for the pure observation-test {bi}. By defini-
tion of measurement monotone, we must have
f (λ) ≥ Mmeasf (ρB) = M f (ρB) . (5.4.1)
Since f is reducible, for all the purifying systems used to induce pure-
state decompositions of ρ, M f (ρB) = M f (ρA) = M f (ρ). Now, taking the
11Here we are allowing some of the λi’s to be zero; this is why we are taking the same
index i for the effects in the pure sharp measurement {bi}, unlike in corollary 4.5.2.
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infimum over all pure-state decompositions of ρA = ρ in eq. (5.4.1), we
obtain the desired inequality
Mprepf (ρ) ≥ M f (ρ) .
This result, in particular the equality between the measurement and
preparation max-entropies S0, was linked, in the presence of Strong Sym-
metry [87, 113], to the absence of higher-order interference, i.e. to the lack
of irreducible behaviour in the interference pattern obtained from three
(or more) slits [169]. Therefore, this points out that sharp theories with
purification and Strong Symmetry (cf. also subsection 5.8.1) do not have
higher-order interference. In fact, it was proved that Strong Symmetry is
not necessary to prove the lack of higher-order interference [111].
5.5 Properties of Shannon-von Neumann entropy
The first property follows from theorem 5.4.15: since the measurement
Shannon-von Neumann entropy was proved to be concave in [163, 174,
175], it follows that the “spectral” Shannon-von Neumann entropy we
defined here is concave as too. This means that
S
(
∑
i
piρi
)
≥∑
i
piS (ρi) ,
where {pi} is a probability distribution.
As seen in subsection 4.4.5, Shannon-von Neumann entropy can be ex-
pressed as
S (ρ) =
(
− loga ρ†
∣∣∣ρ) ,
meaning that S (ρ) is the expectation value of the surprisal observable− loga ρ†.
This alternative formulation is useful because it suggests a generalisation
of the relative entropy to sharp theories with purification.
Definition. Let ρ and σ be two normalised states. The relative entropy of ρ
to σ is
S (ρ ‖ σ) :=
(
loga ρ
† − loga σ†
∣∣∣ρ) .
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The key property of the relative entropy is Klein’s inequality (cf. also
[130, 169].
Lemma 5.5.1 (Klein’s inequality). Let ρ and σ be two normalised states. One
has S (ρ ‖ σ) ≥ 0 and S (ρ ‖ σ) = 0 if and only if ρ = σ.
Proof. The proof follows similar lines to the quantum case (see e.g. [116]).
Let ρ = ∑di=1 piαi and σ = ∑
d
i=1 qiα
′
i be diagonalisations of ρ and σ. Now,
let us compute S (ρ ‖ σ) explicitly. Assume that all the eigenvalues of ρ
and σ are non-zero, for the result in the general case can be obtained by
using the continuity of the logarithm, and by taking limits suitably. Hence,
(
log ρ†
∣∣∣ρ) = d∑
i=1
pi loga pi,
and (
loga σ
†
∣∣∣ρ) = d∑
i,j=1
(
α′†i
∣∣∣αj) pj loga qi = d∑
i,j=1
Tij pj loga qi,
where Tij :=
(
α′†i
∣∣αj) are the entries of a doubly stochastic matrix (lemma 4.4.11).
Then
S (ρ ‖ σ) =
d
∑
j=1
pj
(
loga pj −
d
∑
i=1
Tij loga qi
)
≥
d
∑
j=1
pj
(
loga pj − loga rj
)
,
(5.5.1)
having used the concavity of the logarithm, and having set rj := ∑di=1 Tijqi.
The right-hand side of the last inequality is the classical relative entropy
D (p ‖ r). Since D (p ‖ r) is always non-negative, we obtain the bound
S (ρ ‖ σ) ≥ D (p ‖ r) ≥ 0.
The fact that S (ρ ‖ σ) = 0 if ρ = σ is obvious from the very definition
of relative entropy. Let us prove the converse. Since the classical relative
entropy vanishes if and only if p = r, the condition S (ρ ‖ σ) = 0 implies
pj = ∑di=1 Tijqi, for all i ∈ {1, . . . , d}. Inserting this equality into eq. (5.5.1)
we obtain the relation
0 =
d
∑
j=1
pj
[
log
(
d
∑
i=1
Tijqi
)
−
d
∑
i=1
Tij log qi
]
.
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Since the logarithm is a strictly concave function, the equality implies that
T is a permutation matrix. Hence, we have Tij = δi,pi(j), for a suitable
permutation pi. Recalling the definition of T, we obtain
Tij =
(
α′†i
∣∣∣αj) = δi,pi(j),
which in turn implies αi = α′pi(i), for all i ∈ {1, . . . , d} due to the state-effect
duality. In conclusion, we have obtained
ρ =
d
∑
i=1
piαi =
d
∑
i=1
qpi(i)α
′
pi(i) = σ.
Like in quantum theory, this version of Klein’s inequality allows one
to prove a number of important properties. The easiest application is the
subadditivity of Shannon-von Neumann entropy.
Proposition 5.5.2 (Subadditivity). Let ρAB be a bipartite state of system AB,
and let ρA and ρB be its marginals on system A and B respectively. Shannon-von
Neumann is subadditive, namely
S (ρAB) ≤ S (ρA) + S (ρB) .
The equality holds if and only if ρAB is a product state.
The proof follows from the application of Klein’s inequality to the states
ρ := ρA ⊗ ρB and σ := ρAB. The subadditivity of the entropy guarantees
that the mutual information, defined as
I (A; B)ρAB := S (ρA) + S (ρB)− S (ρAB)
is a non-negative quantity, and vanishes if and only if ρAB is a product
state. Therefore, the mutual information can be used as a measure of cor-
relations. On the other hand, the conditional entropy
S (A|B) := S (ρAB)− S (ρB)
can be negative, thanks to Purification, because AB can be in a pure state,
S (ρAB) = 0, while ρB can be mixed, so S (ρB) > 0. Like in quantum
theory, the negativity of conditional entropy can be exploited for novel
thermodynamic protocols [192], as we will see in subsection 5.7.1.
Another consequence of Klein’s inequality is the triangle inequality.
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Proposition 5.5.3 (Triangle inequality). For every bipartite state ρAB one has
S (ρAB) ≥ |S (ρA)− S (ρB)| ,
where ρA and ρB are the marginals of ρAB on A and B respectively.
Its proof is the same as in the quantum case (see e.g. [116]), and we will
omit it for brevity. Combining subadditivity and the triangle inequality,
one obtains the bound
|S (ρA)− S (ρB)| ≤ S (ρAB) ≤ S (ρA) + S (ρB) ,
valid in all sharp theories with purification.
5.5.1 The second law lemma
Using the mathematical properties of Shannon-von Neumann entropy we
can prove a physical one that arises naturally when considering a system
evolving jointly with its environment. Assume the system and the sur-
rounding environment are uncorrelated at the initial time. Consistently
with Purification, here we assume that, by suitably enlarging the envir-
onment, the interaction can be modelled by a reversible channel U . We
denote the initial states of the system and the environment by ρS and ρE
respectively, so the initial state of the composite system is ρSE = ρS ⊗ ρE.
Primed states will denote the states after the interaction.
ρS S
U
S
ρE E E
The result of the interaction is typically to create correlations between
the system and the environment, thus increasing the mutual information
from the initial zero value to a final non-zero value. The creation of correl-
ations can be equivalently phrased as an increase of the sum of the system
and environment entropies. Indeed, the positivity of the mutual informa-
tion gives the bound
0 ≤ I (S; E)ρ′SE = S
(
ρ′S
)
+ S
(
ρ′E
)− S (ρ′SE) =
= S
(
ρ′S
)
+ S
(
ρ′E
)− S (ρSE) = S (ρ′S)+ S (ρ′E)− S (ρS)− S (ρE) ,
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the second equality coming from the fact that reversible channels do not
change the entropy (see remark 5.4.3), so S
(
ρ′SE
)
= S (ρSE). The resulting
bound
S
(
ρ′S
)
+ S
(
ρ′E
) ≥ S (ρS) + S (ρE) (5.5.2)
is sometimes regarded as an elementary instance of the second law of ther-
modynamics [117]. It is important, however, not to confuse the sum of the
entropies S
(
ρ′S
)
+ S (ρ′E) with the total entropy S
(
ρ′SE
)
, which remains un-
changed due to the reversibility of the global evolution. The best reading of
eq. (5.5.2) is probably that a decrease in the entropy of the system must be
accompanied by an increase of the entropy of the environment. Following
Reeb and Wolf [193] we will refer to eq. (5.5.2) as the second law lemma.
Operationally, the second law lemma is the statement that uncorrelated
systems can only become more correlated as a result of reversible interac-
tions. The interesting part of it is that “correlations” here are measured in
terms of entropies: the existence of an entropic measure of correlations is
a non-trivial consequence of the axioms.
5.6 Generalised Gibbs states
After analysing microcanonical thermodynamics in GPTs, and in particu-
lar in sharp theories with purification, it is time to move beyond it, and
begin studying the role of temperature. In classical and quantum statist-
ical mechanics, we know that temperature, and the associated equilibrium
state, the canonical ensemble, are tightly related to the Hamiltonian of the
system. Here we encounter the first difficulty: defining the Hamiltonian
in GPTs is a rather thorny issue [176]. To circumvent the problem, instead
of determining which observable is the Hamiltonian, let us instead focus
on the fact that the Hamiltonian is some observable, and recall that in sub-
section 4.4.5, we learnt a few things about observables in sharp theories
with purification. Now, suppose we are given an observable H, which
we may think of as the Hamiltonian of the system. However, for the fol-
lowing derivation, this identification is not at all necessary, and our treat-
ment provides an immediate way to see generalisations of the canonical
ensemble beyond the Hamiltonian case even in quantum theory.
In the following, since Shannon-von Neumann entropy can be seen as
the expectation value of the surprisal observable, we will make use of it
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to derive the form of thermal states following Jaynes’ maximum entropy
principle [16, 17]
Now, suppose that the only information we have about the state of sys-
tem A is the expectation value of a certain observable H (e.g. the Hamilto-
nian). Which state should we assign to the system? The maximum en-
tropy principle posits that, among the states with the given expectation
value, we should choose the one that maximises Shannon-von Neumann
entropy, namely the state ρmax such that
ρmax = arg max
{
S (ρ) : 〈H〉ρ = E
}
. (5.6.1)
Before proceeding, let us make a brief remark about the choice of the base
a for the logarithm in the definition of Shannon-von Neumann entropy.
The argument in the following can be carried out using any base a > 1
for the logarithm in the definition of entropy. However, if we want the
entropy to have a thermodynamic meaning, we must recover thermody-
namic predictions, such as the correct calculation of entropy differences
for the ideal gas. An argument by von Neumann [190], later extended
to GPTs [169, 172], shows that one must take the natural logarithm. With
this in mind, let us determine the state that maximises Shannon-von Neu-
mann entropy in sharp theories with purification, subject to the constraint
〈H〉 = E. Like in quantum theory, it turns out that there is a one-parameter
family of states: Gibbs states. They are of the form
γβ :=
e−βH†
tr e−βH†
, (5.6.2)
where β ∈ [−∞,+∞], and the value of the parameter β is a function of E.
The expression in eq. (5.6.2) means in fact
γβ =
1
Z
d
∑
i=1
e−βEiϕi,
with Z := ∑di=1 e
−βEi , where the Ei’s are the eigenvalues of H, and each ϕi
is a pure state such that (H|ϕi) = Ei, namely the corresponding eigenstate.
How can we check that the Gibbs states are exactly the solution to the
maximisation problem in eq. (5.6.1)? Instead of solving it directly, let us
show that the entropy of Gibbs states is higher than of any other state
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with the same expectation value E for H. To this end, let us calculate the
expectation value of H on a Gibbs state:
E (β) := 〈H〉γβ = −
d
dβ
ln Z.
This can assume all values between Emin and Emax (the minimum and
maximum eigenvalue of H). Now, in the maximisation problem (5.6.1),
E is fixed, rather than a function of β. It is instead β to be a function of E.
In other words, we have to invert the function E (β). Now, if Emin < Emax,
namely H is not fully degenerate, the function E (β) is invertible for all
β ∈ [−∞,+∞] [193, lemma 9]. If H is fully degenerate, the Gibbs state is
the microcanonical state χ = 1d ∑
d
i=1 ϕi, for every β, a case we treated in the
previous sections. Therefore, it is not restrictive to assume Emin < Emax. In
this case, there is an inverse function β (E), and now we are ready to prove
that the Gibbs state γβ(E) is the maximum entropy state with expectation
value E. The proof is based on an argument by Preskill [117]. First, note
that the entropy of a Gibbs state is
S
(
γβ(E)
)
= β (E) E + ln Z. (5.6.3)
Then use Klein’s inequality between any ρ with 〈H〉ρ = E, and γβ(E).
0 ≤ S
(
ρ ‖ γβ(E)
)
=
(
ln ρ† − lnγ†β(E)
∣∣∣ρ) = (ln ρ† + β (E) H + u ln Z∣∣∣ρ) =
= −S (ρ) + β (E) E + ln Z = −S (ρ) + S
(
γβ(E)
)
,
where we have used the fact that S (ρ) = − (ln ρ†∣∣ρ), that E = 〈H〉ρ =
(H|ρ), and eq. (5.6.3). This yields the bound
S (ρ) ≤ S
(
γβ(E)
)
,
for every ρ such that 〈H〉ρ = E.
Motivated by this characterisation, we regard the Gibbs state γβ(E) as
the equilibrium state of a system with fixed expectation value E of the
observable H. In the following we will focus on the case where H is the
“energy of the system”. In this case, we will write the parameter β as
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β = 1kT , where k is Boltzmann’s constant, and T is interpreted as the “tem-
perature”. Consistently, we will regard γβ as the “equilibrium state at
temperature T”. Since the system is finite-dimensional, in principle we al-
low negative temperatures [194,195], corresponding to a situation in which
higher energy levels are favoured. However, the interpretation of negat-
ive β’s as sensible inverse thermodynamic temperatures has been recently
questioned [196], so in the following treatment we will always assume
temperatures to be non-negative.
5.7 An operational derivation of Landauer’s prin-
ciple
The entropic tools constructed from the axioms allow us to prove an op-
erational version of Landauer’s principle, based on a recent argument by
Reeb and Wolf [193]. The scenario considered here is that of a system S
that interacts reversibly with an environment E, initially in the equilib-
rium state at temperature T, i.e. in a Gibbs state. Like in subsection 5.5.1,
primed states and quantities denote the states and the quantities after the
interaction.
ρS S
U
S
γβ E E
In this context, Landauer’s principle amounts to the statement that a
decrease in the entropy of the system must be accompanied by an increase
in the expected energy of the environment. More formally, we have the
following theorem, exactly equal to the result by Reeb and Wolf [193], but
where quantum entropies are replaced by our definition of Shannon-von
Neumann entropy [101].
Theorem 5.7.1. Suppose that the system and the environment are initially in the
product state ρSE = ρS⊗ γE,β where γE,β is Gibbs state at inverse temperature β.
Let HE be the energy observable of the environment. After a reversible interaction
U , the system and the environment will satisfy the equality
〈HE〉′ − 〈HE〉 = kT
(
S (ρS)− S
(
ρ′S
)
+ I (S; E)ρ′SE + S
(
ρ′E ‖ γE,β
))
,
(5.7.1)
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where 〈HE〉 =
(
HE
∣∣γE,β) and 〈HE〉′ = (HE|ρ′E) are the expectation values of
the environment energy at the initial and final times respectively.
The proof is identical to the quantum case [193], and we do not report
it for brevity. The key point is, again, Klein’s inequality, which implies
that the last two terms in the right-hand side of eq. (5.7.1) are always non-
negative, and therefore one has the bound
〈HE〉′ − 〈HE〉 ≥ kT
(
S (ρS)− S
(
ρ′S
))
, (5.7.2)
stating that it is impossible to reduce the entropy of the system without
heating up the environment. Furthermore, the equality condition in Klein’s
inequality implies that the lower bound (5.7.2) is attained if and only if
1. the system and the environment remain uncorrelated after the inter-
action;
2. the environment remains in the equilibrium state.
Note that in this case 〈HE〉′ = 〈HE〉, and there is in fact no dissipation.
This is because eq. (5.7.1) prescribes S (ρS) = S
(
ρ′S
)
, so the entropy of the
state cannot decrease, and no real erasure takes place here.
5.7.1 The role of memories and negative conditional en-
tropy
Combining the settings of [192] and [193], we can explore the thermody-
namic meaning of negative conditional entropy in sharp theories with puri-
fication. We will see that non-classical correlations, witnessed by negat-
ive conditional entropy, can be harnessed to overcome Landauer’s bound
(5.7.2): we can reduce the entropy of the system without heating up the
environment.
Suppose there is a system M, the memory, which contains some inform-
ation about the system S because it is correlated with it. Now we can con-
sider the case where the composite system SME is in the state ρSM ⊗ γE,β,
with γE,β a Gibbs state.
ρSM
S
U
S
M M
γβ E E
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We will also assume that the overall reversible evolution does not increase
the entropy of the memory, viz. S
(
ρ′M
) ≤ S (ρM) [192]. It is immediate to
see that the second law lemma (subsection 5.5.1) takes the form
S
(
ρ′SM
)− S (ρSM) + S (ρ′E)− S (ρE) = I (SM; E)ρ′SME
which allows one to reformulate Landauer’s principle as follows [193].
Proposition 5.7.2. Suppose that the system, the memory, and the environment
are initially in the state ρSME = ρSM ⊗ γE,β with γE,β a Gibbs state. After a
reversible interaction U such that S (ρ′M) ≤ S (ρM), the system, the memory,
and the environment satisfy the equality
〈HE〉′ − 〈HE〉 = kT
(
S (S|M)ρSM − S (S|M)ρ′SM +
+S (ρM)− S
(
ρ′M
)
+ I (SM; E)ρ′SME + S
(
ρ′E ‖ γE,β
))
.
Given that S
(
ρ′M
) ≤ S (ρM), this means again that
〈HE〉′ − 〈HE〉 ≥ kT
(
S (S|M)ρSM − S (S|M)ρ′SM
)
(5.7.3)
Comparing this with eq. (5.7.2), we notice the presence of conditional en-
tropies which may be negative. In the particular case of SM in a pure state,
S (S|M)ρSM = −S (ρS) due to Schmidt decomposition (theorem 4.5.1). Then
eq. (5.7.3) reads
〈HE〉′ − 〈HE〉 ≥ kT
(
S
(
ρ′S
)− S (ρS)) , (5.7.4)
where the roles of the initial and final states are swapped with respect to
eq. (5.7.2). Now we will show that this swapping allows us to perform the
erasure of a mixed state of S towards a fixed pure state of S at no thermo-
dynamic cost, thus overcoming Landauer’s bound (5.7.2).
Suppose SM is initially in a pure entangled state Ψ ∈ PurSt1 (SM); in
this case ρS is mixed [100], and we have S (ρM) = S (ρS) > 0. Suppose we
want to erase ρS to a fixed pure state ψ0 of S. Now, let us consider the joint
reversible evolution of SME to be USM ⊗ IE, where USM is the reversible
channel mapping Ψ to ψ0⊗ ϕ0, where ϕ0 is some pure state of the memory
M (USM exists thanks to transitivity). Clearly this reversible evolution re-
spects the hypotheses of proposition 5.7.2 because 0 = S
(
ρ′M
)
< S (ρM),
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so it performs the erasure of ρS to ψ0. Let us evaluate its thermodynamic
cost 〈HE〉′ − 〈HE〉. Since initially the environment is uncorrelated in the
state γE,β, and the evolution is USM ⊗ IE, we have ρ′E = γE,β, so the eras-
ure occurs at zero thermodynamic cost. Note that eq. (5.7.4) is satisfied,
indeed its left-hand side vanishes, while its right-hand side is negative
and equal to −kTS (ρS).
Again, pure-state entanglement, captured by the negativity of the con-
ditional entropy, is a resource even in sharp theories with purification, in
that it allows us to overcome Landauer’s principle, and to perform erasure
at no thermodynamic cost (cf. the quantum case in [192]).
5.8 Sufficiency of majorisation and unrestricted
reversibility
After the above digression about entropies in sharp theories with purifica-
tion, and their role in determining the equilibrium state when the expect-
ation value of an observable is known, it is time to go back to the three
resource theories of section 5.2, and to deal with the last question we left
unanswered: is majorisation sufficient for the convertibility under RaRe
channels? If not, when is it so?
The answer is negative [105]. First, let us try to give an intuitive reason
for why it is so, which will guide us in the search for an actual counter-
example. Note that majorisation is merely a condition on the spectra of
states, and carries no information about the dynamics allowed by the the-
ory. Instead, RaRe convertibility is all about the dynamics: if a theory
does not have enough reversible dynamics, a state could majorise another
without a RaRe channel transforming the former into the latter. So, a pri-
ori majorisation and RaRe convertibility might not related, and it is instead
surprising that in quantum theory majorisation is sufficient to characterise
the RaRe preorder. If we want to look for a counterexample, we need to
focus on theories where there is a “restriction” on the allowed reversible
channels. For this reason, let us focus on doubled quantum theory, presen-
ted in section 4.6, where reversible channels are constrained by the parity
superselection rule.
Consider the following states of a doubled qubit (the first index de-
5.8. MAJORISATION AND UNRESTRICTED REVERSIBILITY 189
notes the sectorH0 orH1):
ρ =
1
2
(|0, 0〉 〈0, 0|+ |0, 1〉 〈0, 1|) (5.8.1)
and
σ =
1
2
|0, 0〉 〈0, 0| ⊕ 1
2
|1, 0〉 〈1, 0| , (5.8.2)
where {|0, 0〉 , |0, 1〉} is an orthonormal basis for H0 and {|1, 0〉 , |1, 1〉} an
orthonormal basis forH1. The key point here is that the state ρ is fully con-
tained in one sector (the even parity sector), while the state σ is a mixture
of two states in two different sectors.
The two states have the same spectrum, and therefore they are equi-
valent in terms of majorisation of their spectra. However, there is no RaRe
channel transforming one state into the other. To see this, we use the fol-
lowing lemmas.
Lemma 5.8.1. If any two states ρ and σ are equivalent under RaRe channels,
there exists a reversible channel U such that σ = Uρ.
The proof can be found in [181].
Lemma 5.8.2. No unitary matrices U in doubled quantum theory are such that
σ = UρU†, where ρ and σ the states of eqs. (5.8.1) and (5.8.2).
Proof. The proof is by contradiction. Suppose that one has σ = UρU†,
for some unitary matrix U. Then, define the vectors |ϕ0〉 := U |0, 0〉 and
|ϕ1〉 := U |0, 1〉. With this definition, we have
UρU† =
1
2
(|ϕ0〉 〈ϕ0|+ |ϕ1〉 〈ϕ1|) .
Now, UρU† must be an allowed state in doubled quantum theory. This
means that there are only two possibilities: either |ϕ0〉 and |ϕ1〉 belong to
the same sector, or they do not. But σ is a mixture of states in both sec-
tors. Hence, |ϕ0〉 and |ϕ1〉 must belong to different sectors, if the relation
UρU† = σ is to hold. At this point, there are only two possibilities: either{
U |0, 0〉 = |0, 0〉
U |0, 1〉 = |1, 0〉
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or {
U |0, 0〉 = |1, 0〉
U |0, 1〉 = |0, 0〉 .
However, neither of these conditions can be satisfied by a unitary matrix in
doubled quantum theory: every unitary matrix satisfying either condition
would map the valid state |0,+〉 = 1√
2
(|0, 0〉+ |0, 1〉) into the invalid state
1√
2
(|0, 0〉+ |1, 0〉), which is forbidden by the parity superselection rule.
Since unitary channels are the only reversible channels in doubled quantum
theory, we conclude that no RaRe channel can convert ρ into σ (and vice
versa), despite being equivalent in terms of majorisation.12 Summarising:
in general, in sharp theories with purification, majorisation is not sufficient
for the convertibility via RaRe channels. Clearly, this means that in gen-
eral, in sharp theories with purification, the three resource theories give
rise to inequivalent preorders on resources.
If instead majorisation is sufficient for RaRe convertibility, the three
preorders become equivalent: this is the missing step to close the chain of
implications (5.3.2). In fact, the sufficiency of majorisation is equivalent to
the equivalence of the three resource preorders.
5.8.1 Unrestricted reversibility
The condition for the equivalence of the three resource theories can be ex-
pressed in three, mutually equivalent ways, corresponding to three axioms
independently introduced by different authors.
Axiom 5.8.3 (Permutability [70,73]). Every permutation of every pure maximal
set can be implemented by a reversible channel.
Axiom 5.8.4 (Strong Symmetry [87, 113]). For every two pure maximal sets,
there exists a reversible channel that converts the states in one set into the states
in the other.
12Note that a very similar counterexample can be constructed in extended classical
theory using the coherent composition of classical bits. However, in this theory, at the
level of single classical systems, majorisation is still sufficient for RaRe convertibility.
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Axiom 5.8.5 (Reversible Controllability [114]). For every pair of systems A
and B, every pure maximal set {αi}di=1 of system A and every set of reversible
channels {Ui}di=1 on system B, not necessarily distinct, there exists a reversible
channel U on the composite system AB such that
αi A
U
A
B B
=
αi A
B Ui B
for every i ∈ {1, . . . , d}.
This last axiom states the possibility of implementing control-reversible
transformations in a globally reversible fashion.
Permutability, Strong Symmetry, and Reversible Controllability are lo-
gically distinct requirements. For example, Strong Symmetry implies Per-
mutability, but the converse is not true in general, as shown in the follow-
ing example.
Example 5.8.6. Consider the square bit [62]. Here the state space is a
square, and the pure states are its vertices. The group of reversible chan-
nels is the symmetry group of the square, which is the dihedral group
D4. Every pair of vertices is a set of perfectly distinguishable pure states.
Fig. 5.4 shows the situation for the pure states
α1 =
 −11
1
 α2 =
 −1−1
1
 α3 =
 1−1
1
 ,
where the third component gives the normalisation. The pure observation-
test {a1, a2}, where
a1 =
1
2
(
0 1 1
)
a2 =
1
2
(
0 −1 1 ) ,
is the perfectly distinguishing test for the two sets {α1, α2} and {α1, α3}.
Now, since every set of perfectly distinguishable pure states has two
elements, the only non-trivial permutation of the elements of such a set
is the transposition. This permutation can be implemented by consider-
ing the reflection across the axis of the segment connecting the two points.
Hence the square bit satisfies Permutability. On the other hand, the square
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b
b b
α1
α2 α3
Figure 5.4: Normalised states of the square bit. The two sets {α1, α2}
(circled in black) and {α1, α3} (circled in blue) consist of perfectly distin-
guishable pure states. Permutability holds, because every permutation
of every pair of perfectly distinguishable pure states can be implemen-
ted by a reversible channel, corresponding to a symmetry of the square.
However, no reversible channel can transform α2 into α3 while leaving α1
unchanged. Hence, Strong Symmetry cannot hold for the square bit.
bit does not satisfy Strong Symmetry. Consider the two maximal sets
{α1, α2} and {α1, α3}. There are no reversible channels mapping the former
to the latter because no symmetries of the square map a side to a diagonal.
Although different in general, Permutability, Strong Symmetry, and
Reversible Controllability become equivalent in sharp theories with puri-
fication.
Proposition 5.8.7. In every sharp theory with purification, Permutability, Strong
Symmetry, and Reversible Controllability are equivalent requirements.
Proof. The implication “Strong Symmetry ⇒ Permutability” follows im-
mediately from the definitions. The implication “Strong Symmetry⇒ Re-
versible Controllability” was proved by Lee and Selby [114] using Caus-
ality, Purification, and the property that the product of two pure states is
pure, which is guaranteed by Purity Preservation. Hence, we only need to
prove the implications “Permutability⇒ Strong Symmetry” and “Revers-
ible Controllability⇒ Strong Symmetry”.
Let us prove that Permutability implies Strong Symmetry. The first
part of the proof is similar to [70, theorem 30]. Consider two maximal
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sets of perfectly distinguishable pure states {ϕi}di=1 and {ψi}di=1. Assum-
ing Permutability, we will show that there exists a reversible channel U
such that ψi = U ϕi, for all i = 1, . . . , d. First of all, note that the states{
ϕi ⊗ ψj
}
are pure (by Purity Preservation) and perfectly distinguishable.
Then Permutability implies there exists a reversible channel U such that
for all i = 1, . . . , d [73]
ϕi A
U
A
ψ1 A A
=
ϕ1 A
ψi A
.
Applying the pure effect ϕ†1 to both sides of the equation we obtain
ϕi A P A = ψi A , (5.8.3)
with
A P A :=
A
U
A ϕ†1
ψ1 A A
.
By construction, P is pure (by Purity Preservation, and because reversible
channels are pure), and occurs with probability 1 on all the states {ϕi}di=1.
Moreover, the diagonalisation χ = 1d ∑
d
i=1 ϕi implies that P occurs with
probability 1 on every state because (u|P|χ) = 1, and χ is internal. Since
P is a pure deterministic transformation on A, it must be reversible [67].
Hence, eq. (5.8.3) proves that the states {ϕi}di=1 can be reversibly trans-
formed into the states {ψi}di=1. In short, Permutability implies Strong Sym-
metry.
Let us prove now that Reversible Controllability implies Strong Sym-
metry. Let {ϕi}di=1 and {ψi}di=1 be two pure maximal sets of a generic sys-
tem A. Since reversible channels act transitively on pure states, for every
i ∈ {1, . . . , d}, one can find a reversible channel Ui that maps ψ1 into ψi, in
formula Uiψ1 = ψi. Moreover, Reversible Controllability implies that we
can find a reversible channel U such that
ϕi A
U
A
A A
=
ϕi A
A Ui A
(5.8.4)
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for every i ∈ {1, . . . , d}. Likewise, for every i ∈ {1, . . . , d}, one can always
find a reversible channel Vi that transforms ϕi into ϕ1, in formula Viϕi =
ϕ1. And again, one can find a reversible channel V such that
A
V
A
ψi A A
=
A Vi A
ψi A
(5.8.5)
for every i ∈ {1, . . . , d}. Combining eqs. (5.8.4) and (5.8.5) with the defini-
tion of Ui and Vi, we obtain
ϕi A
U
A
V
A
ψ1 A A A
=
ϕ1 A
ψi A
for every i. Hence, one has
ϕi A P A = ψi A , (5.8.6)
with
A P A :=
A
U
A
V
A ϕ†1
ψ1 A A A
.
By the same argument used in the first part of the proof, we conclude that
P is a reversible channel. Hence, eq. (5.8.6) implies that the set {ϕi}di=1 can
be reversibly converted into the set {ψi}di=1. In short, Reversible Control-
lability implies Strong Symmetry.
Since Permutability, Strong Symmetry, and Reversible Controllability
are equivalent in the present context, we conflate them into a single notion.
Definition 5.8.8. A sharp theory with purification has unrestricted reversib-
ility if the theory satisfies Permutability, or Strong Symmetry, or Reversible
Controllability.
The fact that three desirable properties of GPTs become equivalent un-
der our axioms gives further evidence that the axioms of sharp theories
with purification capture an important structure of physical theories.
Examples of sharp theories with purification and unrestricted revers-
ibility are quantum theory on real and complex Hilbert space.
5.8. MAJORISATION AND UNRESTRICTED REVERSIBILITY 195
5.8.2 When the three resource theories are equivalent
Now we characterise exactly when the RaRe, Noisy, and Unital Resource
theories are equivalent in terms of state convertibility. Owing to the in-
clusions RaRe ⊆ Noisy ⊆ Unital, a sufficient condition for the equivalence
is that the convertibility under unital channels implies the convertibility
under RaRe channels, or in other words, that majorisation is sufficient for
RaRe convertibility. The characterisation is as follows.
Theorem 5.8.9. In every sharp theory with purification, the following statements
are equivalent:
1. the RaRe, noisy, and unital Resource theories are equivalent in terms of
state convertibility;
2. the theory has unrestricted reversibility.
Proof. To prove the implication 2 ⇒ 1, it is enough to show that unres-
tricted reversibility implies that majorisation is sufficient for the RaRe pre-
order [110]. Consider two states ρ and σ, diagonalised as ρ = ∑di=1 piαi and
σ = ∑di=1 qiα
′
i. Suppose p  q, then q = Dp for some doubly stochastic
matrix D. By Birkhoff’s theorem [112, 185] D can be written as a convex
combination of permutation matrices D = ∑k λkΠk, where the Πk’s are
permutation matrices, and {λk} is a probability distribution. Therefore
q = ∑k λkΠkp; specifically, this means that qi = ∑k λk ∑
d
j=1 (Πk)ij pj for
every i ∈ {1, . . . , d}. Therefore, we have
σ =
d
∑
i=1
qiα′i =
d
∑
i=1
∑
k
λk
d
∑
j=1
(Πk)ij pjα
′
i =∑
k
λk
d
∑
j=1
pj
d
∑
i=1
(Πk)ij α
′
i (5.8.7)
Now, ∑di=1 (Πk)ij α
′
i is a pure state, given by α
′
pik(j)
, for a suitable permuta-
tion pik ∈ Sd, the symmetric group with d elements. By unrestricted re-
versibility, the permutation pik is implemented by a reversible channel Vk.
Moreover, by unrestricted reversibility there exists a reversible channel U
such that Uαj = α′j for every j ∈ {1, . . . , d}. Defining Uk = VkU , we then
have
Ukαj = Vkα′j = α′pik(j) =
d
∑
i=1
(Πk)ij α
′
i,
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which, combined with eq. (5.8.7), yields
σ =∑
k
λk
d
∑
j=1
pjUkαj =∑
k
λkUkρ.
Hence, ρ RaRe σ.
To prove the implication 1 ⇒ 2, we show that condition 1 implies the
validity of Strong Symmetry. Let {αi}di=1 and
{
α′i
}d
i=1 be two pure maximal
sets, and let {pi}di=1 be a probability distribution, with p1 > p2 > . . . >
pd > 0. Consider the two states ρ and σ defined by ρ = ∑di=1 piαi, and
σ = ∑di=1 piα
′
i. Since the two states ρ and σ have the same eigenvalues, the
majorisation criterion guarantees that ρ can be converted into σ, and σ into
ρ, by a unital channel (theorem 5.3.4). Now, our hypothesis is that convert-
ibility under unital channels implies convertibility under RaRe channels.
The mutual convertibility of ρ and σ under RaRe channels implies that
there exists a reversible channel U such that σ = Uρ (lemma 5.8.1). Apply-
ing the effect α′†1 to both sides of the equality σ = Uρ, we obtain
p1 =
(
α′†1
∣∣∣σ) = d∑
j=1
pj
(
α′†1
∣∣∣U ∣∣∣αj) = d∑
j=1
D1j pj ≤ p1,
having used the fact that Dij :=
(
α′†i
∣∣U ∣∣αj) are the entries of a doubly
stochastic matrix (lemma 5.3.1). The above condition is satisfied only if(
α′†1
∣∣U ∣∣α1) = 1. By the state-effect duality (theorem 4.2.9), this condition
is equivalent to the condition
Uα1 = α′1. (5.8.8)
Now, decompose the states ρ and σ as ρ = p1α1 + (1− p1) ρ1 and σ =
p1α′1 + (1− p1) σ1, where
ρ1 :=
∑di=2 piαi
∑di=2 pi
and
σ1 :=
∑di=2 piα
′
i
∑di=2 pi
.
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Combining eq. (5.8.8) with the equality Uρ = σ, we obtain the condition
Uρ1 = σ1. Applying to ρ1 and σ1 the same argument we used for ρ and σ,
we obtain the equality Uα2 = α′2. Iterating the procedure d− 1 times, we
finally obtain the equality Uαi = α′i for every i ∈ {1, . . . , d}. Hence, every
two pure maximal sets are connected by a reversible channel.
Theorem 5.8.9 gives necessary and sufficient conditions for the equi-
valence of the three resource theories of microcanonical thermodynamics.
In addition, it provides a thermodynamic motivation for the condition of
unrestricted reversibility: the equivalence of the three resource theories of
purity. Again, thermodynamics constrains the underlying structure of a
physical theory. We see that from this argument we can rule out doubled
quantum theory and extended classical theory: in those these theories, ma-
jorisation is not sufficient, and they do not satisfy unrestricted reversibility.
The results of this section can be summed up in the following theorem:
Theorem 5.8.10. In every sharp theory with purification and unrestricted re-
versibility, the following are equivalent
1. ρ RaRe σ
2. ρ noisy σ
3. ρ unital σ
4. p  q
for arbitrary normalised states ρ and σ, where p and q are the spectra of ρ and σ,
respectively.
Proof. The implications 1⇒ 2 and 2⇒ 3 follow from the inclusions (5.2.8).
The implication 3⇒ 4 follows from theorem 5.3.4. The implication 4⇒ 1
follows from theorem 5.8.9.
Theorem 5.8.9 tells us that the RaRe, noisy, and unital resource theories
are all equivalent in terms of state convertibility. It is important to stress
that the equivalence holds despite the fact that the three sets of operations
are generally different. Since the preorders RaRe, noisy, and unital coin-
cide, we can say that the RaRe, noisy, and unital resource theories define
the same notion of resource, which one may rightfully call “purity”. Ac-
cordingly, we will talk about “the resource theory of purity” without spe-
cifying the set of free operations.
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An important consequence of the equivalence is that the RaRe, noisy,
and unital resource theories have the same quantitative measures of re-
sourcefulness.
Proposition 5.8.11. Let P : St1 (A) → R be a real-valued function on the state
space of system A. If P is a monotone under one of the sets RaRe, Noisy and
Unital, then it is a monotone under all the other sets.
In the light of proposition 5.4.2, this means that all purity monotones
in all three resource theories are of the form P (ρ) = f (p), where f is a
Schur-convex function, and p the spectrum of ρ. Dually, all mixedness
monotones are of the form M (ρ) = f (p), where this time f is a Schur-
concave function.
5.9 Entanglement-thermodynamics duality
We conclude the chapter by showing that sharp theories with purification
and unrestricted reversibility exhibit a fundamental duality between the
resource theory of purity and the resource theory of pure bipartite entan-
glement [100], where free operations are LOCC channels [149–151]. The
content of the duality is that a pure bipartite state is more entangled than
another if and only if the marginal states of the latter are purer than the
marginal states of the former. More formally, the duality can be stated as
follows [100].
Definition 5.9.1. A theory satisfies the entanglement-thermodynamics duality
if, for every pair of systems A and B, and every pair of pure states Φ,Ψ ∈
PurSt1 (AB) the following are equivalent:
1. Ψ can be converted into Φ by local operations and classical commu-
nication13;
2. the marginal of Φ on system A can be converted into the marginal of
Ψ on system A by a RaRe channel;
3. the marginal of Φ on system B can be converted into the marginal of
Ψ on system B by a RaRe channel.
13Note that classical communication between the two parties can be easily modelled as
an example of classical control, allowed by Causality: Bob chooses what to do based on
the classical outcome of a previous test performed by Alice.
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The duality can be illustrated by the diagrams
Ψ LOCC−−−→ Φ
trB
y ytrB
ρA
RaRe←−−− ρ′A
Ψ LOCC−−−→ Φ
trA
y ytrA
ρB
RaRe←−−− ρ′B
.
Our earlier work [100] showed that the entanglement-thermodynamics
duality can be proved from four axioms: Causality, Purity Preservation,
Purification, and Local Exchangeability—the last defined as follows.
Axiom 5.9.2 (Local Exchangeability [100]). For every pair of systems A and
B, and for every pure state Ψ ∈ PurSt1 (AB) there exist two channels C ∈
Transf (A, B) and D ∈ Transf (B, A), which in general depend on Ψ, such that
Ψ
A C B
B D A
= Ψ
A
SWAP
B
B A
.
Since Causality, Purity Preservation, and Purification are already as-
sumed among our axioms, proving the entanglement-thermodynamics
duality is reduced to proving the validity of Local Exchangeability.
Proposition 5.9.3. Every sharp theory with purification and unrestricted revers-
ibility satisfies Local Exchangeability.
Proof. Let Ψ ∈ PurSt1 (AB) be a generic pure state and let ρA and ρB be its
marginal states, diagonalised as ρA = ∑ri=1 piαi and ρB = ∑
r
i=1 piβi, where
pi > 0 for all i = 1, . . . , r, and r ≤ min {dA, dB}. Here we are invoking
Schmidt decomposition (theorem 4.5.1), by which the marginals of a pure
bipartite state have the same spectrum up to vanishing elements. Now,
we extend the set of eigenstates of ρA and ρB to two pure maximal sets.
Without loss of generality assume dA ≤ dB. By Permutability, there must
exist a reversible channel U ∈ Transf (BA, AB) such that14 U (β1 ⊗ αi) =
α1 ⊗ βi for every i ∈ {1, . . . , dA}. Similarly, there must exist a reversible
channel V ∈ Transf (BA, AB) such that V (βi ⊗ α1) = αi ⊗ β1 for every
14Strictly speaking BA 6= AB, whereas Permutability refers to states of the same system.
This can be easily accommodated by inserting the SWAP channel suitably.
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i ∈ {1, . . . , dA} At this point, we define the pure transformations
A P B :=
β1
B
U
A α†1
A B
,
B Q A :=
B
V
A
α1 A B β†1
.
and the pure state
Ψ′
B
A
:= Ψ
A P B
B Q A
,
where the purity of P ,Q, and Ψ′ follows from Purity Preservation. Like in
the proof of proposition 5.8.7, we can prove that P andQ are in fact chan-
nels, so uBP = uA and uAQ = uB. Hence Ψ′ and SWAPΨ have the same
marginals. Then, the uniqueness of purification applied to both systems
A and B (viewed as purifying systems of one another) implies that there
exist two reversible channelsWA andWB such that
Ψ
A
SWAP
B
B A
= Ψ′
B WB B
A WA A
=
= Ψ
A P B WB B
B Q A WA A
.
Hence, we have shown that there exist two local pure channels C := WBP
and D :=WAQ that reproduce the action of the swap channel on the state
Ψ.
Note that Local Exchangeability is implemented by pure channels in
sharp theories with purification and unrestricted reversibility.
To sum up, every sharp theory with purification and unrestricted re-
versibility satisfies the entanglement-thermodynamics duality. As a con-
sequence of the duality, mixedness monotones, characterised at the end
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of the previous section, are in one-to-one correspondence with measures
of pure bipartite entanglement. For example, Shannon-von Neumann en-
tropy of the marginals of a pure bipartite state can be regarded as the en-
tanglement entropy [145,197,198], an entropic measure of entanglement that
is playing an increasingly important role in quantum field theory [199,200]
and condensed matter [201].
In passing, we also mention that the validity of Local Exchangeability
implies that every state admits a symmetric purification [100, theorem 3], in
the following sense.
Definition 5.9.4. Let ρ be a state of system A and let Ψ be a pure state of
AA. We say that Ψ is a symmetric purification of ρ if
Ψ
A
A u
= ρ A ,
and
Ψ
A u
A
= ρ A .
With the above notation, we have the following.
Proposition 5.9.5. In every sharp theory with purification and unrestricted re-
versibility, every state admits a symmetric purification.
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Chapter 6
Conclusions and outlook
In this DPhil thesis, the first doctoral thesis on this topic, we studied the
foundations of thermodynamics and statistical mechanics using the tool
of general probabilistic theories. In particular, we focused on microcanon-
ical thermodynamics, describing systems where the energy is known and
fixed. For the first time, we extended the microcanonical framework to
arbitrary physical theories, beyond the known and well-studied cases of
classical and quantum theory. Being a general paradigm, one expects ther-
modynamics to be valid in all physical theories, yet we discovered that, in
order to have a physically meaningful microcanonical thermodynamics,
we need to impose two requirements on the underlying theory. These two
requirements are:
1. for every system there is a unique invariant probability measure;
2. the product of microcanonical states is still a microcanonical state.
Requirement 1 implies that for every system, once the energy is fixed, the
microcanonical state is uniquely determined. This is because that invari-
ant probability measure is used to define the microcanonical state. Re-
quirement 2 expresses the stability of the equilibrium state under parallel
composition, and it is similar in spirit to the notion of complete passivity for
quantum thermal states [202–204]. In other words, there is no “activation
process” when composing equilibrium states that could bring us out of
equilibrium (and therefore extract work).
Specifically, requirement 1 is fully equivalent to one of the conditions
(transitivity) that appeared in several reconstructions of quantum theory
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from first principles: the fact that for every pair of pure states there exists
a reversible channel connecting them [61, 68, 70, 83, 84, 86]. Therefore, our
results offer a new perspective on transitivity, this time from thermody-
namics: transitivity is a necessary condition to have a well-posed microca-
nonical thermodynamics. Since thermodynamics is not considered a fun-
damental theory, but rather emergent from an underlying theory through
the paradigm of statistical mechanics, we usually expect that it is the un-
derlying theory to constrain the thermodynamic behaviour. Instead, in
our case we found the opposite: the reasonable thermodynamic desiderata
of requirements 1 and 2 constrain the underlying theory.
For theories satisfying requirements 1 and 2 we set up a resource-theoretic
treatment, where the microcanonical state was taken as the only free state,
and we chose three different sets of free operations, with similar defini-
tions to quantum theory:
1. random reversible (RaRe) channels;
2. noisy operations;
3. unital channels.
We studied these three resource theories in a class of physical theories,
sharp theories with purification, which we propose as an axiomatic found-
ation for statistical mechanics. The fundamental feature of these theories is
that they admit a level of description where all states are pure, and all evol-
utions reversible. By this we mean that every mixed state can be written as
the marginal of a pure state of a larger system, and that every channel can
be written as discarding one of the outputs of a bipartite reversible chan-
nel. Therefore, in these theories “impurity”, partial information (viz. prob-
abilistic mixtures), and irreversibility arise because of discarding. There is
no need for the presence of an external agent who assigns probabilities
subjectively or performs some coarse-graining. For this reason, sharp the-
ories with purification are particularly suitable as candidate theories to
solve the remaining tension between the pure and deterministic character
of the fundamental dynamics, and the subjectivity of statistical ensembles.
In these theories, mixed states, in particular thermal states, and their as-
sociated probabilities arise because in the thermodynamic description one
is tracing out some degrees of freedom, typically those of the environ-
ment. This opens the way to the derivation of equilibrium states from typ-
icality arguments based on entanglement [20, 21, 205, 206], since it is not
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hard to see that every sharp theory with purification must have entangled
states [100].
With these properties, sharp theories with purification appear to be
reasonably close to quantum theory. Indeed the convex examples known
so far [101,103–109] are variations on quantum theory, obtained by impos-
ing superselection rules [101, 103–105], or by considering real, instead of
complex, amplitudes [106–109]. In fact, it is possible to prove that all sharp
theories with purification are Euclidean Jordan algebras, and that they can
exhibit at most second-order interference [87, 111, 207–209]. Besides these
examples, we showed that, quite surprisingly, even classical theory can
be extended to a sharp theory with purification. In this extension, at the
level of single systems, classical systems look perfectly classical, and have
all the properties of classical systems. What changes is the way they com-
pose, because we need to have entangled states in composite systems: the
composition of two classical systems is no longer a classical system.
After introducing sharp theories with purification, we studied their
properties in relation to thermodynamics. The first is a state-effect dual-
ity, by which with every normalised pure state we can associate a unique
normalised pure effect (and vice versa) that occurs with unit probability
on that pure state. In [111] this was proved to be the stepping stone for
the definition of the dagger of all transformations. The second important
property is that all states can be diagonalised, i.e. written as a convex com-
bination of perfectly distinguishable pure states, with unique coefficients,
the eigenvalues of the state. Finally, sharp theories with purification sat-
isfy requirements 1 and 2, so they admit a well-defined microcanonical
thermodynamics. In these theories it is therefore possible to introduce the
three resource theories.
We showed that the sets of free operations obey the same inclusion
relations as in quantum theory: the set of RaRe channels is included in
the set of noisy operations, which is in turn included in the set of unital
channels. In addition, the convertibility of states under unital channels
is fully described by majorisation on the spectra of states, thanks to the
diagonalisation theorem. This allowed us to find mixedness monotones
aplenty: they are Schur-concave functions on the spectrum of states. We
were able to prove that, for a large class of them, their definition on the
spectrum coincides with two definitions given in the GPT literature [163,
174,175], based on pure measurements and pure preparations respectively.
Among mixedness monotones, we focused on Shannon-von Neumann
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entropy, and we used it to define the generalised Gibbs states through
Jaynes’ maximum entropy principle [16,17]: we fixed the expectation value
of an energy observable, and determined the state that maximises the
Shannon-von Neumann entropy with that constraint, promoting it to an
equilibrium state. This was the only part of the thesis where we departed
from microcanonical thermodynamics and we explored the role of temper-
ature. This was instrumental in proving an operational version of Land-
auer’s principle in sharp theories with purification, where we linked the
reduction of entropy in the system to the heat dissipated into the environ-
ment, following the approach by Reeb and Wolf [193].
We showed that, if we want the three resource theories to be equivalent
and define the same preorder on states, the axioms of sharp theories with
purification are not enough, and we must add a further principle, unres-
tricted reversibility, expressing the richness of the reversible dynamics of
the theory. Again, from a thermodynamic requirement we derived a con-
straint on the underlying theory. This constraint restricts the set of allowed
theories even further. For instance, doubled quantum theory and the co-
herent composites of extended classical theory are ruled out, and we get
even closer to quantum theory. This could be an indication that quantum
theory is eventually the only theory supporting a physically sensible ther-
modynamics.
From unrestricted reversibility, we proved that the three resource the-
ories obey a duality with the resource theory of entanglement [100]. This
connects the entanglement of pure bipartite states with the purity of their
marginals: a pure state is more entangled than another if and only if the
marginals of the latter are purer than the marginals of the former. In this
way entanglement becomes a fertile ground for the foundations of ther-
modynamics, at least in the microcanonical setting.
The results of this thesis are only the surface of a deep operational
structure, where thermodynamic and information-theoretic features are
interwoven at the level of fundamental principles. The work initiated here
clearly still has a lot of potentialities for further exploration. For instance,
we still lack an operational derivation of strong subadditivity of Shannon-
von Neumann entropy [210], and of the monotonicity of the relative en-
tropy under the action of channels [211]. The proof of these results is no-
toriously difficult even in ordinary quantum theory, but the motivation is
extremely strong, for they are the key to the derivation of the second law
of thermodynamics [117] and of its quantum generalisations [41], not to
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mention the consequences for information processing. An operational de-
rivation of these results will shed a new light on quantum theory too, high-
lighting the principles leading to strong subadditivity, which at present are
hidden behind the technical character of the existing proofs.
Another area of future research is the completion of the characterisa-
tion of microcanonical thermodynamics in sharp theories with purifica-
tion. The aspects related to the thermodynamic limit are currently under
investigation [99], but it is worth exploring other sides, such as catalysis,
and the role of entropies in the single-shot work extraction [37, 212].
Clearly, the whole area of canonical thermodynamics, viz. for systems
at a fixed temperature, rather than fixed energy, in general probabilistic the-
ories is still largely unexplored. In this thesis, we briefly touched on it with
the derivation of the generalised Gibbs states using the maximum entropy
principle. However, we did not study the possible resource theories one
can introduce in this setting [38–40, 42], nor did we study the existence of
the canonical state in full generality, viz. without assuming the axioms of
sharp theories with purification. To this end, a promising way to derive
the canonical state is to harness the idea of complete passivity [202, 203],
and enforce it in arbitrary physical theories. Alternatively, we can pursue
the derivation of equilibrium states (including the canonical ones) in sharp
theories with purification based on typicality and entanglement, along the
lines of [20, 205, 206]. Results in this direction would bring further evid-
ence that sharp theories with purification provide the appropriate ground
for the construction of a well-founded statistical mechanics.
As we noted, the essence of sharp theories with purification is entan-
glement and the possibility of purifying states and transformations. What
about classical theory? Is classical thermodynamics well founded? The
answer to this question is not obvious nor easy. Clearly, our experience
and the physical results, both theoretical and experimental, tell us that
this is the case. Although we do it all the time, and it works very well,
in classical theory there is no principle that formally justifies enlarging an
open system to recover the isolated picture. The missing principle we are
looking for is Purification [67], which is quintessentially thermodynamic.
Indeed, when in thermodynamics we model an open system as part of an
isolated system, where the other part has been discarded or neglected, it is
precisely what happens in a theory where Purification is at work. There,
all non-reversible channels can be seen as a reversible evolution in a larger
system (the isolated system, where evolution is assumed to be reversible),
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part of which has been discarded. Instead in classical theory, whatever is
mixed and irreversible, it stays so, irrespective of how much we enlarge
the system. This is precisely due to the lack of entanglement. Then why
does thermodynamics work in classical theory?
A possible answer might be that classical thermodynamics works be-
cause Nature is ultimately quantum, where Purification holds. Therefore
the formal underpinnings of classical thermodynamics may be found in
quantum thermodynamics, of which it is a sub-theory. Another possible
answer might come from our results: classical theory admits an extension
to a sharp theory with purification with actual classical systems among
its systems. This extended classical theory offers a new possibility for the
foundations of classical statistical mechanics, allowing one to view clas-
sical ensembles, at least from a formal point of view, as arising from joint
pure entangled states. At the same time, it allows us to export the results
and the proof techniques of sharp theories with purification to classical
theory. This motivates the following conjecture.
Conjecture. Every theory with a “well-behaved” thermodynamics can be exten-
ded to a sharp theory with purification.
As we currently lack a formal definition of “well-behaved” thermody-
namics, our conjecture is not a mathematical statement for the time being,
but rather an open research programme. Addressing this programme dir-
ectly will be rather hard, and will mean rigorously formulating a set of
desiderata about thermodynamics, from which to derive the requirements
that the underlying physical theory should meet. An example of thermo-
dynamic desiderata is provided by Lieb and Yngvason’s axioms [213], re-
cently revisited from a quantum information perspective [214,215], which
capture the fundamental structures underpinning the second law of ther-
modynamics. Connecting general probabilistic theories with Lieb and Yn-
gvason’s desiderata is a promising route to approach our conjecture, and
produce new results in the axiomatic foundations of thermodynamics.
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