Abstract-Motivated by the need of a robust and practical Inverse Kinematics (IK) algorithm for the WAM robot arm, we reviewed the most used closed-loop methods for redundant robots, analysing their main points of concern: convergence, numerical error, singularity handling, joint limit avoidance, and the capability of reaching secondary goals. As a result of the experimental comparison, we propose two enhancements. The first is to filter the singular values of the Jacobian matrix before calculating its pseudoinverse in order to obtain a more numerically robust result. The second is to combine a continuous task priority strategy with selective damping to generate smoother trajectories. Experimentation on the WAM robot arm shows that these two enhancements yield an IK algorithm that improves on the reviewed state-of-the-art ones, in terms of the good compromise it achieves between time step length, Jacobian conditioning, multiple task performance, and computational time, thus constituting a very solid option in practice. This proposal is general and applicable to other redundant robots.
I. INTRODUCTION
Moving robot arms in task space requires efficient and well-behaved Inverse Kinematics (IK) solutions. For several decades, a lot of effort within the Robotics community has been devoted to obtaining fast and robust IK algorithms. Analytical methods have always been preferred to iterative ones, because their solution is exact and usually faster to compute. Nevertheless, with the rise of redundancies in robots, analytical solutions become harder to obtain [1] [2] and thus again alternatives need to be explored [3] in order to benefit from the additional degrees of freedom.
In tuning the IK of the 7-dof WAM manipulator to the particular requirements of some applications, we noticed that the existing generic KDL algorithm [4] could sometimes fail due to joint limit vulnerations. We tried other open-source IK algorithms [5] , but none performed to entire satisfaction, thus we explored other possibilities for redundant IK.
Although there exist many alternatives for trying to solve the IK problem, such as interval methods [6] , distance based methods [7] , or even neural networks [8] , probably the most popular way is to use closed-loop algorithms. In these Closed Loop Inverse Kinematics (CLIK) algorithms, a first-order Jacobian matrix [9] [10] of the robot is computed, which maps joint velocities into task space velocities, and inverted to map the error into a joint state update which is likely to reduce the task error. The updated joint state at step k + 1 is then θ k+1 = θ k + ∆θ k , for some computed ∆θ k :
where α is a gain, J ⋆ is an inverse matrix of the Jacobian, f (·) is the forward kinematics function, x d the desired position and e the positioning error. The first attempts to close the IK loop used the Moore-Penrose pseudoinverse [11] of the Jacobian matrix [12] to invert the differential kinematics equation of the robot. In other works, the Jacobian transpose was used [13] , which is faster to compute. These methods become unstable when the robot is close to a singularity: the condition number of the Jacobian becomes very large, thus amplifying the numerical error at each iteration, and also requiring large variations in some joints in order to reduce the error in a given direction. To solve these problems, the Jacobian matrix can be damped or filtered [14] [15] , reducing this condition number, but not always reducing large joints variations. Some attempts also use second-order derivatives of motion, i.e.: calculating the Hessian matrix of the forward kinematics [16] , although this requires much more computation time.
Using first-order derivative methods of the robot's motion also has the drawback that, depending on the goal position, an algorithm can get stuck at an algorithmic singularity, a point where the error e belongs to the kernel of the inverted Jacobian, or in a multiple-task algorithm, a secondary task joint variation may take the contrary value of the primary task, thus the total computed joint variation being ∆θ ≃ 0.
In a continuous time assumption, the convergence of closed-loop methods can be demonstrated in terms of Lyapunov theory [17] [18] . Nevertheless, these computations have a gain, and the smaller this gain is, the more iterations needed to converge. Thus this gain is lower bounded by the computation capability of a processor, and convergence cannot always be assured by means of Lyapunov theory. Although there exist discrete-time versions of it [19] , their application is not immediate, and some additional assumptions must be made.
There is also some literature about the convergence of these methods which takes the discrete-time system as a sequence and proves its convergence. [20] finds an upper bound of the gain α that guarantees convergence, but restricting the operational space to a subset where the Jacobian is fullrank with bounded singular values, so its application is not general. Nevertheless, this work points out the relevance of the initial error dependency for these methods to converge, showing that they are more robust when used locally. In general, a smaller gain improves convergence rate on one hand, while slows the algorithm on the other.
The main advantadge of redundancy is to be able to perform secondary tasks and/or to choose which solution suits us best. To this purpose, an optimization criterion can be set to find, within the set of IK solutions, the one that performs best according to the criterion. The most common procedure is to project a gradient of a secondary task into the kernel of the Jacobian matrix, in order not to affect much the position error. Other algorithms like the Augmented Jacobian or the Extended Jacobian [21] , in which rows are added to the Jacobian, have been used. Among the existing criteria for optimization, the manipulability measure [22] [23] is often used. Other criteria such as collision avoidance [24] (by setting a minimum distance to a certain object), minimum effort kinematics [25] or structural stiffness are also used [26] . But respecting joint limits is often the main priority when exploiting the redundancies of a robot.
This paper provides an overview of the different CLIK algorithms found in literature, also concerning numerical error propagation, which is sometimes forgotten when analysing these algorithms. Focusing on solving the IK with feasible joint values, two enhancements of the existing literature are proposed. The first one is a way of filtering the Jacobian matrix that ensures a given numerical conditioning, while the second uses the advantages of the latest works on continuity of inverse operators applied to robotics [27] with a controlled step size [28] to smoothen the motion of the robot. All the analysed algorithms, as well as the proposed enhancements, have been implemented on a Barrett's WAM arm and tested both in simulation and in real experimentation.
II. PRELIMINARIES
Along this work, the notation in Table I will be used. For the positioning error representation as a n-dimentional generalised coordinate vector, as it compares a position error (distance) vs an orientation error (angular), it is often taken the equivalence of 2rad = 1m (see [24] , pp 137-140). Nevertheless, different metrics can be used to improve the performance of the algorithms [29] .
Given a system of the type ∆θ = J ⋆ e, where ⋆ denotes an inverse operator, it is very common to have numerical or measurement errors on the robot's task position, and therefore δe on the position error e (difference between target and current positions). Then, it is fundamental to avoid amplifying this error when computing ∆θ. To this purpose, the relative error δθ on ∆θ coming from the error δe on e can be computed using the condition number of J ⋆ [30] [31]:
where κ(J ⋆ ) is the condition number of J ⋆ , computed as the ratio of its maximum and minimum singular values:
III. REVIEW OF CLIK ALGORITHMS
In a redundant manipulator, the Moore-Penrose pseudoinverse is often used in (1), as it is a generalised inverse which is still well-defined when a matrix is rank-deficient.
is the Singular Value Decomposition (SVD) of the Jacobian matrix, then its pseudoinverse is:
where u i , v i are the columns of U and V . In (2) we can see there is a discontinuity on the pseudoinverse operator around a singular configuration of a robot (a singular value becomes zero). This discontinuity means the Jacobian Pseudoinverse (JP) algorithm gives large ∆θ values with high conditioning. Using the Jacobian Transpose (JT) we can avoid these gains [32] , but we do not avoid the conditioning issue. In addition, JT can add chattering around the solution. In fact, for the case of the JP and JT, the condition number is κ(J ⋆ ) = σ1 σn (assuming σ 1 > ... > σ n ≥ 0) and tends to infinity as σ n → 0, thus loosing all the numerical precision in the direction associated with σ n .
To avoid large gains, reducing the global gain is not a truly effective strategy, as we will be damping the gain in the directions we would like the robot to move. For this reason, and without loss of generality, we will omit the step α from now on. In [28] it is proposed a Selective Damping (SD) of the gain on the joints variations derived from each task space error component, which effectively solves the gain issues, but does not solve singularity issues as the loss of rank and algorithmic singularities.
There are some ways of trying to avoid these discontinuities on the singularities, such as Jacobian Damping (JD) which consists of adding a small diagonal term λ when computing the pseudoinverse matrix, or Filtering (JF) the Jacobian matrix [14] , in which this λ depends on how close to a singularity the robot is. This modification removes the mentioned discontinuity, but its effect on the condition number or gains may not be strong enough around a singularity. The Error Damping (ED) [33] strategy is to use the norm of the current error to damp the pseudoinverse. This reduces large gains when away from the goal, but if, for instance, the goal is close to a singularity, the error is not a good damping factor. For this reason, the ED can be improved by adding a term Ω = diag(ω 1 , ...ω n ) [34] . But in the mentioned case, this would be equivalent to a JD algorithm in the neighbourhood of a singular goal position.
In fact, in the Appendix we show that adding this diagonal term in damping algorithms is not completely robust in terms of conditioning, and there is a tradeoff between the region where the condition number is bounded and the upper bound of the conditioning in this region.
IV. SINGULAR VALUE FILTERING (SVF)
We propose a new way of filtering the Jacobian matrix, which consists in modifying the Jacobian matrix' singular values to obtain an alternative pseudoinverse that is always full-rank and whose condition number is bounded. To this purpose, if we take the SVD of J:
is our proposed filtering rational function with: σ 0 the minimum value we want to impose to the singular values of J.ν a shape factor.And then we can compute (assuming σ i > σ i+1 , ∀i)
to use it as the pseudoinverse.
In Fig. 1 we can see, for different ν values, the difference h ν,σ0 (σ) − σ. Then, it can be easily seen that h ν,σ0 (σ), verifies: • h ν,σ0 (σ) is continuous and differentiable on the positive side of R, which is where the singular values are.
• lim σ→0 h ν,σ0 (σ) = σ 0 , ∀ν , so σ 0 is the minimum value we will allow for the singular values of the Jacobian matrix.
• h ν,σ0 (σ) has an asymptote with equation y = σ for σ → ∞, as lim σ→∞ hν,σ 0 (σ) σ = 1 and lim σ→∞ (h ν,σ0 (σ) − σ) = 0, ∀ν and ∀σ 0 .
• h ν,σ0 (σ) is monotonic if ν and σ 0 are defined verifying ν > σ 0 and 2 > νσ 0 , which are not very restrictive conditions. On the other hand, the greater ν is, the smaller the value |h ν,σ0 − ν|. This gives us hints on which value to use for ν. In the experimentation, we have taken ν = 10. Monotonicity guarantees that the condition number of the pseudoinverse (4) is always:
which is always bounded by the inverse of the minimum value assigned to the singular values. To sum up, we have thatĴ has lower-bounded singular values and tends to J when its singular values move away from 0.
Moreover, with this filtering, the jacobian matrix never looses rank as the singular values are strictly positive. In Table II we can see the equations defining all the abovementioned algorithms.
Another advantage of this method can be seen in Fig. 2 , where we plot the condition number of different methods in the case of a 4R planar manipulator moving towards a singularity, for a damping factor of λ = 10 −3 , and allowing a maximum damping factor on the filtering algorithm (variable damping factor) of λ max = 5λ. As we have already commented, the JP algorithm's condition number tends to infinity, and so does the JT. The JD and JF algorithms perform better, with reduced conditioning, even bounded out of a small interval. Nevertheless, the loss of precision is high. On the other hand, the error-damped methods have very low condition number, but it grows fast as the robot reaches the goal. The proposed method, with σ 0 = 0.005 and ν = 10, keeps its condition number stable. Our proposal presents the best bounded conditioning, although it can still have considerable gains on their iterations. This can be solved by combining it with the SD.
Note that, as the least singular value approaches very small values compared with the damping factors, the condition number exponentially grows towards infinity, as commented in the Appendix.
V. MULTIPLE TASKS
Usually, when computing the IK of a robot, it is a good idea not only to compute a solution of the inverse 
Name
Abbreviation Equation (∆θ =) References Jacobian Pseudoinverse JP
Jacobian Transpose JT
Selective Damping SD
Damped Jacobian JD
Filtered Jacobian JF
Error Damping ED
Improved Error Damping IED
Singular Value Filtering kinematics, but also the solution which behaves best for a certain criterion. Even more with redundant robots, where the number of solutions may be infinite. Also, joints usually have limits on their prismatic/rotational position, and a solution to the IK with a joint value outside its limits is not a feasible solution, so one of the most important properties of a good IK solution is that it lies inside these limits. To this purpose, the redundancies of a robot are often used to satisfy such constraint goal. A way to bias the solution given by the pseudoinverse operator is to use a Jacobian Weighting (JW) algorithm, in which a matrix W is used as a metric on the joint space to give more importance to the joints we want to move. A typical use of it is to increase the weight of a joint when it approaches its limit [35] , or even to block joints when surpassing their limits, which is called Joint Clamping (JC) [36] .
A redundant robot can also have its Jacobian augmented up to a square matrix using Task Augmentation (TA) [37] [38] , where gradients of secondary objectives are added as rows to yield a square and invertible matrix, J V . Note that special care must be taken in order to avoid linear dependency of the Jacobian with its added rows.
Another method to use redundancies for a secondary task is Gradient Projection (GP) [39] , which consists on projecting the gradient of a potential function, F , onto the kernel of the main task with the kernel projection operator P = I −J † J. This is effective at biasing solutions according to a certain criterion, but does not work, for instance, using a push-to-center value to avoid joint limits. In fact, considering joint limits on the kernel of the main task is not enough to ensure those are avoided. GP can be generalised using what is called Task Priority (TP) [40] , in which a list of tasks is performed in a hierarchical order projecting each one onto the kernel of the previous tasks.
Among these methods, if we want to avoid joint limits, neither JW, TA or GP have success at it. This is due to the secondarity of such a task. And JC may result in permanently blocking degrees of freedom. Then, the best solution is to use a task priority scheme, with its main priority being a push-to-center value of the joints, activated by a (commonly diagonal) matrix H = diag(h 1 , ..., h m ), being h i > 0 if θ i is close to its limits, up to 1 if those are reached, and 0 otherwise, with a gain µ:
An additional problem that may arise when using this algorithm is that, even with an activation matrix continuous wrt. joint activation as in [36] , the pseudoinverse operator is not continuous with respect to this activation matrix. Theorem 4.2 in [41] states that the effect of any nonzero diagonal element of an activation matrix H is equivalent when using it in a JC or TP algorithm. In fact, it can also be seen that damping the pseudoinverse does not solve the problem, out of a very small interval [42] . Due to these issues, in that work it is presented a continuous (wrt. activation matrix) pseudoinverse operator, defined as:
For task-activation matrices G = diag(g 1 , .., g n ):
℘(N ) being the power set of N = {1, .., n}, and J P = G 0 J, where G 0i = 1 if i ∈ P and 0 otherwise And for joint-activation matrices H = diag(h 1 , .., h m ): 
Which we will call Continuous Task Priority (CTP). In Table III we can see the commented algorithms for secondary tasks, which have been applied to avoid joint limits.
VI. SMOOTHING ENHANCEMENT
The TP scheme may present large steps and gains, resulting in an almost-chaotic behaviour. To solve these uncontrolled gains, it would be necessary to avoid large steps and condition numbers. Paying attention to (5), we can reorder the terms and separate the position error-dependent terms (e) from those that don't depend on it):
We intend to apply the ideas underlying the SD [28] , so as to damp selectively each one of the task space eigenvectors of the Jacobian matrix J, or its filtered version with SVF, taking care of the dependency of the position variation J∆θ with respect to the position error e.
To do so, we have to find a bound for J∆θ, i.e., the position variation after each step, which can be written, using (7) and separate the position error-depending part (e) from the rest as follows:
Now, after calculating J (I−H)⊕ , we can use its SVD, keeping in mind that the result of this decomposition has to be expressed knowing J (I−H)⊕ is an inverse of J, thus
And knowing that (u
the expression
we can take, by analogy to the SD algorithm, for e = u s , the joints variation ∆θ s used by SD as:
s Jv s which has an effect on the jth joint of:
where v j,s is the jth position on the sth column of matrix V , and J j is the jth column of matrix J. Therefore, adding the norms for all joints we get the bound M s as defined in [28] :
This M s is a bound on the position change gain in the task space generated by the error-dependent part of the algorithm, for each component of the error, and thus with it we can set, for each s = 1..n, the maximum joints change γ max :
To then proceed exactly as in the SD:
We will first compute the joints change for each error component (m-dimensional vector):
and we will bound this variation with the γ s obtained at (8):
Now, differing from SD algorithm, we have to add the non error-dependent part of the algorithm to the sum of each component :
to finally bound the total joint variation by γ max :
In this way, we ensure that ∆θ is bounded, respects joint limits, and it is sufficiently well-conditioned.
VII. EXPERIMENTATION
All the methods described have been implemented in Matlab and C++ (using a ROS library) in a 7-dof redundant WAM robot arm (with the Denavit-Hartenberg parameters as shown in Table IV) and their performance has been tested as global IK solvers. To do so, 1000 random feasible initial and target positions have been generated, using a uniform probability distribution between each joint's limits, and mapped into a cartesian position with the forward kinematics function. Jacobian Weighting JW 
The results of a Matlab simulation can be seen in Table V , where the columns represent (in order) the percentage of solutions found, the percentage of solutions found respecting joint limits, the average computation time for all tests, for those where a solution was found and for those respecting joint limits, the average error using the position-orientation metric in Section II when the solution has not been found, and the average number of iterations and such average when solutions were found. The performance of the reviewed state-of-the-art methods is compared with our proposals, which are highlighted in bold face in the table. Besides the filtering enhancement SVF in different combinations, we have used the CTP algorithm as in (6) , together with the SD proposed in Section VI, and we have also combined them with SVF to compare results. Additional experiments with videos can be downloaded at http://www.iri.upc.edu/groups/perception/IK/IKacolome.zip. With these data, we can draw the following conclusions:
• Low convergence ratio of JT. This is due to chattering when activating/deactivating joints, as commented . The remaining algorithms not considering joint limits always converge, except for SD, due to the limited number of iterations.
• JW, TA and GP methods do not respect joint limits. This is due to the fact that avoiding limits is not treated as a priority, thus zero-error positioning prevails.
• The TP algorithm does not converge most of the times. This is due to the discontinuity commented before, causing large gains which then block the joints.
• Using SVF improves the speed of the JP and, combined with ED, performs much faster than the rest of methods. Nevertheless, we also recommend using SD+SVF because this guarantees the steps will always be smooth, even in the case of a singular goal position.
• CTP algorithms do not always converge, but when they do, the solution respects joint limits. This shows that using these limits as a primary task a is successful strategy. Adding SD improves the convergence ratio, and it also reduces their computation time. Overall, the CTP computation times are very large. This may be in part because of Matlab not being optimal for such computations, but it should be reduced by finding an approximate value of the continuous pseudoinverse. The low convergence ratio of CTP algorithms is due to algorithmic singularities. These happen when, close to a joint limit, the push-to-center value of the joint limit avoidance task compensates the position tracking error. This is like the algorithm walks into a dead end in the joint space. The algorithms not fully respecting joint limits can cross regions with unfeasible joint values to reach the goal, while CTP algorithms can't. To avoid this convergence problem, some literature works try to find a better initial point through a biased random sampling over other possible starting configurations. or it is also possible to use a path planning algorithm in order not to get stuck. Actually, as mentioned, we have tested these methods as global IK solvers to highlight their differences, but of course they should be used in a more local way, leaving trajectory connectivity issues to a global path planner.
VIII. CONCLUSIONS
• Low convergence ratio of JT. This is due to chattering when activating/deactivating joints, as commented . The remaining algorithms not considering joint limits always converge , except for SD, due to the limited number of iterations.
• CTP algorithms do not always converge, but when they do, the solution respects joint limits. This shows that using these limits as a primary task a is successful strategy. Adding SD improves the convergence ratio, and it also reduces their computation time. The low convergence ratio of CTP algorithms is due to algorithmic singularities. These happen when, close to a joint limit, the push-to-center value of the joint limit avoidance task compensates the position tracking error. This is like the algorithm walks into a dead end in the joint space. To avoid this convergence problem, some literature works try to find a better initial point through a biased random sampling over other possible starting configurations. or it is also possible to use a path planning algorithm in order not to get stuck. Actually, as mentioned, we have tested these methods as global IK solvers to highlight their differences, but of course they should be used in a more local way, leaving trajectory connectivity issues to a global path planner.
APPENDIX

Condition number
The JD algorithms and those similar, such as the JF, ED and IED, avoid discontinuities on the Jacobian with respect to its singular values. Nevertheless, if we pay attention to the resulting condition number, we will see that it provides no guarantee of keeping the numerical error within an acceptable range.
Let g(σ) = σ σ 2 +λ 2 be the function used instead of a trivial inversion 1/σ for the singular values when computing the pseudoinverse of the Jacobian. This function g, as we see in Fig. 3 , has a maximum at σ = λ with a value of g(λ) = 1 2λ . Now, we can distinguish different cases depending on the least singular value of the Jacobian:
• σ n > λ, or λ 2 σi < σ n < λ, ∀i = n. Then g(σ n ) > g(σ i ), ∀i = n and the condition number is:
• ∃i, j so that
σj . Then we have g(σ i ) < g(σ n ) < g(σ j ) and, as the condition number will not depend on σ n , it will be bounded.
• σ n < λ 2 σi , ∀i = n. Then g(σ n ) < g(σ i ) and we now have (for some k):
This means that, on the one hand, λ should have a high value to avoid this maximum of the condition number at σ n = λ, but on the other hand, λ must also have a very small value to avoid entering the last case, in which the conditioning tends to infinity.
When using the JF algorithm, the function g becomes g F (σ) = σ ασ 2 +λ 2 , with α = 1 − (1/ǫ 2 ), so the order of magnitude does not change. And using error damping means having a very large damping factor, thus if the goal is a singular position (for example, reaching the furthest point with an arm), the results are equivalent to the behaviour of the JD algorithm.
