There is a close relationship between word uni cation and second-order uni cation. This similarity has been exploited for instance for proving decidability of monadic secondorder uni cation. Word uni cation can be easily decided by transformation rules (similar to the ones applied in higher-order uni cation procedures) when variables are restricted to occur at most twice. Hence a well-known open question was the decidability of secondorder uni cation under this same restriction. Here we answer this question negatively by reducing (a variant of) simultaneous rigid E-uni cation to it. This reduction is in some sense reversible, providing decidability results for cases when rigid E-uni cation is decidable. This happens, for example, for one-variable problems where the variable occurs at most twice (because rigid E-uni cation is decidable for just one equation). We also prove decidability when no variable occurs more than once, hence signi cantly narrowing the gap between decidable and undecidable second-order uni cation problems with variable occurrence restrictions.
Introduction
Word uni cation (Makanin, 1977; Schulz, 1991) , linear second-order uni cation (Levy, 1996) , context uni cation (Comon, 1993; Schmidt-Schau , 1995) and second-order uni cation (Pietrzykowski, 1973) are closely related problems. The relationship between word uni cation and linear second-order uni cation becomes clear when we codify a word unication problem, like F a G ? = G a F, as a linear second-order uni cation problem x:F(a(G(x))) ? = x:G(a(F(x))). The relationship between word uni cation and secondorder uni cation is not so clear, but was used, for instance, to prove decidability of monadic second-order uni cation (Farmer, 1988) . Despite their similarities, word uni cation is decidable (Makanin, 1977) , second-order uni cation is undecidable (Goldfarb, 1981) , and the question is open for linear second-order uni cation and context uni cation (although it is conjectured to be decidable).
Decidability of word uni cation was an open question for a long time and its proof (Makanin, 1977) involves a lot of technicalities. However, it is very easy to prove that it is decidable when no variable occurs more than twice in a problem. The same main ideas were used to prove that linear second-order uni cation and context uni cation are decidable when no variable occurs more than twice (Levy, 1996) . Thus, the arising question is, are these This work was partially supported by the project \Modelizaci on y S ntesis de Sistemas de Informaci on" (TIC97-0579-C02-01) funded by the CICYT, and the ESPRIT Basic Research Actions CCL and CONSOLE ideas applicable to second-order uni cation? The answer is no, and the analysis of how we could have proved decidability suggested us how we can, in fact, prove its undecidability by reduction of another undecidable uni cation problem: simultaneous rigid E-uni cation (Gallier et al., 1987; Degtyarev and Voronkov, 1996) . This reduction is in some sense reversible, providing a decidability result for cases when simultaneous rigid E-uni cation is decidable. This happens, for example, for one (second-order) variable problems where the variable occurs at most twice, since (non-simultaneous) rigid E-uni cation is decidable (Gallier et al., 1988) . This paper proceeds as follows. In section 2 we introduce all the uni cation problems and some preliminary de nitions and notation. In section 3 we prove undecidability of secondorder uni cation, when variables are restricted to occur at most twice, by reduction from (a variant of) simultaneous rigid E-uni cation. We started our research trying to prove decidability of the problem. The di culties we found to achieve our purpose suggested us how we can, in fact, prove undecidability, and which undecidable problem we had to chose. However, since simultaneous rigid E-uni cation is decidable for one equation, we prove in section 4 decidability for one second-order variable problems. Additionally, in section 4, we also prove decidability for problems where variables occur at most once. This closes the gap between decidable and undecidable second-order uni cation problems w.r.t. variable occurrence restrictions.
Preliminary de nitions
We assume that the reader is familiar with uni cation problems, second-order typed -calculus and related topics. Variables are denoted by capital letters (X; Y; Z : : : when they are rstorder, and F; G : : : when they are second-order variables), constants are denoted by lower case letters (a; b : : : when they are 0-ary constants, and f; g : : : for function), terms by t; u; v; w : : : and substitutions by Greek letters ; ; : : :. Substitutions are represented by nite sets of variable-term pairs, like = X 1 7 ! t 1 ] X n 7 ! t n ]. The application of a substitution to a term t is represented by (t). Notation tj p represents subterm at position p of t, and t u] p represents term t where subterm at position p has been replaced by u.
Word uni cation
It is easy to describe a complete 1 (non-terminating) procedure for word uni cation in terms of transformation rules (Gallier and Snyder, 1990) . Any state of the process is represented by a pair hS; i, where S is the problem and the substitution computed until that moment.
We proceed by applying a substitution , that transforms the pair into a new one h (S); i where (S) can be later simpli ed. At some point, more than a rule can be applicable, thus the procedure is not deterministic. We distinguish two kinds of words, rigid words (when they start by a constant, like a w) and exible words (when they start by a variable, like X w). = (w 2 ). If no variable occurs more than twice, after instantiating and simplifying equations, no transformation rule increases the size (in terms of number of variables plus number of constants) of the problem. Since, there are nitely many uni cation problems of a given size (up to variable renaming), we can easily prove decidability of the problem (Schmidt-Schau , 1995) . In fact, although such problems are in nitary, we can prove that, under this restriction, there exists a nite representation of the (maybe in nite) set of uni ers. For instance, the problem X a ? = a X has in nitely many minimum uni ers of the form X 7 ! a : : : a], but we can represent all them by a regular expression X 7 ! ] X 7 ! a X] .
2.2 Second-order uni cation Pietrzykowski (Pietrzykowski, 1973) was the rst to describe a complete second-order unication procedure. The rules that this procedure uses are quite similar to the rules we have described for word uni cation. We also distinguish between rigid and exible second-order normal terms. We always assume that a term is in -long normal form, i.e. has the form x : a(t 1 ; : : : ; t n ) where x is a (possibly empty) list of bound variables, a may be a constant, a free variable or a bound variable 2 , and t i are also terms in normal form. If a is a constant or bound variable, the term is said to be rigid, and exible if a is a free variable. For all our purposes, we can avoid third-order constants, and -bindings. In such case, normal terms have the form a(t 1 ; : : : ; t n ) where a can not be a bound variable.
If we are only interested in deciding if a problem has a solution or not, and not in nding all minimum uni ers, we can simplify Pietrzykowski's procedure, since now, all exible-exible equations are always solvable. Huet (Huet, 1975) was the rst to describe one of such preuni cation procedures for typed -calculus. The set of transformation rules is now as follows:
Simpli cation rule. Proposition 1 The procedure based on the previous transformation rules is a complete preuni cation procedure for second-order uni cation and can be use to decide solubility of a problem.
The previous proposition ensures semi-decidability of second-order uni cation, so when we say \undecidable" or \not decidable" we always mean semi-decidable.
Simultaneous rigid E-uni cation
Simultaneous rigid E-uni cation was introduced in (Gallier et al., 1987) in order to extend the tableau method, the method of matings and other proof methods to rst-order logic with equality. After some faulty proofs of its decidability, it was proved to be undecidable in (Degtyarev and Voronkov, 1996) . The (non-simultaneous) rigid E-uni cation problem can be formulated as follows. Given a nite set of rst-order equations fht i ; u i i j i 2 1::n]g and an equation hv; wi, nd a substitution such that (t 1 ) = (u 1 )^: : :^ (t n ) = (u n )` (v) = (w) is provable in rst-order logic with equality. An instance of the problem is denoted by t 1 = u 1^: : :^t n = u n`v = w, and called rigid equation. Simultaneous rigid E-uni cation is formalised as the problem of nding a simultaneous solution for a nite set of rigid equations.
For technical reasons, we will use a di erent de nition of rigid E-uni cation. We call this problem ground rigid O-uni cation, and we de ne it as follows. Given a nite set of rst-order inclusions ft i u i j i 2 1::n]g and an inclusion v w, nd a ground substitution such that (t 1 ) (u 1 )^: : :
is provable in rst-order logic with a monotonic pre-order relation . Therefore, we will only use re exivity, transitivity and monotonicity inference rules to validate this deduction, but not instantiation (because the substitution is required to be ground) or symmetry rules (because the relation is a pre-order relation). For technical reasons, we also have to require right-hand sides of assumptions u i not to be a variable. Fortunately, nothing changes w.r.t.
decidability.
Proposition 2 Ground rigid O-uni cation (for one equation) is decidable.
Simultaneous ground rigid O-uni cation is undecidable, even if we restrict right-hand sides of assumption not to be a variable. Proof: In (Degtyarev and Voronkov, 1995) it is proved undecidability of simultaneous rigid E-uni cation by reducing the second-order uni cation problem to it. This proof may be easily adapted to simultaneous ground rigid O-uni cation. They codify a nite set of second-order equations into a nite set of rigid equations. A detailed analysis of these rigid equations shows that they always force solutions to be a ground substitution, and that assumptions of the rigid equation are always used from left to right, as rewriting rules, to prove the conclusion of the rigid equation. Therefore, to validate the deduction we do not need instantiation or symmetry inference rules. Moreover, right-hand side of assumptions are not variables. W.r.t. decidability of one-equation systems, it is easy to reduce one ground rigid inclusion to one rigid equation.
3 Reducing (a variant of) simultaneous rigid E-uni cation to second-order uni cation
In this section we reduce (a variant of) simultaneous rigid E-uni cation to second-order unication where second-order typed variables are restricted to occur at most twice in the unication problem.
Lemma 3 There is an e ective method that reduces simultaneous ground rigid O-uni cation to second-order uni cation where second-order variables are restricted to occur at most twice in a uni cation problem.
Proof: Suppose we have a system of n rigid equations, over a rst-order signature h ; X i, where each rigid equation has the form: Let be a solution of the rigid equation (1) It is a straightforward exercise to prove that this substitution is a solution of the secondorder equation (2).
Implication () Suppose that equation (2) is solvable. We can only apply the imitation or projection rules, and by completeness of the pre-uni cation procedure, one of the two problems that we obtain has to be solvable. If we apply projection rule, it has to be necessarily If this system is solvable, then the rst equation {which is quite similar to the original one{ has to be also solvable. We can repeat the same argument for this equation. Iterating this argument, we can conclude that: there exist a k 0 such that, after applying k times the imitation rule to the rst equation, and later the projection and the simpli cation rules, the system we get is solvable. The system will be: b; v) . Therefore, we can also prove that rigid equation (1) has a ground solution.
Since the reduction described in (Degtyarev and Voronkov, 1995) from second-order unication to simultaneous rigid E-uni cation can be adapted to our variant of simultaneous ground rigid O-uni cation, the composition of both encodings proves the following theorem.
Theorem 5 There is an e ective method that reduces the second-order uni cation problem to the second-order uni cation problem where second-order variables are restricted to occur at most twice in the uni cation problem. The second-order uni cation problem is undecidable, even if we restrict second-order variables of the problem to occur at most twice.
Decidability results
In this section we prove decidability of second-order uni cation problems only containing one second-order variable, which occurs at most twice. The impossibility to prove this result for more than one variable suggested us how to prove undecidability (in the previous section). It also helped us establish a relationship between second-order uni cation and a variant of simultaneous rigid E-uni cation. Additionally, we also prove decidability for problems not containing any repeated variable.
If we compare second-order uni cation rules with word uni cation rules, in section 2, at rst sight it seems that the two-occurrences restriction is going to carry over, like in the word uni cation case. However, in this case, application of imitation rule can increase the size of a problem (in terms of number of applications).
For instance, if we apply imitation rule to
we obtain a bigger problem F 0 1 (t 1 ; t 2 ) ? = g(F 0 1 (u 1 ; u 2 ); F 0 2 (u 1 ; u 2 )) F 0 2 (t 1 ; t 2 ) ? = v Moreover, since some terms are duplicated (like t 1 ; t 2 ; u 1 ; u 2 ), second-order variables of these terms may occur now more than twice! We can overcome the second problem by assigning a directed acyclic graph to each problem to avoid duplication of terms. In our example we would have: Then, we can de ne the size of a problem as a pair (number of constant occurrences, number of variable occurrences) of its assigned DAG. We compare these pairs using a lexicographic order. Since the simpli cation rule always removes two constant occurrences, it always decreases the size of the problem. The projection rule removes a variable occurrence and does not increase the number of constant occurrences. However, the imitation rule may increase the number of variable occurrences. This proves the following lemma.
Lemma 6 Any in nite transformation sequence contains in nitely many imitation steps.
To characterise non-terminating transformation sequences we have to study the imitation rule in detail. When we apply the imitation rule to a rigid-exible equation We can prove the following lemma.
Lemma 8 Any in nite transformation sequence is generated by a problem containing a variable cycle.
Proof: We know that in nite sequences contain in nitely many imitation steps. Since initialy there are nitely many variables, and when we instantiate one variable we only introduce nitely many new fresh variables, we can conclude that, for some variable F, we have an in nite instantiation sequence F 7 ! x : g 1 (: : : F 1 (x) : : :)], F 1 7 ! x : g 2 (: : : F 2 (x) : : :)], . . . We will prove that either F is involved in a variable cycle or some other variable connected with it is involved. A direct consequence of this lemma is the following decision result.
Theorem 9 It is decidable whether a second-order uni cation problem, where no secondorder variable occurs more than once, has a uni er. For simplicity, we will assume that no term contains -abstractions, and that only one function symbol g occurs between the root of v and F. Without loss of generality, we will assume that F occurs in the rst argument of v. ( We can have other more complex situations, but they can also be proved to be decidable using the same main ideas). Under these simpli cations, we only need to consider the following equation. We can repeat the same argument as in the proof of lemma 4. If this equation has a solution, since it is a rigid-exible equation, we can obtain another solvable system after applying the imitation rule k many times to the rst equation and later the projection rule, for some k 0. If we only apply imitation rule, we can generate an in nite transformation sequence. However, if the problem has a solution, there is a nite sequence of transformations leading to a set with only exible-exible equations. Therefore, at some point we have to apply projection rule to the rst equation. The problem is that we can not conjecture when! After these k many imitation steps, and a projection step, we get a system which is equivalent to the following one. Applying the same ideas as in section 3, we can prove that solvability of this system is equivalent to solvability of the following rigid equation:
(t 1 ) (u 1 )^: : :^ (t n ) (u n )` (v 1 ) (X 1 )^: : :^ (v m ) (X m ) for some being uni er of t i ? = g(u i ; X 1 ; : : : ; X m ) for some i 2 1::n]. (Recall that there are nitely many of such uni ers). The problem has been reduced to solvability of nitely many instances of a rigid equation, which is decidable.
For more complex cycle situations (not considered in this proof) we get a similar rigid equation.
Conclusions and further work
Since Goldfarb proved the undecidability of the second-order uni cation problem (Goldfarb, 1981) , very few decidable classes of problems have been found. Farmer proved decidability for monadic terms (Farmer, 1988) , and undecidability for classes only restricted by the number of variables. Here we have characterised decidability for classes de ned by the number of occurrences per variable.
We have also found a class of problems for which second-order uni cation is undecidable, whereas linear second-order uni cation is decidable (Levy, 1996) . This has increased our con dence on decidability of the linear second-order uni cation problem that we conjectured.
