多値化畳み込みニューラルネットワークを用いた画像分割による物体の認識性能の向上 by 山田　 裕史
愛知県立大学情報科学部 平成 30 年度 卒業論文要旨
多値化畳み込みニューラルネットワークを用いた画像分割による物体の認識性能の向上



















YOLOv3-tiny モデルに XNOR-Net というバイナリネットを
組み込んだ YOLOv3-tiny-XNORモデルを使用し、そのフィル












現在、NAOv5 に搭載されている CPU では計算能力が足り
ず実験できないため、今後 SPL に導入予定の NAOv6 に実装
を目指す。したがって、シミュレーションに使用する CPUは、
NAOに搭載されていない CPUで Intel(R) Xeon(R) CPU E5-
2690 v4 を使用した。また YOLO モデルを使用するにあたり
Darknetというフレームワークを使用した。
　本研究の問題設定としては、SPL 環境で使用されるボール
の１クラスを認識する。また、NAO の CPU 学習データには
640×480のボールが複数個写っている画像 128枚を用いた。ま
た、評価には SPL で使用されるボールが写っている画像 64 枚
で評価した。比較対象の分割した手法では、元の学習データと






デル名は表 1 のようにする。例えばモデル Aを分割させたモデ
ルがモデル A’となる。
表 1 モデル名の定義
モデル名 分割なし モデル名 分割あり
モデル A 640× 480 モデル A’ 448× 320
モデル B 384× 288 モデル B’ 256× 192
モデル C 128× 96 モデル C’ 96× 64
3.3 評価方法
本研究の評価方法としては、処理速度、再現率、適合率、Ｆ
値、IOU(Intersect Over Union)の 5項目で評価する。
3.4 実験結果
実験結果を表 2 に示す。分割することによって、処理速度は
モデル A’ は A と比較して +126%, モデル B’ は B と比較し











モデル名 処理速度 (fps) 適合率 (%) 再現率 (%) F値 (%) IOU(%)
モデル A 2.94 96 93 95 69
モデル A’ 6.66 92 89 91 67
モデル B 8.33 90 89 90 64
モデル B’ 20.0 81 86 84 62
モデル C 83.0 58 55 56 35
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