ABSTRACT Previous researches have produced a number of conclusions on the functional magnetic resonance imaging (fMRI) study for autism spectrum disorder (ASD) patients, but there are different opinions about the brain regions of the lesions. In order to study ASD more deeply, an advanced framework, i.e., genetic-evolutionary random support vector machine (SVM) cluster, was proposed in this paper. In our method, an initial cluster of multiple SVMs was first built by randomly picking samples and features. Then, these SVMs were selected to recombine and mutate the aim of genetic evolution until the number of genetic evolution which reached the threshold or the classification accuracy was stable. We evaluated the proposed method by using the resting state fMRI data (103 ASD patients and 106 healthy controls), which achieved a 96.8% accuracy. Based on the classification results, the abnormal brain regions were found out. This study suggests the pathogenesis of ASD to a certain extent and offers great assistance for the diagnosis of potential patients with ASD.
I. INTRODUCTION
Autism spectrum disorder (ASD) is considered to be a neurodevelopmental disorder whose incidence is as high as 1% [1] , and brings a great burden to the society and patients' family. Because of the high prevalence, complexity and significant heterogeneity, it remains to be the major challenge for the psychiatry and neuroscience field. The symptoms of ASD include social impairment, lack of emotional communication with others and significant language abnormalities. Moreover, it is also a high genetic disease [2] . Existing literature in the past decades reveals that the symptoms of ASD gradually become significant at the age of 2 and stabilize as time goes on. Although many studies have reported atypical functional connectivity in the ASD, the conclusions of these atypical functional connectivity studies are contradictory [3] .
The associate editor coordinating the review of this manuscript and approving it for publication was Weihong Huang. method with support vector machine (SVM) to distinguish between ASD subjects and normal controls, finally obtaining a 76% accuracy. Chen et al. [11] obtained an accuracy of 79.17% by using SVM for ASD vs. HC classification.
In the extant researches, the classification accuracy of using a single classifier is generally not higher than 90%. In the meanwhile, when traditional features such as functional connection are used to classify ASD patients and HC, the generalization performance of the classifier is also not satisfactory. The unsatisfactory result may lead to a large deviation in finding the abnormal brain areas, which is not conductive to the prevention and treatment of patients with ASD. Therefore, we proposed a novel method to classify ASD patients and corresponding HC. Firstly, this paper combined functional connectivity with graph theory to construct graph-theoretic indicators (such as clustering coefficient and local efficiency) as features. The graph metrics help to transform the human brain into a complex network, which enables us to better understand the connections between brain regions. Then, we used the method of GERSVMC to classify 103 patients with ASD and 106 HC. This method realized the dynamic changes of the random SVM cluster, and explored the feature subsets with higher contribution to the algorithm. Finally, according to the results of classification, the brain regions most associated with disease were found out.
The new raised model has good performances, which achieved a diagnostic accuracy of 96.8% in classifying ASD patients from HC. Comparing with the accuracy rates of extant methods, our model not only has a great improvement in the rate of accuracy, but also improves the efficiency in extracting optimal feature subset. Based on the optimal features, it could be easier to find out certain brain regions of lesions. For instance, inferior frontal gyrus (IFG) (opercular and triangular part), supra marginal gyrus (SMG), fusiform gyrus (FFG) and hippocampus play important roles in distinguishing between ASD patients and HC. Therefore, the GERSVMC is an effective method to improve performance, and offers great assistance for the diagnosis of patients with ASD.
The rest of this article is organized as follows: Section II shows the data we get from Autism Brain Imaging Data Exchange (ABIDE) cohort, and section III introduces the proposed GERSVMC method. Section IV shows the experimental results of our method on the available data. Section V discusses the classification effect, and Section VI summarizes the full paper and introduces future work.
II. DATA AND PREPROCESSING

A. DATA ACQUISITION
The experimental data in this paper was downloaded from the well-known public dataset: ABIDE repository. It includes 1112 subjects (573 HC and 539 ASD patients) with restingstate MRI data and corresponding demographic information. In this paper, we used 123 ASD patients and 123 HC with fMRI data. All private information such as the name of the participants was kept confidential, and all subjects signed the informed consent. The data also obtained the approval of the local ethics committee.
In order to prevent the fMRI data being interfered by noise during the scanning process, we removed the data of the subjects whose head movement was greater than 2.5mm or rotation surpassed 2.5 degree. Then 209 subjects remained, including 103 ASD patients and 106 normal subjects. To avoid significant differences in the subjects' age and gender between the two groups, we performed two-sample T-test and chi-square test respectively for the two groups. The results showed no considerable discrepancies between ASD patients and HC in age (P-value equals to 0.174) and gender (P-value equals to 0.428) at a 5% significance level. Table 1 showed the demographic data of HC and ASD patients. B. DATA PREPROCESSING Data preprocessing steps are described by Cheng et al. [12] and the entire data analysis process is based on the software DPARSF. The main steps are as follows:
(1) Excluding the first 10 time points in avoidance of the shimming effect of magnetic resonance machines and the effect of the subject's discomfort on the results. (2) Slicing to obtain the image data from the same timing. (3) Realigning to reduce the influence of head movements brought by breathing or heartbeat on the data during the scanning process. (4) Normalizing the brain images of all subjects to a standard brain template in avoidance of the influence of different brain structures. (5) Employing a 6mm Gaussian kernel with full width half height (FWHM) for spatial smoothing to reduce spatial noise and differences in brain structures. 
C. THE APPLICATION OF GRAPH THEORY
According to existing studies, this paper divided the human brain into 90 brain regions using Automatic Anatomical Labeling (AAL) templates. Firstly, we calculated the Pearson correlation coefficients between any two brain regions to represent the functional connectivities. Secondly, we combined the brain regions with the graph theory to construct a complex network, where 90 brain regions were treated as 90 nodes, and the functional connectivities were seen as the edges between the nodes. Thirdly, we set a threshold for the network to remove the edges with low correlation. Based on the results of many experiments, the threshold was set as 0.25.
Thus, the correlation coefficient lower than this value was set as 0, otherwise it was set as 1. Fourthly, based on the adjacency matrix of the network, we calculated the measures which include the degree, local efficiency, clustering coefficient and the shortest path. We obtained 90 degrees, 90 local efficiencies, 90 clustering coefficients and 4005 shortest paths in a human brain. Then, we combined these indicators into a matrix of 4275 columns and each column was treated as a feature. Finally, we put these data into a GERSVMC model to classify different groups.
III. THE PROPOSED GENETIC-EVOLUTIONARY RANDOM SVM CLUSTER A. THE GERSVMC DESIGN
The traditional classification methods use a single SVM to classify samples. Although the classification accuracy sometimes reaches 80%, the performance is not robust. For instance, the classification accuracy may fluctuate greatly with the change of data. In order to overcome the drawbacks of a single SVM, the ensemble classifier, e.g., random SVM cluster (RSVMC) [13] is developed. In the RSVMC, each base classifier has equal right to vote on the prediction results. Following the majority principle, the prediction of an ensemble classifier is decided by the result of voting. But every coin has two sides. The ensemble classifier model also has disadvantages. First of all, the random sampling and random feature extraction in the RSVMC model may lead to more redundant features in the cluster, which reduces the efficiency of the model in the prediction process. Second, a RSVMC is similar to a black box and its internal operation could not be controlled, which makes it unsuitable for large-scale data sets. Therefore, this paper proposes a new random SVM cluster based on the genetic evolution. This method realizes the dynamic changes of a random SVM cluster, which is able to automatically search for optimal features and continuously improve the ensemble performance.
The construction steps of a GERSVMC are shown as follows:
Step 1: Building a random SVM cluster. Firstly, the entire data is separated into the training examples and test examples. Then, partial features and training examples are randomly picked to build a SVM model, and this step is repeated until the amount of SVM models reaches N . So a cluster containing N SVMs is constructed, and is used to classify the examples of the test set. The generalization performance of each SVM can also be obtained.
Step 2: Creating an initial binary matrix. Firstly, each SVM in the cluster randomly select features from 4275-column graph metrics. Then the selected features are set as 1 and the unselected features are set as 0. Therefore, a binary matrix of N rows and 4275 columns is created, where N represents the number of SVMs in the cluster. It should be noted that the determination of N needs to be based on the actual situation. In this paper, when the rate of accuracy is the highest and the number of genetically evolved generations is the lowest, the corresponding number of base classifiers is optimal.
Step 3: Determining the fitness function. First of all, we extract the features with a value of 1 in the binary matrix to train the SVM model. Next, we put the test set into the SVM cluster, and classification accuracy of each SVM model is obtained and regarded as a fitness function. In this article, the formula of the fitness function is as follows:
where X correct,k is the number of examples correctly classified by the k-th SVM classifier, and X is denoted as the number of test examples. The fitness function is also used as the metric which helps to retain SVM with high function values and remove SVM with low function values.
Step 4: Genetic evolution of the random SVM cluster. We select out the corresponding rows from the binary matrix based on the fitness function, and then recombine and mutate the selected rows to generate a new offspring cluster. The cluster retains excellent features and these features are uses to form a new feature set. The feature set inherits the information of the previous generation and is superior to the previous generation. The new cluster continues to evolve and the generalization performance of the model has also been improved. Finally, the evolution process is repeated until the number of genetically evolved generations reached the threshold or the classification accuracy was stable. The design of the GERSVMC is exhibited in Figure 1 .
B. THE CLASSIFICATION OF THE GERSVMC
In this study, the example set is denoted as {(x i , y i )} We use the extracted data set to build the original ensemble of SVMs where the penalty parameters C and the RBF kernel function bandwidth σ are set to Inf and 3, respectively. We initially set the amount of SVMs in the ensemble to be 100, and then corresponding features of the 63 test examples are put into the cluster to get the diagnostic accuracy of every SVM. The accuracy is considered to be a fitness function. Based on the fitness functions, we perform the evolutionary operations including the selection, recombination and mutation, and made the cluster genetically evolve for 200 times. When the classification accuracy of the GERSVMC is stable, we count the classification results of all the SVMs in the cluster. As the classification result of each base classifier has the same voting power, the majority principle is used to determine the final integrated result. The class label possessing more votes would be treated as the example's classification result. Therefore, we obtain the classification result of the test set. Then we calculate the number of examples which are correctly classified in the test set, denoted by T. The classification accuracy rate equals to T/63, where 63 is the total number of examples in the test set. The result is the classification accuracy of the GERSVMC.
Since the initial number of base classifiers is artificial set, we could not guarantee that the classification results under this condition are optimal. Thus we change the number of base classifiers and repeat the experiment several times to find out the GERSVMC with the best classification performance. In this paper, it is believed that when the cluster classification accuracy is the highest and the number of genetic evolution times is the lowest, the corresponding number of base classifiers is optimal and the best classification results could be obtained. The details would be discussed in the following.
C. EXTRACTING FEATURES WITH THE GERSVMC
Our purpose is to find the feature set which has the highest contribution to the GERSVMC in analysis of ASD. It is also called ''optimal set'' which is a set of features with significant differences between ASD patients and HC. The method of extracting features is as follows:
(1) Looking for ''important features''. After SVM cluster has completed the process of evolution, we would get the final GERSVMC. Each SVM in this ensemble randomly selects different input features, leading to different classification performances. Therefore, the frequency of every graph-theoretic feature in SVMs is counted, and the top 400 dimensional features are selected as the ''important features''.
(2) Searching for ''optimal set''. We extract the first k (k = 70) features from important features as a feature subset, and randomly select 65 features from the subset to construct an ensemble of SVMs. Then we use the test set to get the classification accuracy of the cluster. In the following, we increase the number of features in the subset from 70 to 400. The cluster is constructed again by the method mentioned above and is used to classify the test set. Finally, when the classification accuracy of the GERSVMC is the highest, the corresponding feature subset is regarded as the optimal features, which can effectively distinguish between ASD patients and HC.
(3) Exploring abnormal brain regions by using the optimal feature set. Each feature in the optimal feature set corresponds to a certain brain area, and there the frequency of each brain area occurs in the optimal feature set could be counted as a weight. The brain areas with greater weights are used as the lesion brain areas of ASD patients.
IV. RESULTS
A. THE OPTIMAL AMOUNT OF SVM
In the experiment, we initially fixed the amount of SVMs in the GERSVMC as 100. Figure 2 presents the ups and downs of ensemble accuracy in the genetic evolution. We made the GERSVMC evolve for 200 times. When the number of genetic evolution times is 90, the classification accuracy of the cluster tends to be stable. It is learnt that the accuracy of the GERSVMC would increase to a relatively stable level when the cluster evolved for certain times. In brief, there is a point that simultaneously corresponds to the stable accuracy level and the least genetic evolution times. 
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In order to search for the optimal amount of SVMs, we let the amount of SVM classifiers in the GERSVMC range from 100 to 300 and the step is set as 20. We repeated the genetic evolutionary process to find out the optimal portfolio of the genetic evolution times and the base classifier quantity. It is found that for different numbers of base classifiers the accuracy would finally increase to the same level if the GERSVMC evolves for enough times. Given the condition of the same classification accuracy, we could obtain the optimal amount of SVMs on the basis of the least genetic evolution times. The relationship between the amount of generations and SVMs is exhibited in Figure 3 . It is learnt that when the amount of SVMs is 160, the amount of generations that needed to evolve for is the lowest. Thus, 160 is an optimal amount of SVMs in the GERSVMC in our experiment. 
B. THE PERFORMANCES OF THE GERSVMC
The experimental results showed that the ensemble accuracy of final GERSVMC was as high as 96.8%. Furthermore, we carried out 50 experiments to compare the classification performances of our model and other two models. Figure 4 shows the accuracy distributions of the random forest (RF), the RSVMC and the GERSVMC. Compared with the RF, the accuracy rate of our model is greatly improved. Compared with the RSVMC, the accuracy rate had also been increased. Specifically, Table 2 shows the highest classification results of the three models. It is learnt that the GERSVMC has the best performance, and its highest classification accuracy is approximately 97%. 
C. EXTRACTION OF THE ''IMPORTANT FEATURES''
There are two criteria for extracting ''important features''. The first criterion is that the ''Important Features'' should come from the cluster with high classification accuracy and help to find out significant differences between ASD patients and HC. The second criterion is that the selected features should have high frequency of occurrences [14] , which contributes more to ASD vs. HC classification.
In our experiment, we firstly collected all the features from the 160 base classifiers in the final GERSVMC, and computed corresponding frequency of every graph theoretic feature. Next we sorted these frequencies in a descending order, and the top 400 ones possessing greater frequencies were selected to be ''important features''. Table 3 lists the higher frequencies of the features. As all of these graph theoretic features are shortest paths between a pair of brain areas, these areas associated with high-frequency features are also shown in Table 3 . 
D. THE OPTIMAL FEATURE SET
''Optimal set'' is a set of features that have a significant effect on the classification of ASD patients and HC. Firstly, we selected top 70 features from the set of ''important features'' and then randomly extracted 65 dimensions from the selected 70 dimensional features, and put them into a GERSVMC to get the classification precision of the cluster. Secondly, we changed the number of features extracted from the ''important features'', ranging from 70 to 400. The accuracy of the cluster changes as shown in Figure 5 . As can be seen from the Figure 5 , when the number of features reaches 290, the accuracy rate of the final GERSVMC is the highest VOLUME 7, 2019 and the accuracy reaches 98.4%, indicating that the optimal number of features is 290.
E. THE DISEASED BRAIN AREAS
The weights for every divided brain area are shown in Figure 6 . The nodes represent the brain area. The size of the node represents the weight of the corresponding area. Table 4 shows the brain areas possessing greater weights. These brain regions have significant differences between ASD patients and HC. 
V. DISCUSSION A. CLASSIFICATION PERFORMANCE
In recent years, more and more researches have applied the model of machine learning to neuroimaging studies.
Chen et al. [15] compared the SVM, the particle swarm optimization (PSO) and the random forest, and found that the highest classification accuracy was up to 91%. Tang et al. [16] used the principal component analysis (PCA) and linear kernel SVM to get a better classification result, and the rate of accuracy reached 93.2%. Heinsfeld et al. [17] improved the technology of neural network to classify the ASD and HC with an accuracy of 70%. Iidaka [18] employed functional connectivity matrices to a probabilistic neural network (PNN) to classified the ASD and HC with an accuracy of 90%. Uddin et al. [19] classified ASD patients and HC based on functional connectivity with a classification accuracy of 78%. Bernas et al. [20] distinguished between ASD and HC with an accuracy of 86.7%.
This study proposed a GERSVMC method to discriminate between ASD patients and HC. The ensemble accuracy is as high as 96.8%. Compared to many existing studies, this accuracy rate is relatively high. In addition, when the amount of SVMs in the ensemble is 160, the classification accuracy of the final GERSVMC stabilizes at a level of 95%, showing a better stable trend. It is indicated that the GERSVMC has better generalization performance. It is worth noting that we are able to directly extract important features from the GERSVMC, and retain the feature sets with significant differences between ASD patients and HC. Specifically, when we extracted the first 290 features, the rate of accuracy reached the highest level. Therefore, our method could not only reduce the dimension of features, but also achieve high classification accuracy at the level of 96.8%.
Overfitting is an important issue that our algorithm considers when classifying ASD patients from HC. Since the training samples and features are randomly picked to construct the SVMs in the GERSVMC, this reduces the risk of overfitting to some extent. Moreover, the GERSVMC algorithm achieves good performance on the test examples, meaning that the possibility of overfitting is very low.
In the process of building the GERSVMC model, there are two hyperparameters, C and σ , which need to be determined to ensure the generalization ability of the algorithm. The initial values of C and σ are set to Inf and 3. Although we tried other different values, we found that the initial values showed relatively good performance. Therefore, our results are stable and robust.
B. ANALYSIS IN GREAT-WEIGHT BRAIN AREAS
The experiment results of the GERSVMC in identifying ASD subjects showed that supra marginal gyrus (SMG), fusiform gyrus (FFG), inferior frontal gyrus (IFG) and hippocampus are the main abnormal brain regions of ASD patients. A detailed discussion for these areas is as bellow:
1) SUPRA MARGINAL GYRUS (SMG)
In our experiment, we found that in all abnormal brain regions, the weight of the SMG is the largest. It is indicated that this brain area plays a crucial role in ASD vs. HC classification of the GERSVMC.
Neuroimaging literatures have reported that left SMG has an impact on short-term memory processing [21] . It is also associated with the language and poorer social functioning [22] . Especially, the left SMG is more engaged in the detection of changes in phonological units [23] . In addition, when we are doing reading tasks, SMG contributes to reading regardless of the specific task demands [24] . On the other hand, Ben-Shabat et al. [25] conclude that the right SMG plays an important part in the processing of proprioception as well.
Our result is consistent with the findings of many autism studies. Salmi et al. [26] suggest that SMG correlates with autistic traits during free viewing of acted social interactions. Olivito et al. [27] find that the functional connectivity in the right SMG significantly reduces in ASD patients. Bolling et al. [28] conclude that children with ASD show increased activation to rule violation in SMG.
McFadden et al. [29] indicate that areas commonly associated with auditory and language tasks have been found to be active in SMG. Yang and Hofmann [30] detect the significant difference in SMG between ASD patients and HC. Pokorny et al. [31] find out differences in IFG and SMG between ASD adolescents and HC.
2) INFERIOR FRONTAL GYRUS (IFG)
The IFG also plays a critical part in ASD vs. HC classification using the GERSVMC. Studies have shown that the IFG is related to language features [32] . Miotto et al. [33] find that IFG is associated with language memory coding and semantic processing. Moreover, IFG, hippocampus and other brain regions are involved in the research on facial expression recognition [34] . Compared with the resting state, the left and right IFG are significantly activated when the participants perform the task [35] .
In many studies on ASD, IFG has been found to be abnormal. Green et al. [36] and Keehn et al. [37] find that the activation of the right IFG significantly increase in ASD patients compared to HC. Grèzes et al. [38] conclude that ASD patients fail to activate the right IFG when watching a gesture of expression of fear. Kim et al. [39] discover that when ASD patients catch a sight of a fearful expression, the activation of the right IFG is lower than normal children. Verly et al. [40] find out significant loss of connectivity in the right cerebellar area and IFG of ASD group. Patriquin et al. [41] reveal the differences of IFG between ASD patients and HC.
3) FUSIFORM GYRUS (FFG)
The FFG is occupied with a relatively high frequency in all abnormal brain regions. FFG is a critical brain region involving in word processing, and its abnormality may lead to the deficits of semantic dementia [42] . Zhou and Shu [43] conclude that the uniquely activated regions for word reading are mainly situated in FFG. Meanwhile, under the stimuli conditions, FFG shows significant difference in face processing [44] and it is also related to human social emotions and facial recognition [45] .
Our results are consistent with the existing experimental results. Dougherty et al. [46] have examined FFG asymmetry in ASD subjects. Oblak et al. [47] find that the FFG and posterior cingulated cortex (PCC) are significantly associated with the facial recognition task of ASD patients. Perlman et al. [48] reveal that the areas of right FFG and amygdale in normal subjects are significantly more active than those in autism patients. Duerden et al. [49] find that the gray matter content in the FFG of children with ASD is significantly higher than that of adults.
4) HIPPOCAMPUS
In our experimental results, the hippocampus is a brain region with a large weight. It is featured with an important limbic structure and plays a vital part in memory [50] , [51] . The association cortices and the hippocampus are correlated with environment enrichment [52] . Both the hippocampus and thalamus have been implicated in episodic memory [53] .The hippocampus is also involved in the learning and representation of temporal statistics [54] .
Dager et al. [55] detect the changes in the shape of the hippocampus in children with ASD. Sajdel-Sulkowska et al. [56] point out that the language deficits and motor dysfunction of ASD patients are related to the abnormalities in amygdata and hippocampus. Sussman et al. [57] find that the relative volume of the left hippocampus reduces in the ASD group.
VI. CONCLUSIONS AND FUTURE WORK
In this paper, we innovatively propose a new GERSVMC algorithm. By constructing graph measures based on fMRI data, a 96.8% accuracy is successfully achieved for ASD patients and HC classification. Moreover, GERSVMC is also sufficient for feature selection, and brain regions associated with these abnormal features can also be discovered, which provides a new perspective for the study of ASD diseases.
Although our method has high classification accuracy and helps to detect abnormal brain regions, there are also some limitations. Firstly, the brains of the ASD and HC have distinguishing differences at different ages. This situation may affect the difference detection between the ASD and HC. In the future, group experiments on different stages of ASD patients and HC are suggested to be conducted to avoid differences brought by age changes. Secondly, our research focuses on the 90 brain regions of the AAL template. In the future, the cerebellum could be used to construct a higher dimension functional connectivity matrix. It is suggested to apply the proposed method to further evaluate the classification performance.
