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ABSTRACT 
A computer program for the Direct Numerical Simulation of the Navier-
Stokes equations and three passive scalars in homogeneous turbulent 
flows is described in this thesis and some tests and applications are 
made. The program, developed by Dr. R. M. Kerr, uses the pseudo-spectral 
method with timestepping in Fourier-space and Fast Fourier Transforms 
to enable the nonlinear terms to be evaluated in physical-space. 
The program was tested by applying it to the Taylor-Green vortex 
problem. Results compared favorably with previous theory and computa-
tions. Tests were also performed for simple convection of a passive 
scalar, one-dimensional diffusion, and second-order irreversible chemical 
reaction in the absence of diffusion or convection. Although the pro-
gram was developed for large out-of-core computations on the CRAY com-
puter, our use was only for smaller in-core calculations on the NAS/6 
computer. 
The program was applied in a preliminary fashion to reaction in 
turbulent flow with initially unmixed reactants. Comparisons with a 
hypothesis proposed by Toor (1969) and results of previous two-dimensional 
simulations were favorable for small times, but not at greater times; 
an argument is proposed in support of the results of the present 
calculations. 
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INTRODUCTION 
In 1883, Osborne Reynolds reported to the Royal Society of London 
on experiments which demonstrated that transition between laminar and 
turbulent flow can be correlated with a single parameter, known now 
as the Reynolds number. A subsequent paper by Reynolds (1895) took 
additional steps towards characterizing the turbulent state. Since 
these preliminary investigations, turbulent flows have become recog-
nized as the prevailing regime in most industrial processes, including 
mass transport operations and chemical reactors. For this reason, 
there is much incentive to accurately model the fluid mechanics of 
turbulent flows (momentum transport) as well as the parallel problems 
of turbulent scalar transport (e.g., heat and mass transport). A more 
complicated problem is to combine knowledge of all the above processes 
with the principles of chemical kinetics in order to accurately model 
turbulent reacting flows. 
In his paper of 1895, Reynolds first proposed decomposing the 
chaotic fluid motions in turbulent flow into a mean component plus a 
fluctuating component which has zero mean. Taylor (1935) then sug-
gested dealing with two-point or two-time statistical moments or correla-
tions which can be obtained from the pertinent equations after the 
Reynolds decomposition is imposed. However, treating the equations as 
such gives rise to second moments which are not known. Equations for 
these second moments may be derived, but these include terms which 
contain the unknown third moments, etc. Thus, the systems of equations 
which describe turbulent momentum and scalar transport on a statistical 
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basis are not closed and do not have an analytical solution. Single-
point correlations also lead to a closure problem involving length 
scales or gradients. 
Several approaches to solving this so-called "closure problem" 
are discussed below. The earliest attempts proposed a similarity between 
the behavior and interactions of the various sizes of turbulent "eddies" 
and the molecular interactions which arise from statistical mechanics 
(thus giving rise to fluid viscosity). The resulting "eddy viscosity" 
(or "eddy diffusivity" for scalars) is then employed, as an empirical 
constant, in the transport equations. Additional techniques, known as 
k-e models, express the eddy viscosity as a function of the turbulent 
kinetic energy, k, and the turbulent dissipation rate, i. Hill (1979b) 
has discussed some of the above models. Other early closures often 
involved truncation of the higher moments (i.e., assume the third, 
fourth, or higher, moments are zero). Comparison with experimental 
data often showed these closures to be unsatisfactory in their descrip-
tion of the effects of the smaller scales of turbulence. More recently, 
there have been attempts at highly sophisticated (and sometimes obscure) 
statistical closures such as the Direct Interaction Approximation (DIA), 
Kraichnan (1959); Lagrangian History Direct Interaction Approximation 
(LHDIA), Kraichnan (1965); Test-Field Model (TFM), Kraichnan (1971); 
Eddy-Damped Quasi Normal Markovianized Model (EDQNM), Orszag (1970); and 
Probability Density Functions (PDFs), O'Brien (1980). The successes of 
these closures vary, and they all demand a large increase in computational 
effort for even the smallest increase in accuracy. For further information 
on the closure problem, the reader is referred to works by Hinze (1975) and 
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Leslie (1973). The one remaining method for modelling of turbulent flows 
is direct numerical integration of the transport equations. As with other 
attempts, there are many different methods being employed in what is re-
ferred to as direct numerical simulations which we abbreviate as DNS; fi-
nite difference, large eddy simulations, and spectral methods are a few of 
the many approaches recently reported which will be discussed in the liter-
ature review section of this thesis. An outstanding review of these meth-
ods is given in a recent paper by Rogallo and Main (1984). 
The reasons for performing DNS are manifold, but most important is 
that DNS are valuable as a companion tool for assisting in testing the va-
1idity of the various closure theories mentioned above. As Betchov (1976) 
has noted, a numerical simulation produces a great amount of information, 
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as if one had a large number of hot wire anemometers (sometimes 10 or 
more), for measurement of flow characteristics, but which do not perturb 
the flow. Some quantities of interest in turbulent flows are very diffi-
cult, and so far impossible, to measure in a laboratory situation. Numeri-
cal simulations offer a means of calculating these otherwise unobtainable 
quantities. 
The major work which is to be discussed in this thesis is the applica-
tion of the so-called spectral methods for numerical integration of the 
Navier-Stokes and passive scalar equations in "box turbulence." (A passive 
scalar is defined as a quantity, such as a concentration or temperature, 
which although it is convected by the velocity field, does not affect the 
velocity field in return.) Extensions have been made to a computer program 
or code developed by R. M. Kerr in order to account for chemical reaction 
in the turbulent flow. 
4 
The objective of this research is to understand the computer 
program written by R. M. Kerr, illustrate the accuracy of the code, and 
apply the program to fluid flows with chemical reaction. 
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REVIEW OF LITERATURE 
Researchers have been performing numerical simulations of fluid 
flows for many years; one of the earliest simulations reported is 
the hand calculation of Thom (1933) for laminar flow past a cylinder. 
In the time since the earliest calculations were reported, investigators 
have made use of a wide range of numerical techniques in order to 
simulate most flows which are of engine~ring or theoretical interest. 
The field of numerical simulation is very large, and more articles have 
been published than could possibly be discussed in this thesis. 
In the review section, some of the presently most significant 
numerical techniques are discussed together with selected papers that 
serve as good examples of applications and abilities of the methods. 
Although emphasis is placed on simulations of turbulent flows, some 
significant works on laminar flows are also discussed. Table 1 lists 
some pertinent papers for each numerical method discussed in this 
review. 
Finite Difference Methods 
Perhaps the earliest methods employed for the numerical integra-
tion of the Navier-Stokes equations were finite-difference techniques, 
for example, Thom (1933). These procedures usually involve the 
construction of a two- or three-dimensional grid. Finite ~ifference 
approximations to the Navier-Stokes equations are then written for 
each point in phYSical space. Various workers use different time-
6-7 
Table 1. Some pertinent papers categorized by simulation method 
Discrete-Vortex Methods 
Buneman et a1. (1978) 
Chorin (1978a, 1978b, 1982) 
Chorin and Bernard (1973) 
Finite-Difference Methods 
Abbott et a1. (1974) 
Betchov (1975, 1976, 1981) 
Betchov and Lorenzen (1974) 
Betchov and Szewczyk (1978) 
Briley and MCDonald (1974, 1980) 
Chorin (1967, 1968, 1969, 1970, 
1973, 1976) 
Daley and Harlow (1970) 
Finite-Element Methods 
Baker (1974) 
Large Eddy Simulation Methods 
Biringen and Reynolds (1981) 
Clark et ale (1979) 
Herring (1977) 
Leonard (1974b) 
Lilly (1967) 
Love and Leslie (1977) 
Spectral Methods 
Galerkin (1915) 
Herring and Kerr (1982) 
Hill (1979a) 
Kerr (1981, 1982aa , 1982bb , 
Kerr et ale (1984) 
Nielsen (1977) 
1984) 
Orszag (1971a, 1971b, 1971c, 1972, 
1974, 1977) 
Ghoniem et a1. (1982) 
Leonard (1974a, 1976, 1980) 
Mi1inazzo and Saffman (1977) 
Gawain and O'Brien (1970) 
Harlow and Welch (1965) 
Hirsch et ale (1978) 
Lindroos (1980) 
Metcalfe and Riley (1980) 
Po1ezhayev et ale (1978) 
Roesner (1970) 
Thom (1933) 
Temam (1974, 1978) 
Mansour et ale (1977) 
McMillan and Ferziger (1978) 
Moin et ale (1978) 
Smagorinsky (1963) 
Voke and Collins (1983) 
Orszag and Israeli (1974) 
Orszag and Pao (1974) 
Orszag and Patterson (1972) 
Patterson and Orszag (1972) 
Roga1lo (1981) 
Siggia and Patterson (1978) 
~err, R. M. ca. 1982a. Direct Numerical Simulation of a Thermal 
Mixing Layer. Private Communication. NASA Ames Research Center, 
M.S.202A-1, Moffett Field, CA 94035. 
bKerr , R. M. ca. 1982b. Higher Order Derivative Correlations of 
Velocity and Temperature in Isotropic Numerical Turbulence. Private 
Communication. NASA Ames Research Center, M.S.202A-l, Moffett Field., 
CA 94035. 
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stepping a1gorit~. 
Orszag and Israeli (1974) and MacCormaCk and Lomax (1979) have 
written general reviews on finite difference methods. Emmons (1970) 
has reviewed two finite difference variations, the Partic1e-in-Ce11 
(PIC) and Combined Euler-Lagrangian (CEL) methods. Anderson et a1. 
(1984) have published a text on the applications of numerical methods. 
Chorin (1967) introduced a popular finite difference method for 
solution of boundary value problems for the Navier-Stokes equations, 
and subsequently (1968) reported more on the technique. The scheme 
deals directly with the primitive variables of velocity and pressure in 
either two or three space dimensions. Regardless of the number of 
dimensions, one of two implicit alternating direction timestepping 
schemes is employed. A test problem he solved with this algorithm 
is a simple two-dimensional flow, 
u1 = - cos ~ sin X2} 
u2 = sin Xl cos x2 
o < x. < n 
- 1.-
boundary conditions 
(Xi = 0, n for i = 1, 2) 
(1) 
initial conditions 
which has an analytical solution. Chorin claims the numerical solution 
was found to differ fr~ the analytical solution by one percent. A 
thermal convection flow, as in a Bernard cell, was also simulated for 
two and three spatial dimensions. Chorin (1969) later proposed some 
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proofs for the convergence and accuracy of the scheme; though by his 
own observation, he felt the strength of his scheme rests more in its 
ease of application than in the satisfaction of convergence criteria. 
Betchov (1975) pe~fo~med a numerical study employing a three-
dimensional finite difference scheme with periodic boundary conditions 
(so-called ''box'' turbulence). Using this sche~e, he evaluated several 
higher-o~der correlations as well as the deformation rates re-
lated to vortex deformation. He found the deformation behavior to 
adequately agree with experimental and analytical results, except fo~ 
a prevalence of vortex "flattening" over the usually accepted vortex 
stretching. Additionally, he found the phases to be linked by 
Ita process stronger than simple three by three interactions," leading 
him to question the validity of the basic assumptions underlying 
Kraichnan's (1959) Direct Interaction Approximation (DIA). Betchov 
(1976) then used his code to study the non-Gaussian effects "in three-
dimensional box turbulence. A major result of this study was additional 
support fo~ his conjecture that the major mechanism at work in turbulence 
is vortex "squashing" instead of stretching. This prompted Betchov to 
propose a variation of Richardson's rhyme: 
Big whirls lack smaller whirls 
To feed on their velocity. 
They crash and form the finest curls 
Permitted by viscosity. 
Random Vortex Methods 
The point of view of turbulence as a collection of vortices con-
vecting each other has been applied to numerical solutions as the 
10 
"random vortex methods." This is the only method which assumes 
vorticity to be spatially confined. In two dimensions, these include 
the "point vortex" and "vortex blob" techniques; in three dimensions, 
the "vortex filament ll technique is prevalent. Typically, the flo;.;rs are 
considered to consist of discrete vortices, are followed in a Lagrangian 
reference frame, and a random component is added to simulate the effects 
of turbulence. The flows are considered to be inviscid, with viscosity 
acting only in the vortex core. Advocates of this method claim it is 
more applicable for high Reynolds number flows than the traditional 
finite difference or spectral methods. An excellent review on this 
topic has been written by Leonard (1980), which includes discussion of 
the development, applications, strengths and weaknesses of varying vor-
tex methods. This technique is still being developed, and many studies 
have been primarily involved with investigating the feasibility and 
validity of the algorithm. 
Two-dimensional methods 
Chorin and Bernard (1973) approximated a point vortex sheet in 
two dimensions as a collection of point vortices in order to investigate 
the accuracy of the point vortex method in a problem involving the 
roll-up of the vortex sheet. Their main conclusion is that to achieve 
good results using the point vortex method, it is necessary to smooth 
the point vortices (i.e., reduce their singular character). 
Milinazzo and Saffman (1977) claimed to have developed a "discrete 
vortex method" in 1969 prior to the wo-rk of Chorin and Bernard, but 
abandoned the technique due to apparent inaccuracies in the method. 
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Prompted by the work done by Chorin, they extended their previous 
calculations. The results of their work, which they were still dis-
satisfied with, led them to c~iticize the method. Chorin (1978a) 
replied with a comment claiming "the particular grounds for criticism 
chosen by Milinazzo and Safftnan are inappropriate," implying that they 
had not applied the method correctly. 
Chorin (1978b), using the Prandtl boundary layer equations, ap-
plied his random vortex method to the calculation of turbulent boundary 
layers over a flat plate and in a model cylinder-piston assembly. 
Ghoniem, Chorin, and Oppenheim (1982) applied the rand~ vortex 
model to a simulation of flame propagation in a turbulent flow, using 
an algorithm developed by Chorin (1980), and obtained satisfactory 
agreement with experfmental observations. 
Three-dimensional methods 
In three dimensions, random closed vortices are employed instead 
of point or blob vortices. Leonard, for example (1974a, 1976), has pub-
lished several papers concerning this technique. Additional discussion 
on this subject is found in the afo~ementioned review by Leonard (1980). 
Leonard claims direct applicability of this technique to separated flows 
such as jets, wakes, free shear layers and trailing vortices. 
Buneman et al. (1978) used a variation of the vortex filament 
method termed the "vortex in cell" method which traces the filament 
motions on an Eulerian mesh. The scheme was developed because of its 
capability for following densely packed vortices with a lowering of the 
rate of increase in computatio~al requirements from quadratic to linear 
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in the number of vortex filaments. Solution of the Taylor-Green vortex 
problem was used in their discussion for demonstration purposes. 
Chorin (1982) numerically followed the evolution of a vortex in a 
three-dimensional periodic field for an inviscid fluid. This simulation 
employed the vortex in cell method, except that only one vortex con-
vecting itself was simulated. Computer plotted results visually il-
lustrate the self-convolution and stretching of the vortex. Numerical 
results support the conjecture that vorticity blows up in an inviscid 
flow. The significant and clearly interpreted results of this study 
lend support to the value of numerical simulations. 
Subgrid Scale Modelling: Large Eddy Simulation 
Since much engineering work does not require a basic knowledge of 
fine structure of turbulent flows, it is not always necessary OL de-
sirable to gather information on the smaller scales of a turbulent flow. 
Large Eddy Simulation (LES) is a method which endeavors to solve exactly 
for only those scales which aLe of immediate engineering usefulness, 
i.e., the large scales. The scales which are too small to be resolved 
by the computational grid, the "subgrid scales," are modelled, not 
computed. Because of this structure, LES holds promise for simulating 
flows of higher Reynolds number than most other current methods. LES 
capitalizes on one important experimental observation: the structure 
of the smallest scales of any turbulent flow appear to be independent 
of the large-scale structure. This "universality" of the small scales 
lends itself to the treatment of diverse problems by LES in that it is 
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only necessary to model flow-independent properties. In real flows, 
information passes from the small to the large scales: LES assumes 
this information flow is nonexistent. Caution should, therefore, be 
used when employing LES. See Voke and Collins (1983) for a review of 
LES. 
For purposes of the present discussion, it is convenient to c1assi-
fy studies of the LES method as follows: (1) general development and 
application'of the technique and (2) development and testing of subgrid 
scale models. 
TIle LES me thad 
Although Smagorinsky (1963) first proposed and applied the LES 
method, Leonard (1974b) presented a development of the method which is 
generally employed today, and which uses a "filter function" to separate 
the small (subgrid) sc~les from the resolvable scales. Following the 
development given by Leonard, the Navier-Stokes and continuity equa-
tions , 
0.,,1. 
~ 0 Ox. = 
~ 
= -
where summation on repeated indices is implied, are "filtered" by 
application of the filter function 
f(Xi ) =JG(X' - x!)f(x!)dx! ~ ~ ~ ~ 
(2) 
(3) 
(4) 
where f(x.) is the filtered portion of f(x.). TIle residual field of 
~ ~ 
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f(x.) = f(x.) + f' (x.) 
~ ~ ~ (5) 
Leonard has tabulated several choices for the kernel, G, of the filter 
function. 
Employing the above definitions, (2) may be filtered to yield 
where 
These are the working equations in LES. 
The terms which mus t be modelled are (iii uj ) and Tij" 
(7) 
(8) 
The T •• 
~J 
are considered to be subgrid stresses (sometimes referred to as "Leonard 
stresses"). Leonard employed the Smagorinsky model 
~. ou. 
T = Q(--! + --1) (9) ij ax. ex. J ~ 
2 ru. au. ou. 1/2 
Q = (ClI) [--1 (-~ + --1)] (10) Ox. ax. Ox. 
~ J ~ 
(Smagorinsky, 1963) for these terms, where 1I is the filter width. This 
model, however, has the disadvantage of containing an empirical constant, 
C, which must be adjusted in order to obtain meaningful results fran 
a simulation. 
Leonard apmitted that one of his central assumptions, Le., that 
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U.Uj = u.u. was of questionable validity, though his work appeared 1 1 J . 
to be moderately successful. Mansour et al. (1977) rewrote Leonard's 
equations and employed the definition of their filter function as a 
Fourier transform to eliminate the deficiency in the uiu j term. The 
subgrid terms were modelled using a vorticity-based model. In the 
case of flows involving a strong interaction between rotational and 
irrotational regions (e.g., shear layers, wakes, jets, etc.), Mansour 
et al. found that the use of the dynamical equations written in vorticity 
form lead to superior results over forms involving the primitive 
variables, and proposed applicable subgrid models for these equations. 
Favorable comparison of simulations for decaying turbulence were made 
with experimental data obtained by Comte-Bellot and Corrsin (1971). 
Moin et al. (1978) employed the LE8 method in simulations of a 
free shear layer and a turbulent channel flow and obtained adequate 
agreement with experimental observations. 
Biringen and Reynolds (1981) simulated a shear-free turbulent 
boundary layer using LE8. Comparison with experiments indicated the 
method is capable of predicting the primary Reynolds-number effects on 
the behavior of the tangential turbulence variances near the wall, 
though low Reynolds number experiments indicated the subgrid model 
needed to be modified to provide less energy extraction near the 
wall. 
Subgrid scale modelling 
In the preceding paragraphs, an eddy viscosity-based subgrid scale 
model (the 8magorinsky model) and its vorticity extension, which are 
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employed in the LES method have been discussed. Several authors have 
worked specifically with the validity of these and other subgrid 
models. 
Herring (1977) has given an excellent review of the sub grid 
modelling problem. Noting that the traditional eddy viscosity tech-
nique is in fact a type of Large Eddy Simulation, though it has never 
been explicitly formulated as such, Herring gives credit for the original 
statement of the subgrid method to Lilly (1967). 
Love and Leslie (1977) have compared subgrid drain terms calculated 
by the Smagorinsky model to the same terms calculated by the Direct 
Interaction Approximation (DIA) closure. In addition, they performed 
a similar comparison to drain terms calculated by fine-mesh simulations 
of Burger's model turbulence. Their results indicate that the Smagorinsky 
model is much more sensitive to nonhomogeneities of the subgrid scales 
than had been previously expected.' To correct for this sensitivity, 
they recommended the use of the Smagorinsky model with the modification 
that the model for the root-mean-square strain tensor be based on an 
average over several grid volumes instead of solely local quantities. 
MCMillan and Ferziger (1978) performed a direct test of subgrid 
models by comparing the modelled quantities with those calculated in a 
fine mesh simulation with no subgrid closure for incompressible homogeneous 
turbulence. Comparisons were made for correlation coefficients of 
various orders. Major results of this study are: (1) the type of 
filter has little influence on the accuracy of the model; (2) there is 
an optimum filter Width, roughly two to four times the LES grid spacing; 
(3) the time differencing model used has little effect on the accuracy 
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of a model; (4) the modified form of the Smagorinsky model suggested 
by Love and Leslie (1977) does not result in significantly improved 
accuracy. 
Another comparison between subgrid scale models and a direct 
simulation was performed, apparently (and, to the present writer, 
incredibly!) independently of MCMillan and Ferziger (1978), by Clark 
et al. (1979). The latter felt that the Smagorinsky model worked only 
moderately veIl, but, having tried several other models, were unable to 
find one which was more successful. They felt the partial failure of 
the.Smagorinsky model was due not to inaccurate representation of the 
eddy viscosity, but rather because the subgrid scale Reynolds stress 
tensor and the large-scale strain-rate tensor have principal axes which 
are not aligned. Clark et a1. also reminds the reader that in performing 
an LES for developing turbulence, one should be careful at which time 
the subgrid effects are "turned on;" if the subgrid terms are activated 
too early, transition to the fully turbulent regime may be artificially 
inhibited. 
Spectral Methods 
The spectral (or "Galerkin," as it is sometimes called) method 
is often used in simulations of homogeneous three-dimensional 
"box" turbulence. Unlike Large Eddy Simulations, subgrid scales are 
not modelled; thus, the technique is usually limited to small or moderate 
grid Reynolds numbers. Even with this restriction, the spectral method 
has proven to be invaluable in testing subgrid models at low Reynolds 
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numbers and for determining small-scale behavior in a variety of flows. 
In a pair of articles, Orszag (197la, b) first explored the 
possibility of employing the spectral method. Although the method had 
been developed by Galerkin (1915), its computational and data-handling 
demands had delayed its implementation until the development of the 
computer. With the development of the Fast Fourier Transform (FFT) 
algorithm by Cooley and Tukey (1965) and further refinements on the 
FFT (e.g., Gentleman and Sande (1966), Cochran et al. (1967), and 
Singleton (1969)), the spectral technique came within reach of the digital 
computer. 
In its most general form, the spectral method expresses the fluid 
velocities as the expansion (Orszag, 1971a) 
N 
u(x, t) 
,..., ,..., 
- l: G (t)a (x) 
n=l n ""1l"'" 
(11) 
'provided that the boundary conditions can be"satisfied. Equation (11) is 
then substituted into the Navier-Stokes equations 
~(~, t) 2 
at + £~, t) • V'£.(~, t) = - ~p(?5.' t) + vV' x.(.e, t) (12) 
to yield an appropriate representation of the transformed Navier-Stokes 
equations. The form of a (x), the Galerkin basis function, depends on 
'"'"'0.-
the boundary conditions and type of flow to be simulated. The trans-
formed equations are then integrated over time. 
Orszag (197la) has also discussed a rather broad class of 
algorithms which he terms "pseudo-spectral methods." In these methods, 
"the philosophy ••. is to calculate in either spectral or physical space, 
according to whichever representation is more natural." Thus, a 
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calculation that is difficult in Fourier-space may be performed in 
real-space, or vice versa. 
Difficulties that may be encountered with the spectral method are 
illustrated in the following example given by Orszag (197la). 
The easiest boundary condition to apply this method to is the case 
for periodic boundaries in all three spatial dimensions. Thus, we de-
fine 
12TTk· x 
u(x, t) = I: v(k, t) exp( ; ""), 
,... "" 1~1 <K ,....., 
0< x < N 
- i- (13) 
where K and N are truncation limits, and t is the square-root of minus 
one. Note that this definition and its inverse 
1 y'q~, t) = ~ u(x, t) exp( ,.... ,.., 
- \2TTk ,.., 
N 
. x 
...... ), \k\ <K 
...... 
(14) 
constitute a truncated finite-Fourier transform pair «14) is a numerical 
approximation to the finite-Fourier transform, which usually is ex-
pressed as an integral. Since both x and k are integer vectors, (13) 
.... . ...., 
and (14) set the physical-space domain for the simulation as a cube 
with sides of length L = 2n.). Substitution of (13) and (14) into 
(12) yields the Navier-Stokes equations in Fourier-space. 
[~ + at \Jk2 ] uq, (~, t) = - t p 1.mn (10 2: u ( ~.s.=~ m £" 
Ip I, Iq I <K 
t)u (s., t) (lSa) 
n 
(lSb~ 
(lSc) 
where summation on repeated subscripts is implied. Orszag refers to 
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these equations as the "Galerkin" equations. Note that these equations 
are ordinary differential equations, the only remaining derivative 
being with respect to time. Treatment of the left-hand side of (15a) 
is straightforward, but the convolution on the right-hand side, which 
arises from the convective terms in physical-space, requires much 
computational effort to evaluate. 
For ex~p1e, to evaluate the right-hand side of (15a) on a finite 
grid of size ~ requires 27NP complex multiplications. With N equal 
to 32, this gives 27.326 = 2.90 x 1010 complex multiplications. For 
a digital computer performing 2 x 106 floating-point operations 
per second, on the order of 483 minutes is required to perform the 
above evaluation! 
We avoid unreasonable calculation times by transforming the 
velocities into physical-space, calculating the convective term as a 
product, and transforming the result back into Fourier-space as the 
right-hand side of (l5a). Timestepping in Fourier-space is now a 
simple matter uSing an appropriate algorithm. This method is what 
Orszag refers to as a "pseudo-spectral" method. 
By employing the FFT for these transforms, this method requires 
a fraction of the computational effort which would otherwise be needed 
in calculating the convolution directly. The Fast Fourier Transform 
is performed using an algebraic rearrangement of the Fourier Transform 
that greatly reduces the number of multiplications done in the calcula-
tion. Greatest savings are obtained when N is equal to 2a , for a, 
21 
an integer. Continuing the above example, for the EFT, an upper bound 
on the complex operations required for evaluation of the transform for 
a single velocity component is given by (see Henrici (1979» 
-d _-.d 
max # operations = (1-2 )Ni1og2N 
d = number of dimensions 
When d = 3, the ratio of this number to N6 is ~log2(N)/NF = log2(N)/~; 
this ratio indicates a considerable savings in computing time is 
obtained for large values of N. For three dimensions and N = 32, 
evaluation of both a forward and backward transform (to physical-space 
and back to Fourier-space) for one component requires 2.8 x 105 
complex operations, or 0.28 seconds. Evaluation of all three components 
requires 0.84 seconds. This amounts to 0.003% of the computational ef-
fort required to directly e~aluate the convolution. 
Orszag (197la) applied these algorithms to the Taylor-Green vortex, 
giving a successful demonstration of the spectral method. 
The Taylor-Green vortex is a flow with periodic boundary condi-
tions which was first investigated by Taylor and Green (1937). This 
flow is important because it has an analytical solution, and can be 
used to test numerical algorithms for periodic flows. The Taylor-
Green vortex is described in more detail later in this thesis. 
Orszag (197la) has also demonstrated the applicability of this 
method for flows involving rigid boundaries. For this case, a Chebyshev 
expansion is the appropriate. choice to be used for the Galerkin basis 
function. 
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In order to justify expanding the computational effort involved 
with spectral simulations, Orszag (197lb) demonstrated through 
comparisons of solutions of the Taylor-Green vortex that, to achieve 
a given level of accuracy in a simulation, spectral methods require 
only half of the grid points, per dimension, when compared to con-
ventional finite-difference schemes. 
Orszag claims that the improved accuracy of the spectral method 
arises from~the fact that the transforms of the spatial derivatives 
are exact, while the finite-difference representations for these terms 
are prone to various differencing errors. Aliasing errors are also 
discussed, though Orszag is unconvinced that these effects do in fact 
constitute error. Aliasing effects arise from the application of a 
periodic finite Fourier transform. Most workers in ONS believe these 
effects are errors; several dea1iasing techniques have been developed. 
(See, for example, Roga110 (1981) and Patterson and Orszag (1972).) 
Orszag and Patterson (1972) have compared a spectral simulation 
of three-dimensional homogeneous decaying turbulence to predictions 
given by the Direct Interaction Approximation. For three runs at an 
initial microscale Reynolds number RA = 35, comparisons to the OIA 
were made for 1) the dissipation spectra, 2) the transfer spectra, 
3) the energy dissipation rate and 4) the skewness of the longitudinal 
velocity derivative. There were significant differences in the skew-
nesses predicted by the two methods, with the results from the OIA 
approximately 20% lower than the numerical results of the simulation; 
they claim this indicates that the theory consistently underestimates 
the magnitude of the vortex stretching by turbulence. Overall agree-
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ment was good, however, given the nonlinearity of the problem being 
solved. 
Orszag and Pao (1974) extended Orszag's method to a shear flow, 
the momentumless wake of a self-propelled body (e.g., a submarine or 
torpedo). A cubical domain was used, and Galerkin expansion functions 
were chosen to satisfy periodic boundary conditions on the vertical 
planes, and free-slip conditions in the horizontal boundaries, thus 
approximating a channel. The main reason for this work was to test if 
a simulation with such boundary conditions is feasible. Initial veloci-
ties were assigned randomly within the cylinder coinciding with the 
wake, and all other velocities were assigned values of zero. Results 
seemed consistent with what would be expected from such a flow, thus 
verifying that such simulations are well within the abilities of the 
spectral method. 
Siggia and Patterson (1978) used the Orszag and Patterson code 
to simulate stationary homogeneous turbulence on a 643 sized grid. 
Stationarity was achieved by driving the largest modes in the system 
and adjusting the dissipation. An energy spectrum having a -5/3 
power law was obtained by including a wavenumber dependent viscosity 
in the last 15% of the spectrum. The authors' primary purpose in this 
investigation was to determine the feasibility of simulating stationary 
turbulence using the spectral technique. After examination of such 
statistical quantities as the fl~tness factor of the longitudinal 
velocity derivative, the longitudinal structure functions and locally 
averaged dissipation rates, they concluded the simulation had produced 
at least a moderate degree of intermittency, which they claim is 
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indicative of the presence of turbulence. However, citing the coarse-
ness of their grid as a large source of error, they were not willing 
to commit themselves as to whether or not they had actually produced 
turbulence. 
Rogallo (1981) has extended the pseudo-spectral method to turbulent 
flows with uniform deformation (shear flows) and rotation, and obtained 
results that compared well with theory and experfment. Rogallo 
gives an excellent discussion of aliasing and dealiasing effects. 
The pseudo-spectral method has also been applied to two-dimensional 
turbulent flows, most notably by Herring et al. (1974) and to magneto-
hydrodynamic turbulence by Pouquet and Patterson (1978). 
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DESCRIPTION OF "SCALAR" AND EVALUATION OF THE PROGRAM 
MODIFIED TO OPERATE ON THE NAS/6 COMPUTER 
Description of the Canputer Program 
The computer code we have been working with was developed by R. M. 
Kerr while at the NASA-Ames research center. The code, which Kerr 
calls SCALAR is a three-dimensional pseudo-spectral code for simulation 
of turbulence with periodic boundary conditions. The physical-space 
representation of the velocity field is contained within a cube of 
dimension L3 , where L = 2IT. The code integrates the Fourier transform 
of the vorticity form of the Navier-Stokes equations 
eu(x, t) 
--
--o-t-- = ~ (~, 1 2 2 t) X ~(~, t) - V(p + '2 u )(}:S" t) + V'V ~(~, t) 
(16) 
over time using a third-order Runge-Kutta timestepping algorithm. Time-
stepping is performed in Fourier-space; the v X w term is evaluated in 
- ,... 
physical space through the use of the Fast-Fourier Transform, or FFT. 
A significant feature of the program is the ability to manipulate parti-
tioned data sets in cases where out-of-core storage is needed. 
The code is capable of handling up to three passive scalars in the 
turbulent field. The conservative form of the scalar transport equation 
(17) 
is employed. Just as for the velocities, timestepping is performed in 
Fourier-space by the third-order Runge-Kutta method and the convective 
term, ~C, is calculated in physical-space. 
A more complete description of the code is found in Appendix A. 
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Kerr (1981) previously investigated the behavior of a single scalar, 
temperature, using a pseudo-spectral code which was adapted from the 
SUPERBOX code developed by Orszag and Patterson. Further effort by Kerr 
resulted in the present code; major improvements in the present code over 
SUPERBOX and the 1981 code include the addition of multiple scalars, and 
choice of resolution of the Simulation. (That is, for an ~ Simulation, N 
may be set, within limitations determined by time and data storage limita-
tions, to any power of two.) 1 2 Kerr' and Herring and Kerr (1982) used this 
code for various investigations of scalar behavior for N = 32 and 64. Re-
cently, Kerr has performed 1283 simulations (Kerr, 1984; Kerr etal., 1984). 
Herring and Kerr (1982) compared results from this code to predic-
tions given by both the DIA and Test Field Model (TFM) for decaying 
turbulence. C~parisons were made for the velocity skewness, 
3 2 -3/2 . Sv =«ool/~) >«Oul/dxl ) > , the IIU.xed scalar skewness, 
2 2 -1/2 2 -1 Sc =«Oul/dxl)(dC/dxl ) >«ool/Ox'l ) > «dC/oxl ) > ,energy spectra, 
and various microscales. Better overall agreement was achieved with the 
DIA predictions than with those from the TFM at low Reynolds number. 
Higher~order scalar derivative correlations (skewness and flatness 
2 factors) were obtained by Kerr using this code in stationary turbulence. 
Comparisons were made to predictions of the log-normal theory of Kolmogorov 
(1962), and the ~-model of Frisch, Sulem, and Nelkin (1978). The Reynolds 
1 Kerr, R. M. ca. 1982a. Direct Numerical Simulation of a Thermal 
Mixing Layer. Private Communication. NASA Ames Research Center, M.S. 
202A-l, Moffett Field, CA 94035. 
2 Kerr, R. M. ca. 1982b. Higher Order Derivative Correlations of 
Velocity and Temperature in Isotropic Numerical Turbulence. Private Com-
munication. NASA Ames Research Center, M.S.202A-l, Moffett Field, CA 
94035. 
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number dependence of Kerr's flatness factors agrees better with the log 
normal theory than the ~-model. 
Kerr's code was developed to run on the Cray/l-S computer at the NASA-
Ames Research Center. On the Cray, the minimum resolution which Kerr em-
ployed was 323 , which takes half an hour or so of central processing time. 
However, the National Advanced Systems NAS/6 at Iowa State University is a 
much slower machine than the Cray; thus, a simulation with this resolution 
appears to 'be out of our reach. One of the major advantages of the code, 
though, is its ready adaptability for use at different resolutions. In 
altering the code to run on the. NAS/6, it was decided to maintain this 
adaptability so that we could match the code to our needs. 
Significant alterations were required in order to transfer the code 
to the NAS/6, primarily in the data-handling portions of the program. 
Several special Cray functions employed were not available on the NAS/6, 
and substitute subroutines had to be written. Finally, several vectorized 
subroutines, such as the number generator (RANF), word packet (PACK, 
UNPACK) and Fast-Fourier transform packages (CFFT99, FFT99) were un-
available. In this altered code, word packing has been made inoperative, 
though all data transfer operations associated with it have been retained. 
Local International Mathematical and Statistical Library (IMSL) FFT 
packages were employed in new subroutines written to simulate the vec-
torized packages available on the Cray. A more detailed description of 
the changes made to the program is given in Appendix A. 
In testing the validity of the code, we investigated the accuracy 
of both the fluid velocity and scalar integrations. These tests are 
discussed below. 
28 
The Taylor-Green Vortex 
The Taylor-Green vortex problem provides a good test for the 
velocity calculations of the code. Taylor and Green (1937) proposed 
a set of initial and boundary conditions for a velocity field in order 
to study the evolution of mean vorticity and kinetic energy in a de-
caying three-dimensional velocity field which has some of the charac-
teristics of turbulence. The initial conditions they specified are 
given in Equations (18). Equations (20-22) show the Navier-Stokes 
u1 (~, 0) 
1\ 
= A cos ax sin ay sin az j 
u2(~' 1\ 0) = - A sin ax cos ay sin az 
u3(~' 0) = 0.0 
(18) 
(19) 
u 
Q j M' = - p' =-L , vo' =;:, , 1\2 A pA 
1\ 
~' R A t' Aat, = alSo, =- , = \la 
(20) 
'( I 0) = cos x' sin y' sin z' ~, ,j u1 .~ , u' (x' 0) = - sin x' cos y' sin 2 ,... , 
u' (x' 0) 0.0 = 3 ..... ' 
(21) 
Ou' (x', t') 
"" ..... 
ott +~'(~', t') ·vo'~'(~', t') = -vo'p'(~', t') 
1 2 + - vo' u'(x', t') (22) 
R '''.-
Equations (19) and Taylor-Green vortex initial conditions in the non-
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dimensional form which was employed for all calculations. 
Examination"of Equations (18) shows that the x3 component of the 
initial velocity field for the Taylor-Green vortex is zero. Since 
there is shear in the x3 direction, the third velocity component will 
be developed as the flow proceeds. Thus, these initial conditions do 
leaq to a fully three-dimensional flow. 
The particular spatially periodic field was chosen because it 
lends itself to analytical solution. Taylor and Green developed a 
solution to this problem as an expansion in time, along with expres-
sions for the volume averaged vorticity and kinetic energy. Calcula-
tions were carried out for R = 300, 200, 100, 50 and 20 for various 
times. 
Goldstein (1939) proposed a solution to the Taylor-Green vortex as 
an expansion in Reynolds number, claiming increased accuracy for this 
solution over an "expansion in time. He performed calculations for the 
cases treated by Taylor and Green. 
Both analytical solutions are only valid for short time and small 
Reynolds numbers, where agreement between the predictions is good, 
but agreement between the two solutions deteriorates rapidly as these 
two parameters increase. 
Orszag (1974) numerically solved the Taylor-Green vortex using a 
three-dimensional pseudo-spectral code which employs leapfrog time 
differencing and has a physical-space resolution of N = 32. Compari-
f . . 2 d d'" 'R sons 0 mean vort~c~ty, .l\;: (l) , an mean l.ssl.patl.on, ~ '" IV , were 
made to the solutions 6f both Taylor and Green, and Goldstein; The dif-
ferences between numerical and analytical results at large time were 
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marked, as would be expected. However, at small times, quite good 
agreement was achieved. 
We solved the Taylor-Green vortex using Kerr's code at two 
resolutions, N = 8 and 16. By choosing appropriate units, and as-
signing the viscosity in the code equal to l/R, we may integrate 
Equation (22). 
We carried out integrations at R = 300, 200, and 100 for N = 16 and 
R = 200 and-20 for N = 8. Comparisons of total kinetic energy and 
2 
enstrophy (mean vorticity, ~ # w ) were made to the theoretical 
predictions of Taylor-Green and Goldstein, and the numerical results 
of Orszag. The results are plotted in Figures 1-11 and tabulated in 
Appendix E. 
Several immediate observations may be drawn from a cursory in-
vestigation of these plots. Figures 1 and 2 give comparison between 
the results of Goldstein's expansion for R = 20 and our numerical 
results for N = 8. Agreement is very good for as far as we have carried 
our calculations. Figures 3 and 4 give the same comparison, plus 
numerical results for N = 32 from Orszag, all for R = 200. Our results 
deviate from Orszag's at t' = 2, suggesting that the accuracy of our 
simulation for N = 8 is questionable at larger Reynolds numbers. The 
primary reason for this is that as the turbulent field develops, the 
vortices tend to be stretched; this increases the total vorticity, 
and excites the larger Fourier modes. As our simulation for N = 8 
has a small number of modes, with the magnitude of the largest trun-
cated at I~I = 4, these larger modes are not available; thus, the 
total vorticity does not increase at the rate it should; this falloff 
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of the vorticity is evident in Figure 3. 
Figures 5 and 6 show results for R = 200 and N = 16 compared to 
Orszag's numerical and Goldstein's analytical solutions. The improve-
ment over the results for N = 8 is marked, particularly when compared 
to Orszag's numerical solution which, because he employed a resolution 
of N ~ 32, would be expected to be more accurate than our results. Even 
with fewer modes, our results agree closely with Orszag's for predicting 
small time behavior and the time at which vorticity reaches a maximum. 
Similar results are obtained for·R = 100 (Figures 9, 10 and 11) and 
N = 16 at R = 300 (Figures 7 and 8), although, as would be expected, 
disagreements become larger with increasing Reynolds number. 
Overall, these results suggest that the accuracy of the velocity 
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calculations in the code for moderate Reynolds numbers is acceptable. 
Improved results should be obtained for a 323 simulation. Unfortunately, 
improving the resolution of the code requires an unacceptable increase 
in calculation time on the NAS/6. 
39 
Pure Convection of a Scalar 
One simple method for checking the ability of the code to treat a 
scalar field correctly is to insert a known pattern of a scalar, and 
allow it to be convected, without diffusion, by a known velocity 
field. 
Towards this end, we inserted, as initial conditions, the scalar 
field defined by 
C(x, y, z) = {O.l; 
0.0; 
x = 0.0 
(23) 
x /: 0.0 
This corresponds to a "sheet" of scalar in the y-z plane with concentra-
tion 0.1. Because the initial field for the code must be defined in 
Fourier-space, we prescribed it to be the Fourier-transform of Equation 
(23) 
= { 0 • lIN; j = k = 0 
C(i, j, k) 
0.0; otherwise 
This corresponds to nonzero values only on the i-~is. 
(24) 
Because the transform used is a finite, not infinite, transform, 
the resulting field which the program calculates in physical-space is 
not exactly 0.1 at x = 0, and also contains oscillations throughout 
the field. A three-dimensional representation of the physical-space 
field is shown in Figure 12 for N = 16. 
The initial velocity field was prescribed in Fourier-space by 
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Figure 12. Initial "spike" of scalar at x = 0 in the x-y plane employed 
in the convection test 
. 11.0; j = 1, i = k = O} 
vl(i, j, k) = 0.0; otherwise 
v 2(i, j, k) = v 3(i, j, k) = 0.0 
This corresponds to the sinusoidal physical-space field given by 
ul(x, y, z) = 2 cos(2~) 
Figure 13 illustrates this flow. 
(25) 
(26) 
If the scalar is properly convected, the deflection of the plane 
of maXimum concentration should be given, following from (26) for N = 16, 
by 
6xlC = 2 cos(~)t (27) 
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Figure 13. Sinusoidal velocity field used in physical-space for the 
scalar convection tests 
for t-in seconds. Thus, the deflection of the scalar at y = 0 is 
~lC = 2t (28) 
This simulation was run with a viscosity of zero to maintain the 
initial velocity field throughout the run. Figure 14 illustrates, by 
use of contour diagrams, the movement of isoscalar surfaces. Table 2 
compares the theoretical and measured scalar deflection at y = o. 
Examination of Table 2 shows negligible difference between the 
theoretical and numerical results. Thus, for convection of a passive 
scalar, the code seems to operate correctly. 
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Note . that xl = x2n/16 
16.00 
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Table 2. Comparison of theoretical and numerical results for scalar 
convection test; 6x1C is change in position of plane of 
scalar at y = 0, determined from Figure 14 
t 6x1c-theoretica1 6x1C-numerica1 
0.0 0.00 0.0 
0.4 0.80 0.81 
1.0 2.00 2.0 
Pure Diffusion of a Scalar 
Two simulations were performed to test diffusion calculations in 
the program. Results obtained were inconclusive because of difficulties 
caused by the problems chosen. Time constraints prevented us from 
completing this study. A presentation of the simulations performed, 
and the problems encountered, is giv,en in Appendix D. 
44a 
APPLICATION TO TURBULENT MIXING WI TIl CHEMICAL REACTION 
There have been many papers dealing with turbulent reacting scalars 
(e.g., see reviews by Hill (1976), O'Brien (1981)-, etc.). Some early 
theoretical work of Toor (1962, 1969) is of interest here, as there 
have already been some simulations performed to test some of his ideas 
(Nielsen, 1977; Hill, 1979a). See Table 3 for additional references. 
In an attempt to model turbulent reacting scalars for design pur-
poses, Toor proposed some relationships which relate the reacting system 
to the nonreacting system. For the case of irreversible reaction of two 
species with equal diffusivities, Toor (1962) obtained the relationship 
-0 
c. c. 
-L 1. =-= (j 
cio 
...... 0 m 
c. 
1.0 
(29) 
which applies to a rapid reaction where the reactants are initially un-
mixed, apP,ear in stoichiometric proportions, and the unreacting scalar 
has a gaussian probability density function (PDF). Here, c. is the mean 
1. 
concentration of species "i," c. is its initial value, ';;? is the RMS 
1.0 1. 
value of the concentration fluctuations without reaction and ~ is the 
1.0 
initial RMS value of the fluctuations for the case with no reaction. 
Experimental observations by Vassilatos and Toor (1965) and McKelvey et a1. 
(1975) SUPPOLt this conjecture. Toor (1969) obtained the result that 
CACB(Z) for very rapid reactions and cAeB(z) for very slow reactions were 
the same. (Z indicates the distance down a tubular reaction.) This 
? 
result led him to speculate that the covariance ratio, *-, for a 
stoichiometric second-order irreversible reaction (at any time) may be 
obtained from 
~b 
Table 3. Some papers pertinent to chemical reaction 
. Ajmera et a1. (1976) 
Bourne and Toor (1977) 
Chorin (1977, 1980) 
C10utman et a1. (1980) 
Co1drey et a1. (1971) 
Ghoniem et al. (1982) 
Hill (1970, 1976, 1979a) 
Libby and Williams (1980) 
Mao and Toor (1970, 1971) 
Nielsen (1976) 
O'Brien (1966, 1969, 1971, 1981) 
Radford and Harris (1979) 
Rao and Edwards (1971a, 1971b) 
Toor (1962, 1969) 
Vassilatos and Toor (1965) 
1\I(Z) = a (Z) 
m 
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(30a) 
for any value of K, the reaction rate coefficient, and where 1\1 and am 
are given by 
~l(z) <ab>~Z2 = <ab> (Z) 0 
-
,... 
a (Z) a b -:-
m -
-a b 
0 0 
2 ~ 
a is the intensity ratio for a nonreacting scalar. 
m 
(30b) 
(30c) 
Toor's equations are based on a boundary value problem for plug 
flow of reactants down a tubular reactor. In this thesis, as well as 
in the work by Hill (1979a) and Nielsen (1977), it is assumed that Toor' s 
boundary value problem may be replaced by an initial value problem 
which follows the mean fluid motion. 
Hill (1979a) has reported a two-dimensional (312) numerical simula-
tion of an irreversible, stoichiometric reaction in stationary turbulence. 
The validity of Toor's hypothesis was investigated for this system. 
Simulations were performed using several values of the Peclet number 
and Damkohler number (dimensionless reaction rate), although only one 
case was reported for a high degree of initial segregation, which 
Toor's hypothesis requires. Hill's (1979a) and Nielsen's (1977) results 
are shown in Figures 15 and 16. Support for Toor's hypothesis was in-
conclusive due to the coarseness of the grid, and the use of two-
dimensional turbulence in place of three-dimensional turbulence. 
Our intention here is to apply Kerr's three-dimensional code to 
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1.0 
= 2 
0.6 
0.4 
0.2 > 
t' 
Figure 15. Mean concentration of A, A, vs. dimensionless time, t', for 
calculations by Hill (1979a) - solid lines - and Nielsen 
(1977) - dashed lines - for several values of the Damkoh1er 
number, y. The heavy curve gives Hill's (1979a) results 
for initially segregated reactants 
a steady-state turbulent reacting system and compare with Hill's (1979a) 
results. 
Modifications to the Code to Include Reaction 
For this case, we assume a second-order irreversible reaction 
between components A and B, with reaction rate constant K. 
reaction rate = r =KAB=_aA at = -
aB 
at 
Using (31), the scalar transport Equations (B-8) are 
(31) 
OA(~,. t) 2 
at + V'. ~(~, t)A(;S, t) = Vii' A<,~, t) - KA(;;., t)B(~, t) 
(32a) 
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y = 3 
---
y = 5 
Figure 16. Values of W2/cr~ vs. dimensionless time, t', for calculations 
by Hill (1979a) - solid lines - and Nielsen (1977) - dashed 
lines - for several values of the Damkohler number, Y 
OB(~, t) 2 
ot + ~. ~(?;S, t)B(?;S, t) = DV' B(?;S, t) - KA(:s, t)B(e, t) 
(32b) 
which, in Fo~rier-space, take the form 
OA(~, t) . 2 
ot +1' ![~(~, t)A(?;S, t)] = - Dk A(1, t) - KT[A(?;S, t)B(~, t)] 
(33a) 
OB(1, t) 2 
Ot + 1 • !J~(~, t)B(e, t)] = - Dk B(~, t) - KT[A(~, t)B(~, t) 1 
(33b) 
where T[~(x)] denotes the Fourier-transform of the quantity Sex). 
In the reaction code, the AB(?S) reaction terms in Equations (32a, b) 
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are calculated in physical-space and transformed into Fourier-space 
for use in Equations (33). The code was originally written for three 
scalars; storage space for one scalar was used to transform the 
scalar product into Fourier space, reducing the maximum number of 
scalars to two. Calculations for the spatial mean of the two scalars 
(mode ~ = £) were added. 
To test the reaction code for the mean field calculations, 
several simple test cases were run: 1) zero-order reaction (r = K) 
with reaction rate coefficient, K, equal to 1; the viscosity, v, all 
velocities, and diffusivity, D, are equal to zero; 2) zero-order reaction 
with K = 2, and viscosity, velocities and diffusivity all zero; 3) initial 
scalar mean fields, A ,B equal to 1, scalar fluctuations a l and b l , 
o 0 
viscosity, velocities and diffusivity all zero. For caSes I and 2, the 
solution for scalar A is given by 
A = A - Kt 
0 
(34) 
and for case 3, the solution is 
A 
A 0 : I + A Kt (35) 
0 
Results for two timesteps are shown in Table 4 and show that the 
mean-field reaction calculation is operating correctly. We did not 
test the fluctuating scalar field calculations for the case of chemical 
reaction. However, since the same program lines that calculate the 
mean-fields also calculate the fluctuating-fields, we assume the 
fluctuating-field calculations are also operating correctly. 
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Table 4. Comparison of results for test of mean reaction-rate calcula-
tions: values of theoretical and numerically calculated 
mean concentrations vs. time (sec) 
Case Time (sec) A, B (theoretical) A, B (nUmerical) 
1 1/30 .9677 .9677 
2/30 .9375 .9375 
2 1/30 .9667 .9667 
2/30 .9334 .9334 
3 1/30 .9334 .9334 
2/30 .8667 .8667 
Comparison to Toor's Hypothesis 
In order to fix the length and time scales such that the values of 
Pe and y could be set approximately equal to those used by Hill (1979a), 
a nearly stationary turbulent field was created. This field was 
achieved by "stirring" the innermost six nonzero Fourier modes and 
running the simulation for some time (approximately 900 steps). The 
stirring was performed in the follo~ing manner: each stirred mode was 
ini tialized as 
M exp(i9.), j = 1, 2, .•. 6 
J 
(36) 
where M is a magnitude, and for each mode j, a pair of random numbers, 
6. and 6~, were chosen from the range (0, 2n). As time progresses, 
J J 
the modes are changed according to the equation 
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M exp[i(e. + t6~/T)] 
J J 
(37) 
where the 6! are chosen randomly about 2rr, and T is a characteristic 
J 
time. The reason for choosing 6. and 6~ randomly is to reduce the chance 
J J 
of possible resonances between the modes. 
This system was "turned on," with M = 0.3 and \) = 0.08, and T = 1, 
and allowed to evolve to a nearly steady-state, indicated by almost 
stationary kinetic energy, integral time and integral length scales. 
The resulting velocity field was then saved for use as the initial 
field for the steady-state scalar simulations. It was necessary during 
these runs to disable the variable timestepping in the original code; 
this algorithm attempted to increase the timestep size beyond the 
stability limits for these conditions. 
Initial conditions for the unmixed scalars were approximations of 
segregated strips of reactants similar to those used by Hill (1979a), 
i.e. , 
rr IT 
{
2. 0; xl e( - 2" 2') 
A(x) = 
0.0; otherwise 
B(x) = 
IT 
{
2.0; xl i:(- IT, - 2') 
0.0; otherwise 
rr 
or (2" IT) 
but expressed as the Fourier transform of Equations (38a, b) 
A(k) ,... 1
0.0; i = 
= 1.0; i = 
(2/t ii) (-
even, or j f 0, or k f 0 
j = k = 0 
1) (i+1)/2; j k = 0 and i 
= j = k· = 0 
B(~) = { 
1.0; i 
-A(k); otherwise 
= odd 
(38a) 
(38b) 
(38c) 
(38d) 
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Figures 17 and 18 depict these initial conditions using three-dimensional 
and contour plots. 
With the initial scalar and velocity fields selected as described 
above, values for ;, Lf , Tf and Ao are set. Given these values, we 
choose Pr and K to set appropriate values of the first Damkohler number 
and Peclet number from the relations 
\) Pe \) 
Pr = -=-D 
Values of these parameters are listed in Table 5. 
(39) 
(40) 
Simulations were carried out for Pe = 20 and Damkbbler numbers, 
y, of 0, 0.5, 2, and 5 up to the time t' = 3.0. Figure 19 displays 
the values of the mean concentration field vs. time, and Figure 20 shows 
2 2 the ratio of * / cr vs. time. These results are also tabulated in 
m 
Appendix E. 
Figure 19 shows that the mean concentration decreases appreciably 
faster for these calculations than for the two-dimensional simulations 
of Nielsen (1977) and Hill (1979a). This result is expected because of 
the greater degree of mixing in three dimensions than in two dimen-
sions. 
2/ 2 Figure 20 displays behavior of the correlation ratio W cr 
m 
significantly different from the results of Hill; at small times (i.e., 
t' less than 0.75) negative deviations, similar to those calculated by 
Hill, are displayed; at times greater than t' = 2, results for all 
Damkohler numbers indicate continuously increasing positive deviations 
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Figure 17. Initial condition for scalar A: a) three-dimensional 
diagram, b) contour diagram 
a) 
b) 
o 
o 
II) 
-
o 
o 
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cD 
o 
o 
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Figure 18. Initial conditions for scalar B: a) three-dimensional 
diagram, b) contour diagram 
a) 
b) 
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Table 5. Values and definitions of scaling factors and dimensionless 
groups employed in the reaction calculations 
Scaling parameters 
Velocity scale 
Viscosity 
Longitudinal integral scale 
Time scale 
Concentration 
Reaction rate coefficient 
Dimensionless groups 
Peclet number 
Damkohler number 
Co~centration intensity ratio 
Concentration covariance ratio 
u ~ 1.18 
\) = 0.08 
Lf ;: 3.72 
L/u .~ 3.49 sec 
A = B = 1.0 
o 0 
K = various 
Pe = Lf-;'/D = 20 
y = KA 1-;' = various 
o 
,...,.., 0 
a = (ala) 
m 0 
w
2 
= <ab>l<a b > 
o 0 
from Toor's hypothesis, where Hill computed a negative deviation. 
2 2 Values of ~ la for y = 2 and 5 both display minima at t' = 0.76. 
m 
Examination of the numerical values of 
indication of instabilities. Instead, both 
w2 in Appendix E gives no 
w
2 d 2 . 1 an cr cont~nuous y 
m 
2 decrease with time; for times larger than about t' = 2.0, cr ~ecomes 
m 
11 h 2 d f h 2 . h . sma er t an W an decreases aster t an W , caus~ng t e rat~o 
,1,21 2 • 't' a to ~ncrease. 
m 
There are several possible explanations for the 
disagreement with Hill's calculations: 1) the l6-cubed grid which is 
employed is too coarse to accurately follow diffusion effects at 
larger times; 2) two-dimensional calculations do not adequately model 
behavior which is essentially three-dimensional in nature (i.e., dif-
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Figure 19. Mean concentration, A, vs. dimensionless time, t', for 
test of Toor's hypothesis for Fe = 20 and several values 
of the Damkohler number, y 
fusing, reacting scalars in turbulent flows); 3) different velocity 
fields were used for the two- and three-dimensional simulations, and 
only one realization in each simulation was used to evaluate the mean 
quantities. The differences between the two simulations could be a 
statistical effect which is a result of not calculating averages across 
several realizations; 4) there is no real physical reason for Toor's 
hypothesis to hold, so we should not really expect agreement with ~2/cr2 
m 
for any two simulations. 
Figure 20. 
o 1-0.5 
1.300 
o 1-5.0 
1.200 
- 1-2.0, HILL (1979) 
1.100 
1.000 
0.9800 0 
o 
0.9700 
0.9600 
0.9500 
o 
o 
o 
o 
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o 
o 
o 
0.9400~ ______________ ~ ____________ ~~ ____________ ~~~ 
0.00 1.00 2.00 3.00 
t' 
Values of W2/ a2 vs. dimensionless time, t', for test of 
Toor's hypotheWis for Pe = 20 and several values of the 
Damkohler number, ~ 
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Results from a 32-cubed simulation, which would be more accurate 
than a l6-cubed simulation, would help to determine which of the above 
possibilities is most likely. 
The behavior of the ratio *2/ cr2 calculated by the three-dimensional 
m 
code might be explained, for finite reaction and diffusion rates, by 
the following argument: in the limit of no reaction, the scalar fluctua-
tion values a and b tend to decrease because of the action of both dif-
fusion and convection. Additionally, the straining action of turbulent 
eddies tends to steepen the scalar gradients, thus increasing the ef-
fects of diffusion, and decreasing the values of a and b. There are 
no mechanisms acting to increase the magnitude of the scalar fluctuations. 
In the case of finite reaction rate, with nonpremixed components which 
are negatively correlated, reaction will tend to decrease the value of 
the magnitude of,<ab> rapidly by decreasing the mean scalar concentra-
tion. As A and B are consumed, 'scalar gradients are increased. Be-
cause of steepened gradients, diffusion of B into regions of A, and A 
into regions of B, is enhanced. This propagates the reaction and main-
tains the scalar gradients. The stretching due to turbulent motion also 
increases scalar gradients, adding to the reaction-induced diffusion 
effects. Although the concentration fluctuations are bounded from below 
by the magnitude of the mean values, the presence of scalar gradients 
indicates that the magnitudes of the scalar fluctuations are maintained 
at a significant percentage of the mean scalar values at most points. 
Because of this, the magnitude of ab at each point is enhanced, as is 
the magnitude of <ab>. Faster reactions promote steeper gradients 
and tend to increase the magnitude of <ab> more than slower reactions 
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until y is large enough that the reaction becomes diffusion controlled, 
i.e., with the rate determined by turbulent mixing, and the rate 
constant then has little effect. These effects are illustrated 
schematically in Figure 21. Note in Figure" 21 that steeper gradients 
do produce a larger magnitude of <ab>. 
If the above argument is correct, then for the case of reaction of 
initially unmixed reactants, we expect the following to be true: 
1) after an initial period where <ab> decreases rapidly possibly 
2 due to a rapid decrease in mean scalar values, ~ decreases more 
slowly than does a2 , leading 
m 
W2/a2; 2) for reactions with 
m 
to a positive increase of the ratio 
2 2 
similar rates, the value of W /a tends 
m 
to be larger for faster reactions than that for slower reactions. 
The results shown in Figure 20 do display an increase in the 
ratio w2/cf, but do not show any pronounced indication of the second 
m 
prediction. It could be that the 163 grid is too coarse to resolve 
these smaller tendencies. A 323 simulation might be able to predict 
this behavior. 
i 
-10 
ii 
-10 
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~ 
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Figure 21. Illustration of effect of concentration gradients on the 
value of <ab>: i) slopes = - .2. and .2. (for a and b, 
4 4 5 5 
respectively), <ab> = - 19.8; ii) slopes = - "8 and "8 
(for a and b, respectively), <ab> = - 13.5. Larger 
slopes result in larger magni tudes of <ab>. 
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DISCUSSION AND CONCLUSIONS 
Results of this preliminary investigation indicate that pseudo-
spectral numerical simulations of three dimensional box turbulence may 
be successfully extended to situations where chemical reaction is 
involved. An investigation of Toor's hypothesis indicates the hypothesis 
is not valid for finite reaction and diffusion rates. However, for 
times, t', less than 3.0, the calculated deviations from Toor's 
hypothesiS have magnitudes less than 15%, which suggests that the 
hypothesis is useful as an approximate theory for small times. 
A question that should be raised is how closely the results for 
the reaction calculations correspond to the results that would be ex-
pected from a real flow. It has been determined that the velocity 
field calculations in the code operate correctly, although greater ac-
curacy is expected for simulations with N larger than the value of 16 
employed in this thesis. The scalar convection and reaction calcula-
tions have been shown to yield results which are in agreement with the 
models used to test them. Although the scalar diffusion calculations 
are simple to treat in Fourier-space, the problems we used to check 
these calculations were probably not well-conceived, as they were es-
sentially an afterthought to the study. The inconclusiveness of these 
tests do not cause us great concern, as we do believe that the program 
is correct. 
Another question arises from the code's use of the Ergodic 
hypothesis: for the.mean values, a spatial average is employed in the 
code; in the decomposition C = C + c', the mean is usually considered 
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to be an ensemble average (an average taken over many realizations of the 
flow). The Ergodic hypothesis states that, for homogeneous turbulent 
flows,. the ensemble and spatial means are the same. A problem arises be-
cause of the finiteness of the flow field in our calculations: all possible 
flows are not represented with the frequency that they would occur in an 
infinite domain. As we cannot, at least at this point in time, simulate 
the infinite domain needed, we must accept this source of error; at 
the very best, therefore, the statistics employed in the program should 
be considered approximations. 
There have been several estimates of the abilities of computers to 
resolve turbulent flows at other than very small Reynolds numbers (e.g., 
Corrsin (1958) and Orszag (1970». Although the abilities of computers 
are limited, results of numerical simulations are significant in their 
ability to predict qualitative, if not quantitative, aspects of turbulent 
flows. It is felt that the result of this thesis, i.e., that Toor's 
hypothesis is not valid except as an approximate theory for small times, 
is significant even though only a 163 calculation was employed: the 
strength of the numerical trends for t' greater than 2.0 and the 
absence of numerical instabilities support this claim. 
Further lines of study sh~Jld be pursued in this area. First, a 
simulation with N = 32 would be expected to give more reliable results 
than the present study and would serve as a good means of checking the 
results presented in this thesis; such a study might, for purposes of 
comparison, best be performed using the same 163 initial conditions em-
ployed here. An additional study would be the simulation of reaction 
in a homogeneous shear flow with constant velocity gradient (see 
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Tavoularis and Corrsin (1981». Finally, the code could be altered for 
a temperature-dependent reaction in isotropic turbulence with constant 
temperature gradient. The previous two simulations proposed are im-
portant as approximations to reaction in boundary layers, which are 
problems of considerable industrial importance. 
Numerical simulations continue to be an important tool in the 
investigation of fluid flows, particularly where experimental data 
are not available. It is clear from the work presented in this thesis 
that these simulations have stretched the resources of the NAS/6 to its 
limits. MOre powerful present day computers are similarly limited when 
three-dimensional simulations with N equal to 32, 64, and even 128 are 
performed. Faster computers which are presently being developed should 
make future calculations more reliable and less time-consuming. Machine 
limitations will always be present, however, and future investigators 
will most likely continue to push the abilities of their machines to, 
and beyond, their limits. 
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APPENDIX A 
Description of Computer Program SCALAR 
1 Robert M. Kerr's computer program (or code) SCALAR is a Fortran 
code for the direct integration of the incompressible Navier-Stokes 
equations in three-dimensional "box" turbulence with periodic boundary 
conditions. Overall dimensions' of the simulation field allowed are 
32, 64, or 128 cubed. Provisions are included in the code for simul-
taneous integration of the scalar transport equation for up to three 
passive scalars. 
This appendix contains a description of the program. It is 
assumed that the read~r will have access to a copy of the code, as 
space limitations do not allow the inclusion of a program listing in 
this thesis. 
Some introductory material on sequential data storage is pre-
sented in the next section, followed by a general description of the 
code, and individual descriptions of the subprograms (or subroutines). 
Table A-I contains an alphabetical listing of the important program 
variables. Table A-2 indicates the variables grouped into their named 
common blocks.. Figures A-I through A-4 are logic flow diagrams for 
the program. 
In this appendix, the symbol * (asterisk) is used to denote 
mUltiplication between the quantities on either side of it. 
lRobert M. Kerr, NASA A~es Research Center, M.S.l02A-I, Moffett 
Field, CA 94035. 
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Table A~l. Variable list - alphabetical 
Variable 
DELTAT 
DT 
DTPICT 
DTSAVE 
DTSPEC 
ELOGE 
FRAC 
I 
IB 
IBASI 
IBAS2 
IEXIT 
IFAXC 
IFMrn. 
INC 
IP 
IS AVE 
ISKD 
ISPEC 
ISQRT 
ISTRT 
IU 
IU2 
IUW 
IUWl 
J 
JPLAN 
JUMP 
K 
Logical 
type 
Real 
Real 
Real 
Real 
Real 
Real 
Real 
array 
Integer 
Integer 
Integer 
Integer 
Integer 
Integer 
string 
Integer 
string 
Integer 
Integer 
Integer 
Integer 
Integer 
Integer 
Integer 
Integer 
Integer 
Integer 
Integer 
Integer 
Integer 
Integer 
Integer 
Originating 
subroutine 
SETUP 
MAIN 
MAIN 
MAIN 
MAIN 
MAIN 
SETUP 
Varies 
Varies 
SETUP 
SETUP 
LOOP 
FFTFAX 
FFTFAX 
Varies 
SETUP 
LOOP 
LOOP 
LOOP 
Varies 
MAIN 
LOOP 
LOOP 
LOOP 
LOOP 
Varies 
Varies 
Varies 
Varies 
Description 
Current timestep 
Initial timestep 
Time between calls of PICT 
Time between saves of permanent 
fields 
Time between calls of SPEC 
How much log (energy) can change be-
fore timestep is varied 
Contains fractional timestep informa-
tion 
i-dimension index 
Parameter in calls to ZIP 
(IP)(N/2)(NWORDl)(NP2)(N) file size 
for permanent fields 
(IP)(N/2)(NWORD2)(NP2)(N) file size 
for transfer fields 
Flag for exiting code 
Used by CFFT99. Contains factors 
of N 
Used by CFFT99. Contains factors 
of N/2 
Distance between successive ele-
ments in a Fourier transform 
Packing flag: =1 if packing, =2 if 
no packing 
Flag for saving of permanent fields 
Flag; =0 until ELOGE check satisfied 
Flag; used for calls to SPEC 
=1 for outer point of k-space sphere 
for given J and K values 
Flag; indicates new simulation, or 
continuation of previous one 
Toggle for permanent fields 
Toggle for permanent fields 
Toggle for transfer fields 
Toggle for transfer fields 
j-dimension index 
"Packet"a of planes presently being 
operated on - J indexed 
Distance between first elements of 
successive Fourier transforms 
k-dimension index 
~e have recently found out that Kerr prefers the usage of the term 
"drawer" where we use the term "packet" in this text. 
Table A-I. Continued 
Variable 
KKSAVE 
KPICTI 
KPICT2 
KPLAN 
KSAVE 
KSTEP. 
N 
N2 
N21 
N22 
N222 
NC 
NP2 
NP2l 
NP22 
NPLAN 
NPLANU 
NPU2 
NRECORD 
NSAVE 
NWORDl 
NWORD2 
PR 
RATIODT 
RK 
RKSQR 
SCRTC 
SKDISS 
so 
SU 
Logical 
type 
Integer 
Integer 
Integer 
Integer 
Integer 
Integer 
Integer 
Integer 
Integer 
Integer 
Integer 
Integer 
Integer 
Integer 
Integer 
Integer 
Integer 
Integer 
Integer 
Integer 
Integer 
Integer 
Real 
Real 
Integer 
. array 
Integer 
array 
Real 
Real 
Real 
Real 
Originating 
subroutine 
LOOP 
LOOP 
LOOP 
LOOP 
LOOP 
LOOP 
MAIN 
SE'lUP 
SE'lUP 
SE'lUP 
LOOP 
MAIN 
MAIN 
LOOP 
LOOP 
MAIN 
MAIN 
MAIN 
LOOP 
LOOP 
MAIN 
MAIN 
MAIN 
Loop 
SETUP 
SETUP 
MAIN 
MAIN 
MAIN 
MAIN 
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Description 
Total number of saves 
Counter used in test for calls to 
PICT 
Same as KPleTl 
"Packet"a of planes presently being 
operated on - K indexed 
Counter used in test for saves 
Runge-Kutta step index 
Overall dtmension of simulation 
N/2; cutoff wavenumber 
(N/2)+l 
N+2 
(N/2)+2 
Number of scalars 
Planes per I/O file, =N/NPLAN 
=NP22+l 
=NPZ/2 
Partitions (or "packets"a) in a 
dimension for transfer fields; 
= number of I/O files in real-space 
Partitions in a dimension for 
permanent fields 
Planes per I/O file for permanent 
fields 
Number of saved records 
= KKSAVE = total number of saves 
Words per node of permanent fields; 
= 3+NC 
Words per node of transfer fields; 
= 3+NC+3 
Pr and tl numbers 
Ratio of current timestep size to 
Kolmogorov timescale 
Contains complex wavenumbers 
Contains wavenumbers-squared 
Temporary workspace for STEP 
Velocity dissipation skewness; 
calculated in SPEC 
Shear rate 
Shear at "present time" 
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Table A-l. Continued 
Logical Originating 
Variable type subroutine Description 
SUO Real MAIN SU saved 
SUA Real MAIN Shear at next partial step 
SUAO Real MAIN SUA saved 
TFINAL Real MAIN Time at which simulation stops 
TKOL Real MAIN Kolmogorov timescale; calculated in 
SPEC 
TRIGC Real CFTFAX Workspace for CFFT99 
array 
TRIGR Real FFTFAX Workspace for FFT99 
array 
TT Real MAIN Current time 
VISCOS Real MAIN Fluid viscosity 
WORK Real MAIN General workspace 
array 
k
2+l XNN23 Real Varies 
XNOFF Integer SETUP Cutoff wavenumber-squared 
XYFAC Real DFORMXY Integrating factors for plane of 
array shear 
ZFAC Real COEFZ Integrating factors 
array 
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Table A-2. Variables by named common blocks 
Common block 
BUFO 
BUFl 
BUF2 
BUF3 
BUF4 
DT 
FAC 
FFTC 
FF'IR 
IFPACK 
KSCALE 
PASS 1 
PASS2 
SCRTCH 
SHEAR 
TIMES 
VIS 
WK 
Variables 
U«2) «n/2)+1) (NWORD1) (N» 
UU«IP) (N/2) (NWORD1) (NP2) (N)(2» 
UW«2) «N/2)+1) (NWORD2) (N» 
UWZ«IP) (N/2) (NWORD2) (NP2) (N)(2» 
UA«NWORD1+NWORD2)(N) (N) (N/2+l) 
KMIN, SKDISS, '!KOL, RATIODT 
FRAC(3,3), ZFAC(4,64,4), XYFAC(4,33,4) 
IFAXC(13), 'IRIGC(128) 
IFAXR(13), 'IRIGR(97) 
IP 
RK(2,64), RKSQR(64) 
N, Ne, N22, N2l, N2, XNOFF 
NWORD1, NWORD2, NPLAN, NP2, IBAS1, IBAS2, NPLANU, NPU2 
SCRTC(21«N/2)+1» 
SO, SUA, SU, SUAO, SUO 
DELTAT, DT, TFINAL, TT, DTSPEC, DTPICT, DTSAVE, ELOGE 
VISCOS, PR(3) 
WORK 
I 
11 
III 
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initialization of simulation 
parameters 
initialization of velocity 
~ and scalar fields 
timestep 
program MAIN 
(see Figure A2) 
program START 
(see Figure A3) 
program LOOP 
(see Figure A4) 
Figure A-l. Overall flow of logic for routine MAIN 
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operations performed in MAIN 
define data common blocks 
(see Table A2) 
define permanent simulation variables 
(PR.SO.SOAO.SUO.SUA.SU.ISTRT. 
N,KMIN,NPLAN,NP2,NPLANU,NPU2,NC, routine SETUP 
NWORDl,NWORD2,TFINAL,DTSPEC,DTPICT) 
initialize timestep size 
define constants which are of order 
of the grid size (Nl,N2,N21,N22) 
call SETUP I define buffer sizes (IBASl,IBAS2) 
I define wavenumber and wavenumber squared (RK £. RKSQR) define timestep fractional increments (FRAC) 
call FFTFAX & CFTFAX I 
FFTFAX £. CFTFAX 
~ entry points for programs 
FFT99 & CFFTFAX 
initialize Fast Fourier Transform 
routines (factor N and reserve 
. 
----
workspaces) 
Figure A-2. Detail of box I 
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operetion. performed in START 
rout1ne VDEF 
I"" 
rout1n .. NORM 
linitialize random number I zaro all f1.1d I r ~.n .. c.ta. a eompla~ ,.n.rator compon.nta 4-vactoc (3 v .. lociti~., I .~ on. acalar) fco. a na~lly d1stribut.d t f no .... r.rr call NaRK far .achL I aet of ran~ numb.c¥ grid point obt.lnad tram th. , II polar _thod lf r.atart, r.ad pack.d data I for H1'2 plan •• of at.Alatlon caU UCOEFF L fl.lde froa .tora,. 1 I UCOEfF , calculat._ a seal inK 
ddine Inltlal velocity \ factor for u.. in VDEf 
! t and scalar fields such that in1tlal ~ ~ lcall VDEr,H'2 tLaa. tor I v.loclty fl~ld conform. H1'2 J-planea J to the .n .. ray spactr ..... 
l ~ I ~ speclfied ln ESP INCOHPR Icall lJICOMPI. for each J-plane I 
zeco all modea outaid .. i 1 I of .phare of cadiua c-N/2 In Fourier-space, and in ~ (0,0.0) !DOde t..j call SrEe I I cell SPEC I ~ ; , llmpO •• Incompraa.lbl1ity 
i l pack naw f1eld.J on veloclty flald into buffer 1 ~ 1 I limpoa. rea11ty In I phy.ical-space lcoPY fi.ld. trom buft.r 11 (1 ••• ¥(-k)-~·(6» into buffer 1 
l y copy contanta of buffaI'. 1 
into parmanant fl1 •• 
and 3 J 
Figure A-3. Detail of box II 
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Figure A-4. Detail of box III 
operations perfor=ed in LOOP 
set counters and flags 
CKSPEC.XPICTI,KPICT2,KSAVE, 
KSTEP,ISTEP,ISKD,IEXIT, 
NRECORD, NSAVE, lUW, IUWl , 
KSPEC,ISPEC,ISAVE,KSAVE) 
call OPEN for all planas I t 
t 
rl re.et, counter. I 
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-
L 
'P'Cogram OPEN: operates onJ-planes 
calculate vorticity 
w(k) -PtyC1S> 
t 
perfor= FFT in k direction 
I progr_ CLOSE. ope", •• on J-pl~ •• 
~ perfor= FFT in z direction 
r-c-a~l~l-=CLO~S=E~fo-r~o-n-e-p~l~an--e-'I---22------J ~ _______ ~I ____________ ~ 
calculaee ~.yC terms I 
• 41 
C 
" i-; 
'0'" 
u'" 
.r:: " 
:;: ~ 
:~ 
• u 
.... " ~l~ 
z: ... 
call STEP for one plane I 
E LI call OPEN for one plane r ~~~~~~~~~~ 
... 
.... 
u § 
u 
" .~ OIl 
... 
.ave .imulation fields I 
~ 
increment time counters 
and adjust timestep size 
if nece.sary 
'-I--.t call CROSS for all planesl 
l...-.l exit if last timestep I 
1 
I 
calculate pressure terma I 
I 
call SPECTR 
L---L-::::::(:O:b:t:.:i:n::t:r:a:n:a:f:e:r::.:p:.c::tr:.::)~ 
program STEP 
eimeseep fields by J-planea 
using third order 
Runge-Kutta 
2roKram CROSS: operates on X-planes 
perform FFT in j direction 
I 
perform FFT in i direction 
I 
calculate ~(~)x ... (~) I 
I 
calculate scalar 
l.!C!)xCClS) 
I 
products \ 
perform FFT in x direction 
for uXw and 
scal~r-products ~C 
I 
perform FFT in y direction 
'--- for l..1X:: and ':.C 
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Notes on Data Representation in Storage 
Sequential data (or "words") constituting elements ofa one-
dimensional array are located in sequential storage locations. For 
example, a vector A with real elements A(l), A(2), ••• , A(n) 
a 1 
a2 
"'--
a 3 
-----
· 
· 
· 
-
a 
n 
will be stored in machine core as the sequence 
A single complex number is stored in core as a sequence of the 
real and imaginary parts. c Thus, a complex array A 
is stored in memory as the sequence 
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For multidimensional arrays, the convention used is that the first 
index is allowed to change faster than the second, the second faster 
than the third, etc. Thus, a real two-dimensional array A 
is stored in core as the linear sequence 
The corresponding complex array A 
c 
c 
all 
c 
a21 
will be stored as 
c 
a 12 
c 
a22 
This system may be expanded to allow as many dimensions as are 
required. In the code in question, up to five dimensions are utilized. 
Figure A-5 indicates the convention which is used throughout this thesis 
for specifying the ordering of dimensions in an array. 
Fortran allows a program to specify the dimensions of an array and 
assign values to elements, pass it through common storage (or a variable 
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4 
5 
Figure A-5. Convention for ordering of array dimensions. (Numbers 1, 
2, 3, 4 and 5 indicate the ordering of the dimensions, while 
arrows indicate the direction in which data are read in 
the array.) 
lis t) to another routine, an,d as long as the total number of elements 
remains unchanged, have the second routine reassign the dimensions of 
the array (i.e., change its shape). For example, if subroutine First 
defi~es and dimensions a real array A(2,2,2) with eight elements 
(note: A212 is hidden) 
A- \--+----r:...---j 
it will be stored in common as the sequence 
a 111 a 211 a 121 a 22 ! a 112 a212 a 122 a222 
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If subroutine Second then defines real AI(4,2), still with eight e1e-
ments, as common with A from First, then AI will have the form 
a 111 a 112 
a211 a 212 
AI-
a 121 a 122 
a 221 a 222 
Note that the elements of AI, obtained from the linear array passed 
through common, have been filled in the proper sequence. 
A similar rearrangement may be made with complex elements: if 
subroutine First defines a complex array A (2,2,2) with elements 
c 
(note: box 122 is hidden) 
the array will pass through common as the linear sequence 
If subroutine Second then defines the real array A'(2,8) as common with 
A, AI will have the form 
I 
A -
RE 
a ll1 
1M 
a 111 
RE 
a 211 
1M 
a 211 
RE RE 
a 121 a221 
1M 1M 
a 121 a 221 
RE RE RE RE 
a 112 a 212 a 122 a 222 
1M 1M 1M 1M 
a 112 a 212 a 122 a 222 
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Notice that A' is now a real array with real elements taken from the 
previous sequence. 
These techniques of redefining array dimensions is used extensively 
in the code. 
General Considerations of the Code 
Scalar is a Ga1erkin-based pseudo-spectral Fortran program: most 
calculations and all timestepping are carried out in Fourier space. The 
working equations used are the Navier-Stokes equations 
Ov(~ t) 2 
-,.....~o-t- = E(~' t) - \) I~I :!.(~, t) (A-l) 
where 
k· T[u(x, t) X w(x, t)] 
a(~, t) = :.£(u(:.s, t) X ~(~, t») + ~[,..... ,..... .... ~ Ik \2 ~,..... ] (A-2) 
...... 
(T(S) indicates the finite-Fourier Transform of S) and the conserva-
tive form of the scalar transport equations 
(A-3) 
A full development of these equations is in Appendix B. 
The simulated physical space field is a cube of domain (N x N x N) 
for N = 32, 64 or 128. The Fourier space grid used is the same size 
as that in physical space. However, to enforce reality in physical 
* space, we have the condition ~(- ~ = ~ (~), where the superscript * 
signifies the complex conjugate. We take advantage of this condition 
to reduce required storage space by working with only half of the 
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Fourier space cube; thus, for the Fourier space wavevector indices 
i, j and k, we store data for complex fields in a domain of size 
N*N*«N/2)+l», i.e., the product of the ranges of j, k, and i. 
Figure A-G shows the wavenumber domain of the simulation; calculations 
are performed only on the unshaded portions. Additionally, truncation 
in k-space to a sphere of radius N/2 is used to reduce aliasing 
errors. 
The field is manipulated in "planes" throughout the code. For 
example, subroutines START, SETUP, VDEF~ OPEN, CLOSE and STEP all work 
with j planes (planes whose points have constant values of j), while 
CROSS works in k planes (constant k). Note that in Figure A-G, the 
outline of the plane j=O has been indicated by a bold-face line. 
Consistent with thiS, data are stored in "units" of planes: thus, for 
each of the «N/2)+l)*N points in a plane must be stored three complex 
velocity components, NC complex scalar values and (depending on the 
buffer) three complex vorticity components. For a total of N planes, 
« (N/2+l)*N)*(G+NC)*N) complex values are defined (here * denotes 
mUltiplication) • 
Including all workspace and data storage, the total storage space re-
quired for the program to operate when using word packing is approximately 
3 
(9+2*NC)*(N*(N+2)+ ~ +~) wo~ds. Total storage available on a computer 
is divided between core storage (i.e., storage available in the circuitry 
of the computer) and external storage (i.e., magnetic tape or disk 
units). Kerr refers to a calculation which is performed without re-
quiring external storage as an "in core calculation." Total available 
core storage is machine dependent. On the CRAYl-S, total core storage 
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(~ + 1. ~ + 1. - (~ - 1)) 
I 
./" 
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I 
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./" I 
I 
k 
(~ + 1. -(~ - 1). -(~ - 1)) 
./" I.:- __ 
Figure A-6. Wavenumber domain of the simulation. Planes at i, j, k = 
N 
- (2 - 1) are not in the domain. The requirement for re-
.... 
ality in physical space (i.e., '!..(- ~, t) = ~"(~, t» allows 
all values in the dashed half of the domain to be omitted 
from the calculations 
is approximately 106 words and the largest in core calculation possible 
is limited to one with N = 32. When a simulation size does not allow 
an in core calculation, some data must be stored in files on external 
storage units. Kerr refers to external storage as "permanent storage" 
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and calls the files on external units "permanent files." (Permanent 
files are not the same as permanent fields: permanent fields and 
transfer fields are defined in the following section on buffers.) 
The logical architecture of SCALAR requires these external permanent 
files: when an in core calculation is possible, external files are 
simulated using in core storage. 
Input/output to and from out-of-core storage (and in-core 
"permanent" storage for 32 cubed simulations) is done using NPLAN 
"packets" of planes, each "packet" containing NP2 planes of data. 
Each I/O file contains an amount of data equivalent to that contained 
in one "packet" (though one file will not contain information from 
only one "packet," it will contain data from several). For example, 
for N=32 and NPLAN=4, we have NP2 = 32/4 = 8 planes per "packet" 
(or file); that is, each file contains the complex velocity, vorticity 
and scalar information for eight planes of dimension «N/2)+l)*N). 
The code indexes over the integer wavevectors i, j and k using the 
variables I, J and K, but as will be seen later, the two sets are not 
interchangeab Ie. 
The variables referred to in this appendix as "pointer variables" 
are a CRAY FORTRAN adaptation of the pointer variables used in PASCAL. 
To illustrate these CRAY FORTRAN variables, we examine the following 
sequence of CRAY commands: 
POINTER(JUUP,UUP) 
JUUP=LOC(UU) 
In general, the statement POINTER(A,B) forces the first element of an 
array B to· be set equivalent in value to memory location A, and LOC(C) 
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returns the location in memory of the first element of C. The above 
sequence of commands thus causes the first element of the Pointer 
variable UUP to be set equivalent to the first element of UU. 
Buffers 
Buffers 0 through 3 (my nomenclature) are common blocks used to 
store velocity, vorticity and scalar data. The Fortran names of these 
common blocks in the program are BUFO, BUFl, BUF2, and BUF3. Buffers 
o and 1 store velocity and scalar data only; they are also used as 
additional workspace in various parts of the code. Buffers 2 and 3 
contain velocity, scalar, and, in addition, vorticity data. These last 
two buffers contain the fields which are operated on in what Kerr calls 
the "crunch" routines, including the Fast Fourier transform sections; 
thus, buffers two and three are said to contain the "transfer fields." 
Buffers zero and one contain information which is not modified by the . 
crunch routines (except STEP); thus, they are said to contain the 
"permanent fields." 
As the use of these buffers is central to the code, they are dis-
cussed in detail below. 
Buffer 0 contains unpacked data for the following information: 
three complex velocity components and NC complex scalar values. 
These data are only for a single J or K plane. Thus, BUFO is sized 
as follows: (2)*«N/2)+1)*(N)*(NWORDl); 2 for complex values, 
«N/2)+1)*(N) nodes per plane and NWORDI words per node, where 
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NWORDl=3+NC. One way to visualize the structure of buffer 0 is de-
picted in Figure A-7, where the first face of each cell contains a 
complex velocity or scalar value. Recall that the complex values in 
each face are stored as two sequential values (real and imaginary parts) 
in terms of absolute memory address; the effects of th~s storage sequence 
has been discussed previously in the section on data representation. 
1 
N+ 
2 1 
-c: 0 
'P'4 
4-1 
U 
QJ 
"" 'P'4 
~ 
~ 
'-' 
3 NC 
velocities scalars 
Figure A-7. A representation of buffer 0 
Buffer 2 is identical to buffer 0 except that it also contains 
three vorticity components for each node. Thus, buffer 2 is sized 
(2)*«N/2)+1)*(N)*(NWORD2); 2 for complex values, «N/2)+1)*(N) nodes 
per plarte, and NWORD2 values to be stored per node, where NWORD2=6+NC. 
As with buffer 0, these data are for one plane only and are stored in 
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unpacked form. The structure of BUF2 may be visualized as that in 
Figure A-S. 
i ~-+--+---r 
N + 1 t---t--t--t---'I---+--+--+--ll""--t" 
2 I!I--+--+--+--+-+--+--+--+--.f' 
-a 
H 3 Ne 3 
'oJ velocities scalars vorticities 
Figure A-S. A representation of buffer 2 
Buffer 1 is used in direct conjunction with buffer 0, the two being 
"connected" by the packing routines. Buffer 1 contains data from NP2 
planes, not just one plane. The buffer is sized as follows: 
(IP)*(N/2)*(N)*(NWORDl)*(NP2)*(2); IP for "if packed," (The packing 
routines pack words 2:1. Twice the storage is required when packing 
is not employed than for when it is. Hence, IP=l if data are packed, 
2 if not packed.) (N/2)*N nodes per plane, (the CRAYl-S at NASA-Ames 
uses 512 word data blocks for data transfer, or "I/O." To fill the 
data blocks during I/O, data for the last wavenumber in the i-direction 
are thrown out during packing; the (N/2) factor in place of the 
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«N/2)+1) factor results in a buffer whose length is a multiple of 512.) 
NWORDl words per node, and NP2 planes per file. The factor (2) is 
present for purposes of "double buffering," which is explained in the 
section on subroutine LOOP. 
Buffer 3 works in conjunction with buffer 2 in the same manner as 
buffer 1 works with buffer O. It contains, in packed form, data from 
NP2 planes taken from buffer 2. Buffer 3 is sized (IP)*(N/2)*(N)* 
(NWORD2)*(NP2)*(2); IP for "if packed" (see above), (N/2)*(N) nodes per 
plane (the last i-plane is also truncated as in buffer 1), NWORD2 
words per node, and NP2 planes per file. Again, the factor (2) is for 
double buffering. For example for N=32, NPLAN=4, IP:l, and NC=3, the 
buffers are sized as 
BUFO: (2)*«N/2)+l)*(N)*(NWORDl) = 6528 
BUF1: (IP)*(N/2)*(N)*(NWORD1)*(NP2)*(2) = 98304 
BUF2: (2)*( (N/2)+l)*(N)*(NWORD?) = 9792 
BUF3: (IP)*(N/2)*(N)*(NWORD2)*(NP2)*(2) = 147456. 
During I/O, data from BUFl and BUF3 are transferred to and from 
external files for out-of-core permanent storage (or simulated external 
files in the case of 32-cubed simulations). Using these files, calcula-
tions are performed using buffers land 3 for temporary storage; 
once the manipulations on one "packet" of planes have been completed, 
data may be exchanged with that in permanent storage. The two buffers, 
now containing data from the new "packet" of planes, may be reused to 
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perform the same calculations on the new set of planes. 
The actual structure of a buffer varies depending on the routine 
using it, and the above structures for buffers 0 and 2 each represe~t 
only one representation of. the several which are in fact used through-
out the code. 
ZIP and UNZIP 
In order to minimize input/output time and core requirements, 
the code utilizes a two-to-one packing routine. The packing routine 
is invoked in subroutine ZIP; the unpacker is called UNZIP. 
ZIP acts as a link between buffers containing unpacked data for 
a' single plane (buffers 0 and 2), and buffers containing packed 
data for NP2 planes (buffers 1 and 3). The routine packs data 
from buffer 0 into buffer 1, or from buffer 2 into buffer 3, de-
pending on the calling routine. 
Packing from buffer Q to buffer 1 
The packer itself is limited to operating on real arrays; thus, 
for packing from buffer 0 to 1, ZIP defines buffer 0 as a ~ ar-
ray of dimensions (2, N2l, IB, NN) where IB = (NWORDl)*(N) and NN = 1. 
Kerr calls this form of array a "pencil," which is diagrammed in 
Figure A-9. 
ZIP addresses the packer giving the (l,l,g,l) position of 
buffer 0 as a "s tarting point," and loops through values of g from one 
98 
real part ____ scalars 
imaginary part --..... . J.0 
N ~3 velocities ~-+l~ 
2 
(I direction) 
Figure A-9. Buffer 0 dimensioned as a "pencil;" all components are 
real quantities 
to 1B (lines 5 through 7 in ZIP). In addition, the "length of each 
addressed set of data that the packer operates on is limited to N. 
For example, when g = 1, the N real values outlined in Figure A-9 
(corresponding to the first N/2 complex velocity components indexed 
over values of i) are packed into buffer 1. The last two real elements, 
i.e., real and imaginary parts for i = ~ + 1, are ignored (thrown out) 
by the routine. As previously stated, this is done so that the size of 
buffer 1 is a multiple of 512 in order to make blocked I/O more ef-
ficient. When g = 2, the next N values (indicated by the dashed line 
in Figure A-9) are packed into buffer l, with the last two values 
again being throwri out, etc. Note in the code that this process is 
vectorizable by the Cray. 
Buffer 1 is dimensioned as a real array of size (N2, IB, NP2, 1). 
A representation of buffer 1 is shown in Figure A-10. When the packing 
t 
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Figure A-lO. Buffer 1 dimensioned as a "pencil;" all components are 
real quantities 
routine is called, buffer 0 is addressed at location (l,l,g,l) for 
input to the packer, and buffer 1 is addressed at location (1,g,J1,1) 
for output from the packer, where Jl is an index referring to which 
plane within a "packet" is being packed. Thus, for g = 1, the N out-
lined words in Figure A-9 will be packed into the N/2 outlined storage 
locations in Figure A-lO. Packed data may not be stored in sequence, 
however, depending on the packing routine used. For g = 2, the next N 
values of Figure A-9 (dashed line) will be packed into the following 
column of Figure A-lO (dashed line). Upon extension, it may be seen 
that the entire contents of buffer 0 will be packed into the first 
"slice" of Figure A-lO. When buffer 0 is then loaded with the data 
for a successive plane, Jl will be incremented by one to give J1=2, 
and the new contents of buffer 0 will be packed into the next "s lice" 
of buffer 1. Once buffer 1 is filled and the data it contains are 
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no longer needed, its contents are transferred to the permanent files 
by I/O routines, thus freeing the buffer for the next set of planes. 
Packing ~ buffer 1 !2 buffer 1 
When handling packing between buffers 2 and 3, ZIP uses forms 
for these buffers which are substantially different from those used 
in transfers between buffers 0 and 1. The reasons are twofold: 
first, buffer 2 contains vorticity information in addition to velocity 
and scalar data; second, data from buffer 3 are primarily used in time-
consuming "crunch" routines (Fas t Fourier Transforms, times tepping, 
etc.). Buffers 2 and 3 are structured so as to take maximum advantage 
of vectorization properties of the Cray-l, thus reducing computing 
time for calculations. 
Buffer 2 is dimensioned into a real "pencil" of dimension (2, N2l, 
IB, NN) where IB = (NWORD2)(NP2) and NN = NPLAN. Figure A-II shows 
this structure of buffer 2. Observing that (2)(N2l)(NWORD2)(NP2)(NPLAN) = 
(2)(N2l)(NWORD2)(N/NPLAN)(NPLAN) = (2)(N2l)(NWORD2)(N), we note that 
this form of buffer 2 contains all values of velocity, scalar and 
vorticity for one entire plane. Also, note the order in which data 
are located in the array: the second dimension, as for buffer 0, 
indexes over values of i, and successive "slices" of each block (third 
dimension) contain velocity components, scalar values, and vorticity 
components, in that order. When the packer is called, the initial 
indices to buffer 2 are given as (l,l,g,h) where g and h are both 
varied in loops, and g is varied in the inner (vectorized) loop. 
Thus, for g=h=l, the N outlined data values in Figure A-II are packed 
............. -- N + 1-----... 
2 
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Figure A-ll. Buffer 2 dimensioned in the form of a real "penci 1" 
into buffer 3, and the remaining two values in the first "slice" are 
thrown out. 
Buffer 3 is dimensioned as (N2, IB, NF2, NN) where IB = 
(NWORD2)(NP2) and NN = NPLAN. Figure A-12 shows this structure of 
buffer 3. 
As buffer 2 is addressed through values of g and h, buffer 3 is 
given initial indices of (l,g,Jl,h) where J1 is, as before, an index 
supplied by the calling program which indicates which plane in a 
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"packet" is being dealt wi tho Thus, when g=h=l, the outlined N 
values in buffer 2 (Figure A-II) are packed into the outlined N2 values 
in buffer 3 (Figure A-12). For g = 2 and h = 1, the N values indicated 
by dashed lines in Figure A-II are packed into the N/2 locations indicated 
by dashed lines in Figure A-l2. In this manner, the contents of the 
top "box" of the three boxes shown in Figure A-ll will be packed into 
the front face of the top "box" of Figure A-12, the second box in 
Figure A-It. packed into the front face of the second "box" in Figure 
A-12, and so on. A vertical "slice" of the front face of Figure A-12 
(indicated by dot-dashed line) contains all velocity, scalar and 
vorticity values for an entire plane. For successive values of Jl, 
data for additional planes are stored in successive vertical "slices" 
of buffer 3, up to a maximum of NP2 planes. 
There is a slight variation on the dimensioning of buffers 2 
and 3 when the code is dealing with the routine CROSS; this is because 
CROSS requires planes of constant k-value instead of constant j-value. 
In these cases, buffer 3 is dimetls ioned as a real "pencil" of dimension 
(N2, IB, NP2, N), and buffer 2 as a real "pencil" of dimension 
(2, N2l, IB, N) where IB = NWORD2. Effects of this alteration will 
be discussed further in the section on data input/output. 
UNZIP 
Operations, variables, dimensioning of files and relative locations 
of packed and unpacked data used in UNZIP are identical to those used 
in ZIP; -the only difference is that the direction of data flow is 
from packed to unpacked form instead of from unpacked to packed. 
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Figure A-12. Buffer 3 dimensioned as a real "pencil" 
MAIN 
Routine MAIN is the "driver" routine for SCALAR. For any combina-
tion of N, NC, etc., MAIN is the only routine in the program which 
must be modified by the user. 
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MAIN is the first routine to be executed in the program. It first 
defines all common blocks (except BUF4) which are listed in Table A-2. 
These include. common blocks SCRTCH, WK, BUFO, BUFI, BUF2, and BUF3, 
all of which must have sizes specified by the user. Next, variables 
which do not change in value during a calculation are assigned values; 
these variables, all of which must be specified by the user, are 
PR, SO, SCAO, SUO, SUA, SU, IS'lRT, N, KMIN, NPLAN, NPLANU, NC, TT, 
OT, TFINAL~ DTSPEC, DTPICT, DTSAVE, and ELOGE. The routine also 
calculates NF2, NFU2, NWORDI, and NWORD2. 
MAIN then calls. SETIJP, FFTFAX, CFTFAX, and START: SETUP and 
START are initialization routines for the program, while FFTFAX and 
CFTFAX are initialization routines for the Fast Fourier Transform 
packages used by SCALAR. Finally, MAIN calls LOOP. 
SETIJP 
SETUP defines quantities which do not change during a calculation 
and which do not need to be supplied by the user. The first quantities 
assigned values are DELTAT, Nl, N2, N21, N22, XNOFF, IP, IBASI, and 
IBAS2. Then, elements of RK, RKSQR, and FRAC have values assigned to 
them. 
The elements of RK and RKSQR contain values for wavenumbers and 
wavenumbers-squared, respectively. RK is defined such that the wave-
numbers "wrap around the corner" as the i.ndex on RK is incremented. 
That is, as the index m on RK goes from 1 to N/2+l, the wavenumbers 
defined in RK go from 0 to N/2; as m proceeds from N/2+2 to N, the 
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wavenumbers go from -N/2+1 to -1. In practice, the index m would be a 
value of I, J or K. Figure A-13 shows this arrangement of RK with 
sample numbers given for N = 32. 
10:. (a)-
-N-2 _N-1 _II 
-30 -31 -32 
Figure A-13. Sequence of wavenumbers in RK; sample numbers given are 
for N = 32 
Note that RK is dimensioned in this subprogram as a real quantity 
with dimensions (2,64), and that the above definitions are applied to 
the elements RK(2,m). When RK is defined in other routines as a complex 
quantity with m elements, each element is fully imaginary. RK is used 
-in the program for multiplying quanti ties by wavenumber components 
(e.g., i, j, or k), or Hi, Nj, or Nk. 
RKSQR is defined in the same manner as RK except that its elements 
contain the squares of the above-defined wavenumbers in a fully real 
one-dimensional array, instead of the wavenumbers themselves. 
General items to note in this routine are that IBASl and IBAS2 
define the number of words needed to store permanent and transfer 
fields, respectively, for one "packet" of planes. Also, the elements 
of FRAC contain values for incremental timesteps used in routine Step. 
Finally, the "cutoff wavenumber" represents that wavenumber magnitude 
beyond which all field components are set to zero (spherical truncation 
in k-space). Since this simulation represents an N-cubed region centered 
on the origin, the largest allowable wavenumber magnitude is N/2. The 
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square of this value, XNOFF, is calculated for later use in testing 
wavenumber magnitudes. 
START 
START is the routine which oversees the initialization of the 
flow field. The initial field can be either a previously computed 
field, or a field generated specifically for this simulation. The 
routine variable ISTRT selects one of the following options: ISTRT=l 
if existing fields are to be read in, ISTRT=O if new velocity and scalar 
fields are to be generated. 
All variables in START are real quantities. Buffers 0 through 3 
are not themselves dimensioned, but rather "pointer" variables are used, 
UUP and UWZP, for example. All manipulations are performed in 
called routines in which the buffers are dimensioned and the data 
are passed through the variable list sent to the called program. 
In the main loop in the program, ending on statement number 40, 
JPLAN varies from one to NPLAN. Recall that NPLAN is the number of 
files or "packets" of planes. This technique is typical throughout 
the code: an outer loop over JPLAN reads data for a "packet" of 
planes, and inner loops perform manipulations with the individual 
planes. This is explained in detail below in case 2. 
Case 1: ISTRT#O 
In this case, velocity and scalar fields must be supplied in the 
form used in buffer 1, i.e., in packed form in NPLAN files each 
containing data for NP2 planes. Thus, for a single value of JPLAN, 
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a set of planes is read into buffer 1. The inner loop (to statement 
number 15) then loops over the planes within the packet; within this 
inner loop, each plane, sequentially, is unzipped into buffer 0, 
passed to routine INCOMPR (call INCOMPR(J», then to routine SPEC so 
that initial spectra may be calculated. 
Case 2: ISTRT=O 
In this case, new fields must be generated (statements 20-30). 
Thus, for a single value of JPLAN, the inner loop over Jl generates 
velocity and scalar values for NP2 planes. For a single value of Jl, 
the line "J=(JPLAN-l)*NP2+Jl" specifies the value of J for the 
plane being generated. Calls to VDEF and INCOMPR generate the fields 
for that plane. A call to SPEC records spectra data for that plane. 
The dimensions of buffer 0 are not set in START; although following 
execution of routines VDEF and INCOMPR, the order of data in buffer 0 
is clear: as a real one-dimensional string, buffer 0 stores data in 
the order: K=l; v. real and imaginary parts for I=I .•. N21, v. real 
~ J 
and imaginary parts for I=1 •.• N2l, vk real and imaginary parts for 
I=1 ••• N2l, c1 for I=l ••• N2l, .•• , cNC for I=1 •.• N21 then K=2; Vi real 
and imaginary parts for I=1 .•• N21, and so on. Zip is then called 
and the velocity and scalar fields packed from buffer 0 to the 
appropriate locations in buffer 1 (see section on Zip and Unzip) 
specified by the present value of Jl. The entire process is re-
peated over NP2 values of J1, thus filling buffer 1. 
Either the new~y generated fields, or the previously calculated 
fields, if appropriate, must then be transferred into their appropriate 
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locations in buffer 3. Since vorticity data are interleaved with 
velocity and scalar data in buffer 3, the following scheme is used 
for .copying from buffer 1. Pointer variables UUP and UWZP are used 
for buffers I and 3, respectively. UUP is dimensioned as real (N2, 
NWORDl, NP2, NPLAN, NP2), while UWZP is dimensioned as real (N2, NWORD2, 
NP2, NF2, NPLAN). These five-dimensional arrays may be viewed as shown 
in Figures A-lO and A-II. 
In the structure for UUP, each cube contains data for NP2 values of 
K in one plane, and each vertical column contains data for an entire 
plane (given as NPLAN sets of data for NP2 values of K). The five-
dimensional structure of UWZP is identical to that for UUP except 
that the second dimension allocates three additional columns in each 
block for vorticity data, and the last two dimensions are transposed 
relative to those in UUP. The transposition is made so that subprogram 
CROSS may access data from UWZP in the form of K-planes. 
The five nested loops to statement number 35 transfer data from 
UUP into UWZP such that: 1) the first, second and third indices of 
both UUP and UWZP remain unchanged (Le., the vorticity "spaces" in 
UWZP remain available where the velocity and scalar locations have 
been filled with the appropriate data), and 2) the last two indices 
have been switched relative to those in UUP. Examination of Figure A-14 
shows that this alteration corresponds to transposing the array 1800 
around the diagonal axis indicated. UWZP will, therefore, have the 
structure shown in Figure A-15 where one horizontal row stores data 
for one plane, and one column stores data fot." a "s tack" of plane 
sections consisting of NP2 plane levels each covering NP2 values of k. 
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JI-2 
..... f-------I 
K-2(NP2) 
.... 
..... 
..... 
.......... transpose 
........... round tht. axi. 
,..----- ..... ~ 
.... 
JI-2 ......... 
.... 
.... 
.n-NP2 
JI-NP2 
JI-NP2 
_4~-----------------___ NP2 -----------------~~~ 
Figure A-14. Five-dimensional structure of UUP 
Because of this structure of UWZP, the linear data storage sequence in 
UWZ covers data for the first NP2 values of k where JI=I, -then the 
same NF2 values of k for Jl=2, etc., until Jl=NF2; then data for the 
next NF2 values of k where JI=I, etc., until the buffer is filled 
with all data for NP2 complete planes. Thus, where UU stores data in 
J-planes, UWZ stores data as "stacks" of sections of J-planes. 
The last section of START calls WCOLXZ to store data from UU 
and UWZ into "permanent" files. 
VDEF 
VDEF is the subprogram which actually defines new complex 
velocity and scalar fields when ISTRT=O. New fields are defined 
only on a 32 cubed grid in Is-space, independent of the overall scale of 
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Figure A-IS. Five-dimensional structure of UWZP 
the simulation (e.g., 32, 64, or 128 cubed). Additionally, scaling 
factors are employed so that the initial flow field has a pLe-
determined energy spectrum. 
Buffer 0 (as variable Ul) is defined as a complex three-dimensional 
array with dimensions (N2l, NWORDl, N); Cl, also a complex array, is 
dimensioned identically to Ul. Through use of the pointer statement, 
the first element of Cl is set equal to (oL identified with) the 
3*N22 element of Ul, where N22=NP2/2. Since Ul is a complex quantity, 
this corresponds to identifying the first element of Cl with the first 
scalar element in Ul. 
In the routine, the triple loop to statement number 10 zeroes all 
elements in the computational domain. In order to define identical 
initial fields independently of N, the variable NJJ=N-l4 is used. 
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Recalling the manner in which wavenumbers in RK and RKSQR are defined, 
we see that when J and K satisfy the conditions J>17 and J<NJJ or 
K~7 and K<NJJ, the corresponding wavenumbers fall outside of a 32 
cubed area centered about the origin in k-space. In this manner, the 
two IF statements in this triple loop select those modes which are 
to remain zero when elements within the sphere are defined as nonzero. 
Initial fields are defined by Equations A-4 and A-5, 
(uxk)a 
......... 
(A-4) 
c(~) = a'u' (A-5) 
where v(k) and c(k) are the velocity and scalar fields, respectively. Note 
.... - .... 
that by this definition, incompressibility is assured, as k·v(k) = O. The 
.... - .... 
routine NORM creates the random complex vector U with four components; the 
quantity ~ in Equation A-4 is comprised of the firs t three complex elements 
of U, while u' in Equation A-5 {s the fourth element of U. The scaling 
-
/\ factors Ct and Ct' are obtained as elements of "e" from the subroutine UeOEF. 
NORM 
Norm generates a random complex vector with four components; 
the first three elements are employed for generating velocities; the 
fourth is used for the scalar field. As the vector generated, Q, is 
real, eight real components are generated in this routine; when Q is 
defined as a ~omplex quantity in the calling routine, it consists of 
four complex components. 
Elements of Q are generated by selecting numbers randomly from a 
table of 100 random numbers chosen from a uniform distribution, 
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RANTABL, generated by the formula 2*RANF(1.)-1 •• Conversion to a normal 
distribution for the velocities is done by the polar method: i.e., 
real and imaginary components Ul and U2 are replaced by Ul(-2log(s)/s)1/2 
and U2(-2log(s)/s)1/2, respectively, where s=U1 2+U22 , s<l. CO'l1ponents 
for the scalar are not converted to a normal distribution. 
UCOEF 
/\ 
Subroutine UCOEF calculates a scaling factor, C, which is used in 
START so that the final velocity field has an energy spectrum given by 
the function ESP. 
The variable IFIRST is initialized to zero so that all stateme'nts 
before statement 140 are executed only during this first pass through 
the routine. During successive calls of UCOEF, only statements after 
140 are executed. 
The variable BINTGL is used to calculate the band integrals of the 
kinetic energy: The boundaries of the bands over which the integrals are 
taken are integral values of \k\. The DO-loops to statements 5 and 10 set 
,.... 
all values of BINTGL to zero. An approximation to the integral over each 
band is calculated using the trapezoidal rule and ten (10) points within 
each band. (See the DO-loops to lines 20 and 30.) Statement 50 is used to 
calculate the sum of all the band integrals (variable SUM); statement 60 
divides all elements of BINTGL by SUM, and replaces these values (i.e., the 
fraction of the total energy which each band contains) into BINTGL. The 
2 
DO-loops to statement 100 calculate XLSUM(KK) , which is the sum of I~I for 
each mode which falls within the band KK. 
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The DO-loops to statement 120 calculate the scaling factors using 
the formula (0. 25*USQ*BINTGL(I)/XLSUM(I»1/2 , and places these values 
into BINTGL(I). 
The statements between statements 140 and 150 place scaling factors 
1\ into the variable C each time UCOEF is called. 
In the above discussion, the argument II on variables BINTGL and 
1\ C has been dropped for purposes of clarity. This index varies from 1 
to 4, representing contributions from three veloCity components, and 
one scalar. 
ESP 
This function returns the initial three-dimensional energy spectrum 
function 
16\lt\4 
ESP (xmax, I~\) = ----- exp 
(xmax) 5 J-:;-
(A-G) 
where \~\ is the magnitude of the wavenumbers which define the shell 
of radius Ikl about the origin in Fo~rier space • 
.... 
INCOMPR 
Routine INCOMPR has three functions; first, it reimposes incompress-
ibility in the velocity fields such that ~:y,(~) = 0; second, it trun-
cates (sets to zero) all velocities on and outside the sphere of radius 
(XNOFF)I/2 in k-space; finally, the routine imposes reality of the 
transform in physical space (Le., the requirement that :!(-!9 = ~.,.:(~». 
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INCOMPR operates only in single planes of value J, and the pointer 
variables Ul, 'Cl and UAI are used and defined as complex quantities. 
The first elements of Ul and UAI are set equivalent to the first elements 
in buffers 0 and 2, respectively. Thus, Ul (N2l, NWORDl, N) contains 
the complex velocity and scalar fields in the form indicated in 
Figure A-16. The first three columns in Ul contain velocity components, 
and the remaining NC columns contain scalar data. 
~NWORDI ___ 
Figure A-l6. Array Ul in routine INCOMPR. All elements are complex 
In the code, a loop to line statement number 120 varies values of 
K and J, with inner loops varying values of I in order to perform the 
operations discussed below. 
Initial truncation occurs in the loo~ to statement 90 for 
K2+J2>XNOFF. The result of this is that all values outside a cylinder 
of radius (XNOFF)1/2 from the i axis are set equal to zero as shown 
in Figure A-17. 
Next, ISQRT is given, by the Pythagorean theorem, to be the value 
of I which corresponds to the surface of the sphere of radius (XNOFF)l/2 
for fixed J and K. Thus, for XNN23=k2+j2 for j, k within the cylinder, 
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Figure A-17. Cylindrical truncation in INCOMPR 
ISQRT=(XNOFF-XNN23)1/2+1 • To account for shear, j is redefined as 
j-SUAO·i=RK2'(I), where SUAO is the shear rate (this is done in the loop 
over I to statement 100). Incompressibility is imposed in the loop 
over values of I (1::: I::: ISQRT) to statement 110 by application of 
Equation A-7 
k· U1 
U1 (k' ~ U1 (k) - k..... 2"'" 
.... ~ ..... ,..., ..., I~I 
thus satisfying the condition 
k • U1(k) = 0 
,..., .... ,.,. 
(A-7) 
(A-8) 
The remainder of the nodes outside the sphere (I >ISQRT) are set to 
zero in the loop to statement number 113, completing the spherical 
truncation in k-space. Finally, as the transform defines v(O,O,O) ,.., 
equal to the average velocity in real-space, this value is set to zero 
in the loop to statement 123. Scalar values in this node are set to 
zero, also. 
Satisfying the requirement ~(-~) = ~*q~) is acco:nplished in several 
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steps: for the special case J=l (j=O), the loop to statement 125 takes 
the values on the positive k-axis (K=l to N/2+l) and mirrors them through 
the origin to the negative k-axis. Note that for J ,K>N2l (negative 
vector values of j and k), the terms N22-J and N22-K, where N22=N+2, 
yield the corresponding points mirrored through the origin. For the 
case 1 <3 <N2l (positive j values), the values on the j-k plane are 
. temporarily stored in UAl{NWORDl, N2l, N) such that the shaded portion 
of Figure A-16 is stored in the shaded portion of Figure A-lB. In this 
manner, successive planes of UA1 are filled until it contains all 
values for the j-k plane for J <N2l, (j <0) conjugates of values stored 
in UAl are placed into corresponding mirror points in U1 as the ap-
propriate planes of value J are passed to the routine. 
(J direction) 
Figure A-lB. UAl used for temporary storage of elements with i=O 
OPEN 
Subroutine OPEN performs two main functions: it calculates the 
vorticity fields and transforms the entire transfer field (operating 
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on one J-plane at a time) in the k-direction. 
Pointer variables U1, C1 and Zl contain the velocity, scalar and 
vorticity fields, respectively, and are defined as complex quantities. 
The first elements of these arrays are set equivalent to locations in 
buffer 2 such that if UW were dimensioned as complex (N2l, NWORD2, N), 
the components would be stored as shown in Figure A-19 . 
.... .--- NWORD2 ---t~~ 
- t ... c:: 0 
"P4 
~ ~ N+l · 
· 
'"' 2 · "P4 
"0 ~ l-I -
U1 Cl Zl 
(velocities)(scalars)(vorticities) 
Figure A-19. Locations of pointer variables U1, Cl and Zl as contained 
in UW (buffer 2)-routine OPEN 
The double loop to statements 10 and 20 calculates the vorticity 
components ~ (k) 
= 1. k X v(k) 
..... ..... '" 
(A-9) 
which are stored in Zl, ,the vorticity section of buffer 2. For example, 
Zl(!, g, K) is the gth component of vorticity at the point I, K on the 
plane of value J being manipulated by the routine. 
All operations are done strictly within the wavenumber sphere of 
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radius (XNOFF)1/2 using the variable ISQRT described in the section on 
subroutine INCOMPR. 
The loop to statement 30 evaluates the Fourier Transform of the 
transfer fields in the k-direction (i.e., the arguments of the trans-
formed quantity are i, j, z instead of i, j, k). The transform routine 
used, CFFT99, transforms from a fully complex field to a fully complex 
field. The operation of the transform in the k-direction, as il-
lustrated in Figure A-20, is directed by assigning the values 
INC=N2l*NWORD2 (INC is the number of array elements between elements 
of the transform) and JUMP=l. (JUMP is the number of array elements 
between initial elements of successive transforms.) See the section 
on supporting routines for details on CFFT99. CFFT99 is given an 
initial reference, by OPEN, as the first element of the first vector 
along the (1, S, 1) row of Ul, and INC controls the transform so that 
it is taken with respect to the k index • 
........... ____ NWORD2 ----t~~ 
Figure A-20. Transform of transfer fields, Ul, in the k-direction. 
Note there are INC=N21*NWORD2 elements between points a 
and b 
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CROSS 
Subroutine CROSS completes the transform to real space by trans-
forming all fields in the j and i directions and then computing 
u(x) x w(x) and C (x)*u(x). These quantities are then transformed 
1"'oJ......., ,....,,..,,,, ,..., ~,..", 
back towards k-space in the i and j dimensions. 
roW 
Note that contrary to subroutine OPEN, CROSS does not operate on 
planes of constant j-value; but rather on planes of constant k- (and z-) 
values in order to perform the Fast-Fourier transform in the i- and j-
directions. See the section on Input/Output for details on the recovery 
of data from planes of constant k-va1ue. 
The real pointer variables Ul, C1, Zl, C12, and C13 and the complex 
pointer variables Ul, CK, CZK and UK are used in this subroutine. These 
variables are indexed so that data within them fall into the following 
locations : 
U1 - velocity sections of buffer 2. 
C1 - scalar section of buffer 2. 
Zl - vorticity section of buffer 2. 
C12 - velocity section of buffer O. 
C13 - vorticity section of buffer 2. 
CK - scalar section of buffer 2. 
C2K - velocity section of buffer O. 
UK - velocity section of buffer 2. 
Completion of Fast-Fourier transform!£ real-space 
The real array U1 contains information from a z-p1ane of BUF2, 
as shown in Figure A-21. Note that the data cover values of I and J, 
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.......... -- NWORD2 ----1 .. ~
velocities scalars vorticities 
Figure A-21. Data storage in Ul as CROSS is entered. All elements 
are real-valued 
and the first index (I) contains N+2 elements. As this is a real array, 
it still contains all real and imaginary elements of a complex array 
of size (N2l, NWORD2, N). Use of a real array in CFFT99 is permissible 
and is necessary in FFT99; this is why Ul is defined as a real array 
in this routine. 
The transform over the j index is performed by CFFT99 by setting 
INC equal to (N21)(NWORD2) with JUMP=l, and indexing across the row 
(1, S' 1), where ~ varies from 1 to NWORD2 (refer to statement 15). 
Using FFT991 (a subroutine of FFT99), the transform over the i index is 
accomplished with JUMP set equal to (N22)(NWORD2) (use of N22 here 
instead of N21, as used for CFFT99, is required because FFT99 does not 
resolve complex array elements into two real values) and INC=l. In-
dexing is performed across the same row described. (See statement 10 
in the code.) Refer to the discussion on supporting routines FFT99 
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and CFFT99 for details on FFT991 and the use of JUMP and INC in this 
subprogram. 
Physical-space calculations 
After transforming over the i-index, the resulting array Ul con-
taius the physical-space fields of velocity, vorticity and scalar 
data for a plane of constant z-value. Note that use of FFT991 causes 
only N*N*NWORD2 nonzero values to exist in Ul; the last 2*N*NWORD2 
values in the i-direction are empty as shown in Figure A-22. 
§ t t 
"j N 
fr+ 
Figure A-22. Ul as it enters real-space. Elements in the shaded 
planes are empty 
In the outside DO-loop over J to statement 50 in the routine, 
the following calculations are done for each value of J in Ul: first, 
velocity components one through three are copied into DUM (by SCOPY 
at statement 15); usually, the terms (u X ttl) , (u X Ul) and (u X Ul) are 
. ,....,.....,X PW ~y ....., '-Z 
calculated and overwritten in the velocity segments of Ul (in the loop 
to statement 20). Thus, DUM is used to retain the velocity components 
after Ul is overwritten. The products c*~ are calculated in the loop 
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to statement 40; the components are stored as follows: Cu in C12, y 
CUz in C13, and CUx overwrites the C values in C1, thus requiring 
the separate loop over I-values. The real-space data are stored as 
shown in Figure A-23. 
... ~----NWORD2---... ~~ 
~ f 
rr 
/ 
• I' 
, 
¥ " . 
,~ 
(VXCl)x,y,z Cux 
buffer 2 
-;/ 
N 
V/~~~e 
¥ . V 
~NWORDl~ 
. Cuy 
buffer 0 
Figure A-23. Storage locations of real-space data prior to transforming 
towards k-space . 
Note that, due to the limitation of only three "slots" in the 
vorticity section of buffer 2, the code is limited to use with three 
scalars. 
Fast-Fourier transform towards k-space 
The variable NWORD3 is used at this point because the number of 
transforms to be performed on buffer 2 depends on NC, and does not 
equal ei ther NWORDI or NWORD2. 
Finally, so that data in buffer 0 need not be transmitted through 
common, we note that the quantity ~.C~(~ inverted in the xl and x2 
directions becomes 
123 
E'<".C~<:9) ;; f f dXldX2<';1 CUI + il!2 CU2 + il!3 Cu3) 
-lklxl -lk2x2 
e' e (A-lO) 
(A-ll) 
where the hat (A) indicates a quantity which is a function of kl , k2 , 
calculated and is stored in the scalar section of BUF2 for a later 
transform in the x3 direction. 
CLOSE 
Subroutine CLOSE completes the transform back to ~-space by trans-
forming buffer 2 in the z-direction and normalizing the result. Then, 
the scalar term ~·~C(~ and n are calculated. 
This routine works with planes of constant j-value, and all 
quantities are complex. Following the calculations performed in CROSS, 
Zl contains (u ~ UJ), CK contains ic~L + jC~., and C13 contains C~ 
~ J z 
terms • 
By definition, NWORD3=3+2*NC and INC=N21*NWORD2, and the DO-loop 
over statement 5 transforms the contents of Zl and C13 (buffer 2) in 
the z-direction. The data structure in buffer 2 before the transform 
is indicated in Figure A-24. The DO-loop to statement 10 calls CSSCAL, 
which returnsZl(I,J)*DNN, where DNN=1/N2 and Zl contains the ~-space data 
resulting from the transform, thus normalizing all components resulting 
from the transform. 
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·.~-----NWORD2------~.~ 
... 
+ ,.. ... eO' '*' 
(vx~) Cu
z 
~(iCvi+jCVj) 
Figure A-24. Data storage in buffer 2 prior to k-direction transform 
The scalar term lk·uc(k) is completed in the DO-loop to statement 
,..,...., .... 
20 as follows 
(A-12) 
where 
S(k\ = \(i*Cu.(k) + j*Cu.(k» 
::::/ ~'"'" J'" (A-l3) 
This result is stored in CK (scalar section of buffer 2). 
In these loops, use of the variable ISQRT on index I restricts all 
calculations, as before, to within a sphere of radius (XNOFF)1/2. 
Finally, the quantity 
I 2 .:E[y.(~) x~(~l - t1*(p+z v )(10 = l[x.(~) X~(?:.)J + -\~*PRESS(i) 
(A-l4) 
is calculated in the DO-loop to statement 30, where 
l2S 
l!s . IJx.(~ x ;£(~'J 
PRESS(i) = 2 
Ik.i 
(A-IS) 
The resulting components are stored in the velocity section of BUF2. 
Timestepping 
Timestepping is accomplished through the use of the three sub-
routines STEP, DEFORMZ and COEFZ. Roughly speaking, COEFZ calculates 
2 the one-dimensional integrating factors (exp(- vC At) for C= O ••• N); 
DEFORMZ "feeds" COEFZ such that the correct integrating factors are 
arranged in storage locations for use in STEP. STEP calculates the 
2 
three-dimensional integrating factors (i.e~, exp(- vl~1 ~t) = 
2 2 2 /\ /\. /\ 
exp(- vi ~t)exp(- vj At)exp(- \.k At) for Js = i1:., + jl + k~, and per-
/\ /\ /\ 
forms the actual timestepping. (Here i, 1, and ~ are unit vectors.) 
The timestepping algorithm outlined below.is a third-order Runge 
Kutta scheme employing a one-leg calculation method. 
The Navier stokes equation (A-l) may be written 
(A-l6 ) 
where 
(A-l7) 
(A-l8) 
and 
(A-19) 
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Given known values of ~ and ~, we write the algorithm for !n+l 
at time t + t:.t given in Equations A-20 
n 
~ -!: q'l,l - ..en 
!: 2 = g + 1'2 botf( t , a 1) 
..m,,...n ,... n n, 
~A-20a) 
(A-20b) 
(A-20c) 
(A-20d) 
where k,2 is at time tn + 1'2t:.t and &,3 is at time tn + 1'3t:.t, and the 
T'S and b's are specified below. 
Noting the definition of g(k, t) and f(t, ~, we may write Equation 
,...,... ,... 
A-20e 
(A-21) 
-v 1~12 1'3 bot 
)!,(}s, tn + l' 3 ~t) = )!,(}s, t n) e + l' 31 llt~(ls, 
+ 1'32t:.t~(~, tn + TZt:.t)e 
- v 1~12 (1'3-.1'2) ~ 
(A-22) 
Equation A-ZOb may be written as 
(A-23) 
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(A-24) 
Note that when b l = T3l and b2 = T32' Equation A-22 is identical to 
the first three terms inside the braces in Equation A-24. 
The following scheme is thus employed, given initial v and a 
n n 
values, 
1) -·use Equation A-23 to calculate :!(~, tn + T2 lit) 
- calculate a(k, t + T2 l1t) ,..,.", n 
- calculate and save the quantity 
2 2 
-\Ilk I T3 lit -v Ik I T3 lit 
[~(~, tn)e + T3l lIt~(!s, tn)e ] 
2) -.use results of step 1 to evaluate v(k, t + T3 l1t) from ,....- n 
Equation A-22 
- ~ !.(~, tn + T3 lit) 
- evaluate 2(~' tn + T3 lit) from y'(!s, tn + T3 ~t) 
3) - use results of step 2 to evaluate v(k, t + ~t) from Equation 
-- n 
A-24 
- evaluate Cc'(k, t + lit) _ ..... n 
This completes one timestep from t to t + lit for the velocity field. 
n n 
The scalar equation 
where 
o 
at ~(~, t) = f (k, t), 
c -
~(~, t) = C(~, t)eD Ilbl 2t 
Dlkl 2 t f (k, t) = - 1 k • uCe ,.... c ~ ~ """-I 
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(A-2S) 
(A-26) 
(A-27) 
is treated in an identical fashion to the velocity equation, with the 
coefficien~s T and b being the same as those used previously, resulting 
in 
(A-28) 
-DI~12T36t -DI~12T3Llt 
C(k, t + T3 6t) = C(k, t )e - T31Lltlk • uC(k, t )e ..., n n ~~-n 
-D 1~12( 'T'3- "2) Llt 
- '1'32 Lltt~ • ~cq~, tn + '1'2 Llt)e (A-29) 
and 
C(~, 
2 I 2 2 
-D !~I (1- 'T3) Llt{ -D ~\ T32llt -D I~ I '1'31 CIt 
t +6t) = e rC(k, t )e 
n - n 
-D \~12T3lLlt 
- b 1 Llt'1' ~C(k, tn)e ] 
2 
-D111 (T3-'T2)Llt 
- b 2 Lltt!s • iC(k, tn + '1'2 Llt)e 
- b 3 Lltt~ . ~C(~, tn + 1"3 Llt)} (A-30) 
Kerr has chosen the coefficients for overall third-order accuracy 
and defines them in SETUP as array FRAC such that 
'1'2 = 0.92457411 = (FRAC(1,1» 
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T3 ,1 = b i = 0.08574876 = (FRAC(1,3» 
T3 ,2 = b2 = 0.28771294 = (FRAC(2,1» 
(1 - T3) = b3 = 0.6265382933 = (FRAC(3,1» 
DEFORMZ, COEFZ 
Because the value of ~t is variable, integrating factors of the 
2 2 form exp(- vl~1 a~t) and exp(- DI~I a~t) must be calculated once every 
timestep; hence, DEFORMZ is called just prior to entering the "CLOSE, 
STEP, OPEN" loop in subrou tine Loop. 
To make use of the computation scheme outlined in the previous 
section, the routine STEP is employed three times successively, each 
call corresponding to one of the steps in the algorithm. The counter 
KSTEP=l, 2 or 3 is used to identify these "partial steps." As one 
routine (namely, STEP) is performing several duties dependent on the 
value on KSTEP, it falls to DEFORMZ to feed STEP the proper exponential 
terms (integxating factors) at each paxtial step. 
One-dimensional integrating factors are calculated in COEFZ; 
velocity equation integrating factors are stored in array ZFAC(4,N) 
while scalar equation factors are stored in ZFAC1(4,N,NC), where 
quantities in parentheses indicate the size of the arrays. DEFORMZ 
calls COEFZ and feeds it appropriate indices for each value of KSTEP 
such that the integrating factors axe arranged as shown in Figuxes A-25 
and A-26 for the velocity and scalar equations. 
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~p (_\102 lltFRAC(l.l)J exp(-\l1211tFRAC(1.1» 2 exp(-\l2 lltFRAC(l,l» 
· · · ~xP(-\lOLlltFRAC(l.l» exp(-\l1211tFRAC(1, 1» exp(-\l2211tFRAC(1,1» 
· · · 
~xP(-\l0~lltFRAC(1.3» exp(-\l1~lltFRAC(1,3» eXP(-\lZLlltFRAC(l,J» 
· · · 
exp(-\lOLlltFRAC(2.1» exp(-\l1211tFRAC(2.1» 2 exp(-\lZ lltFRAC(2,1» 
· · · 
exp(-\lOLAtFRAC(2.Z» exp (-\l1211tFRAC(2. 2» exp(-\lZ211tFRAC(2,2» 
· · · 
exp(-\lO~lltFRAC(J.l» exp(-\llLlltFRAC(J,l» exp(-\l2211tFRAC(J,1» 
· 
. . 
exp(-\lO~lltFRAC(3,1» exp(-\l1211tFRAC(J.1» exp(-\l2211tFRAC(J,1» · . . 
-
_____________________ increasing wavenumbers ------------------~~~ 
Figure A-25. One-dimensional velocity equation integrating factors as 
stored in ZFAC for 3 different values of KSTEP. Dashes 
indicate unused array elements 
STEP 
Subroutine STEP performs the actual times tepping , operating on one 
plane (of constant j-value) at a time. Both the "permanent" fields 
(BUFO) and the transfer fields (BUF2) are employed, accessed through 
common storage. 
The subroutine makes use of the complex pointer variables Ul 
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~p(-DNCOlAtFRAC(l,l» / / 
/'" . /" / / . 
· ~P(-D20ZAtFRAC(1.1) / / 
~XP(-Dl02AbFRAC(1.1» 2 2 exp(-D1 1 AtFRAC(l.l) exp(-D I 2 AtFRAC(l.l) • · · ~XP(-Dl02AtFRAC(1.1» exp(-D l 12AtFRAC(1.1) exp(-D122AtFRAC(1.1) · · · ~XP(-D,02AtFRAC(1.3» exp(-D 1 12AtFRAC(1.3) exP(-D, 22AtFRAC(1.3) · · · 
/' / / 7 
/' . / / 7 · . 
/' / /' / 
~XP(-Dl02AtFRAC(2.1» eXp(-D 1 12AtFRAC(2.1) 2 exp(-D 12 AtFRAC(2.1)J · · · 
~P(-DI02AtFRAC(2.2» 2 2 exp(-D1l AtFRAC(2.2) exp(-D,2 AtFRAC(2.2» 
· · · 
/ / / / 
/ · / / / . . 
/ / / / 
~XP(-DI0ZAtFRAC(3.1» exp(-D 11ZAtFRAC(3.1) eXP(-D 1 2ZAtFRAC(3.1» · · · 
~XP(-DIO~AtFRAC(3.1» exp(-D1I
ZAtFRAC(3.1) exp(-D12
L AtFRAC(3.1» 
· · · 
______________________ increasing wavenumbers ------------------~ .. ~
Figure A-26. One-dimensional scalar equation integrating factors as 
stored in ZFACl 
(velocity section of buffer 0), Cl (scalar section of buffer 0), UAl 
(velocity section of buffer 2, which contains a terms at this point) 
and CAl (which contains -k' uC terms). 
-.. "'" 
Each plane is treated in the following manner: the outer DO-loop 
to statement 100 ranges over values of K with inner loops performing 
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manipulations indexing over values of I for each K value. The inner 
loops perform the following functions: 
DO-loop !2 statement 16 
1) ~ansfers values from UAI into workspace Zl. Values are 
stored as shown in Figure ~27. 
! · · · 
· · · 
· · · 
2 
Figure A-27. Components of £ stored in workspace Zl 
2) Trans fer scalar produc ts - J - 1 ~ • ~C from CAl into Cll. 
Figure A-2B indicates the storage sequence of these values. 
Figure A-2B. Components of - J - I k . uC s tared in Cll 
'" ,..., 
DO-loop to statements 20 and.26 
The loop over index I to statement 20 calculates the three-
dimensional factors XYZFAC(I) and.XYZFC2(I) from the one-dimensional fac-
tors contained in ZFAC and ZFACI, for use in the loop to statement 26. 
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The quantity calculated in the latter loop, UAl, is different for each 
value of KSTEP and is described in the section below. 
nO-loop to·statement 27 
The DO-loop to statement 27 is the equivalent loop for scalars 
as the previous two loops for velocities. Exponential factors are not 
calculated separately but are included explicitly in the equation for 
CAL 
Results for both these loops, UAI for the velocities and CAl for 
the scalars, are placed into the velocity and scalar sections of BUF2, 
respectively, thus over-writing values that were there initially. 
The DO-loop to statement 30 zeroes all components outside of the 
sphere in k-space. 
The loops to statements 45 and 46 calculate Ul and Cl for KSTEP=I. 
These results are over-written in buffer 0 and thus saved for use with 
the next value of KSTEP. 
From statements 55 to 65, incompressibility is imposed on the 
velocity fields. These loops are accessed only after the last partial 
step, KSTEP=3. 
Statements 70 to 75 copy the velocity and scalar information from 
BUF2 into BUFO in KSTEP=2 and 3. 
Finally, statements 105 and 110 zero all components in the (0,0,0) 
mode in BUFO and BUF2. 
By noting the values contained in ZFAC and ZFACI at each KSTEP, 
it is clear that the following expressions are evaluated in STEP: 
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KS'IEP=l 
Cl and Ul are saved unchanged in BUFO while CAl and UAl are placed in 
buffer 2. Buffer 2 is then returned to subroutine LOOP again, resulting J 
in new a and f values placed in Zl and Cll for the next KSTEP. 
- c 
KSTEP=2 
CAl<= exp( -D 1~12 1"32 At)Cl + b2 At(exp( - D I~/ (1"3 - "2) At) )Cll 
Ul1<:Al 
CAl<:Cl 
Again, Ul and CAl remain unchanged in buffer 0, while UAl and CAl are 
in buffer 2. Buffer 2 is passed to LOOP again, resulting in newer 
values of 2 and fc which are placed in Zl and CII. 
KSTEP=3 
2 2 CAl¢exp(-D\~\ (1- "3) At)CI + b3At(exp(- DI~I (1 - "3)At)Cll 
This scheme is identical to the three-part scheme outlined previously 
and values contained in UAI and CAl at the conclusion of the third 
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partial step are in fact v(k, t + tit) and c<!~., tn + tit), the velocity 
,..., ,..., n r_ 
and scalar fields at the next time layer. 
LOOP 
Subroutine LOOP is the main driving routine for the entire code. 
It controls calls to the Fast-Fourier transform, t~estepping and spectra 
calculating subroutines. 
Double buffering 
One important technique used in this routine is "double buffering;" 
as will be seen, this method helps maximize the efficiency of the 
CRAY, thus minimizing computing time. The process is illustrated 
in the following example. Buffer 3 is dimensioned real (lBAS2,2), 
as shown in Figure A-29. Figure A-29 shows that each column of the 
array contains data for an entire "packet lJ of planes in the packed 
format. The toggles lUW and lUWl are employed to select the column 
of this array to which data are written (lUW1) or from which they are 
read (lUW). Thus, while manipulations are being· done with data in 
the first column, data may be simultaneously written to, or read from, 
locations in the second column, or vice versa. 
Initialization of counters 
KSPEC, KPICTl and KSAVE are integer counters which are incremented j 
each time SPEC, PICT and what I refer to as "save" are called. ("Save" 
is a procedure within the body of LOOP which saves the current 
velocity and scalar fields.) They are also used as a test against 
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t 
IBAS2 
~ 2--. 
Figure A-29. Buffer 3 dimensioned for double buffering 
present time to determine whether or not these routines should be called: 
i.e., for any value of KSPEC, KSPEC*DTSPEC gives the next value of time 
at which SPEC should be called. KSTEP=l, 2 or 3 is the counter for 
the third-order Runge Kutta routine. ISKD is a flag used to determine 
when the timestep size should be changed. 
Initial OPEN loop 
lni tial Fourier-space transfer fields must be "opened" prior to .J 
entering the main timestep loop; this is done in the section prior to 
statement 20. Double buffering of BUF3 is used; buffer toggles IUW 
and IUWl are initialized at values of I and 2, respectively. Prior to 
entering the outer DO-loop (to statement 10), the first packet of 
planes is read into the first column of UWZP (BUF3). 
The outer DO-loop to statement 10 ranges over all packets of 
plan~s (the entire simulation field). The inner DO=loops over values of 
Jl (to statements 5 and 6) cover the first and second halves of the 
planes within each packet, respectively; for any value of JPLAN and Jl, 
J=(JPLAN-l)*NP2+Jl yields the appropriate value of J for the p.lane 
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being worked on. Within each inner loop, successive planes are un-
packed from appropriate locations in either the first or second column 
of UWZP and placed into UW (BUF2). Following a call to OPEN, the 
resulting data are then packed back into UWZP. The column of UWZP 
which is used at any time is selected by the toggle IUW. 
The double buffering and "splitting up" of the inner loops are 
done to reduce computing time: following statement 5 is a call to sub- j 
routine RCOLXZ, which reads the next packet of planes into the IUWl 
. column of UWZP, and following statement 6 is a call to WCOLXZ, which 
writes results from the just completed operation in the IUW column of 
UWZP to permanent storage. Following this call, the values of the 
toggles IUW and IUWI are interchanged or, as Kerr says, "toggled." 
Hence, the following scheme results: when the DO-loop to statement 5, 
working on the IUW column of UWZP, is completed, subroutine RCOLXZ 
-
starts reading data for the next set of planes into the IUWI column 
of UWZP. While this is proceeding, the DO-loop to statement 6 completes 
calculations on the present set of planes; this is folloNed by sub-
routine WCOLXZ writing results from the IUW column to permanent storage. 
By this time, the previous call to RCOLXZ will have been completed; 
thus, when the toggles are swapped and control returns to the DO-loop 
of statement 5, IUW will be the opposite column from its previous 
definition; thus, the data just read into UWZP are available for sub-
routine OPEN. 
In this manner, IUW and IUWI are succeSSively toggled such that 
while manipulations are done on one column of UWZP, input or output is 
proceeding Simultaneously on the other column. 
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CLOSE loop 
Control then flows to statement 50 where an identical method is 
used to apply CROSS to all planes. Note that in this section, the I/O 
routines call planes of constant k-value (RCOLXY and WCOLXY) for use 
in subroutine CROSS. Also, immediately prior to statement 401, the 
flag IPICT is set to 1 and KPICT1 is incremented if it is time to ac-
quire physical-space data. 
If IEXIT=2~ the simulation is then stopped. If IEXIT remains 0, 
control is passed to statement 20. Immediately following statement 20~ 
KSPEC is used to determine if spectra should be evaluated; if this is so, 
the flag ISPEC is set to a value of 2 and KSPEC is incremented. Simi-
larly, KSAVE is used to determine if the present fields should be 
saved; if so~ ISAVE is set to 1, and KSAVE is incremented. Otherwise, 
if the current time exceeds TFINAL, both the flags ISPEC and ISAVE are 
set in addition to the value of IEXIT being changed to· 2. 
The CLOSE-STEP-OPEN loop 
At statement 30 begins the "CLOSE-STEP-OPEN" loop. This DO-loop 
operates identically to the previously described loops, using the same 
toggles and I/O routines. The inner loops, in sequence, call the 
subroutines, CLOSE, STEP, and OPEN. DEFORMZ is called prior to entering 
the loop, and two sets of I/O are involved. This is necessary as STEP 
requires both the permanent and transfer fields to perform its calcula-
tions. Hence calls to RCOLXZ and WCOLXZ involve both BUFl (UUP) and ~ 
BUF3 (UWZP); before subroutine STEP is called, permanent field data 
for the appropriate plane are unpacked from UUP. 
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Between statements 36 and 302 is the "save" procedure previously 
mentioned. In this procedure, the following occurs, in sequence, for 
each value of JPLAN: the contents of UUP are buffered out to permanent 
storage, NRECORD is incremented and, if JPLAN=NPLAN (i.e., all data are 
recorded), NSAVE is increased in value by one. 
Between statements 40 and 50, the following occurs: first, if 
IEXIT=l, execution is terminated. If not, the Runge Kutta counter KSTEP 
is incremented, or else reset to I if the last partial step has been 
completed. If KSTEP=3, the current time (IT) and the step counter 
(ISTEP) are advanced by appropriate increments. Fi~ally, when KSTEP=1 
(prior to starting a new timestep), the timestep size DELTAT is deter-
mined. The step size is altered, provided that the velocity skewness 
is larger than 0.3, such that the ratio (DELTAT/TKOL) remains constant. 
TKOL is the Kolmogorov timescale, Tk = (~/€)1/2 which is calculated 
in subroutine SPEC. The ratio is kept nearly constant by evaluating 
At/ Tk 
RATDT 
- (b.t/ 'T'k) ini tial (A-3l) 
and allowing RATDT to vary only between the bounds l/ELOGE and ELOGE. 
For example, if RATDT is larger than ELOGE, At is decreased by a factor 
of two; if l/RATDT is larger than l/ELOGE (RATDT <ELOGE), then At is 
increased by a factor of two. As ELOGE is set equal to 2 in our simula-
tions, the value of RATDT is always kept within the prescribed bounds. 
As the simulation proceeds, Tk continually increases; however, 
the above procedure maintains a constant ratio of the timestep to the 
smallest scale of the turbulence. 
Exiting statement 150 leads to the CROSS loop which has already 
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been discussed. ~e code then proceeds around the closed sequence 
thus formed. 
Data Input/Output 
Once BUF1 and BUF3 have been filled with data for NP2 planes, 
these data must be transferred to permanent storage. This storage 
would be within core (or "in-core") for 32 cubed, and out-of-core 
(disk storage) for 64 and 128 cubed stmulations. Also, for use in 
CROSS, it is necessary to retrieve these data in i-j planes. The out-
of-core case is discussed first, and then extended to the in-core case. 
In order to meet the above requirements, 4*NPLAN storage files are 
used. These files are resolved into four groups (or "sets") with each set 
containing NPLAN files. Kerr refers to these groups of files as sets 
1, 2, 3, and 4; sets 1 and 2 are used for permanent fields while sets 
3 and 4 are used for the transfer fields. To prevent loss of data in 
case of program termination and to decrease I/O time, permanent fields 
are toggled between the two sets; i.e., they are read from one set in 
order to perform manipulations, and the results are written to the 
second set. The direction of transfer is reversed on the next read/ 
write sequence. Initial permanent fields are written into the files in 
set one, and a toggle scheme is employed (using toggles IU and IU1) 
in the CLOSE-STEP-OPEN loop of subroutine LOOP. Initial transfer 
fields are written into set 4; the initial OPEN loop in subroutine 
LOOP reads from set 4 and writes to set 3; the CROSS routine reads from 
set 3 and writes to set 4 (employing i-k planes); the CLOSE-STEP-OPEN 
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loop reads from set 4 and writes to set 3, and so on. 
The four input/output routines used are RCOLXY, WCOLXY, RECOLXZ 
and WCOLXZ. The initial letters R or W stand for "read" or "write," 
respectively. The final two letters "xy" and "xz" Signify that the 
routine reads x-y (i-j) or x-z (i-k) planes. 
WCOLXZ 
The calling variables used in subroutine WCOLXZ are JPLAN, U, IX, 
and IY, where 
JPLAN = which set (or packet) of planes is being written 
(l ::; JPLAN ~ NPLAN) • 
U = the buffer to be written from (BUF1 or BUF3). 
IX = words/node (NWORD1 or NWORD2). 
IY = number of sets of files to be skipped (i.e., if writing 
to set 3, IY=2). 
System files used for storage start with file 11, the first ten 
being used for other purposes. For 128 cubed, the number of files needed 
to store the permanent fields is not NPLAN, but rather is given as 
NPLANU in the main program. 
IYl and IY2, calculated at the beginning of WCOLXZ, are the numbers 
of sets of permanent field files and transfer field files, respectively, 
which are to be skipped. Note that IFlLE=ll+IY1*NPLANU+IY2*NPLAN 
gives the first file of the present set to be written to. 
If JPLAN=l, it is necessary to rewind the file pointers; this is 
done in the DO-loop to statement 5. 
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The DO-loop to statement 20 
The data from each packet of planes (the total contents of either 
BUFl or BUF3) is subdivided equally into NPLAN records such that all 
records may be written simultaneously into NPLAN files (this is done 
to reduce I/O time). With (IP)(N2)(NWORD)(NP2)(NP2)(NPLAN) words per 
file, this division is accomplished by: 
IFIRST=(IP) (N2) (IX) (NP2) (NP2) (KP-l)+l 
ILAST=(IP) (N2) (IX) (NP2) (NP2) (KP) 
(A-32) 
(A-33) 
KP may take any value between one and NPLAN, and IX may be either NWORDl 
or NWORD2 depending on whether permanent or transfer fields are being 
manipulated. 
Note that for each index KP, IFIRST gives the position of the 
first word in that record, and ILAST the position of the last word. 
Next, IFlLE=KP-(JPLAN-l) gives the file within each set of files (as 
discussed above) into which the KPth record of the JPLAN packet is to 
be written. Note that JPLAN decrements IFlLE such that corresponding 
records for successive values of JPLAN are shifted with respect to the 
files they are read into (e.g., for JPLAN-l, record 1 is WTitten into 
the first file of a set while for JPLAN-2, record 1 is written into 
the NPLANth file of a set); this is accomplished in accordance with the 
above definition of IFlLE by the setting IFlLE to become IFlLE=IFILE+NPL 
for IFILE <1 (NPL equals NPLAN). This redefinition of IFlLE to skip 
the appropriate preceding files, and the actual I/O statements before 
statement 20 complete the DO-loop. 
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Figure A-30 shows' the resulting placement of data for a 64-cubed 
simulation, where NPLAN=8. 
RCOLXZ operates identically except that Buffer In statements are 
employed in lieu of Buffer Out statements. 
I/O for buffer 1 ~ buffer 1 
To see specifically what data from the flow field is stored in 
which file, we must know what information is contained in each record 
of length (IP)(N2)OIX)(NP2)(NP2). 
Consider as an example, I/O for buffer 1 (permanent fields). 
For 32-cubed as well as 64-cubed simulations, NP2=N/NPLAN=8. For the 
32-cubed case, the first (IP)(N2)(NWORDI)(NP2)(NP2) words in buffer I 
contain information for two j-planes; the next (IP)(N2)(NWORDl)(NP2)(NP2) 
words contain data for the next two j-planes, etc. With NPLAN=4, this 
results in four records containing data for two planes each, a total of 
8 planes of data, which have been read into four files. For 64-cubed, 
the first (IP) (N2) (NWORD2) (NP2) (NP2) words in buffer 1 contain data 
for one plane, etc. Thus, with NPLAN=8, we have data for a total of 
eight planes being read into eight files. Thus, I/O for buffer 1 may 
still be thought of in terms of manipulating full planes of a constant 
j-value. 
The case for buffer 3 is quite different, however, because of the 
necessity for extracting data for planes of constant k-value. Recalling 
from Figure A-lS that sequentially-read data from buffer 3 represents 
"stacks" of NP2 plane sections each with NP2 values of k, we see that 
a record. of length (IP)(N2)(NWORD2)(NP2)(NP2) represents one of these 
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stacks. Referring to Figure A-30, we thus find that each file holds 
'information from diagonals of the overall flow field. This is il-
lustrated in Figure A-3l. 
j 
k~ ~------------~~ 
Figure A-3l. Diagonal structure of transfer field storage, where each 
box represents a "stack" of plane segments, arrows indicate 
sequence of storage within each file and numbers repre-
sent the file which that sequence is stored within. Note 
that the first record in each file originates from the 
first layer of stacks (JP~~=l), while circles and tri-
angles indicate "wrap-around points" for each numbered 
sequence 
When reading information using RCOLXY for extracting information 
in the form of planes of constant k, it is important to understand 
this diagonal structure. 
RCOLXY 
An example of the use of this subroutine is given for 64-cubed: 
following the last writing or reading input/output operation, each file 
pointer is at the end of the last record in each file. We now rewind each 
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file so that the pointers of each file are at the start of records 
that form a stack which spans the flow field, as indicated by the 
heavy outline in Figure A-32. The quantity IFlLE=KPUL~lO+2*NPLANU 
for KPLAN=l gives the first file of the sequence; this file is re-
wound to its beginning. File 2 is then backspaced once, file 3 twice, 
~ile 4 three times, etc. This backspacing is done only for KPLAN=l 
and results in each record outlined in Figure A-32 having a file 
pointer at ,its beginning. 
k...-' 
~------------~~ 
Figure A-32. Order of records being read for KPLAN=l (solid line) 
and KPLAN=2 (dashed line) 
IFIRST and lLAST are defined, as before, as the location of the 
first and last word, respectively, of the JPth record of a file. 
Note here that IFlLE is defined to be IFlLE=KPLAN+(NPLAN-JP)+l, but 
IFlLE is reset to IFlLE=IFlLE-NPLAN if the first definition of IFlLE 
exceeds NPLAN. As KPLAN increases, equal values of JP produce different 
values of IFlLE. This "wrapping around" effect is equivalent to that 
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discussed in the previous section. Thus, for KPLAN=l, the outlined 
records in Figure A-32 will be read into buffer 3 in the order indicated 
by the arrows in Figure A-32. 
Following this reading, all pointers (except that for file 2) are 
at the start of each record corresponding to KPLAN=2 (see dashed out-
line on Figure A-32). Thus, it is necessary, when reading KPLAN=2, 
to rewind file number two, then file three for KPLAN=3, etc. 
The data read into buffer 3 (for KPLAN=l) thus may be portrayed 
as shown in Figure A-33, where each box is a record and the set as a whole 
N' 
2' 'f ~ _____ -'" 
---(NWORD2)(NP2)~ 
.......... ------------ NPLAN -------------~. 
Figure A-33. Contents of buffer 3 after reading in data through 
RCOLXY 
contains data for NP2 vertical planes (planes of constant k). However, 
ZIP and UNZIP, when called in CROSS, dimension buffer 3 as 
(N/2) (NWORD2) (NP2) (N). This structure is portrayed in Figure A-34. 
Noting the order in which data were originally stored in files leads to 
the result that each vertical "slice" in Figure A-34 (see dashed line) con-
tains data for an entire i- j plane wi th k-value.s of the planes increasing 
. with the third dimension of Figure A-34. In earlier discussion, it was 
stated that UNZIP "reads" such vertical slices of buffer 3; therefore, we 
-= o 
.... 
~Nt ~2 
"t:I 
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t! ......... --- NWORD2 ---.... ~ 
N 
Figure A-34. Structure of buffer 3 when CROSS calls UNZIP or ZIP 
note here that the unpacking routine places data for "an entire i-j plane 
into BUF2. 
The reverse procedure for subroutine WCOLXY is identical to the 
procedure discussed above, except that write commands are used in 
place of read commands. 
In-Core Vs. Out-of-Core Storage 
For 32-cubed operation, there is enough available core space to 
perform a simulation entirely within the CRAY1-A; external disk storage 
is not required. Thus, while·64- and l28-cubed simulations require 
the use of buffered input/output, 32-cubed simulations substitute the 
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routines SBUFIN, SBUFOT, SBACK and SREW (simulated buffered input, buf-
fered output, backspace and rewind, respectively). In-core, simulated 
out-of-core file storage is located in common block BUF4, which is 
accessed by both SBUFIN and SBUFOT. 
SBUFOT 
Variables defined in SBUFOT are: 
KU=(IP)(N2)(NWORD1)(NPU2)(NP1) = the length of one record 
of permanent field data. 
KUW=(IP)(N2)(NWORD2)(NP2)(NP2) = the length of one record of 
transfer field data. 
IB=(IP)(N2)(NWORD1)(NPU2)(N) = the length of one file of 
permanent field data. 
Buffer 4 actually contains room for only two sets of files: one 
for permanent fields and one for transfer fields. The successive defini-
tion of IFL (the file within buffer 4 which is to be written to) 
by "if" statements within SBUFIN and SBOFOT reduces the -previous re-
quirement of four sets of files to two sets of files with equivalence 
between sets 1 and 2, as well as between 3 and 4. That is, the "original" 
four sets of files, as shown in Figure A-35, are reduced to the two 
files indicated in Figure A-36. 
The variable JCK(IFILE) contains record "pointers" for each value 
of IFlLE (JCK(IFlLE)=O,I,2,3, .•• ). Thus, if IFL is less than NPLANU 
(IFL is a "file" for permanent fields), then the expression 
KI=IB*(IFL-I)+KU*JCK(IFlLE)+l gives the location in buffer 4 of the 
first word in the JCK(IFILE) record of permanent field "file" IFL. 
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"permanent fields" "transfer fields" 
---------------~~----------~,,---------------*------------~, 
set 1 set 2 set 3 
Figure A-3s. "Permanent" storage files 
"pe"rmanent fields" "transfer fields" 
r~------~·------_" __ ----~*------_' 
" set 1 (sets 1 and 2 
equivalent) 
I set 2* I 
(sets 3 and 4 
equivalent) 
Figure A-36. The two "permanent" files in buffer 4 
set 4 
For 1FL greater than NPLANU, the expression Kl=NPLANU*1B+(1P) (1BAS2) 
(1FL-I-NPLANU)+KUW*JCK(1F1LE)+l gives the location in buffer 4 of the 
first word in the JCK(IF1LE) record of "file" 1FL. 
The DO-loop to statement 10 performs the actual transfer of 
K=1LAST-1F1RST-l words from Uinta UA (BUF4), starting with the 1th 
word of U and the KIth position of UA. Note that following the DO-loop, 
the file pointer JCK(1F1LE) is incremented. 
SBUF1N operates in an identical manner except that transfer is 
from UA to U. 
SREW and SBACK 
The function of SREW and SBACK are now self-explanatory in light 
of the purpose of JCK(1F1LE); they set to zero, or decrement, 
respectively, the appropriate component of JCK. 
I 
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Supporting Routines 
The routines discussed in this section, PACK, UNPACK, FFT99 and 
CFFT99, are supported by the CRAYI-S at NASA-Ames, but are not available 
as Fortran code for transport to other machines. These routines are 
critical to the overall operation of the scalar code, and are dis-
cussed here so that their calling statements employed in the code may 
be understood. 
where 
Routine PACK is invoked by the call statement 
Call PACK(A,B,N) 
A = input vector; 
B = output vector; 
N = length of vector to be packed. 
Invoking this statement returns vector B such that its first N/2 
elements contain packed data taken from the first N elements of vector A. 
UNPACK 
where 
Routine UNPACK is invoked by the call statement 
Call UNPACK(B,A,N) 
B = input vector; 
A = output vector; 
N = length of unpacked data. 
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Invoking this statement returns vector A such that its first N 
elements contain unpacked data taken from the first N/2 elements of 
vector B. 
FFT99 
FFT99 perfo~ transforms from fully real to complex, or complex 
to fully real, vectors, and is invoked by 
Call FFT99 (A, WORK, TRIGR, IFAXR, INC, JUMP, LENGTH, LOT, 
ISIGN) 
where 
A = real input sequence containing complex data pairs; 
WORK, TRIGR, IFAXR = workspaces; 
INC = increment between elements of transform vector; 
JUMP = increment between initial elements of successive 
transform vectors; 
LENGTH = number of elements in transform vector; 
LOT = number of transform vectors; 
ISIGN = -lor 1, indicates transform or inverse transform. 
TRIGR and IFAXR are initialized in FFTFAX, which is an entry point 
for FFT99; the remaining variables are best described with examples. 
ISIGN=l ISIGN=l defines the transform to be performed as 
N-l 
B(n + 1) = ~ A(m + 1)exp(i2nmn/N) 
m=O 
n=O, ..• , N-l (A-34) 
where B contains only real values. Because B is real, the complex 
conjugate relationship is assumed for A (i.e., A(~ = A*(-~) and only 
(N!2)+1 values of A need be supplied; additional values are ignored. 
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An output B is substituted for A. A is assumed to contain complex 
values, but must be supplied to the routine as a real quantity. INC, 
JUMP, LENGTH and LOT are used as follows: if A is defined as real 
A(2,(N/2)+l,2), INC=l, JUMP=(N/2)+1, LENGTH=N and LOT=2, then the two 
transforms indicated by arrows in Figure A-37 will be performed with 
the result returned as N purely real values, with the shaded elements 
set to zero. If A is defined the same, but INC=(N/2)+l, JUMP=l, LENGTH=2, 
and LOT=(N!2)+l, then the (N/2)+l transforms indicated in Figure A-38 
will be performed, again with real values returned and the shaded 
elements set to zero. 
real part---+ 
imaginary part--+r-t-+-~-r-+-+-1--~~ 
~l 2 
• 
Figure A-37. Operation of FFT99 with INC equal to 1 and JUMP equal 
to (N/2)+l 
real part~ 
~r-r-------------~~ imaginary part--+~~~ ______________ ~J 
~l 2 
, 
Figure A-38. Operation of FFT99 with INC equal to N/2+l and JUMP 
equal to 1 
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ISIGN=-l With ISIGN=-l, the inverse transform 
N-l 
B(m+ 1) =~ ~ A(n+ l)exp(- \2nmn/N) 
n=O 
m=O, ... , N-l (A-35) 
is performed. N real values must be supplied in A. On output (N/2)+l 
complex data pairs are overwritten onto A. The effects of INC, LENGTH, 
JUMP and LOT remain the same as disc~ssed above. 
CFFT99 
CFFT99 transforms complex vectors into complex vectors and is in-
voked by 
Call CFFT99(A, WORK, TRIGC, IFAXC, INC, JUMP, LENGTII, LOT, 
ISIGN) 
This calling statement behaves the same as the calling sequence 
for FFT99, with INC, JUMP, LENGTH, LOT and ISIGN controlling the 
same operations as they controlled for FFT99. A must be defined as a 
real quantity, but should contain LENGTH complex data pairs. On output 
A contains LENGTH complex data pairs. TRIGC and IFAXC are initialized 
by calling CFTFAX, which is an entry point for CFFT99. The transform, 
and its inverse, are defined as in Equations A-34 and A-35, except that 
the lIN normalizing factor in A-35 is omitted. 
Alterations for Running on the NAS/6 
The POINTER, BUFFER IN, and BUFFER OUT statements employed in CRAY 
FORTRAN are not recognized by the version of FORTRAN 77 supported by 
the NAS/6 at Iowa State University. The NAS/6 employs a "virtual 
memory" (1. e., transfer of data between in-core and out-of-core memory 
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is transparent to a running program, and all memory may be regarded as 
being in-core) which allowed us to run SC~~ using its subroutines fo~ 
in-core calculations: because of this, it was never necessary to find 
substitutes for the BUFFER IN and BUFFER OUT statements. The POINTER 
statement is used extensively in Kerr's code: so that it would run on 
the NAS/6, the code was modified as illustrated in Figures A-39 and 
A-40, where POINTER statements have been commented out, and appropriate 
changes have been made in the variable list for a called subroutine. 
Similar changes were made for all occurrences of the POINTER statement. 
CALL LOOP in MAIN 
SUBROUTINE LOOP 
DIMENSION UUP(IBASl,2),UWZP(IBAS2) 
POINTER(JU,UUP),(JUW,UWZP) 
JU=LOC(UU) 
JUW=LOC(~) 
. 
in subroutine LOOP 
Figure A-39. The calling of subroutine LOOP from MAIN in Ke~r's 
original code. Pointer variables used in LOOP are UUP 
and ~P 
Subroutines which were not available on the NAS/6 were FFT99. 
CFFT99, FFTFAX, CFTFAX, SCOFY, CCOPY, and RANF. Substitute routines 
were written for SCOPY and CCOPY. International Mathematical and 
Statistical Theory (IMSL) Fast-Fourier Transform ro~tines FFTCC and FFTRC 
were employed in subroutines ~itten to take the places of FFT99 and 
COMMON/BUF1/UU 
COMMON/BUF3/UWZ 
· 
CALL LOOP(UU(l),UWZ(l» 
· 
SUBROUTINE LOOP (UUP,UWZP) 
· 
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in MAIN 
DIMENSION UUP(IBASl,2), UWZP(IBAS2 ,2) in subroutine LOOP 
Figure A-40. The calling of subroutine LOOP from MAIN in the altered 
code which runs on the NAS/6. POINTER statements are 
commented out, and equivalences are established via the 
variable list 
CFFT99. These IMSL routines do not require routines similar to FFTFAX 
and CFTFAX: FFTFAX and CFTFAX were simply commented out. 
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APPENDIX B 
Mathematical Development 
Finite Fourier Transforms 
The three-dimensional Finite Fourier Transform pair used in SCALAR 
is 
N-l N-l N-l ~(x, y, z, t) = ~ ~ ~ ~(i, j, k, t)el2TIXi/Nel2nyj/N 
i=O j=O k=O 
t2TTZk/N 
e , x, y, z = 0, 1, ... , N-l (B-1) 
N-l N-l N-l 
v(i, j, k, t) = 1- ~ £ E u(x, y, z, t)e-l2nxi/N 
,.... N3 x=O y=O z=O .... 
12nyj/N t2Tizk/N 
e e , i, j, k = 0, 1, ... , N-l (B-2) 
where x, y, z, i, j, and k are all integer wavenumbers. u denotes the 
physical space velocities, and v denotes the Fourier space velocities. 
Periodicity in physical-sp.ace is assumed so that Equations B-1 and B-2 
may be calculated without specifying boundary co~ditions. 
Velocity field equations 
The vorticity form of the Navier Stokes equations 
~(~, t) J-
ot = ~(~, t) x~(~, t) - VTT(X, t) + 'J ~(3S.' t) 
1 2 
TT=P+'2 U (B-3) 
is transformed to Fourier-space, using Equation B-2, to give 
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where T[S} denotes the Fourier transform of~. Evaluating the dot 
product of 1s with Equation B-3, Le., the Fourier transform of the 
divergence of Equation B-3, and solving for n(~ t) gives 
2w(k, t) k • T[u(x, t) X w(x, t) J 
~ ~t = T[ u(x, t) X w(x, t)] + k[~ ....,,...,..., 2'- ...., ] 
~....,~ ....,...., ,... \~l 
(B-5) 
Defining the quantity 
k • T[u(x, t) X w(x, t) J 
+ k[""'" ,...., ""'oJ "'" f"'oJ ~ ] a(k, t) = T[u(x, t) X w(x, t)] 
~t"'fJ ,...,~"""-I .""oJ....., 
...., 1~12 
(B-6) 
yields the final working equation for the velocity field in Fourier 
space: 
(B-7) 
Scalar fields 
The conservative form of the scalar transport equation is 
OC(x, t) 
--""a~t- + 'V. (~C) (~, t) = D~C(?S, t) (B-S) 
where C(~, t) indicates the scalar quantity. Fourier transforming 
Equation B-8, using the equivalent of Equation B-2 for scalar quantities, 
yields the working form of the scalar transport equation in Fourier 
space: 
CC(k, t) ,... 
--o-t-- + l~" 1J~C] (B-9) 
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APPENDIX C 
Reali ty in Phys.ical-Space 
Define the quantity 
RE 1M 
:!. (~) =)!, (lY + 1)!, (~) (C-l) 
where the superscripts RE and 1M denote real and imaginary parts, 
respectively. Taking the Fourier transform of Equation C-l gives 
(C-2) 
or 
~(~ = !: ()!,RE(JY + \x.IM(!9)(cos(~·~) + lsin(fs· ~» (C-3) 
k 
= !: (y,RE (~)cos (~ . ~ - x.IM(~) sin(~. ~) 
k 
Fo~ ~(~ to be a real quantity, the second term in Equation C-4 must 
be zero. Since cos is an even function and sin is an odd function, we 
m rn RE RE 
mus t have:!. ( -~) = -;'!, (~) and ~ ( - 10 = x. (10, 1. e. , 
v(-k) = v*(k) (C-5) 
,...." """'I fI!IItIo# "" 
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APPENDIX D 
Pure Diffusion of a Scalar 
In order to test the scalar diffusion calculations, two problems 
with analytical solutions were solved numerically, and comparisons 
made to the corresponding "exact" solutions. 
Semi-infinite slab 
The one-dimensional heat equation 
OT(x, t) 
at 
with initial and boundary conditions 
1
1.0, x = 0 
T(x, 0) = 
O.O,x<O 
T(O, t) = 1.0 
has the small-time solution given by 
T(x, t) = [1 - erf(~4~t)] 
(D-I) 
(D-2) 
(D-3) 
The analytical solution for the finite problem we encounter in our "box," 
given by separation of variables for the wavenumber cutoff equal to eight, is 
T(x, t) 
7 ~ b exp(- n2 (0.7)2 t )sin(nx) 
n=l n 
(D-4) 
where the b will be defined by the initial conditions enco'untered in 
n 
the numerical solution discussed below. 
We simulate this problem numerically by zeroing all velocities in 
the code, initializing all scalar values at zero, and inserting a 
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"sheet" of scalar of magnitude 1. 0 at ~ = 0.0. This "sheet" of scalar 
is defined in Fourier-space, and, thus, the real-space representation 
has similar oscillations caused by the truncated transform to those 
observed in the studies discussed abqve. Due to limitations of the 
code, the scalar at xl = 0.0 must be allowed to decrease through the 
two intermediate Runge-Kutta partial timesteps, but is reset to 1.0 
at each full timestep, thus, only approximating the boundary conditions 
at that boundary. 
Plots of both analytical and numerical results are shown in 
Figure D-I for various times. Comparison between the two shows agree-
ment is not good, though the shape of the curves for the numerical re-
suIts indicate the general diffusive behavior corresponds to the ex-
pected behavior. It is felt that the divergence of the numerical result 
near the boundary stems more from the inability to accurately enforce 
the boundary conditi·on than from any error in the computational . 
scheme. 
Green's function solution 
The second diffusion problem solved involved the diffusion of a 
scalar inserted as a delta function at x = 0.0 at t = 0.0. On an 
infinite domain, the solution to this problem is the Green's function 
G(x, t) = 
.-v 
1 222 
3/2 exp[-(xl + x2 + x3)/(4at )] 8 [TTat] 
(D-S) 
On our finite domain of length L = 2n, the solution, also derived from 
separation of variables, becomes 
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l.OQ-____________________________ ~ 
t-O.l 
o numerical solution 
--- analytical solution 
O.O~~ __ ~~_o __ _&---~--~--~--e 
o 4 8 
x 
1.0a-____________________________ -, 
0.0 
0 
Figure D-l. 
t-0.4 
o numerical solution 
--- analytical solution 
4 
x 
Plots of temperature, 
infinite slab problem 
8 
T, 
l.O&-____________________________ ~ 
t-O.2 
o numerical solution 
analytical solution 
O.O~~ __ ~ ___ ~~~~~--~--~---~ 
o 4 8 
x 
l.O~----------------------------~ 
0.0 
0 
vs. lattice 
t-O.6 
o numerical solution 
--- analytical solution 
4 
x 
position, x, for semi-
8 
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G(x, t) = 
,.... 
(D-6) 
where M is a cutoff wavenumber. The numerical solution was achieved by 
setting all velocities to zero and assigning all Fourier-space modes 
for the scalars at a value of 1.0 (corresponding to a "spike" of magni-
tude n3 at x = 0.0 in real-space), and allowing the resulting field to 
decay in time. 
Results for both finite-analytical (for M = 16) and numerical 
solutions are given in Figure D-2. 
Mathematical theory assures us that a separation of variables 
solution to the heat equation·will converge; however, as the negative 
values in Figure D-2 indicate, the convergence appears to be very slow 
for the solution employed· in this case, probably due to the Singular 
nature of the initial conditions. A value of M = 16 was employed be-
cause this value most closely approximates the initial conditions 
encountered in the numerical solution. Any larger value of M which 
may be employed for computer evaluation of the sums does not signifi-
cantly improve the analytical answer. Therefore, in this case, we 
cannot be totally confident of our analytical.solution for comparison 
purposes, though as in the previous case, the general behavior of the 
numerical solution is in qualitative agreement with the "analytical" 
and intuitive results. 
It should be emphasized at this point that the work discussed 
above has not proven conclusive in either proving or disproving the 
validity of the diffusion calculations employed. in the code due either 
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Figure D-2. Plots of temperature, T, vs. lattice position, x, for 
Green's function problem 
2000 
foo 1000 
00.0 
o 
t-O.O 
o numerical solution 
o analytical solution 
4 
:It 
165 
8 
100~ ____________________________ -, 
foo 50 
o 
t-0.5 
o numerical solution 
o analytical solution 
4 
:It 
8 
. t-0.2 
400 o numerical solution. 
o analytical solution 
o 4 8 
:It 
100~ ____________________________ ~ 
o 
t-0.7 
o numerical solution 
o analytical solution 
4 
:It 
8 
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to difficulties in evaluating an analytical solution or with accurately 
enforcing boundary conditions. The inconclusiveness of these results do 
not disturb us as we have much more confidence in the code (in whic~ 
diffusion is easily handled in Fourier-space) than in our ability to 
formulate the test problems. Further analysis should be performed in 
order to clarify the behavior of these calculations. 
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APPENDIX E 
Tabulated Results 
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Table E-1. Turbulence intensity (~), energy dissipation rate (c), and 
ens trophy 2 (w ) for the Taylor-Green vortex; R = 20, N = 8 
Time (t ') 4q,2 Energy dissipation x 103 Enstrop\ly 
0.00 0.99999 37.500 0.75000 
0.23 0.93225 35.140 0.70280 
0.43 0.87739 33.445 0.66890 
0.63 0.82508 31. 949 0.63897 
0.83 0.77506 30.580 0.61160 
1.03 0.72715 29.288 0.58577 
1.23 0.68128 28.037 0.56073 
1.43 0.63740 26.802 0.53603 
1.63 0.59549 25.569 0.51139 
1.83 0.55555 24.334 0.48667 
2.03 0.51759 23.095 0.46189 
2.23 0.48162 21.856 0.43711 
2.43 0.44762 20.623 0.41247 
2.63 0.41559 19.405 0.38811 
2.83 0.38549 18.210 0.36419 
3.03 0.35728 17.043 0.34087 
3.23 0.33091 15.914 0.31828 
3.43 0.30632 14.828 0.29655 
3.63 0.28342 13.788 0.27576 
3.83 0.26216 12.799 0.25598 
4.03 0.24244 11.863 0.23726 
4.23 0.22417 10.981 0.21962 
4.43 0.20727 10.153 0.20305 
4.63 0.19165 9.3780 0.18756 
4.83 0.17723 8.6557 0.17311 
5.03 0.16392 7.9841 0.15968 
5.23 0.15165 7.3611 0.14722 
5.43 0.14034 6.7845 0.13569 
5.63 0.12992 6.2517 0.12503 
5.83 0.12031 5.7602 0.11520 
6.03 0.11146 5.3074 0.10615 
6.23 0.10331 4.8906 0.097812 
6.43 0.095791 4.5074 0.090147 
6.63 0.088865 4.1552 0.083103 
6.83 0.082478 3.8317 0.076633 
7.03 0.076588 3.5347 0.070693 
8.23 0.071154 3.2620 0.065240 
7.43 0.066137 3.0117 0.060234 
7.63 0.061504 2.7820 0.055640 
7.83 0.057224 2.5711 0.051422 
8.03 0.053267 2.3774 0.047549 
8.23 0.049608 2.1996 0.043915 
8.43 0.046221 2.0362 0.040723 
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Table E-1. Continued 
Time (t I) 4q,2 Energy dissipation x 10 3 Ens trophy 
8.63 0.043084 1.8859 0.037719 
8.83 0.040179 1. 7478 0.034956 
9.03 0.037485 1.6207 0.032414 
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Table E-2. Turbulence intensity (q (2), energy dissipation rate (e), and 
enstrophy (~2) for the Taylor-Green vortex; R = 200, N = 8 
Time (t') 
0.00 
0.20 
0.40 
0.60 
0.80 
1.00 
1.20 
1.40 
1.60 
1.80 
2.00 
2.20 
2.40 
2.60 
2.80 
3.00 
3.20 
3.40 
3.60 
3.80 
4~00 
4.20 
4.40 
4.60 
4.80 
5.00 
4q,2 
1.0000 
0.99399 
0.98797 
0.98189 
0.97570 
0.96937 
0.96285 
0.95610 
0.94909 
0.94180 
0.93419 
0.92625 
0.91786 
0.90938 
0.90045 
0.89120 
0.88165 
0.87180 
0.86170 
0.85137 
0.84082 
0.83009 
0.81921 
0.80819 
0.79706 
0.78586 
3 Energy dissipation x 10 
3.7500 
3.7429 
3.7658 
3.8176 
3.8971 
4.0029 
4.1332 
4.2857 
4.4576 
4.6451 
4.8445 
5.0512 
5.2611 
5.4698 
5.6736 
5.8689 
6.0530 
6.2237 
6.3794 
6.5191 
6.6422 
6.7488 
6.8391 
6.9137 
6.9733 
7.0190 
Ens trophy 
0.75000 
0.74858 
0.75316 
0.76352 
0.77941 
0.80057 
0.82664 
0.85715 
0.89151' 
0.92903 
0.96888 
1.0102 
1.0522 
1.0940 
1.1347 
1.1738 
1.2106 
1. 2447 
1.2759 
1. 3038 
1.3284 
1.3498 
1. 3678 
1. 3827 
1.3947 
1.4038 
171 
Table E-3. Turbulence intensity (q' 2), energy dissipation rate (~), and 
ens trophy 2 (w ) for the Taylor-Green vortex; R = 200, 
N = 16 
Time (t') 4q,2 Energy dissipation x 103 Ens trophy 
0.00 0.99999 3.7500 0.74999 
0.20 0.99398 3.7429 0.74858 
0.40 0.98796 3.7663 0.75326 
0.60 0.98187 3.8203 0.76406 
0.80 0.97568 3.9055 0.78110 
1.00 ~ 0.96932 4.0232 0.80463 
1.20 0.96275 4.1747 0.83493 
1.40 0.95591 4.3613 0.87226 
1.60 0.94874 4.5841 0.91682 
1.80 0.94119 4.8433 0.96866 
2.00 0.93319 5.1378 1.0276 
2.20 0.92469 5.4646 1.0929 
2.40 0.91565 5.8186 1.1637 
2.60 0.90603 6.1933 1.2386 
2.80 0.89579 6.5820 1.3164 
3.00 0.88492 6.9795 1.3959 
3.20 0.87342 7.3842 1.4768 
3.40 0.86126 7.7985 1. 5597 
3.60 0.84842 8.2283 1.6456 
3.80 0.83488 8.6801 1.7360 
4.00 0.82060 9.1577 1. 8315 
4.20 0.80553 9.6588 1. 9318 
4.40 0.78965 10.174 2.0349 
4.60 0.77295 10.690 2.1379 
4.80 0.75543 11.187 . 2.2374 
5.00 0.73714 11.649 2.3297 
5.20 0.71849 12.057 3.2153 
5.40 0.69856 12.399 3.3064 
5.60 0.67848 12.662 3.3766 
5.80 0.65806 12.838 3.4235 
6.00 0.63742 12.920 3.4453 
6.20 0.61674 12.903 3.4409 
6.40 0.59616 12.789 3.4104 
6.60 0.57585 12.582 3.3551 
6.80 0.55594 12.292 3.2777 
7.00 0.53655 11.932 3.1820 
7.20 0.51777 11.522 3.0727 
7.40 0.49968 11.081 2.9550 
7.60 0.48231 . 10.629 2.8344 
7.80 0.46566 10.184 2.7157 
8.00 0.44971 9.7586 2.6023 
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Tab1eE-3. Continued 
-
Time (t') 4q,2 Energy dissipation x 103 Ens trophy 
8.20 0.43441 9.3581 2.4955 
8.40 0.41974 8,9787 2.3943 
8.60 0.40567 8.6125 2.2967 
8.80 0.39217 8.2506 2.2002 
9.00 0.37926 7.8869 2.1032 
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Table E-4. Turbulence intensity (q .2), energy dissipation rate (~), and 
ens trophy 2 (w ) for the Taylor-Green vortex; R = 300, N = 16 
Time (tl) 4 r2 q Energy dissipation x 103 Ens trophy 
0.00 0.99999 2.5000 -1 7.4999 x 10_1 0.20 0.99597 2.5003 7.5009 x 10_1 0.40 0.99194 2.5212 7.5637 x 10_1 0.60 0.98786 2.5632 7.6895 x 10_1 0.80 0.98369 2.6279 7.8809 x 10_1 
1.00 0.97940 2.7140 8.1419 x 10_ 1 1.20 0.97495 2.8257 8.4771 x 10_1 1.40 . 0.97030 2.9638 8.8914 x 10_1 1.60 0.96542 3.1300 9.3898 x 10_1 
1.80 0.96024 3.3254 9.9761 x 10 
2.00 0.95473 3.5505 1.0651 
2.20 0.94883 3.8043 1.1413 
2.40 0.94251 4.0843 1.2253 
2.60 0.93571 4.3864 1. 3159 
2.80 0.92843 4.7066 1.4120 
3.00 0.92062 5.0423 1.5127 
3.20 0.91225 5.3941 1.6182 
3.40 0.90331 5.7669 1.7300 
3.60 0.89376 6.1685 1.8505 
3.80 0.88353 6.6074 1. 9822 
4.00 0.87256 7.0879 2.1264 
4.20 0.86080 7.6076 2.2823 
4.40 0.84817 8.1566 2.4470 
4.60 0.83466 8.7198 2.6159 
4.80 0.82024 9.2788 2.7836 
5.00 0.80495 9.8152 2.9445 
5.20 0.78882 10.311 3.0934 
5.40 0.77195 10.751 3.2254 
5.60 0.75443 11.120 3.3360 
5.80 0.73639 11.402 3.4205 
6.00 . 0.71797 11.584 3.4752 
6.20 0.69935 11.659 3.4976 
6.40 0.68069 11.626 3.4878 
6.60 0.66217 11.496 3.4486 
6.80 0.64393 11.283 3.3849 
7.00 0.62608 11.013 3.3040 
7.20 0.60869 10.720 3.2159 
7.40 0.59176 10.436 3.1309 
7.60 0.57526 10.186 3.0558 
7.80 0.55914 9.966 2.9899 
8.00 0.54336 9.7552 2.9265 
8.20 0.52792 9.5245 2.8573 
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Table E-4. Continued 
Time (t ') 4 ,2 q. Energy dissipation x 103 Ens trophy 
8.40 0.51289 9.2540 2.7762 
8.60 0.49833 8.9362 2.6809 
8.80 0.48431 8.5734 2.5720 
9.00 0.47090 8.1711 2.4513 
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Table E-5. Turbulence intensity (q"12), energy dissipation rate (~), and 
ens trophy (w 2) for the Taylor-Green vortex; R = 100, 
N = 16 
Time (t I) 4q,2 Energy dissipation x 103 Ens trophy 
0.00 0.99999 7.5000 0.74999 
0.20 0.98802 7.4407 0.74407 
0.40 0.97610 7.4403 0.74403 
0.60 0.96414 7.4959 0.74959 
0.80 0.95204 7.6055 0.76054 
1.00 0.93973 7.7676 0.77676 
1.20 0.92712 7.9807 0.79806 
1.40 0.91413 8.2420 0.82420 
1.60 0.90068 8.5478 0.85478 
1.80 0.88672 8.8924 0.88924 
2.00 0.87218 9.2680 0.92679 
2.20 0.85701 9.6645 0.96645 
2.40 0.84121 10.070 1.0070 
2.60 0.82475 10.473 1.0473 
2.80 0.80767 10.862 1. 0862 
3.00 0.78998 11.227 1.1227 
3.20 0.77172 11.563 1.1562 
3.40 0.75296 11.866 1.1866 
3.60 0.73374 12.138 1.2138 
3.80 0.71410 12.381 1.2381 
4.00 0.69410 12.596 1.2596 
4.20 0.67378 12.784 1.2783 
4.40 0.65318 12.942 1. 29417 
4.60 0.63236 13.066 1.3066 
4.80 0.61137 13.149 1. 3149 
5.00 0.59028 13.186 1.3186 
5.20 0.56917 13.170 1. 3170 
5.40 0.54814 13.098 1.3098 
5.60 0.52727 12.967 1.2967 
5.80 0.50665 12.779 1.2779 
6.00 0.48639 12.536 1.2536 
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Table E-6. Values of dimensionless time (t'), and the concentration 
intensity ratio (O'mA) for test of Toor' s hypothesis; Y = 0.0 
t (sec) 
0.000 
0.200 
0.400 
0.600 
0.800 
1.000 
1.200 
1.400 
1.600 
1.800 
2.000 
2.200 
2.400 
2.600 
2.800 
3.000 
3.200 
3.400 
3.600 
3.800 
4.000 
4.200 
4.400 
4.600 
4.800 
5.000 
5.200 
5.400 
5.600 
5.800 
6.000 
6.200 
6.400 
6.600 
6.800 
7.000 
7.200 
7.400 
7.600 
7.800 
8 .. 000 
8.200 
8.400 
t' 
0.000 
0.0573 
0.1146 
0.1719 
0.2292 
0.2865 
0.3438 
0.4011 
0.4585 
0.5158 
0.5731 
0.6304 
0.6877 
0.7450 
0.8023 
0.8596 
0.9169 
0.9742 
1.032 
1.089 
1.146 
1.203 
1.261 
1.318 
1.375 
1.433 
1.490 
1.547 
1.605 
1.662 
1. 719 
1. 777 
1.834 
1.891 
1.948 
2.006 
2.063 
2.120 
2.178 
2.235 
2.292 
2.350 
2.407 
1.0000 
0.83471 
0.73222 
0.63998 
0.55039 
0.46282 
0.37939 
0.30418 
0.24017 
0.18855 
0.14818 
0.11718 -1 
0.93870 x 10_1 0.76235 x 10_ 1 0.62578 x 10_1 0.51790 x 10_1 0.43032 x 10_1 0.35865 x 10_ 1 0.29929 x 10_1 0.25014 x 10_ 1 0.20962 x 10_1 
0.17612 x 10_1 
0.14859 x 10_ 1 0.12561 x 10_1 0.10632 x 10_2 0.89966 x 10_2 
0.75996 x 10_2 0.64004 x 10_ 2 0.53730 x 10_2 0.44963 x 10_2 0.37451 x 10_ 2 0.31033 x 10_2 
0.25590 x 10_2 0.20990 x 10_2 0.17184 x 10_ 2 0.13980 x 10_ 2 0.11349 x 10_ 3 0.91793 x 10_3 0.73816 x 10_ 3 0.59254 x 10_ 3 0.47504 x 10_ 3 0.38063 x 10_ 3 0.30430 x 10 
Table E-6. Continued 
t (sec) 
8.600 
8.800 
9.000 
9.200 
9.400 
9.600 
9.800 
10.00 
- 10.20 
10.40 
10.60 
10.80 
11.00 
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t' 
2.464 
2.522 
2.579 
2.636 
2.693 
2.751 
2.808 
2.865 
2.923 
2.980 
3.037 
3.095 
3.152 
-3 0.24304 x 10_ 3 0.19684 x 10_3 0.15768 x 10_3 0.12554 x 10_3 0.10143 x 10_4 0.81349 x 10_4 0.65280 x 10_4 0.53228 x 10_4 0.42181 x 10_4 0.33142 x 10_4 0.25108 x 10_4 0.21090 x 10_4 0.15065 x 10 
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Table E-7. Values of dimensionless time (t'), concentration covariance 
ratio ( 1\12), the !OO! correc tion f ac tor (i2 / cr2), and me an 
concentrations (A, B) for test of Toor's hypothesis; y = 0.5 
t (sec) t' 1\12 ~l/cr~ A, B 
0.000 0.000 1.0000 1.0000 1.0000 
0.200 0.0573 0.83469 0.99997 0.99600 
0.400 0.1146 0.73208 0.99980 0.98890 
0.600 0.1719 0.63968 0.99953 0.97961 
0.800 0.2292 0.54996 0.99922 0.96839 
1.000 0.2865 0.46233 0.99894 0.95539 
1.200 0.3438 0.37891 0.99872 0.94079 
1.400 0.4011 0.30372 0.99850 0.92481 
1.600 0.4585 0.23975 0.99824 0.90780 
1.800 0.5158 0.18816 0.99792 0.89010 
2.000 0.5731 0.14783 0.99760 0.87206 
2.200 0.6304 0.11687 -1 0.99732 0.85396 
2.400 0.6877 0.93602 x 10_1 0.99715 0.83602 2.600 0.7450 0.76008 x 10_1 0.99703 0.81838 2.800 0.8023 0.62390 x 10_1 0.99699 0.80114 3.000 0.8596 0.51636 x 10_ 1 0.99703 0.78437 3.200 0.9169 0.42892 x 10_1 0.99673 0.76808 3.400 0.9742 0.35729 x 10_1 0.99621 0.75229 3.600 1.032 0.29831 x 10_1 0.99672 0.73701 3.800 1.089 0.24949 x 10_1 0.99739 0.72222 4.000' 1.146 0.20903 x 10_1 0.99720 0.70792 . 4.200 1.203 0.17532 x 10_1 0.99546 0.69411 4.400 1.261 0.14741 x 10_1 0.99208 0.68075 4.600 1.318 0.12434 x 10_1 0.98931 0.66785 4.800 1.375 0.10520 x 10_2 0.98953 0.65539 
5.000 1.433 0.89172 x 10_2 0.99118 0.64334 
5.200 1.490 0.75566 x 10_2 0.99434 0.63170 
5.400 1.547 0.63915 x 10_2 0.99861 0.62045 
5.600 1.605 0.53991 x 10_ 2 1.0054 0.60957 
5.800 1.662 0.45539 x 10_2 1.0128 0.59904 
6.000 1. 719 0.38281 x 10_2 1.0222 0.58886 
6.200 1.777 0.32028 x 10_2 1.0321 0.57900 
6.400 1.834 0.26632 x 10_2 1.0407 0.56945 
6.600 1.891 0.22049 x 10_2 1.0505 0.56020 
6.800 1.948 0.18178 x 10_2 1.0579 0.55124 
7.000 2.006 0.14919 x 10_2 1.0672 0.54255 
7.200 2.063 0.12193 x 10_ 3 i.074;4 0.53413 
7.400 2.120 0.99155 x 10_3 1.0802 0.52595 
7.600 2.178 0.80381 x 10_3 1.0889 0.51802 
7.800 2.235 0.64965 x 10_3 1.0964 0.51032 
8.000 2.292 0.52430 x 10_3 1.1037 0.50285 
8.200 2.350 0.42243 x 10 1.1098 0.49558 
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Table E-7. Continued 
t (sec) t' *2 ~2/cr~ A, B 
8.400 2.407 -3 1.1159 0.33958 x 10_3 0.48852 8.600 2.464 0.27260 x 10_3 1.1216 0.48166 8.800 2.522 0.21881 x 10_3 1.1160 0.47498 9.000 2.579 0.17594 x 10_3 1.1158 0.46849 9.200 2.636 0.14148 x 10_3 1.1270 0.46217 9.400 2.693 0.11380 x 10_4 1.1219 0.45602 9.600 2.751 0.91642 x 10_4 1.1265 0.45003 9.800 2.808 0.74192 x 10_4 1.1365 0.44420 10.00 2.865 0.60320 x 10_4 1.1332 0.43851 10.20 2.923 0.49273 x 10_4 1.1682 0.43297 10.40 2.980 0.40423 x 10_4 1.2197 0.42756 10.60 3.037 0.33393 x 10_4 1.3300 0.42229 10.80 3.095 0.27806 x 10 1.3184 0.41746 
11.00 3.152 0.41213 
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Table E-8. Values of dimensionless time (t'), concentration covariance 
(;), the Toor c..Qrr~ction factor (;,02), and mean 
concentrations (A, B) for test of Toor's hypothesis , y = 2.0 
t (sec) t' ~l l!f2,cr~ - -A, B 
0.000 0.000 1.0000 1.0000 1.0000 
0.200 0.0573 0.83416 0.99934 0.98505 
0.400 0.1146 0.73025 0.99731 0.96094 
0.600 0.1719 0.63643 0.99445 0.93198 
0.800 0.2292 0.54579 0.99165 0.89950 
1.000 0.2865 0.45797 0.98953 0.86424 
1.200 0.3438 0.37487 0.98808 0.82682 
1.400 0.4011 0.30015 0.98678 0.78799 
1.600 0.4585 0.23660 0.98515 0.74868 
1.800 0.5158 0.18538 0.98318 0.70985 
2.000 0.5731 0.14540 0.98121 0.67232 
2.200 0.6304 0.11480 -1 0.97968 0.63665 
2.400 0.6877 0.91880 x 10_1 0.97880 0.60318 2.600 0.7450 0.74591 x 10_1 0.97840 0.57205 2.800 0.8023 0.61236 x 10_1 0.97855 0.54325 3.000 0.8596 0.50704 x 10_ 1 0.97904 0.51665 3.200 0.9169 0.42162 x 10_1 0.97978 0.49208 3.400 0.9742 0.35172 x 10_1 0.98069 0.46937 3.600 1.032 0.29381 x 10_1 0.98169 0.44836 3.800 . 1.089 0.24581 x 10_1 0.98269 0.42888 4.000 1.146 0.20619 x 10_1 0~98366 0.41080 4.200 1.203 0.17343 x 10_1 0.98470 0.39399 4.400 1.261 0.14645 x 10_1 0.98564 0.37835 4.600 1.318 0.12392 x 10_ 1 0.98657 0.36377 4.800 1.375 0.10498 x 10_2 0.98741 0.35015 5.000 1.433 0.88909 x 10_2 0.98825 0.33743 5.200 1.490 0.75161 x 10_2 0.98902 0.32550 5.400 1.547 0.63363 x 10_ 2 0.98998 0.31432 5.600 1.605 0.53243 x 10_2 0.99092 0.30381 5.800 1.662 0.44598 x 10_2 0.99188 0.29392 6.000 1. 719 0.37186 x 10_ 2 0.99293 0.28460 6.200 1.777 O. 30852 x 10_ 2 0.99416 0.27581 6.400 1.834 0.25463 x 10_2 0.99503 0.26750 6.600 1.891 0.20938 x 10_2 0.99754 0.25964 
6.800 1.948 0.17157 x 10_2 0.99843 0.25220 
7.000 2.006 0.13998 x 10_ 2 1.0013 0.24515 
7.200 2.063 0.11383 x 10_3 1.0030 0.23847 
7.400 2.120 0.92226 x 10_3 1.0047 0.23211 
7.600 2.178 0.74459 x 10_3 1.0087 0.22608 
7.800 2.235 0.59961 x 10_3 1.0119 0.22033 
8.000 2.292 0.48267 x 10_3 1.0160 0.21486 
8.200 2.350 0.38879 x 10 1.0214 0.20965 
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Table E-8. Continued 
t (sec) t' *2 *2/~ A, B 
8.400 2.407 -3 1.0292 0.20467 0.31318 x 10_3 8.600 2.464 0.25276 x 10_3 1.0400 0.19993 8.800 2.522 0.20452 x 10_3 1.0390 0.19539 9.000 2.579 0.16619 x 10_3 1.0540 0.19105 9.200 2.636 0.13556 x 10_3 1.0798 0.18689 9.400 2.693 0.11079 x 10_4 1.0922 0.18291 9.600 2.751 0.90885 x 10_4 1.1172 0.17910 9.800 2.808 0.74875 x 10_4 1.1470 0.17544 10.00 2.865 0.62023 x 10_4 1.1652 0.17192 10.20 2.923 0.51596 x 10_4 1.2232 0.16854 10.40 2.980 0.43063 x 10_4 1.2993 0.16529 10.60 3.037 0.36123 x 10_4 1.4387 0.16217 10.80 3.095 0.26644 x 10 1.2633 0.15915 
11.00 3.152 0.15625 
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Table E-9. Values of dimensionless time (t'), ~o~entration covariance 
(oil), the Toor c,£rr!ction factor ( / ), and the mean 
concentrations (A, B) for test of Toor'shypothesis; y= 5.0 
t (sec) t' ~2 2' 2 - -W / C"mA A, B 
0.000 0.000 1.0000 1.0000 1.0000 
0.200 0.0573 0.83198 0.99672 0.96704 
0.400 0.1146 0.72417 0.98901 0.92167 
0.600 0.1719 0.62732 0.98021 0.87351 
0.800 0.2292 0.53551 0.97296 0.82414 
1.000 0.2865 0.44814 0.96829 0.77389 
1.200 0.3438 0.36632 0.96554 0.72300 
1.400 0.4011 0.29293 0.96303 0.67205 
1.600 0.4585 0.23044 0.95948 0.62207 
1.800 0.5158 0.18005 0.95491 0.57425 
2.000 0.5731 0.14080 0.95020 0.52959 
2.200 0.6304 0.11091 -1 0.94647 0.48866 
2.400 0.6877 0.88634 x 10_1 0.94422 0.45168 2.600 0.7450 0.71912 x 10_1 0.94330 0.41859 2.800 0.8023 0.59047 x 10_1 0.94358 0.38910 3.000 0.8596 0.48929 x lO_l 0.94475 0.36278 
3.200 0.9169 0.40722 x 10_1 0.94630 0.33923 3.400 0.9742 0.33997 x 10_1 0.94792 0.31804 3.600 1.032 0.28449 x lO_1 0.95054 0.29891 
3.800 1.089 0.23844 x 10.1 0.95320 0.28156 4.000 1.146 0.20017 x lO_l 0.95491 0.26577 
4.200 1.203 0.16822 x 10.1 0.95515 0.25135 4.400 1.261 0.14178 x 10_1 0.95377 0.23815 4.600 1.318 0.11974 x 10_1 0.95332 0.22604 4.800 1.375 0.lO148 x 10_2 0.95450 0.21492 5.000 1.433 0.86149 x 10.2 0.95758 0.20466 5.200 1.490 0.73123 x 10.2 0.96220 0.19520 5.400 1.547 0.61955 x lO_2 0.96798 0.18644 
5.600 1.605 0.52418 x 10_2 0.97558 0.17831 5.800 1.662 0.44285 x 10.2 0.98493 0.17076 6.000 1. 719 0.37288 x 10_2 0.99566 0.16372 6.200 1.777 0.31247 x 10.2 1.0069 0.15716 6.400 1.834 0.26022 x 10_ 2 1.0169 0.15102 6.600 1.891 0.21576 x 10.2 1.0279 0.14527 6.800 1.948 0.17814 x 10.2 1.0367 0.13988 7.000 2.006 0.14638 x 10_2 1.0471 0.13482 7.200 2.063 0.11977 x 10_2 1.0554 0.13007 7.400 2.120 0.97511 x lO.2 1.0623 0.12559 
7.600 2.178 0.79114 x 10.3 1.0718 
0.12139 
7.800 2.235 0.63995 x 10.3 1.0800 
0.11742 
8.000 2.292 0.51683 x 10_3 1.0880 0.11368 8.200 2.350 0.41672 x 10 1.0948 0.11015 
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Table E-9. Continued 
t (sec) t' $2 $2/~ A, B 
8.400 2.407 -3 1.1015 0.10682 0.33518 x 10_3 8.600 2.464 0.26919 x 10_3 1.1072 0.10367 8.800 2.522 0.21613 x 10_3 1.0980 0.10069 -1 9.000 2.579 0.17373 x 10_3 1.1018 0.97865 x 10_1 9.200 2.636 0.13967 x 10_3 1.1126 0.95187 x 10_1 9.400 2.693 0.11232 x 10_4 1.1073 0.92647 x 10_1 9.600 2.751 0.90441 x 10_4 1.1118 0.90233 x 10_1 9.800 2.808 0.73106 x 10_4 1.1199 0.87938 x 10_1 10.00 > 2.865 0.59391 x 10_4 1.1158 0.88754 x 10_1 10.20 2.923 0.48438 x 10_4 1.1483 0.83673 x 10_1 10.40 2.980 0.39685 x 10_4 1.1974 0.81688 x 10_1 10.60 3.037 0.32702 x 10_4 1.3025 0.79795 x 10_1 10.80 3.095 0.27171 x 10 1.2883 0.77986 x 10_ 1 11.00 3.152 0.76256 x 10 
