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Resumo
Nesta dissertação examina-se a tese de que a ciência da computação apresenta um hibri-
dismo epistêmico peculiar, com propriedades ora similares à matemática, ora similares
às ciências naturais, dependendo do recorte disciplinar em enfoque. Tal tese é abordada
pela análise da natureza epistêmica subjacente à ciência da computação e de seu estatuto
atual no âmbito científico e acadêmico, sob a perspectiva da filosofia da ciência, em parti-
cular, do critério de demarcação científica de Thomas Kuhn. Com esse objetivo em mente,
investigam-se duas questões fundamentais. A primeira consiste em um exame genealógico
da ciência da computação em relação a outros campos de conhecimento, no contexto da
filosofia da ciência. A segunda questão é examinar o próprio problema da demarcação por
meio de alguns critérios da filosofia da ciência contemporânea.
Compreendendo a ciência da computação como campo de conhecimento com identidade
própria, autônoma, porém com intersecções simultâneas com a matemática, a física e a en-
genharia, debruça-se sobre essas intersecções entre domínios, que oferecem elementos para
reflexões de caráter fundamentalmente filosófico acerca de importantes temas do conheci-
mento computacional. Finalmente, examina-se a hipótese de que o processo constitutivo
da ciência da computação foi, de certa forma, um subproduto de uma crise epistêmica, de
características essencialmente kuhnianas, que ocorreu no conhecimento lógico-matemático
durante o período chamado de empirismo lógico.
A fim de iluminar as questões acima, também apresenta-se uma análise breve e sistemática
do problema da demarcação, considerando alguns dos critérios e argumentos principais
já construídos na literatura contemporânea. Intersecções epistêmicas entre ciência da
computação, matemática e ciências naturais são exploradas para os principais grupos de
subdisciplinas da ciência da computação em função de suas peculiaridades epistêmicas, a
saber: ciência da computação teórica, que abrange algoritmos, complexidade computacio-
nal e classes de problemas; engenharia de software, que abrange aspectos arquiteturais de
sistemas computacionais; campos de computação heurística, como a inteligência artificial
e, finalmente, alguns aspectos distintivos entre a computação quântica e a computação
clássica.
Palavras Chave: Filosofia da ciência; ciência da computação; problema da demarcação;
empirismo lógico; computação quântica; Kuhn.
Abstract
This dissertation addresses the thesis that computing science has a peculiar epistemic
hybridism, with properties sometimes similar to mathematics, sometimes similar to the
natural sciences, depending on the selected disciplinary focus. This thesis is approached
by the analysis of the epistemic nature underlying computing science and its current
status in scientific and academic environments, from the perspective of the philosophy of
science, particularly the scientific demarcation criterion of Thomas Kuhn. With this goal
in mind, two key issues are investigated. The first one is a genealogical examination of
computing science in relation to other fields of knowledge in the context of philosophy of
science. The second issue is to examine the problem of demarcation itself by means of a
few criteria from the contemporary philosophy of science.
We understand computing science as a field of knowledge with its own autonomous iden-
tity, however with simultaneous intersections with mathematics, physics and engineering.
As such, some of these intersections between domains are addressed, as they bear ele-
ments for reflections of a fundamentally philosophical character about important topics
of computational knowledge. Finally, we analyse the hypothesis that the constitutive
process of computing science was, in a way, a by-product of an epistemic crisis, bearing
Kuhnian characteristics, that occurred in the logical-mathematical knowledge during the
period known as logical empiricism.
In order to illuminate the above questions, a brief and systematic analysis of the demar-
cation problem is provided, taking into account some of the main criteria and arguments
already put forward in the contemporary literature. Epistemic intersections between
computing science, mathematics and natural sciences are explored for the main groups
of computing science subdisciplines due to their epistemic singularities, namely: theore-
tical computing science, which encompasses algorithms, computational complexity and
classes of problems; software engineering, which covers architectural aspects of computa-
tional systems; heuristic computing fields such as artificial intelligence and, finally, a few
distinctive aspects between quantum computing and classical computing.
Keywords: Philosophy of science; computing science; demarcation problem; logical em-
piricism; quantum computing; Kuhn.
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Introdução
Nesta dissertação examina-se a tese de que a ciência da computação apresenta
um hibridismo epistêmico peculiar, com elementos ora similares à matemática, ora simi-
lares às ciências naturais, dependendo do recorte disciplinar em enfoque. Constitui-se
portanto, como uma área de conhecimento fundamentalmente interdisciplinar. Tal tese é
abordada pela análise da natureza epistêmica subjacente à ciência da computação e de seu
estatuto atual no âmbito científico e acadêmico, sob a perspectiva da filosofia da ciência,
em particular, frente a alguns critérios de demarcação científica.
Nesse sentido, a escolha do problema da demarcação como eixo do objeto
de pesquisa se justifica em razão de haver, por parte dos cientistas da área, alguma
incerteza sobre a natureza epistêmica da ciência da computação: se, por um lado, ela
é compreendida enquanto desdobramento da matemática quanto à sua fundamentação
teórica a priori e, portanto, sujeita ao usual racionalismo dedutivo e construtivo peculiar à
matemática, por outro lado, a ciência da computação apresenta também fortes aspectos de
conhecimento a posteriori, sujeitando-se ao empirismo característico das ciências naturais.
Conforme veremos na Seção 1.10 do primeiro capítulo, Eden (2007) identifica
três possíveis “paradigmas” distintos na ciência da computação em função da natureza
do conhecimento da subdisciplina computacional em análise: conhecimento a priori (pa-
radigma racionalista), conhecimento a posteriori (paradigma tecnicista) ou uma fusão de
ambos (paradigma científico). Eden argumenta que esses três paradigmas convivem si-
multaneamente em desarmonia, ocorrendo predominância de um paradigma ou outro em
função do grupo de subdisciplinas específicas em recorte. No decorrer do presente trabalho
argumento que essa classificação é por demais generalista e não oferece elementos sufici-
entes para um entendimento epistemlológico adequado sobre muitas das especificidades
da ciência da computação.
Eden utiliza o termo paradigma pautado no trabalho do filósofo e historiador
da ciência, Thomas S. Kuhn, definindo-o em paráfrase como “alguns exemplos aceitos da
prática científica real […] [que] proporcionam modelos dos quais surgem tradições coeren-
tes e específicas de pesquisa científica” (KUHN, 1962/2012, p. 10). Denning et al. (1989)
preferem abordar a mesma questão atribuindo os mesmos três paradigmas — também de
tipo kuhniano — a estilos culturais de abordagem científica e, defendem que apesar de
serem fundamentalmente distintos, são inseparáveis em termos de processo metodológico
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nesta ciência. Wegner (1976) ainda identifica características peculiares ao desenvolvi-
mento científico e metodológico da ciência da computação, argumentando que tanto a
física quanto a ciência da computação apresentam estatuto epistemológico de caráter ra-
cionalista com teorias construtivas, bem como situações de caráter empirista, com teorias
fenomenológicas. Assim, ao longo dos próximos capítulos, também argumento que o uso
do termo paradigma, por parte desses autores, não reflete com precisão o sentido que
Kuhn apresenta em A Estrutura das Revoluções Científicas, especialmente à luz de seu
posfácio, de 1967. É nesse sentido que opto por apresentar uma narrativa cronológica do
desenvolvimento da ciência da computação no Capítulo 1, procurando seguir o espírito
consolidado por Kuhn (1977, p. 3) para a inevitável relação entre filosofia da ciência e
história da ciência.
Historicamente, a ciência da computação consolida-se como campo de pesquisa
científica durante as décadas de 1960 e 1970 e parece natural considerar esse processo de
consolidação acadêmica como também tendo sido influenciado pela repercussão causada
pela obra de Kuhn, justificando a identificação, talvez ingênua, de paradigmas kuhnia-
nos concorrentes na ciência da computação, manifestados nos trabalhos de Eden (2007)
e Denning et al. (1989). Eden traz à tona um ponto importante ao separar o caráter
racionalista das disciplinas do núcleo de teoria computacional do caráter empirista das
disciplinas relacionadas à computação não determinista1, usualmente representadas nas di-
versas subáreas da inteligência artificial, como o aprendizado de máquinas e redes neurais
artificiais. De forma geral, tais áreas tendem a equiparar ontologicamente seus proces-
sos computacionais a processos mentais ao invés de entidades matemáticas, sugerindo,
efetivamente, uma abordagem de cunho fenomenológico para seu objeto de conhecimento.
Diante do exposto, nota-se que as análises supracitadas são efetivamente aná-
lises demarcacionistas, isto é, além de buscar categorizar a prática dos cientistas da com-
putação em grupos de áreas de atuação em função de características inerentes a essas
atividades, essas análises também pressupõem certos limites metodológicos e epistêmicos
entre áreas de conhecimento que abrangem mais que a própria computação. Portanto,
suscitam a escolha do problema da demarcação como um dos eixos temáticos deste traba-
1. Na literatura em inglês usam-se expressões como deterministic computing e non-deterministic com-
puting. Provavelmente por essa influência, normalmente, em português, usam-se “computação determi-
nística” ou “computação não determinística”. Contudo, neste trabalho, opto pela forma “determinista”
para essa e outras variantes de expressões no contexto da ciência da computação. Por exemplo, opto por
“algoritmo não determinista” em vez de “algoritmo não determinístico”.
15
lho, uma vez que esse problema filosófico é considerado particularmente difícil de se tratar,
em razão da grande divergência de opiniões entre filósofos da ciência acerca da possibili-
dade de se estabelecer critérios adequados para esse tipo de demarcação, especialmente
na contemporaneidade.
Estrutura geral
O Capítulo 1 trata da ciência da computação tal como compreendida na atua-
lidade, por uma perspectiva genealógica, a partir do artigo seminal de Turing, intitulado
Sobre Números Computáveis, com uma Aplicação para o Entscheidungsproblem2 (1936),
bem como algumas reflexões acerca da tipificação da natureza desse conhecimento e como
ele se desenvolveu no processo de constituição dessa ciência. Além do levantamento histó-
rico, apresento alguns aspectos epistemológicos e metodológicos da ciência da computação
na discussão das características descritivas e normativas de algumas de suas subdiscipli-
nas. Essa trajetória narrativa parte desde a crise epistêmica deflagrada pelo movimento
lógico-empirista que, conforme argumentarei, mostra-se intimamente relacionada com a
gênese da computação, até o estatuto disciplinar corrente desta ciência nos dias atuais.
O Capítulo 2 apresenta uma revisão do problema da demarcação na filosofia
da ciência, desde sua concepção no empirismo lógico até seus desdobramentos atuais na
contemporaneidade, mediante uma investigação comparativa entre alguns dos critérios de
demarcação da literatura principal da filosofia da ciência. Mais especificamente, exploro
as posições clássicas de Popper em Conjecturas e Refutações (1963/2002) e Kuhn em A
Estrutura das Revoluções Científicas (1962/2012).
Tradicionalmente, o problema da demarcação na filosofia da ciência consiste na
dificuldade em estabelecer critérios claros para distinguir em que consiste uma atividade
legitimamente científica de uma atividade não-científica (por exemplo, mas não exclusiva-
mente, as ditas “pseudociências”). Nesse mesmo capítulo, exponho e discuto o problema
da demarcação, almejando também explorar o que a literatura sugere a respeito da distin-
2. Tradução livre do original: On computable numbers, with an application to the Entscheidungsproblem
que, doravante, será mencionado como “Números Computáveis”. No decorrer deste trabalho, expressões,
títulos de referências bibliográficas e citações diretas serão todas apresentadas em tradução livre, sem
notas explicativas justificando cada caso, exceto quando relevante para a discussão. Particularmente neste
caso, Entscheidungsproblem pode ser traduzido como “problema da decisão”. Optei por não traduzir no
corpo do texto por se tratar especificamente do problema da decisão proposto pelo matemático David
Hilbert, em 1928. Esse assunto, assim como o artigo de Turing serão abordados com mais detalhe na
Seção 1.5 do Capítulo 1.
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ção entre diferentes campos de conhecimento científico bem como das justificativas para
a relevância desse problema filosófico. Em particular, interessam para este trabalho as
diferenças e similaridades epistêmicas e metodológicas entre matemática e física, e como a
ciência da computação se situa nesse contexto, além dos aspectos descritivos e normativos
dessas relações.
Em sequência ao exame da estrutura de desenvolvimento do conhecimento
científico de Thomas Kuhn, na Seção 2.4.2 discuto a hipótese de que a constituição da
ciência da computação possivelmente seja fruto de uma revolução paradigmática kuhniana
na lógica formal do período do empirismo lógico, retomando assim, um tópico brevemente
sugerido na narrativa do Capítulo 1. Finalmente, na Seção 2.5 são considerados alguns
argumentos e dificuldades relacionados à problematização da demarcação científica, como
o decreto do “fim” do problema da demarcação com o artigo A Morte do Problema da
Demarcação (LAUDAN, 1983) e a posterior retomada dessa discussão por parte de outros
autores contemporâneos.
O Capítulo 3 traz algumas reflexões filosóficas sobre tópicos relacionados a dis-
cussões dos capítulos anteriores. No início do capítulo, na Seção 3.1, discuto os três eixos
disciplinares da ciência da computação, mencionados anteriormente, em uma perspectiva
demarcacionista, em diálogo direto com os trabalhos de Wegner (1976), Denning (1989)
e Eden (2007). A reflexão da seção seguinte discute a viabilidade de aspectos específicos
de uma interpretação kuhniana para o desenvolvimento do conhecimento computacional,
mais especificamente, da computação teórica, entendido como similar ao conhecimento
lógico-matemático, como este trabalho faz. Em especial, são examinados textos de al-
guns autores que discutem a possibilidade de haver crises ou revoluções kuhnianas no
conhecimento lógico-matemático. Finalmente, a Seção 3.3 apresenta um breve resumo
dos fundamentos teóricos da computação quântica em conjunto com uma reflexão episte-
mológica sobre relações entre essa teoria e a computação clássica.
Premissas
Em geral, é uma tarefa difícil identificar todas as premissas e pré-concepções
que fundamentam qualquer trabalho teórico. Ainda assim, na medida do possível, faz-
se importante explicitar de antemão alguns dos pontos mais salientes e específicos da
pesquisa que originou este trabalho.
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A terminologia aqui adotada segue a tradição estabelecida por importantes
autores da filosofia da ciência contemporânea, como Popper e Kuhn, ou seja, termos
dessa área de conhecimento serão empregados em seu sentido mais usual e nem sempre
serão explicitadas todas suas definições formais ou limites de conotação, a fim de preservar
o fluxo da leitura do texto. Nesse sentido, expressões como “problema da demarcação”,
“paradigma” e “ciência normal” serão usados amplamente e, no entanto, por se tratar de
um trabalho pautado na epistemologia, reflexões e definições mais cuidadosas acerca dos
conceitos usados serão apresentadas e discutidas oportunamente.
A ciência da computação torna-se aqui objeto de estudo, e não uma perspec-
tiva epistêmica. Por exemplo, termos como “epistemologia” e “realismo” são empregados
a partir de suas conotações filosóficas, em vez das conotações mais especializadas usadas
muitas vezes pelos cientistas da computação3 (exceto quando explicitamente mencionado).
Além dessa ressalva, a terminologia fundacional da ciência da computação também será
empregada amplamente, e definições para termos como “algoritmo”, “estruturas de da-
dos”, “recursão” e “inteligência artificial” serão apresentadas oportunamente no Capítulo
1, pautadas em referenciais conhecidos dessa área, como Knuth, Dijkstra e Denning.
Outra premissa importante assumida para o desenvolvimento deste trabalho
é um certo grau de realismo na matemática, ciência da computação e ciências naturais
em geral. Esse é um tópico filosófico profundo, mas que se desvia do escopo da presente
pesquisa. No entanto, opto por partir de um viés, a priori, realista, sem abraçar comple-
tamente o platonismo matemático, mas assumindo ao menos uma postura realista com
relação ao valor de verdade dos objetos das declarações matemáticas e, consequentemente,
estendida aos objetos computacionais. Para ilustrar, ao invés de usar construções como
“von Neumann inventou o algoritmo merge sort em 1945”, faço opção por “von Neu-
mann descobriu o algoritmo merge sort em 1945”, subentendendo o realismo implícito
da segunda construção, sem mergulhar no debate acerca do próprio realismo dos objetos
matemáticos e computacionais — exceto quando relevante para a discussão em pauta.
Apesar de buscar uma estrutura cronológica para a narrativa histórica no Ca-
pítulo 1, costuro discussões de cunho filosófico como repercussões do desenvolvimento
da ciência da computação, já explorando tanto a incerteza das fronteiras epistêmicas en-
3. “Epistemologia”, em computação, usualmente refere-se ao aprendizado algorítmico, uma subdisci-
plina da epistemologia formal, e “realismo”, dentro da ciência da computação, usualmente refere-se à
relação de fidelidade de simulações computacionais, ou mesmo modelos tridimensionais, com o mundo
real.
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tre ciência da computação e outras áreas de conhecimento, como algumas das reflexões
do Capítulo 3. Para tanto, às vezes, faz-se necessário buscar referenciais além das pu-
blicações técnicas convencionais da ciência da computação, como a biografia de Turing,
publicada por Hodges (1983), ou outros textos de apoio que ofereçam subsídios para ex-
plorar o desenvolvimento desta ciência também como um fenômeno social, no espírito do
desenvolvimento científico sugerido por Kuhn.
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Capítulo 1
Ciência da computação: um pouco de sua história
1.1. Origens do conhecimento computacional
Historicamente, considera-se a máquina de Anticítera o computador analógico
mais antigo de que se tem registro, com data atribuída aproximadamente ao fim do pe-
ríodo helenístico, desenvolvida por pensadores gregos para fazer predições astronômicas.
No entanto, a ciência da computação é hoje uma área de conhecimento que engloba muito
mais que a construção ou o emprego de mecanismos de computar, por mais sofisticados
que eles tenham se tornado em função do desenvolvimento do aparato tecnológico. En-
quanto área de conhecimento pesquisadores consideram que sua gênese, como disciplina
acadêmica, ocorre a partir do trabalho seminal de Alan Turing, Números Computáveis, no
qual Turing reformulou o teorema da incompletude de Gödel por meio de um dispositivo —
um automaton, naquele momento ainda hipotético, capaz de computar qualquer represen-
tação algorítmica genérica, determinista (TURING, 1936). Naquele momento a ciência
da computação ainda não era intitulada como tal, configurando-se como subdisciplina
pertencente à matemática e à lógica.
Atualmente, a ciência da computação tem um estatuto consolidado de ciência
tanto no meio acadêmico, como fora dele. Seja nos institutos dedicados a essa ciência, seja
nos cursos pertencentes a institutos de matemática ou faculdades de engenharia, ou ainda,
no meio corporativo. Essa ciência é entendida, grosso modo, como o estudo sistemático
dos algoritmos; algoritmo, por sua vez, pode ser definido como uma sequência de regras e
axiomas precisamente especificados e delimitados que produzem um determinado conjunto
de informações de saída em função de um conjunto particular de informações de entrada
(KNUTH, 1974a). A partir desses conceitos, Knuth explicita que o objeto epistêmico
fundamental da ciência da computação não é o instrumento físico de computar, mas sim
os algoritmos computacionais em si mesmos e, conforme veremos nas próximas seções, sua
eficiência computacional.
Conforme observado nos textos de Turing e Knuth, a natureza epistêmica da
ciência da computação apresenta forte vínculo com a matemática e a lógica. Pode-se
dizer que no senso comum dos cientistas e pesquisadores da computação, o reconheci-
mento da ciência da computação como campo científico independente da matemática e
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autossuficiente no meio acadêmico se estabelece com a publicação da monografia A Arte
da Programação de Computador, por Knuth (1969), em virtude do rigor matemático
e embasamento teórico empregado na sistematização dos fundamentos epistemológicos e
metodológicos desse tipo de conhecimento. Esse trabalho em pouco tempo acabou se esta-
belecendo como a base teórica essencial da ciência da computação, adotada nos currículos
dos cursos de graduação e pós-graduação em ciência e engenharia da computação, nas dis-
ciplinas de algoritmos, estruturas de dados e análise de complexidade assintótica. Knuth
admite posteriormente sua intenção afirmativa em estabelecer formalmente a atividade de
programar computadores como “ciência séria”— acadêmica — e propositadamente escolhe
o termo “arte” para o título de sua monografia remetendo ao sentido etimológico, τέχνη
— technē, em referência direta à complementaridade entre ciência e arte, conhecimento
e técnica (KNUTH, 1974b), típica do pensamento do século XIX.
Com esse contexto no horizonte, este capítulo trata do desenvolvimento cro-
nológico da ciência da computação a fim de trazer à tona, além dos aspectos da técnica
(technē) e do conhecimento teórico (epistēmē), também uma reflexão em função de con-
jecturas e opiniões (doxai) para a consituição do conhecimento dessa ciência.
Historiadores e cientistas da computação vinculam a gênese da ciência da com-
putação, tal como a conhecemos hoje, como um dos frutos da revisão fundacional da
matemática, proposta pelo Programa de Hilbert, no início do século XX:
A disciplina da ciência da computação nasceu no começo da década de 1940 a partir
da confluência da teoria de algoritmos, lógica matemática, e da invenção dos compu-
tadores eletrônicos com armazenamento de programas em memória. Como exemplos
temos os trabalhos de Alan Turing e Kurt Gödel na década de 1930 sobre algorit-
mos e suas construções como máquinas ou sistemas de regras, os algoritmos criados
por Ada Lovelace sessenta anos antes, os computadores analógicos construídos por
Vannevar Bush na década de 1920, e os computadores eletrônicos construídos por
Howard Aiken e Konrad Zuse na década de 1930. Os textos de John von Neumann
demonstram uma profundidade intelectual considerável nesta disciplina emergente
ao final da década de 1940. (DENNING, 2000)
Nessa passagem, Denning circunscreve o início do período disciplinar da ciência da com-
putação com os trabalhos de Turing e Gödel, em resposta ao desafio lançado por Hilbert
em seu programa de consolidação do conhecimento matemático. Makowsky (2009) vai
um pouco além nessa busca cronológica e indica, como ponto de partida, as contribuições
de Cantor, Frege e Russell e a agenda logicista do início do século XX. Certamente seria
leviano desvincular as contribuições do Programa de Hilbert das teses de Church, Turing
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e Gödel que se seguiram ao Programa. Em virtude do recorte mais específico da presente
dissertação, opta-se por localizar o início do período disciplinar da ciência da computação
a partir do artigo seminal de Turing (1936), “Números Computáveis”, que, no entanto,
participa de um contexto maior, em particular da demanda por métodos finitários, tão
fundamental ao Programa de Hilbert, conforme veremos neste capítulo.
Pode-se pensar que a transição do período pré-disciplinar e disciplinar, su-
gerida por Denning, seja talvez análoga à transição entre período pré-paradigmático e
paradigmático no sentido kuhniano (KUHN, 1962/2012). No entanto, como a ciência da
computação e as ciências naturais têm objetos de estudo e respectivas ontologias, a princí-
pio, distintas, optamos neste trabalho por uma nomenclatura não estritamente kuhniana
ao examinar o desenvolvimento histórico da ciência da computação.
1.2. Antes da ciência da computação: Os “pré-computadores” e
suas aplicações
Preliminarmente, faz-se necessário apresentar duas noções importantes: a no-
ção de algoritmo4 e a noção computador. A seguir examinaremos algumas possíveis rela-
ções entre esses dois conceitos.
Definição 1: Algoritmo é um conjunto finito de operações, que podem ser
executadas por um agente.
Definição 2: Computador é um agente capaz de computar, isto é, realizar os
passos descritos por um algoritmo. Tal agente pode ser tanto um operador humano como
um dispositivo tecnológico.
As definições apresentadas acima são ainda muito toscas e serão ampliadas ao
longo deste capítulo. Contudo, servem para iniciar a discussão do período pré-disciplinar
na ciência da computação. Diante de uma breve reflexão, fica claro que a definição 1
apresenta algumas lacunas conceituais: Como se dá a descrição dos passos de um algo-
ritmo? Como seria a interação das operações do algoritmo com o agente computador?
Há algum limite no número máximo de passos de um algoritmo? Posteriormente, essas
4. Assim como o termo algarismo, o termo algoritmo tem sua origem no século XII, a partir da
tradução do árabe para o latim da obra Algoritmi de numero Indorum, originalmente escrita no ano 825.
Em português, “Algoritmi, Sobre os números dos Indianos”, sendo Algoritmi uma romanização do nome
do autor, Al-Khwārizmī, um conhecido matemático, astrônomo e geógrafo persa, da era de ouro islâmica
(BREZINA, 2006).
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questões serão reconsideradas, expandidas e refinadas em função das teorias fundacionais
que serão discutidas neste capítulo.
Historiadores afirmam que instrumentos auxiliares para a atividade de calcular
existem há muito tempo, sendo o ábaco sumério o instrumento de calcular mais antigo de
que se tem notícia, atribuído ao período entre 2700 a.C e 2300 a.C. Em particular, esse
ábaco apresenta também a propriedade de calcular as magnitudes sucessivas do sistema
numérico sexagesimal, característico à matemática da antiga suméria (IFRAH, 2001).
Curiosamente, o ábaco em revisões mais modernas, tipicamente construído com uma
moldura de madeira com peças circulares que deslizam encaixadas em hastes transversais,
ainda é usado hoje, em algumas culturas, para cálculos aritméticos, predominantemente
em transações comerciais, em virtude da velocidade que esse instrumento proporciona
para um operador bem treinado5.
Além do ábaco, outro dispositivo frequentemente mencionado como instru-
mento de computar, na antiguidade, é o Mecanismo de Anticítera. Esse dispositivo ganhou
essa alcunha por ser um dos artefatos arqueológicos recuperados, em 1901, dos escombros
de um naufrágio, encontrado próximo à ilha de Anticítera, na Grécia. Inicialmente o meca-
nismo de Anticítera foi presumido apenas como uma variante de astrolábio. No entanto, a
partir da década de 1950 renovou-se o interesse por desvendar esse artefato, pois percebeu-
se que se tratava de um mecanismo singular, particularmente para o período atribuído à
sua origem. Price (1974) descobriu que o artefato apresentava tanto a funcionalidade de
um calendário mecânico completo, como também a capacidade de predizer a posição de
corpos celestes, datas de eclipses solares e lunares, além das datas dos jogos olímpicos. De
certa forma, o mecanismo de Anticítera apresenta alguma sobreposição funcional com o
astrolábio, possuindo, entretanto, construção mecânica consideravelmente mais complexa,
além das evidentes distinções funcionais. Em sua construção, o mecanismo é composto
por trinta engrenagens dentadas, conectadas via um sistema diferencial, bastante sofisti-
cado para o período helenístico, incorporando também cálculos da teoria da órbita elíptica
da Lua, atribuída ao astrônomo grego Hiparco.
Conforme discutido no início desta seção, o ábaco é considerado um dos instru-
mentos de calcular mais antigos da humanidade, entretanto, o mecanismo de Anticítera
5. O ábaco, é usado às vezes como símbolo da aritmética, matemática, ou mesmo computação. Por
exemplo, o logotipo do Instituto de Computação da Universidade Estadual de Campinas (Unicamp) é a
ilustração de um ábaco.
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Figura 1.1: Visão posterior do mecanismo de Anticítera
Fonte: en.wikipedia.org/wiki/Antikythera_mechanism (2012).
carrega a alcunha de ser possivelmente o computador analógico6 mais antigo de que se tem
notícia (PRICE, 1974; SWEDIN, 2007). A contraposição dessas duas afirmações sugere
uma análise das distinções entre o ábaco e o mecanismo de Anticítera, com o objetivo de
identificar quais propriedades garantem a um dos instrumentos o status de instrumento
computador, e não ao outro.
Certamente a complexidade tecnológica do mecanismo de Anticítera é extra-
ordinária em comparação com a tecnologia empregada no desenvolvimento de um ábaco.
Poderíamos então afirmar que a complexidade arquitetural mecânica do instrumento é
a condição para demarcar o mecanismo como computador, em relação ao ábaco? Ape-
sar da engenhosidade do mecanismo de Anticítera, penso que a análise tecnológica do
mecanismo é insuficiente para determinar tal distinção. Considerando a definição de com-
putador apresentada no início desta seção, ambos os instrumentos enquadrar-se-iam como
computadores; afinal, ambos os dispositivos materializam seus respectivos algoritmos: o
mecanismo de Anticítera implementa um algoritmo para predição temporal e astronô-
mica, enquanto o ábaco implementa algoritmos para operações aritméticas. Diante desse
impasse, podemos tentar examinar se existem distinções nos algoritmos de cada um dos
instrumentos.
A complexidade dos métodos teóricos presentes no mecanismo de Anticítera é
claramente maior. A justaposição diferencial do sistema de engrenagens do mecanismo
6. De forma geral, o qualificador analógico refere-se a qualquer instrumento que use fenômenos físicos
para modelar as mudanças de estado em um problema computacional, em virtude do aspecto contínuo
desses fenômenos no mundo real. Em contraste, um computador digital utiliza cadeias simbólicas, de
representação discreta, para modelar mudanças de estado em processos computacionais (COPELAND,
2008). Em analogia com o universo dos instrumentos musicais, um piano é analógico, enquanto um
sintetizador eletrônico é digital.
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viabiliza o cálculo de órbitas de corpos celestes e, de certa forma, esse mecanismo já
apresenta uma maneira rudimentar de construção de registros de memória para os passos
que seu algoritmo orbital necessita. De forma similar, a matriz de peças do ábaco também
exibe a característica de registro, exceto que, com menor capacidade, pela natureza das
operações aritméticas envolvidas. Além disso, a rotação das engrenagens no mecanismo
de Anticítera é necessária para o processo iterativo do laço implícito em algoritmos de
predição temporal, isto é, o mecanismo é capaz de iterar pelos instantes temporais até
chegar no final do processo computacional.
Nesse sentido, o status de computador analógico atribuído ao mecanismo de
Anticítera recai sobre a complexidade da modelagem teórica do problema computacional,
sendo sua complexidade mecânica consequência da teoria subjacente, e não determinante
para categorizar o mecanismo de Anticítera como um computador. De maneira análoga,
poderia se pensar em uma comparação teleológica: o propósito do mecanismo de An-
ticítera, consideravelmente mais específico e sofisticado, é prever disposições futuras de
corpos celestes até por um leigo que desconheça o processo matemático para tal fim, da
mesma forma como ocorre com o ábaco.
Mesmo sendo claro que o algoritmo inerente do mecanismo de Anticítera é
mais complexo que o algoritmo do ábaco, penso que a propriedade que torna um desses
instrumentos agente computador (e o outro não) permanece indeterminada diante da
definição ampla de computador. Qual seria o aspecto delimitador para um caso ou outro?
Parece difícil definir tal caracterização sem arbitrariedade ou subjetividade. Felizmente,
sendo o presente trabalho realizado em retrospectiva histórica, penso que o ideal para a
resolução deste impasse é refinar um pouco as definições apresentadas anteriormente. Em
particular, podemos nortear a definição de computador na direção indicada por Turing:
Definição 2’: Computador é um agente capaz de computar, isto é, realizar os
passos descritos por todo e qualquer algoritmo. Tal agente pode ser tanto um operador
humano como um dispositivo tecnológico.
Podemos especificar agora que o agente computador é capaz de executar qual-
quer algoritmo, ou seja, capaz de prover “energia” para esse algoritmo, desde que este seja
suficientemente bem definido7. A definição anterior admitia mecanismos com algoritmos
fixos, atrelados materialmente à sua estrutura física. Nesta nova versão, o computador
7. A noção de algoritmo bem definido é uma das grandes questões da ciência da computação, e será
discutida com maiores detalhes posteriormente.
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não é limitado a um algoritmo específico. Se o agente computador for um ser humano,
bastaria ao agente “aprender” os passos do algoritmo, seguindo suas instruções passo a
passo. Sendo o agente computador um dispositivo mecânico, será necessário fornecer de
alguma forma essas instruções ao dispositivo.
A definição 2’ revisada, apesar de ainda ser ingênua, aproxima-se tanto da
noção intuitiva que atribuímos ao computador digital contemporâneo, como de uma defi-
nição mais formal, tal qual apresentada por Turing. Isso ocorre porque na versão revisada
temos uma forma primitiva da noção de universalidade — uma noção que será ampliada
adiante neste capítulo. Dessa forma, a definição revisada exclui tanto o ábaco como o
mecanismo de Anticítera do estatuto de computador. Ainda que sejam instrumentos en-
genhosos, sofisticados e surpreendentes para sua época, nenhum desses instrumentos são
instrumentos que computam universalmente, isto é, que computam qualquer algoritmo
bem-definido.
Essa dificuldade em identificar qual teria sido o primeiro computador na histó-
ria da ciência da computação tem paralelos em outras ciências. Kuhn explicita inquietação
semelhante ao examinar, por exemplo, a descoberta do oxigênio nas pesquisas de Pries-
tley e Lavoisier, nas décadas de 1770 e 1780. Ele conclui que determinar com precisão a
autoria e o evento pontual de descoberta do oxigênio não é possível; no entanto, afirma
que o exercício dessa análise é esclarecedor tanto para a compreensão do processo de des-
coberta científica, quanto para a expectativa que a sociedade tem acerca das descobertas
científicas:
Apesar de indubitavelmente correta, a sentença “o Oxigênio foi descoberto” equivoca-
se ao sugerir que descobrir algo consiste em um ato simples e único, assimilável para
nosso conceito usual (e também questionável) de observação. Essa é a razão pela qual
nós tão prontamente assumimos que descobrir, assim como ver ou tocar, deveria ser
inequivocamente atribuível a um indivíduo em um determinado instante do tempo.
(KUHN, 1962/2012, cap. VI, p. 54)
Kuhn ainda generaliza, no mesmo capítulo, que esse questionamento enfrenta a mesma
dificuldade toda vez que cientistas tomam consciência de um novo e inesperado fenômeno,
ao menos no que concerne ao domínio das ciências naturais. Podemos ver que apesar
de encontrar esse mesmo problema ao tentar identificar historicamente a inauguração de
um dispositivo computador autômato, a reflexão que emerge desta investigação, além de
corroborar a tese de Kuhn, sugere um aprofundamento sobre o processo de descoberta
também para ciência da computação que, a priori, tem fundações distintas das fundações
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das ciências naturais. Da mesma forma, essa dificuldade ocorreu na seção anterior deste
capítulo, na tentativa de identificar o momento inicial da ciência da computação a partir
do artigo de Turing (1936) ou a partir do Programa de Hilbert.
Até que ponto os padrões de desenvolvimento científico detectados por Kuhn
nas ciências naturais se aplicam à matemática e à ciência da computação? Será que essa
similaridade pode ser consequência de que teorias do domínio da ciência da computação
também têm alguma relação com fenômenos naturais? Essas são algumas das questões
que norteiam a evolução do presente trabalho.
1.3. Babbage, Lovelace e o motor analítico
Há registros de outros instrumentos de calcular durante o período moderno
da história europeia. De forma geral, historiadores citam os ossos de Napier (publicado
em 1617), para cálculo de produtos e quocientes de números naturais; por volta de 1642,
Blaise Pascal inventou sua máquina mecânica de calcular — a Pascaline —, que Leibniz
usou como base para sua própria calculadora mecânica, capaz de multiplicar, além de
somar e subtrair, conforme o projeto original de Pascal. Entretanto, esses e outros ins-
trumentos de calcular de natureza semelhante à natureza do ábaco e do mecanismo de
Anticítera, no sentido de serem instrumentos com funcionalidades e algoritmos matemá-
ticos embutidos em seus projetos mecânicos, acabam escapando do sentido de computar
qualquer algoritmo determinista, apresentado na seção anterior.
Charles Babbage, matemático, filósofo, inventor e engenheiro inglês, é consi-
derado por muitos o “pai do computador” (HALACY, 1970) pela invenção do primeiro
computador mecânico. No século XIX, computadores humanos8 eram empregados tanto
para produzir tabelas numéricas, como para efetuar cálculos matemáticos específicos para
uma série de atividades, tanto no setor produtivo comercial, como no meio acadêmico, nas
áreas das ciências naturais, astronomia e matemática, e até no âmbito militar, para cál-
culos balísticos e outros tipos de projeções estratégicas. Babbage concebeu seu primeiro
dispositivo, o motor diferencial, motivado pela falibilidade inerente no emprego das usuais
tabelas matemáticas da época. O motor diferencial era um equipamento totalmente me-
cânico, no qual a representação numérica seguia a base decimal, por meio de um sistema
8. No contexto do século XIX, a expressão “computador humano” seria redundante. Qualquer com-
putador seria, inevitavelmente, um humano. Com efeito, no século XIX, computador era um título de
posto de trabalho.
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de engrenagens dentadas. O propósito desse equipamento era tabular funções polinomiais
pelo método numérico9 das diferenças finitas (BOOLE, 1860), abrangendo portanto, um
leque de funcionalidades muito maior que dos instrumentos mencionados previamente.
Pela dificuldade de angariar recursos e financiamento, Babbage não concluiu
a construção de seu motor diferencial, restando apenas a especificação e diagramas esque-
máticos desse projeto. Eventualmente, Babbage perdeu o interesse pelo motor diferencial,
em virtude de um projeto muito mais ambicioso: o motor analítico. Esse novo disposi-
tivo consistia efetivamente em um computador mecânico, generalista, com características
singulares para o período: era composto de registradores de memória, unidade central
de processamento com capacidade para desvios condicionais e execução de sequências de
instruções a partir de cartões perfurados, que funcionavam como medium para a progra-
mação algorítmica desse dispositivo (COPELAND, 2008; HALACY, 1970).
Levando em consideração a definição de computador apresentada anterior-
mente, fica claro que a evolução do motor analítico a partir do motor diferencial cruza
justamente o limite traçado pela definição de computador: um agente capaz de realizar
os passos descritos por qualquer algoritmo bem definido. O sistema de programação do
motor analítico, realizado por meio dos cartões perfurados, foi inspirado na invenção de
Joseph M. Jacquard (por volta de 1801), para automatização da elaboração de padrões
gráficos em máquinas pré-industriais de tecelagem, que usavam um sistema de cartões
perfurados para guiar o sistema de agulhas dos teares.
A propriedade essencial que garante o caráter generalista e universal dos com-
putadores digitais atuais é justamente essa separação entre o substrato físico e o substrato
algorítmico. No caso dos computadores da atualidade, o substrato físico compreende seus
componentes eletrônicos e, no caso do protótipo de Babbage, compreende suas engrena-
gens mecânicas. E é justamente essa separação, presente no motor analítico, que confere
o ineditismo científico atribuído historicamente a essa invenção (IFRAH, 2001).
O impacto potencial do motor analítico e a maneira como essa invenção pre-
nuncia todo o campo científico que seria inaugurado anos mais tarde não deixam de ser
notados pelo próprio Babbage:
9. Métodos numéricos são maneiras eficientes de calcular discretamente funções matemáticas contínuas,
como logaritmos, funções trigonométricas ou outros tipos de funções. Esse processo de discretização é
uma aproximação numérica amplamente utilizada em matemática aplicada, engenharia e sistemas de
navegação em geral.
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Assim, aparentemente a totalidade das condições as quais habilitam uma máquina
finita a efetuar cálculos de extensão ilimitada são atendidas no Motor Analítico. Os
meios que adotei são uniformes. Eu converti o infinito do espaço, tal qual requerido
pelas condições do problema, no infinito do tempo. Os meios que utilizei são apli-
cados cotidianamente na arte de tecer. [A solução] é realizada por um sistemas de
cartões perfurados com vários orifícios conectados e justapostos ao longo de qualquer
extensão que seja necessária. (BABBAGE, 1864/1994, p. 128)
Essa passagem, extraída da autobiografia do próprio Babbage, mostra a consciência do
autor acerca da repercussão que sua invenção poderia vir a ter: uma máquina finita com
capacidade ilimitada de cálculo, em virtude de sua programabilidade. É claro que hoje,
mediante um olhar inevitavelmente contemporâneo, percebemos alguma ingenuidade no
otimismo de Babbage. Afinal, atualmente, conhecemos muitos limites na computabilidade.
O estudo desses limites, atualmente, recebe bastante enfoque por parte dos pesquisadores
da área de teoria computacional, conforme veremos neste capítulo.
Ada Lovelace (Condessa de Lovelace, filha do conhecido poeta romântico Lorde
Byron), em virtude de uma educação formal privilegiada e inserção na corte real britânica,
teve contato direto com diversos pensadores e filósofos naturais importantes do século XIX,
como David Brewster, Charles Wheatstone, Michael Faraday e o escritor Charles Dickens.
Com um grande interesse e talento para a matemática, Lovelace tornou-se amiga pessoal
de Babbage e foi convidada a conhecer diretamente o motor analítico. A partir desse
momento, Lovelace ajudou Babbage a formalizar o conceito e o potencial tanto acadêmico
como comercial do motor analítico, além de buscar viabilizar um investimento como o
governo britânico a fim de construir um protótipo completo e, talvez, até transformá-lo
em um empreendimento comercial de sucesso. A construção do motor analítico acabou
por nunca acontecer de fato; o governo britânico já havia gasto uma quantia considerável
com o motor diferencial de Babbage e não se mostrou receptivo à nova invenção. No
entanto, as notas e documentos deixados por Lovelace e os protótipos parciais deixados
por Babbage apresentam um inegável valor histórico e científico (WOLFRAM, 2015).
Em 1842, Lovelace traduziu para o inglês um artigo sobre o motor analítico,
escrito pelo engenheiro militar italiano Luigi Menabrea, um dos interessados na invenção
de Babbage. Além da tradução do artigo, Lovelace anexou um grande conjunto de ano-
tações, de autoria própria, com reflexões sobre as funcionalidades do mecanismo. Apesar
de seu talento analítico, interesse científico e da expressividade de suas notas, hoje em dia
essas notas geram certa controvérsia, entre historiadores da computação, sobre a autoria
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do “primeiro programa de computador”. Alguns autores afirmam ser do próprio Babbage
a autoria do primeiro programa10, enquanto a maioria da comunidade científica ligada à
ciência da computação atribui a Lovelace esse título. Penso ser secundária essa discussão
sobre a autoria do primeiro programa diante do valor da contribuição científica desses
dois protagonistas. De qualquer forma, é consenso entre historiadores que Lovelace foi
a primeira a tornar público o código de um programa de computador. Em suas notas,
encontra-se registrada uma rotina para calcular números de Bernoulli conforme a série
abaixo:
x
ex − 1 ≡
∞∑
n=0
Bnx
n
n!
Partindo dessa série, Lovelace equacionou o n-ésimo número de Bernoulli em
forma polinomial, possibilitando sua computação em um loop iterativo, com caso base em
B0 = 1:
Bn =
1
n+ 1
n−1∑
k=0
n+ 1
k
Bk
Onde {n, k ∈ N | 0 < k < n}
O esmero técnico presente nas notas de Lovelace (figura 1.2) pode servir como
evidência de que o projeto do motor analítico de Babbage introduzia, pela primeira vez na
história, um computador mecânico programável, digital e universal11 aproximadamente
cem anos antes da formalização da tese de Church-Turing e do início da engenharia de
outros computadores com propriedades similares. Penso, porém, que são de um valor
ainda maior, principalmente para uma perspectiva epistemológica, as reflexões deixadas
por Lovelace sobre o ineditismo científico e até filosófico que o motor analítico represen-
10. Dentre alguns dos autores que contestam a autoria de Lovelace para o primeiro programa de
computador figuram Kim e Toole (1999), Bromley (1990) e Collier (1970). Esses autores enumeram
algumas evidências para defender que Babbage necessariamente escreveu programas para validar seu
projeto de motor analítico antes da publicação de Lovelace, apesar de Babbage não haver deixado registro
explícito ou publicação dos mesmos.
11. A universalidade computacional, ou completude-Turing, será introduzida nas próximas seções
deste trabalho, mas, de forma resumida, no que se refere ao motor analítico, significa que apresentava as
seguintes propriedades: era programável pelo sistema de cartões perfurados; sua memória de dados era
modificável por meio do mecanismo de engrenagens; apresentava desvio condicional e loops (o equivalente
à combinação de instruções if e goto das linguagens de programação atuais).
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Figura 1.2: Diagrama de Lovelace para computação dos números de Bernoulli no motor analítico
Fonte: Wolfram (2015)
tava. Vejamos o seguinte fragmento das notas de Lovelace que, nas palavras de Hodges,
demonstram um insight quase profético sobre o que se tornaria, no futuro, a ciência da
computação:
Os limites da aritmética foram, contudo, ultrapassados no momento em que a ideia
de utilizar os cartões surgiu; e o Motor Analítico não ocupa o mesmo espaço que
meras “máquinas de calcular”. Ele ocupa uma posição singular própria e as consi-
derações que ele sugere são de uma natureza por demais interessante. Habilitar um
mecanismo capaz de combinar símbolos gerais, em sucessões de variedade e extensão
ilimitadas, estabelece um elo unificador entre as operações da matéria e os processos
mentais abstratos do campo mais abstrato da ciência matemática. Uma nova, uma
vasta e uma poderosa linguagem é desenvolvida para uso futuro da análise, na qual
é possível dominar as verdades [matemáticas] de forma que estas possam se tornar
mais rápidas e precisas em aplicações práticas para os propósitos da humanidade
que qualquer outro método disponível até este momento. (LOVELACE, 1842 apud
HODGES, 1983, p. 373)
Nessa passagem Lovelace apresenta a distinção fundamental entre o motor analítico e as
máquinas de calcular existentes até então, indicando o elo entre o mecanismo material
e a abstração do processo mental como sendo a característica dominante peculiar do
motor analítico. A reflexão de Lovelace evidencia uma preocupação metafísica com as
possibilidades potenciais da invenção de Babbage e ainda prenuncia o surgimento de
uma linguagem de programação para processamento de símbolos e análise de abstrações
matemáticas. Lovelace continua:
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Logo, não apenas o mental e o material, mas o teórico e o prático do mundo da
matemática são colocados em conexão muito íntima e efetiva um com o outro. Nós
não temos qualquer registro até então de nada que compartilhe da natureza daquilo
que tão bem é sugerido pelo projeto do Motor Analítico, nem sequer cogitado, como
possiblidade prática, além da ideia de uma máquina pensante ou racional. (LOVE-
LACE, 1842 apud HODGES, 1983, p. 374)
Além de constatar o ineditismo do motor analítico, Lovelace prenuncia o hibridismo epis-
têmico da ciência da computação, tema central desta dissertação, na contraposição entre
o abstrato e o concreto, teoria e prática e, na sequência, surge a menção en passant da
possibilidade de uma máquina “pensante”. Mesmo diante dessa possibilidade, os limites
do motor analítico são bastante claros para Lovelace, que, mais adiante em suas notas,
declara que:
O Motor Analítico não tem qualquer pretensão de originar nada. Ele apenas pode
fazer qualquer coisa que saibamos como ordená-lo a fazer. (LOVELACE, 1842 apud
HODGES, 1983, p. 450)
Ou seja, Lovelace prenuncia12, mais uma vez, o que no futuro viria se tornar a dificuldade
central da inteligência artificial e aprendizado de máquinas. Esse tópico será discutido
posteriormente, mas é bastante surpreendente encontrar esse tipo de reflexão a partir do
projeto de Babbage ainda em meados do século XIX. Recentemente, Aaronson ressaltou
essa peculiaridade sobre a identificação dos limites técnicos e epistêmicos por parte dos
pioneiros da ciência da computação e sobre possíveis implicações filosóficas:
Como nota histórica, é interessante que a possibilidade de máquinas pensantes não é
algo que ocorreu para as pessoas gradualmente, após usarem computadores [digitais]
durante décadas. Pelo contrário, isso ocorreu a elas imediatamente, no minuto em
que iniciaram a discussão acerca dos próprios computadores. Pessoas como Leibniz
e Babbage e Lovelace e Turing e von Neumann compreenderam desde o início que
um computador não seria apenas mais um motor a vapor ou torradeira elétrica —
que, por causa da propriedade da universalidade (independentemente se chamada
dessa forma), é difícil falar a respeito de computadores sem falar também a respeito
de nós mesmos. (AARONSON, 2013, p. 32)
Essa passagem de Aaronson, assim como as notas de Lovelace anteriormente, indicam
como a reflexão acerca da universalidade de um computador, inevitavelmente, conduz a
uma reflexão mais profunda, sobre processos algorítmicos e processos mentais, sobre a
abstração dos objetos matemáticos e, finalmente, sobre os limites do que pode e o que
não pode ser computado.
12. Turing (1950) refere-se a essa passagem como “objeção de Lovelace”, ao examinar a possibilidade
de máquinas pensantes.
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1.4. O empirismo lógico e o programa de Hilbert
1.4.1. Introdução
Após as contribuições de Babbage e Lovelace, observa-se um hiato na história
da computação de forma que esse assunto só viria a ser retomado em meados do século XX.
O projeto do motor analítico e seus protótipos parciais não obtiveram êxito como Babbage
e Lovelace gostariam e acabaram por se tornar meras curiosidades científicas já que, de
forma geral, não houve continuidade, investimento ou adoção de forma significativa desse
projeto.
Conforme mencionado no início deste capítulo, usualmente atribui-se o nasci-
mento da ciência da computação à publicação do artigo seminal de Turing, de 1936, sobre
números computáveis e decidibilidade. Antes de examinar esse trabalho, é interessante
contextualizar o cenário científico e filosófico desse período no qual se inseriu a gênese
da ciência da computação e o trabalho de Turing. O Entscheidungsproblem, ou problema
da decisão13, tratado por Turing em seu artigo, foi um desafio lançado pelo matemático
David Hilbert que indicava um anseio pela resolução de um dos pontos de fragilidade
epistemológica na matemática como consequência direta da crise fundacional que ocorreu
logo no início do século XX nessa área de conhecimento. Esse período de crise, por sua
vez, está intimamente ligado ao movimento conhecido hoje como empirismo lógico, ou
positivismo lógico.
De forma simplificada, pode-se dizer que os pensadores associados ao movi-
mento lógico-empirista demonstravam grande apreço à ciência e sua metodologia, enfa-
tizando a importância que o pensamento científico poderia ter na sociedade. Quanto a
isso parece certo que foram influenciados, em grande parte, pelo contundente progresso
científico de sua época. Esse movimento buscou, não somente, ampliar o desenvolvimento
da lógica e da matemática, mas posicionar a própria filosofia como parte integrante do
empreendimento científico (CREATH, 2014). Essa caracterização apresenta uma imagem
homogênea e reduzida desse movimento, já que seus participantes tinham posições, muitas
vezes, distintas, havendo pouco consenso completo entre esses pensadores — em particu-
lar, quanto aos métodos que levariam aos ideais do movimento. Creath apresenta um
mapeamento do movimento lógico-empirista que inclui o Círculo de Viena, a Sociedade
13. Maiores detalhes sobre o Entscheidungsproblem e a agenda formalista de Hilbert serão oportuna-
mente discutidos na seção seguinte deste capítulo.
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de Filosofia Empírica de Berlin e outros grupos menores fora da Europa que se identifica-
vam com ideais semelhantes. Essa abrangência de escolas e pensadores garantiu o perfil
interdisciplinar característico desse movimento. Cronologicamente, Creath situa o início
do movimento lógico-empirista por volta da década de 1920, nesses centros europeus que,
alguns anos mais tarde e predominantemente por consequência das guerras e da ascensão
de ideologias fascistas na política europeia, se expandiriam para algumas universidades
norte-americanas a partir da década de 1940.
Superficialmente, a tradição lógico-empirista apresenta o conhecimento cientí-
fico como a posteriori e, portanto, possivelmente sujeito a erros, e o conhecimento mate-
mático como a priori e, portanto, tautológico e infalível. Tipicamente, essa busca pelo
fortalecimento epistemológico do conhecimento de caráter racionalista transcende as fron-
teiras da lógica e da matemática, como ilustra Chibeni acerca da posição de Russell no
início do movimento lógico-empirista:
Indubitavelmente, a perspectiva filosófica de Russell estava, à época, dominada por
uma ideia central: o programa logicista. A fertilidade desse programa em seu âmbito
próprio, a matemática, claramente incentivou Russell a pensar em sua aplicação, de
forma analógica, a outras áreas de conhecimento. […] Russell expressa diversas vezes
sua crença de que todo o conhecimento do chamado “mundo exterior” poderia, em
princípio, ser construído a partir de uma base de dados sensoriais, com o auxílio
de ferramentas lógicas. A tarefa principal, ou talvez única, da filosofia consistiria
justamente nesse processo de construção formal. Aparentemente foi por isso que
Russell afirmou que “as proposições filosóficas […] têm de ser a priori”, que “a
filosofia […] torna-se indistinguível da lógica”, e que “a essência da filosofia […] é a
análise, não a síntese”. (CHIBENI, 2001a)
A busca pela fundamentação epistemológica a partir de fontes aprioristas de conhecimento
logo se depara com uma série de dificuldades mesmo no âmbito da própria matemática.
De um lado, o movimento intuicionista na matemática ganhava força com Brouwer e
Weyl, e de outro, Whitehead e Russell finalizavam a publicação dos Principia Mathema-
tica, buscando mostrar como o conhecimento matemático, em sua totalidade, poderia ser
derivado exclusivamente da lógica, partindo do extenso trabalho de Frege. Em meio a esse
cenário, Hilbert propõe seu programa revisionista como forma de assegurar, idealmente e
de uma vez por todas, o caráter axiomático em uma base finitista, a fim de evitar qualquer
incerteza sobre a natureza do conhecimento matemático (CARNIELLI; EPSTEIN, 2008,
p. 75).
Particularmente para a agenda logicista, talvez uma das maiores dificuldades
nos Principia Mathematica tenha sido ter que lidar com o paradoxo de Russell, descoberto
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praticamente pouco tempo antes da conclusão dessa obra (IRVINE; DEUTSCH, 2016).
Apesar de não ser o único exemplo, o paradoxo de Russell é emblemático ao mostrar como
algumas estruturas lógicas podem ser vulneráveis à circularidade viciosa que decorre de
uma combinação de negação lógica com autorreferência ingênua.
1.4.2. O paradoxo de Russell
O paradoxo de Russell aplica-se a uma teoria suficientemente ingênua de con-
juntos que admita a premissa de que qualquer condição ou propriedade bem definida é
suficiente para definir um conjunto de objetos. Por exemplo, seja A a propriedade “ser
animal vivo”, então o conjunto S, que contém todos os animais vivos, pode ser definido
como S = {x | A(x)}, isto é, S é o conjunto de todos os x, tal que x é animal vivo14.
Mais precisamente, a teoria ingênua de conjuntos conta com o axioma de que
para qualquer fórmula bem-formada φ(x), na qual x é uma variável que ocorre livre-
mente (i.e., sem operadores quantificadores), então existe o conjunto {x | φ(x)} cujos
elementos são os objetos que satisfazem φ(x). A partir desse axioma da teoria ingênua
de conjuntos, Russell define o conjunto R cujos elementos são todos os conjuntos que não
são membros de si mesmos da seguinte maneira.
φ(x) = x ∈ x
R = {x | ¬φ(x)}
Isto é, Russell definiu o conjunto R = {x | x ̸∈ x}. O paradoxo emerge
diante da pergunta: R é elemento de si próprio? Caso a resposta seja afirmativa, isto é,
se R é elemento de si próprio, então R contraria sua própria definição. Se fornecermos
uma resposta negativa, isto é, se R não é elemento de si próprio, então pela definição do
conjunto R, teríamos que R é um elemento de R.
Diante da impossibilidade de responder a essa pergunta, constata-se uma con-
tradição na teoria dos conjuntos, considerada um alicerce fundamental da lógica e da
14. A notação simbólica utilizada aqui segue o padrão comum da lógica e matemática, em particular,
na teoria dos conjuntos e lógica de predicados. Dessa forma, o conjunto S é definido por meio do símbolos
de chaves “{” e “}”. Entre as chaves, temos a fórmula para construir S. O símbolo “x” é uma variável, o
símbolo “|” significa “tal que” e “A” é o predicado que é verdadeiro quando x apresenta a propriedade “ser
animal vivo”. Assim, a notação simbólica utilizada para definir S é equivalente a dizer: “S é o conjunto
que contém todos os x, tal que x é um animal vivo”.
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matemática. Quando há uma contradição no sistema, significa que ambos (φ) e (¬φ) são
teoremas do sistema. Então, pode-se obter a seguinte derivação:
(1) φ [ teorema ]
(2) ¬φ [ teorema ]
(3) φ ∨ ψ [ regra da adição em (1) ]
(4) ψ [ silogismo disjuntivo em (2) e (3) ]
Ou seja, quando há uma contradição na lógica clássica, deriva-se toda e qualquer fór-
mula; é o chamado princípio da explosão, ou ex falso quodlibet — “de uma contradição
qualquer coisa segue”— tornando o sistema inconsistente. Uma série de estratégias fo-
ram propostas para evitar essa dificuldade por parte da comunidade intelectual da época.
Russell inclui um apêndice em seu livro Principles of Mathematics, no qual propõe uma
teoria de tipos, organizando os conjuntos válidos de forma hierárquica e evitando, assim,
a circularidade viciosa; mais tarde, ele próprio e Whitehead apresentam uma versão mais
madura dessa mesma teoria; Brouwer avança com a abordagem intuicionista da mate-
mática; desenvolvem-se os modelos teóricos da lógica e teoria dos conjuntos que incluem
o axioma da separação de Zermelo e, mais tarde, surgem as abordagens paraconsisten-
tes15, que admitem contradições em certas situações sem necessariamente trivializar todo
o sistema (IRVINE; DEUTSCH, 2016).
1.4.3. Os teoremas da incompletude de Gödel
É importante notar, para um argumento da Seção 2.4.2, o tom dramático de
“manifesto político” que Weyl utiliza no texto “A nova crise fundacional na matemática”,
muito provavelmente, influenciado pela turbulência sócio-política que a Europa enfrentava
naquele mesmo período:
As antinomias da teoria dos conjuntos são normalmente consideradas como batalhas
de fronteira apenas para as províncias mais remotas do império matemático e que,
de forma alguma, podem colocar em risco a solidez e segurança interna desse império
ou de suas áreas centrais genuínas. Quase todas as explicações dadas por fontes de
alto prestígio para esses distúrbios (sem qualquer intenção de negá-las ou amenizá-
las), carecem entretanto, do caráter de uma convicção clara e auto-evidente, fruto de
transparência completa. Pertencem portanto, ao tipo de explicação do qual metade
a três-quartos são na realidade tentativas honestas de auto-enganação conforme en-
contramos tão frequentemente no pensamento político ou filosófico. De fato, toda
15. Para maiores detalhes em lógicas formais que admitem inconsistência, ver Carnielli, Coniglio e
Marcos (2007), Carnielli e Coniglio (2016) e Costa (1974).
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reflexão séria e honesta deve conduzir à conclusão de que os problemas nas fronteiras
da matemática devem ser considerados como sintomas, os quais indicam que o que
está escondido sob a superfície de uma atividade reluzente e regular deve ser ilumi-
nado — a saber, a instabilidade interna das fundações sobre as quais a estrutura
desse império reside. (WEYL, 1921 apud DALEN, 1995)
A demanda de Hilbert por uma revisão dos fundamentos matemáticos que seja limitada
ao uso de métodos finitários tem por objetivo tanto conciliar uma resposta satisfatória
para a crise da consistência lógica, quanto responder ao desafio dos intuicionistas, pois,
na visão de Brouwer, as circularidades viciosas inerentes à maioria das contradições ló-
gicas enfrentadas até aquele momento têm certa relação com abstrações decorrentes da
contagem infinita de objetos.
A noção do que consiste um método finitário é controversa, mas, idealmente,
a proposta de Hilbert foi partir de um conjunto finito de axiomas e um conjunto finito
de inferências dedutivas claras, e chegar à conclusão da consistência do próprio sistema
axiomático em questão, já que Hilbert considerava a noção de finitude uma fonte de
conhecimento a priori, no sentido kantiano. Se esse objetivo fosse alcançado, para Hilbert,
seria possível evitar as objeções principais dos intuicionistas e fundamentar a matemática,
de uma vez por todas, em alinhamento completo também com a agenda logicista. O
método do programa consistiria em importar as propriedades mais elementares da teoria
dos números que dependem exclusivamente de símbolos intuitivamente irredutíveis. Nas
palavras do próprio Hilbert:
Para que as deduções lógicas sejam seguras, devemos ser capazes de vislumbrar
todos os aspectos desses objetos, e seu reconhecimento, distinção e ordenação são
dados, juntamente com os próprios objetos, como coisas que não podem ser reduzidas
a outras ou requerer qualquer redução. Tal é a filosofia básica que eu acredito
necessária, não só para a matemática, mas para toda a comunicação, entendimento
e pensamento científicos. (HILBERT, 1926, apud CARNIELLI; EPSTEIN, 2008, p.
84)
Aqui fica clara a importância que Hilbert atribuiu à construção de uma base conceitual
segundo a qual seria possível manipular sintaticamente o próprio cerne da matemática,
idealmente formalizada, em um sistema puramente axiomático nos moldes da geometria
euclidiana. Em essência, mediante a formalização precisa da linguagem matemática, a
busca central da agenda formalista era assegurar: 1) A completude, segundo a qual toda
sentença verdadeira deve ser formalmente derivável dos axiomas; 2) A consistência, ga-
rantindo a inexistência de qualquer contradição no sistema; e 3) A decidibilidade, ou seja,
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um método finitário capaz de avaliar se qualquer sentença da linguagem é derivável do
conjunto inicial, finito, de axiomas.
Em 1930, durante uma conferência em Königsberg, Gödel apresentou publica-
mente seu primeiro teorema da incompletude16 que, em essência, demonstra que: “Para
um sistema formal F qualquer, regido por um conjunto consistente e computável17 de
axiomas, há uma declaração na linguagem de F que não pode ser provada nem refutada
em F .” Na formulação original de Gödel, F é considerado um sistema formal quando
apresenta ao menos alguma aritmética elementar (RAATIKAINEN, 2005). A prova do
teorema não será reproduzida aqui, contudo, é pertinente para o escopo deste trabalho
comentar a técnica empregada por Gödel. Antes do advento dos computadores digitais
e antes da publicação de Turing sobre números computáveis, Gödel usou uma estratégia
para codificar aritmeticamente qualquer sentença da linguagem de primeira ordem do
sistema formal F . A partir dessa codificação — com efeito, um número natural —, por
um argumento similar ao argumento diagonal de Cantor, Gödel localiza uma sentença
(φ) não decidível em F 18, ou seja, (φ) é uma sentença da linguagem F que não pode ser
provada nem refutada em F (ZACH, 2006).
Mais tarde, no mesmo ano, Gödel publicou seu segundo teorema da incomple-
tude: “Para todo sistema formal F , regido por um conjunto consistente e computável de
axiomas, não é possível provar a consistência de F a partir do próprio sistema F ”. Em
essência, esse teorema prova que não é possível que um sistema formal prove sua própria
consistência, sendo, contudo, perfeitamente plausível que a consistência de F seja provada
formalmente em um sistema mais abrangente que F , ou ainda, que se pode postular a
consistência de F a partir de uma argumentação informal, externa ao sistema F . Exata-
mente em consonância com o segundo teorema da incompletude, em 1936 Gentzen provou
a consistência da aritmética de Peano em primeira ordem por meio de indução transfinita,
ou seja, de axiomas externos à aritmética de Peano (ZACH, 2006).
16. Gödel é também responsável pelo teorema da completude, provado dois anos antes. Ao contrário do
que a nomenclatura intuitivamente sugere, um teorema não é a negação do outro. De forma resumida, o
teorema da completude prova a correspondência entre consequência semântica e derivação sintática para
uma lógica de primeira ordem. A partir da demonstração de que uma teoria consistente e enumerável
de primeira ordem Γ, no sistema formal F , tem um modelo, então segue a completude: se Γ ⊨ φ então
Γ ⊢F φ.
17. O termo computável será discutido mais detalhadamente na próxima seção. Aqui, o termo é usado
para especificar que o conjunto inicial de axiomas é finito, ou, caso seja infinito, pode ser gerado a partir
de algum algoritmo.
18. Para uma visão mais detalhada dos teoremas da incompletude de Gödel, ver Smullyan (1991) e
Mendelson (2015, p. 205).
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A descoberta dos teoremas da incompletude teve um enorme impacto no pro-
grama de Hilbert. Lógicos e matemáticos daquele período passaram a trabalhar em formas
de conciliar os teoremas da incompletude com a agenda formalista hilbertiana e, efetiva-
mente, revisões do programa de Hilbert foram sugeridas reavaliando as restrições dos
métodos finitários e a natureza da fundamentação exigida pelo programa. Além disso, as
descobertas de Gödel e os trabalhos realizados por Gentzen e outros pensadores deram
início ao desenvolvimento do subcampo da lógica conhecido como teoria da prova, tal
qual temos hoje, com uma hierarquia de consistência dos sistemas formais em função da
indução ordinal transfinita nos respectivos sistemas.
Há também uma consequência negativa dos teoremas da incompletude göde-
liana no sentido de que, muitas vezes, são interpretados de forma leviana, tipicamente
fora das áreas de conhecimento com enfoque mais formal. Não é incomum encontrar
citações vagas à incompletude de Gödel, ao aparente fracasso do programa de Hilbert
ou do movimento logicista em geral, como forma de corroborar uma justificativa para a
impossibilidade de quaisquer verdades no contexto do pensamento pós-modernista; como
“evidência” da inconsistência da matemática como área de conhecimento; ou ainda, como
tentativa de corroboração “matemática” para algum tipo de relativismo moral. Essas são
interpretações no mínimo controversas (RAATIKAINEN, 2005) e, no pior caso, equivoca-
das, da herança deixada pelo empirismo lógico. Os teoremas da incompletude aplicam-se
estritamente aos sistemas formais com linguagens bem definidas e a incompletude, de
forma alguma, é uma propriedade geral da matemática em sua totalidade, mas sim, de
sistemas formais circunscritos a seus próprios domínios, cuja prova de consistência de-
pende de um sistema teórico mais forte, conforme os exemplos da aritmética de Peano
e a teoria axiomática de conjuntos Zermelo-Fraenkel. Esse tipo de equívoco pode talvez
ser reflexo das perdas epistêmicas e explicativas decorrentes dessas crises fundacionais
nesse período. Essa possibilidade será explorada adiante em conjunção com a hipótese de
que essa crise fundacional apresenta alguns elementos tipicamente kuhninanos, ainda que
estejamos falando do domínio da matemática e lógica em vez de uma ciência natural.
Lakatos (1976), em retrospectiva, explicitou a inquietação que essas incertezas
sobre a natureza do conhecimento matemático trouxeram durante o movimento lógico-
empirista. Para ilustrar o ponto, cita um texto de A. J. Ayer, de 1936:
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[…] Enquanto que prontamente admite-se que a generalização científica seja falível,
as verdades da matemática e da lógica parecem ser necessárias e certas. Entretanto,
se o empirismo está correto, nenhuma proposição com conteúdo factual pode ser
necessária ou certa. Consequentemente, o empirista deve tratar das verdades da
lógica e da matemática de uma das seguintes maneiras: ou ele deve dizer que essas
verdades não são verdades necessárias e, nesse caso, deve reconsiderar essa convicção
universal; ou ele deve dizer que essas verdades não apresentam conteúdo factual e,
nesse caso, deve explicar como uma proposição desprovida de conteúdo factual pode
ser verdadeira, útil e surpreendente. (AYER, 1936 apud LAKATOS, 1976)
Além de comentar a posição de Ayer, Lakatos resumiu como diversos intelectuais do
movimento empirista se deparam com o problema de conciliar empirismo com a natureza
do conhecimento matemático. Por exemplo, Russell reavaliou, com o passar do tempo,
sua posição (CHIBENI, 2001a) sobre as verdades matemáticas: “O edifício de verdades
matemáticas segue inabalável e inexpugnável diante de todas as armas do cinismo da
dúvida” (RUSSELL, 1901 apud LAKATOS, 1976) que, alguns anos mais tarde, revisitou
a ideia admitindo a possiblidade de que a lógica pode talvez também apresentar uma
natureza indutiva: “acredita-se em ambos [lógica e matemática] por causa das verdades
observadas em algumas de suas consequências lógicas” (RUSSELL, 1924 apud LAKATOS,
1976); Fraenkel fez uma analogia entre a situação da teoria dos conjuntos na década de
1920 e o desenvolvimento do cálculo infinitesimal no século XVIII, afirmando que:
A auto-evidência lógica ou intuitiva dos princípios escolhidos como axiomas [da
teoria axiomática de conjuntos] naturalmente tem um papel importante, mas não
decisivo; alguns axiomas recebem seu peso completo a partir da auto-evidência das
consequências que não poderiam ter sido derivadas sem eles. (FRAENKEL, 1927
apud LAKATOS, 1976)
Carnap, a seu turno, observou que “qualquer incerteza nos fundamentos da mais certa
de todas as ciências é extremamente desconcertante” (CARNAP, 1931 apud LAKATOS,
1976). Lakatos continua a enumerar reflexões semelhantes de outros protagonistas desse
momento histórico, como Curry, Quine, Rosser, Church e o próprio Gödel.
Para Lakatos, a revisão fundacional da matemática, associada ao movimento
lógico-empirista desse período, deflagrou uma renascença filosófica dentro da própria ma-
temática, de modo que os membros desse movimento terminam por reconhecer uma “na-
tureza quasi-empírica” na matemática (na terminologia de Lakatos) ao perceberem que
a estrutura das provas matemáticas distancia-se do ideal clássico euclidiano que Hilbert
buscou expandir para toda a matemática.
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O texto de Lakatos esclarece que, no ideal clássico da epistemologia, uma
teoria deveria seguir o processo dedutivo típico de um sistema axiomático: parte-se dos
axiomas iniciais no topo e a verdade inerente aos axiomas iniciais se propaga (por meio de
inferências lógicas válidas) para baixo, provando assim, alguma conclusão. No esquema
quasi-empírico, a verdade está situada ao final, e deriva-se a falseação das declarações da
teoria para cima, em direção aos axiomas iniciais (que, nesse caso, assemelham-se mais
a conjecturas). Nesse modelo quasi-empírico não temos provas de teorias, no sentido
estrito; uma sólida teoria quasi-empírica, no melhor caso, será bem corroborada mas
nunca provada no sentido euclidiano clássico. A descoberta do paradoxo de Russell e o
trabalho que se seguiu na busca de possíveis soluções para ele ilustram bem o argumento
quasi-empirista de Lakatos. A anomalia é constatada após o modelo teórico já ter sido
estabelecido e, em retrospectiva, a base axiomática é ajustada para escapar do paradoxo,
conforme observamos no desenvolvimento da teoria axiomática dos conjuntos de Zermelo-
Frankel.
Como reflexo da crise fundacional matemática e do movimento lógico-
empirista, a própria natureza da ideia de contradição é examinada ontologicamente e
epistemologicamente, assim como a noção de consistência lógica e, por consequência, a
inconsistência e a paraconsistência tornam-se finalmente campos de estudo também em
sistemas lógicos não clássicos (CARNIELLI; CONIGLIO; RODRIGUES, 2015). Apesar
das estratégias bem sucedidas de resgate dessa crise fundacional, bem como dos avanços
no conhecimento lógico-matemático, como bem ilustrou Lakatos, essa crise deixou
profundas marcas. O “fracasso” do programa de Hilbert é, possivelmente, um clímax
emblemático tanto para a crise fundacional matemática quanto para a agenda logicista.
No entanto, de nenhuma forma tal fracasso representou retrocesso epistemológico nem
para a matemática, nem para a lógica. Houve perdas diante da constatação de que nem
todo conhecimento matemático é tão a priori como se imaginava, contudo, os trabalhos
de Frege, Russell, Whitehead, Hilbert, Weyl, Gödel e tantas outras figuras ilustres desse
período não só trazem enormes avanços técnicos, como também trazem esclarecimentos
profundos para o conhecimento em geral mediante resultados interdisciplinares impor-
tantíssimos na fundamentação metateórica da matemática e lógica. Esses resultados,
aliados às inquietações desse período, configuram o cenário necessário para a gênese de
novas áreas de conhecimento, já mencionadas, como as lógicas não clássicas, a teoria da
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prova, e também a computabilidade e a ciência da computação.
1.5. As máquinas de Turing
1.5.1. Contexto histórico
A importância do papel desempenhado pelo matemático britânico Alan M.
Turing para diversas áreas de conhecimento é pouco disputada entre historiadores e cien-
tistas. Além da precisão matemática e ineditismo exibidos em seus trabalhos, Turing é
um dos protagonistas mais importantes no desenrolar dos anos finais da segunda guerra
mundial, em virtude de sua atuação como cripto-analista para o governo britânico, para
o qual trabalhou diretamente nas cifras utilizadas na criptografia da comunicação estra-
tégica militar das forças nazistas. Copeland (2012) afirma que seu papel foi tão relevante
nesse conflito que antecipou em mais de dois anos o fim da guerra na Europa, poupando
mais de quatorze milhões de vidas, graças ao método que ele desenvolveu para decodificar
as mensagens das forças germânicas.
A história de Turing é surpreendente por diversas razões: sua personalidade
particularmente excêntrica — característica talvez não tão incomum em cientistas e in-
telectuais do começo do século XX; suas contribuições inestimáveis; sua participação na
quebra de códigos criptográficos durante a segunda guerra mundial; o processo criminal
que sofreu, sob acusação de “comportamento indecente”, sendo posteriormente condenado
à castração química por se autodeclarar homossexual e, finalmente, as circunstâncias pecu-
liares de sua morte19. Recentemente, em 2012, período marcado por uma série de eventos
rememorativos em virtude do centenário da morte de Turing, o governo britânico divulgou
dois artigos de sua autoria que foram mantidos em sigilo por aproximadamente 70 anos,
sobre métodos estatísticos e probabilistas aplicados à criptografia, evidenciando, assim, o
valor atribuído às suas contribuições.
Hilbert, em sua agenda formalista, tinha convicção de que, uma vez desenvol-
vida uma axiomatização precisa dos fundamentos da matemática, seria possível encontrar
um procedimento claro e efetivo — um algoritmo — pelo qual seria possível determinar,
em um número finito de passos, inequivocamente, o valor de verdade de uma sentença
matemática qualquer. A busca por tal método de decidibilidade ficou conhecida como
19. Hodges (1983) publicou uma extensa biografia de Turing contextualizando com muitos detalhes
históricos e técnicos tanto os resultados das inúmeras contribuições de Turing, como fatos e curiosidades
de sua vida pessoal.
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problema da decisão ou Entscheidungsproblem. Em particular, a proposição inicial de
Hilbert e Ackermann (1928/1950) do problema da decisão demanda um método capaz de
determinar se uma dada sentença é provada a partir de um conjunto de axiomas mediante
inferências lógicas válidas ou, sob a perspectiva da completude de Gödel, determinar se
existe um algoritmo capaz de avaliar a verdade universal de uma sentença em uma lógica
de primeira ordem, — ou seja, um método capaz de avaliar a verdade de uma dada sen-
tença para todos os modelos de uma teoria. A importância que Hilbert atribui à solução
desse problema é evidente:
É habitual chamar os dois problemas equivalentes de validade universal e satisfa-
tibilidade pelo nome comum de problema da decisão do cálculo de predicados. […]
Justifica-se classificar esse problema como o problema principal da lógica matemá-
tica. (HILBERT; ACKERMANN, 1928/1950, p. 126)
Essa passagem é apresentada logo após Hilbert conceituar validade e a satisfatibilidade
para lógicas de primeira ordem20 em seu livro didático. Contudo, em 1928, a noção precisa
de algoritmo ou procedimento computável ainda não havia sido elaborada. Turing, ainda
na Universidade de Cambridge, apresentou um rascunho de seu manuscrito com o título
“Sobre números computáveis com uma aplicação ao Entscheidungsproblem” para seu men-
tor, o matemático Max Newman, no qual forneceu categoricamente a resposta — negativa
— para o problema da decisão, provando precisamente que não há algoritmo possível para
decidir o valor de verdade de uma sentença qualquer em um sistema axiomático. Pode-se
dizer que o arcabouço teórico elaborado como estratégia para essa demonstração foi tão
significativo — ou talvez até mais significativo — que a resposta final para o Entschei-
dungsproblem em si. Turing definiu um modelo de máquina de computar abstrata para,
então, a partir da operação computacional universal dessa máquina, provar a impossibi-
lidade de resolver o problema da parada ou halting problem, conceituado nesse mesmo
artigo. Finalmente, por corolário, Turing deriva a resposta — também negativa — para
o Entscheidungsproblem. Originalmente, Turing (1936) chama seu modelo computacional
de “máquina automática” ou a-machine, no entanto, dada a relevância desse trabalho,
essas máquinas tornaram-se conhecidas como máquinas de Turing (Turing-machines) em
reconhecimento e homenagem ao autor.
20. Para uma lógica de primeira ordem, uma sentença qualquer φ é válida quando for verdadeira para
toda e qualquer interpretação dessa lógica. Quando uma sentença qualquer φ for verdadeira em algumas,
mas não necessariamente em todas as interpretações, diz-se que φ é satisfatível.
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Uma reconstrução do modelo de máquina de Turing21 consiste em:
• Um conjunto finito Q de configurações (ou estados) possíveis para a máquina,
sendo que a máquina necessariamente estará sempre em algum dos estados
válidos de Q. Um desses estados deve necessariamente simbolizar a parada
final do processo computacional;
• Uma fita ou tira de papel, potencialmente ilimitada em seu comprimento, divi-
dida em células consecutivas, na qual cada célula (σi) contém um símbolo do
alfabeto Σ, finito, constituído de ao menos dois símbolos. Nos casos típicos de
máquinas de Turing, por conveniência, define-se o conjunto do alfabeto como
Σ = {0, 1,#} tal que # representa uma célula vazia, em branco;
• A cabeça de leitura e escrita da fita h ≥ 1, que pode ler ou escrever a célula
σh da fita;
• A função de transição que rege as ações possíveis da máquina em cada iteração
é dada por: δ : Q × Σ 7→ Q × Σ × {−1, 0, 1}. Em função do valor de σh,
a função de transição determina qual será a nova configuração q ∈ Q da
máquina; qual será o novo símbolo a ser escrito em σh e o deslocamento da
cabeça h na fita de papel. Se o deslocamento for -1, a cabeça move-se para
a esquerda, se for 0 permanece na mesma posição e se for 1 move-se para a
direita. Ou seja, h′ = h+ d, tal que d ∈ {−1, 0, 1}.
Considera-se a definição de Turing bastante elegante, ainda que tal máquina
seja operacionalmente ineficiente quando comparada aos computadores de memória de
acesso aleatório utilizados hoje em dia. Mesmo nessa reconstrução apresentada no pa-
rágrafo anterior, é possível notar como a descrição de Turing assemelha-se à descrição
das operações realizadas por um computador humano conforme descrito no início deste
capítulo; afinal, no começo do século XX, computadores humanos eram os únicos compu-
tadores conhecidos. Pode-se claramente ver como as operações da máquina de Turing são
modeladas de forma análoga às operações de um computador humano: a fita de papel
unidimensional é uma simplificação da tradicional folha bidimensional de papel; a cabeça
de leitura e escrita em conjunto com a função de transição formaliza a ação de ler e escre-
21. A reconstrução apresentada aqui é um breve resumo apenas suficiente para a discussão filosófica
deste trabalho. A concepcção original pode ser encontrada em Números Computáveis (TURING, 1936)
e detalhes adicionais em Carnielli e Epstein (2008, cap. 8).
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ver símbolos na folha de papel em função do procedimento computacional adotado pelo
humano, ou seja, seu programa de computador.
1.5.2. Os resultados obtidos por Turing
No artigo “Números Computáveis”22, inicialmente Turing demonstra como
cada máquina pode ser unicamente identificada por sua tabela de estados e transições,
codificando-a aritmeticamente. A partir de cada estado q ∈ Q e cada símbolo σ ∈ Σ, a
função δ(q, σ) descreve o novo estado, o novo símbolo a ser escrito e o deslocamento da
cabeça h. As tabelas de transições podem ser codificadas por meio de uma sequência de
símbolos, descrevendo, assim, a totalidade do conjunto de instruções daquela máquina de
Turing. O primeiro resultado importante obtido por Turing é a prova da existência de uma
máquina universal cujo programa simula qualquer outra máquina. Ou seja, alimenta-se a
máquina universal U com a codificação aritmética de uma máquina P qualquer anexada
com os dados de entrada de P . Então, executar U é equivalente a executar P , neces-
sariamente produzindo o mesmo resultado de P , como se U fosse a própria máquina P .
Turing demonstra dessa forma a existência de computadores programáveis.
A importância da máquina universal é clara. Nós não precisamos de uma infinidade
de máquinas diferentes executando atividades diferentes. Uma única máquina é
suficiente. O problema da engenharia de produzir várias máquinas para várias ativi-
dades diferentes é substituído pelo trabalho de escritório de ‘programar’ a máquina
universal para executar essas atividades. (TURING, 1948/1969)
Essa declaração sobre a relevância da universalidade das máquinas de Turing é feita anos
mais tarde, em 1948. É provável que mesmo para o próprio Turing, ainda em 1936, não
houvesse clareza completa sobre o impacto do modelo que ele criou, inicialmente, para
tratar do Entscheidungsproblem. Aaronson ilustra em termos muito similares essa mesma
importância, com imagens de nosso cotidiano:
[Turing demonstra que] você não precisa construir uma máquina para e-mail, outra
para reproduzir DVDs, outra para jogar Tomb Raider, e assim por diante: você
pode construir uma única máquina que simula qualquer outra máquina, executando
programas diferentes armazenados em memória. (AARONSON, 2013, p. 20)
Em homenagem a Turing, quando se diz que uma máquina é programável ou universal, se
diz que ela é Turing-completa, sendo portanto, capaz de simular qualquer outra máquina
que apresente um procedimento computável. No início deste capítulo, na Seção 1.3, foi
22. “Sobre Números Computáveis com uma Aplicação ao Entscheidungsproblem” (TURING, 1936).
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mencionado que o motor analítico de Babbage apresentava a propriedade da universali-
dade. Essa afirmação é precisamente nesse sentido da completude-Turing, apesar de que
na época de Babbage, quase um século antes de Turing, não se tinha ainda qualquer cla-
reza sobre o significado disso. Entretanto, posteriormente foi demonstrado que o motor
analítico era de fato uma máquina Turing-completa (HODGES, 1983).
O segundo — e talvez mais importante — resultado obtido por Turing emerge
da formalização da noção de programabilidade universal das máquinas Turing-completas,
em decorrência de uma limitação intrínseca a essas máquinas: eventualmente, em função
do programa da máquina em combinação com os dados de entrada, é possível que uma
máquina nunca chegue ao estado final de sua execução. Um exemplo simples de um
programa com condição de parada indeterminada, descrito em pseudocódigo23, poderia
ser:
while (1 != 0) {
print("laço infinito")
}
O programa acima descreve “enquanto um for diferente de zero, imprima o
texto laço infinito na tela”. Nesse exemplo fica fácil notar que, se executado, esse pro-
grama irá gerar o output “laço infinito” infinitamente24, pois a primeira linha do programa
especifica que essa instrução deve ser executada sempre que (1 ̸= 0), ou seja, a condição
de parada seria a negativa (1 = 0), que se imagina que nunca ocorrerá. Nesse exemplo
específico, o programa nunca irá parar exclusivamente em razão do algoritmo simplório
utilizado, independentemente de qualquer input. Em termos da linguagem das máquinas
de Turing, um laço infinito desse tipo seria representado por uma máquina cuja fluxo de
programação não determine uma condição de saída de algum estado qi qualquer, ou ainda,
23. O termo pseudocódigo é usado para indicar uma sintaxe informal para descrever trechos de algorit-
mos sem necessariamente aderir estritamente à sintaxe de alguma linguagem de programação específica.
Normalmente usam-se palavras-chaves em linguagem natural organizada de forma semelhante às lingua-
gens de programação estruturadas mais conhecidas. Opto aqui por usar palavras-chaves em inglês, de
forma a aproximar a sintaxe do pseudocódigo com a sintaxe de uma linguagem de programação bem
conhecida, como C ou Java.
24. Aqui o termo infinitamente é usado de forma livre, já que se trata de uma discussão teórica. Na
prática, se codificarmos um programa para executar um laço desse tipo em um computador digital o
programa irá rodar indefinidamente, até que algum dos recursos físicos da máquina se esgote. Tipica-
mente isso ocorre ao atingir o limite de memória disponível, ou ainda, até o usuário humano sinalizar
externamente a interrupção de execução desse programa.
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que oscile periodicamente entre um conjunto de estados sem nunca atingir o estado final
de parada.
Imediatamente podemos conjecturar se seria possível evitar uma situação desse
tipo, ou se é possível identificar quando um programa está em fluxo de execução “normal”
e irá terminar em algum momento próximo, ou se ele entrou em um laço interminável25.
Isto é: será possível decidir se um dado programa P irá parar em tempo finito? Ou,
enunciando a mesma pergunta de outra forma, existe um programa H que, se alimentado
com um programa P qualquer e os dados de entrada de P , é capaz de responder se P
irá parar em tempo finito? Turing responde a essa pergunta utilizando um argumento
diagonal, no estilo de Cantor, de forma similar à estratégia utilizada por Gödel no teorema
da incompletude, construindo um conjunto não decidível a partir dos números naturais
(IMMERMAN, 2016; TURING, 1936). Aaronson (2013) sugere um indício da dificuldade
em obter a resposta para esse problema da seguinte maneira: Se tivéssemos o programaH ,
capaz de decidir se um programa P qualquer irá parar, teríamos a solução para problemas
não resolvidos de enumeração nos números naturais, como a conjectura de Goldbach26. Se
tivéssemos H , poderíamos escrever um programa G que testa iterativamente a conjectura
para cada número par, alimentar G para o programa H , e verificar se G é um programa
que para. Se G parar, a conjectura é falsa, caso contrário, é verdadeira. Ou seja, ter
acesso ao programa H nos daria a resposta para a conjectura de Goldbach.
Uma reconstrução informal da prova de Turing, seguindo os mesmos moldes
usados por Aaronson (2013) e Immerman (2016), pode ser feita da seguinte maneira:
Supondo a existência do programa H capaz de decidir se um dado programa qualquer
irá parar, poderíamos então construir uma variação H ′ desse programa, que responda de
maneira contrária a H , ou seja, quando H ′ é alimentado com um programa P qualquer:
• H ′ executa indefinidamente, caso P seja um programa que para;
• H ′ para, caso P seja um programa que executa indefinidamente.
Da construção de H ′, segue a pergunta: O que ocorre quando alimentamos
H ′ com seu próprio código? É interessante observar como, quando colocada dessa forma,
25. Podemos constatar cotidianamente esse problema identificado por Turing em 1936 antes da exis-
tência de computadores digitais. Quando vemos um programa em nosso computador que “não está
respondendo” e precisa ser forçosamente terminado pelo usuário ou sistema operacional, temos uma
situação desse tipo.
26. A conjectura de Goldbach declara que: “Todo número inteiro par maior que 2 pode ser expressado
como a soma de dois números primos”. Até hoje, essa conjectura foi verificada até 4 × 1014, mas ainda
não há uma prova definitiva se ela vale para todo N.
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essa pergunta tem semelhança ao paradoxo de Russell (apresentado na Seção 1.4.2), no
qual se enfrenta uma contradição parecida. H ′ irá executar indefinidamente caso H ′
seja um programa que para, ou H ′ irá parar caso H ′ seja um programa que executa
indefinidamente. Dessa contradição, Turing prova que não há solução para o problema
da parada.
Os teoremas da incompletude de Gödel provam que, dado um sistema formal
F aritmético, caso esse sistema seja consistente é impossível provar ou refutar toda e
qualquer sentença desse sistema, bem como é impossível provar a própria consistência
de F , partindo-se de F apenas. Contudo, ainda havia a esperança que existisse um
método finitário computável capaz de responder se uma sentença φ específica é provável
ou refutável em F . A partir da resposta negativa para o problema da parada (ou halting
problem), Turing (1936) obtém então, por corolário, a resposta negativa também para o
Entscheidungsproblem hilbertiano, provando, assim, a inexistência de tal método.
Informalmente, a redução do problema da decisão para o problema da parada
decorre do fato de que podemos afirmar que é possível codificar o problema da parada
em declarações de primeira ordem. Como bem observa Aaronson (2013), uma declara-
ção sobre a parada de alguma máquina de Turing é sintática e, em última instância,
uma sentença aritmética acerca dos números inteiros. Logo, se houvesse um programa
capaz de decidir a demonstrabilidade de sentenças de primeira ordem, poderíamos usar
esse programa para resolver o próprio problema da parada ou mesmo resolver problemas
indecidíveis de enumeração em N.
1.5.3. O cálculo-λ de Church e as repercussões iniciais do trabalho de Turing
Segundo Hodges (1983), no mesmo dia no qual Turing apresentou o rascu-
nho do artigo sobre o Entscheidungsproblem para seu mentor Newman, o lógico norte-
americano Alonzo Church, da Universidade de Princeton, terminou a versão final de um
artigo que apresenta o mesmo resultado para o Entscheidungsproblem. Turing e Newman,
ao examinar o artigo de Church, notaram que apesar de Church chegar ao mesmo resul-
tado a que Turing chegou, seus métodos foram consideravelmente diferentes. Church, par-
tindo de um trabalho anterior do lógico Stephen Kleene, utilizou um formalismo chamado
cálculo-lambda (ou cálculo-λ27) para codificar qualquer fórmula aritmética em termos de
27. O conceito de cálculo-λ, inicialmente elaborado por Church e Kleene no início da década de 1930
(também ao examinar as fundações da matemática em consequência ao programa formalista de Hilbert),
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funções.
Newman e Turing concluíram que o argumento de Church para a insolubilidade
do Entscheidungsproblem era, em certo sentido, mais fraco que a prova de Turing. Church
mostrou que, para provar um teorema utilizando o cálculo-λ, bastaria converter uma
sequência de símbolos em outra, e também mostrou que não havia função-λ capaz de
decidir se uma sentença poderia ser submetida a essa conversão, chegando, assim, à mesma
resposta de Turing para o problema da decisão. Ainda segundo Hodges, o artigo de Church
não esclarece completamente a correspondência entre uma função-λ e ummétodo definitivo
conforme demandado originalmente por Hilbert, sendo, portanto, a universalidade que
Turing cuidadosamente conceituou a peça faltante desse quebra-cabeças. A carta que
Newman enviou para Church indicando Turing para um possível doutorado em Princeton
sob supervisão de Church ilustra o mérito vislumbrado por Newman no argumento de
Turing:
Caro Professor Church. Uma cópia que você me enviou de seu artigo recente, no
qual você define ‘números calculáveis’, e demonstra que o Entscheidungsproblem da
lógica de Hilbert é insolúvel, causou interesse um tanto doloroso em um certo jovem,
A. M. Turing, aqui, que estava para enviar para publicação um artigo no qual usou
a definição de ‘números computáveis’ para o mesmo propósito. A estratégia que
ele empregou — que consiste em descrever uma máquina que irá processar qualquer
sequência computável — é bastante diferente da sua, mas parece ser de grande mé-
rito, e penso que seja muito importante que ele vá até aí trabalhar com você neste
próximo ano, se possível. Ele está enviando a você a tipografia do artigo para suas
críticas. […] Devo mencionar que o trabalho de Turing é totalmente independente:
ele vem trabalhando sem qualquer supervisão ou crítica de ninguém. Isso torna
ainda mais importante que ele entre em contato o mais breve possível com as autori-
dades nessa linha de trabalho, de forma que ele não se desenvolva como um solitário
inveterado. (NEWMAN, 1936 apud HODGES, 1983, p. 43)
Após estudar em profundidade os trabalhos de Church e Kleene, mais tarde nesse mesmo
ano, Turing publicou seu artigo incluindo um apêndice no qual demonstrou a correspon-
dência entre o formalismo do cálculo-λ de Church e o modelo de máquina de Turing. Isto
é, ele demonstrou que uma função é λ-computável se, e somente se, é Turing-computável
e recursiva. Em suas essências, os resultados tanto de Turing como de Church apresen-
tam formalismos distintos para a noção do que é efetivamente computável, porém, são
é hoje um recurso poderoso nas linguagens de programação mais expressivas, nas quais funções têm o
mesmo tratamento de objetos e variáveis, de forma que podem ser passadas para outras funções para
execução em momentos e contextos distintos. Em Lisp, são chamadas funções-lambda, em Scala e Eiffel
são chamadas agentes, em C# e Swift são chamadas de delegates e em Java são chamadas de expressões
lambda. Independentemente da nomenclatura, todas remetem ao cálculo-λ formalizado por Church e
Kleene.
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matematicamente equivalentes. Dada tal equivalência, chama-se informalmente de tese
de Church-Turing28 a noção do que de fato é matematicamente computável, já que o mo-
delo de Church pode ser reduzido ao modelo de Turing e vice-versa. Neste ponto, temos
finalmente noções mais rigorosas de algoritmo e computabilidade que tornam obsoletas
as noções ingênuas utilizadas na Seção 1.2, no início deste capítulo.
Inicialmente, foi modesta a repercussão do artigo “Números Computáveis”.
Sua publicação efetiva deu-se no final de 1936, quando Turing já estava em Princeton, nos
Estados Unidos, sob tutela de Church. O termo Turing-machine, que só foi consagrado
mais tarde, é cunhado no ano seguinte na resenha de “Números Computáveis” publicada
por Church no Journal of Symbolic Logic. Hodges (1983), em sua narrativa biográfica,
reporta que exceto pelas reações de alguns lógicos específicos como Braithwaite, Scholz
e Post. Em particular, alguns meses depois e partindo de uma pesquisa completamente
independente, Post publicou um modelo equivalente ao modelo de Turing. Por essa razão,
diversos pesquisadores preferem o termo Post-Turing machine.
De forma geral, inicialmente, “Números Computáveis” passou despercebido.
Conforme visto anteriormente, Turing produz dois eixos teóricos importantes: por um
lado, fornece a resposta negativa para o Entscheidungsproblem de Hilbert, e por outro lado,
ineditamente, formaliza a noção de programação e os limites da computação. Apesar da
aceitação extremamente positiva de diversos lógicos próximos a Turing, como Newman
e Church, a relevância do formalismo das máquinas de Turing só se tornou clara mais
tarde, quando se consolidaram como um modelo basal para redução de outros métodos
computáveis, conforme feito com o cálculo-λ. Historicamente, pode-se ainda especular
que uma das razões para a repercussão marginal de “Números Computáveis” se deu pelo
status científico daquele campo de conhecimento, em que a “lógica matemática parecia
ser uma área periférica de pesquisa, a qual muitos matemáticos (da matemática aplicada)
consideravam que ou organizava algo que já era óbvio, ou criava dificuldades que de outra
forma não existiriam” (HODGES, 1983, p. 158). Hodges ainda afirma que o linguajar
técnico utilizado por Turing teria pouco apelo, mostrando-se obscuro para integrantes da
comunidade científica nas matemáticas aplicadas, que buscavam equacionar seus proble-
mas específicos e, portanto, seria de pouco interesse prático para esse campo.
Enfim, finalmente colapsou a agenda formalista do programa de Hilbert diante
28. Uma visão mais completa e pormenorizada da tese de Church-Turing e outros assuntos correlatos
pode ser encontrada em Carnielli e Epstein (2008, cap. 24).
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dos problemas relacionados à tríade hilbertiana — consistência, decidibilidade e comple-
tude em sistemas formais. Contudo, apesar da queda do objetivo inicial de Hilbert, o
contraponto é que durante esses poucos anos houve grandes avanços no entendimento for-
mal da lógica e da matemática. A busca de Hilbert trouxe maior clareza para conceitos
complexos e novas áreas de conhecimento e pesquisa foram inauguradas a partir desses
resultados. Em particular, sobre o modelo de máquina de Turing, pode-se dizer que:
Houve uma profunda ambiguidade na decisão final do programa de Hilbert, apesar
de que certamente ele tenha acabado com a esperança de um racionalismo por de-
mais ingênuo, ao buscar por uma solução para todo e qualquer problema de um dado
cálculo. Para alguns, incluindo o próprio Gödel, o fracasso em provar a consistência
e a completude indicariam uma prova da superioridade da mente em relação ao me-
canismo. Mas por outro lado, a máquina de Turing abriu portas para um novo tipo
de ciência determinista. Foi um modelo no qual os procedimentos mais complexos
poderiam ser construídos a partir de tijolos de estados e posições, leituras e escritas.
Esse modelo sugeriu um jogo matemático maravilhoso, ao expressar algum “método
definitivo” qualquer de forma padronizada. (HODGES, 1983, p. 139)
Hodges pondera aqui sobre como, antes do conhecimento adquirido após as descobertas
de Gödel, Turing e outros, o pensamento lógico-matemático era dominado por uma certa
ingenuidade racionalista, especialmente na esperança da descoberta de uma forma defini-
tiva para calcular a reposta para todo e qualquer problema matemático. Ao esmiuçar as
fundações do conhecimento matemático a fim de expurgar todo e qualquer ignorabimus29
desse tipo de conhecimento, inesperadamente, são desvelados modelos teóricos inéditos
e novos problemas que, até então, eram desconhecidos. Pode-se pensar em um paralelo
com o processo de enfrentamento das crises científicas, conforme identificado por Kuhn:
A descoberta se inicia com a consciência da anomalia, isto é, com o reconhecimento
de que a natureza, de alguma forma, violou as expectativas induzidas pelo paradigma
que rege a ciência normal. Segue-se então uma exploração mais ou menos ampla
da área da anomalia. E ela se encerra apenas quando a teoria do paradigma foi
ajustada de forma que o anômalo se tornou o esperado. (KUHN, 1962/2012, p. 52)
Como se sabe, Kuhn tem em mente as ciências naturais, não a matemática. No entanto,
talvez seja possível identificar nesse episódio revisionista na matemática características
semelhantes ao processo de tratamento de anomalias científicas nos moldes que Kuhn
apresenta em A Estrutura das Revoluções Científicas. A noção do caráter racionalista
29. Em contraposição à maxima ignoramus et ignorabimus, Hilbert demanda por transpor os limites
epistemológicos do conhecimento matemático: wir müssen wissen, wir werden wissen ou “nós devemos
saber, nós vamos saber” que, após sua morte, tornou-se o epitáfio de sua lápide, em Göttingen (GANDY,
1995).
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do conhecimento matemático é profundamente abalada pelos desdobramentos dessa crise.
Conforme as dificuldades surgem, a exploração dessa anomalia inevitavelmente retorna
para a epistemologia subjacente ao conhecimento matemático, deflagrando, então, por
um lado, o movimento formalista, e, por outro, o movimento intuicionista. Com Gödel,
Church e Turing, vemos que as lacunas de conhecimento identificadas por Hilbert deixam
de ser anomalias, sendo absorvidas por uma estrutura teórica renovada e ampliada.
Kuhn (1962/2012) sugere que teorias como o eletromagnetismo de Maxwell,
o modelo astronômico copernicano ou a relatividade de Einstein não seriam resultados
possíveis na ausência de uma crise científica. Diante do exposto, pode-se pensar em
uma pergunta análoga: Seria possível conceber os modelos das máquinas de Turing, do
cálculo-λ ou ainda, os sistemas lógicos paraconsistentes na ausência desse período de crise
fundacional na matemática? A princípio, parece-me que não; ao menos, essas teorias não
se desenvolveriam da forma como se desenvolveram diante da crise fundacional enfrentada
nesse período. As “falhas nas regras existentes são o prelúdio para uma busca por novas
regras” (KUHN, 1962/2012), isto é, essas descobertas são inevitavelmente correlacionadas
à crise que as antecede — talvez de forma causal também na lógica e matemática.
Entre ciências e matemática, há uma distinção significativa na reação que segue
um período de crise. Nas ciências, segundo Kuhn, usualmente há um período de ajustes
ad hoc com o intuito de resolver as anomalias detectadas, enquanto na matemática isso
dificilmente ocorrerá, em virtude do caráter mais racionalista desse tipo de conhecimento.
Nas ciências, após as sucessivas falhas em salvar o paradigma vigente, a “decisão por
rejeitar um paradigma é sempre simultaneamente a decisão de aceitar outro, e o juízo
que leva a essa decisão envolve a comparação de ambos os paradigmas com a natureza
e de um com o outro” (KUHN, 1962/2012, p. 77). Examinando esse período da crise
fundacional na matemática não parece haver quaisquer indícios de propostas de ajustes
ad hoc, mas sim, a inquietude por parte da comunidade, conforme vimos no argumento
de Lakatos (1976) na Seção 1.4.3 deste capítulo. Essa inquietação termina por trazer
um entendimento renovado para o conhecimento matemático com áreas inéditas a serem
exploradas que, talvez, possa ser caracterizado como uma nova matriz disciplinar. Esse
tópico será retomado no Capítulo 2 e ampliado à luz da filosofia da ciência de Thomas
Kuhn na Seção 3.2 do terceiro capítulo.
52
1.6. Os primeiros computadores digitais
A partir da década de 1940 a história da computação toma um rumo com foco
na engenharia das máquinas de computar. Mesmo antes do começo do século XX ou do
modelo computacional de Turing, sistemas rudimentares foram construídos e empregados
para cálculos diversos conforme vimos no início deste capítulo. Tais sistemas modelam o
problema a ser resolvido por meio de fenômenos físicos de diversos tipos, por exemplo, por
meio da mecanização de fenômenos hidráulicos, de fenômenos mecânicos ou de fenômenos
elétricos. Por outro lado, um computador qualificado como digital utiliza dígitos, isto é,
símbolos que em última análise podem ser mapeados para números inteiros como vimos
com as codificações empregadas por Gödel, Turing e Church, dentre outros lógicos. Outra
distinção importante entre os computadores analógicos e digitais é que os computadores
analógicos carregam em sua construção física a modelagem do problema a ser resolvido,
como no exemplo do mecanismo de Anticítera. Nesse sentido, sua utilização é sempre
restrita ao modelo pelo qual foi construído, em função daquele determinado problema.
Por outro lado, o computador programável digital não é proposto para resolver um pro-
blema único, mas sim, computar cadeias de símbolos. Com essa distinção em mente,
pode-se constatar que a principal vantagem para um computador analógico é sua efici-
ência operacional na resolução daquele problema específico, vinculado intrinsecamente à
sua construção física. Por essa razão, mesmo diante da transição geral do uso de com-
putadores analógicos para equipamentos digitais que ocorreu massivamente nas décadas
de 1950 e 1960, para alguns tipos de problemas, computadores analógicos ainda eram
muito utilizados até a década de 1970. Além disso, diversos problemas do mundo real
são efetivamente mais facilmente mapeados em substratos físicos — e portanto, contínuos
— ao invés de sequências simbólicas que necessariamente são discretas e dependentes de
métodos numéricos de aproximação, quando empregados para mapear problemas de na-
tureza contínua. Contudo, outros fatores acabaram favorecendo a proliferação do uso dos
computadores digitais sendo o principal deles, certamente, o baixo custo de produção em
virtude da padronização dos componentes eletrônicos associado à capacidade generalista
da computação digital (COPELAND, 2008).
Inicialmente, os primeiros computadores digitais eram eletromecânicos, cons-
truídos a partir de interruptores chamados relés (relays), os quais são utilizados para ligar
ou desligar mecanicamente outros circuitos conectados a eles, em função da corrente elé-
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trica que trafega seus pólos. Justamente por essa razão os computadores eletromecânicos
apresentavam, inicialmente, um desempenho bastante inferior se comparados aos compu-
tadores elétricos analógicos que não dependiam de partes móveis para operar. Copeland
(2008) indica que os primeiros cientistas a construir computadores universais digitais ele-
tromecânicos foram, praticamente no mesmo período, Howard Aiken na Universidade de
Harvard, Turing em Bletchley Park e posteriormente em Princeton, e Konrad Zuse em
Berlim, sendo que Zuse foi responsável pelo primeiro computador programável, chamado
de Z3, em 1941.
O primeiro computador eletrônico digital, o Colossus, composto por aproxi-
madamente 1600 válvulas, foi usado pelos cripto-analistas de Bletchley Park para quebra
das comunicações criptografadas das forças alemãs durante a guerra. Esse projeto foi
mantido em sigilo durante décadas e, apenas a partir de 1970, informações sobre esses
projetos e as atividades desenvolvidas em Bletchley Park foram reveladas para o público
geral. Segundo os relatos catalogados por Copeland (2008), ao término da guerra, havia,
no total, dez Colossi funcionando continuamente, pois as chaves das cifras alemãs eram
atualizadas diariamente.
Após o fim da guerra, o projeto em Bletchley Park foi extinto, os Colossi fo-
ram destruídos e Newman e Turing continuaram seus trabalhos com computadores digitais
para pesquisa científica no National Physical Laboratory (NPL) em Londres e, mais tarde,
em Cambridge. Além do Colossus, Copeland (2008) enumera algumas iniciativas notáveis
na história dos primeiros computadores, como o projeto Atanasoff da Universidade Esta-
dual de Iowa (1937-1942), também baseado em válvulas; e os projetos norte-americanos
ENIAC e EDVAC, nos quais von Neumann desempenhou papel central a partir de 1944.
Ainda segundo os relatos catalogados por Copeland (2008) e Hodges (1983), von Neu-
mann buscou ativamente manter o trabalho “Números Computáveis,” de Turing, como
o referencial norteador no desenvolvimento de ambos os projetos. Segundo esses rela-
tos, identificou-se que a grande barreira técnica a ser transposta nesses projetos residia
predominantemente sobre a efetividade e velocidade de leitura e escrita da memória do
computador a qual, no modelo de Turing, era representada pelas operações da cabeça de
leitura e escrita e pela fita de papel, aspecto central do vínculo entre o físico e o abstrato.
Em 1938, o matemático Claude Shannon introduziu outra noção fundamental
que conecta o substrato físico às abstrações matemáticas tal qual preconizado por Lovelace
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no motor analítico. Ao publicar sua tese de mestrado, Shannon (1938) sugeriu associar
os estados físicos dos relés eletromecânicos à forma algébrica da lógica desenvolvida por
George Boole, formalizando assim, a conexão entre o físico e o abstrato nos computadores
digitais. Ao equiparar o estado desligado de um relé ao número zero booleano (ou o
símbolo falso) e o estado ligado ao número um booleano (ou o símbolo verdadeiro) Shannon
introduz a noção de bit30, ou unidade básica de informação computacional. Dessa forma,
Shannon viabiliza a construção de fórmulas da álgebra booleana em circuitos de relés
eletromagnéticos interconectados. Esse resultado de Shannon foi fundamental para os
projetos dos computadores Colossus, ENIAC e EDVAC e permanece no cerne da atividade
de programar computadores até os dias de hoje31.
Temos então nesse período o surgimento efetivo da atividade de programar
computadores. O matemático e historiador da computação David Alan Grier (1996) apre-
senta uma análise interessante sobre o uso do termo programar para a ação de escrever
um algoritmo na memória de um computador eletrônico para que este execute-o. Ele ras-
treia a origem semântica desse uso ao projeto EDVAC, na universidade da Pennsylvania,
quando von Neumann, ao escrever seu “Projeto de Relatório sobre o EDVAC”, faz uso
desse termo em conjunto com uma terminologia biológica para descrever os elementos
físicos — o hardware — da máquina EDVAC. Von Neumann descreve as partes dessa
máquina como “órgãos” e “neurônios” e, para os componentes de natureza abstrata —
o software —, como “instruções”, “padrões de ordens”, “operações” e “código” (BURKS,
1980). Ainda segundo o levantamento de Grier, o uso dos termos orgânicos foram uma
peculiaridade específica da linguagem utilizada por von Neumann, não havendo adesão
similar por outros cientistas envolvidos nesses mesmos projetos. Em particular, Grier
afirma que o termo programar, tal como é usado cotidianamente hoje em dia, foi introdu-
zido pelo matemático Burks, colaborador de von Neumann e importante protagonista do
projeto ENIAC (BURKS, 1980; GRIER, 1996).
Nesse mesmo artigo o autor também discute brevemente a hipótese de que a
30. O termo bit é um neologismo que resulta da amálgama de binary digit ou, em português, dígito biná-
rio. Além de ser usado para viabilizar a álgebra booleana por meio dos conectivos da lógica proposicional,
o bit também representa um número inteiro em base binária. Dessa forma, é possível representar núme-
ros inteiros de qualquer outra base numérica, inclusive a base decimal. Ou seja, é possível representar
qualquer cadeia simbólica bem-formada por meio de uma sequência de bits.
31. As linguagens de programação atuais usualmente apresentam um tipo de variável específico para
operações lógicas. Em referência a George Boole, a palavra-chave para definir sintaticamente uma variável
desse tipo é, em geral, bool ou boolean, dependendo da linguagem de programação que se use.
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invenção do computador digital, com armazenamento de seu programa em memória ele-
trônica, poderia caracterizar uma revolução científica do tipo kuhniano (GRIER, 1996).
Nesse caso, os projetos precursores do projeto ENIAC seriam pré-paradigmáticos e o ad-
vento do ENIAC caracterizaria uma revolução científica por unificar campos matemática
com a engenharia eletrônica. Entretanto, logo após introduzir essa hipótese, ele a descarta
argumentando que o ENIAC não foi resultado do “acúmulo de anomalias de uma crise
intelectual” (GRIER, 1996), mas sim, resultado de motivações de caráter “mais econô-
mico que intelectual” (ibid.). Além da razão apontada por Grier para rejeitar a hipótese
de modelo kuhniano do desenvolvimento do projeto ENIAC, penso que há um motivo
ainda mais fundamental para rejeitá-la: a revolução paradigmática, para Kuhn, ocorre
primordialmente a partir de crises e anomalias epistêmicas, que colocam em jogo teorias
científicas de caráter, tipicamente, explicativo. Os tradicionais exemplos que Kuhn apre-
senta provêm predominantemente das ciências naturais, e me parece difícil transpor a
estrutura epistêmica dos períodos de crise científica identificados por Kuhn para o âmbito
tecnológico das disciplinas das engenharias, nas quais dificilmente se encontram teorias
explicativas. Nesse sentido, o período da construção de computadores tem características
científicas bastante diferentes do período anterior, no qual argumentei que a teoria da
computação surge a partir do desbravamento do cerne do conhecimento matemático, que
ocorreu em resposta à uma crise epistêmica. De certa forma, pode-se dizer que esse período
anterior, com os resultados de Gödel, Turing e Church, mostra-se como um período de
redescoberta, enquanto que os períodos dos projetos de construção dos primeiros compu-
tadores preparam tecnologicamente o cenário desta ciência para o momento subsequente,
de justificação e normatização do conhecimento computacional.
1.7. O desenvolvimento acadêmico da ciência da computação
Os avanços tecnológicos dos computadores eletrônicos, observados inicialmente
nos anos em que se deu a segunda guerra mundial, continuaram progressivamente durante
as décadas subsequentes até os dias de hoje. Universidades e companhias privadas foca-
das nas áreas de engenharia eletrônica e engenharia computacional trabalham incessante-
mente buscando sempre ultrapassar os limites técnicos da tecnologia corrente. Contudo,
mesmo diante de todos esses avanços, alguns aspectos comuns permanecem na arquitetura
tecnológica dos computadores atuais, inalterada em relação aos computadores dos anos
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1950: A unidade central de processamento (central processing unit ou CPU); a memória
de armazenamento de dados tanto para leitura como para escrita; e os dispositivos de
entrada e saída de dados (input / output devices ou I/O) são partes comuns à quase que
todos os projetos de computadores, seguindo a arquitetura de von Neumann dos projetos
EDVAC e ENIAC. É certo que os princípios físicos por meio dos quais esses elementos ope-
ram e a eficácia de suas operações progrediram significativamente com o desenvolvimento
tecnológico e, de fato, esse tipo de progressão técnica, implica um aumento do poder
computacional desses equipamentos. Esse tipo de progresso tecnológico foi catalogado
na conhecida lei de Moore, a qual declara que “em um circuito integrado, o número de
transístores por polegada quadrada dobra a cada 18 meses, aproximadamente” (MOORE,
1965). Moore deriva essa “lei” a partir da observação histórica na evolução na fabricação
de circuitos integrados, projetando temporalmente o padrão constatado no passado, para
o futuro. Grosso modo, o mercado de circuitos integrados manteve-se de acordo com a
lei de Moore até que, recentemente, em 2016, alguns autores previram uma diminuição
na taxa estabelecida por Moore em função de limites físicos na fabricação de circuitos
integrados.
Diante do exposto acima, é interessante notar como esse tipo de avanço no
poder computacional é, em primeiro lugar, caracterizado por um aumento linear na ca-
pacidade computacional e, em segundo lugar, uma questão estritamente tecnológica e
pertinente às engenharias e processos industriais. Nesse sentido, distingue-se o que é
progresso oriundo de tecnologia industrial e progresso estritamente científico. A ciência
da computação, a partir da segunda metade do século XX toma um rumo ortogonal em
relação às engenharias de hardware, buscando estabelecer o arcabouço teórico, ou seja, o
corpo de conhecimento que fundamenta a construção dos softwares e algoritmos por meio
dos quais os computadores originais operam.
Com a estabilização da tecnologia de armazenar programas em memória ele-
trônica, os computadores e a própria computação tornaram-se ferramentas auxiliares de
cálculo para as outras áreas de conhecimento, tais como as ciências aplicadas, ciências
sociais e engenharias. Segundo Knuth (1972), a demanda pelo estudo da computação
nas principais universidades norte-americanas se iniciou por meio de uma campanha de
popularização do computador como produto comercial (ou maquinário computacional32,
32. Do inglês, computing machinery.
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na terminologia corrente durante as décadas de 1950 e 1960) pela IBM. Com o objetivo
de criar esse tipo de mercado, a IBM doou uma centena de unidades do computador
IBM 650 para as principais universidades dos Estados Unidos a fim de difundir seu pro-
duto também no meio acadêmico. Entretanto, com exceção das poucas universidades
envolvidas na construção dos primeiros computadores33, o uso destes não passava de uma
curiosidade para alguns alunos e pesquisadores. Edsger W. Dijkstra, um dos pioneiros
na formalização disciplinar da ciência da computação, em uma palestra em 1972, ilustra
bem estatuto social do cenário pré-disciplinar desse campo de conhecimento:
[Em 1952] Eu precisei me decidir entre parar de programar [computadores] e me
tornar um físico teórico verdadeiro e respeitável ou continuar, com algum esforço
mínimo, meus estudos para completar apenas minha educação formal em física e me
tornar… O quê? Um programador? Mas essa é uma profissão respeitável? Afinal, o
que é programação? Onde está o sólido corpo de conhecimento que poderia servir
de base para uma disciplina intelectualmente respeitável? (DIJKSTRA, 1972 apud
TEDRE, 2014, p. 36)
Dijkstra inicialmente apresenta sua dúvida em termos do status social de sua escolha
de carreira profissional, constatando que a programação de computadores não seria uma
atividade respeitável justamente por não apresentar, naquela época, qualquer corpo epis-
têmico “respeitável”. Como então se construiu um corpo epistêmico “respeitável” nesta
disciplina? Segundo Knuth (1972), essa construção foi viabilizada por meio do ativismo
de alguns acadêmicos visionários, como George Forsythe, um reconhecido docente do
departamento de matemática da universidade de Stanford e uma das figuras centrais a
conclamar a comunidade científica para o processo de disciplinarização da ciência da com-
putação. Knuth apresenta algumas citações de Forsythe que demonstram seu ativismo
em declarar a relevância da ciência da computação como área de conhecimento legítima
e, principalmente, distinta da matemática buscando também recursos para investimento
nesse tipo de pesquisa. A princípio, Forsythe destaca o tipo de pensamento necessário
para a atividade de programar computadores:
O uso de praticamente qualquer técnica computacional sugere a investigação de
33. Em particular, no caso das universidades norte-americanas, o Massachusetts Institute of Technology
(MIT), a universidade de Illiniois e a universidade da Pennsylvania. Essa última foi o local onde se originou
a arquitetura de referência de von Neumann, adotada pela IBM (KNUTH, 1972; TEDRE, 2014, p. 35).
Sobre esse ponto da introdução dos computadores no meio acadêmico, vale notar que o conhecimento
do uso extensivo desse tipo de maquinário por instituições militares durante a segunda guerra mundial
foi mantido sob sigilo durante muito tempo e, assim, o conhecimento adquirido nos anos durante e
imediatamente após a guerra ainda se encontrava sob sigilo e inacessível para a grande maioria dos
pesquisadores.
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uma série de problemas matemáticos. Há portanto, um impacto considerável da
computação na própria matemática, e podemos esperar que isso influencie cada vez
mais a pesquisa matemática. (FORSYTHE, 1958 apud KNUTH, 1972)
Forsythe busca aprofundar o conhecimento e as técnicas em computação, inicialmente,
dentro dos próprios cursos de graduação e pós-graduação no departamento de matemática
de Stanford. Em 1961, Forsythe qualifica computação como ciência, pela primeira vez,
em meio escrito:
[Novos computadores] são desenvolvidos com tanta velocidade que mesmo os cien-
tistas de computadores não conseguem acompanhá-los. Isso deve ser desconcertante
também para os matemáticos e os engenheiros… Apesar da diversidade de suas apli-
cações, os métodos para tratar dos problemas difíceis com computadores apresentam
uma clara identidade unificada, e o nome Ciências de Computador34 é atribuído a
essa disciplina conforme ela emerge. No entanto, deve-se compreender que se trata
de um campo “jovem” cuja estrutura ainda é nebulosa. Um estudante [desse campo]
ainda encontrará muito mais perguntas do que respostas. (FORSYTHE, 1961 apud
KNUTH, 1972, grifo meu)
Sob a nomenclatura ciências de computador Forsythe inclui teoria de programação, aná-
lise numérica, processamento de dados e construção de sistemas computacionais. Afirmou
ainda, que de todas essas aplicações da computação, o conhecimento de teoria de progra-
mação era o menos compreendido pelos cientistas daquela época (KNUTH, 1972). Mais
tarde, ele próprio afirmou que já se “conhece o suficiente sobre as diversas aplicações
da computação para reconhecermos o advento de um corpo coerente de técnicas sob a
alcunha de ciência de computador” (FORSYTHE, 1963 apud KNUTH, 1972) e, nessa
passagem, nota-se ciência no singular. Neste novo corpo científico, Forsythe defende que
mesmo que os computadores sejam utilizados para tarefas completamente distintas, seja
para projetos de engenharia, processamento de dados médicos ou ainda composição musi-
cal, há um núcleo epistêmico comum nesse processo, uma “estrutura computacional que
permanece sempre a mesma” (ibid.). Segundo Knuth, apesar de Forsythe não ter sido
34. Observa-se que nos anos iniciais de formação dessa disciplina, algumas das primeiras universidades
norte-americanas utilizaram predominantemente a expressão computer science (ciência de computador)
em detrimento de computing science (ciência da computação). Atualmente, há certa predominância de
computer science no inglês norte-americano e computing science em regiões anglofônicas fora da América
do Norte (TEDRE, 2014, cap. 7). Nas línguas de origem latina e, em particular, no português, a tradição
se estabeleceu com a expressão ciência da computação de forma bem mais homogênea. Além dessas
variantes, há ainda institutos e faculdades que optam por usar ciências da computação, com ciências no
plural. Neste trabalho, mantenho o padrão ciência da computação como tradução de ambos computer sci-
ence e computing science, contudo, como nesta seção discute-se também o processo de formação do nome
desta ciência, apenas quando relevante utilizarei essas formas alternativas como ciência de computador
ou ciências de computadores de forma a refletir os referenciais bibliográficos que discutem distinções sutis
na terminologia.
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o inventor do nome ciência de computador, ele desempenhou um importante papel na
divulgação e aceitação dessa nova ciência como campo autônomo de conhecimento.
No início da década de 1960, nas universidades norte-americanas já havia al-
guns programas de pós-graduação em ciência da computação. Contudo, como era uma
área de conhecimento ainda imatura, esses programas apareciam com nomenclatura di-
versa: o primeiro deles, em 1962, na Universidade de Purdue, foi entitulado como Ciências
de Computador, no departamento recém fundado e de mesmo nome; em Carnegie Mellon,
havia o programa de Sistemas e Ciências de Comunicação; na Universidade da Pennsylva-
nia, o programa Ciências de Computador e Informação; na Universidade de Michigan, o
programa de Ciência da Comunicação e, em Stanford, o programa de Ciência de Computa-
dor. Para Forsythe, a criação destes programas de pesquisa e ensino se justificava em razão
da importância do conhecimento computacional em si mesmo. Para ele, das ferramentas
pedagógicas para formação técnica e científica dos alunos de graduação e pós-graduação,
“a matemática e a linguagem natural são as mais importantes destas ferramentas, e a
ciência de computador uma terceira” e que o “aprendizado de matemática e da computa-
ção de forma conjunta apresenta vantagens pedagógicas” ao trabalhar simultaneamente
conceitos complementares (FORSYTHE, 1968 apud KNUTH, 1972).
Apesar desta ciência ser relativamente jovem, parece não ser possível determi-
nar precisamente onde ou quando a expressão ciência da computação foi utilizada pela
primeira vez. O primeiro registro escrito do termo ocorre em um artigo publicado em
1959 na CACM (Communications of the Association for Computing Machinery) de auto-
ria de Louis Fein, fundador da Computer Control Company e consultor na Universidade
de Stanford, naquela época (TEDRE, 2014, p. 146). Tedre também menciona uma ane-
dota folclórica reproduzida recorrentemente nos departamentos de computação, na qual
justifica-se a escolha dos termos computação e ciência em virtude de que, na época, estes
serem termos mais atrativos para estudantes em busca de formação acadêmica e pro-
fissional, em detrimento dos termos computador e engenharia, respectivamente. Ainda
nesse período entre as décadas de 1950 e 1960 outras expressões relacionadas ou com
referente similar à ciência da computação foram sugeridas para esse mesmo campo de
conhecimento. Por exemplo: processamento de dados, sistemas de informação, gestão de
informação, dentre outras. O título atribuído ao profissional dessa área após concluída
sua formação, apresenta um conjunto de expressões variantes ainda maior: engenheiro de
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computação, analista numérico ou especialista em processamento de dados, como exem-
plos mais “sóbrios”. Tedre (2014, p. 147) enumera também neologismos até um tanto
cômicos que eventualmente foram propostos pelos editores da CACM para possíveis títu-
los para os profissionais que trabalhavam com computação: “turingenheiro”, “turologista”
(ambos os termos são aglutinações em referência a Alan Turing), diagramador de fluxo,
profissional de meta-matemática aplicada e profissional de epistemologia aplicada35. Pos-
teriormente, ainda outros neologismos aglutinativos foram sugeridos para caracterizar a
área de conhecimento: comptologia, computerologia, hipologia, informática e datamática.
Knuth, durante toda sua carreira, sempre engajado nesse debate, argumentou
fortemente contra as nomenclaturas que indicassem que o objeto de estudo desse campo
de conhecimento fosse a informação (como informática, datamática ou processamento de
dados) preferindo uma nomenclatura que deixasse claro que o objeto de estudo primordial
são os algoritmos. Nesse sentido, Knuth sugere o termo algoritmica36 (KNUTH, 1972;
TEDRE, 2014, p. 149). Outro cientista da computação bastante vocal nesse debate foi
Dijkstra, opositor da expressão ciência de computador que terminou por se consolidar
nas universidades norte-americanas. Ele defendia o uso do nome ciência da computação,
argumentando por meio de uma analogia, que chamar esta nova área de conhecimento de
ciência de computador seria equivalente a chamar cirurgia de ciência da faca (DIJKSTRA,
1987).
O debate sobre a nomenclatura desse campo científico já demonstra o cará-
ter demarcacionista desta discussão, no qual o que está em disputa é a propriedade do
conteúdo epistêmico dessa área de conhecimento. Se estamos falando de ciência da com-
putação, então nos referimos ao conhecimento sobre a ação de computar, enquanto que
ciência de computador remete ao estudo do instrumento, do aparato tecnológico que com-
puta. No primeiro caso, a ciência da computação é a área de conhecimento que parece
mais abrangente e pode-se pensar na matemática ou na lógica como superconjuntos desse
tipo de conhecimento, ou, como constatado nas últimas décadas do século XX, a compu-
tação acaba por se diferenciar como uma área acadêmica autônoma, como defenderam
Forsythe, Knuth e Dijkstra. No segundo caso, quando denomina-se esta ciência como
ciência do computador, implicitamente sugere-se que a engenharia seja a área acadêmica
35. Tradução livre dos originais em inglês: turingineer, turologist, flow-charts-man, applied meta-
mathematician e applied epistemologist (TEDRE, 2014, p. 147).
36. Do inglês, algorithmics.
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em destaque e que esta ciência talvez apresente um caráter instrumentalista, com foco de
estudo sobre a construção e o uso do aparato tecnológico necessário para computar. Nas
seções seguintes examinaremos alguns dos principais objetos de estudo deste campo de
conhecimento.
1.8. A consolidação do corpo epistêmico na computação clássica
1.8.1. Noções introdutórias
A partir da década de 1950, cientistas das mais diversas áreas passaram a
ter acesso a computadores digitais. Dessa forma, os primeiras pessoas que iniciaram
a atividade de programador possuíam formação em física, matemática, engenharia ou
nas ciências aplicadas em geral, que escreviam seus programas com o intuito de resol-
ver problemas específicos de suas respectivas áreas de conhecimento. Relatos (CONTE,
1978; TEDRE, 2014, cap. 3) indicam que os primeiros programadores das universida-
des norte-americanas e européias, eram cientistas que trabalhavam predominantemente
com engenharia aeroespacial, física, astronomia e outros campos de pesquisa que, de uma
forma ou outra, poderiam se beneficiar do poder computacional desses novos equipamen-
tos. A partir dessa demanda, predominantemente utilitarista, surgiu a percepção de que a
programação dos computadores envolvia algum tipo de conhecimento, naquele momento,
ainda nebuloso, que vai além da simples tradução dos conhecidos processos matemáticos
para um programa de computador. Nesses relatos, pode-se notar que essa necessidade
de expansão do conhecimento computacional surge de um movimento notadamente em-
pírico. Um exemplo interessante que suporta tal afirmação, reside na implementação do
algoritmo que segue da prova de Tarski para a decisão de fórmulas de números reais (R).
Logo que que esse algoritmo foi codificado em um computador, percebeu-se que o tempo
necessário para a sua execução crescia muito, de forma a rendê-lo inutilizável na prática,
mesmo se executado em um computador digital. Para uma fórmula de tamanho n, o
tempo de execução (T ) desse tipo de algoritmo é da ordem de T = 22.
..
2 }
n (AARON-
SON, 2013, p. 46). Ou seja, a taxa de crescimento do tempo de execução, nessa peculiar
escala exponencial, mostra-se supreendentemente alta. Para ilustrar mais concretamente,
para um input de n = 3, o tempo de execução é T = 65536; para n = 4, T = 265536,
e assim por diante. De fato, para uma fórmula ainda trivial, de tamanho n = 4, o uso
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desse algoritmo já mostra-se inviável mesmo para os padrões de desempenho dos compu-
tadores mais avançados em termos de hardware. Em princípio, seria possível chegar a essa
conclusão de forma analítica sem qualquer necessidade de sequer codificar ou executar o
algoritmo em um computador digital real. Entretanto, naquele momento, na “infância”
da ciência da computação, o conhecimento necessário para tal análise ainda não havia
sido plenamente desenvolvido, tampouco havia clareza de que tal preocupação mais tarde
se tornaria um dos principais pontos focais desta área de conhecimento.
No exemplo anterior, sobre a taxa de crescimento do tempo de execução do
algoritmo para decisão de fórmulas de números reais, o desenvolvimento teórico da com-
putação logo confluiu para a busca por métodos eficazes para determinar a complexidade
de algoritmos. Convencionou-se que, para identificar a complexidade de um algoritmo,
determina-se um limite superior para algum tipo de recurso computacional. Como compu-
tadores são, em última instância, aparatos físicos (seja um computador eletrônico digital,
seja um humano munido de lápis e papel), tipicamente os recursos delimitados são o
tempo de execução do algoritmo ou o espaço necessário para armazenar os resultados e
cálculos intermediários.
Conforme a busca por tal metodologia foi se desenvolvendo, logo se percebeu
que, ao invés de calcular em detalhe quanto tempo demora a execução de um algoritmo,
ou a quantia de memória necessária para tal execução, é mais conveniente mapear e
compreender o comportamento de crescimento assintótico daquele determinado recurso
computacional em função do tamanho do problema a ser resolvido. Como a utilidade dessa
análise é necessariamente comparativa, é fundamental estabelecer previamente um modelo
computacional de base. Usualmente, adota-se o modelo da máquina de Turing. Como nos
interessa o comportamento assintótico comparativo do algoritmo, a eficácia operacional
do modelo computacional em si faz-se irrelevante, desde que sempre se mantenha o mesmo
modelo.
1.8.2. Notação assintótica
Com o adensamento do foco de pesquisa no comportamento assintótico dos al-
goritmos, a comunidade científica adotou a notação que ficou conhecida como O-grande37
37. Do inglês, big-O notation. Há também notação para os outros limites assintóticos, como a big-
Ω e big-Θ. A maneira de traduzir essa terminologia para o português varia consideravelmente sendo
que, muitos autores optam por sequer traduzi-la. Neste trabalho, será mantido O-grande, Ω-grande e
63
para descrever os limites superior e inferior, respectivamente, do comportamento assintó-
tico. Essa notação foi originalmente sugerida por Paul Bachmann, ainda em 1894 para
análise assintótica de funções numéricas. Anos mais tarde, essa notação passou a ser
utilizada também para análise de algoritmos em teoria computacional e, posteriormente,
foi revista por Knuth (1976) para as necessidades específicas da análise em computação,
apresentando menor ênfase na precisão analítica que a teoria original de Bachmann apre-
sentava.
Na readequação de Knuth, denota-se O(f(n)) como limite superior, ou pior
caso; Ω(f(n)) como limite inferior, ou melhor caso e Θ(f(n)) como uma análise in-
termediária, ou caso médio. Não é incomum encontrar na literatura e textos didáticos
referências à complexidade O(f(n)) como o comportamento intermediário simplesmente
por este ter sido o símbolo que mais se popularizou nesse tipo de análise. A título de
curiosidade, nessa readequação notacional, Knuth sugere utilizar o nome da letra grega
Omicron para o limite superior O-grande em oposição ao Omega do limite inferior. No en-
tanto, no trabalho anterior de Bachmann, a letra O tem sua origem no Latim, referindo-se
à ordem (ordnung) da função numérica em análise, sendo esta última a pronúncia que de
fato se consolidou.
Descreve-se então o crescimento assintótico de algum recurso computacional
com O(f(n)), Ω(f(n)), e Θ(f(n)) nos quais n representa o tamanho de input do algo-
ritmo. Normalmente, nos interessam as análises comparativas dos padrões de crescimento
dos algoritmos. Por exemplo, se a análise de do tempo de execução de um algoritmo
qualquer resulta em algo como f(n) = 25n5 + 3n2 + 5, diz-se que tal algoritmo apre-
senta um crescimento, no pior caso, de O(n5) ou da ordem de n5. Na maioria dos casos
temos algumas ordens típicas de crescimento, como: ordem constante O(1), ordem lo-
garítmica O(log n), ordem linear O(n), ordem log-linear O(n log n), ordem polinomial
O(nc), ordem exponencial O(cn) e ordem fatorial O(n!).
Para exemplificar, podemos selecionar dois conhecidos algoritmos para ordena-
ção de elementos de um vetor de tamanho n. O algoritmo bubble sort, resolve o problema
iterando sucessivamente sobre os elementos do vetor, quantas vezes for necessário, com-
parando pares de elementos e trocando-os de posição caso o elemento xi seja maior que o
Θ-grande, respectivamente. Além disso, existem outros limites interessantes, além destes, e muitos outros
detalhes técnicos desse tema que não serão abordados no presente trabalho. Para aprofundamento em
teoria de complexidade computacional, algumas excelentes referências são: Computational Complexity de
Papadimitriou (1994) e Computational Complexity: A Modern Approach de Arora e Barak (2009).
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elemento xi+1. Esse algoritmo apresenta complexidades temporais Ω(n), Θ(n2) e O(n2),
e complexidade espacial O(1). Isso significa dizer que, no melhor caso (Ω), o vetor está
inicialmente ordenado e portanto, apenas iterar uma vez pelos n elementos é suficiente
para constatar a ordenação correta e finalizar; no pior caso (O), o vetor está inicialmente
ordenado de forma reversa ao desejado, logo, será necessário substituir os elementos dois
a dois, percorrendo pelos n elementos do vetor, n vezes; o caso intermediário não oferece
desempenho assintótico diferente do pior caso e, em termos de espaço, para esse algoritmo
nenhuma memória adicional é necessária além do espaço já ocupado para o input do vetor
inicial.
O algoritmo merge sort, descoberto por von Neumann em 1945, apresenta
estratégia recursiva, dividindo o vetor inicial em n subvetores até que cada subvetor
tenha apenas um elemento de forma que, nesse caso, o subvetor é considerado ordenado.
Em seguida, reagrupa-se (a operação de merge) em ordem crescente os elementos de
dois subvetores adjacentes, recursivamente. Ao término das operações de merge, o vetor
resultante estará ordenado. Esse algoritmo apresenta complexidade temporal Ω(n log n),
Θ(n log n) e O(n log n), e complexidade espacial O(n) em virtude do processo recursivo
de particionamento. Diante desses dois exemplos de algoritmos de ordenação, fica evidente
que o tamanho n do input inicial não precisa ser muito grande para notarmos a diferença
de desempenho temporal entre o merge sort e o bubble sort: supondo um input inicial
com n = 104, o bubble sort apresenta complexidade O(n2) = 108 enquanto que o merge
sort apresenta complexidade O(n log n) = 4× 104.
Em princípio, poderia se pensar que esse tipo de análise apresenta distorções,
ou até, talvez, que seja insuficiente. Podemos imaginar programas P e Q com com-
plexidades OP (na) e OQ(bn), respectivamente, tais que a constante a seja um numero
suficientemente grande e a constante b um número suficientemente pequeno. Nesse ce-
nário, seria razoável dizer que o programa P , mesmo apresentando ordem polinomial,
tem desempenho pior que o o programa Q, mesmo que este apresente ordem exponen-
cial. Entretanto, o atual modelo de abstração de complexidade mostra-se adequado para
a grande maioria de casos de problemas computacionais pela razão de que este modelo
foi abstraído a partir de um conhecimento essencialmente empírico, formalizado após os
cientistas enfrentarem análises de diversos algoritmos no desenvolvimento da computação
e da teoria de complexidade computacional (AARONSON, 2013, p. 54).
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1.8.3. Classes de problemas
Por meio desse sistema de análise, os problemas e algoritmos computacionais
passaram a ser classificados em função de seu crescimento assintótico. Então, uma série de
classes de problemas foram identificadas, construindo-se um sistema de taxonomia para os
problemas computacionais a partir desses parâmetros. Por exemplo, a classe TIME(f(n))
é formada pelo conjunto de problemas que podem ser resolvidos em O(f(n)) iterações,
assim como a classe SPACE(f(n)) é formada pelo conjunto de problemas que podem ser
resolvidos com O(f(n)) unidades (ou bits) de memória. Por convenção, além de fixar-
se o modelo computacional da máquina de Turing, o termo problema refere-se sempre a
um problema de decisão, ou seja, um problema formulado como uma pergunta que exige
uma resposta sim ou não, em função de um determinado input de tamanho n. A partir
desse arcabouço teórico, cientistas da computação descobriram uma série de classes de
problemas estabelecendo também relações hierárquicas entre elas:
A classe P compreende todos os problemas de decisão para os quais existe um al-
goritmo capaz de fornecer a resposta em tempo polinomial. Ou seja, P = ∪k∈N TIME(nk).
Um típico problema que pertence à classe P é o teste de primalidade de um número inteiro,
ou, se formulado como um problema de decisão: “O número i é primo?”
A classe EXPTIME compreende todos os problemas de decisão para os quais
existe um algoritmo capaz de fornecer a resposta em tempo exponencial. Ou seja,
EXPTIME = ∪k∈N TIME(kn).
As classes PSPACE e EXPSPACE, são classes análogas aos dois exemplos de
classes mencionados anteriormente, mas que se referem a problemas de decisão para os
quais existe um algoritmo que os resolve em espaço polinomial e exponencial, respecti-
vamente. Além de destes exemplos existem diversas outras classes de problemas e, o
estudo das relações hierárquicas entre as classes de problemas computacionais culminou
por configurar-se como um dos assuntos centrais da teoria da computação. Por exemplo, o
teorema da hierarquia temporal38, provado em 1965 por Stearns e Hartmanis garante que
TIME(f(n)) ⊊ TIME(f(n)2), ou seja, que existem problemas que podem ser resolvidos
38. O teorema da hierarquia temporal não restringe-se apenas à complexidade quadrática, pois f(n)
pode ser qualquer função polinomial com a propriedade de construtividade temporal. A definição precisa
do teorema da hierarquia temporal é apresentada em detalhe em outros trabalhos específicos sobre teoria
computacional (ARORA; BARAK, 2009, cap. 3; cf. PAPADIMITRIOU, 1994, cap. 7) assim como a
propriedade de construtividade temporal da função f(n), necessária para a prova precisa do teorema.
Além dessa referência, Aaronson (2013) também apresenta uma prova informal bastante didática do
teorema.
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em TIME(f(n)2) mas que não podem ser resolvidos em TIME(f(n)).
1.8.4. A classe NP
Para definir a classe NP é necessário previamente introduzir o conceito de al-
goritmo não determinista. Para conceituar um algoritmo desse tipo, pode-se imaginar
um algoritmo tal que, diante de um impasse em seu processo de decisão, poderia, diante
de todas os caminhos possíveis, trivialmente “adivinhar” a melhor opção e seguir seu pro-
cesso computacional de decisão. Outra maneira de interpretar a operação desse tipo de
algoritmo é imaginar que a máquina não determinista bifurca por todas as possibilidades
de caminho, criando um número indeterminado de máquinas deterministas tradicionais,
simultaneamente, e identificando em O(1) o caminho ideal. Se tal conceito parece “má-
gico”, uma vez que usamos termos como “adivinhar” ou “identificar o caminho correto
imediatamente”, é porque de fato um algoritmo não determinista é um exercício mental;
um construto puramente teórico elaborado como ferramenta para estudo dos problemas
computacionais. No mundo real, não há nenhum algoritmo não determinista concreto
conhecido, independentemente do modelo computacional escolhido.
A partir da classe NTIME(nk) que compreende os problemas que podem ser
resolvidos por um algoritmo não determinista em tempo O(nk) deriva-se a classe NP.
Analogamente à definição da classe P, a classe NP compreende todos os problemas de
decisão que podem ser solucionados por um algoritmo imaginário não determinista em
tempo polinomial (nondeterministic polynomial). Ou seja, NP = ∪k∈NNTIME(nk).
Prima facie, a definição da classe NP parece por demais abstrata; entretanto,
seu propósito é auxiliar na tarefa de examinar os limites do que é efetivamente computável.
Nesse sentido, uma definição informal, porém mais intuitiva, é que a classe NP compreende
todos os problemas de decisão para os quais a prova de uma resposta afirmativa (i.e. um
“sim”) pode ser verificada por uma máquina determinista em tempo polinomial. Um
problema desse tipo pode ser formulado como: “Dado um número inteiro de 107 dígitos,
tal número tem algum divisor cujo último dígito é 3?”. Mesmo para o computador mais
rápido, fornecer tal resposta é impraticável, apesar de sermos capazes de imaginar uma
máquina não determinista capaz disso. Por outro lado, se alguém fornecer um número
específico como possível resposta, é fácil, ou seja, é factível em tempo polinomial, verificar
se o número fornecido é de fato uma resposta.
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Em resumo, a classe P compreende todos os problemas de decisão para os quais
há um respectivo algoritmo que resolve em tempo polinomial, e a classe NP compreende
todos os problemas de decisão para os quais há um respectivo algoritmo que verifica
uma resposta afirmativa em tempo polinomial. Colocado dessa forma, já fica evidente
que P ⊂ NP: afinal se um problema pode ser resolvido em tempo polinomial, uma
resposta afirmativa pode ser verificada também em tempo polinomial. No entanto, ainda
há incerteza se todo problema NP tem, necessariamente, algum algoritmo que o resolva
em tempo polinomial. Isto é, ainda é incerto se P = NP ou se P ̸= NP.
1.8.5. O problema P vs. NP
O desafio central na busca por uma solução para o problema P vs. NP se
resume a “distinguir os problemas que são realmente difíceis de resolver dos problemas
que meramente parecem ser difíceis de resolver” (AARONSON, 2013, p. 57). Fazer esse
tipo de distinção é, por si só, uma tarefa difícil e é uma das atividades principais à qual os
teóricos da computação dedicam-se com frequência. O problema de teste de primalidade,
citado anteriormente, é um exemplo dessa situação. Há relatos de que, em 1991, já se
acreditava que este fosse um problema P, em virtude de alguns resultados obtidos durante
a década de 1980, contudo, isso só foi provado em 2002 com a descoberta do algoritmo
AKS (AGRAWAL; KAYAL; SAXENA, 2004).
Para distinguir problemas que realmente são NP dos problemas que meramente
aparentam ser, foi desenvolvida a teoria de redução de problemas e NP-completude39, por
Cook, Karp e Levin no início da década de 1970. Define-se a classe NP-difícil, que com-
preende os problemas mais difíceis pertencentes à classe NP. Mais precisamente, um
problema A é NP-difícil quando todo problema de NP pode ser reduzido, em tempo poli-
nomial, ao problema A (PAPADIMITRIOU, 1994). Posto de outra forma, se tivéssemos
à disposição um oráculo capaz de resolver imediatamente o problema A, poderíamos re-
solver, em tempo polinomial, qualquer problema de NP invocando, em tempo polinomial,
o oráculo que resolve o problema A.
Um problema qualquer A é NP-completo se A é, simultaneamente, NP-difícil e
NP. O problema da satisfatibilidade booleana (SAT), também conhecido como problema
da satisfatibilidade proposicional, consiste em determinar se existe uma interpretação
39. Para aprofundamento na teoria da NP-completude e redução de problemas, ver Papadimitriou
(1994, cap. 8).
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que satisfaz uma dada fórmula booleana, isto é, se há uma valoração para as variáveis
booleanas da fórmula tal que a fórmula seja verdadeira. A especialização 3-SAT do
problema SAT, consiste em determinar a satisfatibilidade de uma fórmula booleana em
sua forma normal conjuntiva tal que cada cláusula da fórmula seja limitada a, no máximo,
três variáveis. Esse foi o primeiro problema que se provou ser NP-completo, pelo teorema
de Cook-Levin (PAPADIMITRIOU, 1994, pg. 171). É fácil ver que a verificação de
uma resposta para uma fórmula do problema 3-SAT é factível em tempo linear, mas
que encontrar uma resposta para tal fórmula, com os algoritmos que conhecemos hoje,
exige tempo exponencial. Um exemplo desse tipo de fórmula, onde a variável xi ocorre
livremente, é:
(x1 ∨ ¬x2 ∨ x3)∧
(¬x4 ∨ x5 ∨ ¬x6)∧
...∧
(xn−2 ∨ xn−1 ∨ xn)
Após a formalização da prova da NP-completude do problema SAT, ele aca-
bou por se configurar um importante problema NP-completo nesse sistema de redução
de problemas: para demonstrar que algum problema NP qualquer é NP-completo, basta
mostrar que esse problema é tão difícil quanto algum outro problema NP-completo conhe-
cido, tipicamente, o próprio problema SAT. Durante as décadas de 1980 e 1990, cientistas
da computação concentraram esforços em provar a NP-completude de conhecidos proble-
mas de complexidade, a princípio, não-polinomial. Nesse sentido, as técnicas empregadas
na redução de problemas NP a problemas NP-completos (em particular, ao SAT) foram
se realimentando de tal forma que, durante anos, diversos dos periódicos científicos de
computação se concentraram na publicação de novas provas de NP-completude. Esse pe-
ríodo parece apresentar caráter de “ciência normal”, na caracterização proposta por Kuhn,
para as fases em que as ciências naturais se voltam, prioritariamente, a resolver problemas
(puzzles), à luz de um paradigma aceito (KUHN, 1962/2012). Esse período de identifi-
cação de novas provas de problemas NP-completos foi muito vibrante, chegando a um
ponto de saturação, quando conferências dedicadas ao estudo de complexidade de algorit-
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Figura 1.3: Diagramas de Euler para os conjuntos de problemas P, NP, NP-completo e NP-difícil
Fonte: https://commons.wikimedia.org/w/index.php?curid=3532181
(Esfahbod, 2007).
mos deixaram de aceitar para publicação novas provas de NP-completude (AARONSON,
2013, p. 61).
Finalmente, para responder à pergunta se P = NP, bastaria provar que um
problema NP-completo, como o SAT, é na verdade, um problema P. Da mesma forma,
ainda não há uma prova que P ̸= NP; para tanto, bastaria provar que um problema
NP-completo definitivamente não é P, que isso valeria para toda a classe. Essas duas
possibilidades são ilustradas por meio dos diagramas de Euler (figura 1.3), que ilustram
a classificação dos conjuntos de problemas diante das duas possibilidades: Se P = NP,
então os três conjuntos, P, NP e NP-completo coincidem, sendo todos subconjuntos de
NP-difícil.
Embora atualmente haja certa expectativa de que P ̸= NP, essa questão
permanece em aberto diante da ausência de provas de qualquer uma dessas duas possibili-
dades. Essa questão também ganhou certa notoriedade em outras áreas de conhecimento
e, até mesmo, na cultura popular, em virtude das possíveis consequências práticas, em
particular, se P = NP. Usualmente, os impactos para os sistemas de criptografia e segu-
rança de dados sensíveis são os primeiros a serem mencionados. Os algoritmos de chave
pública e cifras simétricas utilizados nesse tipo de sistema exploram justamente a difi-
culdade computacional de se extrair as chaves criptográficas por meio de algoritmos de
busca, tendo que se enfrentar as mesmas dificuldades de tempo de execução que se enfren-
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taria para encontrar a resposta que satisfaz uma fórmula do problema 3-SAT. Diante de
tal cenário, os sistemas computacionais de grandes organizações, que muitas vezes detém
dados sensíveis como bancos e agências governamentais, teriam que ser completamente
revistos, afinal, qualquer computador seria capaz de buscar em tempo polinomial pelas
chaves criptográficas desse tipo de sistema.
Em 2000, o Clay Mathematics Institute enumerou os sete principais problemas
da matemática, que permaneciam em aberto, oferecendo um prêmio de US$ 1.000.000,00
pela solução de cada um deles. Mesmo não sendo um problema estritamente da matemá-
tica, o problema P vs. NP está na lista dos seis problemas remanescentes, já que, em 2006,
a conjectura de Poincaré foi solucionada. Apesar do problema P vs. NP figurar dentre
os grandes problemas da matemática, Aaronson oferece uma visão bastante dramática da
importância desse problema, em especial, diante da possibilidade de P = NP:
Se problemas NP fossem factíveis, seria possível automatizar a criatividade mate-
mática. A capacidade de verificar a prova [de um teorema] implicaria a capacidade
de encontrar essa prova. Cada Apple II, cada Commodore apresentaria o poder de
raciocínio de Arquimedes ou Gauss. Simplesmente ao programar um computador
e deixando-o rodar, poderíamos não apenas resolver o próprio problema P vs. NP,
mas também os outros seis problemas Clay. (AARONSON, 2013, p. 56)
Ou seja, a capacidade de checar a prova de um teorema implica a capacidade de encontrar
essa prova. Segundo Aaronson, a atividade de encontrar provas seria trivializada, ou ao
menos, factível polinomialmente. Aaronson também representa o grupo de cientistas que
acredita que o mais provável, é que P ̸= NP e que, mesmo uma prova deste cenário menos
dramático, expandiria consideravelmente os limites do conhecimento computacional que
temos hoje. No entanto, essa visão não é consenso. Knuth, por exemplo, acredita que
há boas chances de obtermos uma prova não-construtiva de que P = NP (KNUTH,
2014). Nesse cenário, não haveria nenhuma expansão epistêmica útil, nem haveria a
ruptura imaginada por Aaronson. Esses exemplos servem para ilustrar duas posições bem
distintas, provenientes de renomados cientistas da área, que talvez sirvam para ilustrar
como realmente ainda há um grande território a ser desbravado na teoria de complexidade
computacional, ou ainda, como evidência da possibilidade de que o modelo teórico da
hierarquia de complexidades de problemas precisa ser refinado diante de novas descobertas
relacionadas ao problema P vs. NP.
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1.9. Inteligência artificial e computação heurística
Na seção anterior foi mencionada a dificuldade que a computação enfrenta com
os problemas de grande complexidade, que usualmente envolvem um grande número de
iterações em crescimento não polinomial. Entretanto, algoritmos heurísticos são estudados
como estratégia para abordar esses problemas “intratáveis” pela computação determinista
clássica. Sobre computação heurística, Marvin Minsky sumariza:
Um computador pode fazer, em certo sentido, apenas aquilo que é ordenado que
ele faça. Mas, mesmo quando não sabemos exatamente como resolver um certo
problema, podemos programar uma máquina para Buscar, em um grande espaço de
tentativas de solução. Infelizmente, quando escrevemos um programa simples para
tal pesquisa, normalmente descobrimos que o processo resultante é enormemente
ineficiente. Com técnicas de Reconhecimento de Padrões uma maior eficiência pode
ser alcançada ao restringir os tipos de tentativas mais apropriados. Com Aprendi-
zado pode-se melhorar a eficiência direcionando a busca de acordo com experiências
anteriores. Analisando a situação com métodos de Planejamento, a máquina pode
melhorar ainda mais ao reduzir o espaço de pesquisa por uma exploração menor e
mais apropriada. Finalmente, a Indução considera alguns conceitos gerais em como
alcançar comportamento inteligente em uma máquina. (MINSKY, 1961)
Nesse influente artigo, Minsky detalha, com exemplos minuciosos, quatro técnicas gerais
de computação heurística: reconhecimento de padrões, aprendizado, planejamento e in-
dução. Essencialmente, todas essas técnicas almejam tornar factível, pela perspectiva da
complexidade computacional, a busca por uma resposta adequada para um problema que
não se sabe ao certo como resolver. Entende-se que um programa que seja capaz de re-
solver algum problema dessa forma, exibirá algo que caracterizamos, em sentido bastante
amplo, como comportamento inteligente. Dessa forma, pode-se apresentar uma definição
geral de inteligência artifical como o subcampo da ciência da computação voltado para o
desenvolvimento de programas que habilitem computadores a exibir comportamento que
possa ser caracterizado, grosso modo, como inteligente. (THOMASON, 2016)
Historicamente, a conjectura de que uma máquina exibe um comportamento
aparentemente similar ao comportamento humano remete também a Alan Turing. Em
seu texto “Maquinário Computacional e Inteligência”, Turing (1950) propõe examinar
a possibilidade de uma máquina ser capaz de “pensar”. Para escapar da dificuldade
que envolve definir com precisão os termos máquina e pensar, ele equipara a análise
dessa questão — uma questão tipicamente filosófica — ao experimento mental do jogo da
imitação.
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Conforme vimos na Seção 1.3, Lovelace imaginou esse cenário antes de Turing
(além de antever as dificuldades que Minsky e outros pesquisadores de computação heu-
rística apontariam). Da mesma forma, a questão de autômatos pensantes foi ponderada
por A. J. Ayer (1936) e, pode-se dizer que antes ainda, por Descartes, estando na base do
problema ontológico do dualismo contra o materialismo monista. Contudo, a estratégia
de Turing é inusitada ao evitar a discussão de conceitos problemáticos como inteligên-
cia ou ainda consciência, redirecionado o dilema para o jogo da imitação ou, como ficou
conhecido depois, o teste de Turing.
O teste se configura de forma que um avaliador humano A faça perguntas para
os participantes B e C, dos quais um é também um humano e o outro um computador.
Os três envolvidos estão separados fisicamente e a troca de perguntas e respostas ocorre
por meio de linguagem natural exibida em uma tela de computador, a fim de evitar que
A perceba qualquer tipo de característica física de B ou C. O objetivo do avaliador A
é determinar qual dos participantes do jogo é humano, qual é máquina, enquanto que
os participantes podem tentar se passar por aquilo que não são e, principalmente, o
computador se passar por um humano. Dessa forma, Turing transfere a questão inicial
de uma máquina com poder cognitivo semelhante ao poder cognitivo humano para a
pergunta de se é possível imaginarmos um computador digital capaz de se passar por
um humano, caso se ocultem suas características físicas da avaliação. Turing examina
cenários possíveis nesse jogo, além de discutir as principais objeções para a possibilidade
de máquinas exibirem poder cognitivo que assemelhe-se à cognição humana.
Essa possibilidade, de que um programa em princípio possa exibir um compor-
tamento que caracterizaríamos, genericamente, como humano, mostra-se como referencial
norteador para as discussões que existem hoje na área da inteligência artificial. Turing
(1950) indica que, na sua época, muitos pensavam que se poderia colocar máquinas para
executar atividades tidas como abstratas, como jogar xadrez, e que tal feito poderia ser
evidência de uma máquina que exibe comportamento inteligente. Em 1996, o computador
Deep Blue, desenvolvido pela IBM, obteve sua primeira vitória contra o então campeão
mundial de xadrez, Garry Kasparov. Apesar de esse evento ter sido extensivamente tra-
tado pela mídia de grande circulação e, informalmente, se discutir se isso significava que
o ser humano havia sido intelectualmente “derrotado” por uma máquina, o Deep Blue
foi considerado não mais que uma grande realização tecnológica. Não sem razão, o Deep
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Blue apenas aliava seu grande poder de cálculo a um típico algoritmo de análise e busca
de combinações de jogadas possíveis, com seleção de jogadas em função do estilo de jogo
do seu adversário. Afinal, um algoritmo que enumera todas (ou quase todas) as possibili-
dades de jogada não nos parece como “inteligência”. Entretanto, na configuração do teste
de Turing os mecanismos internos da máquina (ou do humano) são desconhecidos pelo
avaliador e apenas o comportamento externo é levado em consideração.
Recentemente, em 2016, mais uma vez, a mídia noticiou o que parecia ser
uma nova vitória de um programa de computador sobre um proeminente jogador, desta
vez, sobre o tabuleiro do milenar jogo chinês, chamado Go. A razão para muitas pessoas
considerarem esse programa — o AlphaGo — mais significativo que o Deep Blue reside
na estrutura do jogo. Nesse jogo, dois jogadores disputam o domínio de suas peças sobre
um tabuleiro quadrado de 19 × 19 posições. Além disso, todas as peças são iguais, ou
seja, diferentemente do xadrez, cada peça pode fazer exatamente os mesmos movimentos
de forma que não há valoração diferente dentre elas. Em virtude dessa estrutura e do
conjunto muito simples de regras, a quantidade de configurações possíveis de jogadas
chega a um número surpreendemente alto — um tabuleiro de tamanho 19 × 19 tem
361 posições individuais e 2.08× 10170 configurações possíveis (TROMP; FARNEBÄCK,
2006).
Diante do número enorme de jogadas possíveis, um programa semelhante ao
Deep Blue torna-se completamente inviável. Mais do que isso, a forma de jogadores hu-
manos jogarem Go e xadrez tem muitas diferenças; jogadores de Go não analisam jogadas
individuais peça por peça e utilizam termos vagos para avaliar as situações do jogo; por
exemplo, referem-se a um tabuleiro favorável como um tabuleiro em “boa forma” (NIEL-
SEN, 2016). Traduzir esse tipo de avaliação para um modelo algorítmico de valoração
recai sobre uma complexidade computacional intratável.
Para superar essa dificuldade, os programadores do AlphaGo construíram uma
rede neural artificial a partir do registro histórico de 150.000 jogos reais, jogados por joga-
dores humanos e, por meio de técnicas de reconhecimento de padrões, tornou-se possível
predizer com boa probabilidade a próxima jogada que um jogador faria naquelas situa-
ções. Estabelecida essa base inicial, os parâmetros da rede neural foram ajustados itera-
tivamente por meio de aprendizado por “experiência”, isto é, o programa jogou partidas
com versões anteriores dele mesmo, reajustando, a partir dos resultados dos jogos, os pa-
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râmetros de sua rede neural com maior granularidade. Segundo relatos dos pesquisadores
do projeto, nesse momento o AlphaGo apresentava proficiência equivalente a um jogador
amador. No terceiro estágio, o projeto AlphaGo usou um processo estocástico para prever
as próximas jogadas em função da configuração corrente do tabuleiro, montando uma
árvore de decisão e privilegiando jogadas com maior chance de sucesso.
Em resumo, o AlphaGo utilizou três das técnicas enumeradas por Minsky: re-
conhecimento de padrões a partir de um banco de dados de jogos; aprendizado a partir de
jogos com versões ligeiramente diferentes dele mesmo; e planejamento das jogadas futuras
por meio de uma sofisticada função de valoração, construída dinamicamente a partir do
jogo corrente. Em comparação, o Deep Blue tem apenas uma função de valoração de
jogadas, escrita diretamente pelos programadores, a partir da análise que esses progra-
madores fizeram de jogos anteriores. Nesse sentido, ao contrário do Deep Blue, pode-se
afirmar que o AlphaGo reajusta e aprimora por si mesmo seu próprio código em função
de sua própria experiência pregressa, enquanto que o Deep Blue é programado em função
da experiência de seus programadores.
Com esse conjunto de técnicas, buscou-se mimetizar artificialmente comporta-
mentos difíceis de definir com precisão, como a “intuição” de um jogador proficiente de
Go, ou a avaliação de um tabuleiro em “boa forma”. Outros termos curiosos aparecem,
empregados pelos comentadores do embate: afirmou-se que o AlphaGo executou jogadas
surpreendentes e belas, ou ainda, a declaração do líder do projeto, Demis Hassabis, de
que o “AlphaGo mostrou-se confiante da vitória a partir do meio da partida” (BYFORD,
2016, grifo meu). Termos como beleza, confiança ou criatividade ou mesmo aprendizado,
conforme veiculados nas notícias sobre os jogos do AlphaGo são termos tipicamente da
cognição humana e, nesse sentido, o teste de Turing toma uma perspectiva interessante,
pois atribui-se características humanas (ou animais) para um programa de computador
mesmo sem o artifício de esconder sua natureza artifical dos participantes. Além disso,
pode-se afirmar que esse tipo de computação heurística apresenta, em sua estrutura, duas
camadas de conhecimento construído a partir da experimentação: Na primeira camada,
os programadores de redes neurais executam seus algoritmos sobre grandes quantidades
de dados e ajustam os parâmetros da rede conforme coletam os resultados dessas compu-
tações e, na segunda camada, nesse caso, sem intervenção humana, o próprio sistema se
auto-alimenta a partir de suas próprias experiências pregressas.
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Diante do exposto, busca-se ilustrar diferenças de metodologia e de tipo de
conhecimento quando comparamos a computação heurística e a clássica, ainda que, em
última análise, todo programa seja “apenas” uma máquina de Turing como qualquer outra,
que simplesmente transforma sequências simbólicas.
1.10. Uma concepção disciplinar para a ciência da computação
Houve várias iniciativas para composição de um currículo comum que contem-
ple o conhecimento necessário para o cientista da computação. Um exemplo desse tipo de
trabalho é o relatório intitulado “Computação como uma Disciplina”, elaborado por Peter
Denning et al. (1989). Este trabalho foi o resultado final de uma força tarefa constituída
pela ACM e IEEE Computer Society para, justamente, identificar o cerne do conheci-
mento da ciência da computação. Os autores enumeram as três atribuições principais da
força tarefa:
A força tarefa tinha três funções gerais: (1) Descrever a ciência da computação
de maneira a enfatizar suas questões fundamentais e realizações mais significativas.
Essa definição deve reconhecer a natureza de mutabilidade constante dessa área indi-
cando que este trabalho é um mero retrato de um processo contínuo de crescimento.
(2) Propor um paradigma de ensino para a ciência da computação em conformidade
com os padrões científicos, enfatizando o desenvolvimento de competência nessa área
que integre harmoniosamente teoria, experimentação e projeto. (3) Estabelecer um
exemplo detalhado de curso introdutório de ciência da computação fundamentado
em um modelo curricular e descrição disciplinar. (DENNING et al., 1989)
É interessante notar como o esforço normativo no processo de organização disciplinar
do conhecimento computacional ocorre posteriormente ao desenvolvimento dos aspectos
descritivos do conhecimento teórico. A tríade de objetivos da força tarefa liderada por
Denning busca normatizar de forma completa o conteúdo disciplinar da ciência da com-
putação, porém, simultaneamente, reconhece que esse conhecimento deve ser entendido
como algo mutável e aberto. Nesse sentido, partem do pressuposto de que o conteúdo
introdutório para o curriculum dos cursos de computação é apenas uma sugestão. Outro
ponto enfatizado no relatório é a nomenclatura da área de conhecimento: concluem que
não há distinção significativa entre ciência da computação e engenharia da computação
e, portanto, que os resultados obtidos no empreendimento dessa força tarefa aplicam-se
igualmente para todas as áreas do conhecimento computacional, independentemente de
como sejam chamadas.
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Outro ponto também discutido pelos autores desse relatório é a importância
que se atribui, a priori, à atividade de programar computadores. Eles afirmam que “equi-
parar ciência da computação com programação (de computador) é uma noção enganosa”,
entretanto, reconhecem que “seguramente a programação de computadores é parte inte-
gral da disciplina e, portanto, todo curso de graduação deve almejar competência nessa
atividade” (DENNING et al., 1989). Atualmente, essa é uma noção que vigora tanto no
meio acadêmico da computação como fora dele. Entende-se que a habilidade de escrever
programas de computadores é fundamental para o cientista da computação, assim como
para engenheiros e profissionais dessa área. Além disso reconhece-se como importante o
domínio da sintaxe das principais linguagens de programação. Todavia, os autores do
relatório também classificam como um cientista ou profissional da computação o indiví-
duo que, além do conhecimento de programação, apresente também uma sólida fundação
dos aspectos teóricos da disciplina: algoritmos notáveis, problemas típicos, estruturas de
dados e, subjacendo a tudo isso, a teoria de complexidade computacional e a computa-
bilidade. Segundo os autores, limitar o ensino de computação à programação “decorre
de nossa antiga crença de que linguagens de programação são bons veículos para ganhar
acesso ao conhecimento de toda a área”, mas que, tal crença termina por “limitar qualquer
habilidade de expressar essa disciplina em sua total expansão e riqueza” (DENNING et
al., 1989).
Constatando que a ciência da computação não deve ser reduzida à mera ativi-
dade de programar computador, os autores do relatório disciplinar sugerem uma descrição
do que consiste a disciplina da ciência da computação, com as devidas ressalvas de que
o conteúdo desse relatório é apenas um trabalho inicial acerca de um campo “vivo” de
conhecimento. O relatório, traça seguinte síntese da ciência da computação:
A disciplina da computação é o estudo sistemático dos processos algorítmicos que
descrevem e transformam a informação; sua teoria, análise, projeto, eficácia, imple-
mentação e aplicação. A pergunta fundamental que subjaz à computação em sua
totalidade é: “O que pode ser (eficientemente) automatizado?” (DENNING et al.,
1989)
De fato, essa pergunta fundamental permeia o estatuto científico da computação e pode-se
afirmar que consiste no denominador comum, provavelmente, de todos os sub-campos da
computação. No entanto, antes disso, uma pergunta similar já havia sido concebida para
sintetizar a ciência da computação:
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A pergunta “O que pode ser automatizado?” é uma das perguntas, filosóficas ou
práticas, mais inspiradoras da civilização contemporânea. (FORSYTHE, 1969 apud
TEDRE, 2014, p. 164)
O relatório de Denning et al. acrescenta ao predicado dessa pergunta o qualificador
eficientemente, grafado entre parênteses, que muitas vezes é omitido (cf. TEDRE, 2014, p.
155). Claro que em 1969 não se dispunha ainda das noções de complexidade computacional
e esse “adendo” acaba por ser utilizado ou omitido em função da ênfase que se deseja
atribuir à teoria de complexidade.
Os autores do relatório identificam três paradigmas distintos em sua concepção
disciplinar de computação. O primeiro paradigma chama-se teoria, constituído a partir
da matemática que fundamenta a computação. Nesse paradigma, os autores afirmam
que a sequência típica do trabalho do cientista-matemático é: i) definir os objetos de
estudo; ii) hipotetizar relações entre esses objetos (estabelecer teoremas); iii) determinar
a veracidade das relações (provar teoremas); iv) interpretar os resultados.
O segundo paradigma chama-se abstração ou modelagem, fundamentado no
“método científico”. Os autores enumeram quatro passos para a atividade típica deste
paradigma, que seguem à investigação de algum fenômeno: i) formar uma hipótese; ii)
construir um modelo que estabelece uma previsão; iii) elaborar um experimento e coletar
dados; iv) analisar os resultados40.
O terceiro paradigma — projeto— é fundamentado no método de trabalho das
engenharias. Para os autores são também quatro passos que, usualmente, são necessários
para construção de um sistema que se propõe a resolver um dado problema: i) estabelecer
requisitos; ii) descrever uma especificação; iii) projetar e implementar o sistema; iv) testar
o sistema.
Os autores reconhecem que essa separação em três paradigmas distintos de
forma tão categórica beira a superficialidade e que “uma examinação mais aprofundada
revela que, na computação, os três processos se entrelaçam intrincadamente” (DENNING
et al., 1989, grifo meu) de forma a inviabilizar a identificação de um paradigma predo-
40. O relatório de Denning et al. não conceitua com precisão o que entende por “método científico”.
Pela breve descrição dos passos que os autores enumeram, parece que se referem à concepção positivista de
método hipotético-dedutivo, originada na tradição empirista-racionalista. Nessa tradição, ainda bastante
presente no senso comum, “Bacon e Descartes tornaram a observação e a razão como a nova autoridade”
com relação à busca pelo conhecimento garantido (POPPER, 1963/2002, p. 22). Por certo, os passos iii)
e iv) enumerados por Denning et al., são vagos e admitem tanto a concepção empirista-racionalista como
o racionalismo crítico popperiano. Para Popper, ao invés de buscar verificar suas hipóteses, o cientista
busca refutá-las. Esse assunto é abordado em maior detalhe no capítulo seguinte deste trabalho.
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minante. Parece-me que os autores defendem a inseparabilidade dos três paradigmas
especialmente na computação, porque partem da premissa de que há uma separação en-
tre essas abordagens em um cenário mais generalista. Portanto, pressupõem que a teoria
fundamenta o conhecimento matemático, que a experimentação (que optam por chamar
de abstração ou modelagem) fundamenta as ciências naturais e que o projeto fundamenta
a engenharia.
O exame das premissas do relatório de Denning et al. revela que a inseparabi-
lidade dos três paradigmas é anterior à computação. Com efeito, na própria história da
computação, como vimos na Seção 1.4.3 deste capítulo, há indícios de que parece haver
situações em que o desenvolvimento do conhecimento matemático segue um padrão nem
sempre apriorista (LAKATOS, 1976). Da mesma forma, fica claro que a teoria que surge
como fruto do conhecimento matemático-computacional no desenvolvimento da análise
assintótica, conforme descrito na Seção 1.8.2 deste capítulo, fundamenta também os pa-
radigmas de experimentação e de projeto (na terminologia de Denning et al). De fato,
podemos notar como a raiz teórica de complexidade computacional, permeia também a
busca do que pode ser eficientemente automatizado. Esse ponto, de certa forma, refuta
o argumento de Denning et al. de que não há predominância de algum dos paradigmas
e, portanto, leva-nos a questionar se realmente faz sentido usar o termo paradigma para
referenciar esses recortes exclusivamente metodológicos. Nesse sentido, pode-se consta-
tar como os aspectos normativos da ciência da computação são ativamente construídos a
partir da sedimentação dos aspectos descritivos dessa ciência.
Como ocorre com frequência em quase que todas as áreas do conhecimento, a
concepção disciplinar da computação ilustrada por Denning, Forsythe, Knuth e Dijkstra
tem também seus críticos, assim como o próprio entendimento da computação como ci-
ência foi algumas vezes contestado. Essas críticas são de natureza variada, nas quais, às
vezes, contesta-se a caracterização da computação como ciência ou diretamente o corpo
epistêmico da computação. Por exemplo, na visão de Hartmanis (autor do teorema da
hierarquia temporal na teoria de complexidade computacional), o problema central acerca
da natureza do conhecimento computacional reside no fato de que a computação “se con-
centra mais em como do que em o que, que é o ponto focal das ciências físicas.” (HART-
MANIS, 1993).41 Para Hartmanis, essa preocupação com o como justifica caracterizar a
41. Hartmanis utiliza os termos how e what para sintetizar como os pontos focais da computação e das
ciências naturais, respectivamente. Essa caracterização em uma única palavra é bastante problemática,
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computação como um tipo de engenharia. Além de aparentemente atribuir um caráter
ontológico-hipotético para as ciências naturais e metodológico para a computação, Hart-
manis alega que uma ciência natural é documentada por experimentos enquanto que a
computação, tal qual a matemática, por demonstrações e provas. Crítica similar é apre-
sentada por McKee:
(…) nas ciências naturais, a pesquisa é baseada em observações (dados), que os
cientistas podem explicar, predizer e replicar enquanto que, na computação, não
existem dados além dos computadores e programas, que sempre comportam-se da
maneira para a qual foram projetados. (MCKEE, 1995 apud TEDRE, 2014, p. 162)
Logo, McKee conclui, a computação não é uma ciência, mas sim, uma disciplina sintética,
da engenharia. Brooks, outro conhecido proponente da visão da computação como en-
genharia, argumenta nas mesmas linhas, dizendo que “o cientista constrói para estudar”
enquanto que “o engenheiro estuda para construir” (BROOKS, 1996 apud TEDRE, 2014,
p. 162).
A seção anterior, na qual apresentei as principais diferenças metodológicas
e epistemológicas da computação heurística e da inteligência artificial em comparação
à computação clássica, serve de contraexemplo para esse tipo de argumento tecnicista.
Tal qual o exemplo do AlphaGo, diversos programas que envolvem heurísticas, redes
neurais ou aprendizado de máquina servem de evidência para afirmar que: i) programas de
computador podem apresentar resultados surpreendentes; ii) embora projetados a priori,
algoritmos são também estudados a posteriori; iii) a distinção entre o “engenheiro que
projeta” e o “cientista que estuda” é mais difusa do que aparenta, talvez em particular,
na ciência da computação.
Há ainda a possibilidade de que esse movimento de caracterizar a computação
como parte das engenharias seja reflexo do próprio movimento de consolidação das en-
genharias no meio acadêmico, ocorrido na maioria das universidades no mesmo período
em que a computação surgia como campo de pesquisa acadêmica. O dilema, entretanto
permanece:
Se a engenharia química é a aplicação da química e a engenharia mecânica é a
aplicação das ciências de materiais e da física, a engenharia da computação seria a
uma vez que pode-se pensar em perguntas como “o que é um elétron?” ou “o que acontece se…?”. O
primeiro caso indica uma teoria explicativa, enquanto que o segundo caso indica a estrutura de uma
hipótese preditiva. Essa síntese deixa muitas lacunas em sua caracterização de ciência, servindo apenas
como ponto de partida para o autor distinguir computação das ciências naturais, sem se aprofundar sobre
sua terminologia ou suas premissas.
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aplicação do quê? Tentativas de responder a esse desafio foram escassas; sugestões
incluem “engenharia da matemática (ou dos processos matemáticos), engenharia da
informação, tecnologia cognitiva e engenharia conceitual.” (TEDRE, 2014, p. 163)
A pergunta citada acima é retórica, elaborada pelo autor com o objetivo de avançar sua
discussão sobre aspectos socioculturais no desenvolvimento da computação. Não obstante,
como o autor oferece respostas para as outras áreas de conhecimento, poderia se pensar
que a engenharia da computação talvez pudesse ser entendida como a aplicação sistemática
e a automatização da racionalidade. Nesse sentido, tal resposta sugere uma aproximação
mais forte entre ciência da computação e lógica e, talvez, até entre computação e filosofia
analítica.
Diante dos problemas expostos acima, é inevitável adentrar certas discussões
fundamentais da filosofia da ciência. As diferentes posições dos cientistas (ou engenhei-
ros) da computação, expostas acima, demonstram suas preconcepções diante de noções
tipicamente filosóficas. Denning et al. empregam uma terminologia claramente kuhniana
ao usar termos como paradigma e exemplar, seja por influência direta ou indireta. Além
disso, o fato de que o próprio esforço em normatizar um currículo comum para uma ci-
ência em constituição enquadra-se na tese de que as ciências se constituem a partir do
esforço social da comunidade científica, conforme defendido por Kuhn (1962/2012). Di-
ante dessa problematização do caráter científico da computação e, já havendo explorado
o desenvolvimento histórico e os elementos epistêmicos centrais constituintes dessa área
de conhecimento, parece importante examinar os aspectos principais do problema da de-
marcação e seu propósito geral no âmbito maior da filosofia da ciência, que é, justamente,
distinguir o conhecimento científico do conhecimento não-científico, para determinarmos
em que medida as análises filosóficas podem projetar luzes sobre aquele problema.
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Capítulo 2
Demarcação na filosofia da ciência
2.1. Relações entre o problema da demarcação e a ciência da
computação
Na última seção do capítulo anterior, apresentei a problematização do estatuto
científico da computação conforme as visões de alguns pesquisadores dessa área. Invaria-
velmente, tanto argumentos elaborados para defender um posicionamento científico para
a computação como argumentos elaborados para defender um posicionamento tecnicista
não científico para essa área de conhecimento dependem de um esclarecimento sobre os
critérios para distinguir uma área de conhecimento científica de uma área não científica.
Há a possibilidade de que parte das divergências seja, em uma análise mais profunda,
fruto de dificuldade de caracterizar o conhecimento científico. Hartmanis, por exemplo,
atribui um caráter axiomático, ou construtivo, para a computação, enquanto Denning
considera a computação uma área de conhecimento com práticas também experimentais
(TEDRE, 2014). Hoare, defensor do carácter axiomático, afirma que experimentos em
computação não são matemática e, como frequentemente não se pode generalizar as teo-
rias computacionais, “infelizmente, esses experimentos não são sequer ciência” (HOARE,
1985).
Hoare defende que, como um programa de computador é, em última instância,
um objeto matemático, sua corretude pode ser provada, dispensando qualquer necessi-
dade de experimentação. Nesse sentido, ele direciona sua crítica normativa não para o
conteúdo epistêmico da computação, mas sim para a qualidade da prática dos pesquisado-
res da computação. Ou seja, para Hoare, o indivíduo que recorre à experimentação para
estudar seus programas e algoritmos o faz simplesmente por falta de rigor matemático
em sua prática. A partir dessas duas posições divergentes42 é possível perceber que, além
de ser difícil de caracterizar a natureza desse conhecimento, não há consenso no enten-
dimento do que tipifica um campo de conhecimento como científico. No senso comum,
atribui-se caráter científico para atividades que envolvem alguma forma de experimenta-
42. As posições de Hoare e Denning ilustram os dois extremos do espectro de posições de diversos
pesquisadores sobre essa questão do estatuto científico da computação. Tedre (2006), em seu levanta-
mento sociocultural sobre a prática da computação, cataloga muitos exemplos das posições de diversos
pesquisadores sobre essa questão, que não serão reproduzidos aqui.
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ção em sua praxis. Contudo, não é claro a que tipo de metodologia deve se submeter tal
experimentação, ou que tipo de análise deve ser realizada com os resultados e observações
coletados nesses experimentos.
As declarações de Hoare e McKee (esta última, apresentada na Seção 1.10 do
capítulo anterior) aparentemente compartilham dessa concepção simplificada de ciência,
bem como de uma visão idealista da computação. Essas posições assumem que se usa
experimentação em computação quando não há rigor construtivo suficiente e que, ainda
segundo essa visão, a experimentação na computação torna a qualidade dos resultados
do trabalho questionável. Além disso, partem de uma premissa que equipara programas
computacionais a entidades matemáticas, em uma espécie de redutivismo similar ao fisi-
calismo, em que todo o conteúdo da ciência pode ser descrito por meio da física. Talvez o
entendimento de que objetos computacionais são exclusivamente objetos matemáticos, no
âmbito ontológico, seja influência do verificacionismo característico do empirismo lógico.
Esse ponto será retomado na próxima seção deste trabalho.
Enfim, na abordagem estritamente axiomática para o conhecimento compu-
tacional, o conhecimento construtivo matemático é entendido como sendo de estatuto
superior — seguramente correto — e, ainda segundo essa perspectiva, este deve ser o
caminho ideal para a prática da computação. Tanto a crítica à experimentação na com-
putação como a crítica à atribuição de estatuto científico para a computação parecem
seguir também de uma visão que, em primeiro lugar, ignora o caráter explicativo dessa
área de conhecimento e, em segundo lugar, confunde a metodologia típica de uma ciência
pura com a metodologia típica de uma ciência aplicada. Esse cenário parece decorrer de
uma concepção equivocada de ciência, ainda presente no senso comum:
Frequentemente é dito que a explicação científica é a redução do desconhecido ao
conhecido. Se o referente é a ciência pura, isso não poderia estar mais distante da
verdade. Pode-se dizer, sem incorrer em paradoxo, que a explicação científica é, ao
contrário, a redução do conhecido ao desconhecido. Na ciência pura, ao contrário
de uma ciência aplicada que toma a ciência pura como “dada” ou “conhecida”,
a explicação é sempre a redução lógica de hipóteses à outras que possuem nível
maior de universalidade; de fatos “conhecidos” e teorias “conhecidas” para assunções
que conhecemos muito pouco, por enquanto, e que ainda precisam ser testadas.
(POPPER, 1963/2002, p. 83)
Ao discutir o problema da explanação, Popper esclarece o tipo de explicação que se espera
de uma teoria proveniente de uma ciência pura versus o que ocorre em uma ciência
aplicada. De fato, na computação há a prática nos moldes de uma ciência aplicada, na
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qual a base teórica é “dada” e “conhecida”. Contudo, o estudo e a formação dessa base
teórica é parte integral dessa mesma área de conhecimento e, conforme vimos nos exemplos
apresentados no Capítulo 1 deste trabalho, parece se aproximar do estilo caracterizado
por Popper para a ciência pura, com hipóteses de alto poder explicativo e universalidade
de teorias, conforme vimos no mesmo capítulo. Assim, a visão tecnicista da computação
diminui seu caráter científico porque reduz toda a prática científica dessa área à prática
nos moldes das ciências aplicadas. Ora, talvez essa conclusão, aparentemente equivocada,
se deva ao critério de demarcação científica que a ela subjaz.
O problema da demarcação na filosofia da ciência — sendo a solução desse
problema um dos assuntos centrais do pensamento de Popper — consiste em distinguir
o conhecimento científico do conhecimento não científico, exatamente como buscam Den-
ning, Hoare e os demais comentadores do estatuto científico da computação. Em princípio,
tal distinção poderia ser aplicada tanto a teorias individuais como a grupos de teorias,
ou mesmo aos campos de conhecimento em sua totalidade. Assim, interessa ao demarca-
cionista identificar aquilo que caracteriza o conhecimento científico, isto é, quais são as
condições necessárias e suficientes para que determinado tipo de conhecimento seja dito
científico. Em um segundo plano, também interessa ao demarcacionista distinguir entre
os tipos principais de conhecimento não científico: aquele conhecimento que simplesmente
tem um caráter epistemológico ou metodológico diferente do conhecimento científico e, de
outro lado, o conhecimento chamado pseudocientífico (POPPER, 1963/2002, p. 51).
A distinção entre não ciência e pseudociência é também relevante na demarca-
ção. Chamamos de não ciência um campo de conhecimento que não atende às condições
necessárias para ser caracterizado como científico. Quanto à pseudociência, se recorrer-
mos à etimologia do termo, o prefixo pseudo, do grego, significa falso. Disso decorre que
chamamos de pseudociência um campo de conhecimento que não é uma ciência e que, si-
multaneamente, faz-se passar por ciência. Além desses tipos de demarcação, outros tipos
são ainda possíveis, como a distinção entre a praxis da ciência “boa” da ciência “ruim”,
mesmo dentro de um campo tipicamente científico, ou ainda, as fronteiras epistemológicas
e metodológicas entre os diversos campos científicos (LADYMAN, 2013).
Nesse sentido, Hansson pondera sobre a distinção semântica da palavra inglesa
science43 de seu correspondente germânico Wissenschaft. Ele argumenta que Wissens-
43. Aqui o argumento de Hansson aplica-se de forma similar ao português, já que a origem etimológica
de ambos os termos — scientia, do latim — é a mesma para ambos os idiomas.
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chaft possui sentido mais amplo, que engloba toda atividade acadêmica contemporânea,
incluindo as áreas das humanidades. O referencial semântico do termo germânico tende
a delimitar mais claramente a fronteira metodológica entre ciência e pseudociência, uma
vez que seu limite é aplicado à sistematização científica utilizada nas instituições e soci-
edades de pesquisa das diversas áreas de conhecimento que começaram a se consolidar
na Europa a partir do século XVII em virtude do movimento empirista, fundamentais
no funcionamento da ciência contemporânea (HANSSON, 2009). Esse sentido ampliado
de ciência, defendido por Hansson, parece mais adequado para examinar a tensão entre
ciência e pseudociência. Assim, a demarcação científica é a busca por determinar quais
crenças são epistemicamente garantidas (FULLER, 1985; HANSSON, 2009).
Existem razões teóricas e práticas para haver interesse na demarcação cientí-
fica. Do ponto de vista teórico, o estudo e a análise das diversas dimensões desse problema,
mencionadas acima, podem contribuir para esclarecer noções importantes para a filosofia
da ciência de forma semelhante ao estudo das falácias e antinomias, que contribui subs-
tancialmente para o estudo da lógica informal, argumentação e do pensamento crítico
(HANSSON, 2017). Nesse mesmo sentido, para Popper, a solução do problema da demar-
cação está fortemente ligada a alguns dos problemas centrais da filosofia da ciência, como
o problema da indução (POPPER, 1963/2002, p. 55). Esse assunto será elaborado em
maior detalhe nas seções subsequentes deste capítulo.
Do ponto de vista prático, argumenta-se que a ciência e a tecnologia têm
impacto direto e profundo na vida cotidiana das pessoas em suas dimensões individuais,
sociais, econômicas e políticas. Mahner enumera algumas questões para exemplificar esse
ponto:
Nós deveríamos confiar nossa saúde, e até nossas vidas, a métodos de diagnóstico ou
terapia não validados cientificamente? Os sistemas públicos de saúde deveriam cobrir
curas alternativas como homeopatia ou toque terapêutico? Radiestesia deveria ser
utilizada na busca de pessoas soterradas em avalanches ou desmoronamentos? A
polícia deveria empregar clarividentes na busca por pessoas desaparecidas ou para
auxiliar na solução de crimes? Análises astrológicas de personalidade ou depoimentos
de médiuns deveriam constar como evidência em processos judiciais? O orçamento
público deveria financiar “pesquisa” pseudocientífica ou apenas exclusivamente a
pesquisa científica? A população de uma sociedade moderna e democrática deveria
basear suas decisões políticas em conhecimento científico ao invés de superstição ou
ideologia? (MAHNER, 2013, p. 35)
A lista de perguntas acima ilustra a relevância e o efeito normativo — tanto do ponto
de vista ético como legal — que a reflexão acerca da demarcação científica traz para
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a sociedade em geral. Além disso, há ainda a dimensão pedagógica a considerar. Por
exemplo, muitas das grades curriculares de ensino fundamental contemplam astronomia e
não astrologia, biologia evolutiva ao invés de criacionismo, ou ainda, história ao invés de
arqueologia da teoria dos antigos astronautas (ibid.). Esse enfoque pode variar em função
do tipo de gestão, regulamentação e orientação ideológica das escolas. Ou seja, a socie-
dade, comitês, conselhos, governos e órgãos reguladores já tomam decisões importantes
regularmente por meio de uma atitude inerentemente demarcacionista.
Um exemplo real e emblemático desse tipo de situação ocorreu em 2005, nos
Estados Unidos. Um ano antes, em outubro de 2004, a administração do colégio distrital
da área de Dover, no condado de York na Pensilvânia, optou por lecionar a teoria do “pro-
jeto inteligente”44 como alternativa para a teoria da evolução. Em consequência, alguns
pais de alunos iniciaram um processo judicial contra a direção da escola, alegando que
essa reorientação pedagógica era motivada pela fundamentação religiosa dos dirigentes
da escola e, portanto, uma violação da primeira emenda da constituição norte-americana.
Além dos depoimentos dos queixosos, constaram também no processo depoimentos de filó-
sofos da ciência. Segue abaixo um trecho da sentença final proferida pelo juiz responsável
pelo caso:
Após uma extensa revisão dos registros aplicáveis a este caso, concluímos que, ainda
que os argumentos do DI [projeto inteligente] possam ser verdadeiros, proposição
essa que esta Corte não toma partido, DI não é ciência. Concluímos que DI falha
em três níveis diferentes, sendo que qualquer um deles seria suficiente para impedir
a determinação do DI como ciência. A saber: (1) DI viola regras básicas centenárias
da ciência ao invocar e permitir causação sobrenatural; (2) o argumento da comple-
xidade irredutível, central para o DI, emprega o mesmo dualismo falho e ilógico que
condenou ao fracasso a ciência criacionista nos anos 1980; e (3) os ataques por parte
do DI à teoria evolucionista foram todos refutados pela comunidade científica. […]
É adicionalmente importante notar que o DI falhou em ganhar aceitação na comuni-
dade científica, não gerou publicações revisadas por pares, tampouco foi submetido
a testes ou pesquisa. (JONES, 2005 apud TOKER, 2016)
Essa é uma situação que ilustra bem o tipo de repercussão que a reflexão e argumentação
acerca do problema da demarcação pode ter na sociedade, nesse caso, especificamente na
dimensão pedagógica. Esse se tornou um processo judicial com alguma visibilidade midiá-
tica, no qual um tribunal federal regido por um juiz considerado religioso e conservador
44. Inteligent Design é usualmente traduzido para “projeto inteligente”. É um argumento que defende
que as regularidades observadas na natureza são evidência da existência de uma entidade inteligente, res-
ponsável pela criação de toda a existência. Esse argumento é usado por seus defensores como justificativa
para corroborar a existência de um Deus criador e para explicar a origem da natureza e da vida. De
maneira geral, não é uma teoria aceita como científica.
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(BOUDRY; BLANCKE; BRAECKMAN, 2010; PIGLIUCCI, 2010) deliberou, a partir de
critérios de demarcação científica e depoimentos inclusive de filósofos da ciência, sobre o
ensino de uma teoria fundamentalista, culminando na desqualificação da teoria do projeto
inteligente como ciência por aquele tribunal. Contudo, é digno de nota que a tarefa de
demarcação do referido processo é diferente do problema da demarcação em seu sentido
filosófico mais amplo. Os acusadores no processo de Dover buscaram critérios para negar
o caráter científico especificamente do projeto inteligente. Essa tarefa é consideravelmente
mais simples do que identificar critérios para demarcar qualquer conhecimento como ci-
entífico ou não científico, já que, nesse caso, podemos comparar apenas as propriedades e
argumentos específicos do projeto inteligente, sem qualquer necessidade de generalização
dos critérios. Ao mesmo tempo, se houvesse algum consenso sobre bons critérios para de-
marcação científica, bastaria aplicá-los ao caso do projeto inteligente e teríamos a repostas
para o problema do colégio de Dover.
A partir de alguns importantes pensadores do período moderno — principal-
mente John Locke, George Berkeley e David Hume — se consolidou a idea de que todo
conhecimento sobre o mundo físico deve ser obtido por meio da observação de fatos. Antes
desse período, o conhecimento era baseado em autoridade, em particular, na de Aristóte-
les e da Bíblia (CHALMERS, 1976/1999, p. 2). Assim, para esses pensadores, essa base
factual é acessível apenas por meio da percepção sensorial. Essa noção tornou-se o cerne
do empirismo, isto é, a ideia de que podemos estabelecer conhecimento genuíno apenas
por meio da experiência, da observação. Para ilustrar, podemos considerar a posição de
Hume acerca do argumento do projeto inteligente:
Quando argumentamos a partir do curso da natureza e inferimos uma causa inteli-
gente particular, que inicialmente concedeu e ainda preserva a ordem do universo,
nós abraçamos um princípio que é incerto e inútil. É incerto porque essa causa re-
side completamente além do alcance da experiência humana. É inútil porque sendo
nosso conhecimento acerca dessa causa derivado totalmente do curso da natureza,
não podemos nunca, de acordo com as regras básicas da racionalidade, retornar
novamente da causa com uma nova inferência ou, fazendo adendos à experiência
comum do curso da natureza, estabelecer quaisquer novos princípios de conduta e
comportamento. (HUME, 1748/2012, p. 92)
Nessa passagem, são dois pontos centrais que Hume levanta contra o projeto inteligente:
(1) a criação da natureza é um evento inacessível para a experiência sensorial humana e (2)
inferir o projeto inteligente por meio das regularidades observadas na natureza constitui
um raciocínio abdutivo, de acordo com o esquema de Peirce (CHIBENI, 2006). O primeiro
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ponto de Hume remete diretamente aos fundamentos do pensamento empirista; o segundo
ponto trata de uma invalidade lógica que se apresenta no argumento do projeto inteligente.
Essa invalidade pode ser ilustrada por meio do seguinte esquema:
• P1. Se um criador inteligente criou a natureza (H), então haverá regularidades
na natureza (O).
• P2. Há regularidades na natureza (O).
• C. Portanto, a natureza é fruto de um criador inteligente (H).
Essa é uma inferência lógica na forma H → O,O ⊢ H . Dizemos que uma
dedução lógica é válida quando a verdade é necessariamente transmitida a partir das
premissas para a conclusão. Nesse exemplo, independentemente dos valores de verdade
de H e O, a forma dessa dedução não é válida. Para verificar essa invalidade, basta
atribuir valores tais que H = ⊥ e O = ⊤. Dessa forma, P1 e P2 serão verdadeiros, mas
C não poderá ser verdadeiro. Essa falácia lógica tem o nome de afirmar o consequente.
O pensamento empirista influenciou significativamente a atitude positivista
que se desenvolveu no período do empirismo lógico acerca do processo de constituição
do conhecimento científico. A associação entre experimentação e inferências permeiam
as tentativas subsequentes de identificar as propriedades distintivas do conhecimento ge-
nuíno e, possivelmente, demarcá-lo. Contudo, veremos a seguir algumas das dificuldades
encontradas nesse processo.
2.2. Inferências nas teorias científicas e o problema da indução
Na Seção 1.4 do Capítulo 1, defendi que alguns dos ideais e resultados dos
pensadores associados ao movimento lógico-empirista tiveram profundas relações com
o desenvolvimento da ciência da computação. De maneira semelhante, o problema da
demarcação científica, em sua forma atual, também é um desdobramento desse mesmo
período. O empirismo lógico foi um movimento de forte caráter interdisciplinar e marcado
por uma admiração pelo sucesso obtido nas recentes descobertas científicas. Esse sucesso
foi entendido como fruto da atitude racionalista e experimentalista por parte dos cientistas,
principalmente a partir do século XVII.
Os pensadores positivistas desse período buscaram examinar as possíveis rela-
ções entre a constatação de fatos e o conhecimento genuíno. Assim, procuraram incorporar
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a noção empirista de que o conhecimento genuíno deveria, de alguma forma, ser deri-
vado de fatos, cujo único meio de acesso seria pela experiência sensorial, pela observação
(CHALMERS, 1976/1999, p. 3). Contudo, existem algumas dificuldades nesse processo.
Um primeiro problema emerge na tentativa de construir objetivamente o conteúdo factual,
cientificamente significativo, a partir dessas observações, pois observações não são fatos
por si mesmas; fatos são descritos em declarações que, por sua vez, são construídas a
partir das observações. Além disso, esse processo de construção de declarações científicas
factuais também necessita de algum conhecimento anterior acerca do assunto em estudo.
Para exemplificar tanto o processo de transformação de observações em decla-
rações factuais, como a necessidade de conhecimento prévio para esse processo, podemos
considerar a viagem de Darwin a bordo do navio Beagle, que foi um evento marcante na
história da ciência. Nessa viagem, Darwin observou inúmeras novas espécies de animais
e vegetais, porém, ele não teria feito sua enorme contribuição científica apenas com suas
observações. Para realizar sua contribuição, Darwin formulou e publicou suas declarações
factuais acerca de suas descobertas, compartilhando-as com outros cientistas (ibid. p. 10).
Além disso, Darwin tinha uma formação científica prévia como biólogo e naturalista. A
bordo do Beagle havia outros tripulantes que, supostamente, tiveram acesso às mesmas
espécies que Darwin observou, assim como os residentes das regiões que Darwin visitou.
Contudo, o olhar de Darwin foi diferenciado do olhar de um leigo, também em virtude de
seu conhecimento prévio e sua disposição para a pesquisa.
Um segundo problema na construção do conhecimento científico reside na se-
guinte questão: uma vez de posse de declarações factuais relevantes, de que maneira é
possível derivar conhecimento mais amplo a partir delas? Uma resposta possível seria
derivar conhecimento por meio de inferências racionais. Contudo, logo ficou claro para os
pensadores positivistas que uma inferência lógica hipotético-dedutiva, nos moldes das pro-
vas matemáticas, é inviável quando se analisa o mundo natural. A razão dessa dificuldade
é que qualquer observação fenomênica é necessariamente individual e, tipicamente, as te-
orias científicas interessantes são generalizações. No processo de transmitir a verdade dos
fatos contidos nas observações particulares para uma teoria mais geral, necessariamente
incorre-se em uma inferência ampliativa e, portanto, inválida pela lógica formal.
Descartada a possibilidade de dedução lógica, uma teoria científica nunca po-
derá ser considerada estritamente provada, da forma como ocorre com teoremas matemáti-
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cos. Entretanto, as observações experimentais têm, historicamente, um papel importante
nas teorias científicas e podem ser consideradas evidências para fortalecer uma hipótese
que, ainda que apresente um alto grau de confiabilidade, será sempre potencialmente fa-
lível. Essa inferência ampliativa, tão usual nas teorias científicas, é a indução. Chalmers
(1976/1999, p. 44) utiliza um exemplo eficaz para mostrar como opera um argumento
indutivo em uma generalização fenomenológica:
• O1. O metal x1 expandiu ao ser aquecido.
• O2. O metal x2 expandiu ao ser aquecido.
• On. O metal xn expandiu ao ser aquecido.
• C. Todo metal expande ao ser aquecido.
Apesar desse tipo de inferência ser usada com frequência — tanto no meio
científico como fora dele, claramente não é uma inferência lógica válida. À medida em
que n cresce e coleta-se cada vez mais observações de amostras que expandem quando
expostas ao calor, pode-se dizer que a confiabilidade da conclusão C aumenta. Contudo,
para afirmar com certeza absoluta que a conclusão está correta, teríamos que verificar
todos os metais existentes, afinal, pode haver alguma amostra que escapou à verificação e
que, sob certa condição, comporte-se de forma inesperada. Enfim, um argumento indutivo
é uma generalização para além das premissas iniciais, da parte para o todo e que, apesar
de não seguir o rigor da dedução lógica pode, por meio dos fatos declarados em premissas,
fortalecer as chances de que a conclusão do argumento seja verdadeira.
O senso comum, com frequência, reflete uma imagem da ciência como meio de
obtenção de conhecimento garantido. Nessa imagem, é usual vermos evidências científicas
consideradas como se fossem comprovações de teorias. Entretanto, cientes da invalidade
lógica da indução e da falibilidade das teorias científicas, filósofos da ciência têm uma
visão diferente desse senso comum já há algum tempo. Diante do sucesso do empreen-
dimento científico como um todo e mesmo do sucesso de teorias de estrutura inferencial
indutiva, é difícil negar que muitos argumentos indutivos têm mérito. É claro que se o
tamanho da amostra de observações for pequeno demais, o argumento indutivo coincide
com preconceito. Em um caso como esse, a conclusão poderia até estar coincidentemente
correta, mas estaria mal justificada.
Chalmers define o princípio da indução da seguinte maneira:
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Se um número grande de A’s foram observados sob uma ampla variedade de condi-
ções, e se todos esses A’s, sem exceção, apresentam a propriedade B, então todo A
tem a propriedade B. (CHALMERS, 1976/1999, p. 47)
O princípio geral da indução sintetiza bem esse tipo de inferência ao mesmo tempo em
que expõe fragilidades dos argumentos indutivos. Imediatamente podemos questionar:
qual seria a quantidade mínima e ideal de observações? Como estabelecer as variações
de condições suficientes para uma indução bem justificada? Não temos respostas defini-
tivas para tais questões, porém respostas estatisticamente adequadas são possíveis, em
muitos casos. Atualmente, cada campo científico tem suas regras e critérios estatísticos
para determinar tamanhos adequados de amostra além da variabilidade e adequação dos
experimentos. Contudo, interessa para este trabalho discutir de que possíveis maneiras
o conhecimento científico se diferencia de outros tipos de conhecimento e, nesse sentido,
metodologias técnicas para fortalecer argumentos indutivos não serão abordadas aqui45.
Assim, é problemático manter que a inferência indutiva seja uma fonte segura
e infalível de conhecimento sobre o mundo. O que se pode dizer a respeito desse problema
epistemológico é que não há maneira racional para, estritamente, justificar uma derivação
obtida por meio de indução. Para amenizar essa dificuldade, Chalmers oferece uma versão
“enfraquecida” do princípio da indução:
Se um número grande de A’s foram observados sob uma ampla variedade de con-
dições, e se todos esses A’s observados apresentam a propriedade B, então todo A
provavelmente tem a propriedade B. (CHALMERS, 1976/1999, p. 50, grifo meu)
Na reformulação, o autor introduz um elemento probabilista, incorporando a falibilidade
do princípio da indução em conjunto com a universalidade da formulação anterior. Assim,
é possível compor uma imagem mais completa da maneira que a indução opera nas ciências.
No entanto, mesmo com essa reformulação é possível identificar a propriedade distintiva
do conhecimento científico? A indução utilizada na ciência é, de alguma forma, diferente
da indução cotidiana? Essa questão é discutida por Popper, a partir da posição do físico
Max Born. Esse cientista afirmou que “enquanto a vida cotidiana não tem um critério
definitivo para a validade da indução, […] a ciência desenvolveu um código, uma regra
de construção, para sua aplicação” (BORN, 1949 apud POPPER, 1963/2002, p. 70).
45. Métodos estatísticos e análises de amostragem são do domínio da estatística e tem o objetivo de
tratar alguns desses problemas, assim como a estatística bayesiana. Detalhes sobre esses tópicos não
serão abordados aqui, mas podem ser encontrados em Chalmers (1976/1999, cap. 12) e Barker e Kitcher
(2014, p. 30).
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Popper comenta que o livro de Born não apresenta uma especificação sobre esse código.
No entanto, afirma que é um “princípio metafísico” e que sua aceitação é uma “questão de
fé” (ibid.). Popper, assim como outros filósofos, chega à conclusão de que não há qualquer
critério claro ou definitivo para distinguir a indução que opera na ciência da indução do
dia-a-dia, e que, a “indução válida”, científica, de Born é um equívoco.
Apesar da intratabilidade na obtenção de conhecimento garantido por meio
de indução, em muitos casos, o princípio probabilista da indução fornece uma base para
estabelecer muitas das leis e teorias de sucesso na ciência. Dessa forma, para as teorias
científicas, a generalização indutiva ocorre normalmente no âmbito experimental e obser-
vacional, usado para fundamentar as premissas iniciais da teoria, enquanto que o restante
da teoria pode ser desenvolvido por meio de inferências lógicas, utilizando a linguagem
matemática como apoio (CHALMERS, 1976/1999, p. 57).
Nesse sentido, podemos considerar o exemplo da teoria da relatividade especial.
Einstein caracteriza sua teoria como uma “teoria de princípio”, isto é, uma teoria deduzida
formalmente a partir de seus postulados iniciais (BROWN, 2005, p. 71). É de particular
interesse para este exemplo o segundo princípio da relatividade especial, que postula a
invariância da velocidade da luz para todos os referencias inerciais. Apesar de Einstein
não referenciar diretamente o experimento de Michelson-Morley46, o postulado de Einstein
é fortemente corroborado por esse experimento e influenciado pelas teorias anteriores de
Lorentz e Poincaré (STACHEL, 1982) que, por sua vez, foram elaboradas em perspectiva
do experimento de Michelson-Morley.
Diante do exposto é possível constatar que (1) a indução tem um papel fun-
damental na base empírica das ciências naturais; (2) o conhecimento resultante é falí-
vel, mesmo quando muito bem fundamentado, contrariando o senso comum a acerca do
conhecimento científico; (3) A associação de experimentação, por meio da indução, ao
método hipotético-dedutivo para explicações e predições não resulta em um cenário sufi-
cientemente bem definido para caracterizar propriedades distintivas para o conhecimento
científico. Assim, como defendeu Popper, o problema da indução apresenta complicação
46. O experimento de Michelson-Morley foi conduzido durante alguns meses, em 1887. O objetivo desse
experimento foi detectar a existência do éter luminífero, por meio da comparação da medida da velocidade
da luz em direções perpendiculares. A diferença nas medidas da velocidade indicaria a existência do éter
luminífero, em virtude do efeito de “arrasto” provocado por ele. O resultado de todas as tentativas foi
negativo, isto é, não foi detectada qualquer diferença na velocidade da luz em ângulos diferentes; um
forte indicativo da inexistência do éter luminífero. Maiores detalhes sobre esse assunto são apresentados
em Brown (2005, cap. 4).
92
na caracterização do empirismo como critério de demarcação para o conhecimento cien-
tífico. Adiante veremos a posição de Popper sobre esse tema, que defendeu que há uma
relação profunda entre os problemas da indução e da demarcação sugerindo seu critério
de falseação como solução para ambos.
2.3. O falseacionismo de Popper
2.3.1. Noções introdutórias
Na Seção 1.4 do Capítulo 1, defendi que alguns dos ideais e resultados dos
pensadores associados ao movimento lógico-empirista tiveram profundas repercussões no
desenvolvimento da ciência da computação. De maneira semelhante, o problema da de-
marcação científica também surge de desdobramentos desse mesmo movimento. De forte
caráter interdisciplinar, os pensadores associados ao empirismo lógico, em geral, demons-
travam uma admiração pelo sucesso obtido nas recentes descobertas das ciências naturais,
entendido como fruto de uma atitude empirista, experimental.
Dessa forma, em meio a esse movimento, surge o verificacionismo, isto é, em
sua versão mais radical, a ideia de que uma declaração apresentará significado cognitivo
apenas quando em princípio for possível determinar de forma conclusiva seu valor de
verdade. Essa abordagem demarcacionista para o conhecimento genuíno rapidamente se
tornou problemática e muito debatida, por razões diversas que não serão exploradas em
detalhe aqui47. Especificamente no contexto do conhecimento científico, o verificacionismo,
como critério de demarcaçao para seleção das teorias que apresentam conteúdo factual,
ocorreria pela verificação empírica.
Uma dificuldade central no verificacionismo consiste na verificação de decla-
rações universais, que ocorre em todas as teorias científicas; seria necessário verificar
empiricamente uma quantidade infinita de objetos. Assim, é nesse contexto que os dois
problemas filosóficos discutidos no início deste capítulo — os problemas da indução e da
demarcação — despertam o interesse de Karl Popper. Mais do que interesse, para Popper,
ambos os problemas estão “intimamente conectados” (POPPER, 1963/2002, p. 55). Ele
atribui a refutação da invalidade lógica presente na inferência indutiva à Hume:
47. Um resumo sobre a posição de diversos dos filósofos e epistemologistas do empirismo lógico pode ser
encontrado em Creath (2014). Popper também discute detalhadamente a posição de alguns pensadores
do empirismo lógico nos livros Conjecturas e Refutações (1963/2002) e A Lógica da Descoberta Científica
(1959/2002).
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Essa “questão renovada” [o problema da indução] indica que uma tentativa para jus-
tificar a prática da indução por meio de um apelo à experiência leva a um regresso
infinito. Como resultado, podemos dizer que teorias nunca podem ser inferidas a
partir de declarações observacionais, tampouco podem ser racionalmente justifica-
das.
Considero a refutação de Hume, da inferência indutiva, clara e conclusiva. (POP-
PER, 1963/2002, p. 56)
Contudo, diferentemente de grande parte de seus contemporâneos do empirismo lógico,
Popper não considera que a ciência opera metodologicamente por meio de inferências
indutivas. Ele sugere que o conhecimento científico é adquirido por um processo de “con-
jecturas e refutações” em que se abre mão da justificação do conhecimento — importante
para os positivistas — ao mesmo tempo em que se evita incorrer no problema da indução
de declarações observacionais. Assim, este se torna seu critério de demarcação científica:
a falseabilidade de teorias: uma hipótese é considerada falseável quando é possível ima-
ginar algum tipo de evidência — de caráter empírico — que refute a hipótese central
dessa teoria. Assim evita-se o problema central do verificacionismo ingênuo do empirismo
lógico: para falsear uma teoria, bastaria encontrar uma instância que a refute, conforme
veremos adiante.
Essa noção de falseabilidade de teorias pode ser ilustrada por meio dos exem-
plos de diferentes tipos de teorias nas quais Popper se pautou para desenvolver seu critério
de demarcação. Ele contrapõe com a relatividade geral de Einstein a situação de outras
três teorias: A teoria histórica de Marx, a psicanálise de Freud e a psicologia individual de
Adler. Popper considera falseável (e falseada) a dinâmica de transformação social, como
originalmente prescrita pela teoria histórica de Marx. Contudo, afirma que os defensores
da teoria marxista reinterpretaram a teoria original para acomodar novos eventos (ibid.,
p. 49) a fim de resguardá-la da refutação. Popper afirma que algumas versões das teorias
de Freud e Adler operam de forma ligeiramente diferente: mesmo em sua concepção origi-
nal, são teorias “não-testáveis” e “irrefutáveis” (ibid.), pois em virtude do suposto vasto
poder explicativo dessas teorias, qualquer evento comportamental é, em princípio, po-
tencialmente explicável dentro daquele arcabouço teórico. Para exemplificar a dimensão
desse poder explicativo, Popper oferece os exemplos a seguir.
No cenário (1) imaginemos um homem que empurra uma criança para dentro
de um rio, com a intenção de afogá-la. No cenário (2), um homem que vê uma criança se
94
afogando arrisca a própria vida para salvá-la. Na teoria de Freud, o homem do cenário (1)
sofria de algum tipo de repressão, enquanto o homem do cenário (2) atingiu a sublimação.
Na teoria de Adler, ambos sofriam de sentimentos de inferioridade, no entanto, o homem
do cenário (1) buscou provar ser capaz de cometer um crime enquanto o homem do cenário
(2) buscou provar ser capaz de um resgate ousado, ambos com o objetivo de superar seus
sentimentos de inferioridade (POPPER, 1963/2002, p. 46). Chalmers (1976/1999, p. 64)
destaca que essa é uma “caricatura” da psicanálise e da psicologia individual, e que uma
avaliação pormenorizada dessas teorias poderia trazer nuances e resultados diferentes da
caricatura grosseira. Não obstante, o argumento de Popper tem apelo para distinguir o
tipo de falseação possível ao comparar essas teorias com a relatividade geral de Einstein.
Da mesma maneira que a teoria original de Marx, a teoria da relatividade geral
apresentava uma predição falseável: segundo essa teoria, o campo gravitacional de um
corpo de massa muito grande, como o Sol, necessariamente desviaria a trajetória de raios
de luz que passassem a uma distância próxima o suficiente. Portanto, estrelas visualmente
próximas ao Sol deveriam parecer ligeiramente deslocadas de sua posição usual. Essa
predição, perante a teoria física newtoniana vigente naquela época, foi considerada inédita
e ousada. Durante o eclipse solar de 29 de maio de 1919, Eddington conduziu o famoso
experimento que verificou o deslocamento da luz das estrelas da constelação de Touro,
próximas ao campo visual do Sol. Em virtude do eclipse foi possível fotografar a posição
dessas estrelas quando próximas ao Sol e compará-las com sua disposição no céu noturno,
na ausência do Sol. O desvio previsto pela teoria de Einstein foi constatado e esse resultado
trouxe grande repercussão na mídia para Einstein e sua teoria, figurando em jornais e
revistas de grande circulação. Depois disso, o mesmo resultado foi constatado diversas
vezes, em eclipses subsequentes e, posteriormente, com o avanço tecnológico, também foi
reproduzido em escala menor, em laboratório.
A teoria ondulatória da luz, apresentada por Fresnel em 1818, é outro exemplo
histórico interessante para a visão popperiana da ciência. Um dos membros da banca ava-
liadora do trabalho de Fresnel, o matemático Simeon Poisson, concebeu um experimento
falseador a partir da teoria ondulatória de Fresnel (POPPER, 1963/2002, p. 298). Na
predição de Poisson, se a teoria ondulatória estivesse correta, então deveria ser possível
observar um ponto brilhante no centro da sombra projetada por um objeto circular, em
razão da difração prevista pela teoria de Fresnel. Para o conhecimento de óptica da época,
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tal corroboração seria surpreendente, completamente inesperada. Assim, os avaliadores
propuseram fazer esse teste experimental e confirmaram a existência do ponto brilhante,
resultando em uma dramática confirmação da hipótese de Fresnel (BARKER; KITCHER,
2014, p. 31). Para Popper, esse é um típico exemplo de uma teoria científica que é pre-
cisa o suficiente para se conceber um teste experimental que poderia falseá-la, que permite
uma predição altamente improvável e que, finalmente, “sobrevive” ao crivo da falseação.
Popper afirma que, assim como a teoria ondulatória da luz, a relatividade geral
poderia ter sido facilmente refutada no experimento de Eddington. A teoria de Einstein
era clara e precisa, além de falseável e arriscada (CHALMERS, 1976/1999, p. 60). É esse
último aspecto que leva Popper à conclusão de que a teoria de Einstein (assim como a
de Fresnel) apresentava caráter diferenciado de teorias como as de Marx, Freud e Adler,
pois era arriscada por sua falseabilidade. Este torna-se o critério central de Popper para
distinguir teorias científicas de teorias pseudocientíficas.
Dessa forma, a imagem popperiana de ciência indica que as teorias científicas
são desenvolvidas a partir da alternância de “testes e erros — conjecturas e refutações”
(POPPER, 1963/2002, p. 61), na qual “conjecturas arriscadas são colocadas à prova
para serem eliminadas caso conflitem com observações” (ibid.). Portanto, as observações
seriam conduzidas com o propósito de refutar teorias científicas, como vimos no exemplo
do experimento de Eddington. Nesse sentido, a proposta de Popper explora a
assimetria entre verificabilidade e falseabilidade; uma assimetria que resulta da
forma lógica das sentenças universais. Afinal, estas nunca são deriváveis a partir
de declarações singulares, mas podem ser contraditadas por sentenças singulares.
Consequentemente, é possível por meio de inferências puramente dedutivas (com
o auxílio do modus tollens da lógica clássica) argumentar a partir da verdade de
sentenças singulares para a negação de sentenças universais. (POPPER, 1959/2002,
p. 19)
O modus tollens da lógica clássica pode ser formulado como:
H → O,¬O ⊢ ¬H
Na primeira premissa domodus tollens, se a hipóteseH for verdadeira, entãoO
será observado. Na segunda premissa, a observação é negada (¬O) e, como consequência
da derivação sintática, a hipótese H é refutada.
No tradicional exemplo da observação de cisnes, com a indução temos que
“todos os cisnes observados até agora são brancos, portanto todos os cisnes são brancos”.
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Com a falseação, temos “um cisne preto foi observado, portanto nem todos os cisnes
são brancos”. No primeiro caso, indutivo, ocorre a invalidade lógica da generalização.
No segundo caso, uma única observação é suficiente para refutar a hipótese. Essa é a
assimetria lógica a que Popper se refere para escapar da invalidade lógica que acomete a
indução em seu critério de demarcação.
Chalmers (1976/1999, p. 63) oferece alguns exemplos para ilustrar sentenças
não falseáveis:
(1) Está chovendo ou não está chovendo.
(2) Todos os pontos de um círculo euclidiano são equidistantes de seu centro.
(3) A sorte é possível na especulação esportiva.
A sentença (1) é uma tautologia — não é falseável porque não há uma sentença possível
para falseá-la. Da mesma forma, a sentença (2) é uma sentença analítica construída
a partir da definição de círculo na geometria euclidiana. A sentença (3), de natureza
diferente das duas anteriores, foi selecionada por Chalmers da seção de astrologia de um
jornal como um exemplo do estereótipo de predição de horóscopo. É uma sentença não
falseável, pois declara que se o leitor apostar, poderá ganhar. Isso permanece verdade
independentemente da ação de apostar ou do resultado da aposta (ganhar ou perder).
O critério falseacionista de demarcação exige que uma hipótese, para ser con-
siderada científica, deve ser falseável. Nesse sentido, para o falseacionista, é com essa exi-
gência que se apresenta o caráter empírico do conhecimento científico. Se uma hipótese
não for falseável, então “o mundo pode ter qualquer propriedade e pode se comportar
de qualquer forma” (ibid.) que não haverá conflito com a hipótese, isto é, não haverá
qualquer ponto de contato dessa hipótese com o mundo real. Um ponto importante men-
cionado por Popper a respeito das teorias não científicas é que, para ele, o fato de uma
determinada teoria não ser científica não implica que essa teoria seja desprovida de mé-
rito, veracidade ou significado. Popper diverge da concepção típica do empirismo lógico
e considera que conteúdo cognitivo genuíno não é uma exclusividade do conhecimento
científico (POPPER, 1963/2002, p. 44).
2.3.2. A falseação na metodologia de verificação de sistemas computacionais
Além dos típicos exemplos da visão popperiana falseacionista nas ciências na-
turais, algumas conexões entre essa visão e a praxis da ciência da computação podem ser
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delineadas. O ponto de contato mais evidente ocorre na tradição científica da computa-
ção, um dos pilares da tríade de metodologias dessa área de conhecimento como vimos
nas seções 1.9 e 1.10 do capítulo anterior. Um levantamento quantitativo recente (WAI-
NER et al., 2009) classificou as publicações de um dos principais periódicos da ciência da
computação em função da distribuição do caráter epistemológico-metodológico dessas pu-
blicações48. O resultado da análise apresenta a seguinte distribuição: 4% das publicações
concentram-se em teoria computacional; 17% em pesquisa de caráter empírico; 4,7% em
testes de hipótese; 3,4% em outros tipos e, finalmente, 70% em projeto e modelagem de
software.
Grosso modo, Wainer et al. seguem as categorizações de Wegner (1976) e
Denning et al. (1989), já mencionadas no primeiro capítulo do presente trabalho, para
seu recorte classificatório. Dado esse contexto, a categoria “pesquisa de caráter empírico”
refere-se a pesquisas experimentais, isto é, pesquisas nas quais há coleta de dados do
mundo externo, real, para posterior análise computacional. Os próprios autores indicam
que tanto essa categoria como a categoria de testes de hipóteses seguem o modelo usual
quantitativo das ciências naturais e, portanto, enquadram-se naturalmente como ciência,
seja mediante o critério popperiano de demarcação científica, ou outro. Por outro lado, as
pesquisas de teoria computacional usualmente apresentam provas de teoremas seguindo o
modelo lógico-dedutivo similar à matemática. Finalmente, podemos analisar como se situa
a categoria predominante do resultado de Wainer et al., a área de projeto e modelagem,
usualmente equiparada às engenharias e áreas tecnológicas.
A engenharia de software se assemelha a outras engenharias no sentido de ser
uma atividade de construção tecnológica, que se dá por meio de sequências de operações a
partir de componentes primitivos. Entretanto, Wegner (1976) afirma que o produto final
— o software — é um produto “mental”, no sentido de não ser físico e, portanto, não pode
ser experimentado sensorialmente, mensurado ou avaliado da maneira usual dos produtos
das engenharias tradicionais. Assim, segundo ele, um grande aspecto do conhecimento da
área da engenharia de software tende a ser metodológico, principalmente no sentido de
assegurar a qualidade desse tipo de produto final. Existem diversas abordagens distintas
para construção e validação de software, porém um ponto em comum a praticamente
48. O periódico escolhido foi o da ACM (Association for Computing Machinery). Os autores reconhe-
cem que o resultado dessa pesquisa pode estar sujeito a distorções em virtude da dificuldade encontrada
em fazer o recorte amostral desse tipo de levantamento. De qualquer forma, o resultado desse trabalho
reforça uma percepção informal observada por parte dos pesquisadores dessa área de conhecimento.
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todas as metodologias vigentes diz respeito aos métodos de teste e verificação de software.
Nesse sentido, Newell e Simon têm uma posição distinta:
A ciência da computação é uma disciplina empírica. Gostaríamos de dizer que é
uma ciência experimental, mas assim como a astronomia, a economia e a geologia,
algumas das suas formas únicas de observação e experimentação não se encaixam em
estereótipos limitados dos métodos experimentais. Não obstante, são experimentos.
Cada nova máquina que é construída é um experimento. De fato, construir uma
máquina é apresentar uma questão para a natureza; e procuramos ouvir a resposta
observando a máquina em operação e analisando-a por meio de todo e qualquer
método analítico ou de medição disponível. (NEWELL; SIMON, 1976)
O trecho acima, por meio de um argumento bastante convincente, aproxima a computa-
ção do caráter empírico baconiano, em que se busca “ouvir” (ou “ler”) a natureza para
encontrar respostas para uma determinada questão, nesse caso, formulada por meio de
um software. Além disso, Newell e Simon referem-se a software construído em uma má-
quina manifesta. “Todo e qualquer método analítico ou de medição” engloba todo tipo
estratégia de teste e validação de software. Essa atividade metodológica tem um caráter
tipicamente falseacionista, conforme veremos a seguir.
Ao afirmar que “cada nova máquina construída é um experimento”, Newell e
Simon entendem que o software — ou seja, a abstração que subjaz a essa máquina — é
uma hipótese. Nesse sentido, executar o software em um computador é experimentá-lo
e verificar o software é buscar refutá-lo, no sentido popperiano. Analisemos um exemplo
simplista: imaginemos um dado programa que, dentre outras tarefas, faz alguns cálculos
aritméticos. Para testar esse programa é razoável entrar com alguns números iniciais
e verificar o resultado das operações. Contudo, não seria razoável fazer muitos desses
testes; se a máquina produz o resultado esperado em alguns casos é razoável assumir
— indutivamente — que a máquina produzirá resultados adequados para outros casos
similares. É fato que é conveniente testar casos excepcionais: números negativos ou
muito grandes na entrada; situações que podem ocasionar divisões por zero; ou mesmo
letras em campos onde espera-se apenas números. Ou seja, expõe-se o software ao maior
crivo crítico possível — busca-se falseá-lo, para que possa ser corrigido e aprimorado ou
até mesmo descartado, dependendo da resultado dessa avaliação crítica.
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2.3.3. Alguns problemas com o falseacionismo
Provavelmente a fragilidade mais conhecida do falseacionismo é a tese de
Duhem-Quine. A ideia central dessa tese foi sugerida, em sua concepção atual, pelo
físico e filósofo da ciência Pierre Duhem, no início do século XX. Mais tarde, foi refor-
mulada por Quine (1951) já no contexto do pós-positivismo lógico. Em linhas gerais, a
tese de Duhem-Quine traz à luz uma consequência lógica e direta do falseacionismo: uma
teoria científica não pode ser falseada categoricamente diante de uma evidência empírica
em razão de que a constatação daquela evidência empírica é insuficiente para determinar
quais são os fundamentos teóricos responsáveis pela obtenção daquela evidência. Em ou-
tras palavras, a tese de Duhem-Quine afirma que é impossível avaliar experimentalmente
uma declaração de forma isolada, pois a avaliação empírica concebida com o propósito
de falsear (ou confirmar) aquela teoria será, necessariamente, elaborada por meio de hi-
póteses e assunções auxiliares compartilhadas com a teoria em questão (CHALMERS,
1976/1999, p. 87).
O problema central apontado pela tese reside na estrutura do argumento lógico
da falseação, o modus tollens. O problema indicado por Duhem e Quine é que a avaliação
da hipótese principal ocorre em conjunção com as hipóteses auxiliares da teoria. Assim,
é possível conceber uma versão revisada da forma lógica do modus tollens, segundo a tese
Duhem-Quine, para expressar a falseabilidade de uma teoria científica:
Γ = H ∧ h1 ∧ h2 ∧ · · · ∧ hn
Γ→ O,¬O ⊢ ¬Γ
Na formulação revisada, indicada acima, a hipótese H foi substituída pela
fórmula Γ, que é a conjunção da hipótese principal H e todas as n hipóteses auxiliares hi
necessárias para a condução do experimento. Essas hipóteses auxiliares são necessárias
tanto para a construção dos instrumentos de medição, como para estabelecer predições
acerca da hipótese principal. Com a formulação apresentada acima, procura-se mostrar
que, caso a predição observacional seja negada, o que será refutado é a fórmula Γ em sua
totalidade, isto é, a conjunção encadeada de todas as hipóteses — principal e auxiliares —
da teoria. Dessa forma, é apenas possível saber que ao menos uma das hipóteses é falsa,
mas a partir da observação O é impossível determinar qual delas é falsa. A seguir serão
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apresentados alguns exemplos históricos desse problema.
No século XVIII as órbitas planetárias do nosso sistema solar estavam razoa-
velmente bem mapeadas por meio da mecânica de Newton, que unificou a descrição cine-
mática das órbitas de Kepler com as leis de movimento de Galileo (POPPER, 1963/2002,
p. 298). Contudo, por volta do ano 1820, cientistas constataram anomalias na órbita
do planeta Urano que conflitavam com a órbita prevista pela teoria vigente, a mecânica
newtoniana. Dessa forma, se a ciência funcionasse segundo um sistema falseacionista ingê-
nuo, a teoria de Newton deveria então ser revisada ou descartada, pois foi “refutada” por
uma observação experimental. Como sabemos por meio de registros históricos, não foi
esse o caso. A teoria vigente não foi abandonada, mas essa inconsistência suscitou apro-
fundamento investigativo. Alguns anos mais tarde, astrônomos hipotetizaram que, se
houvesse um planeta com determinadas características, em certa posição no sistema solar,
então, a influência gravitacional desse planeta no sistema explicaria a órbita observada de
Urano dentro do arcabouço teórico da mecânica newtoniana. A partir dessa hipótese, em
1846, Netuno foi descoberto por Johann Galle, nas vizinhanças da localização do planeta
hipotetizado anteriormente.
Existem numerosos outros casos históricos reais semelhantes, que não parecem
compatíveis com a concepção falseacionista do conhecimento científico, ao menos em sua
versão mais tosca e popular. Vários desses exemplos podem ser encontrados na chamada
“revolução copernicana”. Esse período marca a transição do modelo astronômico geocên-
trico para o modelo heliocêntrico. Não obstante, essa transição foi permeada por diversas
divergências entre observações e a nova teoria de Copérnico. O argumento da torre é
um desses exemplos. Segundo a teoria copernicana, a Terra é sujeita ao movimento de
rotação em seu próprio eixo, que contraria a noção aristotélica em que a terra é fixa. No
argumento da torre, notava-se que, se a Terra realmente estivesse sujeita ao movimento de
rotação, então uma pedra solta em queda livre do topo de uma torre suficientemente alta
deveria atingir o chão a oeste da base da torre, pois, durante a queda livre, a torre teria
se movido para leste, enquanto que a pedra seguiria em linha reta para o centro da Terra,
que era seu lugar natural, enquanto centro do próprio universo. Como não se observa esse
fenômeno, então o movimento de rotação sugerido por Copérnico foi “falseado”.
Alguns autores (BARKER; KITCHER, 2014, p. 21; CHALMERS, 1976/1999,
p. 89) enumeram esse e outros exemplos do mesmo tipo, como o da ausência de paralaxe
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na observação de estrelas distantes. Nesse caso, o movimento de translação da Terra
implicaria a observação de um deslocamento no ângulo visual das estrelas distantes — as
chamadas estrelas fixas — no decorrer do ano. Galileo, um dos principais defensores do
sistema copernicano, sugeriu que, se essas estrelas estivessem a uma distância grande o
suficiente da Terra, então a paralaxe seria imperceptível. Galileo, acertadamente, aponta
que a impossibilidade de detectar a paralaxe estelar ocorreu não pela falha do sistema
copernicano, mas sim pela premissa incorreta de uma das hipóteses auxiliares do sistema
teórico: o tamanho estimado do cosmos.
Anteriormente sugeri que há um possível paralelo entre a metodologia de ve-
rificação de software e o processo de falseação de teorias científicas devido à relação si-
métrica entre desenvolvimento de software e teoria científica (NEWELL; SIMON, 1976).
Esse processo de falseação no desenvolvimento de software e na concepção de algoritmos
está sujeito às mesmas fragilidades da falseabilidade ingênua, comentadas nos parágrafos
anteriores. Quando se elabora um plano de testes para um programa de computador, ex-
pectativas, preconcepções e vícios são inseridos — inadvertidamente — no planejamento
e na execução desses testes. Essa é uma das razões pela qual grupos de trabalho de desen-
volvimento de software procuram evitar que os responsáveis pelo desenvolvimento de uma
determinada parte do sistema computacional sejam também responsáveis por verificar e
testar o funcionamento daquela parte do sistema. Garantir a heterogeneidade na compo-
sição dessas equipes é uma maneira usual de evitar que conjuntos similares de hipóteses
auxiliares façam parte tanto das premissas do desenvolvimento do sistema quanto das
premissas de testes e de verificação do sistema.
Pode-se pensar em um exemplo simples dessa noção da seguinte maneira: va-
mos supor que um determinado programador de computador assumiu que o tratamento
de divisão por zero do módulo de funções aritméticas de seu sistema retorne um código
de erro caso esse tipo de divisão ocorra. Contudo, na realidade, esse módulo não retorna
erro, mas sim, o limite da divisão quando o quociente tende a zero. Isto é, a divisão por
zero nesse sistema retorna um número válido — infinito (∞). Dessa forma, nesse cenário,
o sistema irá propagar esse valor em sua cadeia de cálculos e, provavelmente, resultará
em um comportamento inesperado. Se a equipe responsável pela verificação do sistema
compartilhar da mesma assunção do programador, possivelmente não irá testar o cenário
de divisão por zero e, talvez, falhe em seu objetivo de falsear o sistema.
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Nesta seção apontei alguns exemplos para argumentar contra a ideia de que a
ciência opera por meio de um falseacionismo ingênuo. O próprio Popper reconhece uma
distinção entre a lógica da falseabilidade e o cenário, certamente mais complexo, de como
o falseacionismo ocorre na prática da atividade científica. Nesse sentido, de certa forma,
Popper antecipa uma crítica à falseabilidade ingênua e concede que um único contra-
exemplo falseador pode não ser suficiente para descartar uma teoria que pode apresentar
outros méritos, como ocorreu historicamente com alguns dos casos expostos acima. Para
ele, a ciência não opera exclusivamente por meio de um faleseacionismo ingênuo, mas sim
por meio de um racionalismo crítico — a filosofia epistemológica de Popper que entende
que as teorias científicas evoluem conforme “sobrevivem” à crítica elaborada por meio da
falseação das predições empíricas dessas teorias (POPPER, 1959/2002, p. 34).
Na abordagem crítico-racionalista, uma teoria ousada, que supera uma tenta-
tiva de falseação, se fortalece e contribui para o avanço do conhecimento científico. Nesse
sentido, o processo de falseação é um instrumento para reforçar a atitude crítica que se
espera de um campo considerado legitimamente científico. Não obstante, quando se opta
por preservar uma teoria mesmo diante de um episódio falseador, Popper concede que o
dogmatismo toma parte no processo de avanço do conhecimento científico:
Esse dogmatismo é, em certa medida, necessário. É exigido por uma situação que
só pode ser tratada forçando nossas conjecturas sobre o mundo. Além disso, esse
dogmatismo nos permite abordar uma boa teoria por etapas, por meio de aproxima-
ções: se aceitarmos a derrota com muita facilidade, podemos estar nos impedindo
de descobrir que estávamos quase certos. (POPPER, 1963/2002, p. 64)
Popper entende que há uma dicotomia entre aquilo que chama de “atitude dogmática, que
nos faz manter nossas primeiras impressões, é indicativa de uma crença forte” e “atitude
crítica, pronta para modificar seus princípios, que admite dúvida e demanda testes, é
indicativa de uma crença mais fraca” (ibid.). Essa dicotomia pode ser contextualizada de
forma diferente nas lógicas paraconsistentes49. Grosso modo, sistemas lógicos paraconsis-
tentes foram concebidos para incorporar alguns tipos de contradições, diferentemente da
lógica clássica, e, dessa forma, evitar o “princípio da explosão” (cf. Seção 1.4.2) e a trivi-
alização que decorre dele. Para tanto, na paraconsistência, pode-se tomar a consistência
como uma noção primitiva:
A ideia de que a consistência pode ser tomada como uma noção primitiva e inde-
49. Menciono brevemente a paraconsistência, bem com algumas referências bibliográficas na Seção 1.4
do Capítulo 1.
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pendente, que pode ser axiomatizada para benefício da lógica, é uma ideia nova,
que permite que se separe não apenas a noção de contradição da noção de triviali-
dade dedutiva, o que é verdade para todas as lógicas paraconsistentes, mas também
a noção de inconsistência da noção de contradição — assim como consistência da
não-contradição. (CARNIELLI; CONIGLIO, 2016, prefácio)
Assim, as lógicas de inconsistência formal são instrumentos adequados para tratar infor-
mações conflitantes e contraditórias, com capacidade para expressar formalmente o tipo
de incerteza que Popper se refere, quando uma teoria bem aceita enfrenta algum tipo de
evidência ou episódio falseador. Em uma situação desse tipo, “o cientista já está racio-
nalizando de forma paraconsistente” (CARNIELLI; CONIGLIO, 2016, p. 371), pois ao
avaliar cenários contraditórios, ele “limita a aplicação do princípio da explosão” (ibid.). É
nesse sentido que a concessão que Popper faz ao dogmatismo no desenvolvimento cientí-
fico é, à luz das lógicas paraconsistentes, na realidade, uma posição cautelosa e congruente
com a imagem científica crítico-racionalista popperiana, que se mostra tolerante diante
das contradições que invariavelmente ocorrem nas teorias e evidências científicas, até que
um melhor juízo se apresente.
Por outro lado, tratar das contradições e informações conflitantes na ciência
apresenta uma dinâmica entre conjecturas de refutações que envolve mais elementos que a
simples falseação de hipóteses. O biológo evolucionista Richard Dawkins, em seu ativismo
contrário às instituições religiosas e ao pensamento fundamentalista em geral, conta uma
história curiosa que envolve a relação entre dogmatismo e falseabilidade no meio científico:
Contei anteriormente a história de um professor, idoso e respeitado, do Departa-
mento de Zoologia de Oxford, na época em que eu cursava a graduação. Durante
anos ele tinha acreditado apaixonadamente, e ensinado, que o complexo de Golgi
(uma estrutura microscópica presente no interior das células) não era real: que se
tratava de uma fabricação, uma ilusão. Era costume do departamento compare-
cer, toda tarde de segunda-feira, a uma palestra de algum professor visitante sobre
determinada pesquisa. Certa segunda-feira, o visitante foi um biólogo celular norte-
americano que apresentou evidências completamente convincentes de que o complexo
de Golgi era real. No fim da palestra, aquele senhor caminhou até o centro do sa-
lão, apertou a mão do norte-americano e disse — emocionadamente — “Meu caro
colega, gostaria de agradecer-lhe. Eu estava errado durante todos esses quinze anos.”
Todos nós aplaudimos até nossas mãos ficarem vermelhas. Nenhum fundamentalista
jamais diria isso. Na prática, nem todos os cientistas diriam. (DAWKINS, 2006, p.
283)
Dawkins usa o caso para ilustrar a diferença que considera principal entre o conhecimento
científico e o conhecimento teológico: o conhecimento científico evolui por meio da crítica
da comunidade científica — uma noção essencialmente demarcacionista e popperiana.
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Entretanto é interessante refletir acerca da razão pela qual esse episódio chama tanto a
atenção de Dawkins. Por que os aplausos efusivos da audiência? Dawkins afirma que, “na
prática”, nem todos os cientistas admitiriam estar errados depois de tanto tempo. Não
há dúvida de que esse é um belo exemplo do ideal que temos do processo de evolução
do conhecimento científico, contudo, a efusividade e a emoção do episódio podem ser um
indicativo de que nem sempre é esse o caso, mesmo se tratando do meio científico de uma
ciência natural tradicional, como a biologia.
Nas seções seguintes deste capítulo serão discutidas abordagens de autores
que buscam integrar esses elementos mais históricos e sociais, também significantes no
processo de desenvolvimento do conhecimento científico.
2.4. Puzzles científicos na ciência normal
2.4.1. A estrutura das teorias científicas segundo Kuhn
No final da seção anterior, argumentei que o exemplo de Dawkins sobre o bió-
logo que passou a aceitar a existência do complexo de Golgi diante de evidências científicas
suscita a possibilidade de que nenhuma das abordagens, indutivista ou falseacionista, ca-
racterizem de fato a evolução do conhecimento científico. Uma crítica possível é que ambas
as abordagens tendam a isolar teorias individualmente em detrimento de uma avaliação
mais geral do empreendimento científico. Nesse sentido, foi de grande repercussão a abor-
dagem do historiador e filósofo da ciência, Thomas Kuhn, para o problema de identificar
os mecanismos pelos quais a ciência opera. Sua contribuição principal está no volume
A Estrutura das Revoluções Científicas, de 1962, e apresenta uma perspectiva histórica
inédita na filosofia da ciência.
O problema da demarcação não configura um tema central para Kuhn tal
como foi para Popper. Por meio de sua abordagem pela história da ciência, Kuhn propõe
uma estrutura sistemática de como se dá o processo de desenvolvimento das áreas de
conhecimento científico com o passar do tempo. Dessa forma, a demarcação do conheci-
mento científico acaba sendo um subproduto da estrutura delineada pela visão de Kuhn.
Nessa visão, o processo de progressão do conhecimento científico não ocorre sempre da
forma como é idealizada pela visão positivista, predominante até aquele período. O caso
apresentado no final da seção anterior leva a questionar a razão pela qual a mudança
de opinião daquele professor de Oxford, após 15 anos de obstinação, foi tão marcante
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para o jovem Dawkins e seus colegas. Uma resposta possível seria porque a atitude do
biólogo foi a atitude que idealmente se espera de qualquer cientista e, ao mesmo tempo,
foi inesperada, porque sabe-se quão difícil é abandonar convicções arraigadas e admitir er-
rar perante colegas. Esse segundo aspecto relativo à evolução do conhecimento científico
como resultado de uma atividade predominantemente social é capturado com bastante
sucesso pela abordagem de Kuhn.
Ao contrário da noção popular de que a ciência progride de maneira inteira-
mente racional e guiada por regras explícitas, de acordo com Kuhn o desenvolvimento
de uma ciência apresenta um padrão peculiar, com momentos bastante distintos. Como
historiador da ciência, Kuhn identificou uma alternância entre duas fases principais, que
denominou ciência normal e revolução, além das fases de transição entre elas. A ciência
normal tem muitas das características da imagem popular da ciência, em que o progresso
científico ocorre de forma uniforme, experimental e cumulativa. Segundo Kuhn, é a
existência dessa fase de ciência normal, na qual os cientistas trabalham na resolução de
“quebra-cabeças” — ou puzzles — daquela ciência, que demarca campos de conhecimento
considerados por ele legitimamente científicos.
Para fundamentar seu esquema geral de progresso científico, em A Estrutura
das Revoluções Científicas, Kuhn empregou e conceituou o termo paradigma. Ele foi alvo
de críticas quanto à quantidade de significados distintos com que usou esse termo e, no
posfácio adicionado à edição de 1969 de seu livro, respondeu a diversas dessas críticas
esclarecendo os sentidos pretendidos com o uso desse termo. Em um primeiro sentido,
paradigma é “a constelação completa de crenças, valores, técnicas etc., compartilhadas
pelos membros de uma dada comunidade” (KUHN, 1962/2012, p. 174). Em um segundo
sentido, paradigma denota um “tipo de elemento presente nessa constelação, as soluções
concretas dos puzzles que, empregadas como modelos ou exemplos,” (ibid.) podem subs-
tituir regras para auxiliar na solução dos puzzles remanescentes da ciência normal50.
As fases do ciclo de progresso científico se caracterizam em torno do estado
paradigmático daquela ciência. Kuhn apresenta a sequência dessas fases de acordo com
a seguinte ordem: pré-paradigmática, ciência normal, crise e revolução. Após a fase
50. Em seu posfácio, Kuhn sugere substituir paradigma do primeiro sentido por matriz disciplinar e,
no segundo sentido, por exemplar. Neste trabalho, o termo paradigma já foi utilizado no Capítulo 1 em
citação a discussões presentes nos trabalhos de Wegner (1976), Denning et al. (1989) e Eden (2007). O
uso do termo nesses três trabalhos parece coincidir com o sentido mais estrito, de exemplar. Entretanto,
especificamente para este trabalho, o termo paradigma será mantido como referente ao sentido mais amplo,
de matriz disciplinar.
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de revolução, o ciclo recomeça novamente a partir de uma nova fase de ciência normal,
quando um paradigma emerge ao final do processo de revolução.
Durante a fase pré-paradigmática (ou pré-científica), ainda não há um para-
digma dominante que sirva como plataforma para o trabalho da comunidade daquele
campo de conhecimento. Nesse momento, não há consenso teórico entre os membros
dessa comunidade, mas sim, divergências em função de teorias conflitantes. Os debates
geralmente concentram-se sobre questões fundamentais, sobre os referentes dos termos
das teorias e, sobretudo, sobre as divergência entre os modelos teóricos de cada grupo em
conflito. Assim, Kuhn ainda não considera o tipo de conhecimento, nessa fase como cien-
tífico. Pela mesma razão, partes da sociologia não se enquadram como ciência por esse
critério de demarcação (CHALMERS, 1976/1999, p. 109; KUHN, 1962/2012, p. 160).
Um exemplo que Kuhn apresenta de cenário pré-paradigmático concerne às diferentes
teorias pré-newtonianas da natureza da luz:
Nenhum período entre a antiguidade remota e o fim século XVII exibiu uma visão
única da natureza da luz que fosse universalmente aceita. Ao invés disso, havia um
certo número de escolas e subescolas em competição, a maioria das quais abraçava
uma ou outra variante das teorias epicurista, aristotélica ou platônica. Um grupo
entendia a luz como partículas que emanavam de corpos materiais; para outro grupo,
[a luz] era a modificação do meio que intervinha entre o corpo e o olho; outro grupo
ainda explicava a luz em termos de uma interação do meio com emanações do olho;
e havia ainda outras combinações e modificações além dessas. (KUHN, 1962/2012,
p. 12)
O exemplo da fase pré-paradigmática da teoria da luz mostra as grandes diferenças me-
tafísicas na concepção de luz entre as diferentes escolas de pensamento. Cada escola
enfatizava o conjunto de observações que melhor se adaptava àquela base teórica. A
transição da fase pré-paradigmática para a ciência normal ocorre se, eventualmente, um
dos sistemas teóricos prevalece sobre os outros e é aceito como paradigma. A escolha do
paradigma se dá quando os cientistas passam a considerar uma teoria superior às outras
teorias concorrentes. Não obstante, para Kuhn, a teoria “não precisa explicar e, de fato,
nunca explica todos os fatos com os quais […] pode ser confrontada” (KUHN, 1962/2012, p.
17). Nesse sentido, um paradigma inclui “leis fundamentais e assunções teóricas” (CHAL-
MERS, 1976/1999, p. 109) que, conjuntamente, mostram-se mais efetivos ao ponto de
encerrar debates pré-paradigmáticos sobre conceitos fundamentais, possibilitando que ci-
entistas passem a trabalhar em questões mais específicas a partir daquele paradigma que
se estabelece.
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Quando um paradigma emerge predominante, aquela ciência passa para a fase
de ciência normal, adquirindo, então, características de uma ciência madura. O paradigma
passa a ser a fonte dos métodos e padrões por meio de exemplares, isto é, as soluções con-
cretas dos puzzles derivados e deixados em aberto pelo paradigma. Assim, na ciência
normal as fundações teóricas deixam de ser objeto de trabalho da comunidade científica,
que passa a trabalhar na solução dos puzzles. Este é um aspecto importante do trabalho
que os cientistas realizam na ciência normal: o paradigma vigente deixa, necessariamente,
lacunas na forma desses puzzles, cuja solução será o foco principal do trabalho dos cientis-
tas. Segundo Kuhn, a maior parte da atividade científica ocorre durante uma mesma fase
de ciência normal, possivelmente por mais de uma geração de cientistas para um mesmo
campo científico.
Uma ilustração pode ser feita da aplicabilidade de exemplares derivados do
paradigma estabelecido pela teoria cinemática de Newton. Esse paradigma fornece “mé-
todos para aplicar as leis de Newton a movimentos planetários, pêndulos, colisões entre
bolas de bilhar e assim por diante” (CHALMERS, 1976/1999, p. 109). Kuhn afirma
que esse mecanismo ocorre por meio da replicação de soluções a partir dos exemplares
de um paradigma e oferece uma analogia com a gramática: “amo, amas, amat” é um
exemplar que explicita o “padrão a ser seguido na conjugação de um grande número de
outros verbos latinos, como laudo, laudas, laudat” (KUHN, 1962/2012, p. 23).
Na ciência da computação podemos considerar o caso da teoria da NP-
completude e o problema SAT51. Esse foi o primeiro problema provado NP-completo
tornando-se exemplar para esta área de conhecimento. Usualmente, quando se deseja
provar que um problema qualquer é NP-completo, basta provar que ele é tão difícil
quanto o problema SAT. Dessa forma, parece razoável afirmar que todo o arcabouço
teórico da classificação de problemas por sua complexidade computacional é construído
sobre o exemplar estabelecido com o teorema de Cook-Levin e o problema SAT.
O trabalho dos cientistas dentro do paradigma de uma ciência normal não
almeja descobertas extraordinárias, mas sim, aprofundar e especializar os exemplares da-
quele paradigma. Nesse sentido, uma falha em resolver um puzzle geralmente não indica
um problema da teoria; indica apenas uma falha técnica daquele episódio específico. Para
Kuhn, algum grau de dificuldade dentro do paradigma é esperado. Usualmente, a comu-
51. Detalhes adicionais sobre a NP-completude e o problema SAT estão nas seções 1.8.4 e 1.8.5 do
Capítulo 1.
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nidade científica irá considerar que esses problemas são fruto de tecnicalidades da prática
científica, de equívocos daqueles pesquisadores e não dos fundamentos teóricos daquele
paradigma. Contudo, se anomalias se acumularem de forma significativa a ponto de “mi-
nar a confiança no paradigma” (CHALMERS, 1976/1999, p. 113), gerando desconfiança
do próprio arcabouço teórico, então aquela ciência pode entrar em uma fase de crise, de
forma que o paradigma vigente pode tornar-se passível de substituição.
O período de crise se instala quando anomalias se acumulam de forma que
os cientistas passem a questionar os próprios fundamentos do paradigma. Nesse período
os resultados das tentativas de solucionar puzzles persistentemente se desviam do que se
espera, gerando um sentimento de insegurança naquela comunidade científica (KUHN,
1962/2012, p. 67). O exemplo talvez mais emblemático desse cenário é o surgimento da
astronomia copernicana. A análise histórica de Kuhn revela que o paradigma anterior, o
sistema ptolomaico, foi usado com sucesso durante séculos. Sua capacidade para previsão
das órbitas planetárias é uma aproximação praticamente tão efetiva quanto o sistema
copernicano. No entanto, havia discrepâncias da teoria ptolomaica com algumas observa-
ções factuais, como com a precessão dos equinócios. Diante dessas e outras discrepâncias,
a teoria foi, com o passar dos anos, recebendo ajustes ad hoc. Se, por um lado, esses ajus-
tes adequavam aquela parte da teoria às observações empíricas, por outro, muitas vezes,
causavam distorções em outros aspectos da teoria. Kuhn identifica o ponto de insustenta-
bilidade do sistema ptolomaico quando muitos astrônomos passam a relatar insatisfação
como o modelo teórico, culminando na sua rejeição por parte de Copérnico, na introdução
de seu De Revolutionibus, no qual seria proposta a nova teoria que substituiu a antiga.
Kuhn também sugere que, além dos fatores internos como anomalias preditivas, um pe-
ríodo de crise pode ser acentuado por fatores externos, mas que o cerne das anomalias,
invariavelmente, surge das dificuldades epistêmicas e metodológicas da teoria.
Kuhn apresenta outros exemplos históricos de anomalias que deflagaram crises
paradigmáticas. Por exemplo, o ganho de massa de algumas substâncias no paradigma
da teoria do flogisto ou as diversas tentativas de detecção do arrasto do éter luminífero
(KUHN, 1962/2012, p. 70). Entretanto, uma vez instalada a crise, configura-se um
cenário propício para a suplantação do antigo paradigma por um novo, incompatível
com o anterior. Nesse cenário, os trabalhos e debates entre os cientistas perdem seu
caráter normal e retornam para os fundamentos metafísicos e filosóficos daquela área de
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conhecimento. Os exemplos de Lavoisier e Einstein ilustram bem a incompatibilidade dos
fundamentos entre os paradigmas rivais. A teoria de Lavoisier elimina a existência do
flogisto e, de forma similar, com a relatividade especial prescinde-se do éter luminífero.
Ambos os casos mostram como uma substituição paradigmática proporciona uma revisão
dos fundamentos metafísicos da base teórica daquela ciência.
Uma vez instalada, a crise usualmente desencadeia a busca de um novo para-
digma, capaz de, em princípio, eliminar a maior parte das anomalias que a deflagraram.
Essa busca apresenta algumas características bem peculiares ao pensamento kuhniano e,
talvez, inéditas se comparadas às concepções de filosofia da ciência anteriores a ele. Neste
ponto, os textos de Kuhn deram margem a vasta gama de interpretações, entre as quais
aquela segundo a qual as características do processo de embate entre paradigmas violaria
os cânones da racionalidade científica. Tal interpretação irracionalista da ciência, ulterior-
mente desautorizada — ao menos parcialmente — pelo próprio Kuhn, foi alimentada por
trechos da Estrutura em que Kuhn diz, por exemplo, que cada grupo envolvido no debate
resultante da crise parte de seu próprio paradigma, com perspectivas por demais distin-
tas, de forma que eles “exercem sua prática em mundos diferentes” (KUHN, 1962/2012, p.
150). Assim, haveria não apenas uma incompatibilidade entre paradigmas concorrentes,
mas uma verdadeira “incomensurabilidade” entre eles.
A incomensurabilidade é a ideia de que não há metodologia ou semântica co-
mum para avaliar teorias pertencentes a paradigmas diferentes, em virtude de que os
próprios fundamentos necessários para a elaboração desses critérios fazem parte da diver-
gência paradigmática. Essa noção evocada por Kuhn se contrapõe à concepção anterior
positivista de que a avaliação das teorias científicas ocorreria de forma sistemática, em
virtude do mérito epistêmico de cada teoria. Essa tese problemática foi igualmente ali-
mentada por alguns enfoques encontrados na versão original do livro, como, por exemplo,
a analogia que Kuhn traça entre a mudança de paradigma e a comutação entre figuras
da Gestalt estudadas pela psicologia. Kuhn afirma que o processo de adoção de um novo
paradigma é análogo a uma troca de Gestalt: assim, a substituição paradigmática ocor-
reria de forma completa, ou simplesmente não ocorreria (ibid.). Ao mesmo tempo, Kuhn
defende que há um progresso no desenvolvimento das ciências e que esse processo ocorre
particularmente nos períodos de revolução paradigmática (KUHN, 1962/2012, p. 206).
Conciliar esses dois aspectos do trabalho de Kuhn constitui um problema filosófico rele-
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vante e, nesse sentido, uma infinidade de artigos e livros foram escritos sobre esses pontos
que, no entanto, fogem do escopo da presente dissertação52.
Pode-se comparar as diferenças nas visões de Kuhn e Popper acerca do pro-
blema da demarcação. Para Kuhn, um campo de conhecimento se caracteriza como
ciência quando passa por uma fase de ciência normal, isto é, quando os membros daquela
comunidade científica estão engajados na solução dos puzzles dentro de um paradigma
compartilhado:
Eles [os cientistas] alcançaram um paradigma que provou-se apto a orientar a pes-
quisa de todo o grupo. Exceto por meio da vantagem da retrospectiva, é difícil
encontrar outro critério que proclame, com clareza, um campo de conhecimento
como ciência. (KUHN, 1962/2012, p. 21)
Em contrapartida, como vimos nas seções anteriores, Popper define seu critério de de-
marcação científica na falseabilidade das teorias. Pode-se dizer que uma das principais
diferenças entre esses dois critérios é o “objeto” de aplicação deles: A falseabilidade é uma
propriedade que concerne a uma teoria individual ou, à luz da tese Duhem-Quine (cf. Se-
ção 2.3.3), a um grupo de teorias. No entanto, o objeto do critério de demarcação de
Kuhn é o tipo de atividade exercida pelos pesquisadores de forma coletiva. Kuhn sugeriu
que, de certa forma, o critério popperiano é parte do processo de mudança paradigmática
quando afirmou que “Sir Karl caracterizou a totalidade do empreendimento científico em
termos que se aplicam apenas aos episódios ocasionais de revolução” (KUHN, 1977, p.
272). Nesse sentido, para Kuhn, é a fase de ciência normal que caracteriza o empreendi-
mento científico; já os episódios de ciência “extraordinária” foram, em sua maioria, o foco
da análise da demarcação popperiana.
Na seção anterior deste trabalho, discuti brevemente a situação da astrologia
segundo o critério de demarcação de Popper. Popper considera que astrólogos escapam
de qualquer possibilidade de refutação de suas teses ao fazerem “suas interpretações e pro-
fecias suficientemente vagas, […] tornam-se capazes de explicar qualquer coisa que possa
refutar sua teoria” (POPPER, 1963/2002, p. 48). Kuhn, por outro lado, oferece uma
52. Essa ambivalência é discutida pelo próprio autor no posfácio da reedição de A Estrutura das Re-
voluções Científicas (1962/2012), em A Tensão Essencial (1977) e O Caminho Desde a Estrutura (2000).
Em particular, aspectos específicos da tese da incomensurabilidade são discutidos nas seções 2 e 3 deste
último. Além do próprio Kuhn, diversos outros autores avançaram a discussão sobre essa tese. Por exem-
plo, Hintikka (1988) apresenta uma maneira de capturar a comparabilidade de teorias incomensuráveis
por meio da análise lógica; Sankey apresenta um mapeamento dos processos de transformação da noção
de incomensurabilidade (1993) e uma análise sobre as relações entre incomensurabilidade e tradução
semântica (1991), e Theodorou (2004) discute o problema das diferentes visões de mundo na tese da
incomensurabilidade.
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razão diferente desta para qualificar a astrologia como pseudociência. Segundo Kuhn, a
razão pela quala astrologia não seria científica não decorre da maneira como suas predições
são articuladas ou pela maneira como astrólogos explicam suas falhas, como afirmou Pop-
per, mas sim porque astrólogos sempre estiveram cientes das deficiências de sua prática:
as constantes mudanças de configuração dos corpos celestes, as imprecisões das tabelas
computacionais e a incerteza do momento exato do nascimento das pessoas são excelentes
razões para explicar falhas nas leituras astrológicas. Kuhn afirma que esses problemas
acometem da mesma forma, nos dias atuais, a medicina e a meteorologia e, nos períodos
de crise, até mesmo a física, astronomia e química (KUHN, 1977, p. 274).
Assim, para Kuhn, a astrologia não deixa de ser classificada como ciência por
ser constantemente falseada, mas sim, porque as evidências falseadoras não são levadas
em conta pelos praticantes da astrologia. Os episódios de falseação não se tornam puzzles
a ser resolvidos, tal como ocorreu com o mesmo tipo de falseação das teorias astronô-
micas no passado. Nesse sentido uma pseudociência não apresenta revisão e ampliação
epistêmica por meio da resolução dos puzzles de um paradigma científico compartilhado:
o paradigma de uma ciência normal deixa lacunas epistêmicas, ao contrário do que ocorre
com a astrologia. Astrólogos, apesar de seguirem regras, “não têm puzzles para resolver
e, portanto, não têm ciência para praticar” (KUHN, 1977, p. 276).
Apesar das distinções entre as concepções de ciência desses dois filósofos, Kuhn
sugere que a concepção popperiana de ciência, que se concentra no processo de substituição
dos fundamentos teóricos por meio das conjecturas e refutações, restringe sua avaliação
aos exemplos de períodos extraordinários de revolução científica, nos quais diferentes
paradigmas estão em embate. Entretanto, não entra no mérito dos períodos de ciência
normal, que, além de constituir a maior parte da atividade científica, é o que efetivamente
caracteriza o empreendimento científico: o paradigma compartilhado durante a ciência
normal.
2.4.2. A ciência da computação sob uma perspectiva kuhniana
Na Seção 1.5.3 do Capítulo 1, sugeri que um olhar histórico para o desenvol-
vimento da computação, à luz dos trabalhos de Church, Turing e outros lógicos pioneiros
desse campo de conhecimento, revela elementos semelhantes àqueles que Kuhn identifica
em períodos de revolução científica. Antes disso, na Seção 1.4, também comentei que um
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período semelhante à crise científica kuhniana se instaurou na lógica e na matemática, no
período imediatamente anterior ao artigo seminal de Turing, de 1936. Quando Hilbert
conclamou seus colegas para eliminar os ignorabimus da matemática, ele expôs a neces-
sidade de uma ampliação dos aspectivos fundacionais — inclusive nos níveis metafísico e
filosófico — do conhecimento matemático.
Se considerarmos a concepção axiomática ingênua do conhecimento matemá-
tico daquela época como um paradigma do tipo kuhniano então pode-se defender a tese
de que anomalias fragilizaram esse paradigma, nos moldes de uma crise paradigmática
científica, de maneira similar aos episódios de crise nas ciências naturais identificados por
Kuhn. Nas seções citadas no parágrafo anterior, também enumerei algumas declarações
de Weyl, Fraenkel, Ayer e Carnap que evidenciam o sentimento de consternação em razão
dessa crise, talvez manifesta, em última instância, no Entscheidungsproblem de Hilbert.
Kuhn afirma que esse tipo de insegurança
[…] é gerado pelo persistente fracasso em resolver os puzzles da ciência normal con-
forme o esperado. O fracasso das regras existentes é o prelúdio para uma busca por
novas regras. (KUHN, 1962/2012, p. 67)
Durante os períodos de crise, a resolução de puzzles falha em produzir resultados em
conformidade com o paradigma vigente. Raatikainen (2015) afirma que os teoremas da
incompletude resultaram da tentativa de Gödel contribuir positivamente para o programa
formalista de Hilbert. Entretanto, conforme exposto no primeiro capítulo deste trabalho,
resultados como a incompletude godeliana, a resposta negativa ao Entscheidungsproblem,
por parte de Turing e o desenvolvimento da teoria dos conjuntos de Zermelo-Fraenkel
confluíram para um cenário contrário ao cenário que Hilbert esperava: esses desenvol-
vimentos todos levaram ao abandono tanto do programa formalista como do logicismo
característico do fim do século XIX e início do século XX.
Se, por meio de uma leitura kuhniana, o período de revisão fundacional em
torno do Entscheidungsproblem foi um período de crise paradigmática, então é defensável
a tese de que o estabelecimento da tese de Church-Turning marca o surgimento de um
novo paradigma na lógica e na matemática, além da gênese da própria ciência da com-
putação como uma nova área de conhecimento. Nesse sentido, foi em 1936, que Church,
Turing, Kleene e Post buscaram formalizar as noções e os limites de calculabilidade por
meio de diferentes sistemas, ao mesmo tempo que partiram também das descobertas que
colocaram em xeque o programa formalista. Mais tarde nesse mesmo ano, Turing de-
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monstrou a equivalência entre esses sistemas. Assim, a máquina de Turing consolidou-se
como o modelo paradigmático, o exemplar referencial tanto para todo o desenvolvimento
abstrato teórico da computação, como, mais tarde, para a construção física dos computa-
dores digitais e, à tese de Church-Turing como a “principal noção filosófica subjacente à
computabilidade” (AARONSON, 2013, p. 31). No entanto, vale mencionar que a clareza
da relevância da tese de Church-Turing para a ciência da computação só veio anos mais
tarde, após o desenvolvimento da teoria de complexidade computacional.
Uma reconstrução simplificada da tese de Church-Turing segue abaixo:
Qualquer função “naturalmente considerada como computável” é computável por
uma máquina de Turing. Em outras palavras, qualquer modelo computacional “ra-
zoável” ou irá gerar o mesmo conjunto de funções computáveis gerado por um modelo
de máquina de Turing, ou então um subconjunto próprio deste. (AARONSON, 2013,
p. 31)
É interessante que uma tese tão fundamental para a computação — uma área de conhe-
cimento ligada à lógica e à matemática — seja de natureza tipicamente filosófica, tal
como Kuhn prescreve como parte dos elementos constituintes de um paradigma científico.
Ele afirma que é durante os períodos nos quais se reconhece a existência da crise que os
cientistas se voltam para a análise filosófica como meio de resolução de seus problemas
fundacionais (KUHN, 1962/2012, p. 87). Aaronson sugere o seguinte questionamento
sobre a tese de Church-Turing:
Inicialmente já temos uma pergunta óbvia [sobre a tese de Church-Turing]: que
tipo de declaração é essa? É uma declaração empírica sobre quais funções podem
ser computadas na realidade física? É uma definição sobre o significado do termo
“computar”? É um pouco de ambos? (AARONSON, 2013, p. 31)
A natureza da tese de Church-Turing ainda é um assunto muito debatido na filosofia
da matemática e computação. A pergunta retórica que Aaronson fez sobre a natureza
da declaração contida na tese de Church-Turing é abordada diretamente por Carnielli e
Epstein (2008, cap. 24), que identificam que essa dificuldade decorre de um problema
mais geral, inerente também a outros tipos de definições fundacionais da matemática que,
defendem esses autores, são “pré-formais” (ibid.) e, portanto, de fato filosóficas quando
submetidas a um olhar mais minucioso. Dessa forma, os autores referem-se sempre à
“definição/tese de Church”:
A definição/tese de Church […] foi motivada e adotada para resolver problemas
filosóficos sobre o significado e justificação da matemática. Em contextos filosóficos,
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a concordância é difícil de se alcançar, mas a quase unanimidade de aceitação sobre a
definição/tese de Church […] é algo impressionante. (CARNIELLI; EPSTEIN, 2008,
p. 299)
Em uma perspectiva kuhniana, a “quase unanimidade de aceitação” que os autores acima
mencionam parece indicar que, ainda hoje, a definição/tese de Church-Turing é um dos
alicerces epistêmicos da computação e da computabilidade. Nesse sentido, apesar de
ser bastante recente a possibilidade de obtermos uma prova dessa tese (KRIPKE, 2013),
a formulação original constitui, com enorme sucesso, a base paradigmática sobre a qual
todo o arcabouço teórico da ciência da computação se apoia. Carnielli e Epstein compilam
asserções de diversos lógicos como Gödel, Kalmár, Kleene e Post, além do próprio Church,
sobre possíveis respostas para a pergunta retórica de Aaronson, e concluem que:
A tese/definição de Church versa sobre a aplicabilidade de uma teoria matemática
formal. É uma ponte entre a matemática e os problemas filosóficos gerados pela
matemática. (CARNIELLI; EPSTEIN, 2008, p. 300)
Nessa mesma perspectiva, me parece possível entender a definição/tese de Church-Turing
como um exemplar kuhniano: ela subjaz à aplicabilidade de muitas das outras teorias
desse conhecimento, além de atuar como fundação filosófica tal como Kuhn prescreve
ocorrer quando um paradigma se estabele em uma ciência normal. É nesse sentido que a
conceituação pré-formal e filosófica da definição/tese se coaduna de forma bastante natu-
ral com a noção kuhniana de exemplar paradigmático. As consequências disso podem ser
notadas pelo rumo que tomou o desenvolvimento da computação como área de conheci-
mento científico: toda a teoria de complexidade computacional se desenvolveu (e continua
a se desenvolver) a partir das funções computáveis de Church e da codificação de números
naturais na máquina de Turing.
Mais tarde, com o desenvolvimento da computação clássica, a computação
passa a exibir características de ciência normal. Seguindo essa leitura kuhniana, os esforços
de projetos como o ENIAC53 exibem um caráter de ciência normal, e tornam-se o ponto
focal do trabalho desses cientistas.
É precisamente o abandono do discurso crítico que marca a transição para a ciência.
Uma vez que um campo faça essa transição, o discurso crítico retorna apenas nos
momentos de crise, quando as bases do campo estão novamente sob ameaça. (KUHN,
1977, p. 273)
53. O projeto ENIAC é um dos primeiros projetos de prototipagem de um computador eletrônico
digital, liderado pelo matemático von Neumann. Para maiores detalhes ver a Seção 1.6 do Capítulo 1.
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Esse é um elemento importante no critério kuhniano de demarcação científica: os proble-
mas tratados por Turing, von Neumann e outros pioneiros dos projetos computacionais
no período que se seguiu à segunda guerra se parecem com típicos puzzles kuhnianos, tal
como apresentados na Seção 1.6 deste trabalho. Apesar dos problemas desses projetos
envolverem puzzles no sentido mais instrumental, os computadores digitais, desde seus
primórdios, tem função dupla: se por um lado são ferramentas de computar para diversas
outras áreas de pesquisa além da computação, por outro, são instrumentos de laboratório
utilizados para elucidar aspectos teóricos da própria computação. Este segundo aspecto
parece ser uma característica distintiva única a esses instrumentos, talvez em decorrência
da universalidade do modelo de Turing.
A partir das décadas de 1960 e 1970, as discussões de caráter mais fundacio-
nal da computação passam a se restringir a círculos mais estreitos, no meio acadêmico,
enquanto a resolução de puzzles ocorre de forma bastante geral, trazendo grandes avanços
epistêmicos e tecnológicos para esta área de conhecimento. Os puzzles de um período de ci-
ência normal podem ser de natureza empírica ou teórica (CHALMERS, 1976/1999, p. 66),
sempre orientados pelas regras determinadas pelo paradigma. Assim, o arcabouço teórico
da computação, apoiado na concepção da máquina de Turing, na tese de Church-Turing
e nas fundações teóricas da lógica, passa a se desenvolver sob um caráter tipicamente
normal. Com o aparelhamento da computação por meio do sistema de notação assintó-
tica e da classificação de problemas por meio da teoria de complexidade, o conhecimento
computacional foi rapidamente ampliado e desenvolvido com bastante sucesso, tal como
apresentado na Seção 1.8. Toda a constelação de teoremas, problemas computacionais,
bem como algoritmos e estruturas de dados, foi construída a partir das lacunas deixadas
pelos exemplares do período que imediatamente antecede este.
Nesse sentido, a atividade principal dos cientistas da computação, em torno dos
problemas da ciência normal, assemelha-se ainda mais à resolução de puzzles matemáticos
que muitos dos puzzles das próprias ciências naturais que aparecem nas primeiras analogias
de Kuhn. Em particular, jogos como o quebra-cabeça ou palavras cruzadas, mencionados
explicitamente (KUHN, 1962/2012, p. 36) são, muitas vezes, tratados diretamente como
objeto de estudo na ciência da computação. Não é coincidência que jogos mentais sejam
especialmente apreciados, enquanto objeto de estudo, por cientistas da computação. Na
Seção 1.9 do presente trabalho, indiquei que jogos como o xadrez e o Go são modelos
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para o desenvolvimento de algoritmos e soluções computacionais complexas. Com efeito,
muitos do problemas da ciência da computação de fato são puzzles no sentido mais estrito
do termo.
Diante do exposto, parece razoável considerar que o desenvolvimento da ci-
ência da computação pode ser interpretado com sucesso por uma perspectiva kuhniana
de ciência. O surgimento desta área de conhecimento talvez possa ser lido como reflexo
de uma crise paradigmática na lógica e matemática. Da mesma forma, na medida em
que torna-se mais claro o aspecto exemplar, no sentido kuhniano, do modelo da máquina
de Turing ou mesmo do teorema Cook-Levin na teoria de complexidade computacional, é
interessante pensar que ambos funcionam como alicerces para o período de ciência normal
que se seguiu nesta área de conhecimento.
2.5. Post mortem do problema da demarcação
Durante as últimas décadas do século XX percebe-se um desinteresse pelo pro-
blema da demarcação, em particular, na filosofia da ciência. Alguns autores (HANSSON,
2017; MAHNER, 2013; PIGLIUCCI, 2013) consideram que isso ocorre principalmente
após o artigo de Larry Laudan (1983), que atesta como “morto” o problema da demar-
cação. Independentemente desse desinteresse pela demarcação ser consequência da pu-
blicação do artigo de Laudan ou de Laudan manifestar, em seu texto, um movimento
já em curso, é certo que esse influente artigo enumera e organiza alguns dos principais
problemas relacionados à demarcação científica.
Laudan estabelece que uma primeira dificuldade com a demarcação científica
surge na transição entre os momentos que chama de “velha tradição demarcacionista” e
“nova tradição demarcacionista”. Ele sugere que a transição entre essas tradições ocorre
em meados do século XIX, quando se passa a reconhecer a falibilidade do conhecimento
— em particular o conhecimento do tipo científico — que, antes disso era, segundo ele,
tido como apodítico. No novo entendimento, “todas as teorias científicas são corrigíveis e
podem ser sujeitas a emendas sérias” (LAUDAN, 1983) e, Laudan conclui, é a partir do
falibilismo que na contemporaneidade se torna muito difícil estabelecer a distinção entre
conhecimento (epistēmē) e opinião (doxa). No entanto, há elementos para considerar essa
famosa asserção de Laudan uma imprecisão histórica. Chibeni (2005a) argumenta que
esse entendimento, tipicamente atribuído à filosofia da ciência contemporânea, já estava
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presente no empirismo do século XVII, particularmente em Locke:
Assim, Locke adverte contra a atribuição de uma garantia epistêmica demasiada
para hipóteses, indica seu papel heurístico, estabelece como condições de aceitação
que sejam de escopo amplo e sujeitas a testes e, finalmente, enfatiza seu caráter
irremediavelmente conjectural — um conjunto de observações que se encaixam per-
feitamente em qualquer texto contemporâneo de filosofia da ciência. (CHIBENI,
2005a)
A conclusão de Chibeni tem importante influência nas acepções aqui propostas, que,
igualmente, partem do entendimento de que Laudan se equivocou nesse mapeamento
histórico.
Laudan considera que, ainda na “velha tradição”, as tentativas de demarcação
ganharam um enfoque metodológico. Não obstante, a noção de um “método científico”
unificado não se mostrou menos problemática que o enfoque epistêmico anterior, dada
a heterogeneidade da prática científica tanto com relação à diversidade de campos como
à diversidade de teorias, como vimos neste capítulo. De forma similar, ele enumera difi-
culdades nas abordagens da “nova tradição”, principalmente no positivismo lógico e no
falseacionismo de Popper. As dificuldades específicas dessas abordagens foram, de ma-
neira breve, também discutidas aqui. Cabe, no entanto, considerar brevemente algumas
das questões que Laudan indica como fundamentais a qualquer proposta de demarcação
científica.
Especificamente, devemos formular três perguntas centrais: (1) Quais condições de
adequação uma proposta de critérios de demarcação deve satisfazer? (2) O critério de
demarcação oferece condições necessárias ou suficientes, ou ambas, para determinar
o status científico? (3) Quais ações ou julgamentos estão implícitos na afirmação de
que determinada crença ou atividade é “científica” ou “não científica”? (LAUDAN,
1983)
Essas três perguntas centrais balizam a avaliação que Laudan apresenta sobre as diversas
tentativas de critérios para a demarcação científica. Para a primeira pergunta, a análise
de Laudan conduz à conclusão de que um conjunto adequado de critérios de demarcação
deveria, em princípio, refletir minimamente o senso comum acerca da distinção entre ciên-
cia e não ciência e, ao mesmo tempo, explicitar as diferenças epistêmicas ou metodológicas
entre campos científicos e não científicos.
Ao examinar a pergunta (3), Laudan recomenda cautela com relação à respon-
sabilidade inerente à discussão filosófica da demarcação, em razão das repercussões sociais
e políticas que poderiam resultar dessa discussão. Como exemplo desse efeito, podemos
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pensar no episódio do processo judicial do colégio de Dover, acerca da polêmica do projeto
inteligente constar (ou não constar) do curriculum pedagógico científico naquela escola (cf.
Seção 2.1). O artigo de Laudan e, principalmente, sua conclusão final, de que o problema
da demarcação é, na verdade, um pseudoproblema, ajudaram a compor o argumento dos
defensores da inclusão do projeto inteligente no conteúdo científico pedagógico da escola
(PENNOCK, 2011). Assim, o argumento antidemarcacionista de Laudan tem sua própria
repercussão sociopolítica, que parece ser inevitável, seja em função da discussão de crité-
rios possíveis para demarcação, seja em função da descaracterização do problema como
um problema filosófico legítimo e interessante. Diante dessa última constatação, a cautela
que Laudan indica é acertada: o problema da demarcação tem, como observamos, claras
repercussões sociais e políticas. Contudo, parece-me que, ao contrário do que Laudan
sugere, essa é uma boa razão para manter essa discussão viva em diversas esferas, seja
na filosofia ou internamente às áreas específicas de conhecimento, visto que, do ponto de
vista político, o financiamento à pesquisa usualmente se pauta em critérios de relevância
e prioridade que são pensados por áreas que, mais do que demarcadas, acabam sendo
também hierarquizadas.
Ao examinar a questão (2), Laudan conclui que um critério de demarcação,
para ser adequado, deve apresentar conjuntamente condições necessárias e suficientes.
Caso contrário, havendo apenas condições necessárias (mas não suficientes), seria possível
determinar apenas algumas das atividades não científicas, e havendo condições suficientes
(mas não necessárias) seria possível apenas determinar algumas das atividades científicas.
É por meio dessas três questões preliminares que Laudan examina a história
mais recente do problema da demarcação, na “nova tradição demarcacionista”. De forma
geral, ele resume cronologicamente as diversas e conhecidas dificuldades desse problema,
muitas delas também discutidas neste capítulo, passando pelos problemas das inferências
indutivas, pelo positivismo lógico e, principalmente, pelo falseacionismo popperiano. As
conclusões do autor são desanimadoras para o filósofo da ciência interessado em discutir
critérios de demarcação:
A heterogeneidade epistêmica evidente nas atividades e crenças normalmente consi-
deradas como científicas deveria nos alertar para a provável futilidade em procurar
uma versão epistêmica de um critério de demarcação. (LAUDAN, 1983)
Laudan também indica que a busca de uma versão metodológica de um critério de demar-
cação não é menos problemática. E, adiante, conclui:
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O que torna uma crença bem fundamentada (ou heuristicamente fértil)? E o que
torna uma crença científica? A primeira pergunta é filosoficamente interessante e
possívelmente tratável; a segunda pergunta é tanto desinteressante quanto, a julgar
pelo seu passado conturbado, intratável. (LAUDAN, 1983)
Para ele a intratabilidade do problema da demarcação se deve, essencialmente, ao reconhe-
cimento do falibilismo típico da concepção contemporânea de ciência e à heterogeneidade
epistêmica dos diversos campos de conhecimento, inclusive, aqueles que se entende como
científicos. Contudo, classificar esse problema como pseudoproblema parece uma opção
por demais radical. Nesse sentido, pode-se dizer que o problema da demarcação, se to-
mado exclusivamente em sua concepção original lógico-positivista, como Laudan faz em
seu artigo, torna-se uma espécie de anacronismo na contemporaneidade. Se a noção
de conhecimento científico hoje difere da noção vigente no positivismo lógico, então faz
sentido reformular a concepção do problema da demarcação em função de parâmetros
epistemológicos e metodológicos similares. É nesse sentido que alguns filósofos da ciência
sugerem avançar a discussão do problema da demarcação. Pennock (2011) indica que a
linha argumentativa de Laudan não deixa de ser essencialmente positivista:
Foi Popper quem articulou a demarcação como um problema da filosofia da ciência
na segunda metade do século XX, e quem propôs sua própria noção dedutiva de
falseação como um critério para delimitar tal fronteira. O artigo de Laudan foi escrito
ao final de uma era marcada por um “ataque” generalizado a Popper na filosofia
analítica […]. Isto também explicaria a ênfase, por parte dos antidemarcacionistas,
nos problemas do critério de falseação. (PENNOCK, 2011)
Assim, Pennock situa o artigo de Laudan em contraposição a Popper e, de certa forma, no
contexto do positivismo lógico. Parece-me que isso é uma consequência da exigência feita
por Laudan de que um critério de demarcação só é viável se fornecer condições necessá-
rias e suficientes, de acordo com sua questão preliminar (2). Parece ser também por essa
mesma razão que Laudan efetivamente desconsidera as tipificações de conhecimento cien-
tífico posteriores ao falseacionismo popperiano. É nesse mesmo sentido que argumentam
Pigliucci e Mahner:
[…] enquanto concordarmos que há de fato uma diferença reconhecível entre, diga-
mos, biologia evolutiva de um lado e criacionismo de outro, então necessariamente
devemos concordar que existem critérios de demarcação — ainda que sejam indes-
critíveis à primeira vista. (PIGLIUCCI, 2013, p. 10)
A lógica padrão de classificação exige condições individualmente necessárias e conjun-
tamente suficientes para a definição de uma classe apropriada, então não é surpresa
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nenhuma que a maioria dos filósofos da ciência concordem com essa exigência lógica.
No entanto, a questão é se essa exigência pode ser mantida, ou se devemos nos con-
formar com um modo menos estrito de demarcação — ou então nenhum modo, e
desistir da ideia de demarcação completamente. (MAHNER, 2013, p. 33)
Se a noção contemporânea de ciência é falibilista e, portanto, menos estrita que as no-
ções anteriores, então é natural que uma noção contemporânea de demarcação seja, da
mesma forma, menos estrita, como sugerem os autores acima. É também nessas linhas
que Pennock (2011) revisa o cenário do processo judicial do projeto inteligente e critica
a posição antidemarcacionista de Laudan. Pennock indica que o argumento utilizado na
sentença judicial do caso do projeto inteligente pauta-se predominantemente no natura-
lismo metodológico que subjaz à pesquisa científica e ao conhecimento contemporâneo em
geral:
ONM [naturalismo metodológico] sustenta que, como princípio de pesquisa, devemos
considerar o universo como um lugar estruturado, ordenado por processos naturais
uniformes, e que cientistas não devem apelar para milagres ou outras intervenções
sobrenaturais que quebrem essa ordem presumida. A ciência não subscreve ao NM
dogmaticamente, mas sim por razões que tem a ver com a natureza das evidências
empíricas. (PENNOCK, 2011)
Pennock defende que, independemente da dificuldade em estabelecer um critério estrito
de demarcação científica no caso do projeto inteligente e outras variantes da teoria cria-
cionista, a divergência com o naturalismo metodológico é um forte indício da não cienti-
ficidade desse tipo de teoria. Nesse sentido, apesar da indisponibilidade de um critério
que atenda às condições necessárias e suficientes da questão (2), argumentar a partir do
naturalismo metodológico para descartar o projeto inteligente certamente se coaduna com
a resposta que Laudan oferece para a questão preliminar (1).
Como vimos, as dificuldades com a demarcação são diversas: esse problema
filosófico abrange a distinção entre ciência e pseudociência e a distinção entre campos de
conhecimento científicos e não científicos; abrange também a discussão sobre a ciência
como uma atividade unificada ou desunificada tanto em termos metodológicos como epis-
temológicos. Há ainda a dificuldade em se determinar qual aspecto da atividade científica
devemos examinar. Por exemplo, o falseacionismo popperiano examina declarações indi-
viduais, enquanto Kuhn examinou aspectos que caracterizam a atividade que se exerce na
ciência normal. De forma similar, o critério de Popper é atemporal, enquanto o critério de
Kuhn depende do desenrolar histórico do campo de conhecimento em análise (MAHNER,
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2013, p. 31). Assim, na busca de uma solução para o problema da demarcação não se
enfrenta apenas uma heterogeneidade de campos de conhecimento, mas também de uma
série de outros elementos relacionados às atividades que se propõe examinar.
Diante das dificuldades em atender aos requisitos da questão (2) de Laudan,
reconsiderar o problema da demarcação sob um formato mais enfraquecido parece ser uma
estratégia possível. Essa estratégia apresentaria um caráter heurístico, na linha da algu-
mas interpretações que se tem das atividades científicas na contemporaneidade. Pigliucci
(2013) sugere que, na impossibilidade de estabelecer um critério (ou um conjunto de crité-
rios) estritos, necessários e suficientes, talvez faça sentido usar a noção de semelhança de
família para uma possível demarcação. De maneira similar, Mahner (2013) sugere uma
estratégia de análise de semelhança por agrupamento, similar às estratégias de classifica-
ção fenotípica de espécies biológicas, por meio de um conjunto variável de características
e propriedades.
A noção de semelhança de família foi articulada por Wittgenstein (1953) para
discutir a natureza semântica da aplicação de certos termos que são usados intuitivamente,
como cadeira, folha, ou jogo, mas que se mostram difíceis de definir inequivocamente
quando sob escrutínio. Kuhn, em seu A Estrutura das Revoluções Científicas (1962/2012,
p. 44), faz alusão a essa noção de Wittgenstein para ilustrar54 como o cientista participa
de uma tradição científica-normal, em um paradigma, sem aderir a um conjunto claro e
explícito de regras.
Kuhn afirma que a conclusão de Wittgenstein leva a crer que um conjunto
estrito de propriedades necessárias e suficientes é dispensável para caracterizar o que
constitui um jogo:
Apesar da discussão de que alguns dos atributos compartilhados por um certo nú-
mero de jogos, cadeiras ou folhas, com frequência, nos auxilie a aprender como
empregar corretamente o termo correspondente, não há um conjunto de característi-
cas que seja simultaneamente aplicável a todos os membros de uma classe e somente
a eles. Em vez disso, quando confrontados com uma atividade nunca observada
anteriormente, aplicamos o termo “jogo” porque aquilo que vemos apresenta uma
“semelhança de família” a um certo número de atividades que aprendemos anteri-
ormente a chamar por esse nome. Para Wittgenstein, em suma, jogos, cadeiras e
folhas são famílias naturais, cada qual constituída por uma rede de semelhanças que
se sobrepõem e entrecruzam. (KUHN, 1962/2012, p. 45)
54. Kuhn alerta que está se apropriando do tema wittgensteiniano num contexto bastante diferente
daquele em que foi introduzido pelo filósofo austro-britânico. Essa ressalva se aplica, claro, para o uso
sugerido por Pigliucci em sua análise da demarcação científica.
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O sucesso para classificar um objeto desse tipo depende de uma rede de propriedades
adequada e suficientemente bem definida. Kuhn utiliza a noção descrita acima como
ilustração da maneira que cientistas empregam modelos mesmo que, muitas vezes, não
tenham consciência total das características constituintes dos mesmos. Por essa razão,
“eles não precisam de um conjunto de regras” (KUHN, 1977, p. 45). Assim, Pigliucci e
Mahner, sem mencionarem Kuhn explicitamente, seguem uma estratégia similar para o
problema da demarcação por meio de uma abordagem essencialmente heurística.
O diagrama da figura 2.1 exemplifica a rede de propriedades de semelhança de
família que poderia se pensar para conceituar jogo, seguindo o exemplo de Wittgenstein.
Nessa figura, arestas mostram o entrecruzamento de conceitos e a classificação de tipos de
jogos. Neste exemplo, tênis de mesa participa tanto da categoria esportes olímpicos como
jogos com bola. Além disso, nem todo jogo apresenta todas as propriedades típicas, por
exemplo, paciência é um jogo de cartas, no qual não há vencedor ou competição, embora
requeira habilidade e sorte.
Figura 2.1: Diagrama-exemplo de categorização de jogos por clustering
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Fonte: PIGLIUCCI, 2013, p. 20
Nessas mesmas linhas, Pigliucci (2013, p. 23) esboça a figura 2.2 que repre-
senta a disposição de alguns campos de conhecimento em relação aos eixos conhecimento
empírico e compreensão teórica para ilustrar a ideia de que a “ciência tenta fornecer uma
compreensão teórica do mundo, fundamentada empiricamente” (PIGLIUCCI, 2013, p.
22). Pigliucci não espera que essas sejam as únicas propriedades relevantes para analisar
campos científicos, mas as utiliza para efeito ilustrativo de um possível ponto de partida.
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Finalmente, na figura 2.2, o eixo horizontal representa o desenvolvimento teó-
rico relativo entre campos de conhecimento, isto é, sua “lógica e coerência” (ibid.). De
forma análoga, o eixo vertical representa a fundamentação empírica. No plano definido
pelos dois eixos, o autor dispõe alguns campos de conhecimento que são separados, por se-
melhança, em seções: no canto superior direito estão as ciências bem estabelecidas, como
a microfísica e a biologia evolucionista, com seu corpo teórico bem definido e que são for-
temente fundamentadas empiricamente. Abaixo desse bloco estão campos como a teoria
das cordas, da física, que apresenta modelo matemático sofisticado, mas que tem escassos
pontos de contato com evidências empíricas. No quadrante superior esquerdo, isto é, na
seção com forte conteúdo empírico e arcabouço teórico incompleto, estão dispostas muitas
das ciências sociais e as chamadas soft sciences. No quadrante inferior esquerdo, situam-
se as áreas de conhecimento de caráter usualmente dito pseudocientífico, que apresentam
conteúdo empírico escasso e fundamentos teóricos duvidosos, como o projeto inteligente
e a astrologia (PIGLIUCCI, 2013, p. 24).
Figura 2.2: Distribuição de áreas de conhecimento
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Fonte: PIGLIUCCI, 2013, p. 23
Na área inferior-central da figura 2.2 estão dispostas as áreas de conhecimento
que alguns autores chamam de protociência ou quasiciência (PIGLIUCCI, 2013, p. 23)
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que, por um lado não pertencem claramente ao grupo das pseudociências e, por outro,
ainda não se estabeleceram como ciências maduras. Nessa região da figura, disciplinas
tendem a ser controversas porque, de alguma forma, são fundamentadas a partir de teo-
rias bem estabelecidas, apesar do escasso conteúdo empírico. Por exemplo, a psicologia
evolucionista é fundamentada a partir da teoria evolucionista da biologia, que, nesse caso,
é transposta para o contexto da psicologia, com resultados incertos. De maneira similar,
história cientificista representa abordagens científicas para o estudo da história, cujos mé-
todos, teorias e resultados ainda são considerados controversos e também necessitam de
amadurecimento teórico e empírico (PIGLIUCCI; BOUDRY, 2013, passim).
Pensando por uma perspectiva computacional e seguindo nessas mesmas linhas,
parece-me que um sistema de fuzzy clustering55, ou algum outro algoritmo de aprendizado
de máquina, refletiria essa estratégia adequadamente. Contudo, a grande dificuldade em
um projeto desse tipo costuma ser a construção de uma base de dados que contemple
o mapeamento das propriedades dos objetos com o mínimo possível de distorções, pre-
conceitos e incompletudes que, possivelmente, envolve mais dimensões que os eixos da
figura 2.2. Esse seria, aliás, um projeto interessante a ser realizado.
Finalmente, se partimos de uma visão kuhniana de desenvolvimento científico,
então aceitamos a natureza heurística desse tipo de conhecimento, como mostra Loparic:
De acordo com Kuhn, é possível argüir, contra os historiadores intelectualistas, que
a teoria do progresso da ciência não pode ser feita em termos de uma teoria do
entendimento puro e da dedução e, contra os positivistas, que esse progresso não pode
ser descrito nem explicado em termos da intuição sensível e de métodos formais. Sua
crítica se completa pela tese de que o progresso da ciência constitui a racionalidade
científica, incluindo a que foi reconstruída pelas metodologias. Conseqüentemente,
a pretensão de que possuímos critérios de racionalidade independentes dos aspectos
essenciais do progresso da ciência assenta no desconhecimento da história da ciência.
A demarcação da ciência é um problema de fato e não de direito: a ciência é um
produto da atividade da comunidade científica e esta, por sua vez, é indispensável por
meios empíricos. Daí resulta, contudo, uma conseqüência normativa: o programa
de historiografia da ciência deverá ser fundado numa sociologia ou numa psicologia
empírica de pesquisa. (LOPARIC, 1997, p. 82)
Se temos hoje uma compreensão heurística de ciência, no espírito de Kuhn e de alguns
dos filósofos da ciência que o sucederam, faz sentido entender o problema da demarcação
por uma perspectiva similar. Por consequência, buscar uma demarcação exclusivamente
55. Poderíamos traduzir fuzzy clustering como agrupamento difuso. Trata-se da classe de algoritmos
de agrupamento de conjuntos de objetos em função de certas propriedades com a possibilidade de que
cada objeto pertença a mais de um agrupamento (cluster). Os agrupamentos são identificados pela
similaridade entre os objetos que os constituem.
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dedutiva e formal para caracterizar atividades cuja epistemologia e metodologia se consti-
tuem heuristicamente resulta em um problema intratável, como constatou Laudan. Não
obstante, parece haver um caminho para escapar dessa intratabilidade: abandonar a “pre-
tensão” de designar critérios de demarcação que sejam dissociados de aspectos heurísticos,
essenciais à atividade científica.
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Capítulo 3
Reflexões acerca do devir da ciência da computação
3.1. Três tipos de pesquisa em computação
No Capítulo 1 e, mais especificamente na Seção 1.10, vimos as três tradições
disciplinares na ciência da computação, conforme entendidas por alguns dos pesquisadores
da área. Em menção direta ao trabalho de Thomas Kuhn, esses autores empregam o termo
paradigma para cada um desses enfoques: “paradigma racionalista”, “paradigma tecnoló-
gico” e “paradigma científico” (DENNING et al., 1989; EDEN, 2007; WEGNER, 1976).
Esse tipo de análise demarcacionista motivou o desenvolvimento do segundo capítulo deste
trabalho, voltado para alguns dos principais elementos do problema da demarcação e da
tipificação epistêmica e metodológica do conhecimento científico e, nesta seção, comenta-
rei alguns aspectos adicionais dessa acepção demarcacionista, interna à computação, além
de sugerir ajustes na terminologia empregada pelos autores.
O primeiro ajuste terminológico concerne ao uso do termo paradigma. O exame
de A Estrutura das Revoluções Científicas (KUHN, 1962/2012) e, em especial, da noção
de ciência normal, revela que o termo paradigma é inadequado para uma demarcação
da forma como é utilizado por esses autores. A razão disso se deve ao fato de que, na
concepção kuhniana, a fase de ciência normal se dá quando há um paradigma que subjaz
à atividade daquela comunidade científica (cf. Seção 2.4.1). Nesse sentido, na ciência
normal, um paradigma é compartilhado entre os membros de uma comunidade científica
e, portanto, não haveria tensão entre paradigmas, como prescrevem os autores citados no
parágrafo anterior. À luz do posfácio de Estrutura, o paradigma além de ser subjacente à
prática normal, é também acessível apenas por meio de seus exemplares:
Por um lado, [paradigma] indica toda a constelação completa de crenças, valores,
técnicas etc., compartilhadas pelos membros de uma dada comunidade. Por outro,
denota um tipo de elemento dessa constelação: as soluções concretas de puzzles que,
empregadas como modelos ou exemplos, podem substituir regras explícitas como
base para solução dos puzzles restantes da ciência normal. (KUHN, 1962/2012, p.
174)
Partindo da concepção kuhniana de ciência, como fizeram os autores, duas opções são
possíveis: (i) a ciência da computação se encontra em estágio de ciência normal e, portanto,
não apresentaria paradigmas concorrentes; ou (ii) a ciência da computação se encontra
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fora do estágio normal, seja em um período pré-científico ou em um período de crise. De
qualquer forma, independentemente de ser o caso de (i) ou (ii), a noção de “paradigmas
concorrentes” não parece possível, a não ser se tomarmos o termo paradigma de uma
forma muito mais ampla, ou fora da concepção kuhniana. Nesse sentido e a fim de
evitar as dificuldades relacionadas aos diferentes usos do termo paradigma, os três recortes
da ciência da computação serão tratados, neste trabalho, como diferentes subcampos de
pesquisa. Essa expressão parece mais adequada para as teses de Wegner e Eden, que não
sofrem prejuízos pela substituição terminológica sugerida aqui.
A tensão entre os três subcampos de pesquisa na computação é brevemente
introduzida na Seção 1.10 do primeiro capítulo. Eden (2007) aprofunda alguns pontos e
introduz novos elementos de demarcação para cada subcampo:
O paradigma racionalista, comum entre cientistas de teoria computacional, define
a disciplina como um ramo da matemática […], considera que programas [de com-
putador] são equivalentes a objetos matemáticos […], e busca conhecimento certo, a
priori, sobre sua “corretude” por meio de raciocínio dedutivo. (EDEN, 2007)
O paradigma tecnocrático, promulgado principalmente por engenheiros de software,
define ciência da computação como uma disciplina da engenharia […], considera
programas como meros dados […], e busca empiricamente conhecimento provável, a
posteriori, sobre sua confiabilidade por meio de conjuntos de testes. (ibid.)
O pardigma científico, predominante na inteligência artificial, define ciência da com-
putação como uma ciência natural (empírica) […], considera que programas são equi-
valentes a processos mentais […], e busca conhecimento a priori e a posteriori acerca
deles combinando dedução formal com experimentação científica. (ibid.)
A citação acima apresenta um resumo das características distintivas de cada um dos re-
cortes de subcampos de pesquisa. Segundo o levantamento desse autor, pesquisadores
do subcampo racionalista tendem a compreender os objetos computacionais por meio de
uma ontologia realista, seguem uma epistemologia apriorista e uma metodologia formal-
dedutiva. Em oposição ao subcampo racionalista situam-se os pesquisadores do subcampo
tecnológico, que tendem a ser ontologicamente antirrealistas (com relação aos objetos com-
putacionais), entendem o conhecimento computacional como incerto e analisável apenas a
posteriori por meio de uma metodologia baseada em testes. Eden sugere algumas hipóte-
ses para a causa dessa tensão demarcacionista entre o subcampo de pesquisa racionalista
e o subcampo de pesquisa tecnológico, que ele chama de “tecnocrático”:
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Como resultado da influência crescente que o paradigma tecnocrático vem exercendo
nos curricula de graduação, programas acadêmicos de “ciência da computação” ra-
ramente fazem jus a seu nome. Cursos que ensinam computabilidade, complexidade,
teoria de autômatos, teoria de algoritmos ou mesmo lógica em programas de gradu-
ação são abandonados em favor de cursos com enfoque em modismos tecnológicos,
que ensinam metodologias de projeto de software, notações de diagramas de projeto
[…], plataformas de programação e tecnologias de engenharia de software compo-
nentizado. Como resultado, cada vez mais alunos são graduados em “ciência da
computação” sem conhecimento de teoria computacional ou compreensão dos fun-
damentos teóricos da disciplina. (EDEN, 2007)
Na passagem acima, torna-se mais evidente a razão pela qual o autor escolhe chamar esse
subcampo dessa forma: o tom pejorativo do termo indica uma agenda para promover
uma ampla formação de profissionais da computação por meio de cursos com curriculum
simplificado, com enfoque exclusivamente tecnológico — considerado, muitas vezes, mais
“fácil” de conduzir, do ponto de vista pedagógico. Usualmente, a existência dessa agenda se
justifica pela indústria multimilionária de software, na qual há uma enorme demanda por
profissionais para projetar, construir, testar e operar sistemas computacioniais e, nesse
processo de simplificação, é comum haver uma despriorização de aspectos teóricos na
elaboração das grades disciplinares.
Nesse sentido, se a matemática e lógica fundacional são despriorizadas, re-
flexões filosóficas e estudos históricos sequer são cogitados para inclusão nos currículos
pedagógicos. Assim, parece ser com o intuito de enfatizar os aspectos negativos dessa
agenda que o autor utiliza o termo “tecnocracia”. Apesar de compartilhar da preocu-
pação de Eden com a insuficiência na estrutura curricular de alguns cursos em ciência
da computação, adoto aqui o termo tecnologia para esse subcampo de pesquisa a fim
de buscar uma terminologia mais neutra. Finalmente, vale enfatizar que Eden não está
sozinho em sua crítica; diversos outros cientistas da computação compartilham posição
similar56. Essa é uma típica discussão demarcacionista que, assim como no exemplo do
projeto inteligente (cf. Capítulo 2), se inicia no âmbito pedagógico.
Ao examinar os três tipos diferentes de subcampos de pesquisa na computação,
Eden (2007) conclui que o subcampo racionalista é insuficiente pela mesma razão pela qual
o racionalismo, na epistemologia, mostrou-se problemático: as dificuldades de se obter
conhecimento exclusivamente a partir de fontes aprioristas. Ao mesmo tempo, ele afirma
56. Alguns textos que apresentam críticas ao enfoque tecnológico e já foram brevemente discutidos nos
capítulos anteriores deste trabalho: Knuth (1969, 1974b, 1974a), Wegner (1976), Hoare (1985) e Dijkstra
(1974, 1987), além do próprio Eden (2007).
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que o subcampo de pesquisa tecnológico é incompleto, pois desprioriza aspectos teóricos
que são fundamentais para o desenvolvimento apropriado do conhecimento computacional.
Em suma, para ele, subcampos de pesquisa em computação que sejam exclusivamente
racionalistas ou exclusivamente tecnológicos não deveriam ser chamados de ciência, se
tomados isoladamente.
Nesse sentido, o subcampo científico é o único adequado para que a computa-
ção seja considerada legitimamente científica e acadêmica, pois trabalha suas teorias por
meio de uma combinação de conhecimento a priori e a posteriori. Para suas teorias são
admitidas tanto provas dedutivas da tradição racionalista como metodologias de experi-
mentação do subcampo tecnológico. Mais do que isso, nesse subcampo de pesquisa os
objetos computacionais têm capacidade para gerar ou modificar outros objetos computa-
cionais, sem interferência de programadores, com resultados possivelmente imprevisíveis
(por exemplo, algoritmos evolutivos ou os chamados vírus de computador). Da mesma
forma, um programa de computador pode ser gerado integralmente a partir de outro, de
modo que o estudo desse tipo de objeto se dá a posteriori, por meios empíricos e de acordo
com metodologias semelhantes às utilizadas em outras ciências, com amostras, grupos de
controle e demais ferramentas de experimentação, ajustadas em função da natureza de
cada estudo. Assim, defende Eden, para que a computação seja considerada uma ativi-
dade científica, deve seguir a estrutura pedagógica do subcampo de pesquisa científico,
bem como suas bases epistemológicas, metodológicas e ontológicas.
Na Seção 2.4.2 do capítulo anterior sugeri que há um paradigma — no sen-
tido kuhniano — que subjaz à prática da computação. Argumentei que a tese/definição
de Church-Turing pode ser entendida como um exemplar paradigmático dessa área de
conhecimento. Assim, é possível afirmar que o modelo da máquina de Turing (do qual
a definição/tese de Church-Turing depende), o problema da satisfatibilidade (SAT) e a
arquitetura-referência de von Neumann também parecem exemplares: os primeiros com
maior predominância no subcampo racionalista e o último com maior predominância no
subcampo tecnológico. Além disso, como vimos no Capítulo 1, parece seguro afirmar
que esses três exemplares participam de um mesmo paradigma que subjaz uniformemente
aos três subcampos de pesquisa, pois não há qualquer tipo de tensão epistêmica entre
as estruturas teóricas desses exemplares; ao contrário, são noções complementares umas
às outras no arcabouço teórico da ciência da computação. Nesse sentido, parece seguro
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afirmar que a ciência da computação, tal como se apresenta em nossos dias, manifesta
características que se assemelham bastante às características da ciência normal kuhniana.
A noção exposta acima complementa o argumento de Eden, mesmo que re-
fute a noção de “paradigmas concorrentes” presente em suas premissas. A existência de
subgrupos em uma ciência madura não é incomum e, se considerarmos a organização de
alguns dos departamentos e institutos de ciência da computação, é possível observar que
os subcampos racionalista, tecnológico e científico convivem em harmonia, partilhando de
um paradigma comum — nenhum dos grupos desconsidera teorias dos outros, apesar de
cada grupo ter suas prioridades, e tampouco se observa qualquer tipo de incomensurabi-
lidade terminológica entre eles. Enfim, a crítica pedagógica de Eden certamente procede:
currículos que não contemplem algum desses aspectos de pesquisa da computação estarão
incompletos, do ponto de vista científico.
3.2. Sobre a possibilidade de crises e revoluções na matemática
Nos dois capítulos anteriores deste trabalho, apresentei a tese de que o corpo
nuclear de conhecimento da ciência da computação se constituiu, em um primeiro mo-
mento, a partir das relações entre o programa formalista de Hilbert e a crise epistêmica
que apresenta características kuhnianas, que matemáticos, lógicos e filósofos enfrentaram
naquele período. Nesta seção, examinarei a possibilidade de haver crises ou revoluções
na matemática, de forma similar à estrutura descrita por Kuhn para as ciências natu-
rais, uma vez que o campo de conhecimento em foco neste trabalho difere do campo
predominantemente examinado por esse filósofo e historiador da ciência.
Inicialmente, a matemática é compreendida como uma área de conhecimento
a priori, formal e seguro. Contudo, à luz do desenvolvimento da filosofia da ciência que se
dá na contemporaneidade, alguns filósofos e historiadores da matemática reavaliam esse
entendimento por meio de exame historiográfico. Um exemplo de tal situação foi apre-
sentado na Seção 1.4.3, com o argumento da matemática “quasi-empírica”, de Lakatos
(1976). Em linhas similares, Crowe, historiador da matemática, utiliza “a nova histori-
ografia da ciência” (CROWE, 1975), cuja abordagem é derivada predominantemente do
trabalho de Kuhn, e estabelece dez “leis” que ele constatou sobre os padrões de mudan-
ças no conhecimento matemático. De forma geral, o autor procura examinar se as ideias
presentes em A Estrutura das Revoluções Científicas (KUHN, 1962/2012) fariam sentido
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na história da matemática, isto é, se as teses de Kuhn poderiam ser aplicadas também a
um conhecimento tido como exclusivamente racionalista.
Considerações que relacionam as teses de Kuhn com a matemática, como as
que Crowe apresenta, são relevantes para as teses do presente trabalho não apenas pela
proximidade epistêmica entre computação e matemática — em especial, no subcampo
racionalista, que circunscreve o cerne teórico da ciência da computação — mas, princi-
palmente, porque argumentei que a ciência da computação surge após um episódio de
crise epistêmica na matemática. Nesse contexto, a décima “lei” de Crowe mostra-se como
a mais marcante, pois categoricamente declara que “revoluções nunca ocorrem na ma-
temática” (CROWE, 1975). Para justificar sua décima “lei”, o autor pondera sobre a
oposição de duas noções: de um lado, a noção de que o conhecimento matemático é,
diferentemente das ciências naturais, incremental; de outro lado, seu entendimento por
revolução que, para ele, necessariamente implica a destituição irreversível de alguma enti-
dade pregressa (seja um rei, uma constituição ou uma teoria) (ibid.). Para exemplificar,
esse historiador da matemática indica a geometria euclidiana, que coexiste até hoje com
outros tipos de geometria e nunca foi substituída ou descreditada. A despeito disso, o
autor faz uma observação curiosa:
[…] na lei 10, a ênfase na preposição “na” é crucial, pois, como algumas das leis
anteriores deixam claro, revoluções podem ocorrer na nomenclatura matemática, nos
simbolismos, na metamatemática (e.g. a metafísica da matemática), na metodologia
(e.g. padrões de rigor) e, talvez, na historiografia da matemática. (CROWE, 1975)
Ou seja, Crowe demarca o domínio daquilo que considera passível de revoluções como
externo ao núcleo epistêmico da matemática: fundações filosóficas e metodologias, para
ele, estão no meta-nível e são passíveis de revoluções, ao contrário do corpo principal
da matemática, que é tido como exclusivamente cumulativo57. Contudo, o mesmo autor,
anos mais tarde, reconsidera algumas de suas posições e afirma que o entendimento da
matemática como um corpo de conhecimento exclusivamente cumulativo é um equívoco:
Grandes áreas da matemática foram, para todos efeitos práticos, abandonadas. Os
matemáticos do século XIX que ampliaram dois milênios de pesquisa em teoria de
secção cônica foram esquecidos; teoria de invariantes, que foi tão importante no
século XIX, foi despriorizada. Das centenas de provas do teorema pitagórico, quase
todas, hoje, não passam de curiosidades. Em suma, apesar de muitas das áreas,
57. Os trabalhos de Crowe (1975, 1988) e de François e Van Bendegem (2010) estão repletos de
exemplos de importantes matemáticos e historiadores da matemática que concordam com a acepção de
que a matemática é entendida como uma área de conhecimento de natureza completamente cumulativa.
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provas e noções pregressas da matemática persistirem, outras foram abandonadas.
(CROWE, 1988)
Embora no texto “dez equívocos sobre matemática e sua história” Crowe (1988) tenha re-
avaliado seu entendimento de como se acumula o conhecimento matemático, ele mantém
intocada sua décima “lei”, sobre a impossibilidade de revoluções, que havia sido apresen-
tada anteriormente (CROWE, 1975). Em sua reavaliação, Crowe afirma que algumas das
áreas da matemática são eventualmente abandonadas, que “apesar de nunca atacadas,
elas são deixadas desocupadas pelos matemáticos ativos” (CROWE, 1988). Há outra pas-
sagem sobre sua declaração inicial de que as únicas revoluções possíveis são periféricas ao
cerne epistêmico da matemática:
Ao fazer essa declaração sobre revoluções, eu estava influenciado pela crença genera-
lizada de que sentenças matemáticas e provas são invariavelmente corretas. Inicial-
mente fui levado a questionar essa crença ao ler o brilhante Provas e Refutações de
Imre Lakatos […] que mostra que a declaração de Euler [sobre a relação entre vértices,
arestas e faces de poliedros] foi repetidamente falseada, e também que se descobriu
que muitas de suas provas publicadas apresentavam problemas. (CROWE, 1988)
Nessa passagem, Crowe “quase” reconsidera sua décima “lei”, influenciado pela análise
histórica de Lakatos, mas termina por manter sua posição original, de que só é possível
afirmar que uma revolução ocorre quando há algo mais radical que um simples aban-
dono ou desinteresse; para ele, é necessário que haja uma grande ruptura com o passado;
efetivamente uma perda epistêmica.
Apesar da posição firme de Crowe e de alguns de seus comentadores (FRAN-
ÇOIS; BENDEGEM, 2010), a possibilidade de existirem revoluções kuhnianas na mate-
mática parece ser independente da existência de crises de características kuhnianas. Sendo
esse o caso, tal como argumentei na Seção 2.4.2, pode-se pensar na seguinte pergunta: se
a crise fundacional na matemática apresenta características similares às crises científicas,
por qual razão não se seguiu um período de revolução e mudança paradigmática nos mes-
mos moldes descritos por Kuhn? Pourciau (2000) refuta a décima “lei” de Crowe e sugere
que o movimento intuicionista na matemática foi um episódio de embate paradigmático,
no qual o “novo” paradigma não vigorou ou tampouco substituiu o anterior. Ele tam-
bém refuta a premissa, tida como certa, de que toda mudança de concepção matemática
necessariamente tem que ser cumulativa, de forma a sempre preservar todos os teore-
mas anteriores. Para ele, o movimento intuicionista é um exemplo falseador do caráter
cumulativo da matemática:
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Ou devemos argumentar que a matemática intuicionista não é uma concepção le-
gítima de matemática (o que certamente é um argumento incômodo) ou devemos
concordar que algumas mudanças são de fato não-cumulativas e, ao que parece, inco-
mensuráveis. Ao escolhermos esta última alternativa para aliviar nosso desconforto,
descobrimos que nada agora impede logicamente a existência de revoluções kuhnianas
na matemática. (POURCIAU, 2000)
O argumento de Pourciau envolve a identificação de pontos que considera inconciliáveis
entre a abordagem intuicionista e a abordagem tradicional da matemática, que ele chama
de clássica. Mais do que isso, a partir desses pontos de incomensurabilidade, defende que
a matemática clássica e a matemática intuicionista partem efetivamente de paradigmas
distintos e incompatíveis. O autor conclui que, ao contrário do que se observa nas ciências
naturais, a etapa de revolução e substituição paradigmática do ciclo kuhniano nunca ocor-
reu na matemática, do ponto de vista histórico. Pourciau ilustra a incomensurabilidade
entre os paradigmas por meio de algumas diferenças entre as perspectivas intuicionista e
clássica:
[Para o intuicionista] a matemática clássica não tinha explicação alguma, apenas
articulações artificiais (como os axiomas de Zermelo e a teoria de tipos de Russell)
que remediavam sintomas sem curar a doença. Os paradoxos na teoria de conjuntos
levaram matemáticos a se preocuparem, pela primeira vez, que contradições pudes-
sem aparecer em outras áreas mais tradicionais e, a partir dessa preocupação, surgiu
um desafio fundamental: o estabelecimento da consistência da matemática clássica.
Hilbert ergueu seu programa formalista para lidar com essa questão crucial. Porém,
para o intuicionista, a situação é muito mais simples, pois o problema da consistência
sequer surge. (POURCIAU, 2000)
Pourciau enumera uma série de argumentos para mostrar por que a matemática intui-
cionista de Brouwer não conseguiu adesão significativa por parte da comunidade de ma-
temáticos clássicos. Ele argumenta que apesar do intuicionismo escapar de alguns dos
paradoxos relacionados às anomalias que causaram a crise, é uma abordagem pouco atra-
tiva em diversos outros aspectos, como em sua capacidade para resolução de problemas
ou a percepção de que as provas intuicionistas de Brouwer eram “deselegantes” (POUR-
CIAU, 2000). Em virtude de razões como essas que Pourciau entende que a matemática
intuicionista foi insuficiente para deflagrar uma revolução completa, apesar de que, para
ele, em princípio, tal revolução seria possível.
O contraponto que Pourciau faz com a décima “lei” de Crowe certamente cons-
titui uma reflexão interessante para a filosofia da matemática. Não obstante, a resolução
dessa questão não é necessária para o reconhecimento de que de fato houve uma crise fun-
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dacional na matemática no período do empirismo-lógico e do programa de Hilbert e que
essa crise apresenta características similares às características identificadas por Kuhn em
episódios de crises científicas. Nesse sentido, tanto defensores da viabilidade de revoluções
(POURCIAU, 2000) como opositores (CROWE, 1975; FRANÇOIS; BENDEGEM, 2010)
concordam em um ponto: anomalias epistêmicas ocorrem (e ocorreram) na matemática.
A nona “lei” de Crowe versa exatamente sobre esse ponto:
Matemáticos sempre dispuseram de um vasto repertório de técnicas para dissolver
ou evitar problemas produzidos por aparentes contradições lógicas e, assim, prevenir
crises na matemática. (CROWE, 1975)
Aqui Crowe remete à ideia de que os cientistas “conceberão inúmeras articulações e mo-
dificações ad hoc de suas teorias a fim de eliminar qualquer conflito aparente” (KUHN,
1962/2012, p. 78). Contudo, em sua nona “lei”, o autor entende que os matemáticos,
em função da natureza epistêmica desse tipo de conhecimento, são mais bem instrumen-
talizados para evitar as anomalias com que se deparam. Kitcher (1981) sugere como isso
ocorre:
Embora algumas vezes possamos apresentar partes da matemática de forma axiomá-
tica, […] declarações tomadas como axiomas geralmente não possuem as propriedades
epistemológicas que teses dedutivistas atribuem aos primeiros princípios. Nosso co-
nhecimento dos axiomas é frequentemente menos certo do que nosso conhecimento
das declarações que deles derivamos […]. De fato, nosso conhecimento dos axiomas
é algumas vezes obtido por inferência não dedutiva a partir do conhecimento dos
teoremas que eles são usados para sistematizar. (KITCHER, 1981)
Nesse sentido, me parece que os mecanismos para dissolução das anomalias não foi su-
ficiente para evitar a crise fundacional do início do século XX. Conforme argumentei
anteriormente (cf. Seção 1.4) com o respaldo da análise de Lakatos (1976), essa crise
em particular parece ter sido diferente: nem todas as anomalias foram eliminadas ou
evitadas; o conjunto de anomalias parece ter sido significativo o suficiente para deflagrar
uma crise que, se não chegou ao ponto de uma revolução completa, ao menos foi res-
ponsável por um novo entendimento filosófico do conhecimento matemático (LAKATOS,
1976). Em virtude desse novo entendimento, como afirmei no final da Seção 1.4.3, grandes
áreas do conhecimento lógico-matemático passaram a ser reconhecidas e sistematicamente
examinadas: lógicas não clássicas, teoria de prova, paraconsistência e paracompletude,
computabilidade e ciência da computação. Para Kuhn, esse tipo de desdobramento de
especialidades costuma ser consequência de um período de revolução:
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Após uma revolução geralmente (talvez sempre) há mais especialidades cognitivas ou
campos de conhecimento do que havia antes. Ou uma nova ramificação é separada do
tronco pai, como especialidades científicas foram repetidamente separadas a partir
da filosofia e da medicina no passado, ou então uma nova especialidade surge em uma
área de aparente sobreposição entre duas especialidades preexistentes, como ocorreu,
por exemplo, nos casos da físico-química e da biologia molecular. No momento de sua
ocorrência, esse tipo de rompimento é saudado como uma reunificação das ciências,
como foi o caso dos episódios mencionados. Conforme o tempo passa, no entanto,
percebe-se que o novo fruto raramente ou nunca é assimilado de volta a qualquer um
de seus pais. Em vez disso, torna-se mais uma especialidade separada, gradualmente
adquirindo seus próprios periódicos especializados, uma nova sociedade profissional
e, frequentemente, também novas cátedras, laboratórios e até mesmo departamentos
universitários. (KUHN, 2000, p. 97)
Nos ensaios publicados em O Caminho Desde A Estrutura, Kuhn (2000) tece algumas
analogias entre seu entendimento do desenvolvimento científico e o processo de especiação
de organismos biológicos da teoria evolucionista. Nesse sentido, o processo constitutivo
de novas especializações e campos de conhecimento que não existiam antes da crise passa
a ganhar foco como uma característica importante das revoluções científicas, em lugar
do embate entre paradigmas ou do processo destrutivo de “destituição irrevogável de
entidades pregressas”. É possível que a organização desses novos campos de conhecimento
seja consequência de um processo de revolução na matemática? Essa é uma questão que,
por hora, permanece em aberto. Mas parece-me que sim, se optarmos por uma perspectiva
mais construtiva que destrutiva para o processo de revolução epistêmica.
3.3. Computação quântica: há ruptura paradigmática no
conhecimento computacional?
3.3.1. Introdução
Com frequência encontramos artigos e notícias na mídia de grande circulação
sobre potencialidades e avanços tecnológicos da computação. Em especial, quando se
trata de computação quântica, é frequente que manchetes tragam termos como “revolu-
ção” ou “ruptura paradigmática” associados aos resultados desse conhecimento. Um breve
levantamento de notícias recentes sobre computação quântica em veículos não especiali-
zados ilustra esse ponto: “Enorme ruptura está chegando com a computação quântica”
(DIAMANDIS, 2016), “Como a computação quântica irá revolucionar a ciência” (KOJI-
KOVSKI, 2017), “Computador quântico já está chegando e vai levar tecnologia a uma nova
era” (OLIVEIRA JR., 2018) e “Computação quântica — explorando a próxima mudança
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paradigmática em computação de alto desempenho” (MADHAVAN; WENZ, 2017). A ex-
pectativa de “ruptura revolucionária” supostamente ao alcance da computação quântica
parece ser consequência da noção de que ela viabiliza um paralelismo de processamento
de informação inédito e impossível na computação clássica. Vejamos exemplos extraídos
de alguns dos artigos das manchetes listadas acima:
O emaranhamento é o fenômeno responsável pelo processamento paralelo colossal
de um computador quântico. Enquanto o bit […] pode ter os valores “0” ou “1”, que
são mutuamente excludentes, o q-bit [bit quântico] processa todas as combinações
possíveis de “0” e “1” simultaneamente. É como dizer que uma lâmpada pode estar
acesa e apagada ao mesmo tempo. Não se trata de um mero aumento de velocidade
em comparação com dispositivos usuais, mas de um novo paradigma de computação.
(OLIVEIRA JR., 2018)
O poder dos qubits é que escalam exponencialmente. Uma máquina com dois qubits
permite até quatro cálculos simultaneamente. Uma máquina com três qubits pode
fazer oito cálculos. Uma máquina com quatro qubits nos dá 16 cálculos, simultane-
amente. Quando chegarmos a 300 qubits, teremos um computador capaz de fazer
mais “cálculos” do que a quantidade de átomos no universo. (DIAMANDIS, 2016)
No mundo atômico, uma propriedade chamada superposição permite que, ao invés de
uma informação ser processada em 0 ou 1, ela possa ser processada em 0 e 1. Assim,
um cálculo que demoraria centenas de anos para ser feito por uma máquina comum
poderá ser processado em segundos por um computador quântico. (KOJIKOVSKI,
2017, grifo meu)
A ideia comum a todos os trechos acima é de que a computação quântica traria avanços
tecnológicos dramáticos, de forma parecida a algumas propostas de modelos conjecturais
hipercomputacionais58. Há um grande equívoco na interpretação superficial exemplificada
nos trechos acima. Para se pensar em uma reflexão sobre o caráter revolucionário da com-
putação quântica, nesta seção serão discutidos, inicialmente, alguns dos pontos centrais
dos conceitos teóricos que fundamentam essa teoria. A seguir, será apresentada uma breve
reflexão sobre a possibilidade dela implicar algum tipo de ruptura “paradigmática” neste
campo de conhecimento, especificamente em termos das propriedades que diferenciam a
computação quântica da computação clássica. Os fundamentos das páginas seguintes são
58. Hipercomputação é um termo que se refere a modelos computacionais estritamente conjecturais
que, supostamente, poderiam resolver problemas que não são Turing-computáveis, isto é, modelos que, em
princípio, transcenderiam os limites da tese/definição de Church-Turing. Além de conjecturais, mesmo em
princípio, muitas das propostas de hipercomputação enfrentam dificuldades conceituais. Para um exemplo
de discussão acerca das possibilidades, limites e problemas relacionados a um modelo hipercomputacional
específico, ver Andraus (2016).
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apresentados para viabilizar a reflexão aqui proposta, sem haver, entretanto, o compro-
misso com o aprofundamento técnico e formal que um texto didático abrangente sobre
este tema deve contemplar59.
Historicamente, atribuiram-se as primeiras sugestões de processamento de in-
formação por meio de manipulação de partículas da microfísica aos trabalhos de Paul
Benioff, Yuri Manin, Richard Feynman e David Deutsch. A ideia surgiu quando alguns
cientistas discutiam os limites físicos da lei de Moore (cf. Seção 1.7) no sentido de que, em
algum momento, os circuitos integrados dos computadores digitais não seriam fisicamente
muito maiores que alguns átomos. Naturalmente, especulou-se então se seria possível
computar por meio da manipulação de partículas subatômicas. Em 1982, Feynman suge-
riu um modelo quântico que, em princípio, seria capaz de processar informação. Pouco
tempo depois, em 1985, Deutsch propôs a primeira máquina de Turing quântica universal,
viabilizando a concepção de um modelo de circuito quântico (HAGAR; CUFFARO, 2017).
Desde então, essa área de conhecimento tem florescido significativamente, tanto na des-
coberta de propriedades e algoritmos importantes, quanto em estratégias para construir
computadores quânticos em laboratórios especializados.
Usualmente, em textos pedagógicos sobre mecânica quântica, a fundamentação
teórica é inicialmente apresentada a partir dos fenômenos físicos que levaram os cientistas
a conceber o modelo teórico. Contudo, é possível entender a computação quântica como
uma teoria matemática que, em princípio, poderia ter sido concebida independentemente
de fenômenos físicos. Essa via epistemológica, que será seguida aqui, tem a vantagem didá-
tica de evitar a dificuldade inicial que se enfrenta com os aparentes paradoxos que surgem
quando alguns fenômenos sub-atômicos desafiam nossas intuições sobre causalidade e a
interação entre objetos físicos. Nesse sentido, Aaronson faz a seguinte observação:
A mecânica quântica é o que você inevitavelmente teria se partisse da teoria de
probabilidade e depois dissesse “vamos tentar generalizá-la de modo que os números
que costumamos chamar de probabilidades possam ser números negativos”. Como
tal, a teoria poderia ter sido inventada por matemáticos no século XIX sem qualquer
contribuição experimental. Não foi, mas poderia ter sido. (AARONSON, 2013, p.
110)
Tal possibilidade não seria dissimilar da maneira como Cardano concebeu inicialmente os
números complexos. Contudo, a mecânica quântica foi elaborada a partir de pesquisas
empíricas e, como Aaronson (2013, p. 110) bem observa, esse é um dos diversos exemplos
59. Para aprofundamento detalhado, ver Nielsen e Chuang (2011) e Aaronson (2013).
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que mostram como a pesquisa experimental é importante para o avanço científico. Enfim,
uma vez estabelecida a base teórica, Aaronson sugere que torna-se mais simples associá-la
aos fenômenos quânticos da microfísica.
3.3.2. O qubit
A notação usual para representar estados quânticos é conhecida como notação
bra-ket (ou notação Dirac, em referência a seu criador, Paul Dirac), também utilizada
para denotar vetores abstratos e formas lineares na matemática. O qubit, ou bit quântico,
é representado nessa notação por meio do ket, que é escrito na forma |ψ⟩. Assim, o estado
quântico representado pela letra grega ψ é delimitado à esquerda por uma barra vertical
e à direita pelo colchete angular.
Na Seção 1.6 do primeiro capítulo, o conceito de bit foi introduzido como o
dígito binário fundamental, do qual as sequências simbólicas dos computadores digitais
são formadas. Um bit pode ter o valor 0 ou 1 e, por meio do encadeamento de sequências
de bits e de operações matemáticas, os computadores digitais clássicos são programados
para realizar suas computações (cf. seções 1.5 e 1.6 do primeiro capítulo).
Em analogia à computação clássica, a unidade fundamental da computação
quântica é o qubit. O bit quântico, de forma semelhante ao bit clássico, é um objeto
matemático que pode também assumir o estado computacional |0⟩ ou |1⟩ (chamados
estados computacionais base), análogos aos estados clássicos 0 ou 1, respectivamente.
Contudo, diferentemente do bit clássico, o qubit pode estar em sobreposição quântica,
o que significa dizer que ele que pode assumir qualquer combinação linear dos vetores
unitários dos estados base. Quando em sobreposição, |ψ⟩ pode ser representado na forma:
α|0⟩+β|1⟩, onde α e β são números complexos que representam as amplitudes do estado
quântico.
O estado quântico |ψ⟩ pode ser descrito como um vetor em um espaço vetorial
complexo bidimensional, que pode ser mais bem visualizado por meio de uma esfera de
Bloch, representada na figura 3.1. Os estados computacionais |0⟩ e |1⟩ formam a base
ortonormal desse espaço vetorial. Como o qubit é composto por vetores unitários, pode-se
derivar algumas relações importantes: a primeira relação é |α|2 + |β|2 = 1. Assim, nos
estados computacionais base, quando |ψ⟩ = |0⟩, temos α = 1 e β = 0 e quando |ψ⟩ = |1⟩
temos α = 0 e β = 1. É possível notar na figura 3.1 que os números θ e φ definem um
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Figura 3.1: Qubit representado em uma esfera de Bloch
φ
θ
x
y
|0⟩
|1⟩
|ψ⟩
Fonte: Adaptado de Nielsen e Chuang (2011, p. 15)
ponto na esfera tridimensional e, a partir de derivações trigonométricas, é possível obter:
|ψ⟩ = cos
(
θ
2
)
|0⟩+ eiφsin
(
θ
2
)
|1⟩
Além da representação algébrica na forma |ψ⟩ = α|0⟩+β|1⟩, o qubit pode ser
representado em forma vetorial:
|ψ⟩ =
α
β
 =
 cos
(
θ
2
)
eiφsin
(
θ
2
)

Em princípio, um qubit em estado de sobreposição quântica poderia conter
uma quantidade “infinita” de informação, pois cada uma das amplitudes é um número
complexo na forma a + bi, com a e b sendo números reais de precisão indeterminada.
Contudo, este é um dos pontos onde encontramos a primeira dificuldade com a mecânica
quântica. Assim como ocorre com as partículas da microfísica (em essência, um qubit é
uma partícula), quando mede-se um qubit inevitavelmente altera-se seu estado, colapsando
sua função de onda60 do estado de sobreposição quântica para um dos estados clássicos,
0 ou 1. Nesse caso, obteremos o bit clássico 0 com probabilidade P (0) = |α|2 ou o bit
1 com probabilidade P (1) = |β|2. Por consequência, um único qubit tem dois estados
computacionais base |0⟩ e |1⟩; dois qubits têm quatro estados computacionais base: |00⟩,
60. Essa é a caracterização da chamada “interpretação ortodoxa”, ou “de Copenhage”, da mecânica
quântica. Em diversas das mais importantes interpretações alternativas, o dito “colapso” não ocorre.
Para detalhes e referências, ver Chibeni (1997) e Pessoa Jr. (1992, 2003, 2006). Uma visão geral, simples
e acessível das interpretações da mecânica quântica pode ser encontrada em Chibeni (2001b). Um tópico
de pesquisa interessante, mas que não poderá, evidentemente, ser abordado aqui é o de se examinar as
questões teóricas da computação quântica dentro do referencial dessas interpretações alternativas.
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|01⟩, |10⟩ e |11⟩ que, se mensurados, colapsam em dois bits clássicos, por exemplo, 10.
Assim, n qubits podem existir em estado de sobreposição de 2n estados base, com suas
respectivas amplitudes complexas (HAGAR; CUFFARO, 2017; NIELSEN; CHUANG,
2011, p. 17).
A teoria computacional quântica apresenta dois aspectos que parecem bastante
surpreendentes. O primeiro aspecto é a quantidade possivelmente infinita de informação
que as amplitudes de um qubit podem codificar; o segundo aspecto é o crescimento expo-
nencial do número de estados computacionais base em função do número de qubits de um
sistema quântico. Esses fatos dão origem aos maiores equívocos acerca do suposto poder
computacional de um sistema quântico, conforme exposto nos parágrafos iniciais desta
seção. As amplitudes dos estados base, se têm capacidade infinita, não nos são acessíveis,
pois ao mensurar o qubit obteremos apenas um dos possíveis estados base e os coeficientes
complexos de amplitude são destruídos no colapso da função de onda. Da mesma forma,
depreender que a proporção exponencial de estados base é equivalente ao poder compu-
tacional de 2n bits clássicos também parece ser resultado de um entendimento superficial
— e essencialmente clássico — da computação quântica.
Visto isso, que tipo de vantagem computacional seria possível obter a partir
de um sistema quântico se as informações que poderiam ser contidas e computadas nas
amplitudes quânticas são completamente inacessíveis em nossa existência clássica? Pode-
se dizer que a computação quântica busca explorar o fato de que em um sistema quântico,
é possível, dentro de certos limites, conduzir esses estados de sobreposição e amplitudes
de forma a realizar certos tipos de cálculos aproveitando propriedades matemáticas que
subjazem aos estados de sobreposição quânticos.
3.3.3. Portas lógicas e algoritmos quânticos
De maneira análoga aos bits clássicos, que são manipulados por meio de portas
lógicas booleanas, qubits podem ser manipulados por meio de portas lógicas quânticas que
nada mais são do que transformações lineares, representadas por matrizes que atuam
como operadores unitários que preservam a norma do estado quântico e, dessa forma,
podem ser visualizadas como “rotações” na esfera de Bloch (diagrama da figura 3.1).
Outra propriedade distintiva das portas quânticas é que são sempre reversíveis, isto é,
em princípio, sempre é possível aplicar uma porta complementar capaz de “rotacionar” a
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esfera de volta para o estado quântico anterior. Para ilustrar esses pontos, vejamos abaixo
alguns exemplos de portas lógicas quânticas.
A porta quântica X
Também conhecida como porta NOT ou Pauli-X, a porta quântica X é bas-
tante similar à porta NOT clássica. A porta toma um qubit de entrada e devolve um
qubit de saída. Essa porta pode ser representada algebricamente como a transformação
(α|0⟩ + β|1⟩) X−→ (α|1⟩ + β|0⟩) ou como a matriz X =
0 1
1 0
. Dessa forma, a porta
NOT “inverte” os estados computacionais base: |0⟩ X−→ |1⟩ e |1⟩ X−→ |0⟩. É possível
verificar o comportamento a porta quântica NOT pelo produto matricial:
X × |ψ⟩ =
0 1
1 0
×
α
β
 =
β
α

A porta quântica Z
A porta Z também opera sobre um único qubit, preservando o estado computa-
cional |0⟩ e invertendo o sinal do estado computacional |1⟩. Sua representação algébrica
é (α|0⟩+ β|1⟩) Z−→ (α|0⟩ − β|1⟩) ou como a matriz Z =
1 0
0 −1
. O produto matricial
abaixo ilustra a transformação Z :
Z × |ψ⟩ =
1 0
0 −1
×
α
β
 =
 α
−β

A porta quântica Hadamard
É por meio da porta Hadamard que se introduz o aspecto indeterminista na
computação quântica. Assim como o exemplo anterior, a porta Hadamard opera sobre
um único qubit. Sua representação matricial é H =
 1√2 1√2
1√
2 − 1√2
. Assim, quando a porta
Hadamard é aplicada sobre os estados computacionais base, produz respectivamente:
|0⟩ H−→ |0⟩+ |1⟩√
2
(1)
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|1⟩ H−→ |0⟩ − |1⟩√
2
(2)
Ou seja, a porta Hadamard coloca um qubit que anteriormente estava em um
dos estados computacionais base em estado de sobreposição. Se fossemos medir qualquer
um dos qubits acima, após a porta Hadamard, obteríamos o bit 0 com probabilidade
P (0) = 12 ou o bit 1 com probabilidade P (1) =
1
2 .
A porta Hadamard pode ser usada para simular o ato de lançar uma moeda
honesta, realizando, dessa forma, computação probabilista a partir do indeterminismo da
mecânica quântica. Outra propriedade bastante curiosa da computação quântica explici-
tada pela porta Hadamard ocorre quando aplica-se novamente a mesma porta sobre um
qbuit que já se encontra em estado de sobreposição. Nesta situação, temos a seguinte
operação, em representação matricial, para o caso (1), acima:
 1√2 1√2
1√
2 − 1√2
×
 1√2
1√
2
 =
1
0
 = |0⟩
E para o caso (2):
 1√2 1√2
1√
2 − 1√2
×
 1√2
− 1√2
 =
0
1
 = |1⟩
Assim, verificamos que ao aplicar uma operação que introduz indeterminismo
em um estado quântico em sobreposição (isto é, a um estado indeterminado), obtemos
um resultado determinista. Isso ocorre em virtude da interferência entre as amplitudes
dos estados de sobreposição. No caso (1), os dois caminhos que conduzem ao resultado
|0⟩ interferem construtivamente, pois ambas as amplitudes são positivas. Já os caminhos
que conduzem ao resultado |1⟩ interferem destrutivamente, pois com uma das amplitudes
é positiva e a outra negativa, terminam por se anular. Para Aaronson (2013, p. 114), esse
processo de interferência entre amplitudes positivas e negativas é o elemento do modelo
matemático quântico que o diferencia de outros modelos teóricos matemáticos (como a
teoria de probabilidade) e nos causam estranheza.
Existem outros tipos de portas quânticas que não serão detalhadas aqui. Por
exemplo, a porta negação controlada (cNOT), que opera sobre dois qubits, de forma a
inverter ou preservar o valor do segundo qubit em função do estado do primeiro, análoga
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à porta clássica XOR (disjunção exclusiva). A porta Toffoli opera sobre três qubits, dos
quais os dois primeiros são qubits de controle que determinam o valor do terceiro qubit61.
A operação de mensurar um qubit também é conduzida por uma porta lógica, excepcio-
nalmente não unitária e, portanto, irreversível, que “colapsa” o estado de sobreposição
quântica em um dos estados base com as respectivas probabilidades. Apesar de pare-
cer simples, na prática, alguns cenários são mais complexos de se mensurar que outros
(HAGAR; CUFFARO, 2017). Por meio do encadeamento de portas lógicas e de um con-
junto de qubits em um estado inicial (normalmente |0⟩), circuitos quânticos podem ser
concebidos e construídos.
Em princípio, qubits em algum dos estados computacionais base são equivalen-
tes a bits clássicos e, por meio da porta Toffoli, é possível computar algoritmos clássicos
em um computador quântico. Contudo, uma simulação desse tipo não é trivial, além
de ser uma forma bastante ineficiente de se computar funções clássicas (HAGAR; CUF-
FARO, 2017); ao que tudo indica, não há vantagem computacional em se escolher essa
via para algoritmos clássicos. Nesse sentido, a seguir, veremos três dos exemplos mais
interessantes de algoritmos quânticos descobertos até agora.
O algoritmo de Simon
Tem-se uma certa função f : {0, 1}n 7→ {0, 1}n que necessariamente satisfaz
a propriedade de haver uma sequência s ∈ {0, 1}n tal que para todo par distinto (x, y),
f(x) = f(y) se, e somente se, x⊕ y = s. O símbolo ⊕ significa o operador de disjunção
binária exclusiva (ou XOR). O problema consiste em descobrir qual é a sequência s.
Para ilustrar o problema descrito acima, vejamos a análise da função-exemplo
f , com n = 3, de acordo com a tabela abaixo:
x f(x)
000 101
001 010
010 000
011 110
100 000
101 110
61. Para maiores detalhes, consultar Nielsen e Chuang (2011, sec. 1.3.2).
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x f(x)
110 101
111 010
Pela tabela é possível verificar que a solução do problema é s = 110. Por
exemplo, ambos f(001) e f(111) coincidem, produzindo o resultado 010. A disjunção
exclusiva entre os valores de entrada é 011 ⊕ 101 = 110, que é o valor de s. Isso pode
ser verificado para todos os pares de valores entrada (x, y) que resultam no mesmo valor
de saída, isto é, f(x) = f(y) por toda a tabela.
Pode-se perceber intuitivamente que esse é um problema difícil de resolver
classicamente, pois sem acesso à estrutura matemática da função f é necessário verificar
uma certa quantidade de pares (x, y) até encontrar um par que resulte em f(x) =
f(y). De fato, trata-se de um problema de busca cuja solução clássica necessita de
√
2n
consultas.
Em 1994, Simon publicou um algoritmo quântico que resolve o problema em
apenas n consultas. De forma bastante simplificada, pode-se dizer que o algoritmo de
Simon faz as consultas por meio de um estado de sobreposição, com dois qubits preparados
por meio de portas Hadamard, na forma |x⟩+|y⟩√2 , para pares (x, y) tais que x ⊕ y = s
(AARONSON, 2013, p. 141). De fato, há uma regularidade no comportamento da função
f — um período— que é explorada pelo algoritmo por meio de sucessivas mensurações dos
qubits em sobreposição. Finalmente, a partir do período encontrado, é possível calcular s
classicamente.
Em essência, o interesse central acerca deste algoritmo quântico é que, quando
há uma certa simetria na disposição do comportamento de f por seu espaço vetorial, a
solução quântica de Simon torna possível avaliar uma disjunção, aparentemente, sem que
seja necessário avaliar os valores-verdade individuais dos termos que compõem a disjunção
(HAGAR; CUFFARO, 2017).
O algoritmo de Shor
Apesar do resultado computacional surpreendente, o problema especificado
para o algoritmo de Simon parece ser de pouca repercussão prática e, de certa forma,
parece concebido para que se aproveite de sua regularidade interna para ser resolvido
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por meio da sobreposição quântica. Shor (1994), inspirado pela solução de Simon, publi-
cou seu algoritmo quântico para resolver um problema de caráter muito mais prático: a
fatoração de um produto de números primos. A descoberta de Shor foi um evento que
despertou grande interesse sobre as potencialidades da computação quântica. A razão
desse interesse é que, apesar do problema tratado por Shor ser também de natureza ma-
temática bastante técnica, a dificuldade computacional de se encontrar fatores primos é
uma das propriedades centrais de alguns dos protocolos de criptografia comumente usados
nos mais diversos sistemas computacionais e, em especial, em toda comunicação por canal
seguro atualmente usada na internet.
De forma bastante resumida, a maioria dos protocolos criptográficos usados
atualmente (por exemplo, o RSA) dependem da dificuldade computacional em fatorar
números muito grandes, obtidos a partir do produto de dois números primos. Basicamente,
nesse tipo de protocolo, gera-se dois pares de chaves (números), uma pública e uma privada
(ou secreta). A chave pública é gerada a partir do produto de dois números primos muito
grandes, e a chave privada consiste no par de números que geraram a chave pública.
A chave pública é compartilhada com qualquer parte que queria enviar uma mensagem
criptografada ao detentor da chave privada, e o protocolo assegura que apenas o detentor
da chave privada seja capaz de decriptografar a mensagem. Assim, a dificuldade de
decriptografar uma mensagem para a qual se tenha apenas a chave pública é a dificuldade
de se descobrir os fatores primos que a geraram. Não há notícia da existência de algum
algoritmo clássico que encontre os fatores desse tipo em tempo polinomial, ou seja, esse é
um problema cuja dificuldade computacional cresce em escala exponencial, e pertence à
classe de complexidade NP (cf. Seção 1.8.4).
Minúcias técnicas sobre o algoritmo de Shor não serão reproduzidas aqui. Con-
tudo, o algoritmo de Shor utiliza a transformada quântica de Fourier62 para extrair in-
formação da periodicidade subjacente à função em análise. No caso do produto de núme-
ros primos, Shor parte da conhecida relação estabelecida pelo teorema de Euler, isto é,
para encontrar p e q tais que N = pq, primeiramente estabelece-se o período da função
f(x) = yx mod N , para todo y que não apresente fatores em comum com N e tal
que 1 < y < N . Assim, o período r da função f pode ser determinado por meio de
qubits em sobreposição, em função de y e N . A parte final da solução de Shor é resolvida
62. Para detalhes e rigor matemático sobre a transformada quântica de Fourier e o uso dessa estratégia
em diversos algoritmos quânticos, ver Nielsen e Chuang (2011, cap. II, seção 5).
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classicamente, por meio do algoritmo de fatoração de Euclides, em tempo polinomial.
Em suma, a descoberta de Shor mostra que a complexidade do problema de
fatoração pode ser reduzida à complexidade do problema de encontrar a periodicidade de
uma função. Este último, por meio da computação quântica, pode ser resolvido eficiente-
mente (HAGAR; CUFFARO, 2017).
O protocolo de teleporte quântico
O protocolo que, em princípio, realiza teleporte quântico serve para ilustrar
o importante papel que, potencialmente, o entrelaçamento quântico pode trazer para a
computação e para a ciência, em geral. Resumidamente, o entrelaçamento quântico é um
fenômeno físico em que duas ou mais partículas interagem entre si de forma que o estado
quântico de cada partícula não pode ser descrito individualmente — o estado quântico
vale para todas as partículas entrelaçadas como um sistema único, independentemente da
distância espacial entre as partículas após o enlace. Mais do que isso, a ação de medir
uma das partículas altera o estado quântico das outras partículas do sistema entrelaçado,
independentemente da distância entre elas.
Assim, é a partir do fenômeno da correlação entre os estados quânticos de
qubits entrelaçados que o algoritmo de teleporte foi concebido inicialmente por Bennet et
al. (1993). Em resumo, o que esse algoritmo demonstra é que, em princípio, é possível
“transmitir” um qubit qualquer |ψ⟩ por meio de um canal clássico e de algumas portas
quânticas. O protocolo de teleporte explora algumas propriedades do chamado estado Bell,
o estado de entrelaçamento máximo entre dois qubits. Um par de qubits que compartilham
esse estado de entrelaçamento máximo é usualmente chamado de par EPR63.
O estado Bell de um par EPR pode ser representado na forma |00⟩+ |11⟩√
2
.
Uma importante propriedade desse estado se deve ao fato de que, ao se medir o primeiro
qubit do par, há duas possibilidades: obter 0 (zero) com probabilide 12 e o estado pós-
medição |00⟩, ou 1 (um) com probabilidade 12 e o estado pós-medição |11⟩. Isso quer dizer
que a medição do segundo qubit sempre resultará no mesmo valor obtido na leitura do
63. O estado Bell, na computação quântica, é chamado assim em homenagem ao físico John S. Bell
que, entre outras contribuições importantes, provou que esse estado é de correlação maximal entre as
partículas entrelaçadas. De forma similar, o par EPR ou par Einstein-Podolsky-Rosen é chamado dessa
maneira em referência ao famoso artigo de autoria de Einstein e seus colegas Boris Podolsky e Nathan
Rosen, publicado com o objetivo de mostrar que a função de onda da teoria quântica não fornece uma
descrição completa da realidade física. Para maiores detalhes sobre a repercussão do artigo EPR e as
contribuições de Bell, consultar Chibeni (1997, cap. 3, 2005b).
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primeiro qubit, isto é, há uma correlação entre os resultados das medições de um par EPR.
Além disso, a correlação entre os qubits estabelecida pelo enlace permanece mesmo após
a aplicação de outras transformações a um ou outro qubit do par (NIELSEN; CHUANG,
2011, p. 17). É por meio dessa curiosa correlação do estado Bell que o teleporte quântico
é possível.
O protocolo pode ser resumido nas seguintes etapas:
1. A deseja enviar o qubit |ψ⟩ = α|0⟩+ β|1⟩ para B.
2. Prepara-se um par EPR de qubits de forma que um deles fica com A (|φA⟩) e
outro com B (|φB⟩).
3. A entrelaça o qubit |ψ⟩, a ser transmitido, com sua parte |φA⟩ do par EPR por
meio da porta cNOT e, em seguida, aplica a porta Hadamard sobre seu qubit
(originalmente |ψ⟩). Essas transformações resultam um novo estado |ψ′⟩ que
pode ser organizado algebricamente na forma64:
|ψ′⟩ = 12
[
|00⟩(α|0⟩+ β|1⟩)+
|01⟩(α|1⟩+ β|0⟩)+
|10⟩(α|0⟩ − β|1⟩)+
|11⟩(α|1⟩ − β|0⟩)
]
(3)
4. Cada um dos quatro termos da expressão entre colchetes, na representação de
|ψ′⟩ acima, indica o estado quântico de |φB⟩ em função dos quatro resultados
possíveis da medição dos dois qubits que ficaram com A. Assim, A realiza sua
medição MA colapsando o estado quântico de seus dois qubits em uma das
quatro possibilidades clássicas: 00, 01, 10 ou 11, com probabilidade 14 para
cada uma delas (“destruindo” seu qubit original |ψ⟩ no processo).
5. A envia para B, por meio de um canal clássico, o resultado de sua mediçãoMA.
De acordo com o valor obtido e a equação (3), B saberá a forma do estado
quântico de sua parte do par EPR |φB⟩:
• se MA = 00, então φB = α|0⟩+ β|1⟩,
64. Alguns passos e operações algébricas da descrição do protocolo foram omitidos aqui, por falta de
espaço. Esses detalhes estão disponíveis em Nielsen e Chuang (2011, p. 27).
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• se MA = 01, então φB = α|1⟩+ β|0⟩,
• se MA = 10, então φB = α|0⟩ − β|1⟩ ou
• se MA = 11, então φB = α|1⟩ − β|0⟩.
6. Para cada um dos possíveis valores de MA há uma porta lógica quântica que
realiza a transformação linear capaz de “reconstituir” o qubit original |ψ⟩ em
B.
• Se B recebeu MA = 01, então B usa a porta X :
|φB⟩ = α|1⟩+ β|0⟩ X−→ α|0⟩+ β|1⟩ = |ψ⟩
• Se B recebeu MA = 10, então B usa a porta Z :
|φB⟩ = α|0⟩ − β|1⟩ Z−→ α|0⟩+ β|1⟩ = |ψ⟩
• Se B recebeu MA = 11, então B realiza as transformações X e
depois Z :
|φB⟩ = α|1⟩ − β|0⟩ X−→ α|0⟩ − β|1⟩ Z−→ α|0⟩+ β|1⟩ = |ψ⟩
• Se B recebeuMA = 00, então nenhuma transformação é necessária:
|φB⟩ = α|0⟩+ β|1⟩ = |ψ⟩
7. Assim, B reconstituiu |ψ⟩.
Há registros experimentais da realização desse tipo de teleporte quântico por distâncias
que superam 100 km (TAKESUE et al., 2015). Apesar do resultado surpreendente, o
protocolo delineado acima tem diversas limitações que provavelmente inviabilizam qual-
quer uso de ordem prática. Entre as limitações mais evidentes, é fácil notar que para o
entrelaçamento do par EPR no passo (2) do protocolo, faz-se necessário que os dois qubits
estejam próximos, passando pelas mesmas portas lógicas simultaneamente. Mesmo que
o passo final seja um exemplo da “ação fantasmagórica à distância”, para mencionar a
famosa frase de Einstein, se considerarmos o protocolo em sua totalidade, a velocidade
de “transmissão” de |ψ⟩ é limitada pela velocidade de transmissão do canal clássico, que
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carrega os dois bits no passo (5) que, como se sabe, não supera a velocidade da luz. Final-
mente, as amplitudes de |ψ⟩, em princípio, podem conter uma quantidade ilimitada de
informação, porém essa informação nos é inacessível. se B medir |ψ⟩ ao final do processo,
obterá um bit clássico, 0 ou 1.
3.3.4. Computação quântica e o paradigma da computação clássica
Embora do ponto de vista experimental os principais algoritmos e protocolos
já tenham sido realizados em laboratórios especializados, a viabilidade de se realizar esse
tipo de sistema de forma que seja aplicável em larga escala ainda permanece uma questão
em aberto. O algoritmo de Shor, em uma recente realização experimental (MARTÍN-
LÓPEZ et al., 2012), foi capaz de fatorar N = 21 que, do ponto de vista da criptografia,
ainda não é um feito tecnológico extraordinário.
Além disso, a construção de computadores quânticos depende da superação
dos limites impostos pelo problema da decoerência quântica. Esse problema consiste na
perda de coerência entre partículas em sobreposição quântica, que ocorre naturalmente
por interferência do ambiente externo, ou seja, os sistemas quânticos são especialmente
sensíveis à conhecida impossibilidade de se isolar sistemas físicos. Assim, a função de
onda dos componentes quânticos (i.e., qubits) rapidamente colapsam pelo mero passar do
tempo. Algumas técnicas são conhecidas para manter a coerência em sistemas fechados
durante algum tempo, o suficiente para realizar alguns tipos de computação. Por exemplo,
os computadores quânticos construídos pela companhia IBM e disponibilizados no projeto
IBM Q Experience65 operam em temperaturas próximas ao zero absoluto para maximizar
o tempo de coerência que, ainda assim, não ultrapassa 90 µ-segundos, em média.
Uma das linhas mais promissoras de uso prático da computação quântica é a si-
mulação computacional de sistemas quânticos, como a simulação de interações complexas
na microfísica, na química quântica ou na biologia molecular. Atualmente, as simulações
desse tipo são limitadas pela complexidade computacional da computação clássica; afinal,
computar classicamente interações quânticas com aproximações numéricas para amplitu-
65. O IBM Q Experience (2016) é uma iniciativa da IBM para disponibilizar alguns de seus computa-
dores quânticos para que pessoas em geral os utilizem. Atualmente são 6 computadores quânticos dispo-
níveis, dos quais os maiores têm 20 qubits. Qualquer pessoa pode se inscrever no website e “programá-lo”,
por meio de uma interface visual para especificar circuitos quânticos ou por meio de um kit de software
específico para esse fim. O algoritmo é submetido para uma fila de processamento e, após sua execução, o
usuário recebe o resultado de sua computação. É um sistema bastante conveniente para experimentação
com computação quântica.
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des complexas é computacionalmente difícil. Assim, há uma expectativa de que sistemas
computacionais cujo mecanismo funcional intrínseco parta da própria mecânica quântica
possam ter um desempenho bastante superior nesse tipo de simulação e, nesse sentido,
a computação quântica poderia ter um papel fundamental na ampliação epistêmica da
própria teoria que a originou.
Diante do exposto, pode-se pensar na seguinte pergunta: que tipo de efeito
o advento da computação quântica provoca na ciência da computação enquanto campo
de conhecimento? Do ponto de vista tecnológico, tudo indica que mesmo que computa-
dores quânticos tornem-se viáveis no curto prazo, seu uso ainda é restrito a problemas
computacionais muito específicos. Da mesma forma, simular computação clássica em um
computador quântico ainda parece ser uma maneira bastante ineficiente de computar e,
portanto, computadores clássicos não se tornarão obsoletos por esta razão, ao menos no
curto prazo.
Do ponto de vista epistemológico, a partir do breve resumo aqui apresentado,
parece que o efeito “revolucionário” do conhecimento científico ingenuamente atribuído à
computação quântica, por enquanto, não implica nenhum tipo de descontinuidade com
o conhecimento clássico, anterior. A definição/tese de Church-Turing, em sua versão
mais generalista, permanece inalterada como um exemplar fundamental da ciência da
computação, seja ela clássica ou quântica. De forma similar, a hierarquia de classes de
problemas não passa por qualquer tipo de reformulação profunda. A partir de alguns dos
algoritmos quânticos, definiu-se a classe de problemas BQP, para os problemas de decisão
que podem ser resolvidos por um computador quântico em tempo polinomial, com limite
de probabilidade de erro de 13 (bounded-error quantum polynomial time). Hoje, acredita-
se que essa classe de problemas inclui parte dos problemas NP, como o problema tratado
pelo algoritmo de Shor, mas não inclui a classe de problemas NP-completos.
Pela teoria de complexidade computacional (cf. 1.8), sabemos que se um algo-
ritmo (quântico ou clássico) se mostrar eficiente para algum dos problemas NP-completos,
então todos os problemas desse tipo poderão ser resolvidos eficientemente e será o caso de
que P = NP. Contudo, não parece ser esse o caso; ao que tudo indica, as regularidades
exploradas pelos algoritmos de Simon e Shor (e outros algoritmos quânticos não mencio-
nados neste trabalho) não são uma propriedade de todo problema computacional difícil.
Nesse sentido, os principais fundamentos teóricos da ciência da computação permanecem
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inalterados e a computação quântica se coaduna com tranquilidade com os elementos teó-
ricos da computação clássica que sugeri, nos capítulos anteriores, ocuparem a função de
exemplares paradigmáticos do arcabouço teórico clássico.
Dessa forma, é possível afirmar com certa segurança que anúncios de “revolu-
ção” em virtude da computação quântica parecem um tanto precipitados ou, mais ainda,
consequência de um entendimento inadequado desse assunto. Parecem decorrer do fato
de que, para simular classicamente um sistema quântico, seria necessário um vasto poder
computacional. Contudo, não há simetria nesse caso; as amplitudes não nos são acessíveis
e, portanto, a computação quântica não nos “disponibiliza” um poder computacional na
mesma medida em que esse ele é necessário para simulá-la. Esse é um equívoco que parece
decorrer de um entendimento por assim dizer “clássico” da física quântica.
Por fim, parece certo que a computação quântica, como um conhecimento re-
sultante das repercussões da ciência da computação e da mecânica quântica, pode trazer
uma grande ampliação do conhecimento científico (scientia / epistēmē) em geral para a
microfísica, bem como para o problema filosófico das diversas interpretações epistemoló-
gicas e ontológicas concorrentes dos fenômenos quânticos, em um interessante ciclo de
retroalimentação entre os diversos campos de conhecimento envolvidos em todas essas
descobertas: física, engenharia, matemática, lógica, filosofia e computação.
3.4. Considerações finais
Livros didáticos, sendo veículos pedagógicos para a perpetuação da ciência normal,
têm que ser reescritos parcialmente ou em sua totalidade sempre que a linguagem,
a estrutura dos problemas ou os padrões da ciência normal se modificam. Em suma,
eles precisam ser reescritos após cada revolução científica e, uma vez reescritos, eles
inevitavelmente mascaram não apenas o papel, mas também a própria existência
das revoluções que os produziram. (KUHN, 1962/2012, p. 137)
No Capítulo XI de A Estrutura das Revoluções Científicas, Kuhn defende a “invisibilidade
das revoluções” e faz alusão ao fato de que livros didáticos científicos estão sujeitos a serem
“reescritos”, quando aquele campo de conhecimento transita para um estágio de ciência
normal. Como bacharel em ciência da computação, ao me deparar com essa passagem,
não pude deixar de refletir sobre se esse tipo de efeito ocorreu nesta ciência — que já
carrega esse status em seu próprio nome. Como conhecer o processo genealógico de uma
ciência se seus textos didáticos são reescritos no estabelecimento do paradigma? Seriam os
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problemas que motivaram Turing a estudar seus números computáveis do mesmo tipo que
os problemas estudados atualmente pelos cientistas da computação? Se há um paradigma
compartilhado hoje na ciência da computação, como foi seu processo de constituição? Esse
tipo de reflexão usualmente não faz parte de um curso de graduação dentro do contexto
científico, algo que Kuhn (e outros filósofos) atestaram, notando que “a depreciação dos
fatos históricos é profundamente e, talvez funcionalmente, arraigada na ideologia da pro-
fissão científica” (KUHN, 1962/2012, p. 138). Pensando nessas linhas que a proposta
inicial desta pesquisa foi desenvolvida: examinar a genealogia da ciência da computação,
seus constituintes históricos, especificidades epistêmicas e identidade científica, principal-
mente em relação a campos de conhecimento próximos, como a matemática e a engenharia.
Nesse sentido, partiu-se também da hipótese de que examinar algumas das abordagens
conhecidas para o problema da demarcação seria profícuo para o exame proposto.
Nessa pesquisa genealógica, o primeiro argumento defendido foi de que a crise
fundacional lógico-matemática, que coincide temporalmente com o período de maior pro-
eminência do movimento lógico-empirista, apresenta características típicas de uma crise
epistêmica kuhniana. A análise filosófica de Thomas Kuhn é mencionada com frequência
em pesquisas que concernem muitas das ciências ditas “duras” ou mesmo “brandas” ou
humanas. Contudo, é menos frequente encontrarmos um olhar kuhniano para a matemá-
tica e a lógica — ambas tidas como as “raízes epistêmicas” da ciência da computação.
Assim, no Capítulo 1, o desenvolvimento da ciência da computação enquanto campo de
conhecimento acadêmico foi explorado com um enfoque especial no trabalho de Turing,
no programa de Hilbert e nas peculiaridades da crise fundacional epistêmica desse pe-
ríodo. Para o exame desta última, o argumento da “matemática quasi-empírica”, de
Lakatos (1976) foi essencial para a identificação de elementos empiristas comuns entre o
desenvolvimento do conhecimento matemático e do conhecimento científico.
Na segunda metade do mesmo capítulo, a consolidação da computação como
campo de conhecimento foi explorada, isto é, o estabelecimento de seus assuntos principais,
com atenção especial para a análise de complexidade computacional e a classificação de
problemas computacionais. Dessa forma, por meio de uma perspectiva kuhniana, foram
examinados possíveis exemplares nessa ciência e um pouco dos diferentes subcampos de
pesquisa dentro da própria ciência da computação. Em suma, o processo de “estabilização”
da computação como uma ciência normal.
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Esse momento, contudo, trouxe uma dificuldade para os cientistas da compu-
tação que refletiram sobre aspectos epistemológicos dessa jovem ciência: a compreensão
da natureza daquele “novo” conhecimento. É no contexto da divergência entre as posi-
ções desses cientistas sobre o conhecimento computacional — um debate essencialmente
demarcacionista — que o próprio problema da demarcação foi brevemente examinado no
Capítulo 2; um problema filosófico bastante discutido na filosofia da ciência, que envolve
algumas das questões ponderadas pelos cientistas que analisaram a base epistêmica da ci-
ência da computação. Nesse sentido, examinou-se brevemente nesse capítulo o problema
da demarcação, principalmente pelos escritos de Popper e Kuhn, complementados por
contribuições relevantes da literatura mais recente em filosofia da ciência.
Nesse mesmo capítulo, dois tópicos principais relacionados à demarcação cien-
tífica foram apresentados: o primeiro deles é o entendimento da ciência da computação
como uma ciência normal. Para Kuhn, a atividade predominante dos cientistas de uma
ciência que se encontra em seu estágio normal é a resolução de puzzles. Assim, em perspec-
tiva do critério de demarcação kuhniano, sugeri alguns elementos da teoria computacional
que funcionam como exemplares, por meio dos quais é possível identificar um forte caráter
de resolução de puzzles para o momento atual da ciência da computação.
O segundo tópico diz respeito ao próprio problema da demarcação. Apresen-
tei um resumo desse problema, o verificacionismo do empirismo lógico e o falseacionismo
de Popper com uma breve relação entre falseacionismo e o problema de testes e verifi-
cação de corretude em software. Na Seção 2.5 apresentei alguns argumentos contrários
à posição de Larry Laudan, que em um famoso artigo de 1983, decretou o fim do pro-
blema da demarcação, por considerá-lo desinteressante, esgotado e intratável. Por meio
de contra-argumentos de outros filósofos (PENNOCK, 2011; PIGLIUCCI, 2013) indico
que a intratabilidade que Laudan encontra no problema da demarcação se deve a um en-
tendimento talvez demasiadamente racionalista da atividade científica, que outros autores
(CHIBENI, 2005a; KUHN, 1962/2012; LOPARIC, 1997) sugerem ser de natureza essenci-
almente heurística. Em consonância, termino por sugerir que uma abordagem heurística
seja talvez mais adequada para tratar do próprio problema da demarcação.
No último capítulo, três tópicos remanescentes foram discutidos. O primeiro
deles é a separação das metodologias e epistemologias da ciência da computação em três
subcampos de pesquisa distintos que alguns autores defenderam: subcampo racionalista,
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subcampo tecnicista e subcampo científico. Argumentei que atribuir o termo “paradigma”
para esses subcampos, como os autores originalmente fizeram, somente será adequado
se optarmos por um sentido diferente do sentido empregado por Kuhn. Além disso, de-
fendi que uma separação muito nítida entre os subcampos pode ter um efeito indesejável,
especialmente no âmbito pedagógico desta ciência.
O segundo tópico diz respeito ao fato de que o conhecimento lógico-matemático,
que tem estreita relação com o conhecimento computacional, raramente é considerado pela
perspectiva do exame filosófico de Kuhn. Assim, examinou-se a aplicabilidade das teses
kuhnianas — especialmente as noções de crise e revolução — a partir dos escritos de
Kuhn e as posições de alguns outros autores sobre esse assunto. Dessa análise, parece ra-
zoavelmente claro afirmar que a crise fundacional do empirismo lógico tem características
compatíveis com o que se encontra nos textos de Kuhn. Por outro lado, a possibilidade
de revoluções no conhecimento matemático é mais controversa. Há argumentos a favor e
contra (predominantemente contra), e me parece que para se admitir revoluções na ma-
temática é necessário que se assuma que o processo de revolução seja menos “destrutivo”
do que “construtivo”. Apenas dessa forma é possível compatibilizar a noção de revolução
kuhniana com o conhecimento lógico-matemático.
Também discutiu-se a possibilidade de que a computação quântica possa tra-
zer uma revolução na estrutura do conhecimento computacional, supostamente por meio
de elementos “disruptivos” para a computação clássica, conforme muitas vezes nota-se na
mídia de grande circulação. Para essa discussão, alguns conceitos sobre computação quân-
tica foram brevemente apresentados com o objetivo de identificar os elementos distintivos
entre as abordagens quântica e clássica. Dessa análise resultou a conclusão de que, atu-
almente, não há indícios para se considerar que as “novidades” quânticas implicam uma
substituição ou questionamento do paradigma clássico corrente. Pelo contrário, argu-
mentei que a computação quântica se coaduna com os exemplares clássicos, participando
integralmente do conteúdo epistêmico geral da ciência da computação.
É possível vislumbrar espaço para aprofundamento em diversos dos tópicos
abordados por este trabalho. Talvez os mais óbvios sejam aqueles relacionados à com-
putação heurística, inteligência artificial e computação quântica. Nas seções finais do
Capítulo 2, em continuidade à hipótese de Pigliucci (2013), sugeri que abordar o pro-
blema da demarcação por meio de alguma técnica de aprendizado de máquina talvez
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possa trazer resultados interessantes para o problema da demarcação.
Perspectivas ontológicas para as teorias computacionais, que não foram abor-
dadas neste trabalho, também podem ser campos férteis para pesquisas nas “fronteiras”
entre filosofia e computação. Nesse sentido, relações entre filosofia da mente e computa-
ção parecem ganhar cada vez mais visibilidade entre cientistas da computação, filósofos
e neurocientistas. Em perspectiva similar, há ainda a discussão do realismo (e antirre-
alismo) dos objetos computacionais que, talvez, poderia trazer elementos interessantes
para discussões sobre o realismo vs. antirrealismo dos objetos matemáticos, ou mesmo
para o debate filosófico do realismo vs. antirrealismo científico.
Por fim, na apresentação da computação quântica implicitamente assumiu-se
a interpretação de Copenhague, seguindo a abordagem padrão dos livros-texto usados
como referência para essa seção no Capítulo 3. É por essa razão que a teoria da computa-
ção quântica é, neste trabalho, apresentada como uma “extensão” da teoria probabilista
da função de onda quântica, e que temos a noção da ocorrência do “colapso” da função
de onda no evento de medição do bit quântico. Optar, no presente contexto, por essa
interpretação é uma estratégia pragmática, com o objetivo de se evitar a mescla prema-
tura das questões centrais desta dissertação com a complexa discussão filosófica sobre os
fundamentos da física quântica. Seja como for, a interpretação de Copenhague é usual-
mente adotada nos principais livros-texto sobre computação quântica. Apesar do sucesso
das teorias físicas e computacionais envolvidas, o problema do colapso da função de onda
é, sem dúvida, uma questão em aberto na filosofia e na física. Dessa forma, um exame
aprofundado dessas questões a partir de interpretações alternativas para a mecânica quân-
tica pode também se configurar como uma pesquisa filosoficamente rica e interessante de
temas brevemente tratados neste trabalho.
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