Let R be a two-dimensional regular local ring with maximal ideal m, and let ℘ be a simple complete m-primary ideal which is residually rational. Let R0 := R R1
Introduction and Notations
(1.1) Introduction: Let R be a two-dimensional regular local ring with maximal ideal m, quotient field K and residue field κ, and let ℘ be a simple complete m-primary ideal of R. We use the terminology and results developed in chapter VII of [5] ; for other references cf. Appendix 3 of [12] and the papers [6] , [7] and [8] of Lipman. The ideal ℘ determines a sequence R 0 := R R 1 · · · R r =: S where R 1 , . . . , R r are two-dimensional regular local rings with quotient field K; for each j ∈ {1, . . . , r} the ring R j is a quadratic transform of R j−1 , and the residue field κ j of R j is a finite extension of κ; we denote its degree by [ R j : R ] [ cf. [5] , VII(5.1) ]. We set f ℘ := [ R r : R ], and we call the ideal ℘ residually rational if f ℘ = 1. The order function ord S of S gives rise to a discrete rank 1 valuation of K which shall be denoted by ν ℘ = ν; let V be the valuation ring of ν. Then, for j ∈ {1, . . . , r}, R j is the only quadratic transform of R j−1 which is contained in V .
(1) The semigroup Γ ℘ := {ν(z) | z ∈ R \ {0}} is called the value-semigroup of ℘. Since K is the quotient field of V and R, there exist non-zero elements z 1 , z 2 ∈ R with ν(z 1 )−ν(z 2 ) = 1, hence Γ ℘ is a numerical semigroup, i.e., the greatest common divisor of its elements is 1, and therefore Γ ℘ is finitely generated. The group Γ ℘ was studied in papers of Noh [9] , Lipman [8] , Spivakovsky [11] and in [3] ; in [9] Noh showed-in case κ is algebraically closed-that Γ ℘ is symmetric; Lipman [8] showed that this result also holds if ℘ is residually rational and he gave a formula for the conductor c ℘ of Γ ℘ in terms of the multiplicities of ℘ [ cf. (2) for this notion ]. In the rest of this note, we always assume that ℘ is residually rational. We choose a system κ of representatives of κ in R with the additional property that the zero element of κ is represented by 0. Since all the rings R 1 , . . . , R r have the same residue field κ, we can take κ as a set of representatives of κ in each of the rings R 1 , . . . , R r . In [3] , Prop. (8.6), we constructed-using the Hamburger-Noether tableau of ℘-a system of generators r 0 , . . . , r h of Γ ℘ such that Γ ℘ is even strictly generated by these elements [ cf. [3] , (8.3), for this notion ].
(2) For j ∈ {0, . . . , r} let ℘ Rj be the transform of ℘ in R j [ cf. [5] , chapter VII, section (2.
3) ]; note that ℘ Rr is the maximal ideal of R r . We set
The sequence (e j (℘)) 0≤j≤r is called the multiplicity sequence of ℘ [ these integers are the non-zero elements of the point basis of ℘, cf. Lipman [7] , [8] ]. (3) Let n 0 > n 1 > · · · > n t = 1 be the distinct multiplicities occurring in the sequence (e j (℘)) 0≤j≤r , and assume that, for every i ∈ {1, . . . , t}, n i occurs exactly h i times. Then the multiplicity sequence (e j (℘)) 0≤j≤r of ℘ takes the form n 0 , . . . , n 0
h0
, n 1 , . . . , n 1 h1 , . . . , n t−1 , . . . , n t−1
We call n 0 , . . . , n 0
, n 1 , . . . , n 1 h1 , . . . , n t−1 , . . . , n t−1 ht−1 the essential part of the multiplicity sequence; note that
by the length formula of Hoskin-Deligne [ cf. [5] , chapter VII, section (6.9) ]. Furthermore, let
and let these elements be labeled in such a way that s 1 < · · · < s g . Note that g = 0 iff e 0 (℘) = 1. The non-negative integer g will be called the genus of ℘. It is often convenient to set s 0 = 0. We set f i := n si−1 n si for i ∈ {1, . . . , g}.
(4) We set γ 0 (℘) := n 0 , and we define, by recursion
( * * )
We call the sequence (γ i (℘)) 0≤i≤g the formal characteristic sequence of ℘.
(5) We show in this note, using only the Hamburger-Noether tableau of ℘, that Γ ℘ is symmetric, give several formulae which express c ℘ , the conductor of Γ ℘ , in terms of data of the Hamburger-Noether tableau of ℘, give a new proof for the formula of Lipman (2.11) expressing c ℘ in terms of the multiplicities of ℘, and show that Γ ℘ , the sequence of multiplicities of ℘, and the formal characteristic sequence of ℘ are equivalent data.
(1.2) Multiplicity sequence and quadratic transforms:
. . be the sequence of quadratic transforms of T along V ; we have
). There exists a regular system of parameters {x, y} for T such that ν(x) = n i , ν(y) > ν(x), and ν(y/x) = n i+1 .
(1) Firstly, we consider the case that n i+1 does not divide n i . Then we have n i+1 = e(℘ T k ) for k ∈ {1, . . . , h i+1 }, and, setting x 1 := y/x, y 1 := x, {x 1 , y 1 } is a regular system of parameters for T 1 , and since ν(y 1 /x
} is a regular system of parameters for
and this is the division identity for the natural integers n i , n i+1 .
(2) Now, we treat the case that n i+1 divides n i , and set f := n i /n i+1 . We consider the first f quadratic transforms T 1 , . . . , T f of T along V . Setting x k := x 1 := y/x, y k := y 1 /x k−1 1 for k ∈ {1, . . . , f }, we see that {x k , y k } is a regular system of parameters for T k , and that T f +1 , the quadratic transform of T f along V , has a system of parameters {x 1 , (y 1 −ax (1.3) Multiplicity sequence and formal characteristic sequence: We show that the formal characteristic sequence (γ i (℘)) 0≤i≤g of ℘ determines the essential part of the multiplicity sequence (e j (℘)) 0≤j≤r of ℘, hence that the multiplicity sequence and the formal characteristic sequence of ℘ are equivalent data.
(1) We have by (1.2)
for j ∈ {1, . . . , r − 1} \ {s 1 , . . . , s g }, n si−1 = f i n si where f i ∈ N and f i ≤ h si for i ∈ {1, . . . , g}.
(2) Let i ∈ {0, . . . , g − 1}. The continued fraction expansion of n si /n si+1 takes the form
and we have gcd(n si , n si+1 ) = gcd(n si , n si+1 , n si+2 ) = · · · = gcd(n si , n si+1 , . . . , n si+1−1 ) = n si+1 .
From this it follows easily that gcd(n 0 , n 1 , . . . , n si−1 ) = n si for every i ∈ {1, . . . , g}.
(3) Let γ i := γ i (℘) for i ∈ {0, . . . , g}. We show that γ 0 = n 0 , gcd(γ 0 , . . . , γ i ) = gcd(n si−1 , n si−1+1 ) = n si for every i ∈ {1, . . . , g}.
This holds if g = 0. Now we assume that g ≥ 1. The assertion holds if i = 1 since, by definition, γ 0 = n 0 , γ 1 = h 0 n 0 + n 1 , hence gcd(γ 0 , γ 1 ) = gcd(n 0 , n 1 ) = n s1 [ cf. (2) ]. Assume that i ∈ {1, . . . , g − 1}, and that the assertion holds for i, hence, in particular, that n si divides γ i . Then gcd(γ 0 , . . . , γ i+1 ) = gcd(n si , γ i+1 ). From (2) and (1.1)(4)( * * ) we see that n si+1 = gcd(n si , γ i+1 ) = gcd(n si , n si+1 ). (4) Now ( * ) in (1.1)(4) is the division identity for the integers γ 1 and γ 0 = n 0 . By (3) we have n si = gcd(γ 0 , . . . , γ i ) for every i ∈ {0, . . . , g}. Let i ∈ {1, . . . , g − 1}; since n si > n si+1 , ( * * ) in (1.1)(4) is the division identity for the integers γ i+1 − γ i and n si . Knowing n si and n si+1 for every i ∈ {0, . . . , g − 1}, we use (2) to calculate n 0 , . . . , n r , h 0 , . . . , h r−1 , i.e., we have calculated the essential part of the multiplicity sequence of ℘ from its formal characteristic sequence.
2 Quadratic Transform and HN-Tableau 
, be the numbers defined by the multiplicity sequence (e(℘ Rj )) 1≤j≤r of the simple ideal ℘ R1 of R 1 . It is easy to check that the connection between the sequence n 0 , . . . , n t and the sequence n ′ 0 , . . . , n ′ t ′ is given by the formulae in [4] , (2.4)-(2.6).
(2.2) Hamburger-Noether tableau and quadratic transform: Let {x, y} be a regular system of parameters for R. We assume that ℘ = m; remember that ν dominates R 1 . If ν(x) < ν(y), then we take {x 1 := x, y 1 := y/x} as a regular system of parameters for R 1 , if ν(x) > ν(y), then we take {x 1 := y, y 1 := x/y} as a regular system of parameters for R 1 ; finally, if ν(x) = ν(y), then let a 1 ∈ κ\{0} be the unique element with ν(y −a 1 x) > ν(x) [ for the existence of a 1 , note that r ≥ 1, and argue as in (1.2)(2) ], and in this case we take {x 1 := x, y 1 := (y − a 1 x)/x} as a regular system of parameters for R 1 . Let
be the Hamburger-Noether tableau of ℘ with respect to {x, y} [ cf. [3] , (7.6) , for the definition of the HN-tableau HN(℘; x, y) ]. We set ℘ ′ := ℘ R1 , and we assume that ℘ ′ is not the maximal ideal of R 1 . Then the Hamburger-Noether tableau of ℘ ′ with respect to the regular system of parameters {x 1 , y 1 } for R 1 constructed in the preceding paragraph is
of ℘ with respect to {x, y} (resp. of ℘ ′ with respect to {x 1 , y 1 }). It is easy to check that the connection between these two sequences is given by the formulae in [4] , (3.1)-(3.6) .
(2.4) Proposition: Let {x, y} be a regular system of parameters for R, let (θ 1 ; q 1 , . . . , q h ) be the characteristic sequence of ℘ with respect to {x, y}, and let (γ 0 , . . . , γ g ) be the formal characteristic sequence of ℘. Then we have
Proof: By induction, we may assume that the corresponding formulae hold for the HNtableau HN(℘ ′ ; x 1 , y 1 ), defined as in (2.2); it is a routine matter, using (1.2) and (2.3), to verify these relations.
be the HN-tableau of ℘ with respect to {x, y}. We set ǫ := min({i ∈ N 0 | c j = c i+1 for every j ≥ i + 1}). Proof: We have shown in (2.7) that Γ ℘ is symmetric, and that the first expression in the above displayed formulae is the conductor of ℘. From the definition of ǫ it follows immediately that the second and third expression are equal, and it is a trivial matter of arithmetic to show that the first and the second expression are equal. Proof: Let {x 1 , y 1 } be the regular system of parameters for R 1 as constructed in (2.2). We consider the second expression for the conductor given in (2.10), and compare it with the corresponding expression in HN(℘ R1 ; x 1 , y 1 ); the difference equals e 0 (℘)(e 0 (℘) − 1).
