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Abstract-In this paper, we study the existence of analytic invariant curves for two-dimensional 
maps of the form 
F(z, Y) = (z + Y> Y + G(x) + H(z + y)). 
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1. INTRODUCTION 
Invariant curves of the area preserving maps play an important role in the theory of periodic stabil- 
ity of discrete dynamical systems. The existence of analytic invariant curves for two-dimensional 
area preserving maps has been studied by many authors [l-6]. In particular, Diamond [3] pointed 
out that invariant curves are of some significance in the theory of fractional iteration, and studied 
the existence of analytic invariant curves for two-dimensional maps of the form 
T(x, y) = (x + y, Y (1 + ox”) -+ F(x, Y,) . 
In this paper, we will be concerned with analytic invariants for another planar map of the form 
F(x, Y) = (x + Y, Y + G(x) + ff(x + Y)) (1) 
in complex field C. Observe that if y = f(z) is an invariant curve of (l), then f(z) satisfies the 
functional equation 
f(x + f(x)) = f(x) + G(x) + Wx + f(x)), x E c. (2) 
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We will prove the existence of analytic solutions for (2) by locally reducing the equation to another 
functional equation without iteration of unknown function 
‘p (a’~> =2cp(~x) - (P(X) + G(cp(x)) +H(P(Qx)), 5 E c, (3) 
called the auxiliary equation of (2), where CY satisfies one of the following conditions: 
(Hl) 0 < 1~1 < 1; 
(H2) Ial > 1; 
(H3) 1~1 = 1, (Y is not a root of unity, and 
log /an’ I, i Klogn, n=2,3,... 
for some positive constant K. 
We always assume that G(x), H( ) x are analytic on a neighborhood of the origin, G(0) = 0, 
G’(0) = s, H(0) = 0, and H’(0) = ((a - 1)2 - S)/CY. 
2. SOME PREPARATORY LEMMAS 
In this section, we will state and prove some preparatory lemmas which will be used in the 
proof of our main result. 
LEMMA 1. Assume that (HI) holds and that s # 1, or that (H2) holds. For any 77 E C, 
equation (3) has an analytic sofution p(x) in a neighborhood of the origin such that ~(0) = 0 
and p’(O) = 7. 
PROOF. Fix an 77 E C. If q = 0, then (3) h as a trivial solution v(x) 3 0. So assume that Q # 0. 
Let 
G(z) = 5 c,?, H(x) = F&z". (4) 
n=l n=l 
Since G(x) and H(x) are analytic on a neighborhood of the origin, there exists a positive p such 
that 
1% 5 P-l, I&J I P-l, n=2,3 7”‘. (5) 
Introducing new functions g(x) = p’p(p-lx), e(x) = pG(p-lx), and H(x) = pH(p-‘x), we 
obtain from (3), 
(F (cE”x) = 2(p(QZ) - cp(X) + C@(x)) + k((p(ax)), 
which is an equation of form (3). From (4) and G(x) = pG(p-‘xc), a(z) = pH(p-‘x), we have 
c(x) = pG (p-lx) = sx + e c,p+-t 
n=2 
fi(x) = pH (p-lx) = d1z + F dnPxn. 
n=2 
By (5), it follows that 
Therefore, without loss of generality, we assume that 
knl 5 1, ldnl I 1, 12 = 2,3,. (f-3) 
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Let 
(p(x) = e b,x" (7) 
n=l 
be the expansion of a formal solution p(x) of equation (3). Inserting (4) and (7) into (3), we 
have 
00 cm 
c Cy2nbnxn = 2 c cPbnxn - ctbn,b,, b,, xn 
n=l n=l n=l n=l 
\ 
nl+...+n,=n; 
t=1,2,3 ,..., n 
dtb,, b,, . . b,, x’=. 
b nr 7 
n=l \n;-&y,y;nn; 
71, , 
Comparing coefficients, we obtain 
02% = (2~~ - l)bn + c (ct + andt)bnlbnz . 
n1+...+n, =7L; 
t=1,2,3 ,.._, n 
This implies that 
and 
[(a - 1)2 - s - cudI] bl = 0 
n= 1,2,.... 
[(a” - 1)2 - s - a”dlj b, = 1 (ct + cPdt) b,, b,, . . b,, , n=2,3,.... (8) 
7x1 +...+n, =n; 
t=2,3,...,n 
Noting that dl = ((a - 1)2 - )/ s ai, we see that (a. - 1)2 - s - odi = 0. Hence, we choose 
bl = q and by (8), we get 
(Cl - 1) (on+’ - 1 + s) b, = c (ct + cPdt) b,,b,, . b,, , n = 2,3,. (9) 
nl+...+n,=n; 
t=2,3,...,n 
Now, we show that the power series (7) converges in a neighborhood of the origin. First of all, 
there exists a positive number M, such that for n 2 2, 
1 + I$ 
(d-1 - 1) (on+1 - 1+ s) 
IM 
when either (Hl) or (H2) is fulfilled. Thus, if we define a sequence (B,}~=i by Bi = 1~1 and 
B, = M c Bn,&, . B,,,, n = 2,3,. . , 
nl+...+n,=n; 
t=2,3,...,n 
then in view of (9) and inequality (6), 
lbnl I Bn, n = 1,2,. . . . 
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Now we define 
co 
R(x) = c B,xn, 
Since R(0) = 0, there is a positive number 61 such that /R(x)1 < 1 for 1x1 < gl. Then 
R(x) = e B,xn = Iv/x + 2 B,x” 
= [q/x + M &qx)l” =IQ12 + A4 1’“‘;yl). 
n=2 
Hence, 
R(z) = l 
2(1+ M) 
{ 1 + l?+r f d/1 - 2(1 + 2M)l771z + 1~1222) . 
But since R(0) = 0, only the negative sign of the square root is possible, so that 
R(x) = l 
2(1+ M) 
{ 1 + 1715 - Jl - 2(1 + 2M)ln/2 + lQl%2} . 
It follows that the power series R(z) = C,“=, B, xn converges for [ICI < 0 = min{ai, (l/l~l)(l + 
2M - 2dm)}, which implies that (7) is also convergent in a neighborhood of the origin. 
The proof is complete. I 
Now, we introduce the following lemma, the proof of which can be found in [7, Chapter 61 or 
[8, pp. 166-1741. 
LEMMA 2. Assume that (H3) holds. Then there is a positive number 6 such that Ion - 11-i < 
(271)~ for n = 1,2,. . . . Furthermore, the sequence {d,}r_i defined by di = 1 and 
{dW . . .d%1, n = 2,3,. . . 
wilt satisfy 
d, 5 (256+1)n-1,-26, 72= 1,2,.... 
LEMMA 3. Suppose (H3) holds and that s # 0,2. Then when 0 < /VI 5 1, equation (3) has 
an analytic solution q(z) of form (7) in a neighborhood of the origin such that ~(0) = 0 and 
V’(0) = 71. 
PROOF. As in the proof of Lemma 1, we seek a power series solution of form (7). Then defining 
bi = 7, (9) again holds so that 
1 
lbnl < I@-1 - 11 icP+i - 1+ sj nl+,,,+n,=n, 
c Ict + anhI lb, I I&,/ . lb, I, 
t=2,3,...,n 
forn=2,3,.... 
For convenience in writing, we put 
* = 11 - II - SII’ 
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Therefore, in view of (6), the above inequality changes into 
, ,c = ,l~n,llW.lb,,l, 72=&s,.... 
ni+ +nr n, 
t=2,3,...,n 
Let us now consider the function 
R(z)= l 
2(1+ N) 
{1+41-2(1+2N)~+~2 , 
> 
which in view of the binomial series expansion can be written in the form 
R(x) = 2 + g cnxn 
n=2 
for 1x1 < 1 f2N - 2v’m. Since R(0) = 0, there is a positive number 71 such that \R(z)\ < 1 
for 151 < 71, and R(z) satisfies the equation 
R(x) = 5 + N yg. 
By the method of undetermined coefficients, it is not difficult to see that the coefficient sequence 
{Cn}~=i will satisfy Ci = 1 and 
C, = N c Cn,Cn,...Cn,, 11 = 2,3,. . 
n~+...+n,=n; 
t=2,3,...,n 
Hence, we easily see that 
I& < C,&, n= 1,2,..., 
where the sequence {d,)rzl is defined in Lemma 2. Indeed, (bi( = (n( 5 1 = Cldl. Assume by 
induction that the above inequality holds for n = 1,2,. . ,1. Then 
G,&1C&nz . . . G,&, 
nl+...+n,=I+l; 
t=2,3....,n 
as desired. 
Since R(z) converges in the open disc 1x1 < T = min{ri, 1 + 2N - 2Jm}, there is a 
positive A such that 
C, I A” 
for n = 1,2, . . . In view of this and Lemma 2, we finally see that 
l&l 5 A” (256f1)n-1 n-28, n=1,2,..., 
that is, 
ss+l)(n-lw n -26/n = A (256”) , 
which shows that series (7) converges for 1~1 < min{r, (A256+1)-1}. The proof is complete. m 
REMARK 1. Whether equation (3) has an analytic solution remains an open problem when 
lo/ = 1 and Is/ = 0,2. 
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3. EXISTENCE OF ANALYTIC 
SOLUTIONS FOR EQUATION (2) 
In this section, we will state and prove our main result in this note. 
THEOREM 1. Suppose the conditions of Lemmas 1 or 3 are fulfilled. Then equation (2) has an 
analytic solution of the form 
f(x) = ‘p (~9-Y~)) - 3: (IO) 
in a neighborhood of the origin, where 9(x) is an analytic solution of equation (3). 
PROOF. In view of Lemmas 1 and 3, we find a sequence {bn}Fzi such that the function 9(x) of 
form (7) is an analytic solution of (3) in a neighborhood of the origin. Since 9’(O) = 77 # 0, the 
function 9-‘(2) is analytic in a neighborhood of the point 9(O) = 0. If we now define f(x) by 
means of (lo), then 
f(x + f(x)) = 9 @‘p-l (9 @(P-l(Z)))) - 9 (N’(x)) 
= 9 (029-‘(z)) - 9 (ocp-l(z)) 
= 9 (&9-l(x)) - 2 + G(x) + H (9 (c&(x))) 
= f(x) + G(x) + G(x + f(x)) 
as required. The proof is complete. I 
We now show how to explicitly construct an analytic solution of an equation of form (2) by 
means of an example. Consider the following equation: 
f(x + f(x)) = f(x) + G(x) + JJ(z + f(x)), (II) 
where G(x) = 2(e’-1) = C,“=i(2?/n!), H(x) = l-e” = - c,“=l(x”/n!). Obviously, G(0) = 0, 
N(0) = 0, s = G’(0) = 2, di = H’(O) = -1, and the equation 
(ct! - 1)2 - s - o& = cr2 - (Y - 1 = 0 
has two roots 
1+fi l-& 
cY+=p, 
2 
a- = ~ 
2 
and (a+1 > 1, 0 < IQ-[ < 1. For a+, by means of Lemma 1, the auxiliary equation 
9 (c&r) = 29(0+x) - 9(x) + G(cp(z)) + H(cp(o+x)) (12) 
has an analytic solution 9(x) in a neighborhood of the origin such that 9(O) = 0 and 9’(O) = 
rJ # 0. Let 
9(x) = 2 km, bl = 71. 
n=l 
Inserting this series into (12) and equating the coefficients, we get 
(13) 
It is not difficult to calculate the coefficients b, by means of (13), indeed the first few terms are 
as follows: 
b2 = cp” = (l - a+)+ 
2! 4cu+ ’ 
bS=Ip”‘o= 5(1 - o+)n3 
3! 36~~; ’ 
Next, recall from the proof of 
the point ~(0) = 0. Therefore, 
determined 
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the above theorem that cp-‘(z) is analytic in a neighborhood of 
it can also be determined once its derivatives at x = 0 have been 
(p-1)‘(0) = l 1 1 
cp’(cp-‘(0)) = cp’o = i’ 
(p_l)” (o) = _P” (cp-‘(0)) (4 (0) = cp”(O) (cp-‘)’ (0) l-Cl+ 
(cp’ w1(w)2 - (cpyo))2 = _2cu+77’ 
(p-l)“‘(O) = - 
P”‘(‘P-W) [(P-ml2 + 9” (P-w) ((P-1)“(o)] 19’ ~-‘co,)]” 
19’ W1(W14 
+ d’ (P-w) (cp-7’ (0) ’ 2 cp’ ((P-W) v” ((P-W) ((P-‘>’ (0) 
b’ ((P-WI4 
etc. 
=- 
p(O)@ - $9”(O) (p-1)” (Oj] 172 - p”(o)q-1 2.7$‘(O)?p 
b’(O)l” 
loo+ - 7 
= 12471 ’ 
Finally, we determine a solution f(z) of (11) by finding its derivatives at z = 0 
f(0) = p (cy+‘p-yo)) - 0 = ‘p(cr+ 0) = 0, 
f’(0) = $4 (cl+p-yo)) . Cl+ (p-l)’ (0) - 1 = a+cp’(O) ($9-l)’ (0) - 1 = (Y+ - 1, 
f”(0) = +P” (“+9-r(0)) [(P-r)’ (O)] 2 + o+‘P’ (o+cp-‘(0)) (6’)” (0) 
= c&“(O)~-2 + cu+cp’(O) ($0-1)” (0) = q: 
f”‘(0) = c&D” (a+&(O)) [ ($9-1)’ (O)] 3 + 24P” (o+&(O)) (cp-‘)’ (0) (V-l)” (0) 
+ 44 (o+(P-V9) (4+)‘(O) (p-l)” (0) + o+(P’ (o+C’(O)) (9-l)” (0) 
etc. 
= c&“‘(0)7/-3 + 3 c+J’(O) . q-1 ((p-1)“’ (0) = -9, 
+ 
Thus, the desired solution is 
f(z) = ( cl+ - 1)” + T*” 
9a+ + 7 -___*s+... 
72~3, 
For CX-, by means of the same method, we can obtain 
f(z) = (o_ - l),z i- Vz’ - 323 +. ‘. 
- 
It is clear from the above procedure that with the help of commercial software which is capable 
of doing exact differentiations, an arbitrary number of terms of the above series can be obtained. 
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