Introduction {#s1}
============

Humans maintain a close symbiotic relationship with trillions of microorganisms that live upon and within their bodies. The human body relies on assorted communities of microbes to develop bodily functions such as metabolism and immune response as well as to protect the body from infections from harmful pathogens. Researchers have begun to recognize the importance of the interactions between host and microbiota and how they may impact human health. In particular, studying this interaction has become a key topic in numerous fields of research such as immunology ([@B29]; [@B30]), oncology ([@B39]), and metabolomics ([@B31]; [@B11]; [@B16]). The current Integrative Human Microbiome Project (IHMP) aims to record behavior over time for host biology and the metagenome for the onset of Inflammatory Bowel Disease and Type 2 Diabetes as well as for neonatal development. With progressively more data available, a growing research interest has emerged for integrative analysis of multiple omics data, for example, host transcriptome and human microbiome data.

One popular approach for integrating multiple omics datasets is mediation analysis. A mediation model aims to extract the mechanisms by which an exposure impacts the outcome variable by considering a set of potential variables which may mediate the effect. Identifying these mechanisms is a vital step in developing effective medication and therapy as well. In particular, the microbial community could be easier to manipulate using antibiotics and probiotics.

Simple mediation models with only one exposure and one mediator have been widely used in psychology for several decades ([@B20]; [@B1]), with most recent notable development focused on models with multiple mediator variables ([@B8]). However, the application of mediation models for biological data has introduced additional challenges, including the difficulty of incorporating multiple, high dimensional omics datasets with varying data structures. In this research, we aim to develop a nonparametric framework for mediation analysis to avoid the assumptions and pitfalls of current mediation models.

Materials and Methods {#s2}
=====================

Background {#s2_1}
----------

A simple mediation model aims to explain the mechanisms that underlay the relationship between an exposure variable (X) and a response variable (Y), by considering a tertiary mediator variable (M) which may mediate the effect of the exposure on the response ([**Figure 1**](#f1){ref-type="fig"}). The total effect of the exposure variable can be decomposed into the *direct effect*, effect from exposure to response directly, and the *indirect effect*, effect of the exposure which is mediated by the mediator variable.

![Panel model representation of a mediation model with a single exposure *X*, single mediator *M*, and single response *Y*, and the associated coefficients used for linear structural equation modeling.](fgene-11-00148-g001){#f1}

A mediation model is most commonly examined parametrically utilizing a linear structural equation model (LSEM):
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where *γ′* and *γ* represent the total effect and direct effect, respectively. [@B2] proposed to detect whether an indirect effect exist by testing either the product *αβ* = 0 or the difference between the total and direct effects *γ′* -- *γ* = 0. In addition to the traditional mediation assumptions of causal direction (i.e., additive effects and no unmeasured confounders or sequential confounders) ([@B20]; [@B40]; [@B26]), the LSEM approach requires standard regression assumptions such as linearity, no collinearity, known link function, exponential distribution of the error term, and sample size larger than parameter space. While the LSEM structure has seen widespread use and success in psychology applications where mediation analysis includes a single mediator and continuous exposure variables, many of these assumptions are violated in the context of genomics and metagenomics studies with counts data.

In response to these challenges, new statistical methods have been developed in the last few decades in an attempt to apply mediation modeling approaches for neural and biological data. [@B5] constructed a distribution of the correlation between parameters by permuting the outcome in each of the LSEM equations. [@B13] developed a Monte-Carlo procedure to evaluate the mediation effect of high-dimentional continuous mediators. [@B13] performed an omnibus test by comparing L~1~ normalized terms from three logistic regression models based on the structural equations model. [@B15] and [@B24] utilized binary exposure to generate natural direct and indirect effect measures *via* expectation differences. [@B42] used minimax concave penalty regularized logistic regression models to estimate *β* effect (in eq(3)). Recently, [@B38] proposed a causal composition mediation model (CCMM) specifically for microbiome mediators which utilized a bootstrap covariance matrix to perform log-contrast compositional regression. While these approaches may avoid concerns associated with the n\< \< p paradigm (i.e., sample size is smaller than the parameter space), they often require a single exposure variable and a linear relationship between parameters. Many additionally enforce certain data type such as binary exposures or continuous responses.

In this research, we aim to evaluate the presence of indirect effects by developing a nonparametric framework based on information transfer. While applications of information theory in a biological context have been seldom, it has achieved some success in feature selection for gene expression data ([@B22]; [@B28]). Recent advances in this field include alternatives for finding relative contribution of variables using entropy methods. [@B28] approached this problem by introducing a penalty term for mutual information shared between selected variables. [@B19] assigned a measure of feature quality by comparing conditional information of a variable on an outcome conditioned upon k-nearest-neighbor variables. By utilizing information-based methods, in our research, there is no need to assume underlying distributions or data types of genomic/metagenomic data, or response variable (e.g., clinical outcome) while nonlinear or non-additive relationships between variables can be explored.

Methods {#s2_2}
-------

Recent research has discovered that the abundance and diversity of the microbiome have an impact on the expression of human genes ([@B4]; [@B6]; [@B9]). In this study, we will focus on treating microbes as mediators for host genes. However, the proposed method itself is very general and can be applied in other types of studies, e.g., genomic or epigenomic study, or even studies in other fields.

To discover which microbial taxa mediate the effect of gene expression on a clinical outcome, we propose a nonparametric framework based on information theory feature reduction techniques, termed as Nonparametric Entropy Mediation (NPEM). Information theory compares joint distributions of two or more variables with the marginal distributions of subsets to measure association between variables. This can capture nonlinear and non-additive associations by observing changes in distribution of the outcome as compared to distance based and regression modeling approaches which can only capture linear association with the outcome ([@B32]). The information can be measured using Shannon Entropy and Mutual Information (MI) ([@B35]). Shannon entropy represents the uncertainty, potential information, from a discrete random variable or random vector, and is defined as amount of information produced by a stochastic process:
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where *p*(*x*) represents the probability of observing *X* = *x* (if the variable is continuous, this definition is redefined by using the integral across the domain for continuous density functions instead of the summation across the domain of events). Shannon entropy of a multivariate process between two variables X and Y can be calculated using joint Shannon entropy:
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where *p*(*x*,*y*) represents the probability of observing *X* = *x* and *Y* = *y* (note: the notations *X* and *Y* here are just two common variables, different from the notations in the LSEM in *Background*).

Mutual information (MI) is defined as the overlap of information produced by multiple stochastic processes:
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Mutual information can be used as a measure of dependency between the variables in a multivariate stochastic process. If the included variables are independent, the information metric is zero.

To capture the unique mutual information from a variable *X*, we additionally define the *contributed information* to be the mutual information of one variable given a set of measured variables (***W***):
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To investigate the mediated relationship between host gene expression and a clinical outcome, we propose to construct the mediation model as a multivariate stochastic process generating the set of *I* genes (***X*** = {*X* ~1~,...,*X* ~I~}), the set of *J* microbial taxa (***M*** = {*M* ~1~,...,*M~J~*}), and a clinical outcome *Y* (throughout the text of this paper we use bold symbols to represent sets of variables). If we maintain the causal direction and no intermediary confounding assumptions, we can examine the relationship between variables using the mutual information between variables from the stochastic processes. To mimic current LSEM structure, we define *γ′* as a label of relationship between ***X*** and *Y, α* as the relationship between ***X*** and ***M***, and *β* as the relationship between ***M*** and *Y* when ***X*** is also included. Thus, we use these labels to represent the relationships between the variables based on the theory information in [**Figure 2**](#f2){ref-type="fig"}.

![Venn Diagram visual representation of information content and the areas representative of model effects, α represents the relationship (i.e., intersection) between the exposure (blue circle) and mediator (red circle), *β~1~* is the relationship between all three variables, i.e., at the intersection of three circles, while *β~2~* represents the relationship between the mediator and response (yellow circle) excluding the exposure, i.e., the area of intersection of red and yellow circles, but not in blue, and *γ′* is the overlap of blue and yellow circles, representing the total effect.](fgene-11-00148-g002){#f2}

Consider the *β* effect from ***M*** to *Y* as the overlap in information contained by ***M*** and *Y*, then it can be decomposed into *β~1~* representing the overlap of *α* and *β*, and *β~2~* representing the unique information from ***M*** as shown in [**Figure 2**](#f2){ref-type="fig"} such that *β* = *β~1~* + *β~2~*. Note that *β~2~* represents the value *βϵ* *~M~* in equation (3). If *β~2~* ≠ 0, then it follows *β* ≠ 0. Consider two possible outcomes when *β~2~* = 0: 1) if *β~1~* = 0 and *β~2~* = 0, then ***M*** does not offer any information about *Y* and there is no mediation effect. This is equivalent to *β* = 0 and by extension *αβ* = 0 in the LSEM framework; 2) if *β*~*1*~ ≠ 0 and *β~2~* = 0, all information ***M*** provides about *Y* is also contained in ***X***. Due to perfect collinearity, no conclusion can be drawn about the existence of mediation effects. For the purposes of our study, we will consider this scenario as not a mediation effect. Thus, the overlap of all variables is not sufficient and any scenario where *β~2~* = 0 would not be considered a mediation effect. The existence of mediation effects can be captured by measuring *α* and *β~2~*. The two relationships *α* and *β~2~* as shown in [**Figure 2**](#f2){ref-type="fig"} can be expressed in terms of mutual information as *MI*(***X, M***), and *MI*(***M**, Y* ) respectively.

In order to capture the effect of each gene or each taxon individually, we additionally consider collinearity between the variables. We will use contributed information to measure the relationship between gene *i* and taxon *j*, α*~i,j~*, as *C*(*X~i~*,*M~j~*,***S***), and the relationship between taxon *j* and the response (for the purpose of explanation we use one clinical response variable) *Y*, *β~2~*, as *C*(*M~j~*,*Y*,***T***), where ***S*** and ***T*** represent a subset of other genes and other microbial taxa, respectively.

To non-parametrically estimate the mutual information and contributed information metrics, we employ kernel density estimation to approximate the distribution of each variable or a set of variables. To allow for varying data types in a joint distribution, we employ kernel product estimation developed by [@B18]. The choice of kernel will depend on the structure of the data. For continuous data, the distribution will be approximated using a second order Gaussian kernel, which is a common choice due to its smoothness and an ideal choice when integration is required. Distributions of discrete data will be approximated using an Aitchison-Aitken kernel to handle discrete entry frequencies. To avoid overfitting, bandwidths for kernels are approximated using Silverman's Rule of Thumb ([@B37]). To get an accurate density estimator we only need to know the data type but not the shape.

In high resolution sequencing studies, limited genetic material and PCR amplification biases can lead to many OTUs (operational taxonomic units) with zero count, even when those taxa exist within a subject's gut microbiota. However, a concentration of counts at zero can lead to a problem when estimating the distribution using a Gaussian kernel density estimator. Most notably, the decreased variance can lead to smaller estimates for the kernel bandwidth. We propose two approaches for mediation testing using mutual information. In the simplest case, we use a single Guassian kernel to estimate the distribution of OTU abundance and to calculate the contributed information. We refer to this single kernel approach as a univariate entropy measure. To better represent the microbiome data and to avoid some of the potential pitfalls of kernel density estimation, we propose a bivariate approach which decomposes the microbiome data into two parts: presence-absence represented by an Aithison-Aitken kernel and nonzero counts represented by a Gaussian kernel. Contributed information metrics can be calculated separately for both presence--absence and nonzero counts, providing two measurements for each mediator. We refer to this two-kernel approach as a bivariate entropy measure.

### Univariate Entropy Measure {#s2_2_1}

When calculating mutual information, theoretically, the information metric should be zero if the variables are independent; however finite sample sizes and bandwidth approximation for the kernel density estimates may lead to a bias in the observed information. Out of a large number of taxa in a study, generally only some of them play mediating effect. Under this very general assumption, a vast majority of the signals observed are due to this bias effect. Therefore, we can search for information metrics which are substantially higher than the expected bias, as this indicates a true relationship between variables. For a particular taxon (*j)* to be a mediating taxon, there must be significant relationships from at least one gene through it to the response. Just like the regression model in Eq (2) where all exposure variables ***X*** are included for each mediator variable *M~j~*, α*~i,j~* (representing the relationship between the exposure variable *X~i~* and mediator *M~j~*) must be evaluated across all exposures simultaneously within each fixed taxon *j*. For each taxon *j* the hypotheses are:
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The parameters *φ~α,j~* and *φ~β~*~2~ represent the expected bias for contributed information with a fixed taxon *j* and *Y* respectively. Since the mutual information score should be zero for independent random variables, the bias terms *φ~α,j~* and *φ~β~***~2~** are conservatively estimated as the mean contributed information scores for taxon *j* and currently unselected genes as defined below, respectively:
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where ***X*-*S*** represents the set of genes which are currently unselected and ***M*-*T*** represents the set of OTUs which are currently unselected. For our definition, both the contributed information and the expected bias depend on the components of set ***S*** or ***T***. We propose to iteratively select the best predictive genes or taxa based on their contributed information and update ***S*** or ***T*** respectively after each selection by using a greedy search algorithm. Under this paradigm, we compare the largest contributed information to the average contributed information as defined in equations (8) and (9). This lends itself naturally to outlier detection tests which compare the maximum value to the mean for potential outlier points. Since there could be multiple features which contain true contributed information signals, we opt to use an iterative one-sided Extreme Studentized Deviate (ESD) test ([@B12]), which was developed for unusually high value detection. We evaluate a series of G statistics ([@B12]) as follows:
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where *C* ~(1)~ represents the highest contributed information to be compared, either for the relation between taxon (**j**) and genes, or for the relation between the outcome and taxa. $\overline{C\left( \ldots \right)}$ stands for the average of contributed information and sd represents standard deviation. Under the null hypothesis, the *G* statistic follows a central *t*-distribution with degrees of freedom *df*-2, where *df* represents the number of remaining unselected features. However, since the contributed information could change at each step, there is still uncertainty on when the hypothesis test should be performed. We propose **Algorithm 1** which performs the hypothesis test at each iteration of the greedy search algorithm (NPEM : UV). To be specific, at each step of the algorithm, the contributed information from each gene to a fixed taxon or from each taxon to the clinical outcome is re-evaluated to identify the most informative feature. The highest value of contributed information is recorded, the hypothesis test is performed, and the selected feature is removed from the set of explanatory variables and added to the set of priors ***S*** or ***T***. A modified version which performs the hypothesis test after the completion of the greedy search is provided in [**Supplementary File**](#SM1){ref-type="supplementary-material"} as **Algorithm 1**′ (NPEM : UVS). The details and trade-offs of each algorithm are elaborated in the [**Supplementary File**](#SM1){ref-type="supplementary-material"}.

###### 

Non-Parametric Entropy Mediation: Univariate Test (NPEM:UV).

  ---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
  Input: ***A*** = {*A* ~1~,*A* ~2~,...,*A~K~*}: Set of explanatory variables; B: Response variable
  1\. Initialize an empty set ***W***.
  2\. Evaluate Contributed Information *C~i~* = *C*(*A~i~*,*B*,***W***) for each *A~i~* which is not in ***W***. When ***W*** is empty, *C~i~* = *MI*(*A~i~*,*B*).
  3\. Let ***C*** denote the vector of the *C~i~* values, and *C* ~(1)~ denote the largest Contributed Information.
  4\. Calculate Grubb's ESD Test Statistic: $G = \frac{C_{(1)} - \overline{\mathbf{C}}}{sd\left( \mathbf{C} \right)}$, where $\overline{\mathbf{C}}$ is the average value and sd represents standard deviation.
  5\. Perform significance test with the distribution *t~df~* ~-2~ to obtain p-value, where *df* is the length of ***C***.
  6\. If the p-value is below a threshold (e.g., 0.05), move the variable *A* ~(1)~ corresponding to the largest value *C* ~(1)~ into set ***W***.
  7\. Repeat steps 2 through 6 until a specified threshold (e.g. 0.05) is reached or until two or fewer variables remain.
  8\. For the variables which do not belong to ***W***, assign the p-value to be 1.
  9\. For each response variable, apply FDR correction ([@B3]) to the p-values of all explanatory variables.
  ---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------

This algorithm is general and can be applied to evaluate the significance of all *α* and *β~2~* relationships defined in Methods. For the *α* relationship, ***A*** is the full gene set ***X*** and *B* is an individual microbial taxon (*M~j~*), and the resulting p-value *p~α,j~* is the FDR corrected p-values. For the *β~2~* relationships, ***A*** is the set of all microbial taxa ***M*** and *B* is the clinical response (*Y*). The resulting p-value *p~β,j~* is FDR corrected. To complete the hypothesis test for mediation effects, we composite the results with conservative measure *p~j~* = max (*p~α,j~,p~β,j~*), which represents the final p-value for testing the mediation effect of taxon *j*.

### Bivariate Entropy Measure {#s2_2_2}

When we represent the abundance of each microbial taxon by decomposing the feature into presence-absence and nonzero counts, the contributed information can be calculated for both presence-absence and nonzero counts individually. Our final decision will leverage both contributed information scores. To test whether a relationship is significant or not, we propose a general hypothesis as follows:
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where $\left\| \overset{\rightharpoonup}{C} \right\|$ represents any norm or distance metric for the vector of two contributed information metrics $\overset{\rightharpoonup}{C}$ from zero and nonzero counts. To account for the difference in scale and correlation between presence-absence and nonzero counts, we will utilize Mahalanobis distance ([@B21]):
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where $\overset{\rightharpoonup}{\mu}$ represents the vector of means for $\overset{\rightharpoonup}{C}$ and Σ represents the covariance of the two contributed information scores in $\overset{\rightharpoonup}{C}$. The Mahalanobis distance is distance metric which projects data along its principal components. Each axis is re-scaled to ensure a mean value of zero and variance of 1. By projecting the two contributed information scores onto their principal components, we no longer need to consider correlation between scores. We can now rewrite our hypothesis using the distance from expected bias:
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As in the univariate case (i.e., do not separate the zero and nonzeros counts for each taxon) in *Univariate Entropy Measure*, for a particular taxon to be a mediating taxon, there must be a significant mediation structure or bridge from at least one gene and then through the taxon to the clinical response. For each fixed taxon j, the hypotheses are as follows:
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Since the Mahalanobis projection has two dimensions (i.e., for zero and nonzero parts), we compare the Mahalanobis distance to the Chi-Square distribution with 2 degrees of freedom to identify unusually high contributed information values ([@B10]). We provide **Algorithm 2** below which performs the hypothesis test at each iteration of the greedy search algorithm (termed as NPEM : BV). A modified version which performs the hypothesis test after the greedy search algorithm has completed is provided in [**Supplementary File**](#SM1){ref-type="supplementary-material"} as **Algorithm 2**′ (NPEM : BVS). The algorithm follows the same logic as the univariate case, except that we evaluate the contributed information twice, once for the presence-absence data and once for nonzero counts data, with the most informative feature being decided by the largest Mahalanobis distance. The details for obtaining the final p-values are the same as for the univariate test approach.

###### 

Non-Parametric Entropy Mediation: Bivariate Test (NPEM:BV).

  -------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
  Input: ***A*** = {*A* ~1~,*A* ~2~,...,*A~K~*}: Set of explanatory variables; *B*: Response variable
  1\. Initialize an empty set ***W***.
  2\. For each mediator, decompose into presence-absence and nonzero count (*Z*,*M*′)
  3\. Evaluate Contributed Information for both parts (e.g. $\overset{\rightharpoonup}{C_{i}} = \left\{ {C_{Z} = C\left( {A_{i},Z,\mathbf{W}} \right),C_{M^{\prime}} = C\left( {A_{i},M^{\prime},\mathbf{W}} \right)} \right\}$) for each *A~i~* which is not in ***W***.
  4\. Evaluate the Mahalanobis distance for each vector of contributed information scores $\overset{\rightharpoonup}{C_{i}}$ .
  5\. Move variable *A~k~* into set ***W***.
  6\. Calculate the Chi-Square Test Statistic: $\chi^{2} = MD(\overset{\rightharpoonup}{C_{(1)}})$
  7\. If the p-value is below a threshold (e.g., 0.05), move the variable *A* ~(1)~ corresponding to the largest Mahalanobis distance $MD(\overset{\rightharpoonup}{C_{(1)}})$ into set ***W***.
  8\. Repeat steps 3 through 7 until a specified threshold is reached (e.g. 0.05) or until two or fewer variables remain.
  9\. For the variables which do not belong to W, assign the p-value to be 1.
  10\. For each response variable, apply FDR correction to the p-values of all explanatory variables.
  -------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------

Data {#s2_3}
----

### Simulation Studies {#s2_3_1}

To evaluate the performance of NPEM, we compare our method to existing methods, a nonparametric permutation test, MedTest ([@B5]), and a method developed to handle SNP counts data, Integrative Genome Wide Association Study, iGWAS ([@B14]). We simulate biological data for a dichotomous clinical outcome (e.g., healthy or diseased) under various model settings. Gene expression data was simulated for 300 genes using a normal distribution. The first 150 were generated using a standard deviation of 0.5, and the second half with 2.0. Taxon counts were generated using a negative binomial distribution with excess zeros added, with the probability of excess zeros weighted by the log ratio of abundance to population mean (see the [**Supplementary File**](#SM1){ref-type="supplementary-material"}). The relationships between variables are presented in [**Table 1**](#T1){ref-type="table"} below.

###### 

Existence of relationships for combinations of gene and taxon indices. True mediation effects require *γ′* (total effect), *α*, and *β~2~* relationships. Here taxa 1--10 are the true mediators for genes 1--20, and taxa 151--160 are the mediators for genes 151--170. The rest taxa are not mediators.

  ---------------------------------------------------------------------------
                  Low expression\   High expression\                 
                  σ = 0.5           σ = 2                            
  --------------- ----------------- ------------------ ------------- --------
  Taxa 1--10      *γ′,α,β~2~*       *β~2~*             *γ,β~2~*      *β~2~*

  Taxa 11--20     *γ′,α*                               *γ′*          

  Taxa 21--30     *γ′,β~2~*         *β~2~*             *γ′,β~2~*     *β~2~*

  Taxa 31--150    *γ′*                                 *γ′*          

  Taxa 151--160   *γ′,β~2~*         *β~2~*             *γ′,α,β~2~*   *β~2~*

  Taxa 161--170   *γ′*                                 *γ′,α*        

  Taxa 171--180   *γ′,β* ~2~        *β~2~*             *γ′,β~2~*     *β~2~*

  Taxa 181--300   *γ′*                                 *γ′*          
  ---------------------------------------------------------------------------

Three separate simulation studies are performed to examine the behaviour of NPEM under different scenario settings:

i.  The first study investigates the performance of different models with various sample size (40 and 80 per group) and excess zero probabilities at a high level (80%) or low level (50%) for a total of four data scenarios. The signal strength is fixed at 50%, which is defined as follows: $$\text{signal~stregth} = \frac{\delta}{\sigma}$$ where *δ* represents the average difference between healthy and diseased groups and *σ* represents the standard deviation of the noise.

ii. In practical studies, the signal strength is unlikely to be large for each taxon. We investigate how these methods perform as signal strength decreases by varying signal strength between 50% and 10%. In this simulation, we also vary the excess zero proportions between high (80%) and low (50%), with a fixed sample size 40 per group.

iii. For further investigation, we observe the effects by increasing the over-dispersion of taxon counts. The over-dispersed counts are modeled using a negative binomial model with the dispersion parameter as follows: $$\kappa = \frac{c}{\sqrt{\lambda + 1}}.$$ where *λ* represents the mean count and the constant *c* is set to 1000 for high dispersion and 100 for low dispersion. We fix the sample size to be 40 per group and the excess zero proportion at high (80%) to capture the worse-case. Signal strength ranges from 10% to 50% as in simulation (ii).

For each scenario a total of 20 data sets are generated and evaluated. The results of the simulation studies are presented in *Results*.

### Pouchitis Data {#s2_3_2}

Pouchitis, inflammation of a post-operation ileal pouch, affects almost half of all ileal pouch-anal anastomosis recipients, with up to 20% of these patients developing chronic pouchitis. We apply NPEM to pouchitis patient data from [@B23], including host gene expression, microbial abundance, and clinical diagnosis, to investigate the relationship of the host gene expression and microbiome. While extensive research has shown host gene expression and the microbiome can influence pouchitis, the causal mechanisms and interactions are not studied well and the authors only found weak association between host gene expression and the microbiome's effects on the clinical diagnosis.

The clinical data includes samples from 219 patients with information about body location, inflammatory score, antibiotic use, and clinical diagnosis of "No Pouchitis", "Acute Pouchitis", "Chronic Pouchitis", "Crohn's Disease-Like", and "Familial Adenomatous Polyposis". For comparison purposes, we have limited our study to patients with either "No Pouchitis" or "Acute Pouchitis" diagnoses, and no prescribed antibiotics given. This results in an effective sample size of 101 patients. Gene expression data contains 33,297 genes. Transcripts were filtered to remove genes with no annotation, and a log-2 fold change with a conservative cut-off of 0.15 was used to trim the gene set. After filtering, 1103 genes remained. High throughput next-generation sequencing microbiome abundance data recorded 293 operational taxonomic units (OTUs) at the genus level. OTUs that were absent in over 90% of patients were removed, resulting in 103 OTUs.

Results {#s3}
=======

Simulation Study Results {#s3_1}
------------------------

With a false positve rate of 5%, NPEM algorithms have higher power than MedTest, while iGWAS fails to discover any significant mediators ([**Figure 3**](#f3){ref-type="fig"}). From the study (i) where the signal strength is high, we find that the UV version of the univariate approach consistently performs the best and the UVS does not perform as well as other NPEM algorithms. Particularly, for a high proportion of zeros and small sample size the UV surpasses the others. As the signal size decreases from 50% to 10% ([**Figure 4**](#f4){ref-type="fig"}), the performance of this univariate test decreases, regardless of the levels of proportion of zeros. However, the bivariate approach maintains better performance. In particular, the single test (BVS) of the bivariate approach is the most consistent and has the highest power when the proportion of zeros in the dataset is high; for a lower proportion of zeros the BV approach is recommended.

![Power plots for simulation studies (i). Sample sizes (40 and 80 per group) and proportions of zero (Low vs. High), with a fixed high signal strength.](fgene-11-00148-g003){#f3}

![Power plots for simulation studies (ii). Signal strength (50% and 10%) and proportions of zeros (Low vs. High), with a fixed sample size.](fgene-11-00148-g004){#f4}

For the overdispersion study (i.e., setting iii), the lower the overdispersion, the higher the power ([**Figure 5**](#f5){ref-type="fig"}). The UV approach always outperforms the alternatives when the signal strength is higher, regardless the overdispersion levels; the BVS is always the superior method when the signal size is lower.

![Power plots for simulation studies (iii). Over-dispersion (Low and High) and signal strength (50 and 10%), with a fixed sample size and a fixed proportion of zeros.](fgene-11-00148-g005){#f5}

For all simulation settings and all methods, the empirical false positive rates are well controlled at pre-specified level. For instance, under simulation setting (i) and using an adjusted p-value cut-off at 0.05, the false positive rates are well controlled ([**Figure 6**](#f6){ref-type="fig"}). The results for settings ii) and iii) are available in the [**Supplementary File**](#SM1){ref-type="supplementary-material"}.

![False positive rate plots for simulation studies (i). Sample sizes (40 and 80 per group) and proportions of zeros (Low vs. High), at a fixed signal strength.](fgene-11-00148-g006){#f6}

Pouchitis Study Results {#s3_2}
-----------------------

Due to zero proportions ranging from 20% to 90%, moderate sample size, and small expected signals in the pouchitis OTU data, we applied the proposed approach BVS on this dataset. Six mediating OTUs were detected at 5% FDR level and the corresponding genera are summarized in [**Table 2**](#T2){ref-type="table"}. To visualize the relationship between the detected genera and their significantly associated genes, a network plot using significant relationships identified by NPEM : BVS is provided in [**Figure 7**](#f7){ref-type="fig"}.

###### 

Top 6 selected Genera with adjusted P-values from NPEM : BVS algorithm.

  Genus               Adjusted p-value
  ------------------- ------------------
  Spirochaeta         4.13E-05
  Adlercreutzia       1.96E-04
  Propionibacterium   2.15E-04
  Scardovia           2.86E-03
  Stenotrophomonas    8.34E-03
  Fusobacterium       8.91E-03

![Network plot for significant mediation relationships for detected microbes and associated genes using NPEM : BVS in the Acute Pouchitis study.](fgene-11-00148-g007){#f7}

While research on how bacteria impacts the body is still ongoing, the selected microbial genera are well known to be related to intestinal health. Fusobacterium and stenotrophomonas are well known to be pro-inflammatory ([@B33]; [@B36]), while propionibacterium has recently been found to regulate inflammatory response ([@B25]; [@B7]). Fusobacterium and aldercreutzia are also found to relate to the health of the host mucosal wall ([@B36]). Degraded mucosal walls may lead to greater risk of infections due to bacteria growing in the folds of the intestinal wall. Scardovia and spirochaeta have been commonly discovered to be associated with ulcerative and ischemic colitis ([@B17]; [@B33]; [@B41]), two of the primary diseases resulting in ileal pouch-anal anastomosis. Though the exact mechanisms are yet understood, these choices correlate to existing findings and suggest further research is necessary.

When looking at the selected genes, we see a few unique patterns. A number of genes, particularly those related to Scardovia and Stenotropohomonas, are only located on the Y chromosome. Patient gender was not included in the provided metadata, so we were not able to test whether this effect is somehow related to gender or the specific gene. Many selected genes are in the Caspases (CASP) or Small Nucleotide RNA C/D Box (SNORD) groups. CASP genes regulate inflammation response ([@B34]), which is what we expect. The SNORD gene group regulates expression of other gene groups. In particular, recent research has found correlation between SNORD-116 segments and gut metabolism ([@B27]). These genes may be a prime candidate for future research.

Discussion {#s4}
==========

In this paper, we propose nonparametric entropy models to discover significant mediation structures for microbial mediators. This method is flexible and capable in handling continuous, discrete, and mixed data types for any variable in the model. Though we only discuss continuous and categorical data here, ordinal data may be used in the model by applying a modified Wang-van Ryzen kernel as proposed by [@B18] or any other appropriate kernel type. Through simulation studies, we have shown that NPEM outperforms the existing nonparametric test and count-based regression model. In application, our method identifies unique mediation structures undiscovered in the original report relating inflammatory bacteria to host gut health.

The performance of NPEM depends on the data characteristics and selected test statistic. The signal strength in the data is the largest factor separating the performance of the univariate and bivariate options. The bivariate single test (BVS) method is recommended for weak signal size. For the test statistic selection, the poor performance of a singular Grubb's test is expected; the Grubb's test is designed to select singular outliers, thus requires sequential selection. Comparison between the bivariate Chi-Square tests is not straightforward since the correlation structure is re-evaluated at each step of the sequential selection algorithm. The proportion of zeros in the data also affects the test selection. When the excess zero proportion is high, a singular test performs stronger than a sequential test. It is important to recognize that the Mahalanobis distance metric does not consider directionality, and unusually low signals may also be selected. A detailed check may be helpful when the noise signals are large.

The alternative causal compositional mediation model, CCMM ([@B38]) was attempted, however, due to the high proportion of zeros and large number of taxonomic units in our experiment, the CCMM algorithm failed to converge. In toy data experiments with no zero counts, CCMM displays higher power in detecting mediating taxa, however it produces much higher false positive rates for associations between host gene expression and taxonomic abundance since the method does not correct for correlation between exposures. The NPEM methods perform much stronger at detecting the correct associations for this particular path α. CCMM is proposed for continuous response, though theoretically a logit link function could handle a binary response.

The performance of our model may be improved through further tuning. The Gaussian kernel is chosen for approximating log-expression density functions for its smoothness and continuous properties. Other kernel types may provide a more accurate fit of the true distribution. Further research is necessary to conclusively decide on the optimal kernel structures for a given dataset. Additionally, the information metrics may be more accurately estimated by implementing leave-one-out cross-validation at the cost of decreased computation speed. However, this research will be the first research to explore the mediation effect from a brand new point of view, an information-based theory.
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