Cohort identification is an important step in conducting clinical research studies. Use of ICD-9 codes to identify disease cohorts is a common approach that can yield satisfactory results in certain conditions; however, for many use-cases more accurate methods are required. In this study, we propose a bootstrapping method that supplements ICD-9 codes with lab results, medications, etc. to build classification models that can be used to identify cohorts more accurately. The proposed method does not require prior information about the true class of the patients. We used the method to identify Diabetes Mellitus (DM) and Hyperlipidemia (HL) patient cohorts from a database of 800 thousand patients. Evaluation results show that the method identified 11,000 patients who did not have DM related ICD-9 codes as positive for DM and 52,000 patients without HL codes as positive for HL. A review of 400 patient charts (200 patients for each condition) by two clinicians shows that in both the conditions studied, the labeling assigned by the proposed approach is more consistent with that of the clinicians compared to labeling through ICD-9 codes. The method is reasonably automated and, we believe, holds potential for inexpensive, more accurate cohort identification.
Introduction
Identification of large cohorts of patients with a specific diagnosis or chosen characteristics is an essential step in many clinical research studies and biomedical applications. It is also an integral part of pharmacovigilance [1] , where the detection of adverse drug reactions is often achieved through data mining methods. Cohort identification can be carried out manually by researchers with the assistance of software tools [2] , or automatically by algorithms that, for example, analyze clinician's notes [3] .
A commonly adopted 'baseline' method for cohort identification is to use patients' ICD-9 codes. This leads to levels of accuracy that may be acceptable for certain diseases but unacceptable for others [4, 5] . For some diseases, researchers have established more sophisticated cohort identification criteria, but to strictly follow them may require manual patient chart reviews and may result in wrongful exclusion of a large number of subjects due to missing or incomplete data. This could become an issue in detecting relatively rare events in pharmacovigilance, where a large sample size is required. More recently, researchers affiliated with the eMERGE network have proposed rule-based methods using billing-, diagnoses-and procedure-codes along with laboratory results, medications and related findings to diagnose certain conditions to identify a range of conditions, including peripheral arterial disease, diabetic retinopathy, hypothyroidism and dementia [6] [7] [8] [9] .
Structured data other than ICD-9 codes as well as narrative data have been used to develop automated models to identify patients with cancer [10] , rheumatoid arthritis [11] , pneumonia [12] and asthma [13] . The development usually employs supervised learning, which requires some gold standard in forming the needed training set for machine learning. This could be prohibitively labor intensive if the identification system has to produce cohorts for many researchers on a diverse range of diseases. The established models from one data source may also have to be re-trained before being applied to data from different sources.
In this paper, we describe a bootstrapping learning method that, starting with an initial classification based on ICD-9 codes, iteratively improves cohort accuracy through training on relevant structured data. The method does not require an expert-created gold standard.
The research reported in this paper is part of a larger effort to enhance signal-to-noise ratio in order to achieve better accuracy of detection in pharmacovigilance applications. There are many challenges in pharmacovigilance [14] [15] [16] , and broadly speaking the rareness of an adverse drug reaction (ADR) leads to weak causal relations between the reaction and any measured signal. We believe that by grouping related signals together, to 'connect the dots' so to speak, we can enhance detection rate and suppress false alarm rate. Extending the research results from our previous studies [17, 18] , we developed a method to identify and aggregate related medical data.
In this study, we attempt to demonstrate how related medical data items can be used to improve classification accuracy in disease cohort identification tasks. We chose two common diseases Diabetes Mellitus (DM) and Hyperlipidemia (HL) to test the proposed method. DM and HL are appropriate disorders to use in this evaluation since they are common disorders which are generally treated with medications, and frequently monitored by routine laboratory testing, thus providing structured electronic health record (EHR) data for cohort identification. These chronic disorders are also associated with adverse drug events which are candidates for pharmacovigilance applications.
Materials and methods

Data set
A de-identified Logician (now GE Centricity) outpatient EHR database from the MeritCare Health System (now Sanford Health) that included patient encounters with related chief complaints, diagnosis codes, medications, etc. was used as the source of structured data. The database was constructed from transactional EHR data with an independent laboratory result data feed containing inpatient and outpatient laboratory values. The transactional data was uploaded periodically to the GE Medical Quality Improvement Consortium (MQIC), where the data was de-identified, transformed, and loaded into the MQIC system.
Transformation of this data included: scrubbing of personal identifiers, deletion of all free-text information in clinical notes, chief complaints, diagnoses and annotations, medication instructions, and reduction of concepts such as diagnoses, chief complaints and medications in a form analogous to brief ICD-9, SNOMED-CT, LOINC and RxNorm descriptions.
The database contains inpatient and outpatient visit data on 833 thousand patients between the years 1998 and 2006, containing 665 thousand chief complaint rows, 830 thousand diagnosis rows, 4 million medication rows and 45 million observation/lab rows.
Bootstrapping algorithm
ICD-9 codes, which are generally used for cohort identification, have been reported to result in a significant number of false negatives and a few false positives. In this study, we supplement the ICD-9 codes with findings, such as lab results, that are used by clinicians to make diagnoses and other relevant information, such as medication lists, that are available in the structured database and can indicate the presence of a condition. The features thus selected are used to build classification models that output an estimate for a patient to be positive for a given disease.
However, most classification algorithms require that we have a labeled set of instances, i.e. instances whose true-class/label (outcome) is known. This information is not available through the structured database and hence we propose the use of an iterative process that is initialized with an approximation of the true class, i.e. the number of encounters with condition related ICD-9 codes. Using this approximately labeled training set, we build support vector machine based classification models. The estimate obtained from the model is used to label the patient. Since, our initial trueclass is not very reliable, this estimate can lead to significant number of misclassifications. To improve the accuracy of the estimate, we try to improve the quality of the training set by refining the true-class. To achieve this, we iteratively update the true-class with the estimates of the classification models built. The iterative process is terminated when the number of changes in the labels of patients between two subsequent iterations, satisfies a user-defined threshold.
Specifically, the proposed method has the following steps:
1. For the condition of interest, identify related findings and calculate the corresponding values for each instance in the patient sample, W. Let X j be the vector of values for the related findings of patient j. 
It can be seen from the above (step 5.f) that the influence of D j , tapers down as training progresses, while that of the learned relationship increases. We found a d of 0.5% to give reasonable tradeoff between the accuracy of the method and the computation time.
To identify a good cut-off threshold (step 5.c) the method calculates the global minima of the first derivative of a cubic spline function that describes the histogram ( b C vs. frequency; see Fig. 1 ). The histogram of a good estimation function can be expected to have two peaks representing the two classes: a high peak at a small value of b C representing the negative patient population and a relatively shorter peak(s) representing the positive population separated by a region of relatively low frequency counts. The value of b C that minimizes the first derivative of the histogram function identifies this valley between the two patient populations and can be considered a reasonable cut-off threshold.
Experiment
We tested the bootstrapping algorithm by identifying DM and HL cohorts in the MeritCare dataset. Relevant laboratory test results and medications were used as features to build the machine learning classifiers. For DM, the following features were used:
The number of unique anti-diabetic medications (insulin, insulin supplements, biguanides, sulphonylureas, alpha-glucosidase inhibitors, etc.) that have been prescribed to the patient. The average amount by which the observed hemoglobin A1C (HbA1C) values were above the normal range (>6%), i.e. the average amount by which the patient's test result, if abnormal, was above the normal range. The average amount by which the observed blood glucose values (fasting, random or finger stick) were above the normal range (>110 mg/dL).
Similarly, for HL the features identified were:
The number of unique anti-hyperlipidemics (HMG-CoA reductase inhibitors, intestinal cholesterol absorption inhibitors, fenofibrate, gemfibrozil, etc.) that have been prescribed to the patient. The average amount by which the observed concentration of HDL was below 40 mg/dL. The average amount by which the observed concentration of LDL was above 160 mg/dL. The average amount by which the observed concentration of triglycerides was above 200 mg/dL The average amount by which the observed concentration of total cholesterol was above 240 mg/dL The number of dates on which at least one abnormal lipid panel tests were observed. The number of normal lipid panel tests.
To prepare the training data for the classifiers, we conducted a controlled sampling of the patient sample. For each disease, we randomly selected patients who have one or more ICD-9 codes (i.e. 250.* for DM and 272.* for HL). We also randomly selected an equal number of patients with no related diagnosis codes resulting in a total of about 30,000 patients in the training set. Note that due to the random sampling from the entire negative population, the training set contained instances that had a zero value for all markers/class.
Using these training sets, we built support vector machine (SVM) based classification models. SVMs are known to exhibit good performance in classification tasks of this nature and we used a Weka [19] implementation of a polynomial kernel SVM [20] with normalized attributes for building the classification models.
Evaluation
For each condition, a small sample of 200 patients was selected from the MeritCare database for manual review. Since in the overall data set, the prevalence of DM and HL is fairly low, we controlled the sampling process. Specifically, for each of the following criteria, 50 patients who satisfied the criterion were included:
Labeled positive by the algorithm. Labeled negative by the algorithm. Had at least one related ICD-9 code. Had no related ICD-9 codes.
This ensured that at least half of the 200 patients had a related ICD-9 code and/or classified as positive by the algorithm. 47% of the patients selected for DM and 34.5% of the patients selected for HL were found to have been labeled negative by the algorithm and had no related ICD-9 code.
All information (i.e. detailed diagnoses, test results, procedures, and medications) related to the selected patients was manually reviewed by two clinicians. (There were no free-text reports in the MeritCare database used.) Each patient was labeled as positive, negative or possible for the condition and these labels were considered to be the gold standard. The possible category had to be included to allow the reviewers to indicate that while the patient is likely to have the condition, additional information would be necessary to label the patient as positive.
In labeling the patients the clinicians were asked to assess the patient information as in a clinic visit. To label the patient's HL status, which is less well-defined than DM, the following criteria were used: (1) presence of at least one ICD-9 diagnosis of hyperlipidemia; (2) an abnormal laboratory test based on the National Cholesterol Education Program (NCEP) guidelines (total cholesterol >200, or LDL cholesterol >130 [21] ); and/or (3) treatment with at least one antihyperlipidemia medication. Those satisfying only a single medication criterion were labeled as possible.
Sensitivity, Specificity and F-measure values for the diagnosis code and the classification models were calculated and compared. C is initialized to the number of encounters with DM ICD-9 codes and is updated in each iteration.
Additionally, results of McNemar's test for marginal homogeneity for classifications of ICD-9 and model are reported.
Results
Diabetes Mellitus
In the DM patient population identified (at least one non-zero feature), 15.95% of the patients had at least one encounter with DM related ICD-9 code, 20.24% were on at least one anti-diabetic medication and 20.21% had at least one abnormal HbA1C test. Most (95%) of the patients had one or more abnormal blood glucose tests.
6.55% of the patients with a DM diagnosis code had neither an abnormal HbA1C test nor were on any anti-diabetic medication. 17.38% of the patients who had one or more abnormal HbA1C test and were on anti-diabetic medications had no DM diagnosis code.
At the termination of the iterative process, 26.7% of the patients were labeled as positive, i.e. predicted to be diabetic. Of these patients, 44% had no encounters with DM related ICD code (Fig. 2) . Most of the patients with one or more encounters with DM ICDcodes were labeled as positive, i.e. 93% of the patients with one DM coded encounter and 96% of the patients with more than one DM coded encounters were labeled positive. None of the patients whose only non-zero marker was an abnormal blood glucose test were labeled positive. On the whole, the cohort identified by the algorithm is 70% larger than what would have resulted from the use of ICD-9 codes.
The human review of the DM evaluation sample labeled 94 patients as positive, 89 patients as negative and 17 patients as possible. An analysis of the confusion matrices for ICD-9 codes and model's estimates against the reviewer's labels showed that the labels assigned by the model result in fewer false negatives and slightly higher false positives, irrespective of whether possible is treated as positive or negative. The precision of ICD-9 code is slightly better than that of the model, whereas the model's recall and F-measure are better than that of ICD-9 (Table 1) .
Hyperlipidemia
In the HL patient population, 24.33% patients had one or more encounters with 272.* code, 31.03% patients were on one or more hyperlipidemic medication and 42.35% had at least one abnormal lipid panel test. 93.53% of the patients had undergone one or more lipid panel tests. A third of the patients who had both abnormal lipid panel tests and antihyperlipidemic medications did not have a diagnosis code. This indicates that in HL, compared to DM, use of ICD-9 codes alone to identify patient cohorts would result in a greater number of false negatives.
The bootstrapping process labeled 58.4% of the patients as positive, 62.3% of who had no hyperlipidemia diagnosis code (Fig. 3) . As in DM, most of the patients with one or more HL coded encounters were labeled positive. i.e. only 9.5% of the patients with a diagnosis code were labeled as negative and were generally patients who were not on any related medications and had almost no abnormal test results.
The number of patients labeled to be positive for hyperlipidemia by the model (84,000) is more than twice the number of patients who had one or more ICD-9 codes (35,000). This is also much higher than the cohort size identified in DM. This probably indicates that compared to DM, HL is less likely to be explicitly coded.
Of the 200 HL patients selected for review, the expert labeled 109 as positive, 62 as negative and 29 as possible. An analysis of the confusion matrices showed that when possible is treated as positive, ICD-9 codes have missed a significant number of patients (64 false negatives) most of who were captured by the models, thereby considerably improving recall and F-measure (Table 2) .
Treating possible as negative, reduced the false negatives for ICD-9 from 64 to 36 which was still significantly higher than those in models (13) . Correspondingly, this improves the performance of ICD-9 codes slightly, although the recall and F-measure of the model continues to be better than that of ICD-9 codes.
McNemar's chi-square statistic for homogeneity was found to be 17.63 (p < 0.0001) in DM and 32.55 (p < 0.0001) for HL. This shows that in both disease conditions, the null hypothesis that there was no difference in the classification of the two approaches can be rejected. 
Table 1
Precision, recall and F-measure for DM using ICD-9 and model. Expert assigned label was considered to be the gold standard. Note recall = sensitivity and precision = positive Predictive Value. The measures in columns with the header 'possible = positive' were calculated by treating patients assigned a possible label as positive, and the measures listed in columns with header 'possible = negative' were calculated by treating possible as negative. Fig. 3 . Classification of HL patient population. Label notation is similar to that used in Fig. 2 .
Discussion
We developed a bootstrapping algorithm that uses structured data to improve cohort identification over ICD-based cohort identification. This algorithm conducts iterative learning from the imperfect ICD-9 codes and does not require expert-annotated data for training. The method, when applied to two disease conditions, was able to identify a larger number of patients as positive for the conditions compared to ICD-9 codes. An initial evaluation indicated that the labeling achieved through the classification models is more consistent with clinical expert assessment -and hence presumably more accurate -than classification based solely on ICD-9 codes.
Our motivation for this study has been the development of a method that helps identify patient cohorts in structured data. Natural language processing based methods that extract diagnoses, medications, etc. [22, 23] , are useful in complementing structured data and ICD codes. But the accuracy of most of the reported NLP methods suggests that there is room for supplementary methods, like the bootstrapping method described here, in cohort identification. Our method does not require a human created gold standard for training purposes. Its results, however, may need to undergo further human review for certain types of applications. In the context of automated pharmaco-surveillance which motivated this work, further human review may not be possible. In the context of improving the completeness of a problem list, for example, human review would be appropriate and necessary.
We note that our learning problem is different from that of learning from positive-only data [24] . The positive-only learning creates classifiers using a gold standard positive sample and an unlabeled sample that contains negative and positive samples. Although our algorithm discovers many cases that are positive but did not have the ICD-9 code, these cases were mislabeled rather than 'unlabeled'. This is in contrast to applications, where web documents or protein types have not been processed and therefore are unlabeled.
We believe that the method discussed here is generalizable to other conditions and can potentially be completely automated. The only step in the experiment that relied on human input is the feature selection process. We believe that this step could be automated either by mining concepts most-frequently co-occurring with the condition name/synonyms in biomedical literature or through the integration of a module that can retrieve concepts semantically related to the condition [17, 18] . The integration and mining of related-concepts were not discussed here in part to evaluate the effectiveness of the bootstrapping algorithm independent of the quality of feature selection. Though we manually selected the features in the DM and HL experiments, the algorithm does not require perfect features. To test for this, we intentionally included features -blood glucose test results in DM and the normal lab counts in HL -we expected to have low distinguishing power. An examination of the models' output estimates showed that the models can learn the relative 'goodness' of the features used and blood glucose in DM and normal lab counts in HL were rightly assigned very low weight coefficients in the models. This suggests that the training/bootstrapping is robust enough to ignore bad features and if the identification of the feature set were automated and the resulting feature set were to include a few irrelevant features, the training/bootstrapping can still be expected to have relatively good performance.
We also believe that the assignment of real-valued class estimates to the patients gives the researcher more flexibility in experimenting with different thresholds for cohort identification than ICD-9 codes.
In the initial stages of the current study, we also experimented with clustering algorithms to identify positive and negative patients. We observed that, either with the ICD-9 codes as a feature or without, clustering results in a much higher number of wrong labels than SVM based classification models. We believe this is because the clustering algorithms which determine cluster membership using a distance function tend to give equal weight to all features.
It is possible that the improvement in accuracy achieved through the use of algorithm could be achieved by having an expert draft a set of rules that use the same features (labs, medications, etc.) as used here. A comparison of the performance of our algorithm to such a set of rules, in these two conditions and in conditions, where the diagnosis criteria are not as well-defined or agreed upon would be interesting to investigate. Manually drafting rules, however, is a method that is difficult to scale up. In addition, human experts do not typically assign quantitative weights to the different findings that contribute to their decisions.
Limitations: The evaluation method used controlled sampling to ensure that the evaluation set has a good number of true positive cases. Evaluation with an alternate set, with strict random sampling, may show a higher number of false positives. The difference in Fmeasure between ICD-9 codes and our bootstrapping method observed in such a case will probably be less than what is reported here. Moreover, although two clinicians were used for manual evaluation, each patient's data was reviewed by only one clinician. Sensitivity/ Specificity measures computed under an alternate study design that allowed for overlap and the establishment of inter-reviewer agreement would have been more reliable. The conditions used for the evaluation here -diabetes and hyperlipidemia -have relatively specific medications and specific laboratory findings associated with them. This is unusual and most other conditions have less specific medications and findings. For most conditions, the presence of free-text reports is important to determine a reliable gold standard. However, the database we used here does not contain free-text reports. We would like to test the algorithm on other conditions using a different database in which free-text notes are available for chart review.
We have described one way of identifying the cut-off threshold to separate positive and negative populations. More optimal selection strategies may be available and will need to be explored further.
In the data set used here, ICD-9 coding of DM and HL appears to be highly specific while low in sensitivity. We know from literature that depending on the data set, ICD-9 codes could be low in specificity too [25] .
The ICD-9 codes used to identify diagnosis codes for DM and HL in this study are not comprehensive. For instance, ICD-9 codes 362.0* for retinopathy and 253.5 for polynephritis may implicitly indicate that the patient is diabetic and using these codes in addition to 250.* could have given a more complete list of patients with diabetes diagnosis codes. However, we have found only a few patients who had retinopathy and polynephritis ICD-9 codes that did not have DM ICD-9 codes and including these additional patients may only marginally alter the method's performance. 
