Abstract. This paper is devoted to the study of persistence and extinction of a species modeled by nonlocal dispersal evolution equations in moving habitats with moving speed c. It is shown that the species becomes extinct if the moving speed c is larger than the so called spreading speed c * , where c * is determined by the maximum linearized growth rate function. If the moving speed c is smaller than c * , it is shown that the persistence of the species depends on the patch size of the habitat, namely, the species persists if the patch size is greater than some number L * and in this case, there is a traveling wave solution with speed c, and it becomes extinct if the patch size is smaller than L * .
Introduction
Nonlocal dispersal equations have been widely employed as models in the applied fields such as biology, material science, neuroscience, chemistry and ecology [1, 4, 5, 15, 16, 17, 18] .
The current paper is to investigate the following nonlocal dispersal equation, ∂u(t, x) ∂t = R k(y − x)u(t, y)dy − u(t, x) + f (x − ct, u)u(t, x), x ∈ R.
(1.1)
We assume that k(·) : R → R + is a C 1 convolution kernel function that satisfies the following:
(H1) k(·) ∈ C 1 (R, [0, ∞)), k(z) = k(−z), R k(z)dz = 1, k(0) > 0, and there exist µ, M > 0 such that k(z) < e −µ|z| and |k ′ (z)| < e −µ|z| for |z| > M.
Typical examples satisfying (H1) include the probability density function of the nor-
2 and any C 1 symmetric convolution kernel functions supported on a bounded interval. Biologically, in (1.1), the term R k(y − x)u(t, y)dy − u(t, x) characterizes the dispersal of the organisms that exhibits long range internal interactions. f (x−ct, u) is the reaction term that is related to the growth of species. Noting a speed c in the reaction term f (x − ct, u), biologically we assume the reaction of the populations will change with the moving habitat of speed c due to some external environment change, like climate change. Without loss of generality, we assume that c ≥ 0. If c < 0, biologically it means that the habitat moves in an opposite direction. Mathematically, by changing variables withc = −c andx = −x, we can obtain an equivalent equation as (1.1) forc > 0 andx. Let φ ± (x) be C 1 functions satisfying that φ ± (±x) = 1 for x ≤ 0, φ ± (±x) = 0 for x ≥ 1, φ + (x) = φ − (−x), φ ′ + (x) ≤ 0 and φ ′ − (x) ≥ 0 for x ∈ R. We assume that f satisfies (H2) There are r, q, L, L 0 > 0 such that f (x, u) is C 1 in (x, u); f (x, u) = −q for |x| ≥ L + L 0 ; f (x, u) = r(1 − u) for |x| ≤ L; f (x, u) = −q + (r(1 − u)
Observe that f (x, ·) = f (−x, ·) and
Here is an example of f (x, u) which satisfies (H2),
Assumption (H2) indicates that the region |x| ≤ L is the favorable habitat for the species; there is a finite mortality rate q outside of the region |x| ≤ L + L 0 ; and the region L ≤ |x| ≤ L + L 0 is the transition region.
Recently, modeling the effects of global climate change on populations has drawn a lot research attention in the scientific community [2, 12, 20] . Berestycki et al. in [2] and Li et al. in [12] considered the following reaction-diffusion equation, for c > 0
but with different reaction term f . In [2] , f is assumed to be
for some L > 0, while in [12] , f is of the form f (x − ct, u) = r(x − ct) − u, (1.4) where r is continuous, non-decreasing and bounded with r(−∞) < 0 and r(∞) > 0. Other researchers have considered discrete dynamical systems, including difference equations [20] and lattice differential equations [9] . There is a recent work [13] on (1.2) with the random dispersal term being replaced by nonlocal dispersal term and with the nonlinear term (1.4) , where the authors studied the spatial dynamics.
Interesting dynamical issues for (1.1) and (1.2) include the persistence and extinction of the population, in particular, the dependence of the persistence and extinction on the speed c and the patch size of the moving habitat. It will be seen that the persistence and existence of traveling wave solutions with speed c are strongly related, and the extinction and nonexistence of traveling wave solutions with speed c are also strongly related. In the current paper, we are interested in the existence and nonexistence of traveling wave solutions of (1.1) with speed c, i.e., positive solutions of the form u(t, x) = v(x − ct).
To this end, we consider solutions of (1.1) of the form u(t, x) = v(t, x − ct) with v(t, x) being differentiable. Then letting ξ = x − ct, v(t, ξ) satisfies ∂v(t, ξ) ∂t = c ∂v(t, ξ) ∂ξ + R κ(η − ξ)v(t, η)dη − v(t, ξ) + f (ξ, v)v(t, ξ), ξ ∈ R.
(1.5)
We remark that equation (1.5) models the nonlocal dispersal, advection and reaction of a single species in a heterogeneous environment. The number c measures the advection velocity. The term c ∂v(t,ξ) ∂ξ describes the drift of the population with the constant speed c. Advective processes occur, for example, in a river or ocean, where organisms may drift, sink or rise due to the water flows and their own relative weights compared with the surrounding medium (i.e water).
Note that any nontrivial stationary solution v(ξ) of (1.5) satisfies 6) and gives rise to a traveling wave solution u(t, x) = v(x − ct) of (1.1). Let
unif (R) = {u ∈ C(R) | u is uniformly continuous and bounded on R} with norm u = sup x∈R |u(x)|, and
Consider initial value problem for (1.1) and (1.5) on X. By semigroup theory (See [8, 14] ), for any u 0 ∈ X, (1.1) has a unique local classical solution u(t, x; u 0 ) with u(0, x; u 0 ) = u 0 (x), and for any u 0 ∈ X, and (1.5) has a unique local mild solution v(t, ξ; u 0 ) with v(0, ξ; u 0 ) = u 0 (ξ). Moreover, if u 0 is differentiable and u ′ 0 (·) ∈ X, then v(t, ξ; u 0 ) is the classical solution of (1.5).
We say that persistence occurs in (1.1) if for any u 0 ∈ X + with inf
For r > 0, let c * be the spreading speed of
that is,
and g(0; λ) = −q − λ < 0. Note that g(µ; λ) → ∞ as µ → ±∞. Hence there are
The main results of the current paper can then be stated as follows.
• (Tail properties of traveling wave solutions) Suppose that v(ξ) = Φ(ξ) is a bounded positive solution of (1.6). Then
where µ ∓ = µ ∓ (0) (see Theorem 3.1).
• (Equivalence of persistence and existence of traveling wave solutions) The following two statements are equivalent: persistence occurs in (1.1) and there are traveling wave solutions of (1.1) with speed c, which implies that the following two statements are equivalent: extinction occurs in (1.1) and there are no traveling wave solutions of (1.1) with speed c (see Theorem 4.1 and Remark 4.1).
• (Existence, uniqueness, and nonexistence of traveling wave solution) There is 0 ≤ L * ≤ ∞ such that if L * < L < ∞, then (1.5) has a unique positive stationary solution v(t, ξ) = Φ(ξ). On the other hand, if 0 < L < L * , then there is no positive stationary solution of (1.5). Moreover, if 0 ≤ c < c * , then 0 ≤ L * < ∞, and if c ≥ c * , then L * = ∞ (see Theorems 5.1 and 5.2).
Observe that persistence and extinction in (1.5) are strongly related to the spectral problem of the linearization of (1.5) at the trivial solution v ≡ 0,
Let λ(c, L) be the principal spectral point (see Definition 6.1) of the spectral problem associated with (1.10). We also prove that
• (Persistence/extinction) If λ(c, L) > 0, then there is a positive stationary solution of (1.5), and for any K > 0 and u 0 ∈ X ++ := {u ∈ X|u > 0} satisfying lim inf
where v(t, ξ; u 0 ) is the solution of (1.5) with v(0, ξ; u 0 ) = u 0 (ξ), and µ ± (λ(c, L)) are as in
(see Theorem 6.3).
Note that, by the equivalence of the occurrence of persistence and the existence of traveling wave solutions, L * * = L * . The rest of the paper is organized as follows. In section 2, we present some preliminaries such as comparison principles for nonlocal evolution equations. In section 3, we show the tail behaviors of the traveling waves. We examine in section 4 the equivalence of the occurrence of persistence and the existence of traveling wave solutions. In section 5, we prove the existence, uniqueness and nonexistence of the traveling wave solutions. In sections 6, we investigate the spectral theory of nonlocal operators and discuss their applications to species persistence and extinction.
Preliminaries
In this section, we present some preliminary materials to be used in the following sections. 
Comparison principle of nonlocal evolution equations
for t ∈ [0, T ), respectively. The super-/sub-solutions for the linear equation (1.10) are defined similarly.
Proposition 2.1 (Comparison principle).
(1) If v(t, ξ) and v(t, ξ) are sub-solution and super-solution of (1.10)
Proof.
(1) This follows by modifying the arguments in [15, Proposition 2.1]. Let v(t, ξ) = e σt (v(t, ξ) − v(t, ξ)). Then v(t, ξ) ≥ −e σt β 0 , and
for t ∈ (0, T ). Assume that there aret ∈ (0, T 0 ) andx ∈ R such that v(t,x) < 0. Let
Observe that there are t n ∈ (0,t] and x n ∈ R such that
By (2.2), we have that
This is a contradiction, that implies that v(t, ξ) ≥ 0 for (t, ξ) ∈ [0, T 0 ) × R. The above procedure can be repeated for t ∈ [kT 0 , 
Comparison principle for nonlocal Dirichlet boundary problems
In this subsection, we consider the following linear nonlocal equations with non-homogeneous Dirichlet boundary conditions:
Proposition 2.2. Let u and v be the super-solution and sub-solution of (2.3) with boundary conditions g, g respectively. Suppose thatū
We claim that w ≥ 0. Suppose not, then there are
, we have that t 0 ∈ (t 0 , t 0 + T ] and ξ 0 ∈ (a, b), and then w t (t 0 , ξ 0 ) ≤ 0 and
Thus we have that L D w(t 0 , ξ 0 ) > 0, which is a contradiction.
Convergence on compact sets
In this subsection, we explore the convergence property of solutions of (1.10) and (1.5) in compact open topology. Note that f (ξ, v) depends on r, q, L, and L 0 . View L as a parameter and write
. For fixed r, q, and L 0 , to indicate the dependence of solutions of (1.10) and (1.5) on L, we denote the solution of (1.10) (or (
Proposition 2.3 (Convergence on compact subsets). Suppose that u 0n , u 0 ∈ X + (n = 1, 2, · · · ) and { u 0n } is bounded.
(1) If as n → ∞, u 0n (ξ) → u 0 (ξ) uniformly in ξ on bounded sets and L n → ∞, then for each t > 0,ṽ(t, ξ; u 0n , L n ) →ṽ ∞ (t, ξ; u 0 ) as n → ∞ uniformly in ξ on bounded sets, whereṽ(t, ξ; u 0n , L n ) is the solution of (1.10) withṽ(0, ξ; u 0n , L n ) = u 0n and v ∞ (t, ξ; u 0 ) is the solution of
(2) Fix L. If u 0n (ξ) → u 0 (ξ) as n → ∞ uniformly in ξ on bounded sets, then for each t > 0, v(t, ξ; u 0n ) → v(t, ξ; u 0 ) as n → ∞ uniformly in ξ on bounded sets, where v(t, ξ; u 0n ) and v(t, ξ; u 0 ) are the solutions of (1.5) with v(0, ξ; u 0n ) = u 0n and v(0, ξ; u 0 ) = u 0 respectively.
Proof. It can be proved by the similar arguments as those in [11, Proposition 3.3] . For completeness, we provide a proof in the following.
where a n (ξ) = f (ξ, 0; L n ) and b n (t, ξ) =ṽ ∞ (t, ξ; u 0 ) a n (ξ) − r . Note that {a n (ξ)} is uniformly bounded and continuous in ξ with |a n (ξ)| ≤ max{r, q}.
Take a ρ > 0. Let
Since the resolvent, denoted by R(λ, D), can be computed explicitly as
for all λ > 0. Thus, D is dissipative and λI − D is surjective for λ > 0,where I denotes the identity operator. Hence, by LumerPhillips theorem (See Section 1.4 of [14] ) D generates a C 0 -semigroup on X(ρ). Therefore, by perturbations of bounded linear operators (Theorem 1.1 in Section 3.1 of [14] ), A generates a C 0 -semigroup on X(ρ) denoted by e At , and there are M > 0 and ω > 0 such that
and then
By Gronwall's inequality,
Note that v n (0, ·) X(ρ) → 0 and sup
where
By the boundedness of { u 0n }, {a n (t, ξ)} is uniformly bounded and continuous in t and
The rest follows from a simple modification of the proof in (1).
Spreading speeds in fixed habitats
In this subsection, we review some properties about the spreading speeds of the nonlocal dispersal equation (1.7). Let µ * > 0 and c * satisfy that
where u(t, x; u 0 ) is the solution of (1.7) with u(0, x; u 0 ) = u 0 (x).
(2) For any c ≥ c * , (1.7) has a positive traveling wave solution u(t, x) = φ(x − ct) with
See Theorem E of [15] .
(2) See Theorem 2.4 of [16] .
Tail behavior of traveling waves
In this section, we study the tail behavior or decay behavior of positive stationary solutions of (1.6) (assuming they exist), or equivalently, traveling wave solutions of (1.1). The main result of this section can then be stated as follows.
Theorem 3.1. Suppose that Φ is a bounded positive solution of (1.6). Then there are
where µ ± = µ ± (0) and µ ± (λ) is as in (1.9).
To prove the above theorem, we first prove a lemma.
, and τ > 0, consider the following nonlocal Dirichlet problems,
and
and ψ
where k
, that is, they are super-solutions of (2.3) with a = R + , b = R + + τ , and g(ξ) ≡ M, and
Proof. Consider
Let v(ξ) = e µξ and then the characteristic equation of (3.5) becomes
Note that g(µ ± ; 0) = 0. Thus, ψ(ξ) = k 1 e µ − ξ + k 2 e µ + ξ is a solution of (3.5) for any choice of the scalars k 1 and k 2 .
Let ψ + τ be as in (3.3) . Note that ψ
is a super-solution of (3.1). Similarly, we can prove that ψ − τ (ξ) is a super-solution of (3.2).
We now prove Theorem 3.1.
Then by Lemma 3.1 and Proposition 2.2, for any given
We then have that Φ(ξ) ≤ Me
and thus
Similarly, we have that
and thus 
Equivalence of the persistence and the existence of traveling wave solutions
In this section, we show that the occurrence of persistence and the existence of traveling wave solutions are equivalent.
Theorem 4.1. The following two statements are equivalent:
(1) Persistence occurs in (1.1)
(2) There are traveling wave solutions of (1.1) with speed c.
Proof. First, we prove that (2) implies (1). Suppose that (2) holds and that Φ is a bounded positive solution of (1.6). Theñ v(t, ξ; γΦ) := γΦ(ξ) satisfies
for any γ ∈ R. Let v(t, ξ; γΦ) be the solution of (1.5) with v(0, ξ; γΦ) = γΦ(ξ). Fix T > 0. Note that inf |ξ|≤L+L 0 Φ(ξ) > 0 and v(t, ξ; 0) ≡ 0 for all t ≥ 0 and ξ ∈ R. Then there is γ 0 > 0 such that for any 0 < γ < γ 0 ,
This implies that for any 0 < γ < γ 0 ,
Thus v(t, ξ) = v(t, ξ; γΦ) is a super-solution of (4.1) because
Note that v(t, ξ; γΦ) −ṽ(t, ξ; γΦ) ≥ −β 0 := − max ξ {γΦ(ξ)} and then by the comparison principle (see Proposition 2.1(1)) applied for (4.1), we have that for any 0 < γ < γ 0 ,
and then by the strong comparison principle (see Proposition 2.1(2))
Note that for any given u 0 ∈ X + with inf
Then by Proposition 2.1(2), we have that
This implies that lim inf 
and for any t 2 > t 1 ≥ 0,
It then follows that there is Φ(ξ) such that
In the following, we show that Φ(ξ) is C 1 and v(t, ξ) = Φ(ξ) is a positive stationary solution of (1.5). To this end, let u(t, x; u M ) be the solution of (1.1) with u(0, x; u M ) = u M . Note that with ξ = x − ct, v(t, ξ; u M ) = u(t, x; u M ).
It then suffices to show that u t (t, x; u M ) and u tt (t, x; u M ) are uniformly bounded on R + ×R, and u x (t, x; u M ) exists and is uniformly bounded and continuous in t ≥ 0 and x ∈ R.
By (H2), the right hand side of (1.1) with u(t, x) being replaced by u(t, x; u M ) is uniformly continuous in t ≥ 0 and x ∈ R. Hence u t (t, x; u M ) is uniformly continuous in t ≥ 0 and x ∈ R. This implies that the right hand side of (1.1) with u(t, x) being replaced by u(t, x; u M ) is differentiable in t and its derivative with respect to t is uniformly continuous in t ≥ 0 and x ∈ R. It then follows that u tt (t, x; u M ) exists and is uniformly bounded on R + × R. To show that u x (t, x; u M ) exists and is uniformly bounded and continuous in t ≥ 0 and x ∈ R, let
(4.5)
By (1.1), we have that
This together with (H1) implies that w(t, x) is differentiable in x and w x (t, x) is uniformly bounded and uniformly continuous. For fixed x, let φ(t; x) = u(t, x; u M ). By (4.5), φ(t; x) is the solution of
View x as a parameter in the initial value problem (4.6). Note that −φ + f (x − ct, φ)φ + w(t, x) and w(0, x) are continuously differentiable in x ∈ R. Then by the smooth dependence of solutions of ODEs on the parameters, φ(t; x) is differentiable in x (hence u x (t, x; u M ) exists), and ψ(t; x) = φ x (t; x) satisfies
(4.7) Let µ(t; x) = −1+f u (x−ct, φ)φ(t; x)+f (x−ct, φ). By the variation of constants formula, we have that
It is not difficult to see from (4.8) that ψ(t; x) is uniformly bounded and continuous in t ≥ 0 and x ∈ R. We then have that u x (t, x; u M ) exists and is uniformly bounded and continuous in t ≥ 0 and x ∈ R.
Recall that v(t, ξ; u M ) = u(t, x; u M ).
We then have that v t (t, ξ; u M ), v tt (t, ξ; u M ), and v ξ (t, ξ; u M ) exist and are uniformly bounded and continuous in t ≥ 0 and ξ ∈ R. This implies that Φ ′ (ξ) exists, and locally uniformly in ξ ∈ R. It then follows that v(t, ξ) = Φ(ξ) is a positive stationary solution of (1.5). This proves that (1) implies (2).
Remark 4.1. By Theorem 4.1, the following two statements are equivalent:
(1) Extinction occurs in (1.1)
(2) There are no traveling wave solutions of (1.1) with speed c.
5 Existence, uniqueness, and nonexistence of traveling wave solutions
In this section, we study the existence, uniqueness, and nonexistence of positive traveling wave solutions of (1.1) with speed c, or equivalently, of positive stationary solutions of (1.5). In the next result we refer to the spreading speed c * which was defined in formula (2.5) in section 2.4. (2) For given c > c * , for any L > 0, there is no positive stationary solution of (1.5).
Proof. First of all, we note that f (x, u) depends on r, q, L, and L 0 . For clarity, for fixed r, q, and L 0 , we write
Next, letū(x) ≡ 1. We have that v(t, x) ≡ 1 is a super-solution of (1.5). Let v(t, x;ū, L) be the solution of (1.5) with v(0, x;ū, L) =ū(x) ≡ 1. By the arguments in the proof of Theorem 4.1, there is Φ(x; L) such that
locally uniformly in x ∈ R, and v(x) = Φ(x; L) is a nonnegative stationary solution of (1.5). Moreover, note that u ≡ 0 is a solution of (1.5). Then by Proposition 2.1, we have that either Φ(x; L) ≡ 0, or Φ(x; L) is a positive stationary solution of (1.5). By (5.1) and Proposition 2.1, for any 0 < L 1 < L 2 , we have that
We claim that any nonnegative stationary solution v * (x) of (1.5) satisfies that
In fact, suppose that v * (x) is a nonnegative stationary solution of (1. 
This together with the tail property (Theorem 3.1) implies that
which is a contradiction. Hence M ≤ 1. It then follows that
Hence, if Φ(x; L) ≡ 0, then (1.5) has no positive stationary solution. We now prove (1) and (2).
(1) It suffices to prove that L * < ∞. To this end, first, for 0 < c < c * , choose c ′ ∈ (c, c * ) and fix it. For given u 0 ∈ X + with nonempty and compact support supp(u 0 ), by Proposition 2.4, lim inf
where u ∞ (t, x; u 0 ) is the solution of (1.7) with u ∞ (0, x; u 0 ) = u 0 (x). Then we have that
Next, choose u 0 to be C 1 . View x as a parameter and by the smooth dependance of solutions of ODEs on the parameters, then u ∞ (t, x; u 0 ) is also C 1 in x and v ∞ (t, x; u 0 ) := u ∞ (t, x + ct; u 0 ) is the solution of (2.4) with v ∞ (0, x; u 0 ) = u 0 (x) and satisfies lim inf
Now choose u 0 such that u 0 ≤ 1/2. Then there is T > 0 such that
Then by the comparison principle (Proposition 2.1), we have that for L ≫ 1,
is a positive stationary solution of (1.5) when L ≫ 1, and then L * < ∞. (2) It suffices to prove that L * = ∞. To this end, let µ * > 0 be such that
Recall that µ − < 0 < µ + are such that
We claim that µ
Note that R η m k(η)dη = 0 for odd integers m = 1, 3, 5, ... and we have that
Then µ = −µ − = |µ − | > 0 is the only solution ofh(µ) = c in the interval (0, ∞), and
It then follows that |µ − | > µ * . We now assume that (1.5) has a positive stationary solution u = Φ(ξ). By Theorem 3.1, there is M + > 0 such that
Choosec ∈ (c * , c). By Proposition 2.4, (1.7) has a traveling wave solution u(t, x) = φ(x −ct) such that φ(−∞) = 1, φ(+∞) = 0, and lim This implies that v(t, x) = φ(x − (c − c)t) is a super-solution of (1.5). Then by (H2), v(t, x; γ) = γφ(x − (c − c)t) is a super-solution of (1.5) for any γ ≥ 1. By Theorem 3.1, there is γ ≥ 1 such that that Φ(x) ≤ γφ(x).
Hence, by the comparison principle (Proposition 2.1), we have that
Letting t → ∞, sincec < c we have that x − (c − c)t → ∞ and so by (5.3), lim
which is a contradiction. Hence for any L > 0, (1.5) has no positive stationary solution and then L * = ∞.
The following corollary follows directly from the proof of the above theorem.
Corollary 5.1. Suppose that there is no positive traveling wave solution of (1.1). Then for any u 0 ≥ 0, lim t→∞ v(t, x; u 0 ) = 0 locally uniformly in x ∈ R, where v(t, x; u 0 ) is the solution of (1.5) with v(0, x; u 0 ) = u 0 (x).
We will prove the following theorem about the uniqueness of traveling waves of (1.1) by modifying the proof of Theorem 2.1 in [19] , where the authors dealt with the uniqueness of forced waves (traveling waves) for nonlocal equation (1.1) with nonlinearity (1.4). Due to the different nonlinearity and tail properties of our traveling waves, their proof can not be applied directly.
Theorem 5.2 (Uniqueness).
There are at most one positive bounded solution to Equation (1.6).
Proof. Let Φ i (ξ), i = 1, 2 be two positive bounded solutions of Equation (1.1), that is, Φ i satisfy that
Define Σ ǫ = {σ ≥ 1|σΦ 2 ≥ Φ 1 − ǫ} for ǫ > 0. Note that Φ 1 (±∞) = 0 and then Φ 1 − ǫ is nonnegative only on a bounded region. Therefore there exists a large enough σ such that σΦ 2 ≥ Φ 1 − ǫ, that is, Σ ǫ is not empty. Let σ ǫ = inf Σ ǫ ≥ 1. Note that σ ǫ is non-increasing in ǫ. Hence lim ǫ→0 σ ǫ exists. Let σ * = lim ǫ→0 σ ǫ . We claim that σ * = 1. If σ * = 1, then we have that Φ 2 (ξ) ≥ Φ 1 (ξ). Repeat the previous process by interchanging Φ 1 and Φ 2 , and then we also have that Φ 1 (ξ) ≥ Φ 2 (ξ). Thus Φ 1 ≡ Φ 2 . Now it suffices to prove the claim that σ * = 1. Suppose to the contrary that σ * > 1. Then σ ǫ 0 > 1 for some ǫ 0 . This implies that σ ǫ > 1 for all 0 < ǫ ≤ ǫ 0 . Let w ǫ (ξ) = σ ǫ Φ 2 (ξ) − Φ 1 (ξ) + ǫ. Then, by the definition of σ ǫ , w ǫ (ξ) ≥ 0. There are two cases to show: Case 1. There is 0 < ǫ ≤ ǫ 0 such that w ǫ (ξ) > 0 for all ξ. With Φ i (±∞) = 0 for i = 1, 2 we have that w ǫ (±∞) = ǫ and so lim
obtains a minimum at some finiteξ. Letσ = w ǫ (ξ)/Φ 2 (ξ) > 0. Then we have that w ǫ (ξ)/Φ 2 (ξ) ≥σ, and thus w ǫ (ξ) ≥σΦ 2 , that is, (σ ǫ −σ)Φ 2 (ξ) ≥ Φ 1 (ξ) − ǫ. That causes the contradiction with the definition of σ ǫ and σ ǫ > 1.
Case 2. For any 0 < ǫ ≤ ǫ 0 , there is ξ ∈ R such that w ǫ (ξ) = 0. In this case, choose a sequence 0 < ǫ n ≤ ǫ 0 for n = 1, 2... such that lim n→∞ ǫ n = 0. Let ξ n ∈ R be such that w ǫn (ξ n ) = 0. By w ǫn (ξ) ≥ 0 for all ξ ∈ R, w ǫn (ξ) obtains the minimum 0 at ξ n . This implies that w
Plugging ξ n into the above equation, we have that
. This implies that there exists a subsequence of ξ n such that lim n k →∞ ξ n k exists, denoted by lim
Moreover, as n k goes to infinity, we have that w * (ξ) = σ * Φ 2 (ξ) − Φ 1 (ξ) with w * (ξ * ) = 0 and w * ′ (ξ * ) = 0. Note that
Plugging ξ = ξ * into above inequality, 0 ≥ R κ(η − ξ * )w * (η)dη, which implies that w * (ξ) = 0 for all ξ. Hence, we have that Φ 1 (ξ) = σ * Φ 2 (ξ) and thus 0 = cΦ
) and then σ * = 1.
Spectral theory of nonlocal dispersal operators and its applications
In this section, we study the spectral theory of the linearized equation of (1.5) at v = 0, i.e., (1.10), and discuss its applications to the persistence and extinction in (1.5). Letting v(t, ξ) = e λt ψ(ξ), (1.10) yields
It is obvious that v(t, ξ) = e λt ψ(ξ) is a solution of (1.10) if and only if (λ, ψ) satisfies Equation (6.1).
Let
The objective of this section is to study the properties of λ(c, L) and their applications to the persistence and extinction in (1.5). To do so, we first study in the next subsection the properties of the spectrum of (6.1) with f (ξ, 0) being replaced by some periodic function.
Existence of principal eigenvalue with periodic dependence
In this subsection, we shall consider the eigenvalue problem (6.1) with f (ξ, 0) being replaced by a(ξ), where a(·) ∈ X p and
where , a; p) ) be the spectrum of L(c, a; p) acting on X 1 p , and
has an eigenfunction in X + p \{0} associated with λ p (c, a). We have the following theorem. To prove the above theorem, we first prove some lemmas. In the following, if no confusion occurs, we may write L(c, a; p) as L. Let K : X p → X p and T : X 1 p → X p be defined by
Then we may write L as K + T , and write (6.2) as
Note that if (λI − T ) −1 exists, then (6.2) has nontrivial solutions (λ, φ) with φ in X 1 p \ {0} if and only if
has nontrivial solutions (λ, v) with v ∈ X p \ {0}. For c = 0, Theorem 6.1 has been proved in [15] (see also [6] ), that is, λ p (0, a) is the principal eigenvalue of L(0, a; p) with a periodic principal eigenfunction. In the rest of the subsection, we assume that c > 0.
Lemma 6.1. Assume that c > 0.
(1) If α ∈ C and Reα > λ T , then (αI − T ) −1 exists.
(2) If α ∈ R and α > λ T , then K(αI −T ) −1 is a compact operator on X p and is strongly positive, i.e., K(αI − T )
If a solution φ in X 1 p exists, then we must have that:
Therefore, we integrate both sides over [ξ, ∞) and exploiting the fact that Re(α) > −1+ā and that φ must belong to X 1 p , we can simplify the result to get that
For each ζ in [ξ, ∞), let k be the unique non-negative integer such that ζ ∈ [ξ + kp, ξ + (k + 1)p). Then 
These arguments establish the existence of a solution φ in X Proof. This can be verified by direct computation.
Lemma 6.3.
Assume that α > λ T and c > 0. Let ρ(α) be the spectral radius of
(1) By Lemma 6.1, K(αI − T ) −1 is a strongly positive and compact operator and then by Theorem 19.3 (Krein-Rutman theorem) in [7] , ρ(α) is its principal eigenvalue with a positive eigenvector. Note that for given w ∈ X p ,
Hence for w ∈ X + p \ {0}, Then for any ǫ > 0, we have that
Letṽ = e (−λ−ǫ)t v. Thenṽ satisfies
LetṼ (t; c, a) be the solution operator of (6.8). For any w ∈ X 1 , let
Then, by Leibniz integral rule : for −∞ < a(x), b(x) < ∞,
we have that
Thus it is a solution of
Suppose thatṽ 1 (x; w) andṽ 2 (x; w) are two stationary solutions of (6.10) and thenṽ 1 (x; w)− v 2 (x; w) is a stationary solution of Equation (6.8). The estimate (6.7) implies that Equation (6.8) has only trivial stationary solution and soṽ 1 (x; w) =ṽ 2 (x; w), that is,ṽ(x; w) is the unique stationary solution of (6.10). This implies that (K + T − (λ + ǫ)I)
exists for any ǫ > 0 and so (λ, ∞) is in the resolvent of the operator K + T . While , a) . Hence, as ǫ > 0 was arbitrary,
Next, for any ǫ > 0 and M > 0, letλ = λ p (c, a) + ǫ and v M (x) be the unique solution of
, Equation (6.11) is equivalent to that:
Then multiply (6.12) by e −λx to get that [−e −λx v(x)] ′ = e −λxf (x, v(x)), and integrate both sides over [x, ∞) to
Choose M ≥ |λ| + 1 + q and then we have that
is a super-solution of (6.8) . By the comparison principle (Proposition 2.1) for (6.8), we have that
This implies that lim sup
for all ǫ > 0, and thus also that lim sup t→∞ ln V (t; c, a) t ≤ λ p (c, a). This concludes the proof of the lemma.
We now prove Theorem 6.1.
Proof of Theorem 6.1. For c = 0, it has been proved in [15] . Now we assume that c > 0. Suppose that λ > λ T and let (λ T , φ) be as in Lemma 6.2 such that
and then −cφ
This implies that
Hence there areλ > λ T and a p-periodic positive function ψ such that
14)
on R, and since − c∂ ξ + (λ + 1 − a(·))I −1 is strongly positive (see Lemma 6.1).Therefore, λ ∈ σ(L). Next, we show thatλ = λ p (c, a). Let V (t; c, a) be as in Lemma 6.4, the solution operator of (1.10) with f (ξ, 0) being replaced by a(ξ), We have that
For any φ ∈ Int(X + p ) with φ ∞ = 1, there exist positive σ 1 and σ 2 such that σ 1φ ≤ φ ≤ σ 2φ . By comparison principle (Proposition 2.1), σ 1 V (t; c, a)φ ≤ V (t; c, a)φ ≤ σ 2 V (t; c, a)φ and thus σ 1 V (t; c, a)φ ≤ V (t; c, a)φ ≤ σ 2 V (t; c, a)φ . Since φ is arbitrary and The following lemma shows the dependence of λ p (c, a) on a(ξ).
Proof. With Lemma 6.4 and the comparison principle (Proposition 2.1), we have that
We shall prove the second statement by contradiction. Suppose that λ p (c, a 1 ) = λ p (c, a 2 ) := λ p and φ i (ξ) is the corresponding positive principal eigenfunction to λ p (c, a i ) for i = 1, 2, that is,
On the other hand, by the arguments in the proof of Lemma 6.3(1), we have that
(ξ) and a 1 (ξ) = a 2 (ξ), which is a contradiction.
6.2 Dependence of principal eigenvalue on moving speed c and patch size L
In this subsection, we explore some important properties of λ(c, L). Recall that λ(c, L) is the principal spectrum point of the spectral problem (6.1), that is, the spectral problem associated to the linearization of (1.5) at the trivial solution v ≡ 0. In particular, we study the dependence of λ(c, L) on c and L.
The main results of this subsection are stated in the following theorem. 
To prove the above Theorem we shall first prove some auxiliary results. Pick p 2 > L 0 +L and define a p-periodic function a p (ξ; L, L 0 ) as follows:
and then with a 2np (0) = r > −q, Lemma 6.5 implies that
Then letting p → ∞, the limit of λ p (c, a 2np ) exists, and let Proof. Note that the periodicity plays no role in the proof of Lemma 6.4 and we can replace X p by X.
Remark 6.1. Let a(·) ∈ X and λ(a) be the principal spectral point of the eigenvalue problem (6.1) on X with f (·, 0) being replaced by a(·). Similar to Lemma 6.5, we have that
for a 1 , a 2 ∈ X with a 1 (x) ≤ a 2 (x) (x ∈ R). By observation, 1 is a positive principal eigenvector of λ(−q) and λ(−q) = −q. Since f (ξ, 0) ≥ −q, we have that
Proof. First, let φ 2np (ξ) be the positive 2np-periodic eigenfunction corresponding to λ p (c, a 2np ) with 
Note that φ 2np ≤ 1 but not identical to 1 and so R κ(ξ − η)φ 2np (η)dη < 1 for any ξ ∈ R. Then λ p (c, a 2np ) < a 2np (ξ 2np ; L, L 0 ). On the other hand, with Lemma 6.5, we have that −q < λ p (c, a 2np ) and so
Then by Equation (6.15), we have that
Thus with a 2np ∞ = max ξ∈R |a 2np (ξ; L, L 0 )| = max{r, q} and φ 2np ∞ = 1, we have that
Moreover, we have that ∂ ξ φ ∞ (ξ) exists and
Since φ ∞ (ξ ∞ ) = 1, we have that φ ∞ (ξ) ≡ 0. By the arguments as in item (2) of Proposition 2.1, we have that φ ∞ (ξ) > 0 for all ξ ∈ R. Therefore
The proposition then follows.
We now prove Theorem 6.2. To this end, first, for 0 < c < c * , take c ′ ∈ (c, c * ) and fix it. Consider (1.7) with r(1 − u)u being replaced by r(1 − ǫ − u)u for some 0 < ǫ ≪ 1. For given u 0 ∈ X + with nonempty and compact support supp(u 0 ), by Proposition 2.4,
where u ∞ (t, x; u 0 ) is the solution of (1.7) with r(1 − u)u being replaced by r(1 − ǫ − u)u and u ∞ (0, x; u 0 ) = u 0 (x). Then we have that
Next, it was proved in Theorem 5.1 that u ∞ (t, x; u 0 ) is C 1 in x if u 0 ∈ X 1 , and v ∞ (t, x; u 0 ) := u ∞ (t, x + ct; u 0 ) is the solution of
with v ∞ (0, x; u 0 ) = u 0 (x) and satisfies lim inf
Letṽ ∞ (t, x; u 0 ) be the solution of
Note thatṽ ∞ (t, x; u 0 ) is a solution and thus also a super-solution of (6.18), while v ∞ (t, x; u 0 ) is a sub-solution of (6.18) because
With (6.17) andṽ ∞ (0, x; u 0 ) = v ∞ (0, x; u 0 ) = u 0 , by the comparison principle (Proposition 2.1) for (6.18), we have that
Let v(t, x; u 0 , L) be the solution of (1.10) with v(0, x; u 0 , L) = u 0 (x). Replacing f (ξ, 0) in (1.10) by f (ξ, 0) − rǫ, we have that locally uniformly in (t, x) ∈ R + × R. Then there exists a large enough L such that
Thus, with (6.19) and u 0 chosen such that u 0 ≤ (1 − 3ǫ)/2 in the beginning, we have that
for any x ∈ supp(u 0 ) and T > T 0 . This together with Proposition 6.1 implies that for
is a principal eigenvalue. Hence there exist a φ > 0 such that
Let µ * > 0 and c * be as in (2.5), i.e., c * = R e −µ * z k(z)dz−1+r µ * . Let (λ * , ψ) be such that ψ = e µ * ξ and λ
Multiply (6.21) by ψ and (6.22) by φ, integrate both sides of the above equations and subtract, then we have that
In addition, by the results of (1) in this theorem, we have that φ is bounded and 
Applications of principal eigenvalue theory
In this subsection, we discuss the persistence and extinction in (1.5) by applying the principal eigenvalue theory established in the previous subsection. Our main results of this subsection are stated in the following Theorem 6.3. In the statement of Theorem 6.3, we use µ ± (λ(c, L)) which were defined in (1.9). Let v(t, ξ; v 0 ) be the solution of (1. Note that there is α 0 > 0 such that f (ξ, 0) − f (ξ, αφ)) < λ(c, L) for 0 < α < α 0 , and thus
This implies that v is a sub-solution of (1.5) for 0 < α ≤ α 0 . . Then for 0 < α < α 2 , we also have that v 0 (ξ) ≥ αφ(ξ), for |ξ| ≤ C. Thus, for 0 < α < min{α 1 , α 2 }, we have that
It then follows by comparison principle (Proposition 2. 
