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Abstract
The phenomena of emergent fuzzy geometry and noncommutative gauge theory from
Yang-Mills matrix models is briefly reviewed. In particular, the eigenvalues distributions
of Yang-Mills matrix models in lower dimensions in the commuting (matrix or Yang-Mills)
phase of these models are discussed.
1 Introduction
A matrix model of fundamental importance to superstring theory, in particular the
BFSS and BMN conjectures [1, 2], is given by the Euclidean action [3, 4]:
S =
1
4g2
TrH
(
i[Dµ,Dν ]− θ−1µν
)2
+ TrHψ¯γµ[Dµ, ψ]. (1.1)
Here Dµ are D Hermitian operators in some algebra A acting on an abstract (typically
infinite dimensional) Hilbert space H. The trace TrH carries the dimension of (length),
the non-commutativity tensor θ has the dimension of (length)2, the connection operators
Dµ have dimension of (length)
−1 and the coupling constant g is of dimension (mass)2−D/2.
The gamma matrices are N × N matrices with N = 2(D − 2) and therefore the spinor
ψ is N dimensional, where every component is an (odd) element in the algebra A acting
on the Hilbert space H. The Majorana condition reads ψ¯ = ψTC where C is the charge
conjugation matrix. The model has an obvious gauge symmetry Di −→ U+DiU , ψ −→
U+ψU , and it is supersymmetric in dimensions D = 3, 4, 6, 10.
In the case of the algebra of complex N ×N matrices, i.e. A = MatN (C), the above
model corresponds precisely to the reduction of the D−dimensional U(N) Yang-Mills
theory to zero dimension, which is known to be relevant to the physics of D0 branes
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[5]. In particular, the D = 10 model is the IKKT matrix model proposed in [4] as a
non-perturbative definition of type IIB superstring theory. The corresponding partition
function exists (for sufficiently large N) only in dimensions D = 4, 6, 10 [28], whereas the
quenched approximations exist in D = 3, 4, 6, 10 [29].
This model provides a background independent formulation of non-commutative gauge
theories [47–49], with exact supersymmetry. Indeed, non-commutative geometry [50] is
the only known non-trivial extension of supersymmetry as pointed out in [51].
Obviously the global minimum of the model (1.1) are connection operators Bµ =
θ−1µν xˆν , where xˆµ are operators satisfying the Heisenberg algebra
[xˆµ, xˆν ] = θ
−1
µν . (1.2)
The operators xˆµ can be identified with the coordinate operators on the non-commutative
Moyal-Weyl space RDθ , while derivations are given by ∂ˆµ = −iBµ. The sector of this
matrix theory which corresponds to a non-commutative U(n) gauge field on Moyal-Weyl
space RDθ is obtained by expanding Dµ around Bµ as Dµ = Bµ ⊗ 1n + Aµ, and as a
consequence, the curvature becomes Fµν = −i[Dµ,Dν ] + θ−1µν = [∂ˆµ, Aν ] − [∂ˆν , Aµ] −
i[Aµ, Aν ]. Indeed, by employing the Weyl map [52] from operators to fields, and the
Moyal-Weyl star product [53, 54], we can rewrite the resulting action as a U∗(n) gauge
theory on RDθ of the type found in [55] in low energy limit of string theory. More precisely,
we obtain the action
S =
1
4g2
∫
ddx
(
∂µAν − ∂ˆνAµ − i[Aµ, Aν ]∗
)2
+
∫
ddxψ¯γµ
(
i∂µψ + [Aµ, ψ]∗
)
. (1.3)
It is well established that there are no finite dimensional representations of the Heisen-
berg algebra (1.2). However, we can still formulate finite dimensional truncation of the
matrix model (1.1), based on the non-commutative fuzzy torus [56,57], which relies on a
twisted Eguchi-Kawai reduction [58]. Some remarkable results using this non-perturbative
regularization can be found for example in [59,60].
In this note we are mainly interested in a non-perturbative regularization of the above
matrix model for d = 2 (and thus θij = θǫij) using N × N matrix models on the fuzzy
sphere [6, 7]. Constructions along this direction can be found for example in [41, 61–63].
However, the starting point here is the result of [9] that the dynamics of open strings
moving in a curved space with S3 metric, in the presence of a non-vanishing Neveu-Schwarz
B−field, and with Dp−branes, is equivalent to leading order in the string tension to a
gauge theory on a non-commutative fuzzy sphere with a Myers (Chern-Simons) term [11].
Their action is
S = NTr
(− 1
4
[Xa,Xb]
2 +
2iα
3
ǫabcXaXbXc
)
. (1.4)
This is a D = 3 Yang-Mills matrix model with a Chern-Simons term. Yang-Mills matrix
models, including various mass terms, and with and without supersymmetry, in dimension
3, were studied extensively in recent years using both the Monte Carlo method and various
other powerful analytical tools. See for example [16] for an extensive list of references.
This interest is due mainly, as discussed above, to their relation to string theory on S3,
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to noncommutative geometry and to the fuzzy sphere. The Yang-Mills term provides a
simpler quenched analogue of the celebrated IKKT model [4], whereas the Yang-Mills
model with a Chern-Simons term contains the fuzzy sphere [6, 7] as a global minimum
for some range of the parameters. The addition of other mass terms and/or Majorana
fermions define a generic physics which interpolates between these two cases. This later
model has a rich and subtle phase structure which is discussed, for example, in the recent
work [37], but also it is intimately related to Yang-Mills matrix models in dimension 2
and dimension 4.
In these notes, we will largely focus on the so-called matrix or Yang-Mills phase,
in which the matrices are nearly commuting, and attempt to provide a synthesis of the
different construction and limits in which the parabolic eigenvalues distributions, observed
in this phase, can be derived.
This article is organized as follows:
• Section 2: The D ≤ 4 Yang-Mills matrix models.
– The basic D = 3 action.
– The commutative limit and the Chern-Simons action.
– 4−dimensional extension and phase structure.
– Supersymmetric extension.
– Matrix model solution.
– But where is the fuzzy sphere?
• Section 3: Synthesis of other approaches.
– Hoppe and inverted oscillator problems.
– The three-color problem.
• Section 4: Conclusion and Outlook.
• Appenidx: Supersymmetry and Localization.
2 The D ≤ 4 Yang-Mills matrix models
2.1 The basic D = 3 action
The low energy dynamics of open strings moving in a background magnetic field with
S
3 metric is described by the three-matrix model [8–10]
S0 = YM+CS = −N
4
Tr[Xa,Xb]
2 +
2iNα
3
ǫabcTrXaXbXc. (2.1)
The Xa, a = 1, 2, 3, are three N ×N Hermitian matrices, c2 = (N2−1)/4 is the quadratic
Casimir of SU(2) in the irreducible representation (N−1)/2, and α is the parameter of the
model which is related to the gauge coupling constant g and to the inverse temperature
β by
α˜ = α
√
N , α˜4 =
1
g2
= β. (2.2)
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This theory consists of the Yang-Mills term YM, which can be obtained from the reduction
to zero dimension of ordinary three-dimensional U(N) Yang-Mills theory, and a Chern-
Simons term CS due to Myers effect [11]. This model was also introduced in [12, 61]
as a noncommutative gauge theory on the fuzzy sphere. It contains, beside the usual
two-dimensional gauge field, a scalar fluctuation normal to the sphere which can be given
by [14]
Φ =
X2a − α2c2
2α2
√
c2
. (2.3)
The Yang-Mills and Chern-Simons actions in (2.1) are given explicitly by
YM =
N
4
Tr
(
i[Xa,Xb] + ǫabcαXc
)2
. (2.4)
CS = −Nα
6
ǫabcTr
(
i[Xa,Xb] + αǫabdXd
)
Xc − Nα
2
6
TrX2a . (2.5)
The action S0 is invariant under the unitary transformations Xa −→ UXaU+ where
U ∈ U(N), as well as under global SO(3) rotations. It enjoyes also the extra symmetry
Xa −→ Xa+αa1N , and as a consequence, we can choose Xa to be traceless, viz TrXa = 0.
The equations of motion are
[Xc, Fab] = 0 , Fab =
1
α2
(
i[Xa,Xb] + αǫabdXd
)
. (2.6)
Extrema of the models are given by i) reducible representation of SU(2), and ii) commut-
ing matrices. The classical absolute minima of the model of the model is given by the ir-
reducible representation of SU(2) of dimension N , viz Xa = αLa, where [La, Lb] = iǫabcLc
and L2a = c2. Small fluctuations around this background are seen to have the geometrical
content of a U(1) gauge field coupled to a scalar field on a background fuzzy sphere. In-
deed, by writing Xa = α(La +Aa), we find Fab = i[La, Ab]− i[Lb, Aa] + ǫabcAc + i[Aa, Ab]
and Φ = (xaAa +Aaxa +A
2
a/
√
c2)/2, where xa are the coordinate operators on the fuzzy
sphere defined by xa = La/
√
c2. The Yang-Mills and Chern-Simons actions take the
equivalent form (with F
(0)
ab = i[La, Ab]− i[Lb, Aa] + ǫabcAc)
YM =
1
4g2
TrF 2ab. (2.7)
CS = − 1
2g2
ǫabcTr
(
1
2
F
(0)
ab Ac +
i
3
[Aa, Ab]Ac
)
. (2.8)
2.2 The commutative limit and the Chern-Simons action
In the commutative limit N −→∞, we use the coherent states and star product on the
fuzzy sphere [20]. In this limit, we can also divide the gauge field Aa into a tangential gauge
field aa and a normal component naφ, i.e. Aa = aa + naφ, where nana = 1 and naφ = 0.
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Obviously, in this limit we have xa −→ na, and hence Φ = naAa = φ. Furthermore, both
Fab and F
(0)
ab tend, in this limit, to Fab = fab + (iLaφ)nb − (iLbφ)na − ǫabcncφ, where
fab = iLaab − iLbaa + ǫabcac. We have then the limits
YM =
1
4g2
∫
S2
dΩ2
4π
(
f2ab − 2ǫabcncfabφ− 2(Laφ)2 + 2φ2
)
. (2.9)
CS =
1
4g2
∫
S2
dΩ2
4π
(
− 2ǫabcncfabφ+ 2φ2
)
. (2.10)
The commutative limit of the action S0 is given by the sum of the above two terms. As one
can immediately see, this theory consists of a 2-component gauge field aa that mixes with
a scalar field φ. The presence of the scalar field means that the geometry is completely
specified, in that all the ingredients of the spectral triple are supplied by this field. In
contrast a two-dimensional gauge theory on its own would not be sufficient to specify the
geometry.
In order to see this more clearly, we introduce ∂µ and aµ, with µ = θ, φ, by the relations
La = Lµa∂µ and aa = Lµaaµ. Using La = −iǫabcnb∂c, we have explicitly Lθ1 = i sin φ,
Lφ1 = i cot θ cosφ, L
θ
1 = −i cosφ, Lφ1 = i cot θ sinφ, Lθ3 = 0, Lφ3 = −i. The metric gµν on
the sphere is ds2 = dθ2+sin2 θdφ2, while the inverse metric gµν can be expressed as gµν =
−LµaLνa. We can also verify the important identities iǫabcLνc = Lµa∂µLνb − Lµb ∂µLνa, and
ǫabcncL
µ
aLνb = −ǫµν , where ǫθφ = 1/ sin θ. We compute then fab = iLµaLνbfµν , ǫabcncfab =
−iǫµνfµν , where fµν = ∂µaν − ∂νaµ, and f2ab = −fµνfµν , (ǫabcncfab)2 = −2fµνfµν . Thus,
by integrating φ in (2.9)+(2.10), we obtain the gauge theory on the sphere given by the
action
YM+CS =
1
4g2
∫
S2
dΩ2
4π
(
f2ab − 2(ǫabcncfab)
1
L2a + 2
(ǫabcncfab)
)
=
1
4g2
∫
S2
dΩ2
4π
(
− fµνfµν + 2(ǫµνfµν) 1−∂µ∂µ + 2(ǫµνf
µν)
)
. (2.11)
The second term can be canceled by making the mass of the normal scalar field φ suf-
ficiently large. This can be achieved by adding to the action S0 a potential V given
by [39]
V =
m2N
2c2
Tr(X2a − α2c2)2. (2.12)
It is obvious, from (2.10), that the matrix Chern-Simons action (2.5) leads also to a gauge
theory on the sphere. However the commutative limits of (2.1) and (2.5) are not the same.
Indeed, by integrating φ in (2.10), we obtain a gauge theory on the sphere given by the
action
CS = − 1
8g2
∫
S2
dΩ2
4π
(
ǫabcncfab
)2
=
1
4g2
∫
S2
dΩ2
4π
fµνfµν . (2.13)
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This is the canonical gauge theory on the sphere.
Furthermore, the equations of motion arising from the Chern-Simons action (2.5) read
[Xa,Xb] = iαǫabcXc, and as a consequence, the fuzzy sphere configurations Xa = αLa are
still solutions. In other words, it is expected that the model (2.5) contains all the essential
features of the phenomena of emergent geometry observed in Monte Carlo simulations of
S0. Indeed, the condensation of a background spherical geometry at low temperatures
1/β, and the appearance of the phase of commuting matrices at high temperatures, are
two effects sustained, as we will discuss further shortly, in the Chern-Simons matrix model
(2.5).
Hence, we propose here to consider the simpler matrix model given only by the Chern-
Simons action CS, modulo an arbitrary mass term for Xa, namely
SCS = −CS + Nα
2τ
2
TrX2a =
Nα
2
Tr
(
α(1 + τ)X2a +
i
3
ǫabc[Xa,Xb]Xc
)
. (2.14)
This action has the same commutative limit as the model with τ = 0. In this article,
we will construct explicitly, starting from a mass deformed D = 4 supersymmetric Yang-
Mills matrix model, a D = 3 bosonic Yang-Mills matrix model, analogous to S0, which is
quantum mechanically equivalent to a Chern-Simons matrix model.
By integrating over the matrix X3, then performing the scaling Xi −→ α(1 + τ)Di,
and defining t = α4/2(1 + τ)3, we obtain the effective path integral
Zeff =
∫
dD1dD2 exp
(
−NtTr[D1,D2]2 −NtTrD2i
)
. (2.15)
As noted in [18], the above matrix model (2.14) may be regarded as the N = 1∗ Dijkgraaf-
Vafa theory, i.e. as a mass deformed superpotential of N = 4 supersymmetric Yang-Mills
theory [21–23]. A more rigorous derivation of gauge theory on the sphere starting from
the above matrix model is also given in [18,19].
2.3 4−dimensional extension and phase structure
The extension of (2.1) to four dimensions is straightforward given by
S1 = −N
4
Tr[Xµ,Xν ]
2 +
2iNα
3
ǫabcTrXaXbXc. (2.16)
This is a four-matrix model. This model suffers from the same phase transition as the
original model (2.1). The emergent geometry transition to the fuzzy sphere occurs in the
two cases at the values
α˜∗ = 2.1± 0.1 for S0. (2.17)
α˜∗ = 2.55 ± 0.1 for S1. (2.18)
Monte Carlo studies of the D = 3 Yang-Mills matrix model S0 is found in [32–35]. More
recent studies are found in [36,37]. The D = 4 model S1 is studied in [16].
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The transition from/to the fuzzy sphere phase was found to have a discontinuity in
the internal energy, i.e. the transition is associated with a non-zero latent heat. The
corresponding specific heat diverges at the transition point from the sphere side, while
it remains constant from the matrix side. This indicates a second order behaviour with
critical fluctuations only from the sphere side. Furthermore, we observe a discontinuity
in the order parameter indicating that the transition is first order. The order parameter
is identified with the radius of the sphere defined by
R =
1
α˜2c2
< TrX2a > . (2.19)
The ground state configurations, in the fuzzy sphere phase, are given by
Xa = αLa , for S0 ; X4 = 0 , Xa = αLa , for S1. (2.20)
In other words we have a fuzzy spherical geometry given by the commutation relations
[X4,Xa] = 0, [Xa,Xb] = iǫabcαXc.
In the matrix phase, it was found that the joint eigenvalues distribution of the matrices
X1, X2,...XD is uniform inside a solid ball of some radius L. These distributions are given
explicitly by
ρ(x) =
3
4L3
(L2 − x2) , L = 2 , for S0. (2.21)
ρ(x) =
8
3πL4
(L2 − x2) 32 , L = 1.83 , for S1. (2.22)
In summary, the two different phases of the Yang-Mills matrix models S0 and S1 are
characterized by
fuzzy sphere (α˜ > α˜∗ ) matrix phase (α˜ < α˜∗)
R = 1 R = 12c2
L2
α2
, for S0
R = 1 R = 35c2
L2
α2 , for S1
Cv = 1 Cv = 0.75 , for S0
Cv = 1.5 Cv = 1 , for S1
2.4 Supersymmetric extension
The primary goal, in this article, is to solve analytically the model S0 given by equation
(2.1). Unfortunatley, this can not be done directly, and an escalation of the problem to
supersymmetric massive Yang-Mills in 4 dimensions is required. Going to 4 dimensions is
essential because supersymmetric Yang-Mills path integrals are not convergent in D = 3
but are convergent in D = 4 [28].
The mass deformed supersymmetric D = 4 Yang-Mills matrix model, we will con-
sider below, will be dominated by saddle points in which the four bosonic matrices Xµ
are constrained in such a way that only three of them are effectively independent, while
7
the fermionic matrices become frozen or decoupled. Indeed, the resulting model can be
reduced, by means of localization technique, to the matrix Chern-Simons action (2.14),
which actually yields the 3−dimensional eigenvalues distribution (2.21). This mass de-
formed supersymmetric D = 4 Yang-Mills matrix model is therefore effectively analogous
to the bosonic 3−dimensional Yang-Mills matrix model S0. We summarize here these
results and leave the detailed derivation for the next section.
It is clear that inclusion of supersymmetry is more subtle due to the Myers term. We
will consider, in the following, the two approaches of mass and cohomological deformations.
The resulting action is a one-parameter matrix model given by equation (A.48). By
performing the scaling Xµ −→ N1/4Xµ, and defining −κ1 = N1/4α, we get
S2 = −N
4
Tr[Xµ,Xν ]
2 +
2iNα
3
ǫabcTrXaXbXc +
Nα2
4
TrX2a −
Nα2
4
TrX24
− Trθ+
(
i[X4, ..] + σa[Xa, ..] + α
)
θ. (2.23)
The mass deformed and the cohomologically deformed supersymmetric Yang-Mills matrix
models studied in [16] and [38], mainly by means of Monte Carlo, are closely related
to the model (2.23). These models should be viewed as 4−dimensional mass deformed
analogues of the IIB (IKKT) matrix model [4]. The supersymmetric Yang-Mills matrix
model (2.23) is, on the other hand, very special as it is effectively equivalent to the bosonic
3−dimensional Yang-Mills matrix model S0.
We note that the background configurations of interest here are
X4 = 0 , Xa = ϕαLa , ϕ =
1
2
. (2.24)
The action S2 given by (2.23) admits the same commutative limit as S0, i.e. (2.11), because
the bosonic matrix X4 and the fermionic matrices θ
+ and θ become free decoupled fields
in this limit 1. By employing supersymmetry and localization technique, we can show
that this theory is equivalent to the matrix model
S˜CS = −2NαTrX4[X1,X2]− Nα
2
2
TrX24 +
Nα2
4
TrX2i . (2.25)
The dominant saddle point in the direction of the BRST field φ¯ = −(X3 − iX4)/2 was
found to be given by φ¯ = 0 or equivalently X3 = iX4, and as a consequence, the above
action can be formally regarded as the Chern-Simons matrix action
S˜CS = 2iNαTrX3[X1,X2] +
Nα2
2
TrX23 +
Nα2
4
TrX2i . (2.26)
This should be compared with (2.14). By integrating over X3, then performing the scaling
Xi −→ αDi/
√
8, and defining t = α4/32, we obtain the effective path integral
Zeff =
∫
dD1dD2 exp
(
−NtTr[D1,D2]2 −NtTrD2i
)
. (2.27)
1We note that only the U(1) gauge group can be realized, i.e. is stable, in these matrix models.
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This should be compared with (2.15) with the identification
α
(1 + τ)3/4
↔ α
2
(2.28)
The analytic continuation of this model is essentially the model studied in [17]. However,
the explicit solution constructed here is quite different from the sophisticated implicit
solution found in [17]. The eigenvalues distribution, we will derive shortly, is also different
from the one presented in [27], and it agrees very well with Monte Carlo simulations.
2.5 Matrix model solution
We start the solution by diagonalizing the matrix D1 by writing D1 = UΛU
+, where
U ∈ U(N) and Λ = diag(λ1, ..., λN ), and then integrating over the matrix D2. We obtain
the eigenvalues problem [16,24]
Zeff =
∫ N∏
i=1
dλi
∏
i<j
(λi − λj)2
∏
i<j
(−Nt(λi − λj)2 +Nt)−1 exp (−Nt∑
i
λ2i
)
.
(2.29)
The effective potential derived from the path integral (2.29) is given by
− Veff(λi) = −Nt
∑
i
λ2i +
1
2
∑
i 6=j
ln(λi − λj)2 − 1
2
∑
i 6=j
ln
(− t(λi − λj)2 + t).
(2.30)
The saddle point associated with this potential is essentially the inverted oscillator problem
which is the analytic continuation of the supersymmetric model considered in [25]. This
saddle point is also related to the Baxter’s three-colorings problem [26].
The saddle point equation reads explicitly
2tλk =
2
N
∑
i 6=k
1
λk − λi −
1
N
∑
j 6=k
[
1
1 + λk − λj −
1
1− λk + λj
]
. (2.31)
We introduce the density of eigenvalues given by
ρ(x) =
1
N
∑
i
δ(x − λi) ,
∫
dxρ(x) = 1. (2.32)
The saddle point equation becomes
tz =
∫
dy
ρ(y)
(z − y)(1− (z − y)2) . (2.33)
Let us assume a wide one-cut support [−L,L]. The saddle point equation to leading
contribution in 1/L takes then the form
tz = ρ(z)
[− 2z
L3
− 2z(2z
2 + 1)
L5
− ...]− ρ′(z)[ 2
L
+
2(1 + 3z2)
3L3
+ ...
]
+ ρ
′′
(z)
[− z
L
− z(z
2 + 3)
3L3
− ...]+ ... (2.34)
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Let us assume a quadratic distribution ρ(z) = a + bz2. The saddle point equation takes
then the form
tz = z
[
a
(
− 2
L3
− 2
L5
+O(7)
)
+ 2b
(
− 3
L
− 5
3L3
+O(5)
)]
+ z3
[
a
(
− 4
L5
+O(7)
)
+ 2b
(
− 10
3L3
+O(5)
)]
+ ... (2.35)
The density of eigenvalues ρ(x) must be normalized which gives immediately a = (3 −
2bL3)/6L. By assuming also that ρ(±L) = 0, we get
ρ(z) =
3
4L3
(L2 − z2). (2.36)
By substituting a = 3/4L and b = −3/4L3 into the above saddle point equation, we
obtain the equation
tz = z
[
3
L4
+
1
L6
+O(8)
]
+ z3
[
2
L6
+O(8)
]
+ ... (2.37)
We obtain immediately the prediction
t =
3
L4
⇔ L = 96
1/4
α
. (2.38)
Let us recall that z are the eigenvalues of D1. The eigenvalues of X1 = αD1/
√
8 are then
given by z0 = αz/
√
8. Furthermore, by comparing (2.20) and (2.24) we see that we must
also scale z0 as z0 −→ 2z0. with an eigenvalues distribution given by
ρ0(z0) =
3
4L30
(L20 − z20). (2.39)
The length of the support L0 is given by
L0 =
2α√
8
L = 2(
3
2
)1/4 = 2.21. (2.40)
This is independent of α which is precisely what we observe in Monte Carlo simulations.
We note that our original estimation of the value of L0 reported in [16] contained an error.
Since the above distribution will only work for large L, it must only be valid for small
α. This is the regime of the matrix phase. We must have therefore the following lower
estimate of the critical value
L >> 1⇔ α
2
<<
α∗
2
= 1.57. (2.41)
This may be compared with the ”upper” critical point observed for the bosonic model
(2.1) in [32]. This is different from the ”lower” critical point (2.17), which indicates a first
order transition, and a hysteresis effect. All this may suggest that the fuzzy sphere phase
is in fact a metastable state. This is also indicated, somewhat, by the recent Monte Carlo
results of [37].
The above distribution (2.36) is the same distribution found for small values of α
for the corresponding antihermitian model in [27]. However, the crucial difference is the
functional dependence of L on α. Indeed, they found the behavior L ∼ 1/α4/3 which
simply does not agree with numerical results. More on this in the next section.
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2.6 But where is the fuzzy sphere?
We would like also to discuss how does the fuzzy sphere configurations emerge from
the eigenvalues problem. This requires a different regularization of the model which then
allows us exact integration.
The path integral (2.29) can also be rewritten as
Zeff =
∫ N∏
i=1
dλi
∏
i 6=j
λi − λj
λi − λj + 1 exp
(
−Nt
∑
i
λ2i
)
. (2.42)
By using Cauchy formula this path integral can be brought to the form
Zeff =
∑
σ∈SN
(−1)σ
∫ N∏
i=1
(
dλi
e−Ntλ
2
i
λi − λσ(i) + 1
)
. (2.43)
It is natural to understand the integrals as contour integrals. The poles are on the real
line so we regularize this partition function as follows
Zeff =
∑
σ∈SN
(−1)σ
∮ N∏
i=1
(
dλi
e−Ntλ
2
i
+iβλi
λi − λσ(i) + 1 + iβ
)
, β > 0. (2.44)
Thus, we close the contours in the upper half-plane. The reason behind this way of
regularization is twofold. Firstly, among the two poles which may appear for each variable
only one will be counted. Secondly, the result obtained here will be consistent with the
result for Yang-Mills quantum mechanics obtained in [31].
Since the eigenvalues λi are defined up to a permutation, we must also incorporate a
combinatorial factor equal 1/N !. Furthermore, the tracelessness condition TrΛ = 0 must
be included in the form Nδ(λ1 + ...+ λN ). In summary, we get the partition function
Zeff =
1
(N − 1)!
∑
σ∈SN
(−1)σ
∮
δ(λ1 + ...+ λN )
N∏
i=1
(
dλi
e−Ntλ
2
i
+iβλi
λi − λσ(i) + 1 + iβ
)
.(2.45)
Among the N ! integrals, there are only (N − 1)! which are non zero. They all lead to
identical contributions. We get then
Zeff = (−1)N−1
∮
δ(λ1 + ...+ λN )
N∏
i=1
(
dλi
e−Ntλ
2
i
+iβλi
λi − λi−1 + 1 + iβ
)
, λ0 ≡ λN .
(2.46)
Next, we will perform the integrals over the variables λ2,...,λN−1 using the residue theorem.
The two remaining integrals over λ1 and λN will be constrained such that λ1 + λN = 0.
We introduce iγ = 1+ iβ. There will be a pole in the λ2−plane at λ2 = λ3+ iγ, a pole in
the λ3−plane at λ3 = λ4 + iγ, a pole in the λ4−plane at λ4 = λ5 + iγ...and a pole in the
λN−1−plane at λN−1 = λN+iγ. The integration over λ1 will then be seen to be dominated
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by the pole at λ1 = λN + (N − 1)iγ. The delta function becomes δ
(
λN + (N − 1)/2
)
. In
other words, we obtain, in the limit β −→ 0), the contour integral
Zeff = −(2πi)N−1
∮
dλN
1
N2
δ
(
λN +
N − 1
2
)
e−Nt
(
λ2
N
+(λN+(N−2))2+...+(λN+1)2+λ2N
)
.
(2.47)
Equivalently
Zeff = (−1)N (2πi)N−1 1
N2
exp
(−Nt m=
N−1
2∑
m=−N−1
2
m2
)
= (−1)N (2πi)N−1 1
N2
exp
(− N2t
3
s(s+ 1)
)
, s =
N − 1
2
. (2.48)
The smallest eigenvalue is λN = −(N−1)/2 while the largest eigenvalue is λ1 = (N−1)/2.
We observe that λ1 = λN +N − 1. We have in total N = 2s+ 1 eigenvalues between λN
and λ1 with a step equal 1, viz m = (N − 1)/2, (N − 3)/2, ...,−(N − 3)/2,−(N − 1)/2.
This vacuum configuration corresponds precisely to the SU(2) irreducible representation
s = (N − 1)/2.
In summary, we have found that the partition function is dominated by the integra-
tion in the vicinity of the poles λi − λj + 1 = 0 which corresponds to the irreducible
representation of SU(2) of size N .
3 Synthesis of other approaches
The subsequent two subsections are somewhat separate, and thus can be read inde-
pendently.
3.1 Hoppe and inverted oscillator problems
Let us again consider the path integral (with the scaling Xi −→ αDi/
√
8, X3 −→
αD3/
√
16 and t = α4/32)
ZCS =
∫
dD1 dD2 dD3 expNt
(
− 2iT rD3[D1,D2]− TrD23 − TrD2i
)
. (3.1)
The action is precisely the one given in (2.26) after scaling, and by integrating D3 we get
back the effective path integral (2.27),viz
Zeff =
∫
dD1dD2 exp
(
−NtTr[D1,D2]2 −NtTrD2i
)
. (3.2)
This path integral (2.27) looks unstable, and there is indeed some evidence from Monte
Carlo simulations that the massive Chern-Simons theory (3.1) is ill defined. We will
elaborate on this point here shortly.
First let us go to equation (2.25) and integrate over X2, or over X1, to obtain the path
integral
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Z
′
eff =
∫
dD4dD1 exp
(
NtTr[D4,D1]
2 +NtTrD24 −NtTrD21
)
. (3.3)
We have implicitly assumed that D4 is hermitian. This is still different from Hoppe’s
two-matrix model [6], studied in [42,43], in which the matrix D4 comes with a stable mass
term, viz
ZHoppe =
∫
dD4dD1 exp
(
NtTr[D4,D1]
2 −NtTrD24 −NtTrD21
)
. (3.4)
We write these model collectively as (in this section g2 = 1/t)
Z =
∫
dXdY exp
(
Ng2Tr[X,Y ]2 ±NTrX2 −NTrY 2
)
. (3.5)
We would like to sketch here the approach of [43], the results of [27] near t = 0 (where
the matrices are nearly commuting), and some of the exact results of [17].
First we may diagonalize Y to obtain
Z =
∫
dXdΛexp
(∑
i<j
ln(λi − λj)2
)
exp
(
±N
∑
i,j
XijXji
[
1∓ g2(λi − λj)2
])
exp
(
−N
∑
i
λ2i
)
.(3.6)
For the Hoppe model (the minus sign) we can do the integral without any problem. For
the other cases the integral is only formal. By performing then the integral over X we
can obtain an effective action in an obvious way. The approach of [43] is a generalization
of this procedure. It consists of the following ingredients:
• We split the matrices X ≡ X1 and Y ≡ X2 to diagonal components x1i and x2i
respectively, and off diagonal components a1ij and a
2
ij respectively.
• We employ SU(N) symmetry to impose the axial gauge condition
~n.~aij = 0. (3.7)
~n is a constant unit vector. This condition is the analogue of diagonalizing Y , and
as a consequence, the analogue of the Vandermonde determinant is precisely the
Faddeev-Popov determinant given in this case by
SFP = −1
2
∑
i 6=j
log(~n.(~xi − ~xj))2. (3.8)
• We integrate out the off diagonal elements. The effective action is given by the exact
result
Seff =
1
N
∑
i
(~n.~xi)
2 − 1
2N2
∑
i 6=j
log
[
~n.(~xi − ~xj)
]2
1± g2[~n.(~xi − ~xj)]2 . (3.9)
The plus sign corresponds to the Hoppe’s model, while the minus sign corresponds
to our Chern-Simons model (3.1) or equivalently (3.2).
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In the large N limit we introduce, as usual, a normalized eigenvalues distribution ρ2(~x).
This is a rotationally invariant lifted form of the one-dimensional eigenvalues distribution
of the matrix ~n. ~X which has eigenvalues ~n.~x. In the limit g −→ ∞, the model is in the
commuting phase, and as a consequence, diagonalizing ~n. ~X is equivalent to diagonalizing
X and Y , and hence, ρ2 becomes the joint eigenvalues distribution of the X
µ.
The effective action becomes (including a Lagrange multiplier µ) given by
Seff =
∫
d2xρ2(~x)(~n.~x)
2 − 1
2
∫
d2xd2x
′
ρ2(~x)ρ2(~x
′
) log
[
~n.(~x− ~x)]2
1± g2[~n.(~x− ~x)]2 + µ(
∫
d2xρ2(~x)− 1).
(3.10)
By varying with respect to ρ we get
µ+ (~n.~x)2 =
∫
d2x
′
ρ2(~x
′
) log
[
~n.(~x− ~x)]2
1± g2[~n.(~x− ~x′)]2 . (3.11)
We apply now the operator ~n.~∇x to obtain
~n.~x =
∫
d2x
′
ρ2(~x
′
)
1
[~n.(~x− ~x′)]
[
1± g2[~n.(~x− ~x′)]2] . (3.12)
This is the analogue of the saddle point equation (3.15). Indeed, by working in the
coordinates system in which ~n.~x
′
= x
′1 we arrive at the equation (with u = ~n.~x)
u =
∫
dx
′1ρ1(x
′1)
1
(u− x′1)[1± g2(u− x′1)2] . (3.13)
ρ1(x
1) =
∫ +√R2−(x1)2
−
√
R2−(x1)2
dx2ρ2(x
1, x2). (3.14)
By defining x
′1 = y/g, u = z/g, ρ1(x
′
1) = gρ(y), we bring the above saddle point equation
to the form (3.15), viz
z
g2
=
∫
dy
ρ(y)
(z − y)(1± (z − y)2) . (3.15)
The minus sign has been studied already in section 2.5. Here we comment on the case of
the plus sign. We go essentially through the same steps as in section 2.5. We have then
the result
z
g2
=
∫ z+L
z−L
dx
ρ(z − x)
x(1 + x2)
= ρ(z)
∫ z+L
z−L
dx
1
x(1 + x2)
− ρ′(z)
∫ z+L
z−L
dx
1
1 + x2
+ ρ
′′
(z)
∫ z+L
z−L
dx
x
2(1 + x2)
+ ...
= −1
2
ρ(z) ln(1 +
1
x2
)|z+Lz−L − ρ
′
(z) arctan x|z+Lz−L +
1
4
ρ
′′
(z) ln(1 + x2)|z+Lz−L + ...
(3.16)
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Again we assume a one-cut symmetric quadratic distribution ρ(z) = a+bz2 in the interval
[−L,+L], where a = 1/(2L) − bL2/3, with large L in the limit g −→ ∞. As before only
the above three terms will contribute. The first term is still of order 1/L3, the third
term is still of order 1/L, whereas the second term becomes of order 1. The saddle-point
equation to leading order in 1/L becomes
z
g2
= −πρ′(z) + ... (3.17)
We immediately obtain the parabolic distribution
ρ(z) =
3
4L3
(L2 − z2) , L = (3π
2
)
1
3 g
2
3 . (3.18)
If we go to the eigenvalues distribution ρ1(x1) of x
1, we get the distribution [27]
ρ1(x
1) =
3
4R3
(R2 − (x1)2) , R = (3π
2g
)
1
3 . (3.19)
The scaling behavior of L here is different from the one obtained in (2.38) for the three-
color problem which corresponds to integrating out one of the matrices in the Chern-
Simons action.
The above approach of O’Connor-Filev can also be applied directly to the analytic
continuation of the Chern-Simons theory (3.1). The eigenvalues problem turns out to be
precisely given by (3.13), where the one-dimensional eigenvalues distribution ρ1 is related
now to the three-dimensional eigenvalues distribution ρ3 by an equation similar to (3.14)
given by
ρ1(x
1) =
∫ √R2−(x1)2
−
√
R2−(x1)2
dx2
∫ √R2−(x1)2−(x2)2
−
√
R2−(x1)2−(x2)2
dx3ρ3(x
1, x2, x3). (3.20)
By using rotational invariance we get
ρ1(x
1) = 2π
∫ √R2−(x1)2
0
ρdρρ3(
√
ρ2 + (x1)2)
= 2π
∫ R
x1
rdrρ3(r). (3.21)
By differentiating with respect to x1 we get the map
ρ3(r) = −ρ
′
1(r)
2πr
. (3.22)
A map between the one-dimensional eigenvalues distribution ρ1 and the two-dimensional
eigenvalues distribution ρ2 can be obtained by integrating this result over the extra coor-
dinate [43], viz
ρ2(r) = −
∫ √R2−r2
−√R2−r2
ρ
′
1(
√
r2 + z)
2π
√
r2 + z2
dz. (3.23)
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By substituting the parabolic distribution (3.19), we obtain the uniform distribution in
three dimensions [43], and the hemisphere distribution in two dimensions [27], viz
ρ3(r) =
g
2π2
. (3.24)
ρ2(r) =
3
2πR3
√
R2 − r2. (3.25)
These distributions are the leading results in the limit g −→ ∞. The subleading correc-
tions were also computed in [42]. The radius R and the eigenvalues distributions ρ1 were
found to be given respectively by
R = (
3π
2g
)
1
3 − 2 log g + log(96π
4)
6πg
+O(
1
g5/3
). (3.26)
ρ1(x) =
g
2π
[
(
3π
2g
)
2
3 − x2
]
+
x
2π2
log
(3π2g )
1
3 − x
(3π2g )
1
3 + x
+
1
2π2
(
3π
2g
)
1
3 +O(
log g
g
). (3.27)
These results can be used, for example, to compute the value of the observable ν = g2 <
TrX2/N >. A straightforward calculation gives
ν = g2
∫ R
−R
dxx2ρ1(x)
=
(12π)2/3
20
g4/3 − 3
(12π)2/3
g2/3 +O(g0). (3.28)
This is in agreement with the exact implicit result of [17].
3.2 The three-color problem
Let us now sketch how do we arrive to the eigenvalues problem (2.31) starting from
(3.1). By integrating over D3 we get
ZCS =
∫
dD1 dD2 expNt
(
− Tr[D1,D2]2 − TrD2i
)
. (3.29)
Next we diagonalize the hermitian matrix D2. We have
dD2 =
N∏
i=1
dφi
∏
i<j
(φi − φj)2. (3.30)
We get then
ZCS =
∫ N∏
i=1
dφi
∏
i<j
(φi − φj)2
∫
dD1 exp
(
−
∑
i,j
(D1)ij(D1)
∗
ij
[
−Nt(φi − φj)2 +Nt
]
−Nt
∑
i
φ2i
)
.
(3.31)
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Integrating over D1 we get the path integral [16]
ZCS =
∫ N∏
i=1
dφi
∏
i<j
(φi − φj)2
∏
i<j
(
1− (φi − φj)2
)−1
exp
(
−Nt
∑
i
φ2i
)
.
(3.32)
An almost the same eigenvalues problem can also be obtained from the following matrix
model [24]
Zcoloring =
∫
dD1 dD2 dD3 expTrN
(
D3{D1,D2} − 1
2
D2i −
1
g
V (D3)
)
. (3.33)
Observe that it is the anticommutator that appears in the cubic term and not the com-
mutator. By integrating D2 we get
Zcoloring =
∫
dD1 dD3 expTrN
(
1
2
{D1,D3}2 − 1
2
D21 −
1
g
V (D3)
)
. (3.34)
Remark now that the ”Yang-Mills term” appears as a square of an anticommutator as
opposed to a commutator. Next we diagonalize the hermitian matrix D3. We have
dD3 =
N∏
i=1
dφi
∏
i<j
(φi − φj)2. (3.35)
We get then
Zcoloring =
∫ N∏
i=1
dφi
∏
i<j
(φi − φj)2
∫
dD1 exp
(
−
∑
i,j
(D1)ijMij,kl(φ)(D1)lk − N
g
V (φ)
)
.
(3.36)
Mij,kl(φ) = N
2
δikδjl
[
1− (φi + φj)2
]
. (3.37)
Integrating D1 we obtain
Zcoloring =
∫ N∏
i=1
dφi
∏
i<j
(φi − φj)2 detM(φ)−
1
2 exp
(
− N
g
V (φ)
)
.
(3.38)
Equivalently
Zcoloring =
∫ N∏
i=1
dφi
∏
i<j
(φi − φj)2
∏
i,j
(
1− (φi + φj)2
)− 1
2
exp
(
− N
g
V (φ)
)
.
(3.39)
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Let us then consider now the slightly generalized coloring model given by
Zcoloring =
∫ N∏
i=1
dφie
−NVeff (φ). (3.40)
Veff(φ) =
1
g
V − 1
N
∑
i<j
ln(φi − φj)2 + n
2N
∑
i,j
ln
[
1− (φi ± φj)2
]
. (3.41)
We have considered both the plus and minus signs in the last term to cover both situations,
and considered n copies of the matrices D1 and D2. The saddle point equation reads now
2
t
∂V
∂φk
=
2
N
∑
j 6=k
1
φk − φj −
n
N
∑
j 6=k
[
1
1 + (φk ± φj) −
1
1− (φk ± φj)
]
. (3.42)
We introduce as usual the eigenvalue distribution ρ and the resolventW (z) =
∫
dxρ(x)/(z−
x) = −W (−z). The loop equation turns out to be the same for both the plus sign ((3.39))
and the minus sign ( (3.32)), and is given by
tV
′
(z) = W (z + i0) +W (z − i0) + n[W (1− z)−W (1 + z)]. (3.43)
Our Chern-Simons model is therefore equivalent to the three-color problem. The two
eigenvalues problems (3.32) and (3.39) become singular when
(φi ± φj)2 −→ 1. (3.44)
In the case of (3.39) this corresponds to when the eigenvalues approach ±1/2. We solve
thus for a cut [a, b] such that [a, b] ⊂ [−1/2, 1/2]. Since the model (3.32) is effectively
equivalent to (3.39) we conclude that the Chern-Simons model is singular when the eigen-
values approach ±1/2. The eigenvalues distribution, of interest, of the Chern-Simons
model is then a single cut [a, b] ⊂ [−1/2, 1/2], and W (z) is analytic everywhere in the
complex plane except along the cut [a, b]. Several remarks are in order:
• As z crosses the cut [a, b] from the first sheet into the second sheet we see that the
resolvent W (z) becomes a linear combination of W (z), W (1− z) and W (−1− z). In
other words, we have three cuts [a, b], [1− b, 1−a] and [−1− b,−1−a] in the second
sheet. By crossing the cuts [a, b], [1 − b, 1 − a] and [−1 − b,−1 − a] into the third
sheet we generate more cuts. Hence the domain of definition of W (z) is a Riemann
surface of infinite genus with an infinite number of cuts in each sheet.
The critical behavior when the eigenvalues approach ±1/2 corresponds to the case
when all cuts merge.
By comparison the one-matrix model (we set 2z to V
′
(z) and n[W (−1−z)+W (1−z)]
to 0) yields a Riemann surface with one cut in each of the two possible sheets, whereas
the O(n)-matrix model (we set 2z to V
′
(z) and n[W (−1−z)+W (1−z)] to nW (−z))
yields a Riemann surface with two cuts in each of the two possible sheets.
2In this section we have used simply g instead of g2, and as a consequence, we have t = 1/g.
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• It is not difficult to show that the free theory g = 0, for V ′(z) = 2z, corresponds to
a density of eigenvalues given by the Wigner’s semicircle law
ρ(x) =
2
πa2
√
a2 − x2 , a2 = 2g. (3.45)
• For a quadratic potential the cut is given by [−a, a] ⊂ [−1/2, 1/2] where, from the
eigenvalues problem (3.39), a −→ 0 as g −→ 0. A perturbative solution around
g = 0 can be constructed for all values of g less or equal than gc such that [24]
1
gc
= 16 + 16n(
4
π
− 1) +O(n2). (3.46)
Thus the Chern-Simons model does only make sense for the values of α such that
(with n = 1)
α ≥ αc ≃ 8
(2π)1/4
+ ... = 5.05 + .... (3.47)
In other words, it seems that we can not access the important limit α −→ 0 in this
model. The above number is only a rough estimation since we do not know the terms
proportional to higher powers of n which can not clearly be neglected.
There remains the possibility that the critical value gc is very large, or even infinite,
in which case we may be able to take the limit α −→ 0. This conjecture is further
motivated by the fact that the original path integral with action given by the su-
persymmetric model (2.23), which reduces under localization to the Chern-Simons
theory (2.26), is perfectly well behaved in the limit α −→ 0 [15].
4 Conclusion and Outlook
In this article we have attempted to review, very briefly, various aspects of Yang-Mills
matrix models in dimensions D ≤ 4, which are important to the phenomena of emergent
geometry and noncommutative gauge theory on the fuzzy sphere. Furthermore, we have
attempted to derive the eigenvalues distribution of the D = 3 Yang-Mills-Chern-Simons
model of Alekseev, Recknagel and Schomerus, in its matrix or Yang-Mills phase, where the
matrices are nearly commuting, by escalating the problem to 4 dimensions and including
supersymmetry, then reducing the model, by means of localization, to a D = 2 Yang-Mills
matrix model (the three-color problem), which is the analytic continuation of the Hoppe’s
model. We have conjectured that this model is perfectly well behaved in the limit α −→ 0,
despite of the apparent instability, and derived from it the one-dimensional eigenvalues
distribution, which is found to be parabolic with the correct scaling of the radius, in
good accord with Monte Carlo results. Within this scheme the fuzzy sphere seems to be
metastable. This remains to be re-derived and confirmed in a more rigorous way.
Many point require further clarification and study such as:
• The physics of commuting matrix models and its geometric content. Commuting
matrix models are explored in [44] where generalization of the hermitian quartic
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matrix model V = aφ2 + bφ4, to p dimensions with SO(p) symmetry, is considered.
The resulting actions read V = a|~φ|2 + b|~φ|4 where ~φ is an array of p commuting
hermitian N ×N matrices. The celebrated 3rd order one-cut to two-cut transition
gets therefore generalized to a 6th order transition, for p = 2, from a disk to annulus,
and to a 4th order transition, for p = 3, from a ball to a shell. Although these results
are very exciting, it is still not clear how they actually relate to Yang-Mills matrix
models.
• The above studied Yang-Mills models with quartic terms are considered in [45], in
the context of vertex models on planar graphs, where it is observed that they are
equivalent to free fermion models, and the critical behavior is Ising-like since the
critical exponents are found to be identical. It is very important to clarify whether
these models, or variant thereof, fall indeed in the Ising universality class.
• Another, very promising, line of investigation is the application and development of
the renormalization group approach proposed by Brezin and Zinn-Justin to Yang-
Mills matrix models in two dimensions with quadratic and quartic terms. This was
initiated in [46] with, very interesting, finding such as the result that the critical
behavior of these models is very similar to Euclidean two-dimensional gravity.
A Supersymmetry and Localization
The primary goal in this section is to derive the Chern-Simons action (2.26) starting
from the action (2.23).
Mass Deformation: The reduction to one dimension of the four-dimensional N = 1
supersymmetric Yang-Mills theory is given by the Lagrangian
L0 =
1
g2
Tr
(
1
2
(D0Xi)
2 +
1
4
[Xi,Xj ]
2 − 1
2
ψ¯γ0D0ψ +
i
2
ψ¯γi[Xi, ψ] +
1
2
F 2
)
. (A.1)
D0 = ∂0 − i[X0, .]. (A.2)
Let µ be a constant mass parameter. A mass deformation of the Lagrangian density L0
takes the form
Lµ = L0 +
µ
g2
L1 +
µ2
g2
L2 + ... (A.3)
By dimensional analysis, the most general forms of Li must be given by
L1 = Tr
(
ψ¯Mψ +
1
3!
SabcXaXbXc + JabXaD0Xb
)
. (A.4)
L2 = Tr
(
− 1
2!
SabXaXb
)
. (A.5)
20
Li = 0 , i ≥ 3. (A.6)
We can follow the method of [?] to determine the exact form of the mass deformation.
After a long calculation, we get the two-parameter action [16]
Lµ = L0 +
1
4g2
Trψ¯
(
µ1 + µ2γ
1γ2γ3
)
ψ − iǫijk µ2
3g2
TrXiXjXk − 1
18g2
(µ21 + µ
2
2)TrX
2
i .
(A.7)
This is an SO(3) invariant theory. The corresponding supersymmetry transformations
are given by
δµX0 = ǫ¯γ0ψ
δµXi = ǫ¯γiψ
δµψ =
[
− 1
2
[γ0, γi]D0Xi +
i
4
[γi, γj ][Xi,Xj ]− 1
3
(
µ1 − µ2γ1γ2γ3
)
γiXi
]
ǫ. (A.8)
The supersymmetry parameter ǫ is time-dependent given by
ǫ ≡ ǫ(t) = exp t
6
(
µ1γ
0 − µ2γ0γ1γ2γ3
)
. (A.9)
Towards a reduction to zero dimension of the four-dimensional N = 1 supersymmetric
Yang-Mills theory, we consider now the action given by
Sµ = S0 +
a
4g2
Trψ¯
(
µ1 + µ2γ
1γ2γ3
)
ψ − iǫijk bµ2
3g2
TrXiXjXk − c
18g2
(µ21 + µ
2
2)TrX
2
i .
(A.10)
S0 =
1
g2
Tr
(
1
4
[Xµ,Xν ][X
µ,Xν ] +
i
2
ψ¯γµ[Xµ, ψ]
)
. (A.11)
In above, we have allowed for the possibility that mass deformations, corresponding to the
zero-dimensional and one-dimensional reductions, can be different by including different
coefficients a, b and c in front of the fermionic mass term, the Myers term, and the
bosonic mass term respectively. However, we will keep the mass deformed supersymmetric
transformations unchanged. After some calculation, we obtain the model
Sµ =
1
g2
Tr
[
1
4
[Xµ,Xν ][X
µ,Xν ] +
i
2
ψ¯γµ[Xµ, ψ] +
µ2
6
Trψ¯γ1γ2γ3ψ − µ
2
2
18
TrX2i
− iǫijkµ2
3
TrXiXjXk
]
. (A.12)
Since ψ and ǫ are Majorana spinors we can rewrite them as
ψ =
(
iσ2(θ
+)T
θ
)
, ǫ =
(
iσ2(ω
+)T
ω
)
. (A.13)
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We compute, with X0 = iX4, the action
Sµ =
1
g2
Tr
[
1
2
[X4,Xi]
2 +
1
4
(
[Xi,Xj ]− iµ2
3
ǫijkXk
)2
+ θ+
(
i[X4, ..] + σi[Xi, ..] +
µ2
3
)
θ
]
.
(A.14)
The supersymmetric transformations are
δµX0 = i(ω
+θ − θ+ω)
δµXi = i(θ
+σiω − ω+σiθ)
δµθ =
(
− iσi[X0,Xi]− 1
2
ǫijkσk[Xi,Xj ] +
i
3
µ2σiXi
)
ω. (A.15)
Cohomological Deformation: The reduction to zero dimension of the four-dimensional
N = 1 supersymmetric Yang-Mills theory is given by
Sco = −1
4
Tr[Xµ,Xν ]
2 − Trθ+
(
i[X4, ..] + σa[Xa, ..]
)
θ + 2TrB2. (A.16)
We introduce the BRST fields
B = H +
1
2
[X1,X2]. (A.17)
θ1 = η2 + iη1 , θ2 = χ1 + iχ2. (A.18)
φ =
1
2
(X3 + iX4) , φ¯ = −1
2
(X3 − iX4). (A.19)
The actions Sco becomes
Sco = 2Tr
(
H2 +H[X1,X2] + [Xi, φ][Xi, φ¯] + [φ, φ¯]
2 − ηi[φ, ηi]− χi[φ¯, χi]
− η1ǫij[χi,Xj ] + η2[χi,Xi]
)
. (A.20)
This action has four independent real supersymmetries. It can be cohomologically de-
formed along the lines of [15]. By requiring SO(3) covariance, a Myers term, and mass
terms for all the bosonic and fermionic matrices we arrive at the three-parameter coho-
mological deformation [16]
Sdef = Sco + Sˆ + κ2∆Sˆ. (A.21)
The actions Sˆ and ∆Sˆ are given by
Sˆ = 2iκ1Tr(χ1χ2 − η1η2) + ǫκ1TrX2i + 2iκ1Trφ¯H − 2i(4ǫ − κ1)TrφH − 4ǫ(2ǫ− κ1)Trφ2
− 8iǫT rφ[X1,X2] + 2i(κ1 + 2ǫ)Trφ¯[X1,X2]. (A.22)
∆Sˆ = 2iT rη1η2 + 2iT rφ¯H + 2(4ǫ − κ1)Trφ¯φ− 2κ1Trφ¯2. (A.23)
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The first supercharge of this cohomologically deformed theory corresponds to the super-
symmetry transformations
ddefXi = χi. (A.24)
ddefφ = 0 , ddef φ¯ = −η2. (A.25)
ddefH = [φ, η1] + iκ1η2. (A.26)
ddefη1 = H + (−i(4ǫ− κ1)φ+ iκ1φ¯) , ddefη2 = [φ¯, φ]. (A.27)
ddefχi = [φ,Xi] + iǫǫijXj . (A.28)
The theory Sdef has only two independent real supersymmetries. The second supercharge
can be obtained by an appropriate permutation of the spinors ηi and χi [15]. In the limit
of zero deformation, Sdef −→ Sco, i.e. κ1, κ2, ǫ −→ 0, and ddef −→ d. In this limit
Sco = dTrQ⇒ dSco = d2TrQ = 0, (A.29)
where
Q = 2
(
− χi[Xi, φ¯] + η1[X1,X2] + η1H − η2[φ, φ¯]
)
. (A.30)
Thus the exterior derivative d is nilpotent on gauge invariant quantities. Similar consider-
ations hold for the deformed action Sdef and the deformed exterior derivative ddef [15,16].
See also [17].
The path integral, for κ2 = 0, is given by
Z0[κ1, ǫ] =
∫
dX1 dX2 dφ¯ dφ dH dχ1 dχ2 dη1 dη2 exp(−Sco − Sˆ). (A.31)
This can be rewritten as
Z0[κ1, ǫ] =
∫
dX1 dX2 dφ¯ dφ dH dχ1 dχ2 dη1 dη2 exp
(
− Sco −∆Sco + 2Tr(H2 +H[X1,X2])
+
1
2
Tr[X1,X2]
2 − 2(H + 1
2
[X1,X2] +
i
2
κ1φ¯− i
2
(4ǫ− κ1)φ
)2)
. (A.32)
The above path integral is effectively equivalent to
Z0[κ1, ǫ] =
∫
dXµ dB dθ
+ dθ exp
(− Sco −∆Sco). (A.33)
The action ∆Sco is given by
∆Sco = κ1Trθ
+θ + ǫκ1TrX
2
a +
1
2
κ1(2ǫ− κ1)TrX24 −
i
3
(4ǫ+ κ1)ǫabcTrXaXbXc.
(A.34)
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We have the full action
S2[κ1, ǫ] = ∆Sco +∆Sco. (A.35)
We note that the action S2[κ1, ǫ], for the values κ1 = 2ǫ, κ2 = 0, corresponds precisely
to the mass deformed action considered in the previous paragraph with µ2 = −3κ1 and
g2 = −1, and as a consequence, the above supersymmetry transformations (A.25)-(A.28)
will correspond to one of the mass deformed supercharges. We have then the result
S2[κ1, ǫ =
κ1
2
] = −g2Sµ|µ2=−3κ1 . (A.36)
Localization: The above theory depends a priori on three parameters κ1, κ2 and ǫ.
We note that κ2 does not appear explicitly in the supersymmetry transformations. As
it turns out, the path integral will also not depend explicitly on κ2. The proof goes as
follows [15]. The path integral we wish to evaluate is
Zκ2 [κ1, ǫ] =
∫
dX1 dX2 dφ¯ dφ dH dχ1 dχ2 dη1 dη2 exp(−Sdef). (A.37)
By using supersymmetry transformations (A.25)-(A.28), we can show immediately that
2iddef(η1φ¯) = 2iddefη1.φ¯− 2iη1ddef φ¯ = ∆Sˆ. Hence
∂
∂κ2
Zκ2 [κ1, ǫ] = −2i
∫
dX1 dX2 dφ¯ dφ dH dχ1 dχ2 dη1 dη2 ddef
(
η1φ¯ exp(−Sdef)
)
.
(A.38)
In the above equation we have also used the fact that Sdef is invariant under the super-
symmetry transformations (A.25)-(A.28), viz ddefSdef = 0.
Let us denote collectively the bosonic and fermionic matrices by Aa. Also, let us ob-
serve, from the supersymmetry transformations (A.25)-(A.28), that each supersymmetric
variation ddefA
a is independent of Aa. Then
ddef(..) = ddefA
a ∂
∂Aa
(..) =
∂
∂Aa
(ddefA
a..) (A.39)
Hence, we have
∂
∂κ2
Zκ2 [κ1, ǫ] = −2i
∫
dA
∂
∂Aa
(
ddefA
aη1φ¯ exp(−Sdef)
)
. (A.40)
This is obviously 0. We get then the interesting result that the path integral Zκ2 [κ1, ǫ] is
in fact independent of κ2. In particular, we have
Z0[κ1, ǫ] = limκ2−→∞
∫
dX1 dX2 dφ¯ dφ dH dχ1 dχ2 dη1 dη2 exp(−Sco − Sˆ − κ2∆Sˆ).
(A.41)
As we will see now, the path integral localizes in the limit κ2 −→ ∞. Indeed, we will be
able to integrate the BRST quartet η1, η2, H and φ¯ explicitly in this limit.
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The fermionic part of the action which depends on κ2 is 2iκ2Trη1η2. Thus, by using
the saddle point method, we can see that the action in the directions of η1 and η2 is
localized around the saddle points η1 = 0 and η2 = 0.
Next, we do the path integral over H, then over X3, in that order, using again the
saddle point method. The relevant terms are the bosonic contributions which are propor-
tional to κ2. For ǫ < 0, we can verify that the integral over X3 is exponentially damped
and therefore we can shift X3 appropriately. The resulting integral over H turns out also
to be damped exponentially. Explicitly we have
2(4ǫ− κ1)κ2Trφ¯φ− 2κ1κ2Trφ¯2 + 2iκ2Trφ¯H = − 2ǫκ2Tr
(
X3 +
i
4ǫ
(H − κ1X4)
)2
− κ2
8ǫ
T r(H + (4ǫ− κ1)X4)2
+ κ2(4ǫ− κ1)TrX24 . (A.42)
In the limit κ2 −→ ∞ the hermitian matrix H will be localized around −(4ǫ − κ1)X4 =
i(4ǫ − κ1)(φ + φ¯). We can then shift the integral over X3 as X3 −→ φ¯ = −12(X3 − iX4),
i.e. we can assume that φ¯ is hermitian, and for consistency we will also shift the integral
over X4 as X4 −→ φ = iX4 − φ¯. The above equation reduces to
2(4ǫ − κ1)κ2Trφ¯φ− 2κ1κ2Trφ¯2 + 2iκ2Trφ¯H = −8ǫκ2Trφ¯2 − κ2(4ǫ− κ1)Tr(φ+ φ¯)2.
(A.43)
Thus in the limit κ2 −→ ∞, the hermitian matrix φ¯ is localized around 0. The matrix φ
is then seen to be antihermitian identified with iX4. Equivalently we can assume that φ is
a hermitian matrix identified with X3, since the saddle point in the direction φ¯ is φ¯ = 0.
In summary, we get by using the saddle point method the result∫
dφ¯ dH f(φ¯,H) e−2(4ǫ−κ1)κ2Trφ¯φ+2κ1κ2Trφ¯
2−2iκ2Trφ¯H ∼ f(0, i(4ǫ − κ1)φ)eκ2(4ǫ−κ1)Trφ2 .
(A.44)
The κ2 dependence cancels completely if we choose 4ǫ = κ1.
The integration over the remaining fermionic degrees of freedom χ1 and χ2 is now
trivial since they are free degrees of freedom decoupled from everything else. We end up
with the model
Z0[κ1, ǫ] =
∫
dφ dX1 dX2 exp
(
2iκ1Trφ[X1,X2]− 4ǫ(κ1 − 2ǫ)Trφ2 − ǫκ1TrX2i
+ κ2(4ǫ− κ1)Trφ2
)
. (A.45)
This is essentially the path integral of two-dimensional gauge theory on the fuzzy sphere
studied in [18]. As was shown in [19] it can also be derived from the reduction to zero
dimension of Chern-Simons theory on S3 .
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Summary: The deformed supersymmetric Yang-Mills (YM) matrix models we have
studied in [16] are:
• The mass deformed supersymmetric YM matrix model which corresponds to the
cohomologically deformed action with the values κ1 = 2ǫ and κ2 = 0. This is a
one-parameter matrix model given by the action
S2 = −1
4
Tr[Xµ,Xν ]
2 − iκ1ǫabcTrXaXbXc + κ
2
1
2
TrX2a
− Trθ+
(
i[X4, ..] + σa[Xa, ..] − κ1
)
θ. (A.46)
This enjoys full N = 1 mass deformed supersymmetry. However, the corresponding
supersymmetric path integral is found (conjectured) to be not convergent for generic
values of the fermion mass term [16]. Hence, in Monte Carlo simulations, we need to
regularize this theory. This can be achieved, for example, by setting the mass term
to zero which breaks supersymmetry explicitly.
• The cohomologically deformed supersymmetric YM matrix model corresponding to
the values κ1 = 0 and κ2 = 0. This is YM matrix model minimally deformed,
i.e. with only the Chern-Simons term as a deformation, given by the one-parameter
action
S2 = −1
4
Tr[Xµ,Xν ]
2 − 4iǫ
3
ǫabcTrXaXbXc − Trθ+
(
i[X4, ..] + σa[Xa, ..]
)
θ.
(A.47)
This enjoys only half N = 1 cohomologically deformed supersymmetry. The corre-
sponding path integral is well defined. Indeed, it is found in [28,30], that supersym-
metric YM path integral inD = 4 is always convergent, even when the Chern-Simons
term is included. This case provides, therefore, an example of a non-perturbative
regularization of exact supersymmetry, based on matrix models as opposed to lattice
models, which can be accessed exactly in Monte Carlo simulations.
• The cohomological deformation of 4−dimensional Yang-Mills action, for κ1 = 4ǫ, is
a one-parameter matrix model given by the action
S2 = −1
4
Tr[Xµ,Xν ]
2 − 2iκ1
3
ǫabcTrXaXbXc +
κ21
4
TrX2a −
κ21
4
TrX24
− Trθ+
(
i[X4, ..] + σa[Xa, ..]− κ1
)
θ. (A.48)
Again, this enjoys only half N = 1 cohomologically deformed supersymmetry. Also,
there is here the problematic fermion mass term as well as a negative mass for the
matrix X4.
By employing supersymmetry and localization technique we have shown that this
theory, with κ1 < 0 , is equivalent to the Chern-Simons matrix model
SCS = −2iκ1TrX3[X1,X2] + κ
2
1
2
TrX23 +
κ21
4
TrX2i . (A.49)
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