Our result is the following. Corollary 1 is implicit in Garnett-Jones [10] and is the essential part of their proof. [See also Jones [13] .] Thus, Theorem 1 is an extension of [10] . In § 3, we give the proof of Theorem 1.
Recently, Jones [14] showed that their paper [10] is closely related to the corona problem. Using [10] , he gave an estimate for corona solutions. In § § 4 and 5, we refine Jones' result by using Theorem 1 instead of [10] .
I would like to thank Professor P. W. Jonse for sending his papers [13] [14] [15] . I would like to thank Professor M. Kaneko who suggested me the condtition (*) and Professor K. Yabuta who gave me a valuable information. I would like to thank referee for his helpful suggestions and for finding some errors.
A comment on notation: The letter C will denote the various constants which depend only on d and N. The latters h, i, j, k, m, n and p will denote integers.
2Φ Preliminaries* First, we prepare some notations and lemmas. For a cube I, I* denotes the cube having the same center as I and /(I*) = 3/(1), where /{I) denotes the side length of /.
We say that a(x) e C (R d ) is adapted to a cube I if supp a c J* and
\a(x)-a(y)\^\x-y\//(I).
Let q be a large integer, depending only on d and JV, such that
In the following, q will be fixed. A dyadic cube is a cube of the form
where h and k s (1 ^ j £ d) Proof. For the proof of Lemma C, see [12] . 
by (1.6) and Lemma Ĉ 2~2 dλ by λ > 1 if c 2 (d, N) is sufficiently small. This concludes the proof of the converse part of Theorem 1.
The difficult part of our proof is the construction of f lf •••,/#. The idea of the following construction is essentially due to P. W. Jones [13] . [See also L. Carleson [3] .]
By (1.1) ,
Thus, if λ is not so large, then satisfy the desired properties, where X E denote the characteristic function of a measurable set E. So we may assume that λ is large enough. First, we assume
We will inductively construct the sequences of BMO functions Proof. By (1.1), for any I max #/!) Ξ> 2dλ .
We may assume a(J 0 ) = 1. Set and (3.2) . Assume that A jth (1 ^ j N ,l<*h<>k-1) and /f th (1 £ 
Define A jtk by (3.3) . By modifying /f tk _ 19 we will build / hh . Let hjix) be adapted to /, 0 ^ bj(x) ^ 1 and (3.6) δ/x) = 1 on I.
for m = 2, .., AT.
Since the supports of {b Jm } overlap at most 3 d times, Z~dq~1a Im are adapted to J m . Set (3.4) and (3.5) .
If IeA j}k and xel, then This concludes the proof of Lemma 3.1.
•
Proof. There exist at most
On the other hand,^ log,(Ii|/ Σ (3.10) 1SiS Thus, the desired result follows from (3.9) and (3.10) . Q
Proof. Let I be any cube. If /(I) ^ 2-" 9 , then by (3.2)
Note that by Lemma 3.2
We will show (3.13)
9 on 7 by (3.2). So, if a; e G(I, j, a), then, by (3.5) , there exists JeA jrk , n < k^h, such that a e J* , /sM < ft -α So, //,*-!(«) < ft -α + 3*ί by (3.4) and
Noticing the above fact, we can take disjoint dyadic cubes {JJ c {J n<kih A jtk such that (3.15) QiiJJId
Thus, Then, (3.13) follows from the same argument. Thus, Lemma 3.3 follows from (3.11) and (3.13) .
• 4* A refinement of Jones' paper "Estimates for the corona problem"* Let H°° denote the Banach algebra of bounded analytic functions defined on R% = {z -(x, y): x e R\ y > 0}, endowed with the usual sup norm. The corona problem is as follows. We are given a finite number of functions F l9 F 2 , , F N 6 H°° which satisfy
We then must produce G u G 2 , , G N e H°° such that ΣV()y()
The functions G d are called corona solutions. As is well known, the corona problem was solved affirmatively by L. Carleson [1] . [See also [2] , [11] , [8] and [18] .]
Recently, Jones [14] gave an estimate for the corona solutions. 
Jones showed Theorem 4 for the case N -2. Since our proof is very complicated, we postpone it to § 5.
It is fairly easy to show that Theorem 3 follows from Theorem 4 and Theorem 1. This idea is also due to [14] . First, by Theorem 4, we get E lf -,E N satisfying (C.I) and (C.2). Next, we apply Theorem 1 to these E l9 --,E N and λ= -(log 2 ε)/(52d). Then, we Set f lf ••-,/* satisfying (1.2)-(1.5). (4.4), (4.5) and (4.7) follow from (1.2), (1.3) and (1.5). So, it suffices to show (4.6).
Let (x, y) e R\ and 1 <; j ^ N be such that
So, by (C.2) and (1.4), (4.9) On the other hand, by Lemma A and (4.7), 
Then, IczR(J, F, δ).
Since Γ(x 9 \J\)ZD T(I) for any a el, this follows very easily. See Fig. 1 .
LEMMA D [Jones [14] . See also [4] and [17] ]. Let 0 < ε < c 10 . Let F(x, y) under an additional condition I φ G. This concludes the first step.
In the second step, we make each £? ifl a little larger so that (C.I)' holds under a weaker condition than I g! G. But, if we makê άΛ too large, then (C.2)' will not hold. This is the difficult point. Set
where {/(2, m)}£ =1 are disjoint open intervals. In the second step we repeat the above argument for each 1 (2, m) . In the first step, we had only to consider the intervals included in I x . But, this time, we cannot restrict our attention to the intervals included in 1 (2, m) since the condition (C.2)' is very delicate. We have to pay attention to the relations among {1(2, m)} m . This is why we will introduce the intervals {J(2, m)} m in the following. See Fig. 3 . LEMMA 
We can inductively construct open intervals {I(h, m)}, {J(h,m)}, measurable sets {&(h, m)} and integers {p(h,m)}, where 1 <>h and 1 ^ m, having following properties:
( (2, m) So, (C.2)'" follows from (5.11) and (5.12) . This conclcudes the proof of Lemma 5.3.
• Lastly, we remove the restriction IcI^ in (C.I)" and (C.2)". By the same argument as above, for each positive integer L we get measurable sets Ef, , Ek such that
if Ic(-L, L) and if (4.8) .
There exists a sequence
converge weakly * in L". Let 6* Further discussion* Jones [14] showed that for the case d = 1 Corollary 1 follows from Theorem A. By the same argument, we can show that for the case d = 1 Theorem 1 follows from Theorem 2.
The following is completely due to [14] . Let E u , E N c R 1 be such that (1.1). Let h ά {z) be the harmonic extension to R\ of X Ej (x) and Hh ά {z) be the harmonic extension to R\ of the Hubert transform of X Ei (x) . If 
Set
Then, these satisfy (1.2)-(1.5).
REMARK. Recently, J. B. Garnet and P. W. Jones found a simple proof of [IS] . And their method simplifies the proof of Theorem 1 in this paper. I would like to thank Professor P. W. Jones for valuable information and for his encouragement.
