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Abstract
We consider the first eigenvalue of the Dirichlet–Laplacian in three cases: C1,1-domains, Lipschitz do-
mains, and bounded domains without any smoothness assumptions. Asymptotic formula for this eigenvalue
is derived when domain subject arbitrary perturbations. For Lipschitz and arbitrary nonsmooth domains, the
leading term in the asymptotic representation distinguishes from that in the Hardamard formula valid for
smooth perturbations of smooth domains. For asymptotic analysis we propose and prove an abstract theorem
demonstrating how eigenvalues vary under perturbations of both operator in Hilbert space and Hilbert space
itself. This abstract theorem is of independent interest and has substantially broader field of applications.
© 2006 Elsevier Inc. All rights reserved.
Keywords: Hadamard formula; Domain variation; Asymptotics of eigenvalues
1. Introduction
Let λ(Ω) denote the first eigenvalue of the Dirichlet–Laplacian in a bounded domain Ω ⊂ Rn.
If the domain is sufficiently smooth and a family of mappings ht :Rn → Rn is given such that h
is smooth with respect to t and x and h0 is the identity, then
λ
(
ht (Ω)
)∼ λ(Ω)− t
∫
∂Ω
|∂θu|2v · θ dΓ. (1)
Here v = dht/dt |t=0, θ is the unit outward normal to ∂Ω , dΓ is the standard measure on the
boundary and u is the eigenfunction corresponding to λ(Ω) and such that ‖u‖L2(Ω) = 1. For-
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Here we discuss the asymptotic relation between λ(Ω2) and λ(Ω1) when Ω2 and Ω1 are not
necessarily smooth domains which are close to each other in a certain weak sense.
In Section 2, we start with an abstract scheme allowing us to compare eigenvalues of two
compact, selfadjoint, nonnegative operators K1 and K2 acting in Hilbert spaces H1 and H2. In
order to measure proximity of these operators we use a bounded operator S :H1 → H2, details
are given at the beginning of Section 2. Let λ−1m be an eigenvalue of K1 and let Xm be the cor-
responding eigenspace. Proposition 1 says that there are eigenvalues μ−1mj , j = 1, . . . ,dimXm,
of K2 located near λ−1m and the main asymptotic results about these eigenvalues and the corre-
sponding eigenvectors are contained in Theorem 1, where two parameters ρm and σm appear;
they are constants in the inequalities
∣∣(Bϕ,Sψ)2∣∣ ρm‖ϕ‖1‖Sψ‖2 for all ϕ,ψ ∈ Xm and (2)∣∣(Bϕ,w)2∣∣ σm‖ϕ‖1‖w‖2 for all ϕ ∈ Xm, w ∈ Ym, (3)
respectively. Here B = K2S − SK1, (·,·)k and ‖ · ‖k are the inner product and the norm, respec-
tively, in Hk , whereas Ym is the orthogonal complement to SXm in H2. The main asymptotic
formula (16) in Theorem 1 has the form
1
μmj
= 1
λm
+ωmj +O
(
σ 2m
(
ρm + σ 2m
))
, (4)
where ωmj are eigenvalues of the problem
(Bϕ,Sψ)2 +
(R(ϕ),Bψ)2 = ω(Sϕ,Sψ)2 for all ψ ∈ Xm,
in which R=R(ϕ) ∈ Ym is the solution of the equation
λ−1m R−QmK2R= QmBϕ
with Qm being the orthogonal projector onto Ym. Note that even in the case H2 = H1 and S
is identity the second term ωmj in the asymptotic formula (4) makes the leading term in the
asymptotics different from the classical one, see [7, Chapter 8].
In Section 3, we consider the Dirichlet problem for an elliptic (M × M)-matrix operator
of order 2m and compare eigenvalues for two bounded domains Ω1 and Ω2 with nonempty
intersection. We describe the proximity of problems in Ω1 and Ω2 by σ  0 which is a common
constant in the inequalities
∫
Ωk
|w|2 dx  σak(w,w), k = 1,2,
valid for all w ∈ ( ˚Wm,2(Ωk))M orthogonal to ( ˚Wm,2(Ω1 ∩Ω2))M with respect to the inner prod-
uct ak(·,·), where ak(·,·) is the sesquilinear form corresponding to the operator in the domain Ωk .
The main result of Section 3 is the asymptotic formula (53) obtained under the smallness assump-
tion for the constant σ only.
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domains. Let λ1 and μ1 be first eigenvalues of the Dirichlet–Laplacian in Ω1 and Ω2, respec-
tively, and let ϕ be the eigenfunction corresponding to λ1 in Ω1 and such that ‖ϕ‖L2(Ω1) = λ−1/21 .
Suppose also that both Ω1 \Ω2 and Ω2 \Ω1 lie in the d-neighborhood of ∂Ω1. Then
1
μ1
= 1
λ1
− 1
λ1
∫
Ω1\Ω2
|∇ϕ|2 dx + 1
λ1
∫
Ω2
(|∇Ψ |2 − |∇Φ|2)dx +O(d1+δ). (5)
Here δ is a positive constant depending on the Lipschitz constants of domains (see the beginning
of Section 4 for the definition of the Lipschitz constants), whereas Φ and Ψ solve the problems
−Φ = 0 in Ω2 and Φ = −ϕ on ∂Ω2 and∫
Ω2
∇Ψ∇ψ dx =
∫
∂Ω1
∂θϕψ dΓ for all ψ ∈ ˚W 1,2(Ω2),
respectively. It is supposed that ϕ and ψ are extended by zero outside Ω1 and Ω2, respectively,
whereas θ denotes the outward normal to the boundary of Ω1.
The leading term in asymptotic expansion (5) differs from that in the Hadamard formula; an
example illustrating this is given in Section 4.4. If the boundaries of Ω1 and Ω2 are sufficiently
smooth, for example of the class C1,1, and are close to each other in the sense that the norm of
the difference between normals has the same order as the small distance between boundaries,
then the leading term in (5) is the same as in the Hadamard formula, see Section 4.3.
2. Abstract theorem on asymptotics
As in Section 1, H1 and H2 denote two Hilbert spaces. For a compact, selfadjoint, nonnegative
operator K1 in H1 we consider the spectral problem
ϕ = λK1ϕ, ϕ ∈ H1. (6)
Let λj be eigenvalues of problem (6) of multiplicities Jj such that
0 < λ1 < λ2 < · · · < λj < · · · , λj → ∞ as j → ∞.
The eigenspace corresponding to λj is denoted by Xj . We consider also the spectral problem
u = μK2u, u ∈ H2, (7)
where K2 is a compact, nonnegative, selfadjoint operator in H2. We will treat the spectral prob-
lem (7) as a perturbation of problem (6) assuming a certain proximity between these operators,
which will be specified below. Our goal is to find asymptotic representations for all eigenvalues
of problem (7) located near an eigenvalue λm of (6).
In order to measure proximity of these problems we need a bounded, linear operator
S :H1 → H2, a positive constant c1, and an integer N m such that
c1‖S‖2H1→H2  1 . (8)
λN+1 λm+1
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imity of spectral problems (7) and (6) is described by the following three inequalities
(K2w,w)2  c1
(
K1S
∗w,S∗w
)
1 + ε‖w‖22 for all w ∈ YN, (9)∣∣‖Sϕ‖22 − ‖ϕ‖21∣∣ ε‖ϕ‖21 for all ϕ ∈XN, and (10)∣∣(Bϕ,w)2∣∣ ε‖ϕ‖1‖w‖2 for all ϕ ∈XN and w ∈ H2. (11)
Here S∗ :H2 → H1 is the adjoint to S and
B = K2S − SK1 :H1 → H2. (12)
It is certain that these inequalities hold for sufficiently large ε, but when ε is sufficiently small
then there are exactly Jm eigenvalue of problem (7) in a neighborhood of λm. To be precise, the
following proposition is true
Proposition 1. There exists a positive constant ε0, depending only on λm−1, λm and λm+1,
such that if estimates (9)–(11) hold for some ε  ε0, then there are exactly Jm eigenvalues of
problem (7) in the interval ((λm−1 + λm)/2, (λm + λm+1)/2) (if m = 1, then in the interval
(0, (λ1 + λ2)/2)). Moreover, these eigenvalues are contained in (λm − cε,λm + cε), where c is
a constant depending only on λm−1, λm and λm+1.
Proof. (i) First let us prove that
(K2u,u)2 
2
λm + λm+1 ‖u‖
2
2 for all u ∈ Ym. (13)
Let u = v +w, where v = Sϕ for some ϕ ∈ Xm+1 + · · · +XN and w ∈ YN . Using the definition
of B and the fact that S∗w is orthogonal to XN in H1, we obtain
(K2u,u)2 = (SK1ϕ,Sϕ)1 + (Bϕ, v)2 + (K2w,w)2 + 2(Bϕ,w)2.
From (10) it follows that
∣∣(Sφ,Sψ)2 − (ϕ,ψ)1∣∣ 2ε(‖ϕ‖21 + ‖ψ‖21) for ϕ,ψ ∈XN . (14)
This together with (11) and (9) produces
(K2u,u)2 
1
λm+1
‖ϕ‖21 + 2ε
(
1 + λ−2m+1
)‖ϕ‖21 + ε‖ϕ‖1‖v‖2
+ c1
(
K1S
∗w,S∗w
)
1 + ε‖w‖22 + 2ε‖ϕ‖1‖w‖2.
Using (10), (8), and (K1S∗w,S∗w)1  λ−1N ‖S‖2H1→H2‖w‖22, we obtain
(K2u,u)2 
(
λ−1 +Cε)‖u‖22,m+1
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λm and λm+1 such that (13) holds for ε  ε0.
(ii) Let now u ∈ SXm, i.e., u = Sϕ, ϕ ∈ Xm. Then
(K2u,u)2 = (SK1ϕ,u)2 + (Bϕ,u)2.
From (11) and (10) we deduce that
∣∣∣∣(K2u,u)2 − 1λm ‖u‖
2
2
∣∣∣∣ ε(1 − ε)1/2 ‖u‖22.
This implies that there exist positive constants c and ε0 depending on λm−1, λm and λm+1 such
that at least Jm eigenvalues of problem (7) are contained in [λm − cε,λm + cε] provided ε  ε0.
(iii) Finally, let u ∈ Sϕ, ϕ ∈ (X1 + · · · +Xm−1). According to (11) we have
(K2u,u)2  (SK1ϕ,Sϕ)2 + ε‖ϕ‖1‖u‖2. (15)
Applying (14) to the first term in the right-hand side of (15), we obtain
(K2u,u)2  (K1ϕ,ϕ)1 +Cε‖ϕ‖21 
(
1
λm−1
+Cε
)
‖ϕ‖21,
where C depends only on λm−1. This together with (10) leads to
(K2u,u)2 
(
1
λm−1
+C1ε
)
‖u‖22.
If ε is sufficiently small, then the right-hand side here is estimated by
2
λm−1 + λm ‖u‖
2
2,
and so we conclude that the interval (0, (λm−1 +λm)/2) contains at least J1 +· · ·+Jm eigenval-
ues of problem (7) for ε  ε0. Now, the conclusions of the proposition follow from (i)–(iii). 
In order to give a detailed description of the eigenvalues of problem (7) located near λm,
we introduce ρm and σm as constants in inequalities (2) and (3), where Ym is the orthogonal
complement to SXm in H2. It is clear that we can take ρm = σm = ε, but in fact, these constants
can be essentially smaller than ε. In what follows Pm denotes the orthogonal projector onto SXm
in H2, and so Qm = I − Pm is the orthogonal projector onto Ym.
Theorem 1. There exists ε0 > 0, depending only on λm−1, λm, and λm+1, and such that if
(9)–(11) hold with ε  ε0, then the following assertions are valid:
(i) There exists a positive constant c, depending only on λm−1, λm, and λm+1, and such
that exactly Jm eigenvalues μmj , j = 1, . . . , Jm, of problem (7) are contained in (λm −
c(ρm + σ 2m),λm + c(ρm + σ 2m)). Moreover, we have
1
μ
= 1
λ
+ωmj +O
(
σ 2m
(
ρm + σ 2m
))
, (16)mj m
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(Bϕ,Sψ)2 +
(R(ϕ),Bψ)2 = ω(Sϕ,Sψ)2 for all ψ ∈ Xm. (17)
Here ϕ ∈ Xm and R=R(ϕ) ∈ Ym solves the equation
λ−1m R−QmK2R= QmBϕ. (18)
This solution satisfies
‖R‖ Cσm. (19)
(ii) If the eigenvalues in the set {ωmj }Jmj=1 are different and such that the inequality
|ωmj −ωmk| h
(
ρm + σ 2m
)
σ 2m
(
ρm + σ 2m
) for j = k (20)
holds with h(s) → ∞ as s → 0, then eigenvectors corresponding to μmj are given by
Umj = Sϕmj +Rmj +Wmj . (21)
Here ϕmj is the eigenvector of (17) corresponding to ωmj and such that ‖Sϕmj‖2 = 1;
Rmj ∈ Ym solves (18) with ϕ = ϕmj . The remainder Wmj satisfies
‖Wmj‖2  C
(
1
h(ρm + σ 2m)
+ σm
(
ρm + σ 2m
))
. (22)
Proof. (i) Let eigenvalue μ of problem (7) be located near λm. By Proposition 1 we have that
|μ− λm| cε. Let us represent solution of (7) in the form
u = v +w with v ∈ SXm and w ∈ Ym
and write (7) as the following system
v = μPmK2(v +w) and (23)
w = μQmK2(v +w). (24)
If ϕ ∈ Xm and is such that Sϕ = v, then (23) can be written as
v = μ
λm
Sϕ +μPm(Bϕ +K2w). (25)
It is convenient to divide the rest of proof of (i) into two steps.
1. First we show that the equation
w −μQmK2w = f (26)
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then Ym is the orthogonal sum of SX′ and YN , and so Eq. (26) can be written as the following
system
w1 −μPNK2(w1 +w2) = f1 and (27)
w2 −μQNK2(w1 +w2) = f2, (28)
where PN is the orthogonal projector onto SX′ and QN = I − PN , whereas w1 = PNw, w2 =
QNw and f1 =PNf , f2 =QNf .
In order to analyze Eq. (28) we consider the equation
w2 −μQNK2w2 = g2, g2 ∈ YN, (29)
whose solution according to (9) satisfies
‖w2‖22 −μ(K2w2,w2)2  (1 −με)‖w2‖22 −μc1
(
K1S
∗w2, S∗w2
)
1.
Since S∗w2 is orthogonal to XN , we have
‖w2‖22 −μ(K2w2,w2)2 
(
1 −με − μc1‖S‖
2
H1→H2
λN+1
)
‖w2‖22,
and using (8), we arrive at
‖w2‖22 −μ(K2w2,w2)2 
(
1 −με − μ
λm+1
)
‖w2‖22.
By Proposition 1 we have μ (λm + λm+1)/2, therefore
‖w2‖22 −μ(K2w2,w2)2 
λm+1 − λm
4λm+1
‖w2‖22
holds provided ε is less than a certain positive ε0 depending on λm−1, λm, and λm+1. The last
estimate implies that Eq. (29) is uniquely solvable and the following estimate
‖w2‖2  4λm+1
λm+1 − λm)‖g2‖2 (30)
holds.
In the same way for analyzing Eq. (27) we consider the equation
Φ1 −μK1Φ1 = g1, g1 ∈ X′.
Clearly, this equation is uniquely solvable in X′ and
‖Φ1‖1 max
(
λm−1
,
λm+1
)
‖g1‖1.μ− λm−1 λm+1 −μ
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SΦ1 −μSK1Φ1 = f1, f1 ∈ SX′, (31)
and the constant c in the following estimate
‖Φ1‖1  c‖f1‖2 (32)
depends only on λm−1, λm, and λm+1.
System (27), (28) can be written as
SΦ1 −μSK1Φ1 −μPNBΦ1 −μPNK2w2 = f1 and
w2 −μQNK2w2 −μQNBΦ1 = f2,
where SΦ1 = w1. It follows from (11) that the operator of this system is a small perturbation of
the operator of system (29), (31). Therefore, using (30) and (32), we conclude that system (27),
(28), and hence Eq. (26), has a unique solution w ∈ Ym which satisfies
‖w‖2  c‖f ‖2, (33)
where c depends only on λm−1, λm, and λm+1. Let R(μ) :Ym → Ym be the operator solving
problem (26), i.e., w = R(μ)f .
2. By virtue of R(μ) we can write a solution of problem (24) as w = μR(μ)(QmK2v). Since
QmK2v = QmBϕ, it follows from (3) that
‖w‖2  cσm‖v‖2. (34)
Multiplying both sides in (25) by v and assuming that ‖v‖2 = 1, we obtain
1 = μ
λm
+μ(Bϕ,Sϕ)2 +μ(w,Bϕ)2.
Using (2), (3) along with (34), we conclude that
∣∣∣∣1 − μλm
∣∣∣∣ c(ρm + σ 2m). (35)
In order to derive asymptotic representation for μ we proceed as follows. We represent w as
W + r , where W = λmR(λm)(QmBϕ) and r = r(ϕ) solves the following equation
r −μQmK2r =
(
μ
λm
− 1
)
W.
The estimate
‖W‖2  cσm‖ϕ‖1 (36)
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‖r‖2  cσm
(
ρm + σ 2m
)‖ϕ‖1. (37)
Substituting the above representation of w as a sum of two terms, we get that Eq. (25) takes the
form
v = μ
λm
Sϕ +μPm
(
Bϕ + λmK2R(λm)(QmBϕ)
)+μPmK2r.
Multiplying both sides of the last relation by Sψ , where ψ ∈ Xm, we arrive at
(
1
μ
− 1
λm
)
(Sϕ,Sψ)2 = (Bϕ,Sψ)2 + λm
(
R(λm)(QmBϕ),Bψ
)
2 + (r,Bψ)2,
which after using the notation R(ϕ) = λmR(λm)(QmBϕ) (see theorem’s formulation) takes the
form
(
1
μ
− 1
λm
)
(Sϕ,Sψ)2 = (Bϕ,Sψ)2 +
(R(ϕ),Bψ)2 + (r,Bψ)2. (38)
From (3) and (37) we get
∣∣(r,Bψ)2∣∣ cσ 2m(ρm + σ 2m)‖ϕ‖1‖ψ‖1.
This combined with (38) implies (16). Moreover, (19) follows from (36).
(ii) Let Umj be an eigenvector corresponding to μmj and such that ‖Umj‖2 = 1. We write
Umj =
Jm∑
k=1
ck(Sϕmk +Rmk + rmk), (39)
where Rmk = R(ϕmk), rmk = r(ϕmk), and {ϕmk}Jmk=1 is the basis consisting of eigenvectors of
problem (17) corresponding to ωmk and subject to
(Sϕmj , Sϕmk)2 = δkj .
We suppose that cj is nonnegative. Taking ϕ =∑k ckϕmk in (38) and ψ = ϕms , we obtain
(
1
μmj
− 1
λm
−ωms
)
cs =
(
r(ϕ),Bϕms
)
2,
which together with (20) implies
cs = O
(
1
2
)
for s = j.h(ρm + σm)
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cj = 1 +O
(
1
h(ρm + σ 2m)
)
.
We derive from (39) the representation (21) with
Wmj = (cj − 1)(Sϕmj +Rmj )+ cj rmj +
∑
k =j
ck(Sϕmk +Rmk + rmk).
The required estimate (22) for Wmj follows now from the above relations for ck combined with
(37) and (19). The proof is complete. 
Remark 1. Multiplying (18) by R, we get
(R(ϕ),Bϕ)2 = λm
∥∥R(ϕ)∥∥22 − (K2R(ϕ),R(ϕ))2.
This and (9) give for m = 1:
(R(ϕ),Bϕ)2  (λ−11 − ε)‖R‖22 − c1(K1S∗R, S∗R)1.
Then using orthogonality of S∗R to X1, we obtain
(R(ϕ),Bϕ)2  (λ−11 − ε − c1λ−12 ‖S‖2H1→H2
)‖R‖22.
Therefore, if λ−11 > c1λ
−1
2 ‖S‖2H1→H2 + ε, then the form (R(ϕ),Bϕ)2 is positive definite on X1.
Remark 2. Finite-dimensional problem (17) contains R(ϕ), which solves the infinite-dimen-
sional problem (18). In applications one can get a good approximation to R(ϕ) in the following
way. We represent R=R(ϕ) as R= λmQmBϕ +R1, where R1 =R1(ϕ) satisfies
λ−1m R1 −QmK2R1 = λmQmK2QmBϕ
and introduce the constant q as the best constant in the inequality
∣∣(K2QmBϕ,w)2∣∣ q‖ϕ‖1‖w‖2 for ϕ ∈ Xm and w ∈ Ym.
It is clear that q  cσm, and so the asymptotic formula (16) implies
1
μmj
= 1
λm
+ω′mj +O
(
σ 2m
(
ρm + σ 2m
))+O(qσm), (40)
where ω = ω′mj is eigenvalue of
(Bϕ,Sψ)2 + (QmBϕ,Bψ)2 = ω(Sϕ,Sψ)2 for all ψ ∈ Xm,
where ϕ ∈ Xm.
542 V. Kozlov / J. Differential Equations 230 (2006) 532–5553. First eigenvalue of the Dirichlet problem for elliptic system
3.1. Formulation of the problem
Let Ω1 and Ω2 be bounded domains with nonempty intersection and let
ak(u, v) =
∑
|α|,|β|=m
∫
Ωk
(
aαβ∂
β
x u, ∂
α
x v
)
dx, k = 1,2,
be bilinear forms. Here (·,·) is the standard inner product in CM , aαβ are constant (M × M)-
matrices such that aαβ = a∗βα , where a∗βα denotes the adjoint matrix. We suppose that
A(ξ) = (−1)m
∑
|α|,|β|=m
aαβξ
α+β
is positive definite for all ξ ∈ Rn \O. The form ak is defined on the space ( ˚Wm,2(Ωk))M and can
be taken as an equivalent inner product in ( ˚Wm,2(Ωk))M . Let us consider two spectral problems
a1(ϕ, v) = λ〈ϕ,v〉1 for all v ∈
(
˚Wm,2(Ω1)
)M
and (41)
a2(U,V ) = μ〈U,V 〉2 for all V ∈
(
˚Wm,2(Ω2)
)M
, (42)
where 〈·,·〉k is the inner product in (L2(Ωk))M , ϕ ∈ ( ˚Wm,2(Ω1))M , and U ∈ ( ˚Wm,2(Ω2))M . We
reduce these spectral problems to equivalent ones by introducing operators K1 and K2 as follows
as(Ksu, v) =
∫
Ωs
(u, v) dx for all u,v ∈ ( ˚Wm,2(Ωs))M,
where Ks is compact and positive. Now problems (41) and (42) can be written as
ϕ = λK1ϕ, ϕ ∈
(
˚Wm,2(Ω1)
)M
and (43)
U = μK2U, U ∈
(
˚Wm,2(Ω2)
)M
. (44)
In order to compare eigenvalues of these problems we will apply Proposition 1 and Theorem 1.
We put Hk = ( ˚Wm,2(Ωk))M and supply it with the inner product (·,·)k = ak(·,·). Let us define
the operator S as follows. For ϕ ∈ H1 we put Sϕ = u ∈ H2, where u is the unique solution of
a2(u,w) =
∑
|α|,|β|=m
∫
Ω2
(
aαβ∂
β
x ϕ, ∂
α
x w
)
dx
satisfied for all w ∈ H2. The adjoint operator S∗ :H2 → H1 is defined by
a1
(
ϕ,S∗w
)= ∑
|α|,|β|=m
∫ (
aαβ∂
β
x ϕ, ∂
α
x w
)
dxΩ2
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∥∥S∗∥∥
H2→H1 = 1.
Moreover, if w ∈ ( ˚Wm,2(Ω1∩Ω2))M , then Sw = w and S∗w = w; if wk ∈ Hk and wk is orthogo-
nal to ( ˚Wm,2(Ω1 ∩Ω2))M , then the same is true for Sw1 and S∗w2. We will describe eigenvalues
of problem (44) located near the first eigenvalue λ1 of (43). In this case m = 1 and we take N = 1
and c1 = 1 in (8). As before, X1 denotes the eigenspace of problem (43) corresponding to the
first eigenvalue λ1 and its dimension is denoted by J1.
3.2. Eigenvalues of problem (44) located near λ1
We characterize proximity of domains Ω1 and Ω2 by the following inequalities
∫
Ωk
|w|2 dx  σ‖w‖2k, k = 1,2. (45)
Here w ∈ Hk and is orthogonal to ( ˚Wm,2(Ω1 ∩ Ω2))M , whereas σ is a small constant. In order
to apply Proposition 1 and Theorem 1 let us check (9)–(11).
We start with proving
∫
Ω2
∣∣w(x)∣∣2 dx 
∫
Ω1
∣∣S∗w(x)∣∣2 dx + εa2(w,w) for all w ∈ H2, (46)
from which inequality (9) follows. We represent w ∈ H2 as w0 + w1, where w0 ∈
( ˚Wm,2(Ω1 ∩ Ω2))M and w1 is orthogonal to ˚Wm,2(Ω1 ∩ Ω2). Then inequality (46) takes the
form
∫
Ω2
|w0 +w1|2 dx 
∫
Ω1∩Ω2
|w0|2 dx +
∫
Ω1
∣∣S∗w1∣∣2 dx + 2
∫
Ω1∩Ω2
(w0, S∗w1)dx
+ εa2(w0,w0)+ εa2(w1,w1). (47)
Using (45) for S∗w1 with k = 1 and for w1 with k = 2, we obtain
∫
Ω1
∣∣S∗w1∣∣2 dx  σa1(S∗w1, S∗w1) σa2(w1,w1) and
∫
Ω2
|w1|2 dx  σa2(w1,w1),
respectively. Applying these estimates and choosing ε = cσ 1/2 with an absolute constant c, we
conclude that (47), and hence (46) holds.
Let us turn to verification of (10) for ϕ ∈ X1. Since ‖Sϕ‖2  ‖ϕ‖1, we have to estimate ‖Sϕ‖2
from below. We have
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w∈H2,‖w‖2=1
a2(Sϕ,w)
 max
w∈( ˚Wm,2(Ω1∩Ω2))M,‖w‖2=1
∑
|α|=|β|=m
∫
Ω1∩Ω2
(
aαβ∂
β
x ϕ, ∂
α
x w
)
dx. (48)
Representing ϕ as ϕ0 + ϕ1, where ϕ0 ∈ ( ˚Wm,2(Ω1 ∩ Ω2))M and ϕ1 is orthogonal to
( ˚Wm,2(Ω1 ∩Ω2))M , we see that the right-hand side of (48) is equal to ‖ϕ0‖1. Since a1(ϕ1, ϕ1) =
a1(ϕ,ϕ1) = λ1〈ϕ,ϕ1〉1, we derive from
∫
Ω1
|ϕ1|2 dx  σa1(ϕ1, ϕ1),
which holds due to (45), that
a1(ϕ1, ϕ1) λ21σ‖ϕ‖(L2(Ω1))M = λ1σa1(ϕ,ϕ).
This leads to
‖Sϕ‖2  ‖ϕ0‖21 = ‖ϕ‖21 − ‖ϕ1‖21  (1 − λ1σ)‖ϕ‖21, (49)
and so (10) is satisfied with ε = λ1σ .
Finally, let us check (11). We have
(Bϕ,w)2 = (K2Sϕ,w)2 − (SK1ϕ,w)2 = 〈Sϕ,w〉2 − 1
λ1
(Sϕ,w)2 (50)
for ϕ ∈ X1 and w ∈ H2. We use representations
ϕ = ϕ0 + ϕ1 and w = w0 +w1,
where ϕ0,w0 ∈ ( ˚Wm,2(Ω1 ∩ Ω2))M , whereas w1 ∈ H2, ϕ1 ∈ H1 and are orthogonal to
( ˚Wm,2(Ω1 ∩Ω2))M . They leads to
〈Sϕ,w〉2 =
∫
Ω1∩Ω2
(ϕ0,w)dx + 〈Sϕ1,w〉2 = 〈ϕ − ϕ1,w〉1 + 〈Sϕ1,w〉2
= 〈ϕ,w0〉1 + 〈ϕ0,w1〉1 − 〈ϕ1,w0〉1 + 〈Sϕ1,w〉2.
Since
λ1〈ϕ,w0〉1 = (ϕ,w0)1 = (Sϕ,w0)2 = (Sϕ,w)2 − λ1
〈
ϕ,S∗w1
〉
1,
we obtain
(Bϕ,w)2 = 〈ϕ0,w1〉1 + 〈Sϕ1,w〉2 − 〈ϕ1,w0〉1 −
〈
ϕ,S∗w1
〉
. (51)1
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∣∣(Bϕ,w)2∣∣ cσ 1/2‖ϕ‖1‖w‖2 for ϕ ∈ X1 and w ∈ H2, (52)
where c is an absolute constant. Thus, (11) is satisfied with ε = cσ 1/2 and we can apply Propo-
sition 1 with ε = cσ 1/2 and conclude that there are exactly J1 eigenvalues of problem (44) in the
interval (0, (λ1 + λ2)/2) and all of them are located in a cσ 1/2-neighborhood of λ1.
In order to apply Theorem 1 we have to define constants ρ1 and σ1 in (2) and (3). We take
σ1 = σ and choose ρ1 as the best constant in the inequality
∣∣〈ϕ0, Sψ1〉1 + 〈Sϕ1, Sψ〉2 − 〈ϕ1,ψ0〉1 − 〈ϕ,S∗Sψ1〉1
∣∣ ρ1‖ϕ‖1‖Sψ‖2
that must hold for all ϕ,ψ ∈ X1. Here ψ = ψ0 + ψ1, ψ0 ∈ ( ˚Wm,2(Ω1 ∩ Ω2))M , and ψ1 ∈ H1
is orthogonal to ( ˚Wm,2(Ω1 ∩ Ω2))M . Since ρ1  cσ 1/2, this choice of σ1 and ρ1 implies that
formula (16) takes the form
1
μ1j
= 1
λ1
+ωj +O
(
σ(ρ1 + σ)
)
, (53)
where ω1, . . . ,ωJ1 are eigenvalues of the problem
(Bϕ,Sψ)2 +
(R(ϕ),Bψ)2 = ω(Sϕ,Sψ)2 for all ψ ∈ X1. (54)
Here ϕ ∈ X1 and R=R(ϕ) ∈ Y1 is the solution of
λ−11 R−Q1K2R= Q1Bϕ. (55)
For the first term in (54) the following representation
(Bϕ,Sψ)2 = 〈ϕ0, Sψ1〉1 + 〈Sϕ1, Sψ〉2 − 〈ϕ1,ψ0〉1 −
〈
ϕ,S∗Sψ1
〉
1
is a consequence of (51).
4. Dirichlet–Laplacian in Lipschitz domains
4.1. Assumptions and verification of conditions from Section 2
Let Ω1 and Ω2 be bounded Lipschitz domains with boundaries Γ1 and Γ2. We suppose that
Ω2 \Ω1 and Ω1 \Ω2 belong to a d-neighborhood of Γ1 with a small d .
We recall that a bounded domain Ω is Lipschitz when ∂Ω can be covered by finitely many
right circular, double truncated cylinders; each of them, say Z, in certain Cartesian coordinates
(y′, yn) is described by |y′| < r and 0 < yn < 2h. It is supposed that each cylinder Z is given by
a Lipschitz function ξ = ξ(y′) defined for |y′| < r , having the Lipschitz constant Λ, and such
that 0 < ξ(y′) < h, Ω ∩ Z = {y: |y′| < r, ξ(y′) < yn < 2h}, and ∂Ω ∩ Z = {y: |y′| < r, yn =
ξ(y′)}. We assume that one can choose the same Z and the same Lipschitz majorant Λ for both
domains. One can check that Ω1 ∩ Ω2 has the same properties as Ω1 and Ω2. In what follows,
c, C, possibly with indices, denote different constants depending on the Lipschitz character of
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Consider two forms
aj (u, v) =
∫
Ωj
∇u · ∇v dx, j = 1,2, (56)
defined for u,v ∈ ˚W 1,2(Ωj ), which correspond to the Dirichlet–Laplacian in Ωj . We use the
same notations as in Section 3, in particular, Hj = ˚W 1,2(Ωj ), (·,·)j = aj (·,·), ‖u‖j = (u,u)1/2j
and the operators Kj are defined by (Kju, v)j = 〈u,v, 〉j , where 〈·,·〉j is the inner product in
L2(Ωj ). It is known that the first eigenvalue λ1 of K1 is simple and the corresponding eigenfuc-
tion may be taken positive. We denote this function by ϕ and normalize it by ‖ϕ‖1 = 1.
We suppose that functions from ˚W 1,2(Ωk) and ˚W 1,2(Ω1 ∩Ω2) are extended by zero outside
Ωk and Ω1 ∩Ω2, and so they are defined in Ω1 ∪Ω2.
Lemma 1. For p ∈ [2,∞) the following assertions are valid:
(i) Let w ∈ ˚W 1,p(Ω2) and let w be orthogonal in H2 to ˚W 1,2(Ω1 ∩Ω2), then
∫
Ω2
|w|p dx  Cdp−1
∫
Ω2\Ω1
|∇w|p dx. (57)
(ii) Let w ∈ ˚W 1,p(Ω1) and let w be orthogonal in H1 to ˚W 1,2(Ω1 ∩Ω2). Then (57) is valid with
Ω1 and Ω2 replaced by Ω2 and Ω1, respectively.
Proof. It suffices to prove (i). Let Ω2 \Ω1 be locally defined by ξ1(y′) < yn < ξ2(y′). Using the
Newton–Leibniz formula with respect to yn, one can check directly that
∫
Ω2\Ω1
|w|p dx Cdp
∫
Ω2\Ω1
|∇w|p dx and (58)
∫
Γ1
|w|p dΓ  Cdp−1
∫
Ω2\Ω1
|∇w|p dx. (59)
Furthermore, it is shown in [1] that
∫
Ω1∩Ω2
|w|p dx  C
∫
Γ1
|w|p dΓ,
from which our result follows. 
Remark 3. We note that for proving inequalities (58), (59), and the corresponding inequalities
in case (ii) the orthogonality assumptions may be omitted.
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previous section can be applied in our context. In order to apply Theorem 1 we can take σ1 =
cd1/2 in (3).
Applying [6, Theorem 0.5], we obtain that ϕ ∈ W 1,q (Ω1) and that S is a bounded operator
from ˚W 1,q (Ω1) to W−1,q (Ω2), where q = 3 + δ if n > 3 and q = 4 + δ if n = 2. Here δ is a pos-
itive number depending on the Lipschitz character of domains Ω1 and Ω2. Since ϕ ∈ W 1,q (Ω1)
and the projection ϕ0 of ϕ onto ˚W 1,2(Ω1 ∩Ω2) satisfies
∫
Ω1∩Ω2
∇ϕ0∇ψ dx =
∫
Ω1∩Ω2
∇ϕ∇ψ dx for all ψ ∈ H1,
it follows from [6] that ϕ0 belongs to ˚W 1,q (Ω1 ∩Ω2) and ‖ϕ0‖W 1,q (Ω1∩Ω2)  c‖ϕ‖W 1,q (Ω1∩Ω2).
Therefore, the same is true for ϕ1 = ϕ − ϕ0, which is orthogonal to ˚W 1,2(Ω1 ∩ Ω2). Applying
Lemma 1(ii) with p = q , we obtain
∫
Ω1
ϕ
q
1 dx +
∫
Ω2
(Sϕ1)
q dx  cdq−1‖ϕ‖2
L2(Ω1)
.
Now (51) implies
∣∣(Bϕ,Sϕ)2∣∣ cd1−1/q‖ϕ‖21 = cd1−1/q
and (49) leads to
(1 − cd) ‖Sϕ‖2  1. (60)
Hence, we can put ρ1 = cd1−1/q and formula (53) takes the form
1
μ1
= 1
λ1
+ω +O(d2−1/q), (61)
where ω satisfies
(Bϕ,Sϕ)2 +
(R(ϕ),Bϕ)2 = ω(Sϕ,Sϕ)2 (62)
with R=R(ϕ) ∈ Y1 being a solution of (55).
In order to obtain more transparent representation for μ1, we writeR asR= λ1Q1Bϕ +R1,
where R1 =R1(ϕ) satisfies
λ−11 R1 −Q1K2R1 = λ1Q1K2Q1Bϕ. (63)
This equation is a particular case of (26). Using (33) together with (3), where σm = cd1/2, we get
‖R1‖2  cd1/2‖ϕ‖1 = cd1/2.
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λ−11 (R1,w)2 = 〈R1,Q1w〉2 + λ1〈Q1Bϕ,Q1w〉2. (64)
Equation (64) is equivalent to the Dirichlet problem for the Laplacian, where the right-hand side
is from W−1,q (Ω2) and whose norm is estimated by cd1/2. Using again [6, Theorem 0.5], we
obtain
‖R1‖W 1,q (Ω2)  cd1/2.
This, Lemma 1 with p = q , and (51) yield
∣∣(R1,Bϕ)2∣∣ cd3/2−1/q .
Applying (60), we arrive at the asymptotic formula
1
μ1
= 1
λ1
+ω1 +O
(
d3/2−1/q
)
, where (65)
ω1 = (Bϕ,Sϕ)2 + λ1(Q1Bϕ,Bϕ)2 or (66)
ω1 = 〈Sϕ,Sϕ〉2 − 1
λ1
(Sϕ,ϕ)2 + λ1(Q1Bϕ,Bϕ)2,
which follows from (50).
4.2. Formula for ω1 simplified
Let us simplify formula (66) for ω1. We represent Sϕ in Ω2 as
Sϕ = ϕ +Φ, (67)
where ϕ is extended by zero outside Ω1 and Φ is harmonic and such that Φ + ϕ = 0 on Γ2,
which implies
∫
Ω2
(|∇Φ|2 + ∇Φ · ∇ϕ)dx = 0. (68)
This representation and (68) give
(Bϕ,Sϕ)2 = 〈ϕ +Φ,ϕ +Φ〉2 − 1
λ1
(ϕ +Φ,ϕ +Φ)2
= 1
λ1
∫
Ω2
|∇Φ|2 dx − 1
λ1
∫
Ω1∩Ω2
|∇ϕ|2 dx +
∫
Ω2
(
ϕ2 + 2ϕΦ +Φ2)dx.
Using the equality
∫
|∇ϕ|2 dx = λ1
∫
|ϕ|2 dx +
∫
∂νϕϕ dΓ,Ω1∩Ω2 Ω1∩Ω2 Γ2
V. Kozlov / J. Differential Equations 230 (2006) 532–555 549where ν is the outward normal to the boundary of Ω1 ∩Ω2, and the fact that
∫
Ω2
ϕΦ dx = 1
λ1
∫
Ω1∩Ω2
∇ϕ · ∇Φ dx − 1
λ1
∫
Γ2
∂νϕΦ dΓ,
we get
(Bϕ,Sϕ)2 = 1
λ1
∫
Ω2
(|∇Φ|2 + 2∇ϕ · ∇Φ)dx +
∫
Ω2
Φ2 dx + 1
λ1
∫
Γ2
∂νϕϕ dΓ
= −1
λ1
∫
Ω2
|∇Φ|2 dx +
∫
Ω2
Φ2 dx − 1
λ1
∫
Ω1\Ω2
|∇ϕ|2 dx +
∫
Ω1\Ω2
ϕ2 dx.
In order to calculate (Q1Bϕ,Bϕ)2 we represent K2ϕ with ϕ ∈ X1 as
K2ϕ = 1
λ1
Sϕ − 1
λ1
Ψ, (69)
where Ψ ∈ H2 solves the problem
(Ψ,w)2 =
∫
Γ1
∂νϕw dΓ for all w ∈ H2.
It follows from (67) and (69) that Bϕ = K2Φ − λ−11 Ψ . Therefore, we have
(Q1Bϕ,Bϕ)2 =
(
Q1
(
K2Φ − 1
λ1
Ψ
)
,K2Φ − 1
λ1
Ψ
)
2
= 1
λ21
(Ψ,Ψ )2 − 1
λ21‖Sϕ‖22
(Ψ,Sϕ)22 + (Q1K2Φ,K2Φ)2 −
2
λ1
(Q1K2Φ,Ψ )2,
and the following formula
ω1 = − 1
λ1
∫
Ω1\Ω2
|∇ϕ|2 dx + 1
λ1
(Ψ,Ψ )2 − 1
λ1
∫
Ω2
|∇Φ|2 dx +
∫
Ω2
Φ2 dx
+
∫
Ω1\Ω2
ϕ2 dx − 1
λ1‖Sϕ‖22
(Ψ,Sϕ)22 + λ1(Q1K2Φ,K2Φ)2 − 2(Q1K2Φ,Ψ )2 (70)
summarizes the above results.
In order to make further simplifications, we need some estimates for Φ and Ψ .
Lemma 2. The function Φ belongs to Lq(Ω2) and
∫
|Φ|q dx  cdq−1. (71)
Ω2
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‖∇Φ‖L2+δ(Ω2)  c‖ϕ‖L2(Ω1). (72)
Proof. Since ϕ ∈ W 1,q(Ω1), we can apply Remark 3 for p = q to obtain∫
Γ2
|ϕ|q dΓ  Cdq−1
∫
Ω1\Ω2
|∇ϕ|q dx  cdq−1‖ϕ‖L2(Ω1).
Then using results from [1] we arrive at (71).
We can represent ϕ as a sum of U ∈ W 2,2(Rn), restricted to Ω1 and satisfying −U = λ1ϕ,
and V such that V = 0 in Ω1 and V = −U on Γ1. Since U ∈ W 1,p(Γ1) with p < 2(n −
1)/(n − 2), we conclude in view of results given in [9] (see also [2]), that ∇V ∈ L2+δ(Γ2),
where δ depends on the Lipschitz character of domains. Hence ∇ϕ ∈ L2+δ(Γ2). Using again
results form [9], we obtain (72) for Φ . 
Let us consider again formula (70). By (71) we have
∫
Ω2
|Φ|2 dx  cd2−2/q,
and Remark 3 leads to ∫
Ω1\Ω2
ϕ2 dx  cd2.
Using results from [6] and (71), we obtain
‖K2Φ‖W 1,q (Ω2)  c‖Φ‖Lq(Ω2)  cd1−1/q, (73)
and so
(Q1K2Φ,K2Φ)2  cd2−2/q .
By definition of Q1, we have
(Q1K2Φ,Ψ )2 = (K2Φ,Ψ )2 − (K2Φ,Sϕ)2(Sϕ,Ψ )2.
Remark 3 and (73) give us
∫
Γ1
|K2Φ|q dΓ  cd2q−2,
which implies
∣∣(K2Φ,Ψ )2∣∣=
∣∣∣∣
∫
∂νϕK2Φ dΓ
∣∣∣∣ cd2−2/q .
Γ1
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∫
Γ1
|Φ|2+δ dΓ  cd1+δ,
which leads to
∣∣(Ψ,Sϕ)2∣∣=
∣∣∣∣
∫
Γ1
∂νϕΦ dΓ
∣∣∣∣ cd(1+δ)/2.
Then the above estimates together with formula (70) yield
ω1 = − 1
λ1
∫
Ω1\Ω2
|∇ϕ|2 dx + 1
λ1
(Ψ,Ψ )2 − 1
λ1
∫
Ω2
|∇Φ|2 dx +O(d1+δ). (74)
Combining this with (65), we arrive at (5).
4.3. The case of C1,1-domains
In order to show that the leading term in asymptotics for ω1 is the same as in the Hadamard
formula when both Ω1 and its perturbation are sufficiently smooth, let us suppose that Ω1 is of
class C1,1 and
∣∣∇y′ξ1(y′)− ∇y′ξ2(y′)∣∣Λ1d, (75)
where ξ1 and ξ2 are functions locally defining Ω1 and Ω2 at the beginning of Section 4. Accord-
ing to results in [4, Section 9.5], ϕ belongs to W 2,p(Ω1) for all p ∈ (1,∞). Reasoning as in the
proof of (59) and using (75), one can show that
‖ϕ‖W 1,p(Γ2)  cd1−1/p‖ϕ‖W 2,p(Ω1)  Cd1−1/p. (76)
Applying results from [2] to Φ , we obtain
‖∇Φ‖Lp(Ω2)  c‖ϕ‖W 1,p(Γ2)  Cd1−1/p, (77)
and hence
∫
Ω2
|∇Φ|2 dx  Cd2−2/p.
Under the present assumptions on domains one can take σ1 = cd1− in (3), where  is an arbitrary
small positive number. This implies that the term O(d1+δ) in (74) can be replaced by O(d2−).
Let us introduce ϕ˜ ∈ W 2,p(Rn \Ω1) such that
ϕ˜ = 0 and ∂θ ϕ˜ = −∂θϕ on Γ1,
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exterior of Ω1. This extension can be chosen such that
‖ϕ˜‖W 2,p(Rn\Ω1)  c‖ϕ‖W 2,p(Ω1).
Now we extend ϕ˜ by zero into Ω1 and represent Ψ as Ψ = ϕ˜ +Ψ0 +Ψ1, where Ψ0 satisfies
Ψ0 = F in Ω2
with F = −ϕ˜ in Ω2 \ Ω1 and F = 0 otherwise, whereas Ψ0 = 0 on Γ2. Then Ψ1 is harmonic
in Ω2 and
Ψ1 = −ϕ˜ on Γ2.
It is easy to show that the following inequalities
‖∇Ψ0‖L2(Ω2\Ω1)  cd‖Ψ0‖W 2,2(Ω2)  cd‖ϕ˜‖W 2,2(Ω2\Ω1)
 cd3/2−1/p‖ϕ˜‖W 2,p(Ω2)  cd3/2−1/p
hold. Using (59), we obtain
‖Ψ0‖L2(Γ1)  cd2−1/p,
and so
(Ψ,Ψ )2 =
∫
Γ1∩Ω2
∂νϕΨ dΓ =
∫
Γ1∩Ω2
∂θϕΨ1 dΓ +O
(
d2−1/p
)
.
Now, formula (74) takes form
ω1 = − 1
λ1
∫
Ω1\Ω2
|∇ϕ|2 dx + 1
λ1
∫
Γ1∩Ω2
∂θϕΨ1 dΓ +O
(
d2−1/p
)
. (78)
Let us represent point x in a neighborhood of Γ1 as x = z+ τθ(z), where z is the nearest to x
point on Γ1 and τ is a small number. Then we can use (z, τ ) as coordinates in which Γ2 is given
by τ = ζ(z). We put Γ12 = Γ1 ∩Ω2 and Γ11 = Γ \ Γ 12, and so ζ > 0 on Γ12, ζ < 0 on Γ11, and
θ = ν on Γ12. Now for z ∈ Γ11 we have
ϕ(z + ζθ) = ζ∂θϕ(z)+ g1(z), g1(z) =
ζ(z)∫
0
(ζ − τ)∂2τ ϕ(z + τθ) dτ, (79)
whereas for z ∈ Γ12
ϕ˜(z + ζθ) = −ζ∂θϕ(z)+ g2(z), g2(z) =
ζ(z)∫
(ζ − τ)∂2τ ϕ˜(z + τθ) dτ. (80)
0
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‖g1‖Lp(Γ11)  cd2−1/p‖ϕ‖W 2,p(Ω1) and (81)
‖g2‖Lp(Γ12)  cd2−1/p‖ϕ˜‖W 2,p(Ω2)  cd2−1/p‖ϕ‖W 2,p(Ω1). (82)
Using the equality
∫
Ω1\Ω2
|∇ϕ|2 dx = 1
λ1
∫
Ω1\Ω2
ϕ2 dx −
∫
Γ2∩Ω1
∂νϕϕ dΓ
together with (79), (81) and (75), we arrive at
∫
Ω1\Ω2
|∇ϕ|2 dx = −
∫
Γ11
ζ(∂θϕ)
2 dΓ +O(d2−1/p).
Furthermore,
Ψ1(z + ζθ) = Ψ1(z)+ g3(z), g3(z) =
ζ∫
0
∂τΨ1(z + τθ) dτ and
‖g3‖Lp(Γ12)  cd1−1/p‖Ψ1‖W 1,p(Ω2\Ω1). (83)
Similar to (76) and (77) we derive the estimates
‖ϕ˜‖W 1,p(Γ2)  cd1−1/p‖ϕ˜‖W 2,p(Rn\Ω1)  Cd1−1/p and
‖Ψ1‖W 1,p(Ω2)  c‖ϕ˜‖W 1,p(Γ2)  Cd1−1/p,
which together with (83) leads to
‖g3‖Lp(Γ12)  cd2−2/p.
Now using that Ψ1(z) = Ψ1(z + ζθ)− g3 = −ϕ˜(z + ζθ)− g3 = ζ∂θϕ − g2 − g3, we obtain
∫
Γ1∩Ω2
∂νϕΨ1 dΓ =
∫
Γ12
ζ(∂θϕ)
2 dΓ +O(d2−2/p).
Finally, we arrive at the following representation for ω1:
ω1 = 1
λ1
∫
ζ(∂θϕ)
2 dΓ +O(d2−2/p),
Γ1
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1
μ1
= 1
λ1
+ 1
λ1
∫
Γ1
ζ(∂θϕ)
2 dΓ +O(d2−2/p).
This coincides with the classical Hadamard formula if we remember our normalization
‖∇ϕ‖L2(Ω1) = 1.
4.4. Lipschitz perturbation: an example
Here we give an example of boundary variations within the class of Lipschitz domains, which
lead to an asymptotics of the first eigenvalue different from that in the Hadamard formula. Here
we depart from formula (74).
Let Ω1 be the two-dimensional domain {(x, y): 0 < x < 1, 0 < y < 1}, and let ξ = ξ(X) be a
positive, Lipschitz function defined on [0,∞) such that ξ(X+1) = ξ(X) for X  0. We suppose
that
∣∣ξ(X1)− ξ(X2)∣∣ |X1 −X2|.
We put Ω2 = {(x, y): 0 < x < 1, dξ(x/d) < y < 1}, where d = 1/N and N is a positive integer.
For simplicity we suppose that the form (56) is defined on
Hk =
{
u ∈ W 1,2(Ωk): u(0, y) = u(1, y) and u = 0 on the remaining part of the boundary
}
.
In this case Ψ = 0 and formula (74) becomes
ω1 = − 1
λ1
∫
Ω1\Ω2
|∇ϕ|2 dx − 1
λ1
∫
Ω2
|∇Φ|2 dx +O(d1+δ). (84)
Clearly, λ1 = π2, ϕ = κ sin(πy), and Φ is harmonic function that satisfies the boundary condi-
tions
Φ(0, y) = Φ(1, y), Φ ′x(0, y) = Φ ′x(1, y), Φ(x,1) = 0, and
Φ
(
x, dξ(x/d)
)= −κ sin(πdξ(x/d)).
The constant κ is chosen so that ‖∇ϕ‖L2(Ω1) = 1, which gives κ =
√
2/π . We represent Φ
in the form dγ + dΦ0(x/d, y/d) + r(x, y), where γ is constant and Φ0(X,Y ) is harmonic in
the semi-strip {0 < X < 1, ξ(X) < Y < ∞} and satisfies the following boundary conditions:
Φ0(0, Y ) = Φ0(1, Y ), (Φ0)′X(0, Y ) = (Φ0)′X(1, Y ),
Φ
(
X,ξ(X)
)= −γ − κπξ(X) and Φ(X,Y ) → 0 as Y → ∞. (85)
Then the function r(x, y) must be harmonic and satisfy boundary conditions r(0, y) = r(1, y),
r
(
x, dξ(x/d)
)= κ(1 − sin z)|z=dπξ(x/d) and r(x,1) = −dγ − dΦ0(x/d,1/d).
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This choice of γ leads to
∣∣Φ(X,Y )∣∣ C exp(−4π2Y ),
which implies that
∣∣r(x, y)∣∣ cd and ‖∇r‖L2(Ω2)  cd2.
Therefore we have
∫
Ω2
|∇Φ|2 = d2
d−1∫
0
d−1∫
0
|∇X,YΦ0|2 dXdY +O
(
d3
)= d
1∫
0
∞∫
0
|∇X,YΦ0|2 dXdY +O
(
d3
)
.
Now formula (84) takes the form
ω1 = −1
λ1
∫
Ω1\Ω2
|∇ϕ|2 dx − 1
λ1
d
1∫
0
∞∫
0
|∇X,YΦ0|2 dXdY +O
(
d1+δ1
)
= −d
λ1
1∫
0
∣∣ϕy(x,0)∣∣2ξ(x/d)dx − d
λ1
1∫
0
∞∫
0
|∇X,YΦ0|2 dXdY +O
(
d1+δ
)
. (86)
The first term in the right-hand side is the same as in the Hadamard formula, but the second term
is new and is of the same order as the first one.
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