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Abstract 
Farouq Ali S. Gdhaidh 
Heat Transfer Characteristics of Natural Convection within an Enclosure Using 
Liquid Cooling System 
Keywords: Computer-cooling system, CPU fan, chips limit temperature, electronic 
chips, experimental study, internal heat sink, natural convection, numerical study, 
real boundary conditions, rectangular enclosure, single phase liquid. 
In this investigation, a single phase fluid is used to study the coupling between 
natural convection heat transfer within an enclosure and forced convection through 
computer covering case to cool the electronic chip. Two working fluids are used 
(water and air) within a rectangular enclosure and the air flow through the computer 
case is created by an exhaust fan installed at the back of the computer case. The 
optimum enclosure size configuration that keeps a maximum temperature of the heat 
source at a safe temperature level (85℃) is determined. The cooling system is tested 
for varying values of applied power in the range of 15 − 40𝑊. 
The study is based on both numerical models and experimental observations. The 
numerical work was developed using the commercial software (ANSYS-Icepak) to 
simulate the flow and temperature fields for the desktop computer and the cooling 
system. The numerical simulation has the same physical geometry as those used in 
the experimental investigations. The experimental work was aimed to gather the 
details for temperature field and use them in the validation of the numerical 
prediction. 
The results showed that, the cavity size variations influence both the heat transfer 
process and the maximum temperature. Furthermore, the experimental results 
 ii 
  
compared favourably with those obtained numerically, where the maximum 
deviation in terms of the maximum system temperature, is within 3.5%. Moreover, it 
is seen that using water as the working fluid within the enclosure is capable of 
keeping the maximum temperature under 77℃ for a heat source of 40𝑊, which is 
below the recommended electronic chips temperature of not exceeding 85℃. As a 
result, the noise and vibration level is reduced. In addition, the proposed cooling 
system saved about 65% of the CPU fan power. 
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Chapter 1: Introduction 
 
1.1 General Background on Heat Transfer and Cooling 
The design of cooling systems for electronic equipment have become more involved 
and challenging as the demand for more reliable and faster electronic systems is 
increased.  
It is evident that overheating of electronic equipment reduces the overall 
performance of these systems. In order to maintain these devices at certain 
temperature, different cooling methods are used.  
In 1975 the computers were typically huge industrial commercial machines with 
very low CPU wattage, the heat dissipated naturally without fan. With time, the 
power which applies to electronic chips was increased therefore the heat transfer 
level was increased accordingly. Conjugate heat transfer by coupling between the 
conduction in substrates and convection in the fluid gives additional path to dissipate 
the heat away from heat sources. This technique is suitable for many engineering 
applications such as low and medium electronic cooling devices, solar collectors and 
buildings.  
However, the increased circuit densities and the decrease in their size made the 
thermal control more complex and difficult to maintain the heat source at low 
temperature (Peterson and Ortega, 1990). According to Bar-Cohen et al. (1983), the 
reliability of silicon chip drops about 10% for every 2℃ rise in temperature over its 
limit. Therefore, efficient cooling systems are required. 
Desktop computers and work stations typically use fans to remove the heat from the 
chips surface by forcing the air on the mother board and over the various heated 
component. With increasing the requirement of heat removal level from the 
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electronic chips surface, more powerful and larger fans are required to provide the 
necessary cooling air but that will result in higher levels of vibration and noise which 
are not desirable and cause much concerns and annoyance for users.  
Because of the heat transfer rate by liquids is higher than air, a great attention has 
been given to immerse the electronic chips in liquids. This technique has proved to 
be reliable and maintain chips from damage even for powerful devices but the main 
disadvantages of this technique are leakage problems and the required space for 
external reservoir. Many techniques have been used from open loop to closed loop 
with isothermal walls to reduce high temperature levels and the heat transfer could 
be further increased by using nanofluid technology where fine solid particles are 
added to the fluid to increase the thermal conductivity of the fluid.  
There is another technique used which is called the phase change material where the 
material changes from solid to liquid or from liquid to vapour. This technique is 
usually used for high heated devices where a large heat is required to be removed 
from the heated surface. This method is characterized by a good heat transfer 
properties where the heat transfer coefficient ranges between 2500- 100000 𝑊/𝑚2𝐾 
(Cengel (2003)). 
Table (1.1) illustrates comparison between heat transfer coefficients for different 
cooling technique. 
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Cooling technique ℎ [𝑊/𝑚2𝐾] 
 
Natural convection 
Gases 
Liquids 
 
2-25 
50-1000 
Forced convection 
Gases 
Liquids 
 
25-250 
50-20000 
 
Boiling and condensation 
 
2500-100000 
 
 
There are three main approaches which can be applied to solve any heat transfer and 
fluid mechanics problems. These approaches include experimental, analytical and 
computational. Each method has advantages and disadvantages as illustrated in 
Table (1.2), Tannehill et al. (1997). 
 
 
Method Advantages Disadvantages 
Experimental 
1- It is a realistic method. 
2- Gives the actual results. 
3- Get the results for very complex 
problems. 
1- It requires equipment. 
2- Scaling problems. 
3- Measurement difficulties. 
4- Costs of operating. 
Analytical 
1- It is clean and generally in 
formula form. 
1- The geometry and the physics 
should be simple 
2- Linear solution is usually 
applied. 
Computational 
1- The linearity is not restriction. 
2- Complicated physics could be 
treated. 
 
1- Truncation errors. 
2- The problems related to 
boundary conditions. 
3- Time consuming in some 
cases. 
Table (1.1) Convective heat transfer coefficients of liquids and gases (Cengel 
Y., (2003)) 
Table (1.2) Comparison between different methods which are used to find the 
solution for heat transfer problems Tannehill et al. (1997) 
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1.2 The fundamentals of Conversion of Electricity to Heat Energy 
From the principle of Joule heating when the electric currents go through wires by 
collision between electrons and atoms of wires, some of the electricity is converted 
to heat energy. The reason behind that is the wires resistance to the electricity flow. 
In the computer, when the transistors within the CPU switch from on to off the 
current flows through a number of wires and junctions which are simply an electrical 
resistors and works on the principle of Joule heating. Therefore, the heat which is 
generated should be dissipated to the surrounding area to maintain the chip from 
being damaged.   
Figure (1.1) shows the electronic components for desktop computer and the inside 
structure could be varied for each computer. Using heat sink with air flow created by 
an electric fan for the CPU is very important to dissipate the heat that is generated 
inside the electronic chip to the surrounding area.  
 
 
 
 
 
 
 
 
 
 
 
 
 Figure (1.1) Internal structure of the desktop computer 
Computer case 
case Power supply 
case 
CPU heat sink 
Exh-fan 
Hard driver 
CPU heat sink 
Exh-fan 
Power supply 
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The computer power consumption originates from the activity of logic gates inside a 
CPU. When the logic gates toggle (considered as capacitors), electricity will flow 
due to the charge or discharge of electrons. The power consumed by a CPU is 
approximately proportional to the CPU frequency and to the square of the CPU 
voltage which could be presented as following (Brihi (2012) and Intel Corporation): 
𝑃 = 𝐶𝐴𝑉2𝑓 
where 𝐶 is the capacitance (Farad), 𝑓 is frequency (1 𝑠⁄ ), 𝐴 is the activity factor 
indicating the number of switching events undergone by the transistors in the chip 
and 𝑉 is the voltage. 
The capacitance in the above relation could be presented as: 
𝐼(𝑡) = 𝐶
𝑑𝑉(𝑡)
𝑑𝑡
 
where 𝐼 is the current (amperes).  
The above equation confirms that when the voltage does not change across the 
capacitor, current does not flow. For current flow the voltage must change. 
1.3 Requirement of Liquid Coolant for Electronic Components 
There are many requirements of coolant liquids for electronic applications. This may 
vary depending on the type of applications. The following is a list of some general 
requirements: 
 Good thermo-physical properties (high thermal conductivity and specific heat, 
low viscosity and high latent heat of evaporation for two-phase applications). 
 Low freezing point and burst point.  
 Good chemical and thermal stability for the life of the electronic system. 
 High flash point and auto-ignition temperature. 
 Non-corrosive to materials of construction.  
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 Environmentally friendly, nontoxic and possibly biodegradable. 
 Economical. 
Electrical conductivity is not mentioned in the list and this becomes important if the 
fluid comes in direct contact with the electronics such as in direct immersion cooling 
or if it leaks out of a cooling loop or is spilled during maintenance and comes in 
contact with the electrical circuits (S. Mohapatra and D. Loikits, 2005).  
1.4 Research Aims 
The main aims of this study are to investigate numerically and experimentally the 
effect of using an optimised design for electronic cooling system to maintain the 
CPU below the recommended temperature for electronic devices (85℃) by using 
single phase liquid cooling. The new proposed design will save power and reduce 
noise and vibration level. 
1.5 Research Objectives 
To achieve the above aims some objectives have been set as follows:  
1. Identify current cooling technology. 
2. Study and understand the important characteristics of the heat transfer inside 
a closed enclosure.  
3. Construct an initial cooling system design. 
4. Use advanced numerical tools to simulate an optimised proposed cooling 
system for a desktop computer. 
5. Design an experimental rig for the proposed cooling system and compare 
results with the numerical predictions. 
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1.6 Methodology 
In this study, the single phase fluid cooling system is investigated. The study is 
based on both numerical models and experimental observations. The proposed 
system consists of water and air filled enclosure individually attached to the substrate 
and heat sink on the sides. The air flow inside the computer case is created by one 
exhaust fan. The numerical work was developed using the commercial software 
(ANSYS-Icepak) to simulate the flow and temperature fields for the desktop 
computer and the cooling system. The numerical simulation has the same physical 
geometry as those used in the experimental investigations. The experimental work 
was aimed to gather the details for temperature field and use them in the validation 
of the numerical prediction. 
1.7 Research Problems 
1- Most of researchers use isothermal boundary conditions to cool electronic 
chips naturally by liquids within the enclosure. The problem with this method 
is that it needs adjustable fluid flow to keep the temperature constant and that 
would need fans, pumps and pipes to create the cooling system. However, 
leakage could occur especially with high pressure systems.   
2- For a normal desktop computer using isothermal boundary condition is 
unrealistic because in some cases when the ambient temperature is higher 
than the temperature of the cold wall one would need refrigeration system to 
keep the wall at low and constant temperature. Additionally the weight and 
the space are limited. 
3- The desktop computer normally has three or more fans. These fans are for the 
power supply, the CPU heat sink and the exhaust fan to remove heat from 
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other parts. Therefore, the level of vibration and noise is high and that has an 
effect on the comfort of the users. 
4- Energy conservation has become important for most mechanical and 
electrical applications and hence much efforts have been put to reduce energy 
waste. Computers are usually working at low loads and do not necessary 
need to have a fan working continuously, hence a sensor to switch the fan on 
and off will save energy wastage and also reduce the noise and vibration 
from the continuous operation of the fans. Currently the CPU fan for most 
desktop computers works continuously even if the CPU temperature is much 
below the maximum allowable level of  85℃. Therefore, one would expect 
the computer fan to consume about 5𝑊 at all operating times. 
1.8 Outline of the Thesis 
This thesis is composed of seven chapters and two appendixes. A summary of each 
chapter is listed as follows: 
Chapter 1 (Introduction) 
Chapter one presents a general background to this research project and gives brief 
review of the characteristics of cooling systems. The research objectives and 
methodology are also introduced. 
Chapter 2 (Literature Review)  
Chapter two reviews previous studies in relation to the single phase cooling systems. 
At the end of the chapter, a summary is presented to describe the direction of this 
research.    
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Chapter 3 (Governing Equations) 
The general form of Navier-Stokes equations in 3-D and all the relevant equations 
and parameters have been presented in this chapter. In addition, some details for the 
turbulent model and the boundary conditions were also discussed.   
Chapter 4 (Numerical Model Setup and Solution Procedures)  
The Numerical model setup and solution procedures of the problem are presented in 
Chapter 4. Moreover, a brief description of the ANSYS-Icepak software is also 
addressed in terms of the mesh generation and boundary conditions and definitions. 
Chapter 5 (Experimental Setup of the Desktop Computer) 
In this chapter, the experimental setup of the investigated problem is explained in 
details, including the design and construction of the different parts within the system. 
Also, the uncertainty in the measured data is explored to have a better quality results. 
Chapter 6 (Results, Analyses and Discussion) 
Firstly, the numerical prediction is presented for the case study of a liquid (FC-77) 
filled rectangular enclosure using FORTRAN computer code then the results 
compared with Icepak. Secondly, the numerical results are discussed for the 
proposed cooling system in terms of different power input. The experimental results 
are obtained and compared with the numerical results. 
Chapter 7 (Summary, Conclusions and Recommendation for Further Work) 
From the results of this work, conclusions are proposed as well as the 
recommendation for the future work. 
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Chapter 2: Literature Review 
 
2.1 Introduction 
This chapter presents a review of research work relevant to the topic of cooling 
electronic components. Much work has been published on the thermal management 
of electronic devices over more than a century and many papers have been reviewed 
in this research which has provided good information on the field.  
For the past 50 years, the usages of electronic devices have been increased 
exponentially and have become an essential part in every aspect of our daily life.  
The growth in power and functions of these devices resulted in many associated 
problems, including the thermal management of these electronic components and 
systems.  
The first electronic digital computers has been developed in 1940s, the effective 
removal of heat played a key role in ensuring the reliable operation of successive 
generations of computers (Ojha, 2009). The optimal performance and maximum 
efficiency of the electronic devices depend on maintaining or reducing the 
temperature of the components and the surroundings.   A typical example of current 
CPU working temperature ranges between (50-100℃) depending on the 
manufacturers and the purpose of usage (Naphon et al (2012)).  
2.2 Importance of Cooling Electronic Systems 
A computer system consists of many electronic components, including a Central 
Processing Unit (CPU), motherboard, and RAMs. As computers became more 
complex and multi-tasking, hence, more heat is generated by these electronic 
components. Bigger circuit densities increase the complexity of the thermal control 
when a main objective is to maintain components at or below specified maximum 
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temperatures (Peterson and Ortega, 1990). For example, the reliability of a silicon 
chip drops about 10% for every 2℃ rise above the allowed temperature (Bar-Cohen 
et al. (1983)). Yeh. (1995) pointed out that over 50% of electronic device failures are 
temperature-related in a US Air Force study. Therefore, producing an efficient 
cooling system is required to avoid premature failure. Also, enhance the cooling and 
ventilation capabilities to circulate air through the unit must be increased to dissipate 
excess heat and keeping the components within safe operating temperatures. The 
flow and heat transfer encountered in electronics cooling applications are much more 
challenging than those in heat exchangers and as complex as those encountered in gas 
turbine blade cooling Moffat (2002). The lack of cooling and dissipation of heat is 
always a cause for concern especially for central processing unit due to the amount of 
heat generated. The excess in the heat generated could negatively impact on the 
normal working condition of the central processing unit and can cause instability of 
the circuits and the rest of the components.  
Without a suitable computer cooling system, the PC’s electronic components may not 
be able to function optimally. Overheating and inability to maintain the CPU 
temperature at a recommended range can reduce system life and possibly lead to data 
loss and irreversible damage (Chu et al. (2004)).  
According to Pranoto et al. (2012) cooling systems for electronic devices must 
overcome a constant challenge of very high heat flux on a small cooling space and 
maintain the devices at a desirably low temperature, typically below 85℃. 
2.3 Electronic Thermal Management 
There are many cooling methods which are used to remove the heat from heat 
sources and their surroundings. The cooling methods could be divided into four main 
methods: 
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1- Forced convection cooling. 
2- Phase change cooling. 
3- Edge cooling (fins). 
4- Natural convection cooling. 
Much work has been published on these areas. The work involved mathematical, 
numerical or experimental study resulting in a better and a more controlled heat 
transfer characteristics via one of the above cooling methods. Although known for 
many years, Computational Fluid Dynamics simulations have not entered electronics 
cooling area for a long time because it was very expensive to perform CFD 
calculations but with the introduction of high power workstations and personal 
computers, the cost of such computations has been reduced substantially (Behnia, 
1998). 
Currently, forced air cooling system is commonly used to remove excessive heat 
from electronic chips. The forcing air cooling system is not suitable for many high-
dissipating applications because of the need for large and powerful fans to provide 
the necessary air, Eveloy (2003). These fans could generate vibration and noise 
which are not desirable and could damage the system. Also, the fans always work at 
full load even for small heat energy applies to the CPU.  
The increase of power requirement of the multi-tasking electronic systems will 
require further advances in heat transfer technology. Hence more advanced and smart 
heat removal technologies are required. There are many high effective cooling 
systems such as liquid cooling or refrigeration are under development but there are 
some constraints; such as reliability, cost concerns and technological packaging 
challenges. 
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In the following review, attention will be given to the advanced single phase fluid 
cooling systems to investigate the thermal managements of electronic components. 
2.4 Natural Convection Cooling System Using Single Phase  
The natural convection is considered as an effective and most economical cooling 
strategy for electronic devices (Ridouane et al. (2005)). Also, natural convection heat 
transfer for electronic cooling is the favoured mode because there is no need for any 
moving parts, where the buoyancy force due to temperature difference acts on the 
fluid causing it to rise up. Thermal control of electronic equipment is maintained 
normally either by direct air cooling or by indirect air or liquid cooling within 
enclosures (Bar-Cohen, 1991). Indirect single phase cooling system inside enclosure 
could be divided into two categories: whether the heat removal is by forced 
convection or natural convection. In addition, it depends on the working fluid 
whether gas or liquid. In general, the popular working fluids that are used in previous 
investigations are air and water or dielectric liquids. In this work, the heat transfer by 
natural convection from the heater using water and air individually inside closed 
enclosure is investigated and the water is used because it is not in direct contact with 
the electronic component. Therefore, the attention is given to the natural convection 
heat transfer within the enclosure using water. 
Many experimental and numerical studies have been carried out on natural 
convection heat transfer within the enclosure in order to examine the capability of 
natural convection schemes in relation to the optimum thermal design of such a 
cooling system. 
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2.4.1 Air Cooling System 
Air is the preferred fluid used in cooling electronic devices because it is freely 
available and there is no need to keep it in a closed system. The forced air is widely 
used to remove the generated heat from the devices. In this study, the focus is given 
to the natural air convection inside the enclosure although the forced convection is 
applied inside the computer covering case. 
Aydin et al. (1999) presented a numerical study of a 2-D steady natural convection 
in an enclosure. The left vertical wall of the enclosure is kept isothermal and cooled 
from the top wall. The other walls are insulated and air was considered as the 
working fluid. The effects of Rayleigh number and aspect ratio on fluid flow and 
heat transfer were investigated. 
For the case of tall enclosure, when the aspect ratio (the ratio of enclosure length to 
height) 𝐴𝑅 < 1, the average Nusselt number (the ratio of convective to conductive) 
is not affected by small value of Rayleigh number (the ratio of the strengths of 
thermal transports due to buoyancy to thermal diffusion) and mostly dependant on 
high values of Rayleigh number. For square and shallow enclosures (𝐴𝑅 ≥ 1), the 
average Nusselt number increases with increasing Rayleigh number and a major part 
of the enclosure is occupied by colder fluid especially at high Rayleigh numbers. 
Radhwan and Zaki (2000) examined numerically steady state and 2-D natural 
convection heat transfer within a square air filled enclosure. One side of the 
enclosure was discretely heated at constant high temperature, the rest of this side and 
the opposite side considered as isothermal heat sink, and the other walls were 
insulated. The Rayleigh number, which represents the power supply changes, was 
varied from 102 to 106 where the changes in temperature and flow fields with 
increase in Rayleigh number were investigated for different heater locations. 
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The results showed that, the optimum location over a range of Rayleigh numbers is 
at the centre of the wall. Further, the eddy cell size increases with increasing 
Rayleigh number. The authors concluded that, if their work compared with the case 
of adiabatic vertical wall with one distinct heater, the heat transfer rate in their work 
is generally higher. 
Sezai and Mohamad (2000) studied numerically steady state and 3-D natural 
convection from a discrete flush-mounted rectangular heat source on the bottom of a 
horizontal air-filled enclosure. Aspect ratio of the source (source length to enclosure 
height) varied until it fully covered the entire width of the bottom plate. Moreover, 
the value of Rayleigh number ranged from 103 until unstable flow is predicted.  
The bottom wall surface is assumed adiabatic except the chip, while the upper wall 
surface is kept at constant temperature.  For the sidewalls of the enclosure, two kinds 
of boundary conditions were considered: (1) adiabatic and (2) constant temperature.  
They found that the rate of heat transfer was not sensitive to the vertical walls 
boundary conditions because the enclosure height is small. In addition, as the aspect 
ratio of the source increased the limit of the maximum Rayleigh number to obtain a 
convergent solution decreased. Further, the heat transfer was maximum at the edges 
of the discrete heater and minimum at the centre. The edge effects decreased as the 
length of the heater increases. 
Kandaswamy et al. (2007) have investigated numerically unsteady state and 2-D 
natural convection in a cavity with a heated plate located vertically and horizontally 
for different positions inside the air-filled enclosure. The study was performed for 
different values of Grashof number ranging from 103 to 105 for different aspect 
ratios for the heated plate (ratio of height of plate to enclosure).  
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The top and bottom walls of the cavity are adiabatic and the two vertical walls were 
at constant temperature lower than plate’s temperature. The flow was laminar and 
incompressible where the Boussinesq approximation was applied.  
From the results one can see that, with increase of 𝐺𝑟 heat transfer rate increased in 
both vertical and horizontal positions of the plate. Moreover, the heat transfer rate 
was decreased when the aspect ratio of the heated plate was decreased. 
Baïri (2008) evaluated the experimental and numerical studies of air natural 
convection in tilted square cavity. The hot and cold walls remain isothermal where 
the temperature difference between two walls was controlled, and the other walls 
were isolated. Different values of Rayleigh number, which present the power input, 
were tested. 
Their results illustrated that the flow affected more particularly in areas near the 
active hot and cold walls. The inclination of the cavity played a main role in the 
convection exchanges. In addition, there was a clear difference in the exchange in 
accordance with the location of the hot wall relative to the cold wall (more or less 
elevated). They noticed that, the numerical computations were in good agreement 
with the measurements, confirmed by the small values of the deviation where the 
maximum deviation was about 12% for high Rayleigh numbers. 
Deng (2008) investigated a laminar natural convection in a 2-D air-filled square 
cavity with multiple discrete source–sink pairs flush mounted on the vertical 
sidewalls. The Boussinesq approximation is employed to account for the thermal 
buoyancy effects. They studied the effects of the size and location of each of the 
sources and sinks on the characteristics of the flow of multiple cells in an enclosure 
and consequently the transfer of heat in general. During the simulation, the heat 
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sources were maintained at constant temperature higher than that of the sinks. Other 
parts of the enclosures were all thermally insulated. 
The investigator concluded that, when the arrangement changed from the separated 
to staggered modes, buoyancies of the sinks and sources were decomposed, the 
number of eddies increased in the enclosure and thus increased the heat transfer. On 
the other hand, when the number of eddies increased, the strong mixing and heat 
transfer between eddies caused the temperature of the fluid in the enclosure to be 
more uniform. When the sources and sinks were divided into smaller sections, the 
number of sources and sinks increased, as a result the number of eddies also 
increased through the enclosure, and thus increased the heat transfer. Furthermore, 
with the Rayleigh number increased, the total heat transfer rate was enhanced. 
Sudhakar et al. (2010) investigated experimentally and numerically the 3-D free 
incompressible and laminar air convection heat transfer in vertical channels with 
multiple protruding heat sources subjected to uniform heat generation. The aim of 
their study was to reduce the component temperature to a value below its permissible 
limits when one vertical wall was assumed adiabatic. The duct and heat sources had 
the same dimensions for their numerical and experimental study. 
The governing flow and energy equations were solved by using the commercial 
software FLUENT 6.3 and the pressure and velocity equations were linked by the 
SIMPLE algorithm. The experiments were conducted with various sizes of the 
heated modules and different values of channel spacing.  
The investigators concluded that, the numerical and experimental temperature results 
were in good agreement where the maximum deviation between them was 10%. For 
the same amount of power, it was seen that, there is a strong influence of the position 
of the heat sources on the fluid flow and heat transfer characteristics. 
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In (2012), Baïri et al. examined unsteady numerical and experimental natural 
convection in closed air-filled cavities. The hot wall representing the electronic 
device was composed of three parallel discrete bands generating a constant heat flux, 
separated by two adiabatic bands of equal dimensions, as shown in Figure (2.1).  
The cold active wall of the enclosure was maintained isothermal and the hot and cold 
walls remained always vertical. Many configurations were examined for a wide 
range of Rayleigh numbers covered a high values and several angles of inclination. 
The experimental part of the study was achieved with a setup based on electrical data 
and temperature measurements on the walls. 
 
 
 
 
 
 
The authors concluded that, the natural convection is favoured for positive values of 
the angle when the hot wall is lower than the cold one. Also, natural convection was 
enhanced when the hot wall was completely active in comparison with that 
consisting of discrete active bands. The values of temperature obtained through their 
numerical simulation were in good agreement with the experimental results although 
the numerical study was done in 2-D. 
 
 
Figure (2.1) Schematic diagram used in Baïri et al. (2012) study 
 19 
 
Current desktop computers use direct or indirect air/liquid cooling to remove heat 
from the computer chip surface. The results of air natural convection inside 
rectangular enclosures for cooling electronic chips show the limitation of air cooling 
because of the low convective heat transfer coefficients (Kelleher et al. (1987)). 
With increasing the power that applies to the electronic chips, the conventional 
method of using free convection of air is not sufficient to remove the large amount of 
heat generated from those modern electronic chips (Bar-Cohen, 1991).  
There is an alternative way to keep the electronic devices at the safe operation 
temperature by using liquids. This is justified by the fact that, liquids normally have 
much higher thermal conductivities than gases, and thus much higher heat transfer 
coefficients associated with them. Therefore, liquid cooling is far more effective than 
gas cooling (Etemoglu, 2007). On other hand, using liquid cooling system  requires a 
distribution system consisting of a pump and associated plumbing fixtures for 
indirect liquid cooling. Undesirable noise and vibration may accompany the fan or 
pump assemblies, and hence may be precluded from future desktop computers 
(Heindel et al. (1995)). To overcome these problems, liquid natural convection 
inside enclosure is a promising alternative way to remove the heat from computer 
chips and keep them at the recommended temperature level. 
2.4.2 Liquid Cooling System 
The conjugate natural convection using liquid has been given considerable attention 
because it is simple and cheap procedure compared to forced convection for many 
application such as in the design of efficient heating devices and the cooling of 
electronic equipment (Balaji and Venkateshan, 1993). Cooling by natural convection 
has been and remains one of the promising techniques in thermal control of 
electronic systems.  
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As a result of continual replacement of the heated and cooler fluid, natural 
convection currents occur. This current improves the heat transfer from a heated 
surface and this mechanism is known as a natural convection heat transfer where the 
light fluid is replaced with heavier fluid because of varying density of the fluid 
(Cengel, 2003).  
In natural convection, the fluid motion inside enclosures (whether these enclosures 
were vertical or horizontal) occurs due to the temperature gradient change, therefore 
the isothermal boundary condition is adopted in most studies (Hasnaoui et al. (1992) 
and Valencia et al. (1989)). 
Many experimental and numerical studies on liquid natural convection heat transfer 
have been performed and reported in the literature. Nukiyama (1934) was the 
pioneer investigator who used the electrical heater which was a wire from Nichrome 
and Platinum immersed in liquids in his experiments. He noticed that, the heat 
transfer takes different forms depending on the value of the excess temperature of 
the wire. In general, when liquids are used within the enclosure the substrate is 
always used for two main purposes, to prevent the direct contact between the liquids 
and the electronic chips and to give an additional path to distribute the heat. Zinnes 
(1970) was the first investigator who studied the conjugate effects in natural 
convection. He observed that, the coupling between conduction in a substrate and 
convection in a fluid was hugely affected by the ratio between the substrate/fluid 
thermal conductivity. 
Sathe and Joshi (1991) investigated numerically steady state conjugate heat transfer 
and natural convection arising from a heat source mounted on substrate which was 
immersed in a 2-D fluid-filled enclosure. The substrate and the heat source were 
located vertically at the centre of the enclosure. The effects of different values of 
 21 
 
Rayleigh number, Prandtl number and the thermal conductivity of substrate/fluid 
ratio were studied.  In their study, the Rayleigh number depends on the value of heat 
flux and presented as  𝑅𝑎 = 𝑔𝛽𝑞
′′ℎ4 𝛼𝜐𝑘⁄  where the  ℎ refers to the height, 𝜐 
kinematic viscosity, 𝛼 thermal diffusivity and 𝛽 volumetric thermal expansion 
coefficient. 
They concluded that, when the Rayleigh number was increased the heat source 
cooling enhanced. The variation in Prandtl number 𝑃𝑟 did not affect the solid 
temperature when it was between (10 − 103). With increasing the value of 
substrate/fluid ratio 𝑅𝑠, the quantity of heat that spreads through the substrate 
increased. When the 𝑅𝑠 = 10
3, about 80% of the generated power was dissipated by 
the substrate. They indicated that, the 2-D models could provide reasonable 
prediction of component surface temperature in some electronic packages. 
Keyhani et al. (1991) studied experimentally the effect of the aspect ratio (ratio of 
enclosure length to heater height) of the rectangular enclosure on the natural 
convection heat transfer. Five protruding heaters were mounted on one vertical wall 
and the opposite wall was movable so that the enclosure width could be adjusted to 
the desired value. The top surface of the enclosure was an isothermal heat sink and 
all other surfaces were insulated. Ethylene glycol was used as the convective medium 
inside the enclosure. The experiments were conducted for six different values of 
cavity width. They concluded that the enclosure width influences the heat transfer 
process but this influence is weak when the ratio of enclosure width to heater height 
was around 4.0. Ju and Chen (1996) study the effect of the enclosure width on the 
heat transfer within enclosure and they presented the same conclusion of Keyhani et 
al. (1991). 
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Sathe and Joshi (1992) studied numerically 2-D and steady conjugate natural 
convection heat transfer from protrusion mounted on substrate in square enclosure 
filled by (FC-75). The solution was for different values of Rayleigh number,  
enclosure boundary conditions and protrusion thermal conductivities. They noticed 
that by increasing the value of Rayleigh number the importance of substrate 
conduction diminished. With increasing the value of substrate/fluid thermal 
conductivity ratio the maximum temperature in the chip decreased except for values 
of thermal conductivity ratio less than 100, where there was little change in the 
maximum temperature level. When protrusion/fluid thermal conductivity ratio  was 
decreased, the maximum temperature increased. There was not a significant change 
in the protrusion temperature when changing the boundary conditions. Only by 
keeping the top boundary at fixed temperature and others insulated, that led to an 
increase in protrusion temperature. 
Bejan (1993) and Hyun and Kim (2003) noticed that in the case when the fluid is 
confined between two plates, the temperature difference must exceed a certain value 
between the plates before the first sign of heat transfer and fluid motion are detected. 
2-D and 3-D numerical predictions and experimental studies were carried out by 
Heindel et al. (1995) for steady natural convection in a heated cavity. They 
performed numerical studies for the same geometry of the experiments with two 
different working fluids water and FC-77. The discrete heat sources mounted on the 
vertical substrate and the opposite wall of the rectangular cavity was isothermal at 
room temperature. The results illustrated that, increasing the substrate/fluid thermal 
conductivity ratio, the energy passing through the heaters to the fluid decreased while 
the amount entering the substrate increased. As a result, the local dimensionless 
temperature decreased along the solid/fluid interface.  
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Moreover, with increasing the Rayleigh number, the convection coefficients on the 
heater face increased the vertical velocity of the fluid accordingly. The effect of the 
different working fluids is shown in Figure (2.2) when the Rayleigh number is 108. 
The value of dimensionless heat flux at the solid/fluid interface for water is larger 
than that of the FC-77 and the large variations in heat flux are apparent near the 
heater/substrate interfaces for both fluids. The authors observed that the experimental 
results were in good agreement with the 3-D numerical predictions, while the 2-D 
numerical predictions exceeded those of 3-D model by 10 − 15 %.   
In the same year, Heindel et al (1995) presented 2-D numerical study for closed 
enclosure heated by three heat sources flush mounted on the vertical substrate and 
cooled by the opposite isothermal wall. The other walls of the enclosure assumed as 
Figure (2.2) Local dimensionless heat flux distribution for water and FC-77 at 
the solid/fluid interface for Rayleigh number = 108 (Heindel et al. (1995)) 
Water  
FC-77  
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adiabatic. Moreover the enclosure filled only by dielectric liquid FC-77. They 
pointed that, the value of fluid flow inside the enclosure very weak and the heat 
transfer within the enclosure controlled by conduction but with very high Rayleigh 
number value the attendance of convection became clear. Additionally with 
increasing Rayleigh number, the dimensionless temperature decreased. Thermal 
spreading in the substrate increases with decreasing Rayleigh number and with 
increasing values of the substrate/fluid thermal conductivity ratio. As the 
substrate/fluid thermal conductivity ratio increases, the discrete heater locations lose 
their thermal identity and become almost indistinguishable.   
Tou et al. (1999) studied numerically steady and 3-D natural convection cooling 
from array of discrete heat sources mounted on one vertical wall of a rectangular 
enclosure filled with various liquids and cooled by opposite wall while the other 
walls assumed adiabatic. The effects of Rayleigh number, enclosure aspect ratio 
(ratio of height to length) and Prandtl number were investigated. Rayleigh number 
and enclosure geometry played a key role in setting up the flow and thermal field. 
The authors noticed  the flow field is complex and the heat transfer from the discrete 
heaters was not uniform. In addition, maximum heat transfer occurred at the bottom 
heater and the minimum at the top. The effects of Prandtl number were negligible in 
the range from 5 to 130. This allows the use of liquids such as water for studying 
other dielectric liquids. 
Tso et al. (2004) showed the flow and temperature pattern evolution at different 
inclined angles and Prandtl number  𝑃𝑟. They investigated experimentally and 2-D 
and 3-D numerically laminar natural convection from 3 ∗ 3 arrays of discrete heaters 
mounted on one vertical wall of a rectangular cavity filled with water and cooled by 
the opposite isothermal wall. It was noticed that, heaters in the same row had almost 
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the same temperature, due to the weak velocity in the horizontal direction. Moreover, 
when the enclosure was located in the horizontal direction (heated from below), the 
flow and temperature fields become complex and distorted. However, the horizontal 
orientation was better because the lowest Nusselt number among the three rows was 
higher than those of other orientations. They concluded that the edge effect increases 
heat transfer greatly. Without edge effects, the results of 2-D model were close to 
those of 3-D model. 
Bhowmik and Tou. (2005) used water to study experimentally the single phase 
transient natural convection heat transfer from four electronic chips, which are 
mounted on one vertical wall of a rectangular channel with different heat flux input. 
The effect of heat flux and geometric parameters were investigated. Their results 
indicate that the heat transfer coefficient is affected strongly by the number of chips. 
In addition, the Nusselt number decreases continuously with time as the heat transfer 
coefficient decrease while the Rayleigh number increases during the transient period. 
Their results in steady state are compared favourably with other studies for steady 
state forced and natural convection for a similar geometry.  
Bhowmik et al. (2005) investigated experimentally the convection heat transfer from 
four discrete electronic chips in a vertical rectangular channel using water as the 
working fluid. Their study covered a laminar flow under natural, mixed and forced 
convection conditions with different values of Reynolds number (the ratio of inertial 
to viscous force). The heat flux that applied to the heat sources ranged from 
0.1𝑊 𝑐𝑚2⁄  to 0.6𝑊 𝑐𝑚2⁄  and the temperature of inlet water was at 24℃. During the 
experiments, the chip temperatures always remained less than 70℃. 
The results showed that, there is a proportional relationship between Nusselt number 
and Reynolds number. When the Reynolds numbers are decreased, the reduction in 
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Nusselt number due to forced convection effects is balanced by an increase in the 
buoyancy- driven secondary flow. For a further reduction of Reynolds number, the 
strength of the buoyancy-flow was increased which offsets the decrease in the 
Nusselt number due to a reduction in the forced flow. Further decrease in Reynolds 
number led to a decay of the forced convection component and converted the flow to 
pure natural convection. 
An experimental and numerical study of conjugate heat transfer by conduction and 
natural convection on a heated vertical wall was carried by Bilgen (2009). The 
system considered is a wall subject to uniform heat flux and cooled on both sides by 
natural convection of the surrounding air. It was noticed that the Nusselt number 
depends on the Rayleigh number, and it is a weak function of conductivity ratio 
between the wall and the fluid. The thickness of the wall was investigated and the 
effect of conduction on natural convection heat transfer was found to be from 40% 
for thin walls to 12% for thick walls. 
Aminossadati and Ghasemi (2011) studied 2-D steady state natural convection in an 
isosceles triangular enclosure with a heat source located horizontally at one of its 
walls and filled with an Ethylene Glycol–Copper nanofluid (EG-Cu). They examined 
numerically the effects of solid volume fraction, variation heat source location and 
Rayleigh number on the thermal performance when the two other walls were 
assumed isothermal. They noticed that the thermal performance of the enclosure was 
improved with an increase in the Rayleigh number and solid volume fraction. The 
heat transfer rate was affected by the heat source position with various Rayleigh 
numbers. When Ethylene Glycol–Cu nanofluid filled the enclosure, the heat transfer 
characteristic was better than when pure Ethylene Glycol was used. 
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2.4.3 Comparison between Using Different Fluids 
In most electronic devices, the CPU temperature should not exceed 85℃ 
(Ramaswamy et al 2002), therefore many researchers have immersed the electronic 
chips in dielectric liquids such as fluorocarbon liquids. The main disadvantage for 
these liquids is the high price and the low thermal conductivity that is the main 
reason for reducing the applying power on the CPU. Water has high thermal 
conductivity and cheaper than dielectric liquids, therefore it is preferred to use as 
working fluid. 
There are some studies that have been done to compare between the effects of using 
water or air as working fluid on the heat transfer behaviour within enclosures.   
Neymark et al. (1989) investigated experimentally the effect of the internal vertical 
partitions on the natural heat transfer within the enclosure. The partition position was 
at the centre of the enclosure and it had doorway geometry with the height fixed at 
one-half the enclosure height. One of the vertical walls of the enclosure was 
differentially heated and the opposite wall was isothermal. The other surfaces were 
considered to be adiabatic. Two different working fluids were used in their study, 
namely, water and air. To achieve the similarity between two cases of natural 
convection of water and air the experiments requires matching geometry, the thermal 
boundary conditions, 𝑅𝑎 and 𝑃𝑟. 
The similarity of Rayleigh number between air and water can be achieved by 
appropriate choice of length scale and temperature difference but it is not possible to 
match the Prandtl numbers of air and water. 
They concluded that, the aperture size has a great effect on the temperature across 
the aperture. With decreasing the size of aperture, the temperature across the aperture 
is increased due to the aperture resistance increment. For a given aperture width, the 
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aperture temperature difference of air is greater than the water as illustrated in Figure 
(2.3). 
 
 
 
 
 
 
 
 
Bar-Cohen (1993) described the features and performance of different cooling mode 
for a number of fluids in his survey.  It was found that natural convection in liquids 
has the added advantage of higher cooling rates compared to those in air for a given 
temperature difference. He also noticed that water appears to be the best coolant 
fluid because it has large specific heat and high thermal conductivity compared to 
others. Moreover, water is an effective coolant and offers greater uniformity of chip 
temperatures than air-cooling but the use of liquid necessitates the presence of an 
enclosure. In many applications involving the packaging of high dissipation 
equipment such as power supplies, hermetically sealed units may be employed. 
Hsieh et al. (1994) presented an experimental study of natural convection inside a 
rectangular enclosure where it was heated at one of the vertical wall and cooled from 
the opposite wall. The other walls remained adiabatic. The effects of different values 
Figure (2.3) Temperature difference across aperture in air and water 
vs aperture width at 𝑅𝑎 = 2 × 10
12, Neymark et al. (1989) 
Aperture width  
 
Air 
Water 
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of Rayleigh number, aspect ratio (the ratio of height to length of enclosure) and three 
different working fluids (air, water and silicone oil) were investigated. 
Their results showed that the circulation pattern within the enclosure became clear as 
Rayleigh number and aspect ratio increased. Moreover, the effects of Aspect ratio on 
heat transfer were not clearly noted for all the cases that they studied. However, the 
Prandtl number effects were notable for the thinner thermal boundary layers for 
higher Prandtl numbers. 
Steady and 2-D natural convection heat transfer in an enclosure heated from below 
and symmetrically cooled from the sides was studied numerically by Ganzarolli and 
Milanez (1995). The boundary condition for the bottom wall of the cavity was at a 
uniform temperature or uniform heat flux while the two vertical walls were at a 
uniform temperature. The top wall was isolated and two different working fluid (air 
and water) were examined. In addition, the effect of aspect ratio (the ratio of length 
to height of enclosure) and Rayleigh number were also investigated. 
From their results, for the square cavity, different boundary conditions at the cavity 
bottom wall did not strongly affect the flow. For a shallow cavity, the flow and 
thermal fields within the enclosure depend on the boundary condition that applied to 
the heated wall. In the case of uniform temperature, the cavity was not always 
thermally active along its whole extension and the flow was not uniform. For the 
uniform heat flux boundary condition, even for low values of Rayleigh number, the 
streamlines and the isotherms occupied more uniformly the whole enclosure. Water 
gave more uniform results than air and had low temperature values. 
Turan et al. (2012) have studied numerically the effect of constant wall temperature  
and constant wall heat flux boundary conditions at the vertical side walls for laminar, 
steady state and 2-D natural convection in rectangular enclosures with different 
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aspect ratios 𝐴𝑅 (height to length of enclosure) while the horizontal walls assumed 
to be adiabatic. The range of the Rayleigh number was between 104 to 106 where 
the enclosure was filled with two different fluids (air and water).  
Their results shows that for both constant wall temperature and constant heat flux 
boundary conditions, when the Rayleigh number is increased the mean Nusselt 
number also increased. Further, In the case of constant wall temperature boundary 
condition, the mean Nusselt number increased up to a certain value of the 𝐴𝑅𝑚𝑎𝑥 
then after this value the mean Nusselt number started to decrease but in the constant 
wall heat flux the mean Nusselt number increased as 𝐴𝑅 increased. The authors 
concluded that, water has better thermal management than air. 
2.4.4 Effect of Adding Fins inside the Enclosure 
The size of a heated surface has a big influence on the rate of heat transfer. Basically, 
the heat transfer increases as the heated surface area increases. The best way to 
increase the area of the heated surface is by installing fins. These fins may take 
different shapes such as pin fins or plate fins. In general, parallel plate fin arrays are 
often used to enhance heat transfer by free convection and the fluid flow between the 
fins is usually assumed as two-dimensional which gives results close to the three-
dimension analysis as shown by Hung et al (1989). There are limited investigations 
for using a heat sink inside an enclosure installed on the substrate. Also, the CPU 
thermal analysis in a dimensional form and with realistic boundary condition is 
scarce in the literature. 
Elenbaas (1942) noticed that there is an interaction between the fin height and 
spacing. He concluded that, if the plates are close enough to allow interaction of the 
adjoining boundary layers, heat transfer rates diminish as fin plates spacing is 
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decreased. He also presented a relationship to calculate the mean Nusselt number for 
heat sink in natural convection mode. This relationship is used in this work. 
Heindel et al. (1996) investigated numerically and experimentally steady state and 
laminar natural convection of heat transfer from an array of highly finned discrete 
heat sources mounted on one of the walls of a cavity. The isoflux condition was 
applied on the back of the heaters while the opposite wall was assumed isothermal 
and was maintained at approximately 15℃. The cavity is filled with a dielectric 
liquid FC-77. In their experimental study, the temperature difference between the fin 
base and the cold plate was maintained below 70℃. Their results show that the 
discrete heat sources with parallel plate fin arrays experienced a heat transfer 
enhancement by as much as 24 and 15 times for vertical and horizontal cavity 
orientations, respectively, when compared to un-finned heaters. They concluded that 
although the simplifying assumptions in the 2-D numerical model, it however 
provides a good approximation to the results of a dense parallel plate fin array which 
was determined experimentally. In addition, they stated that the relationship that was 
proposed by Elenbaas (1942) gave good prediction for values of mean Nusselt 
number.  
Lakhal et al (1997) investigated numerically the natural convection heat transfer in 
inclined tall rectangular enclosures. Different number of fins attached horizontally to 
one heated vertical wall and the opposite wall was isothermal as a cold wall. The two 
horizontal walls were adiabatic and the enclosure filled with air. They studied the 
effect of Rayleigh number, fin length and enclosure inclination. 
They indicate that the heat transfer through the enclosure is considerably affected by 
the presence of the fins. At low Rayleigh numbers, the heat transfer regime is 
dominated by conduction. Moreover, the heat transfer generally decreases as the fins 
 32 
 
length increased. That is because the enclosure is divided into small cavities with 
increase number and lengths of fins. They examined the enclosure inclination angle 
in the range of (0 − 60°) and they noticed that the heat transfer decreased with 
increasing inclination angle of the tall enclosure and the strength of the circulation in 
the cavity was also decreased. 
Nada (2007) investigated experimentally the natural convection heat transfer in 
vertical and horizontal rectangular narrow enclosures filled with air. The enclosure 
was heated from one wall and the opposite wall was isothermal while the other two 
walls were adiabatic. Different number of plate fins attached to the base and then 
were installed on the heated wall. The fin spacing and fin lengths were examined for 
both orientations at a wide range of Rayleigh number. 
It has been found that, the rate of heat transfer was increased by using fins with any 
fin array geometries. Also, Nusselt number and fin effectiveness (defined as the ratio 
of the total heat transfer rate in presence of fins to that in absence of fins) increased 
with increasing the fin length. Again, the Nusselt number and finned surface 
effectiveness increased with increasing fin length in the examined range. For both 
orientations, the Nusselt number increased as the fin spacing decreased, then after 
certain value of fin spacing, Nusselt number decreased with further decrease in fin 
spacing. 
Frederick and Moraga (2007) studied numerically 3-D natural convection of air in a 
cubical enclosure with horizontal fin attached to the vertical hot wall. The opposite 
wall is kept at a constant temperature and the horizontal walls were assumed 
adiabatic. They investigated the effect of Rayleigh number, fin width and thermal 
conductivity ratio (the ratio between thermal conductivity of fin to air) on the heat 
transfer within the enclosure. 
 33 
 
They found that the addition of fin with low thermal conductivity ratio reduces the 
heat transfer compared to the un-finned case. With increasing the thermal 
conductivity ratio, there was an enhancements of about 20% and that is because of 
more heat is dissipated from fin faces. They concluded that finding the optimum 
width of the fins is important to enhance heat transfer. Fins shorter or wider than the 
ones considered in their study would give lower heat transfer rates. The short fins 
have small area, their contribution to overall heat transfer is limited, and the wide 
fins block the air flow inside the cavity. 
Bocu and Altac (2011) studied 3-D laminar natural convection heat transfer in 
rectangular enclosures filled with air numerically. The enclosure was heated from 
one of its vertical wall and was cooled from the opposite isothermal wall while the 
other walls of the enclosure were insulated. Also, a number of isothermal pin fins 
were installed to the interior of the hot wall in different arrangements, diameters and 
lengths to enhance the heat transfer. 
Different values of Rayleigh numbers were imposed for all cases to obtain the 
temperature field and the mean Nusselt numbers over the cold wall. They pointed 
that for a fixed case (pin fin configuration, pin length and/or diameter) the Nusselt 
number increased as the Rayleigh number incremented. The ratio of Nusselt number 
for the case which has fins to that without fins increased as the number of pins 
increased, as illustrated in Figure (2.4).  
From the different arrangements of the pin fins, the staggered arrangement seems to 
be the best configuration. The heat transfer from horizontal arrangement is about 4- 
7% more than that of the vertical arrangement. 
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2.5 Summary  
In the electronics industry, the demand of enhancing the performance of devices is 
constantly increasing because of the increase in the heat load of the electronic 
packaging. This demand led to design high performance cooling solutions by 
introducing new technologies and optimization of current methods. Over the years, 
cooling systems for electronic devices have evolved from natural convection and 
single phase forced convection schemes to two-phase cooling systems with their 
associated high heat transfer coefficients. 
In recent years, great attention has been given to single phase liquid cooling system 
because of its ability to remove large amount of heat. For the reason of very high heat 
transfer coefficient of liquids, they are considered as a promising technique for 
efficiently cooling the high powered chips and CPUs.   
Rayleigh number 
Figure (2.4) Variation of the NNR with the Rayleigh number and the 
pin numbers for and vertical pin arrangements, Bocu and Altac (2011) 
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From the literature, there are three common approaches to study the conjugate natural 
convection analytical, numerical and experimental. Due to the cooling system being 
complicated and consisting of many parameters, the analytical approach is not 
sufficient because it is limited to highly simplified problems (Bilir, 2009). Using a 
numerical method can overcome many problems which are related to the complexity 
during experimentation. The traditional experimental approaches of heat transfer to 
gathering the detailed data is based on thermocouples which suffer from several 
shortcomings; for example, the thermocouples can only measure temperature at 
discrete locations on the surface, thus no information on the temperature distribution 
can be obtained (Gerardi et al. (2010)). Choosing suitable numerical approach can 
overcome the above difficulties and can save time and efforts. But the accurate 
predictions of the results rely on the accuracy of the boundary and initial conditions.   
As a precursor to this research study, extensive literature review of single phase 
liquid cooling systems has been undertaken and some useful conclusion can be 
summarized as follow: 
(a) Most the studies of heat transfer inside the enclosures were at steady state 
and 2-D. 
(b) The thermal performance is improved with an increase in the Rayleigh 
number. 
(c) Position of the hot and cold wall affected the maximum temperature. 
(d) The thermal conductivity of the substrate has a large influence on the heat 
transfer. 
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(e) For most of the previous studies, it is assumed that one wall or more are 
isothermal.   
(f) Enhancing the heated surface structure, for example using parallel plate fins, 
gives a better performance. 
(g) The computer CPU should not exceed the recommended maximum 
temperature of  85℃.  
(h) The majority of studies were performed in dimensionless form and the 
temperature values have not been presented in absolute values.  
Most of authors who investigated the temperature distribution within electronic chips 
and fluid movement in single phase arrangement within closed enclosure assumed 
one wall or some parts of the enclosure walls as isothermal heat sink. To apply this 
condition, the forced air or water must flow on the cold wall and the flow rate should 
be adjusted with time to keep the wall always isothermal. Moreover, although the 
electronic parts are worked in transient operating conditions through their life, Parry 
et al (2001) pointed that, more than 90% of the numerical studies for electronic 
equipment are steady state. This is due to previous reliability prediction methods 
such MIL-HDBK-217 (1991) which is focusing on steady-state temperature because 
of the expenses of the transient analysis. 
Desktop computers are complex in terms of heat transfer control and it is impossible 
to analyse using exact solution methods. Therefore, CFD prediction tools are adopted 
to explore various designs quickly with acceptable accuracy. In the thermal design, 
there are some successes for analysing complex electronics system using CFD. The 
detailed temperature and flow fields have been simulated through computer chassis 
with two fans using Flotherm code by Lee and Mahalingam (1995). 
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In this research, the closed cooling system will be the main part of the desktop 
computer. It consists of the enclosure being attached to the heat source on one 
vertical end and heat sink adopted as a realistic boundary condition attached to the 
other end. The enclosure then filled with different working fluids: water and air. 
Moreover, the structure of the heated surface and the effect that on the heat transfer is 
studied. In addition, the power that could be saved and the benefits gained by using 
the proposed system will be presented in terms of different ranges of temperature 
which are applied to the CPU. The CFD reviewed in this study showed that CFD 
models are widely used in heat transfer to simulate 2-D and 3-D natural convection in 
enclosures. In this work, the commercial ANSYS-Icepak software will be adopted for 
the numerical investigation. Also, experimental investigation will be conducted to 
compare gathered results against numerical prediction.   
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Chapter 3: Fluid Flow and Heat Transfer 
Governing Equations  
 
3.1 Introduction 
The starting point of any numerical simulation is to establish the governing 
equations of the problem to be solved. In this chapter, the governing equations of 
fluid mechanics and heat transfer in 3-D form are described and presented together 
with the appropriate turbulence models. Moreover a brief explanation of the 
boundary conditions is also given. 
The fluid mechanics equations are derived using the general laws of conservation of 
momentum, mass and energy. The continuity equation is obtained by applying the 
conservation equation of mass whilst the motion equations are obtained by applying 
the momentum principles. The first law of thermodynamics represent the 
conservation of energy. These equations are the Navier-Stokes equations which  
include a continuity equation, three momentum equations for each direction of the 
motion and the energy/heat equation and to close up the formulation of the equations 
a state pressure relation is also needed. 
3.2 Governing Equations 
In this section, the governing equations for steady, three-dimensional, compressible, 
viscous flow are introduced. 
3.2.1 Continuity Equation 
The continuity equation can be found from the law of the conservation of mass that 
is based on the principle of continuity. This principle expresses the rate of increase 
of fluid mass contained within a given space must be equal to the difference between 
the rates of influx into and efflux out of the space (Appel, 1959).   
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The conservation of mass according to Eulerian description can be written in a 
differential form as (Reddy 1993 and White 1988): 
𝜕𝜌
𝜕𝑡
+
𝜕
𝜕𝑥
(𝜌𝑢) +
𝜕
𝜕𝑦
(𝜌𝑣) +
𝜕
𝜕𝑧
(𝜌𝑤) = 0                                                                     (3.1)  
In Equation (3.1), the first term describes the accumulation which must be balanced 
with the second term. The rest of terms of the equation is called the convective term 
and represents the in-out mass flow from the boundaries where: 
𝜌 is the density of the fluid and 𝑢, ѵ, 𝑤 the velocity components in the x, y and z 
directions respectively.   
For incompressible fluid where the value of density 𝜌 is not changing, the continuity 
equation reduces to   
𝜕𝑢
𝜕𝑥
+
𝜕𝑣
𝜕𝑦
+
𝜕𝑤
𝜕𝑧
= 0.                                                                                                            (3.2) 
3.2.2 Momentum Equations 
The momentum equations are derived using Newton’s second law of motion applied 
to a fluid passing through an infinitesimal fixed control volume (knows as the 
momentum principle). The momentum principle describes the relationship between 
velocity, pressure and density of a moving fluid. This yields the following general 
form of the momentum equation when the fluid considered as incompressible fluid 
(Reddy, 1993): 
∇. 𝜎 + 𝑓 = 𝜌 (
𝜕𝑉
𝜕𝑡
+ 𝑉. ∇?⃗? )                                                                                              (3.3) 
Where the first term is the divergence of stress which consists of the pressure 
gradient and viscosity (𝜇∇2𝑉 − ∇𝑝), the second term is body forces and the right 
term represents the inertia. 
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After some steps and combining some equations that will result in the Navier-Stokes 
equations for incompressible fluid and are written as: 
𝜌 (
𝜕𝑢
𝜕𝑡
+ 𝑢
𝜕𝑢
𝜕𝑥
+ 𝑣
𝜕𝑢
𝜕𝑦
+ 𝑤
𝜕𝑢
𝜕𝑧
) = −
𝜕𝑃
𝜕𝑥
+ 𝜇 (
𝜕2𝑢
𝜕𝑥2
+
𝜕2𝑢
𝜕𝑦2
+
𝜕2𝑢
𝜕𝑧2
) + 𝑓𝑥 
                                                                                                                             
𝜌 (
𝜕𝑣
𝜕𝑡
+ 𝑢
𝜕𝑣
𝜕𝑥
+ 𝑣
𝜕𝑣
𝜕𝑦
+ 𝑤
𝜕𝑣
𝜕𝑧
) = −
𝜕𝑃
𝜕𝑦
+ 𝜇 (
𝜕2𝑣
𝜕𝑥2
+
𝜕2𝑣
𝜕𝑦2
+
𝜕2𝑣
𝜕𝑧2
) + 𝑓𝑦                 (3.4) 
𝜌 (
𝜕𝑤
𝜕𝑡
+ 𝑢
𝜕𝑤
𝜕𝑥
+ 𝑣
𝜕𝑤
𝜕𝑦
+ 𝑤
𝜕𝑤
𝜕𝑧
) = −
𝜕𝑃
𝜕𝑧
+ 𝜇 (
𝜕2𝑤
𝜕𝑥2
+
𝜕2𝑤
𝜕𝑦2
+
𝜕2𝑤
𝜕𝑧2
) + 𝑓𝑧 
where 
𝑓𝑥, 𝑓𝑦 𝑎𝑛𝑑 𝑓𝑧: components of body forces in the 𝑥, 𝑦 and 𝑧 directions respectively. 
𝜇: viscosity (𝑘𝑔/𝑚𝑠). 
The above equations could be written in general form as: 
𝜌 (
𝜕𝑉
𝜕𝑡
+ 𝑉. ∇𝑉) = −∇𝑃 + 𝜇∇2𝑉 + 𝐹                                                                             (3.5) 
 
3.2.3 Energy Equation 
When the first law of thermodynamics applied upon small control volume for 
incompressible fluid, the final form of energy equation in three dimensions can be 
illustrated as: 
“Energy into the element + energy generated within the element = change in internal 
energy + energy out of the element’’.  
This can be written mathematically as (Reddy 1993):  
𝜌𝑐 (
𝜕𝑇
𝜕𝑡
+ 𝑢
𝜕𝑇
𝜕𝑥
+ 𝑣
𝜕𝑇
𝜕𝑦
+ 𝑤
𝜕𝑇
𝜕𝑧
) = 𝐾 (
𝜕2𝑇
𝜕𝑥2
+
𝜕2𝑇
𝜕𝑦2
+
𝜕2𝑇
𝜕𝑧2
) + 𝑞 + 𝜑                     (3.6) 
where 
𝑞: Heat generation 
Divergence of stress Inertia 
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𝑐: Specific heat 
𝜑: Viscous dissipation which could be written as  
𝜑 = 𝜇 [2 (
𝜕𝑢
𝜕𝑥
)
2
+ 2(
𝜕𝑣
𝜕𝑦
)
2
+ 2(
𝜕𝑤
𝜕𝑧
)
2
]
+ 𝜇 [[
𝜕𝑢
𝜕𝑦
+
𝜕𝑣
𝜕𝑥
]
2
+ [
𝜕𝑢
𝜕𝑧
+
𝜕𝑤
𝜕𝑥
]
2
+ [
𝜕𝑣
𝜕𝑧
+
𝜕𝑤
𝜕𝑦
]
2
]                             (3.7) 
 
Because all the terms in viscous dissipation are quadratic, it is always positive, so 
that a viscous flow tends to lose its available energy due to dissipation. 
The above Navier-Stokes equations can be analysed by using CFD. CFD is 
successfully applied in a vast range of applications. For instance, hydraulics, engine 
flows, aerodynamics, hydrodynamics etc. The range of applications is huge and 
includes many different fluid phenomena. In this investigation the heat transfer and 
fluid flow is studied by using computer simulation methods. There are numbers of 
existing CFD software which can be adopted to analyse such problems by 
computers. 
3.3 Turbulence Models 
For turbulent flow, the velocity, temperature, and pressure fluctuate due to an 
irregular movement of particles of the fluid. Therefore, turbulent flows can be 
described by time-averaged values and fluctuations. In CFD modelling, the most 
challenging tasks are solving the turbulence effect. The flow in turbulent case is 
unstable and depends on the Reynolds Number where this represents the ratio of 
inertial forces to the viscous forces. 
Also in turbulent flow, the random fluctuations of velocity component and pressure 
term make the exact analysis difficult if not impossible even when using numerical 
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methods. It is more convenient when one separate the quantities into mean or time 
averaged values and fluctuating parts (Streeter et al. (1998)).  
The 𝑥 component of velocity 𝑢 for instance could be represented as: 
𝑢 = ?̅? + 𝑢′                                                                                                                            (3.7) 
where ?̅? and 𝑢′are the mean and fluctuating velocity components. Likewise, for 
pressure and other scalar quantities: 
∅ = ∅̅ + ∅′                                                                                                                            (3.8) 
The numerical solution for turbulent flow by using Navier-Stokes equations is very 
difficult. The stable solution of this requires extremely fine resolution for time where 
the computational time becomes significantly infeasible for calculation.  The ability 
to examine a “steady” part and develop simpler deterministic relationships for the 
fluctuating part means that, the Navier-Stokes equation can be solved with a 
reasonable computational effort. 
The turbulence models which use time averaging are many. The most popular 
models are   𝑘 − 𝜀 models, 𝑘 − 𝜔 models, Reynolds Stress models, Spalart-Allmaras 
models, 𝑣² − 𝑓 models etc. No one of them can give good results for all kind of 
flows and every model has advantages and disadvantages.  
3.3.1 The 𝒌 − 𝜺 Model 
This method is commonly used in industrial CFD applications (Poroseva and 
Iaccarino, 2001) and it is known as the two equation turbulence models (Jones and 
Launder, 1972 and Launder and Sharma, 1974). This model is widely used 
turbulence models with different forms such as STD 𝑘 − 𝜀, RNG 𝑘 − 𝜀, 
realizable 𝑘 − 𝜀. Although the 𝑘 − 𝜀 model is easy to solve with relatively quick 
convergence, however, it does not perform well in cases of large adverse pressure 
gradients (Wilcox and David, 1998). As it is mentioned, this method is classified as 
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two equations where the transport equation is solved for two turbulent 
quantities 𝑘 and 𝜀. 
𝑘: is the turbulence kinetic energy. 
𝜀: is the turbulence dissipation rate. 
𝑘 and 𝜀 are calculated by the following equations: 
For turbulent kinetic energy 𝑘: 
𝜕
𝜕𝑡
(𝜌𝑘) +
𝜕
𝜕𝑥𝑖
(𝜌𝑘𝑢𝑖) =
𝜕
𝜕𝑥𝑗
[(𝜇 +
𝜇𝑡
𝑃𝑟𝑘
)
𝜕𝑘
𝜕𝑥𝑗
] + 𝐺𝑘 + 𝐺𝑏 − 𝜌𝜀 − 𝑌𝑀 + 𝑆𝑘           (3.9) 
For turbulent dissipation rate 𝜀: 
𝜕
𝜕𝑡
(𝜌𝜀) +
𝜕
𝜕𝑥𝑖
(𝜌𝜀𝑢𝑖)
=
𝜕
𝜕𝑥𝑗
[(𝜇 +
𝜇𝑡
𝑃𝑟𝜀
)
𝜕𝜀
𝜕𝑥𝑗
] + 𝐶1𝜀
𝜀
𝑘
(𝐺𝑘 + 𝐶3𝜀𝐺𝑏) − 𝐶2𝜀𝜌
𝜀2
𝑘
+ 𝑆𝜀    (3.10) 
Where: 
𝐺𝑘: Generation of turbulent kinetic energy due to the mean velocity gradients. 
𝐺𝑏: Generation of turbulent kinetic energy due to the buoyancy. 
𝑌𝑀: The contribution of the fluctuating dilatation in compressible turbulence to the   
overall dissipation rate.  
𝑆: Source term. 
𝑃𝑟𝑘 and 𝑃𝑟𝜀: Prandtl numbers. 
𝜇𝑡: Turbulent viscosity 
𝐶1𝜀 , 𝐶2𝜀 𝑎𝑛𝑑 𝐶3𝜀: Model constants. 
There are many applications where 𝑘 − 𝜀 model is used for turbulence models to 
solve the Navier-Stokes equation numerically. Table (3.1) illustrates the Strengths 
and weaknesses of most popular turbulence models. 
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Model Strengths Weaknesses 
STD 𝑘 − 𝜀 
Strong, economical, reasonably 
accurate. 
It does not perform well in 
cases of large pressure 
gradients, swirl and rotation. 
RNG 𝑘 − 𝜀 
Has many of STD 𝑘 − 𝜀 
characteristics but it performs 
better for complex flows. 
Subjected to restrictions of 
isotropic eddy viscosity 
assumption 
Realizable 𝑘 − 𝜀 
It has nearly the same features of 
the RNG but improved 
performance for flows involving 
Planar and round jets, Rotation 
and recirculation. 
Subjected to restrictions of 
isotropic eddy viscosity 
assumption. 
Reynolds Stress Model 
(RSM) 
Most completed model 
Physically (history, transport 
and anisotropy of turbulent 
stresses are all accounted for). 
Requires more 
computational effort than 
other techniques. 
 
 
 
 Standard 𝒌 − 𝜺 model: 
Because of the standard 𝑘 − 𝜀 model is accurate and economical for a vast range of 
turbulent flows, therefore it is widely used in industrial CFD flow and heat transfer 
applications. However, the standard 𝑘 − 𝜀 model is valid only for fully turbulent 
flows.  
 RNG  𝒌 − 𝜺 model: 
It is similar to standard 𝑘 − 𝜀 but the RNG 𝑘 − 𝜀 model has an additional term in   
equation for interaction between turbulence dissipation and mean shear stress which 
improves the accuracy for rapidly strained flows. The RNG 𝑘 − 𝜀 model improved 
predictions for high streamline curvature and strain rate and Transitional flows. 
 
Table (3.1) Strengths and weaknesses of different turbulence models 
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 The realizable 𝒌 − 𝜺 model  
This model contains a new formulation for the turbulent viscosity compared with 
standard 𝑘 − 𝜀. The term realizable means that the model satisfies certain 
mathematical constraints on the Reynolds stresses, consistent with the physics of 
turbulent flows.  
The realizable 𝑘 − 𝜀 model improved performance for flows including rotation, 
recirculation and strong streamline curvature. It provides the best performance of all 
the 𝑘 − 𝜀 model versions for complex flows.  
 Reynolds Stress Model (RSM): 
The RSM turbulent model accounts for the effects of streamline curvature, swirl, 
rotation and high changes in strain rate in a stricter manner than other models. The 
RSM model gives accurate predictions for complex flows. 
3.4 Boundary and Initial Conditions  
The equations of motion require boundary conditions on all sides of the domain in 
which the solution is to be obtained, as well as on all surfaces of any objects which 
lie within the domain. When solving the Navier-Stokes equation and continuity 
equation, appropriate initial conditions and boundary conditions need to be applied. 
The boundary conditions in heat transfer and fluid mechanics is the important part of 
the solution of the Navier-Stokes equation. For every problem to be solved, the value 
of the variables at the boundary should be known. The accuracy of the results is 
strongly linked to the accurate representation of the boundaries. For example for 
turbulent flow there are many models which could be used to find the solution for 
particular problem but some of them need more effort on boundary conditions to 
meet the requirement for the model which make it harder.  
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For the initial conditions, the good guess of the different parameters values such as 
the velocities and temperature are essential to obtain the solution with less 
computation time.  
3.5 Summary 
In this chapter, the governing equations which are used to find the numerical solution 
of the cooling system have been presented. The air flow inside the computer case is 
assumed turbulent due to existing computer components such as hard drive and 
RAM card which are disturbing the air flow, therefore different type of turbulent 
models have been presented with brief details. Moreover, the importance of the 
accurate boundary and initial conditions to obtain the solution is also explained. 
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Chapter 4: Numerical Model Development and 
Solution Procedures 
 
4.1 Introduction 
In this chapter, the numerical preparations of the investigated problem are presented 
in details. During the last three decades, many researchers investigated single phase 
liquid and gas cooling system for electronic equipment by assuming one or more 
wall of the enclosure at constant temperature (isothermal) to enhance the thermal 
control for the electronic devices. The fluid flow within the enclosure occurs due to 
the buoyancy force. However, to apply the isothermal condition, a complicated and 
bulky system should be installed. Usually cold water forced to flow on the wall with 
adjustable water flow to keep the wall isothermal during the test and also using a 
high efficient thermal exchanger. Sometimes when the ambient temperature is higher 
than the cold wall temperature a refrigeration system is needed. Heindel et al. (1996) 
considered the isothermal wall and this was maintained at approximately 15°𝐶 
during their investigation. 
In the current problem, the single phase liquid and air cooling systems have been 
investigated numerically by using the ANSYS-Icepak commercial software. The 
problem is described as the closed enclosure filled with different fluids (namely: 
water and air) individually attached to Copper substrate in one side while heat sink 
attached to the opposite side. In this study, the desktop computer case with some of 
internal parts were simulated in 3-D and steady state condition was assumed to 
obtain the temperature distribution of the heater (CPU) with applicable cooling 
condition.  
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4.2 System Constraints 
During the design of cooling system there are some system constraints which should 
be determined first. The system constraints are parameters out of control of the 
designer. In this study, four system constraints were taken into account and are 
described as follows: 
4.2.1 The Rate of Removed Heat 
The rate of removed heat is the most important system constraint. In general, this 
rate is assumed to be a fixed value which is the maximum heat dissipation of the 
electronic component even if the heat dissipation has a transient manner. The heat is 
generated within the component due to the inefficiency of the electronic component 
and that the main reason of the difference between the input and output electrical 
power in Watt. In this study, the range of the heat to be removed from the heater is in 
the range (15 − 40) Watts. 
4.2.2 The Maximum Operating Temperature 
 In most components that are designed have a maximum operating temperature less 
than 100ºC (Sudhakar et al. (2010)). Generally, the maximum temperature is 
determined from the material properties of the electronic component. Because of 
most of electronic failures are temperature-related therefore maintain the 
components from high value of temperature ensure long life for the PC. For 
example, the CPU temperature in most of desktop computers should not exceed 85℃ 
(Kraus and Bar-Cohen, 1983 and Pranoto et al. (2012)), therefor the cooling system 
must be able to remove the high heat flux and maintain the devices at a desirably low 
temperature that is typically below 85℃. 
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4.2.3 Ambient Temperature 
Since the air flow on the heat sink by the fan is at the ambient temperature, the 
thermal resistance of heat sink is affected by the value of the ambient temperature. 
Because the ambient air is varying from season to anthers and from place to anthers, 
so the value of the ambient air has a great effect on the computer CPU temperature. 
According to the West Midlands Public Health Observatory (UK) 2011, the suitable 
room temperature for the living room is at 22℃, and that can be achieved by using 
control systems such as air conditioning system. 
4.2.4 The Maximum Volume of the Cooling System 
The limitation space inside the computer case is another constraint when the circuit 
boards and other parts are considered. Also in forced convection applications, more 
space is required for fans. When the cooling system is designed the available space 
must be considered carefully. A typical heat sink including the fan occupies a total 
volume of  80 × 80 × 84 𝑚𝑚3. In some applications, there isn’t enough space for 
heat sink, therefore heat pipes could be used to take the heat to another space to 
increase the heat sink. 
4.3 Geometric Setup 
Figure (4.1) shows a schematic representation of the single phase cooling system. 
The heat is generated by one small heater of dimension 37.5𝑚𝑚 × 37.5𝑚𝑚 which 
is installed centrally in one side of a Copper vertical substrate. The heater dimension 
is the same as the real computer CPU one. Another side of the substrate is attached 
to an Aluminium enclosure and then a heat sink is installed to the other end of the 
enclosure, which represents the cold wall. Due to the working fluids not being in 
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direct contact with the electric component, the water and air are individually used as 
the working fluids and the results for both are compared.  
The air flow inside the computer case is created by 90𝑚𝑚 diameter fan installed at 
the end of the computer case. The ambient air enters the computer case from the 
grille installed in the front face of the computer case. The air flow inside the 
computer case is turbulent (see Appendix B for Reynolds number calculation) and 
treated by using the  𝑘 − 𝜀 model. 
Some important parts are simulated such as the hard-drive and the power supply 
because of their effect on the flow field inside the computer case. The dimensions 
which were used for numerical model is selected to match that of the experimental 
apparatus.  
 
 
 
 
 
  
 
 
 
 
 
Figure (4.1) Schematic diagram of the numerical physical model 
X
    
Y
    
Z    
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The power that is imposed by the heater is in the range of  15 − 40𝑊 and the 
generated heat at a uniform rate. The results are displayed when the power increment 
is 10𝑊.    
Furthermore, another test was examined to study the effect of using internal heat sink 
on the maximum cooling system temperature. A dense parallel plate fin arrays 
(internal heat sink) are attached on the substrate in the opposite location of the 
heater. In addition, the fluid movement inside the enclosure is convected naturally, 
therefore the fins flow is in Y direction to reduce the obstruction of the fluid flow 
inside the enclosure. The fin number n is varying in order to find the optimum 
number of fins which give the lowest maximum temperature. The optimum fin 
number for the current study is 18. Figure (4.2) shows the geometry of the internal 
heat sink where the heat sink base thickness 𝛽𝑓𝑖𝑛, fin thickness 𝛿𝑓𝑖𝑛 and fin 
length 𝐿𝑓𝑖𝑛 are fixed at 2𝑚𝑚, 0.5𝑚𝑚 and 12𝑚𝑚 respectively as recommended by 
Heindel et al. (1996). The fin base dimension is the same as the heater dimension 
(37.5𝑚𝑚 × 37.5𝑚𝑚). 
 
 
 
 
 
 
 
 
 
 
𝐿𝑦 
𝐿𝑧 
𝐿𝑓𝑖𝑛 
𝑏 
𝛿𝑓𝑖𝑛  
Fin base 
𝛽𝑓𝑖𝑛  
Figure (4.2) Schematic diagram of internal heat 
sink 
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Figure (4.3) shows a schematic of the geometry when the internal heat sink is 
installed on the substrate inside the enclosure. In this test, the investigation only 
considered water as the working fluid. Furthermore, the study was performed 
numerically and not experimentally due to machining difficulties at the lab for the 
internal heat sink. 
 
 
 
 
 
 
 
 
 
 
 
 
The computer case and cooling system have many parts, therefore all the dimension 
of these different parts are illustrated in Table (4.1) in 𝑚𝑚 for both Figures (4.1) and 
(4.3). 
 
Components 
 
 
Height (y) 
 
Length (z) 
 
Width (x) 
 
Computer case  352 418 171 
 
Hard drive 
 
23 145 100 
 
Heater  
 
37.5 37.5 5 
 
Enclosure  
 
77 68 50 
Figure (4.3) Schematic diagram of the numerical physical model 
 
Power supply 
Hard drive 
Computer case 
Fan 
Substrate 
Heater 
RAM card  
Main board 
Enclosure 
Heat sink 
Internal Heat 
sink 
𝑌 
𝑍 𝑋 
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Substrate  
 
77 68 3 
 
Main board 
 
245 200 1 
 
Power supply 
 
89 138 148 
 
Internal heat sink 
 
37.5 37.5 14 
 
4.4 Solution Procedure 
The current investigation is to study the conjugate heat transfer from the CPU of 
desktop computer. As it is explained, the new cooling system including metal filled 
water enclosure and substrate are installed on the CPU and the maximum system 
temperature to be found numerically and experimentally and the results are 
compared. In this chapter, the attention is focussed on the numerical procedure. In 
general, there are many CFD software can be used to find the solution for such 
problem.  
The initial study on this topic has been considered during the author’s MSc research 
project (Gdhaidh, 2010). A 2-D computer program using FORTRAN computer 
language was developed to predict heat transfer and temperature variation within a 
rectangular enclosure. A simplified version of the governing equations were used 
and an isothermal boundary condition was implemented.  This has been very useful 
in developing the concepts and understanding of the subject area and is used as the 
basis in advancing the further research in this study. For more realistic applications, 
more advanced 3-D software is needed. For this study, the commercial software 
ANSYS-Icepak was used.   
The ANSYSI-Icepak is chosen here due to its capability to solve complex problems 
with already built in electronic parts, components and geometries. The size and 
boundary conditions can be easily changed to match the desired dimensions.  
Table (4.1) Physical Model Dimension in 𝑚𝑚. 
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ANSYS-Icepak software is based on a finite-volume numerical scheme to convert 
the governing equations to algebraic equations that can be solved numerically. The 
control volume method consists of integrating the governing equations about each 
control volume which yields discrete equations. This method was introduced by 
Patankar (1980). The control volume technique is explained in details in the 
following sections. 
4.4.1 Grid and Control Volume 
The ANSYS-Icepak uses FLUENT as a solver for the governing equations; the 
conservation of mass, momentum, energy and other scalars such as turbulence. The 
FLUENT solver based on the control volume technique. In the control volume 
method, the value of temperature and pressure are obtained at a set of chosen points 
called the grid points. The velocity components are calculated at the control volume 
boundaries as illustrated in Figure (4.4). 
The algebraic equations for these values (called the discretization equations) are 
derived by integrating the governing differential equations over a sub-domain 
surrounding each grid point. These sub-domains will be referred to as control 
volumes. As illustrated in Figure (4.4), the grid points are placed at the centres of the 
control volumes and the dots indicate the grid points while the dashed lines denote 
the control volume boundaries or faces. Each grid point communicates with other six 
neighbouring grid points through the six faces of the control volume. 
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4.4.2 Discretization of the Governing Equations 
For the control volume technique the integral equations are converted to algebraic 
forms. The steady state general differential governing equation is illustrated in 3-D 
as follows:  
𝜌𝑢𝑗
𝜕∅
𝜕𝑥𝑗
=
𝜕
𝜕𝑥𝑗
[𝛤
𝜕∅
𝜕𝑥𝑗
] + 𝑆                                                                                                (4.1) 
where the dependent variable ∅ is any of the unknown variables (temperature, 
pressure or velocity component). 
𝑗: takes the numbers 1, 2 or 3 which relate to the number of dimensions. 
𝑆: is the source term. 
𝜌: is density 
Figure (4.4) Grid and control volume stencil 
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To discretize Equation (4.1), the equation is integrated for an arbitrary control 
volume as follows: 
∫ ∫ ∫ (𝜌𝑢𝑗
𝜕∅
𝜕𝑥𝑗
)𝑑𝑥𝑑𝑦𝑑𝑧
𝑒
𝑤
𝑛
𝑠
𝑡
𝑏
= ∫ ∫ ∫
𝜕
𝜕𝑥𝑗
(𝛤
𝜕∅
𝜕𝑥𝑗
)𝑑𝑥𝑑𝑦𝑑𝑧
𝑒
𝑤
𝑛
𝑠
𝑡
𝑏
+ ∫ ∫ ∫ 𝑆 𝑑𝑥𝑑𝑦𝑑𝑧
𝑒
𝑤
𝑛
𝑠
𝑡
𝑏
                                                                            (4.2) 
For one face of the control volume 𝑓, the result of the above integration could be 
presented as:  
∑ 𝜌𝑓
𝑁𝑓𝑎𝑐𝑒𝑠
𝑓
𝑣𝑓⃗⃗⃗⃗ ∅𝑓 . 𝐴𝑓⃗⃗⃗⃗ = ∑ 𝛤∅
𝑁𝑓𝑎𝑐𝑒𝑠
𝑓
(∇∅)𝑛. 𝐴𝑓⃗⃗⃗⃗ + 𝑆∅𝑉                                                            (4.3) 
where  
𝐴𝑓⃗⃗⃗⃗ : area of the face 𝑓. 
𝑉: Volume of the control volume.  
𝛤∅: diffusion coefficient for ∅. 
𝑣𝑓⃗⃗⃗⃗ : velocity vector. 
(∇∅)𝑛: magnitude of ∇∅ normal to face 𝑓. 
𝑆∅: source term 
Equation (4. 3) is the general form of equations that ANSYS-Icepak solves. As it is 
mentioned before, some variables are placed at the centre of the control volume. 
However, the convective terms in the discretised equation that consist of the velocity 
components have values at the cell faces. As a result, an interpolation scheme is 
necessary to calculate the values of the different variables at the control volume 
faces by using the values at the grid points. This is accomplished using an upwind 
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scheme. ANSYS-Icepak has two different schemes of upwind (first and second order 
upwind). In the current study, the second order upwind was used for the momentum 
equations to achieve a better accuracy.  
4.4.3 Over Relaxation and Under Relaxation 
The solution for a set of nonlinear equations can be obtained via many intermediate 
solutions of nominally linear and decoupled algebraic equations. 
It is often desirable to speed up or to slow down the changes that happen from 
iteration to iteration in the values of the dependent variable. This process is called 
over relaxation or under relaxation. Over relaxation is usually derived by 
extrapolating the Gauss-Seidel method. This extrapolation takes the form of a 
weighted average between the previous iteration and the computed Gauss-Seidel 
iteration successively (Patankar, 1981). The resulting scheme being known as 
Successive Over Relaxation (SOR). 
It does not always follow that; the previous mentioned iterations would lead to a 
converged solution. At times, the values of  ∅ oscillate or drift away from what can 
be considered a reasonable solution. Such divergence of the iteration process must be 
avoided. To avoid the divergence in the iteration process, it is desirable to slow down 
the change from iteration to iteration in the values of ∅ and to have a control on the 
change of ∅. This process is called Under Relaxation and usually uses line by line 
method with this process. This technique will be applied for present problem to 
obtain the requirement convergence for the results. There are many ways of 
introducing Under Relaxation. One practice will be described here. 
With referencing to Figure (4.4), it can be noted that, since there is a control volume 
around each internal grid point, a linearized form of discretised equation for grid 
point 𝑃 can be written as: 
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𝑎𝑃∅𝑃 = ∑𝑎𝑛𝑏∅𝑛𝑏
𝑛𝑏
+ 𝑏                                                                                                    (4.4) 
where the subscript  𝑛𝑏 denotes the neighbour grid points of  𝑃. The ∅𝑃
∗  will be 
defined as the value of  ∅𝑃 from the previous iteration. Equation (4. 4) can be 
rewritten as:  
∅𝑃 = ∅𝑃
∗ + [
∑ 𝑎𝑛𝑏∅𝑛𝑏𝑛𝑏 + 𝑏
𝑎𝑃
− ∅𝑃
∗ ]                                                                              (4.5) 
The contents of the brackets in Equation (4. 5) can be interpreted as the change 
in ∅𝑃 in the current iteration. To reduce this change, an under-relaxation factor  𝜔 
(takes value between 0 and 1) can be introduced as: 
∅𝑃 = ∅𝑃
∗ + 𝜔 [
∑ 𝑎𝑛𝑏∅𝑛𝑏𝑛𝑏 + 𝑏
𝑎𝑃
− ∅𝑃
∗ ]                                                                         (4.6) 
It must be noted that, when convergence reaches ( ∅𝑃 = ∅𝑃
∗ ), Equations (4. 6) and 
(4. 4) will be the same. Furthermore, rewriting of Equation (4. 6) gives 
 
𝑎𝑃
𝜔
∅𝑃 = ∑𝑎𝑛𝑏∅𝑛𝑏
𝑛𝑏
+ 𝑏 +
(1 − 𝜔)𝑎𝑃∅𝑃
∗
𝜔
                                                                 (4. 7) 
With an appropriate value of 𝜔 in Equation (4. 7) will introduced the desired under-
relaxation into the system. When  𝜔 is close to zero, the change in ∅ values is very 
small. When  𝜔 = 1, there is no under-relaxation effect. If  𝜔 is greater than one, the 
values of  ∅ change more quickly than implied by Equation (4. 4). This behaviour is 
known as over-relaxation. This scheme accelerates convergence but will decrease the 
stability of the calculation Patankar 1981. 
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Because of the nonlinearity of the equations being solved by ANSYS-Icepak, it is 
necessary to control the change of  ∅. This is typically achieved by applying some 
under relaxation to different equations which reduces the change of ∅ produced 
during each iteration. For example, if the pressure under relaxation factor (𝜔) is 0.3, 
the change in pressure value from one iteration to the next will be restricted to 30% 
of the difference between the initial value and the newly calculated value. 
4.4.4 Treating the Coupling between Pressure and Velocity  
The discretized forms of the momentum equations contain the pressure gradient and 
that can be solved only when the pressure field is known or being estimated. Unless 
the correct pressure field is employed, the resulting velocity field will not satisfy the 
continuity equation. In the set of fluid flow equations, pressure is the only variable 
that does not have a governing equation that could be used in conjunction with the 
momentum equation to solve for the flow field. The Semi-Implicit Method for 
Pressure Linked Equations, SIMPLE, is employed to overcome this problem. The 
essential features are the replacement of the continuity equation (which does not 
include pressure) with a pressure correction and subsequent sequential manipulation 
of the velocity field. This procedure can be illustrated as follows: 
One of the steps in the solution procedure is to obtain a preliminary set of  𝑢, 𝑣 and 
𝑤 as 𝑢∗, 𝑣∗ and 𝑤∗ where the subscript ∗ given to 𝑢, 𝑣 and 𝑤 denotes that, the values 
which based on an estimated pressure field 𝑃∗. In general the starred velocities  𝑢∗, 
 𝑣∗ and 𝑤∗ will not satisfy the continuity equation, therefore the pressure and 
velocities have to be corrected, for this, it can be written: 
𝑃 = 𝑃∗ + 𝑃′                                                                                                                         (4. 8) 
Where 𝑃 and  𝑃′ are the correct pressure and the pressure correction respectively. 
The same manner could be used for the velocity equations.  
 60 
 
After integrating the continuity equation over the control volume 𝑃, the final form of 
the equation could be expressed as: 
[(𝜌𝑢∗)𝑒 − (𝜌𝑢
∗)𝑤]∆𝑦∆𝑧 + [(𝜌𝑣
∗)𝑛 − (𝜌𝑣
∗)𝑠]∆𝑥∆𝑧 + [(𝜌𝑤
∗)𝑡 − (𝜌𝑤
∗)𝑏]∆𝑦∆𝑧
= 0                                                                                                              (4.9) 
By substituting the correct velocity equations which contain the pressure correction 
into Equation (4. 9) and after arrangement this will lead to the approximation form 
of the pressure correction equation which contain the term 𝑏 defined as the mass 
source term 
𝑎𝑃𝑃𝑃
′ = 𝑎𝐸𝑃𝐸
′ + 𝑎𝑊𝑃𝑊
′ + 𝑎𝑁𝑃𝑁
′ + 𝑎𝑆𝑃𝑆
′ + 𝑎𝑇𝑃𝑇
′ + 𝑎𝐵𝑃𝐵
′ + 𝑏                                (4.10) 
𝑏 = [(𝜌𝑢∗)𝑤 − (𝜌𝑢
∗)𝑒]∆𝑦∆𝑧 + [(𝜌𝑣
∗)𝑠 − (𝜌𝑣
∗)𝑛]∆𝑥∆𝑧
+ [(𝜌𝑤∗)𝑏 − (𝜌𝑤
∗)𝑡]∆𝑦∆𝑧                                                                (4.11) 
It is found that, this approximation form of the pressure equation leads to more 
efficient algorithm and much easier to solve. 
The SIMPLE algorithm could be summarized in the following steps which should 
be followed in order to obtain the final solution; these include: 
1. Guess the pressure field 𝑃∗.  
2. Solve the momentum equations to get 𝑢∗, 𝑣∗ and 𝑤∗. 
3. Hence obtain the mass source 𝑏 from Equation (4. 11) and solve the 
pressure correction equation  𝑃′ from Equation (4. 10). 
4. Calculate the correct pressure field from Equation (4. 8) by adding 𝑃′ 
and  𝑃∗ and then find the correct velocity field.  
5. Solve other discretized equations such as temperature. 
6. Set the corrected pressure field, the corrected velocities and other 
values as initial values and then return to step 2 and repeat the 
procedure until convergence. 
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In conclusion, the next flow chart Figure (4.5) summarises the solution steps of the 
SIMPLE algorithm in simple form.  
Indeed, the SIMPLE procedure is prone to divergence unless some under-relaxation 
is used. Therefore, an under-relaxation factor for pressure 𝜔𝑝 is added to the 
Equation (4. 8) to yield: 
𝑃 = 𝑃∗ + 𝜔𝑝𝑃
′                                                                                                                 (4. 12) 
A common practice is to employ an under-relaxation factor 𝜔 around 0.5 while 
solving the momentum equations and around 0.9 for energy equation (Patankar 
1980).  
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STOP 
𝑃∗,𝑢∗, 𝑣∗,𝑤∗,𝑇∗ 
Set the initial guess values 
𝑃 = 𝑃∗ + 𝑃′ 
𝑢 = 𝑢∗ + 𝑢′ 
𝑣 = 𝑣∗ + 𝑣′ 
𝑤 = 𝑤∗ + 𝑤′ 
Correct pressure and velocities 
Solve the pressure correction (continuity) equation 
 
Solve all other discretised equations 
Solve the momentum equations 
 
Convergence 
𝑃∗ = 𝑃,𝑢∗ = 𝑢 
𝑣∗ = 𝑣,𝑤∗ = 𝑤 
𝑇∗ = 𝑇 
Set  
𝑃′ 
No 
Yes 
START 
Figure (4.5) Flow chart of the SIMPLE algorithm 
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Figure (4.6) shows a flowchart of the simulation process in ANSYS-Icepak from 
defining the geometry to obtaining the final solution. In this investigation, the 
interest is to find the maximum system temperature therefore the steady state solver 
is used to obtain the steady flow solution. 
 
   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Set the geometry 
Set the initial conditions 
Set the Boundary conditions 
Generate Mesh 
Load Mesh File 
Solve the discretized equations 
Convergence 
Set the new values 
as initial values for 
the new iteration 
Stop 
Display the results 
Yes 
No 
Figure (4.6) Flow chart describing the solution procedure, 
ANSYS-Icepak 12.1 user’s guide (2009) 
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4.5 Geometry Definition and Mesh Generation 
Once the design of model is completed, the computational mesh, which is the second 
part of pre-processing, is generated. Since the partial differential equations are 
solved in a sub domain, so the computational field is divided into cells or elements 
which are called a mesh. Icepak software is used to generate the mesh for the models 
that are used in this study and within each element, the Icepak solves the equations 
for the flow and heat transfer in the cabinet. In addition, the quality of the solution is 
strongly related to the size and quality of the mesh. To ensure a high quality mesh, it 
should be fine enough with high quality cells. That means a good computational 
mesh is essential for successful and accurate solution. A variety of mesh types can be 
used for the solution. There are three different mesh type offered by Icepak, which 
are Hexahedral Cartesian, Hexahedral Unstructured, and mesher-HD. 
Hexahedral Cartesian mesh type is generally used to a very limited and simple 
geometries. It is unsuitable to use for complicated models and geometries that have 
curved surfaces. For the other two types of meshers, the hexahedral unstructured 
meshing is the default option in Icepak and recommended for use in most 
applications of electronic devices. For complicated geometries including spherical or 
ellipsoidal objects, the HD-meshing generates a better mesh than the hexahedral 
meshing. Moreover, the HD can do everything the hexahedral method can do but the 
CFD solution takes long time to converge (ANSYS-Icepak user’s guide).  
ANSYS-Icepak automatically gives the lowest number of cells that could be used to 
obtain the solution but also allows the user to customize the meshing parameters in 
order to refine the mesh. This flexibility provides an efficient mesh generation. 
 In the current study, the hexahedral unstructured mesh is used to create grids. 
Figures (4.7), (4.8) and (4.9) show the mesh in the domain where no mesh is 
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generated outside the computer chassis. Figure (4.10) shows the mesh for the internal 
heat sink which is installed on the substrate. 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure (4.7) Mesh of the cooling system parts 
Heat sink 
Enclosure 
Substrate 
Heater 
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Figure (4.9) mesh definition for computer case walls 
Figure (4.8) Mesh of some components inside the 
computer case 
Computer case 
Power supply 
Exhaust fan 
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Increasing the number of cells gives a good mesh and increases the accuracy of the 
solution but the number of cells should not have more cells than the available 
computer resources can handle. In addition, the number of cells must be examined to 
find a suitable number of cells that gives good results with optimised computational 
time. Therefore, the mesh dependency is investigated by using different mesh size as 
it is shown in Chapter 6. For the case when there is no internal heat sink on the 
substrate, the suitable mesh size is 311,204 cells and the number of cells increased to 
416,640 when the internal heat sink has 18 fins is used.   
In addition, there are some guidelines to create computational mesh which is shortly 
named as rules of QRST (Quality, Resolution, Smoothness and Total cell count). 
1- Quality: 
The quality of mesh is one of the most critical aspects of a CFD model. The quality 
of cells in Icepak is determined automatically and when there are any problems with 
the default quality parameters, there are three quality parameters which can be 
checked.  
Figure (4.10) Mesh of the internal heat sink 
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The first parameter is the face alignment that calculates the skewness of cells. 
Skewness is defined as the difference between the shape of the cell and the shape of 
an equilateral cell of equivalent volume. Table (4.2) list the range of skewness values 
and the corresponding cell quality (ANSYS-Icepak user’s guide). 
Value of Skewness Cell Quality 
0 
< 0.02 
0.25 −  0.02 
0.5 −  0.25 
0.75 −  0.5 
1 −  0.75 
1 
Degenerate 
Bad (sliver) 
Poor 
Fair 
Good 
Excellent 
Equilateral 
 
 
According to the definition of skewness, a value of 1 indicates an equilateral cell 
(best) and the value of 0 indicates a completely degenerate cell (worst). Highly 
skewed faces and cells are unacceptable because the equations being solved assume 
that, the cells are relatively equilateral/ equiangular. In 3-D, most cells should be 
good or better but a small percentage will usually be in fair range and there are even 
a few poor cells. 
The second parameter of quality is the aspect ratio. It can be defined as the ratio 
between the largest side of the cells to the smallest side. Moreover, the slender cells 
are not preferred. The third parameter is the volume quality of cells. It is important to 
check the minimum element volume in a mesh because very small cells may lead to 
problem in the solver. 
 
Table (4.2) skewness ranges and cell quality, ANSYS-Icepak 
12.1 user’s guide (2009) 
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2- Resolution: 
It depends on the user to choose the resolution of the mesh. Even though, the 
resolution must be fine enough to capture the flow features and the solution should 
depend on the grid. In most of the numerical solution, the number of cells is 
examined to obtain the optimum grid for the problem that is being study. 
3- Smoothness: 
The users always tend to get a good cells’ distribution for the model. Within the 
model there are some critical regions where the number of cells should be more in 
these regions such as walls near the viscosity effect and less at non-critical regions. 
In this study, the critical parts are the heated element and the cooling system 
therefore a finer mesh is generated there. In addition, the transition from smaller to 
the larger cells should be smooth and the growth rate ideally should not exceed 20%. 
4- Total cell count: 
The total number of cells generated is critical to have a good mesh. For a good 
resolution, the number of cells must be increased but that increases the memory 
requirements. Also increasing the number of cells increases the calculation time. 
There are a set of rules for the meshing procedure that Icepak follows to mesh the 
different type of objects. ANSYS-Icepak operator on a “cocooning” methodology 
whereby each object is meshed individually in order to resolve the physics of the 
solution optimally. The optimal resolution of the physics depends on the specific 
problem to be solved. Figure (4.10) shows the mesh elements are very small near the 
objects to take into account the velocity and thermal gradients that are often occur 
near the boundaries of an object. On the other hand, the open spaces between objects 
are meshed with large elements to reduce the computational time and costs (ANSYS-
Icepak user’s guide). 
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4.6 Assumptions 
In order to obtain the solution of the governing Navier-Stokes equations which are 
presented in Chapter 3, some assumptions are proposed. In this section, the 
assumptions are divided into two groups: 
4.6.1 Main Assumptions 
For every numerical problem some assumptions should be adopted to reduce the 
difficulty level. The mathematical model of the present work is constrained by the 
following assumptions: 
 The heater, substrate, fluid and other parts have constant but different thermo 
physical properties. 
 3-D and turbulent flow problem. 
 Steady state heat transfer analysis is performed. 
 The enclosure walls roughness and the radiation effects are neglected.  
 The 𝑘 − 𝜀 turbulence model is used for air flow within the computer case and 
the Boussinesq approximation is used for the water and air flow inside the 
enclosure.  
 The rear side of the substrate and the heater edges are isolated from the 
surrounding to reduce heat losses.  
 The interaction between velocity and pressure is treated by the SIMPLE 
algorithm. 
4.6.2 Other Assumption 
There are other assumptions applied for the current problem and these assumptions 
are calculated and proved as follows: 
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I. Heater/substrate Thermal Resistance: 
The thermal interface resistances between the contact metal areas have a huge effect 
on the maximum system temperature. According to deSorgo (1996) when two 
surfaces are in contact , less than 1% of the surfaces are in contact as all  solid 
surfaces have certain roughness regardless of how smooth they are. Therefore, the air 
fills the remaining area which is a weak material for heat transfer. To take over this 
problem, a conductive material should replace the air. Thermal grease or thermal 
compounds may be used as thermal interface materials. In this study, the thermal 
resistance that are used is 0.18℃ 𝑊⁄  between the heater/substrate and 0.45℃ 𝑊⁄  
between substrate/enclosure. The values of the interface resistance are based on the 
thermal conductivity of the thermal greases that are used in the experimental test and 
the contact area (Yu and Webb (2001)).  
II. Radiation: 
It is important to consider the radiation when the flow within a computer case is to 
be analysed. However, the flow within the computer case in this study is assumed 
forced therefore the radiation effects could be estimated by calculating the heat 
transfer from the cooling system by using the Stefan–Boltzmann law. 
 For example, for a computer with maximum operating temperature of 72℃, a 
surrounding temperature of 22℃, a surface emissivity of 0.85 and view factor of 0.9, 
the heat that transfers by radiation is 286𝑊 𝑚2⁄ . This value is about 1% from the 
applied heat flux, so the radiation effects are neglected because it has little impact on 
the results.  For more details of the calculation, see Appendix B.  
III. Compressibility: 
The working fluid under investigation within the computer case is air. Even though 
the air is compressible, in this study, it assumed to be an incompressible fluid 
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because of the low air speed within the computer case. Panton (1984) suggested that 
the air flow can be assumed to be incompressible flow when the Mach number is 
smaller than 0.3. In this study, the Mach number is about 0.012 which is much 
smaller than 0.3. All the calculation for compressibility could be found in Appendix 
B. 
IV. Turbulence: 
The value of Reynolds number within the computer case is found to be 1.14 × 104 
(more detailed calculation is shown in Appendix B) which means that the flow is 
turbulent. In addition, existence of fans and various components within the computer 
casing create the vortices. Figure (4.11) shows the contour line of the velocity and 
the flow structure inside the computer case where the vortices can be clearly shown.  
 
 
 
 
 
 
 
 
 
 
 
In this investigation, the standard two-equation 𝑘 − 𝜀 model has been selected. The 
eddy viscosity in this model calculated by solving additional two differential 
equations for the turbulent kinetic energy 𝑘 and for the rate of dissipation of 
Figure (4.11) flow structure inside the computer case 
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turbulence energy 𝜀 which are represented by  Equations (3.9 and 3.10) respectively 
(Lam and Bremhost,1981 and  Yang and Shih, 1993). 
In this study, the working fluid is assumed to be incompressible, therefore 𝑌𝑀 = 0 in 
Equation (3.9). Moreover, the turbulent viscosity (eddy) 𝜇𝑡 is computed by 
combining 𝑘 and 𝜀 as:   
𝜇𝑡 = 𝜌𝐶𝜇
𝑘2
𝜀
                                                                                                                       (4.13) 
where 𝐶𝜇 is a constant. 
The constants in turbulent kinetic energy 𝑘, turbulence dissipation energy 𝜀 and 
turbulent viscosity equations are given in Table (4.3) as used by S. Poroseva and G. 
Iaccarino (2001). 
𝑪𝟏𝜺 𝑪𝟐𝜺 𝑪𝝁 𝑷𝒓𝒌 𝑷𝒓𝜺 
1.44 1.92 0.09 1.0 1.3 
 
 
 
These values are the default values in FLUENT and have been determined from 
experiments with air and water for fundamental turbulent shear flows. These seem to 
work well for a wide range of wall bounded and free shear flows. 
V. Approximation Parameter Modelling:  
The parameter modelling refers to modelling the object without using the exact 
geometry. For some geometries which are not directly affecting the solution, such as 
fans and grille, this parameter approximation was applied to save computational 
effort.  
 
Table (4.3) Model constants for the 𝑘 − 𝜀  model implemented in FLUENT. (Icepak 
guide) 
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For instance, the fans are modelled as a surface which creates a pressure difference 
across the face. The fan blades are not modelled as illustrated in Figure (4.12a). On 
the other hand, with the lumped parameter modelling the swirl cannot be modelled as 
shown in Figure (4.12b).    
4.7 Boundary Conditions:  
The boundary conditions are specified during the creation of the geometry which is a 
useful feature of the Icepak software. This feature makes the definition of the 
boundary conditions easier than other software. 
The governing Navier-Stokes equations are solved within the computer covering 
case, therefore no slip boundary conditions are applied at the computer walls. Hence, 
it assumed the velocities at these walls are zero:  
𝑢 = 𝑣 = 𝑤 = 0                                                                                                                 (4.14) 
The intake air orifices have a ratio of 70% of the total area which is nearly the same 
for the case that used in the experiments. Also, the intake air temperature is assumed 
fixed at 22℃.  
Figure (4.12) a. exact modelling of the fans  
                      b. Approximation parameter modelling  
(a) 
(b) 
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The thermal boundary conditions and the material for the objects inside the computer 
case are listed in Table (4.4).  
Object name Material Heat dissipation (watt) 
CPU Aluminium 
(15-40) with 10 watt 
increment 
Hard drive Aluminium 10 
CPU heat sink Aluminium- extruded ___ 
Memory card FR4 ___ 
Main board FR4 ___ 
Substrate Copper ___ 
Power supply Aluminium ___ 
  
Some parts such as the memory card dissipate heat by 7𝑊 but it does not affect the 
CPU temperature. Therefore, their thermal effects are neglected.   
The fans inside the calculation domain are modelled by a parameter assumption 
where the fans considered as circular surfaces where the pressure raises across these 
surfaces. Increasing the pressure through the surfaces creates the flow and the 
relationship between the pressure and the flow rate is taken linearly. The fan pressure 
difference is calculated to be 40𝑁/𝑚2 (see Appendix B). 
Because the system fans do not drive the air flow around the computer case, 
therefore the heat transfer mechanism from the outer walls of the computer case is 
Table (4.4) Interior condition 
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naturally convected. The values of heat transfer coefficient of air in natural 
convection lies between 2 and 25𝑊/𝑚²𝐾. Therefore, the heat transfer coefficients 
for the outer walls of the computer case should be obtained. Different correlations 
for the vertical and horizontal walls are used to obtain the heat transfer coefficients. 
The average wall temperature is calculated using a heat transfer coefficients of 
5𝑊/𝑚²𝐾 to start the iteration (Özturk, 2004). The results showed that, the average 
vertical wall temperature is  23.8℃. The heat transfer coefficients, which are used 
for the outer vertical walls, can be calculated using the following equation. 
𝑅𝑎𝑙 = 𝐺𝑟𝑙𝑃𝑟 =
𝑔𝛽𝐿3(𝑇𝑠 − 𝑇∞)
𝜐𝛼
                                                                                      (4.15) 
Where 𝑇∞ is the ambient temperature, 𝑇𝑠 is the surface temperature, 𝐿 is the height of 
the vertical plate (0.352𝑚), 𝑔 is the gravity( 9.81𝑚/𝑠²), 𝛼 is the thermal diffusivity 
(22.5 × 10−6𝑚²/𝑠 for 300 𝐾), 𝜐 is the kinematic viscosity (15.89 × 10−6𝑚²/
𝑠 ) and 𝑃𝑟 is the Prandtl number (0.7). 
𝑅𝑎𝑙 =
9.81 ×
1
295 × (0.352)
3 × (23.8 − 22)
15.89 × 10−6 × 22.5 × 10−6
= 7.97 × 106 
The flow is laminar since   𝑅𝑎𝑙  is less than 1 × 10
9. To find the average Nusselt 
number for laminar natural convection on the vertical plate the following correlations 
could be used (Incropera et al. (2000)): 
𝑁𝑢𝑙
̅̅ ̅̅ = 0.68 +
0.67 × 𝑅𝑎𝑙
1 4⁄
[1 + (0.492 𝑃𝑟⁄ )9 16
⁄ ]4 9⁄
                                                                       (4.16) 
𝑁𝑢𝑙
̅̅ ̅̅ = 0.68 +
0.67 × (7.9 × 106)1 4⁄
[1 + (0.492 0.7⁄ )9 16⁄ ]4 9⁄
= 32.76 
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To find the heat transfer coefficient for the vertical wall, the following formula can 
be used: 
ℎ =
𝑁𝑢𝑙
̅̅ ̅̅ 𝑘
𝐿
                                                                                                                             (4.17) 
where 𝑘 is the thermal conductivity of air ≈ 0.027𝑊 𝑚𝐾⁄ , therefore 
ℎ ≈ 3𝑊 𝑚2𝐾⁄  
The Rayleigh number for the horizontal walls of the computer case is calculated 
using Equation (4.15). In this case, the characteristic length 𝐿 is obtained from 𝐿 =
𝐴/𝑃, where the A is the surface area of the wall and P is the wall perimeter. 
𝐿 =
0.171 × 0.418
2 × (0.171 + 0.418)
= 0.062 
𝑅𝑎𝑙 =
9.81 ×
1
295 × (0.062)
3 × (23.8 − 22)
15.89 × 10−6 × 22.5 × 10−6
= 3.8 × 104 
Nusselt number for the horizontal wall and for the corresponding Rayleigh number 
can be obtained from the following next empirical relation (Incropera et al. (2000)): 
𝑁𝑢𝑙
̅̅ ̅̅ = 0.54𝑅𝑎𝑙
1 4⁄                 104 ≤ 𝑅𝑎𝑙 ≤ 10
7                                                                 (4.18) 
𝑁𝑢𝑙
̅̅ ̅̅ = 0.54 × (3.8 × 104)1 4⁄ = 5.25 
ℎ =
5.25 × 0.027
0.062
= 2.2𝑊 𝑚2𝐾⁄  
The above values of heat transfer coefficients are applied to compile the problem 
again and it is noticed that, the average wall temperatures were close to 23.8℃ 
therefore, there is no need to go further with the iterations and these values of heat 
transfer coefficient are used to the exterior computer case walls.  
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4.8 Selecting CFD Tools 
Thermocouples can only measure temperature at discrete locations on a heated 
surface, thus the temperature distribution for every point within the whole system 
cannot be obtained readily. Using CFD can overcome such deficiency. All surface 
temperature information can be obtained using CFD. However, the accurate 
predictions of the results rely on the accuracy of the boundary and initial conditions 
definition.   
ANSYS-Icepak software allows the modeller to model and design complex 
electronics geometries. The software has further features which are listed as follows: 
 Ability to model non-rectangular devices. 
 Contact resistance modelling. 
 Anisotropic conductivity. 
 Lumped-parameter heat sink devices. 
 External heat exchangers. 
 Automatic radiation heat transfer view factor calculations. 
4.9 Icepak Setup 
ANSYS-Icepak uses the FLUENT solver engine for thermal and fluid flow 
calculation but all the setups are carried in Icepak then the FLUENT is used to solve 
the government equations. Some parameters are left as default while others were 
calculated as follows:  
4.9.1 Under Relaxation Scheme 
Because the values of under relaxation have direct impact on convergence, so the 
under relaxation is used to minimise the error and obtain accurate solution. The 
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under relaxation technique is used for different variables in Icepak and this is set as a 
default.  
Variable Default values Used values 
Pressure 0.3 0.3 
Momentum 0.7 0.4 
Temperature 1.0 0.97 
Viscosity 1.0 1.0 
Turbulent Kinetic Energy 0.5 0.5 
Turbulent Dissipation Rate 0.5 0.5 
 
Table (4.5) shows the default values of the under-relaxation factors and the actual 
under-relaxation factors which are used in this study for Icepak. 
For high under-relaxation factors, a quick convergence could be achieved, therefore 
the factors should be selected carefully. 
4.9.2 Convergence Criteria 
Convergence is represented by the residuals.  The residuals can be defined as the 
error of the computation. When the average residuals fall under their specified 
values, the solver terminates the calculation. Generally, the converged solution does 
not always indicate an accurate solution. 
There are no universal metrics for judging convergence. The default convergence 
criterion in ANSYS-Icepak is sufficient for most models. This criterion requires that 
Table (4.5) Default and the actual under-relaxation factors used in Icepak 
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the scaled residuals for continuity, momentum and turbulence parameters decrease to 
10−3 and for energy below  10−7. 
In some cases, the residuals fell far below the above suggested values but some 
scalar values did not converge. Therefore, additional convergence monitors can be 
used. In the current study, a temperature monitors of the CPU and at the centre of the 
substrate were used. Therefore, when the convergence occur in the temperature 
values, it is possible to stop the program running even if the residuals do not go 
down below the convergence criteria. In some cases, the convergence cannot be 
reached but could achieved using the temperature monitors as shown in Figures 
(4.13 and 4.14).   
In this study, the convergence criteria for residuals of flow, turbulent kinetic energy, 
turbulent dissipation rate and energy are 10−5, 10−7, 10−7 and 10−7 respectively.  
 
 
 
  
 
 
 
 
 
 
 
 
 
 
Figure (4.13) Residuals distribution in CFD run 
Number of Iterations 
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Figure (4.13) shows that, although  some residuals do not reach the convergence 
criteria that are chosen for the problem, the final solution is obtained and converged 
as it is illustrated in the temperature monitors shown in Figure (4.14). The above 
figures illustrate the Residuals and temperature monitoring when the power input 
was set at 40𝑊 with water-filled enclosure. 
The number of iteration could be specified for other cases after specifying the 
solution convergence. From Figure (4.14), the solution is converged after 8000 
iterations, therefore there is no need to go further with the solution process after 
achieving the desired convergence.  
4.9.3 Discretization Scheme 
ANSYS-Icepak uses various numerical schemes to discretize the governing 
equations. By default, the first order scheme is used to solve the momentum and 
temperature equations. In the case of turbulent flow, the first order scheme is also the 
Number of Iterations 
Figure (4.14) Reference points temperature in the CFD run 
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default for the turbulence kinetic energy and turbulence dissipation rate if the 𝑘 − 𝜀 
model is used. In this scheme, the values of the variables ∅ at the face of the control 
volume have the same value at the cell centre as illustrated in Figure (4.15 a). This 
scheme gives a quick and relatively accurate solution. 
For more accurate solution, the second order scheme can be utilised, however, it 
could take longer time to converge (ANSYS-Icepak user’s guide). That is because 
the second order upwind schemes include a second order term of a Taylor series 
expansion of the partial differential equations Erdogmus (2011). In addition, the 
value of the variables ∅ at the control volume face is determined from the cell values 
in the two cells upstream of the face. 
By default, the pressure is solved by using the STANDER scheme (ANSYS-Icepak 
user’s guide). The second order and the body force weighted schemes are also 
available for cases which require more accuracy, however, the stander scheme is the 
recommended choice.  
 
 
 
 
 
 
 
 
 
 
 
Flow direction 
Interpolated value 
(a) 
Flow direction 
(b) 
Interpolated value 
Figure (4.15) first and second order upwind scheme Bakker 2010 
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For this study, the schemes used to simulate the governing differential equations are 
given in Table (4.6). The second order scheme is used for the momentum equations 
to give accurate results.  The first-order discretization yields better convergence than 
the second-order scheme but it yields less accurate results. 
Variable  Scheme 
Pressure  
Momentum 
Energy 
Stander (SIMPLE) 
Second Order Upwind 
First Order Upwind 
 
 
4.9.4 Initial Conditions 
ANSYS-Icepak allows the users to set the initial conditions of temperatures and 
velocities for the model. The initial temperature values is assumed for all the system 
that under investigation as the air inlet temperature at 22℃. Moreover, the initial 
pressure was set to be the ambient pressure at 101.325𝐾𝑁/𝑚2. The chosen values 
of the initial conditions are important for the solution convergence. Poor initial 
conditions lead to a delay in convergence and it may be the cause for divergence in 
some cases (ANSYS-Icepak user’s guide). 
4.10 CFD Calculations Accuracy 
Using numerical methods gives an approximate solution and always has some 
inaccuracies depending on the numerical scheme, initial and boundary conditions, 
convergence level, number of nodes/element, size of the time steps, hence some 
considerations must be taken accordingly. There are different sources of the errors in 
the results. The first one comes from the method that used to discretise the transport 
Table (4.6) discretization scheme employed in 
the computational runs. 
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equations. In this study, the Icepak software is used and it is based on the control 
volume method (CV). The main approximation of the control volume (CV) 
technique is related to the interpolations which are made at the control volume faces 
for both normal and staggered grid arrangement. 
The second source of error is the boundary and initial condition assumptions. These 
depend on the user and the complexity of applications and could also be a cause of 
errors in the solution (Menter 2002). 
There are other sources of errors such as choosing the right turbulence model, quality 
of the mesh and radiation calculations.   
Some precautions could be taken to reduce such errors or inaccuracies. For instance, 
the grid independent solution is very important aspect to decrease the error in the 
numerical results. Also, the convergence criteria should be well chosen and reached. 
4. 11 Summary 
In this chapter, the numerical setup and solution procedure of the model were 
presented. During the system design, constrains of the single phase cooling system 
for a desktop computer were considered.  Moreover, the assumptions, and the initial 
and the boundary conditions for the investigated problem were established. 
The converge criteria and the type of algorithms used to treat the coupling between 
velocity and pressure were also described. Furthermore, after the geometry was 
constructed, the mesh was generated and optimised. 
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Chapter 5: Experimental Setup for a Single 
Phase Cooling of a Desktop Computer 
 
5.1 Introduction 
The literature review which is presented in Chapter 2, showed the possibility to use 
single phase liquid cooling system to enhance the heat transfer and keep the 
electronic devices at safe temperature level. For this purpose, the experimental work 
in this study begins with an explanation of the experimental test rig, with special 
attention given to the test sections and the measurement apparatus. The calculation 
of the experimental heat transfer coefficients, heat transfer rate and temperature 
distribution are discussed in this chapter. Furthermore, a description of the 
experimental measurements is presented and the estimates of experimental 
uncertainties are addressed. 
5.2 Setup of Single Phase Cooling System 
The current study is concerned with the experimental measurement of natural 
convective heat transfer rates within a rectangular water filled enclosure mounted on 
substrate heated electrically by heat source. The outer surfaces of the enclosure 
exposed to the surrounding air. The literature showed that most investigators used 
the isothermal condition to cooling the devices. Heindel et al. (1995, 1996) 
considered a cold wall at room temperature and assumed an isothermal wall 
condition at 15℃. This will only work if one use adjustable water flow at low 
temperature to keep the wall in isothermal condition during the experiment. For a 
sustained low temperature, a refrigerator system is needed. In this study, the cold 
wall was set as a heat sink where the air is forced to flow through by an exhaust fan 
installed at the back of the computer covering case and the wall temperature changes 
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until it reaches the steady state condition.  The outer walls of the enclosure convect 
the heat to the surrounding air.   
Figure (5.1) shows a schematic diagram of the experimental facility used in this 
research. The system consists of an Aluminum enclosure, Copper substrate, heat 
sink, Aluminum heater and printed circuit board (PCB). An exhaust fan and a 
computer covering case were also used.   
 
  
 
 
 
 
 
 
 
 
 
 
 
 
Figure (5.1) Schematic diagram of experimental test facility of 
single phase cooling system 
 
 
DC power supply and controller 
Data acquisition system 
PCB board 
Thermocouples 
Heater 
Fluid in 
Water  
Enclosure  
Fins  
Substrate  
Fan  
Computer case 
Power supply 
Hard drive 
Y  
X  
𝑇1 
𝑇2 
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The dimensions of the system parts are given in Table (5.1). 
Components  
Height (y) Length (z) Width (x) 
Computer case 352 418 171 
Heat sink 77 68 44 (with fin base) 
Enclosure 77 68 50 
Heater 37.5 37.5 5  
substrate 77 68 3 
Power supply 89 138 148 
Hard driver 23 145 100 
PCB board 245 200 1 
 
 
The fan is installed at the back of the computer case with 90mm diameter to create 
the air flow. The flow rate inside the computer case, which is created by the fan, is 
fixed at 0.026m
3
/s, and the air inlet temperature is specified as room temperature at 
22℃. 
5-2-1 System Design 
In this section, the dimension and structure of the system parts have been given in 
more details. Before the confirmation of the final dimensions of the enclosure, some 
numerical simulations have been conducted to obtain the optimum design with 
respect to the available space inside the computer case and to determine the 
maximum safety temperature. 
Dimensions (𝑚𝑚) 
 
Table (5.1) Dimensions of the physical model used in this study 
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The designed system consists of two main parts inside the test section (computer 
case): heating element units and a single phase liquid cooling unit. The working fluid 
used in the single phase liquid cooling unit is water and the heater unit is used to 
represent the heating element of a high-power computer CPU. There are other parts 
such as power supply, PCB and hard drive is installed within the computer case 
because of their important effect on the air flow. Figure (5.1) shows schematic 
diagram and Figure (5.6) is photograph of the single phase liquid cooling system that 
is used in this study. The main parts of the single phase cooling system are described 
next. 
A- Enclosure 
The 50𝑚𝑚 width and 77 × 68𝑚𝑚2 rectangular-section enclosure was constructed 
from Aluminium (see Figure 5.2). The enclosure walls thicknesses are 4𝑚𝑚. 
Therefore, the water filled a volume of 60 × 69 × 50𝑚𝑚3. Different widths have 
been examined to find the optimum width for the enclosure with respect to the 
constrains mentioned previously and the numerical investigation carried in this 
research. A 50𝑚𝑚 width has been finally selected for the test rig. The enclosure was 
located between the substrate which is attached at the back and a heat sink installed 
at the front of the enclosure. These parts are connected by 2𝑚𝑚 screws at the four 
corners.  Thermal grease has been used between the different parts to prevent any 
leakage and to reduce the thermal resistance. Moreover, silicon was used to avoid 
leakages. A hole was created and located at the top of the enclosure wall to add the 
water and also to install the thermocouples which are used to measure the water bulk 
temperature within the enclosure. 
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B- Heat Source 
The heat source is made from Aluminum plate, cut into square blocks same as the 
computer CPU size (37.5 × 37.5𝑚𝑚2 and width 5𝑚𝑚). A square cavity at its centre 
has been created of size 33.5 × 33.5𝑚𝑚2 with 3𝑚𝑚 width. A standard Nichrome 
wire (26 AWG) is used as the heating element and inserted in the cavity. The 
temperature at the centre of the cavity was measured by T-type thermocouple which 
is fixed on the bed of the cavity face. The air gap was filled by a highly conducting 
thermal paste (Thermally Conductive Epoxies) which is an electrical insulator. The 
printed circuit board (PCB) was used to cover the back of the heater block. To ensure 
the firm contact between the heater body and PCB, four 2𝑚𝑚 diameter screws were 
used to fit the PCB to the heat source. To avoid any metal contact the heating 
element is covered by a Teflon tape. The heat generation rate of the heater is 
controlled by a regulated D.C. power supply. All the heater edges are isolated by 
Armaflex material to reduce the heat losses. The heating element and Aluminum 
block are illustrated in Figure (5.3).  
 
Screw hole with 
2𝑚𝑚 diameter 
77𝑚𝑚 
68𝑚𝑚 
4𝑚𝑚 
50𝑚𝑚 4𝑚𝑚 
Fluid intake with 
4𝑚𝑚 diameter 
60𝑚𝑚 Front face 
Figure (5.2) Schematic diagram of enclosure 
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C- Substrate  
The substrate in this experiment is made from Copper with 77𝑚𝑚 × 68𝑚𝑚 and 
3𝑚𝑚 thickness. The structure of the plain substrate surface is shown in Figure (5.4). 
The substrate is positioned between the heater and the enclosure by four 
2𝑚𝑚 screws. To reduce the thermal resistance between these connected parts, a 
thermal compound was used. Five T-type thermocouples were installed at four small 
holes with 1.5𝑚𝑚 diameter and one groove within the substrate. The thermocouples 
were connected to data loggers to record the temperature through the substrate as 
shown in Figure (5.1). The air gaps in the holes and the groove were filled with a 
highly conducting thermal paste to ensure accurate temperature measurements. The 
measured values by the thermocouples were considered as surface temperatures of 
the substrate. The back of the substrate is isolated by Armaflex material to minimize 
the heat loss during the experiments. 
 
Figure (5.3) Schematic diagram of the heat source 
Thermocouple  
Thermal paste 
Nichrome wire 
Teflon tape 
 
2𝑚𝑚 
5𝑚𝑚 
37.5𝑚𝑚 
37.5𝑚𝑚 
3𝑚𝑚 
Aluminium enclosure 
Heater coil  
Air gap 
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Figure (5.4) Structure of the Copper substrate 
68𝑚𝑚 
77𝑚𝑚 
38.5𝑚𝑚 
29.5𝑚𝑚 
34𝑚𝑚 
9𝑚𝑚 
3𝑚𝑚 
1𝑚𝑚 
Copper substrate 
Screw hole with 
2𝑚𝑚 diameter Thermocouple hole 
with 1.5𝑚𝑚 diameter 
Groove with 2𝑚𝑚 height 
and 1.5𝑚𝑚 depth 
Groove  
38.5𝑚𝑚 
18.75𝑚𝑚 
20𝑚𝑚 
2.75𝑚𝑚 
19.75𝑚𝑚 
3𝑚𝑚 
Substrate 
Heater 
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D- Heat Sink 
The heat sink used in this study was taken from a real computer (called TrendSonic). 
Some modification has been made to match the experimental requirement. The heat 
sink is made from Aluminium with 77𝑚𝑚 height and 68𝑚𝑚 length. The thickness 
of the fins is 0.5𝑚𝑚 and the heat sink length is 44𝑚𝑚, as shown in Figure (5.5). 
Moreover four holes with 2𝑚𝑚 diameter were made in the heat sink corners for the 
fixing screws to fix on the enclosure.  
 
 
 
 
 
 
 
 
 
The air is forced to flow through the fins by a 90𝑚𝑚 diameter exhaust fan attached 
to the back of the computer case. To ensure there is no leaking between the 
connected parts the thermal compound was used between the enclosure and the heat 
sink. The thermal compound also reduces the thermal resistance. Two T-type 
thermocouples were installed on the internal face of the heat sink base and the 
average of the thermocouples reading taken as the temperature of the heat sink base. 
Figure (5.6) illustrates the final cooling system where all the parts are shown. For 
clarity the cooling system with printed circuit board are shown in the large 
photograph. 
Figure (5.5) Heat sink configuration 
 
77𝑚𝑚 
44𝑚𝑚 
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5.2.2 Instrumentation 
The test facility was instrumented by temperature, voltage and current measuring 
devices to enable evaluating the mean heat transfer coefficient in the closed 
rectangular enclosure and analyse the overall performance of the proposed cooling 
system. 
Figure (5.6) Photograph of the proposed single phase cooling system  
 
Computer case 
Data acquisition 
Cooling system DC supply  
Heat sink 
 
Enclosure  
 
Substrate   
 
Sealant   
 
PCB  
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A- Thermocouples  
The ambient temperature (𝑇∞) was measured by using a thermometer with 1/20 of 
degree Celsius accuracy. For the other 8 points within the cooling system the T- type 
thermocouples were used  to measure the wall temperature (𝑇𝑠) and bulk fluid 
temperature (𝑇𝑓). Thermocouples measure the temperature change at their tip, where 
the two dissimilar wires are in contact, normally soldered together where the output 
of thermocouples is based on the difference in temperature between the measuring 
junction (hot junction) and the reference junction (cold junction).  
The simplicity of their assembly offers a reliable source of temperature measurement 
and can be installed in several configurations as they are both flexible and very small 
(less than 1.5𝑚𝑚 diameter). Their flexibility also enables temperature measurements 
throughout the rig which helps to maintain the simplicity of the experiment.  
In general, the T- type thermocouple is sufficient for the current study because the 
temperature range for this type is between (0 − 370℃) and the maximum 
temperature in this study is much less than the  370℃, it should not exceed 85℃. 
Moreover, the T- type has a good sensitivity of the temperature and cheaper than 
other types of thermocouple.  Table (5.2) shows previous studies of the type of the 
thermocouple used by many researchers. 
Authors  year Thermocouple type 𝑇𝑚𝑎𝑥 
Poh-Seng Lee, Suresh V. 
Garimella 
2008 T-type 95.1℃ 
Sy-Chi Kuo, Chao-Chi Shih, Chih-
Chung Chang, Sih-Li Chen 
2013 T-type 81℃ 
I. Pranoto, K.C. Leong, L.W. Jin 2012 K-type 105℃ 
L.W. Jin, K.C. Leong, I. Pranoto 2011 K-type 120℃ 
Mohamed S. El-Genk 2012 K-type 76.5℃ 
Sang M. Kwark, Miguel Amaya, 
Ratan Kumar, Gilberto Moreno, 
2010 T-type 146℃ 
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Seung M. You 
K.N. Rainey, S.M. You, S. Lee 2003 T-type - 
Rong-Tsu Wang, Jung-Chang 
Wang 
2012 T-type 57℃ 
 
B- Power Measurements  
One standard Nichrome wire (26 AWG) was heated electrically by passing DC 
current through the wire directly. The heat generation rate is controlled by a 
regulated DC power supply. The rate of power supplied was determined from the 
measured current and voltage across the wire. The device includes two meters one 
for current and another for the voltage. Therefore, using these values the applied 
power could be obtained from the following relation:  𝑃 = 𝐼 ∗ 𝑉. 
C- Data Acquisition 
A Pico TC-08 data logger consists of 8 channels was used to record temperature 
values by using a personal computer. Temperature data was analysed using 
MATLAB and Excel. A MATLAB program was used to present the measured data 
in a graphical format, which enabled immediate assessment of the data. 
The measurement was taken after a steady state conditions were reached where the 
change in thermocouples readings was not exceeding ±0.2°C then the temperature 
was recorded. Twenty readings were taken at a time interval of 5 seconds for each 
data point. The average value of the recorded twenty readings was utilized in the 
analysis of the heat transfer calculations using: 
?̅? =  
1
𝑁
 ∑𝑇𝑖
𝑁
1
                                                                                                                       (5.1) 
where 𝑁 is the total number of measurements and 𝑇𝑖 is an individual temperature 
measurement. 
Table (5.2) Survey for different type of thermocouple used in previous studies 
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5.3 Experimental Procedure 
Before running the experiments, the set-up was tested for possible leakages. Two 
different leakage tests were performed: the first test is by submerging the whole 
system in a water pool and then blowing air inside the enclosure through the sealed 
orifice. The second test is done by filling the enclosure with water and for a day the 
system was observed carefully to see if there is any leaks. 
Once the construction of the test rig was completed, the enclosure was filled with 
water and then different power inputs (𝑄) ranging between 15 − 40𝑊 with 10𝑊 
increment was applied. All measurements were conducted at steady state condition. 
Keeping the room temperature on desired conditions was extremely difficult due to a 
number of parameters controlled simultaneously during the tests therefore the 
accuracy of ambient temperature is about ∓2℃ . 
The temperature reading from the thermocouples and data logger enabled the value 
of the temperature at certain points to be determined. The heat flux was calculated 
using the 1-D heat conduction law and the finite difference form for the Fourier 
equation:  
 𝑞′′ = −𝐾(∆𝑇 ∆𝑋⁄ )                                                                                                             (5.2) 
As an example, two values  𝑇1 and  𝑇2 at the heater and the substrate respectively 
were used. The specifications of materials are known, hence the heat flux could be 
obtained as following: 
𝑞′′ = (𝑇1 − 𝑇2) 𝑅𝑡ℎ⁄ = ∆𝑇 𝑅𝑡ℎ𝑡𝑜𝑡⁄                                                                                   (5.3) 
where 𝑞′′ is the specific heat flux, ∆𝑇 the temperature difference, 𝑅𝑡ℎ𝑡𝑜𝑡  is the total 
thermal resistance and that could be calculated from the following relation: 
𝑅𝑡ℎ𝑡𝑜𝑡 = (𝑅𝑡ℎℎ + 𝑅𝑡ℎ𝑖𝑛𝑡 + 𝑅𝑡ℎ𝑠𝑢𝑏)  
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where 𝑅𝑡ℎℎ is the thermal resistance for the heater (𝐿 𝐾𝐴⁄ )ℎ, 𝑅𝑡ℎ𝑠𝑢𝑏  is the thermal 
resistance for the substrate (𝐿 𝐾𝐴⁄ )𝑠𝑢𝑏 and 𝑅𝑡ℎ𝑖𝑛𝑡  is the thermal resistance for the 
thermal paste which is calculated and equal to 0.18℃ 𝑊⁄ . 
According to Yu and Joshi (1998) and El-Genk (2012), the mean value of heat 
transfer coefficient ℎ̅ could be found by averaging the temperature value of the five 
points on the substrate 𝑇?̅?  and subtracted this from the average temperature values of 
the two thermocouples reading of water 𝑇?̅? which is installed inside the enclosure. 
Hence, the heating coefficient can be calculated using the following formula: 
ℎ̅ =
𝑞′′
(𝑇?̅? − 𝑇?̅?)
                                                                                                                      (5.4) 
After finding the value of the average heat transfer coefficient ℎ̅ from 
Equation (5.4), the average Nusselt number (𝑁𝑢̅̅̅̅ ) along the substrate/water interface 
could be written as: 
𝑁𝑢̅̅̅̅ =
ℎ̅ ℎ
𝐾𝑓
                                                                                                                               (5.5) 
After reaching the steady state with a temperature variation within ±0.2, the 
temperatures were then recorded at five-second intervals for 100 seconds. The 
averaged values were used to calculate the temperature gradient and the power input. 
According to DeSorgo (1996), all solid surfaces no matter how smooth they are have 
certain roughness. Therefore when two surfaces come into physical contact, less than 
1% of the surfaces touch each other. So in order to reduce the thermal resistance 
between the substrate and the heater body, a thermal compound is named an Arctic 
Cooling MX-2 was used and filled the micro air gaps between any two solid surfaces 
in contact. MX-2 has high conductive and low resistance compound and also is 
ideally suited to use in Computers. Since the MX-2 compound does not contain any 
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metal particles, there are no problems regarding electrical conductivity and 
capacitance. In contrast to silver and Copper compounds, contact with electrical 
traces, pins, and leads cannot result in any damage. 
5-4 Calibration and Uncertainty 
All measuring devices were calibrated and their uncertainties were resolved. These 
include thermocouples, dc voltage and current meters. 
I- Calibration  
Before the experiment was started, the thermocouples were calibrated by comparing 
their response with a standard thermometer at the same temperature. The temperature 
source used in the calibrating process was stable enough to provide a constant 
temperature for a given length of time. In this study, the thermocouples were 
calibrated by being submerged in a pool of boiling water and in an ice bath, whose 
temperature were measured with a mercury thermometer. The un-calibrated 
thermocouples reading differ slightly (0.15℃ to 0.9℃) from the thermometer 
temperatures.  
II- Uncertainty  
During measurement, there is always a margin of uncertainty. The uncertainty may 
vary considerably depending upon the particular circumstances under which the 
observation is made. The measurement uncertainties can come from the measuring 
instrument, the item being measured, the environment, or the operator.  
To find the uncertainty for the measured data, the number of measurements must be 
obtained sufficiently large (e.g. between 10-20).  A statistical process is then applied 
by using the standard deviation of the mean value to find the uncertainty for different 
variables. This can be summarised in the following formula:  
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𝑢(𝑥) = (𝑠𝑥 √𝑛⁄ ) = √
1
𝑛(𝑛 − 1)
∑(𝑥𝑖 − ?̅?)2
𝑛
𝑖=1
                                                                (5.6) 
where 𝑠𝑥 is the standard deviation computed from a sample of the population, 
𝑥𝑖  (𝑖 = 1, 2, … , 𝑛) and ?̅? is the mean average value and is given by: 
?̅? =
1
𝑛
∑𝑥𝑖
𝑛
𝑖=1
                                                                                                                          (5.7) 
In many cases, the desired output quantity cannot be measured directly but it is 
determined from several individual quantities through the data reduction equations. 
Therefore, the uncertainties analysis could be calculated according to the procedure 
described by Kline and McClintock (1953) where the method is based on careful 
specifications of the uncertainties in the various primary experimental 
measurements. The uncertainty 𝑢 of a function 𝑓 of 𝑛 variables can be presented as:  
𝑢𝑓 = √∑[𝑢𝑥𝑖
𝜕𝑓
𝜕𝑥𝑖
]
2𝑛
𝑖=1
                                                                                                         (5.8) 
where 𝑢𝑓 is the uncertainty associated with the variable 𝑥𝑖. 
Using the above, the uncertainty for temperature was found to be ∓0.5%. 
Uncertainties in voltage and current measurements were ∓0.47% and ∓0.52% 
respectively, resulting in an uncertainty for the power input of  ∓0.82%. 
The experiments of the type in which uncertainties are not found by repetition are 
called single-sample experiments as described by Kline and McClintock (1953), 
Moffat (1988) and Holman (2001).  
As the example of uncertainty determination, the measurement of the Nusselt 
number using the transient method will be considered. 
The mean Nusselt number was defined as: 
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𝑁𝑢̅̅̅̅ =
ℎ̅𝐿
𝐾
 
The mean heat transfer coefficient could be presented as: 
ℎ̅ =
𝑄
𝐴(𝑇?̅? − 𝑇𝑤̅̅̅̅ )
 
Therefore the mean Nusselt number can be written as: 
𝑁𝑢̅̅̅̅ =
𝑄𝐿
𝐴𝐾(𝑇?̅? − 𝑇𝑤̅̅̅̅ )
                                                                                                             (5.9) 
Applying the general uncertainty analysis expression of Equation (5.8) into 
Equation (5.9) gives: 
𝑢(𝑁𝑢̅̅ ̅̅ ) = [(
𝜕𝑁𝑢̅̅̅̅
𝜕𝑄
. 𝑢(𝑄))
2
+ (
𝜕𝑁𝑢̅̅̅̅
𝜕𝐿
. 𝑢(𝐿))
2
+ (
𝜕𝑁𝑢̅̅̅̅
𝜕𝐴
. 𝑢(𝐴))
2
+ (
𝜕𝑁𝑢̅̅̅̅
𝜕𝐾𝑤
. 𝑢(𝐾𝑤))
2
+ (
𝜕𝑁𝑢̅̅̅̅
𝜕𝑇?̅?
. 𝑢(𝑇?̅?))
2
+ (
𝜕𝑁𝑢̅̅̅̅
𝜕𝑇𝑤̅̅̅̅
. 𝑢(𝑇𝑤̅̅ ̅̅ ))
2
]
1/2
                                            (5.10) 
where the partial derivatives are given as: 
𝜕𝑁𝑢̅̅̅̅
𝜕𝑄
=
𝐿
𝐴𝐾𝑤(𝑇?̅? − 𝑇𝑤̅̅̅̅ )
 
𝜕𝑁𝑢̅̅̅̅
𝜕𝐿
=
𝑄
𝐴𝐾𝑤(𝑇?̅? − 𝑇𝑤̅̅̅̅ )
 
𝜕𝑁𝑢̅̅̅̅
𝜕𝐴
=
−𝑄𝐿
𝐴2𝐾𝑤(𝑇?̅? − 𝑇𝑤̅̅̅̅ )
 
𝜕𝑁𝑢̅̅̅̅
𝜕𝐾
=
−𝑄𝐿
𝐴𝐾𝑤2(𝑇?̅? − 𝑇𝑤̅̅̅̅ )
 
𝜕𝑁𝑢̅̅̅̅
𝜕𝑇?̅?
=
−𝑄𝐿
𝐴𝐾𝑤(𝑇?̅? − 𝑇𝑤̅̅̅̅ )2
 
𝜕𝑁𝑢̅̅̅̅
𝜕𝑇𝑤̅̅̅̅
=
𝑄𝐿
𝐴𝐾𝑤(𝑇?̅? − 𝑇𝑤̅̅̅̅ )2
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Substituting these partial derivatives into Equation (5.10) gives: 
𝑢(𝑁𝑢̅̅ ̅̅ ) = [(
𝐿
𝐴𝐾𝑤(𝑇?̅? − 𝑇𝑤̅̅̅̅ )
∗ 𝑢(𝑄))
2
+ (
𝑄
𝐴𝐾𝑤(𝑇?̅? − 𝑇𝑤̅̅̅̅ )
∗ 𝑢(𝐿))
2
+ (
−𝑄𝐿
𝐴2𝐾𝑤(𝑇?̅? − 𝑇𝑤̅̅̅̅ )
∗ 𝑢(𝐴))
2
+ (
−𝑄𝐿
𝐴𝐾𝑤2(𝑇?̅? − 𝑇𝑤̅̅̅̅ )
∗ 𝑢(𝐾𝑤))
2
+ (
−𝑄𝐿
𝐴𝐾𝑤(𝑇?̅? − 𝑇𝑤̅̅̅̅ )2
∗ 𝑢(𝑇?̅?))
2
+ (
𝑄𝐿
𝐴𝐾𝑤(𝑇?̅? − 𝑇𝑤̅̅̅̅ )2
∗ 𝑢(𝑇𝑤̅̅ ̅̅ ))
2
]
1
2⁄
       (5.11) 
Table (5.3) gives the estimated uncertainty values for each of input used in the 
experimental studies when the applied energy was set at 40𝑊. 
Variables Units Uncertainty 
Heat energy (𝑸) 𝑊 0.82% 
Thermal conductivity (𝑲) 𝑊 𝑚𝐾⁄  0.6% 
Height (𝑳) 𝑚 0.01% 
Area (𝑨) 𝑚2 0.015% 
𝑻𝒔̅̅ ̅ ℃ 0.52% 
𝑻𝒘̅̅ ̅̅  ℃ 0.52% 
 
By using the variables in Table (5.3) and also the other values from Table (5.1) into 
Equation  (5.11), the uncertainty in Nusselt number was found to be about 2%. By 
following the same process, the uncertainty for the Nusselt number with different 
power input was determined. 
Table (5.3) Variables uncertainties 
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5.5 Summary 
This chapter began with a description of the experimental setup of the single phase 
liquid cooling system for the desktop computer and the instrumentation used for this 
study. This included the design and construction of the different parts within the 
system. Previous studies were discussed and the lessons learned were used to select 
some components of the system that were used in this investigation. The 
experimental procedure that is used to obtain the different parameters is also 
presented in this chapter. 
The focus of the design was on the generation of accurate results as the cooling 
system is small and errors can easily effect the final results. A central computer 
system was used to control, record and save the results. 
The instruments, which consists of the cooling system, is calibrated before the 
experiments were processed.  The uncertainty in the measured data is obtained to 
improve the quality of the measurement.  
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Chapter 6: Results, Analyses and Discussion 
 
6.1 Introduction 
In this chapter, the numerical and experimental results are presented for a power 
input ranges between 15 − 40𝑊 for two different working fluids (water and air). 
However, the attention is mostly focussed on the water. Firstly, the numerical 
simulation was run for different cases having similar physical dimensions to those 
used for the experimental tests. The numerical results were then used to construct 
and optimise the size of the enclosure for the experimental test rig. Secondly, the 
experimental results are obtained for different test cases. Some of the numerical 
results were compared against the experimental measurement for validation. It is 
shown that the numerical and experimental results compared favourably.  Further 
test cases have only been done numerically because of the difficulties to manufacture 
and fit thin fins.  
Finally, the estimated power that could be saved by using the proposed cooling 
system is presented. 
6.2 Preliminary Results 
In this part, the coupled conduction and natural convection transport from an array of 
discrete heat sources mounted on one vertical wall in a closed enclosure filled with 
FC-77 is investigated numerically. One vertical wall is composed of three discrete 
heat sources mounted in a substrate, which has different thermal conductivity, and an 
isoflux condition is imposed at the back of each heat source while the back of the 
substrate and two horizontal walls are assumed adiabatic. The opposite vertical wall 
is remained isothermal. Figure (6.1) illustrates the case that is studied in this work 
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Heater 2  
Heater 3  
g  
Substrate  
where it has the same dimensions as that used by Heindel et al (1995) and these are 
given in Table (6.1). 
 
 
 
 
 
 
 
 
𝐻 𝐿𝑧 𝑃𝑧 𝑆 𝑆𝑠 𝜆1 𝜆2 
96𝑚𝑚 12𝑚𝑚 16.8𝑚𝑚 12.0𝑚𝑚 6𝑚𝑚 25.2𝑚𝑚 25.2𝑚𝑚 
 
The study was performed in dimensionless form to simplify the problem. The 
procedures to change the governing equations and boundary conditions to 
dimensionless form are presented in (Gdhaidh, 2010). 
6.2.1 Model Validation 
The numerical model was validated against the published work by Heindel, et al. 
(1995). Both studies were done for dielectric liquid FC-77 where 𝑃𝑟 = 25, 
heater/fluid thermal conductivity ratio (𝑅ℎ) = 2350 and substrate/fluid thermal 
Figure (6.1) schematic diagram of the physical model 
(Heindel, et al, 1995). 
 
Table (6.1) Configurations of the physical model for the problem 
𝑢 
𝑍 
𝑌 
𝑋 
𝑣 
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conductivity ratio (𝑅𝑠) = 10 for modified Rayleigh number in the range (10
4 ≤
𝑅𝑎𝑙𝑧 ≤ 10
7). 
Figure (6.2) illustrates the local dimensionless temperature profiles 𝜃 at the 
solid/fluid interface 𝑦 𝐿𝑧⁄ . The Heindel et al. (1995) results are plotted on the same 
figure of the current work and the blue curves denoted to their results. It is noticed 
that, the deviations between the two results decrease as the value of Rayleigh number 
increased. The biggest deviation between two works occurs at the bottom of the 
enclosure. When the Rayleigh number is 104 the difference between the two studies 
is about 10% where the temperature in current work is less than the temperature of 
the compared work. Similarly when Rayleigh number is 107 the difference reduced 
to 7%.  
 
 
 
 
 
 
 
 
 
 
 
 
Figure (6.2) comparing the local dimensionless temperature profiles at the 
solid/fluid interface for FC-77 25rP , 2350hR , and 10sR for the 
present work and Heindel et al. (1995) 
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Moreover, the deviation between the two results also reduced with 𝑦 𝐿𝑧⁄ . At the 
heater where the temperature reached the maximum value, the percentage of 
difference is 4.47% and 2.2% for 𝑅𝑎𝑙𝑧 = 10
4 and 𝑅𝑎𝑙𝑧 = 10
7 respectively. 
6.2.2 Icepak vs FORTRAN Code Results 
Here, the results obtained from 3-D Icepak predictions were compared against 2-D 
FORTRAN results.  
The FORTRAN results presented in dimensionless form, therefore for comparison 
they were converted to the appropriate dimension by using the temperature 
dimensionless formula. The solid/fluid interface temperature when the Rayleigh 
number is 105 for both results is compared as shown in Figure (6.3). 
 
 
 
 
 
 
 
 
 
 
 
 
Figure (6.3) shows slight difference between the two predictions. The 2-D 
predictions exceed those of the 3-D model by 6.7%. The difference here is related to 
the thermal spreading in the 𝑧 direction which is neglected in 2-D model. The 
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Figure (6.3) Comparison of the solid/fluid interface temperature 
𝑇 between Icepak and FORTRAN prediction for 𝑅𝑎𝑙𝑧 = 10
5 
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deviation between the two results at the top and bottom of the enclosure is smaller 
than the heaters region and that due to the value of the thermal conductivity is small 
in the substrate region therefore the effect of the 3-D is small. 
6.3 Numerical Predictions using ANSYS-Icepak  
In this part of the study, the commercial software ANSYS-Icepak is used to simulate 
and obtain the solution for the proposed cooling system. The 3-D model constructed 
using similar physical dimensions to that of the experimental test rig. 
6.3.1 Grid Independence 
The mesh is generated using ANSYS-Icepak software using an unstructured mesh. 
This allows the mesh density to vary from fine mesh to coarse mesh within the same 
model. The coarse mesh is beneficial as a less number of elements required in 
simulation but with less accurate results obtained.  
In order to use appropriate grid sizes for the numerical investigation, the effect of the 
elements number and grid size was tested in the grid dependence study. Several 
numbers of elements were tested with the consideration of both the accuracy of 
simulation outputs and the computation time duration. 
The temperatures at two specific points (𝑇1 and 𝑇2, as illustrated in Figure (5.1)) are 
selected for this study when the heat energy is at 40𝑊 and working fluid is water. 
These points are at the middle of the heat source, representing maximum 
temperature 𝑇1, and at the middle of the substrate, representing the substrate/water 
interface temperature 𝑇2. The main testing results are given in Table (6.2), which 
reveals that the number of cells needed are 311,204 as further refinement of grid 
points from 311,204 to 603,313 had  little effect on the temperatures at the selected 
locations even though the computing time increases substantially.  
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Applied power (𝑾) Number of cells 
        Temperature (℃) 
    𝑻𝟏                                   𝑻𝟐 
 
Maximum change 
of T due to the 
change of number 
of cells (%) 
𝟒𝟎 
126,790 
311,204 
603,313 
 73.95                           64.01 
 74.26                           65.43 
 74.41                           65.47 
2.17 
0.2 
----- 
 
Table (6.2) Results of the grid independence study 
 
6.3.2 Enclosure Aspect Ratio Effects 
During the design of the cooling system, a number of limitations/constrains have 
been considered, such as the available space for the cooling system inside the 
computer case, the weight of the cooling system and the maximum allowed 
operation temperature of the system. These constraints are considered in this study to 
obtain the optimum enclosure aspect ratio (𝑤/ℎ) with the conditions of a fixed 
height of the enclosure at 77𝑚𝑚 and an applied power (𝑄) of 40𝑊 when the 
working fluid used is water.  
Figure (6.4) illustrates the fitted curve of the maximum heater temperature (𝑇1) for 
different enclosure aspect ratio in a range of  0 − 0.78  with 0.13 increments. 
In the case when the enclosure aspect ratio is 0 which mean there is no enclosure 
attached to the substrate, the heater temperature was 115.4℃, this temperature is 
much higher than the maximum permitted safe working temperature of  85℃. The 
temperature decreases sharply to 79.54℃ when the enclosure aspect ratio changes 
from 0 to 0.26. In fact, in this case an enclosure with 20𝑚𝑚 width filled with water 
was installed to the substrate. A further decrease in temperature can be achieved by 
increasing the aspect ratio to 0.78, where the temperature dropped to 73.74℃. It is 
noticed that the temperature reduction follows an exponential decay curve, which 
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can be explained as increasing the width of the enclosure in 𝑋 dimension results in 
the increase in the heat transfer area of the enclosure walls, which causes the 
decrease of the maximum temperature. Moreover, the water flowing inside the 
enclosure contributes to cool the regions closer to the hot wall. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The results show that, only 1% in terms of the temperature change between 0.65 and 
0.78 of the enclosure aspect ratio (𝐴𝑒), where the maximum temperature was 
74.26℃ and 73.74℃ respectively. Hence 𝐴𝑒 = 0.65 is selected as the optimum 
aspect ratio and consequently the enclosure width of 50𝑚𝑚 is used in the 
experimental system configuration for a further analysis. Furthermore, this result 
shows that including an enclosure with an aspect ratio of 𝐴𝑒 = 0.65 containing 
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Figure (6.4) Enclosure aspect ratio effects on the maximum heater 
temperature when working fluid is water and 𝑄 = 40𝑊 
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0.207 litre of water can reduce the heater temperature by 36% (115.4℃ to 74.26℃.) 
when compared to the case without an enclosure. 
6.3.3 Effects of Power Input 
Figure (6.5) shows the maximum temperature (T1) in the system, which always 
occurs at the heater, as a function of the power input in the range of 15 − 40𝑊. In 
the current study, the results between two different working fluid (water and air) 
were compared. Both curves have almost the same trend and the deviation between 
them is due to the difference in the thermal properties of the fluids. Figure (6.5) 
indicates that, the maximum temperature of the CPU chip (heater) at full load of 
40𝑊 when the water is used as the working fluid is much lower than 85℃, a 
recommended  electronic chip working temperature for most electronic devices 
(Ramaswamy et al, 2002), but for air the maximum temperature reached the 
permitted limit.  
  
 
 
 
 
 
 
 
 
 
Figure (6.5) Comparison between the variation of maximum temperature 
with different values of power input and working fluids 
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Figure (6.5) shows that, the maximum temperature of the system when the working 
fluid is water increases as the power input increases from 41.74℃ at 15𝑊 to 
74.26℃ at 40𝑊. The maximum temperature of the system using air as a medium 
also increased from 49.36℃ to 85.2℃ at 15𝑊 and 40𝑊 respectively. Therefore, the 
biggest deviation between them as a function of temperature is 13% when the power 
input load is 40𝑊. Moreover, when the applied heat energy is 32𝑊 for air gives the 
same temperature value (74.26℃) when the heat energy is 40𝑊 for water. 
 Figures (6.6 a & b) show the substrate/fluid interface temperature plot for the full 
range of the applied power input for the water and air respectively. The input heat 
transfers from the heater through the substrate to the working fluid where the heat 
lost to the surrounding area is decreased by assuming the back of the substrate and 
heater edges adiabatic. The horizontal axis of the plot represents the 𝑌 direction 
defined in Figure (4.1) from the low end of the enclosure to the top end.  
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Figure (6.6 a) Local substrate/water interface temperature 
with different applied power input for water 
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In both figures the flat part in the middle of the plot, where the temperature reaches 
the maximum, corresponds to the position of the heater. Due to the high thermal 
conductivity of the heater and the substrate, the region is nearly isothermal. The 
positive gradient region of the curve represents the increase in the thermal boundary 
layer and the fluid bulk temperature while the negative gradient represents the 
decrease in the thermal boundary layer. The effects of the enclosure walls thickness 
are clearly shown at the substrate interior corners having steeper gradients. This is 
due to the high thermal conductivity for both enclosure and substrate where the heat 
transfers in this areas increase.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure (6.6 b) Local substrate/air interface temperature with 
different applied power input for air 
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As it is expected, the case when the air is the working fluid has a higher temperature 
compared to water as shown in Figures (6.6 a & b). The temperature in the 
isothermal place when the power input was at 40𝑊 is 78.34℃ for air but when the 
working fluid is water, the temperature reduced substantially to 66.7℃. That is due 
to the thermal properties of water is higher than that of air. It is seen that, the 
deviation in temperature between both working fluid is 15% hence in this study the 
attention is paid to the water as the working fluid within the proposed cooling 
system. 
Figures (6.7 a & b) illustrates the isotherms contours for two power input conditions, 
15𝑊 and 40𝑊 d for water and air respectively.  
 
 
 
 
 
 
 
 
 
 
 
(𝐼)  
 
 
Temperatur
e 
Plane Y-Z  
 
Temperature 
 
Plane X-Y 
Heater  
(𝐼𝐼)  
 
Temperature 
 
Temperature 
 
 
 
 
Figure (6.7 a) Temperature distribution within water filled enclosure, 
substrate and heater for (I) 15W and (II) 40W 
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The temperature within the enclosure, substrate and heater are illustrated. The 
contour lines inside the enclosure are almost vertical for both cases because the heat 
transfer through the fluid region is controlled by conduction due to the slow fluid 
motion inside the enclosure. The slope of the contour lines increased as power input 
increases due to enhancing the convection heat transfer. Further, the maximum 
temperature is located at the centre of the heater as shown in the figure. The thermal 
behaviour is enhanced with the increase of the power input as it is shown in the plane 
Y-Z where the area of the maximum temperature is reduced because the heat transfer 
coefficient is increased. 
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Figure (6.7 b) Temperature distribution within air filled enclosure, 
substrate and heater for (I) 15W and (II) 40W 
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The enhancement of the thermal behaviour is clear for the water but for the air, the 
hot area is almost the same even when the power input is increased, although the 
values of the temperature in those areas have changed. Moreover, the temperature 
difference for the water and air was about 10℃ within the enclosure for both power 
input 15𝑊 and 40𝑊 where the temperature for air is higher than that for water.  
Figures (6.8 a & b) shows the streamlines inside the enclosure for two different 
power input 15𝑊 and 40𝑊 for water and air respectively. Because the movement 
inside the enclosure occurs naturally, therefore the flow field is very weak. An anti-
clockwise recirculation pattern inside the enclosure is observed, which is driven by 
the buoyant force acting upon the fluid. The fluid descending on the cold wall is 
swept towards the hot wall to take the heat away from the heater. The water has 
more complex and weaker flow characteristic than air due to the viscosity effects. 
Increasing the power input, the flow becomes stronger and the thermal boundary 
layer decreased.  
 
 
 
 
 
 
 
 
 
 
 
(a) 15𝑊 40𝑊 
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Figures (6.9 a & b) shows the velocity profile in X-Y plane for different values of 
power input (15𝑊 and 40𝑊) for water and air respectively. From the figures it can 
be seen that, the velocity is more active near the hot and the cold walls and most of 
the heat transfer happens there.  
In the middle of the enclosure, the velocity is very weak and the fluid flow is almost 
stagnant. Increasing the heater power increases the velocity of the two working 
fluids. For water, the velocity increased by 21.1% when the power input increased 
from 15 to 40𝑊 near the hot wall. The consequence of this will results in an 
increase of the heat transfer coefficient and a thinner thermal boundary layer. 
 
 
 
 
(b) 15𝑊 40𝑊 
Figure (6.8) streamlines inside the enclosure for two different 
working fluids and different power input (15𝑊 and 40𝑊): 
(a) Water                                    (b) Air 
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Figure (6.9 b) velocity profile of air within the enclosure in 
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The same manner for air is illustrated in Figure (6.9 b) but the velocity values are 
higher because of the air has less viscosity than water then the sear stress between 
the fluid layer is also less. The percentage of increase the velocity of air with the 
power is 34% near the hot wall. 
 The ratio between the convection and conduction heat transfer is studied in terms of 
the average Nusselt number 𝑁𝑢̅̅ ̅̅ . The values were obtained numerically along 
substrate/water interface. Hence, a larger Nusselt number corresponds to a more 
active convection.  
Figure (6.10) shows the comparison between average Nusselt number between water 
and air for different heat power input. 
 
 
 
 
 
 
 
 
 
 
The results indicate that the average Nusselt number increases with the increase of 
the power input due to the strengthening of buoyancy driven flow. The values of the 
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Figure (6.10) Average Nusselt number variation at the solid/fluid 
interface for two different working fluids (water and air) 
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average Nusselt number for water are larger than those of air because the average 
convection coefficient of water is higher than that for air. 
6.3.4 Effects of Installing Internal Heat Sink on the Maximum Temperature 
In this part of the study, only a numerical study was carried out to examine the effect 
of additional heat sink mounted on the substrate inside the closed enclosure. Water 
was used to examine the effect of using internal heat sink. During the design of the 
internal heat sink, some dimensions have been taken from previous study of Heindel 
et al (1996).  
Different numbers of fins were tested when the applied power input was set at 40W 
to find the lowest value of maximum system temperature. As the internal heat sink 
were added, optimised finite mesh points of 416,640 were used when the internal 
heat sink had 18 fins and that gave stable solution.  
In this part, the number of fins used was also analysed. Furthermore, the effect of 
using different power input level (𝑄) in the range of 15 - 40W was examined and 
then the results are compared with the case without using internal heat sink. 
Normally when two surfaces are in contact, less than 1% of the surfaces are in touch, 
due to roughness (DeSorgo, 1996). Therefore, the thermal resistance value of 
0.18°C/W was assumed between the substrate and the internal heat sink. 
6.3.4.1 Effect of Fin Numbers (n) 
In this part of the study, the parallel plate fin arrays (internal heat sink) are designed 
to obtain a maximum power dissipation. The fin material was selected as aluminium 
because of its high thermal conductivity (205𝑊/𝑚𝐾), structural strength and 
durability. The heat sink base has the same dimensions of the heater and attached to 
the substrate at the opposite side of the heater. Because the water flow inside the 
enclosure is created by buoyancy force in the Y direction, the parallel plates (fins) 
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direction is also in Y direction to prevent the obstruction of water flow. Figure (6.9) 
illustrates the fitted curve of the fin number effect on the maximum system 
temperature when 40𝑊 heat energy was used. 
From Figure (6.11), it is noticed that, as the number of fins increases, the maximum 
temperature went down to reach a minimum value of 64.68℃ when the heat sink 
had 18 fins. After that point when the number of fins increased the maximum 
temperature also increased. In addition the maximum temperature went down by 
13% when 18 fins heat sink were used compared to the case without parallel plate 
fin (internal heat sink). 
 
 
 
 
 
 
 
 
 
 
 
 
Figure (6.11) Fin number against maximum system temperature for a 
parallel plate fin array with a heated base area of 37.5𝑚𝑚 × 37.5𝑚𝑚 
and 40𝑊 power input 
 
Fin number (𝑛) 
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The following equation was used to obtain the fin spacing 𝑏, which is dependent on 
the number of fins (𝑛), heat sink width (𝐿𝑧) and fin thickness(𝛿𝑓𝑖𝑛): 
𝑏 =
𝐿𝑧 − (𝑛 ∗ 𝛿𝑓𝑖𝑛)
(𝑛 − 1)
                                                                                                            (6.1) 
For an array of parallel plate fins, the fin spacing may not correspond to the 
maximum total power dissipation because the fins are too closely spaced. Therefore, 
heat transfer from each fin is significantly reduced and the total power dissipation 
from the array may decrease, although more surface area is added. In general the 
fluid motion is weak due to the natural convection which creates the flow as a result 
of temperature differences and when the spacing between adjacent fins become too 
narrow due to high number of fins the flow is blocked. Therefore, an optimum 
geometry was obtained to maximize the total power dissipation from a fin array. 
Using Equation (6.1) the optimised fin spacing was obtained and equal to  1.7𝑚𝑚. 
6.3.4.2 Power Input Effects  
In the present investigation, the power input used varied between  15 − 40𝑊. The 
fluids and the material properties were assumed constant. The effects of different 
values of heat energies on the maximum temperature and average Nusselt number 
are presented. 
1- Maximum System Temperature 
Figure (6.12) shows the comparison of the maximum system temperature which 
occurs in the heater between the cases with and without internal heat sink with 
different values of power input (𝑄). 
It was found that, the maximum temperature of the system increases as the power 
input increased. Moreover, the temperature curve is almost linear which indicates 
that the temperature only depends on the power input when other conditions were 
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fixed. By comparing the two results, the temperature values for the case when a heat 
sink was attached to the substrate has better cooling results than that without heat 
sink due to the heat dissipation is enhanced. 
From Figure (6.12), it can be seen that the maximum temperature in the case with 
internal heat sink is 5.4% lower than those for the case without heat sink at 15𝑊. 
However, at 40𝑊 the deviation between the two cases increased to reach a value of 
13%. The difference between two cases with and without internal heat sink is mainly 
due to more heat transfer area is added by installing the internal heat sink with 18 
fins. In addition, the reason for the increase from 5.4% to 13% is that the increase in 
buoyancy driven flow inside the enclosure results in a decrease of the thermal 
boundary layer and an increase of the average heat transfer coefficient between the 
parallel fins. 
 
 
 
 
 
 
 
 
 
 
Figure (6.12) Comparison between the maximum system temperature 
with different power input for the cases with and without internal 
heat sink  
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Figure (6.13) shows the substrate/water interface temperature for different values of 
the applied power input. The temperature goes up from the base of the enclosure to 
reach a maximum value at the centre of the substrate due to the increase in the 
thermal boundary layer and also the heater is attached at the back of the substrate in 
that place. The increase in the thermal boundary layer is caused by the reduction in 
the convection coefficient and the increase in the local bulk fluid temperature. At the 
centre, the flat part of the curve denotes zero temperature gradient because of the 
higher heater and substrate thermal conductivity. After this region, the temperature 
decreases due to the decrease in the thermal boundary layer. 
In addition, the effects of the enclosure walls thickness are clearly shown at the 
substrate interior corners having steeper gradients due to the high thermal 
conductivity for both enclosure and substrate. 
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Figure (6.13) The local substrate/water interface temperature 
with different applied power input 
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Comparing this figure with Figure (6.6 a), it can be seen that, as it is expected, the 
maximum temperature at the substrate/water interface for the case when the internal 
heat sink is installed is less than the case which is presented in Figure (6.6 a). At 
15𝑊 the deviation between the two cases is 11.1%. Increasing the power to 40𝑊, 
the deviation increase to reach 14.4%. Therefore, to keep the CPU temperature low, 
it is recommended to install internal heat sink. 
2- Average Nusselt Number 
Nusselt number presents the convection and conduction heat transfer ratio, and hence 
a larger Nusselt number corresponds to a more active convection. 
In the current study, the ratio between the fin length to fin spacing is large 
((𝐿𝑓𝑖𝑛 𝑏⁄ ) ≫ 1), hence, the fin edges effects are assumed negligible. If the plates are 
close enough to allow interaction of the adjoining boundary layers, then the average 
Nusselt number can be obtained by using the following expression which was 
developed by Elenbaas (Heindel et al (1996)): 
𝑁𝑢𝑏̅̅ ̅̅ ̅ =
1
24
𝑅𝑎𝑏 (
𝑏
𝐿𝑦
){1 − 𝑒𝑥𝑝 [
−35
𝑅𝑎 (
𝑏
𝐿𝑦
)
]}
3
4⁄
                                                             (6.2) 
In Equation (6-2), the average Nusselt number and Rayleigh number are based on the 
plate spacing  𝑏 where: 
𝑅𝑎𝑏 =
𝑔𝛽𝑏3(𝑇ℎ − 𝑇𝑐)𝑃𝑟
𝜐2
                                                                                                   (6.3) 
where  is the volumetric thermal expansion coefficient,  is the kinematic viscosity, 
𝑇ℎ is the hot wall temperature, 𝑇𝑐 is the cold wall temperature, 𝑔 is the gravity, 𝑃𝑟 is 
Prandtl number and 𝑏 is the fin spacing.  
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Figure (6.14) illustrates the mean Nusselt number for different values of power input 
(using Equation (6.2)). From the figure, the average Nusselt number rises as the 
power input increases because of the increase in buoyancy driven flow inside the 
enclosure. As a result, the thermal boundary layer decreases and the average heat 
transfer coefficient increases.  
Moreover, comparing the current results with the results shown in Figure (6.10) for 
water, the average Nusselt number are very weak in this case due to the introduction 
of the parallel plates inside the enclosure that blocks the water flow which is already 
weak. On other hand these plates increase the heat transfer area and more heat 
energy dissipated to the fluid, as a result the maximum temperature reduced. 
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6.3.5 Effects of the Ambient Temperature on the Maximum Computer 
Temperature 
The computer devices are widely used in all over the world. Obviously, many of 
these countries have a wide range of climatic conditions, which impact the CPU 
maximum temperature of computers. The CPU is the most sensitive to changes in air 
temperature since the air is the cooling medium. 
Different ambient temperature is tested to determine the effect on the maximum CPU 
temperature by using the proposed cooling system.   
 
 
 
 
 
 
 
 
 
 
The test is performed when the power input load is fixed at the full load 40𝑊 and 
the ambient temperature in the range of 20 −  30℃ with 2℃ increment. Figure 
(6.15) illustrates that, as the ambient air increases the computer maximum 
temperature also increases. It can be seen, when the ambient temperature increases 
Figure (6.15) Effect ambient temperature on the maximum 
computer temperature at 40𝑊 
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from 20℃ to 30℃, the maximum temperature 𝑇𝑚𝑎𝑥 raises by 9.5%. The CPU 
temperature reached 80.1℃ when the ambient temperature was 30℃, which is close 
to the limit for the highest allowable working temperature for such an electronic 
devices. Therefore, the temperature of the surrounding air is very important to take 
into consideration.  
According to the West Midlands Public Health Observatory (UK) Hartley (2006), an 
adequate level of warmth is 21℃ (70°𝐹) for a living room and 24℃ (75°𝐹) as a 
maximum comfortable room temperature for sedentary adults (Roberts, 2006). 
Moreover, even in hot countries where the temperature reaches 40℃ or more, the air 
conditioning is used to keep the temperature at comfortable level. Therefore, in the 
current study, the ambient temperature is chosen fixed at 22℃ and all the numerical 
and experimental results obtained using this temperature. 
6.4 Validation of the Numerical Results with Experimental Data  
The numerical and experimental results are compared in terms of power input effects 
on the maximum system temperature and the average Nusselt number. Because the 
water is better than air as a working fluid, therefore the attention was focussed on the 
water analysis, however, some experimental results of air also presented. 
6.4.1 Power Input Effects 
I- The Maximum System Temperature 
A comparison between the experimentally measured maximum temperatures (T1) in 
Figure (5.1) and the corresponding numerically predicted temperatures for the 
system are shown in Figures (6.16) and (6.17) for water and air respectively. For 
water, the deviation between the numerical and the experimental results respectively 
are within 2.3% at 15𝑊 and 3.5% at 40𝑊. The slight variations are due to the 
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assumptions that are made such as the properties of different fluids remain constant 
in the numerical prediction. In addition, the thermal resistance between the contact 
materials assumed constant where in fact it changes for different temperature level.  
The deviation between both results is almost the same, except for 25𝑊 and beyond. 
The difference increases, in particular for the 40𝑊 due to the numerical study is 
performed with an assumption that the enclosure walls were assumed to have zero 
surface roughness. Therefore, with the increase of the power input, the motion of 
water inside enclosure increases and consequently the heat convection effect 
increases.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The assumption of the surface roughness as zero is unrealistic and hence the heat 
dissipation in numerical is faster than that in the experimental case due to the surface 
Figure (6.16) Comparison of maximum temperature between 
the numerical and experimental results of water 
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roughness obstructs the water flow inside the enclosure. As a result, the temperature 
from the numerical study is lower than that obtained from experiments where the 
biggest difference between them is around 3.5% at 40𝑊.  
Similar analysis were conducted for air, however, the value of maximum 
temperature was higher as shown in Figure (6.17).   
 
 
 
 
 
 
 
 
 
 
 
The deviation between both numerical and experimental results is 2.2% and 6.4% at 
15 and 40𝑊 respectively. It can be seen that the value of maximum temperature in 
the experimental results, which mimic the real case, exceeded the allowable 
maximum temperature of the electronic devices to reach a value of 90.9℃ when the 
power input was 40𝑊. 
15 20 25 30 35 40
40
50
60
70
80
90
100
 
 
Experimental
Numerical
𝑄 (𝑊) 
90.9℃ 
85.1℃ 
Figure (6.17) Comparison of maximum temperature between 
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Figure (6.18) compares the experimental results between the water and air. As it is 
expected, the water gave better results in terms of low maximum temperature values.   
The deviation between the two lines increased with the increase of the power input. 
The difference is about 7.76℃ when the power input at 15𝑊 and to reach 14℃ 
(15.4%) when the power input increases to 40𝑊. Both the numerical and 
experimental results showed that, the water as working fluid is better than air 
because the maximum temperature for the cooling system for the whole range of 
power input is lower. 
 
 
 
 
 
 
 
 
 
 
Figure (6.19) illustrates the temperature distribution at the substrate/water interface 
for the numerical and experimental results. The deviations between the two results 
referred to the effect of the thermal resistance of the sealant. Also as it was explained 
previously in Figure (6.16), the enclosure surfaces roughness have an effect on the 
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the experimental results of water and air 
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water motion within the enclosure and that effects the heat transfer rate at the 
substrate/water interface. The biggest deviation between the two results is increased 
along the interface surface to reach the highest value of 6.5% at the upper end of 
enclosure when the power input was 40𝑊. Moreover, the lowest difference between 
both results at the area opposite the heater because most of the heat dissipates to the 
water was in that region.  
 
 
 
 
 
 
 
 
 
 
The curves in Figure (6.19) could be divided to three regions; the flat part of the 
curve denotes zero temperature gradient where the temperature is maximum. This 
region corresponds to the size of the heater. The zero gradient region is due to the 
higher heater and substrate thermal conductivity. The positive gradient region of the 
curve represents the increase in the thermal boundary layer while the negative 
Figure (6.19) Local substrate/water interface temperature for 
both numerical and experimental results 
 
0.155 0.16 0.165 0.17 0.175 0.18 0.185 0.19 0.195 0.2 0.205
30
35
40
45
50
55
60
65
70
75
Substrate/water interface (𝑚) 
𝑇 (℃) 
15W 
20W 
30W 
40W 
            Numerical 
            Experimental 
 132 
 
gradient represents the decrease in the thermal boundary layer. The increase in the 
thermal boundary layer is due to the reduction in the convection coefficient and the 
increase in the local bulk fluid temperature. While for the negative temperature 
gradient, the thermal boundary layer starts to decrease. The effects of the enclosure 
walls thickness are clearly shown at the substrate interior corners having steeper 
gradients. This is again due to the high thermal conductivity for both the enclosure 
and the substrate. The different curves denote the change of temperature for various 
power input levels. It is clearly shown that as the power input increases the 
temperature level also increases. 
II- Average Nusselt number for Numerical and Experimental Studies 
The ratio between the convection and conduction heat transfer is studied in terms of 
the average Nusselt number. The values are obtained along substrate/ water interface 
(height of the enclosure). Hence, a larger Nusselt number corresponds to a more 
active convection.  
The fluid properties on the Nusselt and Rayleigh numbers for the experimental 
results are evaluated at the mean water temperature for each of the power input. 
The variation of 𝑁𝑢̅̅̅̅  with 𝑄 is found for the numerical and experimental results and 
also for some of the empirical formulae used. In this study, two different empirical 
formulae are used (see appendix B for more details). For vertical enclosures, 
Berkovsky and Polevikov (1977) proposed the following formula: 
𝑁𝑢̅̅̅̅ = 0.18 [
𝑃𝑟
𝑃𝑟 + 0.2
∗ 𝑅𝑎ℎ]
0.29
                                                                                       (6.4) 
Turan et al (2010) proposed a new formula which was shown to provide better 
agreement with the current results than the Equation (6.4): 
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𝑁𝑢̅̅̅̅ = 0.162 ∗ 𝑅𝑎ℎ
0.293 [
𝑃𝑟
𝑃𝑟 + 1
]
0.091
                                                                                  (6.5) 
In the above equations, the average Nusselt number and Rayleigh number are based 
on the heater height ℎ where: 
𝑅𝑎ℎ =
𝑔𝛽ℎ3(𝑇ℎ − 𝑇𝑐)𝑃𝑟
𝜐2
                                                                                                   (6.6) 
where 𝛽 is the volumetric thermal expansion coefficient, 𝜐 is the kinematic viscosity, 
𝑃𝑟 is the Prandtl number and 𝑔 is the gravitational acceleration.  
The value of  𝑇ℎ is the average of the five thermocouples reading for hot surface (𝑇?̅?) 
and 𝑇𝑐 is the average of the two thermocouples reading for heat sink base. 
 
 
 
 
 
 
 
 
 
 
Figure (6.20) Variation of mean Nusselt number with power input  
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The variation of the mean Nusselt number 𝑁𝑢̅̅̅̅  with different values of power input 𝑄 
is shown in Figure (6.20). The figure includes the numerical and experimental results 
plus results obtained from the proposed empirical Equations (6.4) and (6.5). 
It is evident from Figure (6.20) that the average Nusselt number increases as the 
power input increases due to the increase in buoyancy driven flow inside the 
enclosure. As a result, the average heat transfer coefficient increases and the thermal 
boundary layer decreases. The figure also shows that, the experimental value is 
always smaller than the numerical value. This is due to the difference in the value of 
thermal conductivity of water and heat transfer coefficient. The thermal conductivity 
of water is assumed constant in the numerical analysis even though it increases with 
temperature increase during the experimental study. Moreover, the value of heat 
transfer coefficient decreases due to the increase in surface roughness. The biggest 
deviation between the numerical and experimental results is about 2.3% at 40𝑊. In 
addition, Equation (6.5) gives a good approximation for the current experimental 
results with a deviation of approximately 2%. 
6.5 Additional Experimental Tests 
Some tests have been done using experiments only for the proposed cooling system. 
These tests show the benefits that could be gained from the proposed cooling system. 
6.5.1 Effects of Installing Fan on the CPU Heat Sink 
In this test, one fan was installed on the CPU heat sink to quantify the temperature 
reduction. The temperature was measured for different values of power input. The 
measured temperature values are shown in Figure (6.1). Comparing the two 
measurements, with and without fan, the maximum temperature is reduced 
substantially and the deviation between both results is increased as the power input 
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increased. The difference in temperature between the two cases increased form 8.7℃ 
at 15𝑊 to 25.9℃ at 40𝑊. Therefore, installing a fan on the CPU heat sink reduced 
the maximum temperature and keeps the temperature of the electric chip far away 
from the 85℃. This is due to the airflow is forced to go through the CPU heat sink 
fins directly, as a result, the heat transfer rate from the water and heat sink is 
enhanced. The overall temperature reduction is 33.6% between the two different 
experimental tests.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
6.5.2 Comparison between Different Cooling Systems 
In Figure (6.22), three different experimental setups were tested to determine the 
maximum system temperature. As it is shown, the maximum temperature occurs 
when there is one exhaust fan with water filled enclosure. For the other two tests, 
Figure (6.21) Maximum temperature distribution using CPU fan 
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there is small difference where the biggest deviation is 6.1% when the power input is 
at 40𝑊. This deviation is due to the water inside the enclosure which increases the 
thermal resistance of the system. 
Test three represents the temperature of desktop computer without any further 
instrumentation. In general, the temperature for the electronic devices should not 
exceed  85℃. The temperature for the three tests is far from the 85℃, even when the 
input was  40𝑊. 
 
 
 
 
 
 
 
 
 
 
Increase the electronic chips temperature above 60℃ for long periods reduces the 
performance of computer. Therefore, for test one the performance of computer start 
decreasing when the load reach 27.5𝑊. Beyond this power input, to keep the CPU 
temperature within safe limit and higher computer performance, the heat sink fan 
Figure (6.22) comparison between different cooling systems in terms of 
maximum temperature 
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should be used. For the test two and three, the fan is operating all the time. For test 
three, if the fan stops working the temperature will increase to approximately 60℃ 
when the power input was at 15𝑊. 
It is rare to use the desktop computer at full load. Most of the time it is used for 
office work which is at low power input. From Figure (6.22), it can be seen that, in 
test three the computer fan must work all the time even if the power input very small 
to keep the CPU temperature as low as possible. If the CPU fan stops working in test 
two, the maximum temperature for a load of 40W is still far from the maximum 
permitted temperature of electronic chips 85℃. 
6.5.3 Operating the CPU in Different Ranges of Temperature 
As mentioned in the previous section, desktop computers usually work at a lower 
load. Therefore, it is possible to switch the fan off when not needed. For the 
computer without enclosure, the fan must be working all the time even if the load is 
very small due to air natural convection is not sufficiently enough to remove the 
heat. Figure (6.16) shows the temperature when the enclosure is attached and filled 
with water. The temperature is kept under the recommended level 85℃ without the 
need to switch the CPU fan on.  
Because at 40𝑊 the maximum temperature reached 76.9℃ for the proposed system 
and the ideal CPU temperature for a longer working time should not exceed 60℃ to 
avoid the decrease of CPU performance. Therefore, the CPU temperature will not be 
permitted to go up more than 60℃. In this test, a fan is installed on the heat sink and 
this fan is turned on when the CPU temperature reaches the 60℃ , and then turned 
off at 55℃. In addition, another test is examined where the working temperature is 
between 60 − 70℃ to determine the effect of the different range of the temperature 
on the fan working time. 
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Figure (6.23) illustrates the time that required for one cycle when the CPU 
temperature is kept in the range of 55 − 60℃ which includes the “on” and “off” 
time for the fan. 
 
 
 
 
 
 
 
 
 
 
 
From Figure (6.23), three cycles in sequence are studied to find the on and off time 
of the fan.  The time from 55℃ to 60℃ is calculated by finding the average time of 
the fan on in the three cycles. Similarly, the time from 60℃ to 55℃ is found, which 
is the average time when the fan is off in the three cycles. 
 The time to reach the low value (from 60℃ to 55℃) = 11: 07 (11 minutes 
and 7 seconds which is 0.0015 𝐻𝑧) in this case the fan is on. 
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Figure (6.23) The on and off fan time when the allowable heater 
temperature range between 55 −  60℃ 
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 The time to reach the high value (from 55℃ to 60℃) = 20: 51 (20 minutes 
and 51 seconds which is 0.0008 𝐻𝑧) in this case the fan is off. 
Moreover, if the first cycle is studied, it takes about 32 minutes in total.  34.37% Of 
the cycle time is to reduce the temperature from 60 to 55℃ and that is the working 
fan time in the cycle. As a result, about 65.63% from the cycle time the fan is off and 
the CPU temperature is kept less than 60℃ at all time. 
Another test is examined experimentally but in this time the working temperature is 
between 70 − 60℃ to determine the effect of the different range of the temperature 
on the fan working time. Figure (6.24) shows three cycles where every cycle 
includes two parts for “on” and “off” fan times. Using similar analysis, the average 
time could be found for the two parts of the cycle. Every cycle has heating up part 
when the fan is off and cooling down part when the fan is working. 
 
 
 
 
 
 
 
 
 
 
Figure (6.24) The on and off fan time when the allowable heater 
temperature range between 60 −  70℃ 
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 The time to reach the low value = 6: 33 (6 minutes and 33 seconds which 
is 0.0025 𝐻𝑧) in this case the fan is on. 
 The time to reach the high value = 30: 58 (30 minutes and 58 seconds which 
is 0.00054 𝐻𝑧) in this case the fan is off. 
If the time of the one cycle is studies it can be noticed that, it is about 17% of the 
cycle time required to cool down the electronic chip temperature from 70 to 60℃. 
On other hand, 83% of the cycle time the fan is off which is the same time to heat up 
the chip from 60 to 70℃. 
Figures (6.23) and (6.24) are compared, the fan working time is decreased by 41% 
when the temperature range is 60 − 70℃. In the first test when the maximum 
temperature is 60℃ the cycle time is less than that of the second test but the fan 
working time is less for the second test. Next table illustrates the differences between 
the two tests. 
 
Temperature 
range 
Cycle time 
(minutes) 
Fan working 
time (minutes) 
Time when the 
fan off 
(minutes) 
 
Test 1 
 
55 − 60℃ 31:58 11:07 20:51 
 
Testr 2 
 
60 − 70℃ 37:31 6:33 30:58 
Table (6.3) cycle time and on and off fan time for two different temperature ranges 
 
From the above table it can be seen that, test 2 gave longer cycle time and shorter fan 
working time. On the other hand the computer performance in test 1 is better than 
test 2 due to the performance as a function of the chip temperature. 
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In test 2 up to 4:34 (4 minutes and 34 seconds) is saved from the fan working time 
compared to test 1 and the benefites that could be gained are presented in next 
section. 
6.5.4 Power Saving 
From the previous two tests, the power and the cost that can be saved compared with 
the current desktop could be calculated. In this study, the power that can be saved for 
a period of 24 hours can be determine as follows: 
1- When the temperature between (𝟓𝟓 −  𝟔𝟎℃): 
From Figure (6.23), the period of one cycle is 32 minutes. The cycle consists of two 
parts , one part when the fan is on and this part taks 11 minutes. The other part when 
the fan is off takes 21 minutes. Therefore the % of time the fan is on is 34.4% while 
for the fan off is 65.6%. Therefore for a 24 hour period the fan will be working 8:15 
hours and off for 15:45 hours. 
In general the fan consumes between 3 − 5 watts per hour. Here value of 4𝑊 is 
taken as a fan electricity consumption. 
For the normal computer with fan on the heat sink, the working fan hours per day is 
24 hours. So the energy consumption is 96𝑊 per day. While for our proposed 
cooling system is only 33 W. Therefore a saving of 65.6% is achieved. 
2- When the temperature in the range of (𝟔𝟎 −  𝟕𝟎℃): 
From Figure (6.24) one cycle takes 37:31 minutes, the cooling down part where the 
fan working takes 6: 33 minutes. Similar analysis as for case 1, gives 17.3% of the 
cycle with the fan on and 82.7% when the fan off. 
To find the working hours for the fan in this case, for the  normal computer is 1440 
min with the fan on. Therefore, For the proposed cooling system the percentage of 
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working time of the fan is 4.09 hours per day and 19.51 hours with the fan off. 
Therefore,  the heat sink fan of normal computer consumes 96𝑊 per day. For the 
proposed cooling system with 60 −  70℃ temperature range, the computer 
consumes 16.56𝑊 per day. Using the 60 −  70℃ temperature range, 79.44𝑊 is 
saved per day which is 82.8% when compared to the existing cooling system. 
6.6 Summary 
In this chapter, firstly, numerical study has been performed using developed 
FORTRAN program and the results compared with ANSYS-Icepak results. Then the 
numerical and experimental results were presented and compared for the proposed 
cooling system. The results showed that, using water gives lower maximum 
temperature for the cooling system than air. The results illustrated that, there was a 
reasonable agreement between the numerical and the experimental results of water 
where the highest deviation between them was 3.5% at 40𝑊. In addition, the effects 
of installing internal heat sink on the maximum temperature were investigated 
numerically and the maximum temperature was reduced by 9.5℃ at 40𝑊 compared 
to the system without internal heat sink. Also, the ambient temperature had 
substantial effects on the maximum temperature. 
Additional works are done experimentally where different cooling systems were 
studied and compared. In addition, the benefits that can be gained from the proposed 
cooling system in terms of saving electrical power and cost were discussed. 
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Chapter 7: Summary, Conclusions and 
Recommendation for Further Work 
 
7.1 Summary 
In the present work, the coupled natural convection and conduction heat transfer 
have been investigated numerically within a rectangular water filled enclosure. The 
proposed cooling system is studied numerically by using the commercial ANSYS-
Icepak software because of its ability to analyse such problem. The investigated 
cooling system consists of one heat source mounted on one vertical wall of the 
rectangular cavity (the substrate). Another opposite vertical wall was assumed as the 
heat sink to take the heat from the water to the surrounding air. The remaining walls 
faced the air flow that was created by an exhausted fan installed at the back of the 
computer case. The numerical study was performed for the steady state case and the 
airflow within the computer case was assumed turbulent. In addition, an 
experimental study was done to validate the numerical results. 
Chapter 1 presented general background on cooling technology of electronic 
systems. Moreover, the three main approaches that are used to solve applications on 
heat transfer and fluid mechanics problems were also presented.  
The literature review was carried out and presented in Chapter 2 and the previous 
research was critically reviewed to identify the advances in heat transfer technology. 
The review focused on single liquid and air cooling technique. From the study, the 
important parameters of single liquid cooling were identified and these are the 
thermal conductivity of the substrate, the Rayleigh and the Reynolds numbers for 
natural and forced flow respectively. The Rayleigh and Reynolds numbers depend on 
the value of power input and velocity of air inside the computer case respectively.  
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In Chapter 3, the 3-D Navier-Stokes equations were presented. Also, a brief 
explanation of the boundary and initial conditions were presented.  
In Chapter 4, system constraints were presented and discussed for the proposed 
cooling system. This system was constructed using realistic boundary conditions. 
The geometric setup was explained and the numerical formulation of the problem 
was presented. Moreover, the Icepak setup was explained and the errors related to 
using CFD were pointed out.  
In Chapter 5, the experimental setups of the proposed cooling system of a desktop 
computer were explained and the dimension and structure of the different system 
parts were given in details. In addition, the experimental procedure was described in 
details. It is important to ensure the accuracy and reliability of the results that were 
collected from the experiments, therefore to minimise errors, the uncertainty 
procedure was applied on the results. 
In Chapter 6, firstly the numerical prediction of the natural convection within closed 
enclosure filled with FC-77 liquid was investigated using FORTRAN computer code 
(developed by the author) then compared with the Icepak solution. The cold wall is 
assumed isothermal. Secondly, the numerical results for the proposed cooling system 
were presented where the optimum enclosure width and mesh density were obtained. 
Different working fluids (water and air) with different power input were tested in 
terms of maximum system temperature where the constrain was the maximum 
temperature not exceed 85℃. Further investigations were done where the effect of 
installing internal heat sink and different range of ambient temperature were 
obtained numerically. Thirdly, the numerical results and experimental data were 
compared and good agreements were noted. Different cooling systems were tested 
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experimentally and the power that can be saved by using the proposed system were 
presented. 
7.2 Conclusions 
Steady state and 3-D conjugate natural convection cooling analysis in a rectangular 
enclosure and forced convection within a computer covering case has been 
conducted numerically and experimentally. Different working fluids within the 
enclosure was investigated (water and air) and as the results showed that water was a 
better medium than air for cooling. In addition, the effect of installing internal heat 
sink was studied numerically. The benefits that can be gained from the proposed 
cooling system in terms of power saving was presented experimentally. By 
comparison of the results obtained from numerical simulations with the results from 
experiments the following conclusions are noted: 
 The size of the enclosure has a significant effect on the value of the system 
maximum temperature. The temperature decreased dramatically from 115.4℃  
with no enclosure to reach 74.26℃ with 50𝑚𝑚 enclosure width filled with 
water. However, it was also found that the temperature variation remains 
constant beyond certain enclosure aspect ratio.  
 Filling the enclosure with water has a significant effect on the reduction of the 
maximum system temperature, i.e. a reduction of 36% of the system maximum 
temperature is reached when the power input was  40𝑊.  
 From both numerical and experimental results, water gave better results than 
air in terms of low maximum system temperature. By comparing both results, 
the deviation between them as a function of temperature is 13% and 15.4% 
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when the power input load is 40𝑊 for numerical and experimental studies 
respectively. As a result, water was used as a medium throughout the study.  
 The conjugate numerical predictions are in good agreement with the 
experimental data. The biggest deviation between them in the maximum 
system temperature which is 3.5% for water and 6.4% for air when the power 
input was at  40𝑊, although the fluids and materials properties assumed 
constant for the numerical simulation. 
 Using an enclosure filled with water as a cooling system, only one fan was 
required to keep the maximum system temperature under the recommendation 
level. The maximum system temperature was about 77℃ at the full load 
of 40𝑊. The benefit of using one fan for the cooling system was to reduce the 
noise and the vibration level.  
 The flow inside the enclosure is very weak because the flow occurs naturally 
where the buoyant force acting upon the fluid. The velocity profile showed that 
the flow is more active near the hot and cold walls. Also, the water has more 
complex flow characteristic than air.   
 The number of parallel plates attached to the substrate (internal heat sink) has a 
significant effect on the value of the maximum temperature. This investigation 
is done numerically when the enclosure was filled with water. It is found that, 
the maximum temperatures of the system reduced by increasing the number of 
fins. After certain number of plates (18) the temperature started to increase due 
to the fins being too closely spaced where the water flow is blocked and heat 
transfer from each fin is considerably reduced. Also, it is noticed that, the 
addition of parallel plates in the cooling system reduces the maximum 
temperature by 13% at the full load of 40𝑊. The system with internal heat 
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sink reduces the maximum chip temperature to 64.68C which is much below 
the recommended manufacture temperature for the desktop computers 
of  85℃. 
 Different ambient temperature were tested numerically in the range of (20 −
30℃) with 2℃ increament to determine the effect on the maximum CPU 
temperature by using the proposed cooling system. From the results, when the 
ambient temperature increases from 20℃ to 30℃, the maximum temperature 
increased by 9.5%. The CPU temperature reached 80.1℃ when the ambient 
temperature was 30℃, which is near the limit for the recommended highest 
working temperature for the electronic devices. Therefore, the temperature of 
the surrounding air is important to take into consideration. 
 The values of mean Nusselt number increased for higher power input due to 
the thermal boundary layer being thin and a higher average convection 
coefficient. Moreover, the differences between the numerical and experimental 
results are due to the roughness and temperature effects. The empirical 
equation that is proposed by Turan et al. (2010) gave a good prediction for the 
numerical and experimental results of the current investigation. The values of 
mean Nusselt number for the case of  internal heat sink installation is low 
when compared with other cases because the effect of convection is reduced 
due to the fins being  close to each other, which almost block the flow inside 
the enclosure.  
 Comparing between the proposed cooling system and the existing cooling 
system in the market for the desktop computer showed that the proposed 
cooling system keeps the CPU temperature further from the recommended 
temperature for the electronic devices of 85℃. For a longer working CPU, the 
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temperature should not exceed 60℃. Therefore, a fan has been installed on the 
CPU heat sink with “on” and “off” sensor to keep the maximum temperature 
less than 60℃ at all times. Using temperature range between 55 − 60℃ for the 
CPU for the proposed cooling system  65.63% of the power is saved when 
compared to existing CPU fan systems. 
7.3 Recommended Further Research Work 
In this research, the effect of using single phase fluids to determine the maximum 
desktop temperature was studied. The study mimics the real case of the computer 
desktop in terms of the power input and the design. In addition, realistic boundary 
conditions were applied to the proposed cooling system where in previous studies 
isothermal wall conditions were used.  
The recommendations regarding possible future work in relation to the current 
research are summarised as follows: 
 In current numerical and experimental investigation, the cases studied were 
assuming steady state condition and the heat energy load was assumed 
constant all the time. In real applications, the load is changing with time. The 
future work could focus on the unsteady condition with load changing with 
time to obtain the exact maximum temperature distribution and determine the 
power that can be saved by using the proposed cooling system.  
 As it is presented in chapter one, when the material changes its phase whether 
from solid to liquid or from liquid to vapour a substantial amount of energy is 
removed from the heated surface and that is related to high value of the heat 
transfer coefficient associated to this process.  Much research has been done 
in the area of pool-boiling cooling technique but the effect of the pressure 
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changing inside the evaporator chamber requires more investigation and how 
it could be controlled. In future work, the following could be explored: 
1.  Different liquids could be used such as dielectric liquid FC-72 (boiling 
point 56℃ at 1 atm) and water (boiling point 100℃ at 1 atm). For water 
the CPU units will melt at 100℃, therefore the pressure inside the 
evaporator chamber will be reduced until suitable pressures that give 
reasonable boiling point. When the heat is transferred to the evaporator 
chamber the pressure will go up and the boiling point will go up as well, 
so the effect of the pressure on the boiling surface temperature and the 
sub-cooled could be investigated. Moreover, the control of the pressure 
inside the evaporator chamber could be studied by cooling the vapour 
with different conditions applied to the heat sink that is installed on the 
top of the evaporator chamber.  
2. The structure of the heated surface with different techniques from the 
cavitation number to the shape could also be investigated. It is noticed 
from the previous study the vertical position of the heater has less 
efficiency when compared to the horizontal position, therefore the shape 
of the boiling surface has a large influence on the heat transfer and the 
temperature of surface. 
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Appendix A 
Definitions 
 
Calibration: Instrument calibration is the process of adjusting the instruments 
output signal to match a known range of variables. In addition, the calibration is a 
matter of qualifying the sensor-under-test. Only by knowing the limitations of the 
sensor it is possible to thrust the measurements and optimize the process control. The 
importance of Calibration is because all instruments tend to drift from their last 
setting, therefore comparing the output of the process instrument being calibrated 
against the output of a standard instrument of known accuracy, when the same input 
is applied to both instruments, give us an idea about how big or small those drifts. 
Prandtl number: depicts the ratio of viscus diffusion (Kinematic viscosity) to 
thermal diffusion. Alternatively, the Prandtl number can be taken to represent the 
ratios of hydrodynamic boundary layer to thermal boundary layer thicknesses. 
𝑃𝑟 =
𝜐
𝛼
 
Nusselt number: is the ratio of convective to conductive heat transfer across the 
boundary.   
𝑁𝑢 =
ℎ𝑙
𝐾
 
Pool Boiling: this type of boiling depends on the geometric situation where the heat 
transfer to stationary fluid (the movement of fluid occur only by natural convection). 
Rayleigh number: represents the ratio of the strengths of thermal transports due to 
buoyancy to thermal diffusion. 
For the majority of engineering purposes, the Rayleigh number is high, usually about 
1000 and 107. 
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𝑅𝑎 =
𝑔𝛽∆𝑇𝐿3
𝜐𝑘
= 𝐺𝑟𝑃𝑟 
Where ΔT is temperature difference, L is the height and 𝐺𝑟 is the Grashof Number 
Reynolds number: represents the ratio of inertial force to the viscus force. The 
Reynolds number is used to predict the flow patterns in different fluid flow 
situations. 
𝑅𝑒 =
𝑢𝐿𝑥
𝜐
 
where the 𝐿𝑥 is a characteristic linear dimension (travelled length of the fluid for 
plates and diameter for pipes) (𝑚) 
Thermal Resistance: The resistance of a material or combination of materials to 
heat flow across a temperature gradient, usually measured in degrees Kelvin or 
Celsius per watt. Thermal resistance is the reciprocal of thermal conductance. 
𝑅𝑡ℎ =
𝐿
𝐾𝐴
          (℃ 𝑊⁄ ) 
where 𝐿 the material thickness, 𝐾 thermal conductivity and 𝐴 cross-sectional surface 
area. 
Uncertainty: Since there is always a margin of doubt about any measurement, so it 
is important to know how big is this margin. This margin is known as uncertainty 
where every measurement is subject to some uncertainty and the uncertainty tells us 
something about the measurement quality. Therefore, the result is only complete if 
the uncertainties in the measurement take in consideration. 
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Appendix B 
Hand Calculations 
1. Radiation 
In chapter four the effects of the radiation is neglected. Here some calculation to 
show that even with high emissivity and view factor the radiation heat transfer is 
very small and it could be neglected. It is assumed that the surrounding temperature 
is 22 ℃ and the cooling system is considered as a box with dimension 68 ∗ 77 ∗
50 𝑚𝑚3. In addition, the view factor is taken 0.9 and the surface emissivity 0.85. 
When the heat sink dissipates 40 𝑊 the maximum temperature found 72 ℃ and the 
heat sink temperature is assumed uniform with 34℃. 
Now by using the Stefan–Boltzmann law, the approximated heat transfer by 
radiation could be obtained. 
𝑞 = 𝐹𝐴𝜀𝜎(𝑇ℎ
4 − 𝑇𝑠𝑢𝑟
4)                                                                                                   (𝐵. 1) 
Where 
𝑞 : radiative heat flux, 𝜎: Stefan-Boltzmann constant, 𝜀: surface emissivity, 𝐹 : view 
factor, 𝑇ℎ : heat sink temperature and 𝑇𝑠𝑢𝑟 : surrounding temperature.  
The results showed that even with a surface emissivity of 0.85 and view factor of 0.9 
the net radiation heat transfer is about 1 % of the total heat transfer. 
𝑇ℎ = 72 + 273 = 345 𝐾 
𝑇𝑠𝑢𝑟 = 22 + 273 = 295 𝐾 
𝜎 = 5.67 ∗ 10−8  𝑊 𝑚2𝐾4⁄  
𝐹 = 0.9 and 𝜀 = 0.85 
By using the above data in Equation (𝐵. 1) 
𝑞′′ = 286𝑊 𝑚2⁄  
 164 
 
where the total applied heat flux is 28444𝑊 𝑚2⁄  for the system. 
2. Compressibility 
In the current study, the effect of the air compressibility is neglected. This 
assumption is built on the value of the Mach number as Panton (1984) points it out. 
The exhaust fan that installed in the back of the computer case has 90𝑚𝑚 diameter. 
Depending on the fan diameter, the airflow rate could be estimated to be 55 CFM 
(cubic feet per minute), therefore the velocity of the air and Mach number could be 
calculated as: 
𝑉𝑎 =
𝑄
𝜋𝑟2
= 4.1𝑚 𝑠⁄                                                                                                         (𝐵. 2) 
𝑀𝑎 =
𝑉𝑎
𝑐
= 1.2 ∗ 10−2                                                                                                      (𝐵. 3) 
where 𝑉𝑎 is the velocity of air, 𝑄 is the fan flow rate, 𝑑 is the fan diameter, 𝑐 is the 
speed of sound which is taken as 340𝑚/𝑠 and 𝑀𝑎 is the Mach number. 
3. Fan Pressure Difference 
Within the fan properties, the pressure difference must be specified. Next relation is 
used to calculate the pressure difference which happened by the fan as: 
Fan power =
𝑄 ∗ ∆𝑃
 𝜉
                                                                                                     (𝐵. 4) 
Where 
∆𝑃: pressure difference (𝑁 𝑚2⁄ ). 
𝑄: flow rate (𝑚3 𝑠⁄ ). 
𝜉: efficiency.  
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The fan power consumption depends on the fan diameter. In the current study, the 
exhaust fan diameter is 90𝑚𝑚 and for such fan the power consumption is about 
3 − 5 watts.  
From the Equation (B. 4) and to obtain the pressure difference firstly the efficiency 
of the fan should be known which is in general laying between (0 − 0.6) depends on 
the fan diameter. For this study, the computer fan diameter is 90𝑚𝑚 and the flow 
rate is 55 CFM (0.026𝑚3 𝑠⁄ ). The fan efficiency and fan power are assumed 
0.35 and 3.0𝑊 respectively. Therefore the pressure difference from Equation (B. 4) 
is 40𝑃𝑎. 
4. Average Nusselt number Calculation 
In Chapter 6, the average values of Nusselt number is presented in Figure (6.20). 
These values are obtained by different ways. For the numerical values, they are 
obtained immediately from the Icepak software without need for calculation where 
the average Nusselt number is equal to 34.4 when the power input at 40𝑊. 
For the experimental results, the values of the temperature in different eight places 
within the cooling system are recorded to the text files in computer every 5 min by 
following the procedure that is explained in chapter five. This calculation is 
performed when the power input at 40𝑊 and the similar manner can be followed for 
the other values of power input. Firstly, the heat flux that transfer from the heater to 
the substrate could be found by applying the one dimension heat conduction law 
using a finite difference form the Fourier equation: 
𝑞′′ = −𝐾(∆𝑇 ∆𝑋⁄ ) 
The above equation could be written in next form to match the current case 
𝑞′′ = (𝑇1 − 𝑇2) 𝑅𝑡ℎ𝑡𝑜𝑡⁄  
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where 𝑇1 the temperature at heater and 𝑇2 at substrate as it is shown in Figure (5.1) 
and the specifications of different materials are known and do not change. The value 
of 𝑅𝑡ℎ𝑡𝑜𝑡  can be calculated from the following: 
𝑅𝑡ℎ𝑡𝑜𝑡 = (𝑅𝑡ℎℎ + 𝑅𝑡ℎ𝑖𝑛𝑡 + 𝑅𝑡ℎ𝑠𝑢𝑏)  
𝑅𝑡ℎ𝑖𝑛𝑡  is the thermal resistance for thermal paste which calculated to be 0.18℃ 𝑊⁄ .  
𝑅𝑡ℎℎ is the thermal resistance for the heater which can be obtained from: 
 (𝐿 𝐾𝐴⁄ )ℎ = 0.002 (205 × (0.0375)
2⁄ ) = 0.01℃ 𝑊⁄ . 
𝑅𝑡ℎ𝑠𝑢𝑏  is the thermal resistance for the substrate and can be found from: 
 (𝐿 𝐾𝐴⁄ )𝑠𝑢𝑏 = 0.003 (387 × 0.077 × 0.068⁄ ) = 0.0015℃ 𝑊⁄ . 
Therefore the 𝑅𝑡ℎ𝑡𝑜𝑡 ≈ 0.2℃ 𝑊⁄ . 
To find the values of temperature that are going to use in this calculation, after 
reaching the steady state and that happen when the temperature changing is about ± 
0.2, the temperatures were recorded at five-second intervals for 100 seconds and the 
average of these values were used to find the heat flux as following: 
𝑞 =
(𝑇1 − 𝑇2)
𝑅𝑡ℎ𝑡𝑜𝑡
=
(76.9 − 69.8)
0.2
= 35.4𝑊 
In order to find the average Nusselt number, the average value of heat transfer 
coefficient  ℎ̅ must be obtained. Because of the heat energy that obtained previously 
is the same heat energy which is taken by water so ℎ̅ can be calculated as follow: 
ℎ̅ =
𝑞
𝐴(𝑇?̅? − 𝑇?̅?)
 
𝑇?̅? is the average temperature value of the five points on the substrate and 𝑇?̅? is the 
average temperature values of two thermocouples reading the water temperature 
inside the enclosure. 
ℎ̅ =
35.4
0.077 × 0.068(67.56 − 55)
= 538.3 
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Now it is the time to find the average Nusselt number (𝑁𝑢̅̅̅̅ ) along substrate/water 
interface which could be written as: 
𝑁𝑢̅̅̅̅ =
ℎ̅ × ℎ
𝐾𝑓
=
538.3 × 0.0375
0.6
= 33.64 
In Figure (6.20), also other two empirical equations were used to compare them with 
the numerical and experimental results. 
The first empirical equation is proposed by Berkovsky and Polevikov (1977) for 
vertical enclosures which can be written as following:  
𝑁𝑢̅̅̅̅ = 0.18 [
𝑃𝑟
𝑃𝑟 + 0.2
∗ 𝑅𝑎ℎ]
0.29
 
The second empirical equation is proposed by Turan et al. (2010) for vertical 
enclosures that can be written as following:  
𝑁𝑢̅̅̅̅ = 0.162 ∗ 𝑅𝑎ℎ
0.293 [
𝑃𝑟
𝑃𝑟 + 1
]
0.091
 
In the above two empirical equations, the average Nusselt number depends on 
Rayleigh number: 
𝑅𝑎ℎ =
𝑔𝛽ℎ3(𝑇ℎ − 𝑇𝑐)𝑃𝑟
𝜐2
 
where 𝛽 is volumetric thermal expansion coefficient, 𝜐 is kinematic viscosity, 𝑃𝑟 is 
Prandtl number and 𝑔 is the gravitational acceleration. 
When the power input is at 40𝑊, the properties of water is calculated at reference 
temperature which the same of the average water temperature in the enclosure 𝑇𝑟 =
55. Then the Rayleigh number and average Nusselt number from the both empirical 
equations can be calculated. 
𝑅𝑎ℎ = 8.3 × 10
7 
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𝑁𝑢̅̅̅̅ = 0.18 [
𝑃𝑟
𝑃𝑟 + 0.2
∗ 𝑅𝑎ℎ]
0.29
= 35.16 
𝑁𝑢̅̅̅̅ = 0.162 ∗ 𝑅𝑎ℎ
0.293 [
𝑃𝑟
𝑃𝑟 + 1
]
0.091
= 31.33 
From the results, the empirical equation that proposed by Turan et al. (2010) is given 
a better agreement with the current results than the empirical equation proposed by 
Berkovsky and Polevikov (1977).  
5. Reynolds number 
Reynolds number can be used to determine whether the flow is laminar or turbulent. 
A high Reynolds number will results in turbulence flow. The Reynolds number can 
be calculated using Equation (B.5): 
𝑅𝑒 = 𝑢𝐿𝑥 𝜐⁄                                                                                                                         (𝐵. 5)   
where 𝑢 is fluid velocity within the computer case, 𝐿𝑥 is the characteristic length and 
𝜐 is kinematic viscosity of air. 
For the current study, the air is forced to flow inside the computer covering case by 
an exhaust fan. The volumetric flow rate in the cross section inside the computer 
case is 0.026𝑚3 𝑠⁄ , therefore the air velocity could be obtained as following: 
𝑉 =
0.026
0.171 × 0.352
= 0.432𝑚 𝑠⁄  
Using the Equation (𝐵. 5) gives: 
𝑅𝑒 =
0.432 × 0.418
15.89 × 10−6
= 1.14 × 104 
Therefore the flow inside the computer case is turbulent. Further, some parts inside 
the computer case generate eddies.  
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