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Abstrakt
Bakalárˇská práce se zabývá ru˚znými zpu˚soby vytvárˇení paralelních cˇi distribuovaných
aplikací se zameˇrˇením na MPI. Dále popisuje vyvíjený nástroj Kaira, který je urcˇen pro
modelování paralelních - distribuovaných aplikací. Druhá cˇást práce se zameˇrˇuje na mož-
nosti Cloud computingu, zejména pak na možné rozšírˇení nástroje Kaira o schopnost
generování kódu pro cloudová rˇešení na platformeˇ .NET.
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Abstract
This bachelor thesis deals with different ways of creating parallel or distributed applica-
tions focusing on MPI. This thesis also describes developed tool named Kaira. Kaira is
tool for modeling of parallel or distributed applications. Second part of thesis is focused
on Cloud computing, especially of possible extension the tool Kaira for ability to generate
code for cloud solutions based on .NET platform.
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sage Passing Interface, MPI.NET, Parallel programming, Petri nets, Synchronization, Win-
dows Azure
Seznam použitých zkratek a symbolu˚
.NET – „dotnet“, soubor softwarových produktu˚ - platforma
C# – C Sharp, programovací jazyk spolecˇnosti Microsoft
Cluster – pocˇítacˇový cluster, seskupení výpocˇetních uzlu˚(pocˇítacˇu˚)
GPL – General Public Licence, všeobecná verˇejná licence
HPC – High Performance Computing
HTTP – Hypertext Transfer Protocol, internetový protokol
IIS – Internet Information Services (Server), webový server spolecˇ-
nosti Microsoft.
MPI – Message Passing Interface
OS – Operacˇní systém
PHP – Skriptovací programovací jazyk
POSIX – Portable Operating System Interface (for Unix)
RAM – Random Access Memory, pameˇt’ s rychlým prˇístupem
SDK – Software Development Kit
SOA – Service Oriented Architecture
SOAP – Simple Object Access Protocol, sít’ový protokol
SQL – Structured Query Language, dotazovací jazyk
VB, VB.NET – Visual Basic, programovací jazyk spolecˇnosti Microsoft
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31 Úvod
Cílem této bakalárˇské práce je prozkoumat možnosti cloudových rˇešení pro budoucí roz-
šírˇení vyvíjeného nástroje Kaira, který slouží k modelování paralelních aplikací.
Seznámit se s ru˚znými zpu˚soby vytvárˇení paralelní cˇi distribuovaných aplikací je nut-
ným prˇedpokladem pro alesponˇ základní pochopení problematiky modelování paralel-
ních aplikací. Teorie paralelního programování je znacˇneˇ rozsáhlým odveˇtvím. Teoretické
základy popisuji v 2 kapitole. Poukazuji hlavneˇ na myšlenku paralelního programování
a na základní problémy, se kterými je nutné se vyporˇádat prˇi psaní paralelních aplikací.
Ve 3 kapitole prˇibližuji standard a specifikaci MPI. Zaobírám se základními prvky
standartu a popisuji smysl celého standardu a základních funkcí. V záveˇru kapitoly se
veˇnuji konkrétní implementaci standardu pro .NET framework.
Po strucˇném úvodu do Petriho sítí následuje v další kapitole prˇedstavení samotného
nástroj Kaira. Zde popisuji hlavní myšlenku autoru˚ a ukazuji základní funkce a chování
programu na konkrétních prˇíkladech.
V posledních kapitolách práce se veˇnuji prˇedevším cloudovému rˇešení spolecˇnosti
Microsoft a na prˇíkladu demonstruji, jakým zpu˚sobem mu˚že být Windows Azure využit
v dalším vývoji nástroje Kaira.
42 Vytvárˇení paralelních aplikací
Paralelizace výpocˇetních problému˚ je v dnešní dobeˇ již beˇžnou záležitostí. Díky parale-
lizaci máme možnost snížit cˇas výpocˇtu˚ nebo mu˚žeme spoušteˇt pameˇt’oveˇ nárocˇné apli-
kace. Tyto nesporné výhody jsou ovšem zaplaceny složiteˇjším a nárocˇneˇjším vývojem
aplikací v porovnání s jejich sekvencˇními variantami. Paralelní pocˇítacˇe se liší v mnoha
smeˇrech, mohou to být obycˇejné stolní pocˇítacˇe s neˇkolika jádry v procesoru nebo také
obrovské výpocˇetní clustry s tisíci procesory.
2.1 Problémy paralelního programování
At’ už programujeme paralelní aplikaci beˇžící na jedno, dvou cˇi více jádrovém procesoru
nebo programujeme aplikaci pro výpocˇetní cluster, drˇíve cˇi pozdeˇji narazíme na neˇkterý
z problému˚, které s sebou prˇináší psaní paralelních aplikací.
Veˇtšinu teˇchto potíží mu˚žeme oznacˇit jako platformneˇ nezávislé, jelikož se obvykle
neprojevují jako chyba programu cˇi programovacího jazyka jako takového, ale jedná se o
chyby zpu˚sobené špatnou logikou cˇi nesprávnou implementací daného algoritmu nebo
problému.
Veˇtšina teˇchto problému˚ souvisí se synchronizací mezi jednotlivými vlákny cˇi pro-
cesy. Chyby v synchronizaci mohou mít za následek deadlock cˇi nekonzistenci dat.
Úskalí synchronizace se týkají jak aplikací s pár vlákny, tak i složitých paralelních modelu˚
pro veˇdecké výpocˇty na superpocˇítacˇích s velkým množstvím samostatných procesu˚.
2.2 Paralelismus v beˇžném domácím pocˇítacˇi
I když v dnešní dobeˇ procesory s více jádry používají i mobilní telefony (smartphony),
pseudo-paralelismus na jedno-jádrových procesorech je používán již desítky let. Již na jedno-
jádrových procesorech beˇžely tzv. multitaskingové operacˇní systémy, které jsou schopné
beˇhu více aplikací a procesu˚ zárovenˇ. Beˇh více procesu˚ najednou, tedy multitasking na
takových procesorech, je umožneˇn díky plánovacˇi - scheduler, který procesu˚m prˇirˇazuje
cˇas na procesoru. Efekt paralelismus cˇi multitasking na jedno-jádrových procesorech je
tedy produktem rychlého prˇirˇazování výpocˇetního cˇasu na procesu pro jednotlivé pro-
cesy. „Sekvencˇní procesy“ tedy sdílejí jeden procesor a jejich postupné vyhodnocování je
dovoleno díky sofistikovaným algoritmu˚m plánování, frontám, nastavování priorit pro-
cesu˚, nastavování stavu˚ procesu˚ a další. To vše má na starost práveˇ operacˇní systém:
nejen, že se stará o efektivní využití procesoru, stará se také o pameˇt’ využívanou pro-
cesy.
5Jednotlivé procesy mohou navíc využívat „podprocesu˚“ cˇi „lightwight procesu˚“,
které oznacˇujeme jako Vlákna - Thread. Vlákna sdílí zdroje celého procesu, pracují se
stejným adresním prostorem a mohou tedy mezi sebou jednoduše komunikovat.
Podstatným rozdílem mezi vláknem a procesem je sdílení pameˇti; procesy mají prˇi-
deˇlenou pameˇt’ oddeˇlenou od ostatních procesu˚, procesy mezi sebou nemohou prˇímo
komunikovat. Vlákna naproti tomu sdílejí všechnu pameˇt’ prˇideˇlenou procesu.
2.2.1 Prˇíklad
Na CD, prˇiloženém k této práci, je jednoduchý projekt demonstrující rˇešení stejného pro-
blému prˇi využití sériového a paralelního prˇístupu, podle prˇílohy A.2 stacˇí rozbalit sou-
bory a spustit projekt pomocí Microsoft Visual Studio.
Jednoduché konzolová aplikace má za úkol vypocˇítat všechna prvocˇísla v daném roz-
sahu od 1 do 4194304. Využívá jednoduchou implementaci algoritmu pro výpocˇet prvo-
cˇísel, Eratosthenovo síto.
Nejprve jsou prvocˇísla vypocˇítána hrubou silou v sériovém provedení. Poté jsou pr-
vocˇísla vypocˇítána „objektovou“ variantou stejného algoritmu, tato varianta je potom
také použita pro paralelní variantu, využívající 8 vláken.
Rozdíly mezi jednotlivými rˇešeními jsou vyjádrˇeny délkou trvání jednotlivých výpo-
cˇtu˚. Výsledky, cˇasy, jednotlivých rˇešení nejsou prˇíliš zajímavé. Jedná se o neoptimalizo-
vané rˇešení pomeˇrneˇ nárocˇného problému (výpocˇet prvocˇísel), nicméneˇ je du˚ležité, jak
markantní jsou cˇasové rozdíly jednotlivých rˇešení. Paralelní rˇešení mu˚že být 3× až 4×
rychlejší než sériové/sekvencˇní rˇešení, v závislosti na konfiguraci stroje.
2.3 Organizace pameˇti v paralelních prostrˇedích
Paralelní aplikace se nerozdeˇlují pouze podle zpu˚sobu napsaného kódu a jeho násled-
ném vyhodnocení v procesorech cˇi vláknech. Du˚ležitý je i zpu˚sob práce s pameˇtí a její
organizace.[14]
2.3.1 Sdílená pameˇt’
Sdílená pameˇt’ je prˇístupná neomezeneˇ všem procesoru˚m. Obvykle jsou to pocˇítacˇe slo-
žené z neˇkolika procesoru˚ se spolecˇnou sbeˇrnicí a spolecˇnou pameˇtí. Problémem je, že
s rostoucím pocˇtem procesoru˚ dochází k zahlcení sbeˇrnice. Jako model jsou pocˇítacˇe se
sdílenou pameˇtí vhodné pro malý pocˇet procesoru˚.
62.3.2 Distribuovaná pameˇt’
Každý procesor v systému s distribuovanou pameˇtí má vlastní soukromou pameˇt’. Vý-
pocˇetní úlohy tedy probíhají nad lokálními daty a pokud jsou vyžadována data z jiného
procesu, resp. pameˇti, je trˇeba komunikace mezi procesory. K takové komunikaci je trˇeba
využít systém pro zasílání zpráv mezi procesy (MPI - Kapitola 3 na straneˇ 7). Komunikace
v systému s distribuovanou pameˇtí je obvykle kompletneˇ skryta a jelikož ke komunikaci
samotné pak dochází prostrˇednictvím síteˇ, má to za následek urcˇité zpoždeˇní.
2.4 Vytvárˇení distribuovaných aplikací
Standardem pro výpocˇty se sdílenou pameˇti je OpenMP. Je zameˇrˇen na paralelizaci smy-
cˇek. Mu˚že být velmi efektivní, pokud lze smycˇku vyjádrˇit jako více nezávislých smycˇek.
Problém nastává ve chvíli, kdy výpocˇet požaduje sofistikovaneˇjší paralelní chování.
Na poli distribuovaných systému˚ je standardem Message Passing Interface (MPI)[3].
Strucˇneˇ rˇecˇeno, MPI mu˚žeme považovat za rozhraní pro zasílání zpráv mezi jednotli-
vými výpocˇetními uzly.
Nicméneˇ v praxi je programování paralelních cˇi distribuovaných aplikací mnohem
komplikovaneˇjší, než jen odeslání zprávy mezi dveˇma výpocˇetními uzly. Superpocˇítacˇe
jsou cˇasto strukturovány jako vzájemneˇ propojené výpocˇetní clustry se sdílenou pameˇtí.
Využití plného výkonu takového pocˇítacˇe nás vede k hybridním paralelním modelu˚m
programování. Nejvyužívaneˇjší kombinací je práveˇ spojení OpenMP a MPI.
Problémem takových modelu˚ je ale silná závislost na cílové architekturˇe. Vyžaduje
cˇasto rozsáhlé úpravy k dosažení optimálního výkonu na ru˚zných superpocˇítacˇích. Tento
problém se nejcˇasteˇji vyskytuje u veˇdeckých výpocˇtu˚, kde není cílem práce vytvorˇit apli-
kaci jako takovou, ale získání relevantních výsledku˚ z beˇhu samotné aplikace. Pokud
zvážíme všechny záludnosti paralelního programování, jako naprˇ. komplexní návrh a
složité ladeˇní aplikace, mu˚že být sekvencˇní rˇešení problému mnohem efektivneˇjší a vý-
hodneˇjší.
73 MPI: Message Passing Interface
Message Passing Interface (MPI) je široce akceptovaný model a standart.[3] MPI je urcˇeno
primárneˇ pro komunikaci paralelních programových modelu˚, ve kterých jsou data odesí-
lána z adresového prostoru jednoho procesu na proces jiný, prostrˇednictvím spolecˇných
operací pro každý proces. MPI je specifikace, ne implementace. Existuje více implementací
MPI, ale MPI není ani programovací jazyk. Všechny operace MPI jsou vyjádrˇeny jako
funkce, rutiny nebo metody. Jsou ale sémanticky nezávislé na programovacích jazycích.
Nicméneˇ je MPI vázáno na jazyky C, C++ a Fortran. Standart je definován otevrˇeneˇ ko-
munitou veˇdcu˚, vývojových pracovníku˚ a dodavatelu˚ paralelních zarˇízení.
Hlavním cílem MPI je, jednoduše rˇecˇeno, vývoj široce uznávaného standartu pro
psaní programu˚ využívající prˇedávání zpráv (message-passing). MPI jako rozhraní by
meˇlo poskytnou praktický, prˇenosný, výkonný a flexibilní standart pro prˇedávání zpráv.
3.1 Komunikace MPI
Odesílání (SEND) a prˇíjímání (RECV) zpráv jsou dva základní kameny MPI. Témeˇrˇ každá
další MPI funkce mu˚že být implementována voláním teˇchto dvou metod.[3]
Prˇijímání a odesílání zpráv v MPI funguje následujícím zpu˚sobem: Proces A se roz-
hodne odeslat zprávu procesu B. Proces A tedy vezme všechna potrˇebná data a prˇedá je
do bufferu pro proces B. Tento buffer bývá popisován jako obálka zprávy. Je to stejné, jako
když jdeme odeslat dopis na poštu - nejprve jej dáme do obálky, kterou pak zalepíme a te-
prve potom prˇedáme dopis pošteˇ. Jakmile je obálka rˇádneˇ prˇedána, je za její dorucˇení na
správnou adresu plneˇ zodpoveˇdné komunikacˇní zarˇízení (v prˇípadeˇ MPI je to veˇtšinou
sít’). Adresa zprávy je definována identifikátorem procesu - rank.
I když je zpráva dorucˇena procesu B, proces B musí dovolit prˇijetí teˇchto dat. Jakmile
prˇijetí dat schválí, jsou data prˇenesena, proces A je obeznámen s dokoncˇením prˇenosu a
mu˚že se vrátit zpeˇt k práci.
V neˇkterých prˇípadech mu˚že být odesláno více typu˚ zpráv z jednoho procesu na
druhý. Aby se nemusel prˇíjemce probírat všemi zprávami, aby zjistil, co ve zpráveˇ je,
MPI dovoluje odesílateli specifikovat identifikátorem typ zprávy - tag. Potom mu˚že pro-
ces prˇijmout pouze zprávu s urcˇitým tagem, zprávy s jiným tagem budou cˇekat v bufferu,
dokud je proces B nebude schopen zpracovat.
3.2 Typy MPI operací
Základním kamenem MPI je komunikace mezi procesy. Základní komunikace vždy pro-
bíhá mezi dveˇma procesy - point-to-point komunikace [3].
8Typy point-to-point operací jsou následující:
• blokující
• neblokující
Použití blokující nebo neblokující funkce mu˚že mít zásadní vliv na funkci a výkon
celé aplikace.
3.2.1 Blokující operace
Jak jsme si strucˇneˇ popsali výše v kapitole 3.1, prˇi odesílání zprávy je obsah zprávy ulo-
žen do bufferu - obálky. MPI specifikuje metody SEND a RECV jako blokující, což znamená,
že v prˇípadeˇ metody MPI_SEND nepovolí programu pokracˇovat, dokud není obálka sku-
tecˇneˇ prˇipravena a odeslána. V prˇípadeˇ metody MPI_RECV program nepokracˇuje, dokud
není zpráva skutecˇneˇ prˇijata a bezpecˇneˇ uložena.
3.2.2 Neblokující operace
S použitím neblokujících operací program necˇeká na dokoncˇení prˇenosu dat a pokracˇuje
v beˇhu programu. Neblokující operace k odeslání a prˇijetí zprávy se odlišují prefixem I
(od slova immediate - bezprostrˇedneˇ). MPI_ISEND a MPI_IRECV.
Výhodou neblokujících operací je, že výpocˇet mu˚že pokracˇovat bezprostrˇedneˇ po za-
volání neblokující funkce bez cˇekání na dokoncˇení volání, což zvyšuje výkon programu.
Neblokující operace dovolují, aby výpocˇet a komunikace probíhaly soucˇasneˇ.
Programátor pak musí ošetrˇit, zda odeslání/prˇijetí dat z bufferu bylo dokoncˇeno
prˇedtím, než zacˇne s bufferem zase pracovat.
3.3 Implementace MPI
Jak jsem již zmínil, MPI je standart a specifikace, nezahrnuje tedy konkrétní implemen-
taci. Samozrˇejmeˇ ale existují verˇejné domény, které volneˇ nabízejí své implementace. MPI
je implementováno jako knihovna pro neˇkolik programovacích jazyku˚.
Mezi nejznámeˇjší volneˇ širˇitelné implementace MPI patrˇí Open MPI, MPICH (MPICH2),
LAM/MPI. Další implementace bývají již ru˚zneˇ spojené a upravené verze implementací
MPICH a LAM/MPI, obvykle se jedná o komercˇní implementace spolecˇností jako je Intel,
Microsoft a další. [3] [9]
Tyto implementace skutecˇneˇ splnˇují cíle standartu MPI a jsou opravdu pomeˇrneˇ jed-
noduše prˇenosné naprˇícˇ platformami a jsou znacˇneˇ rozšírˇené. Teˇchto implementací vyu-
9žívá i Kaira. My se ale budeme dále zabývat implementacemi MS-MPI. Na implementaci
MPI.NET pro platformu .NET si demonstrujeme použití MPI.
3.4 MPI.NET
MPI.NET je vysoce výkonná implementace MPI pro Microsoft .NET framework. Oproti
ostatním implementacím MPI, které poskytují podporu hlavneˇ pro C/C++ a Fortran,
MPI.NET poskytuje podporu pro všechny jazyky framworku .NET, obzvlášteˇ pak pro
C#. Zahrnuje navíc neˇkolik znacˇných rozšírˇení, které usnadnˇují vývoj paralelních pro-
gramu˚ pro výpocˇetní clustry.[12]
MPI.NET je postaven na MS-MPI, což je implementace MPI spolecˇnosti Microsoft pro
Microsoft HPC Server a Windows Compute Cluster Server. MS-MPI je postaveno na imple-
mentaci MPICH2 a umožnˇuje použít existující kód napsaný pro MPICH2 [13].
3.4.1 Instalace MPI.NET
Pro použití MPI.NET nepotrˇebujeme Windows cluster nebo víceprocesorový pocˇítacˇ.
Nicméneˇ bez dalších nástroju˚ se neobejdeme. (Prˇedpokládá se vývoj na operacˇním sys-
tému Windows XP a vyšší).
Mimo samotného MPI.NET potrˇebujeme Microsoft Visual Studio nebo jiný nástroj schopný
kompilace kódu˚ psaných neˇkterým z .NET jazyku˚. Dále je nutné mít nainstalovaný Micro-
soft Compute Cluster Pack nebo Microsoft Compute Cluster Server, jak bylo zmíneˇno MPI.NET
je postavený na MS-MPI a bez této knihovny se neobejde.
Instalacˇní balík MPI.NET lze najít na stránce
http://osl.iu.edu/research/mpi.net/software/ [12]. Úspeˇšnou instalaci
lze zkontrolovat spušteˇním jednoho z prˇíkladu˚, které jsou dodány s nainstalovaným
MPI.NET balíkem.
Aplikace využívají MPI.NET pak spouštíme, stejneˇ jako beˇžné MPI aplikace, pomocí
prˇíkazu mpiexec
mpiexec −n <N> <aplikace>
Výpis 1: Spušteˇní MPI.NET aplikace
<N> udává pocˇet uzlu˚, které mají být vytvorˇeny pro výpocˇet. <Aplikace> je název nebo
cesta k aplikaci (Naprˇ. HellWorld.exe)
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4 Úvod do Petriho sítí
Petriho síteˇ, prˇedstavují grafický a matematický nástroj pro modelování diskrétních, pa-
ralelních cˇi distribuovaných systému˚. Prˇi návrhu modelu paralelní aplikace jsou v Kairˇe
Petriho síteˇ používány jako vizuální programovací jazyk. Základy Petriho sítí byly po-
loženy již v 60. letech a od té doby byly postupneˇ rozvíjeny. Beˇhem vývoje vzniklo neˇ-
kolik typu˚ Petriho sítí, prˇedstavíme si ale pouze základní varianty, které používá nástroj
Kaira.5
4.1 P/T (Place / Transition) Petriho síteˇ
Skládají se z míst, prˇechodu˚ a orientovaných hran. Místa jsou znázornˇovány jako kroužek,
prˇechody jsou prˇedstavovány jako obdélníky. Orientované hrany smeˇrˇují bud’ od místa
k prˇechodu nebo od prˇechodu k místu, proto je dále rozdeˇlujeme na vstupní hrany a vý-
stupní hrany. Hrany nikdy nemohou být prˇímo mezi dveˇma místy nebo mezi dveˇma prˇe-
chody. Hrany by meˇly mít mít udanou váhu, která uvádí, kolik tokenu˚ je trˇeba po hraneˇ
prˇesunout k provedení prˇechodu.
Na Obrázku 1 jsou nacˇrtnuty dva stupneˇ vyhodnocování P/T Petriho síteˇ. Místa mu˚-
žeme považovat za pameˇt’ový prostor a prˇechody mu˚žeme považovat za neˇjakou udá-
lost cˇi akci. Stav síteˇ popisujeme jako pocˇet tokenu˚ v každém místeˇ. Token je obvykle
znacˇen jako cˇerná tecˇka v místeˇ. Pru˚chod síteˇ je proces, beˇhem kterého odebíráme a prˇi-
dáváme tokeny z/do míst. Zmeˇny tokenu˚ jsou realizovány v prˇechodech. Prˇi provádeˇní
prˇechodu je odebrán a zpracován token z vstupního místa prˇechodu a na výstupní místo
je vyprodukován výsledný token. Jeden token je zpracován pro každou vstupní hranu a
jeden token je vytvorˇen pro každou výstupní hranu. Prˇechod mu˚že být proveden pouze
tehdy, pokud je na vstupním místeˇ dostatecˇný pocˇet tokenu˚; takový prˇechod se pak na-
zývá proveditelný prˇechod. Pocˇátecˇní stav síteˇ udává pocˇet tokenu˚ v jednotlivých místech
síteˇ.
Obrázek 1 modeluje jednoduchý prˇíklad výpocˇtu rozdeˇleného na dveˇ cˇásti(cmp1,
cmp2), prˇicˇemž po dokoncˇení obou cˇásti je zobrazen výsledek. Tento jednoduchý výpocˇet
se mu˚že dostat do neˇkolika ru˚zných stavu˚, v závislosti na porˇadí provádeˇní prˇechodu˚,
avšak pocˇet všech stavu˚ lze popsat pocˇtem tokenu˚ v místech.
Proveditelný prˇechod mu˚že být proveden nezávisle na ostatních prˇechodech. Pokud
sít’ bude obsahovat pouze jediný prˇechod, porˇád mu˚žeme definovat paralelní chování
za prˇedpokladu, že na vstupním místeˇ je dostatek tokenu˚ pro vícenásobné provedení
prˇechodu. Tento paralelismus vychází prˇirozeneˇ z modelu a prˇi navrhování jej nemusíme
explicitneˇ definovat.
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Obrázek 1: Prˇíklad pru˚chodu P/T Petriho síteˇ.
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4.2 Barevné Petriho síteˇ
V praxi nabízejí P/T Petriho síteˇ prˇíliš nízko-úrovnˇové možnosti rˇešení problému a vý-
sledné modely jsou cˇasto velmi rozsáhlé. Rozšírˇením P/T Petriho sítí mu˚žeme získat
prostrˇedky k rˇešení na vyšší úrovni a jedním z možných rozšírˇení jsou Barevné Petriho
síteˇ.
Hlavní myšlenkou Barevných Petriho sítí je nepovažovat token za „anonymní cˇernou
tecˇku“. V Barevných Petriho sítích mu˚žeme tokenu˚m prˇirˇazovat ru˚zné hodnoty. Každé
místo má prˇirˇazený svu˚j typ a tokeny v místech nesou hodnoty podle typu daného místa.
V Barvených Petriho sítích tedy místa neobsahují pouze pocˇet tokenu˚, ale popisují je jako
pole hodnot naprˇícˇ oborem datových typu˚ v jednotlivých místech. Pokud tedy jednotlivé
tokeny nesou ru˚zné hodnoty, mu˚žeme definovat složiteˇjší podmínky, kdy jsou prˇechody
proveditelné a kdy má být prˇechod proveden. Aby byl prˇechod proveditelný, musí mít
vstupní tokeny „stejnou barvu“.
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5 Kaira
V této kapitole si prˇedstavíme vyvíjený nástroj Kaira a možnosti, kterými disponuje.
5.1 O nástroji Kaira
Kaira je open-source projekt skupiny Verif, jenž je soucˇástí Centra Aplikované Kyberne-
tiky(CAK). Spadá pod GPL licenci. Cílem projektu je vytvorˇit prostrˇedí vhodné pro vy-
tvárˇení paralelních aplikací se zameˇrˇením na výpocˇetní clustry(High-performance compu-
ting).[11]
Poslední verzi Kairy, aktuality a instrukce k instalaci lze najít na webové prezentaci
projektu: http://verif.cs.vsb.cz/kaira/.[11]
Kaira je samostatné vývojové prostrˇedí nabízející uživatelu˚m potrˇebnou funkcˇnost
pro vývoj a dokoncˇení aplikací. Umožnˇuje navrhovat grafické modely paralelních apli-
kací, vkládat sekvencˇní kód do uzlu˚ modelu, generovat konecˇnou aplikaci, zobrazovat
simulace cˇi ladit samotný kód.
Hlavní myšlenkou projektu je zjednodušit vývoj paralelních aplikací. Kaira je proto
vyvíjena jako nástroj s abstraktním modelováním s prˇirozenou vizualizací a umožnˇuje
jednoduše zakomponovat již existující zdrojový kód. S nástroji jako MPI je cˇasto cˇasoveˇ
nárocˇné vytvorˇit fungující program, výhodou Kairy je i možnost vytvorˇit již v prvních fá-
zích vývoje fungující aplikaci, což mu˚že umožnit optimalizaci ru˚zných knihoven a hard-
waru.
Grafické modely paralelních aplikací vytvárˇené v Kairˇe jsou založeny na Barevných
Petriho sítích. Petriho síteˇ jsou prˇijaty jako vizuální programovací jazyk a díky jejich vyja-
drˇovací schopnosti jsou klícˇem k vizuálnímu programování paralelních aplikací. [1]
I když Kaira využívá vizuálního programování, není jejím cílem vytvorˇit celý pro-
gram pouze pomocí Barvených Petriho sítí. Hlavním úcˇelem vizuálního jazyka je za-
chytit paralelismus a komunikacˇní aspekty. Sekvencˇní cˇásti programu mohou vytvorˇeny
„klasickým“ jazykem a následneˇ integrovány do vizuálního modelu. Tato vlastnost je
pohodlneˇjší nejen pro programátory, ale díky ní lze taky využít již drˇíve napsaný kód a
urychlit tak vývoj prvních prototypu˚.
Je trˇeba upozornit, že Kaira není automatický nástroj vyhledávající možný parale-
lismus v aplikaci. Nicméneˇ umožnˇuje definovat paralelismus na vyšších úrovních od
kterých následneˇ mu˚že odvodit implementacˇní detaily.
Kaira umožnˇuje vkládat sekvencˇní kód v C++ a vytvárˇí aplikace využívající vlákna
a MPI. Práveˇ možnost vytvárˇet samostatné aplikace odlišuje Kairu od podobných ná-
stroju˚, které také disponují možnostmi jako abstraktní modelování, simulace a vizuální
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Obrázek 2: Vložení kódu do prˇechodu
programování. Z tohoto pohledu je tedy cílem vytvorˇit nástroj podobný jiným grafickým
návrhovým prostrˇedím, jako je NetBeans nebo Visual Studio.
Než se podíváme na vlastnosti Kairy samotné, je trˇeba mít alesponˇ základní infor-
mace o Petriho sítích.
5.2 Integrace sekvencˇního kódu
Jak je zmíneˇno v kapitole 5.1, Kaira dovoluje využití již napsaného sekvencˇního kódu.
Jednou z možností, jak to provést, je vložit kód do prˇechodu˚ cˇi míst. Kaira pomáhá pro-
gramátorovi vygenerováním šablony funkce podle vytvorˇené struktury modelu. Na Ob-
rázku 2 je ukázán editor Kairy, který nedovolí zmeˇnit šablonu funkce, ale lze napsat ja-
kýkoli kód do teˇla funkce. Šablona ukazuje kód prˇechodu devide z Obrázku 3
Další možností, jak zakomponovat kód do navrhovaného modelu, je integrace typu˚ a
funkcí C++. Lze využít datové typy reprezentující matici z existující C++ knihovny jako
typ tokenu˚ a funkce knihovny lze použít na hrany. Je nutné pouze definovat funkce pro
serializaci takových typu˚ a urcˇit, jak se mají hodnoty zobrazovat beˇhem simulace.
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5.3 Grafické modely a základní chování
V kapitole 5.1 již bylo uvedeno, že grafické modely v Kairˇe jsou založeny na Barvených
Petriho sítích. Barevné Petriho síteˇ jsou vhodneˇ rozšírˇeny a upraveny pro jednodušší
modelování algoritmu˚ pro distribuované systémy. Pro popis vytvorˇených modelu˚ autorˇi
Kairy navrhli vlastní jednoduchý jazyk NeL (Net Language), protože je jednodušší pra-
covat s méneˇ sofistikovaným jazykem, který usnadnˇuje prˇeklad a generování konecˇného
kódu pro ru˚zná koncová zarˇízení[1]. Jazyk by meˇl být lehce pochopitelný pro cˇtenárˇe se
základními zkušenostmi s beˇžnými programovacími jazyky[1].
5.3.1 Sít’ové procesy modelu˚
Jaké jsou tedy rozdíly modelovacího jazyka v porovnání s Barevnými Petriho síteˇmi? V
sémantice Kairy mu˚že existovat více kopií celé síteˇ. Tyto kopie se nazývají sít’ové pro-
cesy. V praxi pak bude jedna kopie síteˇ v jednom výpocˇetním uzlu. Beˇhem simulace lze
samozrˇejmeˇ pocˇet sít’ových procesu˚ zmeˇnit. Každý sít’ový proces je zcela samostatný
s vlastními stavy a beˇží nezávisle na ostatních. Vytvárˇení tokenu˚ je jedinou možnosti,
jak komunikovat mezi ru˚znými sít’ovými procesy. Prˇechody ovšem mohou zpracovávat
tokeny z lokálního sít’ového procesu, proto testování, zda je prˇechod proveditelný, vy-
žaduje pouze informace z lokálního sít’ového procesu. Tato sémantika vychází z povahy
distribuované pameˇti, to znamená, že proces mu˚že odeslat zprávu, ale nemu˚že prˇímo
cˇíst z pameˇti jiného procesu.
Smyslem sít’ových procesu˚ je popsat stav distribuované pameˇti, kde každý sít’ový
proces prˇedstavuje jeden adresový prostor. Každý sít’ový proces tedy beˇží paralelneˇ k
ostatním. Sít’ové procesy se vytvárˇí pro každý MPI proces. Paralelní chování sít’ového
procesu není omezováno - pokud jde spustit více vláken v jednom MPI procesu, lze vy-
konat více úkonu˚ soucˇasneˇ bez jakéhokoli zásahu do modelu.
5.3.2 Chování modelu
Na Obrázku 3 je demonstrováno chování modelu prˇi beˇžném problému, kde hlavní pro-
ces rozdeˇluje úkoly mezi ostatní procesy. Pokud jeden z procesu˚ dokoncˇí prˇirˇazený úkol,
zažádá hlavní proces o nový úkol. Toto se opakuje dokud neskoncˇí celý výpocˇet. V tomto
prˇíkladu jsou jednotlivé úkoly intervaly cˇísel. Typy tokenu˚ v místech jsou zobrazeny dole
napravo, stav prˇi inicializaci je zobrazen napravo nahorˇe (tvar prˇechodu˚ a míst, v kapitole
4 na straneˇ 10). Podmínky proveditelnosti prˇechodu jsou zobrazeny nad prˇechodem. Prˇe-
chod je proveden pouze pokud je podmínka splneˇna. Hrany jsou navíc rozlišovány jako
normální nebo balené hrany. Normální hrana zpracuje/vytvorˇí vždy jeden token. Balená
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Obrázek 3: Prˇíklad: Rozdeˇlení práce mezi ostatní procesy
hrana mu˚že pracovat s více tokeny najednou a je od normálních hran rozlišena prefixem
∼ (tilda). Vstupní balená hrana zpracuje všechny tokeny z místa a hodnoty tokenu˚ jsou
prˇedávány v poli. Výstupní balená hrana z pole vytvárˇí vždy jeden token pro každou
hodnotu z pole.
Výše jsem zminˇoval, že prˇi spoušteˇní modelu existuje více beˇžících kopií(sít’ové pro-
cesy). Ty jsou identifikovány jedinecˇným celým cˇíslem zacˇínajícím od nuly a výše. Funkce
process_id vrací identifikacˇní cˇíslo soucˇasného sít’ového procesu. Pocˇet všech procesu˚
lze získat funkcí process_count. V prˇíkladu na obrázku 3 místo ready prˇedstavuje cˇe-
kající workery (pracovníky) a místo counter udržuje informaci o zacˇátku následujícího
intervalu. Prˇechod devide rozdeˇluje intervaly mezi workery tak, že odebere cˇekajícího
workera a odešle jej s intervalem na jeho sít’ový proces. Výrazy start a worker jsou
promeˇnné, jejich hodnota je prˇirˇazena po provedení prˇechodu.
Výstupní hrany mohou specifikovat cílový sít’ový proces výrazem za znakem @. Po-
kud není tento výraz nastaven, je token vytvorˇen ve stejném procesu ve kterém byl pro-
veden. Výrazy #LIMIT a #SIZE jsou konstanty, které jsou nastaveny prˇi startu vyhod-
nocování celého modelu.
Prˇechod compute prˇedstavuje výpocˇet intervalu samotného. Dvojitý okraj znamená,
že uvnitrˇ prˇechodu je definována neˇjaká C++ funkce. Jakmile je výpocˇet prˇechodu do-
koncˇen, pak je výsledek poslán zpeˇt na sít’ový proces 0 a zárovenˇ je token s identifiká-
torem sít’ového procesu vložen na místo ready. Pokud hodnota v místeˇ counter dosáhne
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Obrázek 4: Simulace modelu z Obrázku 3
nastavené mezní hodnoteˇ #LIMIT a všechny procesy dokoncˇí jejich výpocˇet, pak jsou
všechno tokeny z místa results odebrány a vypsány. Prˇechod write results obsahuje funkci,
která výsledky vhodneˇ vypíše.
5.4 Shrnutí
Prˇedstavili jsme si tedy nástroj Kaira. Prˇiblížili jsme si vizuální jazyk založený na Barev-
ných Petriho sítích, které vhodneˇ rozširˇuje a následneˇ využívá pro modelování paralel-
ních aplikací pro Výpocˇetní clustry. [1]
Nástroj je stále aktivneˇ vyvíjen. Autorˇi stále experimentují i se základní myšlenkou
celého projektu a stále hledají nejvhodneˇjší cestu, jak vhodneˇ rˇešit složiteˇjší paralelní pro-
blémy. V budoucnu by mohla Kaira sloužit nejen jako koncept, ale skutecˇneˇ usnadnit
vývoj paralelních aplikací, zjednodušit práci s paralelními algoritmy cˇi zprostrˇedkovat
vhodné prostrˇedí pro programátory bez hlubších znalostí paralelních technologií.
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Zatím je Kaira vyvíjena pro Unixové prostrˇedí, z experimentální povahy projektu není
ihned nutné vyvíjet cˇi optimalizovat nástroj pro jiné prostrˇedí (Windows, atd.), jelikož je
neustále vyvíjeno i samotné jádro. Prˇesto má Kaira potenciál k dalšímu rozvoji a rozšírˇení
funkcionality i pro jiné platformy a programovací jazyky.
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6 Kaira a Cloud
Projekty vytvorˇené v nástroji Kaira lze spoušteˇt a ladit na beˇžném domácím pocˇítacˇi.
Hlavní myšlenkou Kairy je ale možnost spustit nárocˇné úlohy na více výpocˇetních uz-
lech, superpocˇítacˇi cˇi výpocˇetních farmách.
Ne každý uživatel nástroje bude mít prˇístup k takovému výpocˇetnímu centru. V
dnešní dobeˇ je proto velmi lákavé a jednoduché využít neˇkteré z cloudových rˇešení.
Cloudy jsou schopny poskytnout prˇinejmenším stejný výkon jako dostupné výpocˇetní
farmy, na které mu˚žeme narazit naprˇíklad na vysokých školách, prˇicˇemž financˇní ná-
klady zu˚stanou v prˇijatelných mezích.
V této kapitole bych chteˇl strucˇneˇ prˇiblížit pojem Cloud a na cloudovém rˇešení spo-
lecˇnosti Microsoft demonstrovat možnosti, které nabízí pro nástroj Kaira.
6.1 Co je to Cloud
Pojem Cloud nebo Cloud computing zastrˇešuje kategorii výpocˇetních nástroju˚ dodáva-
jících urcˇitý výkon na požádání. Oznacˇuje výpocˇetní infrastrukturu, která je vnímána
jako „cloud“, z neˇhož mají uživatelé prˇístup k aplikacím z libovolného místa na sveˇteˇ.
Hlavním principem tohoto modelu je nabídnout výpocˇetní sílu, úložišteˇ a software jako
službu.
Na Obrázku 5 je znázorneˇno spojení jednotlivých odveˇtví, jejichž vývojem jsme se
dostali až ke Cloud computingu. Teprve znacˇný zájem velkých firem zaprˇicˇinil rozvoj
jednotlivých odveˇtví, postupné standardizování dovolilo pru˚nik odveˇtví, což vedlo k
širšímu spojení v cloud computing. Z mnoha technologií informacˇního pru˚myslu lze vy-
brat neˇkolik zastrˇešujících oboru˚, které meˇly prˇímý vliv na vývoj cloudu, jako jsou dis-
tribuované výpocˇty s využíváním výpocˇetních farem, Internetové technologie (Web 2.0,
webové služby), rostoucí požadavky na hardware, virtualizace a správa systému˚.
6.1.1 Dostupné cloudy
Dnes již existuje neprˇeberné množství cloudových služeb a rˇešení. Nicméneˇ ne všechny
jsou stejneˇ flexibilní a mohou se zameˇrˇovat pouze na konkrétní problém, naprˇíklad po-
skytování úložišteˇ pro uživatele nebo jen dorucˇování obsahu po celém sveˇteˇ.
Cloudových rˇešení, která by poskytovala prostrˇedí pro spoušteˇní vlastních aplikací
a zárovenˇ umožnˇovala využít svou architekturu pro High Performance Computing není
zase tak mnoho. Z dlouhého seznamu cloudu˚ jsem vybral pouze ty, které jsou dle mého
názoru vhodné jako „náhradní rˇešení“ místo fyzických výpocˇetních center.
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Obrázek 5: Pru˚nik ru˚zných technologií vedoucí k prˇíchodu cloud computingu [5]
• Windows Azure
• Amazon EC2 (Elastic Compute Cloud)
• Google Compute Engine (Google App Engine)
• Heroku
• RackSpace
Každý z uvedených cloudových poskytovatelu˚ má své prˇednosti. V soucˇasné dobeˇ
lze dohledat mnoho nezávislých Benchmark testu˚, porovnávajících skutecˇný výkon a ná-
klady mezi jednotlivými poskytovateli. Pomeˇr ceny k výkonu v této oblasti ale nemusí
ihned znamenat dosažení lepších výsledku˚. Zameˇrˇil jsem se na Windows Azure, pro-
tože mimo jiné nabízí celou svou infrastrukturu a platformu jako službu a s vývojovým




Azure je platforma a operacˇní systém realizující ideu Cloud computingu v podání spo-
lecˇnosti Microsoft. Konceptem platformy je nabídnou vývojárˇu˚m flexibilitu cloudu pro
ru˚znorodé požadavky na architekturu vyvíjených služeb.
Od roku 2008, kdy byl Azure prˇedstaven, doznala platforma znacˇných zmeˇn a vy-
lepšení. Datová centra se nachází po celém sveˇteˇ a každý rok se otevírají další, aby byla
zarucˇena co nejlepší dostupnost služeb.
Windows Azure nabízí široký rozsah možností využití jeho služeb. Od dorucˇování
obsahu (naprˇ. vysílání živých prˇenosu), prˇes beˇžné webové servery, datová úložišteˇ, vir-
tualizaci, až po využití infrastruktury pro HPC. Aktuality, portál pro správu, dokumen-
taci, ukázky a další užitecˇné informace lze najít na domovské stránce Windows Azure:
http://www.windowsazure.com
6.2.1 Podpora, Interoperabilita
Azure umožnˇuje, stejneˇ jako další poskytovatelé cloudých služeb, vývoj v mnoha pro-
gramovacích jazycích, ke kterým pru˚beˇžneˇ doplnˇuje a aktualizuje SDK. Nicméneˇ hlavní
zbraní celé platformy je samozrˇejmeˇ plná podpora .NET Frameworku.






„Hlavním“ jazykem je ale samozrˇejmeˇ jeden z jazyku˚ .NET, tzv. Role Entry Point, což
je rozhraní mezi aplikací a Azure prostrˇedím, musí být napsáno v C# nebo VB. [15]
Windows Azure je operacˇní systém a poskytuje nezbytné služby a rozhraní pro hos-
tování aplikací v cloudu. Samotné aplikace proto beˇží na instancích virtuálních serveru˚,
jako je Windows Server. Nicméneˇ lze vytvorˇit instance i Linuxových serveru˚.
Jelikož máme ve výsledku prˇístup k plnohodnotnému serveru, je teoreticky možné
využít jakýkoli programovací jazyk. Proto lze spoušteˇt aplikace napsané cˇisteˇ v C++,
naprˇíklad jako „Joby“ pomocí Windows Server HPC Manageru.
22
6.2.2 Virtual Machine a Windows Azure Cloud Service
Všechny výpocˇetní zdroje ve Windows Azure jsou tedy poháneˇny virtuálními stroji. Ne
každý virtuální stroj je ale stejný.
Azure umožnˇuje vytvorˇit a používat plnohodnotný Virtual Machine - Virtuální stroj,
který je plneˇ v našich rukách. Obraz tohoto stroje zabírá místo v našem úložišti, mu˚žeme
jej libovolneˇ upravovat, musíme se sami start o aktualizace a beˇžnou údržbu. Všechny
zmeˇny jsou provádeˇny v našem lokálním úložišti, jakékoli selhání nebo chyba mu˚že zna-
menat nenávratnou ztrátu dat.
Konfigurovat virtuální stroje kvu˚li výpocˇetním instancím mu˚že být zdlouhavé, zby-
tecˇneˇ nárocˇné a drahé. Windows Azure Cloud Service nabízí skutecˇnou „infrastrukturu jako
službu“. Základní myšlenkou je „pošli mi kód a já ho za tebe spustím“. Toho dosahuje




Worker Role funguje jako hrubá pracovní síla na pozadí. Je to obraz správneˇ nastave-
ného systému spravovaného Microsoftem. Je to jednoznacˇneˇ identifikovatelný hostitel-
ský stroj nezávislý na ostatních rolích, které jsme vytvorˇili. Lze vytvorˇit mnoho instancí
stejného stroje a ty mohou mezi sebou komunikovat. Je to tedy výpocˇetní uzel v pomy-
slné virtuální výpocˇetní farmeˇ.
Web Role funguje stejneˇ jako Worker Role, s tím rozdílem že po spušteˇní je nakonfi-
gurovaný a spušteˇný IIS, tedy webový server - Front End. Worker Role lze tedy oznacˇit
za Back End.
6.3 Prˇenos kódu z Kairy do Visual Studia
Jednou z hlavních myšlenek této práce je spušteˇní kódu vygenerovaného nástrojem Kaira
v prostrˇedí Windows Azure. Kaira je prˇipravena pro možnost generování cílového kódu
projektu v jiných jazycích než je C/C++. Jak je zmíneˇno v kapitole 5, nástroj je stále vy-
víjen a to vcˇetneˇ jádra samotného, proto zatím nemá smysl optimalizovat nástroj pro
generování kódu pro jiné platformy.
Kaira ovšem prˇi sestavování projektu generuje .cpp a .h soubory s cˇistým zdrojovým
kódem, obsahující veškerý kód nutný k beˇhu aplikace/projektu (viz. obrázek 6). Tyto


































Other project files and libraries
.h .a only in RPC mode
OR OR
Obrázek 6: Vytvorˇení aplikace nebo knihovny v Kairˇe, prˇevzato se svolením autora z [2]
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Pro sestavení aplikace je potrˇeba jádro Cailie a Kairou vygenerované zdrojové kódy
podle vytvorˇeného projektu. Zmíneˇné zdrojové soubory jsem chteˇl prˇímo využít pro prˇe-
nos a spušteˇní vygenerované aplikace ve Visual Studiu, následneˇ pak ve Windows Azure.
Nejdu˚ležiteˇjší cˇástí je samozrˇejmeˇ prˇenos kódu jádra. Bohužel se mi nepovedlo zdrojové
kódy z Kairy spustit v alesponˇ cˇástecˇneˇ fungující podobeˇ. Nepodarˇilo se mi odstranit
problémy se závislostí na Unixovém prostrˇedí a najít odpovídající alternativy použitých
knihoven. Další z obtíží prˇi prˇenosu je minimální dokumentace jádra.
Prˇestože se mi nepodarˇilo spustit projekt Kairy na Windows Azure, zameˇrˇil jsem se
alesponˇ na spušteˇní jednodušší aplikace využívající MPI.
6.4 Vystavení a spušteˇní nativní aplikace na Windows Azure s MPI
Možností, jak spustit nativní aplikaci s MPI, existuje na Windows Azure neˇkolik. Nicméneˇ
ne každá využije plneˇ potenciál celé platformy. Po neˇkolika úspeˇšných i neúspeˇšných po-
kusech jsem se zameˇrˇil na variantu, která podle meˇ nejlépe vystihuje myšlenku spojení
Kairy a cloudového rˇešení.
V následující cˇásti textu si tedy ukážeme jednu z cest, kterou lze použít pro vysta-
vení nativní aplikace na Windows Azure, používající MPI a její následné spušteˇní na více
výpocˇetních instancích pomocí HPC Manageru.
Na CD, prˇiloženém k této práci, je projekt využívající prˇedprˇipravený formulárˇ a ru-
tiny, které umožnˇují jednodušší a rychlejší vystavení aplikace prˇímo z Visual Studia. Zá-
rovenˇ konfiguruje celý projekt tak, aby bylo možné témeˇrˇ okamžité spušteˇní aplikace
pomoci HPC Manageru. Projekt na CD naleznete podle instrukcí v prˇíloze A.3
Následující postup má za úkol nastínit, jakým zpu˚sobem si prˇedstavuji budoucí roz-
šírˇení nástroje Kaira o možnost prˇipravit hotový projekt pro spušteˇní v cloudu. Zárovenˇ
ukazuje závislosti, bez kterých není možné fungující MPI aplikaci na Windows Azure
spustit.
6.4.1 Prˇíprava rˇešení
Prˇed otevrˇením samotného projektu je potrˇeba prˇipravit a nainstalovat neˇkteré artefakty,
bez kterých se deploy nepodarˇí. Pro úspeˇšné spušteˇní rˇešení je potrˇeba:
1. Windows 7 Profesional (nebo Ultimate), Windows 8
2. Microsoft Visual Studio 2012
3. Windows Azure SDK for .NET
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4. Windows Azure Tools for Microsoft Visual Studio 2012
5. Windows Azure HPC Scheduler SDK (v1.8)
C:\Program Files\Windows Azure HPC Scheduler SDK
6. HPC Pack 2012 R2 MS-MPI + client utilities
c :\Program Files\Microsoft HPC Pack 2012
7. Prˇedplatné na portálu Windows Azure (alesponˇ aktivovaný meˇsícˇní Free Trial)




Ve složce „WA_HPC_Kaira_Sample“ spustíme prostrˇednictvím Microsoft Visual Studio
2012 soubor „Azure_Kaira_Sample.sln“
Celé rˇešení by meˇlo být prˇipraveno k okamžitému sestavení a následnému spušteˇní.
Prˇesto je potrˇeba zkontrolovat neˇkolik veˇcí:
1. Jako Start-Up projekt je nastaven projekt AppConfigure v podsložce Deployment
Application
2. Solution configurations jsou nastavené na Debug
3. Solution platforms jsou nastavené na Mixed Platforms
4. Projekt „Workers_Kaira_Project“ a všechny projekty v podsložkách „SOA Sample“
jsou nastaveny jako nedostupné.
Projekt AppConfigure spustí jednoduchý formulárˇ pro konfiguraci služeb a konecˇné
vystavení služeb.
6.4.3 Spušteˇní rˇešení a konfigurace služby
Po spušteˇní rˇešení se spustí formulárˇ Configure and Publish a Sample Windows Azure
Application, který vyplníme. Popis formulárˇe je v tabulce 1.




Subscription ID ID prˇedplatného Windows Azure
Management certificate Certifikát nainstalovaný v lokálním pocˇítacˇi a
zárovenˇ nahraný v portálu Windows Azure
(Settings, Managment Certificates). Formulárˇ
umožnˇuje certifikát vygenerovat.
Service name Jedinecˇný DNS název služby.
Location Primární geografické umísteˇní služeb Windows
Azure.
Administrator account information Jméno a heslo potrˇebné pro pozdeˇjší prˇihlášení
ke spušteˇným službám (vzdálená správa ser-
veru).
Number of nodes Pocˇet jednotlivých uzlu˚. Zmeˇníme pouze pocˇet
Compute uzlu˚ 4
Tabulka 1: Popis formulárˇe pro deploy aplikace
Po vyplneˇní správných údaju˚ již stacˇí potvrdit pomocí Configure a poté vystavit apli-
kaci na Windows Azure pomocí tlacˇítka Publish.
Konfigurace i nahrání dat na Azure bude chvíli trvat a k samotnému spušteˇní slu-
žeb dojde také až po pár minutách. Pru˚beˇh vytvárˇení jednotlivých instancí a služeb lze
sledovat na webovém portálu Windows Azure.
6.4.4 Spušteˇní MPI aplikace na Windows Azure
Než spustíme prˇíklad nativní MPI aplikace bakery.exe, musíme oveˇrˇit zda byla aplikace
správneˇ nahraná.
6.4.4.1 Kontrola nahrané aplikace
1. Otevrˇeme Windows Azure portál. V seznamu všech služeb musí být pod vámi uve-
deným Service name spušteˇny služby: Cloud service, Storage Account a SQL Da-
tabase.
2. Otevrˇeme Cloud service a v záložce Instances oznacˇíme jeden z Compute nodu˚.
Prˇipojíme se na uzel pomocí tlacˇítka Connect, prostrˇednictvím správy vzdálené
plochy.






4. Dále zkontrolujeme stejným zpu˚sobem prˇipojení k Head node. Zde zkontrolujeme,
zda je v uzlu nahrán i HPC plugin. V Head node musí existovat následující složka:
E:\plugins\HpcHeadNode\HPCPack
6.4.4.2 Konfigurace firewallu Po kontrole uzlu˚ se prˇipojíme prostrˇednictvím vzdá-
lené správy na Head node a v prˇíkazové rˇádce vytvorˇíme výjimku pro naši aplikaci ba-
kery.exe:
clusrun /nodegroup:computenode hpcfwutil register bakery.exe e:\approot\bakery.exe
Výstupem tohoto prˇíkazu bude potvrzení o prˇijetí výjimek na všech uzlech. Naprˇí-
klad pro 4 výpocˇetní uzly potvrzení vypadá zhruba takto:
−−−−−−−−−−−−−−−−−−−−−−−−−− COMPUTENODE1 returns 0
−−−−−−−−−−−−−−−−−−−−−−−−−−
Successfully registered application bakery.exe
−−−−−−−−−−−−−−−−−−−−−−−−−− COMPUTENODE3 returns 0
−−−−−−−−−−−−−−−−−−−−−−−−−−
Successfully registered application bakery.exe
−−−−−−−−−−−−−−−−−−−−−−−−−− COMPUTENODE4 returns 0
−−−−−−−−−−−−−−−−−−−−−−−−−−
Successfully registered application bakery.exe
−−−−−−−−−−−−−−−−−−−−−−−−−− COMPUTENODE2 returns 0
−−−−−−−−−−−−−−−−−−−−−−−−−−





6.4.5 Spušteˇní MPI aplikace
Po kontrole vystavení a konfiguraci firewallu mu˚žeme pomocí správy vzdálené plochy
na Head node spustit aplikaci bakery.exe
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1. Prˇipojíme se pomocí správy vzdálené plochy z portálu Windows Azure na Head
node
2. Otevrˇeme prˇíkazovou rˇádku
3. Vytvorˇíme job pomocí prˇíkazu:
job submit /numnodes:4 mpiexec e:\approot\bakery.exe 100000 1000
Poznámka: spouštíme aplikaci na 4 uzlech, další parametry aplikace bakery.exe
udávají intenzitu a pocˇet výpocˇtu˚ pro vycˇíslení cˇíslo pí. Pokud budeme mít vy-
tvorˇený jiný pocˇet výpocˇetních uzlu˚, musíme specifikovat job /numnodes správným
pocˇtem uzlu˚.
Výstupem prˇíkazu mu˚že být následující:
Job has been submitted. ID: 3.
4. Stav mu˚žeme sledovat pomocí prˇíkazu:
job view <jobID>
5. Výstup z aplikace mu˚žeme zobrazit pomocí prˇíkazu:
task view <jobID>
Pro aplikaci bakery.exe vypadá výstup takto:
Task Id : 3.1
State : Finished
Task Name :
Command Line : mpiexec e:\approot\bakery.exe 100000 1000
Resource Request : 4−4 nodes
Allocated Nodes :
COMPUTENODE1,COMPUTENODE2,COMPUTENODE3,COMPUTENODE4
Exit Code : 0
Error Message :
Output :
Windows Azure HPC Scheduler Time:12:43:49
Congratulations!! You calculated pi 1000 times in 2.752520 seconds.
Processors Used For This Job
−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Process 0 on COMPUTENODE1
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Process 1 on COMPUTENODE2
Process 2 on COMPUTENODE3
Process 3 on COMPUTENODE4
PI is approximately 3.1415926535981167, Error is 0.0000000000083236
Start Time : 3/16/2014 12:43:45 PM
End Time : 3/16/2014 12:43:49 PM
Total Kernel Time : 249
Total User Time : 1983
6.5 Zhodnocení
Možnosti jak použít nativní kód ve vystavované aplikaci na Windows Azure je neˇkolik.
Lze jej využít pro zpracování cˇasoveˇ nárocˇneˇjších úloh na pozadí, zpracování dávkových
úloh a podobneˇ. Nicméneˇ použití nativního kódu, nebo i rˇízeného kódu, zárovenˇ s MPI
je záležitost složiteˇjší a je nutný zcela jiný prˇístup k rˇešení tohoto problému.
6.5.1 Azure a MPI
Možnost spoušteˇt na Azure platformeˇ aplikace založené na MPI prˇišla s uvedením Micro-
soft HPC Pack 2008. Implementace MS-MPI, kterou využívá, umožnˇuje volání všech beˇž-
ných funkcí podle standartu MPI.
V prˇíkladech jsem využíval HPC Pack 2012 MS-MPI a vyzkoušel jsem neˇkolik základ-
ních funkcí MPI, které využívá i Kaira. Neˇkteré funkce jsem otestoval prˇímo na Azure,
jiné na prˇíkladech v implementací s MPI.NET (kapitola 3.4), protože i tato ve výsledku
volá funkce samotného MS-MPI.
MS-MPI používané v HPC Packu a tedy i na Windows Azure plneˇ podporuje funkce
pro kolektivní komunikaci, jako MPI_Barrier cˇi MPI_Reduce. Du˚ležitá je také podpora
point-to-point komunikace, na které závisí veˇtšina operací v Kairˇe. Lze využít blokující i
neblokující varianty funkcí, tedy MPI_Send, MPI_ISend a MPI_Recv, MPI_IRecv.
Pro samotnou MPI komunikaci aplikace mezi uzly ve Windows Azure je nutné vy-
tvorˇit výjimky pro firewall, což dovolí jednotlivým uzlu˚m mezi sebou vzájemneˇ komu-
nikovat. Konfiguraci firewallu je nutné provést v prˇíkazovém rˇádku po prˇipojením se na
Head node.
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Spušteˇné MPI aplikace lze trasovat za použití argumentu -trace prˇíkazu mpiexec.
Chybové zprávy aplikace používají k identifikaci uzlu host name, což je celý název uzlu
a bez použití HPC Cluster Manageru mu˚že být složité jej identifikovat .
Jednotlivé MPI joby nelze rozdeˇlit mezi rozdílneˇ nasazené Windows Azure uzly. Nelze
naprˇíklad využít dveˇ rozdílné šablony pro vytvorˇení výpocˇetních uzlu˚ a poté je spolecˇneˇ
využít pro stejnou práci. Rozdílneˇ nasazené uzly jsou izolovány a MPI procesy nejsou
schopny, v tomto prˇípadeˇ, mezi sebou komunikovat. Tento problém lze cˇástecˇneˇ elimi-
novat využitím skupin - node groups.
6.5.2 Azure a Kaira
Migrace Kairy z Unixového prostrˇedí na Windows Azure se ukázala jako znacˇneˇ kom-
plikovaná záležitost, nicméneˇ je možné zjednodušit prˇenos zdrojových kódu˚ neˇkolika
zpu˚soby.
Prˇi prˇenosu zdrojových souboru˚ je nutné nahradit neˇkteré použité knihovny a na-
hradit neˇkteré Unixové knihovny jejich Win32 alternativami. Naprˇíklad jsem se pokusil
použít knihovnu Pthreads-win32, která implementuje velkou podmnožinu standardních
POSIX funkcí pro práci s vlákny a k nim související rozhraní. Projekt Pthreads je vyvíjen
jako Open Source a lze jej nalézt zde http://www.sourceware.org/pthreads-win32/.
Po neˇkolika pokusech použití dalších externích knihoven jsem zjistil, že tento prˇístup
je zbytecˇneˇ složitý a vnáší do celého rˇešení spoustu dalších komplikací, jako naprˇíklad
neaktuálnost použitých knihoven cˇi na první pohled ne prˇíliš zrˇejmé závislosti k dalším
externím zdroju˚m.
6.5.2.1 Prˇepsání jádra Kairy prˇímo pro Win32 Nejrozumneˇjší, ale nejnárocˇneˇjší rˇe-
šení je prˇepsání a sestavení samotného jádra Cailie v prostrˇedí Windows. V souvislosti
s tímto rˇešením by bylo potrˇeba lehce upravit Kairou vygenerovaný kód jednotlivých
projektu˚.
Samozrˇejmeˇ se zcela odstraní závislost na unixovém prostrˇedí a umožní se tak plneˇ
využít sílu výkonných HPC Cluster Serveru˚. Hlavní nevýhodou je, že Kaira je stále ve
vývojové fázi a udržení kompatibility dvou jader (pro Unix a Windows) je samo o sobeˇ
velmi nárocˇné, nemluveˇ o prˇepsání samotného jádra.
6.5.2.2 Subsystem for UNIX-based Appliacions Nejslibneˇjším rˇešením, které se ne-
podarˇilo vcˇas realizovat, je podle meˇ využit Subsystem for UNIX-based Appliacions
(SUA). SUA poskytuje abstraktní operacˇní systém pro POSIXové procesy. Poskytuje tedy
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kompletní UNIXové prostrˇedí pro spušteˇní unixových aplikací beˇžící na neˇkterém z vy-
braných operacˇních systému˚ Windows. SUA podporuje a prˇináší case-sensitive jména
souboru˚, kompilacˇní nástroje a více než 300 UNIX prˇíkazu˚, nástroju˚ a skriptu˚. SUA je
instalován oddeˇleneˇ on jádra Windows a proto nabízí plnou funkcionalitu UNIXu bez
emulace prostrˇední. [4]
SUA je prˇipraven ke kompilaci a spoušteˇní unixových zdrojových souboru˚ v pro-
strˇední rodiny Windows Server systému˚. SDK a další utility jsou navíc dostupné pouze
v systémech Windows 7 Ultimate a Windows 8 Pro. V nižších variantách tohoto systému
nelze SUA spustit.
Nevýhodou tohoto rˇešení je, že prˇidáváme další vrstvu mezi naši aplikaci a systém,
což mu˚že vést k rapidnímu poklesu výkonu celé aplikace.
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7 Záveˇr
Seznámení se s zpu˚soby vyvíjení paralelních aplikací je nutným základem této práce.
MPI navíc do celého odveˇtví vývoje paralelních a distribuovaných aplikací vnáší neprˇe-
berné množství možností. Nárocˇnost vývoje teˇchto aplikací mi pomohla ocenit myšlenku
a pochopit základní princip nástroje Kaira. Je patrné, že nástroj má velký potenciál a v
dnešní dobeˇ, kdy je paralelizace a práce s distribuovanými systémy již beˇžnou záležitostí,
najde své uplatneˇní.
Rostoucí využití cloud computingu má již dnes znacˇný dopad na sveˇt High-Performance
computingu. Spojení cloudu a výpocˇetních clustru˚ je velmi mocnou kombinací, která
nabízí nové možnosti. Možnosti HPC závisí na výpocˇetní síle, kterou jsme schopni po-
skytnout a Windows Azure disponuje obrovským množstvím této síly. Využití teˇchto
prostrˇedku˚ je tedy více než vhodné. Platforma Windows Azure nabízí pomeˇrneˇ jedno-
duchý systém pro širokou škálovatelnost infrastruktury a spolu s podporou neˇkolika
programovacích jazyku˚ je flexibilita celého systému skveˇlou prˇíležitostí využít jej místo
výpocˇetních clustru˚ nebo superpocˇítacˇu˚, které nemusí být vždy jednoduše dostupné.
Hlavním cílem práce bylo prˇipravit technologie pro budoucí rozšírˇení Kairy pro plat-
formu .NET za využití neˇkterého z cloudových rˇešení. Z dostupných cloudu˚ jsem vybral
rˇešení spolecˇnosti Microsoft, Windows Azure. I když se mi nepodarˇilo upravit vygene-
rovaný projekt Kairy a následneˇ jej spustit na platformeˇ Windows Azure, demonstruji
možnosti platformy na prˇíkladu nativní aplikace využívající MPI. MPI lze oznacˇit za zá-
kladní stavební kámen Kairy. Relativní jednoduchost, rychlost vystavení a následné spuš-
teˇní aplikace meˇ utvrdilo v prˇesveˇdcˇení, že využití cloudu jako cílové „architektury“ pro
Kairu je krok správným smeˇrem.
Jelikož je v soucˇasné dobeˇ nástroj Kaira stále ve vývoji a Windows Azure nabízí
mnoho možností využití a je skutecˇneˇ flexibilním cloudovým rˇešením, nedává momen-
tálneˇ prˇíliš smysl zameˇrˇit se na rozširˇování nástroje o možnost generování kódu pro tuto
platformu. Jednoznacˇným negativem je totiž rozdíl mezi prostrˇedím Windows a Unix.
Unixové prostrˇedí, v neˇmž je Kaira vyvíjena a je prˇipravena pro toto prostrˇedí generovat
cílový kód, je znacˇneˇ odlišné od celého universa prostrˇedí Windows. Tento rozdíl nemusí
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A Obsah prˇiloženého CD a návod k použití
Na disku prˇiloženém k této práci jsou tyto soubory:
dol0039_bp.pdf Elektronická verze tohoto dokumentu
Priloha.zip Archiv s neˇkolika adresárˇi a prˇipravenými projekty
Po rozbalení archivu nalezneme v 3 složky, každá obsahující jedno rˇešení spustitelné
pomocí Microsoft Visual Studio 2012.
A.1 MPI_NET
Triviální prˇíklady ukazující použití MPI.NET
A.2 Varianty_Paralelismu
Jednoduchá konzolová aplikace, porovnávající rychlost stejného algoritmu pro výpocˇet
prvocˇísel. Demonstruje rozdíl mezi sériovým a paralelním rˇešením problému.
A.3 WA_HPC_Kaira_Sample
Rˇešení sestavené z neˇkolika verˇejných zdroju˚, demonstrující ideu rozšírˇení nástroje Kaira
o možnost generování cílového kódu pro Windows Azure. Popis a spušteˇní tohoto rˇešení
je popsán v této práci.
