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憶が可能 となり意味理解や情報生成、思考機能な どの実現の見通 しが得 られ、本研究はその方式
の実証 と実用化の第一ステ ップ として行ったものである。
研究の特徴は良く知 られているよ うに計算機の始ま りとともに、人工知能、データベースの
分野で意味処理は最大の課題であったが、エキスパー トシステムで典型的に示 されたようにルー
ル主導型 では辞書的支持を追加 して も意味処理ができないことが、歴史的にも理論的にも明 らか
となってきているので、本提案では意味内容の表現構造の新モデルによる意味理解、情報生成 、
思考などの実現機構に基づいていることである。
とくに重要なことは脳 における記憶構造はニュー ラルネ ッ トワークまたはそれ に関連 した
構造 と思われているが、本研究では意味関係の解析からネ ッ トワークすなわち2項 関係に対応す
るグラフ構 造では多項関係、双対関係 、相対関係、入れ子関係、再帰関係な どが扱えないのでグ
ラフを拡張 したハイパー グラフを、さらに拡張 した均質化2部 グラフ型構造を予見 しその基本機
構 を実証 したことである。
その成果 と して現在の計算機 が人間の脳 に比 し劣 る点である意味関係 の処理機能が実現可
能 とな り、計算機の活用可能範囲が著 しく拡張できる見通 しが得 られ たことである。
具体的 には従来か ら行ってきた研究成果 を拡張 して、
1)高 分子、化学反応な どの分野の専門知識 を網羅的に収集、解析、評価 し、意味関係を自
動抽出 して 自己組織的に機械学習 を行わせた。
2)意 味構造化知識に基づき情報生成、類推、機能推論、仮説推論などの思考機能システム
を設計、構築 した。
3)そ の実用化のため脳における意味記憶構造に対応する均質化 ・動的 ・多重N次 元配列 ・




概念 間の各種意味 関係 を自動的に結合、調整す るための システム と して、同値 関係 を抽
出す るC・TRAN法 、階層 関係 と関連関係を抽出す るSS-KWEIC法 、意味関係 を抽 出する
SS・SANS法 、意味解析 を行 うSANS法 、そ して、それ らを統合。調整す るINTEGRAL法
がある。情報 を網羅的に収集 し、それか ら(-TRAN法 、SS・KWEIC法 、SS・SANS法 、SANS
法 を用いて意味関係 を抽 出 し、INTEGRAL法 により統合 、構造化す ることに よ り知識構造
を構築す る。【?】
大■の情報の管理 と有効 な利用 のためには、その意味関係 と目的 に対応 して構 造化す る
こ とが必要である。情 報の特性 を考慮す ると、概念構造は概念間の意味 に対応 して階層関
係 の他、部分的重な り、多項関係 、再帰構造、内部構造、相対性 、動的 関係 な どを含み、
グラフでは対応 できない。そ こで、ハイパーグラフの多項関係や双対性 を更に拡張 した相
対性(概 念 一関係、概念 一属性)、 その他の関係 に対応できる概念記憶構造である均質化2
部 グラフモデル(HomogenizedBipartiteModel:HBM)を 用い るこ とが望ま しい。 【?】
上記 のいずれの手法 も膨大な量の情報を対象 とす るため、またよ り情報 を有効に活用す
るために均質化2部 グラフを適用す ることを考慮す ると、そのデー タ量 は更に膨 大なもの
になるため、計算機 の資源不足 の問題は軽視できない。例 えば、階層 関係 を抽 出す るため
に一用語 辺 り約1Kbyteの メモ リ領域を必要 とす る場合 を考 える。 つま り1万 用語では
lOMbyte、10万 用語では100Mbyte、100万 用語では1Gbyteの メモ リ領域を必要 とする。
この例 はご く単純なものであ り、本来は知識構造 の誤 りを修正す るた めの出典 情報 など、
含むべ き情報 はこの他に も存在す る。
この よ うに単純 なもので さえ大量データを扱 う場合 には多 くの資源 を必要 とす るため、
単一のマ シンのみで扱 えるデー タには限界がある。 そのため多数の演算装置や プ ロセ ッサ
ー、記憶装置 を用 いて相 互結合 した並列処理が求 められ る。 階層関係 ・関連 関係 の抽出を




Context)は 、専門用語 の構成規則 に基づいて、複合用語の基本構成用語の相互 の関係 を解
析す るこ とに よって意味関係(階 層関係および関連 関係)を 自動抽出する手法である。
用語 は単純語、畳語 、擬音語 、擬態語お よび合成語 を含む。専門用語 の造語規則は この
合成語 に対す る考察に由来す る。合成語は主に次のよ うな ものを指す。【?1
合 成語::=複 合語1派 生語
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複合語::e語 基+語 基1語 基+連 結要素+語 基














今回は、大量デー タの扱いを並列化によ り実現することを検証 した。
入力データは、学術情報センターの"NACSISテ ス トコ レクション"(人 工知能の分野に
おける論文の題 目と概要)を、 日本語形態素解析 システム"JUMAN"用 いて解析 した結果
を用いる。並列化の場合 とそ うでない場合を考慮 し、約73000語 の用語 を対象 とした。
8つ のプロセ ッサそれぞれでSS-KWEIC法 により分散構築 した概念構造の分布状態を表
した。横軸に概念 に含まれる用語の個数 を取 り、縦軸 にそれ らの総数を取 って整理す ると
何 も構造化 されなかった用語はどのプロセ ッサも2000用 語近 く存在することが示 された。
同 じ入カデー タを使い、シングル プロセ ッサで分散せずに構築 した場合には構 造化は著
しく進む ことが示 され た。
二つの違いか ら並列分散処理では、予想 されたように各概念は断片的に しか構造化 され
てお らず、同概念 として構築 されるべきものが拡散 して しまっているのが分かる。そのた
めここか ら更 にプ ロセ ッサ間で相互 に概念構造のや り取 りを行い、概念構造の拡散を防が
な くてはならない。
分散化 された概念構造の収束には、共通に関連す る部分を統合す るシステムを実現す る
こ とによ り解決 され る。マスタプ ロセ ッサは、拡散 した概念構造を保持す るス レーブプロ
セ ッサに対 し、概念構造の収束管理 を行 う。 これ によ り同概念構造をまとめることができ
る。
結局知識構造構築 には大量のデータ処理が不可欠であるが、情報を表現す るための構造
もまた複雑な ものであるため、その処理量は膨大なもの となる。 これ らを処理す るために
は並列化 ・分散化は有効な手段である。
本研究では、SS・KWEIC法 においての知識構造構築の並列化について検討 してきた。現
在行った並列 ・分散化には多 くの問題点が残 されてお り、今後それ らを解決す ることが課
題の一つである。本報告では触れなかったが、並列化による速度的な面 も重要な問題であ
る。計算機 の資源不足 と処理速度の問題 は表裏一体である。そのため、負荷平均化などに
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よる処理効率を考慮 したアル ゴリズムが求め られ る。
マルチプ ロセ ッサによる概念の並列 ・分散処理 は第一段階の高速化には有効であ り、一




現在の計算機では数値計算やキー ワー ド検 索、演繹推論がその根底 であ り、豊富な情報
や知識の内容 を十分 に活用できるとは言難 く、情報や知識の意味内容に対す る高度な機能
の要求 も強 く認識 されるようになってきている。
このよ うな情報 ・知識の内容に関す る、よ り高度 な処理 を行 うためには意味理解が必
要 であ る。そ して、意味理解のためには、意 味関係 を表現する構造が要求 され る。本研 究
では、構 造化 され た知識 の利用手段の一例 と して、情報意味検索への応用に関す る検討に
ついて報告す る。
情報化が加速的に進む現代 において、情報検索の重要性は非常に高いものである。 しか
しなが ら、膨大な情報の中か ら目的に合致 した ものを効率 よく検索す ることは非常に困難
である。典型的な例 としてはWebのSearchEngineで は、検索要求を厳 しくす ると見つか
らず、要求を甘 くす ると大量の結果が現れ、ユーザ 自身による詳細 な調査が要求 され ると
いった ことが非常に多い。そ こで、情報検索の一例 と して文献検索 を土台に、情報の持つ
意味 を考慮 した検索について検討す る。
一般的 な文献検索の要求 としては
、"あ る概念(用 語)に ついて記載 されている文献の検
索"が 挙げ られ る。 しか し、 この ような検索は実際 には対象である概念の持つなん らかの
特徴 ・事象の記載の有無 を調査するために行われ るものであ り、"複 数の概念 があ る関係を
持 った形で記載 され ている文献の検索"が 本来の形である。 したがって、従来か ら研究 さ
れている概念 の出現頻度等の統計的情報ではこのよ うな関係 を示す ことはできない。 また、
抽象的な概念に よる検索結果の中か ら興味深い文献 を探す といったこ ともよく行われ る。
この場合、膨 大な検索結果 となることが多く、 さらなる絞 りこみを行 うための指針が必要
となる。 そこで、本研究では意味関係に基づいて構造化 された知識 を用いることによって
これ らの問題 に対処する。
3.2知 識 の構造化
知識を有効に活用す るためには、その意味な どを含 めた多角的な面か らの理解 が要求 さ




3.各 分野の情報への具体的な応用のためのアル ゴ リズム、システ ムの整備
また、知識 の意味内容は媒体 を通 して表現 された文宇や記号 を解釈す る といった間接的 な
方法 をと らざるを得ない。科学や技術の分野 においては、用語、特 に専門用語 は抽象概念
を表現す る最 も便利かっ強力な媒体である。 そこでぐ概念 を表現す る最小単位 として用語
を取 り上 げ、この用語の体系化 を行 う。
この よ うな用藷 の体系化 において、意味 関係 が表現可能 な構造化 を行 うためには多関係
や 入れ子構 造、 さらには様相生や相対性等 についても表現 可能でなければな らない。 しか
し、木構 造や グラフ、ハイパ グラフといった従来の情報構造ではこれ ら全てを表現す るこ
とはできない。そ こで、新 しい情報構造表現 として均質化2部 グラフモ デル(Homogenized
BipartiteModel:HBM)を 提案 している【1]【2」。また、用語 を基 に した概念間 の各種意味関




















HBMは 概念構造間の多種多様な意味関係 を表現す るために開発 した情報構造である
このHBMに よる構造化 された知識 の例 を図2に 示す。 図中の実線矢印は階層関係、2重
の実線 は同値 関係 、波線 矢印は包含関係 、1本 の実線 と円で囲 まれた部分 はそれぞれ関連
関係 を表す。 この2っ の関連関係 の違いは、1本 の実線 がSS・SANS法{3}に よってある文
献か ら抽 出 された関連関係 であるのに対 して、円は"並 列"を キー ワー ドとす る関連関係
も概念の一つである。
SS・SANS法 によって抽 出された"超 並列計算機"と"プ ロセ ッサ間統合ネ ッ トワー ク"
の関連関係 は単に両用語がある文献中に含まれ るとい うだけでな く、その文献の中にu超
並列計算機"と"プ ロセ ッサ間統合ネ ッ トワーク"の 組み合わ さった内容が含まれてい
ることを示す。
3.4意 味検索システム
文献検索 システムは知識の構造化 と検 索処理に大 きく分け られる。知織の構 造化は図1
の 自己組織化 システムを用いて以 下の手順で行 う。
1.文 献デー・タか らの用語お よび意味関係の抽出
2.用 語 の語基分割(日 本71i解 析 システム"㎜"【5]を 使用)
3,知 識 の構造化
構造化 され た知識 においては各用語お よび意味関係 はそれぞれ出典情報 を持 ち、検索処理
は各種関係のナ ビゲー シ ョンを行い、検 索要求を満 たす 文献ならびに関連知識 とその文献
に関す る情報 が示 され る。現在 、プ ロ トタイプ システムが完成 しているが、実装 されてい
るのは階層 関係 と同値関係のみである。
図2に 構造化 された知識 の一部(用 語"並 列 コンピュー タ"に 着 目)を 示す。 この結果
は、国立情報学研究所のテス トコレクシ ョンNTCIR・2(文 献データ)お よびオーム社の"情
報処理用語大辞典"の 対訳(同 値 関係 》を入力データとしてい る。
この図では、インデ ン トは階層性を表 わ し、矢印は階層の方向(上 位概念か ら下位概念
へ)を 、等号は同値関係 を表わす。"『』"で 囲まれ た用語は検索要求 を示ず。 また、用語の










→仮 想並 列計 算機:gakkai-j・0000345206
→ ク ラス タ型 並列 計算機:gakkai-j-0000342073
→分 散 メモ リ型並 列計算機:gakkaiチ0000342206
→超 並列 計算機:gakkai-j-0000340098 。..
図2:構 造 化 され た知 識(一 部)
4む すび
加速度的に進む情報化において要求 され る計算機の新 しい機能として、情報の意味内容
に対す る高度な機能の実現に向けて知識 ・情報の構造化に関す る研究を行ってい る。本研
究 は意味 関係 に基づき構造化 された知識 の構造化、情報意味検索への応用およびそのため
の意味記憶構造シ ミュレータの設計 ・構築 ・評価に関す るものである。
地域産業 との連携:本 研究で開発 したシステムは 「意味関係の学習可能な概念記憶構造
の新 しいモデル」に基づ くもので、 これ からの高度情報化社会 を先導す る方式 と製品を産
み出すための研 究であり、情報関連企業の多い当地に適 した ものである。
科学技術庁の方針 に添 って国・地方連携による産業政策の一環 として神奈川県では先端技術
の開発 と産業振興 を目的 として川崎市にサイエンスパークを設 けてい る。その中核機関 と
して 「かながわサイエ ンスパーク:(株)KSP」 のコーディネー トにより、神奈川サイエ
ンスパー ク内の神奈川高度技術支援財団およびベ ンチ ャー企業、大企業 と大学 との連携に




点支援事業(略 称:RSP事 業)jの 一環として財団法人神奈川高度技術支援財団による 「神
奈川県地域研究開発促進拠点支援事業(研 究成果育成型)」の助成金により研究が支援され
ました。またデータとして国立情報学研兜所で作成 されたNTCIR-2を 使用させていただき
ま した。 これは科研費報告書および国内学会の提供する学会発表要旨め一部を利用 して作
成 されました。以上のことにつきここに記載 して関係機関および担当の方々に感謝申し上
げます。
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