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In recent years, transition metal dichalcogenides (TMDs) have garnered great interest as topolog-
ical materials. In particular, monolayers of centrosymmetric β-phase TMDs have been identified as
2D topological insulators, and bulk crystals of noncentrosymmetric γ-phase MoTe2 and WTe2 have
been identified as type-II Weyl semimetals. However, ARPES and STM probes of these semimetals
have revealed huge, “arc-like” surface states that overwhelm, and are sometimes mistaken for, the
much smaller topological surface Fermi arcs of bulk type-II Weyl points. In this work, we calculate
the bulk and surface electronic structure of β-MoTe2, finding that is in fact a Z4-nontrivial higher-
order topological insulator (HOTI) driven by double band inversion, and that it exhibits the same
surface features as γ-MoTe2 and γ-WTe2. We find that these surface states are not topologically
trivial, as previously characterized by the research that differentiated them from the Weyl Fermi
arcs, but rather are the characteristic split and gapped fourfold Dirac surface states of a HOTI. In β-
MoTe2, this indicates that it would exhibit helical pairs of hinge states if it were bulk-insulating, and
in γ-MoTe2 and γ-WTe2, these surface states represent vestiges of HOTI phases without inversion
symmetry that are nearby in parameter space and which may be accessible by symmetry-preserving
strain or lattice distortion that annihilates the Weyl points. We also show that when the effects of
SOC are neglected, β-MoTe2 is a nodal-line semimetal with Z2-nontrivial monopole nodal lines. This
finding establishes that monopole nodal lines driven by double band inversion are the weak-SOC
limit of HOTIs.
Within the past decade, the number of topological
phases characterized and identified in real materials has
grown immensely. Since the recognition that graphene1–3
and HgTe gap into Z2 topological insulators (TI)4,5 un-
der the introduction of spin-orbit coupling (SOC)6, an
intrinsic link has emerged between gapped and gapless
toplogical phases. As the number of known topological
semimetals has increased7–25, the number of known topo-
logical (crystalline) insulators realized by gapping them
with SOC, strain, and interactions has kept pace26–32. In
one particularly simple example, a topological semimetal
with a ring of linearly-dispersing degeneracies, known
as a “nodal-line” semimetal (NLSM), can be realized in
a weak-SOC crystal with only inversion (I) and time-
reversal (T ) symmetries33–35. These nodal lines may be
created and annihilated at single, time-reversal-invariant
(TRIM) points in the Brillouin zone (BZ) by the inver-
sion of bands with opposite I eigenvalues33, such that
the total number of nodal lines is given by the same
Fu-Kane parity (I) criterion36,37 that indicates 3D TI
phases in strong-SOC crystals. This simple condition
has led to the rapid identification of candidate NLSMs,
including Ca3P2
38, Cu3(Pd,Zn)N
33,34, and 3D graphene
networks39, all of which exhibit characteristic nearly-flat-
band “drumhead” surface states. Crucially, it has also
driven the recognition that weak-SOC NLSMs gap di-
rectly into 3D TIs upon the introduction of I-symmetric
SOC33.
Very recently, fundamentally distinct I- and T -
symmetric semimetals and insulators have been pro-
posed that escape this paradigm. In Ref. 40, Fang et
al. introduced a second kind of weak-SOC nodal line,
which, unlike the previous example, can only be re-
moved by pairwise annihilation. Though the mechanisms
underpinning the protection and identification of these
“monopole-charged” nodal lines (MNLs) have been ex-
plored in detail41–43, MNLs have thus far only been pro-
posed in magnonic systems44 and explicitly shown to be
related to weak-SOC gapped phases41. Recent works
have also identified higher-order topological insulating
(HOTI) phases31,45–53, protected in 3D by only I and
T symmetries46,54–58. Second-order TIs, in particular,
feature gapped 2D surfaces and gapless 1D hinges with
characteristic helical pairs of modes46–48. These helical
hinge modes may be considered the domain wall states
between 2D faces with oppositely gapped fourfold Dirac
fermions31. Using the theory of elementary band repre-
sentations (EBRs)59–65, it can be shown that the Z2 Fu-
Kane criterion should be promoted to a Z4 index that
captures both TIs and HOTIs46,54–57. Most recently,
using Topological Quantum Chemistry61, HOTI phases
have been identified in systems with double band inver-
sion (Fig. 1), most notably in rhombohedral bismuth
crystals54.
In this work, we identify the transition-metal dichalco-
genide (TMD)68 β- (1T’-) MoTe2 (space group (SG) 11
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2FIG. 1. When two doubly degenerate bands with positive par-
ity eigenvalues and two doubly degenerate bands with nega-
tive parity eigenvalues are inverted at a TRIM point46,54, the
occupied bands cannot be expressed as a linear combination
of EBRs59–65 and the Z4 topological index55–58 is changed by
2. In a T -symmetric crystal with vanishing SOC, this pro-
cess may nucleate a pair of Dirac nodal lines with nontrivial
monopole charge (MNLs)41 (dashed lines in left panel). On
the 1D hinges of this system, the projections of the MNLs
will be spanned by nearly-flat hinge states (an explicit model
is provided in SM A), which represent the d− 2-dimensional
generalization of drumhead surface states. These hinge bands
present an example of higher-order topology in a bulk-gapless
system, and are the spinless analogs of the quadrupolar hinge
bands predicted in certain tetragonal Dirac semimetals66,67.
When I-symmetric SOC is introduced, the system will neces-
sarily gap into a HOTI if all other bands are uninverted, and
the flat-band hinge states will open into helical pairs spanning
the bulk and surface gaps. HOTIs driven by this “double band
inversion” include bismuth54 and β-MoTe2 (Fig. 2(d)).
P21/m) as a HOTI and explicitly show that in the ab-
sence of SOC, it forms a NLSM with MNLs. This ce-
ments the suggestion that MNLs formed from double
band inversion are the weak-SOC limit of HOTIs, in
analogy to the earlier recognition that monopole-trivial
NLSMs are the weak-SOC limit of 3D TIs. We also
show that the noncentrosymmetric TMD phases γ- (Td-
) XTe2 (X=Mo,W) (SG 31 Pmn21), previously identi-
fied as type-II (tilted) Weyl (semi)metals17–19, exhibit
the same topological surface features as β-MoTe2, and
thus may also realize HOTI phases if their narrowly sep-
arated Weyl points are annihilated. Namely, both β- and
γ- XTe2 exhibit large surface states that have been previ-
ously identified as topologically trivial19,69–79 (Fig. 4(d));
the actual topological Fermi arcs from the Weyl points
are considerably shorter17,19,69,70,72,73. In fact, we find
that these large surface states are not trivial, but rather
(a) (b)
(c) (d)
𝑘𝜃
𝑊(𝑘𝜃)
FIG. 2. (a) The monoclinic lattice of β- (1T’-) MoTe2
68 in SG
11 P21/m. (b,d) Bulk bands of β-MoTe2 calculated without
and with the effects of SOC incorporated, respectively. Dou-
ble band inversion occurs about the Γ point, as indicated by
the parity eigenvalues in (d). When SOC is neglected, a time-
reversed pair of nodal lines forms, intersecting Y Γ in (b) con-
necting the 28th and 29th spin-degenerate pair of bands (red
dots in (b)). (c) These nodal lines are irregularly shaped,
and lie in time-reversed pairs between ky = ±0.06 (2pi/b)
and ky = ±0.19 (2pi/b). We surround one of these nodal
lines with a closed, tetragonal prism and calculate the Wilson
loop around kz-normal planes as a function of the azimuthal
momentum kθ (exact coordinates provided in SM B 2); the
results are shown in the inset panel in (b). Z2-nontrivial
winding is clearly visible, and indicates a nontrivial monopole
charge41–43. (d) When SOC is introduced, a direct gap de-
velops at all crystal momenta (gray shaded region), realizing
a band gap at the Fermi energy with the Z4 parity index
(Table I) of a HOTI55–58. The details of our first-principles
calculations can be found in SM B.
TRIM Γ X Y Z S T U R
No. of λI = −1 12 14 14 14 14 14 14 14
TABLE I. The number of Kramers pairs with −1 parity eigen-
values at each of the TRIM points in β-MoTe2, obtained from
first-principles (SM B 1). The Z4 index55–58, calculated by
their sum modulo 4, is 2, indicating that β-MoTe2 is a HOTI.
are vestiges of a nearby HOTI phase.
TMDs are a class of readily synthesizable68,80–84 lay-
ered materials. Originally highlighted for the semicon-
ducting bandgap of exfoliated monolayers85, TMDs have
recently been recognized as topological materials. Specif-
ically quasi-2D samples of β-phase TMDs have been iden-
tified as 2D TIs86–88, and 3D samples of γ-XTe2 have
been identified in theory17–19 and experiment89–91 as
type-II Weyl semimetals. We first focus on MoTe2, and
then generalize our findings to the isostructural phases
of WTe2.
MoTe2 can occur in two distinct crystal structures
3(a) (b)
(c)
𝑘𝑦
Det 𝑊2 𝑘𝑦
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FIG. 3. (a) Bulk Wilson loops calculated for β-MoTe2 from
first principles in the absence of SOC (SM B 3). For all values
of ky away from the MNLs in Fig. 2, the z-directed Wil-
son loop spectrum W1(kx, ky) exhibits a large Wilson gap at
θ1/2pi ≈ ±0.25; representative examples are shown in (c,d)
for ky = 0, pi, respectively. (b) Calculating the determinant of
the nested Wilson matrix W2(ky) of the Wilson bands within
this gap45,46,48,66, we find that it is quantized at ±1 by the
combined antiunitary symmetry (I×T˜ )2 = +1 (SM B 3), and
jumps as it passes over a bulk MNL, indicating that the planes
above and below the MNL are topologically distinct45,46,48.
at room temperature: the hexagonal α (2H) phase
(SG 194 P63/mmc) and the distorted monoclinic β
phase68,77,80,81 (Fig. 2(a)). When β-MoTe2 is further
cooled below 250 K, it transitions into the noncentrosym-
metric γ phase68,77,92. Using first-principles calculations
detailed in SM B 1, we calculate the electronic structure
of β-MoTe2 with and without the effects of SOC incor-
porated (Fig 2(d,b), respectively). The electronic struc-
ture exhibits double band inversion (Fig. 1) at Γ as a
consequence of the β-phase lattice distortion (Fig. 2(a)).
When SOC is neglected, a time-reversed pair of topo-
logical nodal lines forms intersecting Y Γ. These nodal
lines take on an irregular, 3D shape with a significant
pucker in the ky direction (schematically depicted in
Fig. 2(c)). They represent the only crossing points be-
tween the bands at EF (where the direct gap is taken
to lie above N = 28 spin-degenerate pairs of bands)
in Fig. 2(c), and lie between ky = ±0.06 (2pi/b) and
ky = ±0.19 (2pi/b) where b = 4.369 A˚ is the lattice spac-
ing along the ~a2 monoclinic lattice vector
93. Using the
methodology prescribed in Refs. 41–43, we surround each
nodal line with a closed surface and calculate the Wilson
loop (holonomy) matrix eigenvalues94–96 over the lower
N bands as a function of the azimuthal momentum kθ
(Fig. 2(c) and SM B 2). This Wilson spectrum exhibits
the characteristic winding of a MNL41–43.
We also explore the topology of the gapped regions
between the MNLs by calculating the z-directed Wilson
loop W1(kx, ky) (Fig. 3(a)) over the lower N bands in the
absence of SOC. We observe that in the planes indexed
by ky away from the MNLs, the spectrum of W1 exhibits
gaps at θ1/2pi ≈ 0.25 (Fig. 3(c,d) and SM B 3), allow-
ing us to calculate a nested Wilson loop matrix W2(ky),
whose determinant is equivalent to exp(iγ2) where γ2 is
the nested Berry phase45,46,48,97. In these bulk-gapless
planes, det(W2(ky)) is quantized at ±1 (Fig. 3(b)), in-
dicating a nested Berry phase45 of pi (0) below (above)
the MNL, such that planes in the two regions are topo-
logically distinct. We can understand this quantiza-
tion from two perspectives: the bulk and the Wil-
son loop. From a bulk perspective, the Hamiltonian
H(kx, kz) of each plane is invariant under a local spin-
less time-reversal symmetry I × T˜ that does not flip the
signs of kx,z and squares to +1. By the arguments in
Refs. 33 and 98, H(kx, kz) therefore lies in Class AI of
the Altland-Zirnbauer classification99,100 with codimen-
sion D mod 8 = 6, which is well described as exhibiting
a Z2 topology. This topology can be diagnosed by consid-
ering the Wilson-loop perspective. In SM B 3, we show
that T¯ , which acts on W1(kx) as an antiunitary particle-
hole symmetry Ξ˜ that does not flip the sign of kx
31,95,96,
enforces det(W2(ky)) = ±1 when it is evaluated over a Ξ˜-
symmetric grouping of Wilson bands (Fig. 3(c,d)). Cru-
cially, following the arguments in Refs. 45, 66, and 97,
the pi shift in γ2 between the planes above and below the
MNLs indicates that they are equivalent to topologically
distinct 2D magnetic atomic limits61,66 (or trivialized
“fragile” phases65,66,101–103) that differ by the presence
or absence of topological corner (hinge) modes (SM A).
We therefore conclude that the jump in γ2 as ky-indexed
planes pass through a MNL (Fig. 3(b)) represents a new
example of a topological “descent relation,” analogous to
the jump in Berry phase as the line on which it is calcu-
lated passes through a Dirac point in 2D and a nodal line
in 3D33. Like in a Weyl semimetal104,105, the winding of
the Wilson loop evaluated on a closed surface around the
MNL (Fig. 2(b)) captures the difference in topology be-
tween the gapped planes above and below it41, which,
here, is the gapless point in W1(kx) (which is well de-
fined when, in the vicinity of the MNLs, it is evaluated
on a slightly distorted path that avoids the bulk gapless
points).
When SOC is introduced, the crystal, though remain-
ing metallic, develops a direct gap at EF at all crystal
momenta (Fig. 2(d). Calculating the parity eigenvalues
(Table I), we find that though the Fu-Kane Z2 index36,37
is trivial, the occupied bands nevertheless cannot be ex-
pressed as a sum of EBRs, indicating an overall non-
trivial topology61. Specifically, while every EBR in a
centrosymmetric space group exhibits Kramers pairs of
parity eigenvalues n− in multiples of 461,62, the double
band inversion in β-MoTe2 induces a phase for which
n−mod 4 = 2 (Table I). Alternatively, this defines a Z4
index55–58 which is nontrivial. From both perspectives,
β-MoTe2 carries the parity eigenvalues of a HOTI
46,54.
Therefore, like bismuth54,107,108, β-MoTe2 is a 2D TI
when viewed as a quasi-2D system86–88, but is actually a
4𝐸
𝑘𝑦
(a) (b) (c)
(d) (e)
FIG. 4. (a-c) Schematic surface state evolution of a HOTI
driven by double band inversion. (a) Two bulk bands in-
verted at the same energy (blue dashed lines) realize a four-
fold surface Dirac fermion (purple lines)54. (b) In the absence
of multiple surface glide reflection symmetries, this fermion is
unstable31, and will split into two, twofold surface fermions,
which may be stabilized by either a surface mirror (topolog-
ical crystalline insulator)27,106 or glide symmetry (hourglass
insulator)30,31. (c) In the absence of surface reflection symme-
tries, these twofold cones (yellow circles in (b), dashed lines
in (c)) hybridize and gap, realizing the surface of a HOTI46.
(d) Spectral weight at the Fermi energy of states on the (001)
surface of β-MoTe2, calculated from first principles (SM B 1),
and plotted as a function of the in-plane momenta kx,y, and
(e) along kx = 0 as a function of energy. Each of the two band
inversions at the bulk Γ point (Fig. 2(d)) nucleates a topo-
logical twofold surface cone centered at kx = ky = 0 (purple);
the cones then repel each other in energy and merge with
the projections of the bulk states (b,e). As schemicatically
depicted in (c), the surface bands from these cones (red ar-
rows in (d)) hybridize and gap (yellow dashed lines in (e)) to
form a narrowly avoided crossing. In γ-XTe2, these hybridized
cones also appear as surface states17–19,70–79, but their gap is
spanned by small, topological Fermi arcs from bulk type-II
Weyl points.
HOTI when taken to be fully 3D.
Unlike β-MoTe2, β-WTe2, while stabilizable as a
monolayer81,88, is unstable as a bulk crystal109. Nev-
ertheless, the calculated electronic structure of artificial
β-WTe2 also exhibits double band inversion at the Γ
point109, indicating that it would also be a HOTI if it
could be stabilized. However, we will see shortly that
remnants of this HOTI phase are still observable in γ-
WTe2, as they are observable in β-MoTe2.
In Fig. 4(d,e), we plot the (001)-surface states of β-
MoTe2 calculated from first-principles (SM B 1). We ob-
serve large, arc-like surface states around the projection
of the Γ point (red arrows in (d)), as well the projec-
tions of bulk states at the ky = 0 surface TRIM points.
Plotting the surface spectral weight as a function of en-
ergy along kx = 0, we observe that the surface states are
in fact gapped at all surface crystal momenta. This can
be understood by considering the symmetry and topol-
ogy consequences of the bulk double band inversion at
Γ. In the absence of SOC, per spin, each band inversion
nucleates a drumhead surface state around the surface
projection of the Γ point (SM A). In the absence of addi-
tional wallpaper group surface crystal symmetries, such
as mirror or glide31,110, these drumhead states hybridize
and gap. When SOC is reintroduced, the two hybridized
drumhead states open into two hybridized twofold sur-
face TI cones (Fig. 4(a-c)). Therefore rather than being
trivial Fermi arcs, the surface states of β-MoTe2 are in
fact the characteristic split and gapped fourfold Dirac
cone states of a HOTI31,46,54.
This observation solves a longstanding mystery in the
noncentrosymmetric γ phases of XTe2. According to
both theoretical predictions17–19 and bulk experimental
probes89–91, both γ-MoTe2 and γ-WTe2 exhibit narrowly
separated type-II Weyl points in the vicinity of doubly
inverted bands. Nevertheless, as measured both directly
by ARPES70,71,73,74,78 and through quasiparticle inter-
ference in STM probes76,77, these γ-phase TMDs also ex-
hibit huge, arc-like surface states that largely overwhelm
possible signatures of topological Weyl Fermi arcs. Pre-
vious works determined these large surface arcs to be
topologically trivial17–19,70–77. However, in light of our
previous analysis of similar nontrivial surface states in
β-MoTe2, we recognize this determination to be incom-
plete. We can now conclude that these surface arcs in fact
represent the split surface Dirac cones of a non-inversion-
symmetry-indicated HOTI phase that is nearby in param-
eter space and driven by double band inversion (Fig. 4).
Given the small separation of the bulk Weyl points, this
phase may be accessible via symmetry-preserving strain,
and could be diagnosed in ab initio calculations by a
nested Wilson loop46,48. Furthermore, as the Weyl point
separation in γ-XTe2 is already quite sensitive to exper-
imental conditions77,78,111,112, existing samples may al-
ready realize this HOTI phase.
In this letter, we have presented signatures of higher-
order topology driven by double band inversion in both
the I-symmetric and -broken phases of MoTe2 and WTe2.
In β-MoTe2, we observe that when SOC is neglected, a
pair of nodal lines with nontrivial monopole charge lies
at the Fermi energy. Though the effects of SOC can-
not be neglected in this material, other centrosymmetric
materials with lighter atoms and double band inversion
are likely to also exhibit MNLs41. When the effects of
SOC are taken into account, β-MoTe2 develops a direct
gap with the inversion eigenvalues of a HOTI. Though
β-MoTe2 is in fact metallic, and thus does not host the
projected hinge gap required to observe its characteristic
helical hinge modes54, it is possible that a TMD with
more favorable band dispersion could be engineered by
5intercalation or chemical substitution. Finally, we also
observe that the gapless noncentrosymmetric γ phases of
MoTe2 and WTe2 exhibit the same large topological sur-
face arcs as β-MoTe2, resolving an outstanding puzzle in
TMDs, and presenting a new venue for the exploration
of higher-order topology in inversion-broken systems.
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6Appendix A: Tight-Binding Model for Flat-Band Hinge States in a Monopole Nodal-Line Semimetal
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FIG. 5. (a) Primitive orthorhombic BZ114. Bulk bands for H˜(~k) (Eq. (A1)) with the parameters in Eq. (A3). In this limit, this
eight-band model exhibits an overall SU(2) spin rotation symmetry, and bands therefore appear in spin-degenerate pairs. In
the inset panel, we highlight a monopole nodal line (MNL) at EF = 0 along ΓZ (red circles) that is linked to its time-reversal
partner by nodal lines encircling the Γ point directly above and below EF (blue circle) (axes not in parenthesis in Fig. 8(d)), as
discussed in Ref. 41. Using the bulk tight-binding model, we deduce that the MNLs lie in the kyz-plane. (c) The Wilson loop
eigenvalues over the lower four occupied bands on a sphere surrounding this nodal line, plotted as a function of the azimuthal
momentum kθ, exhibit helical winding. As detailed in Refs. 41–43, this confirms that this nodal line carries a nontrivial
monopole charge, and thus, is a MNL. (d,e) The (100) and (010) surface states of this model, respectively, calculated at E=0.
In (d), we observe both drumhead states on the interior projections of the bulk MNLs (white arrows)33 and extraneous surface
states (red arrows) that are remnants of the bulk double band inversion. Specifically, the interior states indicated by the white
arrows are topologically protected41, whereas the line of states shown by the red arrows is topologically trivial and lies outside
the projections of the MNLs. These states originate from the double band inversion shown in Fig. 6: the first band inversion
created a drumhead state at the origin of the surface BZ, and the pinching process of the line node at half filling formed a
second set of surface states, rather than removed the drumhead states from the first band inversion. These extraneous surface
states are topologically trivial, and represent an artificial degeneracy in this limit of this model; we add the term necessary to
hybridize and gap then in Fig. 8. (f) The bands of an x-directed slab of this model, plotted at ky = 0 as a function of kz. The
extraneous surface states, in (d) are marked here with a red arrow as well.
In this section, we construct a model of a 3D nodal-line semimetal (NLSM)33–35 that exhibits a time-reversed pair
of nodal lines with nontrivial monopole charges (MNLs)40 generated by double band inversion41. Using this model, we
demonstrate that when the appropriate coupling terms are added, there is a well-defined bulk and surface gap in the
region between the two MNLs (Fig. 8(d)). Projecting the bulk MNLs and surface drumhead states to the 1D hinges,
additional 1D, flat-band-like surface states can be observed spanning the region between the projections of the MNLs.
These states represent the d− 2-dimensional generalization of drumhead surface states, and are the spinless analogs
of the spinful flat-band hinge states recently proposed in tetragonal Dirac semimetals66,67. In this section, we show
that this NLSM can be gapped into either a spinless magnetic higher-order topological insulator (HOTI) (otherwise
known as an “axion insulator”41,52,115), or a spinful, time-reversal- (T -) symmetric HOTI with helical pairs of hinge
modes. All calculations for this section were performed employing the PythTB package116.
To begin, we place eight spinful orbitals at the origin of a primitive orthorhombic unit cell; these can be considered
four spinless orbitals (two s and two ip orbitals), each with an additional (initially uncoupled) spin-1/2 degree of
freedom. The four sets of spinful orbitals are indexed by the Pauli matrices τ and µ, and the spin degree of freedom
7𝑣𝑧 = 0.2 𝑣𝑧 = 0.63 𝑣𝑧 = 1.0 𝑣𝑧 = 1.35 𝑣𝑧 = 2.0
FIG. 6. Bulk bands of H˜C(~k) in Eq. (A10), plotted along ΓZ in the vicinity of the Γ point with the parameters in Eqs. (A3)
and tuning vz between 0 and 2. Throughout this process, bands become doubly inverted, and eventually form a time-reversed
pair of MNLs at half-filling (red circles at vz = 2.0), as described in Ref. 41.
is indexed by σ. We begin by constructing the Hamiltonian:
H˜(~k) =
m1 + ∑
i=x,y,z
vi cos(ki)
 τz +m2τzµx +m3τzµz + ux sin(kx)τx + uy sin(ky)τyµy, (A1)
which is invariant under inversion (I) and spinless time-reversal (T˜ ), represented at all of the TRIM points by:
I = τz, T˜ = τzK, (A2)
as well as, at first, SU(2) spin symmetry. There are also other, extraneous symmetries, which we are free to break.
For simplicity, we have chosen units where the lattice constants ax,y,z = 1. The representations of the symmetries in
Eq. (A2) are chosen in a basis (s and ip orbitals at the origin) for which the combined antiunitary symmetry I×T˜ = K
guarantees that all of the Dirac matrix coefficients of Eq. (A1) are real40,41. The form of H˜(~k) is specifically chosen to
include terms from the models in Refs. 40 and 41, as to guarantee that it will form a pair of MNLs after undergoing
double band inversion about the Γ point. We track the bulk phase transitions of Eq. (A1) by choosing the parameters:
m1 = −3, vx = vy = ux = uy = 1, m2 = 0.3, m3 = 0.2. (A3)
and tuning vz between 0 and 2 (Fig. 6). When vz ≈ 0.63, bands begin to invert at Γ, forming a nodal line (without
monopole charge) between the second and third pair of spin-degenerate bands. When vz reaches 1, the third pair of
bands reaches the first pair of bands (and the second touches the fourth) and the nodal line at quarter-filling shown
in blue in Fig. 8(d) begins to form. Finally, when vz ≈ 1.35, the nodal line at half-filling begins to pinch off into a
time-reversed pair of nodal lines that intersect ΓZ (red lines in Fig. 8(d)). We then finally tune vz → 2 to grow the
two nodal lines at half-filling (red circles in Fig. 6) to have clearly distinguishable interior regions. Calculating the
(100) and (010) surface Green’s function of this model at EF = 0 (Fig. 5(d,e)), we observe the presence of drumhead
surface states (white arrows) on only the x-normal ((100)) surface, indicating that the bulk nodal lines are almost
entirely normal to the kz-axis (Fig. 8(d), axes not in parenthesis). To calculate the Z2 monopole charge of each
nodal line, we surround it with an approximate sphere and calculate the Wilson loop eigenvalues over the lower four
bands (including spin) as a function of the azimuthal momentum, as prescribed in Refs. 41–43. Most precisely, we
approximate this sphere by calculating the Wilson loop on a series of concentric kz-normal circles, indexed by kz, and
centered at kx = ky = 0, and where the radii of the circles were tapered above and below the nodal line at half filling.
The Wilson loop spectrum exhibits (Figs. 5(c)) clear helical winding, confirming the nontrivial monopole charge of
each nodal line at half filling41–43.
This helical winding can be understood as reconciling the topology of the gapped planes indexed by kz above and
below the MNL. As shown in Ref. 41, these two planes are equivalent to topologically distinct 2D insulators that can
be distinguished by their (gapped) Wilson spectra. As the Wilson loop on a sphere can be deformed into the Wilson
loop on the plane above the sphere minus the Wilson loop on the plane below the sphere (the prototypical explanation
for the conservation of Chern number in a Weyl semimetal104,105), we recognize that the gapless Wilson spectrum
on the sphere reflects the Wilson loop critical point that distinguishes the 2D insulating phases above and below the
MNL41. More precisely, Ref. 41 establishes a Z2 × Z2 classification of the possible topologies of these two 2D planes,
and the helical winding of the sphere Wilson loop indicates a change in one of these indexes. We can understand
the topology of these planes with I × T˜ symmetry by first considering a nontrivial plane with I and T˜ symmetry
(kz = 0), and then adiabatically breaking those symmetries while keeping their product.
Using the results of Ref. 95, we recognize that the kz = 0 plane exhibits a gapless x-directed Wilson loop (Fig. 7(a)),
as all of the occupied bands have the same inversion eigenvalues at each TRIM point, and because the inversion
8(a) (b)
FIG. 7. (a,b) x-directed Wilson loops evaluated for the lowest two spinless pairs of bands in Fig. 5(a) at kz = 0, pi, respectively.
The winding of the Wilson loop at kz = 0 is not protected by spinful time-reversal symmetry, as it would be in a 2D topological
insulator5, but is instead protected by the combination of the bulk inversion eigenvalues95 and the absence of additional bands
in the Wilson projector. At kz = pi (b), the bulk inversion eigenvalues require that the θ = 0 at ky = 0, pi
95; the x-directed
Wilson loop in this plane exhibits trivial winding, and extremely weak dispersion.
eigenvalues at the Γ point differ from those at the three other 2D TRIM points. The winding of this Wilson loop may
be removed by adding trivial bands with different inversion eigenvalues95 (such as is the case in the ky = 0 plane of
β-MoTe2 (Fig. 3(c))); this is a hallmark of a fragile topological phase
65,66,101–103. Nevertheless, using the k · p theory
of Eq. (A1), we can demonstrate that this plane is equivalent to a 2D insulator with gapped edges and spin-degenerate
pairs of corner modes. Specifically, we expand Eq. (A1) about the Γ point in the limit that m2 = m3 = 0, ux = uy = u:
HΓ(~k) = mτz + u(τxkx + τyµyky), (A4)
where we have condensed all of the terms proportional to τz into a single mass term m. We then take m to spatially
vary such that it is negative in a circular region bound by a radius R and large and positive outside of it. The
bound state solutions on the exterior of this region can be obtained by forming a Jackiw-Rebbi problem117, which we
accomplish by Fourier transforming kx,y → −i∂x,y and converting to polar coordinates:
H(r, θ) = m(r)τz − iuΓ1(θ)∂r − iu
r
Γ2(θ)∂θ, (A5)
where:
Γ1(θ) = τx cos(θ) + τyµy sin(θ), Γ2(θ) = −τx sin(θ) + τyµy cos(θ). (A6)
In the absence of additional terms, H(r, θ) exhibits gapless, linear dispersing modes on its edges, as in this limit it
is closely related to the k · p theory of a 2D topological insulator5,66. More specifically, despite having only spinless
time-reversal symmetry, H(r, θ) still exhibits linear dispersion with three anticommuting 4×4 Dirac matrices, like the
k · p theory of the Bernevig-Hughes-Zhang model of a 2D TI5,66. In polar coordinates, the symmetries of this system
take the form:
T˜ = τz, I = τzfI(θ), (A7)
where fI(θ) enforces the mapping θ → θ + pi. These symmetries permit the bulk mass term:
VM (θ) = τ
yµx sin(θ), (A8)
which anticommutes with all of the existing terms in H(r, θ), and therefore is guaranteed to open bulk (and edge)
gaps in all of the regions in which it is nonzero. The Hamiltonian H(r, θ) + VM (θ) therefore exhibits two pairs of 0D,
spin-degenerate bound states at θ = 0, pi (see Ref. 66 for a more explicit derivation of the form of these 0D states
and the role of curvature in this geometry). Other mass terms are also allowed, as are terms with higher harmonics
in sin(θ) and cos(θ); however, in this 4 × 4 basis, all I-symmetric bulk mass terms that anticommute with τz will
also necessarily carry a spatial distribution sin(nθ + φ) where n is an odd integer. This indicates that the number
of spin-degenerate pairs of 0D modes modulo 4 is a general property of H(r, θ), with the smallest number (and the
number seen in our numerics (Fig. 8(f)) being 2. We therefore conclude that the kz = 0 plane of our model is an
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FIG. 8. (a) Bulk bands for H˜C(~k) in Eq. (A10), plotted with the parameters in Eqs. (A3) and (A11). (b,c) (100) and (010)
surface Green’s function at EF = 0 for the same model, respectively. Topological drumhead states appear on both surfaces
in the interior projections of the MNLs (white arrows), indicating that the MNLs have become tilted and now have nonzero
projections in both the x and y directions. Crucially, the extraneous surface spectral weight spanning the projections of the
MNLs from Fig. 5(d) has been lifted. (d) Specifically, we observe that both the nodal lines at half-filling (red), and the large
nodal line directly below it in energy (blue) have become tilted by ∼ 45◦ about the kz-axis (axes in parenthesis are those after
including Eq. (A10)). (e) The bands of an x-directed slab of this model, plotted at ky = 0 as a function of kz, confirm that the
extra surface states have hybridized and split. (f) The bands of a z-directed rod of this model (finite in the x and y directions).
Flat-band-like 1D states can be observed spanning the hinge projections of the MNLs.
additional example of a “fragile” topological phase65,66,101–103 that exhibits corner modes66 on the boundary of a
finite-sized region with inversion symmetry.
Moving to nearby planes indexed by kz 6= 0, we model this process by the addition of a bulk (spinless) mass term
that breaks I and T˜ while preserving their product. As this limit is still SU(2)-symmetric, when considering the
system per spin, any additional term that does not close the bulk or edge gaps can only act as a chemical potential
on the corner modes66. When this fragile phase no longer exhibits Wilson-loop winding due the addition of extra
(trivial) bands, it should exhibit a gapped Wilson spectra with the same Z2-quantized nested Berry phase as the
ky = 0 plane of β-MoTe2 (Fig. 3(c) and SM B 3). Therefore, when a bulk term is added that preserves I × T˜ while
breaking the individual symmetries I and T˜ , the nested Berry phase will remain quantized and the corner modes will
remain present. This indicates that, as all of the kz-indexed planes between the MNLs in our tight-binding model can
be adiabatically connected to the plane at kz = 0 without closing a bulk or edge gap, they should also carry corner
(hinge) modes indicated by a quantized nested Berry phase γ2 = pi. Utilizing the Wannier description of corner-mode
phases developed in Ref. 66, this suggests that the four phases of these 2D insulating planes, indexed by Z2 × Z241,
correspond to either non-symmetry-indicated obstructed atomic limits61 or trivialized fragile topological insulators
(for a large number of occupied bands)65,66,101–103 that differ by the number of Wannier orbitals on the four I × T˜
centers in magnetic layer group p1¯′66,118.
To deduce the presence of these hinge modes in our tight-binding model, we must realize a system with both gapped
bulk and surface planes in the nontrivial region around the Γ point. We first examine the extraneous surface spectral
weight in Fig. 5(d) more closely by calculating the bands of an x-directed slab of H˜(~k) with the parameters listed
in Eq. (A3) (Fig. 5(f)). We observe that the process of double band inversion has, in addition to nucleating the
expected drumhead states in the interior projections of the MNLs (Fig. 5(d), white arrows), left behind a trivial pair
of drumhead states33–35 where the line nodes at half-filling were pinched and split (Fig. 5(d,f), red arrows). As there
is no surface wallpaper group symmetry31,110 that protects the overlap of these extra states, we are free to add a bulk
term that couples and gaps the trivial drumheads, analogous to the coupling that is naturally present in β-MoTe2
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FIG. 9. (a) Bulk and (b) hinge bands of a z-directed rod of H˜C(~k) (Eq. (A10)) with the Kane-Mele-like SOC term VHOTI(~k)
(Eq. (A13), plotted with the parameters in Eqs. (A3) and (A11) and vH = 1.2. The flat-band hinge states from Fig. 8(e)
have evolved into a pair of 1D helical modes, confirming that VH(~k) induces a phase transition from a monopole NLSM to a
T -symmetric HOTI. When VAxion(~k) (Eq. (A12)) is used instead of VHOTI(~k)), the bulk bands appear similar to those in (a),
but the hinge spectrum instead exhibits oppositely propagating spin-degenerate pairs of chiral modes on opposing hinges.
(Fig. 4). We therefore introduce the bulk term:
V˜ (~k) = mv1µ
z +mv2µ
x, (A9)
realizing the coupled Hamiltonian:
H˜C(~k) = H˜(~k) + V˜ (~k). (A10)
Choosing the parameters:
mv1 = −0.4, mv2 = 0.2, (A11)
in addition to those listed in Eq. (A3), we again plot the bulk bands, (100)-surface Green’s function, (010)-surface
Green’s function, and the x-directed slab bands at ky = 0 (Fig. 8(a,b,c,e)). We observe that drumhead states now
appear on both the (100) and (010) surfaces (Fig. 8(b,c), white arrows), indicating that the bulk MNLs have become
tilted (Fig. 8(d)), and now carry nonzero interior projections in both the x and y directions. Crucially, in the region
between the surface projections of the bulk MNLs, the two extraneous drumhead states have become hybridized and
split by the new mass terms in Eq. (A9).
Following the procedure employed in Ref. 66, we construct a z-directed rod of HC(~k), i.e., a tight-binding model
that is finite in the x and y directions and infinite in the z direction. To understand the bulk and surface states
that project to the hinges, one can take Fig. 8(b) and then project all of the surface spectral weight to the kz axis;
the region between the two drumhead states (centered on the projection of Γ) remains free of surface (and bulk)
states. Plotting the hinge states of this rod (Fig. 8(e)), additional, 1D flat-band-like states are visible spanning the
hinge projections of the MNLs. Specifically, at each kz along the rod between the projections of the MNLs, there
are four additional hinge states, which appear in spin-degenerate pairs localized on opposing hinges. These hinge
states represent the d − 2-dimensional generalization of the drumhead surface states of NLSMs33–35, and are the
spinless analogs of the spinful hinge states recently proposed in certain, tetragonal Dirac semimetals66,67. It is clear
that the kz-indexed planes that carry these hinge states lack the fourfold rotation and mirror symmetries of previous
semimetals with quadrupole hinge states66,67.
In light of the relationship between MNLs and higher-order topology explored in the main text, we recognize these
hinge states as the spinless precursors to the spinful helical hinge modes of 3D HOTIs. They represent the higher-order
generalization of the zigzag edge states of graphene119–123 that evolve into the helical edge modes of a 2D TI4,6 under
the introduction of SOC. As the MNLs are locally protected by I, T , and SU(2) spin symmetry33,40, we can realize a
bulk-insulating phase by relaxing one of these symmetries. First, we reproduce the results of Ref. 41 by introducing
a term that breaks T˜ symmetry while preserving I and SU(2):
VAxion(~k) = vA sin(kz)τ
yµz. (A12)
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We observe that VAxion(~k) fully gaps the bulk bands, realizing an insulating phase with spin-degenerate, chiral hinge
modes (the bulk and hinge bands appear qualitatively similar to those shown in Fig. (9), as bands of opposite chirality
from opposing hinges become projected on top of each other). We recognize this phase as the magnetic HOTI that
results from gapping all of the surfaces of a 3D strong TI with magnetism that is spatially distributed in an I-odd
fashion52,57. It is therefore also equivalent to two spin-degenerate copies of a spinless axion insulator41,115.
Finally, we can also introduce a term of a similar form:
VHOTI(~k) = vH sin(kz)τ
yµzσz, (A13)
that breaks spinless time-reversal symmetry T˜ and SU(2) symmetry while preserving spinful T symmetry, which is
represented at all TRIM points by:
T = iσyT˜ = iτzσyK. (A14)
This term gaps the bulk MNLs (Fig. 9(a)) and opens up the flat-band hinge states (Fig. 8(e)) into the helical hinge
modes of a HOTI. It is therefore the higher-order equivalent of the Kane-Mele SOC term that gaps graphene into a
2D TI4,6. Thus, we have demonstrated that double band inversion in a I- and T -symmetric crystal with vanishing
SOC can induce a pair of MNLs that can be gapped to realize a Z4-nontrivial HOTI55–58 by the introduction of
I-symmetric SOC.
Appendix B: First-Principles Calculations Details
1. Density Functional Theory Calculation Methods
First-principles electronic structure calculations were performed with the projector augmented wave (PAW)
method124,125 as implemented in the VASP package126,127. We adopted the Perdew-Burke-Ernzerhof (PBE) gen-
eralized gradient approximation (GGA) for the exchange-correlation functional128. SOC was incorporated self-
consistently. The kinetic energy cutoff of the plane-wave basis was set to 400 eV. A 6×12×4 k-point mesh was
employed for BZ sampling. Internal atomic positions and cell parameters were obtained from experimental data
(ICSD129 # 14349)93. The maximally localized Wannier functions (MLWF) were constructed from first-principles
calculations130 using the d orbitals of Mo and the p orbitals of Te. The Wannier-based tight-binding Hamiltonian
obtained from this construction was used to compute the surface spectrum and the nested Wilson loop45,46,48,97 matrix
W2 as described in SM B 3.
2. First-Principles Calculation of Monopole Charge
When the effects of SOC are neglected, the electronic structure of β-MoTe2 exhibits two nodal lines connecting the
28th and 29th spin-degenerate pair of bands, related by inversion symmetry, lying on either side of the ky = 0 plane,
and intersecting Y Γ (Fig. 2(b)). Rather than surround one of these nodal lines with a sphere as done in Refs. 41–43
for tight-binding models, we surround it with a geometrically simpler closed tetragonal prism. Defining the Wilson
matrix as the product of the adjacent overlap matrices –〈uk1 |uk2〉–, where |uk〉 is the cell-periodic part of the Bloch
eigenstate, we calculate the phases of the Wilson loop eigenvalues over the lower 28 spin degenerate-pairs of bands on
the following paths along this prism, shown in Fig. 2(c)). We begin by calculating the loops on the bottom of the prism
along the path (x, 0, x) → (−x, 0, x) → (−x, 0,−x) → (x, 0,−x) → (x, 0, x), taking x to vary from 0 to 0.45 in units
of the reciprocal lattice vectors. We choose the bound x = 0.45 such that the prism can contain as much as possible
of the half BZ without touching the zone edge. We then take loops of increasing height y along the sides of the prism
along the path (0.45, y, 0.45) → (−0.45, y, 0.45) → (−0.45, 0,−0.45) → (0.45, 0,−0.45) → (0.45, 0, 0.45), taking y to
vary from 0 to 0.5. We finally close the exterior of the prism by taking square loops on the top of decreasing width
2x, where each loop is taken along the path (x, 0.5, x) → (−x, 0.5, x) → (−x, 0.5,−x) → (x, 0.5,−x) → (x, 0.5, x),
taking x to vary from 0.45 to 0. We plot in the inset panel of Fig. 2(b) the resulting Wilson spectrum as a function
of x for the bottom, then y for the sides, and then finally x for the top, which we condense and label as the overall
“azimuthal momentum” kθ. The Wilson loop eigenvalues exhibit the characteristic winding of a MNL (SM A)
41–43.
3. Calculating the Wilson Loop of the Wilson Loop and Quantization of the Nested Berry Phase
Here, we detail the calculations performed to obtain the determinant of the nested Wilson loop matrix W2(ky)
in Fig. 3. We first, neglecting the effects of SOC, calculate the kz-directed Wilson loop matrix W1(kx, ky) over the
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lower 28 spin-degenerate pairs of bands, which can be expressed as 〈u0|uN 〉 〈uN |uN−1〉 . . . 〈u1|u0〉, where N is the
discretized N-th k point of the line: (kx, ky, 0) → (kx, ky, 2pi). Diagonalizing the resulting Wilson loop matrix, we
obtain the eigenvectors |χn(kx, ky)〉 and eigenvalues ξn(kx, ky) as functions of (kx, ky), where n is the Wilson band
index. The eigenvalues ξn(kx, ky) appear in the form e
iθn(kx,ky). In Fig. 3(c,d), we show the calculated values of
θn(kx, 0) and θn(kx, pi), respectively, which we refer to as the Wilson bands. In all of the ky-indexed planes away
from the MNLs, the Wilson bands are well separated by gaps in the Wilson spectrum at θ = ±pi/2 (0.25× (2pi)), as
expressed in the main text). The system HW1(kx, ky) ≡
∑
|θn|〈0.5pi |χn(kx, ky)〉 θn(kx, ky) 〈χn(kx, ky| resembles a 1D
periodic Hamiltonian for fixed values of ky, and its eigenstates can be used to calculate a second, nested Wilson loop
matrix W2(ky) whose determinant is equal to e
iγ2(ky) where γ2(ky) is the nested Berry phase of each plane indexed
by ky
45,46,48,97. We compute the determinant of W2(ky) for all values of ky, and observe that it is quantized at ±1
for all values of ky away from the MNLs, and jumps as the plane on which it is calculated passes fully over a MNL
(Fig. 3(b)).
We note that the choice of Wilson energy interval employed for the nested Wilson loop calculations in this work is
different than that used in previous works45,48,66,97. In previous works, the Wilson spectrum was divided into halves
between θ1 = 0, pi for nested Wilson loop calculations; here, we instead choose the particle-hole-symmetric interval
θ1 ∈ [−pi/2, pi/2). However, as long as the nested Wilson loop (and Berry phase) is calculated over the same Wilson
interval for two different 2D insulators (or planes of the BZ), it can be used as a tool to compare their topology45.
Furthermore, we find that when the nested Berry phase γ2 is calculated over this new choice of Wilson energies,
it can be quantized without relying on mirror and fourfold rotation, as was required for the quadrupole insulators in
Refs. 45 and 66. Here, we show that, in particular, the combined antiunitary symmetry I ×T is sufficient to quantize
γ2 when W2 is calculated over a particle-hole symmetric set of Wilson bands. The existence of this particle-hole
symmetry in the Wilson spectrum was first derived in Ref. 95; we reproduce its derivation here for convenience, and
then use the result to demonstrate the Z2 quantization of γ2.
To begin, we first consider a 3D orthorhombic crystal with a bulk Hamiltonian H(kx, ky, kz) that is invariant under
I × T . We then calculate the discretized z-directed Wilson loop as it is defined in Refs. 31, 95, and 96:[W1(k⊥,kz0)]nm ≡ [Pei ∫ kz0+2pikz0 dkzAz(k⊥,kz0)]nm
≈
[
Pei
2pi
N
∑N
j=1 Az(k⊥,kz0+
2pij
N )
]
nm
≈ 〈un(k⊥, kz0 + 2pi)|
P N∏
j=1
P(k⊥, kz0 + 2pij
N
)
(
1− 2pi
N
∂kz |(k⊥,kz0+ 2pijN )
)
P(k⊥, kz0 + 2pij
N
)
 |um(k⊥, kz0)〉
≈ 〈un(k⊥, kz0)|V (2pizˆ)Πˆ(k⊥, kz0)|um(k⊥, kz0)〉, (B1)
where k⊥ ≡ (kx, ky), Pˆ is the projector onto the occupied states:
Pˆ(k) =
nocc∑
n=1
|un(k)〉〈un(k)|, (B2)
and where in the last line we have defined the ordered product of projectors,
Πˆ(k⊥, kz) ≡ Pˆ(k⊥, kz + 2pi)Pˆ(k⊥, kz + 2pi(N − 1)
N
) · · · Pˆ(k⊥, kz + 2pi
N
). (B3)
From the analysis provided in Refs. 31 and 96, we recognize that the bulk symmetry I × T acts on W1(kx, ky) as an
antiunitary particle-hole symmetry Ξ˜, but one which does not change the signs of kx,y:
HW1(kx, ky)Ξ˜ = −Ξ˜HW1(kx, ky)
HW1(kx, ky)|u(kx, ky)〉 = (kx, ky)|u(kx, ky)〉 → HW1(kx, ky)(Ξ˜|u(kx, ky)〉) = −(kx, ky)(Ξ˜|u(kx, ky)〉), (B4)
where HW1(kx, ky) is the effective “Wilson Hamiltonian” whose eigenvalues are the phases of the eigenvalues of
W1(kx, ky), and where:
Ξ˜(kx, ky) = U(kx, ky)K, (B5)
where K is complex conjugation. For each of the eigenstates |u(kx, ky)〉 of HW1(kx, ky) with eigenvalue (kx, ky), there
is another eigenstate Ξ˜|u(kx, ky)〉 with eigenvalue −(kx, ky).
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As HW1(kx, ky) is well-defined and generically gapped in the regions for which H(kx, ky, kz) is gapped, we can
calculate the x-directed nested Wilson matrix W2(ky) by projecting onto half of the eigenstates of HW1(kx, ky) and
repeating the Wilson loop calculation in Eq. (B1). Here, we crucially choose a particular projector Pˆ2 over a particle-
hole-symmetric grouping of Wilson bands such that:
[Ξ˜, Pˆ2] = 0. (B6)
Therefore, the bulk symmetry I × T (and thus Ξ˜) provides a constraint on the nested Wilson loop matrix:
W2(0,ky) = Vˆ (2pixˆ)Πˆ(0, ky)
= Vˆ (2pixˆ)Pˆ(2pi, ky)Pˆ(2pi − 2pi
N
, ky) · · · Pˆ(2pi
N
, ky)
= Vˆ (2pixˆ)Ξ˜(2pi, ky)Pˆ(2pi, ky)Pˆ(2pi − 2pi
N
, ky) · · · Pˆ(2pi
N
, ky)Ξ˜
−1(0, ky)
= Ξ˜(0, ky)Vˆ (2pixˆ)Pˆ(2pi, ky)Pˆ(2pi − 2pi
N
, ky) · · · Pˆ(2pi
N
, ky)Ξ˜
−1(0, ky)
= Ξ˜(0, ky)W2(0,ky)Ξ˜−1(0, ky)
= U(0, ky)W∗2(0,ky)U−1(0, ky). (B7)
Taking the determinant of both sides of Eq. (B7):
det(W2(ky)) = det(W2(ky))
∗ = eiγ2(ky) = ±1, (B8)
and thus I × T enforces a Z2 quantization of the nested Berry phase in each gapped ky-indexed plane:
γ2(ky) = 0, pi. (B9)
∗ These authors contributed equally to this work.
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