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Motivación y Objetivo General
En muchas aplicaciones se debe seguir la trayectoria de una entidad, característica u 
objeto sobre una secuencia de imágenes.
Cuando el procesamiento debe hacerse en tiempo real, lleva consigo una complejidad 
importante y requiere esfuerzo en la paralelización de los algoritmos.
En el presente proyecto, se estudiará el caso particular de objetos simples moviéndose en un 
contexto alcanzable por el elemento de visión (cámara de video). Serán los objetivos 
principales:
> Analizar y comprender las etapas relacionadas con los sistemas de visión por 
computadora, como son el mecanismo de tracking y el reconocimiento de objetos en una 
secuencia de imágenes.
> Desarrollar los algoritmos que implementen una solución para dicho problema, 
permitiendo extraer de una secuencia de imágenes la información de objetos y sus 
movimientos.
> Estudiar la paralelización de los algoritmos involucrados tanto en el proceso de 
reconocimiento de objetos como en el de seguimiento de sus trayectorias.
> Implementar esta paralelización por medio de una herramienta de programación 
adecuada.
> Por último, realizar un análisis cuantitativo del comportamiento de los distintos 
algoritmos y evaluar los resultados obtenidos. Esta evaluación permitirá conocer la 
efectividad de la paralelización realizada, y determinar bajo qué condiciones resulta ser 
ésta la mejor solución.
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Descripción del Problema
El seguimiento de los objetos en una secuencia de imágenes, como se dijo está 
particularmente asociado con:
❖  El reconocimiento y clasificación de objetos.
♦♦♦ El seguimiento de las trayectorias de estos objetos a través de esa secuencia.
Esta idea se puede ver con el siguiente diagrama:
Varios son los conceptos teóricos involucrados para el desarrollo de esta propuesta. Estos 
incluyen principalmente:
> Procesamiento de imágenes por computadora
> Seguimiento de trayectorias
> Arquitecturas y lenguajes de programación paralelo
Por lo tanto, antes de desarrollar el tema central de la propuesta, se introducirán todos estos 
conceptos. Se incluirá también una reseña sobre MPI -  Message Passing Interfase -  que es el 
paradigma de programación elegido para la implementación.
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Procesamiento de Imágenes y Visión por Computadora
El objetivo de un sistema de visión por computadora es crear un modelo del mundo 
real a partir de imágenes. Existen diferentes tipos de aplicaciones de un sistema de visión por 
computadora entre los cuales se pueden mencionar el diagnóstico de enfermedades usando 
imágenes de tomografías computadas o el control de calidad de productos que van desde 
alimentos hasta piezas industriales. Otro tipo de aplicaciones tiene que ver con la 
recuperación de estructura tridimensional de un ambiente, es decir, el reconocimiento e 
interpretación de los movimientos en una escena; estas aplicaciones son útiles en la 
automatización de navegación de autos, aviones o robots. Un tercer grupo de aplicaciones 
dentro de la visión por computadora tiene que ver con el análisis y el manejo de volúmenes 
excesivamente grandes de datos obtenidos por satélites; estas imágenes son importantes en el 
pronóstico del tiempo, el análisis del comportamiento del planeta, la agricultura, etc.
Un campo estrictamente relacionado con la visión por computadora es el 
procesamiento de imágenes. El término procesamiento digital de imágenes se refiere 
generalmente a procesar una imagen bidimensional por medio de una computadora. Una 
imagen digital es un arreglo de números reales o complejos representados por un número 
finito de bits. Las formas en que se puede encontrar originalmente una imagen a procesar van 
desde un dibujo o fotografía hasta un cuadro de una cinta de video. Con el fin de poder 
analizarse, estas imágenes son digitalizadas y grabadas como una matriz de dígitos binarios 
en algún soporte de almacenamiento digital. La imagen digitalizada puede entonces ser 
procesada según lo requiera cada aplicación individual.
Las técnicas de procesamiento de imágenes usualmente transforman imágenes en 
otras imágenes. Este campo incluye tópicos tales como el realce de imágenes, la compresión 
de imágenes y la corrección de imágenes borrosas o fuera de foco. Por el contrario, los 
algoritmos de visión por computadora toman imágenes como entrada pero producen otro tipo 
de salida tal como la representación del contorno de un objeto encontrado en una escena. Los 
algoritmos de procesamiento de imágenes son útiles en las primeras etapas de un sistema de 
visión por computadora. Usualmente se utilizan para enfatizar una determinada información y 
para suprimir el ruido.
Realce de Imágenes
El realce de imágenes tal como se mencionó, tiene como objetivo acentuar ciertas 
características de las imágenes para un subsecuente análisis o despliegue de las mismas en un 
dispositivo de salida. Como ejemplos de esta operación se puede mencionar el realce del 
contraste, de los bordes, la reducción de ruidos, etc. El proceso de realzar o mejorar una 
imagen no aumenta la información de la misma; simplemente enfatiza ciertas características 
lo cual facilita el procesamiento que se le dé con posterioridad. El realce de imágenes es útil 
en prácticamente todas las aplicaciones de procesamiento de imágenes. A continuación se 
muestran algunas de las técnicas más comúnmente usadas:
Operaciones Puntuales
Las operaciones puntuales son operaciones donde un nivel de gris dado es mapeado a otro 
nivel de gris acorde a una función. Algunos ejemplos de operaciones puntuales son:
■ Expansión del Contraste: Se realiza una expansión de los intervalos de la escala de grises 
donde los pixels son más frecuentes, de manera de lograr una mejora en la visibilidad de
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una escena. La transformación a realizar puede obtenerse a partir de un examen del 
histograma de la imagen.
■ Nivelación (thresholding): Es una transformación que lleva una imagen en escala de 
grises a una imagen binaria. Por ejemplo, una imagen correspondiente a una página 
impresa, al ser escaneada no generará una imagen binaria como se espera debido al ruido 
y/o variaciones en la iluminación. Para lograr la imagen binaria se puede utilizar 
thresholding.
Operaciones Espaciales
Las operaciones espaciales se realizan sobre los vecinos locales de los pixels de entrada. A 
menudo se realiza la convolución de la imagen con una máscara espacial. Esta idea se 
entenderá presentando algunos ejemplos de operaciones espaciales sobre imágenes:
■ Promedio espacial: Cada pixel es reemplazado por un promedio pesado de sus pixels 
vecinos, esto es:
v(m,n) = 2)Da(k,l) y(m -  k, n - l )
(k,l)eW
donde y(m,n) y v(m,n) son las imágenes de entrada y salida respectivamente, W es una 
ventana elegida, y a(k,l) son los pesos del filtro. Un caso especial de filtro de promedio 
espacial es el que tiene todos los pesos iguales, dando: 
v(m,n) = 7 £  ¿L y (m -  k, n - l )
Nw (k,l) eW
donde a(k,l) -  1 /  Nw y Nw es el número de pixels en la ventana W.
La siguiente figura muestra algunas máscaras de promedio espacial.
1/9 1/9 1/9
1/9 1/9 1/9
1/9 1/9 1/9
0 1/8 0
1/8 */4 1/8
0 1/8 0
Va Va
Va Va
ventana de ventana de 3x3
2x2
promedio pesado de 5 
puntos
El promedio espacial es utilizado para suavizar el ruido en una imagen. En la práctica 
el tamaño de la ventana W es limitado debido a que con el tamaño, el promedio espacial 
introduce una distorsión dejando la imagen borrosa.
■ Filtro de la mediana: En este caso el pixel de entrada es reemplazado por la mediana de 
los pixels contenidos en una ventana alrededor del pixel. Esto es: 
v(m,n) = mediana{y(m -  k, n -  l), (k, l) e  Wj
donde W es la ventana elegida. El algoritmo para este filtro requiere acomodar los valores de 
los pixels de la ventana en orden creciente o decreciente y tomar el valor del medio.
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Generalmente el tamaño de la ventana se elige de manera que el número de pixels es par; 
caso contrario se toma como mediana el promedio de los dos valores del medio.
Típicamente se escoge una ventana de 3x3, 5x5, 7x7 o la ventana de cinco puntos del ejemplo 
del promedio espacial.
El filtro de la mediana es útil para remover líneas o pixels aislados preservando la resolución 
espacial. Se comporta my bien para imágenes con ruido binario pero es muy pobre cuando el 
ruido es más desparejo, en cuyo caso es más adecuado un filtro de promedio espacial. 
Tampoco resulta bueno cuando el número de pixels con ruido en la ventana es mayor o igual 
que la mitad del número de pixels en dicha ventana.
El siguiente ejemplo ilustra este tipo de filtro usando una ventana de 3x3.
Ordenados por el valor del pixel:
10 - 1 9 - 2 2 - 3 6 - 3 8 - 4 9 - 7 5  - 9 8 - 9 9
El nuevo valor del pixel es 38.
Modelización del Histograma
El histograma de una imagen representa la frecuencia relativa de la ocurrencia de los distintos 
niveles de gris en la imagen. Las técnicas de modelización del histograma modifican una 
imagen de modo que su histograma tenga una forma deseada. Esto es útil al expandir los 
niveles de bajo contraste de imágenes con histogramas estrechos. Una de estas técnicas es la 
ecualización, cuyo objetivo es obtener una imagen con un histograma uniforme.
75 99 36
38 49 10
19 98 22
Segmentación
La segmentación consiste en identificar los componentes semánticamente 
significativos de una imagen y agrupar los pixels que pertenecen a tales componentes. La 
segmentación no necesita realizarse en términos de objetos; pueden usarse también algunos 
predicados basados en características de intensidad. Estos predicados son usualmente 
llamados “características” o “features”.
El procedimiento para realizar la segmentación se simplifica si se tienen imágenes claras, 
nítidas, por lo cual retocarlas previamente (mejorar el contraste, realzar el color, enfatizar los 
bordes, etc.) constituye un paso de gran ayuda.
Como resultado del proceso de segmentación se obtiene un conjunto de regiones u objetos. A 
cada uno de éstos se lo puede identificar por:
■ Una ubicación, dada por un par de coordenadas (x,y) que lo sitúen espacialmente en el 
cuadro. Estas coordenadas podrían coincidir con el centro del objeto o región.
■ Un conjunto de características: tamaño o área, intensidad promedio, orientación, 
perímetro, etc., según la relevancia que tengan para la aplicación que realice el proceso.
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Existen varias técnicas de segmentación de imágenes; algunas de ellas son detalladas a 
continuación:
Nivelación de amplitudes (Thresholding)
La nivelación por amplitud es útil cuando las características de amplitud son suficientes para 
caracterizar al objeto. En este caso un intervalo de amplitudes dado representa una única 
característica de objeto. Esta técnica es útil por ejemplo en la segmentación de documentos 
impresos o imágenes de rayos X.
La selección del threshold o nivel de separación es un paso importante en este método. 
Algunas soluciones comúnmente usadas para esta selección son las siguientes:
1. Examinar el histograma buscando picos y desniveles. Luego estos desniveles pueden 
ser usados para la selección.
2. Seleccionar el threshold (t) de modo que una predeterminada fracción del número 
total de muestras esté exactamente por debajo de t.
3. Realizar una selección adaptable, examinando los histogramas parciales.
Etiquetado de Componentes (Labeling)
Es un método de segmentación de imágenes binarias simple y efectivo. Consiste en examinar 
la conectividad de pixels con sus vecinos y etiquetar o colocar labels a los conjuntos 
conectados. Un algoritmo posible para realizar este proceso es llamado etiquetado de pixels, 
y es como sigue:
Supóngase que una imagen binaria es escaneada de izquierda a derecha y de arriba hacia 
abajo. Tomando como muestra la siguiente figura, el pixel actual X es etiquetado como 
perteneciente o bien a un objeto (1) o a un agujero (0) examinando su conectividad a sus 
vecinos A, B, C y D.
c A D
B X
Por ejemplo, si X es 1, entonces es asignado al o los objetos a los cuales está conectado. Si 
hay dos o más objetos candidatos, entonces esos objetos son declarados equivalentes y son 
integrados en uno solo. Por ejemplo, sea el siguiente caso:
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0 1 1
0 1 0
1 X
0 3 3
0 3 0
5 ?
0 3 3
0 3 3
3 3
donde el primer cuadro (a) muestra los valores de los pixels individuales y el segundo (b), las 
etiquetas asignadas. En este caso hay que asociarle una etiqueta a X. Como está conectado a 
dos pixels con etiquetas diferentes, 3 y 5, éstas se declaran equivalentes y la nueva asignación 
es como muestra el tercer cuadro (c).
Cuando se detecta una transición de un 0 a un 1 aislado, se asigna una nueva etiqueta o label 
de objeto. Una vez que el pixel es etiquetado, se actualizan las características del objeto al 
que pertenece.
Como resultado, al final del recorrido de la imagen se tienen para cada región de ls 
conectados todas las características recopiladas, como área, perímetro, etc.
Correspondencia de patrones (Témplate Matching)
Un método directo para segmentar es comparar contra patrones de una lista dada. Los objetos 
detectados pueden ser segmentados y quitados de la imagen para luego analizar el resto de la 
imagen utilizando otras técnicas.
Reconocimiento de Objetos
Un sistema de reconocimiento de objetos encuentra objetos del mundo real a partir de 
una imagen capturada del mundo real, usando modelos de objetos conocidos a priori.
El problema de reconocimiento de objetos está estrechamente relacionado con el problema de 
segmentación. Sin al menos un reconocimiento parcial de objetos, no se puede segmentar y 
sin segmentación, el reconocimiento de objetos no es posible.
Algunos de los principales temas a considerar en el diseño de un sistema de reconocimiento 
de objetos son: ¿Cómo representar los objetos? ¿Cuáles son los atributos o características 
importantes que se deben detectar? ¿Cómo pueden compararse las características de una 
imagen con los modelos?
La complejidad del reconocimiento depende de varios factores. Por ejemplo, si las 
condiciones en las que se capturó una imagen (iluminación, fondo, punto de vista) no son 
similares a las condiciones bajo las cuales se definió el modelo, el problema se vuelve más 
complejo. Otro factor es la oclusión. Si hay sólo un objeto en la imagen, puede ser 
completamente visible. A medida que crece el número de objetos en la imagen, la posibilidad 
de oclusión aumenta. Esto en muchos casos representa un serio problema.
Muchos tipos de característica son usados para el reconocimiento de objetos. Algunas 
de las características comúnmente usadas son:
■ Globales: Son características de regiones obtenidas usando todos los puntos del objeto, 
sus ubicaciones, intensidad, etc. Ejemplo de este tipo de características son el tamaño o 
perímetro.
■ Locales: Se refieren al contorno de un objeto; representan una parte distinguible de una 
región, por ejemplo la curvatura o las esquinas.
■ Relaciónales: Se basan en las posiciones relativas de distintas características o regiones, 
por ejemplo distancia entre componentes u orientación.
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Visión Dinámica
Si bien los primeros sistemas de visión por computadora estaban relacionados 
principalmente con escenas estáticas, para varias aplicaciones se han diseñado sistemas de 
visión por computadora que analizan escenas dinámicas. La entrada a un sistema de análisis 
de escenas dinámicas es una secuencia de cuadros de imágenes tomadas de una escena real 
con movimientos. Cada cuadro representa una imagen de la escena en un instante preciso en 
el tiempo. Los cambios en la escena pueden deberse al movimiento de la cámara, al 
movimiento de los objetos, a cambios en la iluminación, o a cambios en la forma o tamaño de 
los objetos. El sistema debe detectar cambios, determinar las características de los 
movimientos, recuperar la estructura de los objetos y reconocer los objetos que están en 
movimiento.
Al momento de analizar una escena dinámica, se tienen cuatro posibilidades:
1) Cámara estacionaria y objetos estacionarios (SCSO)
2) Cámara estacionaria y objetos en movimiento (SCMO)
3) Cámara en movimiento y objetos estacionarios (MCSO)
4) Cámara en movimiento y objetos en movimiento (MCMO)
Según el caso, el análisis de las imágenes requiere diferentes técnicas. En análisis de escenas 
dinámicas, las escenas SCMO son las que han recibido mayor atención. El análisis de estas 
escenas tiene usualmente como objetivo detectar movimiento, reconocer los objetos en 
movimiento y computar las características de sus movimientos.
Correspondencia
El proceso de correspondencia trata de identificar el mismo objeto en dos o más 
cuadros o imágenes y determinar cambios en su ubicación. En otras palabras, la 
correspondencia entre cuadros permite determinar el movimiento de los objetos.
Se trata entonces de aparear un punto p¡ = (x¡, y¡) de una imagen, con un punto pj = (xj, yj) de 
la siguiente de una secuencia de imágenes ordenadas temporalmente. Se puede pensar en 
estos puntos como las coordenadas que dan la ubicación de los objetos ubicados en los 
distintos cuadros. La disparidad entre los puntos está dada por el vector de desplazamiento 
entre ambos:
dij = (x¡ -  Xj, y¡ -  yj)
El resultado de la correspondencia entre dos cuadros consecutivos es un conjunto de pares 
conjugados.
Para resolver el problema de correspondencia, se debe tener en claro algunos puntos:
• ¿Con qué criterio se afirma que dos puntos se corresponden? ¿Cuáles son las 
características que se comparan?
• ¿Qué limitaciones, si las hay, se imponen a los vectores de desplazamiento?
Como parámetros para responder a estas preguntas, es indispensable tener presente las 
siguientes propiedades fundamentales:
> Similitud: La similitud es una medida de cuánto dos puntos se asemejan entre sí. Como 
los puntos en este caso están representando objetos encontrados, la similitud va a estar
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dada por la similitud entre los objetos. La misma se puede determinar a partir de las 
características de los objetos encontradas durante el proceso de segmentación.
> Consistencia en el movimiento: Debido a la inercia, el movimiento de una entidad física 
no puede cambiar instantáneamente. Por otro lado, se debe tener en cuenta que la 
proyección de una trayectoria tridimensional “suave” también lo es en el plano de una 
imagen de dos dimensiones. Por lo tanto si una secuencia de cuadros es obtenida con una 
frecuencia tal que entre dos cuadros consecutivos no tomen lugar cambios drásticos, 
entonces para la mayoría de los objetos físicos las imágenes van a reflejar la suavidad de 
los movimientos. Por lo tanto se puede asumir que el movimiento de un objeto en 
cualquier punto en una secuencia de cuadros no va a cambiar abruptamente.
En las siguientes figuras se puede observar esta segunda propiedad. Ambas representan el 
camino dibujado por el movimiento de un objeto. La trayectoria que muestra la figura (a) se 
asemeja bastante a la realidad. No ocurre lo mismo con la figura (b), donde el movimiento 
que se refleja no es creíble; se ve claramente la ausencia de consistencia en el recorrido.
Seguimiento de Trayectorias (Tracking)
Sea una secuencia de imágenes sobre las cuales se debe seguir una o más trayectorias. 
Si solamente hay un objeto en la secuencia de imágenes, el problema del seguimiento de su 
trayectoria puede resolverse fácilmente. En la presencia de muchas entidades moviéndose 
independientemente en una escena, el seguimiento de la trayectoria requiere el uso de 
restricciones basadas en la naturaleza de los objetos y sus movimientos. A partir de la 
propiedad de consistencia en el movimiento mencionada anteriormente, se puede formular la 
coherencia del camino. La coherencia del camino implica que el movimiento de un objeto en 
cualquier punto en una secuencia de cuadros no va a cambiar abruptamente.
Las siguientes tres suposiciones ayudan a formular una solución para resolver el problema de 
correspondencia:
• La ubicación de un punto dado va a permanecer relativamente sin cambios de un cuadro 
al siguiente.
• La velocidad escalar de un punto dado va a permanecer relativamente sin cambios de un 
cuadro al siguiente.
• La dirección de movimiento de un punto dado va a permanecer relativamente sin cambios 
de un cuadro al siguiente.
Función de desviación o función de trayectoria
Para usar las propiedades descriptas arriba en un algoritmo, es necesario formular una 
función que implemente las ideas concretamente. Esta función a la que se llamará función de 
desviación o función de trayectoria, se usa para evaluar las propiedades del movimiento en 
una secuencia de cuadros. La idea es que reciba como entrada un trayecto y que el valor de
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retorno sea directamente proporcional al grado de desviación del camino o, lo que es lo 
mismo, inversamente proporcional a la suavidad de la trayectoria. Sea el ejemplo ilustrado en 
el párrafo anterior. El objeto en movimiento de la imagen (b) toma un curso bastante 
deformado, por lo que para este caso la función debería retornar un valor mayor que para el 
trayecto ilustrado en la imagen (a), donde el trayecto es más armonioso.
Formalizar estas ideas, se tiene que la función de coherencia del camino debería cumplir con 
los siguientes principios:
1. El valor de la función debe ser siempre positivo. Cuanto más cercano a cero es el valor de 
retorno, mayor coherencia tiene el trayecto en cuestión.
2. Debería considerar la cantidad de desviación angular sin efecto del signo de la dirección 
del movimiento. Para el ejemplo ilustrado a continuación, la función debería retornar el 
mismo valor en ambos casos:
O
*
*  * \
(a) (b)
3. Debería responder de la misma manera a la velocidad incremental.
4. Debería ser normalizada en el rango 0.0 a 1.0.
Sea una trayectoria representada como
Tj= < P /, P,\ P/,...,P,">
donde T; es la trayectoria y P * representa un punto en la imagen ¿-¿sima. Si las coordenadas 
del punto están dadas por el vector X, del cuadro, las coordenadas del Pésimo cuadro pueden 
ser representadas como X,¿. Representando la trayectoria en forma vectorial, tenemos:
T/= < X,7, X/2, X/3, ...,X/„ >
Considérese ahora la desviación d,k en el camino, del punto en el Pésimo cuadro. La 
desviación en el camino es una medida de la coherencia del camino, dada por
D t = <t>0cCxik,)Q cC i)
donde (j> es una función de coherencia del camino. El valor resultante de la función da una 
idea de cuan coherente sería el movimiento de un objeto que pasa por estos puntos.
La desviación para toda la trayectoria se define como:
n-l
D, = Z  d,k
k=2
Si hay m puntos en una secuencia de n cuadros, lo que resulta en m trayectorias, debería 
considerarse la desviación de todas las trayectorias, la cual está dada por:
m n-l
D(T,,T2,T3,...,Tm)= Z  Z  d k
i=k k=2
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De este modo, el problema de correspondencia se resuelve maximizando la suavidad del 
movimiento, o lo que es lo mismo, minimizando la desviación total D para encontrar el 
conjunto de trayectorias correctas.
Habiendo definido la función de trayectoria, se puede definir una función para la coherencia 
del camino. Si la frecuencia de muestreo de la cámara es suficientemente alta, entonces el 
cambio en la dirección y velocidad de cualquier punto en movimiento en cuadros 
temporalmente consecutivos es suave.
Esto se describe con la función de desviación:
</> (PC, pf, P p ‘) = a>,(1 -  eos 0) + 0)2(1 -  2 d|d2 )
di + Ú2
En forma vectorial puede ser representado como:
(¡> (Pf'\ Pi, Pi+I) = co,{ 1 -  Xik-lXikXikXik+1 ) + co2{ 1 -2  ^|| Xik-lXik|| ||XikXik+l|| )
|| Xik-1 Xik|| ||XikXik+l|| || Xik-lXik|| + ||XikXik+l||
El primer término es el producto vectorial de los vectores de desplazamiento y representa la 
coherencia de dirección. Esto es así ya que el producto vectorial es exactamente el ángulo 
entre los dos segmentos imaginarios entre los puntos k-l,k y k+1: Cuanto menor es el ángulo, 
mayor es la desviación.
El segundo término considera la media geométrica y aritmética de la magnitud, y representa 
la coherencia de velocidad.
(Di y (02 son pesos seleccionados para asignar diferente importancia a los cambios en 
dirección y velocidad. El peso puede seleccionarse en el rango de 0.00 a 1.00 tal que su suma 
de 1.
Una de las principales dificultades con el uso de múltiples cuadros es el problema de 
oclusión. Cuando se trabaja con una larga secuencia de cuadros, es posible que algunos 
objetos puedan desaparecer total o parcialmente. De la misma manera, pueden aparecer 
algunos objetos nuevos. Además, la forma cambiante de los objetos debido al movimiento y 
los cambios en la iluminación de la escena sobre la secuencia de cuadros, puede causar 
significantes cambios en los datos que tienen que corresponderse entre los cuadros. Todos 
estos cambios en el conjunto de características conducen a correspondencias incorrectas. 
Forzando las trayectorias para que satisfagan algunas restricciones locales y permitiendo que 
las mismas queden incompletas si es necesario, pueden obtenerse trayectorias en presencia de 
oclusión.
Coherencia del Camino en la presencia de oclusión
Dos limitaciones del algoritmo de coherencia del camino son que:
• Asume que el mismo número de puntos está disponible en todos los cuadros
• Asume que en todos los cuadros se extrae el mismo conjunto de puntos.
En la práctica, el número de objetos puede cambiar repentinamente de un cuadro al siguiente. 
Aún cuando la cantidad de objetos sea la misma sobre todos los cuadros, puede no
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necesariamente ser el mismo conjunto que fue obtenido en los cuadros anteriores. De este 
modo, al buscar un conjunto suave de trayectorias, se debe permitir la posibilidad de obtener 
trayectorias incompletas que indiquen oclusión, aparición de un nuevo objeto, o simplemente 
la ausencia de los correspondientes objetos debido a una detección pobre de características. 
Más aún, para que una trayectoria sea aceptable, deben imponerse algunas restricciones sobre 
el máximo desplazamiento posible y la máxima desviación local; así se evitan las chances de 
agrupar puntos distantes como si se correspondieran.
Dado un conjunto P1 de rrij puntos para cada uno de los n cuadros, el siguiente algoritmo 
encuentra el máximo conjunto de trayectorias completas o parcialmente completas que 
minimiza la suma de desviaciones locales para todas las trayectorias obtenidas, sujeto a las 
condiciones de que la máxima desviación para cualquiera de las trayectorias no exceda (|)max y 
el desplazamiento entre cualquier par de cuadros sucesivos para cualquier trayectoria sea 
siempre menor que dmax. Estas restricciones limitan la ubicación aceptable de un punto en el 
siguiente cuadro dada su ubicación en los dos cuadros previos.
Algoritmo
Para justificar los puntos faltantes debido a la oclusión, se usan puntos fantasma. Los puntos 
fantasma son puntos hipotéticos que se usan como relleno para extender todas las trayectorias 
sobre el conjunto de cuadros dado. La noción de puntos fantasma sirve a dos propósitos: 
Permite satisfacer las restricciones locales y provee una manera para tratar con las 
trayectorias incompletas. Para que la noción de puntos fantasma sea útil, se deben definir los 
valores de desplazamiento y desviación local para una trayectoria que tiene puntos fantasma. 
1) Par computar el desplazamiento para una trayectoria T¡ en el Pésimo cuadro se define la 
función de desplazamiento como sigue:
Desp (Pi\ P|k+1) =
'  Distancia Euclideana (P¡, P¡ ) si ambos puntos son reales
dn en otro caso
Esta definición implica que un punto fantasma siempre se mueve en una cantidad fija dmax.
2) Par computar la desviación local para una trayectoria T¡ en el Pésimo cuadro se define la 
función de desviación como sigue:
Desv (Pi'“1, P,\ P,k+1) = Pik+1)
si Pjk_1 es un punto fantasma 
si los tres puntos son reales 
en otro caso
Esta definición de función de desviación local es equivalente a la función de coherencia del 
camino si los tres puntos son reales. Introduce una penalidad de §max en el caso de no tener un
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punto real para T¡ en el cuadro corriente o el siguiente, y no da penalidad si la trayectoria 
empieza en el cuadro que se está considerando.
Dadas las definiciones para computar el desplazamiento y la desviación local, se está en 
condiciones de plantear un algoritmo que realice el seguimiento de trayectorias. Básicamente 
se trata de un algoritmo que parte de un armado inicial tentativo de las trayectorias. Luego 
usa la función de desviación definida para intercambiar objetos entre esas trayectorias con el 
objetivo de lograr trayectorias con mínima desviación total.
El siguiente es un conjunto de pasos que muestran a grandes rasgos el procedimiento para el 
armado de las trayectorias.
Inicialización:
1. Para cada punto m* en Pk, k=l, 2, ..., n-1 (Pk: conjunto de puntos del cuadro k), 
determinar el vecino más cercano en Pk+I que esté dentro de la distancia dmax. 
Resolver arbitrariamente en el caso de múltiples alternativas.
2. Formar trayectorias iniciales encadenando los vecinos cercanos encontrados en los 
cuadros sucesivos. Extender todas las trayectorias incompletas usando puntos 
fantasma para que vaya a lo largo de los n cuadros.
3. Para cada trayectoria del paso 2, formar una trayectoria adicional consistente sólo 
de puntos fantasma
Ciclo de intercambio:
Para cada cuadro desde k=2 hasta n-1 
Para i=l hasta m-1
Paraj=i+1 hasta m
Si se cumplen las restricciones de dmax, calcular
G,|k = [(KPi"-', P¡k, Pik+1) + <|> (P,k l, Pjk, Pjk+1)] - 
[<t>(pik' 1, P l\ Pjk+1) + <j> (Pj1“ 1, Pjk, Pik+1)]
Tomar el par ij con máxima ganancia (G¡j)
Si la ganancia es mayor que cero entonces
Intercambiar los puntos del cuadro k+1, P¡k+1 con P¡k+1.
Terminación:
Repetir el ciclo de intercambio hasta que no haya más cuadros.
El número de trayectorias armadas durante el paso 2 de la inicialización depende de la 
calidad de los datos. En el caso ideal, donde el mismo número m de puntos está 
consistentemente presente en todos los cuadros, sólo se formarán m trayectorias y ninguna 
tendrá puntos fantasmas. En el peor de los casos, cuando los puntos de alguno de los cuadros 
no tengan ninguna correlación con los puntos de cualquier otro cuadro, el número de 
trayectorias que se forme puede ser tan grande como la suma total de todos los puntos de 
todos los cuadros. En general, el número de trayectorias va a ser al menos mmax donde mmax = 
max(mi, ni2,... ,mn) y las diferentes trayectorias van a tener diferentes números de puntos 
fantasma.
Nótese que la introducción de puntos fantasma no requiere las ubicaciones de estos puntos. 
La introducción de las trayectorias de puntos fantasma, asegura que ninguna trayectoria final 
va a tener una desviación local mayor que <|>max en ningún cuadro. El chequeo de los pares ij 
en el algoritmo asegura que la restricción de dmax no es violada.
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Algunas consideraciones
Siempre se está suponiendo un caso donde hay varios objetos. En el caso particular en el que 
hay que seguir concretamente a un objeto conocido, una solución para economizar tiempo de 
procesamiento, es inspeccionar en cada imagen sólo la parte donde se estima que puede estar 
el objeto en función de su ubicación en los cuadros anteriores, y teniendo en cuenta el 
movimiento natural de los objetos.
Por otro lado en este algoritmo de seguimiento de trayectorias se está viendo a los objetos 
como un conjunto de cosas indivisibles. Una situación más interesante es aquella en la que se 
conoce el modelo del objeto o los objetos buscados. Entonces a medida que se inspecciona la 
imagen, se pueden ir descartando aquellos segmentos que no obedecen a ninguno de estos 
modelos.
Seguimiento de Trayectorias en Visión por Computadora
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Procesamiento Paralelo
Una de las motivaciones centrales del procesamiento paralelo es la replicación tanto 
de hardware como de software.
Considérese la replicación de software. Si el código para realizar una tarea ya existe, 
posiblemente una gran parte del mismo puede reusarse en una versión concurrente, es decir, 
para que el programa pueda ser ejecutado por los procesadores individuales; además no es 
necesario preparar un programa diferente para cada uno. Este estilo de programación como se 
verá más adelante es llamado SPMD (Single Program / Múltiple Data). Cada procesador 
trabaja sobre un conjunto de datos local independiente, mientras que el programa usado es 
replicado -  un único programa es ejecutado múltiples veces concurrentemente en diferentes 
conjuntos de datos.
Además de la reutilización de código, otra ventaja es que el costo de desarrollo de software 
no crece con el número de procesadores. Usualmente, de hecho, el número de procesadores a 
ser empleado es variable y se selecciona cada vez que se ejecuta el procedimiento según las 
dimensiones del problema en particular.
Un problema de las soluciones paralelas que no se presentan en una solución secuencial es el 
tema de la región fronteriza. El conjunto de datos o trabajo a ser cumplido puede 
particionarse, pero las piezas adyacentes deben ser compartidas por dos o más procesadores, 
y debe planificarse una manera de coordinar, intercambiar datos, y cooperar.
En una aplicación real, esto requiere que tanto los datos como el control o sincronización 
fluya a través de la frontera compartida por los procesadores. Esto agrega sobrecarga 
(overhead) tanto en tiempo para manejar datos, como en software adicional para controlar el 
intercambio de información. La cantidad de datos y la habilidad del hardware utilizado para 
mover los datos eficientemente van a ser factores importantes en el buen comportamiento o 
performance de una aplicación dada en procesamiento paralelo.
No se requiere una comunicación general, simplemente cada procesador necesita 
comunicarse sólo con sus vecinos. Esto es una ventaja significativa ya que el hardware sólo 
necesita proveer una capacidad de comunicación limitada y altamente estructurada más que 
una capacidad completamente genérica,
En general, los problemas que muestran patrones de comunicación localizados y 
estructurados, son perfectamente adecuados para una implementación con procesamiento 
paralelo. Cualquier máquina particular tiene una arquitectura subyacente donde algunos pares 
de procesadores están más cerca entre sí que otros. Si los requerimientos de comunicaciones 
lógicas del problema pueden ser mapeados a los procesadores físicos de manera tal que la 
distancia entre los procesadores que se comunican se minimiza, esto puede ser un aumento de 
performance significativo para una implementación paralela. Tal mapeo requiere no obstante 
el conocimiento por parte del programador del esquema de interconexión del hardware -  
hipercubo, malla, etc.
Afortunadamente la realidad es que muchos problemas exhiben requerimientos de 
comunicación extremadamente simples y altamente localizados. Esta característica puede 
tratarse de varias maneras. El procesamiento de imágenes por ejemplo naturalmente exhibe 
un arreglo bidimensional. Si se parte la imagen en cuadrados de igual superficie, cualquier 
subimagen va a tener cuatro vecinos (arriba, abajo, derecha e izquierda), u ocho si se requiere 
así. Una descomposición similar puede hacerse en las operaciones con matrices.
Una observación teórica de gran importancia al momento de tratar con procesamiento 
paralelo, es que la frontera o los bordes de un problema tienden a crecer significativamente 
menos rápido que su interior. El significado de esta observación es su impacto en la 
eficiencia. El problema a resolver tiene que ser suficientemente grande de modo que la
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fracción de tiempo ocupada en overhead (la frontera de cada subproblema) sea pequeña con 
relación al problema en su totalidad.
Al tratar con procesamiento paralelo no deben descuidarse los subsistemas de entrada/salida. 
Típicamente a cada procesador se le suministra una vía de comunicación junto con la 
posibilidad de que muchos o todos los procesadores puedan manejar estos canales de 
comunicación simultáneamente. Otra solución a la entrada/salida es dedicar un subconjunto 
de los procesadores exclusivamente para las operaciones de entrada/salida al servicio del 
resto de los procesadores del conjunto.
Otras características claves para el éxito de una implementación de procesamiento paralelo 
incluyen:
■ Broadcast, en el cual un controlador central se encarga de que un conjunto de datos esté 
disponible en todos los procesadores.
■ Reducción, en la cual los datos o resultados de cada procesador se combinan (aplicando 
algún operador) y se entregan al controlador central.
■ Sincronización, en la cual todos los procesadores deben alcanzar un punto en común en el 
procedimiento que están ejecutando, antes de proceder con el siguiente paso.
■ Carga balanceada, en la cual se procura que el trabajo hecho por cada procesador sea 
semejante al trabajo hecho por cualquier otro, de modo que todos los procesadores se 
mantienen tan ocupados como sea posible durante todo el transcurso de la tarea que se 
está cumplimentando.
■ Tarea no uniforme, donde a algún subconjunto pequeño de procesadores se le asigna una 
tarea sustancialmente diferente.
Arquitecturas De Hardware
Un multiprocesador consiste de un conjunto de procesadores que están distribuidos 
dentro de una única entidad, para realizar una o más funciones. El tipo de función necesaria 
determina la distribución seleccionada.
Para entender las distintas arquitecturas de multiprocesadores, es necesario partir de la 
estructura de una computadora secuencial, como la que se ilustra en la figura siguiente:
Procesador
Controlador
Memoria
El almacenamiento o memoria (M) contiene las instrucciones para que el programa se 
ejecute, los datos sobre los cuales opera el programa y los datos producidos como salida del 
programa. El controlador (C) busca las instrucciones de la memoria y las decodifica. El 
resultado son señales enviadas al procesador (P). Este recibe las señales, mueve los datos 
desde y hacia la memoria y opera sobre los datos según las instrucciones dadas por la CPU. 
Las arquitecturas de procesamiento paralelo se clasifican dependiendo del grado de 
paralelismo entre los conjuntos de datos e instrucciones, y de la organización de los
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procesadores y la memoria. Todas pueden describirse disponiendo de varias maneras los tres 
componentes mencionados. Principalmente se tienen las tres clases siguientes:
1) SIMD (Single Instruction Multiple Data) Idénticos procesadores con su propia memoria 
ejecutan las mismas instrucciones bajo el control de un único controlador maestro. El 
controlador transmite la instrucción a ser ejecutada a los procesadores paralelos 
simultáneamente. La siguiente figura muestra las relaciones de la instrucción y el 
conjunto de datos para esta arquitectura.
<-----> M
M K  >1
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A
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M M <• II
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2) MIMD (Múltiple Instruction Múltiple Data) con memoria distribuida: No solo los 
procesadores y la memoria se replican, sino también los controladores, es decir que cada 
uno de los procesadores tiene su propio conjunto de instrucciones y de datos. Esta 
arquitectura es ilustrada en la figura siguiente:
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3) MIMD (Múltiple Instruction Múltiple Data) con memoria compartida: Se replican los 
procesadores y los controladores y se provee una única memoria accesible en forma 
uniforme. La memoria compartida es en particular usada como un mecanismo de 
comunicación entre procesos. Esta arquitectura se ilustra en la siguiente figura:
El usuario o programador de un multiprocesador tiene poco control sobre los aspectos de 
distribución pero puede hacer uso de ciertas técnicas de codificación para tomar ventaja de 
las características paralelas de la máquina. La tarea del desarrollador de una aplicación es 
seleccionar un algoritmo y una implementación de ese algoritmo que maximice el uso de las 
partes eficientes de la máquina y minimice el uso de las partes ineficientes. Por ejemplo, una 
máquina SIMD es naturalmente adecuada para las operaciones de broadcast y reducción. 
Estas mismas operaciones, no obstante, pueden tener una considerable sobrecarga cuando se 
ejecutan en una máquina MIMD de memoria distribuida.
Independientemente de la clase de arquitectura que se presente, cada procesador 
paralelo tiene que estar conectado a una red de modo de poder compartir información con los 
otros procesadores. En muchas máquinas esta red es usada para soportar las operaciones de 
entrada/salida. Existen varias topologías o patrones usados para decidir qué pares de 
procesadores se conectan y cuáles no. Principalmente la topología usada es una de las 
siguientes: anillo, mallas de dos o tres dimensiones, o hipercubo. La figura siguiente muestra 
las distintas topologías junto con la conectividad, es decir cuántos vecinos tiene cada nodo 
dentro de la topología.
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Paradigmas De Programación Paralela
Comprendidas las principales arquitecturas de máquinas paralelas, las preguntas que 
surgen tienen que ver con los lenguajes utilizados para programar estas máquinas. Entre los 
diferentes paradigmas de programación existentes, los siguientes pueden considerarse como 
los más representativos de esta clase:
1. Memoria compartida
2. Pasaje de mensajes
Lenguajes de memoria compartida
La noción de variable local y variable compartida es fundamental para este paradigma. El 
hecho de que la memoria es uniformemente accesible por todos, es la base para la 
comunicación entre los distintos procesadores. Esta característica es implementada por medio 
de la posibilidad de designar ciertas variables como compartidas o shared. Por otra parte, no 
es deseable que todas las variables sean accedidas por todos los procesadores.
Todos los paradigmas de lenguaje de memoria compartida proveen mecanismos para 
distinguir entre variables locales y compartidas.
La coordinación de múltiples accesos a variables compartidas y la interacción entre variables 
locales y compartidas complican el ambiente. La manera más común de asegurar un acceso 
seguro a una variable compartidas es por medio de un lock. Todos los lenguajes paralelos 
para máquinas de memoria compartida proveen un mecanismo de lock.
Lenguajes de pasaje de mensajes
El pasaje de mensajes es la solución de programación natural para máquinas de memoria 
distribuida. Conceptualmente, el pasaje de mensajes consiste en tener cierto número de 
procesadores independientes, cada uno con su programa y sus datos privados. Los datos son
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intercambiados entre estos procesadores por medio de mensajes enviados entre pares. Un 
mensaje es enviado por un nodo (.sender), transmitido a través de la red, y eventualmente 
aceptado por el nodo destinatario (receiver). Para implementar este mecanismo de 
programación, el lenguaje debe proveer al menos las siguientes primitivas: 
send: para transmitir mensajes
receive: para remover mensajes de la cola de los mensajes recibidos
context: para permitir a un nodo conocer su número de identificación y el tamaño del
arreglo de procesadores al que pertenece.
Usando estas primitivas, pueden construirse operaciones adicionales más elaboradas como 
por ejemplo broadcast, donde un nodo transmite el mismo mensaje a todos los demás.
Un estilo de programación frecuentemente usado para sistemas de pasaje de mensajes es 
SPMD. El mismo programa es ejecutado en cada uno de los nodos, y puesto que cada uno 
conoce su contexto, puede usar esta información para ramificar su curso dentro de la 
ejecución del código o para particionar grandes arreglos de datos.
Otro estilo también usado con frecuencia consiste en designar un único nodo para un papel 
especial. Este nodo actuaría como un maestro (master) repartiendo trabajo adecuadamente a 
los otros nodos, que harían el papel de esclavos (slaves). Este estilo requiere al menos dos 
módulos de código principales: El que ejecuta el maestro, y el que ejecutan los esclavos (este 
último típicamente replicado uno por procesador).
Seguimiento de Trayectorias en Visión por Computadora
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Message Passing Interfase (MPI)
El pasaje de mensajes como se vio en los párrafos anteriores, es un paradigma de 
programación ampliamente usado en computadoras paralelas especialmente en computadoras 
con memoria distribuida y en redes de estaciones de trabajo. Si bien hay muchas variantes, 
las bases de este paradigma son siempre las mismas. A partir de que varios sistemas han 
demostrado que el mecanismo de pasaje de mensajes puede ser implementado de manera 
portable y eficiente, nace MPI o Message Passing Interfase. MPI es un sistema de pasaje de 
mensajes estandarizado y portable diseñado por un grupo investigadores universitarios y de la 
industria. Los diseñadores de MPI intentaron hacer uso de las características más atractivas 
de un grupo de sistemas de pasaje de mensajes existente. Por otro lado se identificaron 
algunas deficiencias en los sistemas existentes, por ejemplo en el pasaje de mensajes con una 
estructura compleja o en la modularidad, lo cual llevó a la introducción de nuevas 
características propias de MPI.
El estándar MPI está pensado para ser usado por todo aquél que quiera escribir programas de 
pasaje de mensajes portables en “C” o en Fortran. Esto incluye tanto a programadores de 
aplicaciones individuales, como a desarrolladores de ambientes y herramientas.
Objetivos de MPI
El principal objetivo de MPI es la portabilidad a través de diferentes máquinas 
comparable con el grado de portabilidad de lenguajes como “C”. Aunque normalmente se 
habla de pasaje de mensajes en el contexto de computadoras paralelas de memoria 
distribuida, el mismo código MPI puede ejecutarse sin inconvenientes en una computadora 
paralela de memoria compartida. Puede correr en una red de estaciones de trabajo o como un 
conjunto de procesos en una única estación de trabajo.
Otra característica de MPI es que ofrece la posibilidad de correr en forma transparente en 
sistemas heterogéneos, esto es, conjuntos de procesadores con distinta arquitectura. El 
usuario no necesita preocuparse si el código está enviando un mensaje entre procesadores de 
igual o diferente arquitectura, ya que la implementación hará automáticamente cualquier 
conversión de datos necesaria y utilizará el protocolo de comunicaciones correcto.
MPI no especifica cómo debe implementarse una operación; simplemente especifica la lógica 
de la operación. Como resultado, resta a cada implementación tomar ventaja de las 
características específicas de los subsistemas de comunicación de las distintas máquinas.
La escalabilidad es otro objetivo importante. MPI soporta la escalabilidad a través de varias 
de sus características. Por ejemplo, una aplicación puede crear subgrupos de procesos que a 
su vez permiten comunicaciones colectivas con un alcance limitado a los procesadores 
involucrados.
Plataformas para la Implementación
La interfaz MPI es adecuada para ser usada por programas MIMD (Múltiple 
Instruction Múltiple Data) o MPMD (Múltiple Program Múltiple Data), donde cada uno de 
los procesadores sigue un camino de ejecución distinto a través del mismo código o incluso 
puede ejecutar un código diferente. También es adecuado para ser escrito en un estilo más 
estricto como SPMD (Single Program Múltiple Data) donde todos los procesos siguen el 
mismo camino de ejecución a través del mismo programa.
Existen varias implementaciones de MPI, entre ellas la implementación del Argonne National 
Laboratory y de Mississippi State University llamada MPICH la cual puede correr en muchos 
sistemas, y es la utilizada para la implementación llevada a cabo en el presente trabajo.
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Características del Lenguaje
Conceptos Básicos
A través de MPI una aplicación ve su ambiente como un grupo de procesos. La 
colección inicial de procesos es llamada world group. A cada proceso miembro de este 
grupo se le asigna un único número llamado rank, que va desde 0 hasta N-l, donde N es el 
número total de procesos del world group. Los procesos pueden correr todos el mismo 
programa (SPMD) o diferentes programas (MIMD). Los procesos del world group pueden 
subdividirse creando subgrupos con un valor de rank potencialmente distinto en cada 
subgrupo.
El mecanismo básico de comunicación entre procesos es la transmisión de datos entre 
un par de procesos, uno que envía un mensaje y otro que lo recibe. Es lo que se llama 
comunicación punto a punto. Casi todas las construcciones del lenguaje están edificadas a 
partir de las operaciones punto a punto. Los datos que se envían son tipados y tienen 
asociados una etiqueta llamada tag. El tag es un entero arbitrario especificado por el 
programador. El tag permite la selectividad de mensajes en el receptor: Un proceso puede 
recibir mensajes con una determinada etiqueta, o puede especificar un comodín para poder 
recibir mensajes con cualquier valor en su etiqueta. También se permite la selectividad de los 
mensajes según el proceso origen del mismo.
MPI es tan simple que con sólo seis funciones se puede escribir una gran variedad de 
programas:
1. MPIInit. Debe ser la primer función invocada por cualquier programa.
2. MPIFinalize. Es la función por medio de la cual un proceso termina de realizar 
operaciones de MPI.
3. MPI Comm Size. Obtiene la cantidad de procesos de un grupo.
4. MPI Comm rank Obtiene el valor de rank del proceso que la invoca dentro de un grupo 
de procesos.
5. MPI Send. Es la función por medio de la cual un proceso envía un mensaje a otro.
6. MPI Recv. Es la función recíproca de la anterior; con esta función un proceso recibe un 
mensaje enviado por otro.
Ejemplos
A continuación se muestran dos ejemplos sencillos que ilustran la estructura de un programa 
MPI, y cómo se utilizan estas funciones elementales. El primero es el típico ejemplo “Helio, 
World”. Debe notarse que todas las funciones no-MPI son locales, por lo cual printf se 
ejecuta en cada proceso. El segundo muestra un programa para correr exactamente con dos 
procesos. Un proceso envía un mensaje al otro y ambos terminan. (Para entender la sintaxis 
exacta de las operaciones, se puede consultar el apéndice respectivo)
/*  Ejemplo 'Helio, World’ * /
#¡ncude ‘mpi,h’
#include <stdio.h>
int ma¡n(argc, argv) 
int argc; 
char **argv;
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int rank,size;
MPI_lnit(&argc, &argv);
MPI_Comm_rank(MPI_COMM_WORLD, &rank); / *  consulta el rank propio * /  
MPI_Comm_size(MPI_COMM_WORLD, &size); / *  consulta el número de procesos * /  
printf(áHelio, world! I’m %d of % d\n ’, rank, size);
M P l_Fi na I ize();
Return 0;
}
/  * Transmisión de mensajes entre dos procesos * /
#¡nclude ‘mpi.h’
#define BUFSIZE 64 
int buf[64];
int main(argc, argv) 
int argc; 
char **argv;
{
int rank,size;
MPI_Status status;
/ *  Inicializa MPI * /
MPI_lnit(&argc, &argv);
/*  Chequea el número de procesos. Determina el rank en el world group * /  
MPI_Comm_size(MPI_COMM_WORLD, &size);
If (size != 2) {
M PI_Fi na I ize(); 
return(l);
}
MPI_Comm_rank(MPI_COMM_WORLD, &rank);
/*  El que envía el mensaje va a ser el proceso 0 y el receptor el proceso 1 * /
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¡f (rank==0) {
/ *  Envía el mensaje. Utiliza un valor arbitrario de tag; en este caso 11 * /  
MPI_Send(buf, sizeof(buf), MPIJNT, 1, 11, MPI_COMM_WORLD);
}
else {
MI_Recv(buf, sizeof(buf), MPIJNT, 0, 11, MPI_COMM_WORLD), ¿status);
}
M PI_Fi na I ize();
Return(O);
}
Comunicadores
Un comunicador es una estructura de datos de MPI que contiene información sobre un 
grupo. Los comunicadores son un argumento obligatorio de todas las rutinas de 
comunicación de MPI. Después de que un proceso es creado e inicializa MPI, tiene 
disponibles dos comunicadores:
1. MPI COMM WORLD que contiene a todos los procesos
2. MPI COMM SELF que representa el grupo unitario que como único miembro tiene al 
proceso en cuestión.
Muchas aplicaciones requieren únicamente el comunicador correspondiente al world group. 
Si se necesitan nuevos subgrupos, deben crearse nuevos comunicadores.
Comunicación bloqueante
El término bloqueante en MPI significa que la rutina no retorna hasta que el buffer de 
datos asociado pueda ser reusado.
El control de flujo y el uso de buffers presenta diferentes elecciones al diseñar las primitivas 
de pasaje de mensajes. MPI ofrece cuatro modos de transmisión que cubre las necesidades de 
sincronización, transferencia de datos y performance de la mayoría de las aplicaciones. El 
modo es seleccionado por el proceso que envía el mensaje por medio de cuatro funciones 
send distintas. Estos modos son:
1) Standard. La operación send se completa cuando el sistema puede colocar en un buffer 
el mensaje, o cuando el mensaje es recibido por el destinatario.
2) Buffered. La operación send termina cuando el mensaje es colocado en un espacio de 
buffer provisto por la aplicación o cuando el mensaje es recibido.
3) Synchronous. La operación send termina cuando el mensaje es recibido.
4) Ready. La operación send no debe empezar a menos que su correspondiente operación 
receive haya comenzado. Luego el send se completa en forma inmediata.
Comunicación no bloqueante
El término no bloqueante en MPI significa que el control del programa retorna 
inmediatamente y esto puede ocurrir aunque la operación de transmisión solamente haya 
empezado, no necesariamente terminado. Las distintas formas de la función send existentes 
para la comunicación bloqueante, tienen su contrapartida no bloqueante. Las operaciones no 
bloqueantes tienen un argumento extra: un objeto llamado request. Este objeto se utiliza 
posteriormente en una función utilizada para completar la operación. Recién cuando la 
operación es completada, el buffer de mensajes puede ser reutilizado.
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El objetivo del pasaje de mensajes no bloqueante es empezar la transferencia de un mensaje 
lo antes posible, continuar con otras operaciones de computación importantes y luego tratar 
de completar la operación lo más tarde posible.
Tipos de Datos
MPI permite describir tipos de datos que van desde simples tipos primitivos hasta 
complejas estructuras, arreglos e índices.
Todas las rutinas de pasaje de mensajes aceptan un argumento tipo de dato que indica de qué 
tipo son los datos a enviar. Existen varios tipos de datos predefinidos los cuales cubren el 
conjunto de tipos de datos básicos disponibles en la mayoría de las arquitecturas, como son 
char, int o float.
Con MPI se pueden construir tipos de datos derivados combinando tipos de datos básicos u 
otros tipos de datos derivados previamente construidos. A diferencia del tradicional concepto 
de tipo de dato definido por el usuario, en MPI un tipo de dato derivado describe un formato 
en memoria el cual consiste de múltiples arreglos de elementos con diferentes tamaños, 
distinto desplazamiento entre ellos, y cuyos elementos pueden ser a su vez de distintos tipos 
de datos.
Comunicaciones Colectivas
Las operaciones colectivas consisten de muchos mensajes punto a punto los cuales 
suceden concurrentemente e involucran a todos los procesos dentro de un comunicador dado. 
Cada proceso debe llamar a la misma rutina colectiva. La mayoría de las operaciones de este 
tipo son variantes y/o combinaciones de las siguientes cuatro primitivas:
1. MPIBcast (broadcast): En esta operación un proceso denominado raíz y que debe ser 
especificado por todos los procesos envía un mensaje a todos los procesos del grupo.
2. MPI Scatter: Es otra operación uno a muchos, donde también se especifica un proceso 
raíz. Este proceso divide el buffer con el mensaje en partes iguales, que reparte entre 
todos los procesos - incluido sí mismo -  en orden creciente de rank.
3. MPI Gather: Es una operación colectiva muchos a uno y es exactamente la inversa de la 
operación anterior.
4. MPI Reduce: La reducción consiste en realizar una operación de reducción global (tal 
como suma, máximo, AND lógico, etc.) entre todos los miembros de un grupo. La 
operación puede ser una de una lista predefinida o una operación definida por el usuario. 
Las operaciones definidas por el usuario deben cumplir la condición de ser asociativas, no 
necesariamente conmutativas.
Las distintas primitivas de comunicación colectiva son ilustradas en la siguiente figura:
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rank O 
rank 1 
rank 2 
rank 3
Broadcast 
-------------►
Scatter
Gather
Reduce 
----------- ►
El siguiente fragmento de código es un ejemplo sencillo que ilustra el uso de las operaciones 
colectivas primitivas. La cantidad de información a procesar es obtenida inicialmente por el 
proceso raíz y enviada a todos los procesos. El conjunto de datos inicial también es obtenido 
por el proceso raíz, el cual luego lo reparte entre todos los procesos. Después de la fase de 
computación, se computa un máximo global que es retornado al proceso raíz, y finalmente 
este proceso recopila el conjunto de datos modificados.
/* Ejemplo de utilización de operaciones colectivas */
... declaración de variables ... 
root=0;
MPLComm_s¡ze(MPI_COMM_WORLD, &size);
MP_Comm_rank(MPI_COMM_WORLD, &rank); 
if (rank==root) {
... obtiene los datos a procesar...
}
MPI_Bcast(&longitud,l,MPIJNT,root,MPLCOMM_WORLD); 
milongitud = longitud /  size;
MPI_Scatter(datos, longitud, MPLDOUBLE, misdatos, milongitud, MPI_DOUBLE, root, 
MPI_COMM_WORLD);
... computación sobre los datos o obtención del máximo local ‘maxlocal’... 
MPI_Reduce(&maxlocal, &maxglobal, 1, MPLDOUBLE, MPI_MAX, root, MPI_COMM_WORLD); 
MPI_Gather(misdatos, milongitud, MPLDOUBLE, datos, longitud, MPLDOUBLE, root,
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MPI_COMM_WORLD);
Timers y Sincronización
MPI define un cronómetro o timer. El timer pese a no ser estrictamente una 
herramienta relacionada con el pasaje de mensajes, es provisto dada la importancia de la 
medición de tiempos en programas paralelos a la hora de depurar y mejorar el rendimiento de 
los mismos. Se proveen dos funciones relacionadas con la medición del tiempo:
1. MPI Wtime: retorna un número correspondiente a la cantidad de segundos transcurridos 
desde algún momento en el pasado.
2. MPI Wtick: Retorna la resolución de MPI Wtime en segundos. Es decir, retorna el 
número de segundos entre sucesivos ticks de reloj.
El siguiente ejemplo muestra una manera de usar el cronómetro.
{
double starttime, endtime; 
starttime = MPI_Wt¡me();
. . . tareas cuyo tiempo se va a medir . . . 
endtime = MPI_Wtime();
printf(‘La tarea tomó %f segundos\n\ endtime ■ starttime);
}
29
Seguimiento de Trayectorias en Visión por Computadora
Solución Del Sistema -  Primera Aproximación
Introducción
Planteados los conceptos preliminares, se resolverá ahora el problema de 
reconocimiento de objetos y seguimiento de sus trayectorias por medio de una 
implementación concreta.
Estructura del Sistema y Fuente de los Datos
Pensando el sistema como un proyecto aplicable a la realidad, hay que pensar en una fuente 
de datos proveniente directamente de un dispositivo que capture las imágenes en tiempo real. 
A los fines de desarrollar y evaluar la implementación que acá se propone, la solución es 
diferente. Estos datos están disponibles completamente con anterioridad a la ejecución de la 
aplicación.
El siguiente algoritmo da una primera idea de lo que sería el ciclo principal de ejecución del 
sistema:
Mientras (hay cuadros)
{
Tomar un cuadro 
Identificar los objetos del cuadro 
}
Identificar y armar las trayectorias de los objetos hallados
¿Qué significa “mientras hay cuadros”? En el caso que las imágenes provengan directamente 
de un dispositivo de obtención de datos en tiempo real, esto es equivalente a decir “mientras 
se estén captando imágenes”. En el caso de imágenes disponibles con anterioridad, significa 
“mientras queden imágenes aún no procesadas”. En esta implementación, para indicar dónde 
están las imágenes y determinar cuándo no hay más imágenes para procesar se proponen 
varias alternativas:
1. Todas las imágenes están en un mismo directorio. Para poder determinar la correcta 
secuencia temporal, estas imágenes tienen un nombre base seguido por un número que le 
da su posición en la secuencia, por ejemplo: fotoOl, foto02, etc.
2. La lista de imágenes está enumerada en un archivo y el orden temporal de las mismas está 
dado por el orden en que aparecen en ese archivo.
3. La lista de imágenes viene en la forma de una lista de parámetros de la línea de 
comandos.
Para generar un código donde la manipulación de imágenes sea sencilla y clara, se decidió 
trabajar con imágenes en formato .pgm. Estas imágenes están codificadas en la escala de 
grises de 0 a 255 y su formato es muy simple. Para trabajar con este tipo de imágenes se 
utilizaron funciones de librería provistas en la biblioteca PBMPLUS (para más detalle ver 
APENDICE B: REFERENCIA DEL FORMATO DE IMAGEN PGM (Portable graymap file 
format).
Las imágenes con las que se trabajó fueron obtenidas de la siguiente manera. Para cada 
secuencia de imágenes:
a) Se capturó la secuencia con una filmadora hogareña, obteniendo así un video analógico.
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b) Se digitalizó el video por medio de un programa de software apropiado para ello, 
obteniendo como resultado un video digital (archivo en formato .avi)
c) Se convirtió este video digital en una secuencia de imágenes digitales con formato .tga.
d) Se convirtió cada una de estas imágenes con formato .tga en una imagen en formato 
.pgm por medio de una función específica para este fin, provista en la librería 
PBM PLUS.
(a) (b)
(c)
Antes de comenzar a ver en detalle el desarrollo del proyecto, es importante hacer una 
aclaración. Considerando el volumen de datos que representa tener que manipular dos o tres 
imágenes simultáneamente, se decidió trabajar con las imágenes en archivo más que en 
memoria RAM. En memoria se mantiene solamente un subconjunto de los datos de las 
imágenes, que se renueva a medida que las operaciones lo van requiriendo. Hay que tener en 
cuenta que son varias las estructuras de datos que se necesitan manipular al mismo tiempo y 
que requieren el uso de memoria entre ellas las que contienen a las imágenes principales, a 
las etiquetas en el proceso de segmentación, a los objetos y a las trayectorias.
A continuación se explicará en detalle la implementación de las dos tareas principales del 
sistema:
□ Reconocimiento de objetos
□ Armado de las trayectorias de los objetos hallados
Por último se verá la manera en que se integran estas dos tareas, completando la explicación 
del funcionamiento de este sistema.
Parte I -  Reconocimiento de Objetos
Realce de las Imágenes
Para lograr mejores resultados en el proceso de reconocimiento de objetos, lo ideal es mejorar 
previamente la calidad de las imágenes. Dado que las imágenes de muestra fueron capturadas 
específicamente para este fin, no existe el problema del deterioro o la mala calidad de las 
mismas. No obstante se notaron dos inconvenientes:
Primeramente, se vio que las imágenes obtenidas no mostraban una clara diferencia entre los 
objetos y el fondo tal como se esperaba. Esta falencia tuvo que ver con la pobre iluminación 
en el momento de la captura.
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Por otro lado se observó que ante un movimiento acelerado de los objetos, los cuadros a lo 
largo de la secuencia se veían inevitablemente borrosos.
Estos dos puntos originaron que este paso de realce de la imagen tenga como fin dar mayor 
definición a la imagen, al tiempo que aumente el contraste acentuando las formas y 
facilitando así el posterior reconocimiento.
Concretamente lo que se hizo fue primero calcular un promedio espacial con el fin de dar 
forma a los objetos con poca definición. Para ello se utilizó la ventana de promedio espacial 
de cinco puntos del ejemplo dado en la teoría:
0 1/8 0
1/8 1/4 1/8
0 1/8 0
Para completar la operación, se destacaron los puntos pertenecientes a objetos por medio de 
la siguiente función de ensanchamiento del contraste:
- u /  2 si 0 < u < 128
- (u -  128) /2  + 192 si u (128
Siendo A la imagen original y B la imagen resultante, y n y m las dimensiones de la imagen, 
y contraste la función explicada, el ciclo principal de esta operación es el siguiente:
O btene r la p rim er fila  de la im agen 
Para j=1 hasta  m // La p rim er fila  queda igual 
B (1 , j) = c o n tra s te (A (1 , j))
O b tene r la segunda  fila  de la im agen
Para i=3 hasta  n {
O b tene r la fila  i de la im agen
k = i -  1
B(k,1) = co n tras te (A  (k, 1))
Para j= 2  hasta  m-1
B(k, j)= con tras te (1 /8  A(k, j-1 ) + 1/8 A (k-1, j) + 1/4 A(k, j) + 1/8 A (k+ 1 ,j) + 1/8 A(k, j+ 1 )) 
B(k, m) = co n tras te (A  (k, m))
}
Para j=1 hasta  m // La ú ltim a fila queda igual 
B(n, j) = con tras te (A (n , j))
Así, el valor de cada punto (fila, columna) de la imagen fue reemplazado por el resultado de 
la función de contraste aplicada al promedio pesado dado por la matriz.
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Notar que a la primera y última fila no se les aplica el promedio. Esto es porque para estas 
filas no se cuenta con puntos vecinos en todas las direcciones par poder realizar los cálculos. 
Lo mismo ocurre con el primer y último punto de cada fila.
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a) Imagen o r i g i n a l c) Imagen r e a lz a d a
Ejemplos de Realce de Imágenes
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Reconocimiento de Objetos
Para hacer esta parte del proceso se realiza un recorrido de la imagen de izquierda a derecha y 
de arriba hacia abajo - el sentido en el que usualmente están grabadas las imágenes en un 
archivo y en particular las imágenes .pgm analizando la información de sus pixels. Al 
terminar el recorrido de la imagen, y luego de haber depurado la información como se explica 
más adelante, se obtiene como resultado una lista de los objetos encontrados en la escena con 
las características que los identifican. Un primer refinamiento del algoritmo de 
reconocimiento sería:
Para i=1 hasta  n (núm ero  de filas)
Para j=1 hasta  m (núm ero  de co lum nas)
{
to m a r el punto Pij
ve r si co rresponde  al á rea  de los ob je tos
si es así ana liza r a que ob je to  pertenece  y a c tua liza r los da tos de ese ob je to  
}
D esca rta r in fo rm ación  no re levan te
Dado a que en esta implementación el foco se centrará en el seguimiento de trayectorias más 
que en el reconocimiento de objetos, se supondrá que los objetos son bastante distinguibles 
del fondo (background) de las imágenes, y que las características de interés son mínimas:
■ ubicación
■ área
■ intensidad promedio (nivel de gris o color)
Además estos atributos son suficientes para caracterizar a los objetos, dado que no se buscan 
objetos con determinadas características; la idea en cambio es encontrar cualquier objeto que 
se encuentre en la escena.
La técnica utilizada para la identificación de los objetos dentro de una imagen combina el 
thresholdind con el labeling, técnicas ya descriptas (ver “Segmentación” en la página 7). 
Primeramente se establece un threshold (ver “Selección del Threshold” Más adelante). 
Basándose en ese threshold se clasifican los distintos puntos de la imagen como 
pertenecientes o no a un objeto. Se aprovecha en este caso el conocimiento previo, que es 
como se mencionó, el hecho de que el fondo de las imágenes es parejo y contrasta con la 
parte ocupada por los objetos. Para comprender la técnica sea la siguiente imagen de ejemplo, 
junto con su representación en tonos de gris:
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0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 5 0 0 0 0
0 0 0 1 0 5 1 0 5 1 0 5 0 0 0
0 0 1 0 5 10 5 1 0 5 1 0 5 1 0 5 0 0
0 10 5 1 0 5 1 0 5 1 0 5 1 0 5 1 0 5 1 0 5 0
0 0 0 0 0 0 0 0 0
0 0 2 0 9 2 0 9 2 0 9 2 0 9 2 0 9 0 0
0 0 2 0 9 2 0 9 2 0 9 2 0 9 2 0 9 0 0
La técnica consiste en rastrear la imagen analizando cada punto o pixel, y comparando con 
los puntos vecinos. Por “punto vecino” se entiende todo punto que está a una distancia 
predeterminada de filas o columnas del punto en cuestión. En este caso se consideró vecino a 
cada punto distante una celda del punto actual. Cada vez que se detecta una diferencia 
significativa de intensidad entre el punto actual y un punto vecino, se guarda el dato, ya que 
esto es una indicación de que en este sector de la imagen puede haber un objeto.
Aplicar este tratamiento a la imagen, genera como resultado un dibujo o representación 
binaria de la imagen, donde una parte representa al fondo, y la otra corresponde a los 
diferentes objetos. Para el ejemplo, si se representase la zona de objetos con un “1” y el fondo 
con un “0”, el resultado sería el siguiente:
0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 1 1 1 0 0 0
0 0 1 1 1 1 1 0 0
0 1 1 1 1 1 1 1 0
0 0 0 0 0 0 0 0 0
0 0 1 1 1 1 1 0 0
0 0 1 1 1 1 1 0 0
Sentido de 
recorrido de 
la imagen
Hasta este momento, se identificó la zona ocupada por objetos. Para completar la técnica, se 
estudia la conectividad de los puntos pertenecientes a la región de los objetos. Esto permite 
que lo que en un principio es una única región, se vea dividida en los distintos objetos que 
componen la escena, cada uno identificado por una etiqueta o label diferente. El resultado 
final para el ejemplo es el siguiente:
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0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 1 1 1 0 0 0
0 0 1 1 1 1 1 0 0
0 1 1 1 1 1 1 1 0
0 0 0 0 0 0 0 0 0
0 0 2 2 2 2 2 0 0
0 0 2 2 2 2 2 0 0
Una vez finalizado el recorrido de toda la imagen, resta depurar la información obtenida. Por 
ejemplo puede ser que se hayan encontrado segmentos tan pequeños o tan débiles en su color, 
que no merezcan que se los considere como objetos ya que simplemente pueden tratarse de 
una simple mancha, o una sombra. Por lo tanto un parámetro decisivo al momento de realizar 
la identificación de objetos es el valor utilizado como un tope mínimo para considerar a un 
segmento como un verdadero objeto de la escena.
En particular para los casos de prueba del presente proyecto se estableció un tope mínimo igual al 0,005% de la 
superficie de la imagen. Por ejemplo, para las imágenes de 320 x 240 pixels, se fijó como tope 320 * 240 * 
0,00005 = 3,84. Es decir, cualquier mancha que el algoritmo pudiera distinguir y cuya superficie sea menor a 4 
pixels, no será tenida en cuenta como objeto de la imagen estudiada.
Planteada la técnica utilizada para la identificación de los objetos, el algoritmo anterior queda 
modificado de la siguiente manera:
C a lcu la r el va lo r del th resho ld  a u tiliza r (t)
Para i=1 hasta  n (núm ero  de filas)
Para j=1 hasta  m (núm ero  de co lum nas)
{
to m a r el punto Pij
co m p a ra r su va lo r de in tens idad  de gris contra  t 
si es m ayor
ana liza r la conectiv idad  con sus vec inos para ve r a qué ob je to  pertenece  
si pertenece  a un único  ob je to  ya encon trado
co loca r la e tiqueta  co rrespond ien te  a ese ob je to  
ac tua liza r los da tos del ob je to  con los da tos del punto  Pij 
si no, si pertenece  a va rios ob je tos cand ida tos
com b ina r la in fo rm ación  de los ob je tos, de jando  uno so lo  
co loca r la e tiqueta  co rrespond ien te  a ese ob je to  
ac tua liza r los da tos del ob je to  con los da tos del punto  Pij
si no
asoc ia rle  una e tiqueta  nueva
crea r un ob je to  nuevo con los da tos del punto  Pij
}
Para cada ob je to  encon trado
Si no cum p le  con los requ is itos  p rede te rm inados para ser un ob je to  de in terés 
D esca rta r el ob jeto
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Como se ve en el algoritmo, los pasos de thresholding y labeling no se realizan por separado; 
un solo recorrido de la imagen alcanza para obtener el resultado buscado.
Se debe notar que una restricción impuesta a las imágenes es que en ella los objetos no se 
toquen. De otra manera, no sería éste el algoritmo apropiado.
Estructuras de Datos
La información de objetos y etiquetas se mantiene mediante dos archivos: El primero 
contiene la información de las etiquetas o “labels” que indican los lugares donde la imagen 
muestra una intensidad destacada. El otro archivo tiene la información de los objetos que se 
van encontrando; aquí se van recopilando los datos relacionados con las características de los 
objetos por ejemplo, la intensidad del nivel de gris. Cada segmento u objeto encontrado en la 
imagen, se refleja por lo tanto en ambos archivos. Al terminar el procedimiento se tiene en 
los dos archivos, el de etiquetas y el de objetos, la información esperada.
A continuación se especifican en detalle las estructuras de datos correspondientes.
■ Archivo de Etiquetas: Contiene un registro por cada pixel de la imagen. Está ordenado de 
la misma manera que las imágenes originales, es decir por filas y dentro de cada fila por 
columnas. Para cada pixel contiene un 0 si ese elemento pertenece al fondo de la imagen, 
o el valor de etiqueta correspondiente, si el elemento pertenece a alguno de los objetos.
■ Archivo de Objetos: Contiene la información de los objetos encontrados. Para cada 
objeto, se guarda un registro con la siguiente información:
■ posición (fila y columna dentro de la imagen correspondiente al centro del objeto)
• área que ocupa
• intensidad promedio
Hay tantas etiquetas distintas en el primer archivo como objetos hay en el segundo. La 
relación de una etiqueta con un objeto está dada por la posición de este dentro de su archivo, 
por ejemplo, los datos del objeto etiquetado con el número 2 están descriptos por el segundo 
objeto del archivo de objetos.
Para completar el ejemplo dado, se transcribe acá lo que sería el contenido de los archivos de 
referencia:
Archivo de etiquetas:
0,0,0,0,0,0,0,0,0, 0,0,0,0,1,0,0,0,0, 0,0,0,1,1,1,0,0,0, 0,0,1,1,1,1,1,0,0, 0,1,1,1,1,1,1,1,0, 
0,0,0,0,0,0,0,0,0,
0,0 ,2 ,2 ,2 ,2 ,2 ,0 ,0, 0 ,0 ,2 ,2 ,2,2 ,2 ,0,0
Archivo de objetos:
[(4,5) ,16,105], [(8,5),10,209]
Selección del Threshold
Como se vio anteriormente, existen diversas técnicas para la búsqueda de este valor 
denominado threshold. En esta implementación se decidió utilizar un método de selección 
iterativo. Este método empieza con un threshold aproximado y luego esta estimación se va 
refinando sucesivamente. Se espera que algunas propiedades de las subimágenes resultantes 
del procedimiento de thresholding puedan ser usadas para seleccionar un nuevo valor de 
threshold que en cada iteración particione la imagen mejor que en el ciclo anterior. La
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iteración continua hasta que el valor obtenido se estabiliza. Los siguientes pasos muestran el 
método:
1. S e lecc io na r un va lo r estim ado  in icia l de th resho ld , T.
2. P a rtic iona r la im agen en dos grupos, R  ^ y R2, usando el th resho ld  T.
3. C a lcu la r la m ed ia  de los va lo res  de gris ^  y p2 de las partic iones R ■, y R2.
4. S e lecc io na r un nuevo  th resho ld :
T = (p i + p2) / 2
5. R epe tir los pasos 2-4 hasta  que los va lo res  de m y p2 en suces ivas  ite rac iones  perm anezcan  sin 
cam b ios.
En este caso se tomó como valor inicial el que el método sugiere: La intensidad promedio de 
la imagen. El algoritmo correspondiente resulta de la siguiente manera:
/* V ariab les:
m1 Anterior, m2Anterior. los va lo res m ed ios de las reg iones en el c ic lo  anterio r.
threshold: el va lo r del th resho ld  que se esta  ca lcu lando
R1, R2: la sum a de los va lo res de los pun tos en las dos reg iones
cantPuntosI, cantPuntos2: La cantidad  de pun tos en las reg iones R1 y R2 respec tivam en te  
A(i, j): El va lo r del punto  de la im agen en la posic ión  (i, j)
// C a lcu la  la m ed ia  de la im agen 
Tota l = 0
Para i = 1 hasta  n
Para j = 1 hasta  m
T ota l = Tota l + A  (i, j) 
laM edia  = T ota l / ( n * m )
// Busca el va lo r de th resho ld
m1 A n te rio r = m 2A n te rio r = 0
th resho ld  = m1 = m2 = laM edia
M ientras (m IA n te r io r  <> m1 y m 2A nte rio r <> m 2)
{
R1 = R2 = cantPuntosI = cantPuntos2 = 0 
Para i=1 hasta  n
Para j=1 hasta  m
Si A(¡, j) < th resho ld  en tonces 
R1 = R1 + A(¡, j)  
ca n tP u n to s I = ca n tP u n to s I + 1
Si no
R2 = R2 + A(i, j)  
can tP un tos2  = can tP un tos2  + 1
m IA n te r io r  = m1 
m 2A n te rio r = m2 
m l = R1 / ca n tP u n to s I 
m2 = R2 / can tP un tos2  
th resho ld  = (m1 + m 2) / 2 
}
Sugerencias
En este caso se conoce que en la escena hay varios objetos, y el objetivo final es encontrar la 
trayectoria de sus movimientos. Los objetos son vistos como un conjunto, y todos son parte
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del proyecto; no son objetos indivisibles uno del otro. La situación por lo tanto es muy 
general. Para el caso de tener situaciones más específicas, se dan acá un par de 
consideraciones a tener en cuenta. En el caso particular en el que hay que seguir a un único 
objeto, una mejora para economizar tiempo de procesamiento es inspeccionar en cada imagen 
sólo la parte donde se estima que puede estar el objeto en función de su ubicación en los 
cuadros anteriores. Teniendo en cuenta que las imágenes provienen de la realidad, no tiene 
sentido buscar un objeto muy lejos de donde apareció en el cuadro precedente.
Una situación más interesante es aquella en la que se conoce el modelo del objeto o los 
objetos buscados. Entonces a medida que se inspecciona la imagen, se pueden ir descartando 
aquellos segmentos que por sus características se ve que no obedecen a ninguno de estos 
modelos.
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A r e a :  146 
I n t e n s i d a d :  39 
P o s i c i ó n :  ( 5 0 , 2 1 9 )
A r e a :  21 9  
I n t e n s i d a d :  34 
P o s i c i ó n :  ( 7 5 , 2 0 1 )
A r e a :  285  
I n t e n s i d a d :  35 
P o s i c i ó n :  ( 1 3 5 ,  1 9 1 )
A r e a :  6442  
I n t e n s i d a d :  30 
P o s i c i ó n :  ( 7 8 , 9 5 )
A r e a :  6720  
I n t e n s i d a d :  37 
P o s i c i ó n :  ( 1 6 2 , 1 6 1 )
Ejemplos de reconocimiento de objetos
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Parte II -  Seguimiento de Trayectorias
Ahora se verá cómo tratar en la práctica el tema de la correspondencia de objetos y el 
seguimiento de sus trayectorias. En todo el desarrollo de esta implementación se supondrá 
que la secuencia de imágenes corresponde a una filmación donde la cámara es fija, y que el 
movimiento de los objetos es paralelo al plano de la imagen.
En teoría se vio un algoritmo genérico de cómo encarar el armado de las trayectorias. En ese 
planteo se suponía que toda la secuencia de imágenes estaba disponible desde un principio. 
Así, el proceso comenzaba con el armado de trayectorias tentativas que se extendían a lo 
largo de toda la secuencia de imágenes, y luego estas trayectorias eran modificadas siguiendo 
ciertas pautas hasta que se obtenían las trayectorias definitivas. En este caso, como se 
pretende definir un algoritmo útil para el caso de la obtención de las imágenes en tiempo real, 
tal suposición no es válida. Por lo tanto el algoritmo se ve necesariamente modificado para 
que funcione aunque las imágenes se vayan incorporando con el tiempo. La idea es que las 
trayectorias se vayan ampliando a medida que se va disponiendo de las imágenes. 
Básicamente el algoritmo principal se modifica como sigue:
M ien tras  (hay cuadros)
{
T om a r un cuadro
Iden tifica r los ob je tos del cuadro
A C T U A L IZ A R  LAS T R A Y E C T O R IA S  DE LO S O B JE TO S  H A LLA D O S  (*) 
}
Es precisamente la línea de actualización de las trayectorias (*) lo que se analizará ahora. 
Imagínese que el cuadro actual de la secuencia de imágenes es el número k y que en cada uno 
de los cuadros anteriores se han identificado Pl, P2 . . .Pk-1 objetos. Hasta el momento se 
tiene armadas n trayectorias que van desde el cuadro 1 hasta el cuadro o imagen k-1. La idea 
es que el procedimiento asocie en la medida de lo posible, uno a uno los objetos del cuadro 
actual con cada una de las trayectorias que se están armando.
Sea el caso en que el número de objetos coincida con el número de trayectorias que se tienen 
hasta el momento. Se está frente al caso más simple y quizás el más probable. La situación se 
muestra gráficamente en el siguiente esquema:
k-1 k k+1
Trayectoria 1 ........ ♦ - ...0 #
Trayectoria 2 ........ ♦ •
Trayectoria 3 # - - • ijjl
Los círculos representan los objetos encontrados en los cuadros k-1, k y k+1, y las líneas 
punteadas, las trayectorias ya identificadas. Los objetos del nuevo cuadro, es decir, los
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círculos de la última columna, son los próximos objetos a encadenar a las trayectorias ya 
existentes.
El algoritmo que resuelve el problema es en principio como sigue:
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II C a lcu la  la m áxim a  desv iac ión  g loba l 
Para i=1 hasta  m-1
Para j= i+1 hasta  m
ca lcu la rG yk = [<{>(P¡k'1, P¡\ Pk+1) + <J> (Pjk'\  Pjk, Pjk+1)] -  
[<t> (Pk‘1, P¡k, Pjk+1) + (j) (Pjk_1, Pjk, Pk+1)] 
T om a r el par ij con m áxim a  ganancia  (Gy)
Si la gananc ia  Gy es m ayo r que cero  en tonces
In te rcam b ia r los pun tos del cuad ro  k+1, P¡k+1 con Pjk+1. 
G rabar el resu ltado  de este  paso en el a rch ivo  de trayec to rias
En el ejemplo dado, la cantidad de objetos m en todos los cuadros es 3. Recordar que (¡) es la 
simbología para la función de desviación, y G¡j corresponde a la ganancia de intercambiar 
puntos en dos trayectorias.
Este algoritmo no presenta problemas excepto que en la secuencia aparezca un objeto o se 
deje de ver temporal o definitivamente otro. Sea el caso que en la nueva imagen haya más 
objetos que el número de trayectorias que se tienen hasta el momento. Entonces se debe 
interpretar que aparece un nuevo objeto en la escena y entonces crear una nueva trayectoria. 
El siguiente dibujo muestra la situación:
k-1 k k+1
Trayectoria 1 .... • •
Trayectoria 2 ....♦ - •
Trayectoria 3 .... .... - • •
Trayectoria 4 (nueva) o
Para contemplar este caso, es necesario crear los llamados “puntos fantasma” o imaginarios 
en los cuadros k-1 y k. De esta manera se asegura que la función de desviación tenga todos 
los parámetros que necesita.
El algoritmo anterior queda modificado como sigue:
E xtender todas las trayec to rias  incom p le tas usando  puntos fan tasm a  para que vaya a lo largo  de los 
3 cuadros rec ien tes
II C a lcu la  la m áxim a  desv iac ión  g loba l 
Para i=1 hasta  m-1
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Para j= i+1 hasta  m
ca lcu la rG ¡jk = [(j)(P¡k' 1, P k, P¡k+1) + $ (P¡"\ Pjk, Pjk+1)] -  
[<\> (P¡k' 1, P k, Pjk+1) + <(> (P jk_1, Pjk, P¡k+1)] 
T om a r el par ¡j con m áxim a ganancia  (Gy)
Si la gananc ia  Gy es m ayor que cero en tonces
In te rcam b ia r los pun tos del cuadro  k+1: P¡k+1 con Pjk+1 
G rabar el resu ltado  de este  paso en el a rch ivo  de trayec to rias
Ahora sea el caso opuesto. El número de objetos es menor que la cantidad de trayectorias que 
se tienen. En esas imágenes donde un objeto no aparece, se hace una estimación de su 
posición, en función de la que ocupaba en los cuadros precedentes. Nuevamente esto implica 
crear un punto fantasma para el nuevo cuadro. Observando la primer línea del algoritmo para 
el caso anterior, se ve que este caso también está contemplado.
En la figura siguiente el círculo blanco representa un punto fantasma.
k-1 k k+1
Trayectoria 1 ........  ♦ - • ♦
Trayectoria 2 .......... ♦ - •
Trayectoria 3 • o
Ahora, qué pasa cuando, a pesar que la cantidad de objetos del nuevo cuadro coincide con el 
número de trayectorias creadas, las trayectorias no respetan las pautas establecidas? Esto es, 
existe alguna terna de puntos en una o más trayectorias tal que la desviación del camino 
supera el mínimo predeterminado. En ese caso es necesario crear trayectorias nuevas 
formadas exclusivamente por puntos fantasma. Así, en el momento de evaluar la desviación y 
el intercambio de los puntos, una o más de las trayectorias existentes van a extenderse con 
uno de esos puntos fantasma y en el lugar que estos puntos ocupaban va a quedar destinado 
para esos objetos que violaban la restricción de la distancia máxima.
Con estas últimas consideraciones, el algoritmo finalmente queda como sigue:
Para cada ob je to  ex is ten te  en el cuadro  k+1 c rea r una trayec to ria  fan tasm a
II C a lcu la  la m áxim a  desv iac ión  g loba l 
Para i=1 hasta  m-1
Para j= i+1 hasta  m
Si en el in te rcam bio  se cum p len  las res tricc iones  de d max, ca lcu la r 
Gyk = [<|>(P¡k*1, P¡k, P¡k+1) + (j> (Pjk-1, Pjk, Pjk+1)] -  
M>(Pk'1, E k, Pjk+V<J>(Pjk' \  Pjk. Pik+1)l
T om a r el par ij con m áxim a gananc ia  (Gy)
44
Seguimiento de Trayectorias en Visión por Computadora
Si la gananc ia  Gy es m ayor que cero  en tonces
In te rcam b ia r los pun tos del cuad ro  k+1, P¡k+1 con Pjk+1. 
G rabar el resu ltado  de este  paso en el a rch ivo  de trayec to rias
Para la solución dada - tal como se mencionó en la parte I - la correspondencia se basa 
exclusivamente en la ubicación de los objetos, es decir, se busca que se respete una 
consistencia en la dirección y velocidad de los objetos. Una solución más específica 
consistiría en buscar similitud en los objetos de cuadros consecutivos, usando las 
características encontradas en el proceso de reconocimiento de objetos.
Función de Desviación
Recuérdese la función de desviación ya vista:
<t> (PC, p,k, p C )  = m  ( 1 -  eos 9) + 0)2 ( 1 -  2 d|d2 )
di + d2
Como se deduce de esta definición, para implementarla es necesario tomar un par de 
decisiones:
1) Qué método utilizar para tomar la distancia entre dos puntos. En este caso se utilizó el 
método llamado city-block, donde la distancia entre los puntos (ii,ji) y (Í2J 2) se define 
como:
d=  | Íl - Í 2 | + | jl ~j2 |
2) Pesos utilizados para la coherencia de dirección y la coherencia de velocidad en la 
fórmula, coj y CO2. En este caso no se dio preferencia a ninguna de las dos mediciones, por 
lo que se eligió tomar como pesos a>i = a>2-  0,5
Estructuras de Datos
La información acerca de las trayectorias que se van armando se mantiene en un archivo de 
trayectorias. Para simplificar el algoritmo de intercambio así como para ahorrar tiempo de 
computación, la información de trayectorias relacionada a los últimos tres cuadros analizados 
se mantiene siempre en memoria.
La estructura de datos para una trayectoria tiene la siguiente información:
Para cada imagen:
■ Cantidad de objetos encontrados en la imagen (n) 
n veces:
■ Posición del objeto
El orden en que quedan grabados los objetos es el que resultó de la aplicación del algoritmo 
de seguimiento de trayectorias. En el caso de los puntos fantasma como parte de una 
trayectoria, se guardan también con un valor de fila y columna inválida (-1,-1) lo que lo 
distingue de un punto común.
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EJEMPLO
Sea la secuencia de imágenes de la prueba número 5 (ver APENDICE E: 
Pruebas realizadas y resultados de la evaluación).
Por la forma en que se desplazan los tres objetos de la escena, el orden 
en que los mismos son identificados difiere entre los distintos cuadros. 
Esto implica que a medida que aparecen nuevos cuadros, el 
procedimiento deberá intercambiar los objetos encontrados con el fin de 
que las trayectorias encontradas sean las correctas.
En las próximas dos páginas se muestran dos esquemas. El primero 
muestra el resultado de la identificación de objetos para los 28 cuadros 
de la secuencia, en el mismo orden en que los mismos fueron 
identificados. Cada fila representa la información de un cuadro de la 
secuencia, y cada columna muestra una tema de valores: El área, el color 
promedio, y la posición de cada objeto encontrado en la imagen.
El segundo esquema despliega la misma información, pero en este caso 
los objetos ya han sido intercambiados de manera que columna por 
columna se puede ver el recorrido que ha realizado cada uno de estos 
objetos.
Nótese que en los primeros cuadros no se muestra información de todos 
los objetos dado que los mismos no aparecen desde el principio en la 
escena, sino de a uno por vez.
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Imagen Area Color Posición Area Color Posición Area Color Posición
d O l . pgm 131 54 (113,  4)
d 0 2 .pgm 219 54 (116,  23)
d03.pgm 117 54 (118,  54)
d 0 4 . pgm 57 60 ( 84, 6) 84 56 (118,  83)
d 0 5 . pgm 43 61 ( 86, 17) 75 58 (117,112)
d 0 6 . pgm 72 57 (114,140) 148 62 (138,  4)
d 0 7 . pgm 416 50 (141,  18) 98 56 (109,167)
d 0 8 . pgm 61 58 ( 97, 98) 364 53 (143,  47) 158 56 (105,188)
d 0 9 . pgm 91 53 ( 96,123) 299 54 (143,  76) 174 54 ( 99,209)
d l O . pgm 132 50 ( 94,146) 294 55 (141,108) 195 52 ( 94,227)
d l l . p g m 301 54 (138,138) 201 50 ( 89,242) 164 48 ( 92,168)
d l 2 . pgm 341 53 (133,167) 210 47 ( 84,254) 193 46 ( 89 ,185)
d l3 .pgm 219 45 ( 81,264) 221 45 ( 87,200) 372 51 (127,194)
d l4 .pgm 2 16 43 ( 77 ,271) 241 44 ( 86,212) 379 48 (122,217)
d l 5 . pgm 211 41 ( 76 ,275) 25 7 43 ( 85,222) 409 46 (116,239)
d i 6 .pgm 214 40 ( 74 ,277) 261 41 ( 84,228) 406 44 (111,257)
d l 7 . pgm 211 40 ( 74,277) 267 42 ( 84 ,232) 414 43 (107,273)
d l8 .pgm 211 40 ( 75,277) 263 41 ( 84 ,234) 422 41 (104,286)
d i 9 . pgm 224 41 ( 75,277) 273 42 ( 84 ,234) 422 39 (102,298)
d20.pgm 21 7 39 ( 75,278) 273 40 ( 85 ,234) 357 34 (101,305)
d21.pgm 218 40 ( 75,278) 277 42 ( 85 ,235) 215 34 (102,309)
d22.pgm 220 38 ( 76,278) 279 40 ( 85 ,235) 132 33 (102,310)
d23.pgm 219 39 ( 76 ,278) 281 41 ( 85,235) 104 35 (102,311)
d 2 4 . pgm 220 37 ( 76,278) 280 39 ( 85 ,235) 98 34 (102,311)
d25.pgm 2 26 38 ( 76,278) 285 39 ( 85 ,235) 100 33 (102,311)
d26.pgm 221 37 ( 76,278) 290 39 ( 85 ,235) 97 32 (102,311)
d 2 7 . pgm 220 35 ( 75 ,279) 297 39 ( 85 ,235) 96 32 (102,311)
d 2 8 . pgm 222 35 ( 75 ,278) 299 38 ( 85 ,235) 96 30 (103,311)
a) I d e n t i f i c a c i ó n  de  o b j e t o s  -  D i s p o s i c i ó n  o r i g i n a l
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Imagen A rea C o lo r Posición A rea C o lo r Posición A rea C o lo r Posición
d O l . pgm 131 54 (113,  4)
d 0 2 . pgm 219 54 (116,  23)
d 0 3 . pgm 117 54 (118,  54)
d 0 4 . pgm 84 56 (118,  83) 57 60 ( 84, 6)
d 0 5 . pgm 75 58 (117,112) 43 61 ( 86, 17)
d06.pgm 72 57 (114,140) 148 62 (138,  4)
d 0 7 . pgm 98 56 (109,167) 416 50 (141,  18)
d 0 8 . pgm 158 56 (105,188) 364 53 (143,  47) 61 58 ( 97, 98)
d 0 9 . pgm 174 54 ( 99,209) 299 54 (143,  76) 91 53 ( 96 ,123)
d l O . pgm 195 52 ( 94,227) 294 55 (141,108) 132 50 ( 94,146)
d l l . pgm 201 50 ( 89,242) 301 54 (138,138) 164 48 ( 92,168)
d l 2 . pgm 210 47 ( 84,254) 341 53 (133,167) 193 46 ( 89 ,185)
d l 3 . pgm 219 45 ( 81,264) 372 51 (127,194) 221 45 ( 87 ,200)
d i 4 . pgm 2 16 43 ( 77 ,271) 379 48 (122,217) 241 44 ( 86 ,212)
d l 5 . pgm 211 41 ( 76 ,275) 409 46 (116,239) 257 43 ( 85,222)
d i 6 .pgm 214 40 ( 74 ,277) 406 44 (111,257) 261 41 ( 84,228)
d l7 .pgm 211 40 ( 74 ,277) 414 43 (107,273) 267 42 ( 84,232)
d l8 .pgm 211 40 ( 75 ,277) 422 41 (104,286) 263 41 ( 84,234)
d i 9 .pgm 224 41 ( 75 ,277) 422 39 (102,298) 273 42 ( 84,234)
d 2 0 .pgm 21 7 39 ( 75 ,278) 357 34 (101,305) 273 40 ( 85 ,234)
d 2 1 . pgm 218 40 ( 75 ,278) 215 34 (102,309) 277 42 ( 85 ,235)
d 2 2 . pgm 220 38 ( 76 ,278) 132 33 (102,310) 279 40 ( 85 ,235)
d 2 3 . pgm 219 39 ( 76 ,278) 104 35 (102,311) 281 41 ( 85 ,235)
d 2 4 . pgm 220 37 ( 76 ,278) 98 34 (102,311) 280 39 ( 85 ,235)
d 2 5 . pgm 22 6 38 ( 76 ,278) 100 33 (102,311) 285 39 ( 85 ,235)
d 2 6 . pgm 221 37 ( 76 ,278) 97 32 (102,311) 290 39 ( 85,235)
d 2 7 . pgm 220 35 ( 75 ,279) 96 32 (102,311) 297 39 ( 85 ,235)
d 2 8 . pgm 222 35 ( 75 ,278) 96 30 (103,311) 299 38 ( 85 ,235)
b) I d e n t i f i c a c i ó n  de o b j  e t o s D i s p o s i c i ó n  s e g ú n  l a t r a y e c t o r i a
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Representación Visual de las Trayectorias
La información plana (con formato de texto) que constituye las trayectorias encontradas, 
puede ser representada en forma gráfica. La idea es generar una imagen que para cada objeto 
identificado, muestre con un trazo el recorrido que el mismo hizo a lo largo de la secuencia 
de imágenes. El punto inicial de la trayectoria debería destacarse de alguna manera para 
indicar dónde comienza el movimiento del objeto.
A modo de ejemplo, sea el caso de una secuencia donde aparecen dos pelotas: una rebotando 
y la otra cayendo desde cierta altura. La imagen de resultados sería similar a la superposición 
de las siguientes dos imágenes, correspondientes cada una a la trayectoria de cada una de las 
pelotas:
3
I iO L  V
Si la trayectoria que se quiere describir con una imagen esta incompleta, es decir, tuvo que 
ser completada con puntos fantasma, podría dejarse en blanco, o podría hacerse una 
estimación de su posición y proyectar este recorrido dibujándolo con un color de trazo 
diferente o con una línea punteada.
Esta imagen de visualización de las trayectorias podría armarse una vez analizada toda la 
secuencia, o podría ir generándose al mismo tiempo en que se realiza el seguimiento.
El siguiente algoritmo muestra la idea del armado de las imágenes de trayectorias:
Sea M AX la cantidad  de ob je tos en el p rim er cuadro.
Para cada uno de es tos  ob je tos gene ra r una im agen asoc iada  a su trayecto ria .
Para cada cuad ro  
Para 1=1 hasta  M AX
Si en el cuad ro  el punto ex is te
G ene ra r una línea desde  el punto  del ob je to  en la im agen ante rio r, hasta  
el punto del ob je to  en la im agen actua l 
Si en el cuad ro  el punto no exis te  (fan tasm a)
P royec ta r la posic ión  y d ibu ja r en o tro  co lo r o de ja r en b lanco 
Para cada ob je to  nuevo que apa rezca  en el cuadro  
In c re m en ta r M AX en 1 
C rea r una nueva im agen de trayecto ria .
En la presente implementación se creó una aplicación que genera una imagen de trayectorias 
a partir de la información ya procesada. Cada objeto en movimiento puede distinguirse por un 
color diferente, mientras que el punto de inicio de los movimientos se destaca en color 
blanco.
Para el caso de una trayectoria incompleta, la línea del trayecto se completa con una línea 
punteada en el mismo color.
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BIBLIOTECA
FAC. DE INFORMÁTICA ' 
U.N.L.P.
Las figuras (a) y (b) que siguen, muestran las imágenes de trayectoria resultantes de dos de 
las pruebas descriptas en el APENDICE E: Pruebas realizadas y resultados de la evaluación.
(a )  T r a y e c t o r i a s  de  l a  p r u e b a  n r o . 3
(b )  T r a y e c t o r i a s  de  l a  p r u e b a  n r o . 5
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Parte III -  Integrando la Información
En resumen, se ha llegado a un sistema con las siguientes entradas y salidas:
/ Secuenciade Imágenes /
i
Identificación Objetos + Armado de
r ---------  - - i
¡ Genera img. ¡
de Objetos ^  Labels y ^ trayectorias ■ ^  ¡ de trayectorias |
Información de 
Objetos y sus 
Trayectorias
Imágenes de 
Trayectorias
Varias suposiciones se han hecho al plantear esta solución, y las mismas influyeron 
directamente en la implementación de los distintos módulos o etapas del sistema. Estas 
suposiciones son:
• Las imágenes son simples superficies que se destacan sobre un fondo contrastante.
• Los objetos de la escena no se tocan.
• La secuencia de imágenes no se captura en tiempo real.
• Los objetos son indivisibles; no hay características que distingan un objeto de otro.
Por otro lado para cada paso o procedimiento se ha hecho una elección de la técnica utilizada, 
que no es única, por ejemplo: para realzar una imagen, para identificar un objeto, etc.
Dada la modularidad de la solución, la implementación de cualquiera de los pasos puede ser 
fácilmente reemplazada o mejorada sin mayor inconveniente. Asimismo, si se quisiera 
eliminar alguna de las suposiciones anteriores bastará con cambiar una parte acotada de la 
implementación, puesto que el procedimiento explicado seguirá siendo útil y sirviendo como 
guía de cualquier manera.
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Solución Por Medio De Técnicas De Programación Paralela
Introducción
Ya desarrollada y comprendida la solución tradicional para el problema de 
reconocimiento de objetos y seguimiento de trayectorias, el siguiente objetivo es la 
paralelización con el fin principal de mejorar los tiempos de procesamiento teniendo en 
cuenta la naturaleza del problema en cuestión.
Se planteará a continuación una posible manera de llevar esto a cabo. La situación es la 
siguiente: Se dispone de varias máquinas conectadas en red, y el programa se ejecuta 
simultáneamente en todas ellas. En cada máquina corren uno o más procesos, dependiendo de 
la cantidad de máquinas disponibles y del número de procesos definidos. Usando siempre el 
mismo programa y con un simple cambio en los parámetros con que se lo invoca, cualquiera 
de estas dos variables puede ser modificada.
Como ya se mencionó, la implementación de este proyecto se realizó en MPI, por lo tanto en 
los distintos puntos donde se transcriba un fragmento del programa o se plantee un 
pseudocódigo, se usarán las primitivas de este lenguaje (para más detalle ver APENDICE A: 
REFERENCIA DEL LENGUAJE MPI)
Se explicará en primer lugar cómo fue modificada la etapa de reconocimiento de objetos para 
su ejecución en paralelo.
Parte I -  Reconocimiento de Objetos
Realce de las Imágenes
Una buena elección para introducir el paralelismo en el manejo de imágenes es tomar 
el proceso de realce de una imagen. Retómese la situación original (ver en la solución 
secuencial, pág. 31). La operación realizada era un simple promedio espacial pesado con una 
ventana de 5 puntos, combinado con una función de realce del contraste. Como se vio, el 
ciclo principal que efectúa esta operación sobre la imagen consiste en recorrer todas sus filas 
y, para cada fila, recorrer todas sus columnas realizando la operación que calcula el punto en 
la nueva imagen.
Para derivar un código paralelo equivalente, se distribuye entre todos los procesos la matriz 
que representa la imagen, y a cada uno de ellos se le da la tarea de actualizar la parte de la 
imagen que le fue asignada. El algoritmo paralelo depende de la elección en la distribución de 
los datos. Esta debería ser balanceada, es decir, se debería repartir en la medida de lo posible, 
el mismo número de puntos a cada uno de los procesos.
La siguiente figura muestra dos posibles distribuciones:
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(a)
En la primera, la matriz es particionada en grupos de columnas mientras que en la segunda, la 
imagen se parte en las dos dimensiones. Para tomar la decisión entre estas dos opciones se 
tuvo en cuenta lo siguiente:
1) Las imágenes no se manejan en memoria sino en archivos y
2) El orden en que se realizan la lectura de la imagen original y la grabación de las imágenes 
modificadas depende directamente de la forma en que las imágenes están grabadas.
Con estos puntos en mente, es claro que la opción adecuada es la primera ya que a medida 
que se recorre la imagen original todos los procesos pueden ir generando la imagen 
modificada.
Como se vio, el valor de cada pixel en la nueva imagen se computa a partir del valor de los 
puntos que “caen” dentro de la ventana que se está utilizando. En consecuencia, las fronteras 
de las subimágenes - en este caso la primer y la última columna de cada proceso - no pueden 
procesarse adecuadamente sin conocer datos de las columnas adyacentes. Estas columnas han 
sido asignadas a otros procesos, por lo que resulta inevitable que esos datos se compartan. 
Esto implica que al repartir los datos, entre cada par de procesos haya una superposición de 
una columna de datos.
Para ver esas ideas más claramente sea el ejemplo visto bajo “Reconocimiento de Objetos” 
(pág. 35), y supóngase que el número de procesos participantes de la operación es tres. La 
manera de repartir los datos de la imagen sería darle tres columnas a cada proceso.
/ '  Proceso 0 / '
0 0 0 0
0 0 0 0
0 0 0 105
0 0 105 105
0 105 105 105
0 0 0 0
0 0 209 209
0 0 209 209
Proceso 1 Nv- Proceso 2
0 0 0 0
0 0 0 0
105 0 0 0
105 105 0 0
105 105 105 0
0 0 0 0
209 209 0 0
209 209 0 0
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En el gráfico se ve qué columnas le corresponden a cada proceso y además, en letra itálica, la 
columna adicional que cada uno debe ver para poder realizar su tarea.
Ya definida qué parte de la operación debe hacer cada proceso, falta todavía establecer:
a) ¿De dónde obtiene los datos cada proceso?
b) ¿Dónde quedan los resultados?
Considérese la obtención de los datos. Una posibilidad es suponer que inicialmente la imagen 
está replicada tantas veces como procesos hay, por lo que todos los procesos ven la totalidad 
de la información. Así, cada uno después de calcular cuál es la parte de la imagen que le 
corresponde toma solamente la información que necesita.
Sea ahora la decisión sobre dónde dejar la imagen resultante. Para que un proceso vea esta 
nueva imagen en forma completa, debería recopilar los resultados producidos por todos los 
demás y combinarlos junto con los datos propios para armar la imagen final (ver Figura A en 
la siguiente página).
¿Cómo hace cada proceso para calcular la parte de la imagen sobre la que tiene que operar? 
Como se vio anteriormente, todo lenguaje de programación paralelo - y en particular MPI - 
provee por lo menos el siguiente par de funciones: una para determinar cuántos procesos 
componen el total, y otra para conocer su número o identificación dentro del conjunto. 
Además, como se dispone de la imagen completa, cada proceso puede averiguar, leyendo los 
datos de la imagen, la dimensión de la misma, es decir, su número de filas y de columnas. A 
partir de estos datos el cálculo es directo: Siendo cantProc la cantidad de procesos, i el 
número de proceso, y M  la cantidad de columnas de la imagen, la cantidad de columnas del 
proceso i se calcula de la siguiente manera:
C an tC o lu m n as  ¡ = M / can tP roc
Si i < M -  ca n tP ro c  * can tC o lum nas ¡ en tonces can tC o lum nas ¡ = ca n tC o lu m na s  ¡ + 1
La segunda línea asegura que todas las columnas son repartidas; sirve en el caso que la 
cantidad de columnas no sea múltiplo exacto de la cantidad de procesos.
Apuntando a un sistema de procesamiento en tiempo real, no es aceptable la replicación de 
las imágenes como se planteó acá. Por el contrario, se debe tratar que el flujo de los datos sea 
el menor posible. Una solución entonces es designar un proceso como el único con acceso a 
la imagen original, y que ese proceso sea el responsable de tomar la imagen - en este caso 
acceder al disco para tomar el archivo correspondiente -, leer la información de la misma y 
repartirla entre los procesos restantes. De esta manera, la única información que “viajaría” a 
través de la red sería exactamente la que cada proceso necesita, incluyendo por supuesto tanto 
las columnas principales que debe procesar como las adyacentes. Como se explicó, cada 
proceso necesita conocer además de la información que procesa, las dimensiones de la 
imagen. Este es un dato extra que el proceso maestro le debe enviar a cada uno. Este proceso 
especial puede o no ser uno de los que realiza la tarea principal de realce.
En esta implementación se decidió que todos los procesos participen de la tarea, y en 
particular, que un proceso -  el llamado raíz o “root” -  haga además esta tarea de interfaz 
entre los procesos y las imágenes.
Por otra parte el hecho de que todos los procesos envíen los resultados obtenidos a cada uno 
de los demás procesos, generaría un tráfico desmedido de información salvo que realmente 
cada proceso necesite tener este resultado. Entonces, así como se definió al proceso raíz como
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encargado de tomar y repartir la imagen original, se designó al mismo proceso como el que 
recopile todos los resultados y “arme” la imagen final, (ver Figura B).
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Figura A
Figura B
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Como derivación de todas estas consideraciones, el proceso paralelizado para realzar una 
imagen queda de la siguiente manera: Cada proceso recibe una fila de la imagen que el 
proceso maestro le envía, genera la información para la nueva imagen, le envía los resultados 
al proceso maestro y espera la información de la fila siguiente. El proceso maestro por su 
parte, lee una fila de la imagen, reparte la información entre los procesos restantes -  
quedándose por supuesto con la parte que le corresponde a sí mismo -, realiza la parte de la 
tarea que le toca mientras los procesos restantes hacen su parte, y por último recopila los 
resultados dejándolos en la nueva imagen. Toma otra fila de la imagen original y repite los 
pasos anteriores hasta haber procesado toda la información. Otra elección hubiese sido 
repartir toda la imagen, esperar que cada proceso haga toda su tarea, y por último, recopilar 
todos los resultados en el nodo correspondiente al proceso maestro o raíz. Se optó por la 
primera por el motivo ya mencionado anteriormente, que es el hecho de que las imágenes 
están grabadas en archivo y en consecuencia resulta ésta la mejor manera de manipular la 
información.
A continuación se muestra el algoritmo que implementa estos conceptos:
Cuerpo principal del proceso
R oot= 0 // se decide  que el p roceso  “ roo t” sea el núm ero  0
M P IJ N IT // In ic ia lización  de MPI
M P I_C O M M _rank(M P I_C O M M _W O R LD , m irank) // averigua  el núm ero  de p roceso  ( 0 a n-1)
Si m irank = root 
M aste r
Si no
S lave
// C ód igo  que debe e jecu ta r el p roceso  raíz 
// C ód igo  que deben e jecu ta r los procesos restan tes
M P I_F ina lize // Fin de la e jecución
Master (Código que ejecuta el proceso raíz)
M P I_C O M M _s ize (M P I_C O M M _W O R LD , can tP roc) // averigua  el núm ero  de p rocesos 
O b tene r el núm ero  de filas (N) y de co lum nas (M) de la im agen
M P I_B roadcast(M , root, M P I_C O M M _W O R LD ) // Envía la in fo rm ación  a todos  los procesos 
M P I_B roadcast(N , .... root, M P I_C O M M _W O R LD )
// com puta  el núm ero  de co lum nas que le toca a cada proceso 
Para i=1 hasta  ca n tP ro c
C an tC o lu m n as  ¡ = M / can tP roc
Si i < M -  can tP roc  * can tC o lum nas ¡ en tonces can tC o lum nas ¡ = ca n tC o lu m na s  ¡ + 1
C rear la nueva  im agen sin datos
Para ¡=1 hasta  2 {
O b tene r la fila  / de la im agen
________ // R eparte  la in fo rm ación  entre  los procesos________________________________________
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Para p=1 hasta  can tP roc-2
M P I_S end (da tos  de la fila  i, C an tC o lum nas p+2, ..., p, ...) // Envía  al p roceso  p
M P I_S end (da tos  de la fila  i, C an tC o lum nas p+1, ..., C an tP roc-1 , ...) 
}
// Envía  al 
// ú ltim o  p roceso
// G raba la fila  1 en la nueva im agen (sin cam b ios) 
Para j=1 hasta  M
B (1 , j)  = A (1 , j)
Para i=3 hasta  N {
O b tene r la fila  i de la im agen
// R eparte  la in fo rm ación  entre  los procesos 
Para p=1 hasta  cantP roc-2
M P I_S end (da tos  de la fila  i, C an tC o lum nas p+2, ..., p, ...) // Envía  al p roceso  p
M P I_S end (da tos  de la fila  i, C an tC o lum nas p+1, ..., C an tP roc-1 , ...) // Envía  al 
// ú ltim o  proceso
// P rocesa  la parte  que le co rresponde  de la fila  i -1  
k = i — 1
Para j= 2  hasta  ca n tC o lum nas  root
B (k ,j)=1 /8  A (k-1, j-1 ) + 1/8 A (k-1, j) + 1/4 A (k , j)  + 1/8 A (k+1 ,j) + 1/8 A (k, j+1 )
// R ecop ila  la in fo rm ación  generada  por los procesos 
Para p=1 hasta  can tP roc
M P I_R ecv(da tos  para la fila  i - 1 ,  C an tC o lum nas p, ... , p, ...) // R ec ibe  del proc. p
G raba r fila  i-1 en la nueva im agen
}
// G raba la fila  N en la nueva im agen (sin cam b ios) 
Para j=1 hasta  M
B(n, j)  = A(n, j)
Slave (Código que ejecutan todos los procesos excepto el proceso raíz)
M P I_B roadcast(M , .... root, M P I_C O M M _W O R LD ) // R ecibe  de “ roo t” las d im en s ion es  de
M P I_B roadcast(N , root, M P I_C O M M _W O R LD ) // la im agen
// com puta  el núm ero  de co lum nas que le toca 
C an tC o lum nas m¡rank = M / can tP roc
Si i < M -  ca n tP ro c  * can tC o lum nas m¡rank entonces can tC o lum nas mirank = ca n tC o lu m na s  mirank + 1
// R ecibe de “ roo t” las dos p rim eras filas 
Para i=1 hasta  2 {
Si m irank  = ca n tP ro c  -1
M P I_R ecv(da tos  de la fila  i, C an tC o lum nas  mirank+1, root, ...) // R ec ibe  de “ roo t”
Si no
M P I_R ecv(da tos  de la fila  i, C an tC o lum nas mirank+2, root, ...) // R ecibe  de “ roo t”
}
Para i=3 hasta  N {________________________________________________________________________________
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Si m irank  = can tP roc  -1
M P I_R ecv(da tos  de la fila  i, C an tC o lum nas mjrank+1, •... root, ...) // R ec ibe  de “ ro o f
M P I_R ecv(da tos  de la fila  i, C an tC o lum nas m¡rank+2, .. root, ...) // R ec ibe  de “ ro o f
// P rocesa  la parte  que le co rresponde  para la fila  i -  1 
k = i -1
Para j=1 hasta  can tC o lum nas m¡rank
B (k,j)=1 /8  A(k, j-1 ) + 1/8 A (k-1, j) + 1/4 A(k, j) + 1/8 A (k+1 ,j) + 1/8 A(k, j+ 1 )
M P I_S end (da tos  para la fila i - 1 ,  C an tC o lum nas  m¡rank, , root, ...) // Envía  a “ roo t”
// el resu ltado
}
El algoritmo da lugar a un par de comentarios:
■ Notar que el proceso raíz envía a cada proceso CantColumnas ¡ +2 columnas de datos, es 
decir, le envía las columnas que debe procesar más las dos columnas adyacentes que le 
sirven para poder realizar la operación. La excepción son los dos procesos de los bordes 
de la imagen. Uno de ellos es él mismo y el otro es el último proceso. Por lo tanto a éste 
le envía sólo una columna de más que es la que está a la izquierda de las que debe 
procesar. Al recopilar los datos resultantes, el proceso raíz recibe por supuesto solamente 
la cantidad de columnas exactas que cada uno procesó.
■ El proceso raíz envía primero las dos primeras filas y recién a partir de la tercera los 
procesos comienzan a operar sobre los datos. Esto es simplemente porque de otra manera 
los mismos no dispondrían de toda la información para realizar los cálculos.
58
Seguimiento de Trayectorias en Visión por Computadora
Reconocimiento de Objetos
El proceso de reconocimiento de objetos tal como se vio en la primera solución, se simplificó 
a una tarea de thresholding (para separar la zona de objetos de la zona del fondo) en 
conjunto con un procedimiento de labeling (para separar los distintos objetos de la escena). 
La paralelización de este procedimiento se basa en la misma idea pero introduce algunos 
detalles que ahora se verán.
En principio la aplicación de paralelismo en este algoritmo es similar a la del procedimiento 
de realce de imágenes. También en este caso se tiene al proceso “raíz” haciendo las veces de 
intermediario entre la imagen y los procesos restantes. Este proceso reparte las columnas de 
la imagen en forma equitativa entre los distintos procesos y luego cada uno realiza una parte 
de la operación general. La parte de la tarea que le corresponde a cada proceso consiste en 
recorrer la subimagen que se le asignó tratando de extraer de ella toda la información relativa 
a los objetos candidatos. Esto implica realizar los mismos pasos de segmentación e 
identificación de objetos vistos anteriormente. Para resumir la operación, todos los procesos 
envían la información obtenida al proceso raíz de modo que el resultado del proceso de 
reconocimiento de objetos en la imagen queda centralizado en un único nodo.
El siguiente algoritmo muestra cómo se desarrolla la tarea de reconocimiento en forma 
paralela para el proceso master en primer lugar, y para los restantes después:
Master (Código que ejecuta el proceso raíz)
M P I_C O M M _s ize (M P I_C O M M _W O R LD , can tP roc) // averigua  el núm ero  de p rocesos 
O b tene r el núm ero  de filas (N) y de co lum nas (M) de la im agen
M P I_B roadcast(M , ..., root, M P I_C O M M _W O R LD ) // Envía  la in fo rm ación  a todos  los procesos 
M P I_B roadcast(N , .... root, M P I_C O M M _W O R LD )
// com puta  el núm ero  de co lum nas que le toca a cada  proceso 
Para i=1 hasta  can tP roc
C an tC o lu m n as  ¡ = M / can tP roc
Si i < M -  ca n tP ro c  * can tC o lum nas ¡ en tonces can tC o lum nas ¡ = ca n tC o lu m na s  ¡ + 1
Para ¡=1 hasta  N {
O b tene r la fila  i de la im agen
// R eparte  la in fo rm ación  entre  los procesos 
Para p=1 hasta  can tP roc-2
M P I_S end (da tos  de la fila i, C an tC o lum nas p+2, ..., p, ...) // Envía  al p roceso  p
M P I_S end (da tos  de la fila  i, C an tC o lum nas p+1, .... C an tP roc-1 , ...) // Envía  al
// ú ltim o  proceso
// P rocesa  la parte  que le co rresponde  de la fila  i
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Para j= 2  hasta  ca n tC o lum nas  root
{
to m a r el punto Pij
co m p a ra r su va lo r de in tens idad  de g ris  contra  t
si es m ayor
ana liza r la conectiv idad  con sus vec inos  para ve r a qué ob je to  pertenece  
si pe rtenece  a un único ob je to  ya encon trado
co loca r la e tiqueta  co rrespond ien te  a ese ob je to  
a c tua liza r los datos del ob je to  con los da tos del punto Pij 
si no, si pertenece  a va rios ob je tos cand ida tos
com b ina r la in fo rm ación  de los ob je tos, de jando  uno so lo  
co loca r la e tiqueta  co rrespond ien te  a ese ob je to  
a c tua liza r los da tos del ob je to  con los da tos del punto Pij
si no
asoc ia rle  una e tiqueta  nueva
crea r un ob je to  nuevo con los da tos del punto  Pij
}
Para cada  ob je to  encon trado
Si no cum p le  con los requ is itos  p rede te rm inados para se r un ob je to  de in terés 
D esca rta r el ob je to
// R ecop ila  la in fo rm ación  de ob je tos encon trados por los p rocesos
Para p=1 hasta  can tP roc
M P I_R ecv(< in fo  obj >, ... , p, ...)// R ecibe  del proc. p
}
Slave (Código que ejecutan todos los procesos excepto el proceso raíz)
M P I_B roadcast(M , .... root, M P I_C O M M _W O R LD ) // R ecibe  de “ roo t” las d im en s ion es  de
M P I_B roadcast(N , ..., root, M P I_C O M M _W O R LD ) // la im agen
// com puta  el núm ero  de co lum nas que le toca 
C an tC o lum nas mlrank = M / can tP roc
Si i < M -  ca n tP ro c  * ca n tC o lum nas  mirank entonces can tC o lum nas mirank = can tC o lu m na s  mlrank + 1
Para i=1 hasta  N {
Si m irank  = can tP roc  -1
M P I_R ecv(da tos  de la fila  i, C an tC o lum nas m¡rank+1, ■ root, ...) // R ecibe  de “ roo t’
M P I_R ecv(da tos  de la fila  i, C an tC o lum nas m¡rank+2, .. root, ...) / / R ecibe  de “ roo t’
// P rocesa  la parte  que le co rresponde  de la fila  i
Para j= 2  hasta  can tC o lum nas mjrank
{
to m a r el punto Pij
co m p a ra r su va lo r de in tens idad  de gris contra  t 
si es m ayor
ana liza r la conectiv idad  con sus vec inos  para ve r a qué ob je to  pertenece  
si pertenece  a un único ob je to  ya encon trado
co loca r la e tiqueta  co rrespond ien te  a ese ob je to  
ac tua liza r los da tos del ob je to  con los da tos del punto Pij 
si no, si pertenece  a va rios ob je tos cand ida tos
com b ina r la in fo rm ación  de los ob je tos, de jando  uno so lo
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co lo ca r la e tique ta  co rrespond ien te  a ese ob je to  
ac tua liza r los da tos del ob je to  con los da tos  del punto  Pij
si no
asoc ia rle  una e tique ta  nueva
crea r un ob je to  nuevo con los da tos del punto  Pij
}
Para cada ob je to  encon trado
Si no cum p le  con los requ is itos  p rede te rm inados para se r un ob je to  de in terés 
D esca rta r el ob je to
M P I_S end (< in fo  o b j.>, ... , root, ...) // Envía  a “ roo t” la info. de ob je tos  e ncon trados
}
En el mejor de los casos, al finalizar la tarea cada proceso obtendrá como resultado un 
subconjunto de los objetos de la imagen. La suma de todos estos subconjuntos será el 
conjunto total de los objetos que se encuentran en la imagen.
Pero esta solución tiene un problema. A veces la suma de todos los resultados es un resultado 
parcial ya que es posible que uno o más objetos hayan quedado “partidos” a lo largo de dos o 
más subimágenes, es decir, que no van a ser completamente identificados por un único 
proceso. El ejemplo dado al principio es una muestra clara de esta situación. En la imagen 
hay un triángulo que ninguno de los tres procesos va a reconocer; cada uno verá sólo una 
parte del mismo.
La solución que se encontró para estos casos fue que cada proceso identifique entre todos los 
objetos candidatos encontrados aquellos que están “pegados” al borde izquierdo. Esto es una 
indicación bastante certera de que se trata de un objeto que continúa en la subimagen 
adyacente. La excepción por supuesto es el caso del proceso que posee la primera subimagen, 
la cual no linda con ninguna otra. En esta situación, el proceso envía la información 
relacionada con el objeto al proceso que tiene la tarea de procesar la subimagen de la 
izquierda. A partir de ese momento “se olvida” que encontró ese objeto; se lo delega al otro 
proceso y lo descarta de su propio conjunto de objetos.
Sea el punto de vista del otro proceso, el que tiene la subimagen de la izquierda. Después de 
la primera parte del procedimiento, este proceso obtuvo, como cada uno de los otros, un 
determinado conjunto de objetos. Probablemente alguno de estos objetos está sobre el borde 
derecho de la subimagen. La idea entonces es que al recibir la información del proceso vecino 
verifique si coincide con la frontera de alguno de estos objetos lindantes con el borde 
derecho.
En el caso que haya coincidencia, el proceso unifica la información, sumando la del objeto 
“heredado” con la del objeto propio.
El siguiente es un ejemplo muy sencillo de la situación planteada:
Proceso Proceso
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En este ejemplo el proceso B encuentra la elipse, a la cual considera un objeto propio, y el medio triángulo, que 
al estar sobre su margen izquierdo, lo envía al proceso A. A su vez, el proceso A encuentra el paralelogramo, y 
el otro medio triángulo que luego de recibir la información del proceso B, reconstruye para obtener la 
información del triángulo completo.
En los bordes de las subimágenes no siempre va a haber coincidencia. Es el caso por ejemplo 
de la siguiente figura:
Proceso Proceso
En este caso el proceso B envía la información del rectángulo encontrado al proceso A, pero 
resulta que éste no coincide con ninguno de los objetos propios de A. Si es este el caso el 
proceso que recibe este objeto lo agrega como un objeto nuevo. Es claro que ésta no va a ser 
la situación más común, ya que es muy poco probable que un objeto en una imagen tenga un 
borde vertical perfecto, y además que éste coincida exactamente con el borde de una 
subimagen.
Volviendo al algoritmo principal, queda pendiente ver cómo termina. Recién cuando se han 
resuelto todos los temas de objetos “cortados”, cada proceso puede decidir descartar aquellos 
objetos que no son relevantes (por ejemplo porque el área que ocupa no alcanza el mínimo 
establecido para que sea considerado como un objeto). Por último cada uno de los procesos 
envía al proceso maestro la información final de los objetos encontrados, con lo cual finaliza 
el procedimiento.
Todas estas ideas se reflejan en el algoritmo mejorado:
Master (Código que ejecuta el proceso raíz)
M P I_C O M M _size (M P I_C O M M _W O R LD , can tP roc) // averigua  el núm ero  de p rocesos 
O b tene r el núm ero  de filas (N) y de co lum nas (M) de la im agen
M P I_ B roa dca s t(M ...... root, M P I_C O M M _W O R LD ) // Envía  la in fo rm ación  a todos los procesos
M P I_B roadcast(N , .... root, M P I_C O M M _W O R LD )
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II com puta  el núm ero  de co lum nas que le toca  a cada proceso 
Para i=1 hasta  can tP roc
C an tC o lum nas  ¡ = M / can tP roc
Si i < M -  ca n tP ro c  * ca n tC o lum nas  ¡ en tonces can tC o lum nas ¡ = ca n tC o lu m na s  ¡ + 1
Para i=1 hasta  N {
O b tene r la fila  i de la im agen
// R eparte  la in fo rm ación  entre  los procesos
Para p=1 hasta  can tP roc-2
M P I_S end (da tos  de la fila i, C an tC o lum nas p+2, p, ...) // Envía  al p roceso  p
M P I_S end (da tos  de la fila  i, C an tC o lum nas p+1, C an tP roc-1 , ...) //  Envía  al
// ú ltim o  p roceso
// P rocesa  la parte  que le co rresponde  de la fila  i
Para j= 2  hasta  can tC o lum nas root
{
to m a r el punto Pij
co m p a ra r su va lo r de in tens idad  de gris contra  t 
si es m ayor
ana liza r la conectiv idad  con sus vec inos para ve r a qué ob je to  pertenece  
si pe rtenece  a un único ob je to  ya encon trado
co loca r la e tiqueta  co rrespond ien te  a ese ob je to  
a c tua liza r los datos del ob je to  con los da tos del punto Pij 
si no, si pe rtenece  a va rios ob je tos cand ida tos
co m b ina r la in fo rm ación  de los ob je tos, de jando  uno so lo  
co loca r la e tiqueta  co rrespond ien te  a ese ob je to  
a c tua liza r los datos del ob je to  con los da tos del punto Pij
si no
asoc ia rle  una e tiqueta  nueva
crea r un ob je to  nuevo con los da tos del punto Pij
}
// R ecop ila  la in fo rm ación  de ob je tos encon trados sobre  el borde
// por el p roceso  de su derecha
M ientras proc.1 tiene ob je tos sobre  su borde izqu ierdo
M P I_R ecv(< in fo  obj.>, . . . .  1, ...) // R ecibe  del proc. 1 un ob je to
Si co inc ide  con un ob je to  prop io  sobre  la derecha 
U n ifica r
Si no
A g reg a r nuevo ob je to  
Para cada  ob je to
Si no cum p le  con los requ is itos  p rede te rm inados para se r un ob je to  de in terés 
D esca rta r el ob je to
// R ecop ila  la in fo rm ación  de ob je tos “e n te ro s ” encon trados por los p rocesos 
Para p=1 hasta  can tP roc
M P I_R ecv(< in fo  obj.> , ... , p, ...)// R ecibe  del proc. p
}
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Slave (Código que ejecutan todos los procesos excepto el proceso raíz)
M P I_ B roa dca s t(M .......root, M P I_C O M M _W O R LD ) // R ecibe  de “ roo t” las d im en s ion es  de
M P I_B roadcast(N , root, M P I_C O M M _W O R LD ) // la im agen
// com puta  el núm ero  de co lum nas que le toca 
C an tC o lum nas mirank = M / can tP roc
Si i < M -  ca n tP ro c  * ca n tC o lum nas  mirank en tonces can tC o lum nas m¡rank = ca n tC o lu m na s  mjrank + 1
Para i=1 hasta  N {
Si m irank  = can tP roc  -1
M P I_R ecv(da tos  de la fila  i, C an tC o lum nas m¡rank+ 1, .. root, ...) // R ecibe  de "roo t’
M P I_R ecv(da tos  de la fila  i, C an tC o lum nas m¡rank+2, .. root, ...) // R ecibe  de “ ro o f
// P rocesa  la parte  que le co rresponde  de la fila  i 
Para j= 2  hasta  can tC o lum nas m¡rank 
{
to m a r el punto Pij
co m p a ra r su va lo r de in tens idad  de g ris  contra  t 
si es m ayor
ana liza r la conectiv idad  con sus vec inos  para ve r a qué  ob je to  pertenece  
si pe rtenece  a un único ob je to  ya encon trado
co loca r la e tiqueta  co rrespond ien te  a ese ob je to  
a c tua liza r los datos del ob je to  con los da tos del punto  Pij 
si no, si pertenece  a va rios ob je tos cand ida tos
com b ina r la in fo rm ación  de los ob jetos, de jando  uno so lo  
co loca r la e tiqueta  co rrespond ien te  a ese ob je to  
ac tua liza r los da tos del ob je to  con los da tos del punto Pij
si no
asoc ia rle  una e tiqueta  nueva
crea r un ob je to  nuevo con los da tos del punto  Pij
}
// R ecop ila  la in fo rm ación  de ob je tos encon trados sobre el borde 
// por el p roceso  de su derecha 
Si m irank<  can tP roc  -  1
M ientras proc.m irank+1 tiene ob je tos  sobre  su borde izqu ierdo
M P I_R ecv(< in fo  o b j.> ....... m irank+1, ...) // R ecibe del proc. m irank+1 un ob je to
Si co inc ide  con un ob je to  prop io  sobre  la derecha 
U n ifica r
Si no
A g rega r nuevo ob je to
Para cada  ob je to
Si está  sobre  su borde izqu ierdo
M P I_S end(< in fo  o b j.> ........m irank-1 , ...) // Envía al proc. m irank-1 un ob je to
Si no
Si no cum p le  con los requ is itos  p rede te rm inados para se r un obj. de in terés 
D esca rta r el ob je to
// Envía  al p roceso  m aste r la in fo rm ación  de ob je tos "e n te ros ” encon trados 
M P I_S end (< in fo  o b je to s> ....... root, ...) // Envía al p roceso  root
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Con respecto a la unificación de las partes de objetos, hay que notar que es necesario que en 
primer lugar se reciba la información de un proceso -  en este caso del de la derecha - y 
después se envíe la información propia a otro -  el de la izquierda. Para entenderlo basta 
retomar el ejemplo de las figuras. El proceso del centro recibe la porción del triángulo que 
encontró el de la derecha, y la une con la parte del triángulo que el mismo encontró. Luego 
envía este objeto -  unión de las dos partes -  al primer proceso, el cual unifica todo y obtiene 
como resultado la representación completa del triángulo original. ¿Qué pasaría si el orden 
fuera inverso? El proceso central enviaría la información que tiene al proceso de la izquierda. 
Aquél uniría esa información con la propia, obteniendo una figura que no es el triángulo de la 
imagen. Nuevamente el proceso del centro recibe el pedacito de triángulo del tercer proceso, 
y lo considera un objeto nuevo. Como resultado no se obtiene la figura original, sino dos 
figuras separadas.
Estructuras de Datos
Como en la solución secuencial, también en ésta la información de objetos y etiquetas se 
mantiene en archivos. Salvo por un pequeño agregado, éstos conservan la estructura original. 
Cada proceso maneja sus propios archivos de etiquetas y de objetos. El de etiquetas 
corresponde a la parte de la subimagen que cada uno procesa. Luego de finalizado el proceso 
de reconocimiento de objetos, el archivo de objetos, contiene: 
toda la información de los objetos que encuentra, más
la información que agrega en el caso que unifique la propia con la enviada por el proceso 
de la derecha, 
y no tiene:
- aquella información que encontró originalmente, pero que después delegó al proceso de la 
izquierda.
Como excepción está el proceso raíz, que, como se vio, al terminar el proceso tiene toda la 
información de todos los objetos de la imagen.
El agregado que se mencionó está en la estructura del archivo de objetos, en la cual aparecen 
dos datos nuevos:
■ Borde izquierdo: Indica si el objeto en cuestión limita a la izquierda
■ Borde derecho: Indica si el objeto en cuestión limita a la derecha
Como se puede adivinar, estos nuevos datos sirven para la segunda parte del procedimiento. 
Cuando los procesos colaboran entre sí para el armado de los objetos que quedaron 
“partidos”, usan estos datos como banderas para determinar si un objeto “cae” o no sobre el 
borde. Para completar la operación también se valen del archivo de etiquetas que les permite 
resolver cuándo dos objetos coinciden o no en los bordes.
Selección del Threshold
Como se vio en la solución secuencial, para la selección del threshold se eligió un método 
iterativo. Este método comienza con la selección de un valor estimado y continúa con un 
ciclo que mejora el valor del threshold y que se repite hasta que ese valor se estabiliza.
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Sea la primer parte: La selección del valor inicial. Igual que antes, se toma el valor medio de 
los puntos de la imagen. Un cálculo secuencial de este número -  ya visto en la solución 
secuencial - es tan simple como lo muestra este cuadro:
Total = 0
Para i = 1 hasta  n
Para j = 1 hasta  m
Tota l = Tota l + A  (i, j)
Thresho ld  = Tota l / ( n * m )
Para la resolución paralela de este cálculo se resolvió dividir las columnas de la imagen entre 
los distintos procesos de la misma manera que se hizo para el caso del realce de imágenes. 
Cada proceso entonces se ocupa de sumar los valores de todos los puntos de las columnas de 
la imagen que le fueron asignadas. Luego, entre todos realizan una suma en conjunto. Como 
resultado de esta suma, en cada nodo queda el total calculado equivalente al valor “Total” del 
algoritmo secuencial. Por último cada proceso realiza la división y así cada uno obtiene como 
resultado el valor que se esperaba. Como en los casos anteriores también existe el proceso 
raíz que reparte la información entre los demás procesos. El algoritmo queda como sigue:
Cuerpo principal del proceso
M P I_ C O M M _rank(M P I_C O M M _W O R LD , m irank) // averigua  el núm ero  de p roceso  ( 0 a n-1) 
Si m irank  = roo t
M aste r // C ód igo  que debe  e jecu ta r el p roceso  raíz
Si no
S lave // C ód igo  que deben e jecu ta r los procesos restan tes
Master (Código que ejecuta el proceso raíz)
A ve rigua  el núm ero  de p rocesos
O btiene  el núm ero  de filas  (n) y de co lum nas (m) de la im agen y la envía  a todos los p rocesos 
C alcu la  el núm ero  de co lum nas que le toca a cada  proceso
M iS um a = 0
Para i=1 hasta  N {
O b tene r la fila  / de la im agen
// R eparte  la in fo rm ación  entre  los procesos 
Para p=1 hasta  cantP roc-1
________________ M P I_S end (da tos  de la fila  i, C an tC o lum nas p, ..., p, ...) //  Envía  al p roceso  p
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// S um a las co lum nas que le co rresponden  de la fila i 
P a ra j= 1  hasta  can tC o lum nas root 
M iS um a = M iS um a + A(i, j)
}
M PI_A IIR educe( M iS um a, Tota l, .... , M P I_ S U M ...... )
T hresho ld  = T o ta l / (n * m)
Slave (Código que ejecutan todos los procesos excepto el proceso raíz)
R ecibe de “ roo t” las d im ens iones de la im agen (n, m) 
C om pu ta  el núm ero  de co lum nas que le toca p rocesa r
M iS um a = 0 
Para i=1 hasta  N {
// R ec ibe  de “ roo t” la in fo rm ación  de la fila  i 
M P I_R ecv(da tos  de la fila  i, C an tC o lum nas m¡rank, root, ...)
// Sum a las co lum nas que le co rresponden  de la fila i 
Para j=1 hasta  ca n tC o lum nas  mirank 
M iS um a = M iS um a + A(i, j)
}
M PI_A IIR educe( M iS um a, T o ta l.........M PI_SU M , ....)
Thresho ld  = T ota l / (n * m)
En esta primer parte del algoritmo para la selección del threshold se introdujo una operación 
de reducción global: MPI_AIIReduce. En este caso todos los procesos colaboran entre sí 
para realizar la suma de sus respectivas sumas parciales. El tipo de operación a realizar es 
indicado con la constante MPI_SUM que indica “sumar” y corresponde a una de las 
operaciones predefinidas provistas por MPI. Los valores que se suman son los 
correspondientes a MiSuma y el total queda almacenado en la variable Total. En este caso, el 
totoal calculado queda disponible en cada uno de los procesos que participan de la operación. 
Esto difiere de la versión más simple MPI_Reduce introducida al explicar los fundamentos 
de MPI, donde el resultado de la operación queda sólo disponible en el nodo raíz.
Una vez obtenido el valor inicial, falta realizar el ciclo para la búsqueda del valor definitivo. 
La idea del algoritmo es dividir la imagen en dos regiones dependiendo de si los valores de 
los puntos están por arriba o por debajo del threshold inicial. El ciclo se repite hasta que en 
dos iteraciones sucesivas el valor permanezca sin cambios. La paralelización de este 
algoritmo es bastante similar a la anterior. Los procesos se reparten las columnas y calculan 
las sumas parciales, en esta caso, correspondientes a cada una de las dos regiones. Luego, 
mediante una operación conjunta calculan las dos medias. Finalmente cada uno hace el 
cálculo del nuevo valor para el threshold y decide si debe repetir o no el ciclo.
El algoritmo secuencial queda modificado como sigue:
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Master (Código que ejecuta el proceso raíz)
/* V ariab les:
m1 Anterior, m2Anterior. los va lo res m ed ios de las reg iones en el c ic lo  an te rio r.
threshold', el va lo r del th resho ld  que se esta  ca lcu lando
R1, R2: la sum a de los va lo res de los puntos en las dos reg iones
cantPuntosI, cantPuntos2: La cantidad  de pun tos en las reg iones R1 y R2 respec tivam en te  
A(i, j): El va lo r del punto  de la im agen en la posic ión  (i, j)
m1 A n te rio r = m 2A n te rio r = 0
th resho ld  = m1 = m2 = *m ed ia  de la im agen*
M ientras (m IA n te r io r  <> m1 y m 2A nte rio r <> m2)
{
R1 = R2 = cantPuntosI = cantPuntos2 = 0 
Para ¡=1 hasta  n 
{
O b te ne r la fila  i de la im agen
// R eparte  la in fo rm ación  entre  los procesos 
Para p=1 hasta  cantP roc-1
M P I_S end(da tos  de la fila  i, C an tC o lum nas p, .... p, ...) // Envía  al p roceso  p
// P rocesa las co lum nas que le co rresponden  de la fila i
Paraj=1 hasta Columnasroot
Si A(i, j)  < th resho ld  en tonces 
R1 = R1 + A ( i, j)  
ca n tP u n to s I = ca n tP u n to s I + 1
Si no
R2 = R2 + A(¡, j) 
can tP un tos2  = can tP un tos2  + 1
}
// En tre  todos  rea lizan la sum a de todas las sum as parc ia les
// El resu ltado  queda en las m ism as va riab les  En R1, R2, ca n tP u n to s I y can tP un tos2  
// donde  cada  uno ca lcu ló  son sum as loca les 
M P I_A IIR educe( R1, R1, .... , M PI_SU M , ....)
M P I_A IIR educe( R2, R 2 ...... .. M P I_ S U M ...... )
M P I_A IIR educe( c a n tP u n to s I, c a n tP u n to s I , ...... M P I_ S U M  )
M P I_A IIR educe( cantP un tos2, c a n tP u n to s 2 ,...... M P I_ S U M  )
// C ada uno rea liza  los cá lcu los  fina les en fo rm a  local 
m IA n te r io r  = m1 
m 2A n te rio r = m2 
m l = R1 / ca n tP u n to s I 
m 2 = R2 / can tP un tos2  
th resho ld  = (m1 + m 2) / 2 
}
El código ejecutado por cada uno de los otros procesos es similar, con la diferencia que en 
lugar de enviar los datos como lo hace el raíz, recibe de aquél la información que le 
corresponde.
Notar que al terminar la operación de selección, todos los procesos tienen el resultado de la 
operación. Es necesario que así sea, ya que este valor es utilizado por cada uno durante la 
fase de reconocimiento de objetos.
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A r e a :  285  
I n t e n s i d a d :  35 
P o s i c i ó n :  ( 1 3 5 ,  191 )
Ejemplo de reconocimiento de objetos con 1, 2 y 3 procesos
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A r e a :  6442  
I n t e n s i d a d :  30 
P o s i c i ó n :  ( 7 8 , 9 5 )
A r e a :  6720  
I n t e n s i d a d :  37 
P o s i c i ó n :  ( 1 6 2 , 1 6 1 )
A) E j e c u c i ó n  c o n  1 p r o c e s o
Ejemplo de reconocimiento de objetos con 1, 2 y 3 procesos
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Parte II - Seguimiento de Trayectorias
Ya se han identificado los objetos de las imágenes. Ahora sigue el armado de las trayectorias. 
Retómese la solución secuencial del problema. Siendo Pi, P2, ..., Pk los conjuntos de objetos 
encontrados en una secuencia de k imágenes, para cada imagen P¡ se tomaban los objetos y se 
los “enganchaba” en las trayectorias armadas para las imágenes anteriores siguiendo este 
algoritmo:
Para cada  ob je to  ex is ten te  en el cuad ro  k+1 c rea r una trayec to ria  fan tasm a
II C a lcu la  la m áx im a  desv iac ión  g loba l 
Para i=1 hasta  m-1
Para j= i+1  hasta  m
Si en el in te rcam bio  se cum p len  las restricc iones de dmax, ca lcu la r 
G yk = M>(P¡k' 1, Pik, P¡k+1) + <j> (P jk' \  Pjk, Pjk+1)l -  
[<(> (P¡k'1, P¡k, Pjk+1) + (j) (Pjk'1, Pjk, P,k+1)]
T om a r el par ij con m áxim a gananc ia  (Gy)
Si la gananc ia  Gy es m ayor que cero  en tonces
In te rca m b ia r los pun tos del cuad ro  k+1, Pjk+1 con Pjk+1.
G rabar el resu ltado  de este  paso en el a rch ivo  de trayec to rias
donde m es el número máximo de objetos entre las 3 imágenes más recientes, más un número 
igual de trayectorias fantasmas. Se había visto que toda la información relacionada con las 
distintas trayectorias se iba guardando en un archivo de trayectorias a medida que se 
avanzaba en el procedimiento. En memoria principal siempre se tenía la información de los 
últimos tres cuadros por una cuestión de performance y de facilidad de procesamiento. 
Repasando la solución dada, el procedimiento secuencial para realizar el seguimiento de 
trayectorias de objetos se puede resumir de la siguiente manera: Se trata de un ciclo repetitivo 
en el cual, a medida que se dispone de nuevos cuadros de una secuencia de imágenes, se 
actualizan las trayectorias armadas para los cuadros anteriores, con los objetos identificados 
en el nuevo cuadro. Es decir, sea la instancia donde hay que procesar el cuadro i. Se tienen N 
trayectorias incompletas, identificadas en los i-1 cuadros anteriores. El siguiente paso es, 
entonces, "enganchar" en las trayectorias anteriores los x objetos identificados en el cuadro 
Para hacer esto, es necesario realizar varias operaciones de comparación para determinar cuál 
es la disposición de objetos que da un mejor conjunto de trayectorias.
Como resultado de estas operaciones probablemente haya que intercambiar el orden de 
algunos de los objetos hallados. Si es así, el ciclo se repite hasta que no haya más 
intercambios. Si n es el máximo entre la cantidad de trayectorias armadas, y el número de 
objetos encontrados en el nuevo cuadro, la cantidad de operaciones de comparación o 
verificación a realizar en cada ciclo es (n-1) + (n-2) + ... + 7. Es fácil comprobar que esta 
suma es igual a:
n -1
E i=  [ ( n - 1 ) 2 + n - 1  ] / 2
i = 1
Para eso observar el siguiente gráfico de muestra:
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0
0 0
0 0 0 n = 5
0 0 0 0
Cada punto representa una de las operaciones a realizar. Suponiendo que los puntos miden 
lxl, la cantidad de puntos es igual a la superficie del triángulo por debajo de la diagonal que 
va desde el ángulo superior izquierdo hasta el ángulo inferior derecho, más la superficie de 
los puntos por arriba de esa diagonal. La primera es [ (n-1)2 ] / 2. Falta considerar los 
“medios puntos” que están por encima de la diagonal. La diagonal completa tiene (n-1) 
puntos, por lo tanto la medida de la mitad es (n-1) / 2. Juntando los dos términos se tiene la 
fórmula inicial.
Recuérdese que cada una de las operaciones a las que se esta haciendo mención es una 
función que consiste en lo siguiente: Se tienen dos ternas de puntos u objetos donde cada uno 
corresponde a una de tres imágenes consecutivas, y determina una posible trayectoria. La 
función verifica cuál combinación da una menor desviación total: Si las dos trayectorias 
dadas, o las que resultan de intercambiar el tercer punto de ambas ternas. Cuando el resultado 
es favorable para las ternas con el punto intercambiado, es cuando se debe realizar el 
intercambio mencionado.
Por supuesto la cantidad de intercambios de objetos y la cantidad de ciclos necesarios hasta 
que no haga falta más intercambios dependerán directamente del conjunto de datos de 
muestra.
Una paralelización inmediata consistiría en repartir equitativamente esas operaciones entre 
los distintos procesos. La forma de repartir sería como antes, es decir, en la medida de lo 
posible se repartiría entre todos la misma cantidad para cada uno. Si el número de 
operaciones no fuera múltiplo exacto del número de procesos, las operaciones sobrantes se 
repartirían una para cada uno de los primeros procesos. Por lo demás, todos realizarían las 
mismas funciones, con una copia local de los datos de las imágenes más recientes.
Los siguientes son algunos ejemplos de la cantidad de operaciones según el número de 
procesos:
N °  d e  
o b j e t o s
N °  d e  
o p e r a c i o n e  
s
2  p r o c e s o s 3 p r o c e s o s n  p r o c e s o s  
( * )
2 1
LOO 0 . 3 3 1 / n
3 3 1 . 5 1 3 / n
4 6 3 2 6 / n
5 10 5 3 . 3 3 1 0 / n
6 15 7 . 5 5 1 5 / n
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(*) OBS.: Nótese que la división de las tareas entre procesos se muestra como una división exacta con el fin de 
que el análisis sea más claro. Por supuesto en la implementación real, se reparte lo más equitativamente posible, 
lo cual no implica que a todos los procesos les corresponda exactamente la misma cantidad de tareas, ya que el 
número de tareas a repartir - en este caso son operaciones de comparación - no siempre es múltiplo exacto del 
número de procesos)
Para un número manejable de objetos -  en particular para el caso del presente proyecto -  el 
reparto de las operaciones resultaría en una cantidad minúscula de procesamiento a realizar 
por cada uno. Como desventaja, hay que tener en cuenta que además a esto se le suman los 
tiempos de envío de información entre procesos. Ante esta conclusión lo mejor es 
sencillamente descartar esta posibilidad y buscar una alternativa más adecuada.
La idea que surge es mirar la solución desde un nivel de menos refinamiento. Esta posibilidad 
se explica a continuación.
El problema en su expresión general consiste, como se vio, en identificar objetos en una 
secuencia para luego seguir sus trayectorias. La actualización de las trayectorias puede 
hacerse siempre que se haya completado la identificación de objetos en al menos tres 
imágenes de la secuencia.
Al disponer de más de un proceso para resolver este problema, una solución que aproveche 
esta situación podría ser la siguiente: en lugar de intentar paralelizar el algoritmo interno del 
seguimiento de trayectorias, separar las dos tareas centrales entre los distintos procesos. Esto 
es, por un lado se tiene un conjunto de procesos que realizan la identificación de objetos, 
mientras que un proceso aparte se ocupa de actualizar las distintas trayectorias.
Con esta propuesta se logra entonces superponer la parte de actualización de trayectorias con 
la fase de identificación de objetos en la imagen siguiente. Si se viera que ese tiempo es muy 
pequeño y mantiene al proceso responsable ocioso por mucho tiempo, se podría decidir que 
esta parte del procesamiento la realizar uno de los procesos del primer grupo.
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Parte III -  Integrando la Información
Ya se vieron las distintas partes que componen la solución. En el siguiente esquema se 
representan todas las piezas juntas para dar una idea resumida de cómo funciona la solución 
planteada.
/ Secuencia de Imágenes
El marco identifica las tareas a realizar, las cuales son repetitivas. El proceso raíz -  en este 
caso el proceso 0 -  ejecuta tanto la parte de identificación como la de actualización de 
trayectorias. El resto de los procesos únicamente ejecutan una y otra vez, según la cantidad de 
imágenes de la secuencia, la parte de identificación de objetos.
Si en el cuadro anterior correspondiente a la actualización de trayectorias se reemplaza 
“proc.O” por “proc.X”, se tendría representado el caso en que se tiene a un proceso dedicado 
para realizar esta función. Este proceso repetiría este procedimiento cada vez que los otros 
procesos terminan de identificar los objetos en una nueva imagen.
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EVALUACION DE LOS RESULTADOS
Introducción
BIBLIOTECA
FAC. DE INFORMÁTICA 
U.N.L.P.
El objetivo central del proyecto fue desarrollar algoritmos que permitan obtener 
resultados en tiempos aceptables considerando el origen del problema. En consecuencia para 
evaluar el cumplimiento de este objetivo se realizarán en esta sección distintas pruebas 
comparando la respuesta de las dos soluciones planteadas frente a una misma situación. Para 
simplificar esta etapa final se comenzará por comparar la performance de los algoritmos más 
elementales, para finalmente realizar una evaluación general.
Para poder medir los diferentes algoritmos en función de los tiempos de procesamiento se 
utilizaron las funciones de MPI ya mencionadas provistas para tal fin: MPI_time(), etc. Para 
poder medir ambas soluciones de la misma manera, la implementación secuencial fue 
compilada con la librería MPI y se incorporó al código la utilización de estas funciones.
En primer lugar se presentarán consideraciones generales que darán la base para realizar la 
evaluación sobre las soluciones planteadas. Después se detallará en particular la evaluación 
aplicada a cada parte de la solución y se presentarán los resultados obtenidos.
Generalidades
Speed-up y Eficiencia
Con el fin de evaluar la performance de las dos soluciones dadas, dos términos a tener 
en cuenta son: speed-up y eficiencia, los cuales se explican más abajo.
La razón principal de tener múltiples procesadores es poder resolver un problema más rápido. 
Sería de esperar que cuantos más procesadores se utilicen más rápido se resolverá el 
problema. Sin embargo, en algún punto los tiempos de coordinación y comunicación entre 
procesos empiezan a dominar el problema con lo cual el resultado es el contrario al esperado. 
Idealmente se quisiera que la ineficiencia sea mínima. Si se toma el ideal como parámentro, 
se puede medir cuán lejos está la implementación de ese ideal.
En el mejor caso, el tiempo para ejecutar una solución decrece proporcionalmente al número 
de procesos. Esto es, si:
N  = número de procesos
Ty = tiempo para usar el problema usando N procesos 
a medida que N  crece, Ty  debería decrecer. En el caso ideal:
Tn = T , / N  o N = T ¡ / T n
Esta última fórmula da un indicador de speed-up, es decir que en el caso ideal, tener N  
procesos reduciría los tiempos N  veces. En general:
T ¡ / T n < N
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El cociente entre speed-up real en N procesos y el ideal, da una medida para la eficiencia. 
Formalmente:
eficiencia = real /  ideal = speed-up real en Nprocesos /  N
La eficiencia se mide en un número <1, o como porcentaje: <100%. Intuitivamente, valores 
bajos de eficiencia representan desperdicio de potencia de procesamiento.
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Tamaño del problema y tamaño de la máquina
En general para cada parte de la solución paralela el tiempo total de ejecución se 
puede dividir en dos componentes:
Por un lado está la parte del problema que fue paralelizada. Esta es la parte donde agregar 
procesadores realmente reduce los tiempos, incluso muy cerca del ideal. Sea Tp el tiempo 
ocupado para ejecutar esta parte del problema en la solución secuencial.
Va a haber asimismo otra parte del problema que es inherentemente secuencial o no 
paralelizable. Esta parte no va a ser más rápida agregando procesadores puesto que debe ser o 
bien ejecutada al menos una vez por cada proceso, o bien por un único proceso mientras el 
resto está ocioso esperando algún resultado del primero. Llamando Ts al tiempo que lleva 
ejecutar esta parte del problema, se tiene:
T, = TS + Tp
Ts es un límite inferior inamovible para los tiempos de procesamiento; es decir, Tp ( Ts 
independientemente de N. Se puede reducir el tiempo Tp agregando más procesos, pero no se 
puede reducir Ts. Por lo tanto se puede pretender en el mejor de los casos tener la siguiente 
igualdad:
Tp = Ts + (Tp /  N)
El problema clave es que la fracción del tiempo total de ejecución correspondiente a la parte 
no paralelizable, Ts/ Tp impone un límite en la reducción de los tiempos independientemente 
del número de procesos. Entonces cuanto más grande sea esta fracción, menos eficiente será 
la solución paralela que se proponga. Es importante tener en cuenta que este factor no es una 
constante, sino que varía con el tamaño del problema. A medida que el tamaño del problema 
cambia, el factor Ts/ Ti cambia también; típicamente Tp crece mucho más rápido que Ts.
Como consecuencia de lo planteado, queda claro que una completa evaluación debería 
extenderse al menos sobre dos parámetros
(1) El tamaño del problema
(2) El número de procesadores
que son los principales factores que influyen en los resultados finales. A esto hay que sumar 
el hecho de que la performance puede ser seriamente afectada tanto por operaciones de I/O, 
como por la cantidad de comunicaciones entre procesos.
Los conceptos vistos implican que una completa evaluación debe balancear factores de 
eficiencia, speed-up, costos de hardware y el tamaño del problema a ser resuelto. Se deben
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considerar distintos casos tanto sobre el rango de tamaños de problema sobre el cual se 
ejecutará la aplicación, como sobre el rango de tamaños de máquina o número de procesos 
utilizados. Esta idea se gráfica a continuación:
un
O
p
O.
"O
oE
- 3z
Tamaño del problema
_________ d
Medidas de performance
* Aceleración
* Eficiencia
* Tiempo de ejecución
* Otros
La Evaluación
Para poder determinar las características que debían tener las secuencias de imágenes 
de modo que la evaluación contemplara todas las situaciones posibles, se revisaron 
primeramente los algoritmos correspondientes a cada una de las partes del sistema. A partir 
de esta revisión se definieron 13 casos de prueba y se generaron las secuencias de imágenes 
necesarias (*). Seguidamente se evaluaron los algoritmos sobre cada uno de estos casos de 
prueba variando la cantidad de procesos y la cantidad de máquinas involucrados.
(*) El APENDICE E: Pruebas realizadas y resultados de la evaluación describe cada una de 
las pruebas realizadas incluyendo un detalle de los resultados obtenidos.
Disposición de los procesos en las m áquinas
Todo el conjunto de pruebas fue realizado disponiendo un proceso por máquina. Una 
alternativa hubiera sido distribuir los procesos de modo que en una misma máquina hubiera 
más de uno de ellos, pero realizando varias pruebas se pudo ver que esta opción desvirtuaría 
los resultados. Esto se puede ver con el siguiente ejemplo, que muestra los tiempos obtenidos 
para la ejecución del sistema sobre los datos de la prueba número uno explicada en el 
apéndice:
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P r o c e s o s 72 0  x  540
T i e m p o  t o t a l T i e m p o  x  i m a g e n
1 1 1 5 . 4 4 2 8 8 3 8 . 8 8 0 2 2 2
2 1 0 2 . 5 5 2 6 3 3 7 . 8 8 8 6 6 4
3 -  CASO A 1 0 2 . 5 5 2 6 3 3 7 . 8 8 8 6 6 4
3 -  CASO B 5 2 5 . 6 5 8 8 3 7 4 0 . 4 3 5 2 9 5
3 -  CASO C 1 1 5 . 9 8 8 1 3 3 8 . 9 2 2 1 6 4
donde:
Caso A: corresponde a tres procesos ejecutando en tres máquinas diferentes.
Caso B: corresponde al master y un slave ejecutando en una máquina, más otro slave 
ejecutando en una máquina diferente.
Caso C: corresponde al master ejecutando solo en una máquina, más dos slaves 
ejecutando en una segunda máquina.
Como se observa, el caso B es el peor en performance y resulta incomparable con cualquiera 
de las restantes situaciones. El caso C por otro lado muestra resultados similares a los de la 
prueba con un único proceso, con la diferencia que en este caso, al estar participando dos 
máquinas, se está desperdiciando la mitad de su poder de procesamiento.
Es debido a este tipo de resultados que todas las pruebas se ejecutaron con una distribución 
pareja de un proceso por máquina.
A continuación se explica para cada parte del sistema, con el razonamiento que llevó a 
decidir cuáles eran los factores influyentes en la performance de cada algoritmo. Se dibujan 
tablas que resumen los resultados obtenidos a partir de las diferentes pruebas. Las 
observaciones y conclusiones que complementan esta evaluación tienen que ver con el 
comportamiento general que se revele a partir de estos resultados.
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Realce de una Imagen
Retómense las soluciones vistas. En esta implementación el proceso de realce consiste en 
recorrer toda la imagen original y por cada punto calcular el valor medio sobre una ventana 
de cinco puntos. La imagen resultante se construye a partir de estos valores medios.
Para paralelizar la función lo que se hizo fue repartir la imagen entre los distintos procesos, 
asignando a cada uno de ellos la tarea de generar una parte de las columnas de la nueva 
imagen.
Siguiendo la terminología anterior, se trata de identificar acá la parte del problema que 
insume los tiempos Ts y Tp, para poder analizar cómo influyen en la solución propuesta.
1) Tiempo Ts. El tiempo fijo, no paralelizable, incluye la obtención de la imagen, en este 
caso apertura y cierre de archivos de imagen, y el reconocimiento del formato de la 
imagen, por ejemplo, averiguar sus dimensiones.
2) Tiempo Tp. El tiempo correspondiente a la parte paralelizable es el que toma calcular el 
valor para cada punto de la nueva imagen. En el caso de más de un proceso, este tiempo 
no es puramente tiempo de procesamiento de la imagen, sino que lleva consigo los 
tiempos de envío y recepción de estos datos entre los distintos procesos.
El proceso se puede representar en un gráfico temporal de la siguiente manera:
proceso 0
línea de tiempo ^
proceso 3 
proceso 2 
proceso 1 
proceso 0
□
□
□
envó de datos 
recepción de datos 
procesamiento no paralelizable 
procesamiento paralelizable 
ocioso
En la parte superior del gráfico se muestra el caso secuencial, mientras que abajo se 
representan los tiempos para un ejemplo de ejecución de la solución paralela con cuatro 
procesos.
* Nota: En el ejemplo los tiempos de procesamiento de los distintos procesos se dibujaron diferentes. Esto no 
quiere decir que entre ellos tengan distinta cantidad de datos a procesar sino simplemente se quiso mostrar que 
según la máquina donde cada uno ejecute, el tiempo de procesamiento puede variar.
El tamaño del problema en este caso es directamente proporcional al tamaño de la imagen 
que se está procesando. Cuantas más filas y columnas tenga la imagen, tantos puntos o pixels
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más hay que calcular para la imagen resultante. Si se tiene en cuenta que cada proceso recibe 
además de las columnas de datos a procesar, las dos columnas adyacentes a éstas, puede 
deducirse que cuantos más procesos haya, más tráfico de datos se generará. Pero al mismo 
tiempo, el agregado de procesos supone una disminución en tiempo de procesamiento por 
proceso. Por lo tanto es necesario buscar un equilibrio entre estos dos puntos.
Para medir la performance de las soluciones propuestas para el realce de imágenes se 
generaron casos de prueba con:
diferentes tamaños de imagen (tamaño del problema) 
distintas cantidades de procesos
El siguiente cuadro sintetiza los resultados obtenidos en la evaluación. Los números 
corresponden al tiempo promedio por imagen sobre el total de las pruebas realizadas. La 
unidad de medida son segundos.
P r o c e s o s 3 2 0 x 2 4 0 720  x  540
1
T i e m p o : 0.  673101 T i e m p o : 3 . 2 3 5 2 5 7
S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 .0 0 %
2
T i e m p o : 0.  6 9 2 0 2 8 T i e m p o : 2 .  6 3 0 6 1 6
S p e e d - u p : 0 . 9 7 2 6 4 9 S p e e d - u p : 1 . 2 2 9 8 4 8
E f i c i e n c i a : 4 8 .6 3% E f i c i e n c i a : 61 .4 9%
3
T i e m p o : 0 . 8 3 8 8 0 7 T i e m p o : 2 . 792 0 7 0
S p e e d - u p : 0 . 8 0 2 4 5 0 S p e e d - u p : 1 . 1 5 8 7 3 1
E f i c i e n c i a : 2 6 .7 5 % E f i c i e n c i a : 3 8 .6 2 %
Si se observan los resultados del apéndice correspondiente, se puede ver que este cuadro 
muestra prácticamente el reflejo de cada prueba individual. Es decir, independientemente del 
tipo de imágenes con que se trate, los tiempos que consume la tarea del realce son similares. 
Lo primero que se puede ver es que una secuencia de imágenes de tamaño chico no es la 
mejor candidata para ser realzada en paralelo. En este caso los tiempos que le toma a un solo 
proceso realizar la operación son mejores que los que resultan de la parelelización.
Por otro lado, para un tamaño de imagen bastante más grande, se puede ver que el speed-up 
es de un 22% sobre el tiempo base, al incorporar un segundo proceso; no es un resultado 
óptimo, pero resulta positivo. No ocurre lo mismo agregando un tercer proceso, con el cual 
los tiempos de procesamiento vuelven a subir.
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Reconocimiento de Objetos
En la implementación presente tal como se vio en los párrafos anteriores, el proceso 
de reconocimiento de objetos se simplifica a la identificación de zonas claramente 
distinguibles de un fondo contrastante. Para llevar a cabo este proceso se realiza una 
segmentación de la imagen separando la zona ocupada por objetos de la zona del fondo. Al 
mismo tiempo que se realiza esta segmentación, los puntos de la imagen se van etiquetando 
de manera de poder individualizar en la zona de objetos a los distintos componentes de la 
escena.
Similarmente a lo realizado para el proceso de realce de una imagen, en esta caso la 
paralelización también empieza con una división de la imagen por columnas entre los 
distintos procesos, tras lo cual cada uno analiza esa parte buscando los objetos que allí se 
pudieran encontrar. Después de haber realizado la tarea individual, entre todos los procesos 
realizan una tarea conjunta para ensamblar las distintas partes de los objetos que pudieron 
haber quedado "partidos" al dividir la imagen. Por último, todos los procesos envían la 
información obtenida a un proceso principal.
Los siguientes son los tiempos Ts y Tp ya descriptos, que componen el tiempo total de 
procesamiento:
3) Tiempo Ts. El tiempo fijo - no paralelizable - incluye, igual que en el caso anterior, la 
obtención de la imagen, y el reconocimiento del formato de la imagen.
4) Tiempo Tp. El tiempo correspondiente a la parte paralelizable es el que toma identificar 
los objetos en la imagen, pero hay que contemplar en el caso de la solución paralela que 
este tiempo lleva consigo el envío de datos entre procesos más el eventual “ensamblado” 
de objetos que posiblemente hayan quedado divididos en el reparto de la imagen.
El proceso de reconocimiento de objetos se puede representar en un gráfico temporal de la 
siguiente manera:
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Igual que antes, en la parte superior del gráfico se muestra el caso secuencial, mientras que 
abajo se representan los tiempos para un ejemplo de ejecución de la solución paralela con 
cuatro procesos.
El tamaño del problema en este caso depende de dos factores principales:
1) el tamaño de la imagen que se está procesando. Cuantas más filas y columnas tenga la 
imagen, tantos puntos o pixels más hay que inspeccionar para encontrar la información de 
los objetos.
2) El “juego de datos” particular que se esté analizando. Concretamente, la cantidad, el 
tamaño y la disposición de los objetos en cada imagen influyen directamente en el tiempo 
de procesamiento, y en la cantidad de información que tendrá que “viajar” entre los 
procesos.
Por ejemplo, un problema grande estará caracterizado por imágenes de alta resolución, o bien 
con muchos objetos, o bien con objetos cuya forma sea alargada de manera que al dividir la 
imagen los mismos queden “partidos” entre los distintos procesos.
Con respecto a la cantidad de procesos, al igual que en el caso anterior, al repartirse dos 
columnas más por proceso, cuantos más procesos haya, más tráfico de datos se generará. Pero 
por otro lado cada uno tiene menos datos a inspeccionar cuando el número de procesos crece. 
La desventaja es que al estar más partida la imagen, existe la posibilidad de partir más los 
objetos, lo que agrega tiempo de “ensamblado” de objetos al final.
Para medir la performance de las soluciones propuestas para el reconocimiento de objetos en 
imágenes se generaron casos de prueba con:
imágenes que generen distintos tamaños de problema tal como se explicó arriba, 
distintas cantidades de procesos
Las distintas pruebas fueron agrupadas según las características mencionadas, de modo que la 
evaluación resulte más interesante. Así se armaron tablas resumen para los dos grupos 
siguientes:
I. Pruebas agrupadas por cantidad de objetos
II. Pruebas agrupadas por tamaño de los objetos
Se debe notar que no se consideró como criterio de agrupamiento la disposición de los 
objetos -  es decir, su ubicación dentro de la imagen -  puesto que al tratarse de secuencias 
donde los objetos se mueven, dentro de una misma prueba esta característica no es fija; los 
objetos están en un momento en un sector de la imagen que puede ser muy distinto del lugar 
donde se encuentran al final de la secuencia.
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I. Pruebas agrupadas por cantidad de objetos
a) Un objeto (pruebas 1, 7y 9)
P r o c e s o s 3 2 0 x 2 4 0 72 0  x  54 0
1
T i e m p o : 0 . 8 1 1 7 8 3 T i e m p o : 8 . 1 9 2 1 0 9
S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 .0 0 %
2
T i e m p o : 1 . 3 8 7 9 9 7 T i e m p o : 6 . 4 3 3 4 2 1
S p e e d - u p : 0 . 5 8 4 8 5 9 S p e e d - u p : 1 . 2 7 3 3 6 7
E f i c i e n c i a : 2 9 .2 4 % E f i c i e n c i a : 6 3 .6 7%
3
T i e m p o : 1 . 3 2 0 6 6 7 T i e m p o : 4 . 3 2 4 4 5 3
S p e e d - u p : 0 . 6 1 4 6 7 6 S p e e d - u p : 1 . 8 9 4 3 6 9
E f i c i e n c i a : 2 0 .4 9 % E f i c i e n c i a : 6 3 .1 5%
b) Dos objetos (pruebas 8, 10, 11 y  12)
P r o c e s o s 3 2 0 x 2 4 0 720  x  540
1
T i e m p o : 2 . 6 1 9 0 5 8 T i e m p o : 2 3 . 4 3 8 8 8 1
S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 .0 0 %
2
T i e m p o : 2 . 4 5 6 5 8 2 T i e m p o : 1 6 . 2 2 2 8 6 2
S p e e d - u p : 1 . 0 6 6 1 3 9 S p e e d - u p : 1 . 4 4 4 8 0 6
E f i c i e n c i a : 5 3 .3 1% E f i c i e n c i a : 7 2 .2 4 %
3
T i e m p o : 1 . 9 5 1 8 6 1 T i e m p o : 1 0 . 3 7 1 2 4 9
S p e e d - u p : 1 . 3 4 1 8 2 6 S p e e d - u p : 2 . 2 5 9 9 8 6
E f i c i e n c i a : 4 4 .7 3% E f i c i e n c i a : 7 5 .3 3 %
c) Tres o más objetos (pruebas 2, 3, 4, 5, 6 y 13)
P r o c e s o s 3 2 0 x 2 4 0 720  x  540
1
T i e m p o : 1 . 0 6 2 7 9 9 T i e m p o : 9 . 8 0 6 7 8 0
S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 .0 0 %
2
T i e m p o : 1 . 4 4 6 5 5 6 T i e m p o : 7 . 2 5 0 0 7 4
S p e e d - u p : 0 . 7 3 4 7 1 0 S p e e d - u p : 1 . 3 5 2 6 4 6
E f i c i e n c i a : 3 6 .7 4% E f i c i e n c i a : 6 7 .6 3%
3
T i e m p o : 1 . 4 1 4 9 7 7 T i e m p o : 5 . 2 2 1 2 2 9
S p e e d - u p : 0 . 7 5 1 1 0 7 S p e e d - u p : 1 . 8 7 8 2 5 1
E f i c i e n c i a : 2 5 .0 4 % E f i c i e n c i a : 6 2 .6 1%
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II. Pruebas agrupadas por tamaño de los objetos
a) Objetos pequeños (pruebas 1 a 6)
P r o c e s o s 3 2 0 x 2 4 0 72 0  x  540
1
T i e m p o : 0 . 5 9 6 8 5 5 T i e m p o : 6 . 2 5 7 3 9 6
S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 .0 0 %
2
T i e m p o : 1 . 1 5 8 3 1 8 T i e m p o : 5 . 0 3 5 8 2 9
S p e e d - u p : 0 . 5 1 5 2 7 8 S p e e d - u p : 1 . 2 4 2 5 7 5
E f i c i e n c i a : 2 5 .7 6 % E f i c i e n c i a : 6 2 .1 3%
3
T i e m p o : 1 . 2 4 3 0 8 3 T i e m p o : 3 .  7 3 2 2 8 3
S p e e d - u p : 0 . 4 8 0 1 4 1 S p e e d - u p : 1 . 6 7 6 5 6 0
E f i c i e n c i a : 1 6 .0 0% E f i c i e n c i a : 5 5 .8 9 %
b) Objetos medianos (pruebas 7y 8)
P r o c e s o s 3 2 0 x 2 4 0 72 0  x  540
1
T i e m p o : 0 . 8 8 8 7 3 0 T i e m p o : 8 . 5 7 8 5 5 8
S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 .0 0 %
2
T i e m p o : 1 . 3 2 4 9 0 3 T i e m p o : 6 . 2 9 3 9 4 7
S p e e d - u p : 0 . 6 7 0 7 8 8 S p e e d - u p : 1 . 3 6 2 9 8 6
E f i c i e n c i a : 3 3 .5 4 % E f i c i e n c i a : 6 8 .1 5%
3
T i e m p o : 1 . 3 3 7 7 3 5 T i e m p o : 4 . 5 8 5 5 7 1
S p e e d - u p : 0 . 6 6 4 3 5 4 S p e e d - u p : 1 . 8 7 0 7 7 2
E f i c i e n c i a : 2 2 .1 5 % E f i c i e n c i a : 6 2 .3 6%
c) Objetos grandes (pruebas 9 a 13)
P r o c e s o s 3 2 0 x 2 4 0 72 0  x  540
1
T i e m p o : 2 . 7 8 5 9 5 6 T i e m p o : 2 4 . 4 9 4 2 0 8
S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 .0 0 %
2
T i e m p o : 2 . 6 1 3 9 8 8 T i e m p o : 1 6 . 9 7 7 8 5 8
S p e e d - u p : 1 . 0 6 5 7 8 8 S p e e d - u p : 1 . 4 4 2 7 1 5
E f i c i e n c i a : 5 3 .2 9 % E f i c i e n c i a : 7 2 .1 4 %
3
T i  e m p o : 2 . 0 2 5 0 6 7 T i e m p o : 1 0 . 8 4 4 1 7 7
S p e e d - u p : 1 . 3 7 5 7 3 6 S p e e d - u p : 2 . 2 5 8 7 4 3
E f i c i e n c i a : 45 .8 6% E f i c i e n c i a : 7 5 .2 9 %
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Las pruebas con respecto al algoritmo de reconocimiento de objetos revelan mejores 
resultados que en el caso anterior, aunque siempre en el caso de las imágenes de mayor 
tamaño.
En el caso de las secuencias de imágenes chicas, en la mayoría de los casos los tiempos 
aumentan junto con la cantidad de procesos. El único caso donde esto no ocurre es cuando las 
imágenes contienen objetos grandes, pero el beneficio es muy poco y la eficiencia de las 
máquinas baja tanto que el resultado final resulta muy pobre.
Para el caso de las imágenes más grandes en cambio, la incorporación de procesos mejora los 
tiempos, cosa que se destaca principalmente en los casos en que las imágenes contienen 
objetos grandes. Además se puede observar que en general el speed-up que se logra al 
incorporar un tercer proceso es mejor aún que el que se obtiene al pasar de uno a dos 
procesos.
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Seguimiento de Trayectorias
El proceso de seguimiento de trayectorias de objetos en una secuencia de imágenes 
consiste en tomar el resultado del reconocimiento de objetos en las distintas imágenes, e 
identificar la correspondencia de los objetos entre cada nueva imagen y las anteriores. La 
solución paralela que se dio a este procedimiento fue asignar varios procesos a la tarea de 
reconocimiento de los objetos y cada vez que se completa el reconocimiento para una 
imagen, un proceso del mismo conjunto se ocupa de realizar la correspondencia de objetos 
con el fin de actualizar las trayectorias.
Representada en forma temporal, la situación sería la siguiente:
proceso 0
línea de tiempo ----------------- w
proceso 3 i i. i
proceso 2 i L Í
proceso 1 i ; i
proceso 0 __________1__ i__________1
: : : ¡ J  :
línea de tiempo w
i : |  actualización de trayectorias 
□  reconocimiento de objetos
La situación se asemeja bastante a la vista para el caso de reconocimiento de objetos. La 
diferencia la marca la parte de procesamiento que debe realizar el proceso maestro o raíz 
luego de analizada cada imagen. Por esto para responder acerca de la dimensión del 
problema, son válidos los mismos conceptos planteados para el caso del reconocimiento de 
objetos: cantidad de objetos, disposición, etc. Además, dado que la cantidad de operaciones a 
realizar - en cuanto a la actualización de las trayectorias se refiere - depende de las 
características de los movimientos de los objetos, la velocidad y la disparidad con que éstos 
se muevan, influirán también en el tiempo de ejecución total de las soluciones tanto secuencia 
como paralela.
La tarea puntual de actualización de trayectorias, como ya se evaluó, es una fracción muy 
chica de todas las tareas involucradas en el problema. Por esto, no tendría sentido dedicar un 
proceso exclusivamente para que la realice. Sí podría hacerse esto en el caso que se planteó 
como mejora: Generar imágenes que muestren gráficamente la trayectoria que van dibujando 
los objetos en movimiento. En ese caso un proceso aparte actualizaría las trayectorias y 
también generaría estas imágenes, dando un gráfico como el de la siguiente página.
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proceso 0
línea de tiempo
proceso 3 ......................................... m m m  m ■ actualización de trayectorias
e imágenes
proceso 2 : ;
□
proceso 1
: : \ reconocimiento de objetos
: ; _;
proceso 0
: :
: ;
línea de tiempo
Para medir la performance del proceso de seguimiento de trayectorias se generaron 
secuencias de imágenes que varíen la dimensión del problema: 
secuencias con dos o tres objetos 
secuencias con más de tres objetos 
secuencias con objetos con movimientos lentos y parejos 
secuencias con objetos con movimientos rápidos y dispares
De las misma manera que en el caso del reconocimiento de objetos, las pruebas fueron 
agrupadas según las características mencionadas, en este caso de la siguiente manera:
I. Pruebas agrupadas por la velocidad y coherencia de los movimientos
II. Pruebas agrupadas por cantidad de objetos
Es importante tener en cuenta que las pruebas del algoritmo de seguimiento de trayectorias 
se refieren a la prueba integral que va desde el realce de cada cuadro individual hasta llegar 
al resultado final. No se trata de la prueba del algoritmo exclusivo del seguimiento.
I. Pruebas agrupadas por la velocidad y coherencia de los movimientos
a) Movimiento lento y parejo (pruebas 7, 8, 9 y  10)
P r o c e s o s 3 2 0 x 2 4 0 72 0  x  54 0
1
T i  e m p o : 3 . 5 0 4 5 8 7 T i  e m p o : 1 9 . 0 5 8 1 2 8
S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
E f i c i e n c i a : 1 0 0 . 0 0 % E f i c i e n c i a : 1 0 0 .0 0 %
2
T i  e m p o : 2 . 6 8 8 4 5 5 T i e m p o : 1 2 . 9 7 3 7 8 3
S p e e d - u p : 1 . 3 0 3 5 6 9 S p e e d - u p : 1 . 4 6 8 9 7 2
E f i c i e n c i a : 6 5 .1 8 % E f i c i e n c i a : 7 3 .4 5 %
3
T i  e m p o : 2 . 3 6 5 9 1 8 T i  e m p o : 9 . 5 5 7 6 9 8
S p e e d - u p : 1 . 4 8 1 2 8 0 S p e e d - u p : 1 . 9 9 4 0 0 8
E f i c i e n c i a : 4 9 .3 8 % E f i c i e n c i a : 6 6 .4 7%
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b) Velocidad moderada y pareja (pruebas 4, 5 y 13)
P r o c e s o s 3 2 0 x 2 4 0 72 0  x  540
1
T i e m p o : 3 . 0 4 8 1 7 3 T i e m p o : 16 .  6 9 3 1 3 6
S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 .0 0 %
2
T i e m p o : 2 . 4 9 6 3 9 0 T i e m p o : 1 2 . 4 6 9 0 0 8
S p e e d - u p : 1 . 2 2 1 0 3 2 S p e e d - u p : 1 . 3 3 8 7 7 0
E f i c i e n c i a : 61 .0 5% E f i c i e n c i a : 6 6 .9 4%
3
T i e m p o : 2 . 3 9 1 2 4 8 T i e m p o : 9 . 3 5 6 5 0 9
S p e e d - u p : 1 . 2 7 4 7 2 1 S p e e d - u p : 1 . 7 8 4 1 2 0
E f i c i e n c i a : 4 2 .4 9% E f i c i e n c i a : 5 9 .4 7 %
c) Velocidad alta y movimiento parejo (pruebas 1, 2, 6y 11)
P r o c e s o s 3 2 0 x 2 4 0 720  x  540
1
T i e m p o : 2 . 6 9 2 4 4 2 T i e m p o : 1 4 . 2 1 5 4 4 0
S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 .0 0 %
2
T i e m p o : 2 . 3 4 6 7 2 3 T i e m p o : 1 1 . 3 4 4 0 5 5
S p e e d - u p : 1 . 1 4 7 3 2 0 S p e e d - u p : 1 . 2 5 3 1 1 8
E f i c i e n c i a : 5 7 .3 7 % E f i c i e n c i a : 6 2 .6 6%
3
T i e m p o : 2 . 3 0 3 7 6 8 T i e m p o : 8 . 4 8 0 2 9 4
S p e e d - u p : 1 . 1 6 8 7 1 2 S p e e d - u p : 1 . 6 7 6 2 9 1
E f i c i e n c i a : 3 8 .9 6 % E f i c i e n c i a : 5 5 .8 8 %
d) Velocidad y coherencia dispares (pruebas 3 y 12)
P r o c e s o s 3 2 0 x 2 4 0 72 0  x  540
1
T i e m p o : 3 . 6 9 5 4 2 7 T i e m p o : 1 8 . 9 3 8 5 5 4
S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 . 0 0 %
2
T i e m p o : 2 . 8 2 4 6 7 5 T i e m p o : 1 4 . 4 1 4 4 3 7
S p e e d - u p : 1 . 3 0 8 2 6 6 S p e e d - u p : 1 . 3 1 3 8 6 0
E f i c i e n c i a : 65 .4 1% E f i c i e n c i a : 6 5 .6 9%
3
T i e m p o : 2 . 6 1 8 7 2 3 T i e m p o : 1 1 . 0 2 7 8 7 1
S p e e d - u p : 1 . 4 1 1 1 5 6 S p e e d - u p : 1 . 7 1 7 3 3 5
E f i c i e n c i a : 4 7 .0 4% E f i c i e n c i a : 5 7 .2 4 %
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II. Pruebas agrupadas por cantidad de objetos
a) Uno o dos objetos (pruebas 1, 7, 8, 9, 10, 11 y 12)
P r o c e s o s 3 2 0 x 2 4 0 720  x  540
1
T i e m p o : 3 . 8 1 5 1 3 3 T i e m p o : 2 0 . 4 4 4 0 3 6
S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 .0 0 %
2
T i e m p o : 2 . 8 3 0 4 4 7 T i e m p o : 14 .  6 7 6 6 0 5
S p e e d - u p : 1 . 3 4 7 8 9 1 S p e e d - u p : 1 . 3 9 2 9 6 8
E f i c i e n c i a : 67 .3 9% E f i c i e n c i a : 6 9 .6 5%
3
T i e m p o : 2 . 4 9 9 6 7 0 T i e m p o : 10 .  6 3 6 5 8 7
S p e e d - u p : 1 . 5 2 6 2 5 5 S p e e d - u p : 1 . 9 2 2 0 4 9
E f i c i e n c i a : 5 0 .8 8% E f i c i e n c i a : 64 .0 7%
b) Más de dos objetos (pruebas 2, 3, 4, 5, 6y 13)
P r o c e s o s 3 2 0 x 2 4 0 720  x  540
1
T i e m p o : 2 . 4 3 6 2 6 0 T i e m p o : 1 2 . 9 9 0 4 2 3
S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 . 0 0 %
2
T i e m p o : 2 . 2 4 4 3 5 1 T i e m p o : 1 0 . 1 2 8 5 0 2
S p e e d - u p : 1 . 0 8 5 5 0 8 S p e e d - u p : 1 . 2 8 2 5 6 1
E f i c i e n c i a : 5 4 .2 8% E f i c i e n c i a : 6 4 .1 3%
3
T i e m p o : 2 . 2 6 5 3 7 4 T i e m p o : 7 . 9 7 0 1 8 8
S p e e d - u p : 1 . 0 7 5 4 3 4 S p e e d - u p : 1 . 6 2 9 8 7 7
E f i c i e n c i a : 3 5 .8 5 % E f i c i e n c i a : 5 4 .3 3 %
Tal como se mencionó anteriormente, estas pruebas abarcan todo el ciclo del procesamiento 
de las imágenes. Como la porción exclusiva del mantenimiento de las trayectorias es una 
parte muy pequeña del algoritmo, y además es tarea de un único proceso, es de esperar que el 
resultado no se revierta respecto de las pruebas anteriores sobre el realce y el reconocimiento 
de objetos sobre las imágenes. Esto fue de hecho lo que ocurrió y se puede observar en los 
cuadros anteriores.
Resumiendo se tienen los siguientes resultados:
S  Si se tienen imágenes chicas -  en particular el tamaño analizado de 320 x 240 pixels -  no 
resulta adecuado paralelizar los algoritmos, ya que en proporción resulta más el tiempo de 
pasaje de información entre procesos que el que cada uno ocupa después en realizar las 
distintas tareas. El trabajar con más de un proceso solamente bajó los tiempos en aquellos 
casos en que los objetos de las imágenes eran grandes, pero el speed-up resultó tan bajo 
que ni siquiera en estos casos merece tener en cuenta estos algoritmos paralelos para estas 
imágenes.
S  Para el caso de tener imágenes más grandes -  en particular de 720 x 540 pixels como en 
el caso de las pruebas realizadas -  los resultados fueron aceptables no tanto en el
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algoritmo inicial de realce de imágenes, sino en particular en el de reconocimiento de 
objetos y por supuesto en la prueba conjunta de todo el sistema. En especial, los 
resultados fueron mejores en los casos en que las imágenes contenían objetos de tamaño 
grande en relación al tamaño del cuadro. Por último, al momento de evaluar los 
algoritmos según los tipos de movimiento de los objetos, se observa en los casos donde 
los mismos son más lentos y parejos, los resultados son mejores aunque no por mucha 
diferencia con respecto a los demás.
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Conclusiones Finales
Luego de haber completado la implementación y las evaluaciones de los algoritmos 
descriptos, el resultado obtenido cumplió con las expectativas planteadas en la introducción 
de la propuesta:
♦ Se desarrolló por completo una solución para identificar objetos en una secuencia de 
imágenes e identificar las trayectorias de sus movimientos.
♦ Se identificaron los casos en que la solución resulta una buena idea, y aquellos en los que 
es preferible adoptar la solución tradicional.
Por otro lado, a lo largo del proyecto se explicaron mejoras o alternativas para la solución 
planteada. Las mismas se resumen aquí junto con algunas sugerencias adicionales para el 
caso en que eventualmente las mismas se llevaran a cabo:
1) Con respecto al proyecto
■ Generar imágenes adicionales que reflejen el movimiento de los objetos de la escena.
■ Identificar objetos basados en características que los distingan unos de otros, es decir, 
buscar modelos de objetos. Como se vio, en la presente propuesta los objetos eran 
indivisibles. Esta mejora se complementa con una modificación en el algoritmo de 
seguimiento de trayectorias, que aparee los objetos no solo por su posición en los cuadros 
consecutivos sino también por las características propias que los individualizan.
■ En el caso en que se tenga que seguir solamente a un objeto, modificar el algoritmo de 
reconocimiento de manera de inspeccionar en lugar de toda la imagen, solamente un 
sector dependiendo de dónde se haya encontrado el objeto en los cuadros anteriores. Esto 
mejora la solución, sin desperdiciar tiempo de procesamiento.
■ Modificar o mejorar cualquiera de los algoritmos planteados para responder mejor según 
las distintas secuencias de imágenes que se quieran evaluar. Como se mencionó 
anteriormente, el proyecto está armado de manera tal que resulta simple cambiar 
cualquiera de sus partes por otra que responda mejor a los requerimientos. Por ejemplo se 
puede querer cambiar el algoritmo de reconocimiento de imágenes, o quizás se puede 
querer trabajar con otro formato de imágenes diferente al que se utilizó aquí.
2) Con respecto a la performance
■ Evaluar cada cuánto tiempo es necesario realizar la selección del threshold para la 
segmentación explicada oportunamente. Dada la natural suavidad en los movimientos de 
las imágenes, no es necesario recalcular este valor para cada cuadro ya que no se 
obtendrían cambios significativos de una imagen a la siguiente. Sin embargo, la 
frecuencia necesaria puede depender de la velocidad de los movimientos de los objetos 
involucrados.
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■ Implementar una alternativa que maneje toda la información auxiliar como son los 
archivos de labels y objetos en memoria en lugar de archivo. Esta opción sería óptima en 
tiempos, pero requeriría disponer de las máquinas provistas de memoria suficiente que 
permita ejecutar la solución sin inconvenientes.
■ Evaluar la posibilidad de saltear cuadros en el caso en que se conozca de antemano que 
los objetos en la escena se mueven muy lentamente. Como se mencionó en el inciso 
anterior y como se pudo ver en las pruebas realizadas, las imágenes consecutivas en los 
casos donde los objetos se mueven muy lentamente, no manifiestan diferencias 
significativas. Saltear los cuadros permitiría en estos casos llegar a la misma información 
pero con mejores tiempos.
■ Para el caso que se conozca que los objetos son de tamaño considerable, implementar una 
variante que no inspeccione cada pixel sino que tome uno de cada dos o más, de modo de 
reducir el procesamiento. Se espera que los resultados no cambien, pero probablemente 
los tiempos sí lo hagan.
■ Variar la distribución de las tareas entre los distintos procesos y evaluar los resultados. 
Por ejemplo, permitir que el realce lo realicen dos procesos, mientras que la tarea de 
reconocimiento de objetos la realicen entre tres. Esta distribución tiene que ver con 
aprovechar las conclusiones obtenidas de las pruebas del presente proyecto, o pruebas 
nuevas que pudieran realizarse. Por otro lado si se dispusiera de más máquinas para el 
procesamiento, otra posibilidad es distribuir la tarea de modo que un grupo realice el 
realce, y otro grupo de procesos en las otras máquinas, realice la parte de reconocimiento 
de objetos.
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APENDICES
APENDICE A: REFERENCIA DEL LENGUAJE MPI
I) Tipos de datos. Los tipos de datos básicos en MPI se corresponden con los tipos de 
datos básicos del lenguaje host, en este caso "C". A continuación se listan los posibles 
valores para un tipo de dato, y el correspondiente tipo de dato en "C":
Tipo de dato MPI tipo de dato "C"
MPI CHAR signed char
MPI SHORT signed short int
MPI INT signed int
MPI LONG signed long int
MPI UNSIGNED CHAR unsigned char
MPI UNSIGNED SHORT unsigned short int
MPI_ UNSIGNED insigned int
MPI UNSIGNED LONG insigned long int
MPI FLOAT float
MPI DOUBLE double
MPI LONG DOUBLE long double
II) Funciones. A continuación se enumeran - en orden alfabético - las funciones de MPI 
utilizadas en la implementación, con su sintaxis y una breve descripción de su significado.
-  i n t  MPI_ABORT(MPI_Comm comm, i n t  e r r c o d e )
Aborta todas las tareas en el grupo de procesos pertenecientes al comunicador comm. En 
e r r c o d e  retorna un código de error.
-  i n t  M P I _ A l l r e d u c e (v o i d  * s e n d b u f ,  v o i d  * r e c v b u f ,  i n t  c o u n t ,  
M P I _ D a t a t y p e  d a t a t y p e ,  MPI_Op o p ,  MPI_Comm comm)
Combina los elementos del buffer de entrada s e n d b u f  de cada proceso del grupo usando la 
operación op, y retorna el valor resultante en el buffer de salida r e c v b u f  de cada uno de los 
procesos del grupo. Las siguientes son las operaciones predefinidas que se pueden utilizar 
como parámetro op:
Nombre Significado
MPI MAX máximo
MPI MIN mínimo
MPI SUM suma
MPI PROD producto
MPI LAND and lógico
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MPI BAND and bit a bit
MPI LOR or lógico
MPI BOR or bit a bit
MPI LXOR xor lógico
MPI BXOR xor bit a bit
MPI MAXLOC máximo valor y ubicación
MPI MINLOC mínimo valor y ubicación
-  i n t  M P I_ B a r r i e r (M P I _ C o m m  comm)
Sincronización de barrera. Bloquea el llamante hasta que todos los miembros del grupo han 
llamado a la función.
-  i n t  M P I _ B c a s t ( v o i d  * b u f f e r ,  i n t  c o u n t ,  M P I _ D a t a t y p e  
d a t a t y p e ,  i n t  r o o t ,  MI_Comm comm)
Envía un mensaje desde el proceso con valor de rank r o o t  a todos los procesos del grupo.
-  i n t  MPI_Comm_rank(MPI_Comm comm, i n t  * r a n k )
Indica el valor de r a n k  del proceso que la invoca, en el rango d e O a s i z e - 1 ,  donde s i z e  
es el valor retornado por MPI_Comm_size.
-  i n t  MPI_Comm_size(MPI_Comm comm, i n t  * r a n k )
Indica el número de procesos involucrados en el comunicador comm.
-  i n t  M P I _ F i n a l i z e (v o i d )
Indica que se termina de ejecutar las operaciones de MPI.
-  i n t  M P I _ G e t _ c o u n t ( M P I _ S t a t u s  * s t a t u s ,  M P I _ D a t a t y p e  d a t a t y p e ,  
i n t  * c o u n t )
Toma como entrada la estructura que contiene el resultado de una operación MPI_Recv y 
retorna en c o u n t  el número efectivo de datos recibidos por esa operación.
-  i n t  M P I _ G e t _ p r o c e s s o r _ n a m e (c h a r  *name,  i n t  * r e s u l t l e n )
Retorna en ñame el nombre del procesador sobre el cual fue invocada la función.
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-  i n t  M P I _ I n i t ( i n t  * a r g c ,  c h a r  * * a r g v )
Inicializa el ambiente, por lo que debe ser invocada antes que cualquier otra rutina MPI.
-  i n t  M P I _ R e c v (v o i d  * b u f ,  i n t  c o u n t ,  M P I _ D a t a t y p e  d a t a t y p e ,  
i n t  s o u r c e ,  i n t  t a g ,  MPI_Comm corran, M P I _ S t a t u s  * s t a t u s )
Recibe a lo sumo c o u n t  datos de tipo d a t a t y p e  en el buffer b u f .  El mensaje debe 
provenir del proceso s o u r c e  (excepto que se indique MPIANYSOURCE) y el valor de 
tag debe coincidir (excepto que se indique MPI_ANY_TAG). En la estructura s t a t u s  
queda el resultado de la operación.
-  i n t  M P I _ S e n d (v o i d  * b u f ,  i n t  c o u n t ,  M P I _ D a t a t y p e  d a t a t y p e ,  
i n t  d e s t , i n t  t a g ,  MPI_Comm comm)
Envía al proceso d e s t ,  c o u n t  datos de tipo d a t a t y p e ,  localizados en el buffer b u f .
-  d o u b l e  M P I_ W t im e (v o i d )
Retorna un número de segundos que representa el tiempo transcurrido desde un momento 
determinado en el pasado.
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APENDICE B: REFERENCIA DEL FORMATO DE IMAGEN PGM (Portable 
graymap file format)
El formato "portable graymap" es el mínimo común denominador de los formatos de archivo 
de escala de grises. La definición es como sigue:
Un "número mágico" para identificar el tipo de archivo. Un número mágico para un 
archivo pgm es el par de caracteres "P2".
Espacios blancos (blancos, TABs, CRs, LFs)
Un ancho W, formado por caracteres ASCII en decimal 
Blancos
Una altura H, nuevamente en ASCII decimal 
Blancos
El máximo valor de gris, nuevamente en ASCII decimal 
Blancos
W * H valores de gris, cada uno en ASCII decimal, entre ‘0’ y el valor máximo 
especificado, separados por blancos, empezando la esquina superior izquierda del mapa 
de grises, procediendo en el orden normal de lectura. El carácter ‘0’ significa negro, y el 
máximo valor significa blanco
Los caracteres desde un "#" hasta el próximo fin de línea son ignorados (se consideran 
comentarios)
- Ninguna línea debe ser de más de 70 caracteres.
Este es un ejemplo de un pequeño mapa de grises en este formato:
P2
# hola.pgm 
24 7 
15
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 3 0 0 3 0 0 7 7 7 7 0 0 11 0 0 0 0 0 15 15 15 15 0
0 3 0 0 3 0 0 7 0 0 7 0 0 11 0 0 0 0 0 15 0 0 15 0
0 3 3 3 3 0 0 7 0 0 7 0 0 11 0 0 0 0 0 15 15 15 15 0
0 3 0 0 3 0 0 7 0 0 7 0 0 11 0 0 0 0 0 15 0 0 15 0
0 3 0 0 3 0 0 7 7 7 7 0 0 11 11 11 11 0 0 15 0 0 15 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Los programas que lean este formato deberían ser tan indulgentes como les sea posible, 
aceptando todo aquello que luzca remotamente como un mapa de grises.
También hay una variante del formato, que difiere en la siguiente manera:
- El "número mágico" es "P5" en lugar de "P2"
Los valores de gris son almacenados con bytes planos en lugar de ASCII decimal 
En la sección de grises no se permiten espacios en blanco
Después del valor máximo, sólo se permite un único carácter blanco típicamente un 
carácter de nueva línea)
Los archivo son más chicos y varias veces más rápidos de leer y escribir.
Notar que este formato puede ser utilizado únicamente para valores máximos menores o 
iguales que 255.
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APENDICE C: ESTRUCTURAS DE DATOS USADAS EN LA IMPLEMENTACION
Las siguientes son las definiciones de las principales estructuras de datos utilizadas en las 
implementaciones secuencial y paralela.
1. Características de una imagen pgm. Estos son los datos que se leen del encabezado de las 
imágenes:
t y p e d e f  s t r u c t  p g m d e f  { 
i n t  c o l u m n a s , f i l a s  ; 
g r a y  m a x v a l ;  
i n t  f o r m a t ;
}
2. Descripción de un objeto. Para cada objeto se mantiene la siguiente estructura:
t y p e d e f  s t r u c t  o b j e t o !  
i n t  i n t e n s i d a d ;  
i n t  f i l a , c o l u m n a ; 
i n t  a r e a ;  
i n t  t i e n e B o r d e l ;  
i n t  t i e n e B o r d e D ;
}
Los últimos dos datos son válidos únicamente para la solución paralela.
La estructura se usa tanto para mantener los datos en memoria, como para guardar la 
información en el archivo de objetos correspondiente.
3. Definición del archivo de etiquetas. El archivo de etiquetas guarda, para cada punto de 
una imagen, un '0' si en esa posición de la imagen no hay objetos presentes, o el valor de 
la etiqueta asignada en caso contrario. En memoria se mantiene para el archivo de 
etiquetas una estructura cuya definición es la siguiente:
t y p e d e f  s t r u c t  eFILE{
FILE * f p ;  / /  P u n t e r o  a l  a r c h i v o  de  e t i q u e t a s
i n t  f i l a s , c o l u m n a s ; / /  C a n t i d a d  de  f i l a s  y c o l u m n a s  de  l a
} / /  i m a g e n  c o r r e s p o n d i e n t e
/ /  v a l o r  de  g r i s  p r o m e d i o  
/ /  p o s i c i ó n  d e l  o b j e t o  en  l a  i m a g e n  
/ /  á r e a  o c u p a d a  ( c a n t i d a d  de  p i x e l s )  
/ /  l i m i t a  a l a  i z q u i e r d a  ( l : S i ;  0 :No)  
/ /  l i m i t a  a l a  d e r e c h a  ( l : S i ;  0 :No)
/ /  c o l u m n a s  y f i l a s  
/ /  máximo n i v e l  de  g r i s  
/ /  f o r m a t o  d e l  a r c h i v o  pgm
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APENDICE D: FUNCIONES AUXILIARES PARA EL SEGUIMIENTO DE 
TRAYECTORIAS
A continuación se transcriben las principales funciones que se utilizaron para determinar las 
características de una trayectoria.
1. Función que determina si un punto es falso o "fantasma"
i n t  e s F a l s o ( PIXEL p) {
r e t u r n ( ( p . f i l a < 0 ) | | ( p . c o l u < 0 ) ) ;
}
2. Función que mide la distancia entre dos puntos de una imagen
i n t  d i s t ( P I X E L  p l , P I X E L  p 2 ) {
i n t  r e s ;
i f  ( e s F a l s o ( p l ) | | e s F a l s o ( p 2 ) ) 
res=DMAX; 
e l s e
r e s = a b s ( p l . f i l a - p 2 . f i l a ) + a b s ( p l . c o l u - p 2 . c o l u )  ; 
r e t u r n  ( r e s ) ;
3. Función que calcula la longitud de un vector
d o u b l e  m a g n i t u d ( i n t  x ,  i n t  y) { 
d o u b l e  r e s ;  
r e s = s q r t ( x * x  + y * y ) ; 
r e t u r n ( r e s ) ;
}
4. Función que calcula el producto escalar entre dos vectores (x,y)
d o u b l e  p r o d u c t o ( i n t  x l , i n t  y l , i n t  x 2 , i n t  y 2 ) {
d o u b l e  r e s ;
r e s = x l  * x2 + y l  * y 2 ; 
r e t u r n ( r e s ) ;
}
5. Función que calcula la desviación del camino dados tres puntos correspondientes a tres 
imágenes consecutivas
do ub le  de sv i a (P IXEL pl ,PIXEL p2,  PIXEL p3) {
PIXEL v i , v 2 ; 
do ub le  r e s ;
do ub le  c o h e r D i r ;  / /  C o h e r e n c i a  en l a  d i r e c c i ó n
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do ub le  c o h e r V e l ;  / /  C o he r e n c i a  en l a  v e l o c i d a d  
do ub le  mi ,  m2;
i f  ( e s F a l s o ( p l ) )
r e t u r n ( O ) ;  / /  El  v a l o r  minimo (no hay d e s v i a c i ó n )  
i f  ( e s F a l s o ( p 2 ) | | e s F a l s o ( p 3 ) )
r e t u r n ( l ) ;  / /  El  v a l o r  máximo, po r que  e s t a  f a l t a n d o  un pu n t o
v i . f i l a = p 2 . f i l a - p l . f i l a ;  v i . c o l u = p 2 . c o l u - p l . c o l u ;  
v 2 . f i l a = p 3 . f i l a - p 2 . f i l a ;  v 2 . c o l u = p 3 . c o l u - p 2 . c o l u ;  
m l = m a g n i t u d ( v i . f i l a , v i . co lu )  ;
i f  (ml==0) m l = 0 . 00001;  / /  e v i t a  d i v i s i ó n  p o r  c e r o  
m2=ma gn i t u d( v 2 . f i l a , v 2 . co lu )  ;
i f  (m2==0) m2=0.00001;  / /  e v i t a  d i v i s i ó n  p o r  c e r o
c o h e r D i r = 0 .50 * (1-  ( p r o d u c t o ( v i . f i l a ,  v i . c o l u ,  v 2 . f i l a ,  v 2 . c o l u )
/ (ml*m2) ) ) ;
c o h e r V e l = 0 .50 * (1 -  2 * ( s q r t ( m l  * m2) /  (mi + m2) ) ) ;  
r e t u r n (c o h e r D i r + c o h e r V e l ) ;
}
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BIBLIOTECA 
FAC. DE INFORMÁTICA 
U.N.L.P.
APENDICE E: Pruebas realizadas y resultados de la evaluación
Prueba N °1
Descripción: Un objeto pequeño desplazándose rápidamente de izquierda a derecha 
Cantidad de imágenes: 13
RESULTADOS DE LA PRUEBA
A. Realce de imágenes
P r o c e s o s 3 2 0 x 2 4 0 720  x  540
T i e m p o  t o t a l T i e m p o  x  i m a g e n T i e m p o  t o t a l T i e m p o  x  i m a g e n
1 8 . 5 9 7 5 9 0 0.  6 6 1 3 5 3 4 2 . 1 2 6 5 3 5 3 . 2 4 0 5 0 3
2 8 . 9 8 9 1 7 0 0.  6 9 1 4 7 5 3 2 . 2 4 8 8 1 5 2 .  4 8 0 6 7 8
3 1 0 . 8 1 9 5 8 3 0 . 8 3 2 2 7 6 3 6 . 0 8 4 5 4 6 2 .  7 75734
B. Reconocimiento de objetos
P r o c e s o s 3 2 0 x 2 4 0 720  x  540
T i e m p o  t o t a l T i e m p o  x  i m a g e n T i e m p o  t o t a l T i e m p o  x  i m a g e n
1 4 . 4 7 2 3 0 0 0 . 3 4 4 0 2 3 7 4 . 1 9 9 0 9 3 5 . 7 0 7 6 2 3
2 1 4 . 3 4 1 8 6 6 1 . 1 0 3 2 2 0 6 1 . 9 2 0 8 6 9 4.  7 63144
3 1 5 . 4 7 6 3 0 3 1 . 1 9 0 4 8 5 4 2 . 8 6 1 8 7 6 3 . 2 9 7 0 6 7
C. Seguimiento de Trayectorias
P r o c e s o s 3 2 0 x 2 4 0 7 20  x  540
T i e m p o  t o t a l T i e m p o  x  i m a g e n T i e m p o  t o t a l T i e m p o  x  i m a g e n
1 1 5 . 8 8 0 6 2 7 1 . 2 2 1 5 8 7 1 1 5 . 4 4 2 8 8 3 8 . 8 8 0 2 2 2
2 2 4 . 4 3 0 7 2 0 1.  8 7 9 2 8 6 1 0 2 . 5 5 2 6 3 3 7 . 8 8 8 6 6 4
3 2 5 . 9 7 8 5 2 5 1 . 9 9 8 3 4 8 7 8 . 3 2 0 2 1 8 6 . 0 2 4 6 3 2
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0000.01 000001
0000.02 000002
000003 000003
4#
0000:04 000004
0
000005 000005
0
000006 000006
0
00:0007 000007
§
000009 000008
*
00:0009 000009
I
00:0010 000010 
I
08.0011 000011
000012 000012
PRUEBA N°1 -  RESUMEN DE RESULTADOS
A. Realce de Imagen
P r o c e s o s 3 2 0 x 2 4 0 7 2 0  x  54 0
1
T ie m p o : 0 .  6 6 1 3 5 3 T i e m p o : 3 . 2 4 0 5 0 3
S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 .0 0 %
2
T ie m p o : 0 . 6 9 1 4 7 5 T i  e m p o : 2 . 4 8 0 6 7 8
S p e e d - u p : 0 . 9 5 6 4 3 9 S p e e d - u p : 1 . 3 0 6 2 9 7
E f i c i e n c i a : 4 7 .8 2% E f i c i e n c i a : 65 .3 1%
3
T i  e m p o : 0 . 8 3 2 2 7 6 T i  e m p o : 2 . 77573 4
S p e e d - u p : 0 . 7 9 4 6 3 2 S p e e d - u p : 1 . 1 6 7 4 4 0
E f i c i e n c i a : 2 6 .4 9 % E f i c i e n c i a : 3 8 .9 1%
B. Reconocimiento de Objetos
P r o c e s o s 3 2 0 x 2 4 0 7 2 0  x  54 0
1 T i  e m p o : 0 . 3 4 4 0 2 3 T ie m p o : 5 . 7 07623
S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 .0 0 %
2 T ie m p o : 1 . 1 0 3 2 2 0 T ie m p o : 4 .  76314 4
S p e e d - u p : 0 . 3 1 1 8 3 5 S p e e d - u p : 1 . 1 9 8 2 8 9
E f i c i e n c i a : 1 5 .5 9 % E f i c i e n c i a : 5 9 .9 1 %
3 T i  e m p o : 1 . 1 9 0 4 8 5 T ie m p o : 3 . 2 9 7 0 6 7
S p e e d - u p : 0 . 2 8 8 9 7 7 S p e e d - u p : 1 . 7 3 1 1 2 1
E f i c i e n c i a : 9 .63% E f i c i e n c i a : 5 7 .7 0%
C. Seguimiento de Trayectorias
P r o c e s o s 3 2 0 x 2 4 0 72 0  x  54 0
1 T ie m p o : 1 . 2 2 1 5 8 7 T ie m p o : 8 . 8 8 0 2 2 2
S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 .0 0 %
2 T ie m p o : 1 . 8 7 9 2 8 6 T i  e m p o : 7 . 8 8 8 6 6 4
S p e e d - u p : 0 . 6 5 0 0 2 7 S p e e d - u p : 1 . 1 2 5 6 9 4
E f i c i e n c i a : 3 2 .5 0 % E f i c i e n c i a : 5 6 .2 8 %
3 T ie m p o : 1 . 9 9 8 3 4 8 T i  e m p o : 6 . 0 2 4 6 3 2
S p e e d - u p : 0 . 6 1 1 2 9 8 S p e e d - u p : 1 . 4 7 3 9 8 6
E f i c i e n c i a : 2 0 .3 8 % E f i c i e n c i a : 4 9 .1 3%
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Prueba N° 2
Descripción: Varios objetos pequeños desplazándose rápidamente de derecha a izquierda 
Cantidad de imágenes: 46
RESULTADOS DE LA PRUEBA
A. Realce de imágenes
P r o c e s o s 3 2 0 x 2 4 0 72 0  x  54 0
T i e m p o  t o t a l T i e m p o  x  i m a g e n T i e m p o  t o t a l T i e m p o  x  i m a g e n
1 3 0 . 8 5 3 8 5 6 0 . 6 7 0 7 3 6 1 4 7 . 9 2 7 3 5 0 3 . 2 1 5 8 1 2
2 3 1 . 9 0 3 2 5 0 0.  6 9 3 5 4 9 1 1 9 . 6 7 2 3 3 3 2 . 6 0 1 5 7 2
3 3 8 . 2 0 9 5 7 3 0 . 8 3 0 6 4 3 1 2 7 . 9 8 0 3 4 7 2 .  782181
B. Reconocimiento de Objetos
P r o c e s o s 3 2 0 x 2 4 0 720  x  54 0
T i e m p o  t o t a l T i e m p o  x  i m a g e n T i e m p o  t o t a l T i e m p o  x  i m a g e n
1 2 7 . 7 1 6 0 6 8 0.  6 0 2 5 2 3 2 6 3 . 3 0 2 9 2 0 5.  7 2 3 9 7 7
2 5 2 . 9 1 8 4 6 1 1 . 1 5 0 4 0 1 2 1 1 . 3 5 7 2 2 7 4 . 5 9 4 7 2 2
3 5 8 . 6 7 1 0 1 5 1 . 2 7 5 4 5 7 1 5 6 . 9 6 7 1 3 3 3 . 4 1 2 3 2 9
C. Seguimiento de Trayectorias
P r o c e s o s 3 2 0 x 2 4 0 720  x  540
T i e m p o  t o t a l T i e m p o  x  i m a g e n T i e m p o  t o t a l T i e m p o  x  i m a g e n
1 7 5 . 1 6 8 0 6 6 1.  6 3 4 0 8 8 4 0 5 . 4 7 2 4 5 6 8 . 8 1 4 6 1 9
2 8 9 . 6 4 7 8 6 5 1.  9 4 8 8 6 7 3 8 4 . 1 0 3 3 0 4 8 . 3 5 0 0 7 2
3 9 7 . 0 5 0 1 6 2 2 . 1 0 9 7 8 6 2 8 5 . 0 4 1 3 9 1 6 . 1 9 6 5 5 2
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PRUEBA N° 2 -  RESUMEN DE RESULTADOS
A. Realce de Imagen
P r o c e s o s 3 2 0 x 2 4 0 7 2 0  x  54 0
1
T i  e m p o : 0 . 6 7 0 7 3 6 T i  e m p o : 3 . 2 1 5 8 1 2
S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 .0 0 %
2
T i  e m p o : 0 . 6 9 3 5 4 9 T i e m p o : 2 . 6 0 1 5 7 2
S p e e d - u p : 0 . 9 6 7 1 0 7 S p e e d - u p : 1 . 2 3 6 1 0 3
E f i c i e n c i a : 4 8 .3 6 % E f i c i e n c i a : 6 1 .8 1%
3
T i e m p o : 0 . 8 3 0 6 4 3 T i e m p o : 2 . 7 82181
S p e e d - u p : 0 . 8 0 7 4 9 0 S p e e d - u p : 1 . 1 5 5 8 6 0
E f i c i e n c i a : 2 6 .9 2 % E f i c i e n c i a : 3 8 .5 3 %
B. Reconocimiento de Objetos
P r o c e s o s 3 2 0 x 2 4 0 7 2 0  x  54 0
1
T i  e m p o : 0 . 6 0 2 5 2 3 T i e m p o : 5 . 7 2 3 9 7 7
S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 .0 0 %
2
T i  e m p o : 1 . 1 5 0 4 0 1 T i e m p o : 4 . 5 9 4 7 2 2
S p e e d - u p : 0 . 5 2 3 7 5 0 S p e e d - u p : 1 . 2 4 5 7 7 2
E f i c i e n c i a : 2 6 .1 9 % E f i c i e n c i a : 62 .2 9%
3
T i  e m p o : 1 . 2 7 5 4 5 7 T i e m p o : 3 . 4 1 2 3 2 9
S p e e d - u p : 0 . 4 7 2 3 9 8 S p e e d - u p : 1 . 6 7 7 4 4 0
E f i c i e n c i a : 1 5 .7 5% E f i c i e n c i a : 5 5 .9 1%
C. Seguimiento de Trayectorias
P r o c e s o s 3 2 0 x 2 4 0 7 2 0  x  5 4 0
1
T i e m p o : 1 . 6 3 4 0 8 8 T i e m p o : 8 . 8 1 4 6 1 9
S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 .0 0 %
2
T i e m p o : 1 . 9 4 8 8 6 7 T i  e m p o : 8 . 3 5 0 0 7 2
S p e e d - u p : 0 . 8 3 8 4 8 1 S p e e d - u p : 1 . 0 5 5 6 3 4
E f i c i e n c i a : 4 1 .9 2% E f i c i e n c i a : 5 2 .7 8 %
3
T i  e m p o : 2 . 1 0 9 7 8 6 T i  e m p o : 6 . 1 9 6 5 5 2
S p e e d - u p : 0 . 7 7 4 5 2 8 S p e e d - u p : 1 . 4 2 2 5 0 4
E f i c i e n c i a : 2 5 .8 2 % E f i c i e n c i a : 4 7 .4 2 %
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Prueba N° 3
Descripción: Varios objetos pequeños desplazándose a diferentes velocidades 
Cantidad de imágenes: 33
RESULTADOS DE LA PRUEBA
A. Realce de imágenes
P r o c e s o s 3 2 0 x 2 4 0 7 20  x  54 0
T i e m p o  t o t a l T i e m p o  x  i m a g e n T i e m p o  t o t a l T i e m p o  x  i m a g e n
1 2 0 . 0 6 3 2 9 8 0.  6 0 7 9 7 9 1 0 5 . 6 3 7 8 1 0 3 . 2 0 1 1 4 6
2 2 2 . 0 0 7 7 3 5 0.  666901 8 6 . 8 3 3 1 6 1 2 . 6 3 1 3 0 8
3 2 7 . 3 0 3 3 1 4 0 . 8 2 7 3 7 3 9 1 . 8 8 6 9 1 2 2 .  78 4 4 5 2
B. Reconocimiento de Objetos
P r o c e s o s 3 2 0 x 2 4 0 7 20  x  540
T i e m p o  t o t a l T i e m p o  x  i m a g e n T i e m p o  t o t a l T i e m p o  x  i m a g e n
1 1 8 . 4 6 0 7 6 1 0 . 5 5 9 4 1 7 1 8 0 . 2 0 7 7 0 8 5 . 4 6 0 8 4 0
2 3 8 . 8 3 5 1 9 8 1 . 1 7 6 8 2 4 1 5 2 . 0 5 9 3 0 3 4. 6 0 7 8 5 8
3 4 0 . 3 1 6 7 0 9 1 . 2 2 1 7 1 8 1 2 8 . 3 9 1 5 0 5 3 . 8 9 0 6 5 2
C. Seguimiento de Trayectorias
P r o c e s o s 3 2 0 x 2 4 0 7 20  x  540
T i e m p o  t o t a l T i e m p o  x  i m a g e n T i e m p o  t o t a l T i e m p o  x  i m a g e n
1 5 0 . 8 9 1 5 6 1 1 . 5 4 2 1 6 9 2 8 4 . 0 7 1 6 9 0 8.  6 0 8 2 3 3
2 6 4 . 6 9 8 6 7 6 1 . 9 6 0 5 6 6 2 3 8 . 0 6 6 1 9 6 7 . 2 1 4 1 2 7
3 6 9 . 6 1 6 3 2 7 2 . 1 0 9 5 8 6 2 1 9 . 4 5 8 0 2 6 6. 6 5 0 2 4 3
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PRUEBA N° 3 -  RESUMEN DE RESULTADOS
A. Realce de Imagen
P r o c e s o s 3 2 0 x 2 4 0 7 2 0  x  5 40
1
T i e m p o : 0 . 6 0 7 9 7 9 T i  e m p o : 3 . 2 0 1 1 4 6
S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 .0 0 %
2
T i e m p o : 0 .  666901 T i e m p o : 2 . 6 3 1 3 0 8
S p e e d - u p : 0 . 9 1 1 6 4 8 S p e e d - u p : 1 . 2 1 6 5 6 1
E f i c i e n c i a : 4 5 .5 8% E f i c i e n c i a : 60 .8 3%
3
T i  e m p o : 0 . 8 2 7 3 7 3 T i e m p o : 2 .  7 8 4 4 5 2
S p e e d - u p : 0 . 7 3 4 8 3 0 S p e e d - u p : 1 . 1 4 9 6 5 0
E f i c i e n c i a : 2 4 .4 9 % E f i c i e n c i a : 3 8 .3 2 %
B. Reconocimiento de Objetos
P r o c e s o s 3 2 0 x 2 4 0 72 0  x  54 0
1
T i e m p o : 0 . 5 5 9 4 1 7 T i e m p o : 5 . 4 6 0 8 4 0
S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 .0 0 %
2
T i e m p o : 1 . 1 7 6 8 2 4 T i e m p o : 4 . 6 0 7 8 5 8
S p e e d - u p : 0 . 4 7 5 3 6 2 S p e e d - u p : 1 . 1 8 5 1 1 5
E f i c i e n c i a : 2 3 .7 7 % E f i c i e n c i a : 5 9 .2 6 %
3
T i e m p o : 1 . 2 2 1 7 1 8 T i  e m p o : 3 . 8 9 0 6 5 2
S p e e d - u p : 0 . 4 5 7 8 9 4 S p e e d - u p : 1 . 4 0 3 5 8 0
E f i c i e n c i a : 1 5 .2 6% E f i c i e n c i a : 4 6 .7 9%
C. Seguimiento de Trayectorias
P r o c e s o s 3 2 0 x 2 4 0 72 0  x  54 0
1
T i e m p o : 1 . 5 4 2 1 6 9 T i e m p o : 8 . 6 0 8 2 3 3
S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 .0 0 %
2
T i e m p o : 1 . 9 6 0 5 6 6 T i  e m p o : 7 . 2 1 4 1 2 7
S p e e d - u p : 0 . 7 8 6 5 9 4 S p e e d - u p : 1 . 1 9 3 2 4 7
E f i c i e n c i a : 3 9 .3 3 % E f i c i e n c i a : 5 9 .6 6%
3
T i  e m p o : 2 . 1 0 9 5 8 6 T i  e m p o : 6 . 6 5 0 2 4 3
S p e e d - u p : 0 . 7 3 1 0 2 9 S p e e d - u p : 1 . 2 9 4 4 2 4
E f i c i e n c i a : 2 4 .3 7 % E f i c i e n c i a : 4 3 .1 5%
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Prueba N° 4
Descripción: Varios objetos pequeños desplazándose a velocidad moderada 
Cantidad de imágenes: 24
RESULTADOS DE LA PRUEBA
A. Realce de imágenes
P r o c e s o s 3 2 0 x 2 4 0 7 20  x  540
T i e m p o  t o t a l T i e m p o  x  i m a g e n T i e m p o  t o t a l T i e m p o  x  i m a g e n
1 1 5 . 8 8 2 7 7 0 0.  6 6 1 7 8 2 7 7 . 1 4 2 5 4 9 3 . 2 1 4 2 7 3
2 1 6 . 3 0 6 6 0 5 0.  6 7 9 4 4 2 6 3 . 0 9 1 4 2 5 2 .  6 2 8 8 0 9
3 2 0 . 1 9 4 2 0 9 0 . 8 4 1 4 2 5 6 7 . 4 2 1 5 6 0 2 . 8 0 9 2 3 2
B. Reconocimiento de Objetos
P r o c e s o s 3 2 0 x 2 4 0 7 20  x  540
T i e m p o  t o t a l T i e m p o  x  i m a g e n T i e m p o  t o t a l T i e m p o  x  i m a g e n
1 1 0 . 3 9 8 2 6 0 0 . 4 3 3 2 6 1 1 3 9 . 9 9 3 9 0 1 5 . 8 3 3 0 7 9
2 2 7 . 0 1 3 3 9 7 1 . 1 2 5 5 5 8 1 1 5 . 9 3 2 6 5 3 4 . 8 3 0 5 2 7
3 2 9 . 5 4 5 6 6 8 1 . 2 3 1 0 7 0 8 1 . 9 0 3 2 3 3 3 . 4 1 2 6 3 5
C. Seguimiento de Trayectorias
P r o c e s o s 3 2 0 x 2 4 0 720  x  54 0
T i e m p o  t o t a l T i e m p o  x  i m a g e n T i e m p o  t o t a l T i e m p o  x  i m a g e n
1 3 4 . 4 0 2 3 1 7 1 . 4 3 3 4 3 0 2 1 4 . 2 4 2 2 7 6 8 . 9 2 6 7 6 1
2 4 7 . 1 5 6 9 5 6 1 . 9 6 4 8 7 3 1 8 6 . 1 7 9 8 2 4 7 . 75 7 4 9 3
3 5 0 . 8 4 9 4 0 5 2 . 1 1 8 7 2 5 1 4 4 . 1 5 6 6 5 7 6. 0 0 6 5 2 7
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PRUEBA N° 4 -  RESUMEN DE RESULTADOS
A. Realce de Imagen
P r o c e s o s 3 2 0 x 2 4 0 7 2 0  x  5 40
1
T i e m p o : 0 . 6 6 1 7 8 2 T i e m p o : 3 . 2 1 4 2 7 3
S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 .0 0 %
2
T i e m p o : 0 . 6 7 9 4 4 2 T i  e m p o : 2 .  6 2 8 8 0 9
S p e e d - u p : 0 . 9 7 4 0 0 8 S p e e d - u p : 1 . 2 2 2 7 1 1
E f i c i e n c i a : 4 8 .7 0% E f i c i e n c i a : 6 1 .1 4%
3
T i e m p o : 0 .  8 4 1 4 2 5 T i  e m p o : 2 . 8 0 9 2 3 2
S p e e d - u p : 0 . 7 8 6 5 0 1 S p e e d - u p : 1 . 1 4 4 1 8 2
E f i c i e n c i a : 2 6 .2 2 % E f i c i e n c i a : 3 8 .1 4 %
B. Reconocimiento de Objetos
P r o c e s o s 3 2 0 x 2 4 0 72 0  x  54 0
1
T i  e m p o : 0 . 4 3 3 2 6 1 T i  e m p o : 5 . 8 3 3 0 7 9
S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 .0 0 %
2
T i  e m p o : 1 . 1 2 5 5 5 8 T i e m p o : 4 . 8 3 0 5 2 7
S p e e d - u p : 0 . 3 8 4 9 3 0 S p e e d - u p : 1 . 2 0 7 5 4 5
E f i c i e n c i a : 1 9 .2 5% E f i c i e n c i a : 60 .3 8%
3
T i e m p o : 1 . 2 3 1 0 7 0 T i e m p o : 3 .  4 1 2 6 3 5
S p e e d - u p : 0 . 3 5 1 9 3 9 S p e e d - u p : 1 . 7 0 9 2 6 0
E f i c i e n c i a : 1 1 .7 3% E f i c i e n c i a : 5 6 .9 8 %
C. Seguimiento de Trayectorias
P r o c e s o s 3 2 0 x 2 4 0 7 20  x  5 40
1
T i e m p o : 1 . 4 3 3 4 3 0 T i  e m p o : 8 . 9 2 6 7 6 1
S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 .0 0 %
2
T i  e m p o : 1 . 9 6 4 8 7 3 T i  e m p o : 7. 7 5 7 4 9 3
S p e e d - u p : 0 . 7 2 9 5 2 8 S p e e d - u p : 1 . 1 5 0 7 2 8
E f i c i e n c i a : 3 6 .4 8% E f i c i e n c i a : 5 7 .5 4 %
3
T i  e m p o : 2 . 1 1 8 7 2 5 T i e m p o : 6.  0 0 6 5 2 7
S p e e d - u p : 0 . 6 7 6 5 5 3 S p e e d - u p : 1 . 4 8 6 1 7 7
E f i c i e n c i a : 2 2 .5 5 % E f i c i e n c i a : 4 9 .5 4 %
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Prueba N° 5
Descripción: Varios objetos pequeños desplazándose a velocidad moderada 
Cantidad de imágenes: 28
RESULTADOS DE LA PRUEBA
A. Realce de imágenes
P r o c e s o s 3 2 0 x 2 4 0 720  x  540
T i e m p o  t o t a l T i e m p o  x  i m a g e n T i e m p o  t o t a l T i e m p o  x  i m a g e n
1 1 9 . 4 5 9 9 2 0 0.  6 9 4 9 9 7 9 2 . 8 5 5 3 9 6 3 . 3 1 6 2 6 4
2 1 9 . 6 0 3 0 2 4 0.  70 0 1 0 8 7 5 . 1 0 5 6 0 7 2 .  6 8 2 3 4 3
3 2 3 . 7 8 8 8 7 1 0 . 8 4 9 6 0 3 7 8 . 8 3 9 3 3 4 2 . 8 1 5 6 9 1
B. Reconocimiento de Objetos
P r o c e s o s 3 2 0 x 2 4 0 72 0  x  54 0
T i e m p o  t o t a l T i e m p o  x  i m a g e n T i e m p o  t o t a l T i e m p o  x  i m a g e n
1 1 8 . 5 9 9 1 4 8 0 . 6 6 4 2 5 5 2 1 2 . 7 0 0 4 6 7 7 . 5 9 6 4 4 5
2 3 2 . 2 6 1 0 9 5 1 . 1 5 2 1 8 2 1 6 8 . 2 0 3 4 6 9 6.  0 0 7 2 6 7
3 3 6 . 6 1 8 0 5 4 1 . 3 0 7 7 8 8 1 2 3 . 5 5 6 4 9 0 4 . 4 1 2 7 3 2
C. Seguimiento de Trayectorias
P r o c e s o s 3 2 0 x 2 4 0 720  x  54 0
T i e m p o  t o t a l T i e m p o  x  i m a g e n T i e m p o  t o t a l T i e m p o  x  i m a g e n
1 4 7 . 8 4 2 2 9 6 1.  708 6 5 3 3 0 3 . 7 5 4 8 2 3 1 0 . 8 4 8 3 8 7
2 5 3 . 6 8 0 7 8 4 1 . 9 1 7 1  71 2 4 3 . 2 8 9 9 1 2 8.  6 8 8 9 2 5
3 5 6 . 8 2 9 1 5 7 2 . 0 2 9 6 1 3 2 0 3 . 3 9 4 7 9 3 7 . 2 6 4 1 0 0
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P R U E B A  N °  5 - R E S U M E N  D E  R E S U L T A D O S
00 00:00 000000 
m A .  Realce de Imagen
00:00*11 000001
Procesos 320x240 720 x 540
m T i e m p o : 0 . 6 9 4 9 9 7 T i  e m p o : 3 . 3 1 6 2 6 4
1 S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
0000*12 000002
E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 .0 0 %
0 T i e m p o : 0 .  70 0 1 0 8 T i e m p o : 2 . 6 8 2 3 4 3
2 S p e e d - u p : 0 . 9 9 2 7 0 0 S p e e d - u p : 1 . 2 3 6 3 3 1
0000:03 000003 E f i c i e n c i a : 4 9 .6 3% E f i c i e n c i a : 6 1 .8 2%
m # T i e m p o : 0 .  8 4 9 6 0 3 T i  e m p o : 2 . 8 1 5 6 9 1
* 3 S p e e d - u p : 0 . 8 1 8 0 2 6 S p e e d - u p : 1 . 1 7 7 7 8 0
00 00:04 000004 E f i c i e n c i a : 2 7 .2 7 % E f i c i e n c i a : 3 9 .2 6 %
#  4
40
00.00*6 000006 B .  Reconocimiento de Objetos
0 Procesos 320x240 720 x 540
T i e m p o : 0 . 6 6 4 2 5 5 T i e m p o : 7 . 5 9 6 4 4 5
1 S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
0 E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 .0 0 %
T i e m p o : 1 . 1 5 2 1 8 2 T i e m p o : 6 . 0 0 7 2 6 7
00 00:07 000007
2 S p e e d - u p : 0 . 5 7 6 5 1 9 S p e e d - u p : 1 . 2 6 4 5 4 3
» * # E f i c i e n c i a : 2 8 .8 3 % E f i c i e n c i a : 6 3 .2 3%
T i e m p o : 1 . 3 0 7 7 8 8 T i  e m p o : 4 . 4 1 2 7 3 2
00 00*18 000008 3 S p e e d - u p : 0 . 5 0 7 9 2 3 S p e e d - u p : 1 . 7 2 1 4 8 4
*  '# E f i c i e n c i a : 1 6 .9 3% E f i c i e n c i a : 5 7 .3 8 %
00 00:09 000009 
•  * 4 C.  Seguimiento de Trayectorias
0000:10 000010
Procesos 320x240 720 x 540
* • . T i e m p o : 1 . 7 0 8 6 5 3 T i e m p o : 1 0 . 8 4 8 3 8 7
1 S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 .0 0 %
T i e m p o : 1 . 9 1 7 1 7 1 T i e m p o : 8 . 6 8 8 9 2 5
*  ' , 2 S p e e d - u p : 0 . 8 9 1 2 3 7 S p e e d - u p : 1 . 2 4 8 5 3 0
E f i c i e n c i a : 4 4 .5 6% E f i c i e n c i a : 62 .4 3%
00 00:12 000012 T i e m p o : 2 . 0 2 9 6 1 3 T i e m p o : 7 . 2 6 4 1 0 0
3 S p e e d - u p : 0 . 8 4 1 8 6 2 S p e e d - u p : 1 . 4 9 3 4 2 5
E f i c i e n c i a : 2 8 .0 6 % E f i c i e n c i a : 4 9 .7 8%
00 0Q13 000013
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Prueba N° 6
Descripción: Varios objetos pequeños desplazándose rápidamente de arriba hacia abajo 
Cantidad de imágenes: 15
RESULTADOS DE LA PRUEBA
A. Realce de imágenes
P r o c e s o s 3 2 0 x 2 4 0 720  x  54 0
T i e m p o  t o t a l T i e m p o  x  i m a g e n T i e m p o  t o t a l T i e m p o  x  i m a g e n
1 9 . 9 6 6 8 9 7 0.  6 6 4 4 6 0 4 5 . 7 3 4 7 3 0 3 . 0 4 8 9 8 2
2 1 0 . 4 1 4 8 6 6 0.  6 9 4324 3 8 . 8 6 4 0 9 8 2 . 5 9 0 9 4 0
3 1 2 . 2 5 6 6 6 8 0 . 8 1 7 1 1 1 4 0 . 0 6 6 8 9 6 2 . 6 7 1 1 2 6
B. Reconocimiento de Objetos
P r o c e s o s 3 2 0 x 2 4 0 72 0  x  54 0
T i e m p o  t o t a l T i e m p o  x  i m a g e n T i e m p o  t o t a l T i e m p o  x  i m a g e n
1 1 4 . 6 6 4 7 9 6 0 . 9 7 7 6 5 3 1 0 8 . 3 3 6 1 8 3 7 . 2 2 2 4 1 2
2 1 8 . 6 2 5 7 9 7 1 . 2 4 1 7 2 0 8 1 . 1 7 1 8 2 5 5 . 4 1 1 4 5 5
3 1 8 . 4 7 9 7 3 7 1 . 2 3 1 9 8 2 5 9 . 5 2 4 2 9 8 3 . 9 6 8 2 8 7
C. Seguimiento de Trayectorias
P r o c e s o s 3 2 0 x 2 4 0 72 0  x  540
T i e m p o  t o t a l T i e m p o  x  i m a g e n T i e m p o  t o t a l T i e m p o  x  i m a g e n
1 3 4 . 4 5 1 7 4 8 2 . 2 9 6 7 8 3 1 5 6 . 6 0 4 1 7 6 1 0 . 4 4 0 2 7 8
2 3 1 . 0 1 2 5 0 1 2 . 0 6 7 5 0 0 1 1 6 . 9 9 6 8 4 7 7 . 79 9 7 9 0
3 3 2 . 9 8 6 9 3 4 2 . 1 9 9 1 2 9 1 0 3 . 5 7 2 0 9 8 6. 9 0 4 8 0 7
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PRUEBAN0 6 - RESUMEN DE RESULTADOS
(»0000 000000 
rooooi 000001
A. Realce de Imagen
1 Procesos 320x240 720 x 540
T i  e m p o : 0.  6 6 4 4 6 0 T i  e m p o : 3 . 0 4 8 9 8 2
00.0002 000002 1 S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
*
* *  * E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 .0 0 %
T i  e m p o : 0.  69 4 3 2 4 T i e m p o : 2 . 5 9 0 9 4 0
00.00.03 000003 2 S p e e d - u p : 0 . 9 5 6 9 8 7 S p e e d - u p : 1 . 1 7 6 7 8 6
^  * 1 E f i c i e n c i a : 4 7 .8 5% E f i c i e n c i a : 5 8 .8 4 %
T i e m p o : 0 . 8 1 7 1 1 1 T i e m p o : 2 . 6 7 1 1 2 6
000004 000004 3 S p e e d - u p : 0 . 8 1 3 1 8 2 S p e e d - u p : 1 . 1 4 1 4 5 9
m * E f i c i e n c i a : 2 7 .1 1 % E f i c i e n c i a : 3 8 .0 5 %
*  *  *
00 0005 000005
*  #
B. Reconocimiento de Objetos
000006 000006 Procesos 320x240 720 x 540
T i  e m p o : 0.  9 7 7 6 5 3 T i e m p o : 7 . 2 2 2 4 1 2
*  **  # 1 S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
000007 000007 E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 .0 0 %
T i e m p o : 1 . 2 4 1 7 2 0 T i e m p o : 5 . 4 1 1 4 5 5
2 S p e e d - u p : 0 . 7 8 7 3 3 8 S p e e d - u p : 1 . 3 3 4 6 5 3
00 00.08 oooooe E f i c i e n c i a : 3 9 .3 7% E f i c i e n c i a : 66 .7 3%
T i e m p o : 1 . 2 3 1 9 8 2 T i e m p o : 3 . 9 6 8 2 8 7
3 S p e e d - u p : 0 . 7 9 3 5 6 1 S p e e d - u p : 1 . 8 2 0 0 3 3
0010009 000009 E f i c i e n c i a : 2 6 .4 5 % E f i c i e n c i a : 60 .6 7%
000010 000010 C. Seguimiento de Trayectorias
Procesos 320x240 720 x 540
** 0
OOOQ11 000011 T i e m p o : 2 . 2 9 6 7 8 3 T i e m p o : 1 0 . 4 4 0 2 7 8
1 S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 .0 0 %
####
(»0012 000012 T i e m p o : 2 . 0 6 7 5 0 0 T i  e m p o : 7 . 7 9 9 7 9 0
2 S p e e d - u p : 1 . 1 1 0 8 9 9 S p e e d - u p : 1 . 3 3 8 5 3 3
E f i c i e n c i a : 5 5 .5 4 % E f i c i e n c i a : 66 .9 3%
<000.13 000013 T i e m p o : 2 . 1 9 9 1 2 9 T i  e m p o : 6 . 9 0 4 8 0 7
3 S p e e d - u p : 1 . 0 4 4 4 0 6 S p e e d - u p : 1 . 5 1 2 0 3 1
E f i c i e n c i a : 3 4 .8 1 % E f i c i e n c i a : 5 0 .4 0 %
## K
00 0014 000014
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Prueba N° 7
Descripción: Un objeto mediano desplazándose muy despacio de izquierda a derecha 
Cantidad de imágenes: 135
RESULTADOS DE LA PRUEBA
A. Realce de imágenes
P r o c e s o s 3 2 0 x 2 4 0 72 0  x  540
T i e m p o  t o t a l T i e m p o  x  i m a g e n T i e m p o  t o t a l T i e m p o  x  i m a g e n
1 9 2 . 8 6 6 8 9 5 0.  6 8 7 9 0 3 4 3 7 . 5 9 4 9 8 1 3 . 2 4 1 4 4 4
2 9 4 . 8 2 6 3 2 7 0.  7 0 2 4 1 7 3 5 4 . 6 5 8 9 5 7 2 .  6 2 7 1 0 3
3 1 1 4 . 1 5 9 4 1 5 0 . 8 4 5 6 2 5 3 7 9 . 2 2 5 0 6 4 2 . 8 0 9 0 7 5
B. Reconocimiento de Objetos
P r o c e s o s 3 2 0 x 2 4 0 7 20  x  54 0
T i e m p o  t o t a l T i e m p o  x  i m a g e n T i e m p o  t o t a l T i e m p o  x  i m a g e n
1 8 5 . 7 0 2 7 3 9 0 . 6 3 4 8 3 5 8 0 4 . 6 9 9 1 4 9 5 . 9 6 0 7 3 4
2 1 7 2 . 4 3 2 9 7 1 1 . 2 7 7 2 8 1 7 2 2 . 7 2 1 2 1 7 5 . 3 5 3 4 9 0
3 1 7 9 . 6 7 8 8 2 4 1 . 3 3 0 9 5 4 5 6 5 . 3 6 0 5 3 2 4 . 1 8 7 8 5 6
C. Seguimiento de Trayectorias
P r o c e s o s 3 2 0 x 2 4 0 72 0  x  54 0
T i e m p o  t o t a l T i e m p o  x  i m a g e n T i e m p o  t o t a l T i e m p o  x  i m a g e n
1 2 3 5 . 7 6 7 2 7 3 1.  746424 1 3 4 2 . 4 5 6 6 1 4 9 . 9 4 4 1 2 3
2 2 8 3 . 8 0 0 1 6 9 2 . 1 0 2 2 2 3 1 1 0 8 . 8 2 6 6 5 2 8 . 2 1 3 5 3 1
3 2 9 2 . 3 5 1 1 7 0 2 . 1 6 5 5 6 4 9 9 6 . 9 3 3 8 9 5 7 . 3 8 4 6 9 6
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PRUEBA N° 7 -  RESUMEN DE RESULTADOS
A. Realce de Imagen
Procesos 320x240 720 x 540
1
T i e m p o : 0.  6 8 7 9 0 3 T i  e m p o: 3 . 2 4 1 4 4 4
S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 .0 0 %
2
T i  e m p o : 0 .  7 0 2 4 1 7 T i e m p o : 2 .  6 2 7 1 0 3
S p e e d - u p : 0 . 9 7 9 3 3 7 S p e e d - u p : 1 . 2 3 3 8 4 7
E f i c i e n c i a : 4 8 .9 7% E f i c i e n c i a : 6 1 .6 9%
3
T i e m p o : 0 . 8 4 5 6 2 5 T i e m p o : 2 . 8 0 9 0 7 5
S p e e d - u p : 0 . 8 1 3 4 8 4 S p e e d - u p : 1 . 1 5 3 9 1 9
E f i c i e n c i a : 2 7 .1 2 % E f i c i e n c i a : 3 8 .4 6 %
B. Reconocimiento de Objetos
Procesos 320x240 720 x 540
1
T i e m p o : 0 . 6 3 4 8 3 5 T i e m p o : 5 . 9 6 0 7 3 4
S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 .0 0 %
2
T i e m p o : 1 . 2 7 7 2 8 1 T i e m p o : 5 . 3 5 3 4 9 0
S p e e d - u p : 0 . 4 9 7 0 2 1 S p e e d - u p : 1 . 1 1 3 4 3 0
E f i c i e n c i a : 2 4 .8 5 % E f i c i e n c i a : 5 5 .6 7 %
3
T i e m p o : 1 . 3 3 0 9 5 4 T i e m p o : 4 . 1 8 7 8 5 6
S p e e d - u p : 0 . 4 7 6 9 7 7 S p e e d - u p : 1 . 4 2 3 3 3 8
E f i c i e n c i a : 1 5 .9 0% E f i c i e n c i a : 4 7 .4 4%
C. Seguimiento de Trayectorias
Procesos 320x240 720 x 540
1
T i e m p o : 1 .  74642 4 T i  e m p o : 9 . 9 4 4 1 2 3
S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 .0 0 %
2
T i  e m p o: 2 . 1 0 2 2 2 3 T i  e m p o: 8 . 2 1 3 5 3 1
S p e e d - u p : 0 . 8 3 0 7 5 1 S p e e d - u p : 1 . 2 1 0 7 0 0
E f i c i e n c i a : 4 1 .5 4% E f i c i e n c i a : 60 .5 4%
3
T i e m p o : 2 . 1 6 5 5 6 4 T i  e m p o : 7 . 3 8 4 6 9 6
S p e e d - u p : 0 . 8 0 6 4 5 2 S p e e d - u p : 1 . 3 4 6 5 8 5
E f i c i e n c i a : 2 6 .8 8 % E f i c i e n c i a : 4 4 .8 9%
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Prueba N° 8
Descripción: Dos objetos medianos desplazándose lentamente en dirección diagonal 
Cantidad de imágenes: 154
RESULTADOS DE LA PRUEBA
A. Realce de imágenes
P r o c e s o s 3 2 0 x 2 4 0 7 20  x  540
T i e m p o  t o t a l T i e m p o  x  i m a g e n T i e m p o  t o t a l T i e m p o  x  i m a g e n
1 1 0 6 . 1 2 2 4 9 0 0.  6 8 9 1 0 7 5 0 1 . 7 7 1 7 5 1 3 . 2 5 8 2 5 8
2 1 0 7 . 8 2 9 7 2 2 0.  70 0 1 9 3 4 0 5 . 1 8 8 1 1 8 2 .  6 3 1 0 9 2
3 1 2 9 . 9 0 7 1 5 5 0 . 8 4 3 5 5 3 4 3 4 . 2 5 6 9 8 3 2 . 8 1 9 8 5 1
B. Reconocimiento de Objetos
P r o c e s o s 3 2 0 x 2 4 0 72 0  x  54 0
T i e m p o  t o t a l T i e m p o  x i m a g e n T i e m p o  t o t a l T i e m p o  x  i m a g e n
1 1 7 5 . 9 6 4 1 2 3 1 . 1 4 2 6 2 4 1 7 2 4 . 2 4 2 8 3 7 1 1 . 1 9 6 3 8 2
2 2 1 1 . 3 6 8 9 1 9 1 . 3 7 2 5 2 5 1 1 1 4 . 0 9 7 9 9 9 7 . 2 3 4 4 0 3
3 2 0 7 . 0 5 5 5 0 6 1 . 3 4 4 5 1 6 7 6 7 . 4 2 6 0 0 7 4 . 9 8 3 2 8 6
C. Seguimiento de Trayectorias
P r o c e s o s 3 2 0 x 2 4 0 72 0  x  54 0
T i e m p o  t o t a l T i e m p o  x  i m a g e n T i e m p o  t o t a l T i e m p o  x  i m a g e n
1 3 8 4 . 1 6 8 0 2 1 2 . 4 9 4 5 9 8 2 4 0 4 . 0 9 5 7 5 4 1 5 . 6 1 1 0 1 1
2 3 4 6 . 6 8 4 5 9 9 2 . 2 5 1 1 9 9 1 5 4 9 . 6 7 1 8 3 9 1 0 . 0 6 2 8 0 4
3 3 3 2 . 6 0 3 7 2 3 2 . 1 5 9 7 6 4 1 2 7 3 . 7 8 3 9 6 9 8 . 2 7 1 3 2 4
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PRUEBA N° 8 -  RESUMEN DE RESULTADOS
# •
000000 000000 
#
0)0001 000001
A. Realce de Imagen
Procesos 320x240 720 x 540
• T i e m p o : 0 .  6 8 9 1 0 7 T i e m p o : 3 . 2 5 8 2 5 8
1 S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
# E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 .0 0 %
000003 000003 T i  e m p o : 0 .  70 0 1 9 3 T i e m p o : 2 . 6 3 1 0 9 2
2 S p e e d - u p : 0 . 9 8 4 1 6 7 S p e e d - u p : 1 . 2 3 8 3 6 7
0
0 E f i c i e n c i a : 4 9 .2 1% E f i c i e n c i a : 6 1 .9 2%
00 0004 000004 T i e m p o : 0 . 8 4 3 5 5 3 T i e m p o : 2 . 8 1 9 8 5 1
3 S p e e d - u p : 0 . 8 1 6 9 1 0 S p e e d - u p : 1 . 1 5 5 4 7 2
0
• E f i c i e n c i a : 2 7 .2 3 % E f i c i e n c i a : 3 8 .5 2%
00 00.05 000005 
0 •
□00006 000006
B. Reconocimiento de Objetos
# 0
Procesos 320x240 720 x 540
T i e m p o : 1 . 1 4 2 6 2 4 T i  e m p o : 1 1 . 1 9 6 3 8 2
1 S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
# • E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 .0 0 %
T i  e m p o : 1 . 3 7 2 5 2 5 T i e m p o : 7 . 2 3 4 4 0 3
2 S p e e d - u p : 0 . 8 3 2 4 9 8 S p e e d - u p : 1 . 5 4 7 6 5 8
• E f i c i e n c i a : 4 1 .6 2 % E f i c i e n c i a : 7 7 .3 8 %
000009 000009 T i e m p o : 1 . 3 4 4 5 1 6 T i  e m p o : 4 . 9 8 3 2 8 6
0 3 S p e e d - u p : 0 . 8 4 9 8 4 0 S p e e d - u p : 2 . 2 4 6 7 8 7
• E f i c i e n c i a : 2 8 .3 3 % E f i c i e n c i a : 7 4 .8 9 %
00:0010 000010 
#
#
00 0011 000011
C. Seguimiento de Trayectorias
0
0 Procesos 320x240 720 x 540
T i  e m p o : 2 . 4 9 4 5 9 8 T i e m p o : 1 5 . 6 1 1 0 1 1
é 1 S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
0 E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 .0 0 %
T i  e m p o : 2 . 2 5 1 1 9 9 T i e m p o : 1 0 . 0 6 2 8 0 4
0 2 S p e e d - u p : 1 . 1 0 8 1 2 0 S p e e d - u p : 1 . 5 5 1 3 5 8
0 E f i c i e n c i a : 5 5 .4 1% E f i c i e n c i a : 7 7 .5 7 %
T i  e m p o : 2 . 1 5 9 7 6 4 T i  e m p o : 8 . 2 7 1 3 2 4
0 3 S p e e d - u p : 1 . 1 5 5 0 3 2 S p e e d - u p : 1 . 8 8 7 3 6 5
E f i c i e n c i a : 3 8 .5 0 % E f i c i e n c i a : 62 .9 1%
00.0015 000015
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Prueba N° 9
Descripción: Un objeto grande desplazándose lentamente de izquierda a derecha 
Cantidad de imágenes: 90
RESULTADOS DE LA PRUEBA
A. Realce de imágenes
P r o c e s o s 3 2 0 x 2 4 0 720  x  540
T i e m p o  t o t a l T i e m p o  x  i m a g e n T i e m p o  t o t a l T i e m p o  x  i m a g e n
1 6 2 . 7 4 3 4 6 6 0.  6 9 7 1 5 0 2 9 8 . 9 2 1 9 4 3 3 . 3 2 1 3 5 5
2 6 2 . 6 7 4 3 3 2 0.  696381 2 4 1 . 8 7 5 3 5 6 2 . 6 8 7 5 0 4
3 7 6 . 7 2 4 2 9 4 0 . 8 5 2 4 9 2 2 5 4 . 1 1 1 3 9 3 2 . 8 2 3 4 6 0
B. Reconocimiento de Objetos
P r o c e s o s 3 2 0 x 2 4 0 72 0  x  54 0
T i e m p o  t o t a l T i e m p o  x  i m a g e n T i e m p o  t o t a l T i e m p o  x  i m a g e n
1 1 3 1 . 0 8 4 1 3 8 1 . 4 5 6 4 9 0 1 1 6 1 . 7 1 7 3 0 7 1 2 . 9 0 7 9 7 0
2 1 6 0 . 5 1 4 1 6 6 1.  783491 8 2 6 . 5 2 6 6 5 3 9 . 1 8 3 6 2 9
3 1 2 9 . 6 5 0 5 7 9 1.  4 4 0 5 6 2 4 9 3 . 9 5 9 2 4 2 5 . 4 8 8 4 3 6
C. Seguimiento de Trayectorias
P r o c e s o s 3 2 0 x 2 4 0 72 0  x  540
T i e m p o  t o t a l T i e m p o  x  i m a g e n T i e m p o  t o t a l T i e m p o  x  i m a g e n
1 2 8 6 . 6 9 3 1 6 9 3 . 1 8 5 4 8 0 1 4 5 7 . 8 2 4 2 2 0 1 6 . 1 9 8 0 4  7
2 2 3 4 . 6 4 4 3 1 0 2 .  6 0 7 1 5 9 1 0 8 0 . 7 0 9 6 2 8 1 2 . 0 0 7 8 8 5
3 2 0 3 . 1 1 4 8 6 5 2 . 2 5 6 8 3 2 7 4 1 . 9 5 5 5 7 3 8 . 2 4 3 9 5 1
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PRUEBA N° 9 -  RESUMEN DE RESULTADOS
A. Realce de Imagen
Procesos 320x240 720 x 540
1
T i  e m p o: 0 . 6 9 7 1 5 0 T i e m p o : 3 . 3 2 1 3 5 5
S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 .0 0 %
2
T i e m p o : 0 . 6 9 6 3 8 1 T i  e m p o : 2 . 687 5 0 4
S p e e d - u p : 1 . 0 0 1 1 0 3 S p e e d - u p : 1 . 2 3 5 8 5 1
E f i c i e n c i a : 5 0 .0 6 % E f i c i e n c i a : 61 .7 9%
3
T i e m p o : 0 . 8 5 2 4 9 2 T i e m p o : 2 . 8 2 3 4 6 0
S p e e d - u p : 0 . 8 1 7 7 7 8 S p e e d - u p : 1 . 1 7 6 3 4 2
E f i c i e n c i a : 2 7 .2 6 % E f i c i e n c i a : 3 9 .2 1 %
B. Reconocimiento de Objetos
Procesos 320x240 720 x 540
1
T i  e m p o: 1 . 4 5 6 4 9 0 T i e m p o : 1 2 . 9 0 7 9 7 0
S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 .0 0 %
2
T i  e m p o : 1 .  783491 T i e m p o : 9 . 1 8 3 6 2 9
S p e e d - u p : 0 . 8 1 6 6 5 2 S p e e d - u p : 1 . 4 0 5 5 4 1
E f i c i e n c i a : 4 0 .8 3% E f i c i e n c i a : 7 0 .2 8 %
3
T i e m p o : 1 . 4 4 0 5 6 2 T i  e m p o: 5 . 4 8 8 4 3 6
S p e e d - u p : 1 . 0 1 1 0 5 7 S p e e d - u p : 2 . 3 5 1 8 4 9
E f i c i e n c i a : 3 3 .7 0 % E f i c i e n c i a : 7 8 .3 9 %
C. Seguimiento de Trayectorias
Procesos 320x240 720 x 540
1
T i e m p o : 3 . 1 8 5 4 8 0 T i  e m p o: 1 6 . 1 9 8 0 4 7
S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 .0 0 %
2
T i  e m p o : 2 . 6 0 7 1 5 9 T i  e m p o: 1 2 . 0 0 7 8 8 5
S p e e d - u p : 1 . 2 2 1 8 2 0 S p e e d - u p : 1 . 3 4 8 9 5 1
E f i c i e n c i a : 61 .0 9% E f i c i e n c i a : 6 7 .4 5%
3
T i  e m p o: 2 . 2 5 6 8 3 2 T i  e m p o: 8 . 2 4 3 9 5 1
S p e e d - u p : 1 . 4 1 1 4 8 3 S p e e d - u p : 1 . 9 6 4 8 4 0
E f i c i e n c i a : 4 7 .0 5% E f i c i e n c i a : 65 .4 9%
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Prueba N° 10
Descripción: Dos objetos grandes desplazándose lentamente de izquierda a derecha 
Cantidad de imágenes: 67
RESULTADOS DE LA PRUEBA
A. Realce de imágenes
P r o c e s o s 3 2 0 x 2 4 0 720  x  540
T i e m p o  t o t a l T i e m p o  x  i m a g e n T i e m p o  t o t a l T i e m p o  x  i m a g e n
1 4 5 . 6 3 5 0 8 5 0.  681121 2 1 8 . 7 7 0 4 7 5 3 . 2 6 5 2 3 1
2 4 6 . 2 7 6 9 4 2 0.  690701 1 7 7 . 7 1 6 3 9 1 2 .  6 5 2 4 8 3
3 5 6 . 7 0 1 0 7 2 0 . 8 4 6 2 8 5 1 8 7 . 8 6 4 0 2 4 2 .  8 0 3941
B. Reconocimiento de Objetos
P r o c e s o s 3 2 0 x 2 4 0 7 20  x  540
T i e m p o  t o t a l T i e m p o  x  i m a g e n T i e m p o  t o t a l T i e m p o  x  i m a g e n
1 2 3 0 . 4 3 3 9 5 6 3 . 4 3 9 3 1 3 2 0 9 5 . 4 1 4 7 8 6 3 1 . 2 7 4 8 4 8
2 1 9 8 . 1 7 4 6 5 3 2 . 9 5 1 8 3 1 1 3 8 3 . 1 5 1 1 7 4 2 0 . 6 4 4 0 4 7
3 1 3 6 . 5 2 2 3 8 5 2 . 0 3 7 6 4 8 7 8 0 . 1 8 0 1 5 1 1 1 .  6 4 4 4 8 0
C. Seguimiento de Trayectorias
P r o c e s o s 3 2 0 x 2 4 0 72 0  x  54 0
T i e m p o  t o t a l T i e m p o  x  i m a g e n T i e m p o  t o t a l T i e m p o  x  i m a g e n
1 4 4 1 . 6 5 3 8 0 3 6 . 5 9 1 8 4 8 2 3 1 0 . 1 1 5 1 8 8 3 4 . 4 7 9 3 3 1
2 2 5 4 . 1 4 6 8 9 1 3.  7 9 3 2 3 7 1 4 4 7 . 9 3 1 0 8 7 2 1 .  6 1 0 9 1 2
3 1 9 3 . 0 6 1 2 6 1 2 . 8 8 1 5 1 1 9 6 0 . 1 6 5 0 3 1 1 4 . 3 3 0 8 2 1
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PRUEBA N° 10 -  RESUMEN DE RESULTADOS
A. Realce de Imagen
Procesos 320x240 720 x 540
1
T i  e m p o: 0.  681121 T i e m p o : 3 . 2 6 5 2 3 1
S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 .0 0 %
2
T i  e m p o : 0.  690701 T i  e m p o : 2 . 6 5 2 4 8 3
S p e e d - u p : 0 . 9 8 6 1 3 0 S p e e d - u p : 1 . 2 3 1 0 0 9
E f i c i e n c i a : 4 9 .3 1 % E f i c i e n c i a : 6 1 .5 5%
3
T i e m p o : 0 . 8 4 6 2 8 5 T i e m p o : 2 . 8 0 3 9 4 1
S p e e d - u p : 0 . 8 0 4 8 3 6 S p e e d - u p : 1 . 1 6 4 5 1 5
E f i c i e n c i a : 2 6 .8 3 % E f i c i e n c i a : 3 8 .8 2%
B. Reconocimiento de Objetos
Procesos 320x240 720 x 540
1
T i e m p o : 3 . 4 3 9 3 1 3 T i  e m p o: 3 1 . 2 7 4 8 4 8
S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 .0 0 %
2
T i e m p o : 2 . 9 57831 T i e m p o : 2 0 . 6 4 4 0 4 7
S p e e d - u p : 1 . 1 6 2 7 8 2 S p e e d - u p : 1 . 5 1 4 9 5 7
E f i c i e n c i a : 5 8 .1 4 % E f i c i e n c i a : 7 5 .7 5 %
3
T i  e m p o: 2 . 0 3 7 6 4 8 T i  e m p o: 1 1 . 6 4 4 4 8 0
S p e e d - u p : 1 . 6 8 7 8 8 4 S p e e d - u p : 2 . 6 8 5 8 0 9
E f i c i e n c i a : 5 6 .2 6 % E f i c i e n c i a : 8 9 .5 3%
C. Seguimiento de Trayectorias
Procesos 320x240 720 x 540
1
T i  e m p o : 6 . 5 9 1 8 4 8 T i e m p o : 3 4 . 4 7 9 3 3 1
S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 .0 0 %
2
T i e m p o : 3 .  7 9 3 2 3 7 T i e m p o : 2 1 . 6 1 0 9 1 2
S p e e d - u p : 1 . 7 3 7 7 9 0 S p e e d - u p : 1 . 5 9 5 4 5 9
E f i c i e n c i a : 8 6 .8 9 % E f i c i e n c i a : 7 9 .7 7 %
3
T i  e m p o: 2 . 8 8 1 5 1 1 T i e m p o : 1 4 . 3 3 0 8 2 1
S p e e d - u p : 2 . 2 8 7 6 3 6 S p e e d - u p : 2 . 4 0 5 9 5 6
E f i c i e n c i a : 7 6 .2 5 % E f i c i e n c i a : 8 0 .2 0%
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Prueba N °11
Descripción: Dos objetos grandes desplazándose rápidamente en dirección diagonal 
Cantidad de imágenes: 32
RESULTADOS DE LA PRUEBA
A. Realce de imágenes
P r o c e s o s 3 2 0 x 2 4 0 720  x  540
T i e m p o  t o t a l T i e m p o  x  i m a g e n T i e m p o  t o t a l T i e m p o  x  i m a g e n
1 2 1 . 5 5 8 8 5 1 0.  6 73714 1 0 2 . 2 3 1 1 8 6 3 . 1 9 4 7 2 5
2 2 2 . 1 3 7 1 0 4 0.  691 785 8 5 . 6 3 6 8 0 5 2 . 6 7 6 1 5 0
3 2 7 . 1 4 6 0 3 9 0.  8 4 8 3 1 4 8 8 . 8 6 7 2 9 0 2 .  77 7 1 0 3
B. Reconocimiento de Objetos
P r o c e s o s 3 2 0 x 2 4 0 720  x  540
T i e m p o  t o t a l T i e m p o  x  i m a g e n T i e m p o  t o t a l T i e m p o  x  i m a g e n
1 9 1 . 5 0 4 6 6 1 2 . 8 5 9 5 2 1 8 0 7 . 3 1 8 1 7 7 2 5 . 2 2 8 6 9 3
2 8 5 . 1 7 5 6 6 5 2 . 6 6 1 7 4 0 5 8 7 . 3 9 0 7 2 4 1 8 . 3 5 5 9 6 0
3 6 7 . 8 9 7 1 4 6 2 . 1 2 1 7 8 6 3 8 5 . 8 0 4 4 4 3 1 2 . 0 5 6 3 8 9
C. Seguimiento de Trayectorias
P r o c e s o s 3 2 0 x 2 4 0 720  x  540
T i e m p o  t o t a l T i e m p o  x  i m a g e n T i e m p o  t o t a l T i e m p o  x  i m a g e n
1 1 7 9 . 7 5 3 9 3 6 5 .  617311 9 1 9 . 2 5 2 5 7 2 2 8 .  72 6 6 4 3
2 1 1 1 . 7 1 9 6 5 8 3 . 4 9 1 2 3 9 6 8 2 . 8 0 6 2 3 9 2 1 . 3 3 7 6 9 5
3 9 3 . 0 4 9 8 5 7 2 . 9 0 7 8 0 8 4 7 3 . 4 4 5 8 7 5 1 4 .  795184
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PRUEBA N° 11 -  RESUMEN DE RESULTADOS
A. Realce de Imagen
Procesos 320x240 720 x 540
1
T i  e m p o: 0 . 6 7 3 7 1 4 T i e m p o : 3 . 1 9 4 7 2 5
S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 .0 0 %
2
T i  e m p o: 0 . 6 9 1 7 8 5 T i e m p o : 2 . 6 7 6 1 5 0
S p e e d - u p : 0 . 9 7 3 8 7 9 S p e e d - u p : 1 . 1 9 3 7 7 6
E f i c i e n c i a : 4 8 .6 9 % E f i c i e n c i a : 5 9 .6 9%
3
T i e m p o : 0 . 8 4 8 3 1 4 T i e m p o : 2 . 777 1 0 3
S p e e d - u p : 0 . 7 9 4 1 8 0 S p e e d - u p : 1 . 1 5 0 3 8 0
E f i c i e n c i a : 2 6 .4 7 % E f i c i e n c i a : 3 8 .3 5%
B. Reconocimiento de Objetos
Procesos 320x240 720 x 540
1
T i e m p o : 2 . 8 5 9 5 2 1 T i  e m p o: 2 5 . 2 2 8 6 9 3
S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 .0 0 %
2
T i e m p o : 2 .  6 6 1 7 4 0 T i  e m p o : 1 8 . 3 5 5 9 6 0
S p e e d - u p : 1 . 0 7 4 3 0 5 S p e e d - u p : 1 . 3 7 4 4 1 4
E f i c i e n c i a : 5 3 .7 2 % E f i c i e n c i a : 68 .7 2%
3
T i e m p o : 2 . 1 2 1 7 8 6 T i e m p o : 1 2 . 0 5 6 3 8 9
S p e e d - u p : 1 . 3 4 7 6 9 5 S p e e d - u p : 2 . 0 9 2 5 5 8
E f i c i e n c i a : 4 4 .9 2 % E f i c i e n c i a : 69 .7 5%
C. Seguimiento de Trayectorias
Procesos 320x240 720 x 540
1
T i  e m p o: 5 . 6 1 7 3 1 1 T i e m p o : 2 8 .  72 6 6 4 3
S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 .0 0 %
2
T i e m p o : 3 . 4 9 1 2 3 9 T i e m p o : 2 1 . 3 3 7 6 9 5
S p e e d - u p : 1 . 6 0 8 9 7 3 S p e e d - u p : 1 . 3 4 6 2 8 6
E f i c i e n c i a : 8 0 .4 5 % E f i c i e n c i a : 67 .3 1%
3
T i  e m p o: 2 . 9 0 7 8 0 8 T i  e m p o : 1 4 .  79518 4
S p e e d - u p : 1 . 9 3 1 8 0 2 S p e e d - u p : 1 . 9 4 1 6 2 1
E f i c i e n c i a : 6 4 .3 9% E f i c i e n c i a : 64 .72 %
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Prueba N °12
Descripción: Dos objetos grandes desplazándose en varios sentidos a velocidad moderada 
Cantidad de imágenes: 51
RESULTADOS DE LA PRUEBA
A. Realce de imágenes
P r o c e s o s 3 2 0 x 2 4 0 720  x  540
T i e m p o  t o t a l T i e m p o  x  i m a g e n T i e m p o  t o t a l T i e m p o  x  i m a g e n
1 3 4 . 6 2 7 6 6 4 0 . 6 7 8 9 7 4 1 6 6 . 8 2 3 2 7 0 3 . 2 7 1 0 4 5
2 3 5 . 5 0 7 4 6 0 0.  6 9 6 2 2 5 1 3 5 . 4 9 1 5 7 9 2 .  6 5 6 6 9 8
3 4 3 . 2 8 7 5 5 7 0.  8 4 8 7 7 6 1 4 3 . 7 6 0 7 7 2 2 . 8 1 8 8 3 9
B. Reconocimiento de Objetos
P r o c e s o s 3 2 0 x 2 4 0 7 20  x  540
T i e m p o  t o t a l T i e m p o  x  i m a g e n T i e m p o  t o t a l T i e m p o  x  i m a g e n
1 1 5 4 . 7 7 3 5 6 4 3 . 0 3 4 7 7 6 1 3 2 8 . 8 3 5 6 4 0 2 6 .  0 5 5601
2 1 4 4 . 5 4 5 7 5 9 2 . 8 3 4 2 3 1 9 5 1 . 5 0 8 9 1 4 1 8 .  6 5 7 0 3 8
3 1 1 7 . 4 7 8 1 7 5 2 . 3 0 3 4 9 4 6 5 2 . 8 4 2 9 8 1 1 2 . 8 0 0 8 4 3
C. Seguimiento de Trayectorias
P r o c e s o s 3 2 0 x 2 4 0 72 0  x  54 0
T i e m p o  t o t a l T i e m p o  x  i m a g e n T i e m p o  t o t a l T i e m p o  x  i m a g e n
1 2 9 8 . 2 8 2 9 0 9 5 . 8 4 8 6 8 4 1 4 9 2 . 7 1 2 6 0 1 2 9 . 2 6 8 8 7 5
2 1 8 8 . 1 2 8 0 2 8 3 . 6 8 8 7 8 5 1 1 0 2 . 3 5 2 0 9 2 2 1 . 6 1 4 7 4 7
3 1 5 9 . 5 2 0 9 1 5 3 . 1 2 7 8 6 1 7 8 5 . 6 8 0 4 5 8 1 5 . 4 0 5 4 9 9
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PRUEBA N° 12 -  RESUMEN DE RESULTADOS
A. Realce de Imagen
Procesos 320x240 720 x 540
1
T i e m p o : 0 . 6 7 8 9 7 4 T i e m p o : 3 . 2 7 1 0 4 5
S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 .0 0 %
2
T i  e m p o : 0.  6 9 6 2 2 5 T i e m p o : 2 . 6 5 6 6 9 8
S p e e d - u p : 0 . 9 7 5 2 2 2 S p e e d - u p : 1 . 2 3 1 2 4 5
E f i c i e n c i a : 4 8 .7 6% E f i c i e n c i a : 61 .5 6%
3
T i  e m p o: 0 . 8 4 8 7 7 6 T i e m p o : 2 . 8 1 8 8 3 9
S p e e d - u p : 0 . 7 9 9 9 4 5 S p e e d - u p : 1 . 1 6 0 4 2 3
E f i c i e n c i a : 2 6 .6 6 % E f i c i e n c i a : 3 8 .6 8 %
B. Reconocimiento de Objetos
Procesos 320x240 720 x 540
1
T i  e m p o : 3 . 0 3 4 7 7 6 T i e m p o : 2 6 . 0 5 5 6 0 1
S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 .0 0 %
2
T i e m p o : 2 . 8 3 4 2 3 1 T i e m p o : 1 8 . 6 5 7 0 3 8
S p e e d - u p : 1 . 0 7 0 7 5 8 S p e e d - u p : 1 . 3 9 6 5 5 6
E f i c i e n c i a : 5 3 .5 4 % E f i c i e n c i a : 69 .8 3%
3
T i e m p o : 2 . 3 0 3 4 9 4 T i  e m p o: 1 2 . 8 0 0 8 4 3
S p e e d - u p : 1 . 3 1 7 4 6 7 S p e e d - u p : 2 . 0 3 5 4 6 0
E f i c i e n c i a : 4 3 .9 2% E f i c i e n c i a : 67 .8 5%
C. Seguimiento de Trayectorias
Procesos 320x240 720 x 540
1
T i  e m p o: 5 . 8 4 8 6 8 4 T i e m p o : 2 9 . 2 6 8 8 7 5
S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 .0 0 %
2
T i e m p o : 3 . 6 8 8 7 8 5 T i  e m p o : 2 1 . 6 1 4 7 4 7
S p e e d - u p : 1 . 5 8 5 5 3 1 S p e e d - u p : 1 . 3 5 4 1 1 6
E f i c i e n c i a : 7 9 .2 8 % E f i c i e n c i a : 67 .7 1%
3
T i  e m p o: 3 . 1 2 7 8 6 1 T i e m p o : 1 5 . 4 0 5 4 9 9
S p e e d - u p : 1 . 8 6 9 8 6 7 S p e e d - u p : 1 . 8 9 9 8 9 8
E f i c i e n c i a : 62 .3 3% E f i c i e n c i a : 63 .3 3%
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Prueba N° 13
Descripción: Varios objetos grandes desplazándose diagonalmente a velocidad moderada 
Cantidad de imágenes: 49
RESULTADOS DE LA PRUEBA
A. Realce de imágenes
P r o c e s o s 3 2 0 x 2 4 0 720  x  54 0
T i e m p o  t o t a l T i e m p o  x  i m a g e n T i e m p o  t o t a l T i e m p o  x  i m a g e n
1 3 3 . 3 7 0 8 0 1 0.  6 8 1 0 3 7 1 6 0 . 1 9 6 2 0 3 3 . 2 6 9 3 1 0
2 3 3 . 9 5 0 4 9 2 0.  6 9 2 8 6 7 1 2 9 . 9 1 4 8 2 6 2 . 6 5 1 3 2 3
3 4 0 . 7 1 8 1 9 4 0 . 8 3 0 9 8 4 1 3 7 . 5 0 5 2 4 4 2 . 8 0 6 2 2 9
B. Reconocimiento de Objetos
P r o c e s o s 3 2 0 x 2 4 0 72 0  x  540
T i e m p o  t o t a l T i e m p o  x  i m a g e n T i e m p o  t o t a l T i e m p o  x  i m a g e n
1 1 5 3 . 8 4 4 4 4 9 3 . 1 3 9 6 8 3 1 3 2 3 . 1 9 2 5 3 9 2 7 . 0 0 3 9 2 9
2 1 3 8 . 7 9 9 8 1 9 2 . 8 3 2 6 4 9 8 8 4 . 3 8 2 1 0 5 1 8 . 0 4 8 6 1 4
3 1 0 8 . 8 7 0 3 7 9 2 . 2 2 1 8 4 4 5 9 9 . 3 0 6 2 2 7 1 2 . 2 3 0 7 3 9
C. Seguimiento de Trayectorias
P r o c e s o s 3 2 0 x 2 4 0 720  x  54 0
T i e m p o  t o t a l T i e m p o  x  i m a g e n T i e m p o  t o t a l T i e m p o  x  i m a g e n
1 2 9 4 . 1 1 9 3 4 9 6 . 0 0 2 4 3 6 1 4 8 4 . 9 0 8 7 7 8 3 0 . 3 0 4 2 6 1
2 1 7 6 . 7 4 9 2 2 2 3 . 6 0 7 1 2 7 1 0 2 7 . 0 6 9 6 5 6 2 0 . 9 6 0 6 0 5
3 1 4 8 . 2 4 4 9 0 9 3 . 0 2 5 4 0 6 7 2 5 . 1 4 6 0 3 2 1 4 .  79 8 8 9 9
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PRUEBA N° 13 -  RESUMEN DE RESULTADOS
A. Realce de Imagen
Procesos 320x240 720 x 540
1
T i e m p o : 0 . 6 8 1 0 3 7 T i e m p o : 3 . 2 6 9 3 1 0
S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 .0 0 %
2
T i e m p o : 0 . 6 9 2 8 6 7 T i e m p o : 2 . 6 5 1 3 2 3
S p e e d - u p : 0 . 9 8 2 9 2 5 S p e e d - u p : 1 . 2 3 3 0 8 6
E f i c i e n c i a : 4 9 .1 5% E f i c i e n c i a : 61 .6 5%
3
T i e m p o : 0.  8 3 0 9 8 4 T i  e m p o: 2 . 8 0 6 2 2 9
S p e e d - u p : 0 . 8 1 9 5 5 5 S p e e d - u p : 1 . 1 6 5 0 1 9
E f i c i e n c i a : 2 7 .3 2 % E f i c i e n c i a : 3 8 .8 3 %
B. Reconocimiento de Objetos
Procesos 320x240 720 x 540
1
T i e m p o : 3 . 1 3 9 6 8 3 T i  e m p o : 2 7 . 0 0 3 9 2 9
S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 .0 0 %
2
T i  e m p o : 2 . 8 3 2 6 4 9 T i e m p o : 1 8 . 0 4 8 6 1 4
S p e e d - u p : 1 . 1 0 8 3 9 1 S p e e d - u p : 1 . 4 9 6 1 7 7
E f i c i e n c i a : 5 5 .4 2 % E f i c i e n c i a : 7 4 .8 1 %
3
T i e m p o : 2 . 2 2 1 8 4 4 T i e m p o : 1 2 . 2 3 0 7 3 9
S p e e d - u p : 1 . 4 1 3 0 9 7 S p e e d - u p : 2 . 2 0 7 8 7 4
E f i c i e n c i a : 4 7 .1 0 % E f i c i e n c i a : 7 3 .6 0 %
C. Seguimiento de Trayectorias
Procesos 320x240 720 x 540
1
T i  e m p o : 6.  0 0 2 4 3 6 T i e m p o : 3 0 . 3 0 4 2 6 1
S p e e d - u p : 1 . 0 0 0 0 0 0 S p e e d - u p : 1 . 0 0 0 0 0 0
E f i c i e n c i a : 1 0 0 .0 0 % E f i c i e n c i a : 1 0 0 .0 0 %
2
T i  e m p o: 3 .  6 0 7 1 2 7 T i  e m p o : 2 0 . 9 6 0 6 0 5
S p e e d - u p : 1 . 6 6 4 0 4 9 S p e e d - u p : 1 . 4 4 5 7 7 2
E f i c i e n c i a : 8 3 .2 0% E f i c i e n c i a : 7 2 .2 9 %
3
T i  e m p o: 3 . 0 2 5 4 0 6 T i e m p o : 1 4 .  7 9 8 8 9 9
S p e e d - u p : 1 . 9 8 4 0 1 0 S p e e d - u p : 2 . 0 4 7 7 3 8
E f i c i e n c i a : 66 .1 3% E f i c i e n c i a : 68 .2 6%
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