Abstract-User demand on the computational resources of cloud computing platforms varies over time. These variations in demand can be predictable or unpredictable, resulting in time-varying and 'bursty' fluctuations in demand. Furthermore, demand can arrive in batches, and users whose demands are not met can be impatient. We demonstrate how to compute the expected revenue loss over a finite time horizon in the presence of all these model characteristics through the use of matrix analytic methods. We then illustrate how to use this knowledge to make frequent short term provisioning decisionstransient provisioning. It is seen that taking each of the characteristics of fluctuating user demand (predictable, unpredictable, batchy) into account can result in a substantial reduction of losses. Moreover, our transient provisioning framework allows for a wide variety of system behaviors to be modeled and gives simple expressions for expected revenue loss which are straightforward to evaluate numerically.
I. Introduction
Highly complex systems are becoming an integral contributor to the productivity of many industries. The introduction of these systems is accompanied by an increase in the demand for computational resources. Distributed cloud computing platforms have emerged as the leading method for provision of these resources to end users. In addition to the environments available online (e.g. Amazon EC2, Microsoft Azure, Google AppEngine, GoGrid), many private organizations and universities now have computer clusters that allow users to distribute computing tasks across many nodes. This substantially reduces the need for each user to have expensive individually held computing resources that become idle when not needed or which are impractical to store at the users' geographical location.
Distributed computing constitutes a substantial portion of the energy consumption in modern computer and communication networks [1] . As such, well designed provisioning policies, which match the availability of resources with the demand for resources remains an active area of research [1] . An obvious avenue to reducing the energy use of a distributed cloud platform is to switch compute nodes off, or place them into a power saving mode, when they are not needed. For example, in [2] it is estimated that perfectly provisioning capacity to match demand in a production compute cluster at Google would result in a 17-22% reduction in energy use.
Resource allocation problems of this type naturally fall into the realm of queueing theory. Specifically, the loss network model has been extensively used to analyze circuit switched systems in which tasks arrive randomly throughout time, require a random service time, and are lost if the resources required to begin their service are not available at the time of their arrival (see for example [3] , [4] ). In these models, the key quantity of system capacity is usually viewed as static, unable to be altered in response to short term fluctuations in system demand. As such, work on capacity selection is typically based on equilibrium properties of the system. Probably the most famous result of this type is Erlang's [5] expression for the probability 
Throughout this paper we use the term rate in the sense that it is applied in this model. For example, an arrival rate of λ at time t means that the probability of an arrival during [t, t + h] is λh + o(h) where o(h)/h → 0 as t → 0. Much of the literature on the analysis of cloud computing platforms, which we review in Section II, develops performance measures (e.g. probability of a blocked task, waiting times, response times) from an equilibrium perspective. In order to improve the matching between provisioned capacity and demand throughout time, and to achieve the energy savings which motivate our work, it is necessary to take a transient view of the system. Due to the elasticity, or short term capacity flexibility, of distributed cloud computing platforms this is especially relevant in our case. Moreover, the rate at which jobs arrive (randomly) to distributed cloud computing platforms is thought to vary throughout time [1] . In this work, in addition to taking a transient point of view in place of an equilibrium point of view, we also consider two types of time varying behavior in the arrival rate: predictable and unpredictable. We model predictable changes in the arrival rate by an inhomogeneous Poisson process, and we find it convenient to think of this as periodic (as illustrated in the bottom panel of Fig. 1 ). Unpredictable changes in the arrival rate, on the other hand, are modeled as occasional randomly timed jumps of random duration but fixed size (as illustrated by the top panel of Fig. 1 ).
Moving away from equilibrium analysis of these systems in favor of transient analysis allows provisioning to be performed over short time intervals in a way that is dependent on the current state of the system and knowledge of the arrival rate over the near future. Since obtaining analytic results for the transient distribution of loss network type systems is notoriously difficult, one often resorts to numerical inversion of Laplace transforms [6] , [7] or approximations [8] . In [9] , its companion [10] , and more recently [11] , a useful alternative to the consideration of the transient distribution for queueing type models is proposed. In these papers the authors assume that tasks which fail to enter a loss system due to capacity constraints result in the system's manager incurring a predetermined amount of lost revenue. By comparing the amount of lost revenue during a finite time interval [0, t] that results from different capacity choices, the authors are able to determine buying and selling prices for a unit of capacity using only information on the value of lost tasks and the current number of tasks in the system. They call the function underlying these rules the capacity value function.
The results in [9] and [10] are, however, derived using delicate manipulations of orthogonal polynomials, and it is difficult to use the same analytical techniques to generalize these findings to models which are more applicable to the distributed cloud computing setting (e.g. presence of a buffer, time varying arrivals). In this paper we overcome this issue by making the pivotal observation that the capacity value function can be expressed in terms of matrix inverses and exponentials using matrix analytic methods (MAMs). Moreover, by adding a term to the capacity value function that reflects the operating costs of maintaining different levels of capacity over time we allow the trade-off between energy use and service degradation, that is controlled through the provisioning decision, to be explicitly modeled.
Based on these observations, in this paper we show how to utilize the well established MAM literature to effectively obtain a transient performance measure, similar to the capacity value function, for a wide variety of potential cloud computing models. In our model tasks arrive to the system according to a time varying batch Markovian arrival process (BMAP). We call an arrival a job and each server request that a job makes is a task. Specifically, allowing batch arrivals means that jobs may request a random number of units of server K upon arrival, where K is a random variable with support {1, . . . , }. When or E [K] are greater we consider the arrival process to be more 'batchy'. It is important to highlight that allowing tasks to arrive in batches can be viewed as modeling jobs as Erlang distributed with a random shape parameter K, which is substantially more general than the exponential distribution usually employed. In fact, it can be shown that the coefficient of variation of a job will be
, so that a wide range of job behavior can be captured. In addition, this arrival process allows predictable and unpredictable arrival process behavior to be modeled. We incorporate 'burstiness' (or unpredictability) into our model by using the property of BMAPs that the arrival rate of tasks for these processes may change randomly throughout time according to an underlying modulating Markov process. For simplicity we suppose that this underlying process alternates between a baseline state and a state where the arrival rate is increased. We view the difference between the baseline arrival rate and the randomly increased arrival rate, as well the frequency with which the randomly increased rate is expected to occur, as measures of the system's burstiness. For example, if the system experiences large, frequent, unpredictable increases in the arrival rate then we would say that the system is more bursty than a system experiencing infrequent minor increases in the arrival rate. In Section IV we indicate how this simplifying assumption can easily be relaxed to permit a modulating Markov process with any finite number of states, rather than just two.
In addition to the revenue lost from a task failing to enter the system we allow tasks that are waiting for service in the buffer to become impatient and abandon the system -in which case a loss is also incurred by the system manager.
Our key result is an explicit matrix expression for the expected lost revenue during [0, t] when m servers are active, tasks may wait in a buffer of size r, there is a cost per unit time per unit of server, and a potentially different cost per unit time per unit of buffer. The analytical expressions that we detail and the increment in performance that is gained when using them in place of traditional equilibrium based performance measures is illustrated through several examples. In these examples we see that when demand on a system varies predictably with time our method can lead to a substantial reductions in losses. More modest improvements in performance are also seen when fluctuations in demand are unpredictable.
In the context of the model just described we show how our transient performance measure (expected lost revenue during [0, t]) can be used by system managers to make short term provisioning decisions. Furthermore, analyzing the performance of the system in terms of revenue losses due to blockages and abandonments is particularly relevant in this setting since it realistically reflects the penalties imposed on service providers associated with violations of service level agreements.
The remainder of this paper is organized as follows. In Section II we provide a brief overview of existing literature on performance evaluation of cloud computing platforms. In Section III we give a formal description of our model for a cloud computing platform. Section IV develops a framework around this model that allows us to present a method of performance evaluation in Section V. In Section VI we illustrate our method. We provide an outlook to future research in Section VII.
II. Related Work
Most of the prior studies on performance evaluation of cloud computing platforms study the system from an equilibrium point of view. Our approach complements all of these results by providing transient performance measures for a rich variety of cloud computing platform system features and task behaviors.
In [12] Khazaei et al. propose an M/G/m/m+r queueing system as an approximation to the type of real world distributed cloud computing platform system we are interested in. In their model compute tasks arrive to an m server system according to a homogeneous Poisson process, have a generally distributed service time, and are able to occupy r input buffer places if the system is already processing m tasks upon arrival, but are otherwise lost. Through an analysis based on the equilibrium state of the system the authors are able to determine the relationship between the number of servers and input buffer size and equilibrium performance indicators such as mean queue size, blocking probability, and the probability that a task will enter service immediately upon arrival. More recently Atmaca et al. [13] have provided a generalization of this work that uses Phase-type distributions to model service times and the time between arrivals. An alternative generalization that introduces a Markov modulated arrival process to model the arrivals of tasks, so that bursty behavior can be investigated, is performed in [14] .
A related presentation is given in [15] where Tan and Xia model the distributed cloud from a revenue management perspective as a multiclass loss network with jobs of different types arriving according to a general renewal process. While in [16] Bruneo gives a model based on stochastic reward nets that is scalable to very large system sizes and is flexible enough to be adapted to different scenarios -similar performance metrics are again analyzed from an equilibrium point of view,
In [17] Maccio and Down introduce a model that has a single server which switches between on and off states according to the length of the queue. Again using steady state analysis, several similar performance metrics are connected to the system parameters and some key observations on how the system behaves are made.
A notable exception to the dominant equilibrium analysis is a discrete time model predictive control based approach given by Zhang et al. in [2] . The empirical approach taken in their work is presented as a promising initial step towards provisioning cloud computing platforms and represents an approach that is methodologically complementary to the one we present.
Although MAMs have previously been used to study cloud computing platforms (see e.g. [18, Chapter 21] ), they have not yet been used to evaluate effective transient performance measures. In the next section we will detail our model of a cloud computing platform, and then in the subsequent section we will develop an encompassing model that takes the system model as an input to allow our performance measure to be computed. This is followed by some examples that show how to use the performance measures to make short term provisioning decisions.
III. Model of Cloud Computing Platforms
We assume that each arrival to the system consists of at most tasks, each of which requires its own server (e.g. a CPU core) to be processed or unit of buffer to be held in. Furthermore, we assume that the system exists in a random environment where traffic usually arrives according to some 'normal' rate, but occasionally arrives at some other 'bursty' rate. Let Y (t) ∈ {1, 2} equal 1 when arrivals are occurring due to the normal rate at time t and equal 2 when arrivals are occurring due to an bursty rate at time t. Moreover, when Y is in state 1 it transitions to state 2 at rate α, and when Y is in state 2 it transitions to state 1 at rate β. We denote the arrival rate of jobs with size k ∈ {1, . . . , } when Y (t) = y at time τ > 0 by λ
Note that the transitions of Y govern the frequency and duration of unpredictable bursty periods, and the λ values govern the size of bursts. It is a simple matter to extend our model to have multiple burst types of different frequency, duration, and size.
Let X(t) ∈ {0, 1, . . . , m, m + 1, . . . , m + r} be the number of tasks being processed at time t by a cloud platform with the preceding arrival process, m servers, and a buffer of size r. When X(t) ≤ m, then all of the tasks in the system are being served, however when X(t) > m, then m tasks are being served and X(t) − m are waiting in the buffer. We assume that tasks of unit size require an exponentially distributed service time with mean k µ −1 s . If a job consisting of k tasks arrives to the system when there are fewer than k servers or buffer units available, (i.e. X(t) greater than m + r − k), then the task is blocked from entry and lost. Furthermore, we also incorporate impatience into our model. When a task is in the buffer, it will wait up to an exponentially distributed amount of time with mean µ −1 a for service to commence, but will otherwise abandon the system without being served. The states and transitions of this finite state Markov process are illustrated in Fig. 2 for the case when each arrival to the system always consists of only a single task. For clarity, we also compactly summarize the full set of transitions in Table I .
IV. Encompassing Performance Evaluation Model
Now that we have a general model of how the system operates, we must define some additional stochastic processes that allow us to perform transient performance evaluation. To see why it is necessary to utilize these additional processes, observe that X(t) does not provide any information on blocked and abandoned tasks during [0, t] -we must develop an encompassing model that also records these losses. As Chiera et al. do in [9] and [10] , we assume that each blocked task costs the manager of the system some pre-determined amount θ b > 0. Similarly, each task that abandons the system without being served incurs a cost of θa. Furthermore, we suppose that each active server results in a cost of θs per unit of time, and similarly each active unit of buffer results in a cost of θu per unit of time. Specifically, over any time interval [t1, t2] the system manager incurs a deterministic cost of (mθs + rθu) (t2 − t1) to maintain m servers and r units of buffer. Similarly, when X is in a state x such that x > m + r − during a time interval [t1, t2] and Y is in state y, a loss of
is expected to be incurred from blocked tasks. Table II summarizes the notation used for different types of losses for the reader's convenience. Let R m,r
x,y (t) denote the revenue lost during [0, t] from blocked tasks (i.e. tasks that attempt to enter the system when it is at capacity) when X(0) = x and during [0, t] there are m servers available with r units of buffer. Similarly, let A m,r x,y (t) denote the revenue lost during [0, t] from abandonments (i.e. tasks that leave the buffer due to impatience) and let M m,r x,y (t) denote the cost of operating the system for t time units with capacity choice (m, r) and initial condition (x, y). Therefore the expected revenue loss during [0, t], under the specified initial condition (x, y) and system size (m, r), can be written as
The function g m,r
x,y is reminiscent of the capacity value function of [9] and [10] , and so we will also refer to it by that name. It is instructive to write an integral expression for R m,r x,y (t), in the time homogeneous case, so that some intuition for our performance evaluation model can be obtained, as follows:
This random variable can be understood as the value of an accumulation of the arrivals from underlying Poisson processes that are switched 'on' and 'off' as needed by the binary valued random processes (1{X(t)} : t ≥ 0) and (1{Y (t)} :
x,y (t)] is the expected value of this integral conditioned on X(0) = x and Y (0) = y. Soon we will see that MAMs provide a powerful and convenient avenue to evaluation of this expression. A similar expression could be written down for E [A m,r x,y (t)]. We assume that the expected system operating costs accrue according to the following linear function
x,y (t)] = (mθs + rθu) t , independently of X(0) and Y (0). In the case that operating costs were to vary deterministically with time, this function could be modified accordingly.
The value over the planning horizon of [0, t] of a change in m and r to m and r is g m, r
x,y (t) − g m,r
x,y (t) .
This expression is the basis of our transient provisioning framework.
By choosing values of m and r that maximize revenue during the chosen planning horizon, the system manager is able to improve performance. Server and buffer space will only be active if it is expected to generate more revenue than the operating costs of having it active. Importantly, finding these optimal values is a simple numerical procedure that only needs to be performed once for any given set of parameters. The decision rules can be stored in memory that is fast to access. We will now outline a novel method (that generalizes the results in [9] , [10] , and [11] ) for obtaining explicit values of (2) (and therefore (3)). A key observation of this paper is that the process (X(t), Y (t) : t ≥ 0), or simply (X, Y ), which gives the current number of tasks held by the system and the current mode of arrivals, can be viewed as the background process of a pair of Markovian arrival processes (MAPs). The first of the MAPs records the number of tasks which are blocked from entry to the system during [0, t] due to capacity constraints, while the second MAP records the number of abandonments during [0, t]. We will refer to these as the 'blocking MAP' and 'abandonment MAP' respectively. The rest of this section aims to show how viewing the system in this way allows MAMs to be exploited so that the explicit computation of E [R m,r x,y (t)] and E [A m,r x,y (t)] can be performed, which in turn allows (2) and (3) to be computed.
A MAP is a counting process with arrivals of different types governed by the transitions and holding times of another finite state Markov chain (see e.g. [19] and [20] ). Generally for MAPs each arrival is indexed by an element from a set C. For our blocking MAP we will denote the elements of this index set by the numbers 1 to k as follows C b = {1, . . . , }. This notation follows from the fact that a type k arrival results in k lost tasks. For our abandonment MAP the index set consists of a singleton representing an abandonment type arrival, that is Ca = {a}. Letting N k (t) be the number of type k arrivals during [0, t], it is clear from the linearity property of expectation that
and, letting Na(t) be the number of abandonments during [0, t], we similarly have
Hence our focus is on determining these values. Aside from the set C, MAPs are parameterized by a sequence of m-dimensional square matrices (D0(t), D h (t), h ∈ C) t≥0 with the following properties:
(i) the matrices (D h (t), h ∈ C) are nonnegative; (ii) the matrix D0(t) has negative diagonal elements and nonnegative off diagonal elements; (iii) the matrix D0(t) is nonsingular; and (iv) the matrix D(t) = D0(t) + h∈C D h (t) is an irreducible infinitesimal generator.
As is clear from our notation, these matrices may vary with time to reflect predictable changes in the arrival of tasks to the system. For simplicity, in the remainder of this section we will not explicitly indicate this dependency. The matrix D governs the transition rates of a background Markov process, while the matrices (D h , h ∈ C) specify the arrivals that are associated with relevant holding times and transitions of the background process. The matrix D0 specifies the transitions which do not have arrivals associated with them and can be calculated from property (iv). To obtain our transient performance measures we must specify particular parameterizations of these matrices. In our case (X, Y ) is the background process which governs the arrivals of blocked and abandoned tasks for each of our MAPs. We encode the transitions of this background process, as given by Table I and illustrated for the case where arrivals only ever bring a single task in Fig. 2 1), (1, 1), (2, 1) , . . . , (m+r, 1), (0, 2), (1, 2) , . . . , (m+r, 2) .
We denote this collection of pairs by X .
For our blocking MAP, when (X, Y ) is in a state (x, y) with x > m+r− arrivals of types k ∈ { , −1, . . . , m+r−x+1} occur according to Poisson processes with rates λ (k)
Note that generalizing the system model to have more than two states in the underlying burst modulating process Y follows from augmenting the matrix D k with an additional matrix D i,k for each additional state in Y .
Recalling that D0 = D− k=1 D k , based on this parameterization we are able to write down an infinite dimensional block matrix that is an infinitesimal generator for N k as follows:
In this block matrix each row of matrices corresponds to a different total number of blocked tasks during [0, t], or the 'level' of the overall blocking MAP. The first row corresponds to no blockages, while the second row corresponds to a single blockage, and so on for the further rows. Within each row the block D0 corresponds to movements of the background or 'phase' process (X, Y ), which are the transitions that are not associated with any blockages (i.e. of the system model). In our case this is services, arrivals (when not at capacity), and changes between bursty and normal arrival behavior. Similarly, for our abandonment MAP a transition of (X, Y ) from a state (x, y) to (x − 1, y) with x ≥ m + 1 results in an arrival of type a (abandonment loss) with probability
and otherwise a service has occurred. To obtain an infinite dimensional block matrix that is an infinitesimal generator for Na we place the departures that correspond to an abandonment in the matrix Da. This 2(m + r + 1) dimensional matrix has entries i µa for i = m, m + 1, . . . , m + r, 2(m + 1), 2(m + 2), . . . 2(m + r) at coordinates (i + 1, i + 2). Now, using D 0 = D − Da, we have that
Similar to the case for Q k , in the matrix Qa each row of matrices corresponds to a different total number of abandonments during [0, t], or the level of the overall abandonment MAP. Since only a single abandonment can occur at a time, each row can be parameterized using only D 0 and Da.
We have now completely defined our model of a distributed cloud computing platform and the encompassing machinery that we will use to perform a transient performance evaluation.
V. Transient Performance Evaluation
The simplest application of MAMs is to find the equilibrium distribution of a finite state Markov process. Given that the process has infinitesimal generator Q, if we denote the equilibrium distribution by (row vector) π and a vector of ones with the same dimension as π by 1 then this simply amounts to solving the equation πQ = 0 subject to π1 = 1. This computation is straightforward on modern computers for most Markov processes of interest. For example, this simple computation provides an alternative method for obtaining the probability given by (1) .
The field of MAMs, and more broadly algorithmic probability, is concerned with augmenting computational methods, such as the one just discussed, with analytical results. Through this it is often possible to answer questions that are computationally difficult in the absence of analysis and analytically infeasible in the absence of computational resources. The development of the framework that we are presenting in this paper falls exactly into this category of methodology. By utilizing the special structure of MAPs, usual Markov process theory, and our formulation of the problem, we are able to arrive at expressions that can be evaluated numerically to answer the challenging questions faced by managers of distributed cloud platforms. In the next subsection we will derive the expected value of lost revenue during [0, t] conditional on particular values of (X(0), Y (0)) for the unpredictable case, where the rates of the process are time homogeneous, before incorporating predictable behavior in the subsequent section.
A. Unpredictable arrival rate expected value
Using (D k : 1 ≤ k ≤ ) and Da we have shown how to construct a pair of two dimensional Markov processes, R m,r x,y and A m,r x,y where the second dimension gives the value of lost tasks from blockages and abandonments respectively. In this subsection we assume that the entries of the matrices (D k : 1 ≤ k ≤ ), Da, and D are constants. Using standard MAMs we show how to find the expected value of these processes at a finite time t in the form of an analytical expression that can be evaluated numerically. More details on this type of derivation can be found in [19, Chapter 2], nevertheless we repeat the major steps here for completeness and in the context of our system for clarity. Since the derivation is the same for arrivals of other sizes and abandonments, we will only consider the process N1 formed by arrivals of unit size (the first element of the series in (4)). The individual processes can be combined using the linearity property of expectation.
Recall that D is the infinitesimal generator for the background Markov process (X, Y ), with entries given by Table I, and that D1 is a matrix with the entries λ at the m + r + 1 diagonal entry and λ at the 2(m + r + 1) entry. Since we are only considering unit arrivals, we take D0 = D − D1. Now define, for 0 ≤ x, x ≤ m + r and y, y ∈ {1, 2}
p (x,y),(x ,y ) (n, t)
which we collect in the matrix
The expression p (x,y),(x ,y ) (n, t) gives the probability that there are n blocked tasks during [0, t] and that (X(t), Y (t)) equals (x , y ) conditional on (X(0), Y (0)) equalling (x, y). It is clear that we have initial conditions P (0, 0) = I and P (n, 0) = 0. Now, from Kolmogorov's forward equation (see e.g. [21, Chapter 6]) we obtain the relationship
dP (n, t) dt = P (n, t)D0 + P (n − 1, t)D1 , n = 1, 2, . . . . (7) We define the probability generating function
Multiplying by z n on both sides of (6) and (7) before summing over n = 0, 1, . . . , we obtain dP * (z, t) dt = P * (z, t)(D0 + zD1) .
Since P * (z, 0) = I follows from our initial conditions, we obtain
It is a standard result in probability theory that
It is then necessary to apply some algebraic manipulations and show that D − 1π is invertible (for details see e.g. n,y (t) = (mθs + rθu + πD
where
1 is a 2(m + r + 1) column vector of ones, π is the equilibrium distribution of the Markov process (X, Y ), π0 is a vector indicating that the process (X, Y ) starts in state (x, y), and I is an identity matrix of appropriate dimension. This proposition gives the expected lost revenue for finite time horizons as a function of different choices of m and r, the current number of tasks in the system x, and the current state of the unpredictable process y. Through straightforward optimization of this function in terms of m and r at a chosen planning interval T a cloud platform manager can dimension their system at the time points 0, T, 2T, . . . to obtain performance improvements. It is important to note that this optimization need not be performed online, the manager only needs access to the mapping (x, y) → (m, r) for each (x, y) of interest up to some maximal capacity value.
B. Predictable arrival rate expected value
Markovian arrival processes with time varying parameters are an area of ongoing interest to the MAMs community. The following result, adapted from [22, Chapter 3] , is the most practical of available methods for such systems to apply in our setting. 
The expression inside this integral can be evaluated numerically so that the value of g m,r n,y (t) can be found using numerical integration techniques.
This proposition may be used in the same way as Proposition 1. In the periodic case, assuming that the planning interval T is chosen such that each period can be partitioned into sets i [i T, (i + 1) T ] then it is only necessary to store a mapping (x, y) → (m, r) for each subperiod of type i.
VI. Illustrations
This section presents four illustrative applications of our method to models of distributed cloud computing platforms. Each subsection illustrates a different aspect of the method. We will first apply the method to the simplest possible setting, that of a system with only predictable and time homogeneous arrivals. We illustrate the connection between our transient performance measure and transient decision making, as well as demonstrate that this may provide modest improvements compared to decisions based on equilibrium methods. Subsequently, we allow arrivals to vary with time in a predictable manner and show that in this case the improvement over equilibrium methods may be quite substantial. We then investigate unpredictable arrivals, where we again see that transient decision making can outperform equilibrium decision making, even when the decision maker is unaware of the unpredictable nature of the arrival process. Finally, we investigate the effect of batch arrivals on system performance, and again see our policy may provide improvements.
Any improvements in performance from using our framework to provision a cloud computing platform will clearly depend on the parameterization of the real world system to which they are applied. Parameterization of MAPs is an area of ongoing research (see e.g. [23] , [24] , and [25] ), and tools are becoming readily available for real world managers to utilize. Two key parameters that are often of interest in cloud computing platform research are the ratio of the mean time between arrivals and the mean time between departures, otherwise known as the traffic intensity, and the ratio of the standard deviation of job service time to mean job service time, otherwise known as the coefficient of variation.
In our case the traffic intensity varies according to the value of m that is selected by our provisioning framework. Hence in this section we will fix the arrival process and study the resulting changes in m and r. Similarly, the mean service time µs will be absorbed into the choice of m and r in the same fashion. In the final example, however, the coefficient of variation is varied through the distribution of batch size, when arrivals of this type are considered. We will evaluate the performance of our framework subject to an increasing coefficient of variation.
We note that for a cloud computing platform to be sustainable the values of the cost parameters θ b and θs (see Table II ) must be such that the expected cost of keeping a server active for the duration of a job is lower than the revenue that would be lost from a blocked job, and similarly for θa and θu.
Later in this section we will give an example analysis of batchy and bursty behavior through specific parameter choices. These examples will suggest that, with our parameter choices, accounting for batchiness of the arrival process may be more important than accounting for burstiness.
A. Time homogeneous M/M/m/m+r
In this subsection we will explore the simplest case of our model using Fig. 3 . Assume that tasks of unit size arrive to a cloud computing platform according to a Poisson process with rate 80 (that is, we expect 80 tasks to arrive per time unit), tasks take an exponential amount of time with mean 1/2 to be processed, and will wait in a buffer for up to an exponential time with mean 1 to begin processing before abandoning the system. Blockages and abandonments incur losses to the manager of sizes 0.5 and 0.55 respectively. Units of server cost 0.5 and units of buffer cost 0.1 to operate per unit of time. Since there are no unpredictable changes in the arrival rate we may set λ
and arbitrarily take α = β = 1.
The first term in (8) gives the equilibrium rate of loss from this system given a choice of m and r. Minimizing over this term in (m, r) is equivalent (or superior) to many of the equilibrium performance measures considered by the papers discussed in the introduction. In the first panel of Fig. 3 we show this function for different buffer and server choices. Based on this, if we were to only consider the equilibrium of the system in our decision making process, then we would choose to have 40 servers and 8 units of buffer.
In the second panel of Fig. 3 we display the function (8) of our system with r = 15, lower initial tasks in the system x = 10 (gray lines), higher initial tasks in the system x = 50 (black lines), lower number of servers m = 35 (solid lines), and higher number of servers m = 45 (dashed lines). For the lower initial tasks in the system it can be seen that choosing the lower number of servers is expected to reduce the loss incurred by the system's manager. On the other hand, the higher number of initial tasks has reduced losses when there are more servers utilized. This illustrates the relationship between expected losses, server and buffer choice, and the current number of tasks in the system.
Using the relationship illustrated in the second panel of Fig. 3 we are able to choose m and r optimally for a planning horizon of 1.5 for each x, which we display in the third panel of the same figure. It can be seen that as there are more tasks in the system a higher number of servers is optimal. Interestingly, the optimal buffer size is convex in the number of tasks, with a minimum value at the equilibrium choice.
In the fourth panel of Fig. 3 , we are finally able to illustrate that the transient performance measure based framework developed in this paper provides an improvement over equilibrium based frameworks. We compare 10 6 sample paths of the system operating using the equilibrium server and buffer choice with 10 6 sample paths where the server and buffer choice is adjusted each 1.5 time units according to the optimal choices displayed in the third panel. In this case our policy results in an improvement of approximately 1% compared to fixed server and buffer sizes chosen according to equilibrium system behavior.
B. Predictable time-varying M/M/m/m+r
This short subsection has the simple goal of highlighting that our framework performs extremely well in the case of predictable time varying arrivals. Suppose that the system is the same as in the previous subsection, except that now tasks arrive according to an inhomogeneous Poisson process with rate λ(t) = 60 + 20 sin(2πt/6) , as illustrated in the upper panel of Fig. 4 . If the system manager was to make an equilibrium based server and buffer choice, then there are three obvious choices: i) provision according to λ = 80 to avoid violations of service level agreements, ii) provision according to λ = 40 to avoid unnecessary operating costs, or iii) provision according to λ = 60 so that on average operating costs and service level agreements are equally important.
In the lower panel of Fig. 4 we compare the lost revenue of a manager who uses the first of these choices (over-provision with λ = 80) with the lost revenue of a manager who uses our framework. Our model suggests that the manager who uses our framework, adjusting server and buffer choices every 1.5 time units, reduces their losses by approximately 30% in the long run, compared to the manager who does not.
C. Unpredictable time-varying M/M/m/m+r
In this subsection we demonstrate that our framework can improve system performance in the presence of unpredictable time varying behavior. Furthermore, we investigate and compare the effects of the burst frequency and the burst magnitude on the expected lost revenue. The key message of the subsection, as illustrated by Fig. 5 , is that using our transient policy may provide an improvement on system performance, even if it is applied without knowledge that bursty behavior is occurring. We will compare the policies E1, E2, T1, and T2, where E and T correspond to equilibrium and transient decision making respectively, and 1 and 2 correspond to bursty unaware and aware decision making respectively.
To measure burst frequency and magnitude we allow arrivals of unit size to occur according to a Markovian arrival process with two underlying states: the states correspond to a 'normal' demand regime and an 'increased' demand regime. In Fig. 6 we depict these two states, their arrival rates, and the transition rates between them. When the system is in the increased demand regime it moves to the normal regime at rate 5. In this case each time the arrival rate increases due to a burst, the increase is expected to persist for 0.2 time units. On the other hand, when the system is in the normal regime it moves to the increased regime at rate α. A higher value of α therefore corresponds to more frequent bursts. We assume that a burst results in the arrival rate increasing by λ (b) . Since we wish to analyze the effect of burst frequency and magnitude, in order to keep the overall time average arrival rate equal to 80 (as for the time homogenous case already considered), we counterbalance the increased demand regime arrival rate with a decrease in the normal arrival rate of λ (b) α/(α + 5). This follows from the fact that the ergodic distribution of the background process that alternates between normal and increased demand is 5/(5 + α), α/(5 + α) .
Increases in λ (b) result in a higher arrival rate during burst periods and a decreased arrival rate during the normal regime. Increases in α result in a smaller difference between normal and increased demand, but increase the frequency with which bursts occur. Now that it is clear how we are measuring and evaluating burstiness, we return to Fig. 5 . In the first panel of this figure we consider a manager who uses the equilibrium policy from the homogeneous arrival subsection -that is, they do not account for the bursty behavior at all. It can be seen that individual increases in α or λ (b) have a minor effect on losses, but that when both of these parameters increase together larger losses are incurred.
In the second panel of Fig. 5 the manager is aware of the values of α and λ (b) . Since individual increases in the burstiness parameters do not seem to affect losses substantially, we do not expect that a change in policy will be very beneficial. This is confirmed by the second panel of Fig. 5 . When the bursty parameters are high together however, we see that accounting for the presence of burstiness is beneficial, even from an equilibrium perspective.
Finally, the third panel shows that a gain of approximately 0.8-1% is generated through the usage of our transient policy, even when the burstiness of the system is not accounted for. Indeed, the fourth panel of the figure is highly similar to the third panel, indicating that in this example the policy performs equally well when the manager does not account for burstiness. Notably, our transient policy performs better than the equilibrium policy, even when the equilibrium policy is bursty aware and the transient policy is bursty unaware.
D. Batchiness
After having seen that our transient policy reduces losses in a bursty system, even when the manager is unaware of the bursty behavior, we will now investigate if that is also true for a batchy system. In this case we will define a system to be more batchy when holding the expected number of arrivals in any time interval [0, t] to be the same, the arrivals are able to come in batches of larger size.
To model this we fix a maximum batch size and let the arrival rate of batches of size k be λ/(k ). From the basic properties of Poisson processes, we see that
so that an overall expected number of arrivals λt during [0, t] is maintained. A higher value of is, however, clearly more batchy. Specifically, recalling that K is a random variable which governs the size of an arbitrary batch we have that
where H = k=1 k −1 is a harmonic number. From this we can see that the coefficient of variation for an arbitrary job is This function is increasing in (as illustrated in the top panel of Fig. 7 ), meaning that increased batchiness (i.e. higher ) results in a higher coefficient of variation. In this example the coefficient of variation lies in the range of approximately 0.7071 to 7.9322.
For our ongoing illustrative parameters, an increase in batchiness (or variation) results in higher losses. Fig. 7 focuses on the percentage reduction in losses that can be achieved compared with provisioning according to the equilibrium policy of the earlier homogeneous section (i.e. m = 40, r = 8) during the arbitrarily chosen time period [0, 54]. The figure shows that in this case the gains from accounting for batchiness may be substantially greater than the gains from accounting for burstiness. For lower levels of batchiness, ∈ {1, . . . , 10} using an equilibrium batchy aware policy appears to provide similar gains to the transient batchy aware policy, and performs better than the transient batchy unaware policy. This contrasts with the bursty scenario where the transient policy was superior even when bursty behavior was not accounted for by the decision maker. For higher levels of batchiness the transient policies are each superior, yielding gains of approximately 10%, even if they are not aware that the system is batchy (with the batchy aware transient policy performing approximately 1% better than the batchy unaware transient policy).
VII. Outlook
The main contribution of this paper is the observation that the capacity value function can be found using matrix analytic methods. Upon incorporating operating costs for servers and buffers into this function, we have shown how to perform transient analysis on models of cloud computing platforms that may predictably or unpredictably vary with time, have batch arrivals, and impatient tasks. Furthermore, we have illustrated how to use our transient performance measures to provision a system over time to improve performance over provisioning based on the system's equilibrium state.
Despite the flexibility of our approach, there do exist limitations to our method that remain a challenge. For example, we have assumed that abandonments occur on a task-wise basis, when in reality all of the tasks from a particular batch arrival may abandon together. Another limitation is that the model is inherently Markovian, so that we have not been able to incorporate generally distributed service times for tasks (e.g. to model heavy tailed behavior). It is not obvious how to extend our framework to incorporate these features.
An additional avenue of future research could be aimed at obtaining higher order moments of Doing so would enable risk taking preferences to be incorporated into the decision making process that we have developed and allow more sophisticated performance evaluation. for an equilibrium policy that does not account for bursty behavior (E2), an equilibrium policy that does account for bursty behavior (E2) with our transient policy when bursty behavior is (T1) and is not (T2) accounted for.
