An inclusion of II 1 factors N ⊂ M with finite Jones index gives rise to a powerful set of invariants that can be approached successfully in a number of different ways. We describe Jones' pictorial description of the standard invariant of a subfactor as a so-called planar algebra and show how this point of view leads to new structure results for subfactors.
Introduction
Abelian von Neumann algebras are simply algebras of bounded, measurable functions on a measure space. A general (non-abelian) von Neumann algebra can be viewed as an algebra of "functions" (operators) on a non-commutative measure space. The building blocks of what one might call non-commutative probability spaces are the so-called II 1 factors M , that is those von Neumann algebras with trivial center that are infinite dimensional and possess a distinguished tracial state (the analogue of a non-commutative integral). The "smallest" II 1 factor is the hyperfinite II 1 factor which is obtained as the closure in the weak operator topology of the canonical anti-commutation relations (CAR) algebra of quantum field theory. A II 1 factor comes always with a natural left representation on L 2 (M ), the noncommutative L 2 -space associated to M . See for instance [13] . Vaughan Jones initiated in the early 80's the theory of subfactors as a "Galois theory" for inclusions of II 1 factors. A subfactor is an inclusion of II 1 factors N ⊂ M such that the dimension of M as left N -Hilbert module is finite. This dimension is called the Jones index [M : N ] ( [19] ) and one would expect by classical results of Murray and von Neumann that it takes on any real number ≥ 1. One of the early results in the theory of subfactors was Jones' spectacular rigidity theorem which says that this index is in fact quantized [19] : if [M : N ] ≤ 4, then it has to be of the form 4 cos D. Bisch subfactors has developed into one of the most exciting and rapidly evolving areas of operator algebras with numerous applications to different areas of mathematics (e.g. knot theory with the discovery of the Jones polynomial [20] ), quantum physics and statistical mechanics. Subfactors with finite Jones index have an amazingly rich mathematical structure and an interplay of analytical, algebraic-combinatorial and topological techniques is intrinsic to the theory.
Subfactors
A subfactor can be viewed as a group-like object that encodes what one might call generalized symmetries of the data that went into its construction. To decode this information one needs to compute the higher relative commutants, a system of inclusions of certain finite dimensional C * -algebras naturally associated to the subfactor. This system is an invariant of the subfactor, the so-called standard invariant, which contains in many natural situations precisely the same information as the subfactor itself ( [30] , [32] , [33] ). Here is one way to construct the standard invariant: If N ⊂ M denotes an inclusion of II 1 factors with finite Jones index, and e 1 is the orthogonal projection
, then we define M 1 to be the von Neumann algebra generated by M and e 1 on L 2 (M ). M 1 is again a II 1 factor and M ⊂ M 1 has finite Jones index as well so that the previous construction can be repeated and iterated [19] . One obtains a tower of
together with a remarkable sequence of projections (e i ) i≥1 , the so-called Jones projections, which satisfy the Temperley-Lieb relations and give rise to Jones' braid group representation [19] , [20] . The (trace preserving) isomorphism class of the system of inclusions of (automatically finite dimensional) centralizer algebras or higher relative commutants
is then the standard invariant G N,M of the subfactor N ⊂ M . Each row of inclusions is given by a sequence of Bratteli diagrams, which can in fact be reconstructed from a single, possibly infinite, bipartite graph. Hence one obtains two graphs (one for each row), the so-called principal graphs of N ⊂ M , which capture the inclusion structure of the above double-tower of higher relative commutants. It turns out that if M is hyperfinite and N ⊂ M has finite depth (i.e. the principal graphs are finite graphs) [30] , [32] or more generally if N ⊂ M is amenable [33] , then the standard invariant determines the subfactor. In this case the subfactor can be reconstructed from the finite dimensional data given by G N,M . In particular, subfactors of the hyperfinite II 1 factor R with index ≤ 4 are completely classified by their standard invariant and an explicit list can be given (see for instance [14] , [16] or [33] ). If the Jones index becomes ≥ 6 such an explicit list is out of reach as the work in [6] , [11] and [12] shows: there are uncountably many non-isomorphic, irreducible infinite depth subfactors of R with Jones index 6 and the same standard invariant! Partial lists of irreducbile subfactors with index between 4 and 6 have been obtained by different methods (see for instance [1] , [5] , [6] , [17] , [35] , [36] , [37] , [38] ), but much work remains to be done. There are several distinct ways to analyze the standard invariant of a subfactor (see [2] , [4] , [14] , [22] , [30] , [33] ). For instance, in the bimodule approach ( [13] , [30] , see also [4] , [14] , [18] ) G N,M is described as a graded tensor category of natural bimodules associated to the subfactor. G N,M can thus be viewed as an abstract system of (quantum) symmetries of the mathematical or physical situation from which the subfactor was constructed. It is in fact a mathematical object which generalizes for instance discrete groups and representation categories of quantum groups ( [37] , [38] ). A variety of powerful and novel techniques have been developed over the last years that make it possible to compute and understand the standard invariant of a subfactor. A key result is Popa's abstract characterization of the standard invariant [34] . Popa gives a set of axioms that an abstract system of inclusions of finite dimensional C * -algebras needs to satisfy in order to arise as the standard invariant of some (not necessarily hyperfinite) subfactor. This result makes it possible to analyze the structure of subfactors, which are infinite dimensional, highly non-commutative objects, by investigating the finite dimensional structures encoded in their standard invariants.
Planar algebras
Jones found in [22] a powerful formalism to handle complex computations with G N,M . He showed that the standard invariant of a subfactor has an intrinsic planar structure (this will be made precise below) and that certain topological arguments can be used to manipulate the operators living in the higher relative commutants of the subfactor. The standard invariant is a so-called planar algebra. To explain this notion let us first define the planar "operad" following [22] . Elements of the planar operad are certain classes of planar k-tangles which determine multilinear operations on the vector spaces underlying the higher relative commutants associated to a finite index subfactor.
A planar k-tangle consists of the unit disk D in the complex plane together with several interior disks D 1 , D 2 , . . . , D n . The boundary of D is marked with 2k points and each D j has 2k j marked points on its boundary. These marked points are connected by strings in D, which meet the boundary of each disk transversally. We also allow (finitely many) strings which are closed curves in the interior of D. The main point is that all strings are required to be disjoint (hence planarity) and to lie in the complement of the interiors of the D j 's. Additional data of a planar k-tangle is a checkerboard shading of the connected components of
and a choice of a white region at every D j (which corresponds to a choice of the first marked point on the boundary of each D j ). The planar operad P is defined to consist of all orientation-preserving diffeomorphism classes of planar k-tangles (for all k ≥ 0), where the diffeomorphisms leave the boundary of D fixed but are allowed to move the interior disks. P becomes a colored operad [22] (see [28] ). An example of a 4-tangle is depicted in the next figure: Two planar tangles T and S can be composed in a natural way if the number of boundary points of S matches the number of boundary points of one of the interior disks D j of T : To obtain the composed tangle T • j S shrink S and paste it inside D j so that the shadings and marked white regions match up. Join the strings at the boundary of D j , smooth them and erase the boundary of D j . It is clear that this operation is well-defined (the checkerboard shading and choice of a white region at each disk avoid rotational ambiguity) and that it depends only on the isotopy class of each tangle. Note that there may be several different ways of composing two given tangles, each composition yielding potentially distinct planar tangles. An example of such a composition is given in the next figure (insert S in the disk D 2 of T ): An abstract planar algebra is then defined to be an algebra over this planar operad ( [28] ). More concretely, an abstract planar algebra P is the disjoint union of vector spaces P = P white 0 P black 0 n>0 P n plus a morphism from the planar operad to the (colored) operad of multilinear maps between these vector spaces. In other words a planar algebra structure on P is a procedure that assigns to each planar k-tangle T (with interior disks D j having 2k j boundary points, 1 ≤ j ≤ n) a multilinear map Z(T ) : P k1 × · · · × P kn → P k in such a way that composition of tangles is compatible with the usual composition of maps (naturality of composition). Note that the P k 's are automatically associative algebras since the tangle in the next figure (drawn in the case k = 5) defines an associative multiplication P k × P k → P k (associativity follows from naturality of the composition).
Observe that this is a purely algebraic structure -the definition can be made for (possibly infinite dimensional) vector spaces over an arbitrary field. The key point is of course that this structure appears naturally in the theory of subfactors. In order to connect with subfactors several additional conditions will be required in the definition of a planar algebra. A planar algebra (or subfactor planar algebra to emphasize the operator algebra context) will be an abstract planar algebra such that dim P k < ∞ for all k, dim P white 0 = dim P black 0 = 1 and such that the partition function Z associated to the planar algebra is positive and non-degenerate. The partition function is roughly obtained as follows: If T is a 0-tangle, then Z(T ) is a scalar since it is an element in the 1-dimensional space P white 0 resp. P black 0 . Note that every planar algebra comes with two parameters δ 1 = Z( ) and δ 2 = Z( ), which we require to be = 0 (the inner circles are strings, not boundaries of disks!). In the case of a subfactor planar algebra we have δ def = δ 1 = δ 2 (which is equivalent to extremality of the subfactor [31] ). In fact δ = [M : N ] 1/2 in this case. There is an intrinsic way to define an involution on the planar algebra arising from a subfactor which makes the partition function into a sesquilinear form on the standard invariant. Positivity of the partition function Z means then positivity of this form. Note that Z gives in particular the natural trace on the standard invariant of the subfactor. The main result of [22] is then the following theorem.
Theorem 3.1. The standard invariant G N,M of an extremal subfactor N ⊂ M is a subfactor planar algebra P = (P n ) n≥0 with P n = N ′ ∩ M n−1 . This theorem says in particular that planar tangles always induce multilinear maps ("planar operations") on the standard invariant of a subfactor. As a consequence one obtains a diagrammatic formalism that can be employed to manipulate the operators in N ′ ∩ M n−1 and intricate calculations with these operators can be carried out using simple topological arguments. This point of view has been turned in [9] , [10] into a powerful tool to prove general structure theorems for subfactors, and to analyze the rather complex combinatorial structure of the standard invariant of a subfactor. It has led to a generators and relations approach to subfactors. See also [23] , [24] for more on this.
The two most fundamental examples of subfactor planar algebras are the Temperley-Lieb systems of [19] (see also [22] ) and the Fuss-Catalan systems of [7] (see section 4).
D. Bisch
Observe that by construction planar algebras are closely related to invariants for graphs, knots and links and to the pictorial formalism commonly used in the theory of integrable lattice models in statistical mechanics.
Fuss-Catalan algebras
Jones and I discovered in [7] a new hierarchy of finite dimensional algebras, which arise as the higher relative commutants of subfactors when intermediate subfactors are present. These algebras have a number of interesting combinatorial properties and they have recently been used to construct new integrable lattice models and new solutions of the Yang-Baxter equation ([15] , [29] ).
We show in [7] that a chain of k − 1 intermediate subfactors N ⊂ P 1 ⊂ P 2 ⊂ . . . P k−1 ⊂ M leads to a tower of algebras F C n (a 1 , . . . , a k ) n≥0 , which depend on k complex parameters a 1 , . . . , a k . The dimensions of these algebras are given by the generalized Catalan numbers or Fuss-Catalan numbers 1 kn+1 (k+1)n n and we therefore call these algebras the Fuss-Catalan algebras. If no intermediate subfactor is present, i.e. P i = N or P i = M for all i, then one finds the wellknown Temperley-Lieb algebras (case k = 1) [19] . The additional symmetry coming from the intermediate subfactor is captured completely by these new algebras and it is proved in [7] (see also [8] ) that they constitute the minimal symmetry present whenever an intermediate subfactor occurs. See also [26] . (1, e 1 , . . . , e n−1 , p 1 , . . . , p n−1 ), generated by the e i 's and the p i 's, is a subalgebra of N ′ ∩ M n−1 . It can be shown to depend only on the two indices α = [P : N ] and β = [M : P ], and not on the particular position of P in N ⊂ M . The projections e i and p j satisfy again some rather nice commutation relations (see [7] for details). In order to describe the structure of these algebras let us for the moment consider the complex vector space F C n (a, b), spanned by labelled, planar diagrams of the form where a, b ∈ C\{0} are fixed. There is a natural multiplication of these diagrams, which makes F C n (a, b) into an associative algebra (see [25] ). To obtain D 1 · D 2 put the basis diagram D 1 on top of D 2 so that the labelling matches, remove the middle bar and all closed loops. Multiply the resulting diagram with factors of a resp. b according to the number of removed a-loops resp. b-loops. An example is depicted in the next figure. 2   a b b a a b b a   a b b a a b b a   a b b a a b b a   a b b a a b b a Counting diagrams shows that dim F C n (a, b) = 1 2n+1 3n n , the n-th FussCatalan number [7] . Clearly F C n (a, b) embeds as a subalgebra of F C n+1 (a, b) by adding two vertical through strings to the right of each basis diagram of F C n (a, b). A diagrammatic technique, called the middle pattern analysis in [7] , can be used to compute the structure of these algebras completely in the semi-simple case. One obtains that the structure of the tower F C 1 (a, b) ⊂ F C 2 (a, b) ⊂ . . . of Fuss-Catalan algebras is given by the Fibonacci graph [7] . The algebras IA n (α, β) that we are interested in can then be shown to be isomorphic to F C n (a, b), where α = a 2 , β = b 2 , if the indices α and β are generic, i.e. > 4. In the non-generic case IA n (α, β) is a certain quotient of F C n (a, b) (see [7] for the details).
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There is a natural 2-parameter Markov trace on the Fuss-Catalan algebras and the trace weights are calculated explicitly in [7] . In the special case of the Temperley-Lieb algebras this Markov trace is the one discovered by Jones in [19] . The Fuss-Catalan tower together with this Markov trace satisfies Popa's axioms in [34] and hence, one can conclude from [34] that for every pair (α, β) of possible Jones indices, there is a subfactor whose standard invariant is given precisely by the corresponding Fuss-Catalan system F C n ( √ α, √ β) n≥0 . One obtains in this way uncountably many new subfactors. A complete set of generators and relations for the Fuss-Catalan algebras is also determined in [7] .
D. Bisch
It should be evident that the Fuss-Catalan algebras can be viewed as planar algebras generated by a single element in P 2 = N ′ ∩ M 1 , namely by the Jones projection p 1 onto the intermediate subfactor. This projection can be characterized abstractly [3] and it satisfies a remarkable exchange relation ( [9] , [27] ), which plays an important role in the work described in the next section.
Singly generated planar algebras
Any subset S of a planar algebra P generates a planar subalgebra as the smallest graded vector space containing S and closed under planar operations. From this point of view the simplest subfactors will be those whose planar algebra is generated by the fewest elements satisfying the simplest relations, while the index may be arbitrarily large. If S is empty we obtain the Temperley-Lieb algebra. The next most complicated planar algebras after Temperley-Lieb should be those generated by a single element R which is in the k-graded subspace P k for some k > 0. We call such an element a k-box. In [22] the planar algebra generated by a single 1-box was completely analyzed so the next case is that of a planar algebra generated by a single 2-box. This means that the dimension of P 2 is at least 3 so the first case to try to understand is when dim P 3 = 3. This dimension condition by itself imposes many relations on P but probably not enough to make a complete enumeration a realistic goal. However, if one imposes dim P 3 ≤ 15, then apart from a degenerate case, this forces enough relations to reduce the number of variables governing the planar algebra structure to be finite in number ( [22] , see also [9] ). It seems therefore reasonable to try to find all subfactor planar algebras P generated by a single element in P 2 subject to the two restrictions dim P 2 = 3 and dim P 3 = d with d ≤ 15.
In [9] we solved this problem when d ≤ 12. In fact, using planar algebra techniques we prove a much more general structure theorem for subfactors.
Theorem 5.1. Let N ⊂ M be an inclusion of II 1 factors with
The proof uses in a crucial way the abstract characterization of the intermediate subfactor projection in [3] and planar algebra techniques developed in [22] and [9] . It implies the following classification result.
Theorem 5.2. If P is a subfactor planar algebra generated by a 3-dimensional P 2 , subject to the condition dim P 3 ≤ 12, then it must be one of the following: a) If dim P 3 = 9, then it is the planar algebra associated to the index 3 subfactor
, then it is the D ∞ planar algebra (a special FC planar algebra). c) If dim P 3 = 11 or 12, then it is one of the FC planar algebras.
The dimension conditions imply that a subfactor whose standard invariant is a planar algebra of the form b) or c) satisfies the hypothesis of Theorem 5.1 and hence must have an intermediate subfactor. Since the Fuss-Catalan planar algebra is the minimal symmetry associated to an intermediate subfactor it then follows easily that the planar algebra has to be one of these.
It is quite natural to expect that increasing the dimension of P 3 should result in a larger number of examples of planar algebras since there are more a priori undetermined structure constants in the action of planar tangles on P. Thus the result in [10] that there is a single subfactor planar algebra satisfying the above restrictions with d = 13 is a complete surprise. The planar algebra which arises is that of a subfactor obtained as follows. Take an outer action of the dihedral group D 5 on a type II 1 factor R and let M be the crossed product R ⋊ D 5 and N be the subfactor R ⋊ Z 2 . This particular subfactor has played a significant role in the development of subfactors and relations with knot theory and statistical mechanics. In [21] it was noted that there is a solvable statisitical mechanical model associated with it and that it corresponds to an evaluation of the Kauffman polynomial invariant of a link. We prove in [10] the following Theorem 5.3. Let P = (P k ) k≥0 be a subfactor planar algebra generated by a non-trivial element in P 2 (i.e. an element not contained in the Temperley-Lieb subalgebra of P 2 ) subject to the conditions dim P 2 = 3 and dim P 3 = 13. Then P is the standard invariant of the crossed product subfactor R ⋊ Z 2 ⊂ R ⋊ D 5 . Thus there is precisely one subfactor planar algebra P subject to the above conditions.
Note that this subfactor can be viewed as a Birman-Murakami-Wenzl subfactor (associated to the quantum group of Sp(4, R) at a 5-th root of unity, see [36] ). We note here that the standard invariants P = (P k ) k≥0 of all BMW subfactors are generated by a single non-trivial operator in P 2 and that they satisfy the condition dim P 3 ≤ 15.
The proof of this theorem uses in a crucial way theorem 5.1 and the tight restrictions imposed by compatibility of the rotation of period 3 on P 3 and the algebra structure.
The next phase of this enumeration project will be to tackle the case d = 14. Here we know that the quantum Sp(4, R) specialization of the BMW algebra will give examples with a free parameter. We do expect however, that the general ideas of [9] and [10] will enable us to enumerate all such subfactor planar algebras.
