A geometric answer to an open question of singular control with stopping by Moriarty, John
A geometric answer to an open question of singular
control with stopping
John Moriarty∗
August 21, 2018
Abstract
We solve a problem of singular stochastic control with discretionary
stopping, suggested as an interesting open problem by Karatzas, Ocone,
Wang and Zervos (2000), by providing suitable candidates for the mov-
ing boundaries in an unsolved parameter range. We proceed by identi-
fying an optimal stopping problem with similar variational inequalities
and inspecting its parameter-dependent geometry (in a sense going
back to Dynkin (1965)), which reveals a discontinuity not previously
exploited. We thus highlight the potential importance of this geometric
information in both singular control and parameter-dependent optimal
stopping.
1 Introduction
Consider the parameter-dependent family of optimal stopping problems
V (x; c) := inf
τ∈S
E
[
e−rτ `(Xτ ; c)
]
, x ∈ R, (1)
where x 7→ V (x; c) is the value function, (Xt)t≥0 is a one-dimensional regular
diffusion started at x, S is the set of stopping times, and (x 7→ `(x; c))c≥0 is a
family of obstacles indexed by a parameter c. It is well known that the opti-
mal stopping time may be identified as the first hitting time by X of the set
Sc on which the obstacle and the value function coincide (see, for example,
[11]). Parameter-dependent optimal stopping problems for one-dimensional
diffusions were recently studied in [2] where the obstacle depends linearly on
the parameter and a convenient representation for the optimal stopping set
is derived, as the level set of an auxiliary process. In contrast, our optimal
stopping problems come from an open problem of singular stochastic control
with discretionary stopping suggested by Karatzas, Ocone, Wang and Zer-
vos [8] (which we refer to below as the control problem) and the parameter
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dependence is nonlinear. By studying the parameter-dependent geometry
in a sense going back to Dynkin [5] we show that a boundary of Sc is discon-
tinuous in the parameter, which enables the control problem to be solved in
a previously open case. In this way we highlight the potential importance of
the information contained in the geometry of parameter-dependent optimal
stopping problems, albeit at the cost of potentially more complex stopping
regions than the convenient representations obtained in [2].
In associating the control problem to an optimal stopping problem hav-
ing similar variational inequalities we place it in the context of a series of
papers by authors including Karatzas and Shreve [9], [10] and El Karoui
and Karatzas [6], [7]. Beginning with [1] more explicit approaches have also
been developed for this connection, and here we provide explicit analytical
expressions for the control problem value function.
Figure 1: Moving boundaries of the control problem for two different pa-
rameter choices. The direction of control is south-west (dotted line). Top
(obtained below): here f0 >
1
2δ and λ ∈ (λ†,αδ). The stopping/continuation
boundary is discontinuous at c = 0 and repulsion at the right boundary G
may be followed either by immediate stopping or by continuation, then stop-
ping at a later time. Bottom (obtained in [8]): here f0 ≤ 12δ and λ ∈ (λ∗,λ∗].
The right boundary G is reflecting for c > c¯ and repelling for c ∈ (0, c¯] and
repulsion is almost surely followed by continuation, then stopping.
2
1.1 The control problem
The control problem, which is formally defined in Section 2, has state space
{(x, c) : x ∈ R, c ≥ 0} and x represents a position while c is the fuel level.
One particular solution obtained in [8] is illustrated in the bottom panel of
Figure 1. This figure divides the portion [0,∞)2 of the state space (this
restriction is justified in Remark 2.1 below) into ‘stop’, ‘continue’ and ‘act’
regions in which respectively it is optimal to end the problem, to do nothing,
or to adjust the position by consuming fuel. The left moving boundary (be-
tween the ‘stop’ and ‘continue’ regions) is referred to as absorbing. Because
of the south-west direction in which the control acts (dotted diagonal line),
the right moving boundary G (between the ‘continue’ and ‘act’ regions) is
reflecting for c > c¯ and repelling for c ≤ c¯. In particular at the repelling
boundary G(c) (c ∈ (0, c¯]) all available fuel is expended.
The rest of the paper is organised as follows. After providing background
(Section 2), we identify the family of optimal stopping problems associated
to the control problem in Section 3. In Sections 4 and 5 these problems are
solved geometrically, their parameter-dependent boundaries being analysed
in Section 6. The optimality of these boundaries for the control problem is
verified in Section 7.
2 Background
For convenience we recall here the setup of the control problem. Consider a
probability space (Ω,F ,P) equipped with a filtration F = {Ft, 0 ≤ t < ∞}
satisfying the usual conditions of right continuity and augmentation by null
sets, and let S be the set of all F-stopping times. Denote by A the class of
F-adapted, right-continuous processes ξ = {ξt, 0 ≤ t < ∞} with finite total
variation on any compact interval and with ξ0− = 0. A process ξ ∈ A is
considered in its minimal decomposition
ξt = ξ
+
t − ξ−t , t ∈ [0,∞),
as the difference of two non-decreasing processes ξ± ∈ A, so that its total
variation on the interval [0, t] is
ξˇt = ξ
+
t + ξ
−
t , t ∈ [0,∞],
and for c ∈ [0,∞) we write
A(c) = {ξ ∈ A : ξˇ∞ ≤ c, a.s.}.
We assume also that (Ω,F ,P) supports the F-adapted Wiener process W =
{Wt, 0 ≤ t < ∞}. Given an initial position x ∈ R, initial fuel level c ≥ 0
and control process ξ ∈ A(c), we define the state process
Xt = x+Wt, (2)
(Yt,Ct) = (Xt + ξt, c− ξˇt), (3)
3
for t ≥ 0. The control problem is then defined by the value function
Q(x; c) = inf
ξ∈A(c),τ∈S
E
[∫ τ
0
e−αtλY 2t dt+
∫
[0,τ ]
e−αtdξˇt + e−ατδY 2τ · 1{τ<∞}
]
, (4)
where λ > 0, α > 0 and δ > 0.
In [8] further details on the interpretation and context of the control
problem are given. Solutions are obtained by constructing evenly symmet-
ric candidate value functions Q˜(·; c) using the associated Hamilton-Jacobi-
Bellman equation and applying a verification theorem. This procedure is
carried out in the cases λ ≥ αδ, λ ∈ (0,λ∗] and λ ∈ (λ∗,λ∗], where
λ∗ ≤ λ∗ = αδ
1 + δ/α
(1/4δ)+(1/
√
2α)
< αδ.
It is convenient to note that in the open case λ ∈ (λ∗,αδ) we have f0 > 12δ ,
while f0 ≤ 12δ in the previously solved case λ ∈ (0,λ∗]. Here f0 is the unique
positive solution of the equation ρ(f0) = 0 where
ρ(x) := x2 +
2x√
2α
− λ/α
αδ − λ , (5)
so that
f0 = f0(λ) =
1√
2α
(√
αδ + λ
αδ − λ − 1
)
> 0. (6)
The quantity f0 is also the free boundary for the problem without fuel (that
is, when c = 0) and it plays a key role below.
Remark 2.1 Below we simplify the control problem as follows: (i) Since the
abovementioned verification procedure for candidate value functions which
are even in x will be applied (in Section 7), we consider the control problem
only on the ‘half ’ state space {(x, c) : x, c ≥ 0} as in Figure 1; (ii) it follows
from a simple comparison argument that we need consider only monotone
controls by taking ξ+ ≡ 0 so that (Yt,Ct) = (Xt− ξ−t , c− ξ−t ) for t ≥ 0; (iii)
we will consider only stopping times which take almost surely finite values
(this will be justified by the verification argument).
3 A related family of optimal stopping problems
In order to connect the control problem (4) to a family of optimal stopping
problems, we first discuss a known solution depicted in the bottom panel of
Figure 1. In this case, when the initial state (x, c) lies in the ‘continue’ region
and c ∈ [0, c¯], the optimal policy is to wait until either the problem ends with
4
absorption at the left boundary or until all fuel is expended instantaneously
(upon reaching the right boundary). This suggests that for such initial
values (x, c) the control problem is in fact one of optimally stopping either
at the left or right boundary, where the costs incurred at the right boundary
are derived using the principle of optimality and the value function with
no fuel. In particular since the corresponding optimal stopping rule then
has no direct dependence on the optimal policy for intermediate fuel levels
c˜ ∈ (0, c), the family of optimal stopping problems parameterised by c ∈ [0, c¯]
may be solved independently of each other.
When the initial fuel level is c = 0 we necessarily have ξˇ ≡ 0 almost
surely. In this case Y ≡ X in (4), (singular) control cannot be exercised
and the only available intervention is stopping at the time τ . The control
problem then reduces to the following optimal stopping problem:
V˜0(x) := inf
τ∈S
E
[ ∫ τ
0
e−αtλX2t dt+ e
−ατδX2τ
]
. (7)
More generally for (x, c) in the ‘continue’ region with c ∈ [0, c¯] as above,
in this solution the fuel level remains at the constant value c until the first
hitting time of the right boundary. The control policy is therefore ξ ≡ 0
in the related optimal stopping problem which, by (4) and the principle of
optimality, is
V˜ (x; c) := inf
τ∈S
E
[ ∫ τ
0
e−αtλX2t dt+ e
−ατ min(c+Q0(Xτ − c), δX2τ )
]
(8)
where Q0(x) := Q(x; 0), x ∈ R. This formulation as a family of optimal
stopping problems is consistent with the candidate solution constructed and
verified in Section 10 of [8].
In the open case f0 >
1
2δ we will apply our optimal stopping heuristic
to construct a candidate solution in an open parameter range (as discussed
below in Remark 5.3, the optimal stopping heuristic will break down in
the remainder of the open range, in which the control problem remains as
an interesting open problem). The moving boundaries of this new solution
are illustrated in the top panel of Figure 1. We also confirm that the value
function (4) is continuously differentiable across these boundaries, answering
a question raised in [8].
3.1 Solution via obstacle geometry
We first rewrite problem (7) for c = 0, and the problems (8) for c ∈ (0, c¯),
as a family of problems of the form (1). Integrating the ‘running cost’ term∫ τ
0 e
−αtλX2t dt by parts we obtain
V0(x) := inf
τ≥0
E
[
e−ατhl(Xτ )
]
= V˜0(x)− λ
α2
− λ
α
x2, (9)
V (x; c) := inf
τ≥0
E
[
e−ατh(Xτ ; c)
]
= V˜ (x; c)− λ
α2
− λ
α
x2, (10)
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where the obstacles hl and h respectively are given by
h(x; c) := hl(x) ∧ hr(x; c), (11)
hl(x) :=
(
δ − λ
α
)
x2 − λ
α2
, (12)
hr(x; c) := V˜0(x− c)− λ
α2
− λ
α
x2 + c. (13)
We solve this family of problems using the characterisation via concavity of
excessive functions, as follows. Define φα(x) := e
−√2αx and ψα(x) := e
√
2αx
to be the decreasing and increasing solutions respectively of the character-
istic equation (L − α)u = 0, where L := 12 d
2
dx2
is the infinitesimal generator
of Brownian motion. As in [3], eq. (4.6), we set
Ψ(x) :=
ψα(x)
φα(x)
= e2
√
2αx, x ∈ R. (14)
With an obvious terminology we will refer to the point x as being in the
natural scale and the point y = Ψ(x) as being in the transformed scale.
Further the transformed obstacle H is defined by:
H(y; c) :=
{
h(Ψ−1(y);c)
φα(Ψ−1(y)) , y > 0,
0, y = 0.
(15)
We refer to (15) as the usual transformation below and with an obvious
notation we also define the transformed obstacle y 7→ Hr(y; c) by replacing
h with hr in (15), and so on. To establish the geometric solution to (10)
used below we now restate results from Proposition 5.12, Remark 5.13 and
Section 6 of [3] as follows:
Proposition 3.1 1. Fix c > 0 and let W ( · ; c) be the greatest non-
positive convex minorant of H( · ; c), then V (x; c) = φα(x)W (Ψ(x); c)
for all x ∈ R. Moreover the optimal stopping region is Sc = Ψ−1(SWc ),
where SWc := {y > 0 : W (y; c) = H(y; c)}.
2. Similarly we obtain V0(x) = φα(x)W0(Ψ(x)) for all x ∈ R, where W0
is the greatest non-positive convex minorant of Hl.
Remark 3.2 Below we use the term ‘minorant’ to mean ‘greatest non-
positive convex minorant’.
Before applying this method of solution in Sections 4 and 5 below we
recall the following useful result from Section 6 of [3]:
Lemma 3.3 Defining the sign of 0 to be 0 we have
1. Hy(y; c) has the same sign as
(
h
φ
)
x
(Ψ−1(y); c),
2. Hyy(y; c) has the same sign as (A− α)h(Ψ−1(y); c).
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4 Two regimes without fuel
When the initial fuel level is c = 0, the connection to optimal stopping is
obvious and the stopping problem is standard. However we confirm the
solution here using Proposition 3.1 since its geometry is used in Section 5
to study the more involved family of problems given by (10). The optimal
stopping rule in this section will have the following two regimes:
i) continue, if Xt > f0,
ii) stop immediately, if Xt ∈ [0, f0].
Lemma 4.1 (cf. Figure 2) For any λ ∈ (0,αδ) the function y 7→ Hl(y)
is:
1. continuous on [1,∞) with Hl(1) = − λα2 and H ′l(1) = − λ2α2 ,
2. strictly convex on [1, Ψ(f0)],
3. strictly decreasing on [1, Ψ(f0)) and strictly increasing on (Ψ(f0),∞)
Proof: The first part follows since
Hl(y) =
√
y
(
− λ
α2
+
δ − λ/α
8α
(ln y)2
)
, y > 0. (16)
The second part follows from Lemma 3.3, since
(L − α)hl(x) = δ − (αδ − λ)x2, (17)
which is concave in x, positive when x = 0 and equal to (αδ−λ)
(
1
α + 2
f0√
2α
)
>
0 when x = f0. The third part follows from the same lemma since(
hl
φ
)
x
e−x
√
2α
√
2α(δ − λα)
= ρ(x) (18)
with ρ(x) as in (5), which is negative when x ∈ [0, f0) and positive when
x > f0. 2
Remark 2.1 suggests that it is sufficient to study the control problem
only for x ≥ 0. The following proof shows that it is also sufficient to study
optimal stopping problem (7) only for x ≥ 0. Further, by restricting the
value of c (to c < c0, see Proposition 5.6) the same rationale will apply in
Section 5.
Corollary 4.2 Let W˜ : [0,∞) → R be the greatest nonpositive convex mi-
norant of Hl : [0,∞) → R. The restriction of W˜ to the domain [1,∞) is
W˜ |[1,∞)(y) = W0(y) :=
{
Hl(y), y ∈ [1, Ψ(f0)],
B0, y > Ψ(f0),
(19)
where B0 = − 2f0α√2α(αδ − λ)ef0
√
2α < 0.
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Figure 2: A geometric representation of the optimal stopping problem V0
of (9), showing the transformed obstacle Hl on [1,∞) (solid curve) and its
greatest nonpositive convex minorant W0 (dashed curve). The two curves
coincide for y ∈ [1, Ψ(f0)] and the tangency point is shown (circular marker).
For convenience the natural scale x = Ψ−1(y) is also given, and the stopping
region in the natural scale is [0, f0].
Proof: We first argue that the tangent to Hl(·) when y = 1 lies strictly
below Hl for all y ∈ [0, 1). From (15) and (16) we have that Hl is continuous
on [0, 1] and H(0) = 0. Further from (17), as y increases from 0 to 1
(equivalently as x increases from −∞ to 0), Hl is initially strictly concave
and then strictly convex. Combining this with the properties Hl(1) = − λα2
and H ′l(1) = − λ2α2 establishes this claim.
The restriction W˜ |[1,∞) is therefore the greatest nonpositive convex mi-
norant of the restriction Hl|[1,∞). This is illustrated in Figure 2 and is given
by the function W0 : [1,∞) → R defined in (19). Finally, the value of B0
follows from the definition of Hl (it is convenient to use (15)) and (5). 2
Remark 4.3 The function W0(·) is continuously differentiable. It follows
from Proposition 3.1 and (9) that V˜0 is also continuously differentiable and
V˜0(x) =
{
δx2, 0 ≤ x ≤ f0,
λ
α2
+ λαx
2 +B0e
−x√2α, x > f0.
(20)
5 Inclusion of fuel
The two regimes in the above optimal stopping rule will now play a key role
in the control problem. In particular the new repelling boundary constructed
below propels the state into either the ‘stop’ regime or the ‘continue’ regime
from Section 4. This contrasts with the previously solved range λ ∈ (0,λ∗]
in which the repelling boundary never propels the state directly into the
‘stop’ regime (see Figure 1); it also contrasts with the previously solved
range λ ≥ αδ, in which repulsion always propels the state into the ‘stop’
regime (see Section 5 of [8] for further details).
8
Fixing α > 0, δ > 0 and recalling that the open range is λ ∈ (λ∗,αδ)
it may be checked (see (6) and the preceding discussion) that the equation
f0(λ) =
α
2λ holds at a unique point λ
† ∈ (λ∗,αδ). It will become clear below
that our optimal stopping heuristic does not apply in the case λ ∈ (λ∗,λ†),
and this parameter range remains an interesting open problem. Below we
therefore address the case λ ∈ (λ†,αδ), or equivalently f0 > α2λ , via the
family (10) as c varies. Since λ ∈ (λ†,αδ) we have the inequality
1
2δ
<
α
2λ
< f0. (21)
We first evaluate the obstacle h(·; c). From (13) the function hr(·; c) is
continuously differentiable and from (20) it divides at x = f0 + c into two
parts corresponding to the two regimes of Section 4:
hr(x; c) =
{
hr1(x; c) := δc(c− 2x) + (δ − λ/α)x2 + c− λα2 , x ∈ [0, f0 + c],
hr2(x; c) :=
λ
αc(c− 2x) + c+B0e−(x−c)
√
2α, x ≥ f0 + c. (22)
In particular we have:
Lemma 5.1 Fixing c > 0 and defining xc =
1
2δ +
c
2 , problem (10) has
obstacle:
h(x; c) =

hl(x) for x ≤ xc,
hr1(x; c) for x ∈ [xc, f0 + c],
hr2(x; c) for x ≥ f0 + c.
(23)
Proof: To determine the minimum hl(x) ∧ hr(x; c) in (11), it is eas-
ily checked from (22) that the continuously differentiable function x 7→
hr(x; c)− hl(x) is concave. Also for x < f0 + c we have
hr(x; c)− hl(x) = hr1(x; c)− hl(x) = c(1 + δ(c− 2x)), (24)
which is strictly decreasing in x and has the root xc :=
1
2δ +
c
2 < f0 + c. 2
Defining
yc = Ψ(xc),
yˆ3(c) = Ψ(f0 + c),
the next lemma establishes the relevant geometry of the transformed obstacle
Hr(·; c), which is illustrated in Figure 3.
Lemma 5.2 The transformed obstacle y 7→ Hr(y; c) is continuously differ-
entiable and there exists yv(c) ∈ [yc, yˆ3(c)) such that y 7→ Hr(y; c) is strictly
convex on (yv(c),∞) and strictly concave on (yc, yv(c)) (if yv(c) > yc). Fur-
ther we have
lim
y→∞Hr(y; c) = −∞, (25)
lim
y→∞
∂Hr
∂y
(y; c) = 0. (26)
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Figure 3: A geometric representation of the optimal stopping problem
V (x; c) of (10) for c > 0 fixed and sufficiently small, showing the trans-
formed obstacles y 7→ Hl(y) (solid curve) and y 7→ Hr(y; c) (dotted curve).
Their common tangent ryˆ2(c) (solid line) and the tangent ryˆ3(c) (dashed line)
are also shown, together with their intercepts at the vertical axis (see Def-
inition 5.4). As c → 0, Hr(·; c) converges pointwise to the minorant W0(·)
shown in Figure 2 (see Lemma 5.5) and H(·; c) := Hl(·) ∧Hr(·; c) also con-
verges pointwise to W0(·). Since the filled circular markers converge to the
filled square marker (Lemma 6.1), the minorant W (·; c) of H(·; c) also con-
verges pointwise to W0(·) and the stopping region [0,F (c)] ∪ [G(c),∞) of
V (·; c) converges to R as c → 0. However the stopping region of V0(·) is
[0, f0] (the unfilled circular marker converges to the unfilled square marker
as c→ 0).
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Proof: Fixing c > 0, the first claim follows from the smoothness of the usual
transformation. We have
(L − α)hr1(x; c) = δ − (αδ − λ)x2 + cα(δ(2x− c)− 1), (27)
(L − α)hr2(x; c) = c(λ(2x− c)− α), (28)
and at x = f0 + c it is straightforward (using (5)) that both (27) and (28)
are strictly positive.
Since the expression (27) is concave, negative as x → −∞ and positive
when x = f0 + c, it has a unique root xv(c) ∈ (−∞, f0 + c). Together with
(28) this implies that (L− α)hr changes its sign exactly once on R, namely
when x = xv(c). Setting yv(c) = yc ∨ Ψ(xv(c)), the required result then
follows from Lemma 3.3. 2
Remark 5.3 It is clear from (28) that if f0 <
α
2λ then for sufficently
small c > 0, the transformed obstacle Hr2(·; c) would be strictly concave
on [f0 + c, yz] for some yz > f0 + c. It is straightforward to show from the
obstacle geometry that this would create a disconnected continuation region
in problem (10) for sufficiently small c. The assumption f0 ≥ α2λ (cf. (21))
is therefore necessary for our optimal stopping heuristic to apply directly
when f0 >
1
2δ . Interestingly, this concave region would not cause a similar
problem in the bottom panel of Figure 1 since it lies inside the continuation
region when λ ∈ (λ∗,λ∗] and c ∈ [0, c¯] (see also Remark 6.3).
We will see below (in Proposition 5.6) that in contrast to Section 4, for
each c > 0 the minorant touches the obstacle twice, once on Hl and once on
Hr. For small c the right-hand tangency point is with Hr1 (rather than with
Hr2), a situation illustrated in Figure 3. It is this distinction which leads to
new equations for the moving boundaries of the control problem, and below
we will restrict attention to this new case in which tangency occurs with
Hr1.
In order to construct the minorants W (·; c) to the transformed obstacles
H(·; c) we now examine the geometry of Hr(·; c) as c decreases to 0.
Definition 5.4 For y 6= yc let ry( · , c) be the straight line tangent to H(·; c)
at y, and let ryc( · , c) be the straight line tangent to Hr(·; c) at yc:
ry(z; c) =
∂H
∂y
(y; c)(z − y) +H(y; c), y 6= yc,
=
∂Hr
∂y
(y; c)(z − y) +H(y; c), y = yc.
Let I(y; c) = ry(0; c) be its intercept at the vertical axis, and let Pr(y; c) be
the following signed distance between ry( · , c) and Hl:
Pr(y; c) = sup
z∈[1,yc]
a(z, y; c), where a(z, y; c) := ry(z; c)−Hl(z). (29)
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Lemma 5.5 Let 1 < yu < yw ≤ Ψ(f0). Then for all c > 0 sufficiently
small, the tangent ryu(·; 0) to Hl(·) at yu lies strictly below Hr(·; c) on
[yw,∞).
Proof: We have from (13) and (9) that hr(x; 0) = V0(x) for x ≥ 0. From
(22) we have
hr(x; c)− hr(x; 0) = hr(x; c)− V0(x) = c ·O(x) as x→∞,
so applying the usual transformation and Proposition 3.1 we have
|Hr(y; c)−W0(y)| = c ·O(√y) as y →∞. (30)
From Figure 2 the tangent ryu(·; 0) lies strictly below W0(y) = Hr(y, 0)
for y ≥ yw and has strictly negative gradient. The result follows from the
estimate (30). 2
We now present the main result used in this paper, which characterises
the new moving boundaries F and G illustrated in the top panel of Figure
1 and confirms that the principle of smooth fit holds across them.
Proposition 5.6 There exists c1 > 0 such that for each fixed c ∈ (0, c1) the
following three statements hold:
1. There exists a unique couple (yˆ1(c), yˆ2(c)) with 1 < yˆ1(c) < yc ≤
yv(c) < yˆ2(c) solving the system{
∂Hl
∂y (y1) =
∂Hr
∂y (y2; c),
Hl(y1)− ∂Hl∂y (y1)y1 = Hr(y2; c)− ∂Hr∂y (y2; c)y2.
(31)
We also have the bound
yˆ1(c) < Ψ(f0). (32)
2. The function y 7→W (y; c) given by
W (y; c) :=

Hl(y), 1 ≤ y ≤ yˆ1(c),
A(c)y +B(c), yˆ1(c) < y < yˆ2(c),
Hr(y), y ≥ yˆ2(c),
(33)
where A(c) = ∂Hl∂y (yˆ1(c)) =
∂Hr
∂y (yˆ2(c); c) and B(c) = I(yˆ1(c); c) = I(yˆ2(c); c)
(see Definition 5.4), is the greatest nonpositive convex minorant of H(·; c)
on [1,∞) and lies in C1[1,∞). The straight line
y 7→ A(c)y +B(c), y > 1, (34)
also lies below H(·; c).
3. Setting
F (c) = Ψ−1(yˆ1(c)),
G(c) = Ψ−1(yˆ2(c)),
(35)
12
we have
V˜ (x; c) :=

δx2, 0 ≤ x ≤ F (c),
λ
αx
2 + λ
α2
+A(c)ex
√
2α +B(c)e−x
√
2α, F (c) < x < G(c),
V˜0(x− c, 0) + c, x ≥ G(c),
(36)
with V˜0 defined as in (20). The principle of smooth fit holds across the free
boundary points F (c) and G(c).
Remark 5.7 Figure 3 contains sufficient information to suggest the proof
of parts 1 and 2. Also we will refer to the line (34), which may also be
denoted ryˆ1(c)(·; c) or ryˆ2(c)(·; c), as the common tangent.
Proof: 1. It is clear from Figure 3 (or alternatively by using (24)) that
the function y 7→ Pr(y; c) of Definition 5.4 is strictly positive at y = yc. By
the concavity of Hr on (yc, yv(c)), Pr(·; c) is increasing on (yc, yv(c)) and by
convexity it is decreasing on (yv(c),∞). Evaluating the transformed obstacle
Hr2(y; c) using (22) we obtain
Hr2(y; c) =
√
y
(
λ
α
c
(
c− ln y√
2α
)
+ c+B0e
c
√
2αy−1/2
)
, (37)
so that the intercept I(y; c) satisfies
I(y; c) = −
√
yλc
(2α)3/2
ln y +O(
√
y)→ −∞ as y →∞. (38)
From Figure 3 (see also Lemma 5.2) it is now clear that limy→∞ Pr(y; c) =
−∞. We conclude from the continuity of the function y 7→ Pr(y; c) that
there exists a unique point yˆ2(c) ∈ (yv(c),∞) satisfying Pr(yˆ2(c); c) = 0. By
strict convexity we also have
H(y; c)− ryˆ2(c)(y; c) > 0 for all y > yˆ2(c). (39)
By the convexity of Hl, the supremum in (29) must be uniquely achieved
at some point z =: yˆ1(c) ∈ [1, yc). The couple (yˆ1(c), yˆ2(c)) then satisfies
equations (31) if yˆ1(c) lies in the interior of this interval, ie. if yˆ1(c) > 1.
We therefore seek c1 > 0 such that
yˆ1(c) > 1 for all c ∈ (0, c1). (40)
Fix c > 0 and suppose, hoping for a contradiction, that yˆ1(c) = 1. By
construction the common tangent then lies strictly below Hl(z) for z ∈
(1, yc], so in particular it must lie below (or be equal to) the tangent r1(y; c)
for all y ≥ 1. However from Lemma 5.5, for sufficiently small c we have
r1(y; c) < Hr(y; c) for all y ∈ [Ψ( 12δ ),∞). Therefore the common tangent
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lies strictly below Hr(·; c) at the supposed tangency point y = yˆ2(c) > Ψ( 12δ ),
a contradiction. We conclude that yˆ1(c) > 1 for sufficiently small c, and so
there exists c1 > 0 such that (40) holds.
Recall also that Hl(y) is increasing on [Ψ(f0),∞) from Lemma 4.1. If
the tangency point yˆ1(c) lay in this interval then as y → ∞ the common
tangent would increase to infinity while H decreased without bound (from
(25)), contradicting (39), and so we conclude that yˆ1(c) < Ψ(f0).
2. Now fix c ∈ (0, c1) and construct yˆ1(c) and yˆ2(c) as above. It is clear
from Figure 3 that in order to establish that the function W (·; c) of (33) is
the greatest nonpositive convex minorant of H(·; c) on [1,∞) it remains only
to check that the tangent ryˆ1(c)(·; c) lies below H(y; c) for y ∈ (yˆ1(c), yˆ2(c)).
Suppose for a contradiction that the common tangent coincides with H(·; c)
when y = ya ∈ (yˆ1(c), yˆ2(c)). It is obvious from the geometry of Hl that
then ya > yc; also Hr must be concave at ya. This forces H(·; c) to lie
strictly below the common tangent when y = yc, a contradiction. Finally
the ‘double tangency’ equations (31) confirm that W (·; c) lies in C1(1,∞).
3. This part now follows from Proposition 3.1. 2
6 Free boundary analysis
In this section we establish the existence of c0 > 0 such that the moving
boundaries F (c) and G(c) may be extended to continuous monotone func-
tions on [0, c0), which are differentiable on (0, c0) with G
′(c) > 1 (recall
Figure 1), but F (0) 6= f0.
Proposition 6.1 The functions yˆ1, yˆ2 defined in Proposition 5.6 satisfy
limc→0 yˆ1(c) = limc→0 yˆ2(c) = Ψ( 12δ ).
Proof: We employ Lemma 5.5 as in the proof of part 1 of Proposition 5.6.
We have
lim sup
c→0
yˆ1(c) ≤ Ψ
(
1
2δ
)
≤ lim inf
c→0
yˆ2(c).
Suppose that lim infc→0 yˆ1(c) = y∗ < Ψ
(
1
2δ
)
. Taking yu = y
∗ and yw =
Ψ( 12δ ) in Lemma 5.5 again gives a contradiction for sufficiently small c.
Similarly suppose that lim supc→0 yˆ2(c) = y◦ > Ψ
(
1
2δ
)
. Then taking
yu = Ψ(
1
2δ ) and yw with Ψ(
1
2δ ) < yw < min{y◦, Ψ(f0)} gives the required
contradiction for sufficiently small c. 2
We now analyse the moving boundaries F and G. Where possible we
will reuse identities and notation from [8] (in particular the notation h1 to
h4, H3, H4, q, L and U) so that the analytical contribution of the present
paper is clear.
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6.1 Smooth fit equations
It is straightforward to check from (16) that the straight line tangent to
Hl(·) at y = Ψ(x) has gradient
h1(x) :=
αδ − λ
2α
e−x
√
2αρ(x), (41)
with ρ defined as in (5).
Remark 6.2 It follows that ∂h1∂x (x) is strictly positive when y = Ψ(x) lies in
a strictly convex region of Hl(·). From Lemma 4.1 we may therefore define
h−11 : [− λ2α2 , 0] → [0, f0]. Recalling the definition of f0 (see (5)), h−11 is
differentiable on (− λ
2α2
, 0).
This tangent line intercepts the vertical axis of Figure 3 at the value
h2(x) :=
αδ − λ
2α
ex
√
2α
(
ρ(x)− 4x√
2α
)
. (42)
The usual transformation gives Hr1(y; c) = e
x
√
2αhr1(x; c), where y = Ψ(x).
It follows that the line tangent to Hr1(·; c) at y = Ψ(x) has gradient H˜3(x, c),
where
H˜3(x, c) := ∂Hr1
∂y
(y; c) =
e−x
√
2α
2
√
2α
(
∂hr1
∂x
(x; c) +
√
2αhr1(x; c)
)
, (43)
while its intercept at the vertical axis is
H˜4(x, c) :=
(
Hr1 − y∂Hr1
∂y
)
(y; c) =
ex
√
2α
2
√
2α
(
−∂hr1
∂x
(x; c) +
√
2αhr1(x; c)
)
.
(44)
Writing
h3(x) =
λ
α
(
α
2λ
−
(
x+
1√
2α
))
e−x
√
2α,
h4(x) =
λ
α
(
x−
(
α
2λ
+
1√
2α
))
ex
√
2α, (45)
differentiation then yields the following identities which will be useful below:(
∂H˜3
∂x
+
∂H˜3
∂c
)
(x, c) = h3(x)−
√
2αH˜3(x, c), (46)(
∂H˜4
∂x
+
∂H˜4
∂c
)
(x, c) =
√
2αH˜4(x, c)− h4(x). (47)
We will henceforth restrict attention to the situation illustrated in Figure
3, in which G(c) < f0 +c. In particular this means that the common tangent
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has gradient H˜3(G(c), c). This is not a technical restriction necessary for our
heuristic to apply, but is imposed so that the moving boundary equations
of this paper differ from those identified in the previously solved cases.
Remark 6.3 The repelling boundary {G(c) : c ∈ (0, c¯]} illustrated in the
bottom panel of Figure 1 was found for the parameter range λ ∈ (λ∗,λ∗]
using the ansatz that G(c) > α2λ + c and, since f0 ≤ 12δ < α2λ when λ ≤ λ∗, it
then followed that G(c) > f0 + c. In the latter case the common tangent had
gradient H3(G(c), c) (defined in equation (10.9) of [8]), which differs from
H˜3(G(c), c) defined above.
Define
L(x, c) := H˜4(x, c)− h2 ◦ h−11
(
H˜3(x, c)
)
, (48)
where x, c must be chosen from a suitable domain.
Lemma 6.4 L(f0 + c, c) is well defined for all c ∈ (0, c1) and the following
are equivalent:
a) L(f0 + c, c) < 0,
b) the line ryˆ3(c)(·; c) (see Figure 3) lies strictly below Hl(·),
c) yˆ2(c) < yˆ3(c).
Proof: Since yˆ3(c) is the boundary between Hr1(·; c) and Hr2(·; c) (see
Figure 3), and since Hr(·; c) is continuously differentiable (Lemma 5.2), we
have H˜3(f0 + c, c) = H3(f0 + c, c). We recall from page 46 of [8] that
H3(x, c) ∈
(
− λ
2α2
, 0
)
for all x >
α
2λ
+
c
2
,
and the latter inequality holds when x = f0 + c by assumption (21). The
first claim follows. Figure 3 easily establishes the equivalence between a)
and b), as follows. Recalling the definitions (41)-(42), the second term on
the right hand side of (48) (putting x = f0 + c) is the vertical intercept of
the unique line tangent to Hl(·) whose gradient is H3(f0 + c, c), which is
precisely the gradient of ryˆ3(c)(·; c). Recalling from Lemma 5.2 that Hr2(·; c)
is strictly convex on [yˆ3(c),∞), b) is clearly equivalent to c). 2
Corollary 6.5 The quantity
c2 := c1 ∧ inf{c ∈ (0, c1) : L(f0 + c, c) ≥ 0} (49)
is strictly positive.
Proof: By Proposition 6.1, for c sufficiently small we have yˆ2(c) < yˆ3(c).
2
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6.2 Differentiability and monotonicity
Let us write
V ∗(x, c) :=
λ
α
x2 +
λ
α2
+A∗(c)ex
√
2α +B∗(c)e−x
√
2α (50)
for arbitrary differentiable functions A∗ and B∗ (cf. (36)). If we
i) impose smooth fit between V ∗(·, c) and the function x 7→ δx2 across a
free boundary point F (c) as in (36),
ii) impose the assumptions U(G(c), c) = 1, Ux(G(c), c) = a(c), where
U(x, c) := (V ∗x + V
∗
c )(x, c), (51)
then it follows from straightforward manipulations that
2
√
2αeG(c)
√
2αq(G(c);F (c)) = (e2G(c)
√
2α − e2F (c)
√
2α)a(c), (52)
where
q(x; z) =
√
2α(h2(z)− h1(z)e2z
√
2α) + h3(x)e
2z
√
2α − h4(x) (53)
= −2zαδ − λ
α
ez
√
2α +
λ
α
ex
√
2α
[(
α
2λ
− x− 1√
2α
)
e2(z−x)
√
2α
+
(
α
2λ
− x+ 1√
2α
)]
.
Remark 6.6 A detailed derivation of (52) is given in (8.10)-(8.22) of [8]
in the case a(c) = 0. When a(c) 6= 0, (52) is equation (C.15) of the latter pa-
per. Alternatively the validity of (52) in the present setting follows directly
from the arbitrariness of A∗(·) and B∗(·) in (50), which equal H3(G(·), ·)
and H4(G(·), ·) respectively in the latter paper but equal H˜3(G(·), ·) and
H˜4(G(·), ·) respectively in the present work.
We note here that
q(z; z) = ez
√
2α(1− 2δz), (54)
qx(x; z) = λ
√
2
α
( α
2λ
− x
)
ex
√
2α(1− e2(z−x)
√
2α), z ≤ x <∞. (55)
Proposition 6.7 Defining yˆ1(0) = yˆ2(0) = Ψ(
1
2δ ), the functions yˆ1, yˆ2
defined in Proposition 5.6 both lie in C[0, c2) ∩ C1(0, c2).
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Proof: It is sufficient to apply the Implicit Function Theorem to system (31)
with respect to the independent variable c as in Appendix A of [4]. Here
the corresponding matrix of derivatives has determinant
D(yˆ1(c), yˆ2(c), c) = (yˆ2(c)− yˆ1(c))∂
2Hl
∂y2
(yˆ1(c))
∂2Hr
∂y2
(yˆ2(c); c).
Recalling Proposition 5.6, this determinant is strictly positive for c ∈ (0, c2)
since then yˆ1(c) ∈ (1, Ψ(f0)) (by (40)) and yˆ2(c) ∈ (yv(c), yˆ3(c)) (by Lemma
6.4), and the functions Hl(·), Hr(·; c) (= Hr1(·; c)) are twice differentiable
and strictly convex on these respective intervals. The limit established in
Proposition 6.1 completes the argument. 2
We will now define c0 such that G
′(c) > 1 on (0, c0). Note first that
L(G(c), c) is well defined and identical to 0 for each c ∈ (0, c2) because
of the double tangency in Figure 3. It also follows by the continuity of
(x, c) 7→ H˜3(x, c) that the map (x, c) 7→ L(x, c) is well defined in an open
neighbourhood of (G(c), c) and by Remark 6.2 it is differentiable in this
neighbourhood. Writing z = h−11 (H˜3(x, c)), the following formulae are es-
tablished in Appendix A (where again x, c must be chosen from a suitable
domain):
Lx(x, c) =
∂H˜3
∂x
(x, c)(e2z
√
2α − e2x
√
2α), (56)
(Lx + Lc)(G(c), c) = q(G(c),F (c)). (57)
Lemma 6.8 For c ∈ (0, c2) we have Lx(G(c), c) < 0 and
G′(c) = 1− q(G(c);F (c))
Lx(G(c), c)
. (58)
Proof: Fix c ∈ (0, c2). By strict convexity ∂∂xH˜3(G(c), c) is strictly
positive and it follows from (56) that Lx(G(c), c) < 0. Differentiation of the
identity
L(G(c), c) ≡ 0 for all c ∈ (0, c2) (59)
with respect to c and using (57) then gives (58). 2
The sign of q(G(c);F (c)) may be established from (54) and (55) using
the following lemma.
Lemma 6.9 For sufficiently small c > 0 we have F (c) < 12δ .
Proof: Assume that 12δ ≤ F (c) where c ∈ (0, c2). In the transformed coordi-
nates of Figure 3, by Proposition 5.6 we then have
Ψ
(
1
2δ
)
≤ Ψ(F (c)) = yˆ1(c) < yc = Ψ
(
1
2δ
+
c
2
)
< Ψ
(
1
2δ
+ c
)
=: yr.
(60)
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It then follows from the convexity of Hl that the common tangent lies above
the tangent rΨ( 1
2δ
)(·; c) at y = yr, that is
ryˆ1(c)(yr; c) ≥ rΨ( 1
2δ
)(yr; c). (61)
The common tangent also lies below H(·; c). Putting xr = 12δ + c and using
Propositions 3.1 and 5.6 and equation (10) this implies that
V (xr; c) ≥ A(c)exr
√
2α +B(c)e−xr
√
2α
≥ A
(
1
2δ
)
exr
√
2α +B
(
1
2δ
)
e−xr
√
2α,
where the second inequality follows from (61). Since xr ∈ (xc, f0 + c) it
follows from the first equation in (22) that h(xr; c) = − λα2 − λαx2r + c + 14δ .
Since by definition V (xr; c) ≤ h(xr; c), the estimate
V (xr; c)− h(xr; c)
≥ A
(
1
2δ
)
e(
1
2δ
+c)
√
2α +B
(
1
2δ
)
e−(
1
2δ
+c)
√
2α +
λ
α2
+
λ
α
(
1
2δ
+ c
)2
− c− 1
4δ
=
αδ − λ
4δ2
c2 +O(c3)
establishes the required conclusion. 2
Finally we define c0 and establish the monotonicity of the moving bound-
aries.
Proposition 6.10 Defining
c0 := c2 ∧ inf{c ∈ (0, c2) : G′(c) ≤ 1}, (62)
we have c0 > 0 and the moving boundaries c → F (c) and c → G(c) are
respectively decreasing and increasing for c ∈ (0, c0).
Proof: We have established that for sufficiently small c:
F (c) <
1
2δ
and G(c) <
α
2λ
(for the second inequality recall (21)). Taking z = F (c) with c fixed and suf-
ficiently small, from (54) we have q(F (c),F (c)) > 0 and for x ∈ (F (c),G(c))
we have qx(x;F (c)) > 0 from (55). Then q(G(c);F (c)) > 0 and G
′(c) > 1
(Lemma 6.8). We conclude that c0 > 0.
The idea used in the proof of Lemma 6.9 provides a convenient way to
establish the monotonicity of F , as follows. Fixing c˜ ∈ (0, c0), we note that
the common tangent and the transformed obstacle coincide when y = y˜ :=
yˆ2(c˜). We then fix y = y˜ and vary c locally around c˜.
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From Proposition 6.7 we have G(c˜) > 12δ + c˜. Differentiation of the first
equation in (22) yields ∂hr1∂c (G(c˜); c˜) = 1 − 2δ(G(c˜) − c˜) < 0, so that also
∂Hr1
∂c (yˆ2(c˜); c˜) < 0 by the usual transformation: the value of the transformed
obstacle at y˜ is locally decreasing in c. However the transformed obstacle
Hl is convex and does not depend on c; suppose for a contradiction that
yˆ′1(c˜) ≥ 0. Then at y˜, the value of the common tangent is locally increasing
in c. This is a contradiction since the common tangent must lie below the
transformed obstacle for all c (Proposition 5.6). 2
7 Verification
We now verify the optimality of the following policy for initial states (x, c) ∈
[0,∞)× [0, c0), which is illustrated in the top panel of Figure 1:
a) If the fuel level is c = 0:
i) stop immediately if 0 ≤ Xt ≤ f0,
ii) continue if Xt > f0.
b) If the fuel level is c ∈ (0, c0):
i) stop immediately if 0 ≤ Xt ≤ F (c),
ii) continue without expending fuel if F (c) < Xt < G(c),
iii) if Xt ≥ G(c) then expend all available fuel immediately and pro-
ceed as in part a).
More precisely, for c > 0 define the stopping times
τc = inf{t ≥ 0 : Xt ∈ [0,F (c)]}, σc = inf{t ≥ 0 : Xt ≥ G(c)},
τ0 = inf{t ≥ σc : Xt − c ∈ [0, f0]}, τ∗c = min{τc, τ0},
τ∗ = min{τc,σc},
(63)
which almost surely are finite with τ∗ ≤ τ∗c . Define ξc ∈ A(c) by ξct =
−c1t≥σc , t ≥ 0. Then setting τ = τ∗c , ξ = ξc in the control problem we
obtain
Yt =
{
Xt, t ∈ [0,σc),
X˜t, t ≥ σc,
where X˜t := Xt − c. The expected cost of this policy is (cf. (4)):
E
[∫ τ∗
0
e−αtλX2t dt+ e
−ατ∗δX2τc1τ∗=τc
+e−ατ
∗
1τ∗=σc
(
c+ E
[∫ τ0−σc
0
e−αsλX˜2sds+ e
−α(τ0−σc)δX˜2τ0
])]
. (64)
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Setting s = t − σc, by the strong Markov property the process (X˜s)s≥0 is
a Brownian motion starting at Xσc − c. Recalling the definition of τ0, the
‘inner’ expectation in (64) is therefore equal to V0(Xσc−c) and so (64) equals
E
[∫ τ∗
0
e−αtλX2t dt+ e
−ατ∗ (δX2τc1τ∗=τc + (c+ V0(Xτ∗ − c)) 1τ∗=σc)
]
.
(65)
By construction the stopping time τ∗ is optimal in problem (8) (Proposition
3.1). By considering separately the events {τ∗ = τc} and {τ∗ = σc} and
glancing at Figure 3, it is therefore easy to see that the expectation (65) is
equal to the value function (8). We conclude by the suboptimality of the
pair (τ∗c , ξc) for the control problem that V˜ (x; c) ≥ Q(x; c).
For the reverse inequality we will apply the following verification theo-
rem:
Theorem 7.1 Consider a positive constant c0 and an evenly symmetric
function Q˜ : R × [0, c0) → [0,∞) which is continuous and continuously
differentiable, as well as twice continuously differentiable in its first ar-
gument with locally bounded second derivatives away from {(x, c) : x ∈
{f(c), g(c), f0 + c}}, for some continuous functions f , g : [0, c0) → (0,∞)
with
f , g ∈ C1((0, c0)), f ′(·) ≤ 0, g′(·) > 0,
f(0) ≤ g(0), and f(c) < g(c),∀c ∈ (0, c0).
Suppose that Q˜(·, c) satisfies the growth condition
|Q˜x(x, c)| ≤ K(c)(1 + |x|), ∀ x ≥ 0, c ∈ [0, c0), (66)
for some continuous and increasing function K : [0,∞) → (0,∞). Suppose
also that Q˜ satisfies the following conditions:
Q˜(x, c) ≤ δx2, x ≥ 0, c ∈ [0, c0); (67)
Q˜x(x, c) + Q˜c(x, c) ≤ 1, x ≥ 0, c ∈ (0, c0); (68)
αQ˜(x, c) ≤ 1
2
Q˜xx(x, c) + λx
2, x ∈ [0,∞) \ {f(c), g(c), f0 + c}, c ∈ [0, c0);
(69)
and
[δx2 − Q˜(x, c)] · [1− Q˜x(x, c)− Q˜c(x, c)] ·
[
1
2
Q˜xx(x, c) + λx
2 − αQ˜(x, c)
]
= 0
(70)
for x ∈ [0,∞) \ {f(c), g(c), f0 + c}, c ∈ (0, c0). Then Q(x, c) ≥ Q˜(x, c) for
all x ≥ 0, c ∈ [0, c0).
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Remark 7.1 Theorem 7.1 is a modification of Theorem 4.1 in [8]. The
modifications are only to remove the requirement that Q˜ be twice differen-
tiable across the line x = f0+c, and to restrict the domain of Q˜ to R×[0, c0).
The second derivative in x across x = f0 + c can be dealt with in exactly the
same way as it is across x = f(c) and x = g(c) in the proof of the latter
theorem, and the restriction to monotone controls (Remark 2.1) ensures that
the latter proof is also valid for Q˜ defined on this restricted domain.
Recalling Proposition 5.6 and the definition of U from (50)-(51), from
now on we set A∗ ≡ A and B∗ ≡ B. We begin with the following lemma.
Lemma 7.2 For each c ∈ (0, c0), the function x 7→ U(x, c) has at most one
turning point on (F (c),G(c)).
Proof: Let c ∈ (0, c0). From part 2 of Proposition 5.6, rewriting the common
tangent as
W (y; c) = H(yˆ2(c); c) + (y − yˆ2(c))Hy(yˆ2(c); c), (71)
we obtain
Wc(y; c) = Hc(yˆ2(c); c) + (y − yˆ2(c))
(
Hyy(yˆ2(c); c)yˆ
′
2(c) +Hyc(yˆ2(c); c)
)
(72)
for y ∈ (yˆ1(c), yˆ2(c)). It is therefore clear that c 7→ W (y; c) (and hence also
x 7→ V˜ (x; c), by Proposition 3.1) is continuously differentiable across the
right-hand moving boundary, and also across the left-hand moving bound-
ary (the c derivatives vanish here). Moreover Wc is uniformly continuous
in an open neighbourhood of (yˆ2(c), c), so we conclude that W is continu-
ously differentiable in this open neighbourhood; and similarly at (yˆ1(c), c).
Differentiating (36) we therefore obtain
U(x, c) =
2λ
α
x+ C(c)ex
√
2α +D(c)e−x
√
2α, (73)
U(G(c), c) = 1, U(F (c), c) = 2δF (c) ∈ (0, 1), (74)
for some functions C and D. For fixed c, note that ex
√
2αUx(x, c) is quadratic
in the variable X = ex
√
2α > 0. In order for Ux(·, c) to have two zeroes, both
of the following roots must therefore be strictly positive:
X± :=
1
C(c)
(
− λ
α
√
2α
±
√
λ2
2α3
+ C(c)D(c)
)
.
This in turn can occur only if both C(c) and C(c)D(c) are strictly negative,
in which case (73) gives that Ux(·, c) is strictly concave. In this case, note
from (52) that Ux(G(c); c) and q(G(c);F (c)) have the same sign. It then
follows from the definition of c0 in (62) that
Ux(G(c); c) > 0, c ∈ (0, c0), (75)
and the required result follows. 2
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Theorem 7.3 Define V˜ (·; 0) = V˜0(·). Then the even (in x) extension of
the function V˜ to R× [0, c0), the constant c0, and the moving boundaries F
and G (with F (0) = G(0) = 12δ ) satisfy the conditions of Theorem 7.1.
Proof: We first note that this extension of V˜ is smooth across the bound-
ary x = 0 (where it is locally a quadratic in x). We now proceed to establish
the regularity of the function (x, c) 7→ V˜ (x; c).
It should now be clear from Figure 3 that for each x ≥ 0 we have
lim
c→0
V (x; c) = V (x; 0) = V0(x). (76)
This can be proved as follows: as c → 0, Hr(·; c) converges pointwise
to the minorant W0(·) shown in Figure 2 (this follows from the proof of
Lemma 5.5). It is then easy to see that H(·; c) := Hl(·) ∧ Hr(·; c) also
converges pointwise to W0(·). Since the free boundaries (Figure 3, filled
circles) converge to their common limit (filled square) by Lemma 6.1, it
follows that the minorantW (·; c) ofH(·; c) also converges pointwise to W0(·).
Equation (76) now follows by the usual transformation (Proposition 3.1).
The fact that V˜ ∈ C1(R+×(0, c0)) was established in the proof of Lemma
7.2. The existence (almost everywhere) and local boundedness of the x
derivatives, the growth condition (66), and the equality (70) follow from the
explicit expressions for V˜ (x; c) obtained above. The bound (67) also follows
immediately from the definition of problems (10)-(12). For condition (68),
the positivity of Ux(G(c); c) from (75) and Lemma 7.2 (cf. (74)) ensure that
U(x, c) ≤ 1 for x ∈ (F (c),G(c)) and condition (68) follows.
For (69) we have
R(x, c) :=
1
2
V˜xx(x; c) + λx
2 − αV˜ (x; c)
=

δ − (αδ − λ)x2 > δ − (αδ − λ)f20 > 0, x ∈ [0,F (c)),
0, x ∈ (F (c),G(c)),
δ + λx2 − α(δ(x− c)2 + c), x ∈ (G(c), f0 + c),
2λc
(
x− ( c2 + α2λ)) ≥ 0, x > f0 + c,
(77)
and so when c ∈ (0, c0) (and hence 12δ + c < G(c)) we have
Rc(x, c) =
{
2λ
(
x− (c+ α2λ)) > 0, x > f0 + c,
α(2δ(x− c)− 1) > 0, x ∈ (G(c), f0 + c). (78)
The nonnegativity of R(·, 0) follows as in (77). Then from (78) we have
R(x, c) = R(x, 0) +
∫ c
0
Rc(x,u)du ≥ 0,
as required. 2
23
8 Acknowledgements
The author was supported by EPSRC grant EP/K00557X/1 and would like
to thank Tiziano De Angelis and Goran Peskir for several useful discussions
and comments which significantly improved an early draft of the paper.
A Derivation of (56) and (57)
We include the following derivations for completeness. Differentiation of
(43) and (44) yields
ex
√
2α∂H˜3
∂x
(x, c) = −e−x
√
2α∂H˜4
∂x
(x, c),
and writing H for h2 ◦ h−11 we have H ′(w) = −e2h
−1
1 (w)
√
2α. Differentiating
(48) then yields (56) as required. A further differentiation and the use of
(46)-(47) also gives
(Lx + Lc)(x, c) =
√
2α
(
H˜4(x, c)− H˜3(x, c)e2z
√
2α
)
+ h3(x)e
2z
√
2α − h4(x),
(79)
where z = h−11 (H˜3(x, c)). For c ∈ (0, c2) we have H˜3(G(c), c) = h1(F (c))
and H˜4(G(c), c) = h2(F (c)). Evaluating (79) at x = G(c), the required
identity then follows from (53).
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