Abstract. This work presents a real-time video processing algorithm for 3D scenes using a graphics processor. The processing is based on parallel computing using concurrent kernels. The proposed algorithm processes individual pixels of each pair of input stereo images to obtain an anaglyph image for each frame. To reduce the computational time, a concurrent kernel implementation using POSIX threads and CUDA streams is utilized. Also, an asynchronous streams execution is used to increase overlapping of the video processing implementation. The obtained results are presented and discussed in terms of speedup and execution time.
Introduction
Nowadays, the use of parallel computing to solve image and video processing issues in real-time has been rapidly growing [1, 7] . Due to the increasing popularity of modern processor designs based on hierarchical memory structure, the use of graphics processing units (GPU) has increased signicantly due to their great performance and runtime eciency [13] . In the state-of-art of image and video processing, there are several algorithms that has been implemented in a parallel platform with an unied device architecture [14] ; which results in an increase of the execution performance of the algorithm. In recent applications, a sequential synchronization of the loop iterations within the algorithm is not enough to take full advantage of the benets of the parallel architecture, by obtaining only a little performance increase with respect to a sequential execution. This is because there are some time gaps in the use of the processing cores, due to synchronization issues. To overcome this shortcoming, an asynchronous algorithm can be used [5] . In this scenario, data communication and the eective use of processing cores are executed asynchronously, avoiding unnecessary waiting times due synchronization, and allowing overlapping in the execution of scheduled tasks [2] . In recent years, a considerable progress has been made within the context of 3D video processing applications. Nowadays, 3D video is one of the latest innovations in information technology [10] . Current hardware/software technology uses stereo video data to monitor functions as anaglyph display, disparity depth maps computation, and high quality signal processing. In a framework of computer vision technologies, the extraction of 3D object information from 2D images can be carried out by employing modern 3D techniques, such as shape from shading, motion tracking, stereo vision, and many others. Applications such as 3D television and cinema consist on a pair of 2D image sequences which are processed to give us a 3D perception of a scene [9] . A special monitor or glasses are needed to recreate this perception. A 3D video data can be easily generated with a stereo camera, so every observation is interactively changed. However, there are basic limitations that constrain the viewing direction, produce errors when the object presents pose changes, and the execution of the algorithm is inecient. The last issue can be alliviated by using streams in a GPU implementation.
In the present work, a multi-stream GPU implementation for real-time video processing is proposed. A real-time 3D video processing algorithm is implemented on a GPU with parallel computing using multiple streams. We are focused on improving the performance of 3D video processing, particularly by taking advantage of the asynchronous memory of the GPU. Results obtained with computer simulations using a graphics processor are presented and discussed in terms of computational throughput, and runtime eciency. The paper is organized as follows. A brief study of multi-stream computation is presented in section 2. The proposed real-time 3D video processing implementation is described in section 3. In section 4, results obtained with the proposed approach are presented and discussed. Finally, section 5 summarizes our conclusions.
The Compute Unied Device Architecture (CUDA) is applied in hardware and software for managing operations in a GPU as a data parallel computing device using an extension to C programming language. This architecture was designed to exploit massive parallelism in graphics processors, and to use concurrent streams for single or multiple GPUs, asynchronous data transfers, and simultaneous kernel executions on a single device. CUDA creates stream0 by default with the execution of one GPU [11] . Kernel invocations and data transfers are lined up on a stream and processed sequentially in the order they were queued [15] . The creation of multiple streams of execution can perform more work per unit time and make applications to run faster. The tasks are queued on each device (GPU), which can potentially increase the application performance by the number of GPUs installed in the system. Kernel executions can overlap data transfers and data computation to yield real-time processing and reduce the overal runtime on one or more GPUs. In order to improve eciency on a single device, concurrent kernel executions can be carried out using multiple streams [11] . In contrast to synchronous kernel executions, asynchronous kernel executions are not coordinated within the processor, in where the transmission of messages are allowed to be performed in an unspecied order [4] . Baudet [5] formalized asynchronous algorithms, and described a generalization of an approximation method which includes an inherent parallelism. The main advantages of asynchronous executions are: a) bottleneck reduction, b) synchronization penalty reduction, and c) convergence improvement [5] . Concurrent applications can be supported from device by creating a CUDA context for each GPU used in the system. This context can be determined by cudaStream_t stream [Ns] , where N s is the total number of streams. This context includes driver information and capability, such as streams, events, virtual address space, and blocks of memory [12] . With the intercommunication of the context, the device can handle multiple tasks and multiple GPU applications in order to expand parallelism [8] . Several image and video processing applications exploit concurrency through streams. A contribution of this work is the use of a multi-stream approach for implementing stereo disparity estimation and anaglyph video frame generation on GPU in a more ecient way. A sequence of commands that are executed in a sequential order are called streams. These streams are often called by dierent host threads or POSIX threads (pthreads). The main feature of streams, is that commands can be executed in any order or concurrently. In the present work, we divide the input image in several fragments, and process each fragment asynchronously in a dierent CUDA stream. This asynchronous behavior allows overlapping of task executions on the device. Fig. 1 [3] . The proposed implementation has been developed in a CPU/GPU architecture running on Linux OS with multi-core host processor (Intel i7) and an NVIDIA graphics processor GeForce GTX780 with 3.5 compute capability. An algorithm with pthreads and CUDA streams for 3D video processing is implemented. The main steps related to the present work consists on a) video capture, b) video processing, and c) video display. In Algorithm 1, we introduce a CUDA/OpenCV interoperability for video capture and display. Pthreads and streams creation is specied in Algorithm 2. Here, memory is copied asynchronously from host to device in order to compute the kernel that is described in Algorithm 3. Then, the memory is copied back from device to host. The anaglyph video frame is generated and displayed in the host using OpenCV framework.
Algorithm 1 Video Capture Algorithm 1: procedure VideoCapture(frame) input *.mp4 3D video le 2:
Capturing 3D video frames 3:
f ps = capture properties 4:
Memory allocation in GPU 5:
while f rame = 0, do video capture is opened 6:
Separate L(x, y) and R(x, y) from frame 7:
L b = Lg = 0 8:
Image=VideoProcessing(L, R); processing kernel in gpu 10: end while
11:
FreeCudaMem(); free memory allocation 12: end procedure 4 Results
In this section, results obtained with the proposed algorithm for 3D video processing are presented and discussed in terms of computational performance and throughput. The algorithm was implemented using parallel computing with pthreads and CUDA streams. In each frame, a pthread executes several CUDA streams. The maximum number of streams executed per thread depends on the graphics processor architecture. A sample of video frames used in our experiments are illustrated in Fig. 2 . Note that CUDA kernel has been used for processing input images, in order to obtain an anaglyph image for each frame. Fig. 2(a) and 2(b) shows the left and right channels of the input sequence. Fig. 2(c) shows the resultant anaglyph images obtained with the GPU. In the anaglyph images, dierent disparities are computed to present the displayed content. It can be seen that the red-cyan disparity depends on the distance of objects with respect of both channels. The disparity d is obtained from the sum of absolute dierences (SAD), as follows:
(1)
The intensity dierence of both channels L and R is calculated for each pixel in a square window W (x, y) with origin at (i, j)-th pixel [6] . The area-based disparity is obtained from the sum of squared dierences (SSD) of both channels, given by [6] SSD
The accuracy of the disparity map depends on the window size because there is a correspondence with the probability of matched points. In our experiments the size of the window where W is 11×11 pixels. Note that the size of the window has a direct impact on the computational load of the proposed method. The kernel function used in Algorithm 3 is implemented with 1 to 8 pthreads and with 1 to 8 streams in each pthread. The input images are fragmented in rows and they are processed accordingly with the current thread and stream execution. The number of grids and threads per block executed concurrently in the kernel depend on the number of streams and pthreads, given by
where S is the size of the fragment of the image processed on the current kernel. For each frame, the image fragment has the same size S, and no fragment overlaps with another. N x × N y and CH are the size of the input image and number of channels (3 RGB color channels), respectively. The number of pthreads and the number of streams are represented by N d and N s , respectively. The index of a fragment is assigned according the order of call of POSIX and stream argument; however the frames are asynchronously processed. The performance of the algorithm given in terms of the number of threads and streams used in the image partition, is shown in Table 1 . It can be seen that by increasing the number of streams per pthread, the speedup increases. The runtime of the kernel execution is 70% o the overall processing executions. The achieved occupancy is the ratio of active warps to the maximum active warps per processor, given by almost 50%. The sample video sequence contains 2000 frames of a set of stereo images with 1024×1024 pixels, and 3 color channels (RGB). Fig. 3 shows the relation of the performance in terms of speedup and number of streams. Observe that with dierent image sizes, the performance increases more than 30 times when more streams are used. 5 
Conclusions
In this work, a CUDA stream-based algorithm that increases parallelism for 3D video processing was proposed. The algorithm can be eciently used for real-time 3D video processing. In our implementation, several CUDA streams are executed asynchronously in where each one is able to process a fragment of the input image to compute an anaglyph image. According to computer simulation results, the proposed system yields high eectiveness in the execution of the video processing algorithm in terms on computing performance metrics. The proposed system was implemented in a GPU by taking advantage of massive parallelism. In our implementations, the proposed system achieves a processing rate above 100 frames-per-second (fps) in 3 color channel images of 1024×1024 pixels. The proposed approach performs well with occlusions, however may introduce articial borders artifacts for a video sequence at speed higher than 70 fps. For future work, the proposed algorithm will be optimized for scenes when the visualization of the object of interest presents light reections.
