Abstract. In this study we investigate the effect of a water table boundary on solute spreading during infiltration in the vadose zone of heterogeneous soils. It has been found recently that the presence of the water table significantly affects unsaturated flow in a heterogeneous vadose zone and causes the flow to be spatially nonstationary. Because a vadose zone is by definition bounded by the water table at the bottom and the contaminants present in the vadose zone migrate into the groundwater through the water table, it is of great interest to study the behaviors of a solute plume near the water table and the effects of flow nonstationarity caused by the water table on solute spreading. To do so, we develop a Lagrangian stochastic approach for predicting field-scale solute spreading in a spatially nonstationary velocity field. Through first-order approximations the statistical moments of particle displacement are related to the moments of the Eulerian velocity field. Closed form expressions are obtained for the special case of unidirectional but nonuniform mean flow such as vertical infiltration. We illustrate our theoretical developments with some one-dimensional examples of solute transport during steady state infiltration in bounded vadose zones. It is found that the inclusion of the water table significantly impacts the behaviors of the mean particle displacement and the displacement covariance, which quantify expected solute displacement and spreading about the expected value, respectively. At late times the particle displacement covariance is generally much smaller when the effect of the water table is included than when it is neglected. In particular, for the case of one-dimensional infiltration in a bounded vadose zone the particle displacement covariance decreases with time at late times. This finding is in contrast to the result that the particle displacement covariance increases linearly at late times as found by previous stochastic studies of solute transport in unbounded vadose zones. Hence macrodispersion may be greatly overestimated in previous stochastic studies that disregarded the presence of the water table. The validity of the theoretical approach developed in this paper is investigated and confirmed by Monte Carlo simulations.
Introduction
Predicting contaminant migration in the vadose zone is a challenging task because of the high variability of soil hydraulic parameters, the lack of efficient monitoring devices, and the complex nature of the underlying flow field. Nevertheless, it is always of practical interest to better understand and predict how contaminants advect and spread in the vadose zone of heterogeneous soils and to assess the uncertainties associated with the prediction. During the last 2 decades it has become quite common to approach vadose zone flow and transport problems stochastically. That is, the soil properties are treated as random space functions, and the equations governing the flow and solute transport in the vadose zone become stochastic partial differential equations.
In the literature, Dagan and Bresler [1979] were among the first to apply stochastic analysis to modeling field-scale solute transport in the vadose zone. They represented the flow domain as an ensemble of statistically independent soil columns with randomly constant soil parameters (i.e., no vertical heterogeneity). The transport problem was then solved for a uniform, steady state velocity field. Jury [1982] , Jury et al. [1986] , and Jury and Scotter [1994] followed a system approach and developed a transfer function model that predicts the average solute concentration at a designated exit surface by relating the mass input condition to a solute lifetime probability density function. Simmons [1982] considered stochastic-convective transport in a single soil column with nonuniform flow. Again, the average concentration is related to the travel time probability density function assumed to be either of normal or a lognormal type. Russo [1991] and Destouni [1993] evaluated the impact of vertical soil heterogeneity on field-scale solute transport.
In the case of flow and transport in saturated porous formations many existing stochastic analyses are based on the assumption of uniform mean flow in unbounded domains [e.g., Dagan, 1989; Gelhar, 1993] . Since the horizontal extent of a typical groundwater aquifer is much larger than the integral scale of log hydraulic conductivity [Hoeksema and Kitanidis, 1985] , the boundary effects may be neglected in most parts of the domain. For example, Rubin and Dagan [1988, 1989] Paper number 1999WR900344. 0043-1397/00/1999WR900344$09.00 sidered boundary effects on head variability in a heterogeneous aquifer. Their study shows that the solution obtained for unbounded domain is accurate at more than two log conductivity integral scales from the domain boundaries. They also suggested the use of conditional probabilities together with unbounded domain solutions for deriving head variance near the domain boundaries.
For unsaturated flows several complicating issues arise. For example, the unsaturated hydraulic conductivity and water saturation become functions of capillary pressure head, which renders the governing flow equation nonlinear. In addition, the presence of the water table defines the vertical extent of any vadose zone and has a significant impact on the flow. Consequently, stochastic models that were developed for saturated flows cannot be transferred directly to the vadose zone studies unless additional simplifying assumptions are imposed. Yeh et al. [1985a, b] derived pressure head statistics and various effective flow quantities using a spectral method. By invoking the gravity-dominated flow or, equivalently, the assumption of uniform mean flow in unbounded domain, they were able to treat the capillary pressure head as a second-order stationary random function. Russo [1993 Russo [ , 1995 Russo [ , 1997 derived velocity covariance and macrodispersion tensors for unsaturated flow by combining the analyses of Yeh et al. [1985a, b] with the stochastic-Lagrangian transport framework described by Dagan [1984] . In addition to the assumptions made by Yeh et al. [1985a, b] , Russo [1993 Russo [ , 1995 Russo [ , 1997 also assumed that for a given mean capillary head, the moisture content is deterministic. Under these conditions the velocity field is stationary, and the macrodispersion tensor obtained by Russo shows similar asymptotic behaviors as that obtained by Dagan [1984] for transport in saturated porous media. By making similar assumptions on the unsaturated flow, Sun and Rubin [1999] derived travel time moments for conservative and reactive solute transport in the vadose zone. In their work the moisture content variability was taken into consideration.
There are many cases in which the gravity-dominated flow assumption adopted in the above studies is not appropriate, for example, in a shallow vadose zone of fine-textured soils. For such cases the flow field is nonstationary in that the capillary pressure head and other flow quantities can vary with elevation, at least in the portion of the vadose zone that is near the water table. In recognizing this fact, Indelman et al. [1993] obtained analytically the first two moments for pressure head in one-dimensional steady flow through bounded, unsaturated porous media. When the flow dimension is higher, however, the mathematics involved becomes more cumbersome and sometimes unsolvable. Recently, and Zhang [1999] developed and solved numerically the multidimensional, steady state, and transient moment equations of pressure head, water content, and velocity, as well as the cross covariance between head and other flow quantities. The nonstationary effects are fully accounted for in their numerical studies. The authors concluded that (1) the flow quantities such as pressure head, effective water content, unsaturated hydraulic conductivity, and pore velocity are nonstationary near the water table and (2) the gravity-dominated flow regime can only be reached when the distance from the water table is large. Thus the water table has a significant impact on unsaturated flow.
Given the important role of the water table, the salient question is the following: How will the flow nonstationarity caused by the water table impact solute transport in the vadose zone? This question is of great concern to those who need to perform risk assessment for vadose contamination, which acts as a contaminant source to the groundwater. In other words, because the contaminants in the vadose zone enter into the groundwater through the water table, the presence of the water table and its effects on flow and solute spreading may not be neglected. It is the objective of our present study to investigate this important issue. In section 2 we develop a general stochastic-Lagrangian theory for modeling solute transport in the vadose zone, with full consideration of the flow nonstationarity caused by the presence of the water table boundary. In section 3 we illustrate results for one-dimensional, steady state infiltration toward the water table. The means, variances, and spatial correlation functions of input soil parameters are prescribed. Owing to the nonstationarity of flow quantities and the nonlinear nature of the mean head equation we adopt the numerical approach described by and Zhang [1999] for solving for the first-order moments of flow quantities and for obtaining the velocity moments. Parallel to our first-order analysis, a series of Monte Carlo simulations are conducted to test the first-order approximations and to study their robustness.
Mathematical Formulation

Lagrangian Description of Transport
We consider the movement of an infinitesimal particle in a steady state, spatially nonstationary velocity field. A comprehensive review of the Lagrangian transport theory for porous flows is given by Rubin [1997] . For a particle originating from location a at t ϭ 0, the stochastic kinetic equation describing the particle trajectory is dX͑t; a͒ dt ϭ V͓X͑t; a͔͒,
with the initial condition X(t ϭ 0) ϭ a, where X(t; a) denotes the particle position at time t and V[X(t; a)] represents the particle velocity. The solute transport is assumed to be advection-dominated such that the effects of Brownian motion and local dispersion on the total particle displacement are negligible. In a nonstationary velocity field the particle trajectory is always a function of the starting position. To simplify notation, however, we will write X(t; a) as X t wherever no confusion should occur. The particle trajectory can be decomposed into a mean term ͗X t ͘ and a zero-mean fluctuation term XЈ t , that is,
Since the velocity field V is random, so is the particle trajectory X t . Hence (1) becomes a stochastic ordinary differential equation (ODE). Some kind of approximation on the relationship between the particle trajectory and velocity field has to be made to turn (1) into an explicit stochastic ODE. For this purpose we first expand the Lagrangian velocity V(X t ) around the mean particle trajectory ͗X t ͘, using Taylor series expansion,
After substituting (3) into (1) and taking ensemble averages of both sides of the equation, we then obtain, to first-order, the equation for the mean particle trajectory,
and for the particle trajectory fluctuation,
The approximation lies in that on the right-hand-side of (4) and (5) the actual particle trajectory is replaced by the ensemble mean and the higher-order terms are neglected. In scalar form, (5) can be written as
where i represents the ith dimension and B ij (͗X t ͘) is a component of the mean velocity gradient tensor,
In (6) the Einstein summation convention is implied. From the viewpoint of particle kinetics, B ij (͗X t ͘) is equivalent to a mean convective acceleration for particle displacement. From the viewpoint of soil physics the nonuniformity in the mean velocity is related to spatially variable mean pressure head and mean moisture content. When the mean flow is uniform, B ij (͗X t ͘) vanishes and (4) and (5) become the mean and perturbation equations, respectively, for particle trajectory in stationary velocity fields as given by Dagan [1984] . Indelman and Rubin [1996] started with a trajectory approximation similar to that presented here, but they later turned to a quasi-unidirectional case where the Eulerian mean velocity does not depend on the longitudinal coordinate.
Particle Displacement in a Velocity Field With Nonuniform, Unidirectional Mean Velocity
We consider a special case of section 2.1, that is, the mean velocity varies only in the longitudinal direction. Under this condition, ͗X t ͘ is equal to (͗X t,1 ͘, 0, 0) T , where T indicates transpose. Then (6) yields
for the longitudinal component of trajectory fluctuation and
for transverse components. Solving XЈ t,1 from (8), we get
where the dependency of X on t and a has been written out explicitly and X 1 is the longitudinal component of X. The transverse fluctuations can be obtained through integrating (9) directly;
With (10) and (11) the components of particle trajectory or displacement autocovariance tensor are obtained as
where U ij is the Eulerian velocity covariance function. This covariance tensor quantifies the spreading of the particle about its mean trajectory. The mean particle trajectory can be determined from (4),
where a i are the coordinates of a. The mean particle displacement is ͗X(t; a)͘ Ϫ a. Equations (12)- (16) consist of the main results of the present study and are applicable to transport in either saturated or unsaturated flow. It can be seen that the nonuniform mean velocity in the longitudinal direction affects both X 11 (t; a) and X 1j (t; a). To obtain mean and covariance of particle trajectories, one needs statistics of the Eulerian velocity field, which, in turn, are related to the moments of other flow quantities.
Numerical Illustration
In this section we illustrate our theory derived in section 2.3 for one-dimensional steady state unsaturated flow in a heterogeneous soil column bounded by the water table at the bottom. The surface infiltration rate (recharge value) is constant. In Figure 1 a schematic drawing of the domain configuration is shown. As discussed in section 2.2, we need to derive the flow statistics first. Previous studies relevant to this issue are the one-dimensional semianalytical solutions given by Indelman et al. [1993] and the moment equation approach employed by . Owing to the complexity of the resulting moment equations we choose to solve them numerically using the latter approach, which is summarized in section 3.1.
Description of the Flow Problem and the Moment Equation Approach
For completeness we briefly summarize the moment equation approach employed by and Zhang [1999] for obtaining the statistical moments, mainly the mean, cross covariance, and autocovariance, of flow quantities. We assume that the soil constitutional relationships can be well described by the Gardner-Russo model [Gardner, 1958; Russo, 1988] given below:
where (x) is the capillary pressure head, K(x) is the unsaturated soil water conductivity, K s (x) is the saturated soil water conductivity, ␣(x) is a soil pore size distribution parameter, and e , s , and r are the effective, saturated, and residual moisture content, respectively. We assume s and r are uniform in space. The parameter m appearing on the exponent of (18) is related to soil tortuosity. For simplicity, we let m be zero in the present study. The input parameters K s (x) and ␣(x) are assumed to be second-order stationary random functions with exponential-decay type of covariance,
where x and x؆ are two points in space, I represents the integral scale, and 2 is the variance of the random function. It is assumed that ln [K s (x)] and ␣(x) are uncorrelated with each other. The head moment equations can be obtained by substituting (17) into the Richards equation and taking ensemble averages. After establishing the moment equations and the associated boundary conditions, a finite difference method is used to solve the equations on numerical grids Zhang, 1999] .
As discussed before, the variation of moisture content e should not be neglected. Especially in the one-dimensional, steady state case of a given discharge, it becomes the driving mechanism that causes velocity variations. This can be formally seen from the mean and covariance of velocity obtained from the first-order analysis ,
where the constant q 0 ϭ is the specific discharge, xЈ 1 and x Љ 1 are two points within the domain of study, ͗ e ( x 1 )͘ is the mean effective moisture content, and C e ( xЈ 1 , x Љ 1 ) is the covariance function of the effective moisture content. The expressions for ͗ e ( x 1 )͘ and C e ( xЈ 1 , x Љ 1 ) are given in the appendix. A particle tracking routine (fourth-order RungeKutta) is used to obtain the mean particle trajectory from the mean velocity field, and numerical integrations are performed to evaluate the particle trajectory statistics from Eulerian velocity covariance.
In the following numerical tests we illustrate the effects of different parameter settings on particle displacement statistics. The first is the baseline case whose key parameters such as the means and variances of ln K s and ␣ are listed in Table 1 . There the coefficient of variation (CV), which is a better measure of variability than the variance alone, is also reported. The CV for K s is computed as In this and all other cases, unless stated otherwise, the size of the domain is 480 cm, the total number of grids is 241, and s Ϫ r ϭ 0.3. The integral scales of ln K s and ␣ are equal to 10 cm. The location for particle release is 40 cm from the top boundary. The impact of ln K s variance, f 2 , is explored in case A with all other parameters being fixed. In cases B and C the impact of the variance of ␣, ␣ 2 , and the impact of mean ␣, ͗␣͘, respectively, are studied. Note that for ͗␣͘ ϭ 0.04, the cases of ␣ 2 ϭ 3.22 ϫ 10 Ϫ6 and 3.22 ϫ 10 Ϫ5 correspond to ln ␣ 2 ϭ 0.002 and 0.02, respectively. Case D shows the effects of different recharge values.
Monte Carlo Simulations
Using the same parameter values as those given in 3.1, a series of Monte Carlo simulations (MCS) are carried out for comparison with the results obtained from first-order approximations. We adopt a similar procedure as that used by Yeh [1989] for calculating the pressure head at any elevation in the soil column. Briefly, the heterogeneous soil column is divided into 241 layers. In each realization, two random fields (one for ln K s and the other for ␣) satisfying the prescribed statistical properties are generated using the lower-upper method [Clifton and Neuman, 1982] , and the values are assigned to each soil layer. In our implementation, 3000 realizations, each with 241 different pairs of ln K s and ␣, are used in each MCS. The pressure head at each node, or layer interface, is calculated using the following analytical solution:
where i is the pressure head at the ith node and 0 ϭ 0 at x 0 . The pore velocity at each node is obtained from the following relationship:
where the moisture content i can be computed using (18) and (22). For the resulting velocity field a particle is released at the upper part of the domain (40 cm) and its movement across the velocity field is tracked by using an analogous particle tracking routine to the one used in the first-order solution. The same procedure is repeated for many different realizations (3000), and the ensemble mean and variance of the particle trajectories are calculated. The results of MCS are plotted together with those obtained from the moment equation method.
Results and Discussion
The purpose of our baseline case is to establish a common ground where the first-order solutions match well with the MCS results. Figure 2 shows the results of our baseline case. For comparison, we first compute ͗X 1 ͘ and X 11 (represented by solid curves in both plots) for gravity-dominated flow, that is, stationary velocity field. This is accomplished by setting the lower boundary condition with a constant mean head corresponding to the specified recharge value at the upper boundary. In this case the mean trajectory is a straight line, and the displacement autocovariance has a nonlinear slope initially and grows linearly at large times. These observations are consistent with those observed earlier for particle displacement in stationary velocity fields, for example, by Dagan [1989] for saturated flow and by Russo [1993 Russo [ , 1995 for unsaturated flow. Next, we set the lower boundary as the water table. To emphasize the nonstationary effect caused by the water table on particle spreading, we conduct two tests. In the first one (dotted curve) the nonuniformity factor B 11 is not included in the X 11 calculation, while in the second one (dashed curve) B 11 is included (see (12)). The former case is essentially a zero-order approximation for X 11 . Note that since B 11 does not show up in the mean trajectory calculation, ͗X 1 ͘ (dashed curve in the left plot) for both tests are the same. It can be seen from the right plot that the stationary and nonstationary results overlap with each other until t is approximately equal to 2300 [T] . This can be directly related to the profile of the mean pressure head, which has a zero slope at the upper portion of the domain (the stationary regime or the gravity-dominated regime) and gradually decreases in the lower portion (the nonstationary regime) until reaching zero at the water table. Figure 1 of Indelman et al. [1993] clearly illustrates such a trend. Similarly, the mean moisture content profile is uniform in the stationary regime. It, however, gradually increases to the saturated moisture content toward the water table Figure 1 ]. Since q 0 is constant, the net result is that the pore velocity decreases in the nonstationary regime. Compared with the fully gravity-dominated case, we can see that the mean trajectory gradually deviates from the straightline behavior when t Ͼ 2300 as a result of the decrease in the mean velocity. The trajectory autocovariance X 11 increases in the stationary regime and then either reaches an asymptotic value when B 11 is not included or decreases when B 11 is included in the calculation. The effect of B 11 can thus be seen as further reducing X 11 . It is also seen that the results obtained from MCS (triangles in Figure 2 ) match the first-order solution, for which B 11 is included in the calculation. Thus for small input parameter variances the first-order solutions perform satisfactorily.
There are several points that deserve some discussion. We first provide an explanation for the reduction of the covariance X 1 1 in the nonstationary regime, which quantifies solute spreading. Imagine that a large number of solute particles are released at the upper portion of the domain. At the first stage the particles pass through the stationary regime where the mean velocity is relatively uniform. As in the case of fully gravity-dominated flow, the solute plume spreads because of the soil formation heterogeneities. In the second stage, as the plume enters the nonstationary regime, the effect of the water table becomes more pronounced. Owing to a decrease in the mean velocity and in the velocity variability the gap between the leading particle and the laggard particle within the plume shrinks thus causing a decrease in X 1 1 . Second, in onedimensional transport the lack of degree of freedom and the boundary constraint all contribute to the unique nature of particle spreading. In the one-dimensional case of steady state infiltration with a given recharge value, the variability of velocity is solely caused by that of the effective moisture content ], and the moisture content covariance, and hence the velocity covariance, is a hole-type function Figure 4 ], which has both positive and negative values. However, in two dimensions the velocity covariance is generally positive along the longitudinal (vertical) direction. Our preliminary results on two-dimensional transport through vertical flow in a bounded vadose zone show that X 11 reaches an asymptotic nonzero plateau near the water table, contrary to a linear increase with time at large times as found by Russo [1993, 1995] for unbounded domains. Therefore we may conclude that the domain boundary plays an important role in solute spreading in the vadose zone. If X 11 derived for unbounded flow is used to predict solute spreading in a shallow water table situation, a great error may be induced in the prediction. For a thick vadose zone the covariance X 11 obtained for unbounded flow may provide a good approximation long before the solute particles reach the vadose zone bottom boundary. However, it is the contaminants at and near the water table that act as a source to the groundwater and are thus of most concern to environmental agencies. The important behaviors of a solute plume near the water table cannot be accounted for by previous stochastic theories for stationary flows in unbounded domains. Finally, unlike solute transport in saturated flows, solute transport in a vadose zone may never reach a Fickian regime, where the displacement covariance increases linearly with time and the macrodispersivity becomes constant at large times [e.g., Dagan, 1989] . As a result, it is not a simple matter to relate X 11 to macrodispersion as was done for stationary flows. This will be subject to future investigations.
In the subsequent cases the first-order solutions are compared to those from MCS for different parameter variances. Before proceeding further, it is worth mentioning here the flow MCS conducted by Indelman et al. [1993] . The authors found in their study that the mean pressure head in the nonstationary regime is sensitive to both the value of recharge and the variability of input soil parameters. As the variances of input parameters, especially ln ␣ 2 , get larger, the deviation of mean head between MCS and second-order solutions increases dramatically. They concluded that the upper limits for satisfactory matches are f 2 Յ 0.25 and ln ␣ 2 Յ 0.1 when q 0 ϭ Ϫ0.05, which are equivalent to CV K s ϭ 0.533 and CV ␣ ϭ 0.324. For smaller magnitude of q 0 it is likely that these upper limits have to be reduced correspondingly because of the larger capillary effect. At last, since the contribution by the second-order correction term was found to be small by Indelman et al., their conclusions can be used as references in our studies. In Figure  3 the sensitivity of particle trajectories to f 2 is illustrated. The curves represent the results from the first-order solutions, and the symbols represent results from MCS. It can be seen that as f 2 increases, the mean trajectories given by two different methods deviate at large times, with the first-order solution overestimating ͗X 1 ͘ in the nonstationary regime. As a result, there is a shift between the peaks of X 11 . Compared to the MCS results, the first-order solutions overestimate X 11 at early times and underestimate X 11 at large times. The general trends of X 11 , however, are captured by both solutions. Figure 4 shows the influences of ␣ 2 . It is found that the particle trajectory statistics are more sensitive to the value of ␣ 2 . In this case an increase of CV ␣ from 4.5% to 14.2% produces a deviation that is comparable to increasing CV f from 32.4% to 53.3%. Figure 5 shows the impacts of different ͗␣͘ on particle trajectory statistics with CV ␣ fixed at 14.2%. A larger value of ͗␣͘ implies a coarser-textured soil. The gravitydominated regime in a coarse soil is longer than that in a finer soil. Thus, for ͗␣͘ ϭ 0.04, the straight-line portion of ͗X 1 ͘ is longer than that when ͗␣͘ ϭ 0.02. Similarly, a smaller recharge value leads to shorter gravity-dominated regime and slower mean velocity. The variability of head is also larger. Figure 6 illustrates this phenomenon for two different recharge values, Ϫ0.01 and Ϫ0.001. It is seen that the differences between the first-order solution and MCS increase with the decrease of recharge value. This confirms our earlier assertion that lower recharge values lead to lower upper limits of variances for satisfactory performance of the first-order solutions. Finally, we note that with all the other parameters fixed, a larger domain has a longer stationary regime. Figure 7 shows the first-order results for two different domain lengths: 480 cm and 600 cm. Other parameters are the same as in case A. Nevertheless, we can see that the two cases exhibit the same trends; only the nonstationary effect is delayed in the latter case.
Before concluding this section, we want to comment on the convergence our MCS. For all cases shown here, the number of realizations is 3000, but MCS with realization numbers as high as 10,000 were conducted, and no noticeable improvement in numerical outcome was observed.
Concluding Remarks
A general approach for predicting field-scale solute spreading in a nonstationary velocity field is established by performing Lagrangian analysis of particle trajectories. Through firstorder analysis the moments of particle trajectories are related to the Eulerian velocity field, which is subsequently expressed in terms of the moments of other flow quantities. Closed form solutions are obtained for the special case of unidirectional but nonuniform flow in the mean. The theoretical results are then illustrated for one-dimensional, steady state infiltration toward the water table. Using the moment equation approach of , the moments of flow quantities, specifically, mean and covariance, are evaluated by solving the relevant moment equations numerically. Finally, the trajectory moments are obtained through numerical integrations.
We found that the presence of the water table significantly affects the particle trajectory statistics, which may be used to quantify mean solute displacement and spreading about the mean displacement. The presence of the water table causes the nonuniformity in the mean velocity, which, in turn, partitions the whole flow regime into a stationary regime and a nonstationary regime. The flow nonstationarity reflected in both the mean velocity and the velocity covariances significantly impacts the particle displacement moments, especially at late times when the plume is near the water table. At the late times the particle displacement covariance is generally much smaller when the effect of the water table is included than when it is neglected. In particular, for the case of transport during onedimensional infiltration in a bounded vadose zone the particle displacement covariance decreases with time at late times. This finding is in contrast to the result that the particle displacement covariance increases linearly at late times as found by some previous studies. The earlier studies conducted under the condition of gravity-dominated flow in unbounded domains [e.g., Russo, 1993 Russo, , 1995 are not valid for shallow vadose zones but are only applicable to a portion of a deep water table vadose zone. Regardless of the thickness of a vadose zone, the solute plume behaviors at or near the water table cannot be accounted for by the previous stochastic theories. However, a vadose zone is by definition bounded by the water table at the bottom, and it is the contaminants at or near the water table that act as a source to the groundwater and are thus of most concern. Consequently, incorporation of the water table also becomes a practical necessity for stochastic analysis of solute transport in the vadose zone.
With the flexible numerical code we will be able to deal with various boundary conditions and soil-water constitutional relationships and to easily expand our study to higher dimensions. The first-order results are compared in this study with Monte Carlo simulations, and satisfactory agreements are observed when the variances of input parameters are small. We found that the trajectory moments are more sensitive to the coefficient of variation of soil parameter ␣.
In stationary flows the particle displacement covariance is related to macrodispersion in a simple way: The latter is half of the time derivative of the former. It has been found in previous studies for gravity-dominated flow in an unbounded vadose zone [e.g., Russo, 1993 Russo, , 1995 that the (longitudinal) displacement covariance increases linearly with time and the longitudinal macrodispersion coefficient reaches a nonzero constant at large times. It is clear from the present study that using this Fickian macrodispersion coefficient in modeling solute transport in the vadose zone would greatly overestimate dispersion. However, the exact relationships between particle displacement and macrodispersion and between ensemble concentration and ensemble particle displacement statistics in a nonstationary flow field are not clear at this point and should be a topic of future study. 
