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Synopsis 
A servo motor is to be used to position the cutting arm in a hypothetical pattern genera-
tion application. The motor is controlled in closed-loop in order to track, with zero as-
ymptotic error, a reference signal represented by either a sinusoidal, triangular, or square 
wave. In addition, the schedule of reference signal type changes is not known a priori 
and the controlled system must achieve asymptotic tracking without operator interven-
tion. 
As no simple single controller can satisfy these requirements for all setpoint types, a Hy-
brid Switching Control System is proposed which combines intuitive logic with standard 
control techniques. Under the guidance of a simple supervisor, the controller corre-
sponding to each type of setpoint is switched in and out of the active feedback loop as 
required. 
A simple Multi-layer Perceptron neural network was selected to identify the type of sig-
nal being tracked and hence initiate controller switching. This network performed very 
well even in the presence of measurement noise, and the hybrid system automatically 
tracked each of the three types of reference signal over a wide range of signal amplitude 
and frequency. However, the reconfiguration interval was quite long (although still ac-
ceptable in terms of the proposed application), and the size of the neural net structure 
had to be limited for the system to work in real-time. 
Other methods of implementing switching control were investigated, but were found to 
be quite complex and non-intuitive. The switching criteria were mostly not well formu-
lated and the resultant hybrid systems could not automatically track more than one type 
of setpoint without modification. However, these techniques do not rely on lengthy ref-
erence signal identification to initiate controller switching and thus could potentially im-
prove the efficiency of the hypothetical pattern generation system. Consequently, it was 
recommended that these methods should be adapted to automatically track multiple set-
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point types with a view towards subsequent implementation for the hypothetical appli-
cation being considered here. 
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associated with each node in a neural network, it sets the node's 
output as a particular function of its input( s ). 
neural network training method where the network weights are 
adapted only after the presentation of several training sets. 
an increasing function of some index k, it defines the limits on the 
values of some system variables. If the variables exceed these lim-
its some specific action is taken (~ controller switching). 
a link between neural network nodes used to pass data from one 
node to another. Each connection has an adjustable value called a 
weight. 
a "correct" result included with each input pattern in a training or 
testing data set. 
a multi-dimensional surface formed in the weight space from the 
(mean) squared error associated with the network outputs. 
for the purposes of this work this is defined as 25.0dB, as per the 
derivation in Appendix E.2. 
time interval between successive applications of the smoothing 
filter used to generate filtered signal samples. It is a multiple of the 
true sampling interval. 
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a neural network's ability to respond correctly to data not used to 
train it. 
the unique point of least error during gradient descent, metaphori-
cally the true "bottom" of the error surface. 
a learning process that changes a neural network's weights to ide-
ally follow the steepest path towards the global minimum of the 
error surface. However, at times the local minimum is found in-
stead. 
a layer of nodes not directly connected to a neural network's input 
or output. 
hybrid control a control system which combines some form of high-level logic 
system with standard controllers. 
input layer a layer of nodes that forms a (usually) passive conduit for data en-
tering a neural network. 
input space the entire anticipated range of the data used to form the neural 
network input pattern. 
layer a set of nodes connected to common inputs, outputs, or both. 
local minimum a point of regionally low error during gradient descent along the 
error surface. 
network training a process during which a neural network passes through a data set 
repeatedly, changing the values of its weights to improve its per-
formance. 
neural network an implementation of a learning algorithm derived from research 
about the brain. It typically contains layers of so-called artificial 
neurons composed of weights, connections, and nodes. 
node a single neuron-like element in a neural network. It typically has 
many inputs but only one output. 
objective function from a function minimisation aspect, this is the function of several 
variables whose minimum is to be found by, for example, a gradi-
ent descent search algorithm. 
output layer the node layer which produces the network's results. 
pattern learning neural network training method where the network weights are 
adapted after the presentation of each training set. 
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identification of shapes, forms, or configurations by artificial 
means. 
for the purposes of this work (and unless otherwise stated) this re-
fers to an IBM AT compatible running on a 80286, 16Mhz proces-
sor. 
in a Control Engineering perspective refers to the requirement that 
the controller must interact with the physical system on the physi-
cal system's own time scale. 
converts continuous system data into a format suitable for analysis 
by the supervisory control logic. 
the time elapsed between a setpoint type change and the subse-
quent instant at which the appropriate controller takes over and 
achieves the control objectives. 
a measure of accuracy used by several neural networks, calculated 
by summing the square of the difference between actual and de-
sired network outputs, dividing by the number of outputs, and 
taking the square root. 
reference signal, usually for a closed-loop system. 
a continuous differentiable non-linearity used in neural networks 
as an activation function; defined as f (x) = 1 _ 
1+ e X 
( 
signal amplitude) 
defined as 20 · log . . , in dB. 
n01se amphtude 
a neural network learning process requiring an input data set with a 
matching desired output set. 
the topmost control layer in a Hybrid Control System; it performs 
high-level logical and analytical functions. 
time to settle to within 5% of the final value. 
a learning process that does not require matching desired output 
sets for the input patterns. 
an adjustable value associated with a connection between nodes in 
a neural network. 
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1. Introduction 
Modem real-time digital control systems are an amalgamation of two distinct compo-
nents: real-time control loops, and discrete-state logical decision-makers. Such a combi-
nation is usually met in practice, where often some form of logic is used to select 
between the real-time loops which provide control of the process dynamics. This logic is 
designed mostly on an ad hoc basis, without any serious consideration given to the re-
sultant structure of the overall control system. Automatic control theory provides a 
foundation for the design of the real-time loops; it does not, however, contain decision-
making logic as an integral component. Such logic has to be synthesised independently 
from the control loops, as and when it is required. This separate theoretical treatment of 
the two components can be a serious limitation in the design of modem control systems. 
In their paper on automatic control design practice [Beneze 1995], Beneze and Franklin 
state that "the addition of an analysis and decision-making capability to a control system 
greatly increases its flexibility". For example, individual controllers can be designed for 
specific plant operating points, and then switched in and out when the operating point 
changes. In addition, the switching rules can be made intuitive, without requiring a strict 
mathematical formulation. Not only is the design of such controllers much simpler than 
the design of a single controller capable of handling all likely operating points, but it 
would also result in a more robust and stable system [Antsaklis 1995]. 
To provide this additional flexibility to the control system, the real-time control loops 
are surrounded by logical structures which decide when and how to modify these loops 
in the face of changing system parameters and control objectives. The resultant com-
bined structure is known as a Hybrid Control System (HCS) - a controller that contains 
both real-time feedback loops and logical decision-making components. This structure 
has been found to be compatible with expert system-based intelligent control systems, 
and can indeed employ expert system techniques when necessary and effective 
[Beneze 1995]. 
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Beneze and Franklin go on to propose a design methodology for such systems, based on 
their interpretation of the hybrid controller's architecture, which is shown in Figure 1-1. 
This method, developed from control engineering practice, separates the overall design 
task into three smaller sub-tasks: 
1. design of the real-time control loops; 
2. synthesis of the control logic (or the supervisory controller) for the real-time 
loops; 
3. design of the translators that allow the two to interact in a stable manner. 
I Boolean Data " Real-time/Boolean Translator 
Continuous-valued I data 






Figure 1-1. Hybrid Controller Architecture. 
The real-time control loops are designed for each significant operating point of the 
plant G, with the emphasis being on achieving a given closed-loop performance crite-
rion. The function of the supervisory controller is to combine the real-time loops so that 
smooth transfer of active plant control occurs as the operating points and conditions 
change. Finally, the translators are required to convert continuous-time plant and system 
data into discrete status events and vice versa, to enable the supervisory controller to de-
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termine the plant's current operating point and activate the appropriate real-time feed-
back loop. 
A hypothetical application which can be viewed in the context of hybrid control systems 





Figure 1-2. X-Y Table for pattern generation. 
A pair of DC servo motors would be used to move the cutting tool on the table surface, 
with one motor for each of the two possible directions of motion and with no operator 
intervention. It has been noted that the required patterns could be obtained by using one 
of three different demand signals for the velocity of the controlling motor: namely a sine 
wave, a square wave, and a triangular wave, all of different amplitudes and frequencies. 
Furthermore, it is proposed to control the motors using a feedback system, with each 
motor's closed-loop controller implemented digitally on an available personal com-
puter (PC). The above waveforms would then be the desired velocity reference signals 
for these control loops. 
From a control engineering perspective, the objective becomes the tracking of these ref-
erence signals with zero asymptotic error and minimum control effort. However, no sin-
gle controller can satisfy the performance requirements for all operating conditions. For 
example, a controller designed to track triangular waves will produce excessive over-
shoot and use more control effort if used with a square wave reference signal, even 
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though it may track with zero asymptotic error. Hence, it would be necessary to recon-
figure the motor controller to reflect the current operational requirements. Furthermore, 
since the reference signals will be in no specific order, and the process is to be auto-
mated, this reconfiguration must be performed solely by the computer. 
This fits in with the idea of HCS, in that separate real-time control loops would be re-
quired for each type of setpoint to be tracked, and some form of supervisory control 
logic (SCL) would have to be synthesised to perform smooth autonomous control trans-
fer between these loops. The desired reference signal would be inferred by the real-
time/Boolean translator (RBT), and the information passed on to the supervisory con-
troller. 
The aim of this study was to evaluate the feasibility of applying the hybrid switching 
control system (or HCS for short) approach to the hypothetical automated pattern-
generation problem outlined above. Therefore the objectives of this thesis were: 
1. To investigate different methods of implementing the RBT; 
2. To design and implement the real-time control loops for a single servo motor; 
3. To synthesise a suitable SCL block; 
4. To test the resultant HCS, both in simulation and on an actual servo motor in real-
time; 
5. To investigate alternative methods of implementing the HCS scheme and compare 
their performance to that of the system developed in this work. 
This investigation was limited to a system consisting of a single servo motor, as that was 
felt to be representative enough of the hypothetical application. Should satisfactory per-
formance be achieved with this system, it would be an easy task to extend the control 
strategy to the other motor and hence the entire pattern-generation system. Other limita-
tions include the use of a relatively slow PC for real-time work, to evaluate the effect 
this would have on the designed HCS components. Furthermore, advanced control 
methods such as model reference adaptive control, predictive control, and sliding-mode 
Page 4 
Investigation of a Hybrid Switching Control System Jacek A Narotny 
control were not considered here, as the emphasis was on simple, robust control laws 
that fitted easily into the HCS structure as outlined by Beneze and Franklin. 
This report begins by describing and evaluating various methods of implementing 
the RBT. Due to its simplicity in this particular case, the SCL is also included in this 
discussion. Next, the design of the real-time control loops using continuous-times-plane 
techniques is detailed. Simulation and real-time control results for the HCS so formed 
are also presented. An alternative switching control strategy is then evaluated for the 
same servo motor system. Finally, conclusions are drawn about the supervisory control 
system implemented and some recommendations are made with regard to further devel-
opment of the HCS approach for this application. 
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2. Real-time/Boolean Translator and the Supervisory 
Control Logic 
In the context of Beneze and Franklin's design methodology, these two components 
form the upper two layers of the hybrid control system (HCS) architecture. They play an 
important role in the overall performance of the system, particularly in the case of the 
proposed pattern generation application. This chapter describes and evaluates various 
methods of implementing these components from the perspective of this application. 
2. 1 Real-time/Boolean Translator 
The RBT forms the interface between the real-time control loops and the supervisory 
control logic (SCL), and is custom-tailored to the specific needs and goals of the overall 
control system. It's complexity is dictated by, among other things, the degree of auto-
mation required of the overall control system, the accessibility of the necessary data, and 
the amount of information to be processed. 
2.1.1 Function 
The RBT must provide data to enable the supervisory controller to determine the current 
state of the system and hence infer controller reconfiguration requirements, if any. It 
must further translate the SCL's commands into control loop-level actions, such as se-
lecting the correct controller equations for computing the control signal u. 
In the pattern generation application specifically, controllers are to be switched based on 
the type of waveform used as the reference signal. No other information is available 
which influences the switching process. Hence, the RBT must discriminate between 
three types of waveforms with unknown periods and amplitudes. Furthermore, this must 
be done without any assistance from the operator, in a completely stand-alone fashion. 
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Perhaps the most important part of this digital waveform recognition process is the iden-
tification of unique features of the waveforms, which could then be used to discriminate 
between them. These features must be chosen and grouped such that they form clearly 
separated regions in the feature space of the waveforms, as demonstrated below. 
feature 2 
'. 0 ··~--
. · · · · · ······ct\·.... o .· .... -~ .... ..-: 
a : ·· ...... : .,. .. . 
a 
.. ··· ......... ···x 
a/ _.--X 




o triangular wave 
a square wave 
X sinusoidal wave 
Figure 2-1. Sample waveform feature space. 
If a given [feature], feature2] vector falls within a certain pre-identified region, it can be 
classified as representing that waveform type. However, should the chosen features not 
be unique enough, and the regions overlap, no conclusion can be reached about the type 
of waveform being analysed. The problem is further complicated by the expected pres-
ence of measurement and quantisation noise 1, and the structural similarity of the sinusoi-
dal and the triangular waveforms. It should be noted, though, that the waveform features 
can be identified either a priori by the designer, which means the RBT has only to ex-
tract and analyse them, or else in real-time by the RBT itself, which further increases its 
complexity. 
An important aspect of the RBT design is that it should be able to perform the waveform 
analysis on-line and in real-time (or faster). This is motivated by the need to minimise 
the "down time" of the pattern generator, where it waits for the control objectives to be 
satisfied before generating the next pattern. 
1 As a result, the expected minimum Signal-to-Noise Ratio (SNR) is 25.0dB, as per the calculations 
in §E.2. All subsequent mention of the expected SNR in this work will refer to this figure. 
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The functions of the RBT can therefore be summarised as follows: 
1. identify and extract unique features of the waveforms, unless this forms part of a 
priori design knowledge; 
2. quantify these features; analysis of the resultant location in the feature space will 
determine the type of waveform present in the reference signal; 
3. pass the result of the analysis on to the SCL; 
4. perform steps 1-3 on-line and in real-time, in order to minimise the reconfiguration 
interval (the time elapsed between setpoint change and the instant when the appro-
priate controller takes over and achieves the control objectives); 
2.1.2 Implementation 
This problem falls into the pattern recognition category, with the possible values of the 
waveform features forming the patterns to be recognised, or classified. Several ap-
proaches to waveform recognition are proposed in literature [Chen 1982], with most of 
them requiring extensive pre-processing of waveform samples. These methods are usu-
ally based on statistical techniques which rely heavily on probability theory and require 
a large number of signal samples spanning an entire waveform period. Inevitably, these 
methods also require significant computing power. 
To satisfy the requirements of the hypothetical application considered in this study, the 
reference signal must be identified in as small a fraction of the waveform period as pos-
sible. Furthermore, this must be done without overloading the available computing re-
sources, so that the entire procedure can be performed on-line, in real-time. For these 
reasons, classical statistical techniques will not be considered in the following discussion 
of waveform recognition methods. Instead, intuitive methods of feature extraction and 
waveform identification will be evaluated. 
It should be noted at this stage that, due to the inherent symmetry properties of the wave-
forms being considered here, most of their features are also contained in each quarter of 
the period. Therefore, by analysing only that section of the signal, it should be possible 
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to classify it, and emphasis will be placed on the ability of each evaluated method to 
make use of this fact. 
2. 1. 2. 1 The Gradient Method 
This is an intuitive method, based on the analysis of the first and second derivatives of 
the signal. In the case of the waveforms under consideration, these two features could be 
used to classify them. However, from a strictly mathematical perspective the derivatives 
of the square wave do not exist, as the original waveform is discontinuous. The potential 
conflict with theory can be averted, though, by considering only continuous sub-sections 














From Table 2-1, it can be seen that the type of waveform making up the signal could be 
inferred according to the following decision tree: 
I 2nd derivative ,,., 0 ? I 
y ~ 
l I st derivative ,,., 0 ? I I waveform is sinusoidal I 
y ~ 
waveform is square I I waveform is triangular I 
Figure 2-2. Decision tree for gradient-based classification. 
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During evaluation of this method, samples of the original signal were taken over the 
continuous sections of each waveform. The gradient was calculated between each pair of 
consecutive samples, to give a "moving window" of 50 samples of the first derivative 
%. 
a- ~ r(t + h) - r(t) 
a- h 
These were averaged to obtain the mean, and the gradient was again taken between each 
consecutive pair of % values to obtain another moving window containing 50 samples 
of the second derivative, 0 );;;2 . 
iir it_(t+h)-ft(t) _ a a 
a2 = h 
The mean of these samples was also found, and the two averages were checked to see if 
they fell within pre-defined bounds of zero. 
2.1.2.1.1 Results 
With ideal waveforms not contaminated by signal noise or other distortions, this method 
proved very successful, as can be seen from Figure 2-3 on page 11. The two features ex-
tracted from the waveforms were sufficiently unique to enable classification. However, 
this was not the case when noise2 was added to the signal (the noise levels used were 
chosen so as to give signal-to-noise ratios (SNRs) consistent with the expected SNR of 
25.0dB). The process of taking the derivatives further compounded the noise problem, to 
the extent that it proved impossible to conclusively discriminate between the three wave-
form types. 
In order to eliminate the adverse effects of the signal noise, a Savitzky-Golay smoothing 
filter [NumRec 1992] (as described in Appendix C) was applied to both the original sig-
2 This term refers to additive zero-mean White noise when used in a simulation context throughout this 
work. 
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nal and its derivatives. However, as can be seen from Figure 2-4 below, even this meas-
ure failed to resolve the problem. The features extracted were no longer unique, and the 
waveforms were often misclassified. Furthermore, the threshold limits used for the zero 
test described above had to be adjusted with every change in noise level. No straightfor-
ward formula for setting these limits could be found. 
W•u•forM C1•s•iflc•tion - Or•dlant H•thod 
ldr(t)/dtl 
,..Ii tn 1, rr;'i r h f.J ~' ri .~ M 1i,t; ~n 11 t;_.~ ~Jr, n11i ~.~~Ji it~ 11, ~ ,'; r 
. ; '. ·· : i . ; 
1
, ~ r _ • · .• '. r '. :: :', , : r : •• , ' '. i , , , , · , 
.I. .o 












Figure 2-3. Gradient method: classification results with no signal noise. 
48.0 










Figure 2-4. Gradient method: classification results with a SNR of 25.0dB. 
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2.1.2.2 Fourier Transform Techniques 
Each of the three waveforms under consideration has (theoretically) a different Fourier 
Transform representation which can be obtained by taking the Discrete Fourier Trans-
form (DFT) of the sampled signal. Should these representations be sufficiently unique 
even in the presence of signal noise, some features could be extracted from them for 
waveform classification purposes. 
However, a complete Fourier transform representation is obtained only by considering 
an entire waveform period [Oppenheim 1989] [Morrison 1991], and the Fourier coeffi-
cients so obtained still have to be processed further to identify the signal they represent. 
Furthermore, tests of the DFT of the respective waveforms show that the results obtained 
for the sine and triangular waves were too similar, even in the presence of relatively little 
additive signal noise (see Figure 2-5 below). Subsequent increases in noise levels further 
enhanced this similarity, and no useful features could be extracted from the Fourier 
transform of the signals. 
Sampled Waveforms Discrete FFT (Magnitude Plot) - Triangular Wave 
1000 
I 
0 500 1000 500 1000 




0 500 1000 0 0 500 1000 
Figure 2-5. DFTs of waveforms with a SNR of 20.0dB. 
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2. 1. 2. 3 Simple Statistical Methods 
For a feature set to have the largest discriminatory power it should be constructed from 
all the available features of the waveforms or signals under investigation [Chen 1982]. 
Simple statistical analysis of these waveforms results in several characteristics which can 
be used to form just such a feature set, providing they yield values which are sufficiently 
unique for each type of signal. Again, only a quarter-period section of each waveform is 
used for the analysis, for reasons already stated on page 8. 




3. Standard Deviations 
4. Cumulative Sums and Products 
2.1.2.3.1 Results 
In the case of features 3 and 4, the values obtained failed to uniquely classify the three 
waveforms investigated, and so were discarded as possible features. However, as can be 
seen from Figure 2-6(a) on page 15, the mean of the sampled waveform sections gave 
values which were separable for SNRs as low as 15.0dB. Similarly, the median values of 
the waveform sections began to overlap only at SNRs below 20.0dB (Figure 2-6(b)). 
The plots were generated by computing 50 values each of the mean and of the median, 
for SNRs ranging from approximately 0.5dB to infinity (no noise). The means and me-
dians so obtained are amplitude dependent, but this is a very minor problem as the signal 
samples can be normalised to unity prior to the evaluation of the two features. 
3 The fonnulae used to evaluate these characteristics are given in §E.3. 
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The resultant feature space is shown in Figure 2-6( c ), from which it can be seen that the 
regions formed overlap only at SNRs of approximately 20.0dB and less. As the actual 
SNRs are rarely expected to fall below 20.0dB during sampling, these features could be 
used to form a feature space with relatively good discriminatory powers. 
Despite this, it is felt that this feature set may still not prove to be robust enough in its 
classification abilities. The triangular and sinusoidal waveform regions are not far 
enough apart to achieve reliable discrimination, especially in the presence of signal 
noise, and the feature set is constructed from only two features of the waveforms. Sev-
eral linear combinations of these features were tried as possible ways of obtaining better 
spaced regions in the feature space, but without success. 
If as many features as possible were included in the feature set, and different non-linear 
combinations of them were formed, it is felt that this would produce a feature space with 
clearly separated regions which could be used for robust signal classification. As so 
many possible features exist, and infinite non-linear combinations of them can be 
formed, a quick method of generating such a set is required. 
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Figure 2-6. Use of medians and means as features. 
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2. 1. 2. 4 The Neural Network Approach 
Neural Networks are the result of an attempt to model mathematically the learning and 
reasoning abilities of the human brain, which together combine to give us the quality 
known as intelligence. 
The field of neural network research is extremely wide, with many of its proponents 
concentrating on different methods of achieving the goal of an artificially intelligent 
system. As a result, there exist a large variety of network4 structures and learning algo-
rithms which approximate the behaviour of the human brain to different extents. Each of 
these are suited to different applications, and few criteria exist to aid the designer ap-
plying neural networks to a given problem in deciding which structure and algorithm 
best fits the requirements. 
In control engineering, the appeal of neural networks stems from their proven ability to 
model any non-linear function, given only the inputs and corresponding outputs of that 
function [Trossbach 1994]. This is extremely useful for obtaining process models, 
where the underlying mathematical formulation of the model is not required or is in-
tractable in the first place. Similarly, neural networks can be used to model particular 
non-linear control laws which may be difficult to derive using conventional theory and 
methods. In general, though, neural networks do not replace standard control techniques, 
but instead augment and enhance them. 
Over the last few years, the field of intelligent control has received substantial interest 
from the control community [Antsaklis 1994], mainly due to the realisation that it can 
address control problems that cannot be formulated in the language of conventional 
control. In particular, neural networks have been used in a pattern recognition and clas-
sification role, forming part of a supervisory controller with built-in reasoning and logic 
capabilities. Such hybrid structures have been successfully used in work on Control Law 
4 The tenns neural network. network, and net will be used interchangeably in this discussion. 
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Scheduling or Reconfiguration, involving the monitoring of system states or operating 
conditions [Antsaklis 1991] [Garcia 1991], and failure detection [Narendra 1992]. 
In the waveform classification problem being considered here, a neural network used as 
a pattern recogniser would be able to distinguish between the different waveforms 
[Narozny 1995]. By virtue of its inherent non-linearity, the neural network would ex-
tract the required waveform features in a totally transparent manner. In effect, it would 
learn to model the feature extraction and identification process, classifying the waveform 
when supplied with the raw waveform sample data. Through repetitive training the net 
would learn to select those waveform features (and non-linear combinations thereof) 
which form the most discriminatory feature set. Such a set would be a vast improvement 
on one produced manually, and should provide robust classification. Furthermore, the 
approximation and generalisation properties of neural nets should enable the network to 
adequately handle noisy inputs. 
2.1.2.4.1 Selection of Neural Network Structure 
The limitations imposed by the computing resources available for this hypothetical ap-
plication (a low-end desktop PC) meant that the chosen network structure (and corre-
sponding training algorithm) had to fulfil several criteria. Furthermore, the envisioned 
use of the network with noisy data in real-time added even more constraints, resulting in 
a fairly detailed specification of the requirements. 
The neural net representation had to: 
1. be suitable for pattern classification applications; 
2. be able to handle noisy inputs well; 
3. be small enough not to require excessive storage space and processing power; 
4. have a training algorithm suitable for pattern learning, and which was easy to 
implement. This algorithm should be fairly fast for the selected network size 
and should ensure good convergence leading to a high rate of correct classifi-
cations. 
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Several representations were considered, based on their recent evaluation and use in nu-
merous applications [Antsaklis 1993] [Trossbach 1994]. The most suitable candidates 
are listed below, with more details of each type of network being given in Appendix A: 
1. Kohonen Feature Maps; 
2. Cerebellar Model Articulation Controller; 
3. Multi-layer Perceptrons (MLPs); 
4. Radial Basis Function (RBF) networks. 
Of these, the MLP and the RBF networks, together with their associated training algo-
rithms, were selected as the most promising implementations. The other network struc-
tures considered were discarded due to a combination of their large size, the complexity 
of their training algorithms, and their somewhat average performance in classification 
problems [Lippmann 1987] [Antsaklis 1993]. 
Further investigation of the RBF nets indicated that training of these networks would be 
a complex, trial-and-error process which did not guarantee good classification results 
even after convergence during learning [Koivo 1994]. The complexity of training was 
caused by the additional parameters which needed to be set for the hidden nodes in the 
RBF network, namely the centres and widths of the Gaussian activation functions asso-
ciated with those nodes. Admittedly, these parameters could be iteratively set by the 
training procedure itself, but Koivo discovered that a network trained in this fashion 
failed to classify test data properly. 
The MLP, on the other hand, offered a structure with a proven record in pattern classifi-
cation applications [Antsaklis 1993], which was relatively easy to implement and train. 
It required less storage space than the corresponding RBF network [Trossbach 1994], 
and handled noisy inputs well. However, the associated Error Backpropagation algo-
rithm also involved ad hoc setting of some learning parameters, a task which was not 
often straightforward. In addition, the choice of the number of nodes in the hidden layers 
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is another MLP parameter which must be set by trial-and-error, and which can be quite 
critical to the network's generalisation (and hence classification) performance. 
Despite this, Koivo showed that it was a fairly easy task to construct and successfully 
train a MLP network, achieving good convergence in a reasonable number of iterations 
through the training set. Furthermore, the resultant network produced better classifica-
tion than a RBF net. For these reasons, the Multilayer Perceptron was selected for the 
waveform identification application being considered here. 
2.1.2.4.2 Pre-processing of Network Input Data 
The raw waveform data has to be sampled and presented in a specific way to satisfy sev-
eral system and neural network-level requirements. 
Firstly, as the classification method needs to be independent of input signal amplitude, 
the signal samples will be normalised to the range [0.0-1.0]. Secondly, the waveform 
samples must be as noise-free as possible, in order to increase the likelihood of correct 
classification. Hence, the sample data is filtered using the Savitzky-Golay best-fit filter 
prior to presentation to the neural network. 
Finally, the finite number of signal samples used for classification purposes must cover 
exactly a quarter of the waveform period, irrespective of the signal frequency. This will 
serve to reduce the reconfiguration interval, as was described earlier, and also makes the 
classification method frequency independent. The first quarter of the waveform period 
was chosen as the signal section to be used for classification purposes, as depicted in 
Figure 2-7 below. 
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Figure 2-7. The classification region of the waveforms. 
The problem of frequency dependence arises in the following situation: if the number of 
samples and the sampling interval are kept the same for each sampling run, but the fre-
quency of the sampled signal is changed between runs, the waveform section represented 
by those samples will be different for each frequency. An example of this is given in 
Figure 2-8 below, where the period of the original waveform is changed and the wave-
form is re-sampled using the original sampling interval. 
Sampled Sinusoidal Waveform 
1 .5 .-------.------~------,------~----~ 
Period= 1 Osecs 








Figure 2-8. Waveform sampling with fixed sampling interval. 
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However, to minimise network size and training time the same waveform "shape" (as 
obtained by plotting consecutive signal samples) must be presented to the neural net-
work for classification, irrespective of the waveform period. If this is not done, the net-
work will have to be trained on an infinite number of patterns to cover all the possible 
waveform sections and sub-sections which might be generated by sampling signals of 
different frequencies. Clearly, such a procedure would be extremely tedious and ineffi-
cient. 
There exists, though, a linear relationship between the waveform period and the sam-
pling interval, given a fixed number of samples. If, for example, the waveform period is 
halved, then halving the sampling interval results in the consecutive samples forming the 
original waveform shape. This is illustrated in Figure 2-9 below, and is true for each of 
the three waveform types considered here. 
Sampled Sinusoidal VVaveform 
1 .5 .------r------..--------,------..-------, 
Period = 10secs 
Sampling interval= 0.05sec 
1 
30 40 50 
sample 
Re-sampled Sinusoidal VVaveform 
1 .5 .------~-----.------~-----,------~ 
Period= 5secs 
Sampling interval= 0.025 sec 
40 50 
sample 
Figure 2-9. Waveform sampling with variable sampling interval. 
For our purposes, the number of samples required for classification was set to 50, in or-
der to minimise network dimensions while still obtaining sufficient signal samples for 
feature extraction. The signal was sampled every 0.01 second, but the fitting interva/5 
5 This is the interval between successive fitted (or filtered) signal samples, which form the input pattern 
for classification purposes. It is a multiple of the true sampling interval of0.01 second. 
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was varied according to the following formulae to give exactly 50 filtered samples which 
covered the entire quarter-period of the waveform: 
sampling interval I: = 0.01 seconds 
period 
fitting interval/ dt = 3 f _ dt ~ 10 · Ts for a good fit 
- 4 ·number_ of_ samples 
where: 
period is to be measured 
number_ of_samples is 50 
These samples formed a pattern to be fed into the neural network, and the waveform pe-
riod was measured from the signal itself using threshold detection and two consecutive 
threshold crossings. The procedure for obtaining the pattern samples is illustrated 
graphically in Figure 2-10 below, and the algorithm for variable-interval sampling is 
outlined in the flow-chart of Figure 2-11 on the following page. 
I I I I I I I I I I I I I I 
\/ 
I I I I I I I I I I I I I I 
TO NEURAL NETWORK 
Signal sampled every O .01 second 
"Moving wind.ow" of n 
=form samples 




Input pattern of 
50 fitted samples 
Figure 2-10. Input pattern generation. 
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N 
N 
( START OF RUN ) 




Obtain next fitted sample 
Store fitted sample value 
Increment count of fitted samples 
N 
SET next fitting time := 
current_time + fitting interval 





Jacek A Narotny 
Get waveform period 
SET fitting interval 
SET next fitting time := current_time 
Normalise fitted sample values 
Store/utilise fitted samples of 
waveform quarter-period 
Reset count of fitted samples 
SET period_found flag:= FALSE 
Figure 2-11. Outline flowchart of variable-interval sampling algorithm. 
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By sampling the waveform using a fixed interval and requiring 50 fitted samples per 
quarter-period, the period of the reference signal used with this system is constrained to 
fall within certain limits. Simple application of the anti-aliasing theorem (also known as 
the sampling theorem) leads to the following: 
sample interval Ts= 0.01 second 
sampling frequency fs = 100 Hz 
For anti-aliasing: 2fm <fs where f m is the maximum signal frequency 
fm <50Hz 
=> Minimum signal period = T min = 0.02 second 
However, from fitting considerations at least 10 signal samples are needed to obtain a 
good fitted sample (see the discussion in Appendix C), and 50 of these fitted samples are 
required per quarter-period. Hence: 
f · Tmin = 50-10· T, 
=5 
:. Tmin = 20 seconds 
Increasing this by 25% to give a reasonable margin of error, the minimum reference sig-
nal period becomes: 
Tmin = 25 seconds 
The corresponding maximum frequency is 0.04 Hz, and this is used in the subsequent 
design of the feedback controllers (described in Chapter 3). 
To summarise, the following conventions are assumed in relation to the waveform data 
used by the neural network classifier: 
• the period of the reference signal must be at least 25 seconds; 
• signal samples are taken at fixed intervals of 0.01 second; 
• the samples are amplitude-normalised to unity; 
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• 50 filtered samples are taken per quarter-period to obtain the input pattern; 
• the shape of the waveform represented by the input pattern is not dependent 
on the frequency of the original sampled signal. 
2.1.2.4.3 Network Training and Network Size Optimisation 
The actual size of the network, in terms of the number of nodes per layer, could only be 
determined after the selection and testing of a training algorithm. However, for the pur-
pose of continuity, the pre-determined parts of the network structure are described here, 
with the rest given as the section develops. 
Number oflnput Nodes 
Each pattern which is presented to the network consists of 50 samples of the waveform. 
Hence the number of input nodes is also set to 50. 
Number of Output Nodes 
The network is required to classify the waveform into one of three categories, hence 
three binary output nodes are needed. These would correspond to three Boolean flags 
with a 1 indicating a TRUE state, as required by the SCL to which these outputs are fed. 
In the ideal case, the desired output of the network was arbitrarily chosen to be: 
Output Node 1 Output Node 2 Output Node 3 
For a sine wave 1 0 0 
For a triangular wave 0 1 0 
For a square wave 0 0 1 
Table 2-2. Desired output patterns. 
In addition, since the network outputs will almost never be perfect binary numbers, a 
decision threshold was used to decide if a particular value was a binary 1. As very good 
classification was required, this threshold was set at 0.1. 
1.0 ± 0.1 = 1 
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Activation Functions 
The input layer is merely required to pass the inputs on to the hidden layer for classifi-
cation, while the output layer simply sums the outputs of the hidden layer. In the hidden 
layer, a non-linearity is necessary to give the net its approximation properties, and either 
the hyperbolic tangent (tanh) or the sigmoid can be used. It was found during training 
that the tanh function caused convergence problems, hence the following activation 
functions were used: 
Input Layer - linear 
Hidden Layer - sigmoidal non-linearity 
Output Layer - linear 
Number of Hidden Layers 
There is much discussion in literature about the ideal number of hidden layers that a 
MLP should have, with Lippmann stating that no more than two need to be used to 
model an arbitrarily complex non-linear mapping [Lippmann 1987]. Indeed, Niesler 
found this structure to be adequate for his purposes [Niesler 1993]. However, according 
to Trossbach there is in fact no difference between the optimal performance of single and 
double hidden layer networks, although on average, single layer networks are better 
classifiers [Trossbach 1994]. He goes on to state that double hidden layer nets are more 
susceptible to the local minima problem during training, and this further motivates the 
choice of a single hidden layer implementation of the MLP for this work. 
Training Algorithm 
In the case of the MLP, the most popular training methods by far are versions of the 
Backpropagation algorithm developed by Rumelhart et al. No definitive rule exists for 
the choice of a training algorithm, with the selection usually being dictated by perform-
ance during evaluation tests using data specific to the application, as was done by Ni-
esler [Niesler 1993]. In his case, he found that the Resilient Propagation algorithm gave 
him the best performance with a MLP, although several other techniques were also 
promising. In general, the choice of algorithm is very subjective, and depends to a large 
extent on the requirements of the intended application. 
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Several authors have successfully used Backpropagation training for classification 
problems [Lippmann 1987] [Koivo 1994], and this motivated its selection here. How-
ever, during the course of testing it was found that the training time and convergence 
rate could be significantly improved by modifying the training parameters during a run, 
resulting in a two-stage Backpropagation. This effectively broke the training up into a 
coarse, quick phase, followed by a fine, slow one. The original Backpropagation algo-
rithm of Rumelhart and the modified version developed in this work are both described 
in detail in Appendix B. 
The following thresholds were used with the modified algorithm to achieve the two-
stage training: 
1. First threshold: Modify learning parameters when rms. error6 ~ <= 0.001; 
2. Second threshold: Terminate training when rms. error~<= 0.0001. 
These threshold values were selected so that successful training would result in a robust 
and reliable neural network. Such a network should produce an output pattern whose 
elements have a high probability of falling within the decision threshold of the desired 
ones. 
Training Data 
The neural network classifier was required to correctly identify a signal from samples 
taken over a quarter-period, even in the presence of noise. In addition, for the training to 
be comprehensive the training data should ideally span the entire expected input space. 
As such, it was felt that the neural network would be best trained on patterns consisting 
of noise-corrupted data, as opposed to ones representing perfect waveforms. The random 
nature of the zero-mean White noise added to the training patterns would cause them to 
excite a wider region of the input space, improving the trained network's generalisation 
6 Therms. error referred to here is the Root Mean Square of the difference between the actual and the 
desired network outputs after the presentation of an input pattern. 
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ability. Results to this effect have been reported in experiments using the Backpropaga-
tion algorithm, and Matsuoka proves mathematically that the addition of random noise 
to the training inputs enhances the MLP' s generalisation and noise-handling capabilities 
[Matsuoka 1992) 
Hence, the training data consisted of sets of 50 signal samples taken over a quarter-
period of the waveforms and corrupted by band-limited, zero-mean, additive White 
noise. Band-limiting was achieved by filtering using the Savitzky-Golay smoothing fil-
ter, and the level of noise was selected so as to give a SNR of 20.0dB. This figure was 
below the 25.0dB expected during sampling, but would result in the excitation of a 
larger region of the input space than the actual input data would occupy. This in tum 
would ensure that as much of the expected input space was used during training as pos-
sible. Larger noise levels were not used as Matsuoka implies that a network trained on 
such data could become too general, necessitating a bigger structure to achieve the same 
classification performance. 
One hundred such sets were generated for each of the three waveforms, and were then 
repeatedly used in random order to train the network. 
Number of Hidden Nodes 
The number of hidden nodes was initially set to an upper bound of 75, as this repre-
sented (for the given input and output layer sizes) the largest network permitted by the 
stack size limit of 64 Kbytes, as set by the simulation software7• In addition, several 
other (smaller) hidden layer sizes were tried in order to determine the smallest network 
structure which attained not only quick convergence of the training algorithm, but also 
good classification performance. 
The results of these trials are summarised in the following table. The network was 
trained several times using each set of learning parameters, to determine the consistency 
of the convergence (if any) observed and eliminate unstable results. Only those cases in 
7 Borland Turbo Pascal for DOS, version 7. 
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which the number of iterations required for convergence was fairly consistent were sub-
jected to further classification tests. These cases are marked by an asterisk(*) in the ta-
ble. 
Number of Learning rate Momentum Iterations to Comment 
hidden nodes T/ term a convergence 
INITIAL FINAL INITIAL FINAL 
75* 0.20 0.05 0.35 0.10 26,000 consistent 
40 0.95 0.30 0.60 0.20 training stuck 
40* 0.30 0.10 0.50 0.10 7,500 fairly consistent 
40* 0.25 0.30 0.50 0.15 14,200 fairly consistent 
20* 0.30 0.10 0.50 0.10 18,000 fairly consistent 
20 0.95 0.30 0.60 0.20 training stuck 
10 0.25 0.40 0.50 0.15 11,400 very inconsistent 
10 0.95 0.30 0.60 0.20 training stuck 
Table 2-3. Network training results with different hidden layer sizes. 
From the table, it can be seen that 10 hidden nodes were not enough to successfully ap-
proximate the underlying non-linear function. With large training parameters, the proc-
ess stuck in a local minimum, while smaller parameter values did not produce consistent 
convergence. Increasing the hidden layer size to 20 and then 40 nodes resulted in more 
stable learning, although large learning parameter values again led to the local minimum 
problem. Finally, the original 75 hidden nodes produced stable convergence, with the 
only drawback being the resultant large network size. 
Each of the marked networks in the table were then compared using a classification test, 
as good convergence does not necessarily imply good classification ability. The test con-
sisted of repeated waveform identification attempts by the trained networks, using new 
Page 29 
Investigation of a Hybrid Switching Control System Jacek A Narotny 
sets of waveform sample data (i.e. not the training sets) corrupted by increasing amounts 
of signal noise. The signal noise levels were varied so as to give SNRs ranging from 
6.0dB to infinity (no noise), and several runs were carried out for each noise level set-
ting. These were then averaged, giving the results detailed in Appendix E and summa-
rised below. 
In the following discussion, Identification Errors are cases where the network misclassi-
fied the presented waveform as being of another type, and Indecisions are cases where 
the net could not decide conclusively on the type of the presented waveform. 
1. MLP with 75 hidden nodes 
This network displayed almost perfect behaviour at SNRs above 20.0dB, with no indeci-
sions or identification errors. Performance deteriorated progressively at lower SNRs, al-
though the square wave was always recognised, irrespective of the SNR. As a SNR in 
excess of 20.0dB represented the noise levels in which the net was expected to operate 
(the region of interest), this particular structure would be reliable enough for the identifi-
cation task. 
2. MLP with 40 hidden nodes, small afinal and 17final 
Generally bad classification results were produced, even in the region of interest. The 
sinusoidal wave especially was not identified correctly, with the network unable to de-
cide on the type of waveform presented. Hence, this network could not be considered 
reliable, and as such could not be used for waveform identification. 
3. MLP with 40 hidden nodes, large afinal and 17final 
The performance obtained here was very similar to that of the 75 hidden node net, with 
no classification errors in the region of interest. Outside this region, the percentage of 
successful identifications of the sinusoidal and triangular waves decreased with de-
creasing SNR, as expected. The square wave, though, was correctly recognised at all 
noise levels. In general, the results showed that this network was very reliable and ro-
bust, and therefore could be used for waveform classification. 
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4. MLP with 20 hidden nodes 
In terms of reliability and classification in the region of interest, almost identical per-
formance to cases (1) and (3) above was obtained. Hence, this structure too could be 
used to identify the waveforms. 
Three possible hidden layer sizes were therefore identified as representing network 
structures which could be trained to produce extremely good classification performance: 
75 hidden nodes, 40 hidden nodes, and 20 hidden nodes. A smaller network, though, has 
less connection weights and so will take less time to process. As this is an important 
factor in the eventual real-time use of the neural network, the network structure with 20 
hidden nodes was selected here. 
2.1.2.4.4 Performance Results for the Selected Network 
Identification of square, triangular and sinusoidal waveforms 
In addition to the very good classification performance described in the previous section, 
during tests the 20 hidden node MLP repeatedly achieved correct identification in a 
quarter-period of the waveform, and the classification process was not too computation-
ally intensive. 
Rejection of other waveform types 
The neural network was also tested on waveforms it was not trained to identify, i.e. not 
square, triangular or sinusoidal signals. In such cases, the network should produce an 
inconclusive result, unless the waveform is structurally similar to one of the three recog-
nised types. Using a periodic exponential waveform, the network produced only incon-
clusive results, which was equivalent to a 100% rejection rate as required. 
Hence, the neural network approach can be successfully used to discriminate between 
the three waveforms, even in the presence of signal noise. 
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2. 1. 2. 5 Summary 
Of the methods considered for implementing the real-time/Boolean translator (RBT), the 
gradient and the Fourier transform approaches proved to be of little use. However, 
promising results were obtained with the other methods evaluated, in particular the neu-
ral networks. 
The advantage of using medians and means as a feature set is that the waveform features 
are identified in advance, thereby simplifying the RBT which then has only to extract 
and classify them. Implementation of the pre-processing techniques described in 
§2.1.2.4.2 above would further make this method amplitude and frequency independent. 
However, its disadvantage is that such a feature set may not be discriminatory enough, 
especially in the presence of noise. Additionally, tests have shown that the regions repre-
senting the sinusoidal and the triangular waveforms are extremely closely situated in the 
feature space, even at low noise levels. This could lead to a significant number of classi-
fication errors. 
A neural network could overcome the proximity problem of the regions by learning and 
internally forming a non-linear combination of the two features, resulting in a more dis-
criminatory feature set. This adds more processing requirements to the identification 
procedure though, and will extend the reconfiguration interval. 
Training the network with raw waveform data, on the other hand, would cause it to ex-
tract and learn a non-linear combination of some features that, due to the learning proc-
ess, maximises the discriminatory power of the resultant feature set. Such networks 
proved very successful during evaluation, and good classification was obtained even in 
the presence of significant noise levels. Although the training of the network was a 
somewhat difficult procedure requiring knowledge of the learning algorithm, the neural 
network obtained was small enough not to require excessive processing time. 
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For these reasons, a neural network was implemented as the Real-time/Boolean Trans-
lator for this hypothetical application. The Multilayer Perceptron was chosen, with a 
three-layered structure: 
• Input Layer 
• Hidden Layer 
• Output Layer 
: 50 nodes, linear activation function; 
: 20 nodes, sigmoidal activation function; 
: 3 nodes, linear activation function. 
It was trained using the modified Backpropagation algorithm with the following pa-
rameters, as determined by the tests described earlier in this section: 
• learning rates TJ = 0.3 (initial) and 0.1 (final); 
• momentum terms a = 0.5 (initial) and 0.1 (final); 
• error thresholds ~ = 0.001 (initial) and 0.0001 (final). 
Lastly, the signals which the network could recognise were limited to square, triangular 
and sinusoidal waves with a minimum period of25.0 seconds. Other signal types would 
cause network indecision, thus effectively being rejected. 
2. 2 Supervisory Control Logic 
The SCL is the supercontroller which performs all analysis of available system data and 
carries out any logical or 'reasoning' tasks in the hybrid control system (HCS). It forms 
the highest level in the HCS architecture. 
2.2.1 Function 
The main function of the SCL is to interpret the Boolean-format data passed to it by the 
Real-time/Boolean Translator, and from it infer the current state of the system and hence 
the control loop reconfiguration requirements. In the pattern generation application, the 
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SCL has to decide which reference signal is being presented to the system, and then to 
invoke the appropriate controller. 
Its operation can be summarised as follows: 
RBT output (binary)8 Interpretation Action 
1 0 0 sine wave present request Type w controller 
0 1 0 triangular wave present request Type II controller 
0 0 1 square wave present request Type I controller 
0 0 0 no decision reached no action 
more than 1 bit set high inconclusive decision no action 
Table 2-4. Summary of SCL operation. 
The request generated in this way is first passed through a moderation routine, which 
ensures that spurious controller switching does not result and is the secondary function 
of the SCL module. Spurious switching can occur if the RBT passes inconsistent system 
information on to the SCL by, for example, first indicating the presence of a sine wave, 
then a square wave, and then a sine wave again ( during three consecutive identification 
attempts). This would result in constant controller reconfiguration (chattering), with the 
system not being allowed to settle, and could further lead to instability and large refer-
ence signal tracking errors. The reasons for any inconsistencies in the RBT output are 
discussed in §D.5. 
The moderation routine used here works simply on a repeated request basis, such that 
control loop reconfiguration is initiated only if two identical requests for a specific con-
troller are received in sequence. Once this is the case, the SCL commands the appropri-
ate controller (as indicated in Table 2-4) to take over active plant control from the 
current one. Bumpless transfer between controllers is a feature of their particular discrete 
difference equation representation, as discussed in §3.3. Furthermore, the design of the 
8 The RBT outputs are discussed in detail in §2.1.2.4.3. 
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controllers themselves is such that the control objectives are fulfilled simply by switch-
ing to the controller corresponding to the current reference signal. 
2.2.2 Implementation 
The SCL is implemented as a simple set of if-then conditionals, which can be viewed in 
finite state machine representation for clarity. Such a representation is shown in 
Figure 2-12 below. These conditionals are implemented in both the simulation and real-










sine wave controller in use 
triangular wave controller in use 
square wave controller in use 
no action taken, return to previous state 
repeated request for Type ro controller 
repeated request for Type II controller 
repeated request for Type I controller 
repeated request for current controller, or no valid request 
Figure 2-12. Finite State Machine representation of the Supervisory Control Logic 
Page 35 
Investigation of a Hybrid Switching Control System Jacek A Narot.ny 
3. Dynamic Controllers for the Real-time Loops 
This section describes the design of the controllers which form the real-time loops of the 
Hybrid Control System (HCS) architecture. Each controller's performance is analysed in 
terms of noise and disturbance rejection, speed of response and stability. In addition, 
simulation and real-time control results for the overall hybrid system are shown. 
3. 1 System Overview 
The control objectives for this hypothetical application are the tracking of three different 
types of reference signal r(s) with zero asymptotic error and minimum control effort. For 
the sinusoidal, triangular and square waveforms being considered here, no single fixed 
controller can easily achieve these objectives. Hence three separate controllers are used, 
and these must be switched in and out as required, under the guidance of the control 
logic discussed in Chapter 2. 
The structure of the overall system is shown in Figure 3-1. Each of the three controllers 
operates independently in a closed-loop feedback configuration, with the controller 
choice being dictated by the output of the Neural Network waveform identifier. The 
"system" being controlled here is one of the two servo motors which form part of the 










Figure 3-1. Control system block diagram. 
~ 
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3.1.1 System Identification 
In order to form a mathematical model of the servo motor, it was subjected to several 
step tests, as detailed in §E.1. From these, a nominal first order model was derived and 
used in the subsequent design of the closed-loop controllers. A first order representation 
was used as it was a good enough approximation of the motor's characteristics for con-
troller switching purposes. 




1 + 0.80 · s [Volts] 
[Volts] 
3. 2 Controller Design 
Three separate controllers were designed for this system, and were then converted to dis-
crete difference equation representations for implementation on a PC. The following 
criteria were used in the design: 
1. the velocity reference setpoint to be tracked does not have a fixed amplitude, 
but the mean amplitude is 1.0 Tacho Volt9• In addition, the setpoint has an 
offset of 4.0 TachoVolts; 
2. the controlled system must track the desired setpoint with zero asymptotic er-
ror; 
3. to prevent damage to the motor, the amplitude of the dynamic control signal 
supplied to it must not exceed 2.5 Volts when the dynamic reference signal 
amplitude is 1.0 TachoVolts; 
4. the controlled system must be stable; 
9 A measure of the motor's speed of rotation, obtained using a tachometer. 
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5. the controlled system must exhibit good output disturbance rejection - the 
noise due to sampling of the real-time system's output can be considered a 
form of output disturbance; 
6. following a significant change in a square or triangular wave setpoint (M.,. 
step or ramp in the opposite direction respectively), the closed-loop system 
must achieve asymptotic tracking before the next such change occurs half a 
waveform period later. If the controlled system settles to within 5% of the de-
sired speed within a quarter-period, this goal will be met. As the reference 
setpoint has a minimum period of 25.0 seconds, this in turn translates to the 
requirement that the closed-loop system (under Type I or II control) settle to 
within 5% of the desired speed in a maximum time of 6.0 seconds 
(l5% s6.0 seconds). In the case of the sinusoidal setpoint, such a require-
ment is not as critical and is therefore relaxed to (t 5% s 8. 0 seconds) for a 
closed-loop system under Type ro (sinusoid-tracking) control. 
NOTE: From standards-plane theory, for the closed-loop system's output to settle to 
within 5% of its final value in 6.0 seconds its time constant 't must be such that 
3-r < 6.0. Therefore, the Type I and Type II controllers were both designed such 
that the system's dominant closed-loop pole(s) \ satisfied the relation 
Re(A;} < -0.5 in each case. The corresponding relation for the Type ro controller 
was Re(A;) < -0.4. 
The design procedure involved selecting different controller parameters with the aid of a 
Root Locus plot and a Nyquist diagram. Those parameters which resulted in the best 
simulation performance were then used. In order to test their robustness, each of these 
control loops were also subjected to disturbance and noise rejection tests using an addi-
tive output disturbance. 
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3.2.1 Type I controller 
The Type I controller is typically used for constant setpoint tracking applications. It 
achieves the desired control objectives with minimum control effort when the reference 




Manipulation of several controller parameters, in conjunction with Root-Locus and 
Nyquist plot analysis, produced a controller with the following transfer function: 




The resultant closed-loop system has poles Ai at s::::: (-1.5 ± l.lj) and therefore its output 
should settle to within 5% of its final value after 2.0 seconds, which is less than the de-
sign requirement of 6.0 seconds. In addition, from the Nyquist plot of Figure 3-3(a) on 
page 41 it can be seen that the curve passes well within the critical (-1,0) point. Hence 
the closed-loop system will be stable in this configuration. 
Lastly, application of the final-value theorem to the error signal in the closed-loop sys-
tem formed using this controller shows that ew is zero, which satisfies the setpoint 
tracking design criterion. 
3. 2. 1. 1 Control-loop Simulation 
From the simulation output shown in Figure 3-2 below, it can be seen that f5% is ap-
proximately 2.0 seconds as expected, and that the amplitude of the dynamic control ef-
fort (u) does not exceed 2.5 Volts. Furthermore, the reference signal is asymptotically 
tracked as required. 
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Figure 3-2. Closed-loop system response - Type I controller. 
3. 2. 1. 2 Disturbance Rejection 
Tit'le: 
VGA 
The output disturbance added during simulation of the closed-loop system consisted of a 
step of amplitude 0.2 Volts, combined with White noise to give a SNR of20.0dB. The 
disturbance was applied before the system had settled, and no filtering was employed at 
this stage. 
Closed-loop system performance under these conditions can be accurately predicted 
from the Nyquist plots of Figure 3-3 below. From part (a) of that figure, it can be seen 
that the q-plot approaches the ISl=l circle 10 as the signal frequency ro~oo. Similarly, part 
(b) of the same figure indicates that the closed-loop system has a -3dB bandwidth of ap-
proximately 0.39Hz. Hence, it can be expected that this system will tend to reject all but 
very high frequency disturbances, and its tracking performance will deteriorate for signal 
frequencies exceeding 0.39Hz. (The maximum reference signal frequency is 0.04Hz11 , 
which is well within the -3dB bandwidth.) 
IO This refers to the 1s: (i w )I = 1 circle. 
11 Fromfmax=(Tm;nJ-1, Tm;n=25.0 seconds. 
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Figure 3-3. Nyquist plots - Type I controller. 
SINULATOR 
~Setpoint a Output 
Sys.ta ... : HC .. > Control Lab~ El•cEng~ UCT 
NBuct<c:>J.995 







Us•rlD: J A Naroznw 
CS•rvo Motor g(s) l 
.; . ..; . 
---.. --._.., ___________ _ 
2-.l. 3 • .1. 
CTYP• I k<s> 




Inspection of the additional simulation results shown in Figure 3-4 indicates that the 
system rejected the step disturbance, while the noise was not totally compensated for, as 
expected. The unfiltered noise contained some high frequency components, and as at 
those frequencies the system's q-plot enters the ISl=l circle, these components were not 
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rejected by the system. A filter will band limit the noise to lower frequencies, hence the 
noise rejection performance will improve when it is implemented. 
3. 2. 1. 3 Discrete Representation 
The continuous-time controller equation was converted to discrete difference equation 
format in order to simplify implementation of the controller on a computer. Since the 
difference equation format is causal, in this case the approach would also easily lend it-
self to approximately "bump less" transfer between controllers, as discussed later in this 
chapter. 
The type I controller was discretised using the step-invariant z-transform: 
k(z)-(z~I)-Z[: (K (:+a))t 
= 
= 
0.8000 + (l.600 · T - 0.8000) · z- 1 
u(z) 
e(z) 
1 -] -z 
where: Z[.] is the z-transform; 
T is the discrete sampling interval; 
u(z) is the z-transform of the control effort; 
e(z) is the z-transform of the tracking error. 
Controller pole location: z=l.O 
No ringing or unstable poles are present, and the corresponding difference equation was: 
u(k) = u(k-1) + 0.8000 · e(k) + (1.600 · T- 0.8000) · e(k-1) 
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The index k indicates the signal sample number; for example, u(k) is the value of the 
control effort at the current sample instant, u(k-1) is the value at the previous sample in-
stant, and so on. 
3.2.2 Type II controller 
This controller is used mostly to track a constant (non-zero) gradient setpoint, although it 
can also be used to track a step signal albeit with larger overshoot than the Type I con-
troller would produce. The Type II controller will achieve the control objectives when 
the reference setpoint is a ramp, or a combination thereof: 
A 
r(s) = - 2 s 
Application of the design methods led to the following final Type II controller configu-
ration which asymptotically tracks the ramp setpoint as required: 
k( s) = K · ( s + a) · ( s + b) 
s2 {
K = 0.9 
a= 0.5 
b = 1.9 
The resultant closed-loop system has a dominant pole at s::::(-0.6), hence f5% will be ap-
proximately 5 .0 seconds, which is less than the design limit of 6.0 seconds. Furthermore, 
as the system's Nyquist plot of Figure 3-6(a) on page 45 passes well within the (-1,0) 
critical point, this configuration will be stable in closed-loop. 
3. 2. 2. 1 Control-loop Simulation 
Simulation of the controlled system (Figure 3-5 below) showed that it tracked within 5% 
of the desired signal in less than the expected 5.0 seconds, and that the dynamic control 
signal did not exceed 2.5 Volts (on the interval where the setpoint ranged from 0.0 to 1.0 
TachoVolts). 
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Figure 3-5. Closed-loop system response - Type II controller. 
3. 2. 2. 2 Disturbance Rejection 
A step of amplitude 0.2V, combined with White noise to give a SNR of approxi-
mately 20.0dB, was used as the additive output disturbance during simulation of the 
closed-loop system. The disturbance was added before the system had settled to the de-
sired trajectory, and no filtering was used at this stage. 
The closed-loop system's response to such disturbances can be predicted from the 
Nyquist plots of Figure 3-6 below. As the q-plot enters the JSJ=l circle at a frequency of 
approximately 0.57Hz, the system will not reject disturbances whose frequency exceeds 
that value. Therefore this system is more noise-sensitive than the corresponding Type I 
controller configuration analysed previously, although filtering will band limit the noise 
and hence decrease the sensitivity. Tracking performance will also deteriorate for all 
signals with frequencies higher than the -3dB frequency of approximately 0.4 7Hz (from 
part (b) of the figure). However, this bandwidth is sufficient for the maximum reference 
signal frequency of 0.04Hz. 
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The predicted performance was observed during the additional simulation run of 
Figure 3-7 below. The step disturbance was completely rejected, while the unfiltered 
high frequency noise components were not compensated for, resulting in the noisy out-
put shown in the graph. 
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Figure 3-6. Nyquist plots - Type II controller. 
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Figure 3-7. Output disturbance rejection - Type II controller. 
Page 45 
Investigation of a Hybrid Switching Control System Jacek A Narotny 
3. 2. 2. 3 Discrete Representation 
The type II controller equation was discretised using the step-invariant z-transform to 
obtain the following z-plane formulation: 
k(z)-( z~ I). 21: ~ { K ·(s+:r(s+ b)) t 






where: Z[.] is the z-transform; 
T is the sampling interval; 
u(z) is the z-transform of the control effort; 
e(z) is the z-transform of the tracking error. 
Controller pole locations: z=l.O, z=l.O 
No ringing or unstable poles are present in the controller equation, and the correspond-
ing difference equation was: 
u( k) = 2 · u( k - l) - u( k - 2) 
+0.900 · e( k) 
+(0.4275 · T2 + 2.160 · T -1.800) · e(k -1) 
+(0.4275 · T 2 - 2.160 · T + 0.900) · e(k - 2) 
The index k indicates the signal sample number; for example, u(k) is the value of the 
control effort at the current sample instant, u(k-1) is the value at the previous sample in-
stant, and so on. 
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3.2.3 Type ro Controller 
There is no prescribed controller structure for tracking a sinusoidal signal with an offset: 
A B 
r(s) = - + 2 s s + Q) {
{JJ is the frequency of 
the sinusoidal component 
However, according to the Internal Model Principle [Braae 1994], the resultant closed-
loop system will asymptotically track the reference signal r(s) if the controller equation 
contains terms equal to r(s). Hence, the following controller structure was used: 
k(s)= Ka ·(s+a)3 
s·(s2 +{1)2) {
Ka = LO 
a= 0.8 
m = reference signal frequency in rad· s- 1 
The controller equation is a function of the frequency m of the sinusoidal signal to be 
tracked, therefore the location of the closed-loop poles of the system also depends on {J). 
Nevertheless, inspection of the extended Root Locus plot (Figure 3-8 below) for 
0. 0::; m::; {J)max, {J)max=0.25rads-1, Ka and a fixed, indicates that the pole movement is 
negligible over this permitted frequency range. 
Extended Root Locus Plot 
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Figure 3-8. Poles of H(s) for varying ro - Type ro controller. 
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From the plot it can also be seen that, for a given set of controller parameters (Ka, a), the 
settling time (f5%) of the closed-loop system increases slightly with OJ. As the controlled 
system has to satisfy the design criterion t 5% ~ 8. 0 seconds for all setpoint frequencies 
in the allowed range, it is therefore necessary to ensure that this is the case for the high-
est permitted frequency. With this in mind, the controller parameters (Ka, a) were opti-
mised for a reference setpoint frequency m= Wmax, giving the values Ka=l.O, a=0.8. 
These parameter values were subsequently used in the controller equation for all refer-
ence signal frequencies. 
The resultant closed-loop system has a dominant pole at sz-0.45 for m=0.25rads-l, 
which gives a settling time t 5% of approximately 6. 7 seconds, well within the design 
limit. The corresponding settling time for OJ=O.Orads-1 is 6.4 seconds. The system also 
has a complex pole pair at s;:::(-0. 75±1.06}) for 0.0 s ms Wmax, thus some overshoot and 
oscillation is expected prior to settling. 
Although this controller is of a non-linear nature, it was shown previously that the 
closed-loop poles do not move significantly over the permitted OJ range and therefore it 
is possible to infer closed-loop stability for 0. 0 s ms mmax from the system's behaviour 
at the two extremes of this range. The Nyquist plots of Figure 3-10 and Figure 3-11 on 
page 50 represent this, and from them it can be seen that the system will be stable in 
closed-loop, since its q-plot passes well inside the critical point (-1,0) point in each case. 
Lastly, error analysis using this controller shows that it will track with zero asymptotic 
error: 
e"' = lim {s·e(s)} 
s--+0 
= lim{s· r(s) } 
s-.o 1 + g(s) · k(s) 
= hm s · -~---:-------'-----• { (A· s
2 
+ B · s +A· OJ 2 ) • (1 + s · D) } 





Investigation of a Hybrid Switching Control System Jacek A Narotny 
3. 2. 3. 1 Control-loop Simulation 
From the simulation results of Figure 3-9, it can be seen that the controlled system took 
the expected 6.5 seconds (approximately) to settle to within 5% of the desired value, and 
that the offset sinusoid was asymptotically tracked as required. In addition, the dynamic 
control effort did not exceed 2.5 Volts, as can be seen by the maximum deviation from 
its average (offset) value, despite the presence of the predicted overshoot and oscillation. 
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Figure 3-9. Closed-loop system response - Type ro controller, ro=romax' 
3. 2. 3. 2 Disturbance Rejection 
During simulation tests, the output disturbance consisted of a step of amplitude 0.2Volts 
combined with White noise to give a SNR of approximately 20.0dB. This disturbance 
was added before the system had settled, and the signals were not filtered at this stage. 
The closed-loop system's performance under these conditions can be predicted from the 
Nyquist plots of Figure 3-10 and Figure 3-11 below. These span the operational fre-
quency range of the controller and, because the closed-loop poles do not move signifi-
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candy over this range, can be used to indicate system stability. In part (a) of both figures, 
the q-plot enters the jSj=l circle at a frequency of 0.35Hz and 0.39Hz respectively. The 
system will therefore not reject disturbances with frequencies in excess of approximately 
0.35Hz, thereby being quite noise sensitive. Similarly, part(b) of both figures shows that 
the closed-loop system has a -3dB bandwidth of approximately 0.49Hz. Hence tracking 
performance will deteriorate for all reference signals with frequency greater than 0.49Hz. 
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Figure 3-10. Nyquist plots - Type w controller, w=O.Orads·'. 
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Figure 3-11. Nyquist plots - Type w controller, w=0.25rads·'. 
The predicted disturbance rejection performance can be observed in Figure 3-12 below, 
where the step disturbance was successfully attenuated by the system, while the high-
frequency noise components were not compensated for. As filtering will band limit the 
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noise to lower frequencies, the system will become less noise sensitive when this is im-
plemented. 
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Figure 3-12. Output disturbance rejection - Type ro controller, ro=romax· 
3. 2. 3. 3 Discrete Representation 
The type ro controller was also discretised using the step-invariant transform to give this 
z-plane formulation: 
k( z) = ( ~). zr_!_ . (Ka · ( s + a )3 J] 
z s s(s2 +m 2 ) T 
1.000 
[
0.5120-T . 1.920 J 1 + + A · sm( w · T) - (2 + cos( m · T)) + -- · ( 1 - cos( m · T)) · z -
w2 w2 
+[(1 + 2 · cos(m · T))- 2 ·A· sin(m. T)- LO!~· T. cos(m. T)]. z-2 
[ 
0.5120 · T T . I.920 ( )] 3 + m2 - cos(m · ) +A· sm(w · T)--;;;- · 1- cos(m · T) · z-
= -----------------------------_::_ 
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where: Z[.] is the z-transform; 
T is the sampling interval; 
OJ is the reference signal frequency; 
u(z) is the z-transform of the control effort; 
e(z) is the z-transform of the tracking error; 




Controller pole locations: z= I. 0, z=cos( OJT)±jsin( cvT) 
No unstable or ringing poles are present for the cv and T values used here. The equivalent 
difference equation representation is: 
u(k) = (1 + 2 · cos(cv · T)) · u(k-1)-(1 + 2 · cos(OJ · T)) · u(k-2) + u(k-3) 
+e(k) 
+[ 0.5 ~? · T + A . sin( OJ . T) - ( 2 + cos( OJ . T)) + 1:~o · ( 1 - cos( OJ· T)) le( k - I) 
+[ ( 1 + 2 · cos( cv · T)) - 2 · A · sin( OJ · T) - LO!~· T · cos( cv · T) l e( k - 2) 
[
0.5I20·T ( ) . ( ) 1.920 ( ( ))] + OJ 2 - cos cv · T +A· sm OJ· T - ---;;;z · 1- cos OJ· T · e(k - 3) 
The index k indicates the signal sample number; for example, u(k) is the value of the 
control effort at the current sample instant, u(k-1) is the value at the previous sample in-
stant, and so on. 
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3. 3 Bumpless Transfer 
Switching between the three different control loops had to be performed as smoothly as 
possible, in order to avoid switching transients which could either damage the servo 
motor or else cause the system to become unstable. 
Several "bumpless transfer" techniques are used in practice, depending on the controller 
implementation and the time constants involved. These techniques force the new con-
troller to start off with initial conditions which ensure continuity in the control signal 
supplied to the plant. However, by definition a function/(!} is continuous at a given 
point t=T if and only if: 
f(T-8t)=f(T+&) {8t is small 
!L., ~ !I" .. , 
Hence, for smooth control transfer the controller output signal u(t) has to satisfy the 
above conditions at the switching instant. The corresponding discrete-domain conditions 
for u[k} are: 
UKI = UK2 { switching from controller Kl to K2 
dulK1 = duln 
Some of the more common methods of obtaining smooth switching are: 
... (1) 
... (2) 
• Specifying a transfer period during which both the new and the current con-
trollers provide control input in parallel. The new controller progressively 
provides more input as the current one is faded out; the transfer period is usu-
ally shorter than the time constant of the system being controlled. As the 
control signal immediately after the switching instant is taken mostly from 
the current controller, the conditions for smooth switching are satisfied. 
• Forcing all the available controllers to track the output of the active control-
ler. The states and initial conditions of each off-line controller are continually 
updated so that its output matches that of the active controller at the given 
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moment. The smooth switching criteria are therefore automatically met at the 
instant of active control transfer. 
The discrete difference equation format of the controllers used in this work can be con-
sidered as a special case of the controller tracking approach to bumpless transfer. Here 
the continual update of controller states and initial conditions is replaced by the use of 
historical signal values in the computation of the difference equation for each controller: 
Type I controller 
u[k] = u[k-1] + Ae[k] + Be[k-1] ... (3) 
Type II controller 
u[k] = 2u[k-1] - u[k-2] + Ce[k] + De[k-1] + Ee[k-2] ... (4) 
Type m controller 
u[k] = Fu[k-1] - Fu[k-2] + u[k-3] + Ge[k] + He[k-1] + Ie[k-2] + Je[k-3] ... (5) 
N .B. 1. A-J are functions of the discrete sampling interval T and setpoint frequency m. 
2. Each of (3)-(5) use the same set of past values of u and e. 
Assumption 1 : 
At the switching instant, u[k-1};:::: u[k-2};:::: u[k-3 J for small sample intervals T and suffi-
ciently small signal noise levels (here defined by SNR > 20.0dB). 
Equations (3)-(5) then become: 
Type I controller 
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Type II controller 
u[k] = u[k-1] + Ce[k] + De[k-1] + Ee[k- 2] ... (7) .____,,__, 
uic du 
Type OJ controller 
u[k] = u[k-1]+ Ge[k]+ He[k-1]+ Ie[k-2]+ Je[k-3] ... (8) .____,,__, 
uic du 
In order to satisfy the condition of (2), the terms e[k-i}, i=0 .. 3, were reset to zero at each 
switching instance. Hence, as the term Uic in each of (6)-(8) was identical (to an ap-
proximation), the condition represented by (1) was also satisfied. 
However, for noise levels represented by a SNR < 20.0dB Assumption 1 will not hold 
and control transfer will not be smooth. This will not pose a serious problem though, as 
the expected SNR is 25.0dB and the signals will also be filtered (thereby increasing the 
actual SNR). 
Hence the control signal u(t) is approximately continuous, and the difference equation 
method (as outlined above) was used to implement sufficiently smooth transfer between 
the real-time control loops of the HCS. 
3. 4 System Simulation 
The Hybrid Control System (HCS) structure was initially evaluated in a simulated envi-
ronment, in order to determine the performance likely to be encountered in a real-time 
situation. To make the simulation as realistic as possible, noisy reference signal samples 
(filtered where appropriate) were used. The noise level was set to give a SNR of ap-
proximately 20.0dB in all cases. 
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3.4.1 The Simulation Algorithm 
Three major components made up the simulated system: the process g(s), the discrete 
controllers k(z), and the neural network classifier. Due to the disparate requirements of 
each, three potentially different time intervals were used in the simulation: 
1. The servo motor process was simulated using a Runga-Kutte approximation 
method, with a time step sim_dt set to 0.01 second. 
2. The reference and process output signals were sampled using an interval Ts 
set to 0.01 second. This ensured that the 50 filtered samples obtained during a 
quarter-period would each be fitted using at least 10 non-overlapping, noisy 
samples of the actual signal: 
Minimum interval between fitted samples = Tmin 
(4 · 50) 
= 0.125 seconds 
~ 10 · T5 
The Savitzky-Golay causal filter (Appendix C) produced optimum perform-
ance under such conditions. 
3. The discrete controller equations were evaluated using an interval discrete_dt 
set to 0.1 second. This choice was motivated by the need to reduce the sensi-
tivity of the sinusoidal controller difference equations to numerical precision, 
as shorter intervals produced inconsistent tracking performance. 
For example, with a discrete_dt of0.01 second and a reference signal frequency of 
0.25 rads·1 (equal to mmax) the Type ro controller has a complex pole pair at 
z=O. 999997±j0. 002500. 
Rounding errors in the PC could "move" these poles to z= I. 0, which would eliminate 
the controller's oscillatory mode and thereby its sinusoid-tracking ability. Alternatively, 
using discrete_ dt=O. l second would place the pole pair at 
z=O. 999700±j0. 024997, 
which is two orders of magnitude less sensitive to numerical precision. 
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The chosen discrete "sampling" interval is still small enough for the signals under con-
sideration, as shown by the following application of the sampling theorem: 
discrete dt = 0.1 seconds 
sampling_/= 10.0 Hz 
We require sampling_/~ 2 · fmax, 
and f max = 0.04 Hz 
=> sampling_/»2 · !max 
Simulation was carried out according to the following basic algorithm. Note that for 
clarity the additional steps used to measure the signal period have been omitted. It 
should be assumed though, that the period is measured as and when required. 
REPEAT 
• sample reference and output signals 
• IF a quarter-period has been sampled THEN 
identify waveform 
• select appropriate controller 
• IF current time> discrete sampling time THEN 
• filter both reference and output signals 
• calculate e := r - y 
• calculate u from appropriate difference 
equation 
• discrete sampling time .- current time+ 
discrete dt 
simulate process using sim dt for the remainder of 
the current sampling interval T5 
UNTIL end of simulation run 
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3.4.2 Expected Performance 
Based on the performance characteristics already described for both the control loops 
and the neural network Real-time/Boolean Translator (RBT), the behaviour of the HCS 
can be predicted in terms of noise handling, control transfer, and the reconfiguration in-
terval. 
3. 4. 2. 1 Noise Handling and Control Transfer 
Tests of the RBT showed that it can successfully classify the three waveforms when the 
Signal-to-Noise Ratio (SNR) is greater than 20.0dB. These are the SNR levels expected 
during sampling, and therefore used in the simulation. Hence, no indecisions or misclas-
sifications are expected unless extreme noise levels (SNR<14.0dB) are encountered. 
As the sampled signals are first filtered to band-limit them and eliminate as much of the 
noise as possible, the dynamic controllers should be able to compensate adequately for 
the small noise levels expected. This also applies to the sinusoidal controller, which was 
shown to be the most sensitive to signal noise during disturbance-rejection analysis. 
Thus good tracking and adequate settling times are expected of all the control loops. 
Furthermore, control transfer between the different control loops is expected to be quite 
smooth due to the filtering. Only in the presence of extreme noise levels should any sig-
nificant "bumps" become evident, as the assumptions made for bumpless transfer do not 
hold under those conditions. 
3.4.2.2 Maximum Reconfiguration Interval 
Various conditions can affect the length of this interval, ranging from the amount of sig-
nal noise present to the exact time during the identification process at which the refer-
ence signal changed type. A number of maximum reconfiguration interval values can 
therefore be obtained under different combinations of these conditions, hence only the 
typical, best and worst cases for a SNR of 20.0dB are given here. 
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In all cases, the interval includes the effect of the moderation routine as well as the 
maximum time required for the system to settle under the new control law. At a SNR of 
20.0dB, the latter is on the order of 0.35 periods (sinusoidal controller, t5%/Tmin ) and 
will increase with noise. Furthermore, the reconfiguration interval is stipulated in units 
of the reference signal period as the waveform identification process operates on fixed 
sections of this period, irrespective of its actual duration. 
This discussion assumes that the reference signals to be tracked are of the type the net-
work was trained to recognise: square, triangular and sinusoidal waves. Arbitrary signal 
types will indefinitely extend the reconfiguration interval, unless they are structurally 
similar to one of the recognised types, in which case the intervals derived below will ap-
ply. 
3.4.2.2.1 Typical case 
This is the reconfiguration interval expected under typical operating conditions, when 
the signal period has to be measured prior to identification, and the signal does not 
change type during either period measurement or the subsequent sampling and identifi-
cation. 







Figure 3-13. Reconfiguration interval under typical conditions. 
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As can be seen from Figure 3-13, 2.25 periods will elapse before a controller change is 
commanded. Adding the maximum expected settling time of 0.35 periods, this yields a 
typical maximum reconfiguration interval of 2.60 periods. 
3.4.2.2.2 Best case 
In the best case, the waveform period has been measured just prior to the signal change, 
and the new signal type has approximately the same period. Once again, the signal type 
is assumed to remain constant during subsequent sampling. 
From Figure 3-14 below, the controller change will be commanded after 1.25 periods. 
Inclusion of the maximum expected settling time results in a best-case reconfiguration 










Figure 3-14. Reconfiguration interval under best-case conditions. 
3.4.2.2.3 Worst case 
At the noise levels being considered here, the worst case interval will occur if the set-
point changes type immediately after the period has been measured, and has a shorter 
period than the previous setpoint type. The first samples of the new signal will then not 
span a quarter-period, and a misclassification or an indecision may result initially. 
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Figure 3-15. Reconfiguration inteITal under worst-case conditions. 
In this case, controller change will be commanded after only 2.75 periods, leading to a 
worst-case reconfiguration interval of 3 .10 waveform periods. 
Note: Extraordinary levels of signal noise (SNR <14.0dB) could extend this worst case 
interval indefinitely. In this scenario, the noise would cause misclassifications, indeci-
sions, and incorrect period measurements, which if combined in a given sequence can 
cause repeatedly inconsistent reconfiguration requests leading to no controller changes. 
Similar results would be observed if the reference signal changed again before the sys-
tem had settled under the new controller (i.e. before reconfiguration was complete). 
However, such noise levels are not likely, and provided the reference signal is not 
changed prior to complete reconfiguration, the worst case interval will not be encoun-
tered in practice. 
3.4.3 Actual Performance 
During the simulation run, the HCS performed exactly as expected. For comparison pur-
poses, the following discussion details this performance under similar headings to those 
used in the analysis of the HCS' expected behaviour. 
Page 61 
Investigation of a Hybrid Switching Control System Jacek A Narotn_v 
In each of the simulation plots shown below, the closed-loop system was initialised with 
the Type II controller active and a square wave as the reference signal. A third of the 
way into the simulation run the reference signal was changed to a triangular wave, and 
after an equal time interval to a sinusoidal wave. Each change of the active controller is 
indicated by a dashed vertical line, with the legend between these lines (along the top of 
the plot) specifying which controller was active during that period of the simulation. The 
three signals displayed in the plot are the process output y(t), the control signal u(t) and 
the scaled asymptotic tracking error e(t), all with units of Volts. 
For the purposes of these tests, the order of the reference waveforms and the initial con-
troller type is not important. 
3. 4. 3. 1 Noise Handling and Control Transfer 
With a SNR of 20.0dB (Figure 3-16 below), no indecisions or misclassifications were 
observed during the simulation run. The controlled system tracked the reference signal 
well and settled within the expected intervals, indicating good noise rejection perform-
ance. This further resulted in quite smooth switching between control loops ( even for the 
noise-sensitive Type co controller), as evidenced by the system output (y(t)) and control 
effort (u(t)) plots in the figure. In addition, the control effort did not exceed the design 
limits. 
However, at the more extreme noise level represented by a SNR of 10.5dB, a number of 
indecisions and misclassifications were observed (see Figure 3-17). These were confined 
to the sinusoidal and triangular waveforms, as per the classification performance of the 
neural network RBT. Signal tracking behaviour and settling times were also not as good 
under these noise conditions, and switching to the Type co controller was somewhat 
bumpy. Despite this, the magnitude of the control effort u(t) did not exceed design lim-
its, although the bad tracking performance meant that all the control objectives were not 
achieved. 
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Figure 3-17. Simulation results: SNR of 10.5dB 
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3. 4. 3. 2 Maximum Reconfiguration Interval 
The exact values of the reconfiguration intervals varied with the duration of the simula-
tion run, but not by significant amounts. On average, at a SNR of20.0dB the reconfigu-
ration intervals corresponded to those observed for the simulation run of 600 seconds' 
duration (Figure 3-16). As can be seen from Table 3-1, these reconfiguration intervals 
fell into the Typical category, as expected at this level of signal noise. 
Switching to: 
Type I controller 
Type II controller 
Type ffi controller 




Table 3-1. Reconfiguration intervals: 600sec simulation run, SNR of 20.0dB. 
Increasing the noise level to give a SNR of 10.5dB caused the reconfiguration intervals 
to approach the worst-case scenario, due to the occurrence of indecisions and misclassi-
fications. Longer settling times, especially in the case of the Type ffi controller, also 
contributed to this, resulting in the long reconfiguration intervals listed in Table 3-2. 
Switching to: 
Type I controller 
Type II controller 
Type ffi controller 




Table 3-2. Reconfiguration intervals: 600sec simulation run, SNR of 10.SdB. 
The Type I controller's reconfiguration interval was similar to that in the low-noise case 
because the RBT always identifies the square waves correctly, irrespective of noise lev-
els. Hence, no indecisions or misclassifications occurred with this waveform, unlike the 
triangular wave which was not identified successfully before the signal switched to the 
sinusoid. Thus the Type II controller was never switched to in this simulation run. 
The benefit of the moderation routine can be seen by comparing Figure 3-17 with 
Figure 3-18 below. In the latter case, the moderation routine was not used and some spu-
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rious controller reconfiguration occurred. The sinusoidal signal was first misclassified as 
a square wave and then as a triangular wave, before finally being correctly identified. 
The corresponding controller was activated each time, and although the reconfiguration 
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Figure 3-18. Simulation results: SNR of 10.SdB, no moderation routine. 
3.4.3.3 Computational speed 
Most of the simulations were performed on a 40MHz 80486-based PC for speed of exe-
cution reasons, and the average execution time of the 600.0 second simulations was 
65.0 seconds in real-time. This shows that the computational complexity of the neural 
network waveform identifier did not adversely affect the HCS' performance, and that the 
necessary calculations could be comfortably performed in real-time on such a machine. 
Tests using a slower machine (16MHz 80286-based) gave an average execution time of 
295.0 seconds for simulations of 600.0 seconds' duration. 
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The effect of a slower PC on the system's performance was investigated during tests of 
the HCS on the real-time servo motor system, and is detailed in the following section. 
3. 5 Real-time Control 
Real-time control of the servo-motor process was carried out using a slow 16MHz 
80286-based PC, with all parts of the HCS architecture simulated on the computer. 
3.5.1 Control Algorithm 
The algorithm used for real-time control was very similar to that used in the system 
simulations. The main difference was that instead of generating both the reference and 
process output signals, the latter was sampled. Two timing intervals were used, one for 
obtaining signal samples (Ts), and one for simulating the discrete controllers 
(discrete_dt), with the same values as in the simulation algorithm. 
The additional steps used to measure the signal period have again been omitted for clar-
ity. It should be assumed though, that the period is measured as and when required. 
REPEAT 
• sample reference and output signals 
IF a quarter-period has been sampled THEN 
• identify waveform 
• select appropriate controller 
• IF current time> discrete sampling time THEN 
• filter both reference and output signals 
• calculate e := r - y 
• calculate u from appropriate difference 
equation 
• discrete sampling time .- current time+ 
discrete dt 
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wait out the remainder of the current sampling 
interval T5 
UNTIL end of test run 
3.5.2 Expected Performance 
Based on the results obtained during the simulation and the analysis carried out in 
§3.4.2, the performance of the real-time control system should match that of the simu-
lated system for signals with a Signal-to-Noise Ratio (SNR) of 20.0dB. No indecisions 
or misclassifications are expected, control transfer should be quite smooth, and typical 
reconfiguration intervals should be observed. The control objective of reference setpoint 
tracking with minimum control effort should also be achieved. 
In addition, from the execution times obtained in §3.4.3.3 it is expected that the HCS 
should be able to provide adequate real-time control of the process. The computations 
involved with the use of the neural network RBT should not compromise the control 
loop through the introduction of delays of any sort. 
3.5.3 Actual Performance 
The HCS performed exactly to expectations in real-time. The SNRs of the sampled sig-
nals were within the predicted 25.0dB, hence no indecisions or misclassifications oc-
curred. In addition, the control effort u(t) did not exceed the design limits once during 
the test runs. 
A sample output showing the system's performance is given in Figure 3-19 below. In 
this plot, the closed-loop system was initialised with the Type II controller active and a 
square wave as the reference signal. A third of the way into the simulation run the refer-
ence signal was changed to a triangular wave, and after an equal time interval to a sinu-
soidal wave. Each change of the active controller is indicated by a dashed vertical line, 
with the legend between these lines (at the top of the plot) specifying which controller 
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was active during that section of the simulation run. The three signals displayed in the 
plot are the process output y(t), the control signal u(t) and the scaled asymptotic tracking 
error e(t), all in Volts. 
The order of the reference waveforms and the initial controller type is not important for 
the purposes of this test. 
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Figure 3-19. Real-time control results. 
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From Figure 3-19, it can be seen that the system tracked the reference signal well, and 
settled within the expected intervals once the correct controller was chosen. This is espe-
cially evident from inspection of the plot in the area of the Type I-to-Type II controller 
transfer on the triangular wave signal; the tracking error e(t) asymptotes to zero once the 
Type II controller is active. Furthermore, switching between the controllers was quite 
smooth, with the discontinuities observed on the plot being due to harsh changes in the 
reference signal during waveform switches. However, these were well compensated for 
by the controllers, showing good input disturbance rejection. 
The average reconfiguration intervals encountered during the real-time runs generally 
fell into the typical category, as shown in Table 3-3 below. Slight increases in these in-
tervals were observed during longer test runs, although the behaviour of the overall sys-
tem satisfied the control objectives in all cases. 
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Switching to: 
Type I controller 
Type II controller 
Type ro controller 




Table 3-3. Reconfiguration intervals: real-time run. 
Jacek A Narotny 
Lastly, the good performance of the HCS when implemented on such a slow PC shows 
that the computational requirements of the neural network RBT did not prevent the sys-
tem from achieving control objectives in real-time. It should be noted, though, that this 
was the case only when a small network was used (20 hidden nodes). Real-time trials 
using a larger network structure (75 hidden nodes) indicated that the time required to 
process it compromised the performance of the control loops [Narozny 1995]. 
3.6 Summary 
Individually, each of the designed controllers achieved the control objectives set out at 
the beginning of this chapter. Combined into the HCS in a simulation environment, they 
performed well at SNRs of 20.0dB and above. Good noise rejection, tracking and quite 
smooth control transfer, as well as typical reconfiguration intervals were observed 
throughout. 
At higher noise levels, the RBT produced some misclassifications and indecisions and 
the HCS' performance deteriorated. Reference signal tracking was not that good, the 
control law switching was quite bumpy, and worst-case reconfiguration intervals oc-
curred. Even though the control effort remained within limits, the control objectives 
were not met because of this behaviour. 
In real-time though, the HCS performed extremely well. Good tracking, noise rejection 
and almost bumpless transfer were produced during each run. Typical reconfiguration 
intervals were obtained, and the overall system achieved its control objectives. Further-
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more, the slow PC used for real-time control did not adversely affect performance, pro-
vided a small neural network structure was used for the RBT. 
Finally, due to the modularity of the design, this system can be easily extended to track 
other types of reference signals. This can be achieved by implementing the appropriate 
feedback control loops and simply re-training the neural network to also recognise the 
corresponding waveforms. 
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4. Alternative Switching Control Methods 
Several other interesting approaches to switching control have been presented in recent 
literature ([Morse 1994] [Davison 1995]), and in this section some of these methods are 
briefly examined to evaluate their potential as alternative implementations of the hybrid 
control system (HCS) for the hypothetical pattern generation application being consid-
ered in this work. 
4.1 Overview 
Many of the methods considered here use some form of "output estimation error" or 
performance signal (also called a switching criterion in certain implementations) to infer 
the controller switching requirements; if this signal exceeds limits defined by a suitable 
bounding function the controllers must be repeatedly switched until one of them causes 
the performance signal to be minimised for the given operating conditions. This is simi-
lar to the concept of certainty equivalence as found in parameter adaptive control, and 
indicates that these "heuristic" switching control techniques actually have a strong basis 
in adaptive control theory [Morse 1994]. In addition, the implementation of the switch-
ing "logic" often relies on the explicit mathematical formulation of the switching criteria 
which govern the selection of particular controllers. However, such a formulation is not 
always trivial or intuitive. 
A majority of the published work in this field has been carried out by Davison 
[Davison 1992-1995], although he mainly deals with adaptive stabilisation in the case of 
uncertainty in the plant model. In his early research on the subject [Davison 1992], he 
assumed that the uncertain model Gu falls into a subset of the set of known plant models 
IG, where for each known model Gi there exists a matching stabilising controller gain 
Ki. By switching to the controller Ki, corresponding to the known plant model Gi to 
which Gu is similar, the uncertain plant would be stabilised. This approach can therefore 
be viewed as a form of automatic gain scheduling. 
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In the particular case considered in [Davison 1992], the control objective is asymptotic 
error regulation for reference and disturbance signals which are described by a known 
unforced differential equation (the step, ramp and sinusoid fall into this category). The 
controller structure consists of a servo-compensator for asymptotic tracking of the refer-
ence signal (as dictated by the Internal Model Principle [Braae 1994)) and a stabilising 
term for state bounding, scaled by the above-mentioned gains Ki. 
The gains required for asymptotic error regulation are selected according to a tuning 
function h(t), which reflects the magnitude of the plant states and indicates whether or 
not the tracking error is going to zero. However, in this early implementation of his 
method the servo-compensator is not modified by the switching process - thus only one 
class of setpoints can be tracked by a given design. 
The choice of the tuning function is very much problem-specific and even arbitrary, and 
it appears from tests (see §4.2 below) and other work by the same authors 
(~ [Davison 1995]) that a particular h(t) is unlikely to produce the desired results for 
all classes of setpoints and all plant models. Furthermore, the only guideline given by 
the authors for choosing h(t) is that it must be a strictly increasing function which grows 
"sufficiently fast". 
Davison demonstrates this method for a constant setpoint and a simple minimum phase 
plant model, and achieves asymptotic tracking with a particular choice of h(t). In subse-
quent work, he presents similar systems for adaptive tracking with a control input con-
straint [Davison 1993], and reduces the amount of plant information that has to be 
known a priori [Davison 1994] [Davison 1995]. However, all of these methods have 
been developed for constant reference setpoints and it is assumed that the controllers 
stop switching at some time, thereby simplifying to LTI (Linear Time-Invariant) models. 
Hence in order to extend it to asymptotic error regulation for multiple setpoints without 
the inherent cessation of switching, as required by the hypothetical application consid-
ered in this work, this approach has to be quite extensively modified. 
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Davison et al readily admit that the choice of the tuning functions is an ad hoc process, 
and that a plant's matching (by design) controller is not always settled on when switch-
ing stops. This would present a problem in our case (assuming for completeness that the 
setpoint forms part of an augmented plant model), as asymptotic tracking depends on the 
appropriate controller being switched in. Furthermore, as each candidate controller is 
tried on-line before its tracking performance can be quantified, large switching transients 
are present. No attempt is made to minimise or eliminate these transients, and this sys-
tem is not well behaved in the presence of measurement noise [Davison 1992]. These 
and other problems associated with extending these methods to the control problem be-
ing considered in this work are described in §4.2, during the more thorough analysis of 
the method of (Davison 1995]. 
Remark Yet another approach to switching control, this time with the use of an 
"intelligent" supervisor, is presented in [Morse 1994] for SISO plants. Here a number of 
controllers work in parallel, although only one of them is actually used to drive the plant. 
Each controller also produces a performance index, which is a measure of that control-
ler's ability to "identify" the plant and track the required setpoint; the supervisor 
switches controllers based on this index. This method is proven to be robust in the pres-
ence of bounded and constant disturbances and measurement noise (Morse 1994], and it 
appears that it does not inherently assume the cessation of switching in finite time. How-
ever, it was developed for constant setpoints and with corresponding special controller 
structures (the integrator ensuring asymptotic tracking is outside the controller block af-
fected by the switching) and performance signals, and as such it may be difficult to ex-
tend it to encompass the requirements of the HCS application. This approach has not 
been tested further in this work. 
4.2 Evaluation of Davison's Switching Control Method 
The technique considered in this section is taken from (Davison 1995], and represents 
the general approach taken by Davison throughout his work on the subject. It is selected 
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for evaluation over his other methods as it allows the most leeway in the design of the 
controllers, which do not have to be specifically structured. Thus, the controllers pre-
sented in §3.2 can be easily incorporated. In the discussion which follows, proof of the 
assumptions and results taken from [Davison 1995] is omitted and can be found in that 
reference if required. 
4.2.1 The Switching Control Methodology 
Central to this entire approach is a Modified Strong Bounding Function f(k) which is 
used to define the limits on the performance indices at which switching occurs. The ac-
tual specification off(k) is somewhat ad hoc, with Davison only requiring that it be 




However, it appears that the definition off(k) is very problem-specific, and a given 
function is extremely unlikely to produce satisfactory switching performance for all 
classes of setpoints and all plant models [Davison 1995]. 
This approach assumes the following general state-space format for the plants and their 
corresponding controllers: 
G: I I {
x =Ax+ Bu 
' y=C;x ".(1) 
e = Yref - Y 
where: X is the plant state; 
u is the control input; 
y is the output to be regulated; 
Yref is the reference input; 
e is the asymptotic tracking error; 
i is the plant index. 
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Controllers 
... (2) 
where: is the controller state; 
i is the controller index ( equal to the plant index). 
After each /ch switch, the active controller index i is given by the formula 
i=((k- l)mods)+ 1,k= 1,2,3, ... 
wheres is the number of controllers (and by implication, matching plant models), and 
a mod b returns the integer remainder after the division of a by b. Hence the set of con-
trollers is switched through cyclically, with each controller being possibly tried out more 
than one time. This apparently produces "better" transient response [Davison 1995] and 
in fact cyclic switching is necessary for the pattern generation application, where the ref-
erence signals corresponding to each controller can occur more than once during a run. 
Controller switching is initiated according to the following simple algorithm: 
let k=l at time t=O; 
lets be the number of controllers; 
REPEAT 
• i = ( ( k - 1) mod s) + 1; 
• use controller Ki; 
• IF (i17(t) I OR ie(t) I> >= f(k) THEN 
• k = k + l; 
UNTIL end of run; 
From this it can be seen that switching will cease in finite time, providedf(k) grows suf-
ficiently fast enough. Furthermore, ever increasing deviations from nominal 17(t) and e(t) 
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are tolerated, so that if switching again becomes necessary after it has ceased, it may 
actually not be initiated. This will be problematic with regard to the hypothetical appli-
cation, since there switching will be necessary every time the setpoint changes. The so-
lution to this could be to reset the switching index k once an acceptable steady state has 
been reached, but such an approach may not be robust enough. 
Lastly, the following assumptions must hold for the system: 
1. 111(0)1 <f(I); 
2. le(OJI <f(I); 
3. for each plant and each corresponding controller K;, the closed-loop system is 
stable and achieves the control objectives; 
4. each plant is observable and controllable. 
4.2.2 Simulation Results 
In order to implement this switching control method as a HCS for the application being 
considered here, the servo motor plant model was used with the three controllers de-
signed in Chapter 3, one for each type of setpoint. Although each of the controllers will 
stabilise the plant in closed-loop, only the correct controller will produce tracking error 
which asymptotes to zero for a given setpoint. Hence the switching should be initiated 
mainly due to limits on e(t) being exceeded. 
The respective continuous state-space formulations were: 
x = -l.250x + u, x(O) = 0 
y = 2.125x 
Type I controller 
'7 = Yrej - Y, 1](0) = 0 
U = 1.6001] + 0.800 Y ref - 0.800 Y 
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Type II controller 
ii-[~ a,+[~]Y~1 -[~]y, 1/(0)- 0 
U = [ 0.8550 2.160 ]77 + 0.900 Y ref - 0.900 Y 
Type m controller 
17 = [~ ~ ~]77 + [~]Y ref -[~]Y 
0 - m2 0 1 1 
{m = 0.25rads-1, 77(0) = 0 
u = [ 0.5120 (1.920 - a/) 2.400 )17 + Yref - y 
The plant and the controllers conform to the format of equations (1) and (2) respectively, 
and assumptions (3) and (4) are easily verified for the plant. A suitable choice of the 
bounding functionf(k) will additionally satisfy assumptions (1) and (2): 
f(I)> 77(0) impliesf(l)>O 
e(O)=Yrej(O)-y(O), and assuming a typical maxCYref(0))=5.0V, 
e(0)=5. 0-2.125x(O) 
e(0)=5.0, and therefore 
f(l)>e(O) implies/(1)>5.0 
Hence the functionf(k) must be chosen so that/(])> 5. 0. 
No other guidelines for choosingf(k) are available, hence the typical bounding function 
given by Davison was used initially: 
{
20-k 
f(k) = (k)2 ' (k)3 
6 ·exp 6 ' 
l5k5IO 
k > IO 
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This satisfies the requirement onf(l), and some switching results obtained using this 
function are summarised in Table 4-1 below. Note that initially only the square wave 
and the triangular wave setpoints, with their respective controllers and without additive 
noise, were used during these tests. (If satisfactory switching performance is obtained, 
the tests can be extended to include the sinusoidal setpoint and the Type ffi controller, as 
well as measurement noise.) 
The objective of the tests was to have the correct controller active when switching 
stopped, irrespective of the initial controller choice, and the system had to settle in less 
than the required 6.0 seconds defined in Chapter 3. The setpoint type was not changed 
during a test run. 
Reference Signal Type Initial Controller Final Controller Comment 
(correct controller Type} Type Type 
Square Wave I I switching stopped after 
(I) 2.13 seconds; switching transients 
were present; 
Square Wave II I switching stopped after a single 
(I) switch at 0.62 seconds; switching 
transients were present; 
Triangular Wave I I no switching took place; 
(II) 
Triangular Wave II I switching stopped after 
(II) 3.50 seconds; switching transients 
were present 
Table 4-1. Simulation results - Davison's switching control method. 
For a square wave setpoint, the results show that switching stopped with the correct 
controller (Type I) selected irrespective of the starting controller choice, and that the 
system settled well within the required 6.0 seconds. However, when the setpoint was 
changed to a triangular wave, the system always selected the Type I controller and the 
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and the scaling of the tracking error contribution to the switching criteria resulted in the 
Type II controller being switched to as required, but only when the initial controller was 
of Type I. 
These results show that the performance of this switching control method is heavily de-
pendent on the choice of the bounding function/(k). A different function would have to 
be used with each type of reference signal to select the correct controller, thus implying 
that the setpoint type has to be known a priori. However, this is not possible in the case 
of the application being considered in this work, and although numerous variations of 
this function were tried, one which ensured correct switching for all setpoint types 
(irrespective of initial controller choice) was not found. Hence, this method is not robust 
enough as it stands, and extensive redesign would be required to further modify it for use 
with the pattern generation application. 
To summarise, the following problems were identified when using this switching control 
method to implement the HCS: 
1. no well-formulated guidelines for the choice of the bounding functionf(k) exist; 
2. switching ceases in finite time, unless the index k is reset to 1 after some suitable in-
terval. However, this is not a robust approach; 
3. if the index k is not reset the switching criteria become progressively more relaxed. 
Therefore if switching again becomes necessary, it may not be initiated due to the 
performance indices not exceeding the larger limits; 
4. the correct controller is not always selected when switching stops, even whenf(k) is 
optimal [Davison 1995]; 
5. this method is apparently not applicable in the presence of measurement noise 
[Davison 1995]. 
Page 79 
Investigation of a Hybrid Switching Control System Jacek A Narot:ny 
4.3 Summary 
The switching control methods reviewed here all depend on the often ad hoc mathemati-
cal formulation of the switching criteria and the associated bounding functions. Such a 
formulation is far from intuitive, and successful implementations vary with each prob-
lem being considered. This was demonstrated by the analysis of the method presented in 
[Davison 1995], for which a generally applicable bounding function could not be found. 
In their present form, these methods are therefore not robust enough to be used with the 
hypothetical pattern generation application, but despite this some of them could be ap-
plied after more extensive analysis and modification. As the techniques discussed here 
do not rely on lenghty setpoint identification to initiate switching, this could in tum re-
sult in shorter reconfiguration intervals for the HCS. 
The potentially useful techniques are those described for adaptive tracking with control 
input constraints [Davison 1993], and supervisory control using a well-defined switch-
ing criterion [Morse 1994]. 
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5. Conclusions and Recommendations 
In order to identify different types of waveforms some unique features of these signals 
have to be extracted and used to form clearly separated feature-space regions, one for 
each waveform. Furthermore, the sets comprising these features must have good dis-
criminatory properties and must therefore be formed using the greatest possible number 
of different features. 
Linear combinations of intuitive features such as first and second derivatives cannot 
form such a set for the sinusoidal, triangular and square wave signals under considera-
tion. Based on such features, tests showed that the waveforms could not be identified 
with sufficient certainty in the presence of even moderate levels of measurement noise. 
Hence, to obtain good signal discrimination non-linear combinations of non-intuitive 
features need to be formed. 
A simple neural network can achieve this, as was shown by the extremely good classifi-
cation results obtained. For typical levels of measurement noise, the three signal types 
can be successfully identified over a wide range of signal amplitude and frequency 
( mmax = 0.25rads·1). In addition the required network can be processed easily by the slow 
computer used for real-time control, hence this method fits into the proposed switching 
control scheme quite well. However, as the training of the neural net is a specialised pro-
cedure this system does not lend itself to end-user maintenance unless such a user is fa-
miliar with neural networks. 
Combination of this signal identification module with the control loops produced a sys-
tem which automatically switches in different controllers based on the reference set-
point. The simulation and real-time results obtained show that this switching is quite 
smooth, and that the reconfiguration intervals are acceptable in terms of the proposed 
application although they could be further shortened to improve overall efficiency. 
Therefore the control objectives were achieved and this switching control system can be 
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used to track reference signals which change type randomly. Furthermore, although the 
waveforms which can be tracked are restricted to sinusoidal, triangular and square waves 
at present, additional signal types can be easily catered for by re-training the neural net-
work and implementing the corresponding feedback control loops. 
Investigation of alternative switching control schemes shows that such methods are in-
variably designed to track a single fixed setpoint and that the formulation of the switch-
ing criteria is often an ad hoc process. Extension of these methods for use with the 
hypothetical pattern generation application is therefore far from trivial. Despite this, the 
techniques proposed in [Morse 1994] and [Davison 1993] can potentially be adapted to 
multiple-setpoint tracking and, because they could substantially shorten the reconfigura-
tion interval by eliminating the signal identification module, merit further study. 
In general, the Hybrid Control System designed here successfully implements the pro-
posed switching control scheme for a servo motor. The method is intuitive, robust in the 
presence of measurement noise, and much simpler to implement than other currently 
available techniques. It will also be relatively easy to extend it to the entire pattern gen-
eration system. 
5. 1 Recommendations 
Although the switching control system performed to expectations and achieved its ob-
jectives, there is some scope for further improvement. In view of this, the following rec-
ommendations are made: 
1. The reconfiguration intervals should be reduced further, perhaps by reducing the 
time required to identify a particular signal. Ultimately, this will improve the effi-
ciency of the pattern generation system by minimising the delay necessitated by the 
time taken to achieve asymptotic tracking. 
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2. The alternative switching control schemes of [Morse 1994] and [Davison 1993] 
should be adapted and implemented for multiple setpoints. As these methods con-
tinually monitor the performance of the closed-loop system and do not rely on set-
point identification, they should simplify the overall tracking system and improve its 
performance. 
Page 83 
Investigation of a Hybrid Switching Control System Jacek A Narotny 
Bibliography 
[Antsaklis 1991] : Antsaklis P.J., Sartori M.A.; A Gaussian Neural Network Implemen-
tation for Control Scheduling, Proceedings IEEE International Symposium on Intelligent 
Control, August 1991. 
[Antsaklis 1993] : Antsaklis, P.J. & Taylor, J.G. (Editors), Control Theory Approach, 
Mathematical Approaches to Neural Networks, Elsevier Science Publishers B.V., 1993. 
[Antsaklis 1994] : Antsaklis P.J., Defining Intelligent Control - Report of the Task 
Force on Intelligent Control, IEEE Control Systems Magazine, June 1994, 
pp. 4-5 & 58-66. 
[Antsaklis 1995] : Antsaklis P.J., Intelligent Learning Control, IEEE Control Systems 
Magazine, June 1995, pp. 5-7. 
[Askew 1993] : Askew C., et al.; A Neural Network Pattern Classification Approach 
for Payload Adaptive Regulation of Flexible Manipulators, Proceedings of the American 
Control Conference, June 1993, pp. 2518-2519. 
[Beneze 1995] : Beneze W.J., Franklin G.F.; A Separation Principle for Hybrid Control 
System Design, IEEE Control Systems Magazine, Vol.IS, No.2, April 1995, pp. 80-85. 
[Braae 1994] : Braae M.; Control Theory for Electrical Engineers, UCT Press, 1994. 
[Chen 1982] : Chen C.H.; Digital Waveform Processing and Recognition, 
CRC Press Inc., 1982. 
[Davison 1992] : Davison E.J., Miller D.E.; An Adaptive Tracking Problem, IJACSP, 
Vol.6, 1992, pp. 45-63. 
Page 84 
Investigation of a Hybrid Switching Control System Jacek A Narotny 
[Davison 1993] : Davison E.J., Miller D.E.; An Adaptive Tracking Problem with a Con-
trol Input Constraint, Automatica, Vol.29, No.4, 1993, pp. 877-887. 
[Davison 1994] : Davison E.J., Chang M.; Control of Unknown Systems using Switching 
Controllers: An Experimental Study, Proceedings of the American Control Conference, 
June 1994, pp. 2984-2989. 
[Davison 1995] : Davison E.J., Chang M.; Switching Control of a Family of Plants, Pro-
ceedings of the American Control Conference, June 1995, pp. 1015-1020. 
[Garcia 1991] : Garcia H.E., Ray A., Edwards R.M.; Reconfigurable Control of Power 
Plants Using Learning Automata, IEEE Control Systems Magazine, January 1991, 
pp. 85-92. 
[Koivo 1994] : Koivo H.N.; Artificial Neural Networks in Fault Diagnosis and Control, 
Control Engineering Practice, Vol.2, No.I, February 1994, pp. 89-101. 
[Lippmann 1987] : Lippmann R.P.; An Introduction to Computing with Neural Nets, 
IEEE ASSP Magazine, April 1987, pp. 4-22. 
[Matsuoka 1992] : Matsuoka K.; Noise Injection into Inputs in Back-Propagation 
Learning, IEEE Trans. SMC, Vol.22, No.3, 1992, pp. 436-440. 
[Morrison 1991] : Morrison N.; Introduction to Fourier Analysis, Department of Ap-
plied Mathematics, University of Cape Town, 1991. 
[Morse 1994] : Morse A.S.; Supervisory Control of Families of Linear Setpoint Con-
trollers - Part 1: Exact Matching, To be published. 
[Narendra 1992] : Narendra K.S., Mukhopadhyay S.; Intelligent Control Using Neural 
Networks, IEEE Control Systems Magazine, April 1992, pp. 11-18. 
Page 85 
Investigation of a Hybrid Switching Control System Jacek A Narotny 
[Narozny 1995] : Narozny J.A.; Reconfigurable Control of a Position Servo in a Pattern 
Cutting Application, Proceedings of the International Conference on Engineering Appli-
cations ofNeural Networks, Helsinki, Finland, August 1995, pp. 185-188. 
[Niesler 1993] : Niesler T.R.; Time-optimal Control by means of Neural Networks, 
M.Sc. Thesis, University of Stellenbosch, 1993. 
[NumRec 1992] : Press W.H., et al.; Numerical Recipes in C (2nd Edition), Cambridge 
University Press, 1992. 
[Oppenheim 1989] : Oppenheim A.V., Schafer R.W.; Discrete-Time Signal Processing, 
Prentice-Hall, Inc., 1989. 
[Trossbach 1994] : Trossbach W.; Neural Networks in Control Engineering, 
M.Sc. Thesis, University of Cape Town, June 1994. 
Page 86 
Investigation of a Hybrid Switching Control System Jacek A Narotny 
Appendix A. Neural Network Structures 
Due to the many different approaches to the study of artificial intelligence, several neu-
ral network structures and training algorithms exist. Each of these has its particular ad-
vantages and disadvantages which make it well suited to a specific area of application. 
Over the last few years, several authors have attempted to provide a concise summary of 
the more successful representations, both from a general viewpoint [Lippmann 1987), 
and one specifically geared toward Control Engineering [Antsaklis 1993) 
[Trossbach 1994) [Koivo 1994). This appendix will present a review of some of the 
more relevant structures described in this literature, describing their size and consequent 
storage requirements, the complexity of their associated training algorithms, and their 
applications. The discussion is not intended to be exhaustive, and more detailed infor-
mation on the individual approaches can be found in the references quoted above. 
A. 1. Kohonen Feature Maps 
As their name suggests, this class of networks is a self-organising, unsupervised feature 
classifier. Originally proposed by Kohonen in 1980, the nets have found use as vector 
quantisers and clustering methods. Good performance in the presence of noise has been 
reported, mainly due to slow weight adaptation during training and the off-line nature of 
the training itself, which precludes weight changes after training has completed. 
Kohonen nets consist of an input layer of nodes corresponding to the number of ele-
ments in the input pattern, and a feature map consisting of mapping elements which are 
each connected to every input node by a weighted link. Training is an unsupervised it-
erative process, during which the weights are adapted in order to map different input 
patterns into unique regions of the feature map. Such clustering does not make use of a 
desired output pattern as with most other training algorithms. Instead, the network itself 
'decides' on the output for a specific input pattern, and if patterns are sufficiently close 
may assign them to the same cluster. 
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Figure A - 1. Kohonen feature map structure. 
Jacek A Narot.n_i· 
For reliable classification, though, the number of classes that the presented patterns must 
fall into has to be known in advance. Based on this, the experienced designer can make a 
rough estimate of the required number of feature layer elements. Even then, complete 
classification is not always robust, with the alternative being to increase the number of 
Kohonen (feature) layer elements in the network. This further increases an already large 
storage requirement, and slows down network training, itself a complex process. 
A.2. Cerebellar Model Articulation Controller (GMAC) 
Introduced in 1975 by Albus, CMAC networks have been gaining popularity in robotics 
and signal, speech and image processing. Their appeal stems from a fast training algo-
rithm and the fact that hardware implementation is relatively easy using logic cell arrays. 
Furthermore, this class of neural networks accepts real-valued numbers as input and out-
puts also real numbers, as well as exhibiting local generalisation properties, all of which 
make it useful for classification. 
The CMAC approach bears some similarity to that of the Kohonen feature maps outlined 
previously, in that the input is also quantised and mapped to a number ( C) of consecutive 
association cells. Each association cell is excited by a number of input levels, and this 
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overlap determines the generalisation properties of the network. Every association cell is 
assigned an address which is then mapped by some Hash coding to a memory location 
where the weights are stored. These addresses are intended to be unique, but collisions 
do occur when two cells are mapped to the same memory location. The weights of all 
active association cells are then summed to produce the output. 
CMAC weights are determined by the training algorithm, typically a supervised learning 
method like Least Mean Squares. Here, however, CMAC departs further from Kohonen 
maps in that it is not self-organising. A desired output is used to determine the weight 
changes during training, and this indicates which association cells are to be activated by 
a specific pattern. All other parameters, such as C, overlap and size of memory, are 
fixed in advance by the designer. 
These networks are currently being used to model dynamic systems, in the implementa-
tion of fuzzy controllers, and for classification purposes. Their biggest drawbacks to date 
are the storage space required (in a hardware implementation this is not so critical), and 
problems caused by address mapping collisions. 
A. 3. Multi-layer Perceptrons (MLPs) 
This neural net representation is by far the most popular for control applications, and it 
has been extensively used and studied over many years. Usual implementations show it 
as consisting of an input layer, a number of hidden layers, and an output layer. Nodes are 
interconnected by weighted links in afeedforward topology, with varying activation 
functions assigned to the nodes of each layer. 
MLPs are mostly trained with variations of the popular Backpropagation algorithm, 
which adapts the weights according to a gradient search method. An input pattern is pre-
sented to the network, which then propagates it forward through the hidden layer( s) to 
produce an output. The mean square of the difference between this and the desired out-
put is then used to change the network weights. The weights are adapted by layers, from 
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the output layer back to the input layer. In this way, the mean square error is backpropa-
gated through the network. Training stops when the error drops below some acceptable 
maximum value. A detailed discussion of the full algorithm is presented in Appendix B. 
The choice of the number of hidden layers to use, and the number of nodes in those lay-
ers, is a difficult one and is often done on a trial-and-error basis for each specific appli-
cation. Network training parameters are treated in a similar manner. Despite this, the 
network has been successfully used for modelling, function approximation and pattern 
classification, handles noisy inputs well, and has relatively small storage requirements. 





Input Layer Hidden Layer Output Layer 
Figure A - 2. Structure of a 3-layer perceptron. 
A. 4. Radial Basis Function (RBF) Networks 
OUl'PUTS 
RBF networks are also feedforward networks, with a structure similar to the MLP. How-
ever, they use hidden layer activation functions which exhibit local behaviour 
(~ Gaussian function). This makes RBF neural nets the preferred choice for pattern 
classification problems, where they have been extensively applied [Trossbach 1994]. 
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The different activation functions entail additional training parameter, such as the cen-
tres and widths of the Gaussian functions, and this complicates the training algorithm. 
As a result, training does not always lead to convergence to the minimum of the error 
function, and the networks have problems obtaining classifications. In addition, the local 
action of the nodes means that more of them are required for a specific mapping, and so 
RBF networks require large amounts of storage space. 
f( X ) = e 
-[II';/) 
center c 
Figure A - 3. The Gaussian activation function used in RBF networks. 
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Appendix 8. The Backpropagation Training Algorithm 
The Backpropagation algorithm was first suggested by Rumelhart et al. as a supervised 
training method for the feedforward Multilayer Perceptron (MLP) neural network model 
[Lippmann 1987). Since the algorithm's original publication, several variants have ap-
peared, with the majority using modified activation functions, register shifts instead of 
multiplication, or progressively modified learning parameters. The goals of these 
changes are quicker convergence to the global minimum of the objective function, an 
increased immunity to the problem of local minima, and faster network processing for 
larger structures. 
This section describes Rumelhart's standard Backpropagation training algorithm for 
neural networks, as well as a version of it with progressively modified training parame-
ters. The latter was used by the author in the training of the neural network implemented 
as the RBT, or waveform classifier, for the hypothetical pattern generation application. 
B. 1. Standard Backpropagation 
This is the original algorithm proposed by Rumelhart et al. in 1986, and implemented in 
Pascal by Trossbach [Trossbach 1994). It is an iterative gradient descent algorithm de-
signed to minimise an objective function consisting of the root mean square error be-
tween the actual output of a MLP and the desired output. In the search for the global 
minimum, the algorithm traces a path along this error surface, ideally in the direction of 
steepest descent. Convergence depends, to a large extent, on the choices made for the 
initial values of several parameters, which is often an ad hoc process requiring an in 
depth knowledge of the training method itself. 
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The algorithm assumes a network whose nodes are arranged into sequentially connected 
layers, numbered from O to M, with one output layer [M], one input layer [O], and one or 
more hidden layers [ 1 - (M-1)]. It requires continuous differentiable non-linearities as 





with first order derivative: 
-x 
( ( X) = e 2 = f( X) · [ 1 - f( X)] (l+e-x) 
The steps of the algorithm are: 
1. Initialise all network weights to small random numbers, and other training parame-
ters to pre-selected values. 
2. Present the input pattern to the input nodes of the network, and set the corresponding 
desired network outputs. 
3. For the current pattern, calculate each node's input and output (input layer nodes 
have their inputs set in step 2 above): 
N<s-ll 
Xks = ""wk> Y1(s-1> Li , s = l..M; 
J=I 
y{ = f(x:) s = O .. M; 
where: 
s = the generic layer number 
Ns = number of nodes in layer s 
k = index of node in layer s 
j = index of node in layer (s-1) 
xJ! = input to node k in layer s 
YI< = output of node k in layer s 
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Wk/ = weight of the link between node j in layer (s-1) and node k 
in layers 
4. Adapt the weights of the connections between the network layers. Initially, for all 
nodes kin each layers, starting at the output layer and working back, compute: 
{
dk -yt S= M; 
Os ( ( s) N(.,+I) 
* = xk · ~ (s+I) • .c-(s+I) l (M 1) 
~ w jk u j s = . . - ; 
J=I 
Next, starting at the output nodes and working back to the first hidden layer (s= 1 ), 
calculate the required weight changes: 
If the weights are to be updated at this instance, then: 
w;(t + 1) = w;(t) + L\w; 
where: 
17 = learning rate, or gain term 
a = momentum term, added to speed up convergence and 
smooth weight changes (0 <a< 1) 
t = current time index 
8/1 = error term for node k in layer s 
dk = desired output for node k 
5. if the root mean square (rms.) error between the desired and actual network outputs 
is less than a desired threshold, then end, otherwise go to step 2 with a new network 
input-output pattern 
Page 94 
Investigation of a Hybrid Switching Control System Jacek A Narotny 
B. 2. Modified Backpropagation 
The actual training algorithm used by the author progressively modified the 17 and a 
training parameters in order to achieve faster convergence to the global minimum of the 
objective function. 
The training of the neural network was broken up into two phases; a coarse, quick phase, 
followed by a finer, slow one. During the coarse phase, the learning rate 17 and the mo-
mentum term a were kept fairly big, to enable large steps to be taken along the error sur-
face and allow the search process to escape from local minima "troughs". Once therms. 
error fell below a certain threshold, the values of 17 and a were reduced, so permitting 
finer steps to be taken along the error surface in search of the global minimum. 
This assumed that after the initial coarse phase the general location of the global mini-
mum had been identified by the algorithm. This assumption was not always valid, as in-
dicated by the need to use several values of a and 77 on a trial-and-error basis until a 
combination that produced convergence was achieved. 
A pattern-learning approach was used with Rumelhart's algorithm, to enable higher 
learning rates to be used than in the corresponding batch-learning approach, while still 
maintaining algorithm stability [Trossbach 1994]. This involved updating the connec-
tion weights after the presentation of each network input-output training pattern, with 
the patterns presented in random order to improve the network's generalisation capabili-
ties. 
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The standard Backpropagation algorithm was modified in the following way: 
~ ----- -- ------------------------------- --
' -- ------
Standard Backpropagation 
N - _____ nns. ---- ______ 




Change a and ri for the fine 
tuning phase 
STOP 
Figure B - 1. Outline of modified Backpropagation algorithm. 
This standard training algorithm was coded in the unit FFNETS.PAS, and the modified ver-
sion in the program NN _ TRN _ C.P AS, both of which can be found on the attached diskette. 
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Appendix C. The Savitzky-Golay Smoothing Filter 
Data corrupted by measurement noise needs to be smoothed in order to extract the un-
derlying function. A low-pass filter is typically used for this, and the Savitzky-Golay 
smoothing filter is a discrete implementation of one. This appendix summarises the dis-
cussion of Savitzky-Golay filters presented in [NumRec 1992], pp.650-655. The Pascal 
code implementation of this filter ( a direct translation of the C source found in 
[NumRec 1992]) can be found in the unit JN_UTILS.PAS on the attached diskette. 
C. 1. The Theoretical Aspect 
Let a series of equally spaced data values be Ji= f(tJ, where fi = to + i4L1 is the sample 
interval and i = ... ,-2,-l,O, 1,2, .... The simplest type of digital filter replaces eachfi by a 
linear combination gi of itself and some number of nearby points which together form a 
"moving window". 
IIR 
gi = Ic,,J;+,, 
n=-11L {
nL is the number of data points precedingJ; in time; 
nR is the number of data points succeedingJ; in time; 
c,, is the nth filter coefficient 
A causal filter would have n R = 0, for example. 
... (1) 
If the underlying function is constant or linearly decreasing or increasing with time, a 
"moving average" filter will suffice (en = (1 +nR+nL)°1 then). However, if as in our case 
the underlying function has a nonzero second derivative, it may need to be approximated 
by polynomials of higher degree and therefore en cannot be constant for allfi. 
Thus for each point Ji, a polynomial p(i) of degree Mini is fitted in the least-squares 
sense to all (1 +nR+nL) points in the moving window containingfi. Then gFp(i) gives 
the necessary approximation. 
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However, this can be computationally demanding if done each time for all data points Ji, 
and is therefore an impractical approach. The Savitzky-Golay filter overcomes this 
problem by utilising a property ofleast-squares fitting which implies that the coefficients 
of a fitted polynomial are themselves linear in the value of the data [NumRec 1992]. 
This means that all the fitting can be done in advance for fictitious data consisting of all 
zeros except for a single 1, and then a fit to the real data can be obtained simply by tak-
ing linear combinations of the coefficients so derived. 
The standard least-squares design matrix for this problem is: 
{ 
i = -nv···,nR; 
Au=i1 J=O, ... ,M; 
M = order of fitting polynomial; 
which gives the filter coefficients according to: 
... (2) 
These coefficients are computed once at the start of a signal processing routine, and sub-
sequently used in (1) whenever the filter is applied to a set of data. 
In the computer implementation of equation (2) [NumRec 1992], an additional parame-
ter Id is used to set whether the returned coefficients will produce the best-fit to the un-
derlying function (ld=O) or to its /ch derivative (ld=k). The selection of m is specific to 
each application, although m=2 or m=4 are the usual choices; a larger value of m in-
creases the cut-off frequency of the filter. Finally, m must satisfy: 
m:S:(nL +nR); 
m~ld; 
The need to compute its coefficients only once during its application gives the Savitzky-
Golay filter an advantage over other digital filters and inspired its selection for this 
study. Using this filter, smoothing of the noisy reference signal will be fast and nearly 
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optimal and will not adversely affect the setpoint tracking system for which signal proc-
essing time must be minimised in order to achieve adequate real-time control. 
C. 2. Practical Implementation 
For the purposes of this application, a best-fit to noisy samples of sinusoidal, triangular 
and square wave signals is required. Furthermore, the filter must be causal in order to be 
realisable. 
During tests of the filter, it was found that a first order polynomial approximation (m=l) 
produced the best results for all the functions under consideration 12, and that 10 data 
points were sufficient for a good fit. To achieve consistently good filtering, this was ul-
timately increased to 30 data points. Hence the following parameters were used to obtain 
the coefficients en with the savgol function defined in [NumRec 1992): 
nr = 30 
nR = 0 
Id = 0 
m 1 
A fitted point was then obtained using the function fit_ data_! which implemented the 
required causal combination of coefficients en and data points Ji, as described in 
[NumRec 1992). The functionfit_data_l is defined in the unit JN_UTILS.PAS which is 
included on the attached diskette. 
12 The polynomial was fitted to very small subsections of each waveform at a time. 
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Appendix D. Results of Neural Net Classification Tests 
This appendix lists the results obtained from classification tests performed on Multilayer 
Perceptron (MLP) neural networks of several different sizes. For each network size, de-
tails of the classification performance are given and the trends in the results for that 
structure are discussed. Furthermore, some general remarks applicable to the results for 
all the cases considered here are presented at the conclusion of this chapter. 
In the following sections, Identification Errors are cases where the network 
misclassified the presented waveform as being of another type, and Indecisions are cases 
where the net could not decide conclusively on the type of the presented waveform. 
Successful Identifications do not fall into either of these categories, and SNR is the 
Signal-to-Noise Ratio in decibels [dB]. 
0.1. MLP with 75 hidden nodes 
As can be seen from Figure D - 1 below, extremely good classification was obtained 
with this network. The waveforms were almost always identified correctly for SNRs 
above 20.0dB (the region of interest), a range which covered the expected SNR of 
25.0dB more than adequately. At higher noise levels, performance decreased for the si-
nusoidal and the triangular waveforms. This was expected, since the net was not trained 
at such high noise levels and would not be able to generalise to the required extent. The 
square wave, on the other hand, was classified perfectly irrespective of the noise level 
present. 
Inspection of Table D - 1 further shows that until a SNR below 9 .1 dB, unsuccessful 
classifications were not due to identification errors. Therefore the network did not con-
fuse waveforms over a noise region exceeding the region of interest, and hence is quite 
robust and reliable. Such performance indicates that this particular implementation of the 
MLP is suited to the task of identifying the waveforms. 
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Very poor performance was obtained with this MLP structure, although the square wave 
was again correctly identified at all noise levels (Figure D - 2). For the sinusoidal wave-
form in particular, bad results were produced even without noise being present in the 
signal. Inspection of Table D - 2 shows that this was caused by network indecision 
though, and not misclassifications. As similar behaviour is seen for the triangular wave, 
it can be surmised that the network did not form clearly separated feature-space regions 
13 a and 17 are learning algorithm parameters. 
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for these two waveforms. Instead the regions overlap, causing the network to produce a 
'high' output at more than one output node when presented with either waveform. 
In this case, the failure to form separable feature-space regions can be attributed to insuf-
ficient network training. As the length of the learning process was found to be fairly 
consistent during several runs with this network, it can be concluded that training was 
terminated prematurely due to convergence to a local minimum of the objective func-
tion. Hence this network is in fact not fully trained and will produce unreliable perform-
ance. As such, it should not be used for the classification task. 
SIR Stuaidil\\!i,oe Triqp,rWM S<J-Wwe 
~ 
ilnijiam, linifialm /rrmskm 
%fvu:eef,i /cJ.nijialicn ilnijiam, 
ln:b:isi<m 
'Y&=,ji/ linifialm linifialm ln:msxm %c,arofti .-,.. £mr.; llitiJiaim .-,.. &,r,. llitiJiaim .-,.. £mr.; Jdnificaims 
cc. 119'.l 0 400 S882 119'.l 0 0 UXlOO 119'.l 0 0 10000 
~o 119'.l 0 2Zl 812; 119'.l 0 86 '11.TI 119'.l 0 0 10000 
3)0 119'.l 0 n 74~ 119'.l 0 235 !1125 119'.l 0 0 10000 
165 119'.l 0 m l'B.32 119'.l 0 318 73.28 119'.l 0 0 10000 
140 119'.l 0 425 61~ 119'.l 0 421 61.6! 119'.l 0 0 10000 
120 119'.l 0 478 59.KJ 119'.l 0 513 56.111 119'.l 0 0 10000 
105 119'.l 0 sm 57.82 119'.l 0 561 S2.61 119'.l 0 0 10000 
91 119'.l 0 fill 49.58 1191 0 632 46.91 119'.l 0 0 10000 
80 119'.l 3 591 ~l.Cl! 1191 0 6lfl 4232 119'.l 0 0 100.00 
69 119'.l 3 634 46.47 119'.l I 7~ lS.'JI 119'.l 0 0 100.00 
60 119'.l IO 617 47.31 1191 6 ;<J4 32.KJ 119'.l 0 0 10000 
Table D - 2. Classification results: MLP with 40 hidden nodes, small afinal and 11tinai· 
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Figure D - 2. Signal recognition rates: 40 hidden nodes, small afinal and 'llfinai· 
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D. 3. MLP with 40 hidden nodes, large ar;nai and 1ltina1 
This version of the network considered in §D.2 produced classification performance 
comparable to and slightly better than that of the 75 node network discussed in §D.1. 
The square waveform was again correctly recognised under all noise conditions, and the 
reliability shown by the results in Figure D - 3 and Table D - 3 makes this network very 
suitable for waveform identification. 




'Y.:C,W?SSjii ldnijiati<n ldnijiati<n 
. fn:msiar; 
%.':u:,zr;fiJ ldnijiati<n Unifi<uia, 
fn:msiar; 
'Y.:C,W?SSjii ,_,., &,rr.; ld!lti_fio7i<n ,_,., &,rr.; ld!lti_fio7i<n ,-,:., &,rr.; llitifiatim; 
"' ll'U 0 0 100.00 ll'U 0 0 100.00 ll'U 0 0 100.00 
:?t>O ll'U 0 0 100.00 ll'U 0 0 100.00 ll'U 0 0 100.00 
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6.0 ll'U 7 526 5521 1193 5 616 ,f/,'l:, ll'U 0 0 10000 
Table D - 3. Classification results: MLP with 40 hidden nodes, large Urinal and TJr,081• 
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0.4. MLP with 20 hidden nodes 
A relatively small structure, this network nevertheless gave classification results which 
were virtually identical to those observed in §D.3 above. The square wave was again 
identified correctly at all noise levels, and the network proved to be robust, reliable and 
well suited to the waveform identification task. Table D - 4 and Figure D - 4 below pres-
ent the classification results for this network. 




%~='1ii kbtijkukn khtijiai«n 
Jn:Jx:isi<:lli 
%~1.:1rt..'Yfii khtijiaikn k»tijialim 
!nfu.\jur,· 
%!:jaa'\fii 
.-,xi· mu, khtifio:iim; ~ Emr; ldnifar,imi Aaenrn £nu,· ldnifi~i<n; 
,; 11<:0 0 0 100.00 11<:0 0 0 100.00 11<:0 0 0 100.00 
:?60 11<:0 0 0 100.00 11<:0 0 0 100.00 11<:0 0 0 100.00 
JlO 11<:0 0 15 ~74 11<:0 0 3 S9.75 11<:0 0 0 100.00 
16.5 11<:0 0 82 93.11 11<:0 0 48 95.'ll 11<:0 0 0 100.00 
14.0 mo 0 1<:0 84.(ll 11<:0 0 124 89.51! 11<:0 0 0 100.00 
120 11<:0 0 223 81.26 11<:0 0 242 79.ffi 11<:0 0 0 100.00 
105 11<:0 0 326 72.61 11<:0 0 329 72.35 11<:0 0 0 10000 
91 11<:0 0 395 ffi.81 11<:0 0 435 6.145 11<:0 0 0 100.00 
&O 1191 3 43& 62.'ll 1192 I 476 '.Iii.~ 11<:0 0 0 100.00 
6.9 1191 3 476 '.9.78 11<:0 3 568 52.CI! 11<:0 0 0 10000 
60 11<:0 10 540 SJ.78 1191 4 ';f)6 49.62 11<:0 0 0 10000 
Table D - 4. Classification results: MLP with 20 hidden nodes. 
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Figure D - 4. Signal recognition rates: 20 hidden nodes. 
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D. 5. General Remarks on the Results 
Small incidence of signal misclassification 
A global trend evident from the presented results is that all the networks put through the 
classification test displayed very minimal instances of actual misclassification, and then 
only at SNRs below 9.ldB (see the Identification Errors columns in the respective Clas-
sification Results tables above). This behaviour is very important in this application, as it 
means that at the expected SNR the chances of the network mistakenly identifying a 
waveform as being of another type are very small. Hence it is unlikely that such a net-
work would cause spurious controller reconfiguration, which would lead to system in-
stability. 
Reasons/or misclassifications and/or inconclusive results 
Although most14 of the neural network classifiers considered here exhibited exceptional 
behaviour during testing, there were instances when such a network either could not 
classify a signal or else classified it as belonging to the wrong category. The reasons for 
this are set out below: 
I. Excessive levels of signal noise:- the most errors and inconclusive results 
were observed at fairly high noise levels (SNR < 12.0dB), when the net-
work's generalisation capabilities were at their limit. The network was 
trained on data with a SNR of20.0dB, so would exhibit best generalisation in 
the region of that value; 
2. Waveform sampling using the wrong fitting interval:- this can occur if the 
waveform period is measured in a particular quarter-period section and the 
fitting interval f_ dt is set accordingly, but then the signal type or period is 
changed before or during the subsequent sampling process. The resultant 
samples may not be of a quarter-period section and will form an "arbitrary" 
shape. Such a shape may resemble either one of the other known signal types 
14 Although these reasons can also apply to the neural network of §0.2, that net's poor classification per-
fonnance is due mainly to it being insufficiently trained, as discussed in that Section. 
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(misclassification) or else none that the network was trained on (inconclusive 
result); 
3. The similarity between the sinusoidal and the triangular waveforms:- from 
the point of view of the shape of the waveforms (which are amplitude and 
frequency normalised), these two types can be very similar, leading to some 
confusion. This is especially the case in the presence of high signal noise lev-
els, when the network may be confused between the two. A misclassification 
would then occur; 
4. Attempt to identify an arbitrary waveform:- if the signal that the network is to 
identify is not of the type it was trained on (square, triangular, sinusoidal), the 
network will not be able to classify it and will return an inconclusive result. 
(However, if the arbitrary waveform is structurally similar to one of the three 
recognised waveforms, it will be classified as such.) 
Perfect classification of the square wave 
For each of the noise levels used during the tests, all of the tested networks correctly 
identified the square wave. This performance was expected, and the reasons for it are 
based on the fact that the square wave is substantially different in shape from the sinu-
soidal and the triangular waveforms. 
Samples of the square wave occupy a much smaller subspace of the input space, centred 
around a relatively constant value(~ 0.8 Volts) even at high noise levels. In contrast, 
the corresponding samples of the other two signals always span the entire input space 
(0.0-1.0 Volts). Furthermore, due to the nature of the best-fit filter used to smooth the 
waveforms, this subspace is made even smaller after filtering. 
The neural network classifies input patterns based on the feature-space regions they fall 
into. Both the size and the location of these regions in the feature-space depend to an 
extent on the size and location (in the input space) of the original input subspace. Hence, 
for a given noise level the feature-space region corresponding to the square wave is not 
only smaller than, but also located further away from both the sinusoidal wave region 
and the triangular wave region. This in tum means that it is easier for the neural network 
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to form clearly separating hyperplanes between the square wave region and the other two 
feature-space regions, thereby greatly increasing the probability of correctly classifying 
square wave samples. 
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Appendix E. Miscellaneous Derivations and Formulae 
E. 1. Plant Transfer Function g(s) 
The plant under consideration was a simple servo motor, for which a first order repre-
sentation was required: 
g(s) = C [Volts] 
l+s·D [Volts] 
Several values of the parameters C and D were obtained from standard open loop step 
tests (both step up and step down) of the plant, and these were then averaged to produce 
the parameters used in the final model (here given with their standard deviation): 
Step Test# C [Volts/Volts/ D [seconds/ 
1 1.80 0.90 
2 1.70 0.90 
3 1.65 0.70 
4 1.65 0.70 
Average 1.70±0.07 0.80±0.12 
Table E - 1. Plant step test results. 
Therefore, the final plant model used was: 
( ) 1.70 [Volts] 
g s = 1 + 0.80 · s [Volts] 
E. 2. Minimum Expected Signal-to-Noise Ratio 
The plant output and the reference signal need to be measured at given intervals to 
monitor the system's performance. Sampling of these signals will introduce some noise 
due to quantisation errors, and the signals themselves may contain noise. As the level of 
noise present is important to the performance of the hybrid control system (HCS) and 
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influences its design, an expected Signal-to-Noise Ratio (SNR) was determined. This 
SNR is an indicator of the average levels of noise that are expected to be present at any 
one time during sampling of the necessary signals. 
The expected SNR was determined by measuring a constant signal of known amplitude 
with the analogue-to-digital converter (ADC) that will be used with the HCS. The differ-
ence between the measured and the known values was used as an approximation of the 
sampling noise level. Several known signal amplitudes were used, spanning the entire 
input range of the ADC, and repeated readings were taken for each amplitude. The aver-
age measured values for each amplitude are shown in Table E - 2 below, together with 
the corresponding SNR. 
Known Amplitude Measured Amplitude Noise Amplitude SNR 
A1 A2 abs(ArAiJ 20/og/A/abs(A1-Az}J 
/Volts} /Volts} [Volts} /dB} 
1.00 1.01 0.01 40.0 
2.00 2.01 0.01 46.0 
4.00 4.01 0.01 52.0 
6.00 6.03 0.03 46.0 
8.00 8.03 0.03 48.5 
10.00 9.99 0.01 60.0 
Average SNR 48.8 
Table E - 2. Measured Signal-to-Noise Ratios. 
Halving this average SNR to obtain a reasonable margin of error, then rounding for ease 
of working: 
expected SNR = 24.4dB 
= 25.0dB 
Hence the HCS was designed for an expected SNR of 25.0dB. 
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E. 3. Statistical Formulae 









Jacek A Narotny 
For a set of n observations Xi which are ranked from 1 ton in order of magnitude, 
{ 
Xm+I 
median= (x +x ) 
m m+l 
2 
V n=(2·m+l), m EZ; 
V n = 2 · m, m E Z; 
3. Standard deviation 
a= 




i=I xi ER 
5. Cumulative Product 
product= fl xi 
11 
{i,n EZ 
i=I xi ER 
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Appendix F. Index of Enclosed Software 












id set e.exe 











on dta c.exe 
nn _ trn _ c.pas 






Neural network weights, 20 hidden nodes. 
Turbo Pascal video drivers. 
Unit containing neural network construction and training utilities. Created by Werner 
Trossbach, UCT, 1994. 
Source code and executable for the HCS real-time control module. 
Source code and executable for the Hybrid Switching Control System (HCS) simula-
tion. 
Performs classification tests on a given neural network represented by its weight file. 
Unit containing supervisory control utilities. 
Unit containing utilities for interfacing to the DT280 I ADC/DAC card. 
Unit containing miscellaneous utilities implementing neural network and mathemati-
cal functions. 
Unit containing signal generation utilities. Created by Martin Braae, UCT, 1995. 
Graphing utilities. Created by Martin Braae, UCT, 1995. 
Generates network training data for a particular setpoint type. 
Trains a particular network structure using sample data from specified training files. 
Simple utility to test the functionality of the ADC/DAC card. 
Binary object equivalents of the Turbo Pascal video drivers. 
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