We consider large random matrices with a general slowly decaying correlation among its entries. We prove universality of the local eigenvalue statistics and optimal local laws for the resolvent away from the spectral edges, generalizing the recent result of [2] to allow slow correlation decay and arbitrary expectation. The main novel tool is a systematic diagrammatic control of a multivariate cumulant expansion.
Introduction
In recent years it has been proven for increasingly general random matrix ensembles that their spectral measure converges to a deterministic measure up to the scale of individual eigenvalues as the size of the matrix tends to infinity, and that the fluctuation of the individual eigenvalues follows a universal distribution, independent of the specifics of the random matrix itself. The former is commonly called a local law, whereas the latter is known as the Wigner-Dyson-Mehta (WDM) universality conjecture, first envisioned by Wigner in the 1950's and formalized later by Dyson and Mehta in the 1960's [36] . In fact, the conjecture extends beyond the customary random matrix ensembles in probability theory and is believed to hold for any random operator in the delocalization regime of the Anderson metal-insulator phase transition. Given this profound universality conjecture for general disordered quantum systems, the ultimate goal of local spectral analysis of large random matrices is to prove the WDM conjecture for the largest possible class of matrix ensembles. In the current paper we complete this program for random matrices with a general, slow correlation decay among its matrix elements. Previous works covered only correlations with such a fast decay that, in a certain sense, they could be treated as a perturbation of the independent model. Here we present a new method that goes well beyond the perturbative regime. It relies on a novel multi-scale version of the cumulant expansion and its rigorous Feynman diagrammatic representation that can be useful for other problems as well. To put our work in context, we now explain the previous results.
In the last ten years a powerful new approach, the three-step strategy has been developed to resolve WDM universality problems, see [22] for a summary. In particular, the WDM conjecture in its classical form, stated for Wigner matrices with a general distribution of the entries, has been proven with this strategy in [14, 15, 20] ; an independent proof for the Hermitian symmetry class was given in [42] . Recent advances have crystallized that the only model dependent step in this strategy is the first one, the local law. The other two steps, the fast relaxation to equilibrium of the Dyson Brownian motion and the approximation by Gaussian divisible ensembles, have been formulated as very general "black-box" tools whose only input is the local law [31, 17, 32] . Thus the proof of the WDM universality, at least for mean field ensembles, is automatically reduced to obtaining a local law.
Both local law and universality have first been established for Wigner matrices, which are real symmetric or complex Hermitian N × N matrices with mean-zero entries which are independent and identically distributed (i.i.d.) up to symmetry [15, 16] . For Wigner matrices it has long been known that the limiting, or self-consistent density is the Wigner semicircle law. In subsequent work the condition on the i.i.d. entries has been relaxed in several steps. First, it was proven in [20] , that for generalized Wigner ensembles, i.e., for matrices with stochastic variance profile and uniform upper and lower bound on the variance of the matrix entries, the local law and universality also hold, with the self-consistent density still given by the semicircle law. Next, the condition of stochasticity was removed by introducing the Wigner-type ensemble [3] , in which case the self-consistent density is, generally, not semicircular any more. Finally, the independence condition was dropped and in [2] both a local law on the optimal local scale and bulk universality were obtained for matrices with correlated entries with fast decaying general correlations. Special correlation structures were also considered before in [1, 11] on a local scale. We also mention that there exists an extensive literature on the global law for random matrices with correlated entries [39, 8, 6, 25, 26, 40, 9] . These results, however, either concern Gaussian random matrices or more specific correlation structures than considered in the present work. In a parallel development the zero-mean condition on the matrix elements has also been relaxed. First this was achieved for the deformed
The smallness of D and stability of the MDE against small perturbations imply that G is indeed close to M . The necessary stability properties of the MDE have already been established in [2] , so the main focus in this paper is to bound D in appropriate norms that can then be fed into the stability analysis. Most proofs of the previous local laws loosely follow a similar strategy of first reducing the problem to a smaller number of relevant variables, such as the diagonal entries of G. Instead, correlated ensembles require to carry out the analysis genuinely on the matrix level since G is not even approximately diagonal. This key feature distinguishes the current paper as well as [2] from all previous works, where the Dyson equation was only a scalar equation for the trace of the resolvent or a vector equation for its diagonal elements. Although adding a general expectation matrix A to a Wigner matrix already induces a non-diagonal resolvent, diagonalization of A reduced the analysis to the scalar level in [28] . A similar algebraic reduction is not possible for general correlations even if they decay as fast as in [2] . However, in [2] every matrix quantity, such as G or M , still had a very fast off-diagonal decay and thus it was possible to focus only on matrix elements very close to the diagonal; the rest was treated as an irrelevant error. For the slow correlation decay considered in this paper such direct perturbative treatment for the off-diagonal elements is not possible. In fact, with our new method we can even handle the essentially optimal integrable correlation decay on a scale √ N near the diagonal. To obtain a probabilistic bound on D, essentially two approaches are available. When G is approximately diagonal and when the columns of H are independent, one may use resolvent expansion formulas involving minors that lead to standard linear and quadratic large deviation bounds -a natural idea that first arose in the works of Girko and Pastur [24, 38] , as well as in the works of Bai et. al., e.g. [7] . For correlated models the natural extension of this method requires a somewhat involved successive expansion of minors; this was the main technical tool in [2] . This approach is thus restricted to very fast correlation decay since it is essentially a perturbation around nearly diagonal matrices. The alternative method relies on the cumulant expansion of the form E hf (h) = k (κ k+1 /k!) E f (k) , where κ k is the k-th order cumulant of the random variable h. To our knowledge, the power of this expansion in studying resolvents of random matrices was first recognized in [30] and it has been revived in several recent papers, e.g. [27, 33, 21] . It gives more flexibility than the minor expansion on two accounts. First, it can handle the stochastic effect of individual matrix elements instead of treating an entire column at the same time. This observation was essential in [28] to handle deformations of Wigner matrices with an arbitrary expectation matrix. Single entry expansions, as opposed to expansion by entire columns, also appeared in the proof of a version of the fluctuation averaging theorem [19] , but in this context it did not have any major advantage over the row expansions. Secondly, a multivariate version of the cumulant expansion is inherently well suited to correlated models; it automatically keeps track of the correlation structure without artificial cut-offs and strong restrictions on the off-diagonal decay. This is the method we use to bound D in the current work to handle the slow correlation decay effectively.
After presenting our main results in Section 2, in Section 3.1 we first give a multivariate cumulant expansion formula with an explicit error term that is especially well suited for mean field random matrix models. The main ingredient is a novel precumulant decoupling identity, Lemma 3.4. We were not able to find these formulas in the literature; related formulas, however, have probably been known. They are reminiscent to the Wick polynomials, their relationship is explained in Appendix B. Some consequences are collected in Section 3.2 via toy models. When applying it to our problem, in order to bookkeep the numerous terms, we develop a graphical language which allows us to actually compute E |Λ(D)| p up to a tiny error for arbitrary linear functionals Λ. The structure of D contains an essential cancellation: the term (H − A)G is compensated by S[G]G that acts as a counter term or self-energy renormalization in the physics terminology. Our cumulant expansion automatically exploits this cancellation to all orders and the diagrammatic representation in Sections 3.3-3.6 conveniently visualizes this mechanism. Section 3 contains the main novel part of this paper, in Section 4 we combine the bounds on D with the stability argument for the MDE to prove the local law. Section 5 is devoted to the short proofs of bulk universality and other natural corollaries of the local law.
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Main results
For a Hermitian N × N random matrix H = H (N ) we denote its resolvent by
where the spectral parameter z is assumed to be in the upper half plane H. The first two moments of H determine the limiting behaviour of G(z) in the large N limit. More specifically, let
where S is a linear map on the space of N × N matrices and W is a random matrix with zero expectation. Then the unique, deterministic solution M = M (z) to the matrix Dyson equation (MDE)
under the constraint
approximates the random matrix G(z) increasingly well as N tends to ∞. The properties of (1) and its solution have been comprehensively studied in [2] . In particular, it has been shown that
is the Stieltjes transform of a measure µ on R, which we call the self-consistent density of states, and whose support supp µ we call the self-consistent spectrum. Under an additional flatness Assumption (see Assumption (E) later) it has also been shown that µ is absolutely continuous with compactly supported Hölder continuous probability density
and that
is the harmonic extension of ρ : R → [0, ∞). Moreover, (1) is stable with respect to small additive perturbations and therefore it is sufficient to show that the error matrix D = D(z) defined by
is small. Choosing the correct norm to measure smallness of the error terms is a key technical ingredient. Similarly to the resolvent G, the error matrix D is very large in the usual induced p → q matrix norms, but its quadratic form x, Dy is under control with very high probability for any fixed deterministic vectors x, y. Furthermore, to improve precision, we will distinguish two different concepts of measuring the size of D. We will show that D can be bounded in isotropic sense as | x, Dy | x y / √ N z for fixed deterministic vectors x, y as well as in an averaged sense as N −1 |Tr BD| B /N z for fixed deterministic matrices B. Here x , y , B denote the standard (Euclidean) vector norm x z . .= 1 + |z| for the complex number z, but this should not create confusions as it will only be used for z. We will furthermore use the maximum norm and the normalized Hilbert-Schmidt norm
Assumptions. We now formulate our main assumptions on W and A.
Assumption (A) (Bounded expectation).
There exists some constant C such that A ≤ C for all N .
Assumption (B) (Finite moments)
. For all q ∈ N there exists a constant µq such that E |wα| q ≤ µq for all α.
Next, we formulate our conditions on the correlation decay conveniently phrased in terms of the multivariate cumulants κ of random variables of { wα | α ∈ I }. In Appendix A we recall the definition and some basic properties of multivariate cumulants. First we present a simple condition in terms of a tree type ρ-mixing decay of the cumulants with respect to the standard Euclidean metric on [N ] 2 . Later, in Section 2.1, we formulate weaker and more general conditions which we actually use for the proof of our results but their formulation is quite involved, so for the sake of clarity we first rather state simpler but more restrictive assumptions.
Consider
2 equipped with the standard Euclidean distance modulo the Hermitian symmetry, i.e., for α, β ∈ I we set d(α, β) . .= min{|α − β| , α t − β } where α t . .= (b, a) for α = (a, b). This distance naturally extends to subsets of I, i.e.,
Assumption (CD) (Polynomially decaying metric correlation structure). For the k = 2 point correlation we assume a decay of the type
for some s > 12 and all square integrable functions f1, f2. For k ≥ 3 we assume a decay condition of the form
where Tmin is the minimal spanning tree in the complete graph on the vertices 1, . . . , k with respect to the edge length d({i, j}) = d(supp fi, supp fj), i.e., the tree for which the sum of the lengths d(e) is minimal, and κ({i, j}) = κ(fi, fj).
A correlation decay of type (5b) is typical for various statistical physics models, see, e.g. [12] . Besides the assumptions on the decay of correlations we also impose a flatness condition to guarantee the stability of the Dyson equation:
Assumption (E) (Flatness). There exist constants 0 < c < C such that
for any positive semi-definite matrix T .
We now formulate our main theorem on the isotropic and averaged local laws. They compare the resolvent G with the (unique) solution to the MDE in (1) away from the spectral edges. To specify the range of spectral parameters z we define two spectral domains specified via any given parameters δ, γ > 0. Outside of the self-consistent spectrum we will work on
for some arbitrary fixed C0 ≥ 100. Under Assumption (E), which guarantees the existence of a density ρ, we consider the spectral domains
that will be used away from the edges of the self-consistent spectrum. 
for all deterministic vectors x, y ∈ C N and we have the averaged law away from the spectrum,
for all deterministic matrices B ∈ C N ×N . In fact, for small , δ can be chosen such that δ = c for some absolute constant c > 0. Here
depending only on its arguments and the constants in Assumptions (A)-(CD). Moreover, instead of Assumption (CD) it is sufficient to assume the more general Assumptions (C) (or (C)' for complex Hermitian matrices) and (D), as stated in Section 2.1.
If we additionally assume flatness in the form of Assumption (E), then we also obtain an optimal local law away from the spectral edges, especially in the bulk,
Theorem 2.2 (Local law in the bulk of the spectrum). Under Assumptions (A), (B), (CD) and (E), the following statements hold:
For any γ, > 0 there exists δ > 0 such that for all D > 0 we have the isotropic law in the bulk,
for all deterministic vectors x, y ∈ C N and we have the averaged law in the bulk,
for all deterministic matrices B ∈ C N ×N . In fact, δ can be chosen such that δ = c min{ , γ} for some absolute constant c > 0. Here Note that both theorems cover the regime where z is far away from the spectrum; in this case the estimates in Theorem 2.1 are stronger and require less conditions. Theorem 2.2 is really relevant when z is inside the bulk of the spectrum and z is very small; this is why we called it local law in the bulk. Typically this regime is characterized by ρ( z) ≥ δ for some δ > 0, but in Theorem 2.2 it is extended to ρ( z) ≥ N −δ for some sufficiently small δ > 0. The local law is the main input for eigenvector delocalization, eigenvalue rigidity and universality, as stated below. We formulate them as corollaries since they follow from a general theory that has been developed recently. We explain how to adapt the general arguments to prove these corollaries in Section 5.
Corollary 2.3 (No eigenvalues outside the support of the self-consistent density). Under the assumptions of Theorem 2.1 it holds that
for any , D > 0, where supp µ ⊂ R is the support of the self-consistent density of states µ.
Corollary 2.4 (Bulk delocalization). Under the assumptions of Theorem 2.2 it holds for an
2 -normalized eigenvector u corresponding to a bulk eigenvalue λ of H that 
Corollary 2.5 (Bulk rigidity
For proving the bulk universality we replace the lower bound from Assumption (E) by the following, stronger, assumption:
Assumption (F) (Fullness).
There exists a constant λ > 0 such that
for any deterministic matrix B of the same symmetry class as H. 
Corollary 2.6 (Bulk universality). Under the assumptions of Theorem 2.2 and additionally Assumption (F) the following holds: Let
for all τ > 1 and some P > 0. This pseudometric naturally extends to I as a product metric modulo the symmetry, 2.1. Relaxed assumption on correlation decay. We now state the more general conditions on the correlation structure which are actually used in the proof of Theorem 2.2 and its corollaries, and are implied by Assumption (CD). For the more general conditions we split the correlation into two regimes. First, we assume the boundedness of certain norms on cumulants κ(α1, . . . , α k ) . .= κ(wα 1 , . . . , wα k ) of matrix entries wα, which are modifications of the usual 1 -summability norm
Assumption (C) (κ-correlation decay).
There exists a constant C such that for all R ∈ N and > 0
where the norms |||·||| k and |||·||| iso 2 on k-th order cumulants are defined later in (8) .
If the matrix W is complex Hermitian we use Assumption (C)' , as stated in Appendix C instead of Assumption (C).
Secondly, beyond certain neighbourhoods of size √ N we assume a finite polynomial decay of correlations that is reminiscent of the standard ρ-mixing condition in statistical physics (see, e.g. [10] for an overview of various mixing conditions). We will need this decay in a certain iterated sense that we now formulate precisely.
Assumption (D) (Higher order correlation decay).
There exists µ > 0 such that the following holds: For every α ∈ I and q, R ∈ N there exists a sequence of nested sets
for any n1, . . . , nq < R, α1, . . . , αq ∈ I and functions f, g1, . . . , gq. We will refer to these sets as " Cumulant norms. In order to formulate the conditions on the cumulants concisely, we from now on assume that W is real symmetric. We refer the reader to Appendix C for the necessary modifications for the complex Hermitian case. In Appendix A we will recall the equivalent analytical and combinatorial definitions of κ for the reader's convenience (see also [41] ). We note that κ is invariant under any permutation of its arguments. Here we recall one central property of cumulants (which is also proved in the appendix): If wα 1 , . . . , wα j are independent from wα j+1 , . . . , wα k for some 1 ≤ j ≤ k − 1, then κ(α1, . . . , α k ) vanishes. Intuitively, the k-th order cumulant κ(α1, . . . , α k ) measures the part of the correlation of wα 1 , . . . , wα k , which is truly of k-body type. For our results, cumulants of order four and higher require simple 1 -type bounds, while the second and third order cumulants are controlled in specific, somewhat stronger norms. Finiteness of these norms imply a decay of correlation in a certain combinatorial sense even without a distance on I. The isotropic and the averaged bound on D require slightly different norms, so we define two sets of norms distinguished by appropriate superscripts and we also define their sums without superscript. For k-th order cumulants we set
where the averaged norms are given by
and the infimum is taken over all decompositions of κ in four symmetric functions κ dd , κ cd , etc. The corresponding norms are given by
For the isotropic bound we define
where the infimum is also taken over all decomposition of κ into the sum of symmetric κc and κ d . The norm definitions in (8b) and (8d) require some explanation of the used notations. If, in place of an index a ∈ J, we write a dot (·) in a scalar quantity then we consider the quantity as a vector indexed by the coordinate at the place of the dot. For example κ(a1·, a2b2) is a Jvector, the i-th entry of which is κ(a1i, a2b2) and therefore the inner norms in (8d) indicate vector norms. In contrast, the outer norms indicate the operator norm of the matrix indexed by star ( * ). In other words, A( * , * ) refers to the operator norm of the matrix with matrix elements A(i, j 
we thus have to choose s ≥ 12/(1 − 4µ). The tree decay structure (5b) then ensures that Assumption (D) is satisfied for all q. 
Bound on the error matrix D through a multivariate cumulant expansion
In this section we prove an isotropic and averaged bound on the error matrix D defined in (4) , in the form of high-moment estimates. To formalize the bounds, we define the high-moment norms for random variables X and random matrices A by
x, Ay p = sup
where the supremum is taken over deterministic vectors x, y.
Theorem 3.1 (Bound on the Error). Under Assumptions (A), (B) and (D), there exist a constant
where q = C * p 4 /µ , R = 4p/µ, and for convenience we separately defined 
in terms of joint cumulants κ(α1, . . . , α k ) of the entries of W and expectations of products of factors of the form
where ∆ α is the matrix of all zeros except for a one in the α-th entry. In other words, we express (13) solely in terms of matrix elements of G, which allows for a very systematic estimate. For the main part of the expansion we will then specialize to
Dy or their complex conjugates, and develop a graphical representation of the expansion. In this framework both the averaged and the isotropic bound on D reduce to a sophisticated power counting argument whichwith the help of Ward estimates -directly gives the desired size of the averaged and isotropic error.
3.1. General multivariate cumulant expansion. The goal of this section is the derivation of a finite-order multivariate cumulant expansion with a precise control on the approximation error. We begin by introducing the concept of pre-cumulants and establishing some of their important properties. For any collection of random variables X, Y1, . . . , Ym we define the quantities
for m ≥ 1, that depend on real parameters t1, . . . , tm ∈ [0, 1]. We will call them time ordered pre-cumulants. We moreover introduce the integrated symmetrized pre-cumulants
where S |Y | is the group of permutations on a |Y |-element set and dt = dt1 . . . dtm indicates integration over [0, 1] |Y | . Note that the first variable X of K(X; Y ) plays a special role. Moreover, K(X; Y ) is invariant under permutations of the components of the vector Y . These pre-cumulants are -other than the actual cumulants -random variables, but their expectations turn out to produce the traditional cumulants, justifying their name. While they appear to be very natural objects in the study of cumulants, we are not aware whether the pre-cumulants K have been previously studied, and whether the result of the following lemma is already known.
Lemma 3.4 (Pre-cumulant Lemma). Let X be a random variable and let Y , Z be random vectors. Then we have
and the pre-cumulant decoupling identity Proof. By the definition of the pre-cumulants, we have for Y = (Y1, . . . , Ym)
Multiplying out the brackets and pulling the characteristic functions involving the t-variables out of the expectations, each term is a product of moments of (X, Y )-monomials. We rearrange the sum according to the number of moments in the form that
, where φ b contains exactly b moments. These terms are given by (16) and the integral in (16) can be computed to give
If j1 = 1, then the last expectation in (16) should be interpreted as X and not E X, and the last indicator in (16) is void, i.e., should be considered as 1. Let the summation indices 1 ≤ j1 < · · · < j b ≤ m be fixed and fix a labelled partition of
all produce the same term
We note that π1 plays a special role since it is explicitly allowed to be the empty set, in which the last factor is just X. The combinatorial factor V is precisely cancelled by the number of such permutations, i.e., 1/V . Thus (16) can be rewritten as
and therefore
where the b = 0 contribution should be understood as (ΠY )X.
We recognize the expectation of (17a) as the sum over all unlabelled partitions P (X, Y ) with |P| = b + 1 blocks, undercounting by a factor of b! as the first b factors on the rhs. of(17a) after taking the expectation are interchangeable (the last factor is special due to X). We can thus conclude that E K(X; Y ) reads
where we used (91) in the ultimate step, an identity that is equivalent to the analytical definition of the cumulant, see Appendix A for more details. This completes the proof of (14a). Now (14b) follows from first separating b = 0 to produce the X(ΠY ) term and then separating the π b+1 summation in (17b) so that Yπ b+1 plays the role of Y for Y = ∅. The sum over the remaining moments is exactly the cumulant κ(X, Y \ Y ), see (18) . Finally, the term Y = ∅ in (14b) cancels the first κ(X, Y ) term, completing the proof of (14b). The identity (14c) follows from (14b) where Y plays the role of Y Z. The Z = Z term is considered separately, and then the identity (14b) is used again, this time for X and Y .
We consider a random vector w ∈ R I , indexed by an abstract set I, and a sufficiently often differentiable function f :
The goal is to derive an expansion for E wi 0 f (w) in the variables indexed by a fixed subset N ⊂ I that contains a distinguished element i0 ∈ N . The expansion will be in terms of cumulants κ(wi 1 , . . . , wi m ) and expectations
where we identify ∂i = ∂w i . To state the expansion formula compactly we first introduce some notations and definitions. We recall that a multiset is an unordered set with possible multiple appearances of the same element. For a given tuple i = (i1, . . . , im) ∈ N m we define the multisets 
where we consider as a disjoint union in the sense that w m 0 has m + 1 elements (counting repetitions), regardless of whether
. Similarly, we write w * ⊂ w to indicate that w * is a sub-multiset of a multiset w. As cumulants are invariant under permutations of its entries we will write κ(w) for multisets w of random variables. We will also write
Equipped with Lemma 3.4 we can now state and prove the version of the multivariate cumulant expansion with a remainder that is best suitable for our application. Recall from (19) 
Here we introduced a decomposition w = (w , w ) of all random variables w = wI such that w = wN = (wi | i ∈ N ) and w = wN c = (wi | i ∈ I \ N ) and we write
Proof. For functions f = f (w), g = g(w) a Taylor expansion yields, for any s ≥ 0,
and after another Taylor expansion to restore f (w , w ) in the first term we find
Here we follow the convention that if no argument is written, then E g = E g(w). Starting with g(w) = wi 0 , the last term in (22) requires to compute E Kt(wi 0 ; wi)(∂if )(tw , w ) with t = t1, i = i1. So this has the structure E g f (tw , w ) with g = Kt 1 and f = ∂i 1 f and we can use (22) again. Iterating this procedure with
for m = 1, . . . , R, we arrive at
where Kt 1 ,...,tm = Kt 1 ,...,tm (wi 0 , . . . , wi m ) and dt = dt1 . . . dtm. We note that (23) does not include the sum over permutations, but since the summation over all i1, . . . , im is taken we can artificially insert the permutation as in
Now (20a) follows from combining (23) Expansion of a weakly dependent function. Let f and w be as in the proposition and let us suppose that I is equipped with a metric d. We furthermore assume that E w = 0 and that the multivariate cumulants of w follow a tree-like mixing decay structure as in Example 2.10, i.e.,
for some s > 0, where Tmin is the tree such that the sum over d(supp fi, supp fj) along its edges {i, j} ∈ E(Tmin) is minimal. Fix now a finite positive integer parameter R and a large length scale l > 0. Around every i ∈ I we use the metric d to define neighbourhoods
, for some large length scale l and some finite integer parameter R. For definiteness we furthermore assume that I has dimension two in the sense that |N | ∼ l 2 R 2 . We now assume that f does not depend strongly on any single wi, more specifically, for an multi-index i we assume
This bound ensures that the size of the derivative in the Taylor expansion in the neighbourhood N compensates for the combinatorics.
For this setup we want to study the size of the expression
where i1, . . . , ip are in general position in the sense that their N (i k ) neighbourhoods do not intersect. If f were constant we could use the following lemma:
Lemma 3.6. Assume that has a tree-like correlation decay as in (24) and assume that the random variables g0(w), . . . , gp(w) have
Proof. Due to (89) we have that
where the sum goes over all partitions [0, p] and
and due to the assumption of zero mean
It follows that the worst case is given by pair partitions with |A k | = 2 for all A k not containing 0 which completes the proof.
From the lemma with g0 = 1 and g k = wi k for k = 1, . . . , p we conclude that for constant f we have the asymptotic bound f E wi 1 . . . wi p l −s p/2 by the zero mean assumption κ(wi) = E wi = 0. We now want to argue that for weakly dependent f as in (25) a similar bound still holds true although f depends on all variables, so that its presence renders the minimal spanning tree distance trivial and a direct application of (24) would not give any decay. We begin by expanding the first wi 1 to obtain from (20a)
where | → w N =0 means that in all expressions to the right, the argument w is set to zero in the set N , i.e., wN = 0. Here we identified, for notational purposes the cumulants and the pre-cumulants as functions on indices instead of random variables by setting κ(i, j) = κ(wi, w j ) and K(i; j) = K(wi; w j ). Furthermore, we set
The error term can be estimated using (21) , and by comparing the combinatorics |N | R of the summation to the size of the R-th derivative,
We will choose R ≈ ps/4 large, so that the error term is negligible. Iterating this procedure, we find
where → k∈[p] a k indicates that the order of the factors a k is taken to be increasing in k, i.e., as a1 . . . ap. This is important due to the effect of the | → operation on subsequent factors. We now open the bracket and first consider the extreme case, where we take the product all the first terms from each bracket, i.e., the product of of p factors with κ. In this case the summation is of order 1 as the cumulant assumption (24) implies that j∈I k |κ(i, j)| 1 for any fixed i1 if s ≥ 2. Therefore the worst case is when the least total number of derivatives is taken, i.e., when |j l | = 1 for all l, in which case
. Now we consider the other extreme case where all the (K − E K) = (K − κ) factors are multiplied. There we a priori do not see the smallness as the summation size |N | |j 1 |+···+|jp| roughly cancels the derivative size |N | −(1+ )(|j 1 |+···+|jp|) . The desired smallness thus has to come from the correlation decay (24) . We can, however not directly apply the tree-like decay structure since there does not have to be a "security distance" between the supports of w j k and f . For those k with such a security we can apply the tree-like decay immediately, and for those k where there is no such security distance we instead use (14c) to write K − κ approximately as the product of two functions whose supports are separated by a security distance of scale l. Indeed, if j k is not separated from supp f at least by l, then by the pigeon hole principle of placing less than R labels into R nested layers, it splits into two groups j
k of "inside" and "outside" indices such that dist(j (27) where Πj . .= Πw j . When multiplying (27) for all k, in the product of the second terms we (multiplicatively) collect p decay factors l −s , resulting in l −sp . For the product of the first terms we have to estimate a term of the type E g1 . . . gp f with g k being zero mean random variables such that all factors have mutually l-separated support. Here we set g k
and absorbed the Πj
from Lemma 3.6. In this argument we only considered the two extreme cases when we opened the bracket in (26) and even in the product Π(K − κ), after using (27) for each factor we only considered the two extreme cases. There are many mixed terms in both steps but they can be estimated similarly and altogether we have
i.e., a power law decay whose exponent is proportional to the number of factors.
Expansion of multiple weakly dependent functions and self-energy renormalization. Before we consider our specific case we want to explain the cancellation effect of a self-energy renormalization in another example. Let f1, . . . , fp be some functions of w which also depend weakly on each single wi in such a way that |∂ j f | |N | −(1+ )|j| , and let i1, . . . , ip be in general position as in the previous example. We want to study
which, by (26) with f replaced by f k , can be expanded to
Here the second sum is the sum over all partitions j
p , and we choose R ≈ ps/4 , as in the previous example. Thus j l k encodes those derivatives hitting f l which originate from the expansion according to wi k . By expanding the product we can rewrite this expression as
It turns out that in many relevant cases, in particular after the summation over i1, . . . , i k , the leading contribution comes from those k ∈ L1 for which |j k | = 1 and j k k = 1. To counteract these leading terms we subtract this contribution and instead
We note that this renormalization does not affect the power law bound of l −2p + l −sp/2 because it does not change the order of the terms but only excludes certain allocations of derivatives. In our application, where f will be the resolvent of a random matrix, this exclusion can still reduce the effective size of the term considerably. The main effect comes from the Ward identity, a key formula about resolvents of Hermitian matrices,
where η = z. Notice that a sum of order N is reduced to a 1/η factor, so the Ward identity effectively gains a factor of 1/(N η) over the naive power counting. However, this effect is available only if off-diagonal elements of the resolvent are summed up, the same reduction would not take place in the sum a |Gaa| 2 which remains of order N . So the precise index structure is important. It turns out that, when applied to our error term D and its linear functionals Λ(D), the above renormalization removes the "worst" term; the one to which the Ward identity cannot be applied. The next calculation shows this effect in the simplest case.
Exemplary gain through self-energy renormalization. We now give a short calculation to demonstrate the role of selfenergy renormalization term
is the sum of terms of the form wif plus their renormalization −N
To present this example in the simplest form, we assume that W is a Gaussian random matrix which automatically makes all higher order cumulants vanish. We find
the first term of which can be further bounded by
For the second term we instead compute
and we conclude that
Without renormalization, however, i.e., for E N −1/2 W G 2 we, for example, also encounter a term of the type
which is of order 1 because it lacks the gain from the Ward identity.
Computation of high moments of D through cancellation identities.
Equipped with the cumulant expansion from Proposition 3.5, we now aim at expressing E Λ
for linear and conjugate linear functions Λ (j) , purely in terms of the expectation of products of G's in the form
for double indices α1, . . . , α k ∈ I = J × J. The sign choice will make the subsequent expansion sign-free. The reason for the N −k/2 pre-factor is that the Λα 1 ,...,α k terms appear through k derivatives of G's each of which carries a N −1/2 from the scaling
Since the derivatives of G naturally come with many permutations from the Leibniz rule, we will also use the notations (29) for multisets {α1, . . . , αm}, α, β. We will follow the convention that underlined Greek letters denote multisets of labels from I, while non-underlined Greek letters still denote single labels from I. By convention we set Λ ∅ = Λ ∅,β = 0. The last two definitions in (29) reflect the fact that the first index of Λ will often play a special role since derivatives of Λα 1 ,...,α k will all keep α1 as their first index. With these notations, we note that
hold for arbitrary multisets α, where |α| denotes the number of elements (counting multiplicity) in the multiset. We now use Proposition 3.5 to compute E Λ(D)f for any random variable f (later f will be the product of the other Λ's). To do so, we expand
and from (20a) we obtain
Here we follow the convention that β is the tuple with elements (β1, . . . , βm) and β is the multiset obtained from the entries β = {β1, . . . , βm}, and we recall that for I = I we denote κ(wα 1 , . . . , wα k ) and K(wα 1 ; wα 2 , . . . , wα k ) by κ(α1, . . . , α k ) and K(α1; α2, . . . , α k ) (in contrast to the general setting of Section 3.1 where κ was viewed as a function of the random variables). For m = 0 the first term in the first bracket of (30) vanishes due to κ(α) = E wα = 0; for m = 1 its contribution is given by
where we observe that the first term almost cancels the E Λ(S[G]G)f = − α,β∈I κ(α, β)Λ α,β f term except for the small contribution from β ∈ N . We thus rewrite (30) in the form
More generally, following the same computation, we have
We think of the first two terms and the first term of the square bracket in the third term (31b) as the leading order terms. The second summand in the third term will be small due to the structure of the pre-cumulants and the fact that the subsequent function ∂Λf has the N -randomness removed. The fourth term is small because the two sums in the parenthesis almost cancel; and finally the fifth term will be small by choosing R sufficiently large. We call (31) (approximate) cancellation identities as they exhibit the cancellation of second order statistics due to the definition of S and D.
We now use (31b) repeatedly to compute
As a first step we expand the D in the Λ (1) factor, for which the special case (31a) is sufficient and we find
We now distribute the β 1 -derivatives in the last term among the Λ
α 1 and Λ (k) (D) factors according to the Leibniz rule. We handle the ∂ β 1 derivative in the second term similarly but observe that this is slightly different in the sense that the ∂ β 1 derivative does not hit the Λ (1) α 1 factor. In other words, terms involving second order cumulants (m = 1) come with the restriction that
α 1 derivative is absent. This is precisely the effect we already encountered in Section 3.2; the self-energy normalization does not cancel all second order terms, it merely puts a restriction on the index-allocations in such a way that gains through Ward estimates are guaranteed in all remaining terms. In order to write (32) more concisely we introduce the notations
where κS (α1, . . . , α k ) . .= κ( wα 1 , . . . , wα k ) and where W = ( wα)α∈I is an identical copy of W . The reason for introducing this identical copy will become apparent in the next step. We furthermore follow the convention that β
does not appear in the summation (which is the case for all k = l in (33)). Using these notations we can write (32) as
and it remains to estimate the error term Ω which is bounded by
, where we recall the definition of Ω(Λ, α, f ) in (20a) and its bound in (21) . To further estimate this expression, we first distribute the ∂ β 1 derivative to the p factors involving Λ
following the Leibniz rule, and then separate those factors by a simple application of Hölder's inequality into p factors of · 2p norms. Each of these factors can be written as a sum of terms of the type Λ
) 2p for some derivative operator ∂γ. We can then estimate these norms using Λ(R) q ≤ Λ R q , and
where the second inequality follows from Lemma D.3, and we note that Cp|γ| ≤ CRp 2 . We now count the total number of derivatives: There are R + 1 derivatives from |β 1 | and α1, each providing a factor of N −1/2 . It remains to account for the α1, β1-sums which is at most of size α 1 |N (α1)| R ≤ N 2+R/2−µR . We now choose R large enough so that
which is satisfied if we choose R ≥ 3p/µ. Combining these rough bounds we have shown that, up to irrelevant combinatorial factors,
Formula (33) with the bound (34) on the error term is the first step where the cumulant expansion was used in the Λ
factor. Now we iterate this procedure for the Λ
. . inductively. We arrive at the following proposition modulo the claimed bound on the overall error which we will prove after an extensive explanation. 
where "if α k " means "if the sum over α k is performed". Under Assumptions (A), (B) and (D), the error term Ω for R = 4p/µ for some constant C ≥ 1 is bounded by
Here
For (37) we recall the convention that β
is not summed, i.e., for the contribution from the 1 in the l-th factor, or the contribution from # in the l-th factor for k = l. We also note that the terms with a 1 from the first factor vanish as they contain Λ (1) ∅, l>1 β 1 l = 0. Moreover, we can now explain why we introduced the identical copy W of W : If in some step some part of W is set to zero via the
notation, then all the subsequent expansions do not contain this part of W any more since the corresponding K and κ are set to zero. However, when we make use of the cancellation with S[G]G, the summation
. This non-restriction of the particular sum is formally achieved by writing S in terms of κS instead of κ. This is only a notational pedantry, in the next step where we multiply (37) out, it will disappear. We remark that because of the effect of | → W N =0 the order in which the product in (36) is performed matters. It starts with l = 1 and ends with l = p.
We point out that the estimate (38) not only provides the necessary N −p factor, but it also involves at most O(p) power of G q without an extra smallness factor N −µ , see Remark 3.3. While from the perspective of an N -power counting, any factor G q is neutral, of order one, we need to track that its power is not too big. Factors of G q that come with a factor N −µ can be handled much easier and are not subject to the restriction of their power.
We now derive an alternative, less compact formula (39) for (37) which avoids the provisional → notation. By expanding the first product in (37) we can rearrange (37) according to partitions [p] = L1 · · · L4, where Li contains those indices l for which the l-th factor in the product contributes with its i-th term. In particular L . .= L2 L3 L4 ⊂ [p] contains those indices l, for which α l , β l are summed. We shall use the nomenclature that labels α l and the elements of β l are type-l labels. These labels have been generated in the l-th application of the cancellation identities (31) 
have been generated on Λ (k) at the l-th application of (31) . Thus L encodes the types of labels present in the different parts of the expansion. To specify the number of type-l labels we introduce the notations
Thus the number of labels of type l is M l + 1 and the number of type l-labels in
We observe that in all non-zero terms of (37) the labels α l , β l for l ∈ L are distributed to the Λ
(c) for every l ∈ L, there exist at least two and at most R − 1 type-l labels (that is for all l ∈ L, M l ≥ 1), for l ∈ L4 there exist exactly two type-l labels in such a way that
there are exactly two type-l labels, then these two labels must occur in distinct Λ s (that is, if l ∈ L2 and
(e) for every l ∈ L, the first index of
We now reformulate (37) in such a way that we first sum up over the partitions L1 L2 L3 L4 = [p], the collection of
) and the permutations of indices, and only then perform the actual summation over the labels from I. As the first three sums carry no N , they are irrelevant for the N -power counting. From (37) we find
, where
is the sum over all arrays M fulfilling (a)-(e) above and CM are purely combinatorial constants bounded by a function of p, R; CM ≤ C(p, R), in which we also absorbed the (−1)'s from the L4 terms. Moreover,
is the sum over all permutations σ1,. . . , σp in the permutation groups S M 1 , . . . , SMp (where
Finally, we introduced the notations N . In (39) we furthermore used the short-hand notation β k = (β k l ) l∈L for the tuple (ordered according to the natural order on
We note that the artificial κS from (37) has been removed in (39) since we "pushed" the | → -operator all the way to the end. In the following we will establish bounds on (39) for fixed L and M and fixed permutations σ1, . . . , σp. Since the number of possible choices for M , L and permutations is finite, depending on R and p only, this will be sufficient for bounding
We also stress that the (multi)labels β k l themselves are not important, but only their type l. We now turn to the proof of the claimed error bound (38) . So far this was only done for the error from the first cumulant expansion in (36) .
Proof of the error bound in
Recalling the definition of Ω from (20b), this j-th expansion error is given by
where "if (k < j, α k )" means "if k < j and α k is summed". This j-th error Ωj can be estimated through (21) and Assumption (B) by the sum of
over partitions L = L2 L3 L4 ⊂ [j − 1], arrays M fulfilling (a)-(e) above and partitions σ k . In all terms W is a modification of W which differs from W in at most C √ N entries. The previously studied error from (34) for example corresponds to j = 1, L2 = L3 = L4 = ∅. The combinatorics of all these summations are independent of N , hence can be neglected. So we can focus on a single term of the form (40) . The norm in (40) will first be estimated by Hölder and then by (35) to reduce it to many factor of G q . We now have to count the size of the sums, the number of N −1/2 factors from the derivatives, and the number of G q 's we collect in the bound. We start with the sums which are at most of size
Next we count the total number of derivatives. Every index α l and β k l accounts for a derivative, and each derivative contributes a factor of N −1/2 . So we have
so that altogether we have an N -power of
It remains to count the number of G CRp 2 = G q coming from the application of (35) , which in total provides
factors of G q . The claim (38) now follows from the trivial estimate
Subsequently we establish a bound on the rhs. of (39), by first estimating E Λ (k) (D) in terms of M p , then estimating M p in terms of M p and finally bounding the leading contribution M. We consider the first two steps in this procedure as errors stemming from the neighbourhood structure of the expansion, while the third step is concerned with the leading order contribution from the expansions.
Bound on neighbourhood errors.
We start with the bound on the L3-factors in (39) . Neglecting the irrelevant combinatorial factors |β l |! and the summations over Li, M and σ, we have to estimate
By the pigeon hole-principle we find that for every l ∈ L3 and any assignment of α l , β l there exist some n l < R such that we have a partition β l = β
into inside and outside elements with β
c since |β l | = M l < R (see rule (c)). We recall the nested structure of the neighbourhoods as stated in Assumption (D), and provide an illustration of the "security layers" in Figure 1 . According to (14c) we can then write (L 3 collects those indices where we took the middle term of (14c) in the l factor)
where
is a random variable supported in l∈L 3
Nn l +1(αl) c , i.e., well separated from the variables K(α l ; β
) for l ∈ L 3 . It remains to estimate a quantity of the type E f g1 . . . g k , where f, g1, . . . , g k are random variables whose supports are pairwise separated by "security layers" and where each gi is of the form K − κ with E gi = 0. Here k = |L 3 | and from Lemma 3.6 and Assumption Figure 1 . Illustration for the bound on E (42). Gray dots • denote the β 1 , β 2 labels. Since there are |β i | < R labels and R rings, there is always one empty ring by the pigeon-hole principle.
) factors are also at least N −3 small and we can conclude that
Next, we use the triangle inequality to pull the L4 summation out of M p to achieve a bound in terms of M p . We have
where we estimated the first and the fourth term with two small summations purely by size (CN
2 ≤ CN and the other terms using the fact that |κ(α, β)| N −3 for β ∈ I \ N (α). Summarizing, we thus have that
and it only remains to estimate the leading order term M, as defined in (39) . This has to be done separately for averaged and isotropic bound and should be considered as the main part of the proof. To simplify notations we will first proof the bound on M for the case that L3 = L4 = ∅ and N (α) = I. In particular L3 = ∅ implies that NL 3 = ∅ and therefore we now aim at deriving a bound on M((
and L = L2 and
. Later we will explain how to elevate this special case proof to the general case.
Averaged bound on D.
To treat (45) systematically, we introduce a graphical representation for any M , L and permutations in (45). We choose M, L and a collection of permutations and fix them throughout this section. For the averaged local law we set
..,αn can be represented as a directed cyclic graph on the vertex set {α1, . . . , αn}. Up to sign we have
which we represent as a cyclic graph in such a way that the vertices represent labels αi = (ai, bi) and a directed edge from αi = (ai, bi) to αj = (aj, bj) represents G b i a j . Since we will always draw the graphs in a clockwise orientation we will not indicate the direction of the edges specifically. The specific GB factor will be denoted by a wiggly line instead of a straight line used for the G factors. As an example, we have the correspondences
In (45) the labels of type l are connected through the κ(α l , β l ) factor which strongly links those labels due to the decay properties of the cumulants. We represent this fact graphically as a vertex colouring of the graph in which label types correspond to colours. The set of colours representing the label types L will be denoted by C. The M l + 1 vertices of a given type l will be denoted by Vc, where c is the colour corresponding to l.
We define Val(Γ), the value of a graph Γ, as summation over all labels consistent with the colouring, such that equally coloured labels are linked through a cumulant, of the product of the corresponding Λ's, just as in (45). For example, we have
or
where we choose the variable names for the labels in accordance with (45) following the convention that the elements of the tuple β instead of G and GB and the order would be reversed but the counting argument is not sensitive to these nuances, so we omit these distinctions in our graphs. We now rephrase the rules on M in this graphical representation. They dictate that we need to consider the set of all vertex coloured graphs Γ with cyclic components such that (a) there exist p connected components, all of which are cycles, (b) each connected component contains at least one vertex, (c) each colour colours at least two vertices, (d) if a colour colours exactly two vertices, then these vertices are in different components. (e) for each colour there exists a component in which the vertex after the wiggled edge (in clockwise orientation) is of that colour, We note that these rules, compared to (45), disregarded the restrictions on the permutations σ k for k ∈ L as these are not relevant for the averaged bound. The set of graphs satisfying (a)-(e) will be denoted by G av (p, R) and we can write the main term M from the expansion as
where B· [p/2] denotes the tuple of p/2 functionals mapping D → BD and similarly for B· . As the number of such graphs is finite for given p, R it follows that it is sufficient to prove the required bound for every single graph.
As for any fixed colour
av , the naive size of the value Val(Γ) is bounded by
since according to (46) every component contributes a factor N −1 and every label contributes a factor N −1/2 , and where the ultimate inequality followed from |Vc| ≥ 2 and |C| ≤ p. We now demonstrate that using Ward identities of the form
we can improve upon this naive size by a factor of ψ 2p , where ψ ≈ 1/ √ N η and η . .= z. We will often use the Ward identity in the form
which explicitly exhibits a gain of a factor ψ over the trivial bound of order N. Together with the previous bound
we will call (50a)-(50b) Ward estimates. Here we used the trivial bound |G| 1 and we set ψ . .= G/N η (where G is meant in an isotropic sense which we will define rigorously later).
We consider the subset of colours C . .= { c ∈ C | |Vc| ≤ 3 } ⊂ C which colour either two or three vertices and we intend to use Ward identities only when summing up vertices with those colours. However, one may not use Ward estimates for every such summation, e.g. even if both a and b were indices of eligible labels, one cannot gain from both of them in the sum a,b |G ab |. We thus need a systematic procedure to identify sufficiently many labels so that each summation over them can be performed by using Ward estimates. In the following, we first describe a procedure how to mark those edges we can potentially use for Ward estimates. Secondly, we will show that for sufficiently many marked edges the Ward estimates can be used in parallel.
Procedure for colours appearing twice in Γ.
If a colour appears twice, then it appears in two different components of Γ, i.e., in one of the following forms where the white vertices can be of any colour other than (and may even coincide), the dotted edges indicate an arbitrary continuation of the component and some additional edges may be wiggled. The picture only shows those two components with colour , the other components of Γ are not drawn. Vertical lines separate different cases. When summing up the -coloured labels, we can use the Ward estimates on all edges adjacent to using the operator norm |||κ||| av 2 = |κ( * , * )| on κ. To see this we note that
after which (50b) with We find that for every edge connected to we can gain a factor ψ compared to the naive size of the -sum, using only the trivial bound |G| 1. We will indicate visually that an edge has potential for a gain of ψ through some colour by putting a mark (a small arrow) pointing from the vertex towards the edge. Thus in the case where appears twice we mark all edges adjacent to to obtain the following marked graphs .
We note that these marks indicate that we can use a Ward estimate for every marked edge, when performing the -summation, while keeping all other labels fixed. When simultaneously summing over labels from different colours it is not guaranteed any more that we can perform a Ward estimate for every marked edge. We will later resolve this possible issue by introducing the concept of effective and ineffective marks.
Procedure for colours appearing three times in Γ.
If a colour appears three times, then the following ten setups are possible ,
where we explicitly allow components with open continuations to be connected (unlike in the previous case, where rule (d) applied). We now mark the edges adjacent to as follows and observe that at most two remain unmarked. Explicitly we choose the markings and observe that in all but the fifth graph we can gain a factor of ψ for every marked edge using the first term in the norm |||κ||| av 3 . For example, in the second graph this follows from
and in third graph from 
For the fifth graph in (52) the second term in the |||κ||| av 3 is necessary. The norms in (8c) ensure that we can perform at least one Ward estimate and we have
Indeed, for example
and the other three cases are similar.
Procedure for all other colours in Γ. For colours in C \ C , i.e., those which appear four times or more, we do not intend to use any Ward estimates and therefore we do not place any additional markings. Thus we only have to control the size of the summation over any fixed colour, as is guaranteed by the finiteness of |||κ||| av k .
Counting of markings.
After we have chosen all markings, we select the "useful" ones. We call an edge ineffectively marked if it only carries one mark and joins two distinctly C -coloured vertices. All other marked edges we call effectively marked because the parallel gain through a Ward estimate is guaranteed for all those edges. In total, there are at least c∈C |Vc| edges adjacent to C (i.e., adjacent to a C -coloured vertex). After the above marking procedure there are at most 2 c∈C (|Vc| − 2) unmarked or ineffectively marked edges adjacent to C . To see this we note that edges between two C -colours with only one marking are counted as unmarked from the perspective of exactly one of the two colours. Thus we find that there are at least
effectively marked edges adjacent to C after the marking procedure. We illustrate this counting in an example. In the graph we have V = V = 3 and there are six edges adjacent to C = { , }. After the marking procedure we could for example obtain the graphs or , where the second graph would result from the replaced marking in (53). In both cases there are two effectively marked edges, in accordance with (54); in the first example there are also two ineffectively marked edges.
Power counting estimate. The strategy now is that we iteratively perform the Ward estimates colour by colour in C in no particular order. In each step we thus remove all the edges adjacent to some given colour, either through Ward estimates (if the edge was marked in that colour), or through the trivial bound |Gα| 1. If some edge is missing because it already was removed in a previous step, then the corresponding G is replaced by 1 in that estimate (e.g. in (51)). This might reduce the number of available Ward estimates in some steps, but the concept of effective markings ensures that whenever an effectively marked edge is removed, then a gain through a Ward estimate is guaranteed. After the summation over all colours from C we have thus performed Ward estimates in all the effectively marked edges, which amounts to at least
gains of the factor ψ. We note that ineffectively marked edges may not be estimated by a Ward estimates, as it might be necessary to bound the corresponding G trivially while performing the sum over another colour. Using only the gains from the effective marks, we can improve on the naive power counting (49) to conclude that the value of Γ is bounded by
where we used that |C | ≤ |C| ≤ p, |Vc| = 2, 3 for c ∈ C and |Vc| ≥ 4 otherwise, and that N ψ 2 ≥ 1.
Detailed bound. The argument above tacitly assumed bounds of the form |Gα| 1 and α |Gα| 2 N 2 ψ 2 . Apart from unspecified and irrelevant constants, these bounds are not available almost surely, they hold only in the sense of high moments, e.g. E |Gα| q ≤q 1. Secondly, the definition of ψ intentionally left the role of G in it vague. The precise definition of ψ will involve high L q norms of G. Moreover, different G-factors in the monomials Λ are not independent. All these difficulties can be handled by the following general Hölder inequality. Suppose, we aim at estimating 
for 0 < ≤ 1/2q. In our procedure (55) enables us to iteratively bound the graphs colour by colour at the expense of an additional factor N 2pR in every colour step of the bound, as the total sum is at most of size N 2pR . To estimate a G or an G directly we use the Hölder inequality and note that there are at most |V | = c |Vc| ≤ pR factors of the form G or GB, so that we can estimate those terms isotropically by G pR/ , B G pR/ and G pR/ . We use (55) at most with q ∈ {1, 2, 4, . . . , 2 p−1 } and thus have a restriction of 0 < ≤ 2 −p . Thus, combining the power counting above with the iterated application of the Hölder inequality, we have shown that
for all Γ ∈ G av (p, R) and 0 < ≤ 1/2 p .
Isotropic bound on D.
We turn to the isotropic bound on D. We consider fixed vectors x, y and set Λ(D) = Dxy or Λ(D) = Dxy. Up to sign we then have
The graph component representing Λα 1 ,...,αn is a chain in contrast to the cycles in the averaged case. We also have additional edges representing the first xa 1 and last G bny factor which we will picture as and , respectively. These are special edges that are adjacent to one vertex only (the dots • and • are not considered as vertices). We will call them initial and final edge. Due to these special edges we should, strictly speaking, talk about a special class of hypergraphs consisting of a union of chains each of them starting and ending with such a special edge, but for simplicity we continue to use the term graph. For example we have the correspondence
For Λ(D) = Dxy the edges represent xa 1 , G *
but we do not indicate complex and Hermitian conjugate visually as they have no consequences on the argument. We follow the same convention regarding the colouring, as we did in the averaged case and for example have the representation
We again rephrase the rules on M as rules on the graph Γ. We consider all vertex coloured graphs Γ such that the connected components are chains with an initial edge of type and a final edge of type such that (a) there exist p connected components, all of which are chains, (b) every component contains at least one vertex, (c) every colour occurs at least once on a vertex adjacent to , (d) every colour occurs at least twice, (e) if a colour occurs exactly twice, then it occurs in two different chains. The set of graphs satisfying (a)-(e) will be denoted by G iso (p, R) and we can write the main term M from the expansion as
where x, ·y [p/2] denotes the tuple of p/2 functionals mapping D → x, Dy and similarly for x, ·y . As the number of such graphs is finite for given p, R it follows that it sufficient to prove the required bound for every single graph.
In contrast to the averaged case, where each Λ carried a factor 1/N from the definition of Λ(D) = N −1 Tr BD, now the naive size of the sum over Γ is not of order 1, but of order
which can be large. Consequently we have to be more careful in our bound and first make use of a cancellation.
Step 1: Improved naive size. We first observe that we can reduce the naive size (60) to order 1, without using any Ward estimates, yet. The improvement comes from the fact that sums of the type
can be directly bounded via the right hand side by |G vb | v using the isotropic bound. Note that the naive estimate on the left hand side would be
and even with a Ward estimate it can only be improved to
So the procedure "summing up a vector v into the argument of G" is much more efficient than a Ward estimate. The limitation of this idea is that only deterministic vectors v can be summed up, since isotropic bounds on Guv hold only for fixed vectors u, v.
Improvement for colours occurring twice in Γ.
For colours which occur exactly twice we can sum up the x into a G factor without paying the price of an N factor from this summation. To do so, we consider an arbitrary partition of κ = κc + κ d , where one should think of that κ d (α1, α2) forces α1 = (a1, b1) to be close to α2 = (a2, b2), whereas κ d (α1, α2) forces (a1, b1) to be close to (b2, a2). In both cases we can, according to rule (b), perform two single index summations as follows. First, we sum up the index a1 of x as
Then we sum up its companion b2 or a2, depending on whether we consider the cross or direct term:
where v can be any vector or index. Thus we effectively performed a single label (two index) summation into a single G factor that will be estimated by a constant in the isotropic norm. We indicate this summation graphically by introducing halfvertices a and b representing the single leftover indices a and b corresponding to a label α = (a, b) and new (half)edges and representing the G κc(xb 1 ,a 2 ·)v and G vκ d (xb 1 ,·b 2 ) factors. To indicate that the half-edges representing x have been summed, we grey them out. This partial summation can thus be graphically represented as
where u, v, w are the connecting indices from the white vertices.
Improvement for colours occurring three times in Γ.
For colours which appear exactly three times we cannot perform the summation of x directly. We can, however use a Cauchy-Schwarz in the vertex adjacent to the x-edge to improve the naive size of the -sum to N 3/2 from N 2 . Explicitly, for any index or vector v we use that
To indicate the intend to use the Cauchy-Schwarz improvement on a specific x edge, we mark the corresponding edge with a marking originating in the adjacent vertex, very much similar to the marking procedure in the averaged case. To differentiate this marking from those indicating the potential for a Ward estimate we use a grey marking . As an example we would indicate . After these two improvements over (60) the naive size (naive in the sense without any Ward estimates, yet) of the summed graph is
(61)
Notice that the first two factors give 1, so the improved power counting for colours with two or three occurrences is neutral. We thus restored the order 1 bound and can now focus on the counting of Ward estimates, with which we can further improve the bound.
Step 2: Further improvements through Ward estimates. The counting procedure is very similar to what we used in the averaged law in the sense that we mark potential edges for Ward estimates colour by colour. To be consistent with the improved naive bound we count the grey initial edges (those from the summation of colours occurring twice) and the initial edges with a grey arrow (those from the summation of colours appearing three times) as unmarked, since they will not be available for Ward estimates.
Marking procedure for colours occurring twice. Colours occurring twice can, after Step 1, only occur in the reduced forms and , where we allow and to stand for an arbitrary continuation of the graph, as well as the initial and final edge . In both cases we mark the edges adjacent to the remaining two half-vertices to obtain:
and Thus for colours appearing twice we always leave two edges unmarked (which includes the greyed out initial edge). Using the |||κ||| iso 2 norm we indeed find that the solid edges in the two graphs above can be bounded by
and
where the vectors (which are allowed to be indices, as well) u, v, w are the endpoints of the edges in the three white vertices. 
which is better than (62) as We will not manually keep track of the number of x , y in the bound as it is automatic in the sense that there are p initial and p final edges in Γ, each contributing a factor of x , y to the final estimate.
Marking procedure for colours occurring three times. Colours appearing three times occur in one of the following four forms and in all cases we mark the edges adjacent to in such a way that at most three edges (including the initial edge with the grey mark) remain unmarked. Indeed, we mark the edges as follows.
. Very similar to the bound using |||κ||| av 3 , we find that using the norm |||κ||| iso 3 we can perform Ward estimates on all marked edges.
Marking procedure for colours occurring more than three times. For any colour c occurring more than three times we claim that we can always mark edges in such a way that at most 2 |Vc| − 4 edges adjacent to Vc remain unmarked. Indeed, if we call an edge connected to two c-coloured vertices c-internal and denote their set E 
Counting of markings.
In contrast to the averaged case, we now call an edge ineffectively marked if it only carries one mark and connects any two distinctly coloured vertices (in the averaged case the analogous definition was restricted to C -coloured vertices). All other marked edges we call effectively marked. In particular the initial and final edge are always effectively marked, once they are marked. By construction, all effectively marked edges can be summed up by Ward estimates. In total, there are exactly p + c∈C |Vc| edges in Γ. After the marking procedure there are at most effectively marked edges in Γ, which can be negative, but it turns out that in this case the (improved) naive size already is sufficiently small.
Power counting estimate. The strategy for performing the Ward estimates is identical to that in the averaged case; we perform them colour by colour in an arbitrary order. According to the improved naive bound from Step 1, and recalling that the power counting for |Vc| = 2 and |Vc| = 3 gives 1, i.e. is neutral, and the counting of additional effective markings we find that the summed value of Γ is bounded by
where C are those colours c with |Vc| = 2, 3.
Detailed estimate. Finally, this power counting is performed with the procedure of iterated Hölder inequalities, exactly as in the averaged case to obtain
for all Γ ∈ G iso (p, R) and 0 < ≤ 1/2 p .
3.7. Modifications for general case. We now demonstrate that the simplifying assumptions L3 = L4 = ∅ and N (α l ) = I in Sections 3.5 and 3.6 are not substantial. By definition, M depends on the labels of types L3 and L4, which are considered fixed in the subsequent discussion. The graphs we introduced to systematically bound M do not change in their form for the general case, but only have additional fixed vertices α l , β l for l ∈ L3 ∪ L4, which we consider as uncoloured. Thus we enlarge the set graphs G av and G iso to G av and G iso , which are defined by the previously stated rules (a)-(e) with the addition of (f) certain vertices may be uncoloured. These uncoloured vertices represent exactly those labels of types L3 and L4, which are parameters of M, as defined in (39) . For example, the previously studied graphs and can be extended to and .
The definition of the value naturally extends to these larger classes of graphs, but without a summation over the uncoloured vertices. In the above example (47) is then replaced by
where γ(1), γ(2), γ(3) are the fixed labels and the value of the graph depends on them. The isotropic case is analogous. The argument in Sections 3.5 and 3.6, however, only concern those labels which are actually summed over, i.e., those of type l for l ∈ L2. In other words, we only aim at improving the L2-summation by Ward estimates. The presence of additional fixed labels do neither change the naive bounds, the improvement through Ward estimates, nor the counting of those Ward estimates.
Next, the restricted summations due to the neighbourhood sets N (α) ⊂ I do also not change the argument. In fact, Ward estimates stay true for restricted summations since
for arbitrary J ⊂ J. Also the procedure for improving the naive size in Section 3.6 holds true if only summed over subsets, i.e.,
where the sub-vector xJ has bounded norm xJ ≤ x . Finally, the modification of M by setting WN L 3 = 0 also does not change the substance of the argument as the bound verbatim also covers this modified W , and the final bounds can be rephrased in terms of G as G q ≤q 1 + G 3.8. Proof of Theorem 3.1. We now have all the ingredients to complete the proof of Theorem 3.1 starting from (44), where we recall that M was defined in (39) .
Proof of the averaged bound. We recall from (49) that for the averaged bound the naive size of M is given by
where the first factor comes from the normalized trace, the second from the derivatives and the third from the L2 summations. We demonstrated in Section 3.5 (see (54)) that through Ward estimates we can improve the naive size N 2|L 2 | of the L2 summation to
where we used that N ψ 2 ≥ 1 and that ML 4 = |L4| and we recall that p = |L1| + |L2| + |L3| + |L4|. Consequently we have from (44) that
where we bounded the L3-summation in (44) by N Proof of the isotropic bound. We recall from (61) that for the isotropic law the improved naive size of M is given by
and from (63) that we can always perform at least p + l∈L 2 , M l ≥3 (3 − M l ) + Ward estimates. Consequently, with Proposition 3.7 and (44) we obtain
where we again bounded the L3 summation in (44) by N
The rhs. of (66) is bounded by ψ p since every missing ψ power is compensated by an N −1/2 ψ. The counting of G q factors is identical to the averaged case and (10a) follows. This completes the proof of Theorem 3.1.
Proof of the stability of the MDE and proof of the local law
Before going into the proof of Theorem 2.2, we collect some facts from [29, 2, 5] about the deterministic MDE (1) and its solution. 
where we recall the definition of |||S||| in (11).
(iv) There exist constants c, C > 0 such that 
in terms of the harmonic extension ρ(z) 
Proof. Parts Due to Assumption (C), (11) and (73) 
for some δ = δ( ) > 0. Similarly to (67), we will often state estimates that hold both in the spectral domain D will be analytic as long as J is stable. The stability will be formulated in a specific norm that takes into account that the smallness of D can only be established in isotropic sense, i.e. in the sense of high moment bound on Dxy for any fixed deterministic vectors x, y. To define this special norm, we fix vectors x, y and define sets of vectors containing the standard basis vectors ea, a ∈ J, recursively by
which give rise to the norm
where we will choose K later. ) by B δ (M ). Then for
there exists a unique function G :
Moreover, the function G is analytic and satisfies
for any D1, D2 ∈ B 1 (0).
Proof. First, we rewrite the equation
and for arbitrary R and D we claim the bounds
(1 − CM S)
We start with the proof of (70a). Let κ = κc + κ d be an arbitrary partition which induces a partition of S = Sc + S d (as in Remark 3.2). Then for u, v ∈ I k we compute
where we used |Raw| ≤ √ N R max w in the second bound of (71b), so that
for e ∈ {c, d} and (70a) follows immediately, recalling (11) . We continue with the proof of (70b), which follows from the fact that for u, v ∈ I k we have
Finally, we show (70c). We use a three term geometric expansion to obtain
and it only remains to derive bounds on S max→ · and S hs→ · . We begin to compute for the cross part κc and arbitrary normalized vectors v, u ∈ C N that
Next, we estimate for the direct part κ d that
so that it follows that, using (11),
and therefore (70c) follows from (72) This general stability result will be used in the following form
for some δ = δ( ) > 0, as long as D * ≤ N −1/2K z 2 by applying it to D1 = 0, D2 = D(z) and using (67) and (70c). In order to keep the notation compact, we now introduce a commonly used (see, e.g., [13] ) notion of high-probability bound.
Definition 4.3 (Stochastic Domination). If
and 
. In this case we use the notation X ≺ Y .
It can be checked (see [13, Lemma 4.4] ) that ≺ satisfies the usual arithmetic properties, e.g. if X1 ≺ Y1 and X2 ≺ Y2, then also X1 + X2 ≺ Y1 + Y2 and X1X2 ≺ Y1Y2. We will say that a (sequence of) events A = A (N ) holds with overwhelming probability if
In particular, under Assumption (B), we have wij ≺ 1. In the following lemma we establish that a control of the · K,x,y * -norm for all x, y in a high probability sense is essentially equivalent to a control of the · p -norm for all p. (
Proof. We begin with the proof of (ii) and infer from Markov's inequality and Hölder's inequality (as in (55)) that
and since |IK | ≤ 4
K N K+2 we conclude that R * ≺ Φ by choosing sufficiently small and p, r sufficiently large. On the other hand, (i) directly follows from
Proposition 4.5. The following holds true under the assumptions of Theorem 2.2: Let δ, γ > 0 and γ0 > γ1 ≥ γ with 4(2C * /µ + 1)(γ0 − γ1) < γ < 1/2 and suppose that
holds for all p ≥ 1, where C * is the constant from Theorem 3. Proof. We first prove the assertion under the assumptions of Theorem 2.2. In the proof we will abbreviate the step size from γ0 to γ1 by γs . .= γ0 − γ1. We will suppress the dependence of the constants on δ, γ in our notation. In particular, (76) and (67)
where we used
in the last step. We thus know that η → G(E + iη) p is monotone and we can conclude that z G p ≤p,γ N 2γs in D δ γ 1 . From (10a) and γs < µ it thus follows that
Note that the exponent in the right hand side is independent of p; this was possible because the power of G q in (10a) was linear in p.
We now relate these high moment bounds to high probability bounds in the · * norm, as defined before Theorem 4.2 and find for any fixed x, y and K that D * ≺ N −γ/4 from Lemma 4.4(ii) (we recall that the · * implicitly depends on x, y and K). Next, we apply (74) to obtain
provided K ≥ 10/γ. The bound (78) shows that there is a gap in the set of possible values for G − M * . The extension of (76) to D δ γ 1 then follows from a standard continuity argument using a fine grid of intermediate values of η: Suppose that (78) were true as a deterministic inequality. Since η → (G − M )(E + iη) * is continuous, and for η = N −1+γ 0 we know that We now have all the ingredients to complete the proof of Theorems 2.1 and 2.2.
Proof of Theorems 2.1 and 2.2. We will first prove Theorem 2.2 and then remark in the end how to adapt it to prove Theorem 2.1. The proof involves five steps. In the first step we derive a weak initial isotropic bound, which we improve in the second step to obtain the isotropic local law. In the third step we use the isotropic local law to obtain the averaged local law in the bulk, which we use in the fourth step to establish that with very high probability there are no eigenvalues outside the support of ρ, also proving Corollary 2.3. Finally, in the fifth step we use the fact that there are no eigenvalues outside the support of ρ to improve the isotropic and averaged law outside the support.
Step 1: Initial isotropic bound. We claim the initial bound
for some δ = δ(γ). First, we aim at proving (79) for large η ≥ N , i.e., in
We use that
as follows from Assumptions (A) and (B). Since |z| ≥ N and H ≺ √ N , we have G p ≤p z −1 and G p ≤p z −2 η and thus from Theorem 3.1 it follows that that
We now fix normalized vectors x, y and any K ≥ 10/γ in the norm · * = · K,x,y * and translate these p norm bounds into high-probability bounds using Lemma 4.4 to infer D * ≺ z −1 / √ N and G * ≺ z −1 . Using the stability in the form of (74) and absorbing N factors into ≺ we conclude Step 2: Iterative improvement of the isotropic bound. We now iteratively improve the initial bound (79) until we reach the intermediate bound 
From now on all claimed bounds hold true uniformly in all of D δ γ ; we will therefore suppress this qualifier in the following steps. In order to prove (80), we show inductively
where we define successively improving control parameters ( 
, where σ ∈ (0, 1) is arbitrary. The final iteration step L is chosen to be the largest integer such that
For the induction step from l to l + 1, we write G = M + (G − M ) and we continue from (81) and (82) and estimates that
Thus we also have, for any normalized x, y,
and from (74) we conclude
. the bound on D * from (81) and the definition of -neighbourhoods in (68)). In particular, since K can be chosen arbitrarily large, we find, for any normalized x, y that
where we used l < L and (83) in the last step. By the definition of Ψ l+1 we infer
completing the induction step, and thereby the proof of (80). Finally, in order to obtain (7a) from (80), we recall
from Proposition 4.1(vi) and (7a) follows.
Step 3: Averaged bound. First, it follows from (1) and (4) or equivalently from
By geometric expansion, as in (72), it follows that 
We now need two additional steps to prove Theorem 2.1 in all of D δ out .
Step 4: Absence of eigenvalues outside of the support. For B = 1 it follows from (86) and a spectral decomposition of H that with very high probability in the sense of Corollary 2.3 there are no eigenvalues outside the support of µ.
Step 5: Improved bounds outside of the support. Now we fix z such that dist(z, supp ρ) ≥ N −δ and η ≥ N −1+γ . Then we have G ≺ η z −2 and G ≺ z −1 and also G p ≤p, N η z −2 and G p ≤p, N z −1 and we infer from Theorem 3.1 that
Again using stability in the form of (74) we find
and since K was arbitrary we also have
By Lipschitz-continuity of G and M with Lipschitz constant of order one we can extend the regime of validity of this bound from η ≥ N −1+γ to η ≥ 0 to conclude (6a). The improvement on the averaged law outside of the support of the ρ then follows immediately from the improved isotropic law and the fact that with very high probability there are no eigenvalues outside of the support of ρ.
Delocalization, rigidity and universality
In this section we infer eigenvector delocalization, eigenvalue rigidity and universality in the bulk from the local law in Theorem 2.2. These proofs are largely independent of the correlation structure of the random matrix, so arguments that have been developed for Wigner matrices over the last few years can be applied with minimal modifications. Especially the three step strategy for proving bulk universality (see [18] for a short summary) has been streamlined recently [17, 32, 31] so that the only model-dependent input is the local law. The small modifications required for the correlated setup have been presented in detail in [2] and we will not repeat them. Here we only explain why the proofs in [2] work under the more general conditions imposed in the current paper. In fact, the proof of the eigenvector delocalization and eigenvector rigidity from [2] holds verbatim in the current setup as well. The proof of the bulk universality in [2] used that the correlation length was N at a technical step that can be easily modified for our weaker assumptions. In the following we will highlight which arguments of [2] have to be modified in the current, more general, setup.
Proof of Corollary 2.4 on bulk eigenvector delocalization. As usual, delocalization of eigenvectors corresponding to eigenvalues in the bulk is an immediate corollary of the local law since for the eigenvectors u k = u k (i) i∈J and eigenvalues λ k of H and i ∈ J we find from the spectral decomposition
where the first inequality is meant in a high-probability sense and follows from the boundedness of M and Theorem 2.2, and the last inequality followed assuming that E is η-close to λ k . Proof of Corollary 2.6 on bulk universality. Bulk universality follows from the three step strategy, out of which only the third step requires a minor modification, compared to [2] . Since in [2] arbitrarily high polynomial decay outside of N neighbourhoods was assumed, we have to replace to three term Taylor expansion in [2, Lemma 7.5] by an 2/µ-term cumulant expansion to accommodate for neighbourhoods of sizes N 1/2−µ . The key input for the universality proof through Dyson Brownian motion is the Ornstein Uhlenbeck (OU) process, which creates a family H(t) of interpolating matrices between the original matrix H = H(0) and a matrix with sizeable Gaussian component, for which universality is known from the second step of the three step strategy. The OU process is defined via dH(t) = − 
Proof of Corollary
where B(t) is a matrix of independent (real, or complex according to the symmetry class of H) Brownian motions. It is designed in a way which preserves mean and covariances along the flow, i.e., H(t) = A+N −1/2 W (t) and it is easy to check that E W (t) = 0 and Cov (wα(t), w β (t)) = Cov (wα(0), w β (0)), where W (t) = (wα(t))α∈I . Furthermore, Assumptions (C), (D) hold also, uniformly in t, for W (t). Indeed, adding an independent Gaussian vector g = (gα 1 , . . . , gα k ) to (wα 1 , . . . , wα k ) leaves the cumulant invariant by additivity κ(wα 1 + gα 1 , . . . , wα k + gα k ) = κ(wα 1 , . . . , wα k ) + κ(gα 1 , . . . , gα k ) and the fact that cumulants of Gaussian vectors vanish for k ≥ 3 (for k ≥ 2 we already noticed that, by design, the expectation and the covariance is invariant under t). We now estimate
for smooth functions f . For notational purposes we set vα(t) = N −1/2 wα(t) and V (t) = N −1/2 W (t) and will often suppress the t-dependence. It follows from Ito's formula that
Cov (vα, v β ) E(∂α∂ β f )(V ).
We now apply Proposition 3.5 to the first term and obtain where we used a cancellation for the m = 1 term in β ∈ N and the fact that κ(vα) = E vα = 0 for the m = 0 term. We now estimate the four terms separately. The sum in the last term is of size N 4 , the derivative contributes an N −1 and the covariance is assumed to be N −3 small, i.e., the last term is of order which can be made smaller than √ N by choosing R = 2/µ. Finally, the second term is naively of size N 3/2 , but using (14c), the security layers and the pigeon-hole principle as in (27) or in (43), this can be improved to N −3/2 . We can conclude that
The remaining argument of [2, Section 7.2] can be, assuming fullness as in Assumption (F), followed verbatim to conclude bulk universality.
Appendix A. Cumulants
In this section we provide some results on cumulants which we refer to in the main part of the proof. The section largely follows the approach of [35, 41] , but our application requires a more quantitative version of the independence property exhibited by cumulants, which we work out here.
Cumulants κm of a random vector w = (w1, . . . , w l ) are traditionally defined as the coefficients of log-characteristic function 
It is easy to check that for a set A ⊂ [l] the coefficient of a∈A ta in (88) is given by where P A indicates the summation over all partitions of the (multi)set A, and where for partitions P = {P1, . . . , P b } of A we defined κ P = b k=1 κ χ(P k ) with χ(P k ) being the characteristic multi-index of the set P k . Thus for a partition Q of [l] it follows that
where P ≤ Q indicates that P is a finer partition than Q. Now we establish the inverse of the relation (89), i.e., express cumulants in terms of products of moments. To do so, we notice that the set of partitions P on [l] (or, in fact, any finite set) is a partially ordered set with respect to the relation ≤. It is, in fact, also a lattice, as any two partitions P, Q have both a unique greatest lower bound P ∧ Q and a unique least upper bound P ∨ Q. One then defines the incidence algebra as the algebra of scalar functions f mapping intervals [P, Q] = { R | P ≤ R ≤ Q } to scalars f (P, Q) equipped with point-wise addition and scalar multiplication and the product * (f * g)(P, Q) = P≤R≤Q f (P, R)g(R, Q).
There are three special elements in the incidence algebra; the δ function mapping [P, Q] to δ(P, Q) = 1 if P = Q and δ(P, Q) = 0 otherwise, the ζ function mapping all intervals [P, Q] to ζ(P, Q) = 1, and finally the Möbius function defined inductively via µ(P, Q) = 1, if P = Q, − P≤R<Q µ(P, R), ifP < Q. The δ function is the unit element of the incidence algebra. It is well known (and easy to check) that the multiplicative inverse of the zeta function is the Möbius function, and vice versa, i.e., that µ * ζ = ζ * µ = δ. Thus it follows that for any functions F and G on the partitions, we have Applying this equivalence to (89) yields
and thus it only remains to identify µ. One can check that for P ≤ Q, µ(P, Q) is given by 
providing an alternative (purely combinatorial) definition of cumulants. 
Proof. We first recall the well known proof, based on the relations (89)- (90), that the cumulant of independent w A , w B vanishes. Let P be a partition on [n], Q a partition on A and R a partition on B. P naturally induces partitions P ∩ A and P ∩ B on A and B; conversely Q and R naturally induce a partition Q ∪ R on [n] . We observe that Q ≤ P ∩ A and R ≤ P ∩ B if and only if Q ∪ R ≤ P. We then compute 
where the first equality followed from (90), the second equality from independence, the third equality from (89), the fourth equality from the previous observation, the fifth equality from δ = ζ * µ and the ultimate equality from the fact that the trivial partition cannot be decomposed into two partitions on smaller sets, using that |A| , |B| > 0.
If w A and w B are not independent but merely (92) holds, then there is an additional covariance term in the second step in the above equation. We write
and thus the claim follows from (92).
Appendix B. Precumulants and Wick polynomials
The precumulants defined in Section 3.1 are structurally similar to the well known Wick polynomials (which are also known as Appell polynomials). We first recall some basic definitions and facts about Wick polynomials from [23] . For a random vector X of length |X| we can define the Wick polynomial : X: as the derivative 
where Wα = twα for α ∈ N and Wα = wα otherwise for a set N ⊂ I of size |N | ≤ N 1/2 .
Proof. We write β = {β1, . . . , βn} and its easy to see inductively that
where G = G( W ). From the resolvent identity it follows that
and therefore by the trivial bound G ≤ 1/η and Assumption (B) it follows that and therefore also G q ≤q (1 + G 
