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ABSTRACT




An affiliation (or two-mode) network is an abstraction commonly used for representing
systems with group interactions. It consists of a set of nodes and a set of their groupings
called affiliations. We introduce the notion of affiliation network with subsumption, in which
no affiliation can be a subset of another. A network with this property can be modeled by an
abstract simplicial complex whose facets are the affiliations of the network.
We introduce a new model for generating affiliation networks with and without sub-
sumption (represented as simplicial complexes and hypergraphs, respectively). In this model,
at each iteration, a constant number of affiliations is sampled uniformly at random and then
nodes are selected from these affiliations with a fixed probability. This results in an implicit
preferential attachment growth and a power-law in the degree distribution (where degree is
defined as the number of affiliations a node belongs to).
We develop a theoretical model of this network generation procedure, prove that the
degree distribution in the hypergraph case is governed by the Yule-Simon distribution, then
find the exponent of its power-law tail. Similarly, we show that in the simplicial complex
case, the degree distribution also has a power-law tail, and we develop a numerical tech-
nique for computing its exponent.
We show that the affiliation size distributions can be concisely described via their gen-
erating functions. We develop two numerical techniques for solving the resulting functional
Abstract v
equations, find the generating functions and compute their PMFs. Furthermore, we show
that at the limit the affiliation size distribution can be approximated by a shifted Poisson or
related distribution.
We study the process of a giant component formation in the network, develop a theo-
retical estimate of the critical threshold for one of the model parameters and compare it with
experiments.
For a qualitative analysis of our network generation procedure, we study the aver-
age pairwise distance in the network, its assortativity, and clustering coefficient, and use
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Overview
Chapters 1-3 (Introduction and a review of the prior work). We introduce the notion
of affiliation networks and the notion of affiliation networks with subsumption, which are
modeled as hypergraphs and simplicial complexes, respectively. Chapter 2 covers certain
common properties of networks, such as clustering coefficient, average distance, assortativity,
and also describes the Q-analysis technique. In Chapter 3, we discuss preferential attachment
models of network growth, the master equation method, and the use of generating functions.
This chapter also covers existing preferential attachment models for generating affiliation
networks and explores their features.
Chapter 4. We describe our network growth model for affiliation networks.
Chapter 5. We provide a theoretical analysis of our model for hypergraph networks. We
prove that the degree distribution is governed by the Yule-Simon distribution, find the expo-
nent of its power-law tail, and find equations for the hyperedge size distribution.
Chapters 6, 7. Similarly to Chapter 5, we provide a theoretical analysis for simplicial com-
plex networks, taking into account the effect of facet subsumption.
Chapter 8. We develop two numerical techniques for solving the functional equations that
describe affiliation size distributions. We find their generating functions and compute their
PMFs.
Chapter 9. We show that a shifted Poisson distribution is a limiting case of the affiliation
size distribution and can serve as an approximation for it in practice.
xvi
Chapter 10. We study the process of a giant component formation, develop a theoretical
estimate of the critical threshold for one of the model parameters, and compare it with exper-
iments.
Chapter 11. We study empirical properties of networks generated by our model: the av-
erage pairwise distance in the network, assortativity, and clustering coefficient. We also use
Q-analysis methods to compare our generated networks with other synthetic networks and
real-world networks.
Chapter 12. We discuss in detail the theoretical basis for two assumptions made when





An affiliation network (also known as two-mode network, membership network,
or hypernetwork) is a network that describes the dual relation between nodes, and their
affiliations. In the most general terms, it is given by a set of nodes V , a set of affiliations S,
and a relation R ⊆ V × S, that describes which nodes associate with which affiliations.
For example, a collaborative network of overlapping teams can be represented by a
set of persons V , a set of teams S, and a pair (v, s) ∈ R if person v works in team s. See an
example in Figure 1.1. Mathematically, affiliation networks can be modeled as bipartite

















Figure 1.1: An example affiliation network with the set of nodes V = {Alice, Bob, Carol, Dave, Eve},
and the set of affiliations S = {Team1, Team2, Team3}. The network can be seen as a bipartite graph
(left panel), or as a collection of sets (right panel, shown as a Venn diagram).
The nature of the nodes and affiliations is not limited to persons and their groups. For
example, the nodes can also represent temporal events, and the affiliations would be the
overlaps between these events.
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1.1 Examples of affiliation networks
This section describes several examples of affiliation networks.
Interlocking directorates is a business practice wherein a member of one company’s board
of directors also serves on another company’s board or within another company’s manage-
ment. (According to the antitrust legislation, this situation can be illegal if the involved
companies compete with each other, because it can give a few board members outsized con-
trol over the industry.) The resulting affiliation networks have been the subject of numerous
studies, e.g. [Allen, 1982, Mizruchi, 1996, Davis and Greve, 1997].
Figure 1.2: An example of an interlocking directorate (Josh On, previously hosted at
http://www.theyrule.net).
Data on these networks can be obtained from https://littlesis.org.
Collaboration networks is another example of affiliation networks, which can be de-
scribed as a set of persons together with a set of their teams. Each team might be working on
their own independent project. However, some of the people can belong to multiple teams,
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thus providing communication channels between the teams and collectively forming a collab-
oration network of overlapping teams.
One particular example of collaboration networks is a scientific co-authorship net-
work, where each set of co-authors forms a team. See an example in Figure 1.3 (Left). A less
informative view of such a network is a graph network of pairwise relations between the











Figure 1.3: An example of an affiliation co-authorship network (left), and a corresponding graph
network (right), which only tracks pairwise relations between the co-authors. In the pairwise
representation, a clique does not guarantee that the authors wrote a paper together.
Citation networks. The most straight-forward representation of a citation network is a di-
rected graph whose nodes are scientific publications and edges indicate the citation relation
between them, thus edge (v, u) means that paper v cites u.
An affiliation network representation of the citation relation can be constructed as a
collection of node neighborhoods of the directed graph: for every node v we compute its
closed (or open) neighborhood N[v], and the collection of these neighborhoods forms an
affiliation network.
Co-occurrence of biological species. The complexity of interactions between biological
species that live at a certain territory is more complex than the species pairwise interactions
alone. Moreover the observable information of the species co-occurrence is by its nature
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a multi-way relation. It tells which species live on the same territory (site), but hides the
specifics of their interaction. Since the data is collected over multiple sites, we know which
combinations of the species are compatible.
One can describe this observable data as an affiliation network where the species are
the nodes and each site defines a node affiliation as the set of species that live there. Of-
ten, this data is represented in the form of incidence matrix that is called the co-occurrence
(presence-absence) matrix (see an example in Figure 1.4). Additionally, one can use the abun-
dance matrix that tells how many individual organisms of each species were detected in each
site, which generalizes the 0-1 co-occurrence matrix.
Network inference techniques ([Berry and Widder, 2014, Gotelli and McCabe, 2002])
are used to analyze these multi-way interaction data, identifying the type of interactions
between the species, which can be, for instance, antagonistic or cooperative. One can say
that these inference methods attempt to reduce complex and noisy affiliation networks to
dyadic relations between the species.
1.2 Bipartite graph and hypergraph models of affiliation networks
Any affiliation network, when it does not need to possess any special behaviors or prop-
erties (such as the subsumption property that is discussed in the next section), can be math-
ematically modeled as either a bipartite graph or as a hypergraphs [Heintz and Chandra,
2014].
Def. 1.2.1. A bipartite graph (V, E) is a graph whose set of nodes V can be partitioned into two
disjoint sets V1 ∪ V2 so that each edge e ∈ E connects a node from V1 with a node from V2.
Def. 1.2.2. A hypergraph is a pair (V, E), where V is a set of nodes and E is a set of non-empty
subsets of V called hyperedges (i.e. E ⊆ 2V ).
Both bipartite graphs and hypergraphs are suitable mathematical abstractions for mod-
eling affiliation networks. The differences between these two abstractions are only in the
specific details of how one defines hyperedges (whether repeated hyperedges are allowed,
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Figure 1.4: A co-occurrence matrix ([Griffith et al., 2016, Sanderson, 2000]) of 13 finches species
(rows) on 17 Galapagos Islands (columns).
whether every node in a hypergraph must belong to some hyperedge, whether hyperedges of
size one are allowed, etc.).
A simple hypergraph contains no repeated hyperedges (i.e. hyperedges with the same
sets of nodes) and no hyperedges of size 1. Conversely, a non-simple hypergraph allows re-
peated hyperedges as well as hyperedges of size 1. Practically speaking, a bipartite graph
representation of an affiliation network can be equivalently represented by a non-simple
hypergraph (since having repeated hyperedges might be necessary).
As a matter of convention, we adopt the hypergraph model for describing affilia-
tion networks. In most scenarios we would like to be able to create hyperedges of size 1
(i.e. a group with only one person in it), so it might be more accurate to say that we adopt a
non-simple hypergraph model of affiliation networks.
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1.3 Affiliation networks with subsumption
Not all affiliation networks work the same way, and not all of them necessarily fit hy-
pergraph or bipartite graph models without adding some special properties or imposing
requirements on their nodes or affiliations. Some networks are geometric, embedded in a
certain space, or have additional weights associated with their nodes and/or affiliations.
Other networks require affiliations of certain size (e.g. they must be only triangles and so the
network is a 3-uniform hypergraph), or have affiliations or nodes of multiple different types.
We consider two distinct models of affiliation network growth: In the example shown
in Figure 1.5, a co-authorship network starts empty and develops by sequentially adding
three papers (affiliations): {A, B, C , D}, {C , D, E}, and {A, B, C} (the letters represent authors).
The figure shows two models. They both add the first two papers the as separate hyperedges.
The third paper, however, which is a subset of the existing hyperedge {A, B, C , D} is treated
differently by these two models:
Model 1: {A, B, C} is simply added as a separate hyperedge, even though it is a subset of an
existing hyperedge. The resulting network contains three hyperedges.
Model 2: Since the four-way collaboration {A, B, C , D} implies that A, B and C were already
co-authors on the same paper, one can say that the addition of a new separate hyperedge
{A, B, C} to the network is redundant. The hyperedge {A, B, C} does not get added since it is
already implied by {A, B, C , D}.
The first model is a regular affiliation network that can be modeled by a hypergraph
as described in the previous section.
The second model is more complex and requires a more detailed description and speci-
fication. We call this model an affiliation network with subsumption, since {A, B, C} is sub-
sumed by {A, B, C , D}. When adding a new affiliation, two types of subsumption are possible:
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{A, B, C, D}
{A, B, C, D}
{C, D, E}
{A, B, C, D}
{C, D, E}
+ paper by C, D, E
+ paper by A, B, C
+ paper by A, B, C, D
empty network









{A, B, C, D}
{C, D, E}
{A, B, C}
Figure 1.5: An example of a co-authorship network growth illustrating the difference between a
“regular” affiliation network and an affiliation network with subsumption.
If the new affiliation is a subset of an existing affiliation, the new affiliation gets subsumed as
redundant:
{{A, B}, {B, C , D}} add {B, C}
︸ ︷︷ ︸
subsumed
→ {{A, B}, {B, C , D}}
If the new affiliation is a superset of one or more existing affiliations, it subsumes those older





, {B, C , D}} add {A, B, D} → {{A, B, D}, {B, C , D}}
To mathematically express the idea of subsumption, we employ the notion of an ab-
stract simplicial complex.
An abstract simplicial complex ∆ is a collection of non-empty sets such that if f ∈ ∆
then any subset of f is in ∆ as well. The sets f ∈∆ are called simplexes (or faces). The maxi-
mal simplexes (that are not subsets of other simplexes) are called facets. See full definitions
in Section 1.5. For example, a complex
∆E = {{1,2, 3}, {1, 2}, {2, 3}, {1, 3}, {3, 4}, {1}, {2}, {3}, {4}}
has only two facets: {1,2,3} and {3,4}. The Venn diagram of this complex is show in Fig-
ure 1.6 (Left). Any abstract simplicial complex can be unambiguously described by its set
of facets; it is a convenient and a relatively efficient representation of a simplicial complex.
When we describe a complex by its set of facets, we use bold curly braces, so the example
above becomes:
∆E = {{1, 2,3}, {3, 4}}
In recent years, simplicial complex models have been successfully employed for describ-
ing various natural phenomena, we discuss these examples in Section 1.4. In Section 1.5, we
summarize mathematical definitions for abstract simplicial complexes and related concepts.
1.4 Modeling natural phenomena using simplicial complexes and subsumption
[Estrada and Ross, 2018, Malod-Dognin and Przulj, 2018] modeled protein-protein
interaction (PPI) networks as simplicial complexes. Many protein complexes are triplets, in
which each pair of proteins also forms a subcomplex, so a higher-dimensional model of the
network with implicit inclusion of subsets is a natural approach.
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[Reimann et al., 2017] studied functional topology of biological neural networks. Stat-
ically, such networks can be seen as directed graphs; however, the information flow in the
network often manifests in higher-order behavior. By measuring synaptic activity, the au-
thors identified acyclic ‘directed cliques’ of the information flow. Then maximal directed
cliques become maximal simplexes (facets) in the simplicial complex representation of the
neural network. The observed number of high-dimensional simplexes significantly exceeds
the number expected from random synthetic networks (e.g. Erdos-Renyi graphs, Peters’ rule
for synapse formation, etc.). Also see [Masulli and Villa, 2016, Giusti et al., 2016].
[Ren et al., 2013] employed a simplicial complex to model broadcasting in wireless
networks. [Ghrist and Muhammad, 2005, De Silva and Ghrist, 2006, 2007, Kanno et al.,
2009, Chintakunta and Krim, 2010] studied networks of wireless sensors using the simplicial
complex model for verifying coverage and detecting coverage holes.
Collaborative simplicial complex networks, such as scientific collaborations, were stud-
ied by [Johnson, 2005, Moore et al., 2012, Carstens and Horadam, 2013, Hoang et al., 2014,
Bampasidou and Gentimis, 2014, Pal et al., 2017].
[Jhun et al., 2019, Iacopini et al., 2019] considered simplicial complex network model
for epidemic spreading and opinion contagion (arguing with a group of two persons may
change your opinion more than one-on-one arguments with the same people, and one can
say that a conversation with a group of people implies conversations with subsets of that
group). [Maletić and Rajković, 2014] proposed a simplicial complex model of opinion con-
sensus formation, where each agent’s opinion is represented as a simplex (seen as a set of
judgments); these simplexes evolve by exchanging judgments until everyone has the same
opinion.
Apart from simplicial complex context, [Guo et al., 2012, 2015] used subsumption for
empirical simplification (“abstraction”) of real social-networking data, which is intrinsically
noisy. For instance, given that {A, B, C , D} met 10 times, and {A, B, C} met once, the four
people are likely to be the same group (with D being absent once); therefore, they can be
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combined into {A, B, C , D}. However, in their approach, not every subset is subsumed. In-
stead the information leak metric by [MacLean et al., 2011] is used to decide whether the
subset is a distinct formation or not.
Subsumption is a useful feature for efficient data representation and information
propagation. For instance, it is employed in several algorithms for Publish/Subscribe sys-
tems [Carzaniga et al., 2000, Triantafillou and Economides, 2004]. Such systems are used
for distributing stock prices from data producers (publishers) to data consumers (subscribers)
via a network of broker servers: When a new subscription is forwarded from a customer
through the network of brokers, if the subscription is “covered” by an existing subscription at
a broker server, it gets subsumed by that other subscription and does not need to be propa-
gated further, thus avoiding redundant subscriptions at the brokers.
1.5 Abstract simplicial complex
Def. 1.5.1. An abstract simplicial complex (simplicial complex or SC for short thereafter) is
a family of finite non-empty sets ∆ satisfying the hereditary property: If a set f ∈ ∆, then any
non-empty subset of f is in ∆ as well.
Def. 1.5.2. The sets that belong to an abstract simplicial complex ∆ are called faces (or sim-
plexes) of ∆.
Def. 1.5.3. The elements of the faces are called nodes. The set of all nodes of a complex
⋃
f ∈∆ f
is denoted by V .
Note that an abstract simplicial complex is usually defined as a pair (V,∆), i.e. a set
of nodes together with a set of faces. However, since we never have a situation when nodes
don’t belong to any of the faces and V =
⋃
f ∈∆, we denote the entire complex simply by its
set of faces ∆, with the assumption that V is immediately retrievable if needed.
Def. 1.5.4. The maximal faces (that are not subsets of any other faces of the complex) are called
facets. F denotes the set of all facets of a complex.
Any abstract simplicial complex can be unambiguously determined by its facets. We
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use bold curly braces notation for defining a complex by listing its facets. For example,
{{1, 2,3}, {4}} denotes a complex {{1,2, 3}, {1,2}, {2,3}, {1, 3}, {1}, {2}, {3}, {4}}.
Def. 1.5.5. The dimension of a face f is dim( f ) = | f | − 1.
Def. 1.5.6. An abstract simplicial complex ∆′ is a subcomplex of ∆ iff ∆′ ⊆∆.
Def. 1.5.7. A d-skeleton of ∆ is the subcomplex { f ∈∆ : dim( f )≤ d}.
We also say the 1-skeleton of a simplicial complex is the skeleton graph, since it pre-









Figure 1.6: (Left) A Venn diagram of an abstract simplicial complex with two facets {1,2, 3} and
{3,4}. The facets (maximal faces) are shown as black ovals, while non-maximal faces are shown as
grey dashed ovals. Node 3 has facet degree 2; all other nodes have facet degree 1. (Right) A
geometric realization of the same complex (a geometric simplicial complex, which is a collection of
vertices, edges, triangles, and higher-dimensional polytopes).
It is common to draw abstract simplicial complexes as their geometric realization (i.e.
a collection of nodes, edges, triangles, tetrahedrons, etc.) We will use this visualization style
for low-dimensional complexes (containing tetrahedrons and below), but revert to Venn
diagrams for depicting complexes with higher-dimensional polytopes.
Graphs are a special case of a simplicial complex that can contain nodes and edges
(faces of size 1 and 2, respectively), but no higher-dimensional faces.
1.6 Degree in abstract simplicial complex networks
One of the most fundamental and well-studied properties in graph networks is degree,
which counts the number of connections of a node. In this section, we discuss how degree
can be defined for abstract simplicial complex networks.
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In graph networks, the notion of degree is well established. For simple graphs, it is
the number of edges incident to the node; this definition extends seamlessly to graphs with
self-loops and directed graphs (via the notions of in-degree and out-degree).
In hypergraphs, the degree of a node is the number of hyperedges the node belongs to.
How to define degree for simplicial complex networks in a way comparable with its
definition for hypergraphs? In literature, we find several approaches:
1. The number of incident edges (1-dimensional faces) of a node (i.e. the regular graph-
ical degree in the skeleton graph of the network) [Wu et al., 2015]. This is a possible
approach, however, reducing the network to its skeleton graph downplays the whole
idea of using affiliation networks. This approach is also not compatible with the notion
of degree in hypergraphs, which counts the number of incident hyperedges, not the
number of neighboring nodes.
2. The number of faces of certain dimension (e.g. the number of incident triangles) the
node belongs to. This approach works well in low-dimensional networks (e.g. contain-
ing at most triangles) [Courtney and Bianconi, 2018]; however, it becomes hard to
justify when the faces of the complex can be of arbitrarily large size. For instance, there
must be a very good reason for specifically counting tetrahedrons in a network that
contains faces of higher (and lower) dimensions.
3. The total number of faces the node belongs to.
4. The number of facets the node belongs to [Ciftcioglu et al., 2017, 2016].
Choosing between the options 3 and 4, we see the latter as a more favorable definition
in the context of affiliation networks with subsumption:
• The number of faces is greatly influenced by the dimension of the facets of the network.
Consider a co-authorship network that consists of two papers written by two distinct
groups: {A, B, C , D} and {E, F, G}. Node A belongs to 24−1 = 8 faces, while node E
belongs to only 23−1 = 4 faces. The two groups of authors are not too different, but the
number of faces differs by a factor of 2. Counting facets, on the other hand, does not
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have this problem as both nodes A and E belong to exactly one facet each.
• In the example above, counting facets would be equivalent to counting hyperedges (if
the hypergraph model were used). Generally, as long as facet subsumption does not
happen very frequently as the network grows, the number of facets and the number of
hyperedges remain comparable (if not the same).
• Counting all incident faces of a node is computationally costly, which can render a
network generation mechanisms based on such counting impractical.
• Counting degree as the number of facets is consistent with the notion of affiliation
networks with subsumption, where smaller facets are subsumed by bigger facets (thus
becoming ineffective or superseded by the bigger facets).
Given the above considerations, we choose to define the notion of the degree of a node in
simplicial complex affiliation networks as the number of facets the node belongs to:
Def. 1.6.1. Facet degree of a node in an abstract simplicial complex ∆ is the number of facets
the node belongs to.
1.7 Advantage of affiliation networks (hypergraphs and simplicial complexes) for
explaining network formation processes
In this section, we present two practical examples in which an affiliation network pro-
vides a simpler and, in our opinion, more natural model of the network data than the one
given by a graph.
1.7.1 PNAS co-authorship network ([Xie et al., 2018])
Figure 1.7 is copied from [Xie et al., 2018]. It shows the degree distribution in a PNAS
co-authorship network, modeled as a graph (left) and as a hypergraph (right). In both net-
works, the nodes are the authors. The network in the left panel is a graph that connects
authors if they wrote a paper together (i.e. the degree is the number of co-authors). The
network in the right panel is a hypergraph affiliation network, where each hyperedge cor-
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responds to a paper the authors wrote together (i.e. the degree is the number of papers an
author published).
Figure 1.7: Source: [Xie et al., 2018]. The degree distribution in a co-authorship network modeled as
a graph (Left) and as a hypergraph affiliation network (Right).
The authors argue that the degree distribution in the graph case can be modeled as a
combination of three regions: “Generalized-Poisson”, “Cross-over region”, and “Power-law”.
However, in the affiliation network representation, the whole distribution can be explained
by a power-law alone.
We should note that a power-law is a common feature of many networks which strongly
suggests that the network growth is governed by a preferential attachment process. (We dis-
cuss preferential attachment in more detail in Chapter 3.)
What we want to point out here is that a behavior that looks complex in a graph repre-
sentation, may have a simpler explanation if one uses an affiliation network representation.
(Moreover, it turns out that this complex-looking degree distribution of the graph network
does indeed appear in the skeleton graph of affiliation networks generated by our model
described in Chapter 4.)
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1.7.2 Facebook friendship network
Another characteristic example of a real-world network is Facebook friendship. We
used the dataset https://snap.stanford.edu/data/ego-Facebook.html that con-










































Figure 1.8: The degree distribution in a Facebook friendship (ego-)network modeled as a graph (Left)



































































Figure 1.9: The same degree distributions logarithmically binned.
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The degree distributions in a friendship ego-network is shown in Figure 1.8 (Left), and
from the shape of the distribution it is hard to tell what growth process leads to it. The hard
limit of 5000 friends on Facebook does not seem to play a significant role here, since none
of the degrees exceed 300 (therefore, this is unlikely to be the reason for the absence of a
power-law in the distribution).
As an alternative network model, we build a clique complex of this graph, and its facet
degree distribution is shown in Figure 1.8 (Right).
Def. 1.7.1. A clique complex of a graph G is a simplicial complex ∆ such that a face σ be-
longs to ∆ if and only if the nodes of σ form a clique in G. (Therefore, facets in ∆ are maximal
cliques in G.)
Logarithmically binned versions of these two experimental distributions are shown
in Figure 1.9. The degree distribution in the clique complex network follows a power-law,
which is an indication that the friendship relation in Facebook could be driven by preferential
attachment among implicitly formed social groups.
In addition to supporting our approach of using affiliation networks as a model for
real-world networks, this experimental result is interesting on its own. It supports the idea
that social networks could be seen as collections of (possibly implicit) groups of participants,
which goes beyond the explicit pairwise relations. A useful discussion of group formation
processes in social network context is provided in [Stadtfeld et al., 2020].
1.8 Summary
To conclude this chapter, in this work, we consider two types of affiliation networks:
• Regular affiliation networks modeled as a hypergraph whose hyperedges are the af-
filiations of the network and the node degree is the number of hyperedges the node
belongs to.
• Affiliation network with subsumption modeled by an abstract simplicial complex,
where the facets of the complex represent the affiliations of the network, and the node
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degree is the number of facets the node belongs to (i.e. the facet degree of the node).
Table 1.1 gives a summary of these two models.
Network type: Affiliation Network (no
restrictions on the affiliations)
Affiliation Network with
Subsumption (any affiliation
that is a subset of another
affiliation is subsumed)
Mathematical model: Hypergraph Abstract simplicial complex
Affiliations: Hyperedges Facets











In this chapter, we discuss several standard properties of networks, such as cluster-
ing coefficient, pairwise distances between the nodes, and assortativity. We also discuss Q-
analysis, which is a method for studying connectivity of abstract simplicial complex networks.
These properties and techniques are discussed in the context of graphs, affiliation networks
(hypergraphs), and affiliation networks with subsumption (abstract simplicial complexes).
2.1 Clustering Coefficient
Many naturally occurring networks possess the property that if node i is connected to j
and k, then j and k are often connected as well: “The friends of mine often know each other.”
Numeric measures of this connectivity property are called clustering coefficients. Several
clustering coefficients have been proposed.
Def. 2.1.1. The global clustering coefficient (gcc) in undirected unweighted graph is defined as
the number of triangles times 3, divided by the number of pairs of adjacent edges. For a graph















The conditions i < j < k and j < k ensure that each triangle and pair of adjacent edges are
counted only once.
For instance, in a complete graph with the number of nodes n ≥ 3, gcc = 1, while in
star graphs and cycle graphs with n> 3, gcc = 0.
Def. 2.1.2. The local clustering coefficient (lcc) of a node i measures the proportion of the
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{ j, k} ∈ V 2 : {i, j}, {i, k}, { j, k} ∈ E, j < k
	













is the number of adjacent edges such that i is their middle-node. Here, degi denotes the





Note that in the definitions of Ti and Li, we required j < k to count each pair of nodes only
ones. This condition can be omitted, then Ti and Li will double, but their ratio will remain
the same.
The sum of all numerators
∑
i Ti divided by the sum of all denominators
∑
i Li is equal







which follows from the definition of gcc.
The definition of lcc remains undefined for isolated and degree 1 nodes, since in these
cases, the ratio Ti/Li = 0/0. It is often assumed that lcc is equal to zero in these cases, but
this is not universally accepted, and some authors even withdraw from using graphs with
leaf and isolated nodes in their study to avoid this uncertainty.
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Since gcc 6= 〈lcc〉, to obtain gcc from lcc, one needs to add up local clustering coefficients










Clustering coefficient in multigraphs
The standard way of computing clustering coefficient in a multigraph is to reduce the
graph to a simple graph thus preserving at most one edge between every pair of nodes. Self-
loops must be also eliminated from the graph.
The reason for such transformation is that with multiple edges connecting the same
pair of nodes, the number of triangles may exceed the number of pairs of adjacent edges, so
the usual definition of gcc may exceed 1.
Extension of clustering coefficient to affiliation networks and affiliation networks with
subsumption
[Opsahl, 2013] introduced global clustering coefficient in bipartite graphs (two-mode
networks) as
gccOpsahl =
number of closed 4-paths
number of 4-paths
. (2.4)
Assuming the node bipartition is VN ∪ VE (corresponding to the nodes and hyperedges (facets)
of the original affiliation network, respectively). In Opsahl’s definition, we count only the
4-path that start and end at nodes from VN . Let us denote them as
(i, A, j, B, k), where i, j, k ∈ VN and A, B ∈ VE.












gccOpsahl = 36/36 = 1
gccEstrada = 48/36 = 1.333
gccOpsahl = 3/8 = 0.375
gccEstrada = 3/8 = 0.375
Figure 2.1: (Left) A bipartite graph representation of an affiliation network {{1,2, 5}, {2,3, 4}, {4, 5}}
with node bipartition VN = {1, 2,3, 4,5} and VE = {a, b, c}. (Right) A bipartite graph representation of
an affiliation network {{2, 3,4}, {3, 4,1}, {4,1, 2}, {1,2, 3}}. Both panels show gccOpsahl and gccEst rada
computed for these example networks.
In Figure 2.1 (Left), examples of 4-paths are (1, a, 2, b, 3), (1, a, 2, b, 4), (2, b, 4, c, 5),
and so on. All nodes in a 4-path must be distinct, so (2, b, 3, b, 4) is not a valid 4-path, as
well as (1, c, 2, d, 1) in Figure 2.1 (Right).
A 4-path (i, A, j, B, k) is considered closed if its endpoints i and k are adjacent to some
C ∈ VE that is different from A and B. This means that the numerator in the formula corre-
sponds to a subset of all 4-paths, and so the numerator cannot be greater than the denomi-
nator. This guarantees that 0 ≤ gccOpsahl ≤ 1, which is a desirable property for a clustering
coefficient definition.
Note that each 4-path can be either counted twice (in two directions, as in (i, A, j, B, k)
and (k, B, j, A, i)) or only once (as in (i, A, j, B, k) requiring i < k). As long as this choice is
followed consistently, the value of gccOpsahl would be the same. In the examples shown in
Figure 2.1, we use the latter convention, counting paths in only one direction. The same
comment holds for gccEst rada defined later in this section, for which we also count paths and
cycles in only one direction.
We want to additionally emphasize that in gccOpsahl , each 4-path contributes either 0 or
1 to the numerator of the formula, even if it is closed by several different hyperedges (facets)
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C ∈ VE. In this sense, the numerator does not count the number of “triangles” anymore, as
done in graphs.
It is worth mentioning another extension of gcc defined by [Estrada and Rodríguez-





A hypertriangle here is a cycle (i, A, j, B, k, C , i) where i, j, k ∈ VN , A, B, C ∈ VE, the first
and the last node are the same, and no other nodes repeat. Since the numerator counts
hypertriangles, this definition seems very similar to the usual clustering coefficient for graphs.
On the other hand, the number of hypertriangles may exceed the number of 4-paths, so
gccEst rada may exceed 1 on some networks, the same way the usual gcc may exceed 1 on
multigraphs if multiple edges between nodes are not removed. In Figure 2.1 (Right) we
show one such pathological example.
Although Opsahl’s definition might not be the most mathematically elegant or natu-
ral extension of gcc, it is quite reasonable given the known problems with extending gcc to
multigraphs. The fact that it is bounded between 0 and 1 makes it preferable over Estrada’s
definition.
There seems to be room for designing a better gcc definition that is applicable to affilia-
tion networks and multigraphs. For the purpose of this work, we will use Opsahl’s definition,
but developing better alternatives could be an interesting research direction on its own.
2.2 All-pairs distances in unweighted undirected graphs
Several properties of networks, such as closeness centrality, betweenness centrality, reach
centrality, center, median, radius, require accurate distance measurements in the network
graph.
All-pairs distance problem is a distance version of the All-pairs shortest path (APSP)
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problem that computes the shortest paths between all pairs of nodes in the graph. In the case
of an undirected unweighted graph, the task of finding all-pairs distances (and shortest
paths) can be solved by a simple BFS search from each node in O(nm) time, where n is the
number of nodes and m is the number of edges.
In dense networks, one can use an algorithm by [Seidel, 1995], which relies on fast
matrix multiplication. It achieves O(M(n) log(n)) running time where M(n) is the complexity
of matrix multiplication, which currently can be done in O(n2.373) time, [Le Gall, 2014].
For sparse graphs (and most real-world networks are sparse) this complexity is not
justifiable when m < n1.373. For example, when n = 106, n1.373 = (106)1.373 ≈ 173 · 106.
Therefore, if the average degree in the graph is small (less than 173/2), Seidel’s algorithm
does not provide any real advantage. Certain speed-ups are available specifically for sparse
graphs; for example, see the survey by [Chan, 2006]. However, practically, one has to rely on
approximation algorithms for computing distances in very large networks.
It is worth mentioning that the more general problem is APSP for weighted graphs. It
has a classical O(n3) Floyd-Warshall algorithm ([Floyd, 1962]). On this topic, see [Williams,
2014], [Abboud et al., 2014], [Chan, 2010], [Thorup, 1999].
Approximation algorithms for all-pairs distances
Algorithms for computing distances in graphs often require a pre-processing step that
speeds up subsequent distance queries. Such algorithms are often called “distance ora-
cles” [Zwick, 2001]. In our work, we use an approximation distance oracle algorithm de-
veloped by [Chechik et al., 2015].
This algorithm computes an estimate of the all-pair distance sum in O(ε−2 log n) single-
source shortest path (SSSP) computations, while the naive ASPS implementation would
have to make n SSSP computations. The parameter ε is the relative acceptable error. The
algorithm guarantees that the estimate will be within ε from its actual value with high prob-
ability, 1 − 1/pol y(n). Practically speaking, in a network with n = 106 nodes, by allowing
acceptable error ε = 0.1, the approximation algorithm will make ≈ 0.1−2 log(106) ≈ 1000
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SSSP computations instead of 106. (each SSSP can be implemented as BFS).
Other approximation algorithms for APSP: [Tretyakov et al., 2011], [Baswana and
Kavitha, 2010], and [Thorup and Zwick, 2005].
By converting an affiliation networks to its skeleton graph, distances can be computed
using algorithms for graphs. In such networks, as long as the mean degree (facet degree) of
its nodes is finite (i.e. constant) and the mean size of affiliations is finite (i.e. constant), the
number of edges in the skeleton graph of the network is O(n), so the graph is sparse and all
of the above algorithmic considerations apply.
2.3 Q-analysis
The Q-analysis formalism was introduced by [Atkin, 1974, 1976] for studying con-
nectivity of simplicial complex networks, which found applications in diverse settings (e.g.
communication and biological systems). Here we provide a short summary of the main def-
initions of this formalism; for more detail, see [Casti, 1979]. A more modern take on these
ideas was later developed by [Barcelo et al., 2001], called A-theory (based on the notion of
A-homotopy named after Atkin).
Def. 2.3.1. Two simplexes of a simplicial complex are called q-near if they share a q-dimensional
face.
Example: {1,2,3,4} and {2,3,4,5,6} are 2-near because they share a 2-dimensional
face {2,3,4} (these simplexes are also necessarily 1-near and 0-near, since they share com-
mon edges and common vertices).
Def. 2.3.2. Two simplexes σ and τ of a simplicial complex ∆ are called q-connected if there
exists a finite sequence of simplexes α0, . . . ,αk ∈ ∆, such that α0 = σ, αk = τ, and every
sequential pair αi and αi+1 are q-near. (In other words, q-connectivity is the transitive closure of
q-nearness.)
Let us denote dim(∆) = maxσ∈∆ dim(σ) (i.e. the largest simplex dimension in the
complex ∆). Q-analysis studies the connectivity of a simplicial complex network ∆ at each
CHAPTER 2. PROPERTIES OF NETWORKS 25
level q ∈ {0, . . . , dim(∆)}.
Def. 2.3.3. A q-connected component (qCC for short) of ∆ is a maximal set of simplexes σ ∈
∆ of the dimension dim(σ)≥ q that are q-connected in ∆.
(In other words, consider a graph with nodes Vq = {σ ∈ ∆ | dim(σ) ≥ q} and undi-
rected edges Eq connecting all pairs σ,τ ∈ Vq that are q-connected in ∆. Each connected
component of the graph (Vq, Eq) defines a q-connected component in ∆.)
It is intuitive to look at q-connected components as q decrements from dim(∆) down
to 0. With each smaller q, some of the previously separate q-connected components merge,
while at the same time new smaller simplexes are added and taken into consideration, thus
potentially introducing new q-connected components.





where q̂ is the largest q level at which σ q-connects to any other simplex τ 6⊆ σ from the com-
plex ∆.
Eccentricity assumes values in the range from 0 to +∞. Simplexes that are well-
integrated into a network (by intersecting with other simplexes at large dimension q) have
small eccentricity ( 1), while large eccentricity ( 1) means weak integration. Discon-
nected simplexes have +∞ eccentricity by convention.
It is practical to consider the logarithm of simplex eccentricity, log ecc(σ), which as-
sumes values in the range between −∞ and +∞ with moderate levels around 0. For ex-
ample, consider a simplex σ1 with dim(σ1) = 100 that intersects with other simplexes at a
single node: it has q̂ = 0 and ecc(σ1) = 100. Compare it to another simplex σ2 of the same
dimension that intersects at 100 nodes with other simplexes, it has q̂ = 99 and ecc(σ2) =
1
100 .
The logarithm of eccentricity places these two simplexes symmetrically around zero, approxi-
mately at −4.605 and 4.605 if we use natural logarithm. The probability distribution of facet






s1 = {1, 2, 3, 4, 5}
s2 = {4, 5, 6}
s3 = {5, 7, 8, 9}
s4 = {7, 8, 9, 10, 11, 12}
s5 = {12, 13}
s6 = {1, 13, 14, 15, 16, 17, 18}
























q q-connected components Qq structure vector Avg. size of qCC
(i.e. number of qCCs)
6 s6 1 1
5 s4, s6 2 1
4 s1, s4, s6 3 1
3 s1, s3, s4, s6 4 1
2 s1, s2, (s3s4), s6 4 1.25
1 (s1s2), (s3s4), s5, s6 4 1.5
0 (s1s2s3s4s5s6) 1 6
Facet, σ s1 s2 s3 s4 s5 s6
Eccentricity, ecc(σ) 1.5 0.5 1/3 1 1 6
logecc(σ) 0.405 −0.693 −1.10 0 0 1.79
Figure 2.2: An example simplicial complex ∆ with 18 nodes and six facets s1, . . . , s6. The connectivity
graph (on the right) shows the q-connectivity between the facets of the complex. The number of arcs
between two facets in this graph shows how many nodes are shared between the facets (i.e. the q
level at which these facets are q-connected is the number of arcs minus 1).
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eccentricities becomes close to symmetric after such a logarithmic transformation.
Def. 2.3.5. The first structure vector of ∆ is the vector of integers
Q = [Q0,Q1, . . . ,Qdim(∆)],
where Qq is the number of q-connected components at the level q.
Def. 2.3.6. We introduce the size of a q-connected component as the number of facets of ∆
that have dimension ≥ q and belong to that q-connected component:
size(qCC) =

{σ ∈ qCC | σ is a facet of ∆ and dim(σ)≥ q}

.
Figure 2.2 shows the structure vector Q and the average size of q-connected compo-
nents computed for all dimensions q of the given complex. The figure also shows eccen-
tricities of all facets in the complex: facet s3 is the most-integrated in the complex (has the
smallest eccentricity), while s6 is the least-integrated.
2.4 Assortativity
Assortativity (or assortative mixing) is a tendency of networks to form links between
similar nodes. The node similarity can be categorical (e.g. people’s gender) or quantitative
(e.g. salary). In the context of abstract network, the node degree assortativity is the most
well studied type of this property. (The opposite tendency of networks to make links between
unlike nodes is called disassortativity).
A quantitative measure of assortativity was introduced by [Newman, 2002], and is
defined as the Pearson correlation coefficient of the degrees of the endpoints of an edge
sampled uniformly at random. Let us use ρ(G) to denote this quantity.
More precisely the procedure for finding ρ(G) is as follows: Let an (undirected) edge
{i, j} be sampled uniformly at random from the graph. Let r.v. X and Y be the degrees of its
endpoints, d(i) and d( j), determined at random with probability 1/2. The Pearson corre-
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lation coefficient corr(X , Y ) defines the measure of assortativity of the node degrees in the
network, and it can be computed using the (population) correlation coefficient formula from
the list of all edges in the graph:
ρ((V, E)) =
E[X Y ]− E[X ] · E[Y ]
p
E[X 2]− E[X ]2 ·
p






























{i, j}∈E (di + d j)
2 .
Alternatively, one can 1) sample edges uniformly at random from the graph, 2) accu-
mulate a list of their endpoint degrees 〈X , Y 〉= 〈d(i), d( j)〉, where i is chosn to be one of the
endpoints with probability 1/2, then 3) compute their (sample) correlation coefficient. This
second approach is stochastic, and would not give the same exact number as the formula in
the first approach.
Note that the assortativity correlation coefficient could be computed for any property of
the nodes, it does not have to be necessarily node degrees. Another remark is that Newman
defined his measure as the correlation of remaining degrees (degrees of the nodes minus one,
d(i) − 1), however this peculiarity does not affect the numerical value of the correlation
coefficient.
For example, in Zachary’s karate club network (Figure 2.3), the assortativity correlation
coefficient is ρ ≈ −0.475613.
Assortativity correlation coefficient in affiliation networks. A similar assortativity cor-
relation coefficient can be introduced for affiliation networks. It can be defined as follows:
1) Sample a facet (hyperedge) S uniformly at random. 2) Sample two distinct nodes i and
j uniformly at random from S (if |S| = 1, discard it and sample another facet). 3) Choose
random variables X and Y to be the degrees (facet degrees) of the sampled nodes, X = d(i)
and Y = d( j). 4) Let the correlation corr(X , Y ) be the quantitative measure of assortativity.
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[2 1]
[3 1] [3 2]
[4 1] [4 2] [4 3]
[5 1]
[6 1]
[7 1] [7 5] [7 6]
[8 1] [8 2] [8 3] [8 4]
[9 1] [9 3]
[10 3]
[11 1] [11 5] [11 6]
[12 1]
[13 1] [13 4]
[14 1] [14 2] [14 3] [14 4]
[17 6] [17 7]
[18 1] [18 2]
[20 1] [20 2]
[22 1] [22 2]
[26 24] [26 25]
[28 3] [28 24] [28 25]
[29 3]
[30 24] [30 27]
[31 2] [31 9]
[32 1] [32 25] [32 26] [32 29]
[33 3] [33 9] [33 15] [33 16] [33 19] [33 21] [33 23] [33 24] [33 30] [33 31] [33 32]
[34 9] [34 10] [34 14] [34 15] [34 16] [34 19] [34 20] [34 21] [34 23] [34 24] [34 27]
[34 28] [34 29] [34 30] [34 31] [34 32] [34 33]
Figure 2.3: Zachary’s karate club network (list of edges).
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CHAPTER 3
Preferential attachment in affiliation networks
3.1 The rich get richer
The rich get richer principle, also known as the principle of cumulative advantage or the
“Matthew effect”, governs many real world phenomena in which any inital advantage of one
agent brings them even more advantage in the future. It can describe the amount of money a
person has, the number of times a scientific paper is cited, or the number of friends a person
has in a social network, to name a few examples.
Mathematically, it requires the rate of growth of certain property X to be correlated
with the current magnitude of X , (e.g. linearly proportional to X ). Therefore, the larger X is,
the faster it grows.
Examples of this behavior are very frequent in nature and human society, and include
systems with the Zipf and Pareto distributions, Bradford’s Law (of secondary information
scattering), the Lotka Law (frequency of publications by author), etc. Mathematical mod-
els exhibiting this behavior include Simon’s model (Yule-Simon distribution), the Chinese
restaurant process, Pitman-Yor process, Barabasi-Albert preferential attachment, and many
others.
3.2 Preferential attachment
In the network setting, the-rich-get-richer (cumulative advantage) principle is com-
monly known as preferential attachment, and describes networks in which nodes acquire new
neighbors at a rate proportional to their current number of neighbors.
Preferential attachment is not a single model; instead, it is a family of models, where
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the network growth exhibits the following two properties (as described by [Barabási and
Albert, 1999]):
1. the network grows incrementally with nodes gradually introduced, and
2. existing nodes acquire new neighbors at a rate proportional to the number of neighbors
they already have, hence the name “preferential attachment”.
While the term “preferential attachment” was coined and popularized by [Barabási and
Albert, 1999], it is a re-discovery of the earlier work by [Price, 1976], who was the first to
apply the principle of cumulative advantage to networks. Price not only proposed a network
growth model essentially identical to the Barabasi-Albert model (BA model for short), but
also derived a closed-form solution for its degree distribution. The only difference is that the
BA model considered undirected graphs, while Price chose directed graphs.
The importance of preferential attachment is that it explains the degree distributions
observed in many real world networks: Empirical research on social, biological, and infor-
mation networks revealed that node degree k is often distributed according to a power law,
P(k)∝ k−γ (with the exponent often in the range 2 < γ < 3, but could be larger than that).
Basrabasi and Albert experimentally demonstrated that their network growth model leads to
the same degree distributions, and proposed to call such networks “scale-free networks”. A
follow-up paper [Barabási et al., 1999] employed the mean-field approximation for proving
the power-law theoretically.
A more nuanced master equation technique was later employed by [Dorogovtsev et al.,
2000], [Krapivsky et al., 2000], and [Ghoshal et al., 2013] for analytical studies of the BA
model and its generalizations. The technique itself is described in more detail in [Toral and
Colet, 2014, Gillespie, 1992, Newman, 2003, Dorogovtsev and Mendes, 2002].
Bollobas and Riordan unambiguously formalized the BA model as a model called LCD
with even more accurate theorems [Bollobás et al., 2001, Bollobás and Riordan, 2003, 2004],
showing that in their model a power-law P(k) ∝ k−3 will be achieved with probability
tending to 1 as n→∞.
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3.3 Master equation method
The master equation formalism is described in [Dorogovtsev and Mendes, 2002] (sec-
tion IX). Consider a simplest BA model that starts with two nodes connected by one edge.
The network grows by adding a new node connected by one edge to an existing node. The
existing node gets sampled with probability proportional to its degree.
Let us use s to denote nodes, enumerated in the order of their introduction (s = 1, 2, 3, . . .),
k to denote node degrees, and n to denote the total number of nodes in the network. The
initial network consists of two nodes s = 1 and s = 2, both having degree 1, and the total
network size n= 2.
Let p(k, s, n) be the probability that node s in the network of size n has degree k. Initial
conditions: p(k, 1, 2) = p(k, 2, 2) = 1[k=1]. Boundary conditions for n > 2: p(k, n, n) = 1[k=1].







1 if condition is true,
0 otherwise
Since in the network with n nodes there are n− 1 edges, the sum of the node degrees
is 2(n− 1). When the new node (n+ 1) gets connected to the network, it gets connected to a
node that has degree k with the probability k/(2(n− 1)). For the other nodes (s < n+ 1), they
either get connected to the new node or not, so the recurrence relation for them is:
p(k, s, n+ 1) =
k− 1
2(n− 1)






· p(k, s, n)
Let P(k, n) be the probability that a node (of any node number s) has the degree k in a
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· nP(k, n) + 1[k=1]

Therefore,
(n+ 1)P(k, n+ 1) =
(k− 1)
2(n− 1)






nP(k, n) + 1[k=1],







nP(k, n) + 1[k=1]
This equation tracks the expected number of nodes of degree k, showing how it
would change after a new node s = n + 1 is added to the network. The LHS is the differ-
ence of expectations of the number of such nodes, E[Nk,n+1]− E[Nk,n]. The RHS explains the
reason for this change: either the new edge is added to a node of degree k− 1 (thus increasing
the number of nodes of degree k), or the edge is added to a node of degree k (thus decreas-
ing the number of such nodes). The term 1[k=1] accounts for an unconditional increase in the
number of nodes of degree 1 due to the newly added node (which always has degree 1 when
just added). Generally, master equation methods track expectations of certain model prop-
erties, such as the number of nodes of a given degree (in a network setting) or molecules
counts (in chemical and biological settings).
In the limit n →∞, assuming the probability distribution P(k, n) converges to a sta-
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(2+ k)P(k) = (k− 1)P(k− 1) + 2 · 1[k=1]






· P(k− 1), when k > 1
3.3.1 Several techniques for solving recurrences
Computing the first elements and guessing the closed-form formula:
P(k = 1) =
2
3






















2 · (1 · 2)
(3 · 4 · 5)




2 · (1 · 2)





2 · (1 · 2 · 3)









Asymptotically, when k → ∞, P(k) ∝ k−3: the tail of the distribution behaves as a
power-law with the exponent γ= 3.
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Generating functions:
In more complex situations, when the previous simple approach does not work, one
can employ the generating functions method (which is also known as the Z-transform method
in signal-processing literature).






In our case P(0) = 0, so we obtain G(x) =
∑∞
k=1 P(k)x










Let us express the recurrence relation for k ≥ 2 in terms of G(x) and G′(x). The recurrence
relation itself is:
(k+ 2)P(k) = (k− 1)P(k− 1)












(k− 1)P(k− 1)x k



































Therefore, taking into account the boundary condition P(1) = 2/3, we obtain a differential
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equation for G(x):
G′(x)(x − x2) + 2G(x) = 2x
The equation can be solved using the integration factor method, if we multiply both





















































(1− x)2(C − 2 log |1− x |) + 4x − 3
x2
The constant C can be determined from the boundary conditions, P(0) = 0 and P(1) =
2/3. Since, according to the properties of generation functions, G(0) = P(0) and G′(0) =
P(1), the obtained closed-from expression for G(x) should satisfy these identities at least in
the limit x → +0.
Both limits, limx→+0 G(x) and limx→+0 G′(x), indeed exist and converge to the required
values 0 and 2/3 when C = 3. Therefore, the generating function is:
G(x) =
(1− x)2(3− 2 log |1− x |) + 4x − 3
x2
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Some useful properties of generating functions











After the probabilities for P(0), P(1), . . . are found, one can guess the closed-form for-
mula for P(k) and prove it by induction.






(Here, f (a−) denotes the limit when the function argument approaches a from the
left.)
In the specific case we considered above, limx→1− G
′(x) = 2, so the expected degree of
a node is 2.
3.4 Existing models of affiliation network generation with preferential attachment
Before presenting our own preferential attachment model for affiliation networks we
would like to review several related models of network growth.
3.4.1 Ciftcioglu’s model
The algorithm proposed by [Ciftcioglu et al., 2017, 2016] is designed to generate a sim-
plicial complex (or hypergraph) network with a power-law distribution of facet (hyperedge)
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degrees, while guaranteeing any desirable distribution D of facet (hyperedge) sizes. This size
distribution D must be supplied as an input to the procedure. Another model parameter φ is
the desirable ratio between the number of facets and the number of nodes. One additional
model parameter β that can be assumed equal to 1 in practice.
The algorithm itself is presented in Figure 3.1 (for clarity, we rephrase its original for-
mulation, avoiding the “node merging” terminology). The algorithm is very straight-forward:
in each iteration, it samples the size of a new facet, then, depending on the targeted number
of nodes in the network, it constructs the new facet by sampling some existing nodes prefer-
entially and then adding some new nodes on top of that. After the new facet is added to the
network, one has to remove the facets that are subsumed. The process is repeated until the
desired number of nodes is reached.
Our suggested modifications to the algorithm:
When using this algorithm, we found that its initial conditions (or the initial stage
of the network growth) are not sufficiently specified: If left as is, the algorithm can stall
early at a network consisting of a single facet of the largest possible size. It stalls because in
this network configuration, the ratio of the number of facets per node (m/n) is very small,
so no new nodes can be added, and since any new facet will be necessarily subsumed, no
progress can be made. This is not a rare scenario, especially if the facet size distribution D
allows large facet sizes. Only after the number of nodes exceeds the largest possible facet
size allowed by the distribution D, the algorithm can proceed without stalling. We suggest
a fix to this problem by sampling the new facet size limited from above by bn/2c+ 1 (other
function less than n could work too):
s←min{SampleFacetSize(D), bn/2c+ 1}.
This correction plays a role only at the very early stages of the network growth. Note that it
can potentially add some facets of wrong dimension (that is not allowed by the distribution
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Ciftcioglu’s algorithm of SC network growth:
Given a initial set of nodes V and set of facets F , the desirable facet size distribution D,
the desirable ratio of facets per node φ, parameter β (often equal to 1), and the target
number of nodes ntar get .
n← |V | (number of nodes)
m← |F | (number of facets)
While n< ntar get: (repeat until network is large enough)







(target number of nodes after this iteration)
newn← n′ − n (?) (new nodes to be added)
oldn← s− newn (existing nodes to be sampled)
S←∅ (start building the new facet)
While oldn > 0: (sample existing nodes)
i← SampleAnExist ingNodePre f erential l y(V, F)
If i /∈ S:
S← S ∪ {i}
oldn← oldn − 1
∆V ← C reateNewNodes(newn) (create new nodes)
S← S ∪∆V
V ← V ∪∆V
F ← F ∪ {S}
F ← RemoveSubsumedFacets(F)
n← |V | (number of nodes)
m← |F | (number of facets)
Figure 3.1: Ciftcioglu’s algorithm of SC network growth. (?) We suggest corrections to two lines of
the algorithm to prevent it from stalling and to resolve the anomaly when n′ < n.
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D). This should not be a problem in most realistic scenarios, and if it is a problem, bad facets
can be filtered out (or modified) in the end, after the network is built.
Our second suggested correction addresses the scenario when some facets were sub-
sumed in the previous iteration, which can lead to n′ < n (i.e. we have too may nodes in
the network). If the algorithm is left as is, the number of the new nodes to be added (newn)
becomes negative, and the number of existing nodes that must be sampled (oldn) exceeds
s. The original algorithm does not address this situation. Our suggested fix is to clamp newn
between 0 and s:
newn←max{0, min{(n′ − n), s}}
This ensures that both 0≤ newn ≤ s, 0≤ oldn ≤ s, and their sum is correctly equal to s.
3.4.2 Preferential attachment models for simplicial complex networks by Ginestra
Bianconi and co-authors
In this section we review two models considered by Ginestra Bianconi and her co-
authors. A common feature of these models is the focus on simplicial complex of dimension
at most 2 (composed of triangles, edges, and vertices, but no higher-dimensional simplexes).
Wu, Menichetti, Rahmede, and Bianconi model
[Wu et al., 2015] proposed a model of preferential attachment growth for simplicial
complex networks that evolves by applying two operations:
1. (Growth) Sample an existing edge uniformly at random, call it {i, j}. Add a new node
k and a triangle {i, j, k}.
2. (Explicit triadic closure) With probability p: Sample an edge uniformly at random,
call it {i, j}. Then sample an edge adjacent to {i, j}, without loss of generality, let
us assume that the second edge is { j, k}. Add an edge {i, k} and all possible triangles
{i, k, x} for all nodes x such that {i, x} and {k, x} are already in the network.
The model has an additional saturation property that limits the number of triangles
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attached to each edge. The model counts the number of triangles each edge e belongs to, let
us denote it by Te. Given the model parameter m (which can be infinite), both operations are
performed only as long as the saturation condition Te ≤ m is maintained for all edges in the
network, otherwise, the operation is replaced with a no-op (i.e. no edges and no triangles is
added).
The first operation is responsible for preferential attachment leading to a power-law
in the degrees of the nodes (the number of edges adjacent to a node) as long as there is
no saturation (m =∞). When m is finite, the network is not “scale-free”, and when m =
2, the distribution becomes exponential and the network planar. The second operation is
responsible for creating a non-negligible clustering coefficient.
Counrtney and Bianconi model of dense networks
[Courtney and Bianconi, 2018] introduced a model of preferential attachment for
generating dense simplicial complex networks. When the degree distribution in a network
follows a power-law P(k)∝ k−γ, if γ > 2, the network is sparse and the expected degree
of a node E[k] is finite, whereas, if 1 < γ < 2, the network is dense and E[k] =∞. The
network growth model proposed in that paper is based on a Pitman-Yor process with super-
linear preferential attachment (degrees grow at a faster than linear rate, while the number of
nodes grows at a slower than linear rate), thus producing dense networks.
The network produced by the model is composed of oriented 2-simplexes (i.e. trian-
gles). In each iteration t, a new triangle i jl is created and added to the network. The first
node i is either a new node or is sampled preferentially among the existing nodes. Specifi-
cally, the probability of selecting i is proportional to the number of times i has already been
the first node in a created triangle (this number is called the “generalized out-strength”). The
other two nodes ( j, l) are sampled uniformly among the edges of the network.
Each time an oriented triangle is created, if it is already present in the network, instead
of adding it again, the model increments this triangle’s “weight”. These weights are used for
computing the generalized out-strength of nodes (used above). It might be easier to think
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of this model as if multiple copies of triangles are allowed to be added while the network
grows, but in the end, these extra copies are removed (so these additional copies don’t factor
into the nodes’ “generalized out-degrees”).
The “generalized out-strength” of a node turn out to be distributed as a power-law with
the exponent γ= 1+α ∈ (1,2], where α is a model parameter. The “generalized out-degree”
(which is the same as the generalized out-strength but assuming each triangle’s weight is
equal to 1) is harder to study analytically. However, when evaluated numerically, its graph
exhibits a power-law distributions as well, with the exponent close to 1+α.
The model supports only triangle addition as a means of network growth, and, there-
fore, it is not possible to add higher- or lower-dimensional simplexes. Subsumption of facets
is not a significant factor in this model because: 1) all facets are triangles and it is easy to see
when the new triangle is already present in the network, and 2) one can say that the model
effectively keeps multiple copies of triangles by tracking the triangles’ weights, which are used
for the preferential attachment probability calculation.
3.4.3 Herbert-Dufresne’s model
[Hébert-Dufresne et al., 2012] introduced a model of affiliation network growth called
Structural Preferential Attachment (SPA). It is a straight-forward preferential attachment
model explained in Figure 3.2. Its symmetry of dealing with nodes and hyperedges (called
“balls” and “bins”) is mathematically elegant, and since both “bins” and “balls” are sampled
preferentially, it leads to power-law distributions in both hyperedge degrees and hyperedge
sizes.
However, most real-world affiliation networks do make a distinction between its nodes
and its hyperedges: they tend to be entities of different nature, they are likely to operate dif-
ferently, and because of that, they often obey distinct distributions. For example, in a citation
network, there must be a distinction between the number of citations a paper makes vs. the
number of citations it receives (in this model, a bin is the set of citations made by a paper).
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Figure 3.2: One iteration of Structural Preferential Attachment model by [Hébert-Dufresne et al.,
2012].
So, despite its mathematical elegance, this model seems to have only limited applicability. It
also hasn’t been applied to affiliation networks with subsumption.
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CHAPTER 4
Our network growth model
In this section, we introduce our model of preferential attachment growth for affiliation
networks. As described in Chapter 1, we consider the two classes of affiliation networks:
1. Hypergraph networks (regular affiliation networks), in which every hyperedge repre-
sents one affiliation.
2. Abstract simplicial complex networks (affiliation networks with subsumption), in
which each facet of the complex represents one affiliation.
The degree of a node in a hypergraph is the number of hyperedges it belongs to. Sim-
ilarly, the facet degree of a node in a simplicial complex is the number of facets it belongs
to.
On terminology: When the discussed material is applicable to both types of networks, we
use the terminology “affiliation network, affiliation, degree” to mean “hypergraph, hyperedge,
degree” or “simplicial complex, facet, facet degree”, respectively.
We will use V to denote the set of nodes in the network, and F to denote the set of its
affiliations (i.e. hyperedges or facets). Moreover, the number of nodes is
n= |V |,
and the number of affiliations is
m= |F |
Power-law degree distributions in real-world affiliation networks. Many real affiliation
networks exhibit power-laws in their degree (facet degree) distributions, for example, this
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behavior was found in co-authorship networks of DBLP and Physical Review D, see Figure 4.1
(source: [Ciftcioglu et al., 2017]).
Figure 4.1: [Ciftcioglu et al., 2017]: Observed power-laws in degree (facet degree) distributions in
hypergraph and simplicial complex co-authorship affiliation networks: (Left) DBLP, (Right)
Physical Review D.
We identified similar distributions in collaboration networks of Wikipedia Talk pages,
see Figure 4.2 (Left). In its structure, a talk page resembles a tree-like forum discussion
divided into topics. To construct a simplicial complex network, we associate the participants
discussing the same topic with a facet of the complex.
Moreover, power-law degree distributions are found in the structure of computer pro-
grams, see Figure 4.2 (Rigth). In this example, the network is constructed as the neighbor-
hood simplicial complex of the function call graph of a computer program: function names
serve as both nodes and facets: a facet f contains a node g if function f calls function g.
Desirable properties for our new model of affiliation network growth. Since many real
affiliation networks exhibit a power-law in their degree (facet degree) distribution, it is of
interest to design a simple network growth procedure that can produce such distributions.
Such growth procedure are abundant for graphs; however, there is room for innovation in
hypergraph and especially simplicial complex networks.
Preferential attachment is a typical technique for achieving power-laws; however, as





























Figure 4.2: (Left) Facet degree distribution of Wikipedia Talk pages for two sets of articles. (Right)
Facet degree distribution of the neighborhood simplicial complex of the function call graph for four
open source projects.
noted in [Ciftcioglu et al., 2017], explicit preferential node sampling, which selects nodes
with probability proportional to their degree, d(v)/
∑
u d(u), can be computationally costly.
Fortunately, in some cases, such sampling can be performed implicitly (e.g. [Wu et al., 2015]).
For example, in graphs, one can sample an edge uniformly at random and take one of its
endpoints with probability 1/2. Because every edge has exactly two endpoints, a node is
sampled preferentially with probability k2m (i.e. with probability proportional to its degree).
If the list of edges is readily available, e.g. stored in an array, such sampling takes O(1) time.
We would like to apply this implicit sampling technique in our model for generating affilia-
tion networks.
Many social processes are interactions between groups, not individuals. In particular,
the process of new group formation is often governed by inter-group interaction mechanisms.
Consider an example: two research teams {A, B, C} and {D, E, F, G} meet and form a new
team {A, F, G}. This new team was not formed by randomly selecting persons all over the
network. Instead, the selection is local, i.e. all nodes come from a few sampled affiliations.
This principle of locality is something we would also want to capture in our model.
Existing preferential attachment models that generate simplicial complex networks
either don’t use facet degrees for preferential attachment, or try to minimize the number of
facet subsumptions as the network grows. In [Courtney and Bianconi, 2018], a node gains
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new incident triangles (i.e. facets) at a rate proportional to its “generalized out-strength”,
not its facet degree. The “generalized out-strength” counts the total number of times such tri-
angles are added to the node, particularly allowing multiple copies of the same triangle. One
can say that, effectively, the growth process does not eliminate repeated triangles as the net-
work grows. In [Ciftcioglu et al., 2017], facet degrees are used for preferential attachment,
but the model ensures that, as the network grows, facet subsumptions become increasingly
unlikely (approaching zero probability). In our affiliation network model, facet subsumption
is the central property differentiating hypergraph and simplicial complex networks. This is
why we designed our network growth procedure to allow non-negligible subsumption of facets,
elucidating the difference between the two classes of affiliation networks. The design of our
network growth procedure is based on our older model introduced in [Nikolaev et al., 2017].
4.1 The main algorithm
Our preferential attachment growth model is presented in Figure 4.3. It works by
adding one new affiliation (i.e. hyperedge or facet) every iteration. In the simplicial com-
plex case, adding a facet may result in the subsumption of one or more existing facets.
The model has three parameters:
• c ∈ {1, 2,3, . . .} is the number of new nodes introduced with every new affiliation.
• ` ∈ {1,2,3, . . .} (“locality”) is the number of existing affiliations used for sampling the
nodes of the new affiliation.
• α ∈ [0, 1) ⊂ R determines the probability of sampling existing nodes.
4.2 Union and multiset variants
As it will be show in Section 5.1.1, the Union and Multiset variants of the affiliation-
generating subroutine behave identically in the large network limit. This makes the two
variants equivalent for the purpose of any theoretical analysis that typically discusses large
networks (excluding Chapter 11, which discusses empirical properties).
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Our growth model:
Given parameters 0≤ α < 1, c ∈ Z+, and ` ∈ Z+.
Start with an arbitrary small network. (The initial configuration we usually assume is a
network with a single hyperedge (facet) of size c.)
While the stopping condition is not met:
Create a new affiliation f using Create-new-affiliation subroutine. Add f to the
network. (In the simplicial complex case, possible subsumption of facets must be
handled at this step. In particular, if the network is stored as a collection of facets,
the facets subsumed by f must be deleted from the collection. On the other hand,
f itself cannot be subsumed because c ≥ 1.)
Subroutine Create-new-affiliation:
Make a new empty set f .
Add c new nodes to f .
Sample ` existing affiliations uniformly at random with replacement from the network:
fi1 , fi2 , . . . fi` .
– (Variant 1) Take the union: A← fi1 ∪ . . .∪ fi` .
– (Variant 2) Take the multiset: A← fi1 ∪+ . . .∪+ fi` (i.e. multiple copies of nodes are
allowed, where ∪+ denotes the union operation for multisets)
For every node x in A:
With probability α/`, add x to the set f (i.e. f ← f ∪ {x}).
Return f .
Figure 4.3: Our algorithm of network growth.
However, when the number of affiliations is small (smaller or comparable to `), the
Union variant grows as a uniform attachment network, transitioning into preferential at-
tachment only when the network size gets larger. This leads to interesting effects in small
networks that are discussed in Sections 11.3 and 11.4. The Multiset variant does not have
this problem and its nodes acquire new degrees at a rate proportional to their current degree
even when the network is small.
For this reason, we generally prefer the Multiset variant, since its growth is more consis-
tent and is not significantly affected by the value of ` and the network size.
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4.3 Non-constant c
The model parameter c (the number of new nodes added to each new affiliation) is a
constant positive integer in the basic variant of our network growth model.
Additionally, we also consider an extension of this model, when c is not constant, but is
sampled from a fixed distribution each time we generate a new affiliation. Analysis in many
cases allows such an extension, often resulting in a formula where c is simply replaced by
E[c], although that’s not always the case. We try to consider this extension in our analysis
whenever possible.
4.4 Main principles of our network growth model:
1. Preferential attachment (and a power-law in degrees) without explicitly sampling nodes
proportionally to their degrees. (Explicit sampling was found to be the main perfor-
mance bottleneck in similar algorithms [Ciftcioglu et al., 2017].)
2. Controlled locality of sampling: The model parameter ` controls the number of existing
affiliations from which the nodes of a new affiliation are sampled. Therefore, we can
choose `= 1 to sample these nodes “locally” (all from the same place), or “randomize”
the sampling by choosing `  1. Moreover, it is worth noting that when ` = 1, affili-
ations connect in a tree structure, and no loops are possible. This affects the network
connectivity and the average distance between the nodes.
3. The simplicial complex growth model does not try to avoid facet subsumption; therefore,
there is a difference between the hypergraph and simplicial complex cases. Even with
non-negligible subsumption, it can be shown that the network achieves power-law in
facet degrees.
4. The number of new nodes introduced at each iteration is controlled by the parameter c
(which can be either fixed or drawn from a fixed distribution at each iteration).
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CHAPTER 5
Hypergraph: Degree and hyperedge size distribution
5.1 Preliminaries
5.1.1 The probability of gaining a degree
Before we can write a master equation for the degree distribution, we need to find the
probability that a node gains a degree when a new hyperedge is added. Note that at each
iteration, the degree of each node either remains unchanged, or increases by one if the node
belongs to the newly created hyperedge.
Consider a network with m hyperedges. In the Union variant, a particular node with













In the Multiset variant, the same probability is:








5.1.2 The “no overlap” assumption
Let us define Poverlap as the probability that among ` sampled hyperedges at least one
pair overlaps.
Assumption: In our analysis, we assume that Poverlap goes to zero as the network grows
large (i.e. m→∞).
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Experimental justification: In practice, sampling overlapping hyperedges becomes increas-
ingly unlikely as the network becomes larger. Figure 5.1 shows that Poverlap decreases as the
network grows and can be approximated by the formula
Poverlap(m)∝ mb,

























m, number of hyperedges
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Figure 5.1: Poverlap plotted as a function of m; (Left panel) in log-linear scale, (Right panel) in log-log
scale. Points show the experimentally computed probability for c = 1, `= 2, and varying α. Dashed
lines show the best-fit approximations of the form Poverlap(m) = C ·mb.
Theoretical justification: A proof that the no overlap assumption holds under realistic
conditions on the network is given in Section 12.1.
Consequences: This assumption is fundamental in the development of the theory for both
hypergraph and simplicial complex networks.
One immediate consequence is that under this assumption, the Union and the Multiset
variants of the model become indistinguishable:






































Exponent in the probability of overlap, c = 1, l = 2
Figure 5.2: Empirically found (best-fit) exponent b in the probability of overlap, assuming it has the
form Poverlap(m)∝ mb. Observe that these experimental results suggest that the exponent remains
less than zero for all 0< α < 1. This implies that the probability of overlap becomes vanishingly small
Poverlap(m)→ 0 as m→∞ for all 0< α < 1.
Consider a node of degree k. If the no overlap assumption holds, only one of its hyper-
edges can be among the ` sampled ones. Therefore, when the network is large (` m), the


























At the end of this chapter, in Section 5.4, we show that this equivalence between the
two variants can be also proven if for all degrees k in the network, k m. We also prove in
Lemma 12.1.2 that the no overlap assumption implies that k m.
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5.2 Degree distribution
5.2.1 The case of constant c
Let t denote iterations. At t = 1, we start with a network that has one hyperedge
{1 . . . c}. The number of facets at iteration t is mt = t. The number of nodes at iteration t
is nt = c t. Let nt,k be a random variable representing the number of nodes of degree k at
iteration t.
At each iteration, each node of degree k gains a degree with probability kαm , therefore:













1 if condition is true
0 otherwise
Let P(k, t) be the probability for a node to have degree k in a network at iteration t.
Since E[nt,k] = E[nt]P(k, t) = c tP(k, t):
c(t + 1)P(k, t + 1) = c tP(k, t) + c1[k=1] − c tP(k, t)
αk
t
+ c tP(k− 1, t)
α(k− 1)
t
In the large network limit when t →∞, and assuming there is a limiting degree distribution
P(k), we have:
P(k) = 1[k=1] −αkP(k) +α(k− 1)P(k− 1)
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(1+α)(1+ 2α) · · · (1+ kα)
=
(k− 1)!
α( 1α + 1)(
1
α + 2) · · · (
1
α + k)
Using the fact that rising factorial x (n) = x(x + 1) · · · (x + n− 1) is equal to Γ (x+n)Γ (x) , we obtain a
formula for the degree distribution:
P(k) =
(k− 1)!
α · ( 1α + 1)(k)
=
Γ (k)Γ ( 1α + 1)
α · Γ ( 1α + 1+ k)











This is the Yule-Simon distribution, which is defined as P(k) = ρB(k,ρ + 1) for k = 1, 2, 3, . . .
and ρ > 0. Observe that the degree distribution does not depend on ` or c, and is completely
determined by α.
5.2.2 The case of non-constant c
It turns out that drawing c from a distribution does not affect the degree distribution.
Let us assume that at each iteration, c is drawn from a fixed probability distribution Pc. At
iteration t = 1, assume that the network has one hyperedge {1 . . . c1}, where c1 is sampled
from the same distribution Pc. The total number of hyperedges at iteration t is mt = t. The
expected number of nodes at iteration t is E[nt] = E[c]t.
To account for the variable number of nodes added at iteration t+1, we use conditioning
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on the number of nodes in the network at iteration t:
E[nt+1,k |nt ] = E[nt,k |nt ] + E[c] · 1[k=1] − E[nt,k |nt ] ·
αk
t
+ E[nt,k−1 |nt ] ·
α(k− 1)
t
Let P(k, i) denote the probability that a node has degree k at iteration i, implicitly condi-
tioned on that at iteration t it had nt nodes. Then, E[nt,k|nt] = nt P(k, t) and E[nt+1|nt] =
nt + E[c], and E[nt+1,k|nt] = (nt + E[c])P(k, t + 1):
(nt + E[c])P(k, t + 1) = nt P(k, t) + E[c] · 1[k=1] − nt P(k, t) ·
αk
t
+ nt P(k− 1, t) ·
α(k− 1)
t
In the limit as t →∞, if there exists a limiting probability distribution P(k), we have
E[c]P(k) = E[c] · 1[k=1] − nt P(k) ·
αk
t
+ nt P(k− 1) ·
α(k− 1)
t
After taking the expectation (over nt), and since E[nt] = tE[c], all occurrences of E[c]
cancel out and we obtain:
P(k) = 1[k=1] −αkP(k) +α(k− 1)P(k− 1)
This equation is identical to the one derived for the case of constant c. Therefore, the non-
constant case has the same Yule-Simon degree distribution.
5.2.3 Stirling’s approximation and power-law:















































































Hypergraph, α = 0.9, c = 1, l = 4, PDF
Generated network
Β(k, 1 + α−1) / α
~ k
−(1+α−1)
Figure 5.3: Degree distribution for (Left) α= 0.5, c = 1, `= 1, and (Right) α= 0.9, c = 1, `= 4.
Each panel shows an empirical distribution from a generated network with n= 106 nodes, the




Therefore, the tail of the distribution follows a power-law with the exponent 1α + 1, which
ranges in the interval (2,∞). For example, when α= 1/2, P(k)≈ 4k−3.
Figure 5.3 shows the empirical distribution, the exact solution, and its Stirling’s approx-
imation for two sets of model parameters.
5.3 Hyperedge size distribution
Let mt be a random variable representing the total number of hyperedges after t it-
erations, and let mt,s represent the number of hyperedges of size s after t iterations (i.e.
∑
s mt,s = mt).
5.3.1 The case of constant c
First, we consider the case when c is constant, and then extend the result to the more
general case when c is drawn from a distribution at each iteration.
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The expected number of hyperedges after t iterations
E[mt] = t
The expected number of hyperedges of size s after t iterations. Let us assume that the
hyperedge size distribution converged to a stationary distribution P(s) in τ iterations. Con-
sider a network after t  τ iterations.









































Here, the integers s1, . . . , s` represent the sizes of the hyperedges that are sampled at each
iteration, and the probability of creating a hyperedge of size s is given the multinomial proba-
bility where
∑
ri = s− c.
Since the term in the curly braces is a probability, then denoting it by X makes the
















































Lemma 5.3.1. In a large affiliation network, where affiliation sizes can be considered indepen-
dent and identically distributed with probability P(s), and the number of affiliations is repre-
sented by a random variable mt , the expected number of affiliations that have size s is
E[mt,s] = E[mt]P(s)
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Proof. Consider mt indicator random variables I1, . . . , Imt , where Ii is equal to 1 if the corre-
sponding affiliation i has size s and is equal to 0 otherwise. It follows that mt,s =
∑
i Ii, and
so by Wald’s identity:
E[mt,s] = E[mt] · E[Ii] = E[mt] · P(s)
Since by Lemma 5.3.1, E[mt]P(s) = E[mt,s], we consider this equation in the limit as
t → ∞. After dividing both sides by E[mt] = t, the contribution of the early network is






















































The left-hand side is:
∑
s
zsP(s) = f (z)












































which is an `-fold discrete convolution of the generating function f (x) at x = 1− α` +
α
` z, thus
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We arrive to the equation for f in the case when c is constant:











5.3.2 Extending the result for the case of non-constant c
Let the parameter c (i.e. the number of new nodes added to each new hyperedge) be
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5.3.3 Mean and variance of the hyperedge size distribution
The above functional equation 5.3 allows us to compute several properties of the hyper-
edge size distribution P(s), such as its mean and variance. After differentiating 5.3:

































At z = 1, taking into account that f (1) = 1 and g(1) = 1, which is true for all probability
generating functions, the equation yields:
f ′(1) = g ′(1) + f ′(1)α





The second derivative of 5.3 w.r.t. z gives:
































































































At z = 1:














































5.3.4 Solving for f (z) when `= 1 and c is constant
Equation 5.3 for the generating function f (z) can be solved analytically when ` = 1
and c is constant.
First, in the general case, solving the recurrence for f (z) yields
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f (z) = (1− z;α)c∞ (5.6)
The probability of a hyperedge of size c when ` = 1 and c is constant. We can derive
a convenient formula for P(s = c), the probability that a randomly chosen hyperedge has
size c. Observe that a new hyperedge can have size c if and only if it is created completely
disconnected from the other hyperedges. For ` = 1, this happens when all the nodes of
the single sampled hyperedge end up not being sampled, which happens with probability
∑∞
s=c P(s)(1−α)
s = f (1−α). Since new hyperedges of size c are created with this probability
and none of them are removed from the network,
P(s = c) = f (1−α) = (α,α)c∞ (5.7)
5.4 An alternative justification of the equivalence of the Union and Multiset varaints,
based on the assumption that k m in large networks
Observe that instead of relying on the no overlap assumption, we can derive the equiva-
lence of the Union and the Multiset variants from the assumption that for all degrees k in the
network, k m as m→∞.
If the degrees of the nodes are much less than the total number of hyperedges, k/m

















































CHAPTER 5. HYPERGRAPH: DEGREE AND HYPEREDGE SIZE DISTRIBUTION 63
Justification of the k  m assumption: In networks generated by our procedure, as the
network size increases, indeed, k m. The reason why it holds in power-law networks is as
follows: If the degrees are distributed according to a power-law P(k) = Ak−γ, the maximum
degree in the network can be estimated [Cohen et al., 2000] as a number kmax such that
∫∞
kmax







t = E[c], in the large network limit, m = Θ(n). Thus, as long as






In a large network, the differences between the two models becomes negligible and the
probability of gaining a node becomes proportional to the current degree of a node.




Simplicial complex: Facet degree distribution
6.1 Introduction
In the hypergraph model with non-constant c, the master equation for the degree
distribution has the following form:






where the number of hyperedges is deterministically mt = t. The last two terms correspond





To extend the equation to the simplicial complex case, we need to take into account the
effect of subsumption where a new facet is able to subsume some of the existing facets in
the network. We call such an event “absorption”. This is the only type of subsumption, since
all new facets are added with one or more new nodes, so none of them can be subsumed by
existing facets.
6.2 Assumptions
To derive the new master equation, we need to use two assumptions about the facets in
the network:
• “No overlap” assumption: Sampling ` facets uniformly at random is unlikely to give
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overlapping facets. The probability of such an event goes to zero as the network size
increases.
This assumption has already been used in the hypergraph derivation, and the same
observations and justifications for this assumption are applicable to the simplicial com-
plex case.
• “No accidental absorption” assumption: When a new facet is added, only the ` sam-
pled facets can be absorbed. The probability of absorbing at least one facet different
from the ` sampled facets, goes to zero as the network size increases.
Experimental justification of the no accidental absorption assumption: Let Nacc(n)
denote the rate of accidental absorption events, defined as the number of facets that are
accidentally absorbed per iteration when the size of the network is n.
The probability that at least one accidental absorption happens per iteration is bounded
from above by Nacc(n), so if we show that Nacc(n) goes to zero as the network grows, it
would mean that the probability of accidental absorption goes to zero as well.
Simulation experiments show that Nacc(n) quickly declines as the network n grows.
To get a good numerical estimate and visualization of Nacc(n), we use the cumulative sum
∑n
i=1 Nacc(i) that track the total number of accidental absorption events since the start of
the simulation. This sum is shown in Figure 6.1 (Left). In these experiments, performed
for c = 1, ` = 2,4,8,16,64, and 0.5 < α < 0.99, the cumulative number of accidental




Nacc(i)≈ A · nb
with the exponent b in the range 0.3< b < 0.6 (the largest b = 0.6 was observed for α= 0.7
and `= 64).
Thus we can estimate that Nacc(n)≈ Ab · nb−1, where the exponent b− 1< −0.4, which
quickly decreases as the network size n→∞. This approximate estimate together with the
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actual experimental Nacc(n) averaged over 10 simulations and smoothed with the window

















































































































































































































































































































































































































































































































































Figure 6.1: (Left) Cumulative number of accidental absorptions
∑n
i=1 Nacc(i) as a function of network
size n, the red line shows its average over 10 simulations, and the orange dashed line shows its least
squares fit. (Right) The rate of accidental absorption Nacc(n) averaged over 10 simulations and
smoothed with the window ∆n= 100.
Theoretical justification of the no accidental absorption assumption: Despite the
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experimental evidence, a theoretical proof that limn→∞ Nacc(n) = 0 is hard to obtain. Sec-
tion 12.2 provides a proof that shows that under realistic assumptions about the network,
the probability of accidental absorptions goes to zero as n→∞ when 0< α < 2/3.
As a consequence of the two assumptions, the following property holds:
Lemma 6.2.1. At each iteration, an existing node either gains a degree (when it is selected for
the new facet and the facet it was sampled from does not get absorbed), or its degree remains the
same.
6.3 Adjustments to the master equation
1. The number of facets mt is now a random variable, since whenever absorption hap-
pens, this number does not increase.
2. A node v gains a degree if 1) it is sampled for the new facet, and 2) the facet from which
v was sampled does not get absorbed by the new facet.














The highlighted factor is the probability of no absorption for the original facet of the
node (i.e. not all of the remaining s − 1 nodes of the facet get sampled). Since this
probability depends on the facet size the node belongs to, P(s | k) is the facet size dis-
tribution for that node, which must be conditioned on k, i.e. P(s | k) is the probability
that a facet containing a node of degree k has size s.
One cannot assume independence between the size of a facet and the degrees of its
nodes. For example, when c is constant, a facet of size c can only have nodes of degree
one.
With these adjustments in mind, we are ready to write the new master equation. Given
that at the iteration t the network has nt nodes and mt facets, the expected number of nodes
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or degree k at the next the iteration t + 1 is:
E[nt+1,k|nt , mt ] = E[nt,k|nt , mt ] + E[c] · 1[k=1]
























P(s | k− 1)

(6.1)
6.4 Solution of the equation for large k
Because of the dependence on the size distribution (which is yet unknown), solving
exactly the above equation is hard. However, since our primary goals are demonstrating that
the degree distribution is a power-law and finding its exponent, it is sufficient to consider
only the limit of large k:
E[nt+1,k|nt , mt] = E[nt,k|nt , mt]


























The distribution Q(s) denotes the size distribution of facets that contain at least one node of
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since this is what we actually need: If h(z) is known, or can be computed at the argument
z = α/`, the master equation becomes:
E[nt+1,k|nt , mt] = E[nt,k|nt , mt]


























Multiplying by mt and taking the expectation over mt (i.e. conditioned on nt) yields
E











































Let us assume that the distribution of facet degrees has already been stabilized and is














= E[nt,k−1|nt] = nt P(k− 1)
Similarly, the other two expectations are
E



















= E[mt nt |nt]P(k) + E[c]E[mt |nt]P(k)
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Therefore, we obtain:




















Taking an expectation over nt:







































where f (z) is the generating function of the facet size distribution. Therefore, after substi-





















1−` f ( α` )
, highlighted in
the equation above. Alternatively, one can say that the obtained equation is equivalent to its
hypergraph counterpart with α replaced with “effective” α∗:











It is easy to verify that the solution of the equation is also asymptotically (k→∞) a power-
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law P(k)∝ k−γ with the exponent γ= 1+ 1α∗ .
To complete our solution, we need to know f (α` ) and h(
α
` ) for evaluating the effective
α∗. In Chapter 7, we derive equations for the generating functions f (z) and h(z), and in
Chapter 8, we find their numerical solutions; in particular evaluating them at α/`, and then
computing α? (Table 8.2) for a range of α, c, and `.
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CHAPTER 7
Simplicial complex: Facet size distribution
7.1 Facet size distribution
Let mt be a random variable representing the total number of facets after t iterations,
and let mt,s represent the number of facets of size s after t iterations (i.e.
∑
s mt,s = mt).
Assume that the facet size distribution converged to a stationary distribution P(s) in τ
iterations. Consider a network after t  τ iterations.
The expected number of facets after t iterations. Let X i,k be a r.v. equal to 1 if a facet
sampled at iteration i is absorbed, and 0 if it is not. The index k here ranges from 1 to ` and




































where f (z) =
∑∞
s=0 z
sP(s) is the generating function for the facet size probability distribution
P(s).
The expected number of facets of size s after t iterations. We add up the expected num-
ber of facets of size s that are formed over the interval (t −τ), subtract those that get absorbed
during the same time, and add O(τ) facets that got created in the early stages of the network
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evolution:













































The expression between curly braces follows the rationale already explained in the hyper-
graph case (Section 5.3.1), in particular, the integers s1, . . . , s` represent the sizes of the
facets that are sampled at each iteration.














































































Since by Lemma 5.3.1:
E[mt]P(s) = E[mt,s],
we consider this equation in the limit t →∞. After dividing both sides by t, the contribution
CHAPTER 7. SIMPLICIAL COMPLEX: FACET SIZE DISTRIBUTION 74
































As before, further simplification is possible by invoking the Binomial theorem, which
leads to an equation for the generation function f . For that, we multiply both sides by zs and











































































































which is an `-fold discrete convolution of the generating function f (x) at x = 1 − α` +
α
` z,
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This is a functional equation, which we solve numerically in Chapter 8.
7.1.1 Extending the result for the case of non-constant c























when c is sampled from a fixed distribution in each iteration, and g(z) is the corresponding
generating function.
7.2 Facet size distribution in a meganode network
Def. 7.2.1. We define a meganode as a node that has a large facet degree, so that its facet degree
is in the tail of the facet degree distribution. Another, more formal, way to define a meganode is
to require that its facet degree has probability < 1/n.
Def. 7.2.2. We define the meganode network of a given meganode v from a simplicial complex
network ∆ as the subcomplex of ∆ that includes only the facets containing v.
(In other words, using the notion of “ego-network” that is defined in graphs, a megan-
ode network is the ego-network of a given meganode.)
Let x be a meganode. Let t count only the iterations when at least one of the megan-
ode network facets is among the ` sampled facets, thus we call these iterations effective iter-
ations. The other iterations are no-ops from the meganode network perspective, so they can
be ignored.
By the no overlap assumption, the probability of sampling more than one facet contain-
ing the meganode x approaches zero as the network size grows, thus we only consider the
case when exactly one facet among the sampled ` facets is from the meganode network and
the other `− 1 facets are regular facets not containing x (although they may contain other
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meganodes).
Let Mt be a r.v. that represents the number of facets after t effective iterations in the
meganode network of x , and let Mt,s represent the number of facets of size s after t effective
iterations in the same network.
Let Q(s) be the stationary distribution of facet sizes in the meganode network of x , and
its generating function be h(z) =
∑
s z
sQ(s). We apply the same strategy for constructing the
equation for h(z) as we did for f (z).
The expected number of facets. Let τ be the number of effective iterations until the facet
size distributions in the meganode network of x as well as in the entire network converge to
their stationary distributions Q(s) and P(s), respectively, and let t  τ.
In each effective iteration, the meganode itself gets included in the new facet with
probability α/`, thus this is the probability of adding a new facet to the meganode network.
Moreover, the single facet that is sampled from the meganode network can be sub-
sumed. Let Yi be a r.v. that is equal to 1 if such a subsumption event happens at the effective
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The expected number of facets of size s.


























































































The expression in curly braces includes Q(s) once and P(s) ` − 1 times since one node is a
meganode. In this formula, s1 is the size of the facet that contains the meganode, and since
the meganode is already sampled, the corresponding sum has the upper limit s1 − 1.
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Similarly to the previous derivations, this result can be extended to the non-constant c











































7.3 The equation for P(s) when `= 1 and c is constant



















This formula will be used in Section 8.2.
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7.4 In simplicial complexes when `= 1 and in hypergraphs for all `, Q(s) = P(s− 1)
Hypergraphs: From the equations for f and h derived for hypergraphs, it is not hard to
show that, Q(s) is a shifted distribution P(s). Following the same approach we used to derive


























Substituting h(z) = z f (z) in the equation yields











which is equivalent to the equation 5.3 for f (z); therefore, indeed,
h(z) = z f (z)
This means that the hyperedge size distribution in a meganode network Q(s) is equal to the
global hyperedge distribution P(s) shifted by 1 to the right:
Q(s) = P(s− 1)
That is, if the meganode itself gets removed from its meganode network, the the remain-
ing meganode network will “look” like the rest of the entire network (i.e. it will have the
same hyperedge size distribution).
Simplicial complexes when ` = 1: The same relation between P(s) and Q(s) holds in the
simplicial complex case when `= 1. The proofs starts with 7.4 and follows a similar logic.
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CHAPTER 8
Simplicial complex: Numerical solution for the facet size distribution
8.1 Numerical solution for the generating functions of the facet size distribution f
and g
The facet size distribution is determined by two generating functions: f (z), describing
the facet size probability distribution, and h(z), describing the facet size probability distribu-
tion in a meganode network (i.e. the sub-network of all facets of a large-degree node, which
we call a meganode).
In the case of constant c, the two generating functions are determined by their equa-
























































Given constants α ∈ [0,1), c ∈ Z+, and ` ∈ Z+, we want to solve the above equations for f
and h. Note that f and h are generating functions, hence must be absolutely monotonic in the
interval [0,1], that is, their derivatives of all orders must be non-negative: f (n)(z) ≥ 0 and
h(n)(z)≥ 0 for all non-negative integers n when 0≤ z ≤ 1.
Both equations 8.1 and 8.2 are functional equations, i.e. their unknowns are functions.
A simple example of such an equation is Cauchy’s functional equation f (x + y) = f (x) +
f (y). Analytical solutions for functional equations usually require an individually tailored
solution strategy and ingenuity (see [Efthimiou, 2010, Aczél, 1966]). Numerical solutions
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can be obtained, for example, using iterative methods based on Banach’s fixed point theorem
[Banach, 1922]:
Thm. 8.1.1 (Banach’s fixed-point theorem). Let (X , d) be a non-empty complete metric space
with a contraction mapping T : X → X . Then T admits a unique fixed-point x∗ ∈ X , i.e.
T(x∗) = x∗. Furthermore, this fixed-point can be found as follows: start with an arbitrary
x0 ∈ X and define a sequence {xn} by xn = T (xn−1), then xn→ x∗.
Def. 8.1.1. Given a complete metric space (X , d), a map T : X → X is a contraction mapping
on X if there exists q ∈ [0, 1) such that
d
 
T (x), T (y)

≤ q · d(x , y) ∀x , y ∈ X .
8.1.1 A fixed-point iteration method for solving Equation 8.1
We are looking for a generating function f (z) satisfying Equation 8.1 such that f (0) =
0, f (1) = 1, and f is convex on the interval [0,1]. Therefore, 0 ≤ f (z) ≤ z on the same
interval, and, since constant parameters are α ∈ [0,1) and ` ∈ Z+, the factor in the left-hand









= 1−α > 0.
We can divide both sides of the equation by this strictly positive factor, obtaining an

























Based on the equation above, we can define a mapping
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Solving 8.3 is equivalent to finding a fixed-point f ∗ of the mapping T :
f ∗ = T ( f ∗) (8.4)
We find such a fixed point by constructing a sequence of functions:
f0(z) = z
c, (initial guess)
fn+1 = T ( fn), for n≥ 0.
Note that we don’t have a proof that T is a contraction mapping, and so the conver-
gence of { fn} is not guaranteed. Nevertheless, if the sequence { fn} does converge, { fn} → f ∗,
then f ∗ a fixed-point of T and a solution to equations 8.3 and 8.1. In fact, the method in-
deed fails to work when ` = 1 and α is large. For this reason we developed another linear-
system-based technique specifically for the case `= 1, which is covered in Section 8.2.
Discretization of fn and numerical solution details: We compute the functions of the
sequence { fn} by discretizing each fn as a RN vector Fn:
Fn[i] = fn(zi), i = {0,1, . . . , N − 1},
on a uniform grid zi = hi with the grid step h = 1/(N − 1). To evaluate the discretized function
between grid points, we use a linear interpolation of Fn:
F̂n(z) = (1− γ)Fn[i] + γFn[i + 1], where i = bz/hc, γ= (z − hi)/h.
The next vector Fn+1 is computed from Fn by evaluating T (F̂n) at every grid point zi:
Fn+1[i] = T (F̂n)(zi).
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When the difference between two consecutive iterations ||Fn+1 − Fn||∞ becomes less than
a required tolerance, we stop the stop and assume convergence F ∗ = Fn+1. Additional checks
are performed, ensuring the interpolation F̂ ∗ satisfies Equation 8.3 at points other than the
grid points with the error below the required tolerance.
We used N = 106 grid points for the function discretization and a convergence toler-
ance of 10−8. Also, to make convergence more stable, we were computing Fn+1 as a linear
combination of the old and the new value
Fn+1[i] =
Fn[i] + T (F̂n)(zi)
2
.
8.1.2 A fixed-point iteration method for solving equation 8.2
The generating function h can be computed from the equation 8.2 using the same fixed-
point iteration method that is described in section 8.1.1.
Given the facet size generating function f (computed numerically as described in the


































Then we construct a sequence of functions
h0(z) = f (z), (initial guess)
hn+1 = Tf (hn), for n≥ 0
If the sequence {hn} converges, its limit h∗ is a solution to the equation 8.2. Discretiza-
tion and all the details of the numerical method are the same as in section 8.1.1.
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8.1.3 Putting it all together: network properties from f and h
Once F̂ ∗ and Ĥ∗ have been computed for any given α, c, and `, we can estimate the
corresponding generating functions as:
f (z)≈ F̂ ∗(z)
h(z)≈ Ĥ∗(z)
Table 8.1: The exponent γ of the degree distribution in simplicial complex networks obtained
through two techniques: (Left) computed from the formula 1+ 1α∗ . (Right) as the linear fit of
1− CMF(k) of the simulation data (Figures 8.1, 8.2),
Computation vs Simulation
L = 1 L = 2 L = 4
c = 1 3 2.835 2.799
c = 2 3 2.976 2.984
c = 4 3 3 3
L = 1 L = 2 L = 4
c = 1 3.006 2.830 2.792
c = 2 2.984 2.980 2.990
c = 4 3.010 2.992 3.003
The exponent γ in facet degree distributions: Recall that the effective α in simplicial
complex networks is given by formula 6.2:




1− ` f (α` )
,




Table 8.1 compares γ computed using the above formula with γ determined by a lin-
ear fit of the experimental facet degree distribution obtained by simulation. The relative
difference between the two techniques is at most 0.5%.
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The simulated distributions used in this estimate are shown in Figures 8.1 and 8.2. The
complement of the cumulative distribution 1−CMF(k) is used for linear fitting: if its slope in
the log-log scale is b, then γ= −b+ 1
Other network properties: Since f (z) fully characterizes the facet size distribution, it can
be used together with h(z) to determine most of the properties of the facet degree distribu-
tion.
First, we can estimate the expected facet size as follows:
E[s] = f ′(1)
The expected facet degree can be also found from f (z). Since the sum of facet degrees is
always equal to the sum of facet sizes,
∑
j k j =
∑
i si at any given moment t. By conditioning

















c tE[k] = E

mt E[s | mt]






(1− ` f (α` )) f
′(1)
c
Note that an estimate of f ′(1) can be obtained either directly as the slope of F̂ ∗ at z =
1, or using the formula f ′(1) =
c+ α
f ′( αl )
1−α−` f ( α` )
. The later seems to be more accurate in practice.
Table 8.2 summarizes the results, showing α∗, E[s], and E[k] for 0.05 ≤ α ≤ 0.95,
c = 1,2,4, and ` = 1,2,4. Unfortunately, the fixed-point iteration fails when ` = 1, c = 1,
and α≥ 0.7. We use a different technique described in Section 8.2 to complete the table.





















































































































































































Figure 8.1: The complements of cumulative facet degree distributions, 1− CMF(k), for α= 0.5 and
c ∈ {1, 2,4}, ` ∈ {1,2, 4}.





























































































































Figure 8.2: Facet degree distributions P(k) for α= 0.5 and c ∈ {1,2, 4}, ` ∈ {1, 2,4}.




















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































CHAPTER 8. SIMPLICIAL COMPLEX: NUMERICAL SOLUTION FOR P(S) 89
8.1.4 A linearization of the generating function equations 8.1 and 8.2 in the case of
`= 1
The fixed-point iteration technique does not converge to a solution for c = 1, `= 1, and
α > 0.7. To complete the computation, we need a different method for solving Equations 8.1
and 8.2.
Since the difficulty with convergence arises only when ` = 1, let us take a look at


















Both equations are almost linear in f or h, respectively, except for the factors
 






in the left-hand sides. Fortunately, these factors don’t depend on z and
are effectively (yet unknown) constant parameters for every fixed α and c. This suggests a
following linearization:














These equations are linear in f and h, so many numerical methods for linear systems can
be used to find their solutions. The parameters ϕ and η represent our guess what f (α) and
h(α) should be. These parameters are in the range (0,α], and we can do an optimization
search for their values, such that when equations 8.5 and 8.6 are solved for f and h, the
differences | f (α)−ϕ| and |h(α)−η| should both be less than the acceptable tolerance.
Let us convert the problem of solving 8.5 into a linear system of equations. In order to
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discretize the problem, we require that the equation should hold at the discrete grid points
zi = hi
taken uniformly with the step h= 1/(N − 1) for i ∈ {0,1, . . . , N − 1}:
(1−ϕ) f (z0) + f (αz0)− zc0 f (1−α+αz0) = 0,
(1−ϕ) f (z1) + f (αz1)− zc1 f (1−α+αz1) = 0,
. . .
(1−ϕ) f (zN−1) + f (αzN−1)− zcN−1 f (1−α+αzN−1) = 0.
Similarly to the method in section 8.1.1, we represent f as a real vector F ∈ RN . It remains
to express each of f (zi), f (αzi), and f (1−α+αzi) in terms of the elements of the vector F .
Each f (zi) is simply equal to F[i], while f (αzi) and f (1−α+αzi) can be obtained using
linear interpolation; these terms are linear combinations of two neighboring elements of F :
f (z) = (1− γ)F[ j] + γF[ j + 1], where j = bz/hc and γ = (z − h j)/h. Therefore, we arrive at
the following system of linear equations:
(1−ϕ)F[i] + (1− γ1)F[ j1] + γ1F[ j1 + 1]
− zci (1− γ2)F[ j2]− z
c
i γ2F[ j2 + 1] = 0 for i ∈ {0,1, . . . , N − 1},
where j1 = b(αzi)/hc, γ1 = (αzi − h j1)/h,
j2 = b(1−α+αzi)/hc, γ2 = (1−α+αzi − h j2)/h.
However, there is a problem with this approach. The interval of α that we are interested
in, 0.7 < α < 1, contains not one but a range of values of ϕ, for which the solution to Equa-
tion 8.5 satisfies the condition f (α) ≈ ϕ. This means that it is hard to identify the value
of ϕ that makes the error | f (α)−ϕ| the smallest, and we end up with a range of plausible
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solutions of f (z). Not all of these solutions can be generating functions, since they are likely
to violate the absolute monotonicity property (all derivatives of a generating function must be
non-negative in the interval 0 ≤ z ≤ 1); however, such violations are hard to confirm with
certainty for a numerical solution.
Fortunately, a better approach exists, it is described in the next section.
8.2 Numerical solution for the facet size distribution given by 7.6 when `= 1
Instead of solving for generating functions when `= 1, we can find the actual facet size
distribution P(s)!
8.2.1 A linearization of the facet size probability distribution equations
The equations 7.6 can be linearized if we assume that the term f (α), which is equal to
∑
s≥c P(s)α














This immediately yields a system of linear equations in terms of P(s) for all s ≥ c;
however, this also means that there are infinitely many equations and unknowns. To resolve
this, we assume that the support of the probability distribution P(s) is a finite set {c, c + 1, c +
2, . . . , smax}, i.e. P(s) are automatically zero for all s > smax . We are now ready to construct a
family of linear systems of equations Lπ with smax − c + 1 equations and the same number of
unknowns (P(c), . . . , P(smax)):
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This gives a total of smax − c + 1 equations. The last equation ensures that the sum of
all probabilities adds up to 1, and replaces the explicit equation 8.7 for s = smax . Since
P(s) is not a heavy-tailed distribution (see Chapter 9), it is sufficient to choose smax
large enough, such that P(ssmax) is negligibly small.
The subscript in the name Lπ indicates that the system is parameterized by π and so
would have different solutions P(s) for different values of this parameter.
We employ the BiCGStab(l) iterative method ([Sleijpen and Fokkema, 1993]) for solv-
ing Lπ, additionally representing the matrix and the vectors with high-precision floating-
point datatypes to ensure accurate solution (specifically, we used the BigFloat type in Julia,
however, note that a more efficient datatype Arb is also available for this programming lan-
guage).
The problem of finding the facet size distribution has been reduced to finding the op-




sP(s) = π. Practically speaking, since our solution is numeri-
cal, we have to find a good enough value π such that the sum of αsP(s) over s is as close as
possible to the “guess” π.
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where P(s) is a solution to the linear system Lπ
(8.9)
Additionally, a valid solution P(s) must satisfy the requirements of a probability distribution:
∑
P(s) = 1,
and ∀s : P(s)≥ 0.
The first requirement is enforced by one of the equations in Lπ itself. The non-negativity
requirements can be checked once a solution P(s) is computed. Moreover, if problem 8.9 can
be solved for multiple combinations of π and P(s), the non-negativity conditions allows us to
eliminate invalid solutions.
Therefore, given the network parameters α and c, we solve problem 8.9 for optimal π,
which is equal to f (α) =
∑smax
s=c α
sP(s), and so can be used for finding various properties of
the network, as described earlier in this chapter (see Section 8.1.3). Similarly, the distribu-
tion P(s) itself can be used to compute the generating function f (z) and its derivatives.
Note that, as shown in Section 7.4, h(z) = z f (z) when ` = 1, so a separate numerical
solution for h(z) is not needed.
8.2.2 Solving problem 8.9 when α≥ 0.7
Figure 8.3 (Left) shows
∑
s P(s)α
s −π plotted as a function of π for several values of α.
Practically speaking, we want to find the point of intersection π∗, where this function crosses
the horizontal axis.




s − π stays very close to zero after the point of intersection. This creates two





















































Figure 8.3: (Left) The difference between
∑
s P(s)α
s and π plotted as a function of π for
α ∈ {0.7, 0.75,0.8, 0.85}. (Right)
∑
s P(s)α
s −π and Neg P(s) for α= 0.7.
difficulties:
1. The point of intersection π∗ becomes harder to compute as α increases. We use higher
precision arithmetic to resolve this.
2. We need to ensure that the values of π > π∗, when |
∑
s P(s)α
s − π| is close to zero
(e.g., when the difference is in the order of 10−11 or less), do not correspond to any
real solution of the problem. We employ the non-negativity requirements on P(s) to
check these values of π.





Figure 8.3(Right) shows the solution P(s) and Neg P(s) for α = 0.7. While π ≤ π∗, the
non-negativity requirements hold. However, once π crosses this critical value, all solutions
P(s) obtained by solving the linear system give distributions violating the non-negativity
requirements.
See Figure 8.4 for the same graphs for larger α. From numerical experiments, we can
conclude that the curves
∑
s P(s)α
s −π intersect zero at a single point π∗, and no value π > π∗
can be a solution, since the non-negativity requirement gets violated after this critical point is
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crossed. Thus, the observed values of π∗ are indeed the solutions for f (α) we were looking
for. These values are added to Table 8.2, filling the missing entries for c = 1, ` = 1, and
α≥ 0.7.
8.3 Computing size distribution P(s) from its generating function f (z) for `≥ 2
The technique based on the fixed-point iteration, which we described in the first half
of this chapter, computes the generating functions f (z) and h(z). While these function fully
describe the probability distribution of facet sizes in the network, in practice one might be
interested in obtaining the actual probabilities P(s) of the facet size distribution. In this
section we present a technique, of how this can be done.
Specifically, we use least squares polynomial fitting to compute facet size distribution
P(s) from its generating function f (z), i.e. we find a set of real numbers {p1, p2, . . . , psmax}
such that the series
∑smax
s=1 psz












i − f (zi)
2
< ε,
where z0 . . . zN−1 are the points from the interval [0, 1], at which the generating function f (z)
is computed.
As show in Chapter 9, when c is constant, the limiting case of the hyperedge size distri-
bution when `→∞ is a shifted Poisson distribution with p.m.f.
PPoisson(s) =
(E[s]− c)s−c · exp(−(E[s]− c))
(s− c)!
We can use this formula as an initial guess for P(s) in simplicial complex networks.
We already know the mean of the facet size distribution E[s] = f ′(1) and can estimate
its standard deviation σ using the formula for hypergraphs 5.5. Then, with this information,
we compute pk as follows: We approximate the tail ends (below E[s]− 5σ and above E[s] +









































































































































































Figure 8.4: The difference between
∑
s P(s)α
s and π, and Neg P(s) for
α ∈ {0.7, 0.75,0.8, 0.85,0.9, 0.95}. Large black squares denote π∗ for each case.
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5σ) to be distributed as Poisson, ps = PPoisson(s), while the main part of the distribution
(E[s]− 5σ ≤ s ≤ E[s] + 5σ) is computed numerically by doing least squares polynomial fitting
(using Julia package JuMP and library IPOPT).
Resulting facet size distributions computed for various α, c, and ` are shown in Fig-
ure 8.5. Each line corresponds to a different value of the locality parameter `. The obtained
P(s) distributions are presented alongside with the Poisson approximation PPoisson(s) shown
as blue boxes (here, E[s] is computed using the fixed-point technique explained in Sec-
tion 8.1 for simplicial complex networks when `= 64.)






















































































































































































































































































































Figure 8.5: Numerically computed facet size distributions for α ∈ {0.1,0.3, 0.5,0.7, 0.9}, c ∈ {1, 2,4},
and ` ∈ {2, 4,8, 16,32, 64}. Each panel corresponds to a different combination of (α, c), while line
colors correspond to different `. Blue boxes show the shifted Poisson distribution computed with E[s]
from the `= 64 case.
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CHAPTER 9
Shifted Poisson distribution as a limiting case of the affiliation size
distribution
In this chapter, we show that in the limit as ` → ∞, the affiliation size distribution
P(s) is a shifted Poisson distribution (with a few differences between the hypergraph and
simplicial complex networks). Moreover, this shifted Poisson distibution can be reasonably
well used as an approximation of P(s) even when ` is not large.
9.1 The Poisson limit for the affiliation size distribution
Consider one iteration of the network growth procedure. The number of nodes in `
randomly sampled affiliations is
∑`
i=1 si, where si are i.i.d. r.v.s from the affiliation size distri-
bution P(s) with mean E[s] and some variance σ2. By the central limit theorem, if ` is large,
the distribution of
∑`
i=1 si can be approximated by the normal distribution with the mean




i=1 si/` is approximately E[s] when
`→∞. Given that the no-overlap assumption holds (see Section 5.1.2), the total number of
distinct nodes in the sampled affiliations is also
∑`
i=1 si.
Let N be the number of existing nodes added to the newly created affiliation. N follows
the binomial distribution with n =
∑`
i=1 si and p =
α
` , which converges to the Poisson distri-




` ≈ αE[s] when ` is large. The newly created affiliation will have
size
X = c + N ,
If the model parameter c is constant, then the size of the created affiliation X follows a
shifted Poisson distribution (shifted to the right by c). Alternatively, if c is non-constant, the
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distribution of X is the convolution of the Poisson and the distribution of c.
If the network is a hypergraph: There is no absorption and so the distribution of X is
exactly the distribution of hyperedge sizes s. Thus when ` is large and c is constant, the





with the generating function:
f (z) = zc · e(αE[s](z−1))
Furthermore, if c is drawn from a distribution with the probability generating function
g(z), then:
f (z) = g(z) · e(αE[s](z−1)) (9.2)
Moreover, since E[X ] = E[s], and also by construction, E[X ] = E[c] + αE[s], we can
derive that E[s] = E[c]1−α , which have already been derived in Section 5.3.3.
If the network is a simplicial complex: We need to handle absorption events to derive a
similar formula for the facet size distribution. One way to do that is to look at Equation 7.2
for the generating function f (z). The next section explores this approach.
9.2 Deriving the Poisson limit from the generating function equation
Hypergraph: In this section, we will show an alternative derivation of the large ` limit-
ing case of the hyperedge size distribution, using its generating function equation 5.3:











where g(z) is the generating function of c, which is equal to zc if c is constant.
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When ` is large, since 0≤ α < 1 and 0≤ z ≤ 1, the argument (1− α` +
α
` z) is close to 1,









































` = ex , we arrive to the same shifted Poisson distribution:


















≈ g(z) · eαE[s](z−1)
























We already know how to approximate the right-hand side, to do the same with the left-hand










. When ` is large, the function arguments














= x f ′(0)
︸︷︷︸
=P(s=1)
= x P(s = 1),
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+αzP(s = 1)≈ g(z) · eαE[s](z−1)
fSC(z)≈
g(z) · eαE[s](z−1) −αzP(s = 1)
1−αP(s = 1)
Observe that when P(s = 1) = 0 (for example, when c ≥ 2), this limiting distribution is
identical to the distribution for hypergraphs.
Indeed, only facets of size 1 are absorbed with non-negligible probability in the large
` limit, thus explaining the difference between the hypergraph and the simplicial complex
limiting distributions.
First, let us show that facets of size 1 are still being absorbed in the large ` limit. Out of
` sampled facets, `P(s = 1) will have size 1 of average, each of which can be absorbed with
probability α/`. This gives a Poisson distribution for the number of absorptions per iteration,
with the expected number of absorptions equal to αP(s = 1). To get a ballpark estimate, let
us consider the case of c = 1 and α = 0.5: the mean facet size is approximately equal to
E[s] ≈ c/(1− a) = 2 and P(s = 1) ≈ 14 (see Figure 8.5), and so we will be absorbing around
αP(s = 1)≈ 1/8 facets per iteration.
On the other hand, facets of size 2 are much less likely to be absorbed, since their prob-
ability of absorption is non-linear O(`−2) and disappears when ` becomes large.
9.3 The generating function h(z) in the large ` limit
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− P(s = 1)
9.4 P(s = 1) in the large ` limit
Let Pc be the probability distribution of c.
The rate of growth of the total number of facets (per iteration) is



































As a result if this growth, the probability of facets of size 1 should satisfy equation P(s = 1) =
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r1
r , which simplifies to


































(1+α)2 − 4αexp(−αE[s]) · P1
2α



















(1+α)2 − 4αexp(−αE[s]) · P1
2α
Note that when P1 = 0, it follows that c ≥ 2 at every iteration, so it is impossible to
create a facet of size less than 2. The formula above yields P(s = 1) ≈ 0, which is consistent
with our intuition.



















Figure 9.1: In this figure, we consider the case of constant c = 1. The plot shows the value of
P(s = 1) (red line), its approximation computed using the real facet size mean E[s] (orange dashed
line), and a less accurate approximation computed using c/(1−α) as an estimate of the facet size mean
(green dotted line). The probabilities are plotted for `= 64, c = 1, and various α. One can see that
the real probability and its approximation (red and orange line) are almost identical, while the less
accurate approximation that uses c/(1−α) shows some error. Additionally, the plot shows αP(s = 1),
which is the expected number of absorptions per iteration.



























































































































Figure 9.2: The plots show how the approximation of the probability P(s = 1) (orange line) gets
closer to the real probability (red line) as ` increases in the case of constant c = 1. The less accurate
approximation that uses c/(1−α) as an estimate of the facet size mean is shown as a green dotted line,
it does not change as we increase `. (Note that the scale of the vertical axis is different (sometimes
significantly) in different panels.)
































































































































































































































































































































































































































































































































































Figure 9.3: Difference between f (z) and its approximations for hypergraph (top row) and simplicial




In a graph, a giant component is a connected component that contains a finite fraction
of the graph’s nodes. In Erdos-Renyi graphs, a giant component exists when the probabil-
ity p exceeds certain threshold value. Many randomly generated networks exhibit similar
behavior: a giant component exists in a network only when certain network property (or
properties) crosses certain threshold. In this chapter, we study the phenomenon of the giant
component formation in our network growth model.
We define the size of a connected component in an affiliation network as the number
of affiliations the component contains, which means that each affiliation contributes exactly 1
to the component size.
We focus our analysis on hypergraph networks, because they are more amenable to
theoretical study than simplicial complex networks.
In Figure 10.1, we show experimentally computed sizes of the largest connected com-
ponent, measured as the number of hyperedges it contains divided by the total number hy-
peredges m in the network, as a function of α. The points at which the computed curves start
deviating from the horizontal axis mark the critical threshold αcri t: Below the threshold, all
connected components are small, while above it, there is a giant component spanning a finite
portion of the network. The transition is relatively smooth, especially for `= 1.
To theoretically compute αcri t , when a giant component appears, we consider, what we
call a growth history graph of the network. The connected components in a growth history
graph are equivalent to the connected components in the original hypergraph networks, but
the growth history graph is easier to study analytically.












































































Figure 10.1: Experimentally computed size of the largest connected component for `= 1 (top), `= 2
(middle), and `= 4 (bottom).
10.1 Introducing the growth history graph
Let us first discuss how to track connected components in a hypergraph network. In
Figure 10.2, we show three initial iterations of a hypergraph network growth. The three
rows show three models for tracking the connectivity in the network:































add new node 4
sample {1, 4}
from hyperedge b,
add new node 5
sample {1, 4}
from hyperedge b,















Figure 10.2: Three initial iterations of a hypergraph growth for `= 1 and c = 1. We use integers (1,
2, 3, . . . ) to denote nodes, and lowercase letters (a, b, c, . . . ) to denote hyperedges. Top row: the
hypergraph. Middle row: the graph of overlapping hyperedges. Bottom row: the growth history
graph.
• The first row shows the hypergraph itself.
• The second row shows the corresponding graph of overlapping hyperedges (its nodes
represent hyperedges, and each edge connects two hyperedges if they overlap). It is
one of the most straight-forward graphical representations of an affiliation network
that has the same connected components as the original network. However, keeping
track of the overlap information is non-trivial for an analytical study (each new hyper-
edge may overlap with a large number of existing hyperedges if it happens to include a
large degree node).
• The third row shows what we call the growth history graph. Informally, it links each
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new hyperedge to the at most ` existing hyperedges from which it originated. Tracking
connections becomes a significantly easier task here. It is always a DAG, and, in fact, a
collection of rooted trees when `= 1.
Defining the growth history graph: Consider a newly created hyperedge x . Let PP(x)—
“potential parents” — denote the set of the ` hyperedges that were sampled when creating
x . Let AP(x)— “actual parents” — be the subset of PP(x) from which at least one node was
sampled when creating x . Each hyperedge from AP(x) intersects with x . When studying
connected components of the network, it is sufficient to look at the connectivity between x
and its “actual parents” AP(x).
Def. 10.1.1. The growth history graph of a hypergraph network is a directed graph G = (V, E),
whose set of nodes V is the set of hyperedges of the original network, and an edge (u→ v) ∈ E
iff u ∈ AP(v). (See an example of a growth history graph construction in Figure 10.2.)
The definition of a growth history graph can be extended to simplicial complex net-
works, as long as we systematically handle the disappearance of subsumed facets.
In the rest of the section, we refer to the nodes of the growth history graph as “hyper-
edges”.
10.2 The in-degree distribution of a hyperedge in the growth history graph
The in-degree of a hyperedge is governed by the binomial distribution with ` trials










, where P(s) and f (z) are
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The size of a hyperedge is not independent from its in-degree:







































where P(s1) . . . P(sd) are the hyperedge size probabilities.
10.3 The out-degree distribution of a hyperedge in the growth history graph
To find the out-degree, we consider a hyperedge e of size s created at iteration t0. Let
∆t be the number of iterations passed since t0. Let pt be the probability that e gains an out-
degree in the growth history graph at iteration t = t0 +∆t.
Since there are mt = t hyperedges at iteration t, in the “union” variant of the model,
when t is large:

























Similarly, in the “multiset” variant, we arrive to the same approximation:






















The number of out-degrees accumulated in ∆t iterations is distributed according to
the Poisson binomial distribution, i.e. is a sum of ∆t independent Bernoulli trials each
with respective probabilities pt0+1 . . . pt0+∆t . By Le Cam’s theorem [Le Cam et al., 1960], the
number of accumulated out-degrees can be approximated by the Poisson distribution with
the mean λ=
∑∆t
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Using an asymptotic expansion for generalized harmonic numbers (when r 6= 1)



















Assuming the network is large and 1  t0  ∆t, the difference between the two
































































· (ln((t0 +∆t)/t0) +O(t−10 ))
Let us introduce the hyperedge age as A= t0t0+∆t ∈ [0,1] that is equal to 0 for the oldest
hyperedge and 1 for the newest, then the Poisson distribution parameter λ, which depends









· (− ln A)
The out-degree is distributed according to the Poisson distribution with the parameter λs,A
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given above. In a large network, the size of a new hyperedge becomes independent from its
age A. If hyperedges of size s are created uniformly for all 0 ≤ A≤ 1 with equal probability,




































This distribution (conditioned on the hyperedge size s) is a geometric distribution









this result is consistent with [Bollobás et al., 2001] who proved that in graphs with uniform
attachment the degree distribution is geometric.)
Therefore, to summarize, the in-degree kin of a hyperedge is governed by the binomial
distribution B
 
`, 1− f (1−α/`)

, while the out-degree kout is governed by the geometric dis-
tribution, with the added complication that this geometric distribution is conditioned on the
hyperedge size, which in turn depends on kin. To put it differently, the in- and out-degrees of
a hyperedge in the growth history graph (kin and kout) are not statistically independent, but
their values are related via the size of the hyperedge.
10.4 Total degree distribution
Let k = kin + kout denote the total degree of a hyperedge (i.e. the sum of its in- and
out-degrees). The distribution of k can be expressed by combining the distributions of kin
CHAPTER 10. GIANT COMPONENT 115




























































Vandermonde’s identity cannot be used directly for simplifying the sums over r1 . . . rd ,
because the summation starts from 1 instead of 0.
10.4.1 The case of `= 1 and constant c
In the special case of `= 1 and constant c, a new hyperedge can connect to either 0 or
1 existing hyperedge, thus there are two possibilities:
• when kin = 0, no nodes are sampled from the other hyperedges; therefore, the new
hyperedge must have size c. Since all hyperedges in the network that have size c are
created through this process:
P(kin = 0, s = c) = pc,
where ps denotes the hyperedge size distribution in the entire network. It is also useful
to recall relation 5.7 between pc and the generating function for the hyperedge size
distribution, which will be useful later in this section:
pc = f (1−α)
• when kin = 1, necessarily s ≥ c + 1.
P(kin = 1, s = c) = 0
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∀i > 0 : P(kin = 1, s = c + i) = pc+i
The values of the joint probability distribution P(s, kin) are given in the table below for
all possible combinations of s and kin:
kin = 0 kin = 1
s = c pc 0
s = c + 1 0 pc+1
s = c + 2 0 pc+2
. . . . . . . . .
s = c + i 0 pc+i
. . . . . . . . .
Using this joint distribution, the total degree distribution in the growth history graph is
given by




















case kin=1 and s≥c+1
, (10.4)
where Ms = 1− (1−α)s.
10.4.2 Estimating the critical α necessary for the formation of a giant component in
the case of `= 1 and constant c
By construction, each connected component in a hypergraph network exactly corre-
sponds to a weakly connected component in its growth history graph. Therefore, we can
study the growth history graph, where the same connected component properties will hold
for the original hypergraph network.
As shown in [Cohen et al., 2000] and [Newman et al., 2001], in a random graph with a
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Random networks are not equivalent to grown networks, and as discussed in [Call-
away et al., 2001], a correlation between the degrees of neighboring nodes will affects the
network connectivity and the condition for a giant component formation. Nevertheless, we
can still apply the above critical condition as an approximate condition for a giant component
formation.
Using the degree distribution 10.4 and the shifted Poisson approximation of the hy-
peredge size distribution ps 9.1, we can compute the critical value of α that satisfies the





(computed using the shifted Poisson approximation)
10.4.3 A more accurate computation of the critical α
Instead of using the shifted Poisson approximation of the size distribution ps, we can
derive all the necessary expectations from the generating function f (z), since we already
know from 5.6 that f (z) = (1− z,α)c∞ when `= 1.
E[k] = E[kin + kout] = E[kin] + E[kout]
E[k2] = E[(kin + kout)
2] = E[k2in] + E[k
2
out] + 2E[kin · kout]
The two expectations, E[kin] and E[k2in], can be computed by the definition of expecta-
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tion:
E[kin] = 0 · f (1−α) + 1 · (1− f (1−α)) = 1− f (1−α), and similarly,
E[k2in] = 1− f (1−α)
Since the expectation of a geometric distribution with p = 1/(Ms + 1) is equal to (1− p)/p =















= 1− f (1−α)





= 3− 5 f (1−α) + 2 f ((1−α)2)
The expectation of the product is simplified by the fact that when s = c, the in-degree is zero,
which contributes zero to the expectation. By the law of total expectation:
E[kin · kout] = E

E[kin · kout | s]











E[1 · kout | s] · ps = E[kout]− E[kout | s = c] · pc
= 1− f (1−α)−Mc · f (1−α)
= 1− 2 f (1−α) + (1−α)c f (1−α)
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(computed using actual generating function)
Figure 10.3 shows the same graph of the largest connected component sizes for ` = 1
with arrows added at the bottom of the graph indicating the locations of the critical thresh-


























Figure 10.3: The same plot of the size of the largest connected component for `= 1 and c = 1, 2, and
4. The arrows at the bottom of the plot mark the critical values αcri t for each of the considered
cases (0.317073, 0.213574, and 0.130868, respectively).
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10.5 Future research directions for studying giant components in our network growth
model
Although we have shown the analysis for `= 1, extending the results to ` > 1 is a goal
for future research.
Similarly, one might study the process of giant component formation by tracking the
distribution of connected component sizes (sizes can be measured as the number of affilia-
tions the components contain). We have done some work in this direction, observing experi-
mentally a power-law in the connected component sizes. Analysis also seems to work for the
most part; however, a complication arises, since the affiliation size distribution is dependent on
the connected component size. For instance, in a connected component of size 1, all affiliations
necessarily have size c (assuming that c is constant). On the other hand, larger connected
components will necessarily contain affiliations of size greater than c. Generally speaking,
larger connected components, on average, tend to have larger affiliations.
A good starting point for further research in this area is the article by [Callaway et al.,
2001], demonstrating the difference in the giant component formation in random networks
and grown networks. The article also covers the analytical techniques one can use to study





Figure 11.1: An example of degree assortativity and disassortativity
Assortativity is a tendency of networks to form links between similar nodes. Such
similarity can be measured for different properties of the nodes. For instance, in a social net-
work context, a person is expected to be better connected with people living in the same city.
Similarly, a network is called disassortative if it shows a tendency to form links between
dissimilar nodes.
The most direct and immediately available property of the nodes in a network is their
degree. In this section, we study experimentally the degree assortativity in affiliation net-
works generated with our growth procedure.
In a graph network (V, E), assortativity can be quantified by the assortativity coef-
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ficient, which was introduced by [Newman, 2002]. It is defined as the Pearson correlation
coefficient of the degrees of adjacent nodes:
ρ =
cov(X , Y )
σXσY
The random variables X and Y represent the degrees of the nodes of a randomly cho-
sen edge (with each edge being available in both directions, as (u, v) and (v, u)). In an assor-
tative network, this correlation is positive, while in a disassortative network, it is negative.
Note that the original Newman’s definition of ρX ,Y used “remaining degrees” (i.e.
degrem(v) = deg(v) − 1) in its definition. However, since Pearson correlation coefficient is
invariant w.r.t. affine transformations of X and Y , changing all degrees by one (or by a con-
stant factor for that matter), does not change the correlation coefficient.


















The population S should be seen as a multiset, so for instance, if the network is a multigraph,
then an edge with multiplicity µ should contribute 2µ ordered pairs to S.
An equivalent sampling procedure for (X , Y ) is to sample a half-edge uniformly at ran-
dom and assign the degree of its endpoint to X , then assign the degree the other endpoint of
the same edge to Y . (A half-edge can be sampled by sampling an edge uniformly at random
and selecting one of its endpoints with probability 1/2.)
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11.1.1 Extending the assortativity coefficient to affiliation networks
We propose three assortativity coefficient definitions, extending the standard graph
assortativity coefficient for affiliation networks. The first two extensions, multi-neighbor
(MN) and weighted multi-neighbor (WgtMN), are equivalent to the standard definition
on simple and multigraphs. On the other hand, the third definition, simple neighbor (SN),
considers only one connection between every pair of connected nodes, effectively, bringing
the network closer to simple graphs, before computing the correlation.
Multi-neighbor (MN): Given an affiliation network with the set of affiliations F , we con-
struct the population of degree pairs as a multiset created from all connected pairs of nodes
















f ∈F | f |(| f | − 1)
,
Here, deg(v) represents the facet degree or the hyperedge degree of the node v, depending
on the type of the affiliation network.
This setting describes a random experiment, in which we sample uniformly at random
a triplet (v, u, f ), where v, u ∈ f , f ∈ F , and v 6= u. The inclusion of the affiliation f in the
triplet ensures that each connected pair of nodes is sampled with the probability proportional
to the number of affiliations they both belong to.
(Equivalently, if we consider all possible pairwise connections in the network, each affil-




“half-edges”. We sample one such “half-edge” uniformly
at random and its degree gets assigned to the random variable X , while the degree of the
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complementary “half-edge” gets assigned to the variable Y .)
Weighted multi-neighbor (WgtMN): The multi-neighbor extension we defined above
works in a single sampling step: it selects one connected pair of nodes among all possible
such pairs, while taking into account the “multiplicity” of their connection (i.e. the number
of affiliations covering the pair).
However, one can see the regular assortativity coefficient in graphs as a two-step sam-
pling process: First, choose an edge uniformly at random, and then sample two nodes from
it (thus fixing the order of nodes in the sampled pair). This interpretation of the assortativity
coefficient gives rise to a second possible extension, which we call “weighted multi-neighbor”.
The population of degree pairs is the same:











However, a particular pair is not sampled uniformly at random from the multiset S, instead,
its probability is inversely proportional to the number of ordered pairs of nodes in the affilia-












| f |(| f | − 1)
It corresponds to a random experiment, where we first choose an affiliation uniformly
at random (that must have at least 2 nodes), and then sample a random ordered pair of
nodes from it. For example, if a sampled affiliation is an edge {u, v}, then in the second sam-
pling step, we will have an equal chance to get either (deg(u), deg(v)) or (deg(v), deg(u)).
In the general case, if an affiliation f is chosen in the first step, then in the second step, any
ordered pair of its nodes can be sampled with equal probability 1| f |(| f |−1) .
Informally, the multi-neighbor extension is more pairwise-connection-centric, while the
weighted multi-neighbor is more affiliation-centric.
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If the network is a graph (i.e. ∀ f ∈ F : | f | ≤ 2), both of these definitions are equivalent
to the regular assortativity coefficient for graphs.
Another observation is that if an affiliation network is ‘uniform’ (i.e. all its affiliations
have the same size, like uniform hypergraphs), then it follows from the definitions of MN
and WgtMN that both extensions assign identical score to such a network.
A comparison of the multi-neighbor (MN) and weighted multi-neighbor (WgtMN) ex-
tensions. Figures 11.2 and 11.3 provide a quantitative comparison summary. The former
figure shows scatter plots of MN and WgtMN computed for a collection of generated simpli-
cial complex networks, while the latter emphasizes the effect of α on MN and WgtMN (each
data point in this figure is averaged over multiple experiments).
The main difference between the two definitions is that WgtMN gives equal weight to
each affiliation, while MN gives equal weight to each connection of two nodes. As a result,
WgtMN depends more heavily on small affiliations, such as edges and triangles.
We can see an example of such behavior in Figure 11.4, where adding just one new
node to a network significantly changes WgtMN assortativity. Even though this new node
gets connected to only two nodes and it does not change the degrees of any nodes in the
network, WgtMN goes from being strongly positive (+0.464) to slightly negative (−0.067).
The MN extension also changes in the negative direction, but the overall effect is an order of
magnitude weaker.
In Figure 11.5, we show another set of examples highlighting the difference and simi-
larity between MN and WgtMN. First of all, observe that the networks B1 and B3 are uniform
(i.e. all affiliations have the same size), and, therefore, MN and WgtMN give them same
scores (+0.25 and +0.55, respectively). The latter network has higher assortativity because
the number of affiliations covering the five central high-degree nodes (10, 20, 30, 40, 50) is
greater in B3, and so it becomes more likely to sample a pair of these high degree nodes.
Network B2 is created from B1 by replacing {10,20,30,40,50} with a complete graph

















































































































































Figure 11.2: A scatter plot of the assortativity coefficient (MN vs. WgtMN extension) in generated
simplicial complex networks for various α, c, and `. Observe that increasing c leads to larger facets,
which in turn reduces the difference between MN and WgtMN (see the right column).
on the same nodes. From the perspective of MN, all pairwise connections remain unchanged,
and the only observable difference is that the degrees of the five central nodes grow from 2
to 5. However, since the Pearson correlation coefficient is invariant w.r.t. such affine transfor-
mations, the MN assortativity coefficient remains the same!
On the other hand, replacing one large affiliation with 10 edges is a sure recipe to
increase WgtMN assortativity. The effect is so strong that WgtMN(B2)>WgtMN(B3), despite





















































































































Figure 11.3: Multi-neighbor (MN), Weighted multi-neighbor (WgtMN), and Simple neighbor (SN)
assortativity coefficients. The thin lines, particularly well visible in the top-left panel (c = 1, `= 1
case), show the standard error of the mean.
the fact that from the perspective of the individual nodes, the degrees of the neighbors are
all the same in B2 and B3; and in B3 we even have more high-degree neighbors in each
affiliation! Nevertheless, since B2 simply has more affiliations connecting the central nodes,
WgtMN assigns higher score to B2 than to B3!
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added one node(A1) (A2)
A1 A2
WgtMN +0.464 −0.067






Figure 11.4: Comparison between Multi-neighbor and Weighted multi-neighbor. Adding one node
can significantly affect WgtMN.
{10, 20, 30, 40, 50} {10, 20} {10, 30} {10, 40} {10, 50}
{20, 30} {20, 40} {20, 50}
{30, 40} {30, 50}
{40, 50}
4 copies of
{10, 20, 30, 40, 50}
(B1) (B2) (B3)
B1 B2 B3
WgtMN +0.25 +0.659 +0.55






Figure 11.5: Comparison between Multi-neighbor and Weighted multi-neighbor. The sets shown
under each diagram list the affiliations connecting the central nodes 10, 20, 30, 40, and 50.
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Each connected pair of nodes is counted only once (thus is different from the MN extension),
and each pair has the same probability to be sampled. When ` is large and α is small, affilia-
tions are unlikely to overlap on more than one node, and so SN becomes effectively the same
as MN (see Figure 11.3). This extension can be used if the network is meant to be simple-
graph-like. It is equivalent to the regular assortativity coefficient on simple graphs, but is
different on multigraphs.
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11.2 Clustering coefficient
11.2.1 Global clustering coefficient (gcc) in the skeleton graph of an affiliation
network
Many real world graph networks are characterized by non-zero global clustering coef-
ficient (gcc). For example, in a social context, non-zero clustering coefficient implies that if
Alice knows Bob and Carol, then there is a chance that Bob and Carol know each other as
well.
Non-zero gcc generally does not occur in most synthetic graph networks unless the
network growth method includes an explicit “triangle closure” operation that creates triangles
from 2-paths.
Given this drawback of synthetic graph networks, affiliation networks naturally join
nodes as groups, and so have a built-in mechanism for forming triangles between the nodes.
If a network is grown as an affiliation network, then the graph skeleton of the network will
have non-zero gcc as long as there are affiliations of size greater than 2 (i.e. triangles and
up).
This fact suggests that real-world (social) networks might be evolving as networks of
groups (i.e. affiliation networks). Then at the level of pairwise connections (the skeleton of
the affiliation network), one is expected to observe non-zero clustering coefficient.
11.2.2 Extension of gcc to affiliation networks
The definition of global clustering coefficient and its extensions to affiliation networks
have been discussed in the introductory Section 2.1. In our work, we choose to use Opsahl’s
extension as the main definition of global clustering coefficient in affiliation networks. Con-
sidering a bipartite graph representation of the affiliation network, this extension is defined
as follows:
gccOpsahl =
number of closed 4-paths
number of 4-paths
















































































































































































































































































































Simplicial complex, α=0.5, c=1, l=1
Figure 11.6: Dynamics of gccOpsahl computed experimentally as a function of the network size n.
Hypergraph networks are on the left (blue) and simplicial complexes are on the right (red), computed
for c = 1, `= 1, and several values of 0< α≤ 0.5. Thin gray lines show gccOpsahl in individual
growing network experiments. Thin blue and red lines show the average gccOpsahl computed over 18
networks. These averages converge to non-zero levels when α≤ 0.4.
where the endpoints of the 4-paths must be the nodes of the affiliation network:
(u, f , v, g, w) where u, v, w ∈ V and f , g ∈ F
Moreover, according to the definition of a path in a graph, all its node must be distinct, there-
fore u 6= v 6= w 6= u and f 6= g. A 4-path is considered closed if its endpoints u and w are
included in a third affiliation h that is distinct from f and g.
In a social network context, this extension does not simply count the proportion of a
person’s acquaintances who know each other. Instead, it requires that each pair in a closed












































Figure 11.7: (Left) Comparing experimentally computed clustering coefficient and two approximate
models for c = 1, `= 1. (Right) Experimental clustering coefficient for c = 1, `= 2.
4-path to be connected through a different social group. For example, Alice and Bob are
siblings, Alice and Carol are classmates, and Bob and Carol go to the same club (see Fig-
ure 11.8).









Figure 11.8: In graphs, a triangle is automatically created out of three distinct edges. In affiliation
networks, a closed 4-path requires three distinct affiliations connecting its nodes.
11.2.3 Experimentally observed non-zero gccOpsahl
Figure 11.6 shows gccOpsahl computed in growing hypergraph and simplicial complex
networks for c = 1, ` = 1, and 0 < α ≤ 0.5. The plots reveal that gccOpsahl converges to
non-zero levels when α≤ 0.4, reaching the level of ≈ 0.05 at α= 0.4.
The range of larger α is difficult to study experimentally and so it is not included in the
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plots. However, preliminary results at α = 0.6, 0.7, and 0.8 suggest that gccOpsahl does not
exceed 0.05 when α > 0.5.
These non-zero gccOpsahl are summarized in Figure 11.7 (Left). For ` > 1, non-zero
gccOpsahl can be still observed, but at reduced levels, as shown in Figure 11.7 (Right).
11.2.4 “Cat” structures as an explanation for the non-zero clustering coefficient
Non-zero clustering coefficient is a promising property of our network growth model.
However, it is a consequence of a specific detail in the Opsahl’s definition, which considers






fk = {3, 4, 5}fi = {1, 2, 3}






Figure 11.9: (Left) An example of a “cat” structure. (Right) Two variants (“i < j” and “i > j”) of the
growth history graph of this “cat” structure, assuming that the affiliation fk was added last. Here, the
relation i < j indicates that fi was introduced before f j . (E.g. in both variants it is implicit that
i, j < k.)
A “cat” structure is a group of three overlapping affiliations that forms a closed 4-path,
such that at least one of its affiliations includes all of the three nodes of the 4-path. If Fig-
ure 11.9, the closed 4-paths are
2− fi − 3− fk − 4 closed by f j
3− fk − 4− f j − 2 closed by fi
4− f j − 2− fi − 3 closed by fk
but one of the affiliations, f j, contains all three nodes, 2, 3, and 4, of the closed 4-paths.
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A “cat” structure can be created when a new affiliation fk is added by connecting to f j,
where f j already overlaps with a third affiliation fi. If | fi ∩ f j ∩ fk| ≥ 1, | fi ∩ f j| ≥ 2, | f j ∩ fk| ≥ 2,
and |( fi ∩ f j)∪ ( f j ∩ fk)| ≥ 3, then a “cat” structure is formed.
When a new affiliation fk is created by sampling from a randomly chosen existing af-
filiation f j, by construction, the expected area of their overlap is E[| f j ∩ fk|] = E[s]
α
` , which
is inversely proportional to `. Therefore, smaller ` lead to more “cat” structures, which is
consistent with Figure 11.7. On the other hand, when ` is large, affiliations are unlikely to
overlap on more than one node, and so very few “cat” structures are formed, which leads to
nearly zero gccOpsahl .





Some of the l sampled affiliations 
(here, fj1 and fj2) must overlap 
to form a closed 4-path
without a "cat" structure4
3 5
When `= 1, “cats” are the only way to form a closed 4-path. On the other hand, when
` ≥ 2, a closed 4-path can be formed without a “cat” structure, but it requires that at least
two of the ` sampled affiliations overlap. If the no overlap assumption holds (Section 5.1.2),
the probability of sampling such overlapping affiliations goes to zero in the large network
limit.
Therefore, we can conclude that the “cat” structures are the main reason for the non-
zero gccOpsahl .
11.2.6 Two approximate models of gccOpsahl when c = 1 and `= 1 in hypergraph
networks
To estimate gccOpsahl , we have to estimate the expected number of new 4-paths and the
expected number of new closed 4-paths created per iteration.
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Recall the notion of a growth history graph defined in Section 10.1. We say that a di-
rected edge (g → f ) belongs to the growth history of a hypergraph network if g was among
the ` sampled hyperedges that were used to create hyperedge f and at least one node from
g was sampled when creating f . In this section, to indicate this relation between g and f ,
we will use symbolic notation g → f and will say that f gets attached to g.
Lemma 11.2.1. In a hypergraph network generated with the parameter ` = 1, given two
hyperedges f and g connected via a directed path of length d in the growth history graph:




E[|g ∩ f |] = E[ f ] ·αd
The “area” of the overlap between two hyperedges decreases by the factor of α with
each “hop” in the growth history graph.
Counting 4-paths
Assume that at iteration k, we create a hyperedge fk such that f j → fk. If f j does not
overlap with any other exiting hyperedges, then | f j|= 1, and so no new 4-paths is created in
this iteration. Therefore, we can focus on the case when f j overlaps with some other affilia-
tion fi.
In this estimate, we will assume that α is small, and therefore, by Lemma 11.2.1, we
can assume that fi and f j are adjacent in the growth history graph with either fi → f j or
f j → fi.
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Given the affiliations fi, f j, and fk and the cardinalities of their intersections:
si = | fi|
s j = | f j|
sk = | fk|
si j = | fi ∩ f j|
s jk = | f j ∩ fk|
si jk = | fi ∩ f j ∩ fk|
the number of new closed 4-paths and new 4-paths is
#closed = 1[si j≥2] · 1[s jk≥2] · 3si jk
 
(si j − 1)(s jk − 1)− (si jk − 1)

#all = s jk
 




(si − 1)(sk − 1)− (si jk − 1)

It is possible that either fi → f j or f j → fi. We will consider each of these two possibili-
ties, estimating the proportion of closed 4-paths among all new 4-paths that are created per
iteration.
These two estimates give us two approximate models, which we call “i < j” and “ j < i”,
since either i is created before j, or j is created before i. See Figure 11.9 (Right).
In a real network, gccOpsahl should be somewhere in between these two approximate
models, as long as α is small.
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Approximate model “i < j” (i.e. fi → f j)
The probability of the configuration of hyperedges fi, f j, and fk (i.e. their sizes and the
sizes of their intersection) is
p(i< j)i jk =P(si) · B(si, si j,α) · B(si j, si jk,α) · B(s j − si j, s jk − si jk,α),











s j−si j+si jk
∑
s jk=si jk











s j−si j+si jk
∑
s jk=si jk




Approximate model “ j < i” (i.e. f j → fi)
Differences from “i < j” are highlighted:












s j−si j+si jk
∑
s jk=si jk
p( j<i)i jk ·#closed











s j−si j+si jk
∑
s jk=si jk




Figure 11.7 (Left) plots these approximate models with “dotted” and “dash-dotted”
lines, respectively. The experimentally found gccOpsahl for hypergraphs is between these two
approximations. Moreover, the arithmetic average of the two approximations (solid black
line) is very close to the experimental gccOpsahl when α is small.
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11.3 Average distance
To compute all distances, the exact solution can be found by performing BFS from
each node, requiring O(n) single-source shortest path (SSSP) computations (i.e. O(nm) time
complexity). However, this approach becomes impractical for large networks. An estimate
of the average distance can be computed by doing BFS from a randomly sampled subset of
nodes, but such an estimate can be very inaccurate.
Instead, we employed the approximation algorithm by [Chechik et al., 2015], which
requires O(ε−2 log n) SSSP computations (i.e. O(ε−2m log n) time complexity). The estimate
is guaranteed to be within an ε relative error from the real value with high probability. Prac-
tically, in a network with n = 106 nodes, allowing an acceptable error ε = 10% (the actual
error is better in practice), this algorithm requires only ≈ 0.1−2 log(106) ≈ 103 SSSP compu-









































































Figure 11.10: Average distance for the Union (left panel) and Multiset (right panel) variants of the
growth process for `= 1 . . . 35. Dashed lines show log and double-log fits (computed for the Multiset
variant). There is an “anomaly” in the Union variant at n≈ 50− 500 (or equivalently, log n≈ 4− 6)
when ` is large. This effect fades away with the growth of the network when the number of nodes
reaches n≈ 105 − 106.
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When performing these experiments on the average distance in the network, we ob-
served an interesting phenomenon, showing the difference between the Union and the Multi-
set variants of the network growth model. See Figure 11.10. The Union variant exhibits two
regimes when ` is large:
• Small network (n< 200): Uniform attachment (geometric degree distribution)
• Large network (n > 200): Preferential attachment (power-law degree distribution,
scale-free network)
The observed anomaly in the average distance for the Union case is explained in more
detail in Section 11.4. This behavior does not exist in the Multiset case, where evolution in
small networks is more consistent with large networks and does not show such an anomaly.
Yet, the Union variant exhibits a behavior that resembles a phase transition and, in fact,
a similar experimental behavior was found in a study of word-adjacency networks [Kulig
et al., 2015], see Figure 11.11. The authors of that study provide a phenomenological model
when trying to explain the observed behavior. However, we expect that our Union model
might possibly provide a better explanation, but future work is required to explore this direc-
tion.
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Figure 11.11: [Kulig et al., 2015] Average shortest-path length in growth of word-adjacency
networks
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11.4 Union and Multiset variants in small networks
As discussed in Section 5.4, in a network with degree distribution P(k) ∝ k−γ, the
largest degree is of the order of magnitude kmax ≈ n1/(γ−1). Since in our model, γ > 2 for all
0 ≤ α < 1, the ratios kmaxn and
kmax
m go to zero as the network size increases. Because of that,
in a large network, a node with degree k gains a degree with probability P+ ≈
αk
m .
The situation is different at the early stages of the network growth when degrees can
be comparable to m, which makes the difference between the Union and the Multiset vari-
ants more pronounced.




































































Figure 11.12: The probability of gaining a degree in a small network. Comparing the Union and
Multiset variants.
Figure 11.12 shows the probabilities to gain a degree, Punion+ (k) and P
mul tiset
+ (k) intro-
duced in Section 5.1.1, plotted for all 1 ≤ k ≤ m, when α = 0.5, c = 1, and ` ranges from 1
to 64.
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Union: One can see in Figure 11.12 (Left) that the approximation Punion+ ≈
αk
m holds only
when k m, and quickly stops working for nodes with degrees k = Θ(m), which are possible
in small networks.
The probability to gain a degree becomes almost constant when k = Θ(m), particularly
















This saturation at the constant level α/` leads to a uniform attachment network growth,
which produces a network with geometric degree distribution. Only when n and m become
much larger than kmax , the preferential attachment mode finally takes over. The transition
eventually happens for any network when it grows sufficiently large. Practically, we find that
the transition threshold is around m≈ 100− 1000.
Multiset: On the other hand, in the Multiset variant, as `→∞:











The probability of gaining a degree does not saturate at constant levels as it does in the
Union variant. Instead, as can be seen in the Figure 11.12 (Right), it quickly converges to
the asymptotic 1− e−
αk
m , which is not too far from the preferential attachment probability αkm .
Thus, effectively, the network keeps its preferential attachment properties even at the early
stages of its growth. It does not need to transition from the uniform attachment mode to the
preferential attachment mode, as in the Union variant.
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11.5 Q-analysis
Q-analysis is a network analysis methodology that tracks connections in the network
at a given dimension q (in a simplicial complex, the dimension of a face f is defined as
dim( f ) = | f | − 1, i.e. the number of the nodes minus 1).
In Section 2.3, we already gave an overview of Q-analysis and its main metrics, such as
the Q structure vector and eccentricity. But the main idea is relatively simple:
Two faces are called q-near if they intersect on at least q + 1 nodes. Two faces are q-
connected if there is a sequence of q-near faces between them. A q-connected component
(qCC for short) is a maximal set of q-connected faces.
Given a simplicial complex network ∆, Q-analysis starts at the largest face dimension
in the network qmax =maxσ∈∆ dim(σ). At this level q = qmax , only the largest faces are taken
into consideration, and all are disjoint. Then, one has to gradually decrease q, and at each
























Figure 11.13: Lowering of the sea level analogy for Q-analysis. (Illustration: Main Hawaiian islands,
source: https://www.soest.hawaii.edu/HMRG/multibeam/index.php)
Informally speaking, Q-analysis can be compared to a gradual lowering of the sea level,
which reveals new islands and merges islands that were previously separate. Q-analysis
reveals the network in the same gradual way, starting at the largest possible dimension qmax ,
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then going down to 0.
11.5.1 Q-analysis metrics
As defined in the introductory Section 2.3, we are going to use the following Q-analysis
metrics:
• Qq structure vector: The number of q-connected components (#qCC) observed at
each level q.
• Eccentricity: The measure of how well a face is integrated into the network. For a
facet (i.e. a maximal face), its eccentricity is determined by the largest dimension at
which the facet intersects with any other facet. A facet with small eccentricity 0 <
ecc( f ) < 1 is well integrated into the network, while a facet with large eccentricity
1< ecc( f )< +∞ is not well integrated, and intersects only on a few nodes with other
facets.
We will be looking at the distribution of facet eccentricities in the network, specifically
its CMF. For convenience, we will be measuring log(ecc( f )) instead of ecc( f ), because
it produces a relatively symmetric distribution centered around zero (practically speak-
ing, it often falls into the interval [−3, 3]).
• Average size of q-connected components: We define the size of a qCC as the num-
ber of facets it contains. Thus given the set of all qCCs at level q, we can compute the
average size of qCCs at this level.
Since all qCCs start as a single facet and then merge together as q is lowered, the aver-
age size of qCCs is equal to one for q = qmax , but then increases as q goes to zero.
Figure 11.14 shows these Q-analysis metrics for two real-world simplicial complex
networks. The key to interpreting Q-analysis graphs is to start at q = qmax , and then see how
the property behaves as q goes down to zero.


























































Figure 11.14: Q-analysis metrics for 1) the neighborhood simplicial complex of git (version control
software) call graph, 2) the simplicial complex of all discussions in Wikipedia talk page for Barack
Obama (each set of users who discuss the same topic makes a facet).
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Figure 11.15: The effect of changing α on Q-analysis metrics. Arrows show the general direction of







































































Figure 11.16: The effect of changing c on Q-analysis metrics. Arrows show the general direction of





































































Figure 11.17: The effect of changing ` on Q-analysis metrics. Arrows show the general direction of
the metrics change as ` increases. (Shown for α= 0.6, c = 2.)
In this section we will discuss Q-analysis metrics in networks generated by our growth
model, and will discuss how these metrics can be controlled by the model parameters α, c,
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and `.
General considerations: To understand the effect of α, c, and ` on the Q-analysis metrics,




(this is a relation for hypergraphs, but it is qualitatively similar in simplicial complexes).
When new facets are formed, nodes are sampled with probability α` , so the area of facet
overlap is positively correlated with it:
area of facet overlap∝
α
`
This leads to the following qualitative behavior (visualized in Figures 11.15, 11.16, and
11.17):
• α is positively correlated with average facet size (in hypergraphs, E[s] = c1−α , and it is
generally similar in simplicial complexes).
Therefore, if we increase α, qCCs will get created and start merging at higher values of
q. This results in the Q Structure vector graph pushed to the right. It will also increase
the average size of a qCC for all q. Eccentricity is reduced (its CMF shifts to the left) as
the area of overlap between facets increases with α. See Figure 11.15.
• c is similarly positively correlated with average facet size. So increasing c makes a sim-
ilar effect on Q-analysis metrics with the exception of eccentricity. Since c represents
the number of new nodes added to each new facet, larger c leads to smaller overlap
between facets and therefore higher eccentricity (CMF shifted to the right). See Fig-
ure 11.16.
• ` does not affect the facet size distribution significantly. Instead, since the area of over-
lap between the facets is inversely proportional to `, increasing ` leads to higher ec-
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centricity of facets. For the same reason, increasing ` makes qCCs merge at lower q,
reducing the average size of qCC for any given q level. See Figure 11.17.
11.5.3 Comparing to real-world networks and Ciftcioglu’s model
In Figure 11.18, we compare Q-analysis metrics for a real-world network (the simpli-
cial complex of user discussions in Barack Obama Wikipedia talk page, where every set of
users who discuss the same topic makes a facet), and our networks generated with parame-
ters α= 0.6, c = 1, `= 1, 2, 4.
To make this comparison more informative, we also include the same metrics computed
for a network generated by the [Ciftcioglu et al., 2017] generation procedure, which is pa-
rameterized by the ratio of nodes to facets and the facet size distribution (both parameters
are obtained from the Barack Obama talk page network). When creating a new facet, this
procedure samples nodes at random from the entire network, which makes the facets overlap
on very few nodes; this is comparable to our procedure when `→∞.
In addition to the three metrics discussed earlier, we also compute the number of qCC
merges that happen at each level q. This metric is similar to the average size of qCC, but
gives a more precise description of what happens at each level q, while the average qCC size
is a more aggregate metric.
All four generated networks are only moderately close to the real network, not match-
ing it exactly. The strength of Ciftcioglu’s procedure is in the fact that it replicates the facet
size distribution very accurately. This helps it match the tail of the Q Structure vector, but
due to the eccentricity that is much higher than in the real network, it deviates in the other
metrics from the real network.
Our generating procedure is significantly better at replicating the facet eccentricity
(here, in particular, when ` = 2), suggesting that the locality property of our model reflects
real-world network growth mechanisms. However, because the facet size distribution pro-
duced by our procedure is different from the distribution in the real network, our procedure
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Figure 11.18: Q-analysis metrics for Barack Obama Wikipedia talk page simplicial complex network
(real), networks generated by our procedure with α= 0.6, c = 1, `= 1, 2, 4, and a network generated
by [Ciftcioglu et al., 2017] procedure.
is only comparable to Ciftcioglu’s metric in the average qCC size and in the number of qCC
merges (best fit when `= 1).
Can we improve our model to keep eccentricity low, but change the facet size distri-
bution to have a better match with the real distribution? It is possible to control P(s) in our
model by using a non-constant c, where c is sampled from a fixed distribution Pc at each
iteration. In Figure 11.19, we show an example of such an experiment. The result is an im-
provement compared to the constant c cases. Even higher accuracy might be possible if one
allows c = 0 or use equation 9.2 to derive Pc from the desired P(s) (if such a distribution
exists).













































































































Figure 11.19: Distribution Pc (Left), and Q-analysis metrics (Right), comparing the same real
network, a network generated by our procedure with c ∼ Pc , `= 2, and α= 0.6, and a network
generated with Ciftcioglu’s procedure.
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CHAPTER 12
Proving the “No Overlap” and “No Accidental Absorption” assumptions
In this chapter, we prove that the no overlap assumption and the no accidental ab-
sorption assumption hold under realistic conditions, which are consistent with the observed
properties of the networks generated by our model. (The proof for the latter is given only for
0< α < 23 .)
12.1 No overlap
We say that two facets overlap if they share at least one node. Given a network at itera-
tions t, let p2(t) be the probability that two facets sampled uniformly at random are overlap-
ping. Then the probability of getting at least one overlapping pair when ` facets are sampled







Therefore, if we can show that p2(t) is bounded from above and asymptotically goes to zero
as t →∞, then the same would hold for p`(t).
First, the following two lemmas establish that the no overlap assumption implies that
the largest degree is much smaller than the number of affiliations (as mentioned in Chap-
ter 5).
Lemma 12.1.1. In the large network limit (mt →∞), if there exists a node of degree k and a
real number a > 0 such that kmt > a, then there exists b > 0 s.t. p2(t)> b.
Proof. Let v be a node with degree k. When sampling two affiliations, the probability of
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Since the probability of overlap at node v is a special case of the probability of overlap p2(t),




Lemma 12.1.2. (Contrapositive of Lemma 12.1.1) In the large network limit, the no overlap
assumption (p2(t)→ 0) implies that
k
mt
→ 0 for all nodes in the network.
Lemma 12.1.3. For 0≤ x ≤ 1 and positive integer `:
1− (1− x)` ≤ x`
Proof. By induction on `, consider the base case `= 1: x − 1+ (1− x) = 0≥ 0.
Assume the inequality holds for `, consider the case of `+ 1:
x(`+ 1)− 1+ (1− x)`+1 = x`+ x − 1+ (1− x)`(1− x)
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< k`m and so holds by Lemma 12.1.3
(assuming x = km). The second inequality holds by the same lemma (assuming x =
kα
m`).
Note: In Theorems 12.1.1 (No overlap) and 12.2.1 (No accidental absorption), random
variables nt and mt represent the number of nodes and the number of affiliations at iteration
t. In both proofs, there is an implicit conditioning on nt and mt , which is dropped for sim-
plicity. The proofs also use the fact that both nt and mt converge to Θ(t), which is true in our
model.
Thm. 12.1.1 (“No overlap”). In our model of network growth, if the tail of the degree distribu-
tion follows a power-law P(k)∝ k−γ then the probability of sampling at least two overlapping
facets is bounded by O(t−1) + Õ(t2−γ). Hence, if the exponent of the degree distribution γ > 2,
then the probability of sampling overlapping facets goes to zero as t →∞.
Proof. Let E[X2(t)] be the expected number of overlapping pairs of facets in the network








At each iteration, when new a facet is created, each previously exiting node with facet
degree k can be selected w.p. less or equal to αkm (in both union and multiset variants by
Lemma 12.1.4). Thus, that node creates at most kαkm new overlapping pairs. Summing over
all nodes in the network, at iteration t, the expected number of new overlapping pairs of
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Given that the tail of the degree distribution P(k) ∝ k−γ, assume that for finitely many
1 ≤ k ≤ K, the probability P(k) might not be bounded by the power-law, but for all the rest





























This means that possible deviation from the power-law changes the above sum by at most an
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where H (r)t is a generalized harmonic number, which is asymptotically equal to







where ζ(r) is Riemann zeta function, and in the special case of r = 1:












= O(t−1) +O(t2−γ) + 1[γ=3]O(t
−1 log t)
12.2 No accidental absorption
Note: Since existing affiliations can be absorbed by new affiliations only in the simplicial
complex model, this assumption is only required for the simplicial complex network model.
Def. 12.2.1. Accidental absorption is the event when after sampling ` facets f1, . . . , f`, the
addition of a newly created facet f absorbs a facet that is different from f1, . . . , f`.
We say that an accidental structure is a collection of facets fmid, f1, f2, . . . , fL, where
2 ≤ L ≤ `, such that fmid is fully covered by f1, . . . , fL, that is, fmid ⊆ f1 ∪ . . . ∪ fL, see
Figure 12.2. We call fmid the middle facet of an accidental structure and f1 . . . fL are its ears.
The facet fmid can be accidentally absorbed if facets f1, . . . , fL and all their nodes that
belong to fmid are sampled and included in a newly created facet. Note that according to the
no overlap assumption, as the network grows, it becomes increasingly unlikely to sample `
facets that overlap, thus it is sufficient to consider only the accidental structures whose ears
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f1 f2 f3 fL
fmid
...
Figure 12.1: An illustration of an accidental structure
don’t intersect.
First, let us find the probability that all L ears of one particular accidental structure
are sampled. The probability that we sample all L required facets after sampling ` times

























where the last equality holds since L and ` are constant. (Remark: If facets were sampled








= O(m−Lt ), thus demonstrating the same asymptotic behavior as t →∞.)
Let NL(t) denote the number of accidental structures with L ears at iteration t. We
want to bound the probability of sampling all L facets of such a structure when constructing
a new facet. Using the union bound, this probability is bounded by:











We want to show that this probability goes to zero as t →∞. This would imply that acci-
dental structures are rare and the probability of its middle facet being absorbed by a newly
created facet goes to zero as the network becomes large. To do that, we have to show that
the number of accidental structures with L ears, E[NL(t)] = o(mLt ).





v, node from the new facet fnew







Figure 12.2: Creating an accidental L-ear structure. Each node v from the new facet fnew that







At each iteration, a new facet fnew is added to the network. Observe that this facet
cannot be the middle facet of any new accidental structures because it has c new nodes not
covered by any ears yet. Therefore, if the new facet contributes to the creation of a new
accidental structure at this iteration, it must be an ear of that structure (Figure 12.2 shows
an example of such an outcome). Potential middle facets are always the existing facets the
nodes of fnew belong to.
Consider a node v ∈ fnew that had degree k before the introduction of fnew. It belongs
to k previously existing facets f1, f2, . . . , fk, each of which could be the middle facet of one or
more new accidental structures. The maximum possible number of ears that can overlap a
facet fi is bounded by the sum of the degrees of its nodes. Note that we are able to exclude v
from the this sum, because the probability of sampling overlapping ears becomes vanishingly
small due to the no overlap assumption and the fact that v already belongs to an ear fnew. Let
us denote this sum of the degrees as
D(v, fi) =
∑
u∈ fi , u6=v
deg(u)




ways to select L − 1 remaining
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ears. Of course, it is improbable that every possible combination of L − 1 facets that overlap fi
are valid ears that, together with fnew, completely cover fi, but this remains an upper bound.













If a node v of degree k is sampled to be part of the new facet fnew, and fi is a randomly
chosen facet of v, then we define the random variable D = D(v, fi). The expected number of















E[D L−1 | k]

(12.2)
Lemma 12.2.1 (Consequence of Hölder’s inequality). Given n non-negative identically dis-
tributed (not necessarily independent) random variables X1, . . . , Xn:
E[X1 · · ·Xn]≤ E[X n] (where X has the same distribution as X1, . . . Xn)
Proof. Hölder’s inequality states that for any non-negative random variables X and Y and
any p, q ∈ [1,∞) such that 1= 1p +
1
q :





After applying it n times to the expectation of the product X1 · · ·Xn, while choosing
1
p to be
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n−2 , . . . , we obtain:










































= E[X n1 ]
1














≤ . . .
≤ E[X n1 ]
1
n · E[X n2 ]
1
n · · · E[X nn]
1
n
Since X1 . . . Xn are identically distributed, their n-th moments are the same, therefore:
E[X1X2 · · ·Xn]≤ E[X n]
Distribution of the degree of a neighbor. Before we formulate the theorem, we have to
discuss the distribution of degrees of a randomly chosen neighbor node. More precisely,
consider the following experiment: We sample a node v uniformly at random, then sample
one of its facets f , and then take a random node v′ from f so that v′ 6= v. Let k = deg(v),
k′ = deg(v′), and s be the size of the facet f . (One can think about the above experiment
as a random walk in the bipartite graph representation of the network, where we choose a
random node, then walk along one if its edges to arrive to its random facet neighbor f , from
which we make another random step arriving to its random node neighbor v′, when making
this step we require that v′ 6= v.)
The degree of the node v is distributed according to the global degree distribution P(k).
We denote the degree of the node v′ as P(k′ | k, s), i.e. the conditional probability that the
degree of v′ is k′, given that deg(v) = k and | f |= s.
Experimentally, we observed that P(k′ | k, s) is not equal to the global degree distri-
bution P(k′), but instead it is close to P(k′) k
′
E[k′] , and so can be approximated by O(k
′P(k′)).
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(See Figure 12.3.)
Thm. 12.2.1 (“No accidental absorption”). In our model of network growth, if the tail of the
facet degree distribution is bounded by a power-law P(k) ∝ k−γ with γ > 2, the conditional
probability P(k′ | k, s) = O(k′P(k′)), and (L − 1)-th moments of facet size conditioned on
the degree of one of its nodes E[sL−1 | k] are finite for all k, as well as when k →∞, then the
probability of accidental absorption goes to zero as t →∞ if γ > 2.5.
Proof. Using Lemma 12.1.4 and the bound 12.2, the expected number of L-ear accidental



























E[D L−1 | k]

The expectation of D L−1 is
E[D L−1 | k] =
∑
s





(k1 + k2 + . . .+ ks−1)





P(s | k) · (s− 1)L−1E

kL−1 | s, k
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P(s | k) · sL−1
∑
k′







































The probability that an accidental structure with L ears will be absorbed at iteration t, using

















































































































































































































































































































































Figure 12.3: The plots show experimentally computed complements of CMF (i.e. 1− C M F) of the
following distributions: 1) the degree distribution P(k′) (red line with square points), 2) conditional
distribution P(k′ | k, s) for various k and s (blue-green lines). Additionally, dashed orange lines show
power-law fits of P(k′), and dotted orange lines show the same power-law fits multiplied by the factor
of k, which is equivalent to increasing their exponents (“slopes”) by 1.
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the bound 12.1, is


























f (x)d x ,








If the tail of the degree distribution is bounded by a power-law: P(k) ≤ O(k−γ) for all




























= O(1) +O((t + 1)a+1−γ)1[a+1−γ 6=0] +O(ln(t + 1))1[a+1−γ=0]
= O(1) +O(ta+1−γ) · 1[a+1−γ6=0] +O(ln t) · 1[a+1−γ=0]
Therefore,

























O(1) +O(t L+1−γ) · 1[γ6=L+1] +O(ln t) · 1[γ=L+1]

·O(t1−L)



















Figure 12.4: An illustration for the growth rate of the probability of accidental absorption PaccL (t).
(Logarithmic rates correspond to the boundary lines between the four main segments and are not
shown in the diagram.)
Since 2 < γ <∞ and 2 ≤ L ≤ ` <∞, there are three cases to consider (see Fig-
ure 12.4):
• If L + 1< γ:
PaccL (t) = O(1) ·O(t
1−L) = O(t−1)→ 0 as t →∞
• If 3< γ < L + 1:
PaccL (t) = O(t
L+1−γ) ·O(t1−L) = O(t2−γ)→ 0 as t →∞
• If 2< γ < 3:
PaccL (t) = O(t
3−γ+L+1−γ) ·O(t1−L) = O(t5−2γ).
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This probability goes to zero as t →∞ only when γ > 2.5.
Therefore, we can conclude that the probability of accidental absorption for structures with L
ears goes to zero as t →∞ when γ > 2.5.
Since there is only finitely many 2≤ L ≤ `, and for each of them PaccL (t)→ 0 as t →∞
if γ > 2.5, it follows by the union bound that the probability of accidental absorption (for
structures with any number of ears) goes to zero as t →∞ if γ > 2.5.
The theorem shows that the no accidental absorption assumption holds when the de-
gree distribution is a power-law with the exponent γ > 2.5. Using the hypergraph relation
γ= 1+ 1α , one can estimate that this γ corresponds (approximately) to the range 0< α < 2/3.
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