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C H A P T E R I 
I N T R O D U C T I O N 
I M P L E M E N T A T I O N O F U N I T E D S T A T E S D E F E N S E P O L I C Y I S L A R G E L Y 
FORMED AROUND A NUMBER O F H Y P O T H E T I C A L S I T U A T I O N S , OR C O N T I N G E N C I E S , 
T H A T M I G H T P O S S I B L Y E X I S T I N T H E F U T U R E . SOME O F T H E S E C O N T I N G E N C I E S 
D E A L W I T H T H E C I R C U M S T A N C E S U N D E R W H I C H T H E U . S . OR I T S A L L I E S ( O R 
B O T H ) M I G H T E N G A G E I N A " H O T " WAR W I T H SOME A D V E R S A R Y . T H E P L A N O F 
A C T I O N F O R T H E U . S . AND I T S A L L I E S I N M E E T I N G SUCH S I T U A T I O N S I S 
C A L L E D T H E " C O N T I N G E N C Y P L A N " AND I N V O L V E S NOT O N L Y G O V E R N M E N T A L I N T E R ­
R E L A T I O N S H I P S , B U T A L S O PROGRAMS FOR T H E A C T U A L D E P L O Y M E N T AND U T I L I Z A ­
T I O N O F F O R C E S . T H E S E C O N T I N G E N C Y P L A N S P R O V I D E T H E B A S I S FOR F I S C A L 
D E F E N S E A P P R O P R I A T I O N S AND A L L O C A T I O N O F FUNDS W I T H I N T H E S E R V I C E S . 
O N C E A Y E A R D E F E N S E S P E N D I N G I S R E V I E W E D B Y C O N G R E S S AND A B U D G E T 
I S F O R E C A S T FOR T H E N E X T F I V E - Y E A R P E R I O D . T H E B U D G E T R E V I E W I N E V I T A B L Y 
C A U S E S A F L U R R Y O F A C T I V I T Y AMONG T H E S E R V I C E S FOR E A C H TO " G E T I T S 
P I E C E O F T H E C A K E . " C O N T R A R Y TO P O P U L A R B E L I E F , H O W E V E R , A G R E A T P O R ­
T I O N O F T H E R E C O M M E N D A T I O N S O F T H E S E R V I C E S I S B A C K E D B Y GOOD S Y S T E M S 
A N A L Y S I S . O N E OF T H E S E S T U D I E S , T H E N O N - N U C L E A R C O N S U M A B L E S M A N U A L , 
G E N E R A T E D B Y H E A D Q U A R T E R S , A I R F O R C E , WAS T H E O R I G I N O F T H I S T H E S I S 
P R O B L E M . 
T H E N O N - N U C L E A R C O N S U M A B L E S MANUAL P R O V I D E S T H E B A S I S E A C H Y E A R 
FOR T H E A I R F O R C E ( U S A F ) RECOMMENDED O P E R A T I N G B U D G E T FOR C O N V E N T I O N A L 
( N O N - N U C L E A R ) W E A P O N R Y AND A N C I L L A R Y E Q U I P M E N T . TO C O M P I L E T H I S M A N U A L , 
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which i s u l t i m a t e l y i n c o r p o r a t e d in the J o i n t C h i e f o f S t a f f ' s War 
M o b i l i z a t i o n P lan , v a r i o u s c o n t i n g e n c i e s are ana lyzed and i n t e r p r e t e d 
as t o the USAF r o l e in each . For each s i t u a t i o n i n v o l v i n g c o n v e n t i o n a l 
war fa re , the c o n t i n g e n c y p l a n s s p e c i f y t ime l i m i t s w i t h i n which the 
c o n t i n g e n c y o b j e c t i v e s must be a c c o m p l i s h e d . USAF i n t e l l i g e n c e e x p e r t s 
d e c i d e what t y p e s o f t a r g e t s must be d e s t r o y e d by the A i r Fo rce t a c ­
t i c a l commands, and how many o f each t y p e must be put ou t o f o p e r a t i o n 
in the g i v e n t ime l i m i t i f the o b j e c t i v e s are t o be s a t i s f i e d . At t h i s 
p o i n t i t i s g e n e r a l l y l e f t t o the o p e r a t i o n s / s y s t e m s a n a l y s t s t o d e c i d e 
what i s needed t o a c c o m p l i s h t h e s e t a sks c h e a p l y , and w i t h i n o p e r a t i o n a l 
l i m i t a t i o n s . 
Unfo r tuna t e ly , the method f o r pe r fo rming t h e l a t t e r e f f o r t i s 
e x t r e m e l y cumbersome and somewhat i n a c c u r a t e . A thorough s tudy o f the 
t e c h n i q u e s p r e s e n t l y be ing used has p o i n t e d out some o f the f o l l o w i n g 
r a t h e r g l a r i n g d e f i c i e n c i e s : 
1) Given a f i x e d a i r c r a f t f o r c e s i z e , the p r e s e n t p rocedu re 
a t tempts t o address the problem from the s t andpo in t o f maximizing the 
number o f t a r g e t s d e s t r o y e d , w h i l e min imiz ing t o t a l i n v e n t o r y c o s t . 
2) Weapon d e l i v e r y t a c t i c s a re preplanned and the i n v e n t o r y 
f i t t e d t o them. Both a i r c r a f t s u r v i v a b i l i t y and weapons e f f e c t i v e n e s s 
vary g r e a t l y wi th d e l i v e r y t a c t i c s , thus imply ing the c o s t t o a c h i e v e 
a g i v e n l e v e l o f t a r g e t d e s t r u c t i o n changes a c c o r d i n g l y . The p r e sen t 
approach f i x e s , a r b i t r a r i l y , one o f the more impor tant d e c i s i o n v a r i a b l e s 
open t o the p l a n n e r . 
3) V a r i a t i o n o f a i r c r a f t a t t r i t i o n t o enemy d e f e n s e s wi th d e l i v e r y 
c o n d i t i o n s i s not r e f l e c t e d at a l l in the p lann ing p r o c e s s . Fur ther , 
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a t t r i t i o n r a t e s are not c o n s i d e r e d i n the a v a i l a b i l i t y o f combat a i r ­
c r a f t in t he l a t e r s t a g e s o f a c o n f l i c t . 
4 ) Weather i s c o n s i d e r e d i n c o r r e c t l y . At p r e s e n t the p r o b a ­
b i l i t y t h a t a t a r g e t i s d e s t r o y e d by an a i r d e l i v e r e d mun i t ion i n p e r ­
f e c t weather i s degraded by the p r o b a b i l i t y tha t the weather meets the 
minimum s tandards f o r tha t weapon u sed . The degraded p r o b a b i l i t y i s 
then used d i r e c t l y as r e p r e s e n t a t i v e o f the c a p a b i l i t i e s o f t he weapon 
system. 
The o b j e c t i v e o f t h i s t h e s i s i s t o d e s i g n an a n a l y t i c a l framework 
w i t h i n which the n o n - n u c l e a r consumables problem may be worked. This 
p r o c e d u r e w i l l be one which w i l l c o r r e c t most o f the above sho r t comings 
and p r o v i d e more i n s i g h t i n t o the p rob lem o f p r o p o s i n g a minimum c o s t 
i n v e n t o r y o f c o n v e n t i o n a l weaponry which a c c o m p l i s h e s the o b j e c t i v e s 
o f t he c o n t i n g e n c y p l a n s . 
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CHAPTER I I 
PROBLEM FORMULATION 
The s o l u t i o n p r o c e d u r e f o r any problem must be b u i l t around the 
a v a i l a b l e d a t a . To b e g i n t h i s e f f o r t i t w i l l be assumed t ha t m i l i t a r y 
p l anne r s have c a t e g o r i z e d v a r i o u s p o t e n t i a l t a r g e t s and e s t ima ted how 
many o f each must be d e s t r o y e d t o a c c o m p l i s h the a m b i t i o n s o f the p e r ­
t i n e n t c o n t i n g e n c y p l a n s . L o g i c a l l y speak ing , t h i s i s n e c e s s a r y in tha t 
i t i s mere ly a s ta tement o f the u l t i m a t e o b j e c t i v e s o f the p r o b l e m . 
P r a c t i c a l l y , however , t h i s i s p r o b a b l y the f a c e t o f t he prob lem which 
i s most open t o c h a l l e n g e , bo th m i l i t a r i l y and p o l i t i c a l l y . I t s tands 
t o r e a s o n , o f c o u r s e , t ha t any wor thwhi l e a n a l y s i s would i n c l u d e a 
s e n s i t i v i t y s tudy o f t h i s a rea . 
There are many f a c t o r s t ha t c h a r a c t e r i z e t a r g e t s , t h e most impor ­
t an t o f which i s t h e i r p h y s i c a l c h a r a c t e r i s t i c s . For example, one would 
e x p e c t a 1000 pound bomb t o have a d e c i d e d l y d i f f e r e n t p r o b a b i l i t y o f 
d e s t r o y i n g a t r uck than i t would a h e a v i l y armored t ank . Thus c a t e g o r i ­
z a t i o n o f t a r g e t s i n t o s p e c i f i c t y p e s , based on t h e i r p h y s i c a l c h a r a c ­
t e r i s t i c s , i s n e c e s s a r y . Of c o u r s e no two i n d i v i d u a l t a r g e t s a re 
e x a c t l y a l i k e , but i t i s r e a s o n a b l e t o assume tha t a boundary may be 
drawn so tha t the d i f f e r e n c e s in e f f e c t s o f a p a r t i c u l a r weapon type 
on t a r g e t s w i t h i n a c a t e g o r y a re n e g l i g i b l e . ( T h i s has , i n f a c t been 
done by a l a r g e j o i n t s e r v i c e g r o u p , as w i l l be d i s c u s s e d l a t e r . ) 
There are o t h e r t h i n g s t ha t cause d i f f e r e n t i a t i o n among t a r g e t s 
o t h e r than the p h y s i c a l c h a r a c t e r i s t i c s . One o f t h e s e i s the range 
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from the target to the nearest USAF base. The farther the attacking 
aircraft has to fly to get to the target, the greater the cost of the 
attack. Thus, a categorization by range is necessary, and expressible 
in terms of the number of targets of a particular type within a speci­
fied range band from the nearest USAF base. 
Due to aircraft attrition to enemy defenses, it is generally much 
more expensive to attack heavily defended targets than lightly defended 
ones. Here also a categorization of targets by the level of their 
defense is necessary. An additional implication of this is that if a 
particular type of target is characteristically heavily defended (e.g. 
enemy airfields), and exacts a heavy toll of aircraft lost, then the 
planner may elect to design an inventory that necessitates no greater 
than a given number of missions be flown against that target type, thus 
implying an operational constraint imposed by the target itself. 
Weather is another problem in attacking targets and is very 
restrictive in certain areas. The planner may also categorize weather, 
as to its goodness or badness, in terms of the ceiling and visibility 
limitations. For example, it might be that*based on cloud ceiling and 
visibility, the weather situation has been divided into categories of 
good, fair and bad weather. This division adds flexibility to the formu­
lation in a number of ways. Some targets, such as bridges, if not of 
immediate tactical importance, will not move and pilots may wait until 
good weather to attack. Others, such as tanks, are always of immediate 
importance, and must be hit regardless of weather. Thus, one might see 
few or no bridge targets in the poor weather band and tanks in all 
weather bands. Likewise, truck move mainly at night so that might 
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exist only in a poor weather band. 
In defining a weapon, first and of foremost importance are the 
physical characteristics of the munition package itselfi its warhead, 
glide characteristics (e.g. a free falling bomb as opposed to a boosted 
rocket), guidance, or lack of it, and so on. These, together with the 
accuracy with which the munition may be delivered, are the driving 
factors in determining whether a given weapon will destroy its target. 
There are several other important factors to take into consid­
eration in addressing a weapon's capabilities and differentiating 
between it and other weapons. Certain weapons, for example, are 
releasable at very low altitudes, and consequently achieve greater 
accuracy, while others are greatly restricted as to where they may 
be released. For instance, a 1000 pound bomb, released by a pilot 
flying level at 200 feet, will be observed to detonate approximately 
under his aircraft, no matter how fast he is going. This is an example 
of an undesirable delivery condition. However, if the bomb is equipped 
with a more expensive, high drag tail fin, then it may be delivered at 
that altitude. Since both weapon accuracy (and therefore effectiveness) 
and the risk of losing the aircraft to enemy defenses vary with delivery 
condition, with no loss in generality, the same munition delivered from 
two different conditions may be called two different weapons. 
Some munitions may only be delivered from certain types of air­
craft and, on these aircraft, the weapon must be loaded a special way. 
The type of aircraft used, of course, affects the total cost of using 
the munition. Additionally the method of loading the weapon on the 
aircraft, as well as how many are loaded, affects the mission success 
probability. 
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If the contingency plan implies that hostilities will exist over 
an extended period of time, the total number of missions that may be 
flown by USAF aircraft will probably be large. However, due to the fact 
that some munitions may require special ancillary equipment and/or may 
only be flown on certain types of aircraft the total number of missions 
that can be flown with a particular weapon is generally much less than 
the total number of missions that may be flown by all aircraft. 
To formalize the definitions of "weapon" and "target" let the 
following apply: 
target - defined to be a piece or pieces of equipment or structure which 
must be destroyed in the process of meeting contingency plans. 
Targets are categorized and differentiated as to type by physical 
characteristics, range to nearest USAF base, defensive posture, 
and the weather situation existing when the target is attacked. 
weapon - the combination of munition hardware (warhead, guidance pack­
age, etc.), type of aircraft and its loadout, and delivery con­
dition. It will be assumed that a weapon with a given set of the 
above features will be further characterized by the target it is 
used against. Thus, no "weapon" will be used against two differ­
ent types of targets. 
The above definition of "weapon" seems a bit cumbersome at first; how­
ever it will add greatly to the simplicity of mathematical proofs 
later. In the end, the optimal inventory may be obtained by simply add­
ing all weapons in the optimal solution that have a common munition. 
Finally, cost must be considered. Herein only the unit cost of 
the weapon is addressed), though later it will be obvious that a problem 
with fixed charges may be worked. The objective of this problem is to 
minimize the total expected cost of the inventory subject to certain 
constraints. Associated with each munition is a unit cost which is 
generally well known. But there are other costs that are not so obvious. 
One is the cost to fly the aircraft to the target and return. Another 
a 
is the cost of replacing aircraft that are lost in combat. Since 
both defense level and range to target are included in the description 
of the target, to the cost of the munition may be added an aircraft 
operating cost, as well as an expected attrition cost. The latter is 
the cost of the aircraft (and pilot if applicable) multiplied by the 
probability that the delivery aircraft is lost to hostile action. 
To give the reader an idea of the order of magnitude of the num­
bers of targets and weapons that will be considered in applications of 
the model developed herein suppose defense levels, ranges to targets, 
and weather situations are divided into three categories each. There 
will be around thirty categories of targets by their physical character­
istics alone. Together this implies that about 8100 types of targets 
will be attacked. Likewise, with weapons, 30 types of munitions with 
three delivery conditions and five aircraft types each yields 240 
weapons. Needless to say, some orderly procedure is necessary to handle 
a problem of this magnitude. 
To summarize the previous discussion, in Chapter I it was stated 
that a need exists to revamp the methods of analysis leading to USAF 
specification of required munition inventory levels. In Chapter II the 
concepts of "weapon," "target," "mission," and "cost" as they apply to 
the problem have been defined. Generally, the problem may be defined 
as that of finding a set of weapons that will destroy the required 
number of targets of each type, subject to operational constraints. 
Further, this set of weapons must be such that there is no other set 
that will accomplish the objectives, within the constraints, with a 
lower total expected cost. The following chapters will be devoted to 
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DERIVATION OF PROBLEM CONSTRAINTS 
The problem to this point has been loosely stated as that of 
minimizing a linear expected cost function subject to certain contingency 
requirements being met. The objective now is to put this into a more 
exact mathematical format. 
Target Constraints 
The discussion of Chapters I and II has inferred that the mili­
tary planner should stockpile enough weapons hardware to "assure" destruc­
tion of a rather large fraction of the adversary's military potential. 
What this fraction actually is will not be discussed here though the fol­
lowing development will indicate that it may be treated as being uncer­
tain. In practice the analyst will probably parameterize on this 
quantity and attempt to locate a point of diminishing returns with 
respect to the size of the inventory. 
The act of delivering a weapon on a target does not insure the 
target's destruction by any means. In fact, one is often surprised how 
low the kill probability (p^) is for certain weapons, even against the 
targets for which they were designed. A large joint service group has 
been in existence for several years with the primary task of quantify­
ing all the factors involved with estimating conventional weapon's 
effectiveness against certain targets. Such estimates of weapon P '̂s 
are available to the military planner and will be used in the application 
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of this thesis to inventory planning. 
Success on any one mission is an event with a certain (known) 
probability implying that the number of targets destroyed (successes) 
out of any given number of missions is actually a random variable. This 
fact, along with fixing the number of targets of each type that must be 
destroyed, enables the planner to state his objectives in more precise 
terms. Call the number of targets of the i t h type that must be destroyed 
H ,̂ and assume the planner is also willing to state a minimum acceptable 
level of assurance, say a ,̂ where 0 < < 1, that the inventory will 
do the job required. Thus if is the number of targets of the i t h 
type destroyed, a probability statement, which the inventory must sat­
isfy, has been implied: 
P R [ N I > H i ] > a i (1) 
To facilitate solution of the problem, (l) must be put into 
more manageable form. Let p^ be the probability that a weapon of 
the j * * 1 type will destroy the i**1 target, and let x ĵ be the number 
of these weapons used. (This is synonymous with saying x^ missions 
with the j t h type of weapon are flown against the i**1 type of target.) 
Then the number of targets of the i**1 type that are destroyed is a 
binomially distributed random variable (assuming the missions are 
independent in their effectiveness), n^, with mean x J J P J J > a n d vari­
ance x^jP^j(l ~ p i j ) * F o r P l a n n i n c J purposes it is reasonable to assume 
that attacks on individual targets are independent, so the number of 
targets of the i t h type destroyed by all the inventory weapons is a 
random variable also, the sum of the realizations of the n^y 
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N I ' I n I J 
J - L 
WHERE W^ I S THE NUMBER OF WEAPONS C O N S I D E R E D FOR U S E A G A I N S T THE I ^ 1 TARGET. 
NOTE THAT N ^ MAY BE THOUGHT OF A S THE NUMBER O F S U C C E S S E S I N 
T R I A L S , WHEN THE P R O B A B I L I T Y OF S U C C E S S ON ONE T R I A L I S P^y If 
X ^ J I S " L A R G E , " THEN A COMMON A P P R O A C H I N A P P L I E D P R O B A B I L I T Y THEORY 
I S TO A P P R O X I M A T E THE D I S T R I B U T I O N O F N ^ WITH A NORMAL D I S T R I B U T I O N . 
THAT I S , FOR LARGE X ^ , ( N ^ ~ X L J P I X I J P I J ^ ~ P I J ^ A P P R O X I M A T E L Y 
HAS THE D I S T R I B U T I O N N ( 0 , L ) . S I NEE I S THE SUM OF INDEPENDENT R A N ­
DOM V A R I A B L E S WHICH ARE A P P R O X I M A T E L Y NORMALLY D I S T R I B U T E D , THEN THE 
D I S T R I B U T I O N FOR N^ MAY BE A P P R O X I M A T E D B Y THE NORMAL D I S T R I B U T I O N 
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WITH MEAN AND V A R I A N C E o^, WHERE. 
W. W, 
1 I 
" I X I J P I J " I X I J M I J 
J - L J - L 
I I 
* I ' I X I J P I J ( L " P I J ) "I X I J V I J 
J - L J - L 
L E T T I N G , FOR NOTATIONAL S I M P L I C I T Y , V ^ « P ^ ( L ~ P J J ) A N D - RAJJ * P I J # 
C O N S I D E R THE I N E Q U A L I T Y I N THE P R O B A B I L I T Y STATEMENT ( L ) , 
S U B T R A C T I N G THE MEAN OF N^ FROM BOTH S I D E S AND D I V I D I N G B Y THE STANDARD 
D E V I A T I O N , 
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and the probability statement becomes: 
V ^ i V ^ i 
d i d i 1 
No w (N i -f l i ) / d i is approximately distributed N(0,l) and (H^ n ^ / c ^ 
is a constant. Let t be such that integration of the standard normal 
a i 
probability density function between t a^ and too yields a probability 
of a i . Then (h^ -J-^Ve^ < is equivalent to P r[ U^-J^ )/<*i > 
(H^ - J A ^ ) / C ^ ] > a ^ because (N^ - l ^ ) / ^ has the standard normal distribu­
tion. For example, for a . * 0.95, t * -1.645 and (l) is equivalent 
to the restriction (h^ -)/ĉ  < -1.645. 
The above is the certainty equivalent approach to the problem 
originally formulated by Charnes and Cooper (reference l ) . It says 
that satisfaction of the deterministic "certainty equivalent" state­
ment 
j 
is probabilistically the same as satisfying (l). Thus, the somewhat 
nebulous statement in (l) has been transformed to a precise mathematical 
constraint. The planner selects levels for the x ^ that minimize the 
linear objective function subject to constraints of the form of (2). 
T 
In the final solution it will take £ x ^ weapons of type j to satisfy 
i-1 
the contingency requirements, where T is the number of types of targets. 
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The expression in (2) may be put into a form that i s easier to 
handle, but not without some complications. Rearranging the terms (2) 
becomes 
1/ ^ 
Imijxij + S c I v i J x i j ) '-Hi^° ( 3 ) 
j j 
or in vector form: 
m ( 4 ) 
By rearranging and squaring ( 4 ) , the inequal i ty may be rewritten, 
though the direct ion of the inequali ty sign depends on the sign of 
t and the re la t ive magnitudes of the absolute values of (m îî  "^^) 
i 1/2 
and t a (v^x^) ' . Performing these operations ( 4 ) becomes 
( m ^ ̂ i)2^vixi i* t and I m ^ | < | t ( y ^ ) 1 ' * ! ( 5 ) 
(rn^x. - H . ) 2 ^ ^ i f t and I f f i ^ - H j £ | t ( v ^ ) ^ 2 ! (6 ) 
and 
(m.x. - H j 2 < t 2 v. x, i f t > 0 ( 7 ) 
Equations ( 5 ) , ( 6 ) , and ( 7 ) a l l have the unfortunate charac­
t e r i s t i c that there are two possible vectors x̂  that solve these 
expressions at equality,, One i s such that (rn^x^ < 0 and the 
other i s such that (Q1^2^ 0 . Which i s desired depends on 
whether t i s greater than, or l e s s than zero. 
Expanding and col lect ing terms (5) and ( 7 ) become 
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(8) 
and ( 6 ) becomes 
( f f i 1 2 S i ) 2 - f i 1 x i + H ^ O ( 9 ) 
where the e lements o f the v e c t o r a, a re 
A s s o c i a t i n g a d e f e n s e l e v e l wi th each t a r g e t , Department o f 
Defense a n a l y s t s are now a b l e t o e s t i m a t e , f o r each weapon, the p r o b a ­
b i l i t y tha t the d e l i v e r y a i r c r a f t i s l o s t t o enemy d e f e n s e s when 
a t t a c k i n g tha t t a r g e t . Assuming the p lanner wi shes t o c h o o s e an i n v e n ­
t o r y c o m p o s i t i o n t h a t w i l l i n su re tha t no g r e a t e r than a c e r t a i n p e r c e n t 
o f h i s a t t ack a i r c r a f t w i l l be l o s t he may d e v e l o p a c e r t a i n t y e q u i v a ­
l e n t s i m i l a r t o the one i n ( 2 ) . A ve ry r e a l f a c t i n a l l p a s t wars has 
been t h a t when l o s s e s a t t a c k i n g any type o f t a r g e t become t o o g r e a t , 
m i s s i o n s aga in s t tha t type o f t a r g e t are d i s c o n t i n u e d . Thus, the f a r -
s i gh t ed a n a l y s t might r e f l e c t t h i s p o i n t i n an a t t r i t i o n c e r t a i n t y 
c o n s t r a i n t f o r each type o f t a r g e t . 
I f t he re were o n l y c o n s t r a i n t s o f the c e r t a i n t y e q u i v a l e n t 
form, as i n ( 2 ) , then the o b v i o u s s o l u t i o n would be t o f l y as many 
m i s s i o n s , with the cheapes t weapon, as n e c e s s a r y t o s a t i s f y each c o n ­
s t r a i n t . Unfo r tuna t e ly t h e r e i s a l i m i t on how many m i s s i o n s can be 
f lown i n any f i n i t e p e r i o d o f t i m e . T h i s i m p l i e s an a d d i t i o n a l c o n ­
s t r a i n t o f the form 
L inea r C o n s t r a i n t s 
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T \ 
Z E xij -< b tn 
i"l j-1 
where b is the total number of missions available. m 
An upper bound on the number of missions flown with a certain 
weapon type might be imposed by equipment limitations or some other 
cause. A constraint of this form would be written 
1 
I Xij * b j 
i-1 
If the analyst wishes to limit the number of missions flown against some 
particular type of target, he would impose a constraint of the form 
Since all the uses of this model cannot be foreseen at this 
time, the desire is to preserve as much generality in the problem form­
ulation as possible. For this reason no restrictions of any sort 
will be placed on the linear constraints. It is assumed, however, that 
the only non-linear constraints are the certainty equivalents. 
CHAPTER IV 
MATHEMATICAL DEVELOPMENT 
In reference 4 , M. Resh has addressed a problem similar in 
mathematical characteristics to the one attacked here. Resh's prob­
lem, one of machine loading with a stochastic constraint matrix, 
involves the maximization of a linear function subject to a set of con­
cave certainty equivalents. It will be shown that the problem of 
Chapter III is one of minimizing a linear function subject to a set of 
linear constraints as well as certainty constraints. 
In both cases, since the effect of the non-linear constraints 
is to make the feasible region non-convex, classical constrained opti­
mization techniques are not applicable and one may resort to linear 
approximations of the certainty equivalents. The method of development 
of these linear approximations, and their goodness of fit will be the 
subject of the next two chapters. Because of the similarities in the 
two problems, some of Resh's proofs are readily adaptable to the weapon' 
inventory problem and will be used with a minimum amount of change. 
Where possible the same notation is used to facilitate easy comparison. 
Shape of the Nonlinear Constraints 
The weapons inventory problem may be stated as follows* 
minimize cx 
subject to L 1 x 1 + L2*2+ +1^ < b^ (l) 
18 
9 2 ( X j ) > 0 
A 2 x 2 < b 
g 2 ( * 2 ) 0 
g T ( x T ) > o 
and x ^ £ 0 
The m a t r i c e s are l i n e a r and p e r t a i n o n l y t o the i t h t a r g e t . The 
are a l s o l i n e a r and g^Cx^) i s o f the form ( 4 ) , Chapter I I I . In 
t h i s and the f o l l o w i n g s e c t i o n s i t w i l l be assumed tha t g ^ x ^ ) p e r ­
t a i n s t o t a r g e t c e r t a i n t y e q u i v a l e n t s and w i l l be c o n s i d e r e d as being 
d e t e r m i n i s t i c Development o f t he prob lem i s a p p l i c a b l e t o o t h e r 
f o r m u l a t i o n s as w e l l , 
THEOREM I : g . ( x j « m.x . + t ( v , x, ) l / 2 - H 4 i s convex f o r t < 0 3 i ~i ~ i - i —i~i i -
and concave f o r t Q > 0 o v e r the nonnega t ive o r t h a n t . 
PROOF: With no l o s s in g e n e r a l i t y the c o n s t a n t and l i n e a r terms may 
be d r o p p e d . Not ing tha t a f u n c t i o n f i s convex i f and o n l y i f a f i s 
convex f o r each a > 0 and concave f o r each a < 0, i t s u f f i c e s t o show 
1/2 
tha t ( v x ) ' i s c o n c a v e . Le t x^ and be a r b i t r a r y nonnega t ive v e c ­
t o r s . To p r o v e c o n c a v i t y i t must be shown tha t 
[ v C X ^ + C l « \ ) x 2 ) ] 1 / 2 > \ ( v x 1 ) 1 / 2 + ( l - \ ) ( v x 2 ) 1 / 2 (2 ) 
f o r each \ e ( 0 , l ) . Note tha t 
[ ( v » i ) 1 / 2 - ( v x 2 ) l / 2 ] 2 ^ 0 
i -e - v Xj + v x ^ 2(v x 1 ) 1 / 2 ( v x ^ ) 1 / 2 ( 3 ) 
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Let \ e ( 0 , l ) and multiply the inequal i ty in ( 3 ) by \ ( l - X ) > 0 . Per­
forming th i s operation and rearranging terms ( 3 ) becomes 
* * 1 + f l - X ) ! < 2 ] > J 2 i v i l ) + ( l - \ ) 2 ( v x 2 ) + A ( l - \ ) ( v ^ ^ ( v x 2 ) l / 2 -
^ ( v x 1 ) 1 ^ 2 + ( l - x H v x ^ 2 ] 2 (4) 
Then ( 2 ) follows by taking the square root of both sides of ( 4 ) . 
If t > 0 for a l l i , then the problem i s one of minimizing a 
a i 
l inear function over a convex set bounded by l inear and non-linear 
constraints . There are many algorithms that apply to problems of 
th i s form, even when x ^ must be integer ( for example, see Witzga l l , 
ref , 6 ) . The more interest ing case i s when t < 0 , and the feasible 
a i ~ 
set becomes a non-convex region. One of the reasons for formulating 
the inventory problem in th i s manner i s to guarantee, with a high degree 
of certainty, that the inventory chosen wi l l meet the object ives of the 
contingency plans. Since t a < 0 implies £ 0 . 5 , t h i s i s by far the 
more interest ing case. For these reasons i t wi l l be assumed in further 
development that a. ^ 0 . 5 and hence t < 0 for a l l i . ( i f t • 0 , 
the certainty constraint becomes l inear and the problem may be solved 
as a l inear program.) 
Linear Approximations - Lower Bound 
Because of the convexity of the g^(x^), and the apparent hope­
lessness of verifying a global optimal solution for the problem in ( l ) , 
i t seems a reasonable approach to attempt to bound the problem with 
l inear constraints , then assess the accuracy of the solution. In this 
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way possibly some sacrifices in feasibility will be made and these 
will be discussed later. 
It has been implied, in previous discussions, that the solution 
vector, x, for the problem in ( l ) , may be divided into T column vec­
tors x̂ , i c l , . . . , T . Each of these x̂  are associated with a particu­
lar target and no two targets have a component of x in common. Address­
ing the i t h target, let be the set * { X I Q ^ X ^ ) £.0; A x̂̂ < b^; x_ > o } . 
If S is the feasible region for the problem ( l ) , then contains S. 
Additionally define « -^2il9^) >. °» x j j > °}> a n ^ n °te that con­
tains S .̂ In bounding the feasible region S with linear constraints, 
support hyperplanes to the R̂  sets will be constructed. It will be 
shown that these support hyperplanes, together with the linear con­
straints of ( l ) , define a region that is a good approximation to S. 
The derivation of these support hyperplanes follows. 
Consider the certainty equivalent for the i* h target, g^(x^), 
at equality, i .e. , g^(xj) * 0. (The locus of points satisfying this 
equation in two-space is depicted in Figure 1.) If all components of 
x̂  are zero except the j * * \ then g^(x^) • 0 is a quadratic equation in 
x^. There are two roots to this equation, as discussed previously. 
If t < 0, then m.,x., roust be greater than H, and the root that sat-i j i j * i 
isfies the probability statement (l) of Chapter III, noted as X^ , is 
+ 4m. ,H, 2 
ij 2m i j 
where U, * -t . Physically, X,. is the minimum number of missions 
"t h 
with weapons of the j type needed to satisfy the certainty constraint 
relating to the i target, provided no other weapons are used. In as 
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much as > 0 , the value of the root is always greater than zero. 
Alternately considering each of the weapons as above, and computing 
the respective root, X^.., for each, a set of X^, j • 1 ,2 , . . . ,W^, is 
obtained. A hyperplane then may be constructed such that it passes 
through the points ( X ^ , 0 , . . . , 0 ) , ( 0 , X i 2 > 0 , . . . , 0 ) , . . . , ( 0 , . . . , 0 , X i W ) . 
i 
The constructed hyperplane supports the region R̂  and is defined 
by the set of points satisfying ĥ x̂  * 1, where h^ * 1 / X ^ , j * 1 , 2 , . . . , VlL. 
If X, . is defined as X, . « X. .e., where e. » ( 0 , . . . , 0 , 1 , 0 , . . . , 0 ) , 
with 1 as its j t h component. It is seen that h ^ « 1 passes 
through the points X^ for j « For a pictorial representa­
tion of this construction in two-space, refer to Figure 1. 
By construction the hyperplane contains points in R .̂ A further 
criteria that must be satisfied if it is to be a support hyperplane is 
that all xeR^ lie in one of the half spaces defined by ĥ x̂  « 1. This 
is equivalent to stating the following theorem: 
THEOREM II) 2i e R i implies that h ^ > 1, 
PROOF: To prove the theorem it will be shown that the set 
R * • l * . ! ^ * ! t ij 2S o } contains R .̂ 
Any point, y^, on the plane may be expressed as a convex combin­
ation of the X. (since it can be shown that these vectors constitute 
a basis in E ) . That is, 
W J
 w i 
i - Ixfry 0 < V , < 1 , [ K - 1 
Yi " Lhhy L^s'i 
j - l j - l 
In fact, any - ( x ^ , x ^ , . . . , ) lying in the nonnegative orthant may 
be expressed as a constant multiple of some ŷ  lying on the constructed 
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H Y P E R P L A N E : 
^ K Y ^ J WHERE > 0 , Y ^ > 0 , K £ . 0 , AND H^Y^ * 1 . 
NOTE B Y THE C O N V E X I T Y OF G^ I F Y * ^ ^ I ^ I J * K J * ( 0 > L ) > ^ ' 
j - l ' j - l 
L J - 1 j - l 
( 7 ) 
WHERE THE R I G H T S I D E OF ( 7 ) E Q U A L S ZERO B Y C O N S T R U C T I O N . R E W R I T I N G 
T H I S I N VECTOR FORM: 
9 ^ ) - 2 1 ^ + V T V ^ ) 1 ' 2 - H I < 0 ( 8 ) 
L E T X^ E R^ AND X^ * K Y ^ , WHERE I ^ Y ^ - 1 AND K I S A CONSTANT. 
B Y ( 8 ) , L E T T I N G T - - U ^ , S I N C E I T WAS A S S U M E D E A R L I E R THAT T < 0 , 
9 ^ ) 1 0 OR M I Y I < U I ( Y I Y D ) L / 2 + H I ( 9 ) 
BUT I F X, E R . , THEN 
—I L 
G ^ ) - G I ( K Y I ) > 0 OR K M ^ ^ K ^ U ^ Y ^ ) 1 ' 2 * ( 1 0 ) 
B Y C O N T R A D I C T I O N , A S S U M E K < 1 . THEN K AND 
K V \ ( ) 1 / 2 * \ > K U T ( Y ^ ) ^ 2 + KH « K R N ^ ± k l / \ ( Y ^ + H L 
WHICH I S I M P O S S I B L E , SO K ^ 1 . S I N C E H^Y^ * 1 , H^X^ - ^ H ^ Y ^ ^ 1 
THEREFORE X E R ^ . 
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It has been shown above that every x e R̂  is also contained in 
R*. It is for this reason that, if g^x^) > 0 is replaced with h ^ ' i ^ P * 
and the associated linear programming problem is solved, the optimal 
solution may be infeasible if it lies on * 1• It will be shown 
later, however, that this infeasibiiity is usually very small. The 
replacement of g^Cx^) > 0 with ^2^-1 > 0 is depicted pictorially in 
Figure 2. 
Linear Approximations - Upper Bound 
In the preceding section a linear lower bound for was derived 
by constructing a supporting hyperplane for the larger set R .̂ Replace­
ment of g (̂x )̂ > 0 with ĥ x̂  1 in (l) results in a linear program 
which, when solved, may, or may not have a solution feasible to ( l ) . 
In order to assess this potential infeasibiiity an upper support hyper­
plane to each non-linear constraint is derived. This plane, parallel 
to will be found by solving the optimization problem 
maximize h x ( l l ) 
subject to g(x) < 0; x > 0 
where the i subscript has been temporarily dropped. 
Let R be the feasible set for this problem, i .e. , 
R * {xjg(x) < 0; x > o } . Then by the convexity of g(x)» a local opti­
mum is also a global optimum. If ( l l ) has a finite optimum solution, 
x, then for all x in R, h x<hx*6 . Thus, hx « 6 contains at least 
one point of R and all points of R are in one of the half spaces 
defined by h x « 6, and so hx • 6 is a support hyperplane for R. 
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The problem in (ll) has one constraint (in addition to the non-
negativity constraints) and is a nonlinear, convex programming problem 
solvable by any one of a number of well known iterative techniques. 
Recognition of one of the less obvious characteristics of the weapons 
inventory problem, however, permits a direct solution by the Kuhn-Tucker 
conditions. Recalling the definitions of "weapon" and "target," one 
sees that no two weapons will have exactly the same kill probability 
against a given target. For example, a single bomb dropped from an 
aircraft at 3000 feet above the target would be delivered with greater 
accuracy than the same borne dropped from, say, 3500 feet. Albeit 
these differences might be small in some cases, nevertheless, they may 
be assessed and are sufficient to generate the development of Appendix I. 
In Appendix I it is shown that (ll) must have a solution, and 
that the solution vector, x has only two positive components. Noting 
(l "Pj) a s aj> the two components are seen to correspond to the maxi­
mum and minimum values (or, respectively, the minimum and maximum 
Pj's) for the weapons used against the target in question. The optir 
solution to (ll) is 
x « (0,...,0,x»,0,...,0,x ,0,...,0) 
% u 
where x corresponds to a =max a , and xn to a* = min a,, 




V - ajM 





where V and M are g i v e n by 
s _ U 2 % Y U - nn 
a M - V 
x ; - i • - a — — ( 1 3 ) 
i mo a.. - at 
v = u _ _ u 1 u V i ( 1 4 ) 
4 y u " ^ 
M « H + U V 1 / 2 (15) 
and y^ and y u are as d e f i n e d in Appendix I , equa t ion ( A . 1 9 ) . 
S i n c e o n l y two components o f x a re p o s i t i v e , the r i gh t -hand s i d e 
o f the hype rp lane , 6 , i s found t o be 
b = h x « h x + hpx 
u u { 
•ri • The p o i n t x has been d e r i v e d as tha t which g i v e s a maximum va lue 
t o h x o v e r the s e t R. I f x i s a p o i n t such tha t x > 0 , and h x > 6, 
then x cannot be i n R and must be i n T « { x | g ( x ) > 0 ; x > o } . ( i n c l u ­
d ing the boundary, T i s seen t o be the same se t as R . ) I t f o l l o w s , then , 
tha t any p o i n t , x > 0, s a t i s f y i n g h x > & must a l s o s a t i s f y the c e r t a i n t y 
c o n s t r a i n t g ( x ) > 0 . 
Replacement o f g , ( x . ) > 0 wi th h . x , > 6 r e s u l t s in ano the r l i n e a r i — i — —l—i — 
programming problem r e f e r r e d t o in the f o l l o w i n g c h a p t e r s as the "upper 
bound" p rob l em. By the above argument i t i s c l e a r t ha t the upper 
bound problem s o l u t i o n i s always f e a s i b l e t o the o r i g i n a l n o n l i n e a r 
p r o b l e m . For a p i c t o r i a l r e p r e s e n t a t i o n o f the upper bound problem in 
t w o - s p a c e , see F igure 2. 
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Bounds on the True Optimal S o l u t i o n 
Apply ing the t e c h n i q u e s o f p r e v i o u s s e c t i o n s , two hype rp lanes 
>.*ay be d e r i v e d f o r each o f the p r o b a b i l i t y c o n s t r a i n t s . The non­
l i n e a r c o n s t r a i n t l i e s c o m p l e t e l y between t h e s e two p l a n e s in the 
f e a s i b l e r e g i o n . I t should be remarked aga in t ha t , though t h e s e two 
hype rp l anes are suppor t hype rp lanes f o r the r e g i o n s R and R, they do 
not n e c e s s a r i l y c o n s t i t u t e suppor t p l a n e s f o r the o r i g i n a l problem 
in ( 1 ) . 
Let be the f e a s i b l e se t f o r the problem i n ( l ) where the 
n o n l i n e a r c o n s t r a i n t s have been r e p l a c e d by the upper bound h y p e r ­
p l a n e s jl^x^ > S i m i l a r l y , l e t S ^ be the f e a s i b l e s e t r e p l a c i n g the 
n ^ n - l i n e a r c o n s t r a i n t s wi th the lower bound hype rp l anes h^x^ > 1. I f 
S i s the f e a s i b l e s e t f o r the o r i g i n a l p roblem i t i s seen tha t S ^ C S C S 
I f ex* and c x j are the op t ima l s o l u t i o n s t o the upper and l o w e r bound 
problems r e s p e c t i v e l y , then i t i s o b v i o u s tha t 
* * # 
cx^ > cx > cx_L 
U n f o r t u n a t e l y , though the op t imal va lue o f the o b j e c t i v e f u n c ­
t i o n i s bounded as above , s i m i l a r bounds cannot be p l a c e d on the com­
ponen t s o f x* . This i s because one i s not a b l e t o t e l l which c o n s t r a i n t s 
w i l l be b i n d i n g i n the f i n a l s o l u t i o n t o the o r i g i n a l p roblem wi thout 
a c t u a l l y s o l v i n g tha t p rob lem. 
I t i s p o s s i b l e , however , t o use X y and x^ t o d e r i v e another 
s o l u t i o n which i s a f e a s i b l e improvement on x ^ . Note t h a t , i n the c o n ­
s t r a i n t s tha t r e p l a c e d the c e r t a i n t y e q u i v a l e n t s a re d ropped , the 
remaining l i n e a r c o n s t r a i n t s i n each problem are the same. Thus, they 
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define the same set. Letting this set be named P, it is seen that both 
xj and xj are necessarily feasible to P. Further, since P is formed 
by linear constraints, it is convex, and a convex combination of x£ a n c * 
x* is also in P. 
Letting x£ be of the form x£ " (2S*L> *2L> • • • > Z^i) > suppose x£ 
is infeasible to one or more of the certainty equivalents. That is, 
g.(x*L) < 0 for some i. Recall that xj is always feasible. It follows 
that, by the continuity of the g^'s, there exists some convex combina­
tion of x£ and xj, say x c, that is feasible to all g i and thus to the 
entire problem, x may be expressed as c 
2^ » y x* + (1 -Y)x* 
and, if x£ is infeasible, 0 < Y < 1. 
Noting z* - cxj and z* * cx£, and z* > z* (if x£ is infeasible), 
Since 0 < y < 1 and 0 < (l - y ) < 1, z* < zQ < z*, and ^ is a feasible 
improvement on x*. Breaking xj up into component vectors like x£ for 
the i* h certainty equivalent is obtained (using the certainty equiva­
lent form in (9) of Chapter III) 
(ditrxJu + U - r ) x * t ] } 2 - a^YxJu + (1 -Y)x* L]+b. > 0 (16) 
Expanding and collecting terms, (16), at equality, is seen to be a 
quadratic in Y: 
-{(d12Siu)2-ii2iL+bi}"° 
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Solving (17) there are two roots, and R ^ . For one of 
the roots, say R ^ , 9i(xc) is greater than, or equal to zero if y £ . R ^ 
Similarly, if Y < R[ 2 ^ , then ĝx̂) 0. It should be clear that one 
of the roots is between zero and one. This is because the continuity 
of ĝ  implies the existence of a convex combination of x* and x£ that 
makes gi(x) * 0. Thus, there is a y such that R ^ < y or R^ 2^ > y 
implies g±(iLic) > 0. 
Performing a similar operation on each certainty equivalent and 
adding the requirement that 0 < Y < 1 results in the folowing one var­
iable optimization problem: 
minimize c[yx* + (l -̂)>£] « c )£+Yc(x* - x£) (18) 
subject to: either Y > R ^ or y < R ^ 
either y > R ^ or Y < R ^ 
either v > R^ or Y < R^ 
o < y < l 
That (18) must have a solution is again intuitively reasoned by 
the implied existence of a convex combination of x̂  and *u that makes all g.(x, ) > 0. Derivation of y yields the sought improvement, x . l i c ~*c 
Either of the two solutions, x̂  or x̂, offer an easily obtained 
approximation to x*. The worth of these approximations are, of course, 
a function of their accuracy. The folowing chapter wil be devoted 
to an exploration of that accuracy as a function of the parameters of 
the model. 
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Before proceeding, the reader may wish to solidify ideas 
presented herein through the use of an example. A numerical example, 
small by the standards of the problems worked in practice, is given 
in Appendix II. This problem illustrates some of the concepts 
addressed in both the previous and subsequent chapters and is pro­
vided for the purpose of clarification. 
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CHAPTER V 
SENSITIVITY ANALYSIS OF APPROXIMATIONS 
In Chapter IV a method was derived by which the optimum value 
of the objective function may be bounded through solving two linear 
programs. The first linear program uses a linear approximation to 
the certainty constraints and results in a solution which may be 
slightly infeasible. The optimal solution vector for the second 
problem, using the linear upper bound, will probably result in "over 
kill"; that is, having a certainty of the given a that more than the 
required H targets are killed. 
If the solution stops here, the analyst must decide which solu­
tion to use as the "optimal" solution. In deciding whether to use 
one of the L.P. solutions or to attempt some improvement technique, it 
is best to know how good are the available solutions using the approxi­
mations, and what are the maximum errors. 
Define the two linear problems as 
Minimize cx (i) 









Minimize cx (2) 
Subject to: L ^ + < b̂  
Â x̂  <b^ 
Mi * 6 
Problem (l) is the lower bound problem and (2) is the upper bound 
problem. Let the optimal solution vector to (l) be noted as x£ and 
that of problem (2) as xj. In the following it will be assumed that 
the analyst has chosen to use the solution vector x£ as the "optimal" 
solution to the original problem. This seems most reasonable because 
it will yield a lower cost than (2) and it is very possible that the 
requirements of the contingency plans have been somewhat over stated 
anyway, thus making a small infeasibility safe. 
If (l) is solved, errors, or infeasibilities, result from two 
sources: a) the assumption that the number, n^j, of targets destroyed 
by any x ĵ weapons of the j * h type is normally distributed (remember 
it is actually a binomially distributed random variable), and; b) the 
non-linear certainty constraint has been approximated with a hyperplane. 
Addressing a) first, suppose x^ weapons of the j ^ * 1 type were 
used against the i t h target. Then the probability that at least 
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targets are destroyed by th i s weapon type i s actual ly 
k«0 
Similar to the development in Chapter I I I the probabi l i ty statement 
that must be sa t i s f i ed i s 
p r("ij >- H ij> * a i ( 4 ) 
Then, using the normal approximation, a certainty constraint could be 
derived l ike the one below. 
p i j x i j - u [ p i j ( 1 - P i j ) x i ^ 1 / 2 - H i j ^ ° ( 5 ) 
where -U = t ( t has been assumed to be negat ive) . Theoret ical ly , 
(3) could be used in the programming problem, but in practice i t would 
probably be impossible to solve any r e a l i s t i c problem. I t i s for th i s 
reason (5) has been chosen to replace the constraint ( 4 ) . I t i s the 
accuracy of th i s approximation that must be assessed. 
Reference 3 gives tabulated values of the cumulative binomial 
d i s tr ibut ion which may be used to find values of x ^ that sa t i s fy (4) 
for certain H^j, p^y and a^. Solution of (5) at equality y ie lds a 
value for comparison of accuracy. This has been done for of 0 .67 
and 0 . 9 5 , of 5 , 10, and 50, and p ^ of 0 . 0 5 , 0 . 1 , 0 . 5 and 0 . 9 , and 
tabulated in Tables 1 and 2 . 
In the tables xj^ represents the solution of (5) using the nor­
mal approximation, while x ^ i s the value obtained through the use of 
the binomial tables (see reference 3 ) . Needless to say, x ^ gives the 
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Table 1. Error in Certainty Constraint Approximation for a m 0.67 
p i j 
n 
X i j 
b 
i j 







X i j 
% error 
0.05 5 111 113 -1.6 0.05 10 21 22 0 
10 219 220 -0.4 50 104 105 -0.9 
0.10 5 55 56 -1.8 0.90 5 6 6 0 
10 109 10C 9.0 10 11 11 0 
50 526 529 -0.6 50 57 56 1.8 
0.50 5 11 11 0 
Table 2. Error in Certainty Constraint Approximation for a "=0.95 
P i j 
n 
X i j 
b 
x. . % error PiJ 
n 





0.05 5 189 180 5.0 0.50 10 26 26 0 
10 316 312 1.9 50 117 119 -1.7 
0.10 5 93 86 5.7 0.90 5 7 7 0 
10 157 155 1.3 10 13 13 0 
50 618 622 -0.6 50 60 60 0 
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c o r r e c t s o l u t i o n t o ( 4 ) „ ( In some c a s e s i n t e r p o l a t i o n o f the da ta from 
the r e f e r e n c e was n e c e s s a r y , r e s u l t i n g i n s i g n i f i c a n t p e r c e n t a g e e r r o r s 
when x ^ j was s m a l l . ) When x ^ " x i j ^ s e x p r e s s e d as a p e r c e n t o f the 
r e a l v a l u e , x ^ , as i t i s i n the t a b l e s then the e r r o r p e r c e n t a g e i s 
g e n e r a l l y l e s s than f i v e p e r c e n t and never g r e a t e r than 10 p e r c e n t , 
n b 
( x ^ j and x^j were rounded up t o the next whole number when they had 
f r a c t i o n a l p a r t s , thus r e s u l t i n g i n a l a r g e number o f z e r o e r r o r s . ) 
G e n e r a l l y the e r r o r s tend t o be sma l l e r when x ^ i s l a r g e . 
Th is o c c u r s when e i t h e r i s l a r g e and /o r p ^ i s s m a l l . T h i s i s by 
far the more common case when a " r e a l l i f e " problem i s worked. A l l in 
a l l i t should be c l e a r tha t the approx ima t ion i s q u i t e g o o d . 
E r ro r s a l s o tend t o be l a r g e r , in the p o s i t i v e d i r e c t i o n , f o r 
l a r g e a^. This equa te s t o choos ing an i n v e n t o r y which has more than 
the minimum r e q u i r e d c a p a b i l i t y ( i f the normal app rox ima t ion i s u s e d ) . 
Turning t o the e r r o r o f type b ) , i t has been s t a t ed tha t an x * 
« th 
may perhaps be i n f e a s i b l e . Suppose x£ i s i n f e a s i b l e t o the i t a r g e t ' s 
p r o b a b i l i t y c o n s t r a i n t . Then a c c e p t i n g xj* amounts t o a r e l a x a t i o n o f 
the c o n s t r a i n t in ( l ) o f Chapter I I I . That i s , x£ s a t i s f i e s a p r o b a ­
b i l i t y s tatement o f the type 
( i ) P r ( N i > H i ] > where < a 
o r ( i i ) P r ( N i > H^) > a i where < 
Eva lua t i on o f the i n f e a s i b i i i t y in terms o f the second s ta tement i s 
p r o b a b l y the more meaningful s i n c e i t r e l a t e s d i r e c t l y t o a p h y s i c a l 
q u a n t i t y , the t a r g e t s t h e m s e l v e s . ( i i ) says tha t a t x£ the i n v e n t o r y 
w i l l d e s t r o y H '̂ t a r g e t s at the r e q u i r e d c e r t a i n t y l e v e l ; however , t h i s 
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number is less than desired originally. Note that 
.4 - « i [ 2 i £ ] l / 2 •« ;<»«! ^ 
and -Hu constitutes the amount of infeasibility in x£. 
It would be desirable to find out how great is the maximum 
infeasibility in the lower bound problem, and relate it to the prob­
lem parameters, i .e . , P^y H ,̂ and CU. This amounts to solving a prob­
lem of the type. 
Maximize Hi - [nux^ - ( y ^ ) 1 / / 2 ] = Maximize -g^xj (7) 
Subject to: h ^ > 1; and x^ > 0 . 
Note that here the objective function relates to the certainty con­
straints of the original problem. Also note that the concavity of 
-g^(x^) insures that the local optima in problem (7) are also global 
optima. 
Temporarily dropping the i subscript, the Kuhn-Tucker condi­
tions for (7) may be written 
89 (x) 
Vh. - — < 0 j - 1 , 2 , . . . (8) 
J 0 XJ 
F > 0 (10) 
R (HF -1) - 0 (11) 
R > 0 (12) 
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WHERE X I S NOV\ T H E O P T I M U M S O L U T I O N TO T H E P R O B L E M I N ( 7 ) . 
T H E K U H N - T U C K E R C O N D I T I O N S ( 6 ) - ( 1 2 ) ARE S E E N TO B E S I M I L A R 
I N FORM T O T H O S E G I V E N FOR T H E P R O B L E M I N ( L L ) O F C H A P T E R I V ( S E E 
A P P E N D I X I ) . I N F A C T , I T MAY B E S E E N T H R O U G H A S I M I L A R A N A L Y S I S T H A T 
O N L Y TWO COMPONENTS O F X ARE P O S I T I V E , AND T H A T T H E S E C O R R E S P O N D TO 
AND ( A S N O T E D P R E V I O U S L Y ) . T H U S , I T MAY B E SHOWN T H A T T H E O P T I M A L 
S O L U T I O N TO ( 7 ) I S OF T H E FORM 
X * ( 0 , . . . , 0 , X u , 0 , . . . , 0 , 1 ^ , 0 , . . . , 0 ) ( 1 3 ) 
^ 1 / 2 / Oi.sl/2 
D E F I N I N G V ' AS ( V X ) ' , A P R O C E D U R E L I K E T H A T FOLLOWED I N 
A P P E N D I X I Y I E L D S 
2 * u - yt 
E Q U A T I O N ( 1 3 ) AND T H E D E F I N I T I O N O F V 1 / 2 I N D I C A T E T H A T 
2 
* T * U 2 V U - y t a t 
*Z ' V U + v t * t = T Y U - Y J ( L 5 ) 
TWO E Q U A T I O N S A R E N E E D E D TO S O L V E FOR X^ AND X ^ . O N E I S P R O ­
V I D E D B Y ( 1 5 ) AND T H E O T H E R I S O B T A I N E D B Y R E A L I Z I N G T H A T 
T - U 1 U — ( 1 6 ) 
Y U A U " 
T H U S , B E C A U S E OF ( L L ) , H X = 1, OR 
H X - H X + H » X » « 1 ( 1 7 ) 
— U U I I 
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S o l v i n g (15 ) and (17) s i m u l t a n e o u s l y , i t i s found tha t 
h .V - v i 
x - - \ (18) u v hp - vph u I I u 
and 
* v - Vh 
Sc. « - H - V ( 1 9 ) 
't v hp - vph 
Using (18) and (.19) the maximum i n f e a s i b i l i t y in t h e lower 
bound problem may be a s s e s s e d . A computer program was w r i t t e n t o 
a s s e s s t h i s e r r o r f o r v a r i o u s v a l u e s o f the parameters H^, p^y and 
a^. The r e s u l t s are shown i n F igu re s 1 - 4 . Note tha t in ( 1 8 ) and 
( 1 9 ) , g i v e n a p a r t i c u l a r and c u , the l e v e l o f i n f e a s i b i l i t y i s 
determined s o l e l y by the x^ and x^ a s s o c i a t e d with and a^. However, 
v p (1 - p , ) 
i j m . . p . . i j 
Consequen t ly , the i n f e a s i b i l i t y o f a c e r t a i n t y c o n s t r a i n t , g i v e n H^ 
and a^, may be a s s e s s e d in terms o f the maximum and minimum p ^ o f 
the weapons used i n t ha t c e r t a i n t y c o n s t r a i n t . 
The f i g u r e s d e p i c t the maximum p e r c e n t i n f e a s i b i l i t y in the 
lower bound prob lem, (H - H ^ ) / H ^ , as a f u n c t i o n o f the maximum and 
minimum P^y 
From the graphs a number o f t h i n g s are apparen t . F i r s t , the 
p e r c e n t a g e o f e r r o r i n c r e a s e s r a p i d l y as the maximum p^ o f the c a n d i ­
da te weapons approaches 1 . 0 . For c o n v e n t i o n a l weaponry t h i s i s a ve ry 
uncommon s i t u a t i o n , though, and even f o r a small number o f t a r g e t s the 
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approx imat ion i s v e r y g o o d . For example , wi th h\ « 10 and the maxi ­
mum and minimum p k ' s 0 . 5 and 0 . 0 5 r e s p e c t i v e l y , the maximum i n f e a s i ­
b i i i t y i s 1.0 p e r c e n t f o r a » 0 . 9 5 and 0 . 2 p e r c e n t f o r a • 0 . 6 7 . R e f e r ­
r ing t o T a b l e s 1 and 2, f o r a « 0 . 9 5 and = 10, the normal a p p r o x i ­
mation e r r o r s t hemse lves are 0% and 1.9% f o r p^ * 0 . 5 and p^ « 0 .05 
r e s p e c t i v e l y ( f o r a * 0 . 6 7 the e r r o r s a re 0% and -0 .4% r e s p e c t i v e l y ) . 
R e c a l l i n g tha t in the t a b l e s the data were rounded o f f b e f o r e p e r c e n t ­
ages c a l c u l a t e d , one sees the e r r o r s are comparab le . 
The second p o i n t t o o b s e r v e i s t ha t f o r a g i v e n va lue o f a 
requi rement f o r l e s s c e r t a i n t y i n t r o d u c e s l e s s o f an e r r o r . Th i s i s 
o b v i o u s from the f o r m u l a t i o n o f the c e r t a i n t y c o n s t r a i n t i n t h a t , as 
t a approaches z e r o , the c e r t a i n t y c o n s t r a i n t approaches l i n e a r i t y . 
R e c a l l , however , tha t the t a b l e s show tha t g r e a t e r c e r t a i n t y r e s u l t s 
i n a t endency t o a l a r g e r e r r o r i n the p o s i t i v e sense , i . e . an o v e r ­
s t o c k i n g o f weaponry. But the l i n e a r approx imat ion in the lower bound 
problem r e s u l t s in u n d e r s t o c k i n g . Thus, in a s ense , the e r r o r s are 
somewhat compensa t ing , r e s u l t i n g in a r e d u c t i o n o f t o t a l e r r o r . 
F i n a l l y , no te from the graphs t ha t , as g e t s l a r g e r , the e r r o r 
p e r c e n t a g e g o e s down. R e c a l l i n g the p r e v i o u s example, at hL * 10 , 
« 0 . 9 5 , with maximum and minimum p ^ ' s o f 0 . 5 and 0 . 0 5 the p e r c e n t 
i n f e a s i b i i i t y i s 1.0%, o r about 0 .1 t a r g e t . In s o l v i n g the l i n e a r p r o ­
gram, the number o f m i s s i o n s f lown would be rounded up t o the next 
n i g h e r whole number and t h i s " f r a c t i o n " o f a t a r g e t would be taken care 
o f . At ' 100 the e r r o r i s about 0.2%, o r about 0 . 2 o f a t a r g e t and 
the same remark a p p l i e s h e r e . 
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In conclusion, for most cases, the two approximations used 
herein are very accurate. Errors only become significant when one of 
the weapons has an extremely high p ,̂ say 0.95 or higher. In the field 
of conventional weapons this is a rare case indeed. 
1+0 
F I G U R E 2 . U P P E R BOUND S U P P O R T P L A N E 
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Figure 3. Maximum Infeasibility in Lower Bound Linear Approximation 
versus Maximum and Minimum p. for 0.95 and 0.67. 
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Figure 4. Maximum Infeasibiiity in Lower Bound Linear Approximation 
versus Minimum and Maximum p^ for = 0.95 and 0.67. 
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Figure 5. Maximum Infeasibility in Lower Bound Linear Approximation 
versus Minimum and Maximum p^ for oL = 0.95 and 0.67. 
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Figure 6. Maximum Infeasibiiity in Lower Bound Linear Approximation 
versus Minimum and Maximum p. for 0.95 and 0.67. 
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CHAPTER VI 
SUMMARY AND COMMENTS 
In this thesis the problem of the selection of a minimum 
cost inventory of conventional weaponry which will satisfy contin­
gency requirements with a high degree of certainty has been solved. 
The problem has been put into a linear programming format by two 
approximations: first, use of the normal approximation to the bino­
mial distribution has made possible the development of a deterministic 
mathematical statement which, if satisfied, implies that probabilistic 
certain constraints imposed on the inventory are satisfied} secondly, 
the above deterministic statements, called certainty equivalents, may 
be approximated with linear constraints involving minimal error. In 
both cases the errors resulting from the approximations are shown to 
be very small. 
Two linear approximations to the certainty equivalents are 
developed. The first is a lower, support hyperplane to the convex cer­
tainty equivalent, and the second is an upper support hyperplane. 
Replacement of the certainty equivalents with the lower support planes 
and solution of the linear program results in an inventory which may 
be slightly infeasible to the certainty equivalent constraints. Replace­
ment with the upper support planes gives a solution which, though feasi­
ble, results in more than minimum satisfaction of the certainty equiva­
lents, or, "overkill." Solving both problems gives an upper and lower 
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bound on the t o t a l , op t imal i n v e n t o r y c o s t . I t was a l s o shown tha t 
a convex combina t ion o f the two approximate s o l u t i o n s may be formed 
tha t r e s u l t s in a f e a s i b l e improvement on the upper bound problem s o l u ­
t i o n . 
L i t t l e o r no d i s c u s s i o n has been d e v o t e d t o the a c t u a l s o l u ­
t i o n o f the l i n e a r program r e s u l t i n g from the app rox ima t ions and t h i s 
i s as i n t e n d e d . I t i s e x p e c t e d tha t s tandard l i n e a r programming t e c h ­
n iques w i l l be a p p l i e d . Normal ly , as seen in the e x p r e s s i o n o f the 
problems in ( l ) and ( 2 ) o f Chapter V, the l i n e a r programs tha t must be 
s o l v e d are d e c o m p o s a b l e , thus adding t o the ease o f s o l u t i o n o f a 
l a r g e p rob lem. 
Tne depth and uniqueness o f t h i s t h e s i s ma te r i a l i s c e r t a i n l y 
not i n the f i n a l s o l u t i o n o f a l i n e a r program. Rather i t i s in the 
f o r m u l a t i o n o f the proble?m in a manner such tha t i t may be s o l v e d by 
t h i s r e a d i l y a v a i l a b l e t e c h n i q u e , and the v a l i d a t i o n o f the f o r m u l a t i o n 
con t a ined in the chap te r d e v o t e d t o s e n s i t i v i t y a n a l y s i s o f the a p p r o x i ­
mat ions used . Indeed , i t i s t h i s ease o f s o l u t i o n which enhances the 
p r o b a b i l i t y tha t t h i s approach w i l l be a c c e p t e d by a n a l y s t s addres s ing 
r e a l p r o b l e m s . 
S i n c e the work on t h i s t h e s i s has begun, c o n s i d e r a b l e i n t e r e s t 
has been genera ted in the o f f i c e s o f USAF Headquar ters where the i n v e n ­
t o r y problem i s now be ing worked. I t i s e x p e c t e d t ha t t h i s t e chn ique 
w i l l be put t o use as soon as e x i s t i n g data can be put i n t o the p rope r 
format . C e r t a i n l y , though, use w i l l not be s o l e l y r e s t r i c t e d t o com­
p l e x problems as l a r g e as the one o u t l i n e d in Chapter I . Many o t h e r 
smal le r problems may be addressed in t h i s manner in the a u t h o r ' s 
47 
present location, the Air Force Armament Laboratory, at Eglin AFB, Fla. 
Finally, the solution of the problem contains much more informa­
tion than merely the optimal force mix. Through the definition of what 
Is referred to as a weapon, the problem solution also contains an 
indication of what tactics are to be expected to be used, as what wea­
ther conditions these tactics will be used under. This has obvious 
implications on USAF combat pilot training. Additionally, standard 
linear programming sensitivity analysis yields much information about 
the implications of enlarging delivery aircraft force size, effect of 
variation of weapon unit cost, and so on. 
In conclusion, it should be clear that the formulation developed 
herein is extremely useful to the R and D analyst in that it affords 
him the capability to look at the conventional weapons inventory as a 




In Chapter IV i t was s t a t ed tha t upper bound l i n e a r a p p r o x i ­
mat ions t o the c e r t a i n t y e q u i v a l e n t s may be d e v e l o p e d and used i n 
a s s e s s i n g the a c c u r a c y o f the lower bound hyperp lane a p p r o x i m a t i o n . 
This upper bound w i l l be a p l ane p a r a l l e l t o the l ower bound hype r ­
p l ane and tangent t o the c e r t a i n t y e q u i v a l e n t at some p o i n t x . The 
problem o f f i n d i n g the mathematical e x p r e s s i o n f o r t h i s p lane i s , in 
i t s e l f , an o p t i m i z a t i o n problem and i s r e s t a t e d here f o r r e f e r e n c e : 
where the i s u b s c r i p t o f Chapter IV has been dropped f o r n o t a t i o n a l 
c o n v e n i e n c e . 
The problem in ( A . l ) has a s o l u t i o n i f the f e a s i b l e s e t i s c losed 
and bounded. D e f i n e the se t o f f e a s i b l e p o i n t s t o ( A . l ) as 
S - { x | g ( x ) < 0 ; x > o}. O b v i o u s l y S i s c l o s e d . I t w i l l now be shown 
tha t S i s bounded. 
g ( x ) was d e r i v e d as 
maximize hx ( A . l ) 
s u b j e c t t o g ( x ) < 0 ; x > 0 
g ( x ) « mx - U ( v x ) 1 / 2 - H < 0 (A .2) 
o r ( A . 2 ) 
By the Schwartz i n e q u a l i t y 
! | v x | ! < MM 
( A . 3 ) 
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and hence 
! ! ^ l ! l / 2 < I ! y | ! 1 / 2 I 1 2 i l l 1 / 2 (A.4) 
S u b s t i t u t i n g (A.4) i n t o (A.2) y i e l d s 
mx < U | | y | ! 1 / 2 l | x | | 1 ' / 2 + H (A .5) 
Now mx « (m. x, + m 0 x 0 + . . . +m u x . . ) , so l e t m * min m. > 0 . S i n c e — 1 1 2 2 n n 1 i 
J 
"'j = P j ^ ^ ' "then m > 0 . mx may be r e w r i t t e n as 
mx - m t — x + — x 9 + . . . + — x w J 
m 1 m z m 
Note tha t > 1. T h e r e f o r e mx > m(x. + x + . . . + Xy,) s i n c e x. > 0 . 
m 1 * 1 
Because x^ > 0 , x^ + x^ + . . . + x^ > |lx|!. Then mx > m|'xjl, a n c * 
m|'x|I < mx < U H y l l 1 ^ 2 | ! x | | 1 / 2 + H ( A . 6 ) 
C o n s i d e r p o i n t s w i t h i n S such tha t | |x | | 1. ( i f t h e r e are no such 
p o i n t s , then c l e a r l y S i s b o u n d e d . ) D i v i d e ( A . 6 ) by | ! x j , 1 / / 2 ; then 
^ . | l x | | l / 2 < U l lv j l 1 / 2 + 
11*11 
For | x | > 1, l / | x | < 1, and a l s o 
l / | l x | | 1 / 2 < 1 ( A . 7 ) 
The re fo r e H/JfxM1^2 < H and ( A . 6 ) becomes 
m | ! x | l 1 / 2 < UUyJ!1/2 + H = k (A. 8) 
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Thus, by (A.8), 
l |x| | 1 / 2 < * - L m 
and L is simply a positive constant. So xeX implies that ||x|| < max 
(L , l ) , therefore S is bounded and (A.l) has a solution. 
Addressing the problem of (A.l) directly, the Kuhn-Tucker 
conditions may be written 
9g(2) l K 
j " a x - - 0 j * 1 » 2 ^ - - ( A - 9 ) 
X j t h . - \ f ^ 2 1 ] - 0 j = 1 , 2 , . . . (A.10) 
x > 0 j - 1 ,2 , . . . (A.11) 
g(x) < 0 (A.12) 
Xg(x) - 0 (A.13) 
X > 0 (A.14) 
Suppose x\ and x̂  are two components of the optimum solution x that 
are positive. Then (A.IO) implies that 
ag(£) ag(£) 
h. - X » h - X 0. (A.15) 
j 3 X j i ax̂ ^ 
Now X must be unique so 
X 
h i h 
ag(x)/ax i ' ag(x) /8 X j (A.16) 
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The partial derivative 
89(g) % , . . -1 /2 
^ — - mk - — (vx) (A.17) 
^ A. 
and vx * V is a scalar constant. Substituting the expressions for 
A 
the partial derivatives in (A.16) and solving for V, it is found that 
m . u - I ' i - i m ( A > 1 8 ) 
2 Y l - Yj 
where 
..2 
U AV ll 9 1/2 
Yk = y(a k) - mk/h - H + - ~ + [̂4Ha + (Ua ) Z ] }k=i,j . (A.19) 
From (A. 15) X s : h^/[Qg(x)/9x^] = 0. Substituting the appro­
priate expression for the partial derivative this becomes 
(A.20) 
- t - ^ ( v ) - V 2 
Using (A.18) in (A.20) an expression for X may be obtained through some 
algebraic manipulation:: 
X - 1 / >\ (A.21) 
y i y j ( a i " a j } 
Recall that in Chapter IV it was stated that no two weapons 
nave the same a values (because no two weapons have the same kill 
probabilities). Then it follows that X exists and further, since 
a. > a . implies y. > y., or vice-versa, then X > 0. i J i y 
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To this point it has been assumed that at least two components 
of x are positive. By way of forming a contradiction, assume three 
components of x, say x\, £\, and x^ are positive. For the pair x^ and 
x^ (as well as the pair x^ and x^) (A.9) must be satisfied at equality. 
Al/2 
For both the above pairs an expression for V ' is obtained, identical 
"1/2 
in form to (A.18). Note these two expressions respectively as a tnd 
V j ^ 2 . Remembering the definition V 1 / 2 = vx, it is obvious that 
V ^ 2 must be equal to V ^ 2 . 
Digressing momentarily, investigation of the second derivative 
of y(a) shows that this function is strictly concave for a > 0. Fur­
ther, calculation of the second derivative of l/y(a) shows that, if 
y(a) is strictly concave over a > 0, then l/y(a) is strictly convex 
over that set. In other words, l/y(a) is a strictly convex function 
for a > 0. Since no two components of x have the same a value, with no 
loss in generality it may be assumed that > ou > a^. Rewriting 
as <ij =Ya^ + (l -y)a^ f forye(0,l), strict convexity of l/y(a) means 
that 
L < X + i l ^ H ( A - 2 2 ) 
y j y i yk 
again using the notation that y(a^) » y^. 
Algebraic manipulation of (A.22), using the fact that may 
be expressed as Y i ^ + (l -Y)a^, yields 
y i y k z y j y k 
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But the l e f t and r i g h t hand s i d e s o f (A.23) a re r e s p e c t i v e l y vj^ 2 and 
V ^ 2 which must be e q u a l . Thus, no more than two components o f x may 
be p o s i t i v e . 
I f X * 0 i n t he op t ima l s o l u t i o n , then , t o s a t i s f y ( A . I O ) , a l l 
X j h j must be z e r o . But, by the s t r u c t u r e o f the p rob lem, a l l h^ > 0 . 
S o , i f X « 0 a l l X j * 0 and the op t ima l s o l u t i o n t o ( A . l ) i s x = 0 . But 
t h i s s o l u t i o n cannot be op t imal b e c a u s e at x « 0 an e > 0 may be found 
such tha t l e t t i n g the j component , x^ * e r e s u l t s in a new p o i n t which 
bo th i s f e a s i b l e and improves the o b j e c t i v e f u n c t i o n hx . T h e r e f o r e , 
X > 0 i n the op t imal s o l u t i o n t o ( A . l ) . 
S i n c e X > 0 at o p t i m a l i t y , a t t h i s p o i n t ( A . 1 2 ) must be s o l v e d 
at e q u a l i t y . Suppose o n l y one component o f x, say x^, i s p o s i t i v e . 
Then, by a p r e v i o u s c a l c u l a t i o n , the v a l u e o f x^ t ha t makes g ( x ) * 0 i s 
Xj and the op t ima l s o l u t i o n i s X ^ . However, by the c o n s t r u c t i o n o f the 
lower bound hype rp lane , i f hx c o n t a i n s the p o i n t X ^ , i t a l s o c o n t a i n s 
a l l o t h e r p o i n t s X^ , k * 1 , 2 , . . . , W . This means t ha t i f x . * X . , then 
x k * *k ' ^ o r a ^ T h e r e f o r e x must have more than one p o s i t i v e compo­
nen t . I t f o l l o w s , then , s i n c e x cannot have more than two p o s i t i v e com­
p o n e n t s , t ha t e x a c t l y two components o f x are p o s i t i v e . 
Let u be the index such t ha t a » max a , . L i k e w i s e , l e t £ be 
such tha t at * min a . . 
j \ 
Suppose , f o r x^ , (A.9) i s s a t i s f i e d by 
9g(£) Uvo . / o 
This i m p l i e s t ha t x^ * 0 and tha t two o t h e r components , say x^ 
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and x k , i , k f I must be p o s i t i v e . R e c a l l t h a t , i f x^ > 0 and x^ > 0, 
V 1 / 2 i s found t o be 
y i - y k 
and X i s found t o be 
x . J i k k ( A > 2 7 ) 
W a i " V 
S i n c e no two components o f x may have the same a *s, a r b i t r a r i l y , 
let cu > a^. By definition > a^, so may be written = Y a ^ + ( l - ) a ^ , 
where Y e ( 0 , l ) . Using t h i s , t o g e t h e r wi th (A .2 6 ) and (A .2 7 ) in ( A . 2 5 ) , 
i t can be shown tha t (A .25) i m p l i e s 
T L T > ^ T + I V - f < A - 2 8 ) 
y ( a k ) y ( a . ) y ( a ^ ) 
But t h i s cannot be t r ue s i n c e l / y ( a ) i s s t r i c t l y c o n v e x . Thus, ( A . 9 ) 
must be s a t i s f i e d at e q u a l i t y f o r i = I. 
A s i m i l a r assumpt ion t o ( A , 2 5 ) , f o r an a r b i t r a r y member o f the 
se t u, l e a d s t o the r e s u l t 
^ T > ^ u 7 + ^ ^ a i " Y a u + ( l - Y ) a k 
which , aga in , i s no t t r u e by the c o n v e x i t y o f l / y ( a ) . 
I t f o l l o w s , then , tha t (A . 9 ) must be s a t i s f i e d a t e q u a l i t y f o r 
components u and I. Then V ^ 2 and \ may be w r i t t e n r e s p e c t i v e l y 
55 
y l / 2 , U r V u - a 




Consider some component i such that i f u or Then may 
be written * Y c t u + (l - Y ) a j a n c l 
1 Y + (1 -Y 
ŷ ) yfv" y(a^p) 
(A.31) 
After considerable algebraic manipulation, using (A.29) and (A,30), 
(A.31) is seen to imply 
But this is just the Kuhn-Tucker condition (A.9) for x^. Thus, to sat­
isfy (A.9), all x,, such that i f u or I, must be zero. 
components of x are positive. Of these two components, one corresponds 
to the weapon having the maximum (minimum p )̂ and the other to the 
weapon having the minimum (maximum Pj)» 
The point at which hx obtains its optimal value is calculated 
by making the following observations. 
< 0 (A.32) 
Summarizing to this point, it has been shown that exactly two 
At x = (0 , • • • ,0,xo,0 0,x , 0 , . . . , 0 ) let u 
mx * m x + rruxe = M 
and 
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where x^ and x j correspond t o t h e maximum and minimum r e s p e c t i v e l y , 
/ A A A 
Rewri t ing g ( x ) in terms o f M and V» 
g ( x ) » M - U V 1 ^ 2 - H 
and, s i n c e at x, g ( x ) * 0 , 
M - l # / 2 - H = 0 
or M «= m x + m p x p » UV ' +H ( A . 3 3 ) 
u u I I 
; l / 2 
The v a l u e f o r V i s o b t a i n e d by squaring ( A . 2 9 ) , so 
ft U 2 r % Y u •
 AVT v x + vpxp * V » —r I 1 ( A . 3 4 ) 
u u l l 4 y -( A . 3 3 ) and ( A . 3 4 ) may be s o l v e d s i m u l t a n e o u s l y t o y i e l d v a l u e s 
f o r x and xp. These are 
u I 
A A 










* - X , - a (A . 3 6 ) 
mj 
Summarizing, i t was f i r s t shown t h a t ( A . l ) has a s o l u t i o n as 
g i v e n above . The s t r i c t c o n v e x i t y o f l / y ( a ) was seen t o be a powerful 
t o o l in prov ing t h a t x has e x a c t l y two p o s i t i v e components and t h a t 
they correspond to t h e maximum and minimum ( o r , r e s p e c t i v e l y , the 
minimum and maximum P j ) » £ may be computed through the use of ( A . 3 5 ) 
and ( A . 3 6 ) . 
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APPENDIX I I 
For t h e purpose o f c l a r i f y i n g i d e a s p r e s e n t e d in t h i s t h e s i s a 
smal l numerical example i s g i v e n in t h i s appendix . Three weapons are 
used a g a i n s t two t a r g e t s . I t i s assumed t h a t t h e c o s t o f us ing t h e s e 
weapons does not v a r y from t a r g e t t o t a r g e t , though, o f c o u r s e , the 
d e s t r u c t i o n p r o b a b i l i t y d o e s . P e r t i n e n t da ta are p r e s e n t e d i n T a b l e 3 
be low: 
T a b l e 3 . Example Problem Data 
P 2 j 
c . 
J 
Weapon 1 0 . 1 0 . 2 1 
Weapon 2 0 „ 4 0 . 6 5 
Weapon 3 0 . 9 0 . 3 10 
H i 5 0 100 
t 
a i 
- 1 . . 6 4 5 - 1 . 6 4 5 
F i f t y of t a r g e t type 1 must be d e s t r o y e d , with a c e r t a i n t y o f 
0 . 9 5 , w h i l e 100 o f t y p e 2 must be k i l l e d with the same c e r t a i n t y . The 
c e r t a i n t y e q u i v a l e n t s f o r the two t a r g e t s are w r i t t e n be low, i n the form 
of ( 4 ) o f Chapter I V : 
Targe t 1 : 0 . 1 x ] L + o . 4 x 2 + 0 . 9 x 3 - ( 1 . 6 4 5 ) ( 0 . 0 9 x 1 + 0 . 2 4 x 2 + 0 . 0 9 x 3 ) 1 / 2 - 5 0 > 0 
T a r g e t 2 : 0 . 2 x 4 + 0 . 6 x & + 0 . 3 x 6 - ( l . 6 4 5 ) ( 0 . 1 6 x 4 + 0 . 2 4 x 5 + 0 . 21 * 6 ) ^ 2 - 1 0 C > 0 
o r , i n t h e form of ( 9 ) o f Chapter IV: 
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T a r g e t 1 : ( 0 . 1 x J L + 0 . 4 x 2 + 0 . 9 x 3 ) 2 - ( 1 0 . 2 4 4 x x + 4 0 . 6 4 9 x 2 + 9 0 . 2 4 4 x 3 ) 
- 2500 > 0 
T a r g e t 2 : ( 0 . 2 x 4 + 0 . 6 x F ) + 0 . 3 x 6 ) 2 - ( 4 0 . 4 3 3 x 4 + 1 2 0 . 6 4 9 x ^ + 6 0 . 5 6 8 x 6 ) 
- 1 0 0 0 0 > 0 
The t a b l e be low y i e l d s t h e data n e c e s s a r y for development o f the 
upper and lower h y p e r p l a n e s : 
T a b l e 4 . Data for C o n s t r u c t i o n o f Upper and Lower Bound Hyperplanes 
Targe t 1 T a r g e t 2 Targe t 1 T a r g e t 2 
a u 0 . 9 0 . 8 h u 
0 . 0 0 1 6 0 4 0 . 0 0 1 7 2 7 
a l 
0 . 1 0 . 4 h l 
0 . 0 1 6 7 2 0 . 0 0 5 4 0 8 
m u 0 . 1 0 . 2 6 2 . 3 4 4 1 1 5 . 8 0 8 
m l 0 . 9 
0 . 6 y i 
5 3 . 8 2 8 1 1 0 . 9 4 7 
v u 0 . 0 9 0 . 1 6 
VV2 4 . 3 8 4 b . 1 6 7 
v l 0 . 0 9 0 . 2 4 V 
1 9 . 2 4 4 6 6 . 7 0 1 
M 5 7 . 2 1 2 1 1 3 . 4 3 5 
The lower bound hyperp lanes a r e : 
T a r g e t 1: 1 . 6 0 4 x 1 + 6 . 8 6 5 x 2 + 1 6 . 7 2 0 x 3 > 1 0 0 0 
1 . 7 2 7 x , + 5 . 4 0 8 X . + 2 . 1 6 5 x , > 1 0 0 0 
4 5 6 — 
Using e q u a t i o n s ( 1 2 ) and ( 1 3 ) of Chapter IV t h e p o i n t s of 
tangency of the upper bound hyperp lanes to the c e r t a i n t y e q u i v a l e n t s 
a r e : 
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T a r g e t 1 : ( x u , 0 , X j ) « ( 1 7 0 . 1 1 1 , 0 , 4 3 . 4 8 9 ) 
T a r g e t 2 : (x , x 1 , 0 ) « ( 2 6 7 . 7 8 8 , 9 5 . 5 6 4 , 0) 
The maximum i n f e a s i b i i i t y i n t h e T a r g e t 1 c e r t a i n t y e q u i v a l e n t , 
s o l v i n g the lower bound problem, i s about 1 . 0 5 t a r g e t s , or about 2 . 1 
p e r c e n t } f o r Target 2 i t i s about 2 . 4 t a r g e t s ( 2 . 4 p e r c e n t ) . The r i g h t 
hand s i d e s for the upper bound h y p e r p l a n e s may be c a l c u l a t e d from t h e data 
o f T a b l e 4 and a r e : 
T a r g e t 1 : h ^ = & 1 « 1 0 2 0 . 0 4 
T a r g e t 2 : h 2 x 2 = & 2 " 1 0 0 2 « 2 ° 
In the i n t e r e s t of s o l v i n g an example problem l e t us impose a few 
o p e r a t i o n a l and equipment c o n s t r a i n t s . F i r s t , assume t h a t the t o t a l 
number o f m i s s i o n s a v a i l a b l e i s 2 0 0 0 . Thus 
x 1 + x 2 + x 3 + x 4 + x^ + x 6 < 2000 
A d d i t i o n a l l y , assume t h a t s p e c i a l equipment r e s t r i c t i o n s l i m i t the m i s ­
s i o n s even f u r t h e r : 
+ x 4 < 200 
x 3 + x 6 < 4 0 0 
x 0 + x . + x K + x . < 457 o 4 5 O ~ 
- . 2 5 9 x 4 + x 5 < 169 
P u t t i n g t h e s e c o n s t r a i n t s t o g e t h e r with t h e lower bound h y p e r ­
p l a n e s and s o l v i n g the l i n e a r program ( ( l ) o f Chapter V ) , the s o l u t i o n 
be low r e s u l t s : 
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x£ *= ( 0 , 0 , 5 9 . 8 0 9 , 2 0 0 , 5 0 , 1 4 6 . 9 2 2 ) 
T h i s s o l u t i o n i s f e a s i b l e to t h e c e r t a i n t y e q u i v a l e n t f o r T a r g e t 1 and 
has an i n f e a s i b i l i t y o f 0 . 1 5 6 f o r T a r g e t 2 . N o t e , o f c o u r s e , t h a t , 
s i n c e f r a c t i o n s o f m i s s i o n s cannot be f lown, t h e L . P . s o l u t i o n would 
be rounded up t o the next whole i n t e g e r and then t h e s o l u t i o n would be 
f e a s i b l e . S i n c e t h e c e r t a i n t y e q u i v a l e n t s are so n e a r l y l i n e a r , in most 
c a s e s t h i s i s v e r y l i k e l y t h e optimum i n t e g e r s o l u t i o n a l s o . 
Replacement of lower bound a p p r o x i m a t i o n s wi th upper bound h y p e r ­
p l a n e s r e s u l t s i n t h e L . P . s o l u t i o n : 
X y - ( 0 , 0 , 6 0 , 6 3 4 , 1 9 6 . 1 1 1 , 5 0 , 1 5 0 . 2 5 5 ) 
and t h i s s o l u t i o n i s f e a s i b l e t o both c o n s t r a i n t s . ( i n f a c t , where 
the requirement i s t h a t g ^ x ^ ^ 0 , g 1 ( x j u ) * 0 . 7 2 8 and g 2 ( x * y ) * 0 . 0 5 9 . ) 
The comparat ive v a l u e s for Z y * c x j and z L * cx£ a r e : 
Z y « 2 5 5 5 . 0 > z L « 2 5 1 7 . 3 1 
Apply ing t h e improvement t e c h n i q u e o f Chapter IV t o t h i s example 
2^ * [TXJ + ( l - r ) x £ ] = [ 0 , 0 , ( 5 9 . 6 0 9 + 0 . 8 2 5 V ) , ( 2 0 0 . 0 - 3 . 8 8 9 T ) , 5 0 . 0 , ( 1 4 6 . 9 9 2 
+ 3 . 2 6 3 T ) ] 
^ ( x ^ ) r e s u l t s i n t h e q u a d r a t i c c o n s t r a i n t 
0 . 5 5 2 Y 2 + 3 . 5 3 7 Y + 0 . 5 0 6 > 0 
and g1 > 0 f o r Y > 0 and f o r Y < - 1 0 . 0 2 1 . L i k e w i s e , t h e c o n s t r a i n t 
9 2 ( * C ) r e s u l t s i n t h e e x p r e s s i o n 
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0 .404 y + 5 . 5 0 1 T - 3 .707 > 0 
which i m p l i e s g 2 > 0 f o r Y > 0 .6707 and f o r Y < - 1 3 6 . 8 3 4 , 
The problem as formed i n (18) o f Chapter IV i s 
Minimize c x * 2517.31 + 3 8 . 6 9 Y 
S u b j e c t t o : e i t h e r Y > 0 o r Y < -10 .021 
e i t h e r Y £ 0 . 6 7 0 7 o r y < - 1 3 6 . 8 3 4 
0 < y < 1 
This problem r e d u c e s t o s imply 
Minimize y 
S u b j e c t t o : 0 .6707 < Y < 1.0 
and the o b v i o u s answer i s Y • 0 . 6 7 0 7 , g e n e r a t i n g 
Xc * ( 0 , 0,, 6 0 . 3 6 2 , 1 9 7 . 3 9 2 , 5 0 . 0 , 149 .180) 
Note tha t ZQ « * 2542.81 and z* > z* > z * . 
In summary a l l s o l u t i o n s a re c l o s e , wi th a d i s p a r i t y o f o n l y 
about 1.8 p e r c e n t i n t h e i r t o t a l c o s t s . T h i s i s i n s p i t e o f the f a c t 
t h a t , in the weapons a s s o c i a t e d wi th t a r g e t 1, t h e r e was a r a t h e r l a r g e 
k i l l p r o b a b i l i t y o f 0 , 9 . 
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