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Resumo
Com o advento das redes sociais, documentos digitais (e.g., imagens e vídeos) se tornaram
poderosas ferramentas de comunicação. Dada esta nova realidade, é comum esses
documentos serem publicados, compartilhados, modificados e republicados por vários
usuários em diferentes canais da Web. Além disso, com a popularização de programas de
edição de imagens e vídeos, muitas vezes não somente cópias exatas de documentos estão
disponíveis, mas, também, versões modificadas das fontes originais (duplicatas próximas).
Entretanto, o compartilhamento de documentos facilita a disseminação de conteúdo
abusivo (e.g., pornografia infantil), que não respeitam direitos autorais e, em alguns
casos, conteúdo difamatório, afetando negativamente a imagem pública de pessoas ou
corporações (e.g., imagens difamatórias de políticos ou celebridades, pessoas em situações
constrangedoras, etc.). Muitos pesquisadores têm desenvolvido, com sucesso, abordagens
para detecção de duplicatas de documentos com o intuito de identificar cópias semelhantes
de um dado documento multimídia (e.g., imagem, vídeo, etc.) publicado na Internet.
Entretanto, somente recentemente têm se desenvolvido as primeiras pesquisas para ir
além da detecção de duplicatas e encontrar a estrutura de evolução de um conjunto
de documentos relacionados e modificados ao longo do tempo. Para isso, é necessário
o desenvolvimento de abordagens que calculem a dissimilaridade entre duplicatas e as
separem corretamente em estruturas que representem a relação entre elas de forma
automática. Este problema é denominado na literatura como Reconstrução de Filogenia
de Documentos Multimídia. Pesquisas na área de filogenia de documentos multimídia
são importantes para auxiliar na resolução de problemas como, por exemplo, análise
forense, recuperação de imagens por conteúdo e rastreamento de conteúdo ilegal. Nesta
tese de doutorado, apresentamos abordagens desenvolvidas para solucionar o problema
de filogenias para imagens e vídeos digitais. Considerando imagens, propomos novas
abordagens para tratar o problema de filogenia considerando dois pontos principais: (i) a
reconstrução de florestas, importante em cenários onde se tem um conjunto de imagens
semanticamente semelhantes, mas geradas por fontes ou em momentos diferentes no
tempo; e (ii) novas medidas para o cálculo de dissimilaridade entre as duplicatas, uma vez
que esse cálculo afeta diretamente a qualidade de reconstrução da filogenia. Os resultados
obtidos com as soluções para filogenia de imagens apresentadas neste trabalho confirmam
a efetividade das abordagens propostas, identificando corretamente as raízes das florestas
(imagens originais de uma sequencia de evolução) com até 95% de acurácia. Para filogenia
de vídeos, propomos novas abordagens que realizam alinhamento temporal nos vídeos
antes de se calcular a dissimilaridade, uma vez que, em cenários reais, os vídeos podem
estar desalinhados temporalmente, terem sofrido recorte temporal ou serem comprimidos,
por exemplo. Nesse contexto, nossas abordagens conseguem identificar a raiz das árvores
com acurácia de até 87%.
Abstract
Digital documents (e.g., images and videos) have become powerful tools of communication
with the advent of social networks. Within this new reality, it is very common these
documents to be published, shared, modified and often republished by multiple users on
different web channels. Additionally, with the popularization of image editing software
and online editor tools, in most of the cases, not only their exact duplicates will
be available, but also manipulated versions of the original source (near duplicates).
Nevertheless, this document sharing facilitates the spread of abusive content (e.g.,
child pornography), copyright infringement and, in some cases, defamatory content,
adversely affecting the public image of people or corporations (e.g., defamatory images
of politicians and celebrities, people in embarrassing situations, etc.). Several researchers
have successfully developed approaches for the detection and recognition of near-duplicate
documents, aiming at identifying similar copies of a given multimedia document (e.g.,
image, video, etc.) published on the Internet. Notwithstanding, only recently some
researches have developed approaches that go beyond the near-duplicate detection task
and aim at finding the ancestral relationship between the near duplicates and the original
source of a document. For this, the development of approaches for calculating the
dissimilarity between near duplicates and correctly reconstruct structures that represent
the relationship between them automatically is required. This problem is referred
to in the literature as Multimedia Phylogeny. Solutions for multimedia phylogeny
can help researchers to solve problems in forensics, content-based document retrieval
and illegal-content document tracking, for instance. In this thesis, we designed and
developed approaches to solve the phylogeny reconstruction problem for digital images and
videos. Considering images, we proposed approaches to deal with the phylogeny problem
considering two main points: (i) the forest reconstruction, an important task when we
consider scenarios in which there is a set of semantically similar images, but generated by
different sources or at different times; and (ii) new measures for dissimilarity calculation
between near-duplicates, given that the dissimilarity calculation directly impacts the
quality of the phylogeny reconstruction. The results obtained with our approaches for
image phylogeny showed effective, identifying the root of the forests (original images of
an evolution sequence) with accuracy up to 95%. For video phylogeny, we developed
a new approach for temporal alignment in the video sequences before calculating the
dissimilarity between them, once that, in real-world conditions, a pair of videos can be
temporally misaligned, one video can have some frames removed and video compression
can be applied, for example. For such problem, the proposed methods yield up to 87%
correct of accuracy for finding the roots of the trees.
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Chapter 1
Introduction
Undoubtedly, multimedia documents (e.g., images and videos) are powerful
communication tools living up to the classical adage comparing them to a thousand words
when conveying any information. This communication power was multiplied significantly
with the advent of social networks. Within this new reality, multimedia documents are
published, shared, modified, and often republished effortlessly and, depending on their
contents, they can easily go viral, being republished by many other users in different
channels trough the Web. Additionally, with the popularization of image editing software
and online editor tools, in most of the cases, not only their exact duplicates will be
available, but also manipulated versions of the original source. This scenario easily leads to
copyright infringement, sharing of illegal or abusive contents (e.g., child pornography) and,
in some cases, negatively affect or impersonate the public image of people or corporations
(e.g., a person in a bullying situation, fake and defamatory images of celebrities or
politicians, etc.).
When small changes are applied during the redistribution, usually without interfering
with their semantic meaning, they are called near-duplicate objects. Several approaches
for near-duplicate detection and recognition (NDDR) have been developed targeting at
different applications, such as photography collections arrangement [34, 61], multimedia
file matching [71], copyright infringement detection [9, 70] and forgery detection [29,36].
A far more challenging task, however, has been overlooked thus far in which we also
want to find the ancestral relationship between the near duplicates and the original source
(root or patient zero), estimating the transformations (e.g., geometric transformations,
cropping, color changing, compression, etc.) that originally created the near duplicates
in a set and reconstruct the order of them. The main idea is inspired by the evolutionary
process observed in Biology, in which an organism inherits characteristics from its
ancestors, and can also go through mutations over time, producing new species [41].
If we look at the complete structure relating this population, moving from the root to the
leaves of the phylogeny tree, we are able to identify the ancestral lineage, the descendants
of each ancestor and have an overall idea of their evolution timeline. This new research
field is called Multimedia Phylogeny [24, 25].
A similar structure can be considered for a document that goes under slight
modifications over time (e.g., geometric transformations, brightness and contrast
corrections, compression, etc.). If we are able to reconstruct the phylogeny tree of a set of
16
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near-duplicate objects, we can easily visualize their past history and ancestry information.
In the literature, there are approaches aiming at finding the structure of the evolution
of images [23, 25, 37, 59]. Extensions to the original image phylogeny algorithm were also
proposed for reconstructing the tree of evolution of a set of near-duplicate videos (Video
Phylogeny) [24,39] and the phylogeny of audio clips (Audio Phylogeny) [51].
There are several applications to multimedia phylogeny solutions [25], such as:
• Security: the relationship structure of a set of documents provides information of
suspects’ behavior, and points out the directions of content distribution.
• Forensics: better results can be achieved if the analysis is performed in the original
document instead of in a near duplicate [30].
• Copyright enforcement: traitor tracing without the requirement of source control
techniques such as watermarking or fingerprinting.
• News tracking services: the near-duplicate relationships can feed news tracking
services with key elements for determining the opinion forming process across time
and space.
• Illegal content tracking: We could use phylogeny to point out group’s reuse of
illegal material online.
The multimedia phylogeny problem can be separated into two basic steps: the
dissimilarity calculation between the duplicates, in which a dissimilarity function is used
to compare each pair of images, returning small values for similar images and large values
for more distinct images, and the phylogeny reconstruction, considering one dissimilarity
matrix that represents the dissimilarity between each pair of documents [25]. The
definition of reliable dissimilarity measure is paramount for document phylogeny research,
given that the dissimilarity calculation directly affects the result of the final phylogeny
reconstruction.
For image phylogeny, researchers in this area mainly tried to solve this problem by
considering only one tree for each set of near duplicates [19,25,47,59]. However, in some
cases, we may have multiple sets of semantically similar images, which are images with the
same semantic content, but not necessarily near duplicates. In other words, the original
images come from different cameras or from the same camera but from a slightly different
point in space and time, and some near duplicates of them could be generated. Therefore,
we are not interested in reconstructing a single structure (tree) but a phylogeny forest, a set
of phylogeny trees, for representing their relationship. Approaches to finding phylogeny
forests are useful for tracing the original documents within a large set of semantically-
similar documents. In other words, if there is more than one original document (e.g.,
images with the same scene, but taken from another view point, for example), phylogeny
forest approaches should be used for finding the correct trees of each subset of documents.
Figure 1.1 depicts an example of the image phylogeny forest problem.
Considering videos, Dias et al. [24] proposed an initial approach to deal with the
video phylogeny tree reconstruction problem. However, only temporally coherent videos
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Figure 1.1: Image phylogeny forest problem. Given a set of semantically-similar images,
our objective is to reconstruct a structure that represents the historical relationships
among them. In this example, we have a forest with two trees, which means that the
group of semantically-similar images has two original sources (with similar content) and
each one spurs its own near duplicates (descendants).
(i.e., temporally aligned videos with the same number of frames) were considered thus
far. Furthermore, the authors considered only videos compressed with the same standard
and parameters without explicitly taking into account any other compression scheme in
their reconstruction pipeline. These are somewhat limiting assumptions, given that video
duplicates are typically encoded using different coding schemes and parameters and often
are temporally misaligned.
In this thesis, we design and develop some solutions that aim at solving the multimedia
phylogeny problem for images and videos. More specifically, for images, we present
solutions that aim at reconstructing phylogeny trees and forests for representing the
relationship between the duplicates. Moreover, we also develop new dissimilarity measures
based on gradient and mutual information that significantly improve the quality of the
phylogeny reconstruction process. Finally, for video phylogeny, we introduce new methods
considering the temporal misalignment of the videos and different parameters of coding
used for creating the near duplicates.
1.1 Image and Video Phylogeny: Hypothesis
Near duplicates of images and videos usually are created after some small transformations
applied upon a source. A user can download this near duplicate, modify it again and
republish it on the Internet effortlessly. These transformations can be done several times
and in cascade, creating different near duplicates, as Figure 1.2 illustrates.
Previous work on the subject focused on a general hypothesis, which assumes
that the transformations (e.g., color changing, compression, geometric transformation,
cropping, etc.) used for creating near duplicates of a document (image or video) often


















Figure 1.2: The generation process of near duplicates based upon a few image
transformations.
transformations that the documents have undergone and, ultimately, create a phylogeny
map coding the evolutionary structure of such a set of documents.
After studying and analyzing the way that the near-duplicate images and videos
generally are created, our work herein further refines this hypothesis in four new ones:
H1: Formulating the phylogeny reconstruction problem (finding the trees and
reconstructing them from previously calculated dissimilarities) as an optimum-
branching problem is more effective than using heuristic-based approaches such
as those based on Minimum Spanning Trees (MST). Given its exact nature,
Optimum Branching algorithm can generate more accurate phylogeny trees than
greedy algorithms for image phylogeny forest reconstruction.
H2: The different nature formulation of an Optimum branching formulation and
an MST one lead to complementary properties explored during reconstruction
and hence can be combined for improving the quality of the phylogeny forest
reconstruction.
H3: Due to possible errors of image registration, the comparison of the distributions
of the pixel values of two near-duplicate images is more effective for the
dissimilarity calculation, than their point-wise comparison.
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H4: While transformations in images consider three dimensions (width, height and
depth), videos has a fourth dimension (time) upon which transformations can
also be applied. For such cases, temporal alignment is paramount for a proper
phylogeny reconstruction process.
1.2 Objectives
The main objective of this work is to design and develop solutions that allow us to identify
the structure (phylogeny tree and phylogeny forest) that represents the generation process
overtime of multimedia documents (images and videos).
Specific Objectives
• To design and develop solutions for image phylogeny reconstruction considering
images of different sources and different phylogenies (forests);
• to design and develop new dissimilarity measures for images, aiming at improving
the results of the phylogeny reconstruction
• to provide solutions for video phylogeny that deal with possible temporal
misalignment and different compression parameters between the duplicates.
1.3 Scientific Contributions
This work is useful for targeting the solution of problems that involve legal tasks, such
as those stressed out earlier involving security, forensics, and copyright enforcement. In
addition, it has also application outside the realm of the legal system, as one could use
it for tracking news overtime. More specifically, phylogeny solutions can be used for
verifying, for instance, the source of illegal content improperly shared on the Internet
(e.g., child pornography, defamatory content, etc.), given some near duplicates of such
documents. In this vein, the main contributions of this work are:
• the creation of new near-duplicate datasets (which is public) and the validation of
the proposed approaches in these datasets;
• new approaches for image phylogeny forest reconstruction, i.e., solutions considering
documents of different sources, founded upon optimum branching methods and their
combination with heuristic (greedy) ones;
• new dissimilarity measures for images, exploring gradient and mutual information
for comparing them, instead of the standard approach based on point-wise
comparison; and
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• two new approaches for solving the video phylogeny problem, considering temporally
misaligned and videos compressed with different parameters.
1.4 Publications
The research in this thesis has resulted in some important publications in top journals
and conferences:
1. Filipe de O. Costa, Marina Oikawa, Zanoni Dias, Siome Goldenstein and Anderson
Rocha; Image phylogeny forests reconstruction. IEEE Transactions on Information
Forensics and Security (TIFS), vol. 9, no. 10, p. 1533-1546, 2014. [15]
2. Filipe de O. Costa, Alberto Oliveira, Pasquale Ferrara, Zanoni Dias, Siome
Goldenstein and Anderson Rocha; New Dissimilarity Measures for Image Phylogeny
Reconstruction, Springer Pattern Analysis and Applications (PAA) – Under
review [17].
3. Filipe de O. Costa, Silvia Lameri, Paolo Bestagini, Zanoni Dias, Anderson
Rocha, Marco Tagliasacchi and Stefano Tubaro, Phylogeny reconstruction for
misaligned and compressed video sequences, IEEE International Conference on Image
Processing (ICIP), p. 301-305, 2015. [14]
4. Filipe de O. Costa, Marina Oikawa, Zanoni Dias and Anderson Rocha, Temporal
alignment based on Hamming Distance for Video Phylogeny Reconstruction, IEEE
Workshop on Information Forensics and Security (WIFS), 2016 (Submitted).
1.5 Thesis Roadmap
This thesis is organized in seven chapters: Chapter 2 presents the related work in
multimedia phylogeny. Then, the thesis is separated in two parts. Part I introduces the
proposed solutions for image phylogeny, in Chapter 3, and new dissimilarity measures, in
Chapter 4, along with the experimental results. In turn, Part II introduces the proposed
solutions and experimental results for video phylogeny, in Chapters 5 and 6. Finally, we
present the conclusions of this work as well as a brief analysis of their possible future
developments and research ramifications in Chapter 7.
Chapter 2
Related Work
In this chapter, we present a view of the state of the art of multimedia phylogeny, showing
a short review about the detection of near duplicates and presenting some approaches for
the multimedia phylogeny reconstruction problem.
2.1 Near-Duplicate Detection and Recognition
One near duplicate is a modified version of one document that maintains its semantic
features. For instance, one near-duplicate image is a version of one given image after we
apply to it one or more transformations (e.g., cropping, rotation, color correction, etc.).
In other words, the two images contain a kinship relationship.
Joly et al. [35] formally defined a near duplicate based on the concept of tolerated
transformations. According to the authors, a multimedia document D1 is a near duplicate
of other document D if, given a set of transformations T , there exists at least one
transformation Tβ ∈ T such that D1 = Tβ(D). One family of transformations T can have
several combinations of transformations that generates, for example, the near duplicate
D3 = T3 ◦ T2 ◦ T1(D), Tβ=1,2,3 ∈ T . Given the original document D, we can build the
near-duplicate tree, as Figure 2.1 shows.
A near duplicate is a pairwise equivalence relationship. This relationship links
the original document (the root of the tree) to its variations generated trough some
transformations [46]. Given an original document D, if D1 is a near duplicate of D and
D2 is a near duplicate of D1, then D2 is a near duplicate of D.
Informally, the near-duplicate detection can be done trough marking-based approaches
and content-based approaches. Marking-based approaches depend on a signature
within the original document before its dissemination (e.g., watermarking, fingerprinting,
etc.) [46]. With these approaches, it is possible to detect the original document by
analyzing this signature and the changing of its pattern in other documents. In contrast,
content-based methods depend on the analysis of the content of the documents, aiming
at extracting relevant visual features. These methods identify when a set of features are
close to the original document visual features. Figure 2.2 illustrates these philosophies
for the near-duplicate detection and recognition (NDDR).












Figure 2.1: A near-duplicate tree of a document D and its transformations, according to
Joly et al. [35]. Adapted from Dias et al. [23].
applications, such as organizing photography collections [34, 61], multimedia
correspondence [11, 71], image and video copyright infringement detection [9, 70], image
forgery detection [29,36] and near-duplicate detection and temporal alignment for multi-
view video sequences [48]. Such works focus on the near-duplicate identification without
taking into account the structure of modifications or the transformations used for
generating the near duplicates.
2.2 Multimedia Phylogeny
Multimedia Phylogeny is a new research area focused on finding the ancestry relationship
structure of documents. In other words, the goal is to generate a structure of kinship
relationships as a tree, whereby the root is the patient zero (the original document), the
edges represent “father-child” relationships, and the leaves of the tree represent “terminal”
documents that have more modifications than their ancestors. Once we trace the past
history of the near duplicates, multimedia phylogeny can be useful for aiding (allied with
additional side information) the discovery, for instance, of who was the first user that
published an image online containing illegal or abusive content (e.g., fake and defamatory
image of celebrities or politicians, child pornography, etc.), which were redistributed after
being modified by different users.
In the literature, there are some works that aim at tracing the past history of near
duplicates. In this section, we present some works related to multimedia phylogeny for








































Figure 2.2: Near-duplicate detection approaches. Marking-based approach × content-
based approach.
2.2.1 Image Phylogeny
Kennedy et al. [37] defined the problem of the “father-son” relationship between image
pairs (Image Archeology) and proposed an approach for detecting, given a pair of
images, which one is the original and which one is the near duplicate generated after
some transformations. For this purpose, the authors developed a Visual Migration Map
(VMM), representing a historical approximation of the image, aiming at distinguishing
different types of image edits and their ideological perspective. However, the authors
did not present discussions about how to find the parameters of the transformations
used for generating the near-duplicate images nor discussed possible algorithms for the
reconstruction of the phylogeny tree through the evolution process of the images.
The temporal verification of the transformations in images was also explored in Fan
and Queiroz [27]. In that work, the authors identify the history of compression associated
to one image. In another work, Mao et al. [45] discuss about some relevant information
provided by the device that generated one image. Nevertheless, those works also do not
discuss about approaches for finding the structure that represents the relationship between
near duplicates.
On another front, De Rosa et al. [59] proposed an approach for detection of the
dependencies of images in a set of near duplicates I, considering the hypothesis that
any image Ii ∈ I can be described as the composition of two different components
separately: image content-based components and image content-independent components.
For verifying the dependency between two images IA and IB, the authors consider that the
mutual information of the images can be expressed as the sum of the mutual information
between these components. The authors assume that, if there exists any dependency
between the images IA and IB, one image can be obtained approximately applying over
the other image some processing functions. Thus, the image content is evaluated for
estimating these functions.
After mapping one image onto the other’s domain using the estimated image processing
functions, the authors calculate the correlation coefficient between the images based on the
content-independent components. In this case, the authors used the Photo Responsivity
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Non-uniform Noise (PRNU) of the images, which is caused by the interaction of the
light in the environment and the acquisition sensor of the camera at the moment of the
generation of one image. The PRNU estimation is widely used for solving problems
related to image source attribution, in which the goal is to identify if one given image was
generated by a camera under investigation [13,18,42].
After analyzing all possible pairs of images in I, the authors create a graph of
dependencies whose nodes represent the images, the edges represent the relationship
between two images and the weight of an edge represents the correlation value between
them. For this, the authors evaluate each edge of the graph and discard all the edges that
have a weight lower than a threshold. Then, they remove direct loops (it is impossible
that one image Ii generates one image Ij and vise-versa at the same time.). Thereafter,
other edges are discarded until each node of the graph has degree of entrance equal to 1
(assuming that the images were not generated by composition of two or more different
sources). The process repeats until the method finds a tree.
In the same line of thought, Dias et al. [23,25] formally defined the problem of Image
Phylogeny following two steps: the calculation of the dissimilarity between each pair of
near-duplicate images and the reconstruction of the phylogeny tree. Considering T a





β , and two near-duplicate images Isrc (source) and Itgt (target), the dissimilarity
function d(., .) between them is defined as the lowest value of d(Isrc, Itgt), such that




|Itgt − T−→β (Isrc)| point-wise comparison L. (2.1)
Equation 2.1 calculates the dissimilarity between the best transformation mapping
Isrc onto Itgt parameterized by
−→
β , according to the family of transformations T . The
comparison between the images can be performed by any point-wise comparison method
L.
Given a set of near duplicates, the estimation of the transformation T , parameterized
by
−→
β used to map an image Isrc onto an image Itgt’s domain follows a three-step method
generating I ′src = T−→β (Isrc):
1. Geometric matching: also known as Image Registration. Among several different
approaches known in the literature [73], the image registration is calculated by
finding interest points in each pair of images, using SURF (Speeded-Up Robust
Features) [3], which will be used to estimate warping and cropping parameters
robustly using RANSAC [28];
2. Color matching: it is performed for adjusting the color of the source image Isrc to
the target image Itgt by normalizing each channel of Isrc by the mean and standard
deviation of the respective channel in Itgt [58];
3. Compression matching: the image Isrc is compressed with Itgt’s JPEG
compression parameters.
Then, a comparison between the estimated I ′src = T−→β (Isrc) and Itgt is performed








Color and compression matching
Figure 2.3: Dissimilarity calculation process. The mapping of image Isrc onto Itgt’s
domain involves a three-step process: geometric, color and compression matching.
Afterwards, it is possible to directly compare the images using any point-wise comparison
algorithm.
between two images [32] and the authors opted to estimate it using the Mean Squared
Error (MSE) technique. Figure 2.3 depicts this dissimilarity calculation process.
Note that the dissimilarity is not a metric. Once the transformation T used for
mapping Isrc to Itgt can insert irreversible artifacts in Isrc for mapping it to Itgt (e.g.,
remove pixels after spatial cropping, JPEG compression, etc.) the inverse transformation
T−1 will not recover the lost information when performing the mapping in the opposite
way. Thus, d(Isrc, Itgt) 6= d(Itgt, Isrc). Low values of d(Isrc, Itgt) denote a good
transformation and the resultant image I ′src is a close approximation of Itgt, which is
a strong evidence that Isrc is the father of Itgt in the phylogeny tree.
After calculating the dissimilarity for each pair of images, we have a dissimilarity
matrix Mn×n, where n is the number of near duplicates and each position of the matrix
represents the dissimilarity between one pair of images.
For reconstructing the Image Phylogeny Tree (IPT) associated with the dissimilarity
matrix, the authors first proposed the Oriented Kruskal algorithm (OK), an extension of
the classic Kruskal Minimal Spanning Tree algorithm [38], adapted for oriented graphs.
Considering a graph G that represents the dissimilarity matrix, the OK algorithm starts
considering each vertex (near duplicate) of G as one root of the phylogeny tree. Then,
the algorithm sorts all edges (i, j) of G and analyzes each position according to the sorted
order, joining different trees and checking whether or not one edge can be added to the
tree.
Figure 2.4 illustrates one example of the OK algorithm. After sorting all the edges of
the dissimilarity matrix M , the algorithm selects the edges in ascending order, according
to their weights. The edge will be discarded if it is an entrance edge of a node that already
has entrance degree equal to 1 (Steps 3 and 7 in this example) or if it will create a circuit
(Step 6). The algorithm stops when it finds a phylogeny tree.
The method presents effective results for reconstructing phylogeny trees for a small
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2 26 - 23 23 31 34 
3 22 29 - 32 25 39 
4 8 35 12 - 16 13 
5 31 7 44 19 - 27 
6 19 25 31 44 10 - 
Figure 2.4: Oriented Kruskal Algorithm.
performed and presented in [21], with over two million test cases, with synthetic and
real data.
Although the field has been developing significantly over the past years, thus far
researchers mainly focused on proposing different phylogeny reconstruction approaches
often using a standard methodology for dissimilarity calculation, as originally proposed
in [25]. Dias et al. [19] presented other approaches for IPT reconstruction, comparing
their performance with the Oriented Kruskal algorithm. The first method is a variation
of the algorithm for minimum spanning tree of Prim [57], adapted for oriented graphs.
This Oriented Prim approach initially receives the dissimilarity matrix M and, for each
possible root out of n, it reconstructs the tree rooted at the chosen node and calculates
the cost for building such tree. After evaluating all possible roots, the final IPT is the
one with the lowest reconstruction cost, which is calculated by summing up the weight
of the edges in the tree. However, this algorithm presented low effectiveness for tree
reconstruction, considering the ancestry relationship among the images.
The second approach presented in [19] is based on the Optimum Branching (OB)
algorithm developed independently by Chu and Liu [10], Edmonds [26] and Bock [6].
Considering G = (V,E) to be the input graph and r one node of the phylogeny tree, the
























































Figure 2.5: Optimum branching algorithm simulation.
the Oriented Prim Algorithm. As an example, suppose that vertex 1 in Figure 2.5 was
chosen as the initial root r. Then, for each node v ∈ V | v 6= r, the edge arriving at v
with the lowest cost is selected. If there is no circuit in the found graph, the algorithm
returns such branching. Otherwise, it deals with it by creating a dummy node vd. For
each edge connecting a node x outside the circuit and a node y in the circuit, the weight
w is updated by taking into account w(x, y) plus the lowest edge weight in the circuit
minus the weight of the edge arriving at y in the circuit. In this example, w(3, 7) = 6,
the lowest edge weight inside the cycle is w(7, 6) = 2, and the weight of the edge that
arrives at the vertex y = 7 is w(8, 7) = 3. Thus, w(3, vd) = 6 + 2 − 3 = 5. On the other
hand, to update each edge connecting a node z inside the circuit and a node u outside
the circuit, it is necessary to take into account w(z, u) plus the lowest edge weight in
the circuit minus the weight of the edge arriving at z inside the circuit. For instance,
w(vd, 4) = w(8, 4) + w(7, 6)− w(5, 8) = 11 + 2− 6 = 7.
After processing all nodes within and outside the circuit, the algorithm recursively
finds the optimal branching Ai+1 in this graph, resulting in the updated graph depicted
in Figure 2.5(b). Next, the algorithm needs to cope with the circuit itself. This is achieved
by first discarding the edge in the current optimum branching connecting a node x to the
dummy node vd and updating such edge with the correct one in the original graph. In
this case, the edge (3, vd) is replaced by edge (3, 7) in the final branching. In addition,
the algorithm updates all edges in the optimum branching within the circuit that do not
arrive in y (in the example, the edge (8, 7) is removed). Finally, the algorithm just needs
to update possible edges from nodes within the circuit to outside that are part of the
optimum branching. The algorithm ends with the graph in Figure 2.5(c) with solid lines
highlighting the edges that belong to the optimum branching.
The algorithm’s complexity is given by the recurrence T (V,E) = T (V0, E0) +O(V,E),
where O(V,E) is the complexity of trying to generate one tree. As in each recursive call
the number of vertices is reduced in, at least, one unit, |V0| < |V |, we have that T (V,E) =
O(V (V + E)). In our case, as E = Θ(V 2) (complete graph), then T (V,E) = O(V 3). A
faster implementation provided by Tarjan [66] also exists, which runs in O(V 2), for dense
graphs [19].
This new approach outperformed the Oriented Kruskal algorithm, being more effective
for finding the roots and the ancestry relationships, either considering complete trees or
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with missing links in the phylogeny tree. This happens due to the different properties
presented by each algorithm. The Oriented Kruskal algorithm is a greedy algorithm, that
is, it makes a local optimal choice (the lowest cost edge) at each stage to find the minimum
branching. On the other hand, the Optimum Branching algorithm is an exact algorithm,
always finding one optimum global solution (it considers the whole dissimilarity matrix
to make decisions about the phylogeny reconstruction), which leads to better results in
most of the cases. More details about the optimum branching algorithm can be found
in [19].
Different from previous works, Melloni et al. [47] proposed the use of two dissimilarity
measures: d′(Isrc, Itgt), which is the same as proposed by Dias et al. [25] and
described in Equation 2.1, and d′′(Isrc, Itgt), which indicates the randomness part of the
image, obtained by extracting the noise of an image using a wavelet-based denoising
approach [49]. With two dissimilarity measures, the approach aims at reducing the
ambiguity in determining the parent of an image that has low dissimilarity with more than
one image. The authors calculate two dissimilarity matrices: one rank matrix, in which
low values mean that the images are dissimilar to only one parent, and the reconstruction
matrix, which is the dissimilarity matrix described by Dias et al. [25]. In the end, the
authors use the two dissimilarity matrices and a modified version of the Oriented Kruskal
algorithm to reconstruct the phylogeny trees.
More recently, Bestagini et al. [5] have developed an approach for image phylogeny
based on region analysis. The proposed approach differs in the dissimilarity calculation,
in which the authors compare image pairs considering not the whole image, but regions
of the image that might me modified (e.g., near-duplicate with logo insertion). In this
way, the method can automatically localize areas that have been locally modified, if it
happened, and spot the differences between near-duplicates. For example, let I1 and
I2 two images, in which I2 is son of I1 and was generated after a logo insertion. With
the difference of the two images, it is possible to identify the region where the logo was
inserted in I2. With this mask and comparing both images, it is possible to know that
the logo only exists in I2. Thus, the method automatically defines that the dissimilarity
will be calculated only mapping I1 to I2 and not in the opposite way (once the logo
insertion operation is irreversible). After comparing all the near-duplicate images, the
authors generate a dissimilarity tree and reconstruct the phylogeny tree considering the
OB algorithm.
Milani et al. [50] have propose the using of processing age metrics, which are sets
of features that can blindly model the processing age of an image. By exploiting
these features for the dissimilarity calculation, the authors improves the quality of IPT
reconstruction and also reduce the computational complexity of the process.
Image Phylogeny Forest (IPF)
In some cases in multimedia phylogeny, instead of one tree, we may find m trees (or an
Image Phylogeny Forest – IPF) representing the ancestry relationship in a set of near-
duplicate images. This happens when we have multiple images with the same semantic
content, but that are not directly related to each other. For instance, images from the
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same scene taken with different cameras, or with the same camera but using different
settings and in slightly different positions. In this case, each tree in the forest represents
the structure of transformations and the evolution of one subset of near-duplicate images,
while the forest comprises distinct subsets of near-duplicate images which are semantically
similar [22].
A first approach for reconstructing an IPF from a set of semantically similar images
extended the idea of reconstructing an IPT from a set of near-duplicate images using
the Oriented Kruskal algorithm. In this approach, Dias et al. [25] considered that to
reconstruct m trees, the algorithm would stop when the structure of relationship reached
n − m edges where n is the number of images in the set. Although providing good
results, the algorithm required from the user the number of trees to look for in the forest.
However, this information is not always available, and without knowing the number of
trees to reconstruct, the performance of the algorithm decreased with the number of
trees, specially regarding the correct number of roots and the ancestry relationship in the
IPF [22].
To enable automatic IPF reconstructions, Dias et al. presented in [22] a modified
version of the Oriented Kruskal algorithm originally used to reconstruct IPTs. To create
the new approach, named Automatic Oriented Kruskal (AOK), three parameters are
required as input: the number of semantically similar images n, an n × n dissimilarity
matrix M built upon these images and a parameter γAOK, calculated beforehand and
defined as the number of standard deviations used to limit the number of edges to be
included in the forest.
The AOK algorithm keeps track of the variance of processed edges and only adds
a new one to the forest if the weight of the current edge is lower than γAOK times the
standard deviation of the processed edges up to that point. This parameter γAOK is
related to a threshold point τAOK that selects only edges that belong to valid trees. To
define its value, a study about the behavior of the dissimilarity values of valid trees and
forests was performed. It was observed that a Log-Normal distribution can reasonably
describe the data regardless of the number of trees in the forest and the type of image
capture (single/multiple cameras). The threshold τAOK = µAOK + γAOK× σAOK was used,
where µAOK represents the average and σAOK the standard deviation of the weight of the
edges already selected. After testing for different values, it was defined that γAOK = 2.
In terms of complexity, and considering the same notation used for the analysis of OK
algorithm, the AOK algorithm has the same complexity of the original Kruskal algorithm:
O(V 2 log V ).
More recently, Oikawa et al. [52] presented an approach that aims at taking advantage
of data clustering techniques in the multimedia analysis context. The authors describe
how to find the image phylogeny forests based on images that inherit content from a single
parent. A new approach using manifold learning and spectral clustering was devised to
obtain a better representation of the data points distribution and, hence, produce good
image clusters. After clustering the images, the authors reconstruct one phylogeny tree
for each group.
Not rarely, it is necessary to deal with scenarios in which an object inherits content





Phylogeny Forest Multiple Parenting
Figure 2.6: Phylogeny Tree × Phylogeny Forest × Multiple parenting reconstruction
means of composition of pieces from two different sources. These scenarios, referred to
as Multiple parenting phylogeny, is an extension upon the IPF reconstruction problem.
Oliveira et al. [53, 54] proposed the first solution for the multiple parenting phylogeny,
considering images. The authors sought to find the relationships not only between images
with essentially the same content (near duplicates), but also between the shared part
of their content, being foreground or background. First, the authors try to separate the
images into three groups: hosts, alien and composition (images created by the composition
of the background of one host image and the foreground of one alien image). Then, a
phylogeny tree is reconstructed for each one of these groups and, afterwards, the authors
try to find the host and the alien images that created the root of the composition tree
(considering that the root is the original composition, and the other nodes are near
duplicates created from it). Figure 2.6 illustrates one example of the multiple parenting
reconstruction problem.
2.2.2 Video Phylogeny
In the video phylogeny problem, starting from a pool of near-duplicate videos, we seek to
reconstruct the relationship between every video pair. This problem, deeply studied for
images is typically solved in two basic steps: (i) the calculation of the dissimilarity between
each pair of near-duplicate objects; and (ii) the reconstruction of the phylogeny tree based
on some dissimilarity measures (as presented in Section 2.2.1). As far as we know, there
are just a few works related to video phylogeny reconstruction in the literature.
Dias et al. [24] proposed an initial approach to deal with the video phylogeny
tree reconstruction problem. Basically, the authors follow the same steps for IPT
reconstruction, but adapting the dissimilarity calculation. For this step, the authors
consider that all videos have the same number of frames and all the frames are temporally
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coherent (it is, the i-th frame of both videos have the same semantic content). Then, the
authors calculate the dissimilarity considering each frame of all the videos separately. For
example, if all the videos have n frames, the method calculates n values of dissimilarity
for each pair of videos, one for each frame. Thus, the process ends with n dissimilarity
matrices.
The phylogeny reconstruction is done for each dissimilarity matrix with the Oriented
Kruskal algorithm. In the end of this process, the authors generate a “parenthood matrix”,
that contains the frequency of the edges in each one of the trees previously calculated.
Then, the final tree is given by the most frequent edges. The authors report results in
which the method can find the root of the duplicates in 91% of 16 test cases. However, this
approach has some limitations. First, only temporally coherent videos (i.e., temporally
aligned videos with the same number of frames) were considered. In a more realistic
scenario, videos can suffer temporal transformations (e.g., we can remove some frames of
the video), which prevent us from checking all the frames without a previous temporal
alignment. Furthermore, the authors considered only videos compressed with the same
standard and parameters without explicitly taking into account any other compression
scheme in their reconstruction pipeline. In a real world setup, video duplicates are
typically encoded using different coding schemes and parameters (e.g., quality, size of
the group of pictures (GoP), codec, etc.).
On a similar front, Lameri et al. [39] have developed an approach to reconstruct
one video sequence through all the near duplicates in a set. The main idea consists of
reconstructing parent sequences given a set of partially overlapped near-duplicate video
shots used in other sequences. First, the authors use a robust hash algorithm for detecting
if a group of frames is a near duplicate of other groups of frames (for instance, if the
beginning of two video sequences have the same content). After this, they use an algorithm
for automatically finding near duplicates by matching between multiple parts of multiple
video sequences. In the end, the authors perform a temporal alignment based on an
approach for sequence alignment using the difference of luminance between subsequent
frames in all video duplicates. Although the goal of the method is to recover the original
content of a video when it is no longer available, by combining its available near duplicates,
the authors did not perform a reconstruction of a complete phylogeny tree.
2.2.3 The Phylogeny Problem in Other Media
The concepts about image and video phylogeny can be applied for finding the relationship
between near duplicates of other kinds of documents. Andrews et al. [1] proposed a
classification method for identifying Name Phylogeny. First, the authors assume that
one name was not simply created, but it is derived from other similar names. Then,
they developed a method based on Expectation/Maximization (EM) for reestimating the
phylogeny and the parameters of the classifier. With this, the authors can find variants
of a name in a set of names (e.g., “Filipe de Oliveira Costa”, “Filipe de Oliveira” , “Filipe
Costa”, etc.).
Nucci et al. [51] presented a method to deal with the Audio Phylogeny Reconstruction
problem. For this, the authors considered a set of near-duplicate audio samples comprising
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transformations such as compression, clipping, fade in and fade out. The dissimilarity
between a pair of near-duplicate audio samples SA and SB is calculated through the
Signal to Noise Ratio (SNR), according to the following equation











Image Phylogeny Forest Reconstruction
In some cases in multimedia phylogeny, instead of one tree, we may find m trees
representing the ancestry relationship in a set of near-duplicate images. This happens
when we have multiple images with the same semantic content, but that are not directly
related to each other. For instance, images from the same scene taken with different
cameras, or with the same camera but using different settings and in slightly different
positions. In this case, each tree in the forest represents the structure of transformations
and the evolution of one subset of near-duplicate images, while the forest comprises
distinct subsets of near-duplicate images which are semantically similar [22].
A first approach to reconstruct an IPF from a set of semantically similar images
extended the idea of reconstructing an IPT from a set of near-duplicate images using
the Oriented Kruskal algorithm. In this approach, Dias et al. [25] considered that to
reconstruct m trees, the algorithm would stop when the structure of relationship reached
n−m edges, where n is the number of images in the set. Although yielding good results,
the algorithm required, from the user, the number of trees to look for in the forest.
However, this information is not always available, and without knowing the number of
trees to reconstruct, the performance of the algorithm decreased with the number of trees,
specially regarding the correct number of roots (trees) and the ancestry relationship in
the IPF [22].
To enable automatic IPF reconstructions, Dias et al [22] presented a modified version
of the Oriented Kruskal algorithm originally used to reconstruct IPTs. To create the new
approach, named Automatic Oriented Kruskal (AOK), three parameters are required as
input: the number of semantically similar images n, an n × n dissimilarity matrix M
built upon these images and a parameter γAOK, calculated beforehand and defined as the
number of standard deviations used to limit the number of edges to be included in the
forest.
The AOK algorithm keeps track of the variance of processed edges and only adds a new
one to the forest if the weight of the current edge is lower than γAOK times the standard
deviation of the processed edges up to that point. This parameter γAOK is related to
a threshold point τAOK that selects only edges that belong to valid trees. To define its
value, a study about the behavior of the dissimilarity values of valid trees and forests
was performed. It was observed that a Log-Normal distribution can reasonably describe
the data regardless of the number of trees in the forest and the type of image capture
35
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(single/multiple cameras). The threshold τAOK = µAOK + γAOK × σAOK was used, where
µAOK represents the average and σAOK, the standard deviation of the weight of the edges
already selected. After testing for different values, it was defined that γAOK = 2. In terms
of complexity, and considering the same notation used for the analysis of OB algorithm,
AOK algorithm has the same complexity of the original Kruskal algorithm: O(V 2 log V ).
Further details and a step-by-step algorithm can be found in [22].
3.1 Automatic Reconstruction of Image Phylogeny
Forests
Without user intervention, the IPF reconstruction algorithm relies on the choice of a good
threshold point to correctly decide the number of trees in the forest in advance. In this
section, we propose new methods to automatically decide the number of trees in a forest,
through the analysis of the dissimilarity matrix values.
3.1.1 Automatic Optimum Branching (AOB)
Following a successful approach to automatically decide the number of trees in an IPF
using the Oriented Kruskal algorithm, one might wonder what happens if we apply a
similar process to the optimum branching algorithm explained in Section 2.2.1. Thus,
in this section, we extend upon this idea, proposing the Automatic Optimum Branching
algorithm (AOB), with the necessary modifications to deal with its particularities.
Algorithm 1 describes our proposed implementation, which requires the following
parameters: the number n of semantically similar images, an n × n dissimilarity matrix
M built upon these images, and the parameter γAOB, which is the number of standard
deviations used to limit the number of edges to be included in the forest.
Lines 1-3 initialize the vector forest with n initial trees, each tree containing a vertex
representing an image. In our implementation, we used the same tree representation
introduced in [22], in which each position from forest[i] denotes the parent of node i;
i = {0..n − 1}. For instance, forest[0] = 3 means that edge (3, 0) exists in the forest.
Lines 4-6 initialize the auxiliary variables nedges, which is used to keep track of the number
of accepted edges, the variables x1 and x2 to calculate the standard deviation of accepted
edges, and G to represent the graph constructed using the values from the dissimilarity
matrix M . In Line 7, G is used as input for the Optimum Branching (OB) algorithm,
returning its minimum branching in B. Subsequently, the edges of B are sorted into
non-decreasing order in Line 8 and used to decide the number of trees in this forest in the
for loop in Lines 9-21.
In Line 10, the evaluation of the standard deviation only starts when the number of
processed edges is greater than half of the edges of the minimum branching. This was
done to avoid removing edges that are still valid to our approach, since with fewer values
used for the calculation of the standard deviation, it is not possible to obtain a stable
result.
In the next step, the algorithm updates the number of accepted edges and their
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Algorithm 1 Automatic Optimum Branching
Input: number of n semantically similar images, n×n dissimilarity matrixM and the number of standard
deviations γAOB used as limit (default: γAOB = 2)
Output: reconstructed IPF forest
1: for i ∈ [1..n] do . Initialization
2: forest[i]← i
3: end for
4: nedges ← 0 . Number of processed edges
5: x1 ← x2 ← 0 . Variables to calculate σ dynamically
6: G← Graph(M)
7: B ← OBmin(G) . Minimum branching
8: B′ ← Sort edges (i, j) of B by weight in non-decreasing order
9: for (i, j) ∈ B′ do














17: nedges ← nedges + 1 . Updates auxiliary variables
18: last← w(i, j) . Last processed edge
19: x1 ← x1 + w(i, j)2
20: x2 ← x2 + w(i, j)
21: forest[j]← i . Adds new edge to the forest
22: end for
23: return forest . Returns the final forest
standard deviation, includes the new edge into the forest vector, and goes back to the
beginning of the loop. Otherwise, the algorithm leaves the loop and the final result stored
in the vector forest is returned. In our approach, we use γAOB = 2 as the default value
(for more details about how this value was obtained, please refer to Section 3.3.1).
3.1.2 Extended Automatic Optimum Branching (E-AOB)
Up to this point, it is possible to obtain a first result for the IPF using AOB algorithm.
However, after some experiments, we noticed that the IPF reconstruction could be further
improved by also executing the OB algorithm on each tree belonging to this forest
recursively. One important thing to notice in this process is the fact that AOB algorithm
considers all edges to construct the minimum branching. Once we remove some edges to
build the forest, we create several partitions that are independent of each other. If these
partitions are analyzed separately, the OB algorithm will choose edge connections that are
optimal considering only the edges that belong to the current partition. This re-execution
characterizes our Extended Automatic Optimum Branching (E-AOB) algorithm. It is
also important to notice that, if we apply this re-execution using the Automatic Oriented
Kruskal (AOK), due to its greedy heuristic, the result will not change, with AOK selecting
the same edges to generate the forest.
The implementation of E-AOB in Algorithm 2 requires as input the dissimilarity
matrix M representing the relationship among the images and the initial forest obtained
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Algorithm 2 Extended Automatic Optimum Branching
Input: number of n semantically similar images, n × n dissimilarity matrix M and the vector forest
with the IPF reconstructed using AOB
Output: reconstructed forest finalForest




5: for i ∈ [1..n] do
6: for j ∈ [1..n] do . Keeps valid connections
7: if (Roots(forest, j) = Roots(forest, i)) then




12: B′′ ← OBmin(G′) . Execute OB again
13: for (i, j) ∈ B′′ do
14: finalForest[j]← i
15: end for
16: return finalForest . Returns the final forest
with the execution of AOB algorithm. Similar to the AOB algorithm, Lines 1-3 initialize
the vector finalForest with n initial trees, each tree containing a vertex representing
an image, and Line 4 initializes the variable G used to represent the graph constructed
using the values from the dissimilarity matrix M . Lines 5-11 uses an auxiliary variable
G′ to store only the weights of the edges connected in the current forest, obtained from
the vector forest and representing subgraphs of graph G. In Line 14, the AOB algorithm
is executed again, returning the optimum branching for each of the trees in this forest.
Lines 13-14 updates the variable finalForest with this new forest, which is returned by
the algorithm in Line 16.
Figure ?? illustrates the execution of our proposed algorithm for a toy example
with n = 12 semantically similar images related by the dissimilarity matrix M shown
in Figure 3.1(a). After executing the OB algorithm once, we obtain the minimum
branching B shown in Figure 3.1(a). We sort its edges from the lowest to the highest
weight to decide which edges should be deleted to construct the forest. The table
in Figure 3.1(b) shows the dynamic calculation of the standard deviation, which starts
from Step 7 with edge (8, 9), since |B′|/2 = 12/2 = 6. In this case, the current standard
deviation of the edges is σAOB ≈ 0.48. Since w(8, 9) − w(3, 0) = 2.81 − 2.71 = 0.10
and 0.10 < 2 × 0.48 ≈ 0.97, then this edge can be accepted and the algorithm
continues to the next edge. In Step 8, the edge (1, 7) updates σ to 0.53 and since
w(1, 7)−w(8, 9) = 2.88− 2.81 = 0.07 and 0.07 < 2× 0.53 ≈ 1.07, the algorithm proceeds
to the next edge until it reaches edge (0, 2). For this edge, the standard deviation is
σAOB ≈ 0.58 and w(0, 2) − w(11, 8) = 6.27 − 2.96 = 3.31 and 3.31 > 2 × 0.25 ≈ 1.16,
which is above the allowed limit. Hence, this edge is discarded and the algorithm stops,
returning the forest depicted in Figure 3.1(c).
Based on the forest reconstructed in this first part, we can apply the E-AOB method,
updating the dissimilarity matrix to keep only the edges connected in the current forest








Figure 3.1: Simulation of AOB and E-AOB algorithm to reconstruct an IPF with three
trees and 12 semantically-similar images, from a 12× 12 dissimilarity matrix.
Figure 3.1(d), where each tree is represented by the same color of its corresponding sub-
matrix used for the reconstruction. With the execution of this additional step in AOB, it
is possible to correct the position of nodes 0 and 3, whose parent-child relationship was
reversed in the initial IPF reconstructed by AOB.
3.2 Exploring multiple combinations
As mentioned in the previous sections, there are basically three methods currently being
explored for the reconstruction of IPFs: the Automatic Oriented Kruskal (AOK) and the
two extensions we introduced in Section 3.1, AOB and E-AOB, which are extensions of
the Optimum Branching algorithm proposed in [19].
Considering a dissimilarity matrixM , AOK algorithm follows a greedy heuristic, while
AOB and E-AOB searches for the best global solution for the phylogeny reconstruction.
However, all these algorithms assume a perfect dissimilarity calculation, which is not
always true. Thus, in some cases, a greedy heuristic may present better results than a
global solution. In this section, aiming at exploring these different properties and their
complementarity, we propose a combination among the results given by each approach,
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in such a way that errors introduced by one method can be fixed by other method(s).
3.2.1 Fusion methodology for IPFs reconstruction
Given n semantically similar images and the reconstructed IPFs of two or more methods
to be combined, our idea consists of finding their most common elements to construct the
final IPF. In the first part of the implementation, we calculate (a) the number of roots
returned by each forest, (b) the number of times each node appears as a root, and (c) the
number of times each edge connecting two nodes in the forest appears. In the last part,
we implement the fusion scheme, constructing a new forest whose roots and edges of the
trees are the ones with the highest number of votes calculated in the previous step.
However, it is known that the calculation of the dissimilarity among the images is
not an exact estimation, given that one of the steps include matching of images, which
is not perfect. In our implementation, we take advantage of this flaw in the dissimilarity
calculation, and apply different amounts of perturbations through noise addition to the
dissimilarity matrix M relating a set of images, generating 100 different variations of M
and using them to reconstruct the IPFs. The number of variations was chosen in such
a way that it is enough to analyze the consistency among the results and to achieve
statistical significance in the analysis.
The noise was created by first calculating the standard deviation σM of all values
in the dissimilarity matrix M relating each set of images. Then, for each value mij ∈
M , a different value between [−k × σM ,+k × σM ] was randomly chosen using uniform
distribution and added to the corresponding mij entry. In our implementation, k = 1.5%
(for more details about this value, please refer to Section 3.3.3).
Once the number of roots and edges for all forests have been found, we calculate the
final number of roots r by choosing the median of the number of votes received by all
methods in each of the 100 executions.1 Then, to decide which nodes are the roots, we
select the r nodes having the highest number of votes. In case there is a tie among the
votes, we randomly choose one or some of them, depending on how many roots are yet to
be decided. For the edges selection, we sum up the number of times each edge connecting
two nodes in each forest appears, constructing a matrix of votes for edges. Once the
roots are chosen, we fix these roots and give the matrix of votes for edges as input to a
maximum branching algorithm, resulting in the sought combined forest.
For instance, consider the example depicted in Figure 3.2 with n = 15 semantically
similar images. The first set shown in Figure 3.2(a) represents all 100 possibilities of
reconstructed IPFs using AOK, with the first IPF illustrating one out of 100 possible
reconstructions. The nodes highlighted in red denote a node in the wrong position when
compared to the ground-truth forest. Similarly, Figure 3.2(b) and (c) represent the IPFs
using AOB and E-AOB, respectively. Each set of IPFs is followed by the votes for the
number of roots and the number of votes each root received.
Let V be a vector storing the number of roots returned by each method for each
1There are several alternative strategies to calculate r, such as the average and the most frequent
values. In our experiments, the median presented better results during training, but there is still room
for further exploration.
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Figure 3.2: Reconstructed IPFs for algorithms (a) AOK, (b) AOB, and (c) E-AOB
methods used separately. Highlighted in red, the nodes in the wrong position with
respect to the ground-truth forest, which can happen in different positions within the
100 variations. In (c) the final forest after fusion of IPF reconstruction algorithms, with
the corrected nodes highlighted in blue.
variation of the IPF. To calculate the number of roots the final IPF should have, we choose
the median of V , that is, Median(V ) = 3. To decide which nodes are the roots, we select
the nodes with the highest number of votes, which in this case are Roots = {0, 1, 2}.
To count the votes for edges, we go through all edges (except for the ones pointing to
the roots), increasing their score in a matrix of votes every time the edge (i, j) appears,
and summing up the votes for the edges in all forests being combined. Figure 3.2(d) shows
the sum of votes for roots and edges obtained with the combination of AOK × AOB ×
E-AOB, and the result after the fusion. The nodes highlighted in blue in the final forest
represent the nodes that were previously in the wrong position (highlighted in red in the
forest returned by the first execution of each of the methods), and were corrected after
applying our fusion algorithm. Since the forest obtained after the fusion is the same forest
than the one used to create this example, it is possible to see the fusion algorithm was
able to correct the roots as well as the position of nodes {1, 5, 7, 8, 12, 13}.
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3.3 Experimental Setup
In this section, we present the experiments that were performed for image phylogeny forest
reconstruction, the obtained results and some discussions.
3.3.1 Evaluation
For evaluating the reconstructed IPFs, we consider the same quantitative metrics (roots,
dges, leaves andancestry) introduced by Dias et al. [22], considering scenarios where the
ground truth is available. The roots metric measures if the reconstructed forest contains
exactly the same roots as the ground-truth forest, i.e., the algorithm was able to find
the very original images used to start the near-duplicate generation processes. Edges
and ancestry measure how well the algorithm finds the kinship relationships along time.
While edges assess this information only locally and independently, ancestry assesses the
entire evolutionary process of a given image (a full branch in the tree). Finally, the leaves
metric compares the leaves (most modified images in a given branch of the tree) found
by an algorithm with the original ones in the ground-truth forest. Figure 3.3 shows an






IPF=[1, 4, 1, 1, 3, 9, 7, 7, 7, 7]
Roots={1, 7}
Edges={(1 ! 3), (1 ! 4), (3 ! 5), (4 ! 2), (7 ! 8),
(7 ! 9), (7 ! 10), (9 ! 6)}
Leaves={2, 5, 6, 8, 10}
Ancestry={(1, 2), (1, 3), (1, 4), (1, 5), (3, 5), (4, 2), (7, 6)









IPF=[1, 4, 1, 1, 4, 9, 7, 7, 10, 7]
Roots={1, 7}
Edges={(1 ! 3), (1 ! 4), (4 ! 5), (4 ! 2), (7 ! 8),
(10 ! 9), (7 ! 10), (9 ! 6)}
Leaves={2, 3, 5, 6, 8}
Ancestry={(1, 2), (1, 3), (1, 4), (1, 5), (4, 5), (4, 2), (7, 6)
(7, 8), (7, 9), (7, 10), (9, 6), (10, 6), (10, 9)}
Reconstructed forest
Figure 3.3: Evaluation metrics: roots, edges, leaves and ancestry. We represent the IPF
as a vector, where IPF[v] = u means that there exists the edge (u→ v) in the forest, and
one node v is a root only if IPF [v] = v. The differences between the reconstructed forest
and the ground truth forest are highlighted in red.
The evaluation metrics are defined by:
Root : R(IPF1, IPF2) =
|R1∩R2|
|R1∪R2|
Edges: E(IPF1, IPF2) =
|E1∩E2|
|E2| ,




Ancestry : A(IPF1, IPF2) =
|A1∩A2|
|A1∪A2| .
where N is the number of nodes in a tree, IPF 1 is the reconstructed forest with elements
represented by R1 (roots), E1 (edges), L1 (leaves) and A1 (ancestry), IPF2 is the forest
ground truth with elements R2, E2, L2 and A2. The roots, leaves and ancestry metrics
calculate the intersection of the results returned by IPF1 with respect to the reference
forest IPF2, and normalizes it by the union of both sets, while the edges metric calculate
the score of correct edges by normalizing the intersection of the result returned by IPF1
with respect to the reference forest IPF2 by the ground truth set. For instance, in the
example of Figure 3.3, the root metric yields R(IPF1, IPF2) = 2/2 = 100%, the edges
metric yields E(IPF1, IPF2) = 6/8 = 75%, the leaves metric yields L(IPF1, IPF2) =
4/6 = 66.6%, and ancestry metric yields A(IPF1, IPF2) = 10/14 = 71.4%.
3.3.2 Dataset
For our experiments in a controlled scenario, we consider images taken with a single
camera (OC) and with multiple cameras (MC) having similar scene semantics (the main
content of the image is the same, but with small variations in the camera parameters,
such as viewpoint, zoom, etc.). Figure 3.4 depicts some examples of scenes we considered
in this thesis. Three different datasets were used in the experiments, with images in the
JPEG format:
• Training Dataset: it represents a small exploratory set containing images from
OC and MC scenarios, taken from three different cameras, three different scenes,
three images per camera, four forest sizes |F | = {2..5}, one topology2, and 10
random variations of parameters for creating the near-duplicate images, totaling
2× 33 × 4× 1× 10 = 2, 160 forests.
• Dataset A: it comprises images from OC and MC scenarios, three different scenes,
three different cameras, three images per camera, four forest sizes |F | = {2..5}, four
different tree topologies, and ten random variations of parameters for creating the
near-duplicate images. Therefore, the dataset comprises 2× 33× 4× 4× 10 = 8, 640
forests. The Training Dataset as well as Dataset A are the same used by [22].
• Dataset B: it comprises images randomly selected from a set of 20 different scenes,
10 different cameras, 10 images per camera, 10 different tree topologies, 10 random
variations of parameters for creating the near duplicate images, and forests with 10
trees each. For each of the cases, OC and MC, a total of 2,000 forests within this
set were randomly selected with forests of size |F | = {2..10}. Therefore, this set
comprises 2× 2, 000× 9 = 36, 000 forests.
The image transformations used to create the near duplicates are the same used in [25]:
geometric transformations, brightness and contrast adjustment, and lossy compression
using the standard lossy JPEG algorithm. Table 3.1 details the transformations and their
2A topology refers to the form of the trees in a forest.
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Figure 3.4: Examples of pictures present in the datasets described in this work.
Table 3.1: Transformations and their operational ranges for creating controlled data set
Resampling (Up/Down) [90%, 110%]
Rotation [−5o, 5o]
Scaling by axis [90%, 110%]
Off-diagonal correction [0.95, 1.05]
Cropping [0%, 5%]
Brighness Adjustment [−10%, 10%]
Contrast Adjustment [−10%, 10%]
Gamma Correction [0.9, 1.1]
Re-compression [50%, 100%]
operational ranges for creating the controlled data set. We performed the near-duplicate
generation process using the algorithms implemented in the ImageMagick Library3.
The experiments have two parts: first, we analyze the effects of choosing different
values for the parameter γAOB (threshold calculation), and the value of the parameter k
(amount of noise to be introduced in all variations of the dissimilarity matrix). Second, we
evaluated the robustness of the approaches proposed in this work in a controlled scenario.
For the tests using the OB algorithm, we consider a black-box implementation4 that




3.3.3 First part: calculation of parameters γAOB and k
The experiments described in this section were performed using the Training Dataset
previously described. To find the value of parameter γAOB, we studied the behavior of AOB
using Algorithm 1, varying the thresholds in the interval [µAOB − 2σAOB, µAOB + 2σAOB],
separated by steps of 0.1. From this experiment, we defined τAOB = µAOB + (2 × σAOB),
and, as a consequence, γAOB = 2.
The parameter k used to add noise in the dissimilarity matrices were chosen according
to the formula described in Section 3.2.1. The parameter k was tested in the interval
[1%, 10%], separated by steps of 0.5%. The best results were achieved for k = 1.5% of the
σM value (recall that σM is the standard deviation of the input dissimilarity matrix).
3.3.4 Second part: validation in a controlled scenario
In the second part of the experiments, we analyzed the robustness of AOK, AOB, and E-
AOB in two rounds: (a) using each method separately and (b) their possible combinations
C = {AOK × AOB, AOK × E-AOB, AOB × E-AOB, AOK × AOB × E-AOK} for
Datasets A and B.
To directly compare the algorithms, the error variation ∆error was calculated with
respect to each metric (roots, edges, leaves and ancestry), using the same equation







where M1 represents the method being evaluated in comparison to method M2. For
instance, in Table 3.2, in the column ∆error(E-AOB, AOK), M1 represents E-AOB,
M2 represents AOK, and each of the columns Roots, Edges, Leaves and Ancestry
represents the results for ∆errorroots, ∆erroredges, ∆errorleaves, and ∆errorancestry,
respectively.
A ∆error < 0 value means that algorithm M1 outperformed M2, being able to reduce
the error. Table 3.2 compares the methods AOB and E-AOB against AOK, with E-AOB
algorithm outperforming the other two methods in both datasets, A and B, regardless of
the number of trees in the forest. On average, E-AOB algorithm reduces the error for
finding the roots in 41% for the metric roots, 7% for edges, 10% for leaves and 11% for
ancestry in dataset A. For dataset B, the average of the error reduction is approximately
20% for the metrics roots, leaves and ancestry, and 18% for edges.
A Wilcoxon signed-rank test was performed for all metrics in dataset B, comparing
(i) AOK with AOB, and (ii) AOK with E-AOB. In Table 3.2, the results for this test
are described in its last row, with the blue dots indicating that the difference among
the results are statistically significant, at 95% confidence level, in favor of AOB or E-
AOB, while the red crosses represent statistical difference in favor of the baseline AOK.
In case (i), a statistical difference in favor of AOK was found for metric roots in the OC
scenario, and for metrics roots and ancestry in the MC scenario. These results show that
AOB is only able to improve the results of AOK regarding the metrics edges and leaves.
On the other hand, when comparing AOK and E-AOB (Scenario ii), all differences are
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Table 3.2: Comparison among AOK [22] and the variations of AOB algorithm
(a) Semantically similar images from the scenario using a single camera (OC)
AOK AOB E-AOB ∆error (E-AOB, AOK)
Dataset A
|F | Roots Edges Leaves Ancestry Roots Edges Leaves Ancestry Roots Edges Leaves Ancestry Roots Edges Leaves Ancestry
2 0.834 0.788 0.818 0.740 0.842 0.805 0.834 0.755 0.911 0.809 0.839 0.773 -46.60% -9.80% -11.50% -12.60%
3 0.882 0.823 0.827 0.798 0.898 0.833 0.842 0.814 0.938 0.838 0.847 0.829 -47.40% -8.20% -11.70% -15.50%
4 0.870 0.831 0.820 0.826 0.861 0.835 0.827 0.828 0.914 0.839 0.833 0.843 -33.80% -4.70% -6.80% -10.00%
5 0.883 0.780 0.812 0.762 0.887 0.788 0.824 0.778 0.930 0.791 0.829 0.787 -39.80% -5.10% -8.60% -10.70%
Dataset B
|F | Roots Edges Leaves Ancestry Roots Edges Leaves Ancestry Roots Edges Leaves Ancestry Roots Edges Leaves Ancestry
2 0.803 0.852 0.838 0.806 0.786 0.865 0.857 0.822 0.833 0.872 0.864 0.841 -15.44% -14.02% -16.26% -17.80%
3 0.850 0.874 0.856 0.845 0.808 0.887 0.882 0.852 0.885 0.896 0.891 0.879 -23.17% -17.52% -24.16% -21.60%
4 0.854 0.878 0.859 0.848 0.799 0.893 0.886 0.856 0.892 0.903 0.897 0.884 -25.85% -20.51% -26.62% -24.00%
5 0.854 0.879 0.859 0.844 0.768 0.892 0.884 0.843 0.889 0.903 0.896 0.878 -23.91% -20.14% -26.27% -21.74%
6 0.849 0.880 0.859 0.842 0.760 0.893 0.881 0.839 0.879 0.904 0.894 0.872 -20.29% -20.11% -24.53% -19.22%
7 0.832 0.880 0.856 0.830 0.750 0.894 0.878 0.833 0.868 0.905 0.891 0.864 -21.49% -20.84% -24.40% -20.31%
8 0.799 0.883 0.856 0.817 0.723 0.899 0.880 0.824 0.841 0.910 0.894 0.855 -20.84% -22.81% -26.16% -20.87%
9 0.778 0.884 0.856 0.802 0.704 0.899 0.879 0.810 0.822 0.910 0.892 0.840 -19.58% -22.36% -25.51% -19.28%
10 0.755 0.883 0.854 0.784 0.682 0.898 0.877 0.793 0.802 0.908 0.890 0.823 -19.12% -21.30% -24.31% -18.20%
Wilcoxon × • • • • • • •
(b) Semantically similar images from the scenario using multiple cameras (MC)
AOK AOB E-AOB ∆error (E-AOB, AOK)
Dataset A
|F | Roots Edges Leaves Ancestry Roots Edges Leaves Ancestry Roots Edges Leaves Ancestry Roots Edges Leaves Ancestry
2 0.830 0.787 0.817 0.739 0.837 0.805 0.833 0.755 0.908 0.809 0.839 0.773 -45.80% -10.30% -12.00% -12.80%
3 0.883 0.822 0.822 0.801 0.873 0.831 0.837 0.811 0.936 0.837 0.845 0.832 -45.00% -8.60% -12.70% -15.80%
4 0.887 0.830 0.817 0.833 0.835 0.830 0.822 0.821 0.925 0.838 0.832 0.846 -34.00% -4.70% -8.10% -8.30%
5 0.898 0.782 0.814 0.775 0.868 0.786 0.824 0.777 0.937 0.791 0.831 0.794 -38.30% -4.30% -9.10% -8.30%
Dataset B
|F | Roots Edges Leaves Ancestry Roots Edges Leaves Ancestry Roots Edges Leaves Ancestry Roots Edges Leaves Ancestry
2 0.810 0.859 0.838 0.818 0.765 0.865 0.848 0.819 0.830 0.875 0.856 0.844 -10.42% -11.03% -11.19% -14.69%
3 0.854 0.874 0.852 0.843 0.782 0.879 0.863 0.840 0.876 0.891 0.875 0.872 -14.93% -13.46% -15.24% -18.75%
4 0.872 0.878 0.854 0.855 0.781 0.883 0.863 0.850 0.890 0.896 0.876 0.884 -14.53% -14.48% -15.14% -20.19%
5 0.882 0.877 0.853 0.856 0.776 0.884 0.867 0.849 0.903 0.897 0.879 0.887 -17.63% -16.89% -18.11% -21.07%
6 0.895 0.877 0.854 0.863 0.772 0.885 0.866 0.852 0.911 0.898 0.880 0.890 -15.47% -17.69% -18.19% -19.61%
7 0.897 0.880 0.855 0.867 0.778 0.889 0.868 0.859 0.917 0.903 0.883 0.896 -19.53% -18.79% -19.33% -22.32%
8 0.900 0.886 0.856 0.872 0.785 0.895 0.871 0.866 0.922 0.908 0.886 0.901 -22.59% -19.73% -20.85% -23.16%
9 0.893 0.887 0.860 0.867 0.774 0.897 0.874 0.860 0.915 0.909 0.889 0.896 -20.58% -19.43% -20.77% -21.28%
10 0.885 0.888 0.862 0.859 0.768 0.896 0.875 0.852 0.909 0.908 0.889 0.886 -20.48% -18.27% -19.42% -19.24%
Wilcoxon × • • × • • • •
statistically significant in favor of E-AOB, confirming this method has better performance
than the AOK method.
Using as baseline the results presented in Table 3.2, better results for the fusion
approach were found for the combination (AOK × AOB × E-AOB). Although the
combination using only AOK and E-AOB seems to be a better choice, the results of
this fusion presented lower results compared to the one using the three methods together.
In the experiments, we noticed that the AOB method is important in the fusion
approach, mainly because the dissimilarity calculation is not perfect. For instance, in
some cases, the dissimilarity between a pair of images may be exchanged: node A is
the real parent of node B, but the dissimilarity d(B,A) < d(A,B). This will lead AOK
to choose the wrong direction between these images, since it follows a greedy heuristic.
Complementarily, by taking into account all dissimilarities, AOB may choose the correct
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Table 3.3: Results for Fusion (AOK × AOB × E-AOB) and the ∆error in comparison
to AOK and E-AOB.
(a) Semantically similar images from the scenario using a single camera (OC)
Fusion (AOK × AOB × E-AOB) ∆error (Fusion, AOK) ∆error (Fusion, E-AOB)
Dataset A
|F | Roots Edges Leaves Ancestry Roots Edges Leaves Ancestry Roots Edges Leaves Ancestry
2 0.917 0.811 0.841 0.777 -50.25% -10.83% -12.52% -14.22% -6.89% -1.09% -1.11% -1.86%
3 0.943 0.840 0.85 0.833 -52.03% -9.75% -13.60% -17.42% -8.75% -1.67% -2.16% -2.28%
4 0.926 0.843 0.838 0.848 -43.32% -6.98% -10.09% -12.84% -14.31% -2.38% -3.49% -3.16%
5 0.932 0.794 0.831 0.789 -42.23% -6.20% -9.97% -11.60% -3.97% -1.18% -1.46% -1.06%
Dataset B
|F | Roots Edges Leaves Ancestry Roots Edges Leaves Ancestry Roots Edges Leaves Ancestry
2 0.867 0.884 0.879 0.862 -32.34% -22.02% -25.61% -28.64% -19.99% -9.31% -11.17% -13.18%
3 0.900 0.900 0.896 0.886 -33.08% -21.03% -27.74% -26.15% -12.90% -4.25% -4.71% -5.81%
4 0.901 0.905 0.898 0.889 -32.19% -22.25% -27.83% -26.82% -8.55% -2.19% -1.65% -3.70%
5 0.893 0.905 0.897 0.879 -26.25% -21.61% -26.84% -22.20% -3.07% -1.84% -0.78% -0.60%
6 0.883 0.905 0.894 0.873 -22.45% -20.89% -24.73% -19.83% -2.71% -0.97% -0.27% -0.75%
7 0.870 0.906 0.892 0.865 -22.88% -21.59% -24.78% -20.86% -1.77% -0.95% -0.51% -0.70%
8 0.837 0.911 0.894 0.853 -18.95% -23.59% -26.40% -19.68% 2.38% -1.02% -0.33% 1.50%
9 0.818 0.911 0.893 0.838 -18.00% -23.41% -26.07% -18.29% 1.96% -1.36% -0.76% 1.23%
10 0.796 0.909 0.890 0.820 -16.62% -22.13% -24.76% -16.62% 3.09% -1.05% -0.59% 1.93%
Wilcoxon • • • • − • • −
(b) Semantically similar images from the scenario using multiple cameras (MC)
Fusion (AOK × AOB × E-AOB) ∆error (Fusion, AOK) ∆error (Fusion, E-AOB)
Dataset A
|F | Roots Edges Leaves Ancestry Roots Edges Leaves Ancestry Roots Edges Leaves Ancestry
2 0.916 0.810 0.840 0.778 -50.90% -10.97% -12.83% -14.70% -9.35% -0.70% -0.96% -2.15%
3 0.944 0.840 0.848 0.837 -52.24% -10.34% -14.34% -18.23% -13.13% -1.86% -1.87% -2.86%
4 0.932 0.841 0.835 0.851 -40.42% -6.62% -10.16% -10.97% -9.77% -2.01% -2.21% -2.96%
5 0.943 0.793 0.833 0.798 -43.95% -5.23% -10.21% -10.20% -9.16% -0.98% -1.26% -2.09%
Dataset B
|F | Roots Edges Leaves Ancestry Roots Edges Leaves Ancestry Roots Edges Leaves Ancestry
2 0.871 0.889 0.871 0.869 -32.12% -21.24% -20.20% -28.25% -24.23% -11.48% -10.15% -15.90%
3 0.900 0.898 0.88 0.884 -31.52% -18.45% -18.89% -26.08% -19.51% -5.77% -4.30% -9.02%
4 0.905 0.899 0.879 0.891 -25.81% -17.50% -17.63% -24.48% -13.21% -3.52% -2.93% -5.38%
5 0.916 0.900 0.882 0.891 -28.84% -18.82% -19.94% -24.20% -13.61% -2.32% -2.24% -3.96%
6 0.921 0.901 0.883 0.895 -25.00% -19.65% -19.82% -22.78% -11.27% -2.37% -1.99% -3.94%
7 0.928 0.905 0.885 0.900 -30.30% -20.38% -20.39% -25.20% -13.38% -1.95% -1.32% -3.71%
8 0.931 0.910 0.888 0.904 -31.63% -21.05% -22.02% -25.45% -11.68% -1.65% -1.48% -2.98%
9 0.926 0.911 0.891 0.900 -31.10% -21.00% -22.22% -24.34% -13.24% -1.95% -1.83% -3.89%
10 0.917 0.910 0.891 0.890 -28.03% -19.68% -20.96% -21.53% -9.50% -1.72% -1.91% -2.84%
Wilcoxon • • • • • • • •
direction for some of these cases. With the re-execution performed by E-AOB (on each
tree separately), some edges may change their direction to obtain the optimum branching.
In some cases, E-AOB chooses edges that AOK also chooses erroneously. Therefore, in
the fusion (AOK × E-AOB), since we take into account only the votes of both methods, if
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both of them have a large number of votes for some wrong edge, it will lead to the wrong
result. However, when we include the votes from AOB, combined to the votes correctly
obtained by E-AOB, we may be able to keep the right edge direction. If the dissimilarity
calculation can be further improved, there is a possibility that the fusion AOK × E-AOB
may present better results than the fusion of AOK × AOB × E-AOB. Improvements on
this dissimilarity calculation is not included herein, but it is a challenge to be addressed
by future research of the community. Results for the fusions (AOK × AOB), (AOK ×
E-AOB), and (AOB × E-AOB), can be found in the Appendix A.
Table 3.3 shows the results for the fusion (AOK × AOB × E-AOB) and the error
variation in comparison to AOK and to the current best performing algorithm, E-AOB.
In this fusion, the OC scenario had lower performance only in Dataset B, introducing more
error for metrics roots and ancestry when the forest has more than eight trees. However,
after running a Wilcoxon signed-rank test for these results, no statistical difference was
found among them (represented by the green dashes in the last row of the table). For
the other metrics in OC, and all metrics in the MC scenario, differences are statistically
significant at 95% confidence level in favor of the fusion approach.
The charts in Figure 3.5 depict a comparison among the performance of all methods
described in Table 3.2 and the fusion. The metrics root and ancestry are the ones featured
in these graphics because they are usually the most important in a forensic scenario. For
instance, roots are important to find the source of the illegal activity, and with the ancestry
relationship, we can trace back the users involved in the chain of transformations. In the
Figure 3.5, it becomes clear the improvement obtained with E-AOB and the fusion in
comparison to AOK and AOB.
Additionally, Figure 3.6 shows a comparison of the error reduction (−∆error) between
methods E-AOB and the fusion AOK × AOB × E-AOB, in comparison to AOK, described
in Table 3.3. A closer analysis of the results shows that the MC scenario has better
performance than OC. In a forensic scenario, this is advantageous since, in most of the
cases, more than one user may be producing and spreading some illegal content from
the same scene, and using different cameras. In this case, it is important to find enough
evidence to frame all users involved in the illegal activity (e.g., cases of child pornography).
Furthermore, the MC case is also more common in other scenarios. Consider, for instance,
that we want to find all images related to a certain topic. In this case, the images will
come from different photographers and higher are the chances they will be using different
cameras. Therefore, the correct identification and separation of each group of images
plays an important role.
Regarding the methods’ running time, the biggest bottleneck corresponds to the
dissimilarity calculation, as reconstructing the forest and performing the fusion is much
faster. Considering a forest with 100 semantically-similar images, the dissimilarity
function step spends 38.31 minutes, on average, for all cases. On the other hand, the time
to perform the fusion of three methods (including the time spent in 100 perturbations of
each method, the votes counting, and the final execution of the fusion) takes, on average,
0.478 seconds. Tables 3.4 and 3.5 detail the running time for all forest sizes. These
experiments were performed in a machine with processor Intel Xeon E5645, 2.40GHz,
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(d) Metric: Ancestry (MC)
Figure 3.5: Comparison among the proposed approaches for scenarios with a single camera
(OC) and with multiple cameras (MC), featuring the metrics roots and ancestry.
Table 3.4: Average time (minutes) for the dissimilarity calculation and the forest
reconstruction (single execution).
|F | Dissimilarity AOK AOB E-AOB
2 1.77 0.2 ×10−5 30.6 ×10−5 55.4 ×10−5
3 4.28 0.5 ×10−5 46.2 ×10−5 76.7 ×10−5
4 6.45 0.9 ×10−5 57.7 ×10−5 108.6 ×10−5
5 10.23 1.5 ×10−5 77.9 ×10−5 136.1 ×10−5
6 18.40 2.3 ×10−5 95.6 ×10−5 170.7 ×10−5
7 23.12 3.1 ×10−5 117.7 ×10−5 200.6 ×10−5
8 24.42 3.9 ×10−5 140.2 ×10−5 234.7 ×10−5
9 32.13 5.4 ×10−5 164.2 ×10−5 272.5 ×10−5
10 38.31 6.3 ×10−5 191.9 ×10−5 312.7 ×10−5






































































(d) Metric: Ancestry (MC)
Figure 3.6: Comparison among the error reduction (−∆error) of methods E-AOB and
the Fusion (AOK × AOB × E-AOB) in comparison to AOK, for the metrics roots and
ancestry. In (a) and (b), the graphs represent the scenario with images from a single
camera (OC), while (c) and (d) show the results for images from the multiple camera
(MC) scenario.
Finally, to ensure reproducibility of all experiments, all datasets used in
the experiments and the entire source code are freely available. The datasets
are registered on the address: http://figshare.com/articles/Image_Phylogeny_
Forests_Reconstruction/1012816 under the accession number http://dx.doi.org/
10.6084/m9.figshare.1012816. The source-code and documentation are available in a
public repository in the following address: http://repo.recod.ic.unicamp.br/public/
projects.
3.4 Publication
The main findings of the research presented in this chapter resulted in one publication.
• F. O. Costa, M. Oikawa, Z. Dias, S. Goldenstein and A. Rocha; Image
phylogeny forests reconstruction. IEEE Transaction on Information Forensics and
Security (TIFS), v. 9, n. 10, p. 1533-1546, 2014. [15]
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Table 3.5: Average time (milliseconds) considering 100 executions to perform the Fusion
(AOK × AOB × E-AOB).
|F | AOK AOB E-AOB Votes Fusion Total
2 0.30 18.44 33.78 16.99 17.87 87.38
3 0.55 27.53 48.47 22.41 26.73 125.69
4 0.87 37.11 66.10 27.43 35.79 167.30
5 1.28 47.64 81.12 35.34 46.52 211.91
6 1.77 59.14 100.55 40.95 56.77 259.17
7 2.32 72.92 123.14 47.23 68.90 314.51
8 2.94 79.80 143.51 53.56 80.40 360.20
9 3.63 100.08 164.21 63.09 92.32 423.32
10 4.65 115.9 183.41 64.46 109.35 477.77
Chapter 4
New dissimilarity measures for Image
Phylogeny Forest Reconstruction
Although the field of Image Phylogeny has been developing significantly over the past
years, thus far researchers mainly focused on proposing different phylogeny reconstruction
approaches [15, 19, 20, 22–25] often using a standard methodology for dissimilarity
calculation as originally proposed in [25]. This dissimilarity calculation involves the
estimation of the transformations that map a source image onto a target image, followed
by their comparison in a point-wise fashion. As the estimation of transformations is not
exact, the point-wise comparison method L (Equation 2.1) is strongly affected by artifacts
generated in these processes (Sections 2.2.1 and 3.2.1). Given that the dissimilarity
calculation directly affects the result of the final phylogeny reconstruction [25], the
definition of reliable dissimilarity measure is paramount for the image phylogeny research
field.
Aiming at solving those problems and increasing the quality of the phylogeny
reconstruction, in this chapter, we introduce new methods to perform the dissimilarity
calculation between images for the phylogeny reconstruction process. Firstly, we employ
a histogram-based method to match color histograms between two near-duplicate images,
better capturing possible color differences between them. Secondly, we develop a new
comparison metric working on image gradients, rather than directly on the pixel domain,
and, finally, we use the mutual information to compare them. The new comparison metrics
aim at better tackling possible image misalignments during the mapping process of one
image onto another’s domain.
4.1 New Dissimilarity Calculation Techniques
As described in Section 2.2.1, the estimation of the transformation T , parameterized by−→
β used to map an image Isrc onto an image Itgt’s domain follows a three-step method
generating I ′s = T−→β (Isrc): geometric matching, color matching and compression matching.
Then, a comparison between the estimated I ′src = T−→β (Isrc) and Itgt is performed point-
wise. This point-wise comparison is usually performed using MSE calculation.
Differently from this standard dissimilarity pipeline, here we propose improvements
52
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for the dissimilarity calculation process. For that, we propose the replacement of the color
matching step, which was not very accurate, and also the metric used for performing the
comparison between two images. We now turn our attention to these new approaches for
improving the dissimilarity calculation.
4.1.1 Histogram Color Matching
The second step of the transformation estimation T (after geometric matching) consists
of mapping the color space of the source image Isrc onto the target’s image Itgt color
space. Previous work on image phylogeny [15,19,22,23,47] performed the color matching
between two images by normalizing each color channel of Isrc by the mean and standard
deviation of the Itgt’s corresponding channel [58]. This method, although simplistic, works
reasonably well when the color changes are minor. However, it leads to some problems
when the transformations applied to the image when generating a child are stronger,
specially in the case of contrast changes, gamma correction, or non-linear color mappings,
which affect the distribution of pixel intensities throughout the image.
For a better color matching step, we propose to use a histogram matching
technique [31]. This technique transforms the source image colors in such a way that
their distribution acquires a form closer to the color distribution of the target image, by
using the target image’s color distribution information. Figure 4.1 shows two examples
of color matching algorithms.
To match the histograms of two images Isrc and Itgt, we compute their histograms,
Hsrc and Htgt and compute their Cumulative Distribution Function (CDF) [43]. For a




, 0 ≤ i < L (4.1)
where n is the number of pixels in the image and ni is the number of pixels of gray value





With CIsrc and CItgt , the CDFs for Isrc and Itgt, respectively, we find a transformation
M that maps CIsrc onto CItgt . For each gray level i of Isrc, we find the gray level j of Itgt
whose CItgt(j) is the closest in CItgt to CIsrc(i). Once the mapping is found, each pixel
with gray level i in Isrc has its value replaced by j.
We treat each color channel of these images independently, matching their histograms
individually. Figure 4.2 ilustrate the histogram matching process.
4.1.2 Gradient Comparison
Image gradients describe the value and direction of pixel intensity variation. They can
be used to extract different information about the image, such as texture and location of
edges. Here we filter an image by using a convolution with a Sobel [63] kernel for gradient
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esult: Mean/STD maching Result: Histogram maching
Figure 4.1: Matching the colors of the source image according to the color of the target
image. The result of the color matching algorithm based on mean and standard deviation
normalization [58] presents undesired artifacts that cannot be simply neglected, as can be
noted in the marked regions of the picture. This problem is diminished when we perform
a better color matching through histogram analysis.
estimation [31]. The convolution of an image I(x, y) with an m×n kernel K(x, y) is given
by:





K(i, j)I(x− i, y − j) (4.3)
where ‘∗’ denotes the convolution operator. This equation is evaluated for all values of
displacement variables x and y [31].
As contrast enhancement and color transformations are often used when creating
near duplicates, directly affecting the gradients of the image, this becomes an important
information to add to the dissimilarity calculation. By comparing the gradients of a
transformed image I ′src and Itgt, it is possible to compare both the intensity values
(encoded in the gradient), as well as their variation throughout the image.
While the image comparison metric L stays the same (i.e., Minimum Square Error),
we first compute the gradients in the horizontal and vertical directions, by convolving
the images to be compared with the 3× 3 Sobel kernels Sh (horizontal direction) and Sv
(vertical direction)1. The R, G and B channels of I ′src and Itgt are treated separately
1In our experiments, we have used the 3× 3 Sobel kernel. We performed some exploratory tests with
other kernel sizes (e.g., 3× 3, 5× 5 and 7× 7) but their performance was similar for the problem herein.
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Result of historgram matching
(c)
Figure 4.2: Histogram matching process. a) The histogram of the images Isrc and Itgt;
b) The Cumulative Distribution Function of the two histograms. The values of CIsrc are
mapped to CItgt ; c) The resultant histogram of Isrc after mapping it to the domain of Itgt.
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resulting in a total of six gradient images (two directions per color channel). The image
comparison metric L is applied to each respective pair of gradient images of I ′src and Itgt,
and the mean of the six values obtained in each position is taken as the final dissimilarity
value.
4.1.3 Mutual Information Comparison
In Information Theory, mutual information (MI) is a measure of statistical dependency
of two random variables, which represents the amount of information that one random
variable contains about the other [62]. The mutual information between two random
variables X and Y is given by:
MI(X, Y ) = H(Y )−H(Y |X) = H(X)−H(X|Y ), (4.4)
where H(X) = −Ex[log(P (X))] is the entropy (i.e., the expected value of the information
associated to a random variable) of X and P (X) is the probability distribution of X. In












where p(x, y) is the joint Probability Distribution Function (PDF) [43] of X and Y , and









MI has been widely employed in several image applications such as gender
identification [65], multi-modal data fusion [7], feature selection [2], and in image
registration problems [44,68] as a similarity measure (or cost function) to maximize when
aligning two images (or volumes).
ApplyingMI to images means that the two random variables are the image X = I ′src
and the image Y = Itgt and x and y are the values of two pixels belonging to I ′src and
Itgt, respectively. Thus, p(x, y) is the joint PDF of the images I ′src and Itgt, evaluated
for the values (x, y), where x, y ∈ [0 . . . 255].
Clearly, the previous definitions involve the knowledge of the PDFs of pixels and,
in particular, the joint PDF p(x, y), from which it is easy to obtain p(x) and p(y) by
marginalization (Equations 4.6 and 4.7). In general, such joint PDF is not known a
priori, and needs to be estimated. Several methods [8] have been conceived to estimate
the PDF of one or more random variables from a finite set of observations, such as the















































Figure 4.3: Bi-dimensional representation of two joint histograms. White pixels mean zero
values while the other pixels represent values greater than zero (the images were inverted
for viewing purposes). (a) Joint histogram of two (gray-scale) images perfectly aligned.
(b) Joint histogram of two slightly misaligned images. Note that perfect alignment is
nearly impossible unless the images are equal.
where h(x, y) is the joint histogram of the images X and Y , namely the number of
occurrences for each couple of gray level values (x, y), evaluated on the same (i, j)
position on both images. MI has the following property: given two images I ′src and
Itgt, MI(I ′src, Itgt) is bounded as
0 ≤MI(I ′src, Itgt) ≤ min(H(I ′src), H(Itgt)). (4.9)
It can be demonstrated thatMI is maximum when the two images are completely aligned
(in terms of geometrical, color and compression transformation). Figure 4.3(a) shows a
perfectly aligned case. If we assume a perfect transformation T−→
β
that maps an image
Isrc onto an image Itgt’s domain, the mutual informationMI(T−→β (Isrc), Itgt) is maximum.
However, since each transformation is not completely reversible, if we apply the inverse
transformation T−1−→
β
to Itgt to obtain Isrc, their joint histogram is similar to Figure 4.3(b).
4.1.4 Gradient Estimation and Mutual Information Combined
The Gradient and Mutual Information comparison, presented in Sections 4.1.2 and 4.1.3,
respectively, can be further combined into a single form of computing the dissimilarity
value between two images. First, we calculate the gradient of the images I ′src and Itgt
as we described in Section 4.1.2. Afterwards, we compare each correspondent gradient of
both images with mutual information, instead of using the image comparison metric L
based on the standard Minimum Square Error. The final dissimilarity is the average of
mutual information values for each gradient image.
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With this approach, we aim at better capturing the information about variation in
certain directions of the image (gradient information), as well as at seeking to avoid effects
caused by slight misalignments during the mapping (mutual information estimation). This
method also takes into consideration the amount of texture information preserved between
two near duplicates for calculating the dissimilarity.
Unfortunately, the combined method slightly increases the computational cost of the
dissimilarity calculation, given that we need to estimate the mutual information six times
after the gradient calculation. However, this method yields better reconstruction results
as we shall discuss in Section 4.3. Finally, these two methods can also be combined with
a better color matching approach (c.f., Section 4.1.1) further improving the dissimilarity
calculation between pairs of images.
4.2 Experimental Setup
In this section, we discuss the evaluation setup and the used datasets and metrics for
validating the methods discussed in this chapter.
Dataset: For validation, we employed the freely available image dataset introduced
by Costa et al. [15] and discussed on Section 3.3.2. The Training Dataset (for defining
the parameter γE-AOB) and the Dataset B are considered herein. As previous described,
Dataset B comprises cases for One Camera and Multiple Cameras scenarios, considering
||F|| = 1..10 and generating 2000 test cases for each forest size, finishing with 2×2, 000×
10 = 40, 000 test cases. As we evaluate each dissimilarity measure and each color matching
approach, in this dataset, the final number of test cases is 320,000.
Phylogeny reconstruction: As the actual phylogeny reconstruction is not a focus
herein, after estimating the dissimilarity matrix, we apply an algorithm for reconstructing
the phylogeny forest. For that, we use the Extended Automatic Optimum Branching
(E-AOB) algorithm described in Section 3.1.2. The parameter γE-AOB as defined in
Section 3.3.3, was found considering the training dataset and each one of the proposed
dissimilarity measures. From these experiments, we also defined τAOB = µAOB + (2.0 ×
σAOB), and as a consequence, γE-AOB = 2.0.
Evaluation metrics: For a better assessment of the proposed methods, we consider
scenarios in which the ground truth is available. We used the evaluation metrics introduced
by Dias et al. [22] to evaluate the proposed approach: Roots, Edges, Leaves and Ancestry,
described in Section 3.3.1.
Real cases: We also performed experiments and qualitative analysis considering two
real datasets available in the literature.
• The Situation Room [22]: It comprises an image taken on May 1st, 2011, by
the White House photographer Peter Souza and its variants, collected from the
Internet. We performed the dissimilarity matrix calculation and the phylogeny
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reconstruction considering 98 near-duplicate images collected through Google
Images2 and manually classified them in different groups considering (a) cases of
inserting the Italian soccer player Mario Balotelli, (b) text overlay, (c) watermarking,
(d) face swapping, (e) insertion of a joystick, (g) hats, and (n) changes in the image
size without splicing operations.
• The Ellen DeGeneres’ selfie [52]: this dataset comprises near-duplicate images
related to the selfie taken by the TV host Ellen DeGeneres and some famous actors
on March 2nd, 2014, during the 86th Academy Awards. The original image became
viral after it was published on her Twitter account. Since then, it has been copied,
modified and republished several times, with cases of text overlay, insertion of other
people and animals in the picture and face swap. The dataset has 44 pictures from
the internet and it is divided in five groups:
(a) Edited versions of the original image posted at DeGeneres’ Twitter account
(@TheEllenShow3);
(b) The moment that the picture has been taken but from a different point of view
(another camera);
(c) Group similar to group (b), but with small differences on the posture of the
people in the picture;
(d) Similar to groups (b) and (c), but with small differences on the facial expression
and posture of the people;
(e) The moment before the acquisition of the selfie when the artists were still
gathering for taking the picture.
4.3 Results and discussion
In this section, we show the performed experiments to compare the proposed methods with
the state-of-the-art MSE method, which has been the “de facto” dissimilarity calculation
method thus far for image phylogeny [15,19,22–25]. We analyze the impacts of calculating
the dissimilarities using image gradients instead of image intensities, the replacement
of the standard point-wise comparison metric minimum squared error with a mutual
information dissimilarity calculation, and the incorporation of color matching for better
representing the mapping of a source image onto a target image before actually calculating
the dissimilarity.
4.3.1 Quantitative Experiments
Figures 4.4 and 4.5 depicts the results for the different approaches considered herein for
calculating the dissimilarities for OC and MC scenarios, respectively. In all cases, the




procedure discussed in the beginning of Section 2.2.1. The phylogeny reconstruction part
uses the E-AOB algorithm for all methods, regarded as the state of the art in the literature
for the reconstruction part [15, 19].
The baseline dissimilarity calculation considered is the MSE, the state of the art, which
compares two images point-wise using the pixel intensities. The proposed modifications
are:
1. Gradient estimation (GRAD), which still compares the images point-wise but using
image gradients instead of pixel intensities (Section 4.1.2);
2. Mutual information (MINF), which replaces the point-wise comparison using
pixel intensities with the mutual information calculation of pixel intensities
(Section 4.1.3);;
3. Gradient estimation plus comparison with mutual information (GRMI),
incorporating the calculus of dissimilarities using mutual information of image
gradients (Section 4.1.4); and, finally,
4. Histogram color matching plus gradient estimation with mutual information
(HGMI), extending upon GRMI to incorporate a better color matching before
comparison.
First of all, the dissimilarity calculation does not benefit directly from the replacement
of point-wise pixel intensity comparison by a point-wise comparison of image gradients,
as the results show MSE outperforming GRAD for OC and MC scenarios. The gradient
itself only captures directional variations and small misalignments when comparing two
gradient images affect the results more than when comparing the images through pixel
intensities.
If we change the point-wise comparison method to mutual information but still use the
pixel intensities, we have MINF outperforming MSE for the MC case. With MINF, small
misalignments are not as important as for the GRAD case. One interesting behavior,
however, is the improved performance for the OC case (Root and Ancestry metrics). In
the OC case, as all of the images come from the same camera, the color matching for
such images should be more refined than just the mapping using the mean and standard
deviation to differentiate an image and its descendant. A point-wise comparison, in this
case, is more effective for small differences (MSE method).
The results improve when combining the gradient calculation with mutual information
(GRMI). The first reason is that, by not comparing the pixel intensities directly, the
color information artifacts are not as strong. Second, the comparison is not done in a
point-wise fashion but rather, in a probability distribution-like form, better capturing
the different variations of the gradient images as well as accounting for possible small
misalignments. Finally, the combination of the histogram color matching technique with
gradient estimation and mutual information yields the final method HGMI, which solves
the former color matching problem when using MINF. As we can see, HGMI outperforms
the MSE baseline for all cases. With HGMI, we can reduce the dissimilarity errors
by better matching the color transformations involved in the process of near-duplicate
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Figure 4.4: Results of forest reconstruction in the one camera (OC) scenario, considering
the metrics Roots, Edges, Leaves and Ancestry.
generation, by comparing the images using gradients instead of pixel intensities and in a
distribution-like form instead of a point-wise one.
The other possible combinations of the methods discussed herein are presented on
Appendix B. Note that none of them is more effective than the ones presented and
discussed in Figures 4.4 and 4.5.
4.3.2 Efficiency
In addition to comparing different methods in terms of effectiveness, it is also worth
assessing the efficiency of the different methods described in Section 4.3.1. For that,
all the experiments reported in this chapter were performed in a machine with an Intel
Xeon E5645 processor, 2.40GHz, 16GB of memory, and running Ubuntu 12.04.5 LTS. The
source code was implemented using the OpenCV library, version 2.4.10.
To compare a pair of typical images (each with about one megapixel), including the
time to register both images and performing the comparison in both directions (I ′i → Ij
and I ′j → Ii), MSE takes about 0.6s, GRAD takes 0.8s, and MINF takes 0.7s. The best
performing methods GRMI and HGMI take both about 1.7s. However, all methods can
CHAPTER 4 62
































































































Figure 4.5: Results of forest reconstruction in the multiple cameras (MC) scenario,
considering the metrics Roots, Edges, Leaves and Ancestry.
be optimized to compensate their additional computational requirement using GPUs and
parallel computing.
Registration efficiency
Although the efficiency of the dissimilarity calculation is not the primary focus of this
work, we can also optimize the dissimilarity calculation process by selecting, for instance, a
faster keypoint detector and descriptor for the registration step. Taking this into account,
we performed a performance test comparing two descriptor extractors: SURF (that was
used in this work and has been the standard in image phylogeny solutions thus far) and
ORB (Oriented Fast and Rotated BRIEF ), a binary descriptor extractor based on the
Harris corner detector [60].
For the performance test, we considered 50 toy examples, comprising trees with
10 nodes each. We evaluate, for these examples, the time (in seconds) of each step
of the dissimilarity calculation process. Table 4.1 shows the time spent by each step
of the dissimilarity calculation, comparing the descriptor extraction using SURF and
the descriptor extraction made using ORB. For this test, we considered the HGMI
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dissimilarity calculation, which was the best approach presented in Section 4.3.1.
Table 4.1 shows that the ORB descriptor extractor is more efficient than SURF for
finding the keypoints and for describing them. However, its efficiency does not influence
the other steps.
Table 4.1: Time analysis (in seconds) of each step of HGMI dissimilarity calculation,
considering SURF and ORB for the descriptor matching in the registration step.
SURF ORB
Keypoints and descriptors extraction (for each image) 0.831 0.030
Descriptors cross-check matching (for each pair of images) 0.077 0.101
Image registration (Isrc → Itgt) 0.138 0.166
Color and compression matching (Isrc → Itgt) 0.100 0.102
Dissimilarity calculation (Isrc → Itgt) 0.911 0.965
Total execution time (full 10× 10 matrix) 112.790 105.410
To analyze the effectiveness of the phylogeny reconstruction, we used 1,000 samples
of case tests (500 for the OC scenario and 500 for the MC scenario), considering the
HGMI method for dissimilarity calculation and forests with 10 trees. Figure 4.6 shows
the difference in the quality of reconstruction, for all the evaluation metrics, considering
different γE−AOB parameters for the phylogeny forest reconstruction.
Figure 4.6 shows that the registration step using SURF as the descriptor extractor is
better then using ORB. While SURF is invariant to rotation, scale and color changing,
ORB is only invariant to rotation and Gaussian noise. Considering the family of
transformations presented in the datasets, it is natural to expect SURF to outperform
ORB in the registration step and, consequently, in the phylogeny forest reconstruction.
4.3.3 Error Reduction
To directly compare the approaches, we also calculate the error variation, ∆error, with
respect to each metric (roots, edges, leaves and ancestry), using the Equation 3.1.
Figure 4.7 depicts the average error reduction for HGMI when compared to the baseline
MSE. In this case, there is an error reduction of about 45% in the OC scenario and more
than 50% in the MC scenario for all evaluation metrics, clearly showing that the proposed
HGMI dissimilarity measure is remarkably superior to the standard MSE procedure.
A Wilcoxon signed-rank test [69] shows that the best proposed approach, HGMI, is
statistically better than the state-of-the-art MSE method for all cases and metrics, with
95% of confidence and a p-value of 0.002.
4.3.4 Effects of Dissimilarity Errors on the Reconstruction
The dissimilarity errors directly affect the selection of the edges by the E-AOB
reconstruction algorithm, as this process is done by comparing the difference of edge
weights and the standard deviation of edges already selected, considering that the forest
needs to have 90 edges4. However, this event does not happen (on average) for GRAD-
4For cases with n = 100 images, the initial branching has n − 1 = 99 edges. For creating a forest F
where |F| = 10 trees, the number of total edges is n− |F| = 100− 10 = 90.
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Figure 4.6: Phylogeny reconstruction test, considering ORB and SURF for the
reconstruction step.
MC, GRAD-OC and MINF-OC, showing that a wrong number of trees is calculated for
these cases, as Figure 4.8 shows. Note that, for GRMI and HGMI cases, in most of the
cases, a correct number of trees is selected. Specifically for the HGMI case, the correct
size of the forests outperform the baseline (MSE) in approximately 10 percentage points
in the MC scenario and 20 percentage points in the OC scenario.
4.3.5 Qualitative Experiments with Real Cases
We now turn our attention to assessing the behavior of the best performing method
(HGMI) considering two real cases from the internet: The Situation Room [22] and The
Ellen DeGeneres’ selfie [52]
For real cases, the feedback of a forensic expert for evaluating the quality of an
algorithm is essential as there is no ground-truth. In this case, we empirically define
the γ parameter of the E-AOB algorithm for each case (γE−AOB = 2.0 for the case in
The Situation Room and γE−AOB = 0.5 for the case of The Ellen DeGeneres’ selfie).
Figures 4.9 and 4.10 show the reconstructed forests for these cases.
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Figure 4.7: Error reduction: HGMI × MSE.
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Figure 4.8: Average result (%) of correct number of trees calculated by the E-AOB
algorithm, for 2,000 test cases, considering forests with 10 trees.
For The Situation Room scenario, the algorithm correctly identified the image with
ID 0000 (the White House version) as the root of the tree. Furthermore, as we expected,
the result was that all images were grouped under the same tree (with image 0000 as the
root). Although there are some images in wrong groups (sub-trees) in the reconstructed
phylogeny, it is important to note that this dataset is mostly composed by images
generated by splicing operations, which is, in fact, a special case of IPFs (multiple
parenting phylogeny [53]). However, the E-AOB could separate these groups in different
sub-trees with good effectiveness.
Considering the Ellen DeGeneres’ selfie scenario, we have a forest with five trees. The
near duplicates are correctly organized according to their groups. The node a00 is the
picture originally posted at the DeGeneres’ Twitter account, and it was not selected here
as the root of the group. However, the node is only two-edges of distance to the root.
The tree with images a09, a10, a11 and a12 should also be placed as a child of node a00,
but it has a splicing of a cat in the picture, and the algorithm ended up classifying a09
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and a10 as ancestors of a00 and the nodes a11 and a12 as nodes not related to a00.
The nodes a09, a10, a11 and a12 are correctly grouped, since image a09 is actually a
montage also extracted from a Twitter’s official account (@RealGrumpyCat5). The images
a10, a11, and a12 are all variants of this image. The image a03 also should be classified
as a child of a00, but it was separated in a single tree. However, this image was generated
by splicing, in which all the faces in the picture were replaced by DeGeneres’ face. Groups
b, c and d are the hardest to analyze, since there is a subtle difference among them. As we
can see, group d was correctly separated in a different tree. Although the groups b and c
are placed on the same tree, it is possible to note that most of the images that belong to
the same group are together (with the exception of image c01, which is in a single tree).
As mentioned before, the groups b and c are very close, semantically speaking, which can
explain why they are grouped in the same tree. This structure certainly would help the
work of a forensics expert. The group e was also correctly classified in a different tree.
4.4 Publication
The main findings of the research presented in this chapter resulted in one article
submitted to an international journal:
• F. O. Costa, A. Oliveira, P. Ferrara, Z. Dias, S. Goldenstein and A.
Rocha; New Dissimilarity Measures for Image Phylogeny Reconstruction, Springer


















































































































































































































































































































































































































































Misaligned and Compressed Video
Sequences
In this chapter, we deal with the problem of reconstructing the Video Phylogeny Tree
(VPT) associated with a set of videos. Starting from a pool of near-duplicate videos,
we seek to reconstruct the relationship between every video pair. This problem, deeply
studied for images [23, 47, 59], is typically solved in two steps: (i) the calculation of the
dissimilarity between each pair of near-duplicate objects; and (ii) the reconstruction of
the phylogeny tree based on the aforementioned dissimilarity measures [23,25].
Dias et al. [24] proposed an initial approach to deal with the video phylogeny tree
reconstruction problem. However, only temporally coherent videos (i.e., temporally
aligned videos with the same number of frames) were considered. Furthermore, the
authors considered only videos compressed with the same standard and parameters
without explicitly taking into account any other compression scheme in their
reconstruction pipeline. These are somewhat limiting assumptions, since video duplicates
are typically encoded using different coding schemes and parameters and often are
temporally misaligned.
In order to deal with this more challenging setups, we propose a modification to
the pipeline used in [24] for solving the problem of VPT reconstruction. Our algorithm
considers temporal clipping and coding as possible transformations for the generation
of near duplicates, in addition to geometric transformations and brightness/contrast
correction. More specifically, we (i) make use of a video alignment procedure; and (ii) in
the video registration procedure, we explicitly consider that the coding is applied to each
video under analysis; the coding algorithm and parameters are, in general, different for
each video.
5.1 Problem formulation
As described in Section 2.2.1, the dissimilarity between two near duplicates is computed
for each pair of documents, and these values are stored as entries of a matrix. This
70
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dissimilarity matrix can be interpreted as an oriented graph, where each node is an image,
for instance, and the direction of links between two images indicates which one generated
the other. The phylogeny tree can then be reconstructed using a phylogeny reconstruction
algorithm [19, 23]. This reconstructed tree represents the relationship between all near
duplicates, where the root of the tree is the original image (the patient zero), each edge
represents a set of transformations T between two images and leaves are the most modified
duplicates in a given path from the root.
To the best of our knowledge, the only work proposing to reconstruct the video
phylogeny tree (rather than the image phylogeny one) is [24]. Basically, the authors
follow the same pipeline used for images. In this case, the dissimilarity between two
videos Vsrc and Vtgt is calculated for each pair of corresponding frames, assuming that the
videos are temporally coherent. Thus, the authors obtain F dissimilarity matrices, where
F = ||Frames(Vsrc)|| = ||Frames(Vtgt)||, Frames(V) is the set of frames of a video V and
|| · || computes the cardinality. The phylogeny tree is then reconstructed using different
strategies, i.e., merging all the dissimilarity matrices into a single matrix in order to
estimate a single tree, or reconstructing a tree from each dissimilarity matrix and then
merging the trees.
A drawback of the method proposed in [24] is that the authors do not consider the case
of temporally misaligned sequences nor different coding parameters. In a more realistic
scenario, these operations are commonly applied to videos. Indeed, videos are routinely
distributed in compressed format in order to reduce storage space. Moreover, videos
edited by different users and downloaded from web sharing platforms are hardly aligned,
as some frames may have been removed, and no absolute temporal reference is given.
Figure 5.1 depicts an example of the challenges introduced in a real-world scenario.
Given a video sequence VA and some duplicates, it is possible to note that there are no
correspondent frames between the duplicates VB and VC . The duplicates VD, VE, and VF
have correspondent frames with all duplicates and only the duplicate VF has all frames
corresponding exactly with the original video VA. Moreover, each duplicate may have
undergone a different coding step. Therefore, the choice of frames to be compared for
dissimilarity computation is not straightforward, as nothing guarantees the existence of
a subset of correspondent frames contemplating all video sequences. Additionally, each
codec leaves peculiar footprints [4] that, if not taken into account, may lead to an incorrect
dissimilarity computation.
5.2 Video Phylogeny Tree Reconstruction
To cope with the aforementioned problems, we propose an algorithm devised in four steps:
1. Temporal alignment of video pairs;
2. Frame registration (geometric transformation, color correction and compression);
3. Dissimilarity computation;








Figure 5.1: Example of video sequences with different sizes. The dotted lines represent
the region of the video sequences that are correspondents to VA.
In the following, we present a detailed description of each step. Fig. 5.3 depicts a
block diagram of this scheme.
5.2.1 Video alignment and frame selection
Given a pair of video duplicates Vsrc and Vtgt, the first step consists in aligning them in
order to be able to compare the correct frame pairs. For this, we rely on the procedure
detailed in [39]. We resort to a 1-dimensional description of a video over time, obtained
through computing the difference between the average of luminance values of adjacent
frames of a video V as
LDV(i) = avgluma(V(i))− avgluma(V(i− 1)), (5.1)
where avgluma(V(i)) extracts the average of the luminance component of the i-th frame
V(i),∀i ∈ {2, 3, ..., ||Frames(V)||}. The alignment between two sequences of frames is
performed by looking at the position î of the highest peak of the phase-correlation between









where Lsrc = F [LDVsrc ] and Ltgt = F [LDVtgt ] are the Fourier transforms of LDVsrc and
LDVtgt , respectively, ‘∗’ indicates the complex conjugate operator and ‘·’ the element-wise
product. The value of î indicates the delay in frames between the analyzed sequences.
Given the mutual delay, the selection of common frames is straightforward.
Fig. 5.4 shows an example of LDV(i) for two video sequences. The y axis represents
the values of LD, while the x axis represents the number of frames. In the first graph
(top), the sequences are misaligned. The second graph (middle) shows the result of the
alignment. Note that some frames of the longest sequence (blue line) should be discarded
for obtaining the best alignment between the video sequences. Fig. 5.4 (bottom) also
shows the result of correlation (5.2), where the pronounced peak is marked with a black
dot.
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Figure 5.2: Example of two misaligned video sequences. In this example, to evaluate the
correspondent frames of Vsrc and Vtgt, a temporal alignment is necessary, removing the
frames at the beginning and at the end of Vsrc.
5.2.2 Frame registration and dissimilarity calculation
The goal of this step is to find the best transformation T that maps Vsrc onto Vtgt. We
estimate the transformation T−→
β
for each pair of frames in three steps:
• Geometric correction: considering that the geometric transformation applied for
creating one video is exactly the same for every frame (e.g., frames are all resized
with the same factor), we estimate the geometric transformation mapping Vsrc(idx)
to Vtgt(idx) and apply it to every frame of Vsrc as done for images (described in
Section 2.2.1), where idx is the index of the first valid correspondent frame in both
videos (e.g., not a black frame).
• Color correction: for color correction, we use the color transfer algorithm based
on histogram matching [31] previously described in Section 4.1.1.
• Coding matching: we encode (re-encode) Vsrc by using the same coding scheme
and parameters used by Vtgt. This means that we recover the used codec,
quantization parameter (QP), and group of pictures (GoP) size (i.e., the distance
between consecutive intra-coded frames) from the bitstream of Vtgt, and apply them
to Vsrc. Considering these parameters, we perform intra-frame compression (that
defines the quality of compression of one frame) and inter-frame compression (that
defines the quality of the video considering also the estimation of some frames based
on the GoP size). The obtained sequence is denoted as V ′src. The QP parameter
sometimes is trivially extracted from the video header (e.g., for H.264 videos). When
this information is not available, one option is to estimate the parameter [67]. In

















Figure 5.3: Pipeline of the proposed video phylogeny approach.
In [24], the best results reported by the authors were obtained calculating one
dissimilarity matrix for each pair of frames common to all the analyzed sequences. That
was possible due to the fact that all the videos had the same length and were temporally
aligned.
Considering the case in which we have temporal clipped videos, we opt to calculate
the frame-wise dissimilarity considering only the corresponding frames of the aligned sub-
sequences of the videos V ′src and Vtgt, then we calculate the average of these values. The
dissimilarity between two frames is obtained using the mean squared error metric that
was the same metric used by Dias et al. [24]. Although the dissimilarity measure based on
gradient estimation and the comparison of them with mutual information showed better
effectiveness for image phylogeny than MSE measure, this method is computationally
more expensive (as mentioned in Chapter 4), than MSE-based methods. Dealing with
videos, this cost increases substantially, since we have to perform it for each frame of the
videos. Because of this, we opt to use MSE in these experiments, but the new approach
can be further investigated for video phylogeny.
5.2.3 Tree reconstruction
After calculating the dissimilarity matrix, we use an algorithm for reconstructing the
phylogeny tree. Considering that the dissimilarity matrix represents an oriented graph,
we do not have a complete graph in this case, as some dissimilarity values were not
computed due to the temporal clipping constraint. For the tree reconstruction task, we
use the Optimum Branching (OB) algorithm [6,10,26]. As presented in Section 2.2.1, this
algorithm was already proposed for phylogeny reconstruction [15,19] and outperforms the
Oriented Kruskal proposed in [24].
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Figure 5.4: Example of misaligned LDV(i) (top), aligned LDV(i) (middle) and correlation
computed as in Eq. (5.2) (bottom).
5.2.4 Parenthood matrix for misaligned video sequences
As mentioned in Section 5.2.2, Dias et al. [24] deal with the video phylogeny tree
reconstruction problem calculating the dissimilarity considering each frame of all the
videos separately, generating n dissimilarity matrices (where n is the number of frames
of all videos), reconstruct n video phylogeny trees, generate a “parenthood matrix”, that
contains the frequency of the edges in each one of the trees previously calculated and
reconstruct the final tree considering the most frequent edges. Although this approach
has some limitations, the authors report better results when the parenthood matrix is
reconstructed than calculating the average of the dissimilarity values for each pair of
frames (as we described in the last section).
Here, we proposed an approach for the parenthood matrix reconstruction considering
misaligned video sequences. Given a set of near-duplicate videos, some of the duplicates
can be temporally clipped when they were generated. Taking into account that this
operation removes some frames of the videos, it is common to find pairs of temporal
misaligned video sequences, as Figure 5.1 shows.
To create a parenthood matrix considering the scenario with misaligned video
sequences, we decided to align them temporally. First, we select one video, randomly,
and label each frame according to its position in the video. For example, consider a video
sequence Vi with n frames. The first frame has id = 1, the second frame has id = 2,
and so on. Then, we perform the method described in Section 5.2.1 between Vi and each
video sequence Vj, j 6= i. After this alignment, we label each frame of Vj considering its
















Figure 5.5: Process of phylogeny reconstruction after the calculation of a parenthood
matrix.
After this, we calculate one dissimilarity matrix for each frame with one main
difference. Given the time t, the dissimilarity matrix Mt will consider only the videos
that have the frame V [t]. The other fields of the dissimilarity matrix are filled with
∞. For each matrix, one phylogeny tree is reconstructed using the OB algorithm. The
frequency of the edges of all phylogeny trees is calculated, and stored in a parenthood
matrix. Finally, we generate the final phylogeny tree with the OB algorithm, aiming at
generating one branching with maximum total weight. Figure 5.5 illustrates this process.
5.3 Experiments and results
In this section, we present details about the experiments that were performed for video
phylogeny reconstruction, the obtained results and some discussions.
5.3.1 Dataset
The validation of the proposed video phylogeny tree reconstruction algorithm was carried
out on a set with 200 phylogeny trees comprising a total number of 2,000 near-duplicate
videos. More specifically, we started from eight well known uncompressed sequences at
CIF resolution (i.e., 352 × 288 pixels) of 300 frames each, namely: city, crew, deadline,
foreman, hall, mobile, mother and paris1. Then, for creating the duplicates, we considered
the following possible transformations: contrast enhancement, brightness adjustment,
spatial cropping and spatial resizing in any combination. As video codecs, we selected
1Available at https://media.xiph.org/video/derf/
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city crew deadline foreman
hall mobile mother paris
Figure 5.6: Representative frames of the videos city, crew, deadline, foreman, hall, mobile,
mother, and paris.
MPEG-2, MPEG-4 Part 4, and H.264/AVC2. Figure 5.6 shows one representative frame
of each video used in this work.
Starting from these videos, we generated different phylogeny trees. Each tree was
generated with a random structure starting from a randomly chosen video sequence. Near-
duplicate videos (i.e., nodes of a tree) were generated from their parent sequences in three
steps: (i) we applied a random transformation, randomly choosing the transformation
parameters; (ii) we optionally (i.e., with probability pclip) applied time clipping by
removing a random number of frames from the beginning and/or the end of the video
sequence; and (iii) we encoded (re-encoded) the sequence choosing a random codec, a
random compression rate and a random GoP size.
Using this procedure, we generated two datasets differing in the probability pclip
of applying time clipping to each node. Table 5.1 shows the specific information for
each dataset. Using such different datasets allows us to better study the behavior of
the algorithm regarding different compression schemes, different tree sizes as well as to
simulate a real-world scenario (i.e., mixing every possible transformation and codec with
or without time clipping).
5.3.2 Evaluation metrics
To estimate the effectiveness of the estimated phylogeny trees, we used the following
metrics as in [23]: (i) Root – correct identification of the tree root; (ii) Edges – correct
orientation of children-parents relationships; (iii) Leaves – correct identification of the
furthest sons in the tree; and (iv) Ancestry – correct reconstruction of all children-relatives
relationships, from the root to the most distant sons. More formally, if VPTi and VPTj
2libavcodec implementations at https://libav.org/
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Table 5.1: Parameters used to generate the used datasets. If pclip = 0, time-clipping is
not applied.
Dataset Dno clip Dclip border
N. of trees 100 100
N. of nodes 10 10
Frame rate 25 FPS 25 FPS
GoP 1 – 15 1 – 15






Clip size – 5–20%
are two trees to compare (i.e., the estimated one and the ground truth), these metrics are
defined as
Root : R(VPTi,VPTj) =
{








Ancestry : A(VPTi,VPTj) =
|Ai∩Aj |
|Ai∪Aj | ,
where N is the number of nodes in a tree, Ri, Ei, Li and Ai are the root and sets of
edges, leaves and ancestry of V PTi and Rj, Ej, Lj and Aj are the root and the sets
of edges, leaves and ancestry of V PTj, respectively. We also used a metric depth, that
measures the distance, in number of edges, between the original root of the ground truth
and the root of the reconstruct tree. In other words, if Ri = Rj, depth(VPTi,VPTj) = 0.
Otherwise, depth(VPTi,VPTj) is equal to the number of edges in the path from the root
of the reconstructed tree and the node Rj.
5.3.3 Results and discussion
Turning our attention to the experiments, we show the importance of taking care of
video coding and temporal alignment in the VPT reconstruction process. Figure 5.7
shows the average results obtained on trees from the Dno clip and Dclip border datasets when
coding and temporal alignment are considered or not. The presented results are generated
in different scenarios: not considering coding matching nor temporal alignment (blue),
considering only the temporal alignment (red) and considering temporal alignment and
coding matching (gray). All the results were obtained considering the average of the
dissimilarities for each correspondent frame, considering two video sequences. All the
experiments presented in this chapter were performed in a machine with an Intel Xeon
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Results - Dataset without temporal clipping
Without temporal alignment With temporal alignment With temporal alignment and compression matching















Results - Dataset with temporal clipping
Figure 5.7: Results obtained with near-duplicate videos with (Dclip border) and without
temporal clipping (Dno clip), considering or not coding matching and alignment.
E5645 processor, 2.40GHz, 16GB of memory, and running Ubuntu 12.04.5 LTS. The
source code was implemented using the libraries OpenCV v2.4.10 and FFMPEG 2.8.6.
The results presented in Figure 5.7 show the robustness of the algorithm in a real-
world case, where the video codec can change from node to node and time clipping can
be applied. They clearly demonstrate the need for explicitly considering the temporal
alignment of the video sequences and also the coding matching in the registration
procedure when dealing with videos that have been clipped and coded (as in real-world
setups).
The results without any kind of alignment for the dataset with temporal clipping
were obtained when it was possible to calculate the frame registration. In cases in which
one of the video sequences had been clipped in the beginning and without performing
any temporal alignment, the frame registration will be done considering frames that are
not correspondent. In this case, the frame registration is performed considering wrong
matches of keypoints, resulting in a completely wrong frame mapping, as Figure 5.8 shows.
Aiming at showing the difference between the dissimilarity calculations for the
phylogeny tree reconstruction, Figure 5.9 shows the average results obtained on trees
from the Dno clip and Dclip border datasets. For this case, we always consider the temporal
alignment. The results are separated for each dataset and for each methodology
of dissimilarity calculation (average of MSE of each pair of correspondent frames ×
parenthood matrix).
The results presented in Figure 5.9 show that the reconstruction of one parenthood
matrix instead to considering the average of dissimilarities correspondent frames of
two video sequences slightly improves the quality of the phylogeny reconstruction. As
expected, the compression matching in the frame registration step improves the results and
is an important step. Unfortunately, it is not easy to obtain all compression parameters
from videos (as is done for images), and, as far as we know, there is no reliable method for
estimating it for all different codecs that are available in the market. However, for scientific
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V1[i] V2[i]
Mapping V1[i]    V2[i] Mapping V2[i]    V1[i]
Figure 5.8: Example of wrong frame registration, considering the i-th frame of two video
sequences V1 and V2 without temporal alignment.
purposes, the results with coding matching as we presented in this chapter are valid
and shows the need for further investigations on how to retrieve/estimate compression
parameters from video standards directly.
Considering the results presented in this section, we can conclude that the experiments
clearly show the importance of the temporal alignment, given that the video sequences
can be temporally misaligned and with different number of frames (e.g., temporally
clipped), allowing us to compare only correspondent frames of two near-duplicate videos.
Furthermore, the step of coding matching is also important when mapping one video onto
another for calculating the dissimilarity matrix, improving the quality of the phylogeny
reconstruction.
5.4 Publication
The main findings of the research presented in this chapter resulted in one article published
in an international conference:
• F. O. Costa, S. Lameri, P. Bestagini, Z. Dias, A. Rocha, M. Tagliasacchi
and S. Tubaro, Phylogeny reconstruction for misaligned and compressed video
sequences, IEEE Intl. Conference on Image Processing (ICIP), pp. 301-305,
2015. [14]
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Results - Dataset without temporal clipping















Results - Dataset with temporal clipping
A - NO COD
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Results - Dataset without temporal clipping
AVG-MSE  - No compression matching                     Parenthood Matrix - No compression matching
AVG-MSE - With compression matching                   Parenthood Matrix - With compression matching
Figure 5.9: Results: Average of MSE (frame-wise) vs. Parenthood matrix.
Chapter 6
Hashing-based Temporal Alignment for
Video Phylogeny Reconstruction
As showed in Chapter 5, it is important to perform a temporal alignment between two
video sequences before performing the mapping from one video sequence onto another, in
order to compare only correspondent frames, given that near-duplicate videos can have a
different number of frames and may not be always temporally coherent. Not performing
this temporal alignment can result in problems at the frame registration step, as showed
before in Figure 5.8. Furthermore, to compare only correspondent frames is important to
turn the dissimilarity calculation more accurate.
The approach presented in the last chapter considered only videos that might be
clipped at the beginning and/or at the end of the stream. However, one common operation
present in real-world video editing consist of also performing temporal clipping in the
middle of the video sequence. If we apply only the temporal alignment based on difference
of luminance (described in Section 5.2.1) in near-duplicate videos generated by temporal
clipping in the middle of one video sequence, only part of the video sequence will be
correctly aligned, leading to a possible comparison of non-correspondent frames, which
negatively affects the dissimilarity calculation, as Figure 6.1 illustrates.
In this chapter, we present a new method for dealing with the video phylogeny
reconstruction problem that takes into account video sequences that can be generated
by temporal clipping not only at the beginning/end of the stream, but at anywhere. The
performed experiments show promising results for this more challenging video phylogeny
problem.
6.1 Temporal alignment based on Hamming distance
The temporal alignment presented in this chapter was first proposed by Lameri et al. [39]
and it is related to a previous work in the field of video fingerprinting / robust hashing [12,
55]. Hashing-based methods are used mainly to determine the presence of near-duplicate
content to support other applications such as content-based video authentication [40] and
content-based video retrieval [64,72].
The alignment approach we consider herein aims at reconstructing the content of the
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Figure 6.1: Temporal alignment based on difference of luminance, considering that one
video was generated by temporal clipping in the middle of the video: (top) The sequences
are not aligned; (middle) temporal alignment based on difference of luminance (Chapter 5)
is applied; (bottom) dissimilarity between Vsrc and Vtgt; the values remain approximate
when we compare two correspondent frames of the sequences, but it increases significantly
when the comparison is made between two non-correspondent frames.
original source videos, i.e., a parent sequence, given a set of partially overlapped near-
duplicate video shots used in other sequences. Given two video sequences, this approach
works considering the following steps:
1. Near-duplicate matching: the method detects whether or not the video sequences
share common frames (more details in Section 6.1.1);
2. Near-duplicate extraction: if the sequences have common content, the method
reveals which parts of the sequences are near duplicates;
3. Near-duplicate alignment: after the common part of the video sequences are
extracted, we perform an additional step of fine temporal alignment between the
shots, considering the alignment based on difference of luminance, presented in
Section 5.2.1;
4. Shot extraction: the common shots are identified and temporally sorted with respect
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Figure 6.2: Groups of 64 frames, overlapped by 63 frames.
changes from a frame to another;
5. Parent reconstruction: the method groups shots belonging to the same parent
sequence, linking together pairs of video sequences whose corresponding shots share
a common subsequence of frames.
In our work, we perform the Steps 1, 2 and 3 and use the output of Step 3 for
performing the same approach we proposed for video phylogeny in Chapter 5 for further
refining the alignment. We describe these steps below.
6.1.1 Near-duplicate matching
The first step aims at detecting whether two video sequences share common frames. As we
are not considering composed videos and different video content (video phylogeny forest),
we perform this step for finding the parts of the sequences that have similar content.
For this purpose, we make use of the hashing algorithm proposed in [55] for estimating
a distance matrix between the video sequences. Initially, all the frames of the sequences
are re-scaled to 32×32 pixels and split into groups of 64 frames, overlapped by 63 frames,
as Figure 6.2 illustrates. With this, each video sequence V is split into n = ||V|| − 63
groups of 64 frames.
Then, a 3D Discrete Cosine Transform (DCT) is applied to each group C, obtaining
32× 32× 64 DCT coefficients. After this, the DCT coefficients cx,y,z|x, y, z ∈ [1, ..., 4] are
extracted (the coefficient c0,0,0 is the DC coefficient), obtaining a total of 64 coefficients
for each group of 64 frames. Figure 6.3 depicts the DCT coefficient selection.
After calculating the DCT coefficients for all group of 64 frames, a binary hash hnk is
computed for the n-th group of frames Cn of the video sequence Vk. This binary hash
is composed by a 64-bit string obtained binarizing the 64 DCT coefficients according to
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Figure 6.3: DCT coefficient selection. After calculating all 32× 32× 64 DCT coefficients
for one group of frames C, we select the 4× 4× 4 coefficients cx,y,z|x, y, z ∈ [1, ..., 4] (blue
region).
words, this process is done according to the following equation.
hnk [i] =
{
1, if DCTCn [i] > medCn ;
0, otherwise;
i = 1, 2, ..., 64. (6.1)
Once the binary hash is computed for all clusters, they are compared pairwise using
the Hamming distance [33]. Given two binary hashes hn1k1 and h
n2
k2
, the Hamming distance











where ⊕ is the Exclusive OR (XOR) operator. Low values of H indicate that the hashes
are similar, which means that the clusters Cn1 and Cn2 are groups of near-duplicate frames.
By calculating the Hamming distance for every pair of clusters of two sequences, we
obtain a distance matrix MHamming in which it is stored the Hamming distances of all
pairs of clusters, respecting their temporal order. Formally, given two video sequences Vi
and Vj that comprise n1 and n2 groups of 64 frames, respectively, the values of MHamming
are given by
MHamming[x, y] = H(hxi , h
y
j )∀x = 1, 2, ..., n1; y = 1, 2, ..., n2. (6.3)
Figure 6.4 shows examples of such distance matrices. The axes represent two video
sequences, and darker colors mean lower values for Hamming distance between them.
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Figure 6.4: Example of distance matrices, in which (a) both video sequences do not have
temporal clipping and (b) Sequence 2 has temporal clipping in the end; and (c) Sequence
2 has temporal clipping in the middle. The axes represents the index of the groups of 64
frames for each video.
Figure 6.4 shows that low values in the matrices are found to be aligned along
a segment. The higher the number of matching frames, the longer the “dark blue”
segment. Given one distance matrix MHamming, the method automatically detects the
presence of one or more matching blocks of near duplicates as follows: first, the values
of MHamming are binarized considering a defined threshold τ set to discriminate between
similar and non-similar groups of frames. Then, a morphological opening is applied to
the image representation of the distance matrix to discard spurious areas of local low
values and identify the connected components (the parameters τ and the structuring
elements used for the opening operation are described in Section 6.2.1). Finally, the
connected components are identified by determining the coordinates of the minimum
value along every row and column and fitting a line passing through these minima. This
line represents the block of near-duplicate frames that are common. Figure 6.5 shows the
matching blocks detection.
6.1.2 Near-duplicate extraction and alignment
The previous analysis allows us to identify which parts of two video sequences are near
duplicates. Given the distance matrix MHamming, let the point MHamming[x1, y1] be the
start point of the segment and MHamming[x2, y2] the end of the segment. This means that
the frames V1{x1, ..., x2 +63} are near duplicates of V2{y1, ..., y2 +63}, where the constant
value 63 considers the fact that the alignment was done considering hashes computed by
clusters of 64 frames overlapped by 63 frames.
After extracting these blocks, each correspondent block is temporally aligned once
more, considering the temporal alignment based on luminance difference, presented in
Section 5.2.1. Finally, once we have the blocks of near duplicates of two video sequences,
we can calculate the dissimilarity matrix considering all correspondent frames of them, as
presented in Section 5.2.2.
Figure 6.6 shows the results of the different approaches presented in this thesis for
the video temporal alignment, considering two misaligned video sequences V1 and V2.
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Figure 6.5: Matching blocks detection. (a) Alignment of two video sequences; (b) The
Hamming distance values are binarized according to a threshold τ ; (c) Result of the
opening operation; (d) Matching blocks (represented by the pink lines).
In this example, V2 was generated by applying temporal clipping in its parent sequence
and it has two blocks of near-duplicate frames with V1 (Figure 6.6.a). The first chart
in Figure 6.6.b shows the temporal misalignment of the sequences by the difference of
luminance of them. If we apply only the temporal alignment considering the correlation
between the differences of luminance (the second chart of Figure 6.6.b), only part of the
video sequences will be correctly temporally aligned. However, if we perform the hashing-
based temporal alignment, extract the blocks of near-duplicate frames and align them
separately, we have a better temporal alignment (the third chart of Figure 6.6.b).
6.2 Experiments and results
In this section, we present the experiments performed with the hashing-based temporal
alignment, the obtained results and some discussions.
6.2.1 Datasets and evaluation
The validation of the proposed temporal alignment for video phylogeny reconstruction
was carried out on a set of 300 phylogeny trees comprising a total number of 3,000 near-
duplicate videos. More specifically, we used the datasets Dno clip and Dclip border presented
in Section 5.3 and created another dataset Dclip any, considering the same conditions of
the others but including different temporal clippings. In this dataset, the near duplicates
can be generated applying temporal clipping not only in the beginning/end of the video
sequences, but also in the middle of them. The probability of temporal clipping is also
pclip = 0.5. For the video alignment, we considered the threshold τ = 16 for binarizing the
distance matrices and the opening operation was performed using a disk with radius = 5
pixels for erosion and another with radius = 30 pixels for dilation. The chosen parameters
were the same used in [39] for the step of near-duplicate detection1.
1Performing a small exploratory test, we conclude that these parameters are the best parameters also
for our work.
CHAPTER 6 88















V1                   V2
















Sequences without temporal alignment
















Alignment by phase correlation


















Figure 6.6: Results of video temporal alignment approaches: (a) Distance matrix of the
sequences; (b) top: video sequences V1 and V2 are temporally misaligned; middle: the
video sequences aligned through the correlation between the differences of luminance of
their frames; bottom: video sequences aligned with the hashing-based approach proposed
in this chapter with a further refinement step using the correlation between the differences
of luminance proposed in Chapter 5.
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We considered cases with and without coding matching and OB algorithm for the
phylogeny reconstruction. To evaluate the reconstructed trees, we considered the same
evaluation measures presented in Section 5.3: Root, Depth, Edges, Leaves and Ancestry.
6.2.2 Results and discussion
Table 6.1 shows the average results obtained with trees from the Dno clip, Dclip border and
Dclip any dataset not considering coding matching (NOT-COD) and considering coding
matching (WITH-COD). In both cases, we compare the temporal alignment based on
difference of luminance (LUMA) and the hashing-based temporal alignment (HASH).
The experiments presented in this chapter were performed in a machine with an Intel
Xeon E5645 processor, 2.40GHz, 16GB of memory, and running Ubuntu 12.04.5 LTS.
The source code was implemented using the libraries OpenCV v2.4.10 and FFMPEG
2.8.6.
Table 6.1: Results obtained on the Dno clip, Dclip border and Dclip any dataset, comparing
different approaches for temporal alignment of the video sequences.
Method Dataset Alignment Root Depth Edges Leaves Ancestry
NOT-COD Dno clip LUMA 0.63 0.50 0.772 0.832 0.674
NOT-COD Dno clip HASH 0.65 0.44 0.777 0.828 0.702
WITH-COD Dno clip LUMA 0.87 0.14 0.839 0.859 0.812
WITH-COD Dno clip HASH 0,69 0.40 0.778 0.831 0.711
NOT-COD Dclip border LUMA 0.71 0.35 0.788 0.826 0.724
NOT-COD Dclip border HASH 0.71 0.33 0.807 0.846 0.740
WITH-COD Dclip border LUMA 0.84 0.17 0.863 0.901 0.834
WITH-COD Dclip border HASH 0.66 0.40 0.780 0.824 0.722
NOT-COD Dclip any LUMA 0.62* 0.56* 0.724* 0.758* 0.628*
NOT-COD Dclip any HASH 0.67 0.45 0.755 0.789 0.683
WITH-COD Dclip any LUMA 0.72* 0.39* 0.801* 0.828* 0.696*
WITH-COD Dclip any HASH 0.66 0.47 0.765 0.810 0.696
Table 6.1 shows that the hashing-based temporal alignment has similar performance
when compared with the temporal alignment based on the difference of luminance,
considering the cases when temporal clipping was not applied over the near duplicates
(dataset Dno clip) or was applied only in the beginning/end of the video sequences (dataset
Dclip border). It also presents similar results for the cases when we have duplicates created
by temporal clipping in the middle of the sequences, when we do not consider the coding
matching step.
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The phylogeny reconstruction for the cases considering the coding matching has
lower performance, compared to the alignment based on difference of luminance. One
justification for these results is the nature of video compression. Contrary to the image
compression matching, when we just compress the source image considering the JPEG
quantization table of the target image, the video compression is more complex and also
considers the dimension of time, mainly for performing inter-frame compression. Once we
are assuming that the alignment is not perfect, some frames can be discarded, mainly at
the beginning and at the end of each block of frames in the frames selection step. When
we perform the video encoding step over the video sequences in this situation, the coding
may select different frames to perform the prediction, comparing to the frames that were
selected when the near duplicate was generated. It may therefore affect the results of
compression matching, once we are performing a different intra-frame compression.
The results for the dataset Dclip any considering the temporal alignment based on
distance of matrix has similar performance when compared to the results for Dno clip and
Dclip border. It means that the robustness of the new temporal alignment remains when we
have videos with temporal clipping in the middle of the sequences. It is important to note
that the results for the dataset Dclip any for the alignment based on difference of luminance
were generated only for comparison. For these cases, the average of dissimilarity is not
robust, once we are performing a comparison between frames that are not correspondent
to each other, resulting in the problem depicted previously in Figure 6.1.
Concluding, the results presented in this section confirm that the hashing-based
temporal alignment is important when we are dealing with videos with temporal clipping
in the middle of the sequences. This alignment is more robust than the previous
alignment based on difference of luminance (Chapter 5), once it better guarantees that
only correspondent frames will be compared for the dissimilarity calculation. Table 6.2
shows a comparative analysis between the two temporal alignment approaches described
in this thesis.
6.3 Publication
The main findings of this research resulted in one submission to an international
conference:
• Filipe de O. Costa, Marina Oikawa, Zanoni Dias and Anderso
Rocha, Temporal alignment based on Hamming Distance for Video Phylogeny
Reconstruction, IEEE Intl. Workshop on Information Forensics and Security
(WIFS) – Submitted. [16]
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Table 6.2: Comparing the temporal alignment approaches: Difference of luminance vs.
Hashing-based approach.
Method Based on difference of luminance Hashed-based









Robustness against videos with
border temporal clipping
Good Good
Robustness against videos with
any temporal clipping
Bad Good
Conclusions • Faster than the Hashed-based
method
• Better effectiveness when
considering coding matching
• Good effectiveness when the
videos are not clipped or are
clipped at the beginning/end of
the stream
• Does not work when videos are
clipped anywhere in the stream
• More robust alignment
• Deal with videos with any kind
of temporal clipping
• Lower performance when
considering coding matching step
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Conclusions and Future Work
In this thesis, we presented new solutions for image and video phylogeny reconstruction, a
more challenging problem than the near-duplicate detection problem. In image and video
phylogeny, we want to find the ancestral relationship between the near duplicates and the
original source. Solutions for image and video phylogeny are useful for helping to solve
problems of copyright enforcement, illegal content tracking and forensics, among others.
Image Phylogeny: For image phylogeny, our contributions focus on solving two main
problems: the phylogeny forest reconstruction and dissimilarity calculation for each pair
of compared images.
We introduced three new different approaches to deal with image phylogeny forests.
First, we extended upon the approach developed for phylogeny trees by Dias et al. [19],
using Optimum Branching and applying a similar idea used for automatic reconstruction
of IPFs that the authors used for their Oriented Kruskal algorithm. By finding a decision
point after analysis of the behavior of valid forests, we made possible the use of the
optimum branching algorithm to deal with forests, resulting in the AOB method.
Results were further improved with the proposal of E-AOB, which employs an
important additional step of re-execution of the OB algorithm in each tree of the IPF
found by AOB, further refining the initial results. Both approaches outperformed the
state-of-the-art AOK method presented in the literature.
We have also explored the idea of combining the best matches among the proposed
methods, aiming at reducing the errors introduced by them when they are used
independently, and improve the score of all phylogeny-related metrics. Thus, we proposed
a novel approach through the combination of the reconstructed forests of AOK, AOB and
E-AOB methods. Results for this new approach showed better or equivalent performance
to the best result achieved thus far (E-AOB method), being a competitive solution for
the image phylogeny problem.
The introduced fusion algorithm explores a view of the values of a dissimilarity matrix
as random variables. Since the relative ordering between causal pairs of images can change
when their difference is small enough, our method introduces robustness to statistical
errors in the estimation of the image dissimilarities, and takes away some of the importance
of extra fine tuning the dissimilarity calculation. The method can be easily extended to
an arbitrary number of algorithms.
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We have also explored novel approaches for computing the dissimilarity between two
images, applied to the problem of image phylogeny forest reconstruction. Our method
rely upon the incorporation of a different color matching approach for better estimating
the involved changes during the generation of near duplicates and the comparison between
two images using gradient calculation and mutual information estimation.
This work shows that comparing distributions is better than direct point-wise
comparisons (with mutual information outperforming MSE as the comparison approach),
gradient distributions are more appropriate than direct color distributions (with gradient-
based comparisons outperforming pixel-based comparisons when combined with mutual
information), and it also shows that a more powerful family of color transformations
enables a better tree reconstruction at the end of the dissimilarity calculation pipeline
(with the incorporation of the histogram matching approach).
As discussed earlier, we provide direct comparisons, using the Wilcoxon signed-
rank test, between the GRMI/HGMI and all combinations of these methods. These
improvements are not marginal and certainly will significantly boost the current existing
image phylogeny solutions as the dissimilarity calculation step, although overlooked
thus far, is as important to the whole process as is the actual tree reconstruction
step. The HGMI method also presented good results in real-case setups, with good
separation of different groups of near-duplicate images showing good potential for real-
world deployment when analyzing the relationship among images.
Video Phylogeny: In video phylogeny, we have a much more challenging setup. In
this case, we introduced approaches to video phylogeny tree reconstruction starting from
the analysis of a pool of near-duplicate video sequences. The proposed methods are
based on the same pipeline presented in [24], but they accommodate the case of time
clipped, misaligned and compressed video sequences. Indeed, videos are often distributed
in compressed format and cannot be considered aligned in a real-world scenario. Dealing
with more complex videos allow us to solve the phylogeny problems considering real
scenarios, in which we do not know which transformations were used for creating the
near-duplicates.
We proposed two temporal alignment for the video sequences. The first is based
on the difference of luminance of subsequent frames and the correlation between these
differences. The second is based on the generation of a distance matrix of two video
sequences, by means of 3D-DCT calculation, Hamming distance and opening operation.
The first temporal alignment approach can solve the phylogeny problems when we consider
near-duplicate videos that were clipped in the beginning or in the end of the sequence,
but the second approach can also deal with phylogeny problems when the videos were
clipped anywhere in the sequence.
The performed analysis clearly shows the need of explicitly considering coding,
temporal clipping and temporal alignment in the reconstruction process. As a matter
of fact, when these operations are not taken into account, the reconstruction accuracy
drops significantly. Therefore, the proposed methods can be regarded as an important
step toward video phylogeny of real-world video sequences, once that, as far as we know,
there is only one work in the literature [24] addressing this problem thus far. In addition,
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when the coding leaves more pronounced artifacts in the generated videos, finding the
parent-child relationships is slightly easier (inter vs. intra-coded cases), considering that
the video compression is an irreversible operation.
Future work: As future work for image phylogeny, one could further analyze
the behavior of the phylogeny algorithms using other statistical measures for the IPF
reconstruction. For instance, kurtosis is a statistical measure of extreme variation, such
that higher values denote a few extreme deviations in the data, while lower values show
more frequent, smaller deviations. Variations on the kurtosis pattern have been previously
studied in image forensics to detect, for instance, noise added to the image at various stages
of production, which causes changes in the kurtosis [74], or image splicing, by identifying
any portions of the image with significantly different kurtosis values [56]. By exploring
an analogous possibility, we hypothesize that it is possible to find a relationship between
the variation of the kurtosis of the edges chosen by the phylogeny forest algorithms while
reconstructing the forest, and the choice of the number of trees this forest should have.
Another branch of research could also consider other types of image transformations,
such as blurring, sharpness changing and content insertion (e.g., logos), which are very
common in the creation of near-duplicate images.
For video phylogeny, we see the results are still below those obtained with images.
Therefore, future work could be devoted to extending the considered working scenarios.
The first extension could consider videos with different frame rates. On top of that, one
could work toward improving the geometric registration step, extending the geometric
transformation estimation method to consider more frames. Investigating different tree
reconstruction strategies exploiting frame-wise dissimilarity information rather than the
sole dissimilarity average, could also be a path worth pursuing and with promising rewards.
Another branch could be the segmentation of the videos into shots before comparison
instead of comparing them frame-wise. Furthermore, a better coding matching step when
the temporal alignment based on distance matrices is applied can be investigated.
Certainly, another extension worth exploring consists of adapting the existing methods
to cope with videos generated by composition between two different video sequences,
the multiple-parenting scenario [53] mentioned previously. Furthermore, one could also
evaluate the impacts of new dissimilarity calculations to phylogeny estimation for different
videos.
Finally, considering all the experiments on video phylogeny presented in this thesis
were developed considering a somewhat controlled setup, evaluations taking into account
real-world cases would be invaluable. In this case, we would need to design and develop
robust methods to reliably estimate the compression parameters directly from the video
stream, given that some parameters (e.g., quantization parameter) are readily available
only for some specific codes (e.g., H264).
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Appendix A
Results for all possible fusions
In this appendix, we present the results of our experiments for image phylogeny forest
reconstruction, considering the combinations between two methods in comparison to the
fusion with three methods.
For a better comparison among the fusion results, Table A.1 presents the results for all
possible combinations of AOK, AOB, and E-AOB. Note that the results of the fusion with
the three methods are more effective than the other combinations between two methods.
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Table A.1: Results for all possible fusions
(a) Semantically similar images from OC
Fusion (AOK×AOB×E-AOB) Fusion (AOK × AOB) Fusion (AOK × E-AOB) Fusion (AOB × E-AOB)
Dataset A
|F | Roots Edges Leaves Ancestry Roots Edges Leaves Ancestry Roots Edges Leaves Ancestry Roots Edges Leaves Ancestry
2 0.917 0.811 0.841 0.777 0.893 0.811 0.841 0.774 0.916 0.812 0.842 0.779 0.895 0.809 0.839 0.770
3 0.943 0.840 0.850 0.833 0.929 0.841 0.850 0.831 0.938 0.842 0.851 0.833 0.931 0.838 0.846 0.828
4 0.926 0.843 0.838 0.848 0.904 0.843 0.838 0.843 0.920 0.846 0.840 0.849 0.908 0.839 0.833 0.840
5 0.932 0.794 0.831 0.789 0.923 0.795 0.832 0.790 0.931 0.796 0.833 0.791 0.927 0.792 0.829 0.786
Dataset B
|F | Roots Edges Leaves Ancestry Roots Edges Leaves Ancestry Roots Edges Leaves Ancestry Roots Edges Leaves Ancestry
2 0.867 0.884 0.879 0.862 0.850 0.883 0.878 0.856 0.860 0.885 0.879 0.860 0.850 0.881 0.876 0.854
3 0.900 0.900 0.896 0.886 0.873 0.898 0.892 0.877 0.894 0.901 0.896 0.885 0.873 0.897 0.892 0.876
4 0.901 0.905 0.898 0.889 0.867 0.902 0.894 0.878 0.895 0.905 0.898 0.888 0.867 0.901 0.895 0.877
5 0.893 0.905 0.897 0.879 0.848 0.901 0.891 0.865 0.888 0.905 0.895 0.878 0.850 0.900 0.893 0.865
6 0.883 0.905 0.894 0.873 0.841 0.901 0.889 0.860 0.879 0.905 0.893 0.873 0.842 0.901 0.890 0.860
7 0.870 0.906 0.892 0.865 0.832 0.902 0.887 0.854 0.867 0.906 0.891 0.865 0.832 0.902 0.888 0.854
8 0.837 0.911 0.894 0.853 0.797 0.907 0.889 0.841 0.834 0.911 0.893 0.853 0.802 0.907 0.890 0.842
9 0.818 0.911 0.893 0.838 0.772 0.907 0.888 0.824 0.812 0.911 0.892 0.837 0.781 0.907 0.889 0.826
10 0.796 0.909 0.890 0.820 0.749 0.905 0.886 0.805 0.789 0.910 0.890 0.817 0.762 0.905 0.886 0.810
(b) Semantically similar images from MC
Fusion (AOK × AOB × E-AOB) Fusion (AOK × AOB) Fusion (AOK × E-AOB) Fusion (AOB × E-AOB)
Dataset A
|F | Roots Edges Leaves Ancestry Roots Edges Leaves Ancestry Roots Edges Leaves Ancestry Roots Edges Leaves Ancestry
2 0.916 0.810 0.840 0.778 0.893 0.810 0.839 0.773 0.914 0.811 0.841 0.777 0.897 0.809 0.838 0.771
3 0.944 0.840 0.848 0.837 0.926 0.841 0.848 0.833 0.943 0.843 0.851 0.838 0.936 0.837 0.843 0.831
4 0.932 0.841 0.835 0.851 0.903 0.841 0.834 0.844 0.931 0.843 0.837 0.853 0.907 0.837 0.830 0.842
5 0.943 0.793 0.833 0.798 0.923 0.794 0.833 0.794 0.940 0.796 0.834 0.799 0.926 0.791 0.830 0.792
Dataset B
|F | Roots Edges Leaves Ancestry Roots Edges Leaves Ancestry Roots Edges Leaves Ancestry Roots Edges Leaves Ancestry
2 0.871 0.889 0.871 0.869 0.851 0.887 0.869 0.860 0.867 0.890 0.872 0.868 0.846 0.884 0.866 0.859
3 0.900 0.898 0.880 0.884 0.871 0.894 0.878 0.873 0.895 0.898 0.882 0.883 0.866 0.893 0.875 0.872
4 0.905 0.899 0.879 0.891 0.872 0.895 0.876 0.879 0.904 0.900 0.881 0.891 0.871 0.894 0.875 0.878
5 0.916 0.900 0.882 0.891 0.872 0.896 0.878 0.878 0.914 0.901 0.883 0.891 0.869 0.895 0.877 0.877
6 0.921 0.901 0.883 0.895 0.875 0.896 0.877 0.880 0.919 0.901 0.883 0.894 0.874 0.896 0.877 0.880
7 0.928 0.905 0.885 0.900 0.881 0.900 0.879 0.886 0.924 0.905 0.885 0.900 0.885 0.900 0.879 0.887
8 0.931 0.910 0.888 0.904 0.886 0.905 0.883 0.891 0.927 0.910 0.888 0.904 0.885 0.905 0.882 0.890
9 0.926 0.911 0.891 0.900 0.875 0.906 0.886 0.885 0.920 0.911 0.891 0.899 0.877 0.906 0.885 0.884
10 0.917 0.910 0.891 0.890 0.863 0.905 0.886 0.875 0.912 0.910 0.891 0.890 0.867 0.905 0.885 0.874
Appendix B
Other combinations of dissimilarity
methods
In this appendix, we present the other possible combinations of the methods discussed
on Chapter 4 and the comparison between all the methods and the best method HGMI
with Wilcoxon signed-rank test. The results are presented in Tables B.1 and B.2. Note
that none of them is more effective than the ones presented and discussed in Chapter 4,
Section 4.3.1.
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Table B.1: Results of the phylogeny reconstruction, considering the color matching
algorithm based on the average and standard deviation analysis. P-values obtained with
the Wilcoxon Signed Rank test, comparing the methods to HGMI.
Multiple Cameras (MC) One Camera (OC)
MSE MSE
#TREE Roots Edges Leaves Ancestry Roots Edges Leaves Ancestry
1 0.707 0.819 0.777 0.748 0.696 0.812 0.784 0.740
2 0.830 0.875 0.856 0.844 0.833 0.872 0.864 0.841
3 0.876 0.891 0.875 0.872 0.885 0.896 0.891 0.879
4 0.890 0.896 0.876 0.884 0.892 0.903 0.897 0.884
5 0.903 0.897 0.879 0.887 0.889 0.903 0.896 0.878
6 0.911 0.898 0.880 0.890 0.879 0.904 0.894 0.872
7 0.917 0.903 0.883 0.896 0.868 0.905 0.891 0.864
8 0.922 0.908 0.886 0.901 0.841 0.910 0.894 0.855
9 0.915 0.909 0.889 0.896 0.822 0.910 0.892 0.840
10 0.909 0.908 0.889 0.886 0.802 0.908 0.890 0.823
P-value 0.001953 0.001953 0.001953 0.001953 0.001953 0.001953 0.001953 0.001953
GRAD GRAD
#TREE Roots Edges Leaves Ancestry Roots Edges Leaves Ancestry
1 0.609 0.783 0.791 0.690 0.580 0.772 0.791 0.668
2 0.633 0.817 0.834 0.732 0.621 0.809 0.838 0.725
3 0.668 0.836 0.848 0.760 0.678 0.838 0.860 0.766
4 0.688 0.838 0.845 0.758 0.698 0.844 0.859 0.765
5 0.708 0.841 0.846 0.758 0.711 0.843 0.854 0.756
6 0.703 0.834 0.836 0.734 0.704 0.837 0.843 0.734
7 0.691 0.829 0.828 0.715 0.687 0.828 0.830 0.707
8 0.680 0.826 0.818 0.700 0.661 0.819 0.818 0.676
9 0.667 0.820 0.812 0.679 0.650 0.815 0.812 0.658
10 0.652 0.812 0.804 0.654 0.630 0.810 0.805 0.634
P-value 0.001953 0.001953 0.001953 0.001953 0.001953 0.001953 0.001953 0.001953
MINF MINF
#TREE Roots Edges Leaves Ancestry Roots Edges Leaves Ancestry
1 0.839 0.890 0.871 0.851 0.818 0.874 0.861 0.831
2 0.940 0.938 0.928 0.926 0.901 0.930 0.929 0.903
3 0.953 0.945 0.933 0.932 0.881 0.935 0.932 0.897
4 0.936 0.942 0.930 0.921 0.839 0.933 0.927 0.871
5 0.928 0.941 0.930 0.913 0.801 0.932 0.924 0.844
6 0.909 0.941 0.930 0.902 0.730 0.932 0.922 0.808
7 0.895 0.943 0.930 0.894 0.681 0.932 0.920 0.777
8 0.883 0.946 0.929 0.887 0.637 0.935 0.922 0.758
9 0.850 0.946 0.929 0.865 0.583 0.934 0.921 0.719
10 0.828 0.945 0.928 0.847 0.539 0.933 0.918 0.687
P-value 0.001953 0.001953 0.001953 0.001953 0.001953 0.001953 0.001953 0.001953
GRMI GRMI
#TREE Roots Edges Leaves Ancestry Roots Edges Leaves Ancestry
1 0.889 0.923 0.902 0.897 0.900 0.926 0.913 0.900
2 0.960 0.960 0.952 0.952 0.956 0.960 0.958 0.950
3 0.967 0.963 0.953 0.955 0.950 0.960 0.956 0.948
4 0.964 0.960 0.950 0.951 0.931 0.958 0.953 0.935
5 0.962 0.961 0.952 0.949 0.916 0.959 0.952 0.928
6 0.958 0.961 0.951 0.948 0.882 0.959 0.951 0.911
7 0.954 0.963 0.952 0.947 0.853 0.959 0.951 0.895
8 0.943 0.963 0.951 0.940 0.820 0.960 0.951 0.880
9 0.931 0.964 0.951 0.932 0.801 0.960 0.951 0.866
10 0.916 0.964 0.952 0.923 0.768 0.960 0.951 0.843
P-value 0.2324 0.1602 0.009766 0.04883 0.02734 0.1055 0.06445 0.01953
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Table B.2: Results of the phylogeny reconstruction, considering the color matching
algorithm based on histogram matching. P-values obtained with Wilcoxon Signed Rank
test, comparing the methods to HGMI.
Multiple Cameras (MC) One Camera (OC)
HMSE HMSE
#TREE Roots Edges Leaves Ancestry Roots Edges Leaves Ancestry
1 0.716 0.810 0.806 0.747 0.663 0.795 0.803 0.717
2 0.823 0.864 0.857 0.832 0.837 0.862 0.872 0.836
3 0.857 0.875 0.862 0.856 0.895 0.882 0.887 0.873
4 0.876 0.879 0.862 0.869 0.905 0.886 0.884 0.882
5 0.891 0.879 0.865 0.873 0.908 0.883 0.879 0.877
6 0.903 0.884 0.869 0.881 0.906 0.884 0.877 0.877
7 0.909 0.888 0.870 0.887 0.905 0.885 0.875 0.876
8 0.915 0.892 0.871 0.892 0.901 0.890 0.877 0.878
9 0.919 0.894 0.875 0.891 0.895 0.889 0.878 0.873
10 0.922 0.891 0.875 0.888 0.884 0.888 0.877 0.863
P-value 0.001953 0.001953 0.001953 0.001953 0.001953 0.001953 0.001953 0.001953
HGRAD HGRAD
#TREE Roots Edges Leaves Ancestry Roots Edges Leaves Ancestry
1 0.585 0.769 0.777 0.671 0.560 0.759 0.783 0.648
2 0.618 0.808 0.829 0.721 0.612 0.806 0.839 0.719
3 0.651 0.828 0.843 0.751 0.665 0.829 0.854 0.753
4 0.675 0.833 0.842 0.757 0.686 0.836 0.852 0.756
5 0.697 0.837 0.844 0.756 0.696 0.836 0.848 0.750
6 0.694 0.830 0.836 0.735 0.691 0.829 0.835 0.728
7 0.685 0.825 0.829 0.718 0.672 0.818 0.823 0.698
8 0.673 0.822 0.819 0.700 0.650 0.811 0.812 0.671
9 0.659 0.816 0.812 0.677 0.639 0.807 0.806 0.653
10 0.645 0.808 0.806 0.653 0.630 0.805 0.803 0.638
P-value 0.001953 0.001953 0.001953 0.001953 0.001953 0.001953 0.001953 0.001953
HMINF HMINF
#TREE Roots Edges Leaves Ancestry Roots Edges Leaves Ancestry
1 0.824 0.893 0.873 0.854 0.799 0.884 0.869 0.841
2 0.929 0.939 0.928 0.923 0.902 0.933 0.934 0.909
3 0.949 0.946 0.934 0.934 0.901 0.939 0.939 0.911
4 0.946 0.946 0.934 0.929 0.882 0.940 0.936 0.896
5 0.943 0.945 0.935 0.924 0.858 0.939 0.932 0.878
6 0.939 0.945 0.936 0.923 0.817 0.939 0.932 0.857
7 0.927 0.948 0.937 0.918 0.781 0.940 0.930 0.835
8 0.925 0.951 0.937 0.915 0.747 0.942 0.930 0.820
9 0.908 0.951 0.938 0.904 0.696 0.941 0.930 0.786
10 0.890 0.949 0.937 0.889 0.664 0.940 0.927 0.761
P-value 0.001953 0.001953 0.001953 0.001953 0.001953 0.001953 0.001953 0.001953
HGMI HGMI
#TREE Roots Edges Leaves Ancestry Roots Edges Leaves Ancestry
1 0.872 0.925 0.908 0.893 0.856 0.920 0.909 0.884
2 0.947 0.958 0.951 0.946 0.950 0.960 0.960 0.950
3 0.961 0.961 0.952 0.953 0.958 0.961 0.960 0.954
4 0.964 0.961 0.952 0.954 0.955 0.961 0.957 0.950
5 0.967 0.961 0.953 0.955 0.952 0.961 0.955 0.948
6 0.968 0.962 0.953 0.956 0.940 0.961 0.954 0.943
7 0.972 0.964 0.955 0.959 0.934 0.961 0.954 0.940
8 0.974 0.965 0.954 0.959 0.924 0.962 0.954 0.937
9 0.971 0.966 0.955 0.957 0.917 0.962 0.954 0.932
10 0.958 0.965 0.956 0.949 0.906 0.962 0.954 0.922
Best Approach – – – – – – – –
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