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Re´sume´ – Nous conside´rons le proble`me de la restauration d’image floue et bruite´e par du bruit de Poisson. De nombreux travaux ont
propose´ de traiter ce proble`me comme la minimisation d’une e´nergie convexe compose´e d’un terme d’attache aux donne´es et d’un terme de
re´gularisation choisi selon l’a priori dont on dispose sur l’image a` restaurer. Un des proble`mes re´currents dans ce type d’approche est le choix du
parame`tre de re´gularisation qui controˆle le compromis entre l’attache aux donne´es et la re´gularisation. Une approche est de choisir ce parame`tre
de re´gularisation en proce´dant a` plusieurs minimisations pour plusieurs valeurs du parame`tre et en ne gardant que celle qui donne une image res-
taure´e ve´rifiant un certain crite`re (qu’il soit qualitatif ou quantitatif). Cette technique est e´videmment tre`s couˆteuse lorsque les donne´es traite´es
sont de grande dimension, comme c’est le cas en microscopie 3D par exemple. Nous proposons ici de formuler le proble`me de restauration
d’image floue et bruite´e par du bruit de Poisson comme un proble`me contraint sur l’antilog de la vraisemblance poissonienne et proposons une
estimation de la borne a` partir des travaux de Bertero et al. sur le principe de discrepancy pour l’estimation du parame`tre de re´gularisation en
pre´sence de bruit de Poisson. Nous montrons des re´sultats sur des images synthe´tiques et re´elles et comparons avec l’e´criture non-contrainte
utilisant une approximation gaussienne du bruit de Poisson pour l’estimation du parame`tre de re´gularisation.
Abstract – We focus here on the restoration of blurred and Poisson noisy images. Several methods solve this problem by minimizing a convex
cost function composed of a data term and a regularizing term chosen from the prior that one have on the image. One of the recurrent problems
of this approach is how to choose the regularizing paramater which controls the weight of the regularization term in front of the data term.
One method consists in solving the minimization problem for several values of this parameter and by keeping the value which gives an image
verifying a quality criterion (either qualitative or quantitative). This technique is obviously time consuming when one deal with high dimensional
data such as in 3D microscopy imaging. We propose to formulate the blurred and Poisson noisy images restoration problem as a constrained
problem on the antilog of the Poisson likelihood and propose an estimation of the bound from the works of Bertero et al. on the discrepancy
principle for the estimation of the regularizing parameter for Poisson noise. We show results on synthetic and real data and we compare these
results to the one obtained with the unconstrained formulation using the Gaussian approximation of the Poisson noise for the estimation of the
regularizing parameter.
1 Introduction
Des proble`mes de traitement d’image, en biologie ou en as-
trophysique par exemple, consistent a` retrouver une image x¯ ∈
R
n (contenant n pixels) de´grade´e par un flou H : Rn → Rn
et par un processus de bruit de Poisson P . L’image observe´e
y ∈ Rn peut s’e´crire :
y = P(Hx¯+ b), (1)
ou` b ∈ Rn, b ≥ 0 est un fond constant suppose´ connu.
Des approches re´gularise´es ont e´te´ propose´es pour re´soudre ce
proble`me et peuvent s’e´crire comme la minimisation de l’an-
tilog de la vraisemblance de Poisson auquel s’ajoute un terme
de re´gularisation. Un parame`tre de re´gularisation τ > 0 permet
de controˆler le poids de l’attache aux donne´es par rapport a` la
re´gularisation. Formellement, ceci revient a` re´soudre :
x∗τ = argmin
{
τJL(x, y) + JR(x)
}
sujet a` x ∈ Rn, x ≥ 0
, (2)
ou` JR est un terme d’a priori qui re´gularise le proble`me in-





(Hx+ b)i−yi+yi log(yi)−yi log [(Hx+ b)i] ,
(3)
avec Ω = {0, 1, . . . , n − 1}. De nombreux travaux ont e´te´
re´alise´s sur l’e´criture de ce terme de re´gularisation et dans cet
article, nous ne conside´rons que ceux s’e´crivant comme la norme
l1 d’une transforme´e line´aireW :
JR(x) = ‖Wx‖1. (4)
Parmi les re´gularisations de ce type, celles qui sont le plus
couramment utilise´es sont celles base´es sur la Variation Totale
(TV) [5] et sur les transforme´es en ondelettes [6, 10].
Le parame`tre de re´gularisation τ peut eˆtre choisi empirique-
ment de manie`re a` obtenir le “meilleur” re´sultat visuel. Des
travaux ont e´te´ re´alise´s afin de de´terminer ce parame`tre en fonc-
tion de l’estimation de la distance de l’image restaure´e x∗τ par
rapport a` la vraie image inconnue x¯ [9]. L’extension de cette
me´thode sur le proble`me de restauration (2) est difficilement
imple´mentable en pratique. Dans [1, 2, 6], les auteurs ont pro-
pose´ de mesurer la distance de l’image restaure´e par rapport
a` l’image observe´e y, dans le meˆme esprit que le principe de
discrepancy de Morozov [11]. L’inconve´nient de ces me´thodes
est d’avoir a` re´ite´rer le processus d’estimation pour plusieurs
valeurs de τ (et donc re´soudre plusieurs instances de (2)) ce
qui consomme un temps de calcul conside´rable pour des algo-
rithmes non-line´aires comme (2).
A l’exception de [2], ces estimateurs utilisent des approxima-
tions gaussiennes du bruit de Poisson. Dans ce travail, nous
nous focalisons sur la technique utilisant l’antilog de la vrai-
semblance de Poisson [2] et en de´duisons une borne maxi-
male sur le terme d’attache aux donne´es. Nous e´crivons alors
le proble`me de restauration sous la forme d’une minimisation
sous contrainte. Cette approche permet de calculer en une mini-
misation contrainte l’image restaure´e. Cette image est e´quival-
ente a` la re´solution du proble`me (2) avec le parame`tre de re´gular-
isation estime´ par [2], tout en e´vitant les optimisations succes-
sives du proble`me (2) pour le calcul de τ .
2 Estimation du parame`tre de re´gular-
isation
Les auteurs de [2] ont propose´ d’e´tendre le principe de dis-
crepancy de Morozov [11] au bruit de Poisson en choisissant le
parame`tre de re´gularisation τ tel que :
JL(x
∗
τ , y) = E (JL(x¯, y)) . (5)
Ils ont de plus montre´ que si Yλ ∈ R est une variable ale´atoire
suivant une loi de Poisson P(λ) alors :







F (λ, Yλ) = λ− Yλ + Yλ log(Yλ)− Yλ log(λ). (7)
Ainsi si l’image re´elle Hx¯ + b dans (1) posse`de des intensite´s
suffisament e´leve´es, alors :
E (2JL(x¯, y)) ≃ card(Ω) = n. (8)
Les auteurs de [2] ont donc propose´ de choisir le parame`tre de
re´gularisation τ ve´rifiant :
JL(x
∗




Ce crite`re peut cependant eˆtre affine´ en conside´rant les pro-
prie´te´s du bruit de Poisson, et en particulier du fait qu’une
moyenne (Hx¯ + b)i nulle dans (1) implique un pixel observe´
yi e´galement nul et que ces pixels peuvent donc eˆtre conside´re´s
sans bruit. Pour cette raison, nous proposons de de´couper le
domaine Ω en plusieurs sous-domaines afin d’affiner le calcul
de l’espe´rance dans chaque sous-domaine. Nous rappelons que
le mode`le d’observation s’e´crit :
y = P(λ), avec λ = Hx¯+ b. (10)
Soient les sous-ensembles :
– S0 = {i ∈ Ω|yi = 0, λi = 0},
– S1 = {i ∈ Ω|yi = 0, λi > 0},
– S2 = {i ∈ Ω|yi > 0, λi = 0} (vide par de´finition),
– S3 = {i ∈ Ω|yi > 0, λi > 0}.
Le sous-ensemble S1 contient les pixels de faibles intensite´s,
donnant une observation nulle du fait du bruit. Lorsque le fond
b est nul, S1 est situe´ principalement aux bords des objets e´tale´s
par la PSF H . Nous ne´gligeons cet ensemble devant S3 pour
des images contenant de “larges” objets et conside´rons que
Ω ≃ S0 ∪ S3. Ainsi :









E (2F ((Hx¯+ b)i, yi)) ≃ card(S3) = m,
et m est le nombre de pixels strictement positifs de l’image
observe´e y. Nous pouvons alors re´e´crire le crite`re (9) en :
JL(x
∗




Cet estimateur ne´ce´ssite cependant toujours plusieurs re´solutions
de (2) afin de trouver le parame`tre de re´gularisation τ ve´rifiant
le crite`re (12). En remarquant que l’estimateur (12) utilise le
terme d’attache aux donne´es du proble`me (2), nous proposons
de re´e´crire (2) en contraignant l’attache aux donne´es a` une
borne maximale donne´e par (12). Nous de´taillons cette approche
dans la section suivante et montrons que ce nouveau proble`me
contraint est e´quivalent au proble`me (2) avec le parame`tre de
re´gularisation estime´ par (12).
3 Formulation contrainte propose´e
Nous proposons ici d’utiliser le re´sultat (12) afin de contraindre
l’attache aux donne´es du proble`me (2) a` une borne maximale
soit :
x∗ = argmin JR(x)
sujet a` JL(x, y) ≤ m2
x ∈ Rn, x ≥ 0
. (13)
Ce proble`me d’optimisation sous contrainte (13) est particu-
lie`rement inte´ressant car il est strictement e´quivalent au probl-
e`me (2) avec un parame`tre de re´gularisation obtenu par l’esti-
mation nume´rique (12). En effet, nous pouvons montrer qu’il
existe un multiplicateur de Lagrange τ∗ tel que la solution x∗
du proble`me contraint (13) ve´rifie (la constrainte de positivite´
a e´te´ oˆte´e pour plus de simplicite´) :
τ∗∂JL(x













τ∗ ≥ 0, (14)
ou` ∂JL et ∂JR sont respectivement les sous-diffe´rentiels de JL
et JR. La condition τ
∗ = 0 peut eˆtre omise e´tant donne´ que l’on
suppose la solution du proble`me non triviale. Les conditions
d’optimalite´ du proble`me contraint (13) deviennent donc :
τ∗∂JL(x






τ∗ > 0. (15)




τ , y) + ∂JR(x
∗
τ ) ∋ 0. (16)
Dans le cas ou` le parame`tre de re´gularisation a e´te´ choisi par
estimation nume´rique (12) (note´ τ∗ ci-apre`s) alors x∗τ∗ ve´rifie
(16) mais e´galement (12) et par analogie avec les conditions
d’optimalite´ (15) nous pouvons en de´duire que les proble`mes
(13) et (2) (avec l’estimation du parame`tre de re´gularisation τ
par (12)) me`nent a` des ensembles de solutions identiques.
4 Re´solution nume´rique
La principale difficulte´ pour la re´solution nume´rique de (13)
re´side dans la pre´sence de l’ope´rateur line´aireH pour le calcul
de la projection orthogonale sur la contrainte. Cette projection
peut s’e´crire comme :
z∗ = argmin 12‖z − z0‖22






wi − yi + yi log(yi)− yi log(wi). (18)
Nous proposons d’utiliser la technique des directions alterne´es
pour re´soudre le proble`me global (13) afin de contourner les
difficulte´s lie´es aux ope´rateurs line´aires en augmentant la di-
mension du proble`me par la cre´ation de variables interme´diaires.
Cet algorithme a e´te´ re´cemment propose´ dans [7] pour re´soudre
la formulation (2). Nous de´coupons le proble`me (13) en cre´ant,
entre autre, une variable interme´diaire w = Hx+ b afin que la
projection (17) se re´e´crive :
w∗ = argmin 12‖w − w0‖22
sujet a` w ∈ Rn, Υ(w, y) ≤ m2
. (19)
Malgre´ la se´paration de l’ope´rateur line´aire H , cette projec-
tion orthogonale reste tout de meˆme difficile a` calculer et nous
de´taillons ci-apre`s l’algorithme ite´ratif que nous proposons pour
la re´soudre.
Remarquons dans un premier temps que siΥ(w0, y) ≤ m2 alors
w∗ = w0. Sinon, il existe δ ∈ ]0,+∞[ tel que :
w∗ = argmin 12‖w − w0‖22 + δΥ(w, y)
sujet a` w ∈ Rn
(20)





w0 − δ +
√
(w0 − δ)2 + 4δy
]
= Φ(δ). (21)
Nous devons donc trouver δ tel que Υ(Φ(δ), y) ≤ m2 . Soit :
f(δ) := Υ(Φ(δ), y)− m
2
. (22)
Cette fonction f est une fonction convexe de´croissante en δ,
nous proposons donc d’utiliser une me´thode de Newton afin
de trouver sa racine. L’algorithme re´sultant est donne´ en algo-
rithme 1 ou` f
′








δ − w0i + 2yi√





w0i − δ +
√
(w0i − δ)2 + 4δyi
)
. (23)
Dans nos simulations, nous avons pu ve´rifier que 20 ite´rations
suffisent a` obtenir une pre´cision machine sur la solution.
Algorithm 1: Me´thode de Newton pour re´soudre (19)
Donne´es: Nombre d’ite´rations N ;
Un point de de´part δ0 = 0 ;
Re´sultat: w∗ une estime´e de la solution de (19).
de´but
pour k de 0 a` N − 1 faire






w0 − δN +
√
(w0 − δN )2 + 4δNy
]
fin
Par manque de place, nous ne pouvons cependant pas inclure
l’algorithme global re´solvant (13) et nous renvoyons le lecteur
inte´re´sse´ a` [3] pour l’imple´mentation de cet algorithme.
5 Re´sultats
Nous avons compare´ la formulation contrainte (13), ou de
fac¸on e´quivalente la re´solution de (2) ou` τ est donne´ par (12),
a` la formulation (2) ou` le parame`tre de re´gularisation est choisi
en utilisant l’approximation gaussienne du bruit de Poisson pro-
pose´e par [1] que nous modifions e´galement en ne prenant en
compte que les pixels positifs (voir section 2). Le crite`re pro-
pose´ par [1] devient ainsi :
‖(Hx∗τ + b− y)/
√
y‖22 = m. (24)
Les re´sultats sur une image synthe´tique 2D et re´elle 3D sont
donne´s figures 1 et 2. La re´gularisation utilise´e dans les deux
simulations est la Variation Totale. L’ope´rateur H repre´sente
un flou gaussien de taille 7 × 7 pour l’image synthe´tique de la
figure 1 et la PSF d’un microscope confocal, dont le mode`le
est de´crit dans [5], pour l’image re´elle de la figure 2. Globa-
lement, on remarque que la formulation contrainte propose´e
(13) permet de moins lisser l’image et re´cupe`re plus facilement
les de´tails des cellules (voir figures 1 et 2). Ceci se traduit par
une le´ge`re ame´lioration sur le PSNR de 0.5 dB sur l’image
synthe´tique de la figure 1 par rapport a` l’estimateur (24) uti-
lisant l’approximation gaussienne du bruit de Poisson.
FIG. 1 – De gauche a` droite et de haut en bas : image
synthe´tique 2D, image observe´e floue et bruite´e (PSNR =
29.7 dB), re´sultat par minimisation (2) ou` τ est choisi par ap-
proximation gaussienne (24) (PSNR = 32.7 dB) et re´sultat
avec la formulation contrainte propose´e (PSNR = 33.2 dB).
6 Conclusion
Nous avons propose´ une nouvelle formulation contrainte pour
la de´convolution d’image bruite´e par du bruit de Poisson per-
mettant d’estimer automatiquement le parame`tre de re´gularisat-
ion. Nous avons propose´ un algorithme pour la re´solution du
proble`me contraint et avons montre´ des re´sultats sur des images
synthe´tiques et re´elles. Les re´sultats sont encourageants dans le
sens ou` cette formulation contrainte permet de s’affranchir de
l’estimation nume´rique ite´rative du proble`me non-contraint qui
est difficilement imple´mentable e´tant donne´ la dimension des
donne´es a` traiter.
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