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En	 este	 artículo	 se	 propone	 un	 algoritmo	 robusto	 ante	 los	 cambios	 de	
iluminación	para	 la	detección	de	 la	piel	 en	 imágenes,	 se	utiliza	una	base	
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correction	 are	 evaluated:	 Simple	 Correction	with	Green	 Channel,	 Color	
Channel	 Compression,	 Color	 Channel	 Expansion,	 Fixed	 Reference	 and	
Gamma	Correction.	And	 four	algorithms	 for	segmentation	are	evaluated	
as	 well:	 RGB	 Skin	 Color,	 Reference	 Histogram,	 Euclidean	 Distance	 and	
Mahalanobis	Distance.	The	proposed	algorithm	uses	the	Fixed	Reference	
method	 together	 with	 Gamma	 Correction	 for	 color	 correction	 and	
performs	the	skin	segmentation	based	on	an	RCrR	color	plane,	 found	by	




tion, illumination, skin color, segmentation, euclidean distance, mahalano-
bis	distance,	histogram.	
1. introducción 
Diferentes investigadores han desarrollado con 
éxito	métodos	de	procesamiento	y	análisis	inte-
ligentes	basados	en	la	 información	de	color	[4]
[10],	 sin	 embargo,	 es	 bien	 sabido	 que	 la	 infor-








del	 mundo	 gris	 ampliamente	 utilizada	 con	 la	
hipótesis	de	que	la	escena	promedio	capturada	
en	una	imagen	es	gris	[8].	Por	otro	lado	el	color	
de	 la	 piel	 se	 ha	 utilizado	 como	 característica	

















principalmente	 en	 el	 espacio	 de	 color	 YCbCr	
[13].	En	este	 artículo	 se	propone	un	algoritmo	
de	detección	de	 color	 de	 la	 piel	 para	 rostros	 y	




en la Seccion 3 se ilustran algunos métodos uti-
lizados	para	la	corrección	de	color,	luego	la	Sec-
ción 4 muestra	 los	 resultados	de	 la	 corrección	
de	color	y	se	escoge	el	de	mejor	desempeño,	en	
la Sección 5 se	muestran	las	propuestas	e	imple-
mentación	de	la	segmentación	de	piel	por	medio	
de varios métodos donde se utilizan distintos 
espacios	 de	 color	 incluyendo	 el	 nuevo	 plano	
RCrR. Los resultados del algoritmo realizado se 
muestran en la Sección 6 y las conclusiones en 








2.  adQuisición de imágenes 
En	 el	 desarrollo	 de	 este	 proyecto	 se	 construyó	
una	base	de	datos	con	100	imágenes	de	personas	
en	 forma	 frontal,	 tomando	 tres	 cuartas	 partes	
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cada	 uno.	 El	 primero	 de	 ellos	 está	 compuesto	
por	imágenes	en	condiciones	controladas,	donde	




tros antes mencionados son constantes en las 
imágenes. Adicionalmente, las imágenes fueron 





3. corrección de color 
Se	 seleccionaron	 los	 métodos:	 Corrección	 uti-
lizando	Canal	Verde,	Compresión	del	Canal	de	
Color,	Expansión	del	Canal	de	Color,	Referencia	
Fija	 y	Corrección	Gamma	 [8][12][9],	 los	 cuales	
se	 compararon,	 para	 elegir	 el	 más	 adecuado	
para	realizar	el	procesmiento	en	la	detección	de	




individual	 para	 realizar	 la	 corrección	 del	 color.	
Los	 resultados	parciales	 se	pueden	observar	en	
la	Fig.	2	en	la	cual	se	cuantizaron	los	niveles	de	
gris	 entre	 0	 a	 1,	 los	métodos	 serán	 descritos	 a	
continuación.	
A. Correción utilizando el Canal 
Verde 
Este	 algoritmo	 utiliza	 imágenes	 en	 RGB,	 y	 se	
debe	encontrar	el	valor	de	dos	escalares	αR y αB, 
los	cuales	están	dados	por:
αR = G¯ / R¯ , αB = G¯ / B¯	(1)	
Donde R¯ , G¯ , B¯	 son	los	valores	promedio	de	cada	
canal de color, finalmente el color corregido se 
obtiene	de	 la	multiplicación	del	escalar	hallado	
por	 cada	 uno	 de	 los	 canales	 de	 color	 como	 se	
muestra	en	 la	ecuación	 (2),	donde	R´ , G´ y B´ 
son los canales resultantes ya corregidos. 
R´ = R · αR, G´ = G, B´ = B · αB	(2)	




B. Compresión del Canal de Color 
Este	método	 es	 otra	 alternativa	 para	 la	 correc-
ción	 de	 color,	 se	 basa	 en	 encontrar	 el	 valor	 de	
escalares;	αR , αG y αB los	cuales	están	dados	por	
la	ecuación	(3).	
αR = Zmin / R¯ , αG = Zmin /G¯ , αB = Zmin / B¯	(3)	
Donde R¯ , G¯ y B¯	son	los	promedios	de	cada	uno	de	
los canales, además Zmin es el valor del canal 
con	menor	magnitud	promedio,	esta	 referencia	
será	menor	o	 igual	que	1,	esto	garantiza	que	al	
realizar	 la	operación	con	 los	 escalares	 como	se	
muestra	en	la	ecuación	(4)	la	magnitud	del	canal	
será	menor	o	simplemente	igual	a	la	que	se	tenía	
en el canal original. 
R´ = R · αR , G´ = G · αG , B´ = B · αB (4)	
La	 Fig.	 2(c)	 muestra	 los	 resultados	 para	 este	
método,	 en	 el	 histograma	 se	 puede	 apreciar	 la	
contracción	 de	 todos	 los	 canales,	 pasando	 de	
valores	por	encima	de	0.78	mostrados	en	la	Fig.	
2(a)	para	quedar	con	valores	por	debajo	de	0.78	
en la imagen que se toma como referencia. 




son;	αR , αG y αB ,	dados	por	la	ecuación	(5):	
αR = Zmax / R¯ , αG = Zmax / G¯ , αB = Zmax /B¯	(5)	







histograma	 se	 puede	 apreciar	 la	 expansión	 de	
los	canales,	pasando	de	un	valor	por	encima	de	
0.78	mostrado	 en	 la	Fig.	 2(a)	para	quedar	 con	
valores	 de	 1,	 llegando	 a	 saturar	 alguno	 de	 los	
canales. 
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D. Referencia Fija 
Este	 método	 se	 basa	 en	 una	 referencia	 fija	




(R¯ , G¯ , B¯	)	se	calculan	los	escalares	como	se	muestra	
en	la	ecuación	(6)	para	los	planos	corregidos	se	
utiliza	nuevamente	la	ecuación	(4).	
αR = Zref / R¯ , αG = Zref / G¯ , αB = Zref /B¯	(6)	
Los	resultados	obtenidos	se	muestran	en	 la	Fig.	
2(e),	 donde	 se	 observa	 en	 el	 histograma	 que	 al	
igual	 que	 los	dos	métodos	 anteriores	para	 cada	
canal	puede	contraerlos	o	expandirlos,	teniendo	
el	mismo	problema	de	llegar	a	saturar	algún	canal. 
E.  Correccioón Gamma con  




u´nicamente en la intensidad que tenga cada 
píxel	en	cada	canal,	este	valor	está	normalizado	y	
su dominio es X ∈ [0, 1]	y,	Y representan	el	rango	
de	intensidad.	La	corrección	gamma	[8]	se	des-
cribe	por	la	ecuación	(7).	





do. Para este método, al igual que en el método 
reference	fixed,	se	calcula	el	valor	promedio	de	
la	intensidad	de	las	imágenes	en	la	base	de	datos	





Figura 2. Comparación	de	los	métodos	de	corrección	de	color.	(a)	Imagen	original,	(b)	Corrección Utilizando el Canal 
Verde,	(c)	Compresión del Canal de Color,	(d)	Expansión del Canal de Color,	(e)	Referencia Fija,	(f	)	Correción Gamma. 
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Brillo Contraste
Promedio Desviación Promedio Desviación




0,5232 0,0760 0,1931 0,0154
0,5231 0,0462 0,1951 0,0235
0,5588 0,0849 0,2057 0,0162
0,4300 0,0572 0,1600 0,0211
0,5039 0,0002 0,1909 0,0367
0,5041 0,0005 0,2046 0,0160
4. resultados Para la 
corrección de color 
Para	 seleccionar	 el	 método	 con	 mejor	 desem-
peño	se	evaluaron	dos	propiedades	de	 las	 imá-
genes,	 el	 contraste	 y	 el	 brillo;	 estos	 valores	 se	
pueden	observar	en	la	Tabla	1,	donde	se	tiene	su	
promedio	 y	 desviación	 estándar	 para	 cada	uno	
de	 los	métodos,	como	punto	de	partida	 los	dos	










que	 en	 la	 Fig.	 3	 que	 el	método	de	Corrección	
Gamma	 presenta	 menor	 variación	 en	 el	 con-
traste;	esto	indica	que	la	imagen	resultante	será	




intensidad deseado que es de Iref =	0,504,	pero	
este método no tienen en cuenta el hecho que al 
obligar	a	la	imagen	a	quedar	en	este	valor	puede	
llegar	 a	 saturar	 algu´n	 canal	 como	 se	 observa	
en	la	 imagen	Fig.	2(e),	 lo	que	no	ocurre	con	el	
método	de	Corrección	Gamma,	puesto	que	este	
método tiene en cuenta cada canal de forma 
independiente	 para	hallar	 el	mejor	 valor	 de	γ, 








5.  segmentación de la Piel 
Después	de	 realizar	 la	 corrección	de	 color	me-
diante	 el	 método	 gamma	 se	 realiza	 el	 proceso	
de	 segmentación,	 para	 dicho	 propósito	 se	 pro-
baron	cuatro	algoritmos	distintos,	 los	cuales	 se	




a) Calcular el valor de referencia. 
b) Calcular	 el	promedio	de	 la	 intesidad	para	
uno	de	los	canales	de	color	(R,G,B).	
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c) Se	hace	la	comparación	entre	el	promedio	
del canal y la intensidad de referencia. Si es 
mayor	al	promedio	del	canal	se	asigna	γmin =	1	
y γmax =	3	que	se	halla	de	forma	experimental.	
De ser menor se asigna γmin =	0, 1	y	γmax =	1.	
d) Se	realiza	la	iteración	con	pasos	de	0.1	entre	
el γmin y γmax =	1,	para	encontrar	el	valor	de	γ 
que	dé	la	mínima	diferencia	entre	el	promedio	
del nuevo canal y la intensidad deseada. 
e) Al	obtener	este	primer	valor	de	γ se	repite	
el	paso	c),	pero	teniendo	en	cuenta	que	si	es	
mayor se asigna γmin = γobtenido y γmax = γobtenido 
+	1.	 en	caso	de	 ser	menor	 se	 asignará	γmin = 
γobtenido − 1	y	γmax = γobtenido . 
f ) Repetir	el	paso	d),	pero	con	iteraciones	de	
0.01	para	darle	una	décima	de	resolución.	
g) Luego	de	 haber	 encontrado	 el	 valor	 del	γ 
se	aplica	al	canal	que	se	esté	calculando	y	se	
repite	 el	 proceso	 para	 los	 canales	 de	 color	
faltantes. 
A. Color de Piel en RGB 
En	este	caso	se	realiza	una	segmentación	de	co-
lor	de	piel	en	el	espacio	de	color	RGB	como	se	
describe	 en	 [11],	 se	basa	 en	 la	 intensidad	de	 la	
imagen	partiendo	del	hecho	que	el	tono	de	la	piel	










 < (R(i)	− B(i))	< γ
2
 . 
Donde α = R¯ , β
1
 es el mínimo valor de 
(R − G)	· 0,75,	β
1
	es	el	máximo	valor	de	(R − G)	· 
1,25,	γ
1
	es	el	mínimo	valor	de	(R − B)	· 0,75	y	γ
2
 es 
el	máximo	valor	de	(R − B)	· 1,25.	Si	los	píxeles	de	
la	imagen	de	entrada	satisfacen	las	3	reglas	ante-
riores,	 se	dice	que	 los	píxeles	 son	considerados	
como	color	de	piel	y	se	dejan	dentro	de	una	nue-















En	 la	 Fig.	 6(b)	 se	muestran	 los	 resultados	 para	
una imagen en condiciones
de	 iluminación	 controladas	 y	 en	 la	 Fig.	 6(g)	 se	
puede	 ver	 los	 resultados	 para	 una	 imagen	 en	
condiciones	 de	 iluminación	 no	 controlada,	 los	
resultados	estadísticos	se	encuentran	en	Tabla	2.	
B. Histograma de Referencia 





(canal	H).	 Se	 realizaron	 pruebas	 con	 distintas	
imágenes	y	se	encontró	un	rango	en	el	cual	se	
puede	 detectar	 piel,	 donde	 sus	 límites	 se	 en-
cuentran	 entre	 0.001	 y	 0.29.	 Luego	 se	 realiza	
una	 ecualización	 teniendo	 un	modelo	 de	 his-
tograma a seguir, como es mostrado en al Fig. 
5.	Finalmente,	se	binariza	la	imagen	de	acuerdo	
al rango encontrado y se realiza una discrimi-
nación	por	área,	la	cual	se	estableció	que	áreas	
menores	a	80	píxeles	son	tomadas	como	ruido.	
En	 la	Fig.	6(c)	 se	muestran	 los	resultados	para	
una	 imagen	 en	 condiciones	 de	 iluminación	
controladas,	 y	para	una	 imagen	no	 controlada	
los	 resultados	 se	 observan	 en	 la	 Fig.	 6(h),	 los	
resultados	estadísticos	de	este	método	se	puede	
ver	en	Tabla	2.	
Figura 5: Histograma de referencia con el cual 
se	realizó	 la	ecualización	de	 los	histogramas	de	
las imágenes a corregir. 
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C. Distancia Euclidiana 
Se	 utiliza	 el	 plano	 de	 color	 YCbCr	 [13]	 para	




estas	 transformaciones	 se	 observó	 que	 el	 color	
de	 la	 piel	 predomina	 dentro	 de	 la	 imagen,	 por	
esta	 razón,	 se	 encuentra	 la	 ecuación	 (8)	que	 es	
una	transformación	directa	a	un	nuevo	canal	en	
escala de grises, llamado RCrR. 
RC rR =	[0, 6984	∗ R − 0, 5848	∗ .  
G − 0, 1135	∗ B − 0, 07305]	
(8)	
Después	de	calcular	el	nuevo	canal	se	umbraliza	
con	 valores	 superiores	 a	 0,	 de	 esta	 manera	 se	
obtienen	 los	 posibles	 objetos	 de	 piel	 dentro	 de	
la imagen. Paso siguiente, se divide la imagen a 
la	mitad	de	 forma	horizontal	 tomando	 la	parte	
superior	para	encontrar	el	rostro,	el	cual	se	ubica	
mediante	 dos	 discriminadores	morfológicos,	 el	
primero	 de	 ellos	 es	 la	 redondez,	 que	 para	 este	
caso	 toma	 un	 valor	 de	 0.3	 ya	 que	 el	 rostro	 no	
es	totalmente	redondo,	dicho	valor	es	obtenido	
de	 la	 ecuación	 (9),	 y	 el	 segundo	 es	 el	 tamaño	
del	 área.	 Después	 de	 haber	 ubicado	 el	 posible	
rostro	se	toma	un	píxel	muestra	para	segmentar	
mediante	el	método	de	distancia	euclidiana	[16].	
El filtro de distancia euclidiana consiste en de-
terminar	 la	 distancia	 de	 todos	 los	 píxeles	 de	 la	
imagen	respecto	de	un	píxel	o	color	de	referencia	
dado	por	la	ecuación	(10),	donde	Yr, Yg, Yb son 
los valores de referencia y Xr, Xg, Xb son los va-
lores	del	pixel	que	 se	 está	 evaluando.	Para	 este	
caso	 en	 especifico,	 se	 determinó	 una	 distancia	
de	0.1,	lo	que	quiere	decir	que	valores	superiores	
a esa distancia son discriminados y los valores 
inferiores	son	tomados	como	piel. 
Redondez =	(4.π.area)	=	perimetro2	 	(9)
dicho valor es obtenido de la ecuacio´n (9), y el segundo es el taman˜o del
a´rea. Despue´s de haber ubicado l posible rostro se toma un p´ıxel muestra
para segmentar mediante el me´todo de distancia euclidiana [16]. El filtro de
distancia euclidiana consiste en determinar la distancia de todos los p´ıxeles
de la imagen respecto de un p´ıxel o color de referencia dado por la ecua-
cio´n (10), donde Y r, Y g, Y b son los valores de referencia y Xr,Xg,Xb son
los valores del pixel que se esta´ evaluando. Par este cas en especifico se
determino´ una distancia de 0.1, lo que quiere decir que valores superiores a
esa distancia son discriminados y los valores inferiores son tomados como piel.
Redondez = (4.pi.area) = perimetro2 (9)
DE =
√
(Xr − Y r)2 + (Xg − Y g)2 + (Xb− Y b)2 (10)
En la Fig. 6(d) se muestran los resultados para una imagen en condiciones
de iluminacio´n controladas y para una imagen no controlada los resultados
se observan en la Fig. 6(i), los resultados estad´ısticos para este me´todo se
encuentran en Tabla 2.
D. Distacia de Mahalanobis
Se utiliza el canal RCrR y se ubica el rostro utilizando los discriminado-
res morfolo´gicos del mismo modo que en el me´todo de distancia euclidiana,
seguidamente el algoritmo busca el centro del rostro y se toma la intensidad
de sus ocho vecinos para binarizar la imagen por medio de la distancia de
mahalanobis, dada por la ecuacio´n (11).
DM =
√
(X − Y )TC−1(X − Y ) (11)
Donde DM es la distancia de Mahalanobis [5], X son los valores que se to-
man del p´ıxel a evaluar, Y es el promedio de los p´ıxeles que se tomaron como
referencia, T es la transpuesta de la matriz y C es la matriz de covarianza






Donde r, g, b son las intensidades de los p´ıxeles a evaluar, R,G,B son las




En	 la	 Fig.	 6(d)	 se	muestran	 los	 resultados	 para	
una	imagen	en	condiciones	de	iluminación	con-




D. Distacia de Mahalanobis 
Se	utiliza	el	canal	RCrR	y	se	ubica	el	rostro	uti-
lizando	 los	 discriminadores	 morfológicos	 del	
mismo modo que en el método de distancia 
euclidiana,	 seguidamente	 el	 algoritmo	 busca	 el	





dicho valor es obtenido de la ecuacio´n (9), y el segundo es el taman˜o del
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para segmentar mediante el me´todo de distancia euclidiana [16]. El filtro de
distancia euclidiana consiste en determinar la distancia de todos los p´ıxeles
de la imagen respecto de un p´ıxel o color de referencia dado por la ecua-
cio´n (10), donde Y r, Y g, Y b son los valores de referencia y Xr,Xg,Xb son
los valores del pixel que se esta´ evaluando. Para este caso en especifico se
determino´ una distancia de 0.1, lo que quiere decir que valores superiores a
esa distancia son discriminados y los valores inferiores son tomados como piel.
Redondez = (4.pi.area) = perimetro2 (9)
DE =
√
(Xr − Y r)2 + (Xg − Y g)2 + (Xb− Y b)2 (10)
En la Fig. 6(d) se muestran los resultados para una imagen en condiciones
de iluminacio´n controladas y para una imagen no controlada los resultados
se observan en la Fig. 6(i), los resultados estad´ısticos para este me´todo se
encuentran en Tabla 2.
D. Distacia e Mahalanobis
Se utiliza el canal RCrR y se ubica el rostro utilizando los discriminado-
res morfolo´gicos del mismo modo que en el me´todo de distancia euclidiana,
seguidamente el algoritmo busca el centro del rostro y se toma la intensidad
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mahalanobis, dada por la ecuacio´n (11).
DM =
√
(X − Y )TC−1(X − Y ) (11)
Donde DM es la distancia de Mahalanobis [5], X son los valores que se to-
man del p´ıxel a evaluar, Y es el promedio de los p´ıxeles que se tomaron como
referencia, T es la transpuesta de la matriz y C es la matriz de covarianza






Donde r, g, b son las intensidades de los p´ıxeles a evaluar, R,G,B son las




Donde DM es	la	distancia	de	Mahalanobis	[5],	X 
son	los	valores	que	se	toman	del	píxel	a	evaluar,	
Y es	el	promedio	de	los	píxeles	que	se	tomaron	
como referencia, T es	la	transpuesta	de	la	matriz	
y C es	la	matriz	de	covarianza	dada	por	la	ecua-
ción	(12).	
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Donde r, g, b s n las intensidades de los p´ıxeles a evaluar, R,G,B son las





Donde r, g, b son	las	intensidades	de	los	píxeles	a	
evaluar, R, G, B son	las	intensidades	de	los	píxe-
les de referencia y ci,j es la covarianza entre las 
intensidades. 






6.  resultados Para la 
segmentación de la Piel 
Para	 el	 desarrollo	 de	 este	 trabajo	 se	 analizaron	
100	imágenes,	 las	cuales	fueron	procesadas	por	





tantes son tomadas en diferentes entornos sin 
control	de	iluminación.	Las	imágenes	incluyen	a	
personas	de	 forma	 frontal,	 con	 tres	cuartos	del	
cuerpo	y	los	brazos	abiertos.
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cada una de las imágenes, haciendo una com-
paración	 del	 resultado	 del	 algoritmo,	 con	 su	
respectiva	imagen	segmentada	manualmente.
Para	evaluar	cada	algoritmo	de	segmentación	se	
tomaron	 4	medidas	 que	 permitieron	 clasificar	
los	 resultados:	 verdadera	 aceptación	 (TP)	 que	
es	el	porcentaje	de	píxeles	que	pertenecen	a	la	
región	 y	 que	 fueron	 correctamente	 identifica-
dos,	 falsa	 aceptación	 (FP)	 es	 el	 porcentaje	 de	
píxeles	 erróneamente	 identificados	 como	 per-
tenecientes	a	la	región,	verdadero	rechazo	(TN)	
es	 el	 porcentaje	 de	 píxeles	 correctamente	 re-
chazados,	falso	rechazo	(FN)	es	el	porcentaje	de	
píxeles	 erróneamente	 rechazados.	 En	 la	 Tabla	
2	se	muestra	el	valor	medio	y	la	desviación	es-
tándar	de	las	medidas	antes	mencionadas	para	
todas las imágenes con cada uno de los algorit-
mos.	Las	ecuaciones	(13)	y	(14),	corresponden	
a	la	especificidad	(Sp)	y	a	la	sensibilidad	(Se).	
Sp = T N/(T N + F N )		 (13)	
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Tabla 2. Resultados estadísticos del rendimiento de los algoritmos. 










que	 tiene	 una	 buena	 capacidad	 de	 garantizar	
que	 el	 borde	 pertenece	 o	 no	 a	 la	 región	 de	




pesar	 de	 que	 la	mitad	 de	 las	 imágenes	 fueron	
tomadas	 bajo	 condiciones	 no	 controladas,	 el	
algoritmo	 se	 comportó	 de	 forma	 robusta	 ante	
la	iluminación.	
Algoritmo % (Sp) % (Se)
Color	de	piel	en	RGB 62,24 94,22
Histograma de Referencia 77,07 88,12
Distancia Euclidiana 56,30 97,84
Distancia	Mahalanobis 84,31 99,36
Tabla 3.	 Valores	 de	 sensibilidad	 y	 especificidad	 de	 los	
algoritmos	planteados.	
7.  conclusiones 
En	 este	 artículo	 se	 deduce	 un	 nuevo	 plano	 de	
color denominado RCrR, el cual se enfoca en 
resaltar	la	piel	para	realizar	su	segmentación	por	
medio	 del	 método	 Distancia	 de	 Mahalanobis	





R,G,B,	 por	 esta	 razón	 no	 existe	 pérdida	 en	 la	
información	de	la	imagen	original.	Teniendo	en	
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