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Abstract 
Natural aerosols are a key component of many biogeochemical cycles, they define 
the baseline from which the pre‒industrial to present‒day anthropogenic aerosol 
radiative forcing is calculated, and they dominate the net effect of all aerosols on 
the incoming solar radiation. However, their impacts on climate are complex, often 
nonlinear, and poorly understood; leading to large uncertainties. 
Global model simulations are used in this thesis to define aerosol regions 
unperturbed by anthropogenic pollution. On a global annual mean, unperturbed 
aerosol regions cover 12% of the Earth (16% of the ocean surface and 2% of the 
land surface) with about 90% of unperturbed regions occurring in the Southern 
Hemisphere. In cloudy regions with a radiative forcing relative to 1750, results 
suggest that unperturbed aerosol conditions could still occur on a small number of 
days per month. However, these environments are mostly in the Southern 
Hemisphere, potentially limiting the usefulness in reducing Northern Hemisphere 
forcing uncertainty.  
Clustering techniques were used to identify natural emissions regimes in the pre-
industrial and present-day where biomass burning, biogenic volatile organic 
compounds, dimethyl sulphide, volcanic sulphur dioxide and sea spray emissions 
dominate the variance in cloud condensation nuclei concentrations. Regimes are 
generally located in regions close to each emission source, before significant 
mixing occurs within the atmosphere with other emission types. These regimes are 
ideal “natural laboratory” locations for field study of the impacts of each natural 
emission on aerosol behaviour. 
When pre-industrial fire emissions from two global fire models are implemented in a 
global aerosol model, pre-industrial global mean cloud condensation nuclei 
concentrations increase by a factor 1.6-2.7 relative to the widely used AeroCom 
dataset. Higher pre-industrial aerosol concentrations cause a substantial reduction 
in the calculated global mean cloud albedo forcing of between 40 and 88 percent 
and a reduction in the direct radiative forcing of between 5 and 10 percent. When 
compared to twenty-eight other sources of uncertainty in our model, pre-industrial 
fire emissions are by far the single largest source of uncertainty in pre-industrial 
cloud condensation nuclei concentrations, and hence in our understanding of the 
magnitude of the historical radiative forcing due to anthropogenic aerosol 
emissions.  
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*Chapter 1 
Motivation and background  
The most exciting phrase to hear in science, the one that heralds new discoveries, 
is not 'Eureka!' but 'That's funny...'  
Isaac Asimov 
1.1 Motivation 
Natural aerosols are a key component of many biogeochemical cycles (Carslaw et 
al., 2010; Mahowald et al., 2011), they define the baseline from which the pre‒
industrial (PI) to present‒day (PD) anthropogenic aerosol radiative forcing is 
calculated (Andreae, 2007; Andreae and Rosenfeld, 2008; Carslaw et al., 2013; 
Hamilton et al., 2014; Penner et al., 2011; Schmidt et al., 2012), and they dominate 
the net effect of all aerosols on the incoming solar radiation (Satheesh and 
Krishnamoorthy, 2005). However, their impacts on climate are complex, often 
nonlinear, and poorly understood; leading to large uncertainties (Carslaw et al., 
2010, 2013; Mahowald, 2011; Regayre et al., 2014; Wilcox et al., 2015). 
Field campaigns over the last three decades, such as the Aerosol Characterization 
Experiments (ACE 1, ACE 2, ACE‒Asia), those within The integrated Land 
Ecosystem‒Atmosphere Processes Study (iLEAPS), the Global Tropospheric 
Experiment (GTE), the Amazon Aerosol Characterization Experiment (AMAZE‒08), 
and the biogenic aerosol formation in the boreal forest (BIOFOR) project in Finland 
have improved our understanding of natural aerosol and related precursor gas 
emissions, processes, and their interactions with both climate and the Earth system 
(e.g., Bates, 1999; Johnson et al., 2000; Kulmala et al., 2001; Martin et al., 2010a; 
McNeal et al., 1983; Suni et al., 2015). However, large uncertainties in the 
magnitude of natural emissions and processes still exist (Carslaw et al., 2010).  
Two main factors affect our ability to study natural aerosol processes. First, natural 
emissions are highly variable across seasonal, interannual and decadal timescales 
(e.g., Dunne et al., 2014; Lana et al., 2011; Mahowald et al., 2013; Tsigaridis et al., 
2005; van der Werf et al., 2010) due to variability in factors such as temperatures, 
wind speeds, light availability and biological activity (Andreae and Crutzen, 1997; 
Andreae and Rosenfeld, 2008; Fitzgerald, 1991; Fowler et al., 2009). Second, 
ageing of the aerosol through coagulation and condensation of low volatility gases 
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means that at any location in the atmosphere the particles will contain a mixture of 
both natural and anthropogenic components (Andreae and Rosenfeld, 2008).  
Natural emissions are also sensitive to anthropogenic perturbations of the Earth 
system and climate (Arneth et al., 2010; Carslaw et al., 2010; Kloster et al., 2007). 
For example, increases in temperature can increase emissions from terrestrial 
vegetation (Guenther, 2002), but also reduce emissions from marine phytoplankton 
(Kloster et al., 2007). Furthermore, natural emissions from vegetation and wildfires 
are susceptible to alterations in the underlying vegetation distribution driven by 
anthropogenic land use and land cover change (Archibald et al., 2009; Ellis, 2011; 
Ellis et al., 2013; Ward et al., 2014). The overall global impact of anthropogenic 
activity could also be supressing the magnitude of Earth system‒natural emission‒
climate feedbacks (Spracklen and Rap, 2013), but this remains highly uncertain 
especially on the regional scale. 
Uncertainty in the magnitude of aerosol radiative forcing of climate over the 
industrial period hampers efforts to quantify the sensitivity of global temperature to 
the radiative perturbations caused by human activity (Stocker et al., 2013). Because 
forcings are referenced to PI conditions, a large part of the uncertainty will be 
reduced only by accurately defining pristine aerosol conditions before air pollution 
(Carslaw et al., 2013; Hamilton et al., 2014). Furthermore, to understand the 
processes involved in how different natural emissions impact aerosol number 
concentrations it is important to define those regions where each natural emission 
can be studied in as close to isolation as possible.  
This thesis aims to define those regions best suited as “natural laboratories” for 
further study of natural aerosols, the processes they undergo and their climate 
impacts. First in terms of those PD environments which are still close to PI 
conditions and then in a detailed analysis of where the impact of each natural 
emission on cloud condensation nuclei (CCN) number concentrations could be 
studied in as close to isolation as possible. Finally fire modelling results show that 
PI fire emissions are currently the largest uncertainty in our understanding of the PI 
aerosol state within our model, and hence the magnitude of anthropogenic radiative 
forcing over the industrial period.  
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1.2 Introduction to natural aerosol systems  
Natural aerosol and precursor gas emissions originate from both terrestrial and 
marine environments (Carslaw et al., 2010). They are emitted directly to the 
atmosphere, termed primary aerosol, or formed by gas‒to‒particle conversion from 
natural precursor gas emissions, termed secondary aerosol. Satheesh and 
Krishnamoorthy (2005) estimated that the natural environment accounts for 89% of 
the mass from all emissions, contributes 81% of the total atmospheric aerosol mass 
and 52% of the total aerosol optical depth. Natural emissions are highly diverse and 
include sea salt, dust, secondary organic aerosol (SOA) from biogenic volatile 
organic compound (BVOC) emissions, carbonaceous particles from wildfires, and 
sulphate from volcanic sulphur dioxide, wildfire, and marine phytoplankton dimethyl 
sulphide (DMS) emissions (Figure 1.1).  
 
 
 
Figure 1.1. Venn diagram of major natural aerosol types (white text) characterised 
by source environment and production method (black text). 
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Aerosols are an important part of the Earth’s radiation budget. Aerosol particles of a 
sufficient size directly alter the energy balance of the atmosphere through 
absorbing and scattering incoming solar radiation, termed aerosol radiation 
interactions (ARI). The effect of this interaction can be seen through changes to 
visibility (haze) on polluted days and increases linearly with increasing aerosol 
concentrations, except at very low aerosol optical depths (Boucher et al., 1998). 
Additional to this direct effect on solar radiation, aerosol-cloud interactions (ACI) 
indirectly alter the energy balance of the atmosphere by changing cloud brightness 
(albedo), termed the cloud albedo effect (CAE). Aerosols above a certain size, with 
the ability to attract and retain water (hygroscopic), play a critical role in the 
atmosphere at supersaturations below a few percent by acting as the seed, termed 
cloud condensation nucleus (CCN), upon which cloud drops can grow. For a fixed 
amount of cloud liquid water, an increase in aerosol concentrations leads to brighter 
clouds by increasing the number and reducing the average size of the cloud drops 
(Boucher et al., 2013). Clouds are considerably more sensitive to changes in cloud 
droplet concentration in those regions where initial cloud drop concentrations are 
low (Twomey, 1991), such as remote regions where natural emissions can 
dominate, because the sensitivity of cloud albedo R to changes in cloud drop 
concentrations N, at fixed liquid content, is approximately: 
 
 (
𝑑𝑅
𝑑𝑁
)
𝑤
=  
𝑅(1 − 𝑅) 
3𝑁
 (1.1) 
 
Figure 1.2 illustrates the non‒linear relationship between aerosol concentrations 
and cloud radiative properties in results from four global climate models. Changes 
to emissions from the natural environments alter CCN number concentrations, and 
hence cloud droplet number concentrations, cloud albedo and the energy balance 
of the atmosphere (Rap et al., 2013; Schmidt et al., 2012; Scott et al., 2014). 
Natural aerosols are also a major component of the baseline from which the 
magnitude of the PI-to-PD aerosol radiative forcing (RF) is determined; 
uncertainties in the magnitude of PI natural emissions contribute substantially to the 
overall uncertainty in the magnitude of the aerosol-cloud radiative forcing (Carslaw 
et al., 2013; Regayre et al., 2014; Schmidt et al., 2012; Wilcox et al., 2015).  
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Figure 1.2. Sensitivity of cloud albedo to changes in the global sulphate burden 
(load) in four global climate models. Figure from Wilcox et al. (2015). 
 
 
 
 
Figure 1.3. Intergovernmental Panel on Climate Change (AR4, Forster et al. 2007) 
aerosol radiative forcing estimates compared to radiative forcing estimates from the 
indirect effect of aerosols within biogeochemical cycles. Figure from Mahowald 
(2011). 
- 6 - 
Aerosols can also indirectly alter climate by providing essential nutrients to 
ecosystems (Mahowald et al., 2011), often in remote locations far from the aerosol 
emission source. The effective forcing of climate through aerosol impacts on 
biogeochemical cycles has been estimated by Mahowald (2011) to be equal to the 
direct radiative forcing of anthropogenic aerosols (Figure 1.3). Any future changes 
to the transport of nutrients can potentially alter the land or ocean primary 
productivity which depends upon it. 
Unlike long‒lived greenhouse gases, aerosols are short lived in the atmosphere 
with typical atmospheric lifetimes of up to a few weeks (Figure 1.4). Pure natural 
aerosols can often be observed close to strong local emission sources, like 
wildfires. Nevertheless, we are often interested in how the emissions affect aerosol 
and cloud properties in remote locations (Koren et al., 2014). In these 
environments, far from well-defined aerosol sources, it is much more difficult to 
unambiguously separate purely natural aerosol environments from those that are 
subject to anthropogenic influences because particles become mixed over long time 
scales. 
 
 
Figure 1.4. Tropospheric residence times in [days] from 16 AeroCom models for 
the species: dust (DU), sea salt (SS), sulphate (SO4), black carbon (BC), particulate 
organic matter (POM), and the total aerosol (AER). Figure from Textor et al. (2006). 
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Various chemical tracers can be used to stratify aerosol measurements, such as 
carbon monoxide (Clarke and Kapustin, 2010), black carbon (O’Dowd et al., 2014) 
or even particle concentrations (Fiebig et al., 2014; Koren et al., 2014), but none of 
these tracers are uniquely natural or anthropogenic. For example, wildfires produce 
natural precursor gases that can contribute to particle formation through nucleation, 
perhaps even more effectively than anthropogenic vapours (Kirkby et al., 2016). 
Assuming that remote locations containing low aerosol concentrations are pristine 
is not always appropriate either due to the long range transport of pollutants. For 
example, Antarctica can become polluted by anthropogenic aerosols originating 
from South America during the biomass burning season (Fiebig et al., 2014).  
Detection of purely natural environments with respect to aerosols becomes even 
more challenging because many natural emissions lead to formation of low volatility 
gases like sulphuric acid or low volatility organic compounds that can condense 
onto pre-existing anthropogenic and natural particles (Keskinen et al., 2013) or 
nucleate to form new ones (Riccobono et al., 2014; Spracklen et al., 2006). The 
microphysical evolution of such an aerosol system implies that, observationally, 
there is no means of detecting the boundaries of a purely or predominantly natural 
aerosol environment.  
1.3 Natural emissions 
The following sub-sections are a background summary for each natural aerosol and 
precursor gas emission discussed within this thesis. 
 
1.3.1 Dimethyl sulphide 
The vast majority of DMS is oceanic in origin (Gondwe, 2003) and is produced 
within the ocean mixed layer. It is the dominant biogenic sulphur emission to the 
atmosphere (Bates et al., 1992; Lin et al., 2012). DMS accounts for approximately 
half of the total natural sulphur sources (Kettle and Andreae, 2000) and between 18 
to 42% of the total mass of all atmospheric sulphate aerosol (Woodhouse et al., 
2010).  
Figure 1.5 shows the basic formation and transformation processes in the DMS 
cycle. Oceanic DMS is one of the products of dimethyl sulfoniopropionate (DMSP) 
which is released by many species of phytoplankton, and to a lesser extent some 
diatoms (Spielmeyer et al., 2011), during zooplankton grazing, senescence or viral 
lysis (Curson et al., 2011). 
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Figure 1.5. The formation and fate of dimethyl sulphide. Figure from Curson et al. 
(2011) 
 
Once in the atmosphere DMS is readily oxidised by hydroxyl radicals during the day 
(Pham et al., 1995) and by nitrate radicals at night (Stark et al., 2007) to form 
sulfuric (see section 1.2.8) and methane‒sulfonic acids (Andreae and Crutzen, 
1997). DMS therefore plays an important role in both the formation and growth of 
sulphate containing aerosol particles. Once formed, sulphate aerosol impacts 
climate through scattering solar radiation and altering cloud properties (section 1.5).  
The Charlson, Lovelock, Andreae and Warren (CLAW) hypothesis (Charlson et al., 
1987) is a well‒known natural aerosol‒climate feedback hypothesis. It proposed 
that increasing DMS emissions concurrently increases CCN number 
concentrations, hence altering aerosol‒cloud interactions and ultimately increasing 
cloud albedo. This increase in the albedo was then suggested to form a negative 
feedback by cooling the underlying ocean surface and reducing net primary 
productivity. However, later work showed that if sulphate grows existing particles 
instead of creating new ones it can have the opposite effect on cloud albedo (von 
Glasow, 2007; von Glasow and Crutzen, 2004). Furthermore, recent studies 
(Brévière et al., 2015; Woodhouse et al., 2010, 2013) have shown that DMS 
emissions alter aerosol concentrations via particle nucleation in the free 
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troposphere more than within the marine boundary layer. After formation new 
particles can then be transported long distances downwind of their original DMS 
source locations, with any resulting climate impacts therefore not spatially co‒
located with the emissions. The sensitivity and location of CCN formation to any 
changes in the DMS flux is therefore a limiting factor in any feedback cycle. Even 
though supporting evidence of a DMS emission‒climate feedback is still limited 
(Quinn and Bates, 2011) DMS emissions are highly important in climate studies due 
to the high sulphate formation rates from DMS emissions. DMS emissions could 
also be a possible unaccounted source of sulphur to the stratosphere (Marandino et 
al., 2013). Furthermore, while CCN number concentrations may not be as sensitive 
as previously thought to changes in the flux of DMS from current emission 
locations, any future changes to the spatial distribution of DMS emissions (e.g., due 
to sea ice loss) could still be important (Woodhouse et al., 2010). 
The modelled flux of ocean DMS to the atmosphere in this thesis is parametrised 
based on ocean DMS concentrations from the Kettle and Andreae (2000) 
climatology and the Nightingale (2000) sea-air transfer velocity.  
 
1.3.2 Biogenic volatile organic compounds 
Plants and marine biota release biogenic volatile organic compounds (BVOCs) into 
the atmosphere which, once oxidised, are able to partition into the atmospheric 
particle phase, forming secondary organic aerosol (SOA) (e.g., Kavouras et al., 
1999; Tsigaridis et al., 2005; Tsigaridis and Kanakidou, 2003; Went, 1960).  
It is estimated that there are over 10,000 reactive carbon species, which are 
produced in terrestrial ecosystems at varying rates depending on the vegetation 
type (Guenther, 2002). Many plants produce BVOCs in response to environmental 
stressors such as excessive heat (Peñuelas and Llusià, 2003), damage to 
photosynthesis pathways from high ozone levels (Pacifico et al., 2015), or herbivory 
(Blande et al., 2009; Peñuelas et al., 2005). It is hypothesised that by producing 
BVOCs the potential damage to the plant from external stressors can be reduced. 
Therefore, those plants lacking this mechanism are at a selective disadvantage 
over those that do (Lerdau, 2007).  
Vegetation is sensitive to the local climate, with temperature, light availability and 
precipitation all controlling photosynthetic BVOC production rates (Laothawornkitkul 
et al., 2009). Temperature effects can be direct (e.g., altering metabolic reaction 
pathways) or indirect (e.g., modifying the growing season or latitudinal/altitudinal 
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migration) (Peñuelas and Staudt, 2010). Specifically, rates of BVOC emission are 
linked to enzyme synthase (Silver and Fall, 1995) with an optimum around 40°C 
(Guenther et al., 1993). Modelling suggests that an increase of 2°C from PD levels 
can increase BVOC emissions up to 25% (Guenther, 2002). The role of light in 
photosynthesis leads to summer emission maxima with equivalent peaks in particle 
nucleation (Kulmala et al., 2004b). Precipitation effects on BVOC emissions depend 
upon the severity of the event. For example, a mild drought can increase BVOC 
emission whereas a severe drought can decrease them (Peñuelas and Staudt, 
2010).  
The diurnal cycle of BVOC concentrations can vary depending on location and 
compound type. For example high daytime concentrations of monoterpenes (C-10 
compounds) are observed over tropical forests, while the larger sesquiterpenes  (C-
15 compounds) peak at night and closer to the ground (Jardine et al., 2011). 
Conversely, over boreal forests high night time monoterpene concentrations are 
observed (Hakola et al., 2012). Figure 1.6 shows the seasonal variation in 
monoterpene emissions, which are linked to the ambient temperature. Tropical 
emissions contribute around half of all global BVOC emissions due to being 
persistent throughout the year, while boreal emissions are prevalent only in the 
summer (Guenther et al., 1995). Once in the atmosphere BVOCs are readily 
oxidised to form lower volatility products, by hydroxyl radicals and ozone during the 
day and by nitrate radicals at night. 
 
 
Figure 1.6. Global monoterpene emission rate estimates (g C m-2 month-1) for 
January and July. Figure from Guenther et al. (1995). 
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Vegetation is also sensitive to anthropogenic emissions, with anthropogenic 
aerosols and gases impacting the net primary productivity of plants both directly 
and indirectly. Directly, high ozone levels cause stomatal closure, reducing net 
primary productivity (Sitch et al., 2007). Increasing CO2 levels increases net primary 
productivity (Kulmala et al., 2004b) through a fertilization effect, but can also lead to 
reductions in photosynthetic productivity which supresses BVOC formation (Arneth 
et al., 2007; Heald et al., 2009; Young et al., 2009). Indirectly, anthropogenic 
aerosol increase the amount of diffuse radiation reaching vegetation, leading to 
higher net primary productivity (Mercado et al., 2009). 
Many not readily modelled factors exist when considering the impact of BVOC 
emissions on SOA concentrations, such as marine BVOC emissions (Bonsang et 
al., 1992), chirality (Yassaa et al., 2008) and herbivory (Blande et al., 2009; 
Peñuelas et al., 2005). Different oxidation pathways from BVOC species to SOA 
also exist (Atkinson and Arey, 2003). Estimates of SOA production from BVOCs 
therefore vary considerably from 12‒1820 Tg (SOA) a-1 (Goldstein and Galbally, 
2007; Hallquist et al., 2009; Spracklen et al., 2011b; Tsigaridis et al., 2005). There 
is also a secondary contribution to the total SOA burden from anthropogenic 
precursor gases (Weber et al., 2007). When combined the best global estimate of 
total SOA (biogenic and anthropogenic) is between 50–380 Tg (SOA) a-1 (Spracklen 
et al., 2011b). The monoterpene emissions used in this thesis come from Guenther 
et al. (1995) and produce 50 Tg SOA a-1 (Lee et al., 2013). Vegetation also 
contributes to the atmospheric mass of particulate organic matter (POM) via spores, 
pollen and leaf materials (Spracklen et al., 2008b), but this primary source of POM 
is not currently modelled. 
 
1.3.3 Fire  
Global fire activity is linked to both human activity and climate (Bowman et al., 
2009; Pechony and Shindell, 2010) and fire has long been employed as a tool by 
humans to manage their habitat (Bowman et al., 2011). Fire contributes large 
quantities of trace gases and aerosol to the atmosphere (Andreae and Merlet, 
2001; van der Werf et al., 2010). For example, the late‒18th to mid‒19th Century 
peat burning in Germany and the Netherlands caused haze clouds that 
encompassed Paris, Warsaw and the Alps (Prestel, 1861). This can lead to 
assumptions that fire emissions are a predominantly anthropogenic phenomenon. 
However, historical records of West African natural wildfires date back to the 
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explorer Hanno in ~470 BC (von Danckelman, 2009) and natural fire occurrences 
are prevalent throughout geological history (Bowman et al., 2009). 
Fire ignition is strongly linked to human activity but recent evidence points to an 
overall negative relationship between population density and total burnt area 
(Bistinas et al., 2013; Knorr et al., 2014). Total burnt area is also linked to climate 
(Pechony and Shindell, 2010; van der Werf et al., 2008b). Low precipitation reduces 
net vegetation primary productivity and so fuel levels become insufficient, whereas 
high precipitation causes the fuel to become non-flammable (van der Werf et al., 
2008b). Strong climate cycles, such as the El Niño Southern Oscillation (ENSO) or 
the Indian Ocean Dipole, are therefore important considerations in many fire studies 
(Field et al., 2009; Fuller and Murphy, 2006; Giglio et al., 2010; van der Werf et al., 
2008a). For example during drought years, usually in response to ENSO, a third or 
more of the Amazon is susceptible to fire (Nepstad et al., 2004) and observations 
suggest that drought can increase fire emissions by more than a factor of two 
compared to non-drought years (Reddington et al., 2015). 
The PD pattern of fire is relatively well understood based on global satellite 
measurements of burnt area (Figure 1.7), with an estimated 3.3 to 4.3 Mm2 of 
vegetation burnt from 1997‒2008 (Giglio et al., 2010). Over 70% of fire occurrence 
is in Africa (Giglio et al., 2010), where wildfires help savannahs keep the balance 
between grassland and trees (Bond, 2008). The northern hemisphere (NH) African 
Savannah dry season depends on the inter‒tropical convergence zone (ITCZ) 
position and burning lasts for up to 4 months, centred on January. The southern 
hemisphere (SH) African savannah dry season depends on the interoceanic 
confluence, which peaks in July, with the burning season slightly longer than in the 
NH at 4‒5 months (Cachier and Ducret, 1991).  
 
Figure 1.7. Left map: Annual mean (1997–2009) carbon emissions (g C m-2 a-1) 
calculated as a product of the fuel consumption and burned area. Right map: 
dominant fire type. Figures from van der Werf (2010). 
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The impacts of fire emissions are observed throughout the Earth system, including: 
changes to cloud microphysics (Kaufman et al., 1998; Rosenfeld, 1999), altering of 
the Hadley circulation (Tosca et al., 2013), black carbon deposition on ice and snow 
which alters its albedo and melting rates (Quinn et al., 2008; Skeie et al., 2011), 
warming the atmosphere through the solar radiation absorbing properties of both 
black (Bond et al., 2013) and brown (Feng et al., 2013) carbon emissions, or 
conversely, cooling the atmosphere through creation of sulphate (SO4) particles 
from sulphur dioxide (SO2) emissions (see section 1.4) which reflect solar radiation. 
Human land use change and deforestation change the land surface albedo, and 
hence the regional energy budget, in a way that persists all year round, not just 
during the burning season (Sena et al., 2013). Poor air quality and haze occurs 
frequently in periods of intense biomass burning (Reddington et al., 2014, 2015), 
with detrimental effects on human health. However, despite the prominent role of 
fire in past and present climate (Ward et al., 2012), current understanding of PI fire 
emissions is limited (van der Werf et al., 2013). 
Fire emissions used throughout this thesis come from the AeroCom inventory 
(Dentener et al., 2006), and in Chapter 5 the PI emissions are compared to recent 
modelling estimates of emissions in the same period. 
 
1.3.4 Sea salt  
The marine boundary layer contains two major aerosol components, those that are 
sea salt derived and those that are non‒sea salt derived (Keene et al., 1986). 
Around 90% of the ocean salt composition is sodium chloride (NaCl), and therefore 
also constitutes the highest mass fraction to sea spray aerosol (Grythe et al., 2014). 
Sea salt constitutes the largest component of aerosol mass to the marine boundary 
layer (Textor et al., 2006), except during very high dust events (Fitzgerald, 1991). 
Sea spray aerosol is produced by bubble bursting and mechanical disruption of 
wave crests (de Leeuw et al., 2011), with significantly higher amounts produced 
when wind speeds are above 10 ms‒1 (Fitzgerald, 1991; Ovadnevaite et al., 2014).  
Sea salt is highly hygroscopic and therefore acts as an efficient CCN particle upon 
which a cloud drop can form. While wind speeds are a major factor in the 
contribution sea spray makes to the total marine aerosol mass, the relationship may 
not extend between wind speed and marine CCN number concentrations except 
over the Southern Ocean (Dunne et al., 2014).  
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Sea salt composition can contain significant marine biological elements. While 
marine biological particles are efficient ice nucleating particles (Burrows et al., 
2013; Wilson et al., 2015) they act to reduce the overall hygroscopicity of sea salt 
and therefore can reduce (up to 32%) the efficiency of smaller sized (< 180 nm) sea 
spray aerosol to activate into cloud drops (Prather et al., 2013).  
Modelled fluxes of sea salt in this thesis are calculated using the Gong (2003) 
parametrisation, and based on 10 m above sea level (termed U10) wind speeds. A 
wind speed only parametrisation does not capture all of the variability in emissions 
(Ovadnevaite et al., 2014), because the impact of variables such as the sea surface 
temperature or wave height on emissions is neglected, but the overall relationship 
is well captured (Figure 1.8). 
 
 
 
Figure 1.8. Modelled mass flux of sea spray aerosol using two schemes. The Gong 
(2003) scheme which is based on wind speed only (black dots) and the 
Ovadnevaite et al. (2014) scheme which also includes the Reynolds number 
representing the wave height and water viscosity (coloured dots). Figure from 
Ovadnevaite et al. (2014). 
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1.3.5 Volcanic emissions 
The climate impacts of volcanic eruptions have received much attention in the 
literature (Robock, 2000) due to the substantial cooling effect that the large 
quantities of sulphur ejected with the tephra has on the climate. As the residence 
time of stratospheric sulphate is around a year (Robock, 2000), compared to 
around five days in the troposphere (Penner et al. 2001), the magnitude of the 
cooling is mainly determined by how much sulphur reaches the Junge (lower 
stratosphere from ~15-25 km) layer (Junge et al., 1961). For example, the St. 
Helens eruption was a highly explosive eruption but limited in its cooling effect as 
insufficient altitude was attained (Robock, 1981). In contrast, the El Chichon 
eruption was only a few km higher (Pollack et al., 1983), but the end result was that 
the El Chichon eruption reached the stratosphere and bolstered the Junge layer, 
thus providing a cooling to the climate.  
As well as eruptive events, volcanoes also change aerosol concentrations and 
cloud properties from continuous passive degassing of SO2 (von Glasow et al., 
2009; Schmidt et al., 2012). Due to volcanic emissions being injected at higher 
altitudes than many other natural sulphur emission sources they are more likely to 
be oxidised to SO4 and less likely to be deposited to the surface as SO2 (Stevenson 
et al., 2003). This results in volcanic emissions being estimated to be almost twice 
as efficient than DMS emissions at producing CCN (Schmidt et al., 2012). As 
baseline volcanic emissions produce large amounts of SO2 in many regions far 
from anthropogenic SO2 sources (e.g., White Island volcano: Rose et al., 1986; 
Wardell et al., 2001), volcanoes can have a large impact on their surrounding 
climate. 
Volcanic eruptions can also act as a natural fertiliser due to the high levels of 
nutrients contained within the tephra, such as nitrogen, iron and phosphorus 
compounds (Duggen et al., 2007; Huebert et al., 1999; Olgun et al., 2011; Uematsu 
et al., 2004). This is especially important in marine regimes where access to limiting 
nutrients is the limiting factor in net primary productivity (Achterberg et al., 2013; 
Hamme et al., 2010), which are often in high latitude regions where CO2 drawdown 
to the deep ocean is also linked to the biological productivity (Frogner et al., 2001). 
Emissions from volcanoes differ substantially between sites as well as over the 
evolution of an eruption’s lifetime. The spatial, temporal and type of volcanic activity 
therefore determines any resulting impact on climate. In this thesis volcanic 
emissions of SO2 are based upon the continuously and sporadically erupting 
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volcanic emission inventory from Andres and Kasgnoc (1998) which could 
underestimate emissions (Andres and Kasgnoc, 1998).  
1.3.6 Dust 
As dust has been shown to have only a small effect on CCN number concentrations 
(Manktelow et al., 2010) it is not explicitly investigated in this thesis. However, dust 
is an important natural aerosol in terms of its role in biogeochemical cycles and the 
cryosphere (Okin et al., 2011). Changes in dust levels could therefore have an 
indirect effect upon CCN concentrations and climate through changing 
biogeochemical cycles, particularly iron fertilization in iron depleted ocean regions 
(Jickells et al., 2005).  
1.4 Sulphur cycle 
In the natural environment DMS and volcanic activity are major sources of SO2, 
with a secondary minor contribution from wild fires (Dentener et al., 2006). Once in 
the atmosphere SO2 can be removed via dry deposition or oxidised to form 
sulphate; with a residence time in the troposphere of a few hours to days, 
increasing up to a few weeks in the stratosphere (Bluth et al., 1992). Oxidation can 
occur in both the gas (homogeneous) and aqueous (heterogeneous) phases.  
Homogenous reactions are dominated by the hydroxyl radical (OH) during the day 
(Pham et al., 1995), which reacts with SO2 to form sulphur trioxide (Stockwell and 
Calvert, 1983) 
 SO2 (g) + OH (g) + M  HOSO2 (g) + M (1.2) 
 HOSO2 (g) + O2 (g)  HO2 (g) + SO3 (g) (1.3) 
This reaction may also proceed with per-oxy radicals (Berndt et al., 2008) and at 
night by nitrate radicals (Stark et al., 2007). Sulphur trioxide can then react with 
water in either the gas or liquid phase (after uptake into the aqueous medium) to 
form sulphuric acid (H2SO4)  
 
SO3 (g) + H2O (g/l)  H2SO4 (aq) (1.4) 
Due to the high relative concentrations of water and the high sticking coefficient of 
SO3, no other significant reaction pathways for SO3 are expected to occur in the 
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atmosphere (Lovejoy et al., 1996). H2SO4 is a low volatility gas, and so it rapidly 
nucleates to form new aerosol particles or condenses onto existing ones.  
Heterogeneous reactions are dominated by hydrogen peroxide and proceed via the 
sulphite ion under the proposed following mechanism 
 
 SO2 (aq) + H2O (l)  H
+ 
(aq) + HSO3
- 
(aq)  (1.5) 
 HSO3
- 
(aq) + H2O2  A
- 
(aq) + H2O (l)  (1.6) 
 A- + H+ (aq)  H2SO4 (aq) (1.7) 
 
Where A- could possibly be the peroxymonosulphurous acid ion (Hoffman and 
Jacob, 1984). The reaction can also proceed with ozone 
 
        SO2 (aq) + H2O (l)  H
+ 
(aq) + HSO3
- 
(aq)  (1.5) 
          HSO3
- 
(aq) + O3  H2SO4 (aq) (1.8) 
 
Sulphate (SO4
2-) is then formed by the double dissociation of the diprotic H2SO4 
molecule 
    H2SO4   H
+ + HSO4
-  (1.9) 
 HSO4
-    SO4
2
  (1.10) 
 
For example, the chemistry of ammonium (NH4
+) is closely related to that of SO4
2- 
 
 
         2NH3 + H2SO4  (NH4)2SO4 (1.11) 
With additional significant analogues of hydrochloric acid (HCl) and nitric acid 
(HNO3). The main loss of sulphate is then via wet deposition.  
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1.5 Radiative forcing  
Aerosols can alter the energy balance of the atmosphere in various ways, including 
through aerosol-radiation interactions (ARI) and aerosol-cloud interactions (ACI). 
The most recent IPCC (AR5) definition for radiative forcing (RF) is, 
 
“RF is defined, as it was in AR4, as the change in net downward radiative flux at the 
tropopause after allowing for stratospheric temperatures to readjust to radiative 
equilibrium, while holding surface and tropospheric temperatures and state 
variables such as water vapour and cloud cover fixed at the unperturbed values.” 
(Myhre et al., 2013) 
 
The effect that the PI‒to‒PD increase in anthropogenic aerosol concentrations has 
had on climate is measured by the difference in RF over the same period, 
measured in W m-2. A positive forcing indicates an increase of surface temperatures 
(warming) in that region, while a negative forcing represents a decrease of surface 
temperatures (cooling). Due to the wide array of natural emissions, natural aerosols 
have varied compositions and, thus, different interactions with solar radiation 
(Figure 1.9).  
 
Figure 1.9. The direct and indirect radiative effects of natural aerosols. Figure from 
Rap et el. (2013). 
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1.5.1 Aerosol-radiation interactions 
Aerosols of a sufficient size directly alter the energy balance of the atmosphere 
through absorbing and scattering incoming solar radiation (Figure 1.10). An 
example of the effect of this interaction can be seen through changes to visibility on 
polluted days. The amount of radiation absorbed or scattered is determined by the 
aerosol number concentration and optical properties (particle size, shape and 
chemical composition). Particle size is a key factor in determining the light 
scattering properties of aerosol (e.g., Schwartz 1996) with accumulation mode (0.1‒
1 μm) aerosol highly efficient in the shortwave part of the spectrum.  
The direct interactions of natural emissions with solar radiation range from light 
absorbing black carbon particles from fires and volcanoes to light scattering sea salt 
particles. However, although the extensive Bond et al. (2013) study of BC showed it 
has a large positive PI‒to‒PD aerosol DRF at +0.71 W m-2 (90% confidence of 
+0.08 to +1.27 W m-2), they also note it is generally co-emitted with light reflective 
sulphate, and so the net industrial‒era climate forcing from all BC‒containing 
sources reduces to a slightly negative value of ‒0.06 Wm-2 (90% confidence 
of -1.45 to +1.29 Wm-2). In general, the amount of radiation scattered scales linearly 
with increasing emissions (Figure 1.9). The exception occurs at low aerosol optical 
depths (Boucher et al., 1998). 
 
1.5.2 Aerosol-cloud interactions 
Additional to the direct effect of aerosols on solar radiation, aerosols also alter the 
energy balance of the atmosphere by perturbing cloud properties (e.g., Andreae & 
Rosenfeld 2008; Boucher et al. 2013). Both the particle composition (Roesler and 
Penner, 2010) and size (McFiggans et al., 2006) affect its capacity to act as a CCN, 
with size being more significant (Dusek et al., 2006). Cloud drop number 
concentrations (CDNC) are related to the amount of liquid water contained within 
the cloud and how it is dispersed over the amount of particles present acting as 
CCN (Figure 1.11). For a fixed volume of cloud liquid water content, an increase in 
CCN number concentrations results in more numerous smaller sized cloud droplets 
being formed. As cloud albedo is related to the total reflective surface area of cloud 
drops contained within, more solar radiation is reflected with increasing CCN 
concentrations; this is known as the Twomey or “first aerosol indirect effect” 
(Twomey, 1974, 1977). Figure 1.9 shows that the change in cloud albedo with 
changing natural emission strength is largest when emission sizes are smallest (i.e. 
DMS and volcanic sulphur emissions). 
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Figure 1.10. Aerosol-radiation interactions. Figure 7.23 from Chapter 7 of the IPCC 
AR5 report (Boucher et al., 2013). 
 
 
 
Figure 1.11. Aerosol-cloud interactions. Figure 7.24 from Chapter 7 of the IPCC 
AR5 report (Boucher et al., 2013). 
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A secondary effect is that smaller cloud drops increase the cloud life‒time via 
reduced precipitation rates; known as the Albrecht or “second aerosol indirect 
effect” (Albrecht, 1989). Other more complex cloud adjustments are also likely to 
respond sensitively to small changes in aerosol under clean conditions (Koren et 
al., 2014; Rosenfeld et al., 2014). However, none of these rapid adjustments are 
calculated in this thesis, as the effective radiative forcing (Myhre et al., 2013) is not 
assessed, and stated for completeness only. 
 
1.5.3 Uncertainty in aerosol-cloud radiative forcing 
Figure 1.12 shows the percentage contribution to the global mean PI-to-PD 
uncertainty (variance) in radiative forcing due to 28 perturbed model parameters 
including natural emissions (green), anthropogenic emissions (red) and aerosol 
processes (blue). Natural emissions are a major component of the PI baseline state 
from which the magnitude of anthropogenic aerosol effects on climate are 
calculated, and are the largest component in the variance throughout the year 
(Carslaw et al., 2013). Even under the assumption that natural emissions do not 
change over time, the magnitude of PI-to-PD aerosol-cloud forcing is very sensitive 
to emissions in the PI because of the non-linear relation (Figures 1.2 and 1.9) 
between aerosol concentrations, cloud drop concentrations and cloud albedo 
(Carslaw et al., 2013; Pringle et al., 2009; Schmidt et al., 2012). The major 
contributing factor to the overall uncertainty in PI-to-PD anthropogenic radiative 
forcing of climate in the global aerosol microphysics model used throughout this 
thesis (see Chapter 2) stems from a lack of understanding of how natural emissions 
affect aerosol concentrations in the PI atmosphere. 
 
Figure 1.12. Contribution of different groups of parameters to global monthly mean 
forcing variance (green, natural emissions; pink, anthropogenic emissions; blue, 
aerosol processes). Figure from Carslaw et al. (2013). 
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1.6 Thesis aims 
This thesis is centred on the uncertainty in the impact of natural emissions on 
aerosol concentrations and climate. The tools used are a global aerosol 
microphysics model, a suite of radiation models and two state‒of‒the‒science fire 
models. All models used throughout this thesis are described at a level of 
complexity commensurate with my interaction with their respective running. In all 
chapters, the wider set of pre-industrial (1750) and present‒day (2000) aerosol and 
precursor gas emissions are mainly based upon the recommendations set out by 
Dentener et al. (2006) in the AeroCom inventory. In Chapter 5, an additional two 
sets of pre-industrial fire emissions were generated from two fire models: LPJ‒
LMfire (LMfire herein) and LPJ‒GUESS‒SIMFIRE‒BLAZE (SIMFIRE‒BLAZE 
herein). Fire modelling is described further in Chapter 5. In all chapters, aerosol and 
precursor gas emissions are run within the GLObal Model of Aerosol Processes 
(GLOMAP). The impact of changing aerosol number concentrations on climate, via 
changes to the radiation balance of the atmosphere, is explored using the suite of 
radiation models (SOCRATES; incorporating the Edwards and Slingo and RADAER 
models). Results from the Edwards and Slingo model are discussed in Chapters 3 
and 5, while results from the RADAER model are discussed in Chapter 5 only. The 
focus of the analysis throughout the thesis is on CCN because of the high 
sensitivity of cloud radiative forcing to the aerosol load (Andreae and Rosenfeld, 
2008). In particular this thesis addresses the following three issues, 
 
In Chapter 3 this thesis aims to define where on Earth can we observe and 
learn about the behaviour of pristine aerosol environments. In this study 
pristine aerosol environments are defined as where the PD aerosol 
environment looks and behaves similarly to the PI. Specifically: 
1. What are the CCN number concentrations for the PI and PD and by how 
much have they changed?  
2. On how many days are PD CCN concentrations similar to those in the PI? 
3. How similar is the CCN response (or sensitivity) to perturbations in natural 
and anthropogenic emissions and microphysical processes in the PI and 
PD? 
4. How does the location of pristine regions compare with both regions of 
significant anthropogenic RF and regions of significant low cloud cover?  
5. Which current aerosol baseline observational stations are best situated to 
observe pristine aerosol environments? 
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Chapter 3 identified PD regions where the aerosol environment is close to a PI 
state. However, it didn’t investigate which, if any, natural emissions are controlling 
CCN number concentrations in different regions and where and at what time of year 
the effects of each natural emission can be studied in the present atmosphere 
under conditions unperturbed by anthropogenic emissions.  
In Chapter 4 this thesis aims to define where on Earth can we observe and 
learn about the behaviour of natural emission regimes. In this study natural 
emission regimes are defined in terms of the dominant natural emission (or 
combination of two natural emissions) that control CCN number 
concentrations, with very‒little‒to‒no influence from other emission types. 
Specifically: 
1. Where are CCN number concentrations sensitive to natural emissions 
(natural regimes) in the PI and PD?  
2. How does seasonality in the surrounding environment affect the duration of 
natural emission regimes in the PI and PD? 
3. How have anthropogenic emissions altered the extent and duration of 
natural emission regimes from the PI to the PD? 
 
In Chapter 5 this thesis aims to understand how recent developments in fire 
modelling impact the PI aerosol state and the magnitude of the PI‒to‒PD 
radiative forcing. Specifically: 
1) How do estimates of PI fire emissions from two fire models compare with the 
widely‒used AeroCom 1750 dataset? 
2) How sensitive are PI aerosol concentrations to changes in fire emissions? 
3) How does modelled atmospheric PD/PI changes in black carbon concentrations 
compare with observed PD/PI changes in black carbon concentrations derived 
from northern hemisphere ice core records? 
4) How does the magnitude of the historical radiative forcing alter with fire 
modelling emissions? 
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Chapter 2 
Global aerosol microphysics model description 
2.1 Introduction  
The GLObal Model of Aerosol Processes (GLOMAP) was run by Dr. K. Pringle 
(University of Leeds) for Chapters 3 and by myself for Chapter 5.  
The modal configuration version of GLOMAP is used throughout this thesis (Mann 
et al., 2010). GLOMAP‒mode (GLOMAP herein) is a two‒moment (number and 
mass of particles) global 3D aerosol microphysics model (Mann et al., 2010; 
Spracklen et al., 2005a, 2005b) incorporated within the Toulouse Off‒line Model of 
Chemistry and Transport (TOMCAT, Chipperfield 2006). The version of GLOMAP 
used in this thesis simulates the aerosol microphysical processes of binary 
homogeneous nucleation, condensation, hygroscopic growth, coagulation, wet and 
dry deposition of aerosols and cloud processing (cloud droplet oxidation of sulphur 
dioxide to sulphate). GLOMAP can be configured to run using any number of 
modes. The configuration used throughout this thesis generates aerosol size and 
number distributions over seven log‒normal modes (one soluble nucleation mode, 
plus one insoluble and one soluble for each of the Aitken, accumulation, and coarse 
modes, Table 2.1). The geometric standard deviation (σ) in each mode is assumed 
to remain constant while GLOMAP tracks the geometric mean radius of each mode. 
This configuration has been slightly updated from the standard configuration in 
Mann et al. (2010) to include smaller σ values for the Aitken and Accumulation 
mode width (Lee et al., 2013). When the mean radius exceeds the upper boundary 
size limit the particle number and mass, in the fraction that is exceeding the limit, is 
conveyed to the neighbouring mode – so-called mode merging. 
The horizontal grid resolution is 2.8° × 2.8° with 31 vertical levels between the 
surface and 10 hPa. Using hybrid σ‒pressure levels vertical levels results in a 
model level below ~100 hPa being terrain following, while model levels above are 
pure pressure levels. All simulations used meteorology for the year 2008 from the 
European Centre for Medium-range Weather Forecasts (ECMWF) reanalyses.  
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Table 2.1 GLOMAP‒mode aerosol configuration. Table updated from Mann et al. 
(2010). 
Mode Soluble 
Particle dry diameter 
size range Composition Sigma (σ) 
Nucleation Yes <10 nm SU, POM 1.59 
Aitken Yes 10‒100 nm SU, BC, POM 1.50 
Accumulation Yes 0.1‒1 μm SU, BC, POM, SS, DU 1.50 
Coarse Yes >1 μm SU, BC, POM, SS, DU 2.00 
Aitken No 10‒100 nm BC, POM 1.50 
Accumulation No 0.1‒1 μm DU 1.50 
Coarse No >1 μm DU 2.00 
Where: SU=sulphate; POM=Particulate organic matter (=1.4*organic carbon); BC=Black 
carbo; SS=sea salt; DU=dust and σ is the geometric standard deviation of the respective 
mode.  
 
2.2 Gas‒phase species and chemistry 
Gas‒phase oxidant fields are generated from a single global chemistry simulation 
of TOMCAT with detailed tropospheric chemistry (Arnold et al., 2005). Other gas‒
phase emissions used throughout this thesis are mainly based upon AeroCom 
recommendations for year 1750 and 2000 (Dentener et al., 2006). The main 
exception is in Chapter 5 where the AeroCom 1750 fire emissions are compared to 
two recent fire modelling estimates of fire emissions in the PI period.  
 
2.2.1 Oxidant species 
Gas‒phase oxidants fields from TOMCAT provide monthly mean oxidant 
concentrations of ozone (O3), hydrogen peroxide (H2O2), and the hydroxyl (OH), 
hydroperoxyl (HO2), and nitrate radicals (NO3) at six‒hourly intervals. Oxidants are 
subsequently interpolated onto the 3‒D GLOMAP grid in order to calculate the 
oxidation of aerosol precursor gases (sections 2.2.2 and 2.2.3). GLOMAP treats 
H2O2 semi‒prognostically by depletion via aqueous reaction with SO2 and 
replenished by HO2 self‒reaction up to the upper limit determined from the 
background H2O2 concentration from the offline oxidant field. 
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Table 2.2 Emissions of aerosols and gases (Carslaw et al., 2013; Hamilton et al., 
2014; Lee et al., 2013). C = carbon, S = sulphur, POM = Particulate organic matter 
(POM = 1.4*organic carbon). 
 
Source 
Emitted 
species PD (2000) flux PI (1750) flux Refs. 
Fossil fuel BC 3.0 Tg a-1 C Zero (1) 
 POM 3.2 Tg a-1 POM Zero (1) 
Power stations SO2 24.2 Tg a
-1 S Zero (1,2) 
Industrial  SO2 19.6 Tg a
-1 S Zero (1,2) 
Transportation SO2 4.8 Tg a
-1 S Zero (1,2) 
Off-road SO2 0.8 Tg a
-1 S Zero (1,2) 
Biofuel BC 1.6 Tg a-1 C 0.4 Tg a-1 C (1,3) 
 POM 9.1 Tg a-1 POM 1.6 Tg a-1 POM (1,3) 
Domestic SO2 4.8 Tg a
-1 S 0.12 Tg a-1 S (1,3) 
AeroCom  BC 3.10 Tg a-1 C 1.03 Tg a-1 C (1,4) 
Wildfires POM 34.7 Tg a-1 POM 12.8 Tg a-1 POM (1,4) 
 SO2 2.10 Tg a
-1 S 1.46 Tg a-1 S (1,4) 
LMfire  BC 3.10 Tg a-1 C 5.19 Tg a-1 C - 
Wildfires POM 34.7 Tg a-1 POM 90.3 Tg a-1 POM - 
 SO2 2.10 Tg a
-1 S 2.64 Tg a-1 S - 
SIMFIRE‒BLAZE BC 3.1 Tg a-1 C 3.30 Tg a-1 C - 
Wildfires POM 34.7 Tg a-1 POM 46.4 Tg a-1 POM - 
 SO2 2.1 Tg a
-1 S 2.13 Tg a-1 S - 
Volcanoes SO2 12.6 Tg a
-1 S 12.6 Tg a-1 S (5)  
Marine dimethyl 
sulphide 
DMS 17.1 Tg a-1 S 17.1 Tg a-1 S (6,7) 
Sea spray Sea salt 
Wind‒dependent 
flux 
Same as PD (8) 
Biogenic volatile 
organic carbon 
Mono-
terpenes 
(α-pinene) 
50 Tg a-1 POM 
produced 
50 Tg a-1 POM 
produced 
(9,10) 
Anthropogenic 
volatile organic 
carbon 
VOC 
80 Tg a-1 POM 
produced 
Zero (9) 
References: 
1
(Dentener et al., 2006); 
2
(Cofala et al., 2005); 
3
(Bond et al., 2013); 
4
(van Der Werf et al., 
2003);
 5
(Andres and Kasgnoc, 1998) ;
 6
(Kettle and Andreae, 2000); 
7
(Nightingale et al., 
2000) ;
 8
(Ayash et al., 2008); 
9
(Spracklen et al., 2011b) ; 10(Guenther et al., 1995). 
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2.2.2 Sulphur species 
Table 2.3 Gas phase sulphur chemistry used in GLOMAP‒mode. Table modified 
from Mann et al. (2010). 
Reactants  Products Reference 
DMS + OH  SO2 (Atkinson et al., 1989) 
DMS + OH   0.6 SO2 + 0.4 DMSO (Pham et al., 1995) 
DMS + NO3  SO2 (Atkinson et al., 1989) 
DMSO + OH  0.6 SO2 +0.4 MSA (Pham et al., 1995) 
H2S + OH  SO2 + OH (Pham et al., 1995) 
CS2 + OH  SO2 + COS (Pham et al., 1995) 
COS + OH    SO2 (Pham et al., 1995) 
SO2 + OH + M     H2SO4 (Pham et al., 1995) 
 
Sulphur chemistry in GLOMAP includes eight species: DMS (dimethyl sulphide), 
DMSO (dimethyl sulphoxide), MSA (methane sulphonic acid), H2S (hydrogen 
sulphide), COS (carbonyl sulphide), CS2 (carbon disulphide), sulphur dioxide (SO2) 
and H2SO4. The sulphur reaction scheme is shown in Table 2.3. The TOMCAT 
generated global fields of the oxidants (section 2.2.1) are interpolated between 
each of the four time steps occurring at 00:00, 06:00, 12:00, and 18:00 UT. 
Ocean dimethyl sulphide (DMS) emissions are calculated from a monthly mean 
seawater concentration inventory from Kettle and Andreae (2000) using the wind 
speed-dependent sea‒air flux parametrisation of Nightingale et al. (2000). In all 
chapters, 1750 and 2000 emissions of DMS modelled by GLOMAP are 17.1 Tg S 
a-1 (Table 2.2), which is at the lower end of the range of emissions (13‒37 Tg S a-1) 
reported by Kettle and Andreae (2000). An update to the Kettle and Andreae (2000) 
inventory by Lana et al. (2011), which used three times more samples to compile, 
resulted in a reported global increase of DMS concentrations of 17%. Regionally, 
from June‒to‒August surface (1000 hPa) DMS emissions may be underestimated 
over the Southern Ocean and Gulf of Alaska and overestimated over the Barents 
and Greenland Seas. While from December‒to‒February DMS concentrations may 
be underestimated over southern hemisphere sub‒tropical gyres and overestimated 
over the Southern Ocean (Mahajan et al., 2015).  
Volcanic emissions of SO2 used in this thesis are from the AeroCom inventory, 
which scaled the Andres and Kasgnoc (1998) volcanic emissions inventory by a 
factor of 1.21 (Dentener et al., 2006) following the recommendations of Graf et al. 
(1998) and Textor et al. (2004). In‒plume gas‒to‒particle conversion of SO2 to 
sulphate is accounted for by assuming that 2.5% of the volcanic SO2 emissions flux 
is directly emitted as sulphate (Dentener et al., 2006). In all chapters, 1750 and 
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2000 emissions of volcanic SO2 modelled by GLOMAP are 12.6 Tg S a
-1 (Table 2.2) 
and are emitted between 100‒300 m above the surface. 
For all chapters monthly mean PD SO2 biomass burning emissions are taken from 
the AeroCom dataset (Dentener et al., 2006), based on the Global Fire Emissions 
Database v1 (van Der Werf et al., 2003). For Chapters 3 and 4 monthly mean PI 
SO2 biomass burning emissions are also taken from the AeroCom dataset where 
emissions in most regions are scaled downwards according to population, while 
high latitude boreal region fires are doubled (Dentener et al., 2006). In Chapter 5 
the AeroCom PI fire SO2 emission dataset are compared to recent fire modelling 
estimates of emissions from two fire models (described further in Chapter 5). In‒
plume gas‒to‒particle conversion of SO2 to sulphate is accounted for by assuming 
that 2.5% of the biomass burning SO2 emissions flux is directly emitted as sulphate 
(Dentener et al., 2006) 
Emissions from anthropogenic sources are the major present day SO2 emission 
source and are assumed to have no seasonal variability in both the pre‒industrial 
and present day. Present day industrial emissions are based on the International 
Institute for Applied Systems Analysis inventory and account for 49.4 Tg S a-1 with 
24.2 Tg from power production, 19.6 Tg from industry and 5.6 Tg from 
transportation (Cofala et al., 2005; Dentener et al., 2006). Present day domestic 
emissions account for 4.8 Tg S a-1 (Bond et al., 2013; Dentener et al., 2006). In the 
pre‒industrial period industrial emissions are assumed to be zero (Dentener et al., 
2006), with a small domestic contribution of 0.12 Tg S a-1 (Bond et al., 2013; 
Dentener et al., 2006). Similar to volcanic SO2 emissions, in‒plume gas‒to‒particle 
conversion of SO2 to sulphate is accounted for by assuming that 2.5% of the 
anthropogenic SO2 emissions flux is directly emitted as sulphate (Dentener et al., 
2006). Transport and domestic emissions are emitted into the lowest model level, 
whereas power plant and industrial emissions are emitted between 100‒300 m 
above the surface. 
Emissions of carbon disulphide (CS2) and carbonyl sulphide (COS) are emitted at a 
constant rate. Anthropogenic sources are calculated from the molar emission ratio 
of SO2 where CS2/SO2=3×10
-3 and COS/SO2=8×10-4 (Pham et al., 1995; 
Spracklen et al., 2005a). Biogenic sources are calculated from the molar emission 
ratio of DMS where CS2/DMS=1×10-2 and COS/DMS=1×10-2 (Bates et al., 1992; 
Spracklen et al., 2005a). 
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2.2.3 Secondary organic aerosol 
Table 2.4 Gas phase secondary organic aerosol chemistry used in GLOMAP‒
mode. Table modified from Mann et al. (2010). 
Reactants  Products Reference 
Monoterpene + OH  0.13 SEC‒ORG (Pham et al., 1995) 
Monoterpene + NO3   0.13 SEC‒ORG (Pham et al., 1995) 
Monoterpene + O3    0.13 SEC‒ORG (Pham et al., 1995) 
 
In GLOMAP modelled secondary organic aerosol (SOA) has both biogenic and 
anthropogenic volatile organic compound (VOC) sources. Biogenic VOCs are 
calculated from the monthly mean emissions of biogenic monoterpenes from the 
Global Emissions Inventory Analysis dataset (Guenther et al., 1995), assuming a 
constant emission flux throughout the month. The oxidation of monoterpenes with 
O3, OH and NO3 yields a gas‒phase oxidation product (SEC‒ORG) at fixed yield of 
13% (Table 2.4), with reaction rates assumed to equal those of α‒pinene.  
Anthropogenic VOCs are calculated following Spracklen et al. (2011b) by scaling to 
fossil fuel carbon monoxide (CO) emissions (IPCC estimate of 450.5 Tg a-1). The 
VOC/CO ratio is 0.29 g/g and assumes that the global total VOC equals the 
Emissions Database for Atmospheric Research (EDGAR) reported value (127 Tg 
a-1).The SEC‒ORG oxidation product forms SOA by condensing irreversibility onto 
pre-existing aerosol (Spracklen et al., 2006, 2008a). This mechanism produces 50 
Tg a-1 of biogenic SOA and 80 Tg a-1 of anthropogenic SOA (Table 2.2). 
 
2.3 Primary aerosol species 
Primary aerosol are emitted directly into each mode. After which, primary particles 
are allowed to evolve during transport through the atmosphere (section 2.4).  
 
2.3.1 Sea salt  
Modelled emission fluxes of sea salt are calculated using the Gong (2003) 
parametrisation which is based on surface (10 m above sea level) wind speeds. 
Due to the relatively large size of sea salt particles and their high hygroscopicity, 
the size resolved sea salt flux only enters the soluble accumulation and soluble 
coarse modes. The boundary sea salt size between each mode is set at 1 micron. 
- 31 - 
2.3.2 Fossil fuel and biofuel 
Anthropogenic fossil fuel and biofuel aerosol emissions follow the AeroCom 
recommendations (Table 2.2) and are injected in the model below 100 m. 
Inventories of fossil fuel and biofuel emissions contain aerosol mass only. 
Therefore, in order to estimate particle number concentrations a log-normal size 
distribution with a fixed width (σ, Table 2.1) around the peak number concentration 
(the number median diameter) is assumed. In this thesis the median diameter for 
fossil fuels combustion particles is 56 nm and for biofuels is 110 nm (Lee et al., 
2013), which are larger than those suggested for AeroCom (Dentener et al., 2006), 
but smaller than those used by Stier et al. (2005).  
 
2.3.3 Fire emissions 
For all chapters PD monthly mean emissions of primary aerosols from fires are 
taken from the AeroCom dataset (Dentener et al., 2006), based on the Global Fire 
Emissions Database v1 (van Der Werf et al., 2003). For Chapters 3 and 4 monthly 
mean PI emissions are also taken from the AeroCom dataset where emissions in 
most regions are scaled downwards according to population, while high latitude 
boreal region fires are doubled (Dentener et al., 2006). In Chapter 5 the AeroCom 
PI fire emission dataset are compared to recent fire modelling estimates of 
emissions from two fire models (described further in Chapter 5).  
 
Table 2.5. Fractional distribution (in percent) of fire emission altitudes. Tropical 
region is 30° S to 30° N. Temperate region is >30° N and >30° S. Eurasian sub‒
region is 45 to 75° N and 0 to 180° E. Canadian sub-region is 45 to 75° N and 50 to 
170 ° W. Table from Dentener et al. (2006). 
 Altitude range 
 0‒  
100 m 
100‒
500 m 
500‒
1000 m 
1000‒
2000 m 
2000‒
3000 m 
3000‒
6000 m 
Agricultural  100 ‒ ‒ ‒ ‒ ‒ 
Tropical 20 40 40 ‒ ‒ ‒ 
Temperate  20 20 20 40 ‒ ‒ 
Boreal (Eurasia) 10 10 20 20 40 ‒ 
Boreal (Canada) 10 10 10 10 20 40 
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Fire emissions of aerosol and pre-cursor gases are emitted at six altitude ranges 
(Table 2.5), dependent upon latitude and the general vegetation biome type 
(Dentener et al., 2006). Similarly to fossil fuel and biofuel emissions an assumed 
size distribution is applied to all fire emissions, regardless of dataset, with a median 
particle size diameter of 110 nm (Lee et al., 2013). Again, this value is larger than 
the suggestion for AeroCom (Dentener et al., 2006), but smaller than the value 
used in Stier et al. (2005). A fixed size distribution for all datasets therefore 
assumes that there is no difference in median particle size in different burning 
regions of the world or between different types of vegetation burning that exist in 
some regions between different datasets examined in Chapter 5 (e.g., the fractions 
of agricultural vs. forest burning in mid latitudes can differ).  
 
2.3.4 Dust 
The impact of dust emissions on aerosol concentrations and climate are not 
diagnosed in any chapter. The following brief methodology of how dust is treated 
within GLOMAP is added for completeness only. 
Daily varying dust emissions are prescribed using the AeroCom inventory 
(Dentener et al., 2006). Emissions are based on fluxes from the NASA Goddard 
Earth Observing System Data Assimilation System (Ginoux et al., 2001) and 
subsequently mapped onto the insoluble accumulation and coarse size mode 
(Table 2.1). 
 
2.4 Aerosol microphysical processes 
 
Figure 2.1 shows the micro-physical evolution of atmospheric aerosol over its 
lifetime. These processes influence the aerosol size, composition and atmospheric 
residence time. Aerosol particles are formed from gas-to-particle conversion 
(nucleation) of aerosols precursor gases or directly emitted. Favourable nucleation 
conditions are low temperature, high relative humidity and a low particle surface 
area. The upper troposphere is therefore an ideal environment for new particle 
formation to occur (Spracklen et al., 2005b).  
Aerosols then grow via coagulation and condensation of vapours. Coagulation is 
the process of two particles colliding and forming a single new particle by ‘sticking’ 
together. In the atmosphere particle motion is determined by Brownian and 
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turbulent motion, and intermolecular forces. Coagulation facilitates the rapid growth 
of newly nucleated particles, which due to their small size move quickly and are 
often numerous, and provides an important sink for ultrafine particles with larger 
particles (e.g., primary particles). There is competition between nucleation and 
condensation in the atmosphere for the available condensable trace gases present. 
It is more energetically favourable for gas-phase species to condense rather than 
form new particles (Kulmala et al., 2004a), therefore pre-existing particles provide 
an important sink for trace gases. Condensation efficiently grows particles up to 
sizes of around 60‒100 nm, after which it becomes diffusion limited (Raes et al., 
2000). Growth in clean regions takes a few days to weeks, whereas in polluted 
regions it can occur over less than a day (Raes et al., 2000).  
Once hygroscopic aerosols have grown to a certain size they can activate to form 
cloud droplets when the local conditions are suitable (e.g., the supersaturation). 
Aerosol are then removed via wet deposition (precipitation), which includes both 
below‒cloud impaction scavenging and in‒cloud nucleation scavenging. Aerosol 
removal also occurs via dry deposition. In general, larger particles deposit to the 
surface faster with an exception being ultrafine particles (< 0.05 µm) which can 
readily diffuse to the surface. 
 
 
Figure 2.1. The aerosol microphysical processes that influence the size distribution 
and chemical composition of the atmospheric aerosol. Figure from Raes et al. 
(2000). 
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The micro-physical processes represented in GLOMAP are introduced in the 
following sections. A full detailed description is presented in Mann (2010). 
 
2.4.1 Nucleation  
New particle formation throughout this thesis is simulated in the free troposphere 
(FT) using a binary H2SO4—H2O nucleation scheme from Vehkamäki et al. (2002) 
and in the boundary layer (BL) using a nucleation scheme where the nucleation rate 
depends on [H2SO4] (Kulmala et al., 2006).  
The rate of binary nucleation is dependent on the ambient temperature, relative 
humidity and the [H2SO4]. The Vehkamäki et al. (2002) parametrisation is valid for 
temperatures between 230 K to 305 K and relative humidities between 0.01% to 
100%. Nucleation rates under 230 K are an extrapolation of those at higher 
temperatures. For FT nucleation to occur a gas-phase threshold concentration must 
be reached, which is derived from the ambient temperature and relative humidity 
(Spracklen, 2005).  
The model we use here does not account for the role of organic compounds in the 
first stages of nucleation (Metzger et al., 2010). 
 
2.4.2 Aerosol growth  
In GLOMAP particle growth can occur through the coagulation of two particles, or 
the condensation of low volatility gases onto the particle surface. For example 
sulphur dioxide and oxidised volatile organic species readily condense onto existing 
particles. Modelled coagulation is both inter-modal (i.e., between modes) and intra-
modal (i.e., in the same mode), with the total aerosol mass remaining conserved 
(Mann et al., 2010; Spracklen et al., 2005b). As both nucleation and condensation 
compete for the available vapour concentrations, five short “competition” sub-time 
steps are contained within the main chemistry time step (Mann et al., 2010). 
 
2.4.3 Aerosol activation 
Throughout this thesis the subset of aerosol which can act as CCN are defined as 
those soluble particles with a dry diameter larger than 50 nm. This approximately 
corresponds to the activation of particles at 0.3% supersaturation.  
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Within all chapters CCN number concentrations are reported at 915 hPa (~850 m 
above sea level) unless otherwise stated. This height approximately corresponds to 
low level warm cloud base.  
2.4.4 Cloud processing 
GLOMAP models the in-cloud aqueous-phase oxidation of SO2 to SO4 within cloud 
droplets in non-precipitating clouds. Oxidation only occurs in those grid cells where 
low level warm stratiform clouds are present. Low cloud cover is prescribed from 
the International Satellite Cloud Climatology Project (ISCCP) climatology (Rossow 
and Schiffer, 1991) with cloud base assumed to be at 900 hPa globally. 
 
2.4.5 Deposition 
GLOMAP represents both the wet and dry deposition of aerosol. 
Aerosols are directly precipitated out of clouds and also scavenged below cloud by 
falling raindrops. Large scale dynamic precipitation removes 99.9% of activated 
aerosol, while smaller scale sub-grid (assumed to occur in 30% of the grid cell) 
convective precipitation removes the aerosol fraction proportional to the fraction of 
cloud water converted to rain.  
Aerosol dry deposition is calculated following Zhang et al. (2001) and accounts for 
Brownian motion, gravitational settling, interception, impaction and particle rebound. 
The deposition rate is dependent upon the surface roughness as defined by type 
(e.g., forests vs. oceans), wind speeds and size of the particle.  
 
2.4.6 Cloud droplet number concentrations 
Cloud droplet number concentrations are calculated offline from the monthly mean 
aerosol size distribution and assume a uniform updraught velocity of 0.15 m s-1 over 
oceans and 0.3 m s-1 over land (Pringle et al., 2009). 
The critical supersaturation is calculated using the hygroscopicity parameter, kappa 
(κ), approach (Petters and Kreidenweis, 2007). A multi-component κ is obtained by 
weighting individual κ values by the volume fraction of each chemical component in 
the particles. Values of κ are assigned as follows: sulphate (0.61, assuming 
ammonium sulphate), sea-salt (1.28), black carbon (0.0), and particulate organic 
matter (0.1).  
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2.4.7 Radiation modelling 
The PI-to-PD direct radiative forcing (DRF) and first aerosol indirect radiative 
forcing (IRF), also known as the cloud albedo effect, were calculated with GLOMAP 
output using the Suite Of Community RAdiative Transfer codes based on Edwards 
and Slingo (SOCRATES, Edwards & Slingo 1996), with nine bands in the longwave 
(LW) and six bands in the shortwave (SW). No radiation modelling was undertaken 
by me, only the analysis of output. Modelling was run by Dr. C. Reddington 
(University of Leeds) in Chapter 3 to diagnose the first aerosol indirect effect and by 
Dr. C. Scott (University of Leeds) in Chapter 5 to diagnose both the first aerosol 
indirect effect and the aerosol direct effect.  
The offline configuration is driven by year 2000 monthly mean temperature and 
water vapour concentrations from ECMWF reanalysis data and cloud fields from the 
ISCCP-D2 archive (Rossow and Schiffer, 1999).  
The DRF is calculated as the difference in net (SW + LW) top-of-atmosphere all-sky 
radiative flux between the PI and PD, based on the aerosol optical properties 
(scattering and absorption coefficients and the asymmetry parameter) for each size 
mode and spectral band (Bellouin et al., 2013).  
The IRF is determined from the radiative perturbation induced by the change to 
CDNC between the PI and PD (Rap et al., 2013; Scott et al., 2014). To calculate 
the IRF, a uniform control cloud droplet effective radius (re1) of 10 µm is assumed to 
maintain consistency with the ISCCP derivation of the liquid water path. For each 
paired PI‒PD experiment the effective radius (re2) for low‒and‒mid‒level clouds (up 
to 600 hPa) is calculated as in Eqn. 2.2, from the monthly mean cloud droplet 
number fields CDNC1 and CDNC2 respectively (where CDNC1 represents the PD 
simulation, and CDNC2 represents the PI simulation).  
 
 𝑟𝑒2 =  𝑟𝑒1 × [
𝐶𝐷𝑁𝐶1
𝐶𝐷𝑁𝐶2
]
1
3
 (2.2) 
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2.5 Model summary 
GLOMAP has been extensively evaluated against aerosol observations (Mann et 
al., 2010), performs well against observations of CCN in different environments 
(Spracklen et al., 2011a), and has been refined by comparing against a more 
detailed bin-resolved version of the model (Mann et al., 2012). Vertical aerosol 
number concentration profiles in GLOMAP have also been compared to similar 
models and performance was shown to be comparable (Mann et al., 2014).  
This makes GLOMAP an ideal aerosol microphysics model for use in the study of 
natural aerosols. Due to this GLOMAP has also previously been used in various 
other natural aerosol studies (e.g., Schmidt et al., 2010; Scott et al., 2014; 
Spracklen and Rap, 2013; Woodhouse et al., 2010). 
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Chapter 3 
Where on Earth can we observe pristine aerosol? 
3.1 Introduction 
It has been argued that regions in which aerosols are unperturbed by air pollution 
no longer exist in today’s atmosphere (Andreae, 2007). If this were so then 
observing and characterising an atmospheric state without pollution would be very 
difficult, and maybe impossible in some regions, and the part of the uncertainty in 
the pre-industrial (PI) to present-day (PD) aerosol indirect forcing associated with 
this unknown baseline aerosol state may be irreducible (Carslaw et al., 2013). Even 
in regions dominated by natural emissions of sea spray, volcanic sulphates, marine 
dimethyl sulphide (DMS) or terrestrial biogenic volatile organic compounds 
(BVOCs), the aerosol state can still be strongly perturbed by long range transport 
from anthropogenic sources (e.g., Clarke et al. 2001; Browse et al. 2012; Fiore et 
al. 2012; Schmidt et al. 2012; O’Dowd et al. 2014). Studies of natural emissions and 
processes have typically focused on remote regions such as the high northern 
latitude boreal forest (Tunved et al., 2006), the Brazilian rainforest (Martin et al., 
2010; Pöschl et al., 2010) and the Southern Ocean (Murphy et al., 1998). However, 
the choice of location tends to be based on the physical remoteness of the site and 
the strength of local natural emissions, but with little consideration as to how closely 
the aerosol state truly resembles unperturbed conditions.  
Several definitions of pristine, natural or ‘clean background’ aerosol environments 
have been used when analysing observations, including particle number 
concentrations (Fiebig et al., 2014), the concentration of a particular species such 
as carbon monoxide or particulate black carbon (Clarke and Kapustin, 2010), the 
location (Pöschl et al., 2010; Tunved et al., 2006), or a combination of factors 
(Koren et al., 2014). However, operational definitions suffer from not knowing how 
much the environment is influenced by a pervasive background of anthropogenic 
aerosol, which is unlikely to be detectable in observations. It is also not always 
possible to define pristine environments in terms of the lowest observed aerosol 
concentration at a particular site because often such conditions are associated with 
strong scavenging by precipitation and will not represent and behave like the true 
climatological state in the PI. Remote oceans can provide an insight into how 
clouds respond to changes in aerosol starting from a very low aerosol baseline 
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(Koren et al., 2014), but are unlikely to be good analogues for aerosol in all PI 
regions which will often have been strongly affected by emissions from natural 
forest fires (Marlon et al., 2008; van der Werf et al., 2013), volcanic activity 
(Schmidt et al., 2012) or terrestrial biogenic emissions (Kirkby et al., 2016; 
Riccobono et al., 2014). There is therefore no single globally applicable aerosol 
state that defines the PI atmosphere. Rather, the state changes spatially and 
seasonally. Global models provide an alternative, and perhaps the only, way of 
estimating the properties and behaviour of aerosols in a PI reference state, and can 
at least point to where a pristine aerosol state is likely to be observable today.  
The purpose of the two papers that form this chapter was twofold. First in Hamilton 
el al. (2014) regions of the globe were defined where PD aerosol (year 2000) looks 
and behaves most like it did in a PI reference state (year 1750). Second in Hamilton 
(2015) the analysis was extended to show how PD aerosol concentrations have 
changed since the PI and suggest which Global Aerosol Watch (GAW) 
observational stations are suitable for studying pristine aerosol environments.  
The term pristine is used here to refer to regions where the PD aerosol environment 
still looks and behaves similarly to the PI. Pristine aerosol environments can 
therefore be considered to be in an unperturbed (i.e., pre‒industrial) state, although 
the term can often be used misleadingly to imply extremely low aerosol 
concentrations. Anthropogenic emissions in 1750 were not zero (Dentener et al., 
2006) and a 1750 reference year is therefore not truly “pre‒human” (Andreae, 
2007), but is appropriate for defining the properties and behaviour of aerosols in a 
reference state that is used for radiative forcing calculations (Schulz et al., 2006).  
Two measures of similarity of aerosol between the PI and PD are used to define 
pristine regions based on data from GLOMAP. First, the daily aerosol states are 
compared. As air pollution tends to be episodic in remote regions it is not 
appropriate to compare longer time averages because a few polluted days will 
make the whole period appear mildly polluted. Secondly the aerosol response to 
perturbations in emissions and processes is compared. It is conceivable that two 
periods in the aerosol historical record could have similar cloud condensation nuclei 
(CCN) number concentrations (the aerosol state) but respond differently to 
perturbations because those two states were generated through a different series of 
emissions and/or processes. By comparing the responses in the PI and PD, regions 
where PD aerosol is ‘behaving’ like it did in the PI are identified. The similarity of 
aerosol responses is an essential additional factor in defining pristine regions, 
which cannot be addressed using observations alone.  
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3.2 Methods 
To test the similarity of aerosol states, changes in CCN concentration between 
1750 and 2000 are quantified. To test the similarity of aerosol responses in 1750 
and 2000, the sensitivity of CCN to 28 model parameters representing natural and 
anthropogenic aerosol emissions, microphysical processes and model structures is 
compared (Carslaw et al., 2013; Lee et al., 2013).  
To ensure that the statistics of PI‒PD similarity reflect only the change in emissions 
and associated aerosol processes, the same (year 2008) global 3‒D meteorological 
reanalyses in 1750 and 2000 is used, which eliminates meteorology as a source of 
variability between the two years. All simulations used meteorology from the 
European Centre for Medium‒range Weather Forecasts (ECMWF) re‒analyses, 
while low cloud cover is from the International Satellite Cloud Climatology Project 
(ISCCP) climatology (Rossow and Schiffer, 1991). 
Emissions for both the PI and PD are listed in Table 2.2. Anthropogenic fossil fuel 
emissions are assumed to be zero in the PI, although a small anthropogenic biofuel 
component to the atmosphere exists (Dentener et al., 2006). Natural emissions of 
sea spray, BVOC (which form SOA) and volcanic sulphur dioxide are the same in 
the PI and PD. Pre-industrial emissions of biofuel and biomass burning follow the 
Dentener et al. (2006) recommendations for AeroCom which were derived by 
scaling emissions with human population data.  
A variance‒based sensitivity analysis of PI CCN concentrations to perturbations of 
28 model parameters covering emissions, microphysics and model structures was 
performed in the same way as the PD analysis of Lee et al. (2013). The 28 model 
parameters and their ranges are defined in Table 3.1, with a full description of what 
each parameter does in the model in Lee et al. (2013). Scaled parameters are 
calculated by multiplying by a factor between the minimum and maximum given in 
the uncertainty range column. Absolute parameters were calculated by setting the 
parameter to a fixed value between the minimum and maximum given in the 
uncertainty range column. The parametric uncertainty was calculated by performing 
a Monte Carlo sampling of validated Bayesian emulators conditioned on an 
ensemble of 168 model simulations covering the joint parameter space of the 28 
model parameters (Table 3.1), with combinations of parameter settings defined by a 
Maximin Latin Hypercube experimental design. The Bayesian emulator then 
describes the relationship between the modelled CCN and the setting of the 28 
perturbed parameters across the defined uncertainty space. The main effect values 
were calculated using variance decomposition of 140,000 Monte Carlo CCN 
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samples drawn from the emulator, generating a probability density distribution of 
CCN concentrations caused by the uncertainty in the model input parameters, 
including their interactions (Lee et al., 2013), under the assumption that the sources 
of uncertainty in the PI are the same as in the PD (Table 3.1). 
The perturbed parameter GLOMAP ensemble (Carslaw et al., 2013; Lee et al., 
2013) and the single hourly‒output simulations for 1750 and 2000 were set up in an 
identical way and also used 2008 ECMWF meteorology in each modelled time 
period. Parameters relating to biomass burning emissions are assigned as natural 
aerosol in both PI and PD. Accurate source type identification of atmospheric 
biomass burning aerosol, with a similar fuel origin, is currently impossible to 
disentangle in the atmosphere once the aerosol becomes well mixed. In 
combination with the similar assumption of PI biomass burning emissions, it is 
therefore expected that the identification of pristine aerosol in fire‒dominated 
environments will be an upper limit.  
To identify grid cells with similar CCN sensitivity in the PI and PD, the goodness of 
fit correlation (coefficient of determination) of the 28 PI and PD parameter 
sensitivities (main effects) was calculated. The goodness of fit is based on the 1:1 
line by setting the predicted value in the residual sum of squares calculation equal 
to the observed value (i.e., the expected PD main effect = the initial PI main effect) 
and not on the best fit line. Those grid cells with an r2 ≥ 0.9 are then considered as 
having a pristine “PI-like” sensitivity (i.e., the CCN sensitivity to all 28 parameters is 
behaving similarly in both time periods). Although it is possible for the CCN 
response to a single parameter to be of an equal and opposite sign of magnitude, 
this is unlikely and does not alter the concept that the sensitivity of the aerosol to 
the full 28-parameter ensemble is similar. 
Radiative forcing values were obtained from the Carslaw et al. (2013) study and 
linearly interpolated onto the 2.8° by 2.8° GLOMAP grid to allow direct comparison 
with both the simulation and sensitivity analysis results (i.e., identified pristine 
regions). Low-cloud fraction is taken from a climatology of observations created by 
the International Satellite Cloud Climatology Project (ISCCP-D2) and linearly 
interpolated onto the 2.8° by 2.8° GLOMAP grid.  
In these offline experiments, the second aerosol indirect (cloud lifetime) effect is not 
calculated. 
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Table 3.1. Parameter descriptions, uncertainty ranges and median values as used 
in both the pre‒industrial and present‒day simulations. For the emissions, the 
median value of the scaling parameter means the emissions in Table 2.2 were 
used. Symbols relate to those seen in Figure 3.13 and 3.14. 
Parameter description 
Uncertainty 
range 
Median 
value Effect 
Symbol/  
Fig. 3.13/14 
Volcanic SO2 emission flux 0.5-2 1 Scaled  
Biogenic monoterpene production of 
secondary organic aerosol 
5-360 Tg 
POM a
-1
 
50 Tg 
POM a
-1 Absolute 
 
Sea spray mass flux  0.2-5 1 Scaled  
DMS emission flux 0.5-2 1 Scaled  
Biomass burning mass emission rate 
(BC/OC) 
0.25-4 1 Scaled 
 
Biomass burning emitted median dry 
diameter (BC/OC) 
50-200 nm 110 nm Absolute 
 
Fossil fuel mass emission rate 
(BC/OC) 
0.5-2 1 Scaled 
 
Fossil fuel emitted median dry 
diameter (BC/OC) 
30-80 nm 56 nm Absolute 
 
Biofuel mass emission rate (BC/OC) 0.25-4 1 Scaled  
Biofuel emitted median dry diameter 
(BC/OC) 
50-200 nm 110 nm Absolute 
 
Mass fraction of SO2 converted to 
new sulphate particles in sub-grid 
power plant plumes 
0-1% 0.0012% Scaled 
 
Emitted number median dry diameter 
of new sub-grid sulphate particles 
20-100 nm 40 nm Absolute 
 
Anthropogenic SO2 emission flux 0.6-1.5 1 Scaled  
Anthropogenic VOC production of 
secondary organic aerosol 
2-112 Tg 
POM a
-1
 
80 Tg 
POM a
-1
 
Absolute 
 
Boundary layer nucleation rate  
co-efficient 
3.2x10
-7
 ‒
2x10
-4 
s
-1 
2.6x10
-7  
s
-1
 
Absolute 
 
Free tropospheric nucleation rate 0.01-10 1 Scaled  
Ageing 
0.3-5 
monolayer 
1 
monolayer 
Absolute 
 
Accumulation modal width 
(soluble/insoluble) 
1.2-1.8 1.5 Absolute 
 
Aitken modal width (soluble/insoluble) 1.2-1.8 1.5 Absolute  
Mode separation diameter 
(nucleation/Aitken) 
9-18 nm 10 nm Absolute 
 
Mode separation diameter 
(Aitken/accumulation) 
0.9-2 x 
activation 
diameter 
1.5 Absolute 
 
Cloud drop activation dry diameter 50-100 nm 75 nm Absolute  
pH of cloud drops (controls SO2 + O3) pH 4-6.5 pH 5.5 Absolute  
pH of cloud drops (SO2 + O3) pH 3.5-5 pH 4  Absolute  
Nucleation scavenging offset dry 
diameter 
0-50 nm 25 nm Absolute 
 
Nucleation scavenging fraction 
(accumulation mode) in mixed and ice 
clouds (temperature < -15°C) 
0-1 0.5 Scaled 
 
Dry deposition velocity (Aitken mode) 0.5-2 1 Scaled  
Dry deposition velocity (accumulation)  0.1-10 1 Scaled  
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3.3 Results and discussion 
3.3.1 Properties of the pre-industrial aerosol 
Figure 3.1 shows monthly mean modelled PI CCN concentrations. Contrary to 
previous suggestions (Andreae, 2007), modelling results suggests that a significant 
land-ocean contrast in CCN concentrations could also have existed in the PI. 
Averaged over a year, the mean PI CCN concentrations over Northern Hemisphere 
(NH) land regions are 36% higher than the Southern Hemisphere (SH)                
(NH = 186 cm-3 and SH = 137 cm-3), while over ocean regions they are almost 
identical (NH = 61 cm-3 and SH = 64 cm-3). The PI land‒ocean contrast in CCN 
concentrations is particularly large in July, lying between 0‒100 cm-3 over most 
extratropical ocean regions and 100‒500 cm‒3 over the majority of the land, with 
peak CCN concentrations greater than 2500 cm-3 in African Savannah burning 
regions and greater than 5000 cm-3 in Siberian boreal regions. Another factor 
affecting the PI land/ocean contrast is the higher abundance of biogenic organic  
 
Figure 3.1. Monthly mean pre-industrial (1750) cloud condensation nuclei (CCN) 
concentrations. CCN concentrations are defined as the aerosol concentration with a 
dry diameter above 50 nm and calculated at cloud base (~915 hPa). 
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compounds over land, which causes the growth of small nucleated particles to CCN 
sizes (Merikanto et al., 2009). The model does not account for the role of organic 
compounds in the first stages of nucleation itself, which would further increase the 
land‒ocean contrast (Kirkby et al., 2016; Riccobono et al., 2014). 
The uncertainty (standard deviation) in PI CCN concentrations (Figure 3.2) is 
generally lower than the simulated CCN concentrations (Figure 3.1). Peak 
uncertainties occur in regions were fire emissions are having a large impact on the 
aerosol state due to the large uncertainty associated with emissions (Table 3.1). In 
the absence of anthropogenic emissions in the PI, the contribution natural 
emissions make to the uncertainty in CCN is higher than in the PD, reported in Lee 
et al. (2013), particularly in the NH. For example, over the summertime North 
Atlantic biomass burning emissions account for nearly half the uncertainty in the PI, 
but less than 10% in the PD and while DMS emissions account for up to a quarter 
of the uncertainty in spring in the PI NH, they are a negligible source of uncertainty 
in those regions in the PD.  
 
Figure 3.2. Uncertainty (standard deviation) in monthly mean pre-industrial (1750) 
cloud condensation nuclei (CCN) concentrations. CCN concentrations are defined 
as the aerosol concentration with a dry diameter above 50 nm and calculated at 
cloud base (~915 hPa). 
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Modelled uncertainty in PI CCN concentration over marine regions is typically from 
20 to 40% (standard deviation divided by the mean, shown in Figure 3.3) between 
±60° latitude, up to about 70-90% at higher latitudes and over 100% near the 
Antarctic continent and very high latitude Arctic regions. In some continental 
regions uncertainties exceed 100% of the mean in regions dominated by fires. To 
further assess how structural uncertainties potentially alter the pristine regions 
presented in the following sections future studies using a range of models would 
need to be undertaken. 
 
 
 
Figure 3.3. Pre-industrial (1750) cloud condensation nuclei (CCN) relative standard 
deviation (CCN standard deviation/CCN concentration). CCN concentrations are 
defined as the aerosol concentration with a dry diameter above 50 nm and 
calculated at cloud base (~915 hPa). 
 
- 47 - 
3.3.2 Changes in 1750 to 2000 aerosol concentrations 
Figure 3.4 shows the monthly mean simulated percentage change in CCN number 
concentrations between 1750 and 2000. For most of the year a clear hemispheric 
contrast exists between the NH and SH. The largest increases in PD CCN are in 
the NH, where the majority of pollution occurs, and, in particular, over the low to 
mid-latitude region increases are generally over 100%, but can exceed 1000% in 
highly polluted continental regions. Although the SH is less polluted than the NH, on 
a monthly average, a pervasive background of anthropogenic aerosol exists across 
most regions of the world. So as to be able to detect when episodic pollution events 
are impacting aerosol concentrations in remote regions a shorter daily time 
resolution is used in Section 3.2.2 when identify pristine aerosol regions. 
 
 
 
Figure 3.4. The pre‒industrial (1750) to present‒day (2000) monthly mean percent 
change in cloud condensation nuclei (CCN) number concentrations at 915 hPa. 
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Histograms (Figure 3.5) of PI and PD CCN concentrations show that although the 
occurrence of high CCN concentrations is similar in the PI and PD, the most 
frequent oceanic CCN concentrations are centred around 80 cm-3 compared to 
about 180 cm-3 over land. The PD histograms show a much greater influence of 
pollution over land compared to oceanic regions, with the most frequent CCN 
concentration remaining around 80 cm-3 over the ocean, but increasing to more 
than 500 cm-3 over land. Despite the differences between PI and PD aerosol 
concentrations, there is considerable overlap of the CCN histograms, particularly 
over oceans at low CCN concentrations, suggesting that regions exist today that 
could be analogues for PI environments. 
 
 
Figure 3.5. Pre-industrial (1750) and present-day (2000) global modelled annual 
mean cloud condensation nuclei (CCN) concentrations over land and ocean grid 
cells, calculated from daily mean CCN concentrations at cloud base (~915 hPa). 
The third colour indicates overlap of the two distributions. The maximum CCN bin 
concentration is set to 1000 cm-3, although a small fraction exists at higher 
concentrations. 
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3.3.3 The occurrence of pristine days  
Figure 3.6 shows the similarity of CCN concentrations in the PI and PD in terms of 
the number of days that concentrations are within ±20%. The threshold of ±20% in 
concentration is based on the estimated CCN measurement uncertainty across the 
majority of datasets compiled by Spracklen et al (2011a). 
 
 
Figure 3.6. The occurrence of pristine days over a year, based on two definitions: 
colours show the number of days per month on which pre‒industrial (PI) and 
present‒day (PD) cloud condensation nuclei (CCN) concentrations differ by no 
more than ±20% in that grid cell at cloud base (~915 hPa). Stippling shows regions 
where the sensitivities of PI and PD CCN to 28 model parameters are similar (r2 ≥ 
0.9) in that grid cell at cloud base. Pristine regions are those which exhibit both a 
similar PI and PD CCN concentration and a similar PI and PD response to the 28 
parameters. 
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Table 3.2. Fraction of the Earth defined as pristine (pre‒industrial (PI) to present‒
day (PD) cloud condensation nuclei number concentration (CCN) ±20% and similar 
PI‒to‒PD CCN response to 28 parameters covering natural and anthropogenic 
emissions, processes and model structures). Values in parentheses show the 
pristine fraction when the CCN number concentration change only is considered. 
 
 Pristine fraction 
 
Global Ocean Land 
Northern 
Hemisphere 
Southern 
Hemisphere 
Jan 0.27 (0.32) 0.34 (0.40) 0.10 (0.13) 0.02 (0.06) 0.53 (0.59) 
Feb 0.27 (0.32) 0.34 (0.40) 0.10 (0.11) 0.02 (0.04) 0.53 (0.61) 
Mar 0.27 (0.31) 0.33 (0.39) 0.09 (0.12) 0.00 (0.03) 0.53 (0.60) 
Apr 0.18 (0.25) 0.21 (0.30) 0.08 (0.12) 0.00 (0.03) 0.35 (0.46) 
May 0.10 (0.17) 0.13 (0.20) 0.02 (0.09) 0.02 (0.08) 0.18 (0.26) 
Jun 0.07 (0.16) 0.10 (0.19) 0.01 (0.10) 0.03 (0.11) 0.12 (0.21) 
Jul 0.05 (0.14) 0.06 (0.16) 0.02 (0.08) 0.06 (0.15) 0.04 (0.13) 
Aug 0.04 (0.12) 0.05 (0.13) 0.02 (0.08) 0.05 (0.16) 0.03 (0.08) 
Sep 0.04 (0.08) 0.05 (0.09) 0.01 (0.07) 0.04 (0.12) 0.04 (0.05) 
Oct 0.05 (0.11) 0.07 (0.14) 0.01 (0.05) 0.03 (0.09) 0.07 (0.13) 
Nov 0.20 (0.25) 0.28 (0.32) 0.01 (0.06) 0.03 (0.08) 0.37 (0.42) 
Dec 0.26 (0.33) 0.32 (0.40) 0.09 (0.12) 0.02 (0.06) 0.49 (0.59) 
Annual 0.12 (0.21) 0.16 (0.26) 0.02 (0.10) 0.02 (0.08) 0.22 (0.34) 
 
 
The occurrence of pristine CCN regions in the PD atmosphere is highly variable in 
space and time, with the frequency of pristine days lying between 0 and 100% in a 
given month. Averaged over a full year, approximately one-third (Table 3.2) of the 
SH has CCN concentrations similar to the PI, with a maximum spatial coverage 
over SH ocean regions in the SH summer when every day of the month approaches 
pristine conditions. In contrast, less than 9% of the NH is pristine, with a maximum 
coverage of about 15%, also in the summer. In many major shipping regions (e.g., 
Capaldo et al. 1999) anthropogenic perturbations to aerosol concentrations are 
large enough that the region is classed as non-pristine. The equatorial Pacific 
Ocean is the most persistently pristine environment, most likely due to the dominant 
local marine emission source and effective barrier to NH inter-hemispheric transport 
of anthropogenic pollution provided by the intertropical convergence zone. In 
agreement with observational (Clarke and Kapustin, 2010) and modelling studies 
(Penner et al., 2012), the southern Pacific Ocean (approx. 20-6oS, 90-180oW) is 
identified as a large region close to pristine, especially during SH summer when 
monthly mean PD CCN concentrations in this region are in the range of 53-285 cm-3 
(median 104 cm-3), when the main natural source of CCN is from DMS-derived 
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sulphate aerosol (Korhonen et al., 2008). A Southern Ocean summertime band of 
pristine CCN exists between 50-65oS, with generally low PD CCN concentrations of 
20-153 cm-3 (median 58 cm-3), when natural emissions of sea spray are the 
dominant aerosol source (McCoy et al., 2015; Murphy et al., 1998). The mid-latitude 
Pacific and Atlantic Oceans deviate from a pristine state for more of the year than at 
higher and lower latitudes, mainly due to assumed increases in fire emissions from 
South American and African tropical fire regions (Bowman et al., 2009), which are 
assumed to be due to increased anthropogenic activity. Generally, SH continental 
land masses have sparse regions of pristine CCN concentrations. 
In the NH, prolonged pristine periods generally occur only over continental regions 
above 60°N, such as in boreal Canada (Pierce et al., 2012) and Russia (Chi et al., 
2013), where aerosol is affected strongly by natural forest fire emissions. Here, 
CCN concentrations are highly variable, but generally range from 100-1000 cm-3. 
The high Arctic (75°N and above) is frequently pristine during the NH summer, with 
low CCN concentrations in July of 39-142 cm-3 (median 55 cm-3), but strongly and 
persistently polluted during winter and spring, consistent with the seasonal cycle of 
Arctic haze controlled by scavenging processes (Browse et al., 2012). There are 
almost no marine pristine days during NH winter and spring and very few regions 
are persistently pristine over a month. In NH mid-latitude regions there are no 
pristine days at any time of the year. In particular, the North Pacific Ocean is 
impacted by transport of pollution from East Asia to North America (Yu et al., 2012) 
and is a region where we find no pristine days in the main transport periods. 
 
Figure 3.7. The fraction of the Earth defined as pristine based on the pre‒industrial 
to present‒day cloud condensation nuclei (CCN) number concentration change 
being within a certain threshold. Thresholds vary from ±0% to ±100%. Results are 
for every day over a full year with CCN concentrations taken at 915 hPa in every 
grid cell of the model. 
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Confidence in the extent and location of pristine regions depends on the modelled 
CCN uncertainty as well as the assumed tolerance used to compare PI and PD 
CCN number concentrations, set at ±20% (as above). Figure 3.7 shows the daily 
fraction of the Earth defined as pristine when this threshold is set to values ranging 
between ±0% to ±100%. This threshold is particularly sensitive to the onset of the 
biomass burning season in the SH due to the large flux of aerosols emitted in this 
region (Figures 3.1 and 3.4). Figure 3.8 shows the effect that changing the 
tolerance to 10%, 30% and 50% for January, April, July and October has on the 
spatial distribution of pristine regions. This range of tolerances is comparable to the 
modelled relative CCN uncertainty, which is approximately 20-50% in the main 
pristine regions (Figures 3.3 and 3.6). Increasing the threshold increases the 
marine fraction of the Earth which is defined as pristine, however continental 
regions are relatively insensitive to changes below 50% due to the large increases 
in pollution increasing CCN number concentrations in these regions beyond this 
threshold (Figure 3.4). 
 
Figure 3.8. The occurrence of pristine days in January, April, July, and October 
based on two definitions. Colours show the number of days per month on which 
pre‒industrial (PI) and present‒day (PD) cloud condensation nuclei (CCN) number 
concentrations differ by either ±10%, ±30%, or ±50% in that grid cell at cloud base 
(∼915 hPa). Stippling shows regions where the sensitivities of PI and PD CCN to 
28 model parameters are similar (r2 ≥ 0.9) in that grid cell at cloud base. 
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In all months of the year the pristine fraction of the Earth (PD aerosol 
concentrations ±20% of their PI levels) also depends on the particle size. Figure 3.9 
shows the fraction of the Earth that is defined as being pristine as a function of 
aerosol particle size, i.e. counting all particles above this size. Anthropogenic 
aerosols tend to occur at smaller particle sizes resulting in the fraction of the Earth 
defined as pristine being smallest within the Aitken mode (aerosol particle sizes of 
10-100 nm), with a minimum pristine coverage when the particle size lies between 
50-100 nm. Natural aerosols dominate at increasingly larger particle sizes, due to 
sea salt and dust emissions containing significant quantities of large particles, 
resulting in a steady increase in the pristine fraction of the Earth with increasing 
particle size within the accumulation mode (aerosol particle sizes of 100-1000 nm). 
At the boundary with coarse mode aerosol (aerosol particle size of >1000 nm) 
pristine coverage of the Earth is over 90% in all months of the year. As ice-nuclei 
are typically large (>500 nm) aerosol particles, such as dust (Atkinson et al. 2013), 
the very high pristine fraction of the Earth which is shown at these larger aerosol 
sizes could be important when considering changes to ice-nuclei concentrations 
over the industrial period. There is little seasonality in pristine coverage within the 
naturally dominated accumulation size range compared to a distinct seasonality in 
the anthropogenically effected Aitken size range. 
 
 
 
Figure 3.9. Pristine fraction of the Earth (1750 and 2000 aerosol concentrations are 
similar [±20%]) as a function of the aerosol size of interest. 
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An analysis of the vertical profile of pristine regions shows that the distribution of 
pristine days is similar at ~2.5 km above sea level (Figure 3.10), while at ~5 km 
above sea level long range transport of anthropogenic emissions cause changes in 
the spatial distributions of SH pristine regions (Figure 3.11). However, these free 
tropospheric aerosols do not affect cloud-base CCN concentrations in the boundary 
layer, and if they are mixed down to lower altitudes then they will be included 
already in the analysed fields at 1 km altitude. 
 
 
 
Figure 3.10. The occurrence of pristine days over 1 year. Colours show the number 
of days per month on which pre‒industrial and present‒day cloud condensation 
nuclei concentrations differ by no more than ±20% in that grid cell at ∼2500 m 
above sea level. 
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Figure 3.11. The occurrence of pristine days over 1 year. Colours show the number 
of days per month on which pre‒industrial and present‒day cloud condensation 
nuclei concentrations differ by no more than ±20% in that grid cell at ∼5000 m 
above sea level. 
 
The optimum pristine region, defined as a low relative modelled CCN uncertainty 
(Figure 3.3) and a high number of pristine days (Figure 3.6), is the central Pacific. 
At American Samoa comparisons of GLOMAP total aerosol number concentrations 
were compared to observations in Mann et al. (2010) and were shown to be very 
similar (b vs. observations: 0.05). The modelled seasonal cycle in DMS flux to the 
atmosphere is well captured when compared to observations from Amsterdam 
Island and Cape Grim. However, sea salt concentrations are slightly over estimated 
in the Southern Ocean. Although relative uncertainties (Figure 3.3) can be fairly 
high in some pristine regions, model uncertainties are expected to be correlated in 
the PI and PD, giving more confidence in the model results than indicated. While 
meteorological variability is likely to cause interannual variability in the precise 
location of pristine regions, the principal pristine regions (the remote Pacific, 
Southern Ocean, Arctic, etc.) will be more climatologically persistent features.  
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3.3.4 Present‒day observational sites close to a pre‒industrial aerosol 
state 
Ideally observations of pristine aerosol should be made in regions as similar to the 
PI as possible. Unfortunately the majority of regions with a pristine aerosol 
environment are located in marine regions, where making measurements is 
logistically more difficult than on the land. However, modelling results suggest that 
certain existing measurement stations are located within potentially suitable 
regions. Figure 3.12 shows four Global Atmosphere Watch (GAW) baseline aerosol 
measurement station locations where daily PI and PD CCN concentrations are 
similar. There are two SH locations that include Amsterdam Island (Figure 3.12a) 
and American Samoa (Figure 3.12b) and two NH locations that include the high-
latitude measurement stations of Alert (Figure 3.12c) and Barrow (Figure 3.12d). 
Under the assumption that the boundary layer is well mixed, the CCN 
concentrations at 915 hPa and the CCN concentrations in lower model levels 
(where stations typically exist) are comparable. Due to model resolution the grid 
cells that contain the island locations are treated as ocean. As the air masses 
reaching these islands also travel over the surrounding ocean regions, it is 
assumed that this discrepancy will have little to no effect on the analysis. In general, 
both the island locations are more similar in their CCN profiles throughout the whole 
of the year than the Arctic stations which are typically only pristine during the 
summer months.  
Amsterdam Island is situated close to the Southern Ocean and located in a grid cell 
which is particularly close to a PI aerosol state. This is a region of the world that 
would particularly benefit from previously untaken measurements of CCN 
concentrations and, ideally, with a focus on how natural ocean emissions, such as 
DMS, interact with aerosols and the climate without influence from pollution. 
America Samoa is located in the remote South-Western Pacific and modelled 
results also show this as a good choice for understanding pristine aerosol 
environments. At both Alert in Northern Canada and Barrow in Alaska PD CCN 
number concentrations are lower over the summer months than in the PI, with the 
reduction being more pronounced in Barrow than Alert, due to the assumed 50% 
reduction in boreal wildfire emissions in the AeroCom inventory (Dentener et al., 
2006). During the winter months long range transport of pollution builds up in the 
Arctic regions consistent with the seasonal cycle of Arctic haze which is controlled 
by scavenging processes (Browse et al., 2012). Nevertheless both of these NH 
observational sites are potential candidates for measuring aerosol in a pristine 
environment for at least part of the year. 
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Figure 3.12. Daily mean cloud condensation nuclei number concentrations over 
one year in the pre‒industrial (PI) and present‒day (PD) at 4 atmospheric 
monitoring stations a) Amsterdam Island, b) American Samoa, c) Barrow and d) 
Alert. 
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3.3.5 Changes in CCN sensitivity between 1750 and 2000 
Stippling in Figure 3.6 shows regions where the aerosol sensitivity to perturbations 
of 28 model parameters covering emissions, microphysical processes and model 
structures (Lee et al., 2013) is similar in 1750 and 2000. The parameter sensitivities 
in each grid cell at cloud base (915 hPa) were calculated by variance 
decomposition of the CCN distributions that were used to generate the uncertainty 
in CCN concentrations (Figure 3.2). The fractional contribution to variance of each 
parameter is termed the main effect index (Lee et al., 2012, 2013). The PI and PD 
main effect indices for the 28 parameter perturbations in each grid cell are 
correlated (see Methods) and regions are defined as being pristine, somewhat 
arbitrarily, if the coefficient of correlation is greater than 0.9. Figure 3.13 shows 
these correlations at four representative sites. 
In regions where CCN concentrations exhibit about 20 or more pristine days in a 
month the CCN response to model parameters is also similar in both periods. For 
regions with about 10-19 days of pristine CCN concentration, there is partial overlap 
with regions with similar CCN sensitivity, while for regions with less than 10 days 
per month of pristine CCN concentrations CCN sensitivities are now different to the 
PI. 
The equatorial Pacific is the largest region that is closest to pristine all year round in 
terms of the similarity of the aerosol state and the aerosol sensitivity, while other 
regions vary seasonally between being pristine and not. Other regions with a high 
number (20 or more) of pristine days and similar CCN sensitivity in one or more 
months include parts of Alaska and Yukon, the Southern Ocean, Melanesia, south-
west Greenland and the southern Indian Ocean. 
Figure 3.13 shows the change in PI to PD CCN sensitivity at four grid cells 
representing four different sites. Melanesia (Figure 3.13a) has a very similar CCN 
sensitivity and state in 1750 and 2000, where 99% of modelled days have PD CCN 
concentrations within ±20% of PI concentrations. Prevailing winds in this region 
originate over the Pacific Ocean bringing clean background air masses and natural 
marine aerosol (Savoie et al., 1989). Figure 3.13a shows that both 1750 and 2000 
CCN sensitivities are dominated by the same parameters relating to natural 
emissions and aerosol microphysical processes (volcanic SO2 and biogenic 
secondary organic aerosol (SOA) as well as model uncertainties in the Aitken mode 
width, boundary layer nucleation rates, CCN activation diameter and the pH of 
cloud droplets). In all months the fraction of variance attributable to anthropogenic 
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emissions is less than about 1%. CCN concentrations and behaviour in this location 
are therefore clearly driven by natural processes. 
The eastern Atlantic (Figure 3.13b) has a different CCN response and state in the 
two periods. It is located in a region of high aerosol-cloud radiative forcing (Carslaw 
et al., 2013). Many of the main effect indices have changed over the industrial 
period, indicating an anthropogenic influence on the behaviour of the aerosol. In 
particular, anthropogenic SO2 emissions and production of SOA from anthropogenic 
compounds contribute more to CCN variance in the PD than in the PI and natural 
emissions of DMS and biomass burning contribute less. This reduction in sensitivity 
to natural emissions will suppress natural aerosol-climate feedbacks (Spracklen 
and Rap, 2013).  
The Brazilian rainforest (Figure 3.13c) has a similar CCN response but dissimilar 
state in the two periods. Although the aerosol state is strongly anthropogenically 
perturbed by increased biomass burning emissions, these emissions dominate the 
aerosol sensitivity in both the PI and PD (Figure 3.13c). While our model results 
suggest that fires are the largest contributor to PI CCN concentrations major 
uncertainties exist as to the magnitudes of historic biomass burning emissions (van 
der Werf et al., 2013). While our model results suggest that fires are the largest 
contributor to PI CCN concentrations major uncertainties exist as to the magnitudes 
of historic biomass burning emissions (Marlon et al., 2008). However, in many fire-
dominated regions the response of CCN to changes in emissions is similar in both 
the PI and PD (e.g., Figure 3.13c) and these regions are still likely to be useful 
analogues of PI CCN behaviour. 
North east China (Figure 3.13d) has a very different CCN response and state in the 
two periods. Annual mean CCN concentrations at this site are the furthest from PI 
CCN baseline concentrations of any other location. While PI CCN concentrations 
are sensitive to the flux and size of biofuel emissions (from early human activity) 
and biogenic SOA, PD CCN concentrations are sensitive to the flux and size of 
fossil fuel emissions and the fraction of sulphate formed on sub-grid scales from 
anthropogenic SO2 emissions.  
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Figure 3.13. The similarity of cloud condensation nuclei sensitivities in the pre‒
industrial and present‒day to 28 parameters covering natural emissions (green) 
anthropogenic emissions (red) and processes (blue) for every month in the year at 
four different sites: a) Melanesia (1°S, 151°E), b) eastern Atlantic (38°N, 21°W), c) 
Brazilian rainforest (1°S, 66°W) and d) north east China (38°N, 111°E). For more 
information on individual marker descriptions see Table 3.1.  
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Model results spanning the grid cells 14°S to 22°S and 121°W to 130°W, which 
overlaps the most with the pristine region studied by Koren et al. (2014) at 13 °S to 
22 °S and 121 °W to 130 °W, suggest that even in these remote regions PD CCN 
concentrations in July are up to 40% higher than in the PI, mainly due to increases 
in anthropogenic biomass burning emissions over the industrial period. In addition, 
Figure 3.14 shows that the CCN response to volcanic SO2 emissions in the region 
has approximately halved since the PI and an additional PD contribution from 
anthropogenic SOA concentrations can be seen. 
 
 
 
Figure 3.14. The similarity of annual mean cloud condensation nuclei sensitivities 
in the pre‒industrial and present‒day to 28 parameters covering natural emissions 
(green) anthropogenic emissions (red) and processes (blue) for every month of the 
year at 14°S to 22°S and 121°W to 130°W. For more information on individual 
marker descriptions see Table 3.1. 
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3.3.6 The overlap of pristine regions and aerosol-cloud radiative 
forcing 
Aerosol measurements under pristine conditions would be most useful if they were 
made in regions where there is an aerosol-cloud radiative forcing, so that both the 
clean and perturbed aerosol-cloud processes could be observed. However, on 
average, such regions are of course not pristine today. To assess the overlap of 
forcing and pristine conditions, Figure 3.15 shows the relationship between 1750‒
to‒2000 monthly mean aerosol indirect radiative forcing (Carslaw et al., 2013) and 
the number of pristine days per month. As expected, the general relationship shows 
that regions with the highest monthly mean forcing have the lowest number of 
pristine days (grey markers in Figure 3.15). For example, grid boxes with greater 
than -5 Wm-2 forcing have generally less than 5 pristine days per month. When the 
additional constraint of similarity of CCN sensitivities is applied (tan markers in 
Figure 3.15) it is possible to observe pristine days only in regions with a monthly 
mean forcing less than about -2 to -3 Wm-2, which is in the lowest quartile of the 
forcing estimates.  
If the analysis is not restricted to observing pristine aerosol in regions of forcing, but 
just in regions of low cloud, then extensive regions can be found with pristine days 
of 0 to 31 per month. The black markers and maps in Figure 3.15 show pristine 
regions with higher than average low cloud cover (fraction ≥0.3). These pristine low-
cloud conditions generally occur over the major marine stratocumulus decks in the 
SH. It is in these regions where aerosol and related process measurements would 
be most useful in constraining the PI baseline using PD observations. However, in 
making aerosol-cloud measurements there is a compromise to be reached between 
a useful number of observable pristine days and the magnitude of the forcing in that 
region. Regions with a small number of pristine days will enable strong cloud 
perturbations to be observed, while regions with a high number of pristine days will 
experience only weak or brief aerosol perturbations.  
These results show that, although cloud radiative forcing and pristine regions are in 
general spatially anti-correlated, meteorological variability means that in regions 
with non-zero radiative forcing there are days that are likely to approach PI aerosol 
conditions.  
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3.4 Conclusions  
If the large uncertainty in aerosol-cloud radiative forcing between PI and PD periods 
is to be constrained by measurements, it is important to characterize aerosol in 
regions of today’s atmosphere that most closely resemble PI conditions. While 
there is likely to always be uncertainty associated with predicting the PI 
atmosphere, simply because natural emissions may have changed with time, 
regions have been identified in today’s atmosphere that are similar enough to PI 
conditions to be explored further. The joint analysis of changes in CCN 
concentration alongside the changes in the sensitivity of CCN to emission and 
process perturbations provides a complete model picture of where on Earth we can 
observe pristine aerosol concentrations and behaviour.  
Anthropogenic activity has greatly increased aerosol number concentrations since 
1750, and in doing so reduced the aerosol number fraction associated with natural 
aerosol. Simulated annual mean global modelled CCN number concentrations, at 
low level warm cloud base (915 hPa), have increased by a factor of 2.2 over the 
industrial period (1750‒to‒2000). Due to the different hemispheric distributions of 
anthropogenic pollution emissions, increases in CCN number concentrations are 
larger in the NH. 
This study has identified regions and seasons with the highest likelihood of 
observing pristine aerosol in terms of the number of model days per month pristine 
aerosol could be observed. However, ultimately it is necessary to define pristine 
aerosol based on measurements because measurements are needed for model 
evaluation. There is no universal operational definition of pristine aerosol because 
natural aerosols vary substantially. The mass concentration of a species associated 
with anthropogenic emissions is often used as an anthropogenic tracer (e.g. carbon 
monoxide (Clarke and Kapustin, 2010) or black carbon (O’Dowd et al., 2004)). But 
such a definition is appropriate only if the species is not part of the local natural 
aerosol – clearly not the case if natural forest fire aerosols are being studied.  
Model results have been shown here to be useful in identifying those regions that 
are potentially suitable sites for making observations of natural aerosol in pristine-
like environments. Pristine sites are often marine in nature and located in the SH 
which has suitable island locations for taking measurements from. Some high 
latitude NH pristine regions, such as Alaska and Yukon, also exist but these pristine 
environments are more transient than in the SH. Identified pristine regions may not 
be the only places to observe PI-like aerosol behaviour. Although results suggest 
that the region of the Pacific studied by Koren et al. (2014) has a different aerosol 
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state and response to parameter perturbations today compared to the PI, it may still 
behave in a way that is sufficiently similar to the PI to be informative. However, 
clouds appear to be highly sensitive to aerosols at very low concentrations (Carslaw 
et al., 2013; Koren et al., 2014; Schmidt et al., 2012) and strong regime shifts can 
occur in some aerosol-cloud systems (Mechoso et al., 2014; Rosenfeld et al., 
2014), so even small perturbations of the aerosol state away from PI conditions 
may be important. 
Differences in modeled aerosol removal processes have been shown to cause a 
large diversity in simulated BC concentrations in remote regions (Mann et al., 
2014). Browse et al. (2012) investigated how improving scavenging processes in 
GLOMAP affected Arctic aerosol concentrations and seasonality. The authors 
found that in summer, when Arctic pristine regions are at a maximum (Figure 3.8), 
inclusion of aerosol scavenging by drizzle effectively ‘filtered’ the aerosol north of 
60°. Inclusion of such a scheme could therefore further increase pristine regions 
duration and extent during the spring-summer time in the Arctic region.  
Ageing processes are another source of uncertainty with the potential to effect the 
duration and extent of pristine regions by altering the lifetimes of anthropogenic 
emissions. The lifetime of BC in GLOMAP is 6.6 days (Mann et al. 2010), which is 
very similar to the mean of 6.5 days documented in Textor et al. (2006) for 
AeroCom models. This suggests that the long-range transport of anthropogenic 
aerosol to remote regions is well represented in GLOMAP. Different ageing rates, 
defined by how many layers of soluble material are required to transform an 
insoluble aerosol particle to a soluble one was also examined in the sensitivity 
analysis. A significant change between the PI and PD in the response of CCN 
number concentrations to the ageing rate would be seen by a change in the regions 
that are stippled in Figure 3.8. Furthermore in Figures 3.14 and 3.15 ageing (round 
blue circles) is not apparent as an important parameter, a result which is consistent 
with the global analysis in Lee et al. (2013) where ageing is ranked the least 
important of all 28 parameters in terms of aerosol (CCN number concentrations) 
sensitivity to perturbations of the parameter.  
The analysis has focused on modelled daily mean regional CCN concentrations at 
cloud base. In reality, precipitating shallow clouds can strongly scavenge aerosol on 
timescales shorter than 1 day (Muhlbauer et al., 2014; Wood et al., 2008), leading 
to transient and localised conditions of very low aerosol concentration, even when 
the region is generally perturbed relative to the PI state by anthropogenic aerosol. 
The question arises whether such PD locally scavenged clean environments can be 
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used to experimentally evaluate modelled aerosol-cloud interaction as an analogue 
of the regional-scale response to changes in aerosols that occurred between the PI 
and PD. Given the different behaviours of single clouds and regional-scale cloud 
systems (Stevens and Feingold, 2009), it is unlikely that local processes will be 
informative about regional PI‒to‒PD changes like those studied here. It is also 
important to recognise that pristine CCN environments could still be perturbed by 
light-absorbing aerosols either within or above the clouds (Ackerman et al., 2000; 
Wilcox, 2010). Such effects, and associated fast adjustments of the cloud system, 
may alter the extent of PI-like aerosol-cloud environments shown in this study. 
Furthermore, pristine aerosol days may be associated with different meteorological 
conditions to polluted days, which would make it difficult to separate meteorological 
and aerosol influences on cloud behaviour in PD observations.  
Pristine low-cloud regions are almost entirely in the SH. To reduce the uncertainty 
in regions of NH forcing we need to characterise the natural aerosol state either 
directly in these perturbed NH regions (which seems challenging) or in regions of 
the SH that are appropriate analogues for the NH. From a model uncertainty 
reduction perspective, an appropriate analogue implies that the parameters 
controlling CCN sensitivity in the PI SH are the same as those controlling sensitivity 
in the NH. Our PI simulations of CCN suggest that CCN concentrations may have 
been higher in the NH than the SH, because of a larger influence of terrestrial 
emissions. Further research is needed to determine whether these differences limit 
what we can learn about NH aerosol from SH measurements.  
The PI NH/SH contrast, combined with the rarity of pristine days in the NH, may 
mean that we may have to accept that some of the PI‒to‒PD aerosol-cloud forcing 
uncertainty will be irreducible. Regardless of how well we can observe and simulate 
aerosol-cloud interaction in today’s atmosphere, a large part of the forcing 
uncertainty – that part associated with the unknown baseline aerosol state – will 
remain.  
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Chapter 4 
Classification of natural emission regimes in the pre‒
industrial (1750) and present‒day (2000) atmosphere using 
cluster analysis  
4.1 Introduction 
To observe and understand natural aerosol interactions in the Earth system, as well 
as their impacts on climate, it is necessary to know where and when natural 
emissions are playing a dominant role in affecting aerosol properties. A difficulty in 
studying natural aerosol is that the anthropogenic perturbation (Spracklen and Rap, 
2013) to the climate and Earth system has affected regions, and hence 
environments, in different ways (Regayre et al., 2015). Aerosols with a 
predominantly natural composition can often be observed close to strong local 
emission sources, like wildfires. Nevertheless, we are often interested in how the 
emissions affect aerosol and cloud properties in remote locations. In these 
environments, far from well-defined aerosol sources, it is much more difficult to 
unambiguously separate natural aerosol environments from those with an 
anthropogenic influence because particles become mixed over long time scales. 
Detection of natural environments becomes even more challenging because many 
natural emissions lead to formation of low volatility gases like sulphuric acid or low 
volatility organic compounds that can condense onto anthropogenic and natural 
particles (Keskinen et al., 2013) or nucleate to form new ones (Riccobono et al., 
2014; Spracklen et al., 2006). The microphysical evolution of such an aerosol 
system means that observationally there is no way to detect the boundaries of a 
natural aerosol environment. Various chemical tracers can be used to stratify 
aerosol measurements, such as carbon monoxide (Clarke and Kapustin, 2010), 
black carbon (O’Dowd et al., 2014) or even particle concentrations (Fiebig et al., 
2014; Koren et al., 2014), but none of these tracers are uniquely natural or 
anthropogenic. For example, wildfires also produce black carbon and carbon 
monoxide emissions.  
One approach to detecting such natural aerosol regimes is to use a model to 
identify locations that are most likely to represent natural environments by 
assessing the aerosol response to all emissions. Chapter 3 identified present‒day 
(PD) regions where the aerosol environment is close to a pre‒industrial (PI) state. 
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However, it didn’t investigate which, if any, natural emissions are controlling cloud 
condensation nuclei (CCN) number concentrations.  
In this chapter natural emission regimes for biomass burning, biogenic volatile 
organic compounds (BVOC), dimethyl sulphide (DMS), volcanic sulphur dioxide and 
sea spray are defined in terms of being the dominant emission (or combination of 
two) controlling CCN number concentrations. Natural regimes are calculated for 
both the PI and PD for three months representative of the seasonal variation: 
January, April and July. October is omitted due to biomass burning emissions 
peaking in this period (i.e., tropical dry season) and dominating terrestrial 
emissions. Each natural regime presented is defined such that all other modelled 
natural and anthropogenic emissions are deemed to have a negligible impact on 
modelled CCN number concentrations within the geographical space determined by 
the regime extent. Geographical regions where the same natural regime exists in 
both the PI and PD may be useful “natural laboratories” in which the effects of 
natural emissions on CCN could be studied in a PI-like state. 
 
4.2 Methods 
In order to define natural emission regimes, cluster analysis methods (Jain et al., 
1999) are applied to the global model parameter sensitivity dataset of Lee et al. 
(2013), which was also used in Chapter 2. The statistical methodology in Lee et al. 
(2013) is based on the principles of variance decomposition, through which the 
contributions of uncertain parameters to the uncertainty in the model output of 
interest can be estimated. In every grid cell, 140,000 samples over the full 28-
dimensional parameter uncertainty space were used to attribute the uncertainty 
(variance) in CCN number concentration to each of the investigated 28 parameters 
(Table 3.1).  
A Monte Carlo assessment of model behaviour across a 28-dimensional parameter 
space is too computationally expensive, so a statistical representation using 
validated Gaussian process emulation (Currin et al., 1991) was constructed in each 
model grid cell to represent the relationship between CCN and the model 
parameters over the perturbed ranges (Lee et al., 2012). As in Chapter 2 the main 
effect values (Box 1) are used throughout this chapter.  
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This statistical approach has been successfully applied to the GLOMAP model in 
several published studies to quantify how expert-elicited input parameters affect the 
uncertainty in CCN number concentrations (Lee et al., 2012, 2013), aerosol number 
concentrations, and aerosol-cloud radiative forcing (Carslaw et al., 2013; Regayre 
et al., 2014). The same techniques have also been applied to a cloud microphysics 
model to explore uncertainty in convective cloud properties (Johnson et al., 2015).  
 
4.2.1 Clustering methodology 
Cluster analysis techniques are a widely used tool in many weather and climate 
studies (Jolliffe and Philipp, 2010), but are rarely employed in aerosol-Earth 
system-climate studies. Here average-linkage agglomerate hierarchical cluster 
analysis (Kalkstein et al., 1987) is used to generate the geographical locations in 
which modelled natural emissions (Table 3.1) are controlling CCN number 
concentrations, based on the 28 main effect values from each parameter over the 
full set of 8192 model grid cells that make up the globe. Cluster analysis is a well-
used exploratory data analysis technique that partitions data step-wise into subsets 
called clusters. In general, given N items to be clustered and a distance (or 
similarity) matrix, the most similar pair of clusters is merged at each step into a new 
single cluster (for the average linkage method this results in the minimum statistical 
variance in the distance measure within the new cluster while at the same time 
producing the maximum variation between different clusters) until the whole data 
set is merged into one single cluster.  
Figure 4.1 shows the decision tree used to generate each natural emission regimes 
geographical location, starting with the input data to the final selection, in three 
stages (lanes). Lane 1 details the step-wise methodology of how the cluster 
analysis was undertaken. Lane 2 details how clusters with a natural emission 
fingerprint of interest were identified. Lane 3 details how the final selection of 
clusters was undertaken to define the total geographical extent of the regime.  
Box 1: The fractional contribution to the variation in modelled CCN number 
concentrations given the uncertainty in each of the input parameters (Table 3.1) 
is termed the main effect index and it is these main effect contribution values 
which are then used throughout this chapter. 
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4.2.2 Clustering method (Figure 4.1: Lane 1) 
Across all grid cells, the Euclidian distance between every pair of parameter main 
effect values is calculated for all 28 input parameters considered. As each of the 28 
parameter’s main effect values are on the same scale (0-1) the Euclidian distance 
(norm) limits any prospect of bias towards one emission type over another as equal 
importance is given across all 28 dimensions. The calculated Euclidian distances 
from all 28 parameters are then collapsed to two dimensions using classic multi-
dimensional scaling (Torgerson, 1952) prior to clustering in order to match the 
desired geographical distribution (longitude-latitude). Schematic 4.2a is a 
hypothetical case showing the distances obtained for two parameters and seven 
grid cells. Agglomerative hierarchal clustering of this two-dimensional output using 
average linkage, which minimises within-cluster variance while at the same time 
maximising between-cluster variance, is then used to create the dendrogram (a 
two-dimensional graphical representation of the resulting cluster breakdown 
represented as a tree of relationships) from which all clusters of interest were 
identified (Section 4.2.3). Schematic 4.1b-f illustrates the following detailed 
description of how a cluster of interest is identified, using the hypothetical case in 
4.1a. 
A dendrogram contains k hierarchical levels, which are explored to identify clusters 
of interest. In this study there is a maximum of k = 8192 hierarchical levels (the total 
number of grid boxes to be classified, which make up the global data set). Starting 
at k = 1, for each consecutive split of a branch within the dendrogram the total 
number of hierarchical levels increases by one. At k = 1 there is one cluster 
containing all the grid cells (e.g., Schematic 4.1c) and their main effect values. Each 
successive split of a cluster produces two new daughter clusters on the next 
hierarchical level (e.g., Schematic 4.1d-e). The grid cells contained within the 
parent cluster are distributed between the two daughter clusters. In any given 
cluster, the mean main effect for each parameter is calculated as the mean of the 
main effect values (for that parameter) from all grid boxes contained within that 
cluster. Hence, the mean main effect values of each of the 28 parameters changes 
from the parent cluster to the subsequent daughter clusters at each split in the 
dendrogram. In each cluster a main effect threshold value of 0.05 is defined such 
that any parameter whose mean main effect is less than this threshold value is 
omitted from consideration and deemed as having no significant impact on CCN 
number concentrations across that cluster. In Schematic 4.1f, the blue grid cells 
relate to the hypothetical cluster that is identified as a potential natural emission 
cluster (Section 4.2.3) and subsequently mapped (Section 4.2.4). 
- 72 - 
  
Schematic 4.1. A: Hypothetical case showing the Euclidian distances obtained for a 
case with two parameters and seven grid cells (squares). B: Seven grid cells which will be 
clustered. C: All grid cells in one cluster (k=1 on the dendrogram). D-E: Splitting of a parent 
cluster into two daughter clusters (k=2 and 3). F: Grid cells that would be mapped if the 
cluster was potentially part of a natural emission regime. 
A B 
D C 
E F 
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Before exploratory analysis of the series of daughter clusters within a branch of the 
dendrogram can begin an initial parent cluster characterised by the desired 
properties must be isolated to start the exploratory analysis from. In this study the 
desired cluster characteristic is that either one (for a single pure natural emission 
cluster) or two (for a combined natural emission cluster) natural emissions mean 
main effect values are the only explanatory emission variables in controlling CCN 
number concentrations (i.e. CCN number concentrations are deemed as being 
insensitive to all other emissions). Here, an initial parent cluster is defined through 
agreement with the following set of criteria: 
1) k ≤ 100  
2) Fulfils this study’s requisite of a natural emission “fingerprint” viz, 
a) All anthropogenic emissions have a mean main effect value of < 0.05 
b) One or two natural emission parameters have a mean main effect value of ≥ 
0.05  
3) The hierarchical level above (if present) does not also have the same natural 
emission fingerprint (see Point 2)  
In this study two parameters are associated with biomass burning emissions: 
particle size and emission flux. Following point 2b above, biomass burning regimes 
are not evaluated with a second natural emission. Regimes composed of clusters 
with more than two natural emissions affecting CCN number concentrations (for 
example sea spray, DMS and volcanic emissions can be spatially co-located in 
certain ocean regions) are excluded from the discussion so as to focus on those 
natural regimes which are most practical for future study in the field. 
 
4.2.3 Cluster selection process (Figure 4.1: Lane 2) 
Once an initial parent cluster is identified, each following pair of daughter clusters is 
explored stepwise to a maximum of n pairs (where n corresponds to a maximum 
limit of hierarchical levels that the exploratory data analysis occurred over, with n =1 
being the initial solo cluster containing all data). The aim of the decisions in the 
cluster selection process (Lane 2) is to reduce the number of falsely positive 
assigned grid cells, over the sum of hierarchal levels investigated, within a natural 
emission regime so as to define the geographical extent of that regime as best as 
possible. Cluster analysis is designed so that at each increasing hierarchical level 
each cluster becomes more defined, therefore the likelihood of each successive set 
of daughter cluster being a false positive assignment lowers. The overall general 
- 74 - 
spatial pattern of natural emission regimes was found in practice to be well defined 
by n =100. 
The decisions in this lane (Lane 2) lead to four ways that a branch, defined as the 
portion of the dendrogram starting with the parent cluster and containing all its 
potential daughter clusters to be investigated, can be trimmed (removed) over the 
range of k = 2 to n, which are: 
1. If a separate parent cluster for a different natural emission regime is located 
within the branch investigated (i.e. the new parent cluster is at a higher 
hierarchical level number in the dendrogram than the initial parent cluster 
currently being investigated), then the branch is trimmed at this point. This 
then allows the decision tree to be followed starting at this point for the new 
parent cluster. 
2. A branch is considered for removal from analysis if a cluster no longer 
contains any mean main effect emission values ≥ 0.05.  
i. The geographical location of those grid cells within the branch 
determining whether or not to remove them. 
3. A branch is removed from analysis if one or more of the mean main effect 
values for any of the anthropogenic emissions become ≥ 0.05.  
4. A branch is removed from analysis if the number of natural emission 
parameters with a mean main effect value of ≥ 0.05 increases to 3 or more.  
 
4.2.4 Cluster mapping (Figure 4.1: Lane 3) 
The above methodology produces regimes comprised of one or more clusters 
within them. Usually a regime consists of more than one cluster (i.e. all clusters 
have the same natural emission fingerprint as per Point 2 in Section 4.2.2) and the 
difference between these clusters is then due to a significant shift in the mean main 
effect values of the microphysical process parameters, the model structure 
parameters, the natural emission parameters or a combination of them.  
Each cluster’s geographical extent, as defined by the sum of the grid cells within the 
cluster membership, was examined to check the cluster was well defined before 
being committed to the regime. Occasionally the deselection of a cluster occurred 
when it was apparent the cluster represented noise, i.e. a random selection of grid 
cells with no apparent spatial cohesion with the other clusters within that regime.  
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4.3 Results and Discussion 
Figure 4.2 shows how the natural aerosol regimes are defined in terms of the 
fractional contribution of each natural emission flux to the CCN variance (the main 
effects) from all grid cells within all clusters in the regime. The geographic spread of 
the model grid cells in each regime are shown in Figures 4.3, 4.6, 4.7, 4.9 and 4.11 
and the geographical coverage is summarised in Table 4.1.  
Each violin in Figure 4.2 represents a box plot with a rotated probability density 
function calculated from the natural emission main effect value across all grid cells 
identified in each natural aerosol regime. As described in Section 4.2.2, for a cluster 
to be classed as being in a particular regime the mean main effect value across all 
grid cells from the corresponding natural emissions within that cluster is defined to 
be ≥ 0.05, while all other emissions are < 0.05. For example, the BVOC regime for 
January in the PI (Figure 4.2 top left) has a mean main effect across all grid cells in 
the regime of 0.3, meaning that 30% of the variance in CCN is accounted for by 
variations in BVOC emissions. The contribution of BVOCs to CCN variance varies 
across the grid cells up to a maximum of nearly 70%. So in some of the grid cells in 
this regime BVOC emissions strongly dominate CCN uncertainty, while in others 
the effect is weaker. Nonetheless, grid cells in each cluster comprising the regime 
were identified through cluster analysis to be behaving similarly and so all belong in 
the BVOC emission-controlled regime.  
The biomass burning regime is defined in terms of two parameters: the particle 
emission flux and the emitted particle size. This regime occurs in all three examined 
months and in both the PI and PD. As shown in Figure 4.2, it is the emitted particle 
size that most strongly determines CCN number concentrations. The DMS and sea 
spray regimes occur in two of the three months and the PD regimes of both 
emissions generally have more a bi-modal distribution than the PI regimes. In 
winter and spring in the PI a BVOC regime exists, but in the PD the BVOC influence 
on CCN number concentrations is supressed due to increased anthropogenic 
activity. Similarly volcanic regimes only occur in the PI and no single volcanic 
emission regime occurs in any month suggesting that volcanic SO2 emissions are 
well mixed throughout the atmosphere and not concentrated in particular regions.  
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Figure 4.2. Violin plots of the emission main effect values from all grid cells in each 
natural emission regime presented in this study. Each violin shows a box plot with a 
rotated probability density function calculated from the natural emission main effect 
values across all grid cells identified in each natural aerosol regime. Each regime is 
coloured identically (and matches the corresponding maps) with pre‒industrial (PI) 
pure natural emission regimes in the top rows, present‒day (PD) pure natural 
emission regimes in the middle row and the dual natural emission regimes in the 
third row (only present in the PI).  
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Although industrial emissions are assumed to be zero in the PI the global sum of 
natural emission regimes in each month in Table 4.1 does not reach close to 100% 
due to clusters with either zero or three or more natural emissions controlling CCN 
number concentrations being omitted from study. An increase in the geographical 
coverage of the biomass burning regime from PI to PD is due to increased fire 
emissions over this period. There are also increases from PI to PD in the pure DMS 
and sea spray regimes which are accounted for not by an increase in natural 
emissions, but by the suppression of the PI joint emission regimes in the PD which 
allows the relevant pure natural regime to expand slightly into regions of low 
anthropogenic influence. Comparison of the coverage of PD natural regimes with 
PD pristine aerosol environments in the previous chapter shows that both PD 
natural regimes and pristine aerosol environments are mainly a SH phenomenon. 
The tropical PD biomass burning regime does not coincide within a pristine aerosol 
environment due to the modelled increases in CCN number concentrations over the 
industrial period. Therefore the sum global coverage of pure natural emission 
regimes is larger than the sum global coverage of pristine aerosol environments.  
In the following sections, pure natural emissions regimes, in which CCN number 
concentrations are sensitive to the modelled perturbations from a single natural 
emission only, are first discussed. Then, we consider the regimes with a 
combination of two natural emissions. In the case of biomass burning, two 
parameters (emissions flux and particle size) relating to this emission were 
explored. However, as both these parameters have the same emission source, the 
biomass burning regime is discussed as a single emission regime. Each cluster 
with the same natural emission fingerprint (Point 2 section 4.2.2) is coloured 
identically in the presented results to show the total approximate geographical 
coverage for each of the identified natural emission regimes. 
 
Table 4.1. The global percentage area coverage of each pure natural emission 
regime and their total in January, April and July in the pre-industrial (1750) and 
present-day (2000). 
  Global percent coverage 
 Natural emission Pre-industrial Present-day 
Environment regime Jan Apr Jul Jan Apr Jul 
Terrestrial Biomass burning 7.5 12.8 28.1 13.8 16.9 27.2 
 BVOC 10.6 7.4 - - - - 
Marine Dimethyl sulphide 18.6 3.8 - 19.9 5.6 - 
 Sea spray - 0.4 12.6 - 8.3 1.3 
Global All single regimes 36.7 24.4 40.7 33.7 30.8 28.5 
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4.3.1 Pre-industrial and present-day biomass burning regimes 
 
Figure 4.3. Spatial extent of the biomass burning regime in January, April and July 
in the pre-industrial (1750) and present-day (2000). Regime determined sensitivity 
of cloud condensation nuclei concentrations (CCN) to biomass burning emissions 
(black carbon and organic carbon) being dominant compared to all other analysed 
emission parameters at 915 hPa. Cross hatching indicates the portion of the 
biomass burning regime where CCN concentrations are sensitive to biomass 
burning emission fluxes and particle size parameters only (i.e. all other 26 
perturbed parameters are assumed to have no significant influence on 
concentrations). 
 
Figure 4.3 shows that in all months across the tropical continental and nearby 
ocean regions from ~15°N to ~30°S biomass burning flux and particle size are the 
dominant emission parameters contributing to CCN number concentrations. The 
cross-hatched regions are those clusters where the two biomass burning emission 
parameters are the only parameters controlling CCN concentrations (i.e. all 26 
other investigated parameters have a mean main effect value within the cluster of < 
0.05). In the PD a large fraction of tropical biomass burning emissions will be 
directly related to anthropogenic activity (Dentener et al., 2006), however results in 
Chapter 3 (Figures 3.8 and 3.13) show that in most tropical regions the overall CCN 
response to the 28 perturbed parameters has remained similar between PI and PD 
regardless of the total biomass burning emission differences. The biomass burning 
regime is generally restricted to the vicinity of the main biomass burning regions 
(e.g., van der Werf et al., 2010) despite the fact that the particles can be 
transported long distances through the free troposphere (Labonne et al., 2007). 
This long range transport results in mixing with other aerosol species, meaning that 
the strong influence of the emission parameters diminishes with distance so that a 
pure biomass burning regime no longer exists.  
- 79 - 
As fire emissions vary depending upon the fuel source (Andreae and Merlet, 2001), 
each of the main biomass burning regions (the Amazon, African savannah, 
Australasia and high latitude Boreal regions) are discussed. Human land cover 
change and land use intensification (e.g., Ellis et al., 2013) is not explicitly 
accounted for within the AeroCom emissions used in this chapter (Dentener et al., 
2006). Therefore, the extent of the PI biomass burning regime is likely to be a lower 
limit if fire activity was higher in the PI (van der Werf et al., 2013 and Chapter 5). 
Figure 4.3 shows that in tropical regions there is little overall spatial change to the 
pattern of the tropical biomass burning regimes between the PI and PD, due to PI 
tropical fire emissions being calculated based on the scaling back of PD fire 
emissions with changes in human population (Dentener et al., 2006). This 
methodology also probably overestimates fire emissions in Amazon and Indonesian 
deforestation regions (Brito et al., 2014; Cochrane, 2003) by carrying over this 
anthropogenic source of PD fire occurrence to the PI. The tropical PI biomass 
burning regime shown in Figure 4.3 is therefore likely to be a maximum spatial 
coverage for this time period. Outside these arcs of deforestation, Figure 4.3 
suggests that the way aerosol responds to tropical biomass burning emissions has 
remained relatively similar over time (Hamilton et al., 2014). The biomass burning 
regime also covers Central America, reaching a spatial maximum in April which is 
earlier in the year than the Amazonian biomass burning season. 
From January to July in Africa, there is a southerly shift in the biomass burning 
regime extent from the tropical northern hemisphere (NH) through to the tropical 
southern hemisphere (SH), which corresponds to the dry season in each 
hemisphere. The NH dry season is influenced by the position of the inter-tropical 
convergence zone (ITCZ) over the four months centred on January while in the SH 
the dry season is controlled by the interoceanic confluence lasting 4-5 months with 
a peak in July (Cachier and Ducret, 1991). In Figure 4.3 the Congo rainforest is 
contained within the biomass burning regime in all explored months, suggesting 
that rainforest vegetation is continually exposed to transported biomass burning 
emissions. Modelled PI CCN number concentrations in this region are over 100 
cm-3, and exceed over 1000 cm-3 for a third of the year (Figure 3.1). The large (50-
500%) modelled increases in PI-to-PD CCN concentrations (Figure 3.4) suggests 
that changes to fire emissions over the industrial period could be impacting diffuse 
radiation (Mercado et al., 2009), net photosynthesis rates and primary productivity 
(Rap et al., 2015) within the rainforest. 
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In the extra-tropical regions differences can be seen in Figure 4.3 between the 
spatial extent of the PI and PD biomass burning regime over Australia and the NH 
boreal regions. These differences account for the majority of the fractional global 
spatial coverage reduction in PD July (Table 4.1) compared to January and April 
which both see an increase in PD regime coverage (Table 4.1). The difference 
between PI and PD regime coverage is a result of PD industrial emissions and the 
assumption that high latitude PI boreal fire emissions are double PD emissions 
(Dentener et al., 2006). Figure 4.3 shows that PI July fire emissions dominate CCN 
number concentration variance over North American and Russian continental 
regions above ~30°N while in the PD the biomass burning regime covers only the 
higher latitude NH region above ~50°N. In Australia the PD regime extends further 
southward in April, compared to the PI, and incorporates the southeast Australian 
region.  
Downwind of African and Australasian biomass burning regions the biomass 
burning regime is characterised by the biomass burning emission and dry 
deposition parameters (Figure 4.4). In contrast CCN number concentrations are 
generally insensitive to dry deposition downwind of South American biomass 
burning regions. As the behaviour within clusters is statistically similar, 
understanding how the negative correlation between source and sink of biomass 
burning aerosol (Figure 4.5) impacts the atmospheric state, e.g. local cloud 
microphysics (Kaufman et al., 1998; Rosenfeld, 1999) and the strength of the 
Hadley circulation (Tosca et al., 2013), may be logistically easier in continental 
South Australia rather than within identified marine regions. 
Events such as the El Niño Southern Oscillation (ENSO) and Indian Ocean Dipole 
are important considerations in many studies of fire variability (Field et al., 2009; 
Fuller and Murphy, 2006; Giglio et al., 2010; van der Werf et al., 2008a, 2008b). 
While the large range (0.25-4) around which biomass burning emissions were 
perturbed (Table 3.1, Lee et al., 2013) is assumed to capture changes in modelled 
fire emissions in response to climate variability, e.g. drought can over double fire 
emissions compared to non-drought years (Reddington et al., 2015), it does not 
explicitly capture spatial changes to fire activity, e.g. during drought years, usually 
in response to ENSO, a third or more of the Amazon is susceptible to fire (Nepstad 
et al., 2004). Therefore the impact of large-scale climate variability on biomass 
burning emissions was not diagnosed within this study and measurements made 
under different meteorological conditions, especially extremes such as ENSO, are 
important considerations for future studies.  
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Figure 4.4. Clusters within biomass burning regime over the Atlantic and Indian 
Ocean regions identified by the mean dry deposition main effect ordinate value in 
increasing 0.2 value bins. Figure is overlaid with the ERA-interim analysis winds for 
2008.  
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Figure 4.5. Example distribution of pre-industrial (1750) and present-day (2000) 
July biomass burning (BB) particle size main effect values plotted against dry 
deposition main effect values for each grid cell across the biomass burning regimes 
shown in Figure 4.3. Colours and legend represent the cluster membership shown 
in Figure 4.4 for each grid cells.  
 
4.3.2 Pre-industrial and present-day biogenic volatile organic 
compound regimes 
Figure 4.6 shows that a pure BVOC emission regime occurs only in January and 
April in the PI atmosphere and not at all in the PD atmosphere. The lack of a PD 
BVOC regime in any of the studied months is most likely due to the intermittent 
transport of pollution to boreal regions making the region appear mildly polluted on 
the monthly mean time scale used within the sensitivity analysis. Other 
explanations include this analysis not accounting for particle formation 
enhancement by organic material within the continental boundary layer (Metzger et 
al., 2010). For example, in the recent study by Regayre et al. (2014), which uses a 
similar methodology to calculate CCN sensitivities to a perturbed parameter 
ensemble but included this parametrisation, BVOC emissions were found to have a 
higher impact on the uncertainty in CCN number concentrations than in the results 
from Lee et al. (2013) used here. The lack of a PD BVOC regime is also probably 
affected by the simple treatment of SOA within the model.  
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Figure 4.6. Spatial extent of the biogenic volatile organic compounds regime in 
January, April and July in the pre-industrial (1750) and present-day (2000). The 
regime is determined by the sensitivity of cloud condensation nuclei concentrations 
to the terrestrial biogenic emissions parameter being dominant compared to all 
other analysed emission parameters at 915 hPa. 
 
In January the PI BVOC regime covers 10.6% of the globe and occurs over all of 
New Zealand, North America and the adjoining north-eastern Siberia region, parts 
of Greenland, Central Eurasia, and around South America. There are small shifts in 
this pattern in April, notably also encompassing the high latitude continental and 
marine North Atlantic, which results in a reduced overall coverage of 7.4% of the 
globe. The seasonal occurrence of the BVOC regime runs counter to the factors 
that control BVOC emissions, which are light availability, leaf area index and 
temperature (Guenther et al., 2012). Modelled PI CCN concentrations in boreal 
winter and spring across the high latitude NH BVOC regime are usually very low 
(< 100 cm-3, Figure 3.1), suggesting only a small wildfire influence on CCN number 
concentrations during this period. By July the BVOC regime disappears as wildfire 
emissions are the prevalent aerosol particle emission source within the region.  
Once aerosol has become well mixed in the atmosphere, apportioning 
anthropogenic SOA and biogenic SOA to their respective sources is difficult (Heald 
et al., 2011). The lack of a PD BVOC regime suggests that the study of BVOC 
emissions on aerosol concentrations requires the maximum exclusion of 
anthropogenic influence in regions close to pristine conditions (e.g., Chapter 2). 
Logically such regions are near forests, where BVOC emissions can contribute up 
to half of the total PD aerosol burden in boreal regions (Tunved et al., 2008) or in 
the Amazon during the wet season where observations suggest BVOCs dominate 
aerosol concentrations (Martin et al., 2010; Pöschl et al., 2010). In the previous 
chapter results showed that pristine aerosol environments above ~60°N could 
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potentially be observed up to a third of the month in January and around half the 
month in April.  
 
4.3.3 Pre-industrial and present-day dimethyl sulphide regimes 
 
 
Figure 4.7. Spatial extent of the dimethyl sulphide regime in January, April and July 
in the pre-industrial (1750) and present-day (2000). The regime is determined by 
the sensitivity of cloud condensation nuclei concentrations to the dimethyl sulphide 
emissions parameter being dominant compared to all other analysed emission 
parameters at 915 hPa.  
 
The DMS emission-dominated regime is almost entirely a southern hemisphere 
phenomenon (Figure 4.7) but, unlike BVOC emissions, occurs in both the PI and 
PD. This is likely due to the ITCZ providing an effective barrier to the southward 
transport of NH continental pollution and that a large fraction of SH DMS emissions 
are located in remote marine regions, far from SH pollution sources. In January, 
when ocean biological activity and corresponding DMS sea water concentrations 
are high (Kettle and Andreae, 2000; Lana et al., 2011), the DMS regime 
encompasses the main SH subtropical ocean gyre regions as well as the Southern 
Ocean and continental Antarctica. There are only minor changes between the PI 
and PD patterns of the DMS regimes which are mainly accounted for by the joint PI 
DMS and volcanic natural emission regime (Section 2.5) not being present in the 
PD. In April, as biological activity in the SH decreases towards Austral autumn, the 
DMS regime is reduced in both the PI and PD to cover Antarctica and the Weddell 
Sea. In the PD the DMS regime extends beyond that of the PI to cover Greenland 
and parts of high latitude continental Siberia and Yukon as well as the neighbouring 
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seas. In the PI those NH regions are part of the BVOC emission regime (Figure 
4.6). One possible explanation for this change in regime is that continental 
anthropogenic emissions act to supress the continental BVOC regime by providing 
particles to condense upon, thus allowing a marine DMS emission regime close to 
strong DMS emission sources to occur instead. By July in the SH ocean DMS 
concentrations are at their seasonal low (e.g., Read et al., 2008; Sciare et al., 2000) 
and no clusters are identified in this hemisphere. In the NH, DMS concentrations 
reach a high in the Northwest Atlantic region (Yang et al., 2009), however modelled 
NH fire emissions dominate in this region at this time of year (Figure 4.3) so no 
clusters are identified in this hemisphere either. Furthermore, similar to the BVOC 
regime, the lack of a PD NH DMS regime in July will also be partly due to a small 
yet pervasive pollution component to the modelled atmosphere. Studies which 
observationally account for intermittent pollution and wildfire aerosol plumes could 
still study the DMS impact on CCN number concentrations in the pristine region the 
previous chapter highlighted along the coast line from Alaska to Yukon. 
Figure 4.8 shows each of the model parameters controlling changes to CCN 
number concentrations in January (mean main effect > 0.05) in the three main 
geographical locations where the DMS regime occurs: 1) all SH sub-tropical ocean 
gyres, 2) the Southern Ocean, 3) Antarctica. The four parameters are: 1) DMS 
emission flux, 2) aerosol dry deposition rate, 3) pH of cloud droplets (which affects 
in-cloud production of sulphate from oxidation of sulphur dioxide by ozone), 4) the 
width of the Aitken mode. These plots show that the Southern Ocean and Antarctic 
regions have almost identical parameter sensitivities in the PI and PD. These are 
therefore ideal regions for exploring DMS-controlled environments essentially 
unperturbed since the PI. In contrast, the sensitivity of CCN to DMS in the PD 
subtropical gyre region is reduced by about one-half compared to the PI, with a 
corresponding rise in dry deposition sensitivity.  
A recently updated DMS climatology by Lana et al. (2011) used three-times more 
samples to compile than the earlier Kettle et al. (2000) study used in this sensitivity 
analysis. The result is that, globally, seawater DMS concentrations are now 
estimated to be 17% higher than those in Kettle et al. (2000). Although this global 
mean increase in DMS concentrations lies within the ±50% perturbed range (Table 
3.1), regional differences between the emissions are much larger and Woodhouse 
et al. (2013) have previously shown that such regional differences in emissions are 
likely to be very important for CCN sensitivity to DMS emissions. Furthermore, a 
recent comparison of the two DMS climatologies by Mahajan and Fadnavis (2015) 
showed that, in their model, an increase in DMS sea‒water concentrations in the 
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Figure 4.8. Violin plots showing box plots and the probability density distribution for 
the four perturbed parameters which dominate the sensitivity of cloud condensation 
nuclei number concentrations in the DMS regime in pre‒industrial (PI) and present‒
day (PD) January across three distinct regions: southern hemisphere subtropical 
gyres, Southern Ocean and Antarctica (cluster geographical extent shown above 
plot). The parameters are: the DMS emission flux, the aerosol dry deposition rate, 
the pH of cloud droplets (which affects in-cloud production of sulphate from 
oxidation of sulphur dioxide by ozone), and the width of the Aitken mode. Each 
violin plot is constructed from the sum of all main effect values across all grid cells 
within the clusters (cluster membership numbers shown) that reside in their 
respective geographical regions. 
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Indian subtropical gyre region led to large increases in sulphate, aerosol 
concentrations and finally cloud drops concentrations in the region. Therefore future 
studies of DMS effects on aerosols and clouds should not be solely confined to the 
Southern Ocean, but rather include the lower latitude sub-tropical gyre regions as 
shown in Figure 4.8 where the climate response to DMS is possibly higher 
(Mahajan et al., 2015) and the potential for a climate feedback is possible (Charlson 
et al., 1987). 
 
4.3.4 Pre-industrial and present-day sea spray and dimethyl sulphide 
regimes 
 
Figure 4.9. Spatial extent of both the single emission sea spray regime (dark blue 
regions) and the joint sea spray/dimethyl sulphide regime (light blue regions) in 
January, April and July in the pre-industrial (1750) and present-day (2000). The 
stippled region in PD July shows the extent of the sea spray and anthropogenic 
volatile organic compound regime. The regimes are determined by the sensitivity of 
cloud condensation nuclei concentrations to either the sea spray parameter or both 
the sea spray and the dimethyl sulphide emissions parameters being dominant 
compared to all other analysed emission parameters at 915 hPa.  
 
Figure 4.9 shows both the pure sea spray regime (dark blue) and the regime in 
which both sea spray and DMS control CCN (light blue). As with the pure DMS 
regime in Figure 4.7 the spatial pattern of the January joint sea spray/DMS 
emission regime is almost identical in the PI and PD during this peak period of 
biological activity. The joint sea spray and DMS regime covers the majority of the 
ocean between the DMS regime’s upper SH subtropical ocean gyres section and 
lower Southern Ocean section (shown in Figure 4.7), and transects through the 
region where the Cape Grim marine observatory station in Tasmania collects 
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natural marine aerosol measurements. In the PI there is additional coverage of this 
joint regime in the north-east Atlantic which covers the area where well established 
NH marine observations of natural aerosol are collected from Mace Head (O’Dowd 
et al., 2014; Reade et al., 2006).  
The joint sea spray/DMS regime also dominates much of the SH in April in the PI, 
but in the PD it completely disappears leaving only the pure sea spray element of 
the regime situated across many major global wind flow regions where sea spray 
emissions peak. As both DMS sea water concentrations and winds are matched in 
both time periods this change in regime between PI and PD suggests that study 
into how anthropogenic activity changes aerosol sensitivity to DMS emissions could 
be investigated in Austral autumn in this region. 
In July, weak biological activity and the strong circumpolar wind flow in the 
Southern Ocean means that the flux of sea spray to the atmosphere dominates 
CCN sensitivity. While both this study and the recent study by McCoy et al (2015) 
demonstrate that sea spray is the dominant emission controlling CCN number 
concentrations in July in the Southern Ocean region, with the exception of a small 
pure sea spray regime centred around 60°S, a small pervasive anthropogenic 
component is also present. The region containing this additional anthropogenic 
secondary organic aerosol component (Lee et al., 2013) is shown by the hatching 
on the Figure 4.9 plot for July PD. Results in the previous chapter showed that the 
aerosol environment in this region is pristine for up to 20 days per month in July, i.e. 
the anthropogenic aerosol component is present for approximately a third of the 
month, so a sea spray dominated CCN environment could be found by eliminating 
days with clear signals of anthropogenic SOA pollution. Assuming aerosol 
measurement conditions are representative of a “pristine” aerosol state the extent 
of the PD sea spray regime is then be regarded as the same as the PI and as 
shown in Figure 4.10 is defined when modelled winds reach a threshold speed 
(9 ms-1 in the South Pacific and 10 ms-1 in the remainder). 
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Figure 4.10. July sea spray regime for the Southern Ocean region shown for the 
pre-industrial (the potential extent of the present-day regime is the same under 
pristine aerosol conditions, which exist for up to 20 days per month) over-laid with 
modelled wind speed contours from ECMWF reanalysis. 
 
 
4.3.5 Pre-industrial volcanic emission regimes 
 
Figure 4.11. Spatial extent of the three double volcanic SO2 emission regimes (light 
grey in combination with sea spray, grey in combination with dimethyl sulphide and 
dark grey in combination with biogenic volatile compounds) in January, April and 
July in the pre-industrial (1750) and present-day (2000). The regime is determined 
by the sensitivity of cloud condensation nuclei concentrations to the volcanic SO2 
emissions parameter and also the sea spray, dimethyl sulphide or biogenic volatile 
compounds emissions parameters being dominant compared to all other analysed 
emission parameters at 915 hPa. 
 
Volcanic emissions are important in defining the PI CCN state (Carslaw et al., 2013; 
Schmidt et al., 2012). However, analysis of emission sensitivities reveals no regions 
in the PI or PD where CCN number concentrations are controlled solely by volcanic 
emissions. Rather, CCN concentrations are always controlled by volcanic 
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emissions combined with emissions of sea spray, dimethyl sulphide or BVOCs 
(Figure 4.11). In the PD, volcanic emissions become dominated by anthropogenic 
emissions, so no volcanically influenced regime exists.  
Results suggest that while volcanic emissions are almost twice as efficient than 
DMS emissions at producing CCN in GLOMAP (Schmidt et al., 2012), there may be 
limited locations where the study of how cloud base CCN number concentrations 
respond to volcanic emissions in isolation. This is possibly due to the high fraction 
of volcanic emissions being injected into the free troposphere, resulting in a longer 
lifetime per unit of sulphur emitted than DMS emissions, and hence becoming well 
mixed with other emissions. 
In January, all three joint emission volcanic regimes are present. Together they 
cover a large portion of the NH, especially in marine regions. In April and July a 
volcanic regime only occurs across the equatorial Pacific, in combination with 
marine emissions of sea spray and DMS respectively. The equatorial Pacific band 
shown in all three months represents the region where volcanic SO2 has the largest 
impact on modelled CCN number concentrations and is also a highly pristine PD 
location (Figure 3.6). At latitudes higher than 30°S there are no volcanic regimes as 
biological sulphate emissions are dominating (Rap et al., 2013).  
4.4 Conclusions  
This chapter has built upon the previous chapters results which showed where and 
when the atmospheric aerosol state is similar in the PI and PD. However, the 
previous chapter’s analysis did not diagnose which, if any, of the natural emissions 
studied was controlling that state, or discuss the location and change over time 
between natural emission regime boundaries.  
In order to improve modelled historical and future climate projections a sound 
understanding of natural aerosol properties from targeted observational studies is 
required. Cluster analysis, a tool which enables large data sets to be sorted in a 
categorical manner, was used to explore the global model parameter sensitivity 
dataset of Lee et al. (2013) to identify those geographical regions and periods in 
which the variance in CCN number concentrations is controlled by specific natural 
emissions with little-to-no influence from other emission types.  
The sensitivity of CCN number concentrations to the 28 parameters related to 
emissions, microphysical processes and model structures which were explored 
showed that natural emission regimes for BVOC and volcanic sulphur emissions 
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occurred in the PI only, while natural regimes for biomass burning, DMS and, to a 
small degree, sea spray occur in both the PI and PD. The observational study of 
BVOC, volcanic and Southern Ocean sea spray emissions in isolation is likely to 
require extra consideration of transported pollution and wildfire emissions or 
choosing study periods with little-to-no transported emissions present. The sum 
geographical coverage of the single natural emission regimes peaks in July in the 
PI (approximately 41% coverage of the globe) which is the same month as the PD 
minimum (approximately 29%). This suggests that suppression of natural aerosol 
interactions with the climate by anthropogenic activity (Spracklen and Rap, 2013) 
peaks during the summer. 
A large portion of the PI-to-PD uncertainty in cloud-aerosol radiative forcing stems 
from uncertainties about how natural emissions and processes affect aerosol 
concentrations in the unobservable PI atmosphere. Most PI regimes shown in this 
chapter also overlap to some extent within regions of high PI-to-PD aerosol-cloud 
radiative forcing uncertainty (Carslaw et al., 2013). This suggests that reducing 
some of the uncertainty in aerosol-cloud radiative forcing could be achieved through 
reducing the uncertainty in how natural emissions affect aerosol properties in PD 
regimes which overlap with PI regimes also covering these radiative uncertain 
regions. However, due to the issue of equifinality (Beven, 2006) any forcing 
uncertainty reduction is likely to be less than the reduction in the uncertainty in the 
natural emissions impact on CCN number concentrations itself (Lee et al., 2016) 
and so a portion of the PI‒to–PD radiative forcing uncertainty may still be 
irreducible. Furthermore, even with a reduction in uncertainties that natural 
emissions have on aerosol concentrations, the uncertainty relating to microphysical 
processes still remains and so measurements under different meteorological 
conditions than those used in this study, especially extremes such as ENSO, are 
also important considerations of future studies.  
In tropical regions, PI and PD CCN number concentrations are controlled by 
biomass burning emissions with a clear regime existing in both time periods. Over 
boreal regions the PD regime is reduced to higher latitudes compared to the PI and 
accounts for the majority of the spatial change in biomass regimes over time. Over 
tropical continental regions CCN concentrations are sensitive only to the biomass 
burning emissions, while over downwind ocean regions CCN is controlled by a 
combination of emissions and deposition. 
Over the majority of the SH ocean regions it is DMS and sea spray emissions that 
are controlling CCN number concentrations, with the relative importance depending 
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on seasonal variations in biological activity and wind speeds. The SH sub-tropical 
gyre region was identified to be within the DMS regime highlighting that studies of 
DMS effects on aerosols and clouds should not be confined to the Southern Ocean, 
but rather include these lower latitude regions where the climate response to DMS 
is possibly higher (Mahajan et al., 2015) and the potential for a climate feedback is 
possible (Charlson et al., 1987). The relationship between wind speed threshold 
and the sea spray regime extent provides an additional constraint to the boundary 
conditions in which studies such as sea spray-climate feedbacks (Dunne et al., 
2014) or sea spray geoengineering (e.g., Bower et al., 2006; Pringle et al., 2012) 
can operate which is observationally simple to assess. The current contribution of 
industrial sulphate to the atmosphere rapidly declines after ~35° south (McCoy et 
al., 2015). As future industrialisation of the SH will increase the anthropogenic 
component over SH oceans advantage of the fact that CCN concentrations in the 
mid-latitude SH ocean regions are currently predominantly driven by natural 
emissions would be best taken in the near future.  
Global climate model simulations currently underestimate cloud albedo over the 
Southern Ocean compared to satellite observations (Stephens and L’Ecuyer, 2015; 
Trenberth and Fasullo, 2010). The result of which is that the SH energy budget is 
incorrect and therefore regional sea surface temperatures and large-scale 
circulation patterns poorly represented. These deficiencies impede evaluation of 
how the Southern Hemisphere will respond to future climate change and any 
systematic bias between PD and PI simulations also increases the uncertainty in an 
already uncertain PI atmospheric state. Determining the contributions to this bias 
from natural emissions is yet to be made. Results show that the relative importance 
of long range transport of pollution on cloud base CCN number concentrations over 
the Southern Ocean is at a minimum in the Austral summer, when CCN 
concentrations are at their peak (Ayers and Gras, 1991) and primarily controlled by 
the local DMS flux, while in winter it is mainly sea spray driven with an additional 
small anthropogenic component.  
Evaluation of the capacity of global climate models to reproduce observed aerosol 
concentrations requires information on the locations of the natural emission regimes 
they are representing. This is important not only for evaluating model skill but also 
for highlighting where further understanding of natural processes or boundary 
conditions is required. Incorporation of prior knowledge on the location and duration 
of natural aerosol regimes will also help focus observational studies on when and 
where the response in aerosol concentrations has a minimal contamination from 
other emission sources.  
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Chapter 5 
The influence of pre-industrial fire emissions on the 
magnitude of the anthropogenic aerosol radiative forcing 
over the industrial period 
5.1 Introduction  
Global fire activity is strongly governed by human activity and climate (Bowman et 
al., 2009; Pechony and Shindell, 2010). The present‒day (PD) pattern of fire is 
relatively well understood based on global satellite measurements of burnt area 
(e.g., Giglio et al. 2010). However, despite the prominent role of fire in past and 
present climate (Ward et al., 2012), current understanding of pre‒industrial (PI) fire 
emissions is limited (van der Werf et al., 2013). Proxy records (Figure 5.1) show 
that fire activity varied considerably over the last five hundred years, declining from 
1500 to a low in the 1600s, then rising again to a peak around 1850 before 
declining to PD levels (Marlon et al., 2008, 2016; McConnell et al., 2007; Wang et 
al., 2010). The charcoal record is a global proxy of fire activity, while ice core 
carbon monoxide (CO) measurements from Antarctica are a proxy for fire 
emissions within the Southern Hemisphere, due to CO lifetime not facilitating inter-
hemispheric mixing. The methane record does not follow the same pattern (Ferretti 
et al., 2005), but a follow‒on study by Houweling et al. (2008) has shown that the 
ice core methane record is also sensitive to anthropogenic fossil fuel emissions.  
Figure 5.1 suggests that PI fire emissions may have been similar to the PD, if not 
higher, which is contrary to both the AeroCom 1750 (Dentener et al., 2006) and the 
Coupled Modelling Inter-comparison Project (CMIP) 1850 (Lamarque et al., 2010) 
datasets in which PD fire emissions are a factor 1.3 to 3.0 times greater than the PI. 
Both datasets assume a positive relationship between population density and fire 
occurrence to create PI emissions from known PD emissions. However, advances 
in global fire modelling (Hantson et al., 2016) suggest a significantly different 
pattern of fire occurrence under PI conditions, and consequently higher emissions. 
Furthermore, anthropogenic land cover change has not previously been accounted 
for, although it is known that total burnt area increases when the fuel bed is less 
fragmented by human activity (Bistinas et al., 2013; Knorr et al., 2014; van der Werf 
et al., 2013). 
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Figure 5.1. Variability in biomass burning over the last two millenia based on a 
global compilation of charcoal sediment records (Marlon et al., 2008) and Antarctic 
ice core records of carbon monoxide (CO) (Wang et al., 2010) and methane (CH4) 
(Ferretti et al., 2005). Shaded areas indicate reported uncertainty. Figure from van 
der Werf et al. (2013). 
 
To quantify how assumptions about PI fire emissions affect historical aerosol 
radiative forcing three datasets of black carbon (BC), particulate organic matter 
(POM) and sulphur dioxide (SO2) emissions were compiled and then tested in 
GLOMAP. Fire emissions are defined as the sum of emissions from natural wildfires 
and those due to anthropogenic activity.  
5.2 Fire modelling 
Large-scale fire models aim to include representations of three main processes 
(Pfeiffer et al., 2013): 
1. Occurrence of fires  
2. Behaviour of fires 
3. Impacts of fire on the local vegetation 
Estimates of fire aerosol and gas emissions up to the global scale, depending on 
the complexity of the model, are calculated from the modelled amount of dry matter 
burnt. The magnitude of the flux also depends on the total burnt area, itself a 
function of the fire intensity, fuel abundance, fire spread, and fire related weather 
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conditions. Fire-weather encompasses modelled conditions which either promote or 
suppress fires, mainly: lightning ignition, relative humidity, recent precipitation, 
temperature, and wind. 
In order to provide a more realistic range of PI fire emissions, which cannot be 
directly observed, this chapter compares two fire models driven by distinct 
philosophies with those in the widely used AeroCom dataset (Dentener et al., 
2006). 
The first fire model LMfire was run by Prof. J. Kaplan (University of Lausanne) to 
provide dry matter burnt data. Aerosol and gas emissions from this data were then 
calculated for use within GLOMAP. The second fire model SIMFIRE‒BLAZE was 
run by Dr. S. Hantson (Karlsruhe Institute of Technology) and provided an 
alternative set of aerosol and gas emissions, which were then compared to the 
LMfire model emissions. 
 
5.2.1 LPJ‒LMfire fire model 
The LMfire model is an update to the SPITFIRE (SPread and InTensity of FIRE) 
combustion model (Thonicke et al., 2010) and is coupled to the Lund-Potsdam-
Jena (LPJ, Sitch et al. 2003) dynamic global vegetation model (DGVM). The model 
calculates the amount of dry matter burnt from nine plant functional types (PFTs).  
The LMfire model is currently the only fire model specifically designed to simulate 
fire in the PI period (Pfeiffer et al., 2013) and performs well when reproducing PD 
boreal fire behaviour (Pfeiffer et al., 2013), a PD region analogous to the PI. The 
LMfire model simulates natural wildfires from lightning ignition and includes a 
unique representation of fires generated by PI hunter‒gatherers, as well as both 
agricultural and pastoral societies. The rate of fire spread accounts for passive fire 
suppression due to anthropogenic land fragmentation.  
In order to simulate meteorological variability, monthly mean anomalies of 
precipitation, temperature, wind speeds and lightning flash rate are added to a 
baseline 1770 climatology (Pfeiffer et al., 2013). LMfire incorporates the KK10 land 
use data set (Kaplan et al., 2011) with agricultural and pastoral burning held 
constant so that the variability in fire emissions is due to natural wildfire variability 
only. The final LMfire dataset used in the thesis incorporates the 150 year emission 
mean and four decadal datasets which are used to estimate the natural variation in 
fire emissions, defined as the minimum and maximum of emissions for the tropical 
(30° N to 30° S) and extra-tropical (>30° N and >30° S) regions.  
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5.2.2 LPJ‒GUESS‒SIMFIRE‒BLAZE 
The SIMFIRE‒BLAZE (Nieradzik et al. 2017, in prep) model incorporates the 
SIMFIRE (SIMple FIRE model, Knorr et al. 2014) combustion model and is coupled 
to the LPJ-GUESS DGVM (Smith et al., 2001). Ignition is controlled by the SIMFIRE 
module and depends on lightning or ‘a match’. Population density determines both 
the anthropogenic fire ignition (the ‘match’) and suppression. The average annual 
maximum fraction of Absorbed Photosynthetically Active Radiation (fAPAR) from 
satellite measurements is used as a proxy for total available biomass in a region. 
Total burnt area is simulated by SIMFIRE and has been empirically optimised 
against PD observations of burnt area, biome type and population densities (Knorr 
et al. 2014). SIMFIRE‒BLAZE simulates dry matter burnt from the fire intensity and 
fractional fluxes from each carbon pool’s fuel abundance (e.g., live wood, dead 
wood or litter). The SIMFIRE‒BLAZE fire model does not simulate agricultural fires. 
SIMFIRE‒BLAZE is then configured to run under PI conditions. Emissions used in 
this chapter are calculated as the mean of a 1750‒to‒1770 transient simulation, 
which spans the time period between AEROCOM and LMfire. 
 
5.2.3 Anthropogenic land use and land cover change 
An important difference between each fire model is the representations of 
anthropogenic land cover and land use change over the industrial period within the 
host DGVM. The SIMFIRE‒BLAZE simulation incorporates the Hundred Year 
Database for Integrated Environmental Assessments (HYDE 3.1) dataset (Klein 
Goldewijk et al., 2011), which linearly extrapolates historical land cover change 
based on 1961 land use, resulting in increased anthropogenic land use in western 
Europe in 1750 (Ellis et al., 2010, 2013; Kaplan et al., 2011). The LMfire simulation 
incorporates the KK10 dataset (Kaplan et al., 2011), which assumes a Boserupian 
view of non-linear land use intensification where low population densities lead to 
fast anthropogenic land expansion (Ellis et al., 2013; Kaplan et al., 2011). The 
LMfire simulation therefore features significantly more anthropogenic land use in 
the early PI period than SIMFIRE‒BLAZE (Figure 5.2), particularly over Eurasia, 
India, southeast Asia and Africa (Ellis et al., 2013; Kaplan et al., 2011).  
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Figure 5.2. Anthropogenic transformation of the terrestrial biosphere over the 
industrial era. Left: Global anthrome level maps and area changes derived from 
HYDE land-use and population data. Right : anthrome type maps and area changes 
from KK10 land-use data. Centre: global crops and pasture land area fraction from 
HYDE and KK10 overlaid with global trends in human population. Figure from Ellis 
(2011). 
 
5.3 Methods  
Emissions 𝐸 of aerosol or gas species 𝑥 are calculated as in equation 5.1, from 
LMfire or SIMFIRE‒BLAZE simulated output of kg of dry matter burnt for the 𝑗th 
vegetation fuel type (i.e. canopy or plant functional type). The emission factors 𝐸𝐹 
used to calculate fire emissions of black carbon (BC), organic carbon (OC) and 
sulphur dioxide (SO2) are shown in Table 5.1.  
 
 
 𝐸𝑥 =  ∑ 𝐸𝐹(𝑥, 𝑗)  (5.1) 
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Table 5.1. Emission factors for black carbon (BC) and organic carbon (OC) are 
from Li et al. (2012). Emission factors for sulphur dioxide (SO2) are from van der 
Werf et al. (2010). 
 
Emission factor/  
g species per kg dry matter burnt  
Plant functional type BC OC SO2 
Tropical broadleaf evergreen 0.56 4.3 0.71 
Tropical rain-green 0.47 3.2 0.71 
Temperate needleleaf evergreen 0.56 9.1 1.0 
Temperate broadleaf evergreen 0.56 9.1 1.0 
Temperate broadleaf summergreen 0.56 9.1 1.0 
Boreal needleleaf evergreen 0.56 9.1 1.0 
Boreal summergreen 0.56 9.1 1.0 
C3-Type grass 0.56 9.1 0.37 
C4-Type grass 0.47 3.2 0.37 
 
The effect of PI fire emissions from these two models are compared with the widely 
used AeroCom 1750 data set (Dentener et al., 2006), which calculates PI fire 
emissions in most regions by scaling down fire emissions from the Global Fire 
Emissions Database (year 2000) according to the local PI to PD changes in 
population density. AeroCom emissions do not represent the lower bound of PI fire 
emissions in the literature which is held by Crutzen and Zimmerman (1991) who 
suggested them to be 10% of PD levels. To test the sensitivity of PI fire emission 
estimates to natural climate variability the 150 year emission dataset of LMfire was 
partitioned into 15 decadal mean fire climatologies, each representing a plausible PI 
fire landscape. As tropical and extra-tropical fires belong to distinct regimes with 
different characteristics, four different scenarios based on the maximum and 
minimum emissions from each were selected. 
All aerosol modelling was performed using GLOMAP. All other emissions are 
consistent with previous chapters (Table 2.2). Anthropogenic fossil fuel emissions 
are assumed to be zero in the PI, although a small anthropogenic biofuel 
component to the atmosphere exists (Dentener et al., 2006). Natural emissions of 
sea spray, BVOC (which form SOA) and volcanic sulphur dioxide are the same in 
the PI and PD. Pre-industrial emissions of biofuel follow the Dentener et al. (2006) 
recommendations for AeroCom which were derived by scaling emissions with 
human population data. Similarly, cloud condensation nuclei (CCN) number 
concentrations are defined as in previous chapters as the number concentration of 
soluble particles with a dry diameter equal to or greater than 50 nm at 915 hPa, 
approximately cloud base for stratiform low level clouds. GLOMAP has previously 
been used to model CCN concentrations in various studies involving biomass 
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burning aerosols (Hamilton et al., 2014; Regayre et al., 2014; Spracklen et al., 
2011a) and has been shown to perform well against CCN observation data in 
different environments (Mann et al., 2012). 
Differences in the type of vegetation burning in each model will impact the 
properties of aerosol and gas species emitted to the atmosphere. Table 5.1 shows 
the ratio of BC:OC emitted during fires from different vegetation types. The 
SIMFIRE‒BLAZE model does not model agricultural fires and therefore a difference 
between LMfire and SIMFIRE‒BLAZE in regions of agricultural fires is that the 
OC:BC ratio could larger in LMfire compared to SIMFIRE‒BLAZE. Furthermore, 
land cover change from PI to PD can also alter the BC:OC ratio between the two 
time periods. The assumed fire size distribution (see Section 2.3.3) uses a median 
particle size diameter of 110 nm (Lee et al., 2013), which does not account for any 
differences in mean particle sizes due to differing fuel types. For example, 
emissions from agricultural burning will have a different mean particle size to those 
from woody fuels. 
The same (year 2008) global 3-D meteorological reanalyses in 1750 and 2000 is 
used, which eliminates meteorology as a source of variability between the two 
years. All simulations used meteorology from the European Centre for Medium‒
range Weather Forecasts (ECMWF) re‒analyses, while low cloud cover is from the 
International Satellite Cloud Climatology Project (ISCCP) climatology (Rossow and 
Schiffer, 1991). 
5.4 Results and Discussion 
5.4.1 Pre-industrial fire emissions 
The three fire emission datasets produce a wide range of PI aerosol and gas 
emissions (Table 5.2). Figure 5.3 shows that AeroCom fire emissions are lower in 
the PI than the PD at latitudes below about 50°N because they are scaled by 
population. In contrast, although the LMfire and SIMFIRE‒BLAZE modelled PI 
emissions differ substantially, they are both higher than PD emissions at almost all 
latitudes outside the tropics. The majority of fire emissions originate in tropical 
Savannah regions where biomass accumulates during the wet season and provides 
plenty of fuel to burn during the dry season. This annual burning cycle has likely 
remained similar over the industrial period and explains the similarity of PI and PD 
emissions in that region.  
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Table 5.2. Fire aerosol and gas emissions for each of the three main pre‒industrial 
(PI) experiment datasets, four PI climate sensitivity scenarios and single present‒
day (PD) dataset (used in the calculation of PI-to-PD aerosol radiative forcing).  
Scenario BC POM SO2 
PI AeroCom 1.03 Tg a-1 12.80 Tg a-1 2.92 Tg a-1 
PI LMfire mean 5.19 Tg a-1 90.34 Tg a-1 5.27 Tg a-1 
PI Tropics Max 5.14 Tg a-1 87.25 Tg a-1 5.24 Tg a-1 
PI Tropics Min 5.02 Tg a-1 86.56 Tg a-1 5.08 Tg a-1 
PI xTropics Max 5.61 Tg a-1 98.56 Tg a-1 5.69 Tg a-1 
PI xTropics Min 4.92 Tg a-1 84.22 Tg a-1 4.88 Tg a-1 
PI SIMFIRE‒BLAZE mean 3.30 Tg a-1 46.36 Tg a-1 4.25 Tg a-1 
PD AeroCom 3.10 Tg a-1 34.70 Tg a-1 8.20 Tg a-1 
PI Aerocom= 1750, PI SIMFIRE‒BLAZE= 1750-1770, PI LMfire= 1770 and PD = 2000. BC= Black Carbon, 
POM=Particulate Organic Matter and POM= 1.4*organic carbon, SO2= Sulphur dioxide. Tropics= 30°N 
to 30°S, xTropics= > 30°N and > 30°S.  
 
 
 
 
Figure 5.3. Pre-industrial (PI) and present-day (PD) emissions of black carbon and 
particulate organic matter as a function of latitude. The emissions are shown as the 
mass flux of carbon from both species. The annual flux is given in the legend. PI fire 
emissions derived from three fire data sets: LMfire, SIMFIRE‒BLAZE and 
AeroCom. PD fire emissions are from the AeroCom inventory for the year 2000. 
The range around LMfire represents a plausible range in the natural variability of PI 
fire emissions derived from the maximum and minimum in emissions from the four 
distinct decadal mean fire climatologies 
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Different representations of anthropogenic land cover and land use change over the 
industrial period in each fire dataset contribute significantly to the difference in PI 
emissions at northern mid-latitudes (Figure 5.3). The AeroCom dataset assumes 
that anthropogenic land cover does not change over time, which is unrealistic 
(Pongratz et al., 2008), and therefore PI emissions are spatially co-located with 
observed PD emissions. The SIMFIRE‒BLAZE simulation incorporates the 
Hundred Year Database for Integrated Environmental Assessments (HYDE 3.1) 
dataset (Klein Goldewijk et al., 2011) within the host LPJ-GUESS vegetation model, 
which linearly extrapolates historical land cover change based on 1961 land use, 
and results in increases to anthropogenic land use in western Europe at 1750 (Ellis 
et al., 2010, 2013; Kaplan et al., 2011). The LMfire simulation incorporates the 
KK10 dataset (Kaplan et al., 2011) within the host LPJ vegetation model, which 
assumes a Boserupian view of non-linear land use intensification where low 
population densities lead to fast anthropogenic land expansion (Ellis et al., 2013; 
Kaplan et al., 2011). The LMfire simulation therefore features significantly more 
anthropogenic land use in the early PI period than SIMFIRE‒BLAZE, particularly 
over Eurasia, India, southeast Asia and Africa (Ellis et al., 2013; Kaplan et al., 
2011). As LMfire incorporates a dedicated modelling scheme for simulating 
agricultural fires, the extra impact of agricultural fires on emissions from cropland 
areas are contributing to the larger emissions in these regions compared to 
SIMFIRE‒BLAZE. Important for climate studies is that incorporation of land cover 
and land use change significantly increases northern hemisphere fire emissions 
(Figure 5.3), hence impacting CCN concentrations, and ultimately cloud albedo 
(Penner et al., 1992), in those regions which also exhibit the highest anthropogenic 
aerosol-cloud radiative forcing (Carslaw et al., 2013). 
Global mean CMIP 1850 fire emissions are double those of AeroCom in 1750. 
However, they are still lower than emissions from both fire models used here. 
Depending on the emitted species, global PI fire emissions are estimated to be 
between three-to-seven times higher than those in AeroCom, suggesting that a 
large source of aerosol emissions is currently missing from climate models. The 
modelled fire emissions also lie well outside the perturbations assumed in multi‒
model studies (Collins et al., 2016), and have a different spatial distribution due to 
modelled fire emission changes corresponding with changes in the occurrence in 
fires, rather than a uniform global increase. 
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5.4.2 Pre-industrial aerosol state 
Global mean PI CCN concentrations at 915 hPa (approximately low level warm 
cloud base) are 180.6 cm-3 using AeroCom emissions, and are a factor 1.6 higher 
with SIMFIRE‒BLAZE and a factor 2.7 higher with LMFire (Figure 5.4). Over 
continental regions CCN increases are higher than the global mean and are a factor 
of two higher than AeroCom using SIMFIRE‒BLAZE emissions and a factor of 3.3 
higher using LMfire emissions. A large portion of this difference is due to the 
substantially increased emissions in the northern hemisphere mid-latitudes (Figure 
5.3). Over Africa both LMfire and SIMFIRE‒BLAZE fire emissions produce higher 
CCN concentrations compared to AeroCom, although the spatial pattern of the 
increase differs. Over Indonesia and northern Australia LMfire emissions lead to 
higher CCN concentrations than AeroCom while SIMFIRE‒BLAZE emissions yield 
lower CCN concentrations. Over southern Australia both fire model emission 
datasets lead to higher CCN concentrations than AeroCom. Both the SIMFIRE‒
BLAZE and LMfire emissions result in marine CCN concentrations that are 1.3-2.1 
times higher than AeroCom due to long-range aerosol transport.  
These large changes in PI CCN are outside the 2-sigma uncertainty of the modelled 
CCN caused by uncertainties in the 28 parameters and emissions examined in the 
previous two chapters (Figure 3.2). This shows that fire emissions constitute the 
largest single source of uncertainty in PI CCN concentrations in our model. 
 
5.4.3 Changes in aerosol between pre-industrial and present day  
Figures 5.5 and 5.6 both show that the PD atmosphere in the AeroCom scenario 
contains large increases to aerosol concentrations due to anthropogenic activity. 
Although anthropogenic emissions are matched in all scenarios, much higher levels 
of PI fire emissions in the two fire modelling scenarios results in many PD 
continental regions having decreased aerosol concentrations relative to their PI 
levels. Furthermore, in the LMfire scenario this decrease extends across many SH 
ocean regions.  
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Figure 5.4. Annual mean pre-industrial cloud condensation nuclei (CCN) 
concentrations (cm-3) and the percent change in the SIMFIRE‒BLAZE and LMfire 
fire emission estimates compared to the AeroCom 1750 dataset. CCN are defined 
as the aerosol number concentration with a dry diameter above 50 nm at 915 hPa 
(approximately cloud base for warm shallow, radiatively important clouds). 
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Figure 5.5. Percentage change in modelled surface-level and column black 
carbon concentrations between the pre-industrial (1750) and present day 
(2000).  
 
 
 
 
Figure 5.6. Percentage change in modelled surface-level cloud condensation 
nuclei and cloud droplet concentrations between the pre-industrial (1750) 
and present day (2000). 
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5.4.4 Aerosol radiative forcing 
Increasing PI CCN concentrations alters both the size and number of cloud drops in 
the PI, and therefore the magnitude of the cloud radiative perturbation caused by 
anthropogenic emissions over the historical period. Figure 5.7 shows the resulting 
PI‒to‒PD radiative forcing due to changes in cloud albedo for the three PI fire 
emission simulations. The global annual mean cloud albedo forcing in the 
simulation with AeroCom emissions is -1.3 W m-2 in this model, but this is reduced 
to -0.17 W m-2 in the LMfire simulation and to -0.81 W m-2 in the SIMFIRE‒BLAZE 
simulation. All simulations show a similar latitudinal distribution in the forcing 
(Figure 5.8), driven primarily by anthropogenic industrial emissions. The cloud 
albedo forcing peaks in the northern hemisphere at around 25°N and in the 
southern hemisphere close to the equator. We estimate the LMfire cloud albedo 
forcing to lie between -0.12 and -0.24 W m-2, based on the natural variability in the 
150 year PI emissions time series (Figure 5.9), which is smaller than the difference 
between the two fire models (Figure 5.3). This suggests that it is more important to 
reduce the structural uncertainty between fire models than to improve our 
understanding of natural variability in PI fire emissions.  
 
 
 
Figure 5.7. Annual mean pre-industrial to present-day aerosol cloud albedo forcing 
(top row) and direct radiative forcing (bottom row). Annual mean radiative forcing 
values given above plot for Global (G), Northern Hemisphere (N) and Southern 
Hemisphere (S) regions.  
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Figure 5.8. Mean cloud albedo forcing (CAF) and net forcing (CAF + direct aerosol 
forcing) as a function of latitude for the three simulations. 
 
 
Figure 5.9. Percentage difference between the modelled LMfire emissions and the 
AeroCom 1750 dataset for four natural variability LMfire scenarios: tropical and 
extra-tropical maximum and minimum in fire emissions. Each scenario is one of the 
15 decadal mean fire climatologies, partitioned from the full 150 year LMfire 
dataset.  
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Figure 5.7 also shows the PI-to-PD aerosol direct radiative forcing for each fire 
emission scenario. Each PI fire emission experiment results in a similar spatial 
pattern of direct forcing. The global mean differences are much smaller than for the 
cloud albedo forcing, ranging from -0.71 W m-2 for AeroCom PI fire emissions to -
0.63 W m-2 for LMfire PI fire emissions (Table 5.3). The sensitivity of the direct 
radiative forcing to the PI aerosol state is weaker than for the cloud albedo forcing 
because the top-of-atmosphere radiative perturbation to aerosol emissions is more 
linear than for the cloud albedo effect (Rap et al., 2013). 
 
Table 5.3. Global mean pre‒industrial (PI) to present‒day (PD) cloud albedo 
forcing (CAF) and direct radiative forcing (DRF). 
 
Scenario 
PI-to-PD 
CAF /W m-2 DRF/ W m-2 
AeroCom -1.34 -0.71 
LMfire mean -0.17 -0.63 
Tropics Max -0.21 -0.63 
Tropics Min -0.23 -0.63 
xTropics Max -0.13 -0.64 
xTropics Min -0.25 -0.63 
SIMFIRE‒BLAZE 
mean -0.81 -0.67 
 
 
 
5.5 Model evaluation 
Ice core records of BC deposited in the snow can be used to infer some information 
about the relative change in atmospheric BC concentrations over the industrial 
period. The D4 Greenland ice core (McConnell et al., 2007) is located at 71.4° N, 
44.0°W, the North Greenland Eemian (NEEM) ice cores (Zennaro et al., 2014) at 
77.5°N, 51.2°W and the Colle Gnifetti (CG) Swiss-Italian Alps ice core (Thevenon et 
al., 2009) at 45.6°N, 7.5°E. Each site has BC measurements for different historical 
periods: D4 starts 1788 and PD stops at 2002; NEEM covers full PI period and PD 
stops at 1998; CG has a single year PI measurement at 1750 and an average PD 
measurement between 1950–1980. The wet deposition of BC contains aerosol 
scavenged from across large areas down wind of the ice core sites. The CG site is 
located within a heterogeneous alpine environment and BC concentrations in both 
- 108 - 
time periods are calculated as the average concentrations from the model level 
matching the ice core site over six grid cells: the grid cell containing the CG site 
plus the grid cells directly to the east, west, south, southeast and southwest, those 
adjacent to the north were not included as it is assumed the Alps would provide a 
barrier to continental air flow. As the Greenland sites are within a more 
homogenous Arctic environment BC concentrations in both time periods are 
calculated at the ground level within the closest four grid cells surrounding the site.  
While GLOMAP does not directly calculate BC concentrations in snow, as the 
processes involved are not represented, deposition data was retrieved from the 
model in a previous study (Jiao et al., 2014) and tested offline within the community 
land model, which does represent the relevant processes. Results from this study 
showed that GLOMAP simulates BC deposition data close to the mean for the 
Arctic region (Jiao et al., 2014). It is therefore expected that the relative modelled 
BC changes in air and those in the ice are approximately comparable.  
Over Greenland most of the BC contained within the ice core in the PI is derived 
from wood burning (McConnell et al., 2007) transported from boreal North America 
(Skeie et al., 2011), while in the PD it will also contain large amounts of industrially 
derived BC, that have been decreasing in strength over the past decades (Bond et 
al., 2007). Figure 5.10 shows the PD/PI ratio in ice core BC concentrations from two 
Greenland sites compared to the modelled PD/PI change in ground-level 
atmospheric BC concentrations (Figure 5.5). Uncertainties in PI natural variability in 
fire activity and atmospheric circulation, and hence long range transport and 
aerosol processing, are accounted for by estimating Greenland PI ice core BC 
concentrations as a 20-year mean (D4: 1788-1807, NEEM-1740-1759). As PD 
Greenland ice core BC concentrations are heavily influenced by industrial 
emissions, the PD mean is calculated over a shorter 5-year period (D4: 1998-2002, 
NEEM-1994-1998). Bars shown in Figure 5.5 bound the estimated uncertainty in 
the PD/PI ratio of BC ice core measurements calculated from the standard error of 
the mean. The model with AeroCom emissions simulates a PD/PI ratio that is a 
factor 1.7-2.4 higher at NEEM and a factor 4.4-6.8 higher at D4, so appears to have 
PI emissions that are too low. The model with LMfire emissions simulates a PD/PI 
ratio that is a factor 2.0-2.9 lower at NEEM and between a factor of 1.2 higher and a 
factor of 1.3 lower at D4, while SIMFIRE-BLAZE simulates a PD/PI ratio that is 
between a factor of 1.0-1.2 higher at NEEM and a factor of 1.6-2.5 higher at D4.  
Modelled BC changes are also compared in Figure 5.10 with ice core records from 
the CG ice core in the Swiss Alps, which is 4450 m above sea level. At CG, ice core 
BC concentrations averaged for 1950-to-1980 increased by a factor of 2.9 (Figure 
5.5) since 1750. The BC deposited at this site is heavily influenced by European 
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emissions, which have decreased significantly over the last half century (Turnock et 
al., 2015). In Figure 5.10 this known increase in BC emissions is accounted by 
increasing PD modelled concentrations by a factor of 2.9, which is the reduction in 
BC fossil fuel emissions from 1965 to 2000 in the region as documented in the 
MACCity emissions inventory (Granier et al., 2011) in the region of the CG glacier 
ice core. This factor change is then applied to modelled PD BC concentrations at 
the CG site. AeroCom emissions result in a modelled PD/PI atmospheric BC ratio at 
the altitude level of the ice core that is a factor 5.8 larger than the increase in the ice 
core, again consistent with PI emissions that are too low. LMfire emissions result in 
a PD/PI ratio that is a factor 1.4 lower than the ice core change, while SIMFIRE‒
BLAZE emissions result in a PD/PI ratio that is 1.3 higher than the change recorded 
in the ice cores. These comparisons show that the changes in BC recorded in ice 
cores are inconsistent with the assumption that fire emissions were significantly 
lower in the PI than in the PD, especially over Europe. The two fire models more 
closely predict the change in BC, with LMfire underestimating and SIMFIRE‒BLAZE 
slightly overestimating the changes since the PI. Current emissions inventories and 
models simulate similar errors in carbon monoxide from Antarctic ice cores (Wang 
et al., 2010), which also suggests PI fire emissions are too high over the southern 
hemisphere. 
 
Figure 5.10. Present‒day (PD)/pre‒industrial (PI) changes in ice core black carbon 
concentrations at two Greenland sites (D4 and NEEM) and the Colle Gnifetti (CG) 
site in the Swiss Alps. Standard error of the mean is used as a measure of 
uncertainty in observations for the Greenland sites. The AeroCom change at the 
CG site is off the scale and shown as an open circle with its ratio change given. 
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Further evidence of substantial fire activity in the PI comes from the charcoal 
sediment record, which can be used to determine local to regional relative changes 
in fire occurrence over time (Marlon et al., 2008). Across both hemispheres, 
charcoal records show that fire occurrence in the 1700s was at least similar to, if 
not higher than, the year 2000 (Marlon et al., 2008, 2016). Observed charcoal 
sediments do not record information on the emissions from fires, and so direct 
comparisons with modelled changes in fire emissions are uncertain (Marlon et al., 
2016). Nevertheless, the understanding that fire spread was less fragmented by 
anthropogenic activity in the PI suggests that the charcoal record also supports that 
fire emissions from both SIMFIRE‒BLAZE and LMfire are plausible.  
 
5.6 Conclusions  
This Chapter presents a possible upper limit for PI fire emissions, as simulated by 
the LMfire model. A realistic lower bound for PI fire emissions is currently unknown, 
but analysis of ice cores and charcoal records suggest it will be closer to SIMFIRE-
BLAZE than the AeroCom dataset. These revised assumptions about PI fire 
emissions lead to substantial changes in the regional magnitude and pattern of the 
net aerosol radiative forcing over the industrial period. Our modelling results imply a 
substantial change in how the energy balance of the atmosphere has evolved over 
the industrial period, particularly over the Atlantic, with several possible implications 
for climate studies. In particular, compared to the AeroCom simulation we estimate 
that the revised fire emissions reduce the magnitude of the net PI-to-PD aerosol 
radiative forcing contrast between the northern and southern hemispheres by 0.4 W 
m-2 for the SIMFIRE‒BLAZE simulation and by 0.7 W m-2 for the LMfire simulation 
(Figure 5.7). In many coupled atmosphere-ocean climate models, the inter-tropical 
convergence zone would likely be positioned further southward in the PI than is 
currently modelled, as tropical precipitation patterns are sensitive to changes in the 
gradient in the interhemispheric aerosol forcing (Allen et al., 2015). Other dynamical 
features of the climate system, such as Atlantic and Pacific storm tracks are also 
sensitive to northern hemisphere aerosol forcing (Booth et al., 2012).  
The inclusion of more realistic fire emissions in climate and Earth system models is 
likely to cause a general reduction in the magnitude of the aerosol radiative forcings 
that they simulate (Boucher et al., 2013), although limitations to cloud droplet 
concentrations that are imposed in some models will influence how they respond 
(Hoose et al., 2009). This change would provide a physical mechanism to bring 
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some models within the proposed -1.3 W m-2 global mean aerosol forcing limit that 
has been derived from a top-down analysis of the planetary energy budget 
(Stevens, 2015). Any subsequent adjustment to climate model processes, while still 
maintaining agreement with historical global mean temperature changes, will affect 
the climate sensitivity of the models, and hence future climate projections (Andreae 
et al., 2005). 
The results in this chapter highlight the importance of developing a much deeper 
understanding of how fires evolved over the industrial period, especially since 
global fire models have mostly been evaluated against PD data. The human 
population boom over the industrial period has restructured the fire landscape on all 
inhabited continents and created a permanent change in the energy balance of the 
atmosphere that is not accounted for in climate models. However, the climate 
impact of fires will extend beyond changes in aerosol emissions and include many 
other important processes (Ward et al., 2012) such as changes in CO2 exchange, 
surface albedo, ozone and methane concentrations, and diffuse radiation levels. 
These factors could amplify or dampen the effects we have simulated here. A 
reduction in the uncertainties in unobservable PI aerosol concentrations will best be 
achieved through a multi-disciplinary approach, including contributions from: Earth 
system modelling, palaeontology, geology, anthropology and archaeology. 
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Chapter 6 
Conclusions, implications and future work 
The overarching aim of this thesis was to explore the uncertainty in the impact of 
natural emissions on aerosol concentrations and climate and outline those regions 
best suited as “natural laboratories” for further study of natural emissions, the 
processes they undergo and their climate impacts. This was broken down into three 
components: 
1. Where aerosols could be studied in a pristine aerosol state. Pristine regions 
were defined as those where present-day (PD) cloud condensation nuclei 
(CCN) number concentrations are within ±20% of pre-industrial (PI) levels 
and also where the sensitivity of PI and PD CCN to 28 model parameters 
(including emissions, microphysics and aerosol processes, see Table 3.1) 
are similar (r2 ≥ 0.9). 
2. Where and when biomass burning, biogenic volatile organic compound 
(BVOC), dimethyl sulphide (DMS), sea spray and volcanic emissions 
dominate aerosol behaviour in the PI and PD atmospheres. Each of these 
natural emission regimes represents the geographical extent over which the 
relevant natural emissions control the modelled CCN number concentrations 
with a minimal interference from other species in the atmosphere. 
3. How recent advances in fire modelling alters our understanding of aerosol 
concentrations in the PI atmosphere and hence the magnitude of the PI-to-
PD radiative forcing. 
This study, and the related Proceedings of the National Academy of Sciences 
(Hamilton et al., 2014) and Weather (Hamilton, 2015) articles, presented the first 
ever analysis of the global spread of pollution in terms of quantities that matter for 
future studies of both aerosol-cloud forcing and natural aerosol-Earth system 
interactions and feedbacks. Furthermore, although the behaviour of aerosols in the 
PI atmosphere has previously been recognised as one of the major weaknesses in 
the understanding of historical radiative forcing (Carslaw et al., 2013), this thesis 
has shown that the change in aerosol forcing caused by improved representation of 
fires in the PI period may exceed the sum of all the uncertainties previously 
accounted for.  
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A summary of each chapter’s main findings is presented below, and organised in 
response to the questions posed in Section 1.4. 
6.1 Summary of results 
1) Model results using GLOMAP have been used to identify where on Earth 
we could observe and learn about the properties of aerosol in a “PI-like” 
aerosol state. 
a) Annual global mean CCN concentrations at low level warm cloud base (915 
hPa) have increased by a factor of 2.2 over the industrial period (1750-to-
2000). Figure 3.4 showed that the PI-to-PD change in CCN concentrations 
is larger in the Northern Hemisphere (NH) than the Southern Hemisphere 
(SH), due to the difference in hemispheric distributions of anthropogenic 
pollution. However, modelled increases in biomass burning emissions have 
also significantly increased CCN number concentrations over tropical 
continental SH regions. Figure 3.5 showed a clear difference in PI 
continental and marine CCN concentrations exists, which contradicts an 
earlier assumption made by Andreae (2007). 
b) Results in Figure 3.6 showed that the aerosol system in many PD 
environments looks and behaves similarly to the PI era. On a global annual 
mean, aerosol regions unperturbed by anthropogenic emissions cover 12% 
of the Earth (16% of the ocean surface and 2% of the land surface). About 
90% of pristine regions occur in the SH. In the NH pristine conditions are 
generally transient and spatially patchy, however NH pristine regions do 
exist, particularly in the Alaska/Yukon region during boreal summer. There is 
a strong seasonal variation in the global geographical coverage of pristine 
regions between 4% in August and 27% in January. The most persistent 
pristine region occurs over the equatorial Pacific, with New Britain identified 
as the most pristine location on Earth in terms of the aerosol state.  
c) Regions where the response of CCN to the 28 perturbed parameters is 
similar in both time periods generally overlaps with those regions where 
CCN number concentrations are also similar (±20%) for at least half of the 
month (Figure 3.6). An exception is in tropical biomass burning regions, 
where the aerosol response is still similar in many months despite the large 
increases in CCN number concentrations over the same period.  
d) Figure 3.15 showed that aerosol-cloud radiative forcing and pristine regions 
are, in general, spatially anti-correlated. If the analysis is not restricted to 
identifying pristine aerosol in regions of non-zero aerosol forcing, but just in 
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regions with higher than average low cloud fraction (> 0.3), then extensive 
regions can be found with pristine days of 0 to 31 per month (see maps in 
Figure 3.15). However, these environments are mostly in the SH, potentially 
limiting the usefulness in reducing NH forcing uncertainty. 
e) A comparison of pristine regions with Global Aerosol Watch baseline 
stations showed that remote SH island stations (particularly Amsterdam 
Island and American Samoa) are ideally situated to observe PD aerosol 
under “PI-like” conditions. Two high Artic stations (Barrow and Alert) are 
located in NH locations with the potential to observe pristine aerosol 
conditions for at least part of the year. 
 
2) Clustering techniques were applied to results from a global model 
sensitivity analysis of GLOMAP in Chapter 4 to identify where and when 
natural emissions are controlling CCN number concentrations in the PI 
and PD atmospheres. 
a) Natural emission regimes were identified in all three examined months 
(January, April and July) in both the PI and the PD.  
i) Biomass burning (Figure 4.3). Biomass burning regimes are present in 
all investigated months. Over tropical continental regions CCN 
concentrations are controlled solely by the two biomass burning 
emission parameters (flux and particle size), while over downwind ocean 
regions CCN is controlled by a combination of biomass burning 
emissions and dry deposition (Figure 4.4). In July the biomass burning 
regime covers a large fraction of the boreal region in the PI, which 
reduces in extent in the PD. This change accounts for the majority of the 
spatial change in the biomass burning regime since the PI.  
ii) BVOCs (Figure 4.6). In the PI the BVOC regime is located mainly 
above 30°N and in North America, with SH coverage located around the 
tip of South America. A BVOC regime does not occur in any investigated 
month, likely due to the intermittent transport of pollution from lower 
latitudes making remote regions appear mildly polluted on the monthly 
mean time scale used within the analysis. 
iii) DMS (Figure 4.7). In January the DMS regime covers Antarctica and 
the majority of the Southern Ocean and SH sub-tropical gyre regions. In 
April the DMS regime is reduced in both time periods in the SH to cover 
Antarctica, but increases in the PD NH to cover Greenland and parts of 
high latitude continental Siberia and Yukon as well as the neighbouring 
seas 
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iv) Sea spray (Figure 4.9). In PI July the sea spray regime covers the 
majority of the Southern Ocean region. In the PD, with the exception of a 
small pure sea spray regime centred around 60°S, a small pervasive 
anthropogenic component is also present in the location of the sea spray 
regime. 
v) Volcanic emissions (Figure 4.11). No single volcanic emission regime 
occurs in any month in either time period.  
b) A seasonal change in geographical coverage can be seen in most natural 
emission regimes.  
i) Biomass burning. The biomass burning regime reaches its maximum 
extent in the NH summertime in both the PI and the PD (~27‒28% 
global coverage), when boreal fire emissions also peak (e.g., Giglio et 
al., 2010). Over Africa the biomass burning regime migrates from the NH 
to the SH from January to July. The seasonal pattern in regime 
occurrence over Africa is related to the dry season in each hemisphere 
which depends on the position of the inter-tropical convergence zone 
(ITCZ) position in NH wintertime and the interoceanic confluence in SH 
wintertime.  
ii) BVOC. The PI BVOC regime covers ~11% of the globe in January, 
reducing by ~30% in April and not present in July. One possible reason 
for the seasonal pattern in regime occurrence running counter to the 
factors that control BVOC emissions, which are light availability, leaf 
area index and temperature (Guenther et al., 2012), is that wildfire 
emissions increasingly dominate aerosol behaviour in boreal regions 
towards summer when fire emissions peak (Figure 4.3). 
iii) DMS. The DMS regime reaches its maximum extent in the SH 
summertime in both the PI and the PD (~19‒20% global coverage) and 
encompasses the main SH subtropical ocean gyre regions as well as 
the Southern Ocean and Antarctica. In both time periods the DMS 
regime is reduced in size by April by ~75% and not present in July. The 
seasonal pattern of the DMS regime follows ocean biological activity and 
corresponding DMS sea water concentrations (Kettle and Andreae, 
2000; Lana et al., 2011). 
iv) Sea spray. Over SH oceans the pattern of the sea spray regime 
coverage runs counter to the prior DMS regime, in agreement with 
previous studies of the contribution of sea salt to total CCN number 
concentrations in the region (Korhonen et al., 2008; McCoy et al., 2015). 
Figure 4.10 showed that in SH summertime the sea spray regime is 
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characterised by the wind speeds reaching a threshold of 9 m s-1 in the 
South Pacific and 10 m s-1 in the remainder.  
v) Volcanic emissions. Although there is no seasonality in volcanic 
emissions themselves, the only regimes containing a volcanic emission 
signal occur over marine regions in the PI NH summertime when the 
marine biological activity and hence DMS concentrations are low (Kettle 
and Andreae, 2000; Lana et al., 2011). 
c) Anthropogenic emissions have increased over the industrial period and 
altered the way aerosol responds to natural emissions (Spracklen & Rap 
2013). A reduction in the global extent of pure natural emission regimes in 
July from a PI maximum (40.7%) to a PD minimum (28.5%) suggests that 
the impact of anthropogenic suppression of natural emissions on aerosol 
currently peaks in the summer. 
i) Biomass burning. Despite tropical fire activity increasing over the 
industrial period, the aerosol response to fire emissions has remained 
relatively similar. Overall, the geographical extent of each month’s 
biomass burning regime is slightly larger in the PD than the PI due to 
increased anthropogenic activity, except in July in boreal regions where 
there is a reduction. However, the cause of the spatial change remains 
the same. 
ii) BVOC. A BVOC regime does not occur in the PD in any investigated 
month, likely due to the intermittent transport of pollution from lower 
latitudes making remote regions appear mildly polluted on the monthly 
mean time scale used within the analysis. 
iii) DMS. Each month’s DMS regime slightly increases in geographical 
extent in the PD compared to the PI. In particular the PD DMS regime 
extends beyond that of the PI to cover Greenland and parts of high 
latitude continental Siberia and Yukon as well as the neighbouring seas. 
A suggested explanation for this is that continental anthropogenic 
emissions are supressing the BVOC regime, which covered these 
regions in the PI by providing particles to condense upon, thus allowing 
a marine DMS emission regime close to strong DMS emission sources 
to occur instead.  
iv) Sea spray. While both this study and the recent study by McCoy et al. 
(2015) demonstrate that sea spray is the dominant emission controlling 
CCN number concentrations in July in the Southern Ocean region, a 
small pervasive anthropogenic component is also present over the 
majority of the region.  
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v) DMS and sea spray. The joint sea spray/DMS regime covers much of the 
SH in April in the PI, but in the PD it disappears leaving only the pure sea 
spray element of the regime situated across many major global wind flow 
regions where sea spray emissions peak. Both DMS sea water 
concentrations and wind speeds are matched in both time periods. 
Therefore the change in the pattern of DMS and sea spray regimes in April 
between PI and PD suggests that study into how anthropogenic emissions 
change aerosol sensitivity to DMS emissions could be observed in austral 
autumn in this region. 
 
5) Emissions from two fire models were used in GLOMAP in Chapter 5 to 
investigate how recent advances in fire modelling (e.g., Hantson et al., 
2016) changes the PI aerosol state, and hence the PI-to-PD radiative 
forcing. 
a) Compared to the widely used AeroCom dataset (Dentener et al., 2006), 
global annual mean emissions of black carbon (BC) from fires increase 5.0-
fold using the LMfire model and 3.2-fold using the SIMFIRE‒BLAZE model, 
while emissions of particulate organic matter increase 7.1-fold using LMfire 
and 3.6-fold using SIMFIRE‒BLAZE. The different representation of land 
cover and land use in each fire model results in the largest differences in 
emissions occurring at mid-latitudes (Figure 5.3). 
b) When PI fire emissions from the two models were implemented in 
GLOMAP, PI global mean CCN number concentrations increased by a 
factor 1.6‒2.7 relative to the widely used AeroCom dataset. This reduced 
the global mean PI-to-PD change in CCN number concentrations from 2.2-
fold using AeroCom emissions to 2.0-fold using SIMFIRE‒BLAZE emissions 
and 1.4-fold using LMfire emissions. 
c) Figure 5.10 showed that incorporating fire model emissions brings GLOMAP 
into better agreement with the relative PI-to-PD changes in BC derived from 
limited northern hemisphere ice core records. The simulation incorporating 
LMfire emissions underestimates the change in BC over the industrial 
period, while the simulation incorporating SIMFIRE‒BLAZE emissions 
slightly overestimates the change over the industrial period.  
d) Compared to AeroCom, higher modelled PI aerosol concentrations from 
SIMFIRE‒BLAZE and LMfire emissions cause a substantial reduction in the 
calculated global mean cloud albedo forcing of 40‒88% and a reduction in 
the direct radiative forcing of 5‒10%. For both fire modelling simulations, the 
majority of the reduction in the negative PI-to-PD RF occurs in the NH, while 
a positive PI-to-PD RF occurs in the SH between 30 to 60ºS. When 
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compared to the 28 sources of uncertainty in Chapters 3 and 4, PI fire 
emissions are by far the single largest source of uncertainty in PI CCN, and 
hence in our understanding of the magnitude of the historical radiative 
forcing due to anthropogenic aerosol emissions. 
 
6.2 Research outlooks 
6.2.1 Collaborations or projects utilising thesis results 
The Biogenic versus Anthropogenic emissions on Clouds and Climate: towards a 
Holistic UnderStanding (BACCHUS) project http://www.bacchus-env.eu/ aims to 
quantify key processes and feedbacks controlling aerosol-cloud interactions (ACI) 
and investigate the importance of biogenic versus anthropogenic emissions for ACI. 
They have incorporated my Hamilton et al. (2014) results in order to define pristine 
aerosol regions and included results in their midterm summary for 
policymakers: http://www.bacchus-env.eu/public/Deliverables/BACCHUS_midterm_
summary_policymakers.pdf. 
The Global Aerosol Synthesis and Science Project (GASSP) http://gassp.org.uk/ 
has prioritised the collection of measurements in pristine aerosol environments as 
defined by Hamilton et al. (2014). Current work includes comparing the locations of 
aerosol observations with the maps in Figure 3.6 (C. Reddington 2016, University of 
Leeds, personal communication). 
The Southern Ocean Clouds, Radiation, Aerosol, Transport Experimental Study 
(SOCRATES) http://www.atmos.washington.edu/socrates/SOCRATES_white_pape
r_Final_Sep29_2014.pdf is interested in understanding how clouds respond to 
marine emissions over the Southern Ocean. Results similar to those in Figures 3.13 
and 3.14 were produced for the Southern Ocean region to help assist in 
understanding the parameters controlling CCN over the Southern Ocean (R. Wood 
2015, University of Washington, personal communication). 
Two work packages (3 and 6) within the Coordinated Research in Earth Systems 
and Climate: Experiments, kNowledge, Dissemination and Outreach 
(CRESCENDO) project http://crescendoproject.eu/ aim improve and evaluate 
natural aerosols and trace grasses in earth system models. Part of this will involve 
assess the ability of models to simulate the pristine (baseline) aerosol and 
chemistry state under conditions that represent as closely as possible the pre-
industrial era. Results from Chapter 5 will also be extended under this project       
(K. Carslaw 2016, University of Leeds, personal communication). 
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Currently I am co-authoring review paper which aims to highlight what is currently 
known and where research opportunities exist about the flux and microphysical, 
chemical and radiative properties of aerosols in the pre-industrial atmosphere and 
the processes that control them. 
 
6.2.2 Future work 
Despite the importance of characterising the PI atmosphere, very few studies have 
investigated the uncertainty of natural emissions on PI aerosol properties and the 
impacts this uncertainty has on the historical radiative forcing. The impact of the 
uncertainty in PI volcanic emissions on historical radiative forcing was explored by 
Schmidt et al. (2012) and fires within this thesis. However many open questions still 
remain, including how advances in our understanding of land use and land cover 
change (e.g., Ellis et al., 2013 and Figure 5.2) impacts the temporal and spatial 
distributions of BVOC emissions, as well as how the recent discovery at CERN that 
nucleation can occur in the absence of sulphate (Kirkby et al., 2016) affects 
biogenic secondary organic aerosol concentrations the PI atmosphere.  
It is common practice in modelling studies of past climate on long timescales to 
incorporate proxy climate data, particularly from ice cores, such as those within the 
Paleoclimate Modelling Inter-comparison Project (Braconnot et al., 2012). Studies 
of the PI atmosphere also have the potential to utilise ice core and other proxy data 
to help constrain the uncertainty in natural emissions when constructing PI emission 
datasets. For example, methane sulphonic acid (MSA) is a proxy for DMS 
emissions (e.g., Figure 1.5) and ice core records show concentrations were 
regionally up to a factor two higher in the PI (Beaudon et al., 2013; Legrand et al., 
1997; Whung et al., 1994) Modelling suggests that changing DMS emissions by 50-
100% would substantially alter regional aerosol concentrations and hence the 
radiative forcing (Carslaw et al., 2013; Korhonen et al., 2008; Woodhouse et al., 
2013), but these changes are currently missing in global model datasets (e.g., 
Dentener et al., 2006; Lamarque et al., 2010). 
Although this thesis has focused on aerosol and pre-cursor gas emissions the 
impacts of changing the PI fire landscape on greenhouse gas emissions, and any 
impacts these changes have on the magnitude of anthropogenic radiative fording 
over the industrial period, is another open question. This will partly be addressed in 
The Copernicus Atmosphere Monitoring Service (CAMS) 74 project https://atmosph
ere.copernicus.eu/ using updated greenhouse gas emissions I have calculated from 
the fire models used in Chapter 5.  
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How fires alter the oxidative capacity of the PI atmosphere was investigated by 
Murray et al. (2014). This study could be extended to investigate any impacts on 
the radiative forcing in a coupled chemistry version of GLOMAP, such as was used 
in Schmidt et al. (2012). 
The Artic is currently warming at rate which is faster than the rest of the globe, with 
the reductions in anthropogenic aerosols due to European clean air acts being 
suggested to play a significant role (Acosta Navarro et al., 2016). What could be 
considered further is whether, at similar latitudes over the Holocene, aerosols from 
wildfire, land clearance and agriculture provided a similar cooling effect as those 
from the industry which subsequently replaced them. If so, then the Artic could be 
experiencing an aerosol, and hence RF, low that is unprecedented since the return 
of forested vegetation to higher latitude temperate and boreal regions after the last 
glacial maximum.  
A limitation of the work presented in this thesis was that no feedbacks of natural 
emissions with the Earth system and climate could be evaluated due to the aerosol 
model not being coupled with the ocean, atmospheric chemistry or dynamics. There 
is therefore a large scope to continue the analysis presented here within Earth 
System Models. For example, how sensitive are the spatial and temporal 
distribution of pristine regions and natural emission regimes to feedbacks within the 
Earth system and climate? Which biogeochemical cycles are sensitive to changes 
in the PI aerosol state? As tropical precipitation patterns are sensitive to changes in 
the gradient in interhemispheric aerosol forcing (Allen et al., 2015; Ridley et al., 
2015); how does the position and width of the inter tropical convergence zone 
respond to changes in PI emissions?   
No future modelling projections were undertaken in this thesis. The impact of 
decreasing anthropogenic emissions due to air quality legislation will increase the 
natural fraction of aerosol in many regions. Furthermore, future changes to 
vegetation cover distributions and anthropogenic land use will alter both BVOC and 
fire emissions. The different impacts these changes will have on CCN number 
concentrations could alter results presented in both Chapters 3 and 4. 
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