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The coexistence and stability of the population densities of two competing 
species in a bounded habitat are investigated in the present paper, where the effect 
of dispersion (transportation) is taken into consideration. The mathematical 
problem involves a coupled system of Lotka-Yolterra-type reaction-diffusion 
equations together with some initial and boundary conditions, including the 
Dirichlet, Neumann and third type. Necessary and sufficient conditions for the 
coexistence and competitive exclusion are established and the effect of diffusion is 
explicitily given. For the stability problem, general criteria for the stability and 
instability of a steady-state solution are established and then applied to various 
situations depending on the relative magnitude among the physical parameters. 
Also given are necessary and sufftcient conditions for the existence of multiple 
steady-state solutions and the stability or instability of each of these solutions. 
Special attention is given to the Neumann boundary condition with respect to 
which some threshold results for the coexistence and stability or instability of the 
four uniform steady states are characterized. It is shown in this situation that only 
one of the four constant steady states is asymptotically stable while the remaining 
three are unstable. The stability or instability of these states depends solely on the 
relative magnitude among the various rate constants and is independent of the 
diffusion coefficients. 
1. INTRODUCII~N 
The coexistence of two competing species in population dynamics has 
traditionally been formulated in relation to time evolution with uniform 
population distribution in the habitat under consideration. This formulation. 
gives rise to the so-called L&a-Volt&a competition equations which 
involve a coupled system of two ordinary differential equatioI%. Re@%tly, 
emphasis has been given to the gignificance of spr&ial d@p@&unrze of the 
species as well as to the boundedness of the habitat, including the-effect of 
the diffusion coefficients (cf. (5, 6, 9, 161). This consideration leads to a 
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system of reaction-diffusion equations in a bounded domain which 
by 
u, - D, V2u = ~(a, - b, u - c, v) 
vt - D, V2v = v(a2 - b,u - c2 v) 
(t > 0, x E a), (1.1) 
In the above equations, u and v represent the densities of the two competing 
species, R is a bounded domain in R” (n = 1,2,...), representing the habitat, 
and D,, ai, bi, cI are physical parameters which are taken as positive 
constants. The physical interpretation of Eq. (1.1) is that in the absence of 
competition each population grows according to a Mathusian law; and under 
competition, its growth rate is reduced at a rate proportional to the size of its 
competitor population as well as the population of its own kind. The terms 
D, V’u, D, V2v represent the effect of dispersion (transportation) in the 
habitat. Equation (1.1) is somewhat similar to the Lotka-Volterra 
predator-prey equation as those considered in [4, 10, 14, 181. However, the 
behavior of the solutions between these two systems are quite different. In 
this paper we shall limit our attention to the competition equations in (1.1). 
In addition to Eq. (1.1) there is a boundary condition which is usually 
taken as Dirichlet or Neumann type. Here we consider a more general 
boundary condition in the form 
B [u] E a(x) au/~% + P(x) u = 0, 
B[v]~a(x)ik/~v+j?(x)v=O 
(t>O,xEaa) U-2) 
together with the initial condition 
u(O, x) = u,(x), v(O, x) = v,(x) (x E .n), (1.3) 
where &2 is the boundary of fi, a > 0, /I > 0 with a(x) + p(x) > 0 on 8.0, 
and uo, vo, are nonnegative functions in 0. The consideration of the 
boundary condition (1.2) includes the Dirichlet type (a = 0), Neumann type 
(/3 s 0) and the third t ype (a > 0, p > 0). The system (1.1~(1.3) gives a 
complete mathematical description of the dynamical equations for the two 
competing species. 
The purpose of this paper is to investigate the question of coexitence 
between the two competing species and the asymptotic behavior of the 
population densities u, v. This question has been discussed in [S, 6, 91 for a 
one-dimensional habitat under the Dirichlet boundary condition. In these 
papers, the effect of the diffusion coefficients D,, D, on the dynamical 
behavior of u, v has been emphasized and will be examined in the present 
paper. 
In addition to the time-dependent system (l.l)--(1.3) we also investigate 
the existence and stability of nontrivial solutions of the corresponding 
steady-state problem 
-D, V2u = u(a, - h, u - c, v) 
-D, V’v = v(a, - b,u - c,v) 
(x E m (1.4) 
B[u] = 0, B[v] = 0 (x E aq. (1.5) 
For this system our aim is to determine when it has nontrivial solutions and 
when it only has the trivial solution (0,O). In the former case, we establish 
suffkient conditions for the stability and the instability behavior of the 
steady-state solution under consideration. Special attention will be given to 
the Neumann boundary condition 
aufav=atqav=o (x E Lit?). (1.6) 
Under this boundary condition the system ( 1 A), (1.5) possesses four uniform 
steady-state solution, namely, (0, O), (a,/&, 0), (0, az/cz) and (qi, qz) where 
t,?, = (alc2 - a,c,)/A, v2 = (a2b, - a,b,)/A when A 3 b,c, - b,c, + 0. It is 
shown from an established general condition that the trivial solution (0,O) is 
always unstable; among the three nontrivial solutions only one is 
asymptotically stable while the remaining two are unstable. The stable one 
and the unstable ones are determined by the relative magnitude among the 
three constants a,/a, , b,/b,, c,/c,, independent of the diffusion coefficients 
Di and the domain R. The same criteria also determine whether the two 
competing species coexist or one wipes out the other. It turns out that these 
two species coexists with (ql, a,) as the asymptotic limit when c,/c, < 
al/a2 < b,/b,, and otherwise when either a,/a, < cI/c2 or a,/a, > b,/b,. On 
the other hand, if the boundary condition is of Dirichlet or mixed type, 
nonuniform steady-state solutions may exist and the stability property of 
these solutions depends not only on the rate constants a,, bi, Ci but also on 
the diffusion coefficient Di, the size and shape of LJ, and the type of 
boundary condition. We shall give explicit conditions in relation to the 
dependence of the stability property on these physical parameters. 
The outline of this paper is as follows: In Section 2, some existence-com- 
parison theorems for the timedependent system (l.l)-(1.3) and the steady- 
state problem (1.4), (1.5) are established. These theorems are the basis for 
the investigation of the coexistence problem in Section 3 and the stability 
problem in Section 4. The basic idea in these two sections is to canstruct 
desirable comparison functions so that the coexiaten~~ a& stability property 
of steady-state solutions can be determined. #k&m 5 is devo%od to the 
existence and stability of nontrivial steady-state solutions where explicit 
conditions for nonuniform steady states are given. 
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2. EXISTENCE-COMPARISON THEOREMS 
In this section we give an existence-comparison theorem for the parabolic 
system 
(ui)(-LiUi=Fi(t,X, ul9 u*) (t E (0, q, x E Q), (2.1) 
B,[Ui] EE ai aUi/av + pi(x) u[ = h,(x) (t E [O, T], x E x2), (2.2) 
Uj(O, X) = uO,i(x) (x E SJ), (2.3) 
as well as its corresponding elliptic system 
-LiUi=~i(X,Ul,Uz) (x E q, (2.4) 
B,[“,l = hi(x) (x E aa), (2.5) 
where i = 1,2, and L, is a uniformly elliptic operator in R (including 
Li = DiV2). It is assumed that for each i = 1,2, F, is Holder’s continuous in 
bounded subsets of [0, T] X J2 X R+ X R+ (R' = [0, a~)), al,pip h, are 
Holder continuous functions on aJ2 with a, > 0, /I, > 0 and ai + pi > 0, u~,~ is 
Holder continuous on d and satisties the boundary condition (2.2) and 
finally, the boundary surface %2 is of class C*+= for some a E (0, 1). These 
assumptions are used only for the existence of a solution to the 
corresponding linear uncoupled system when Fi is replaced by a known 
function. 
The existence problem for semi-linear parabolic system is well known and 
various comparison theorems for coupled parabolic equations have been 
established by a number of researches (cf. [ 1-4, 8, 1 l-13, 15, 171). The aim 
of this section is to give a constructive method for the existence and 
comparison of a solution to the semi-linear systems (2.1)-(2.3) and (2.4), 
(2.5), respectively, so that these results are directly applicable to the special 
systems (1. 1 )-( 1.3) and (1.4), (1.5). In establishing these comparison 
theorems for the above-mentioned systems a major concern is that the 
comparison functions for the special systems can be obtained explicitly 
through suitable construction. This lends to the notion of upper and lower 
solutions as in [ 11, 121 for scalar systems. We again call a smooth function 
OE (6,) U;) in D, z [0, T] x 0 an upper solution of (2.1)-(2.3) if it satisfies 
the inequalities 
(U;>t -LiU; > Fi(tv 4 fl) u’2) (t E (0, q, x E 4 
Bi[ZTi] > hi (t E (0, T], x E X?), i = 1,2 (2.6) 
ci(O, x, > ui.O(X) (x E Q). 
Similarly, y z (gl, uz) is a lower solution if it satisfies all the revised 
inequalities in (2.6). The pair 0. p are said to be ordered if G7 < 8 on oz. 
Here by a smooth function we mean a continuous function u(&, x) on D,, 
which is once continuously differentiable in t E (0, T], twice continuously 
differentiable in x E J2 and &/& exists on (0, T] x 80. 
For the elliptic system (2.4), (2.5) an upper solution is defined as a 
smooth pair of functions (u”, , Cj in 0 such that 
-Liz& > Fi(X, u”, , u’, 1 (x E f-J) 
4[41> hi 
i= 1,2. 
(x E an). 
(2.7) 
Lower solution is defined analogously and is denoted by @i, g2). Since the 
definition of upper and lower solutions for the elliptic system may be 
considered as a special case of the definition for the parabolic system except 
omitting the requirement at t = 0, we use the same notation of rf, v for both 
systems without causing any confusion. 
Suppose that 0 = (Cl, z&) and uz (gl, Mu) are upper and lower solutions 
of (2.1)-(2.3) such that g< 0 on Dr. Our objective is to establish that the 
existence of such a pair not only ensures the existence problem but more 
importantly they serve as upper and lower bounds of the solution. To achieve 
this goal we need to impose the following assumption on F,: 
(Hi) There exist constants Mi such that for each i = 1,2, (t, x) E D,, 
Fi(., a,, u,) + M,u, is monotone nondecreasing in a, for u, E [&,fi;], j = 1,2, 
where 
p; = sup{u;(t, x); (6  x) E 419 Qj = in&&, X), (t, X) E Df). (2.8) 
The requirement in (Hi) is often refer to as quasi-monotone nondecreasing 
property of F,. It is important to note that since the quasi-monotone 
property of F, is required only in the rectangular region Q 3 hi, fi,] X 
[ez, P;] which depends solely on the magnitude of 0, g, it gives considerable 
flexibility in the justification of this condition as well as the construction of 
upper and lower solutions. 
Let UC’) = 0 and let { pk) 1 = ((zi:“‘, @) 1 be the sequence obtained from 
the linear uncoupled system 
(uik’), - (Li - MJ u;“’ = M,u;~- ‘) + Fi(t, x, u\“- “, uik--‘)) 
BJu;“‘l = h,(x) i = 1, 212.9) 
Ujk’(O, x) = U”,j(X) 
Similarly, the sequence obtained from (2.9) with u(O) = v is denoted by 
( uk’} = ((~jk’, ukk’)}. It is easily seen as in the scalar case that {pk’\ is 
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monotone nonincreasing, { @“‘} is monotone nondecreasing, and &r(k) < vk) 
for every k = 0, 1,2 ,.... This implies that the pointwise limits pk) -+ 0, 
If(&) + &J as k + co exist and g ,< u < 8 < 0. In fact, 0 and &r are solutions 
of (2.1)-(2.3) (cf. [ 11)). Furthermore, if F, satisfies the additional condition 
Fi(tV XT U, 3 U*) - Fi(t9 xY v, 9 v2> S Mi[(“l - v,) + (“2 - v*)] 
for &<Vj<Uj<pj, j= 1,2, (2.10) 
then u= i7 z U and is the unique solution such that &J & U & 0. The 
uniqueness of the solution can be argued as follows: From condition (2.10) 
and (H,) the functions F,, F, satisfy a Lipschitz condition in Q and thus 
both functions can be modified outside Q so that they satisfy a global 
Lipschitz condition in R2. Standard successive approximation implies that 
the system (2.1~(2.3) with respect to the modified functions has a unique 
solution. Since u and v are also solutions of the modified problem, the 
uniqueness of the original system follows. In conclusion, we have the 
following existence-comparison theorem: 
THEOREM 2.1. Let 0 = (~7, , tiz), &J= (g, , g2) be an ordered pair of upper 
and lower solutions of (2.1)-(2.3) and let (H,) hold. Then the sequence 
{ok’} converges from above to a solution uz (ii,, ii& of (2.1)-(2.3) while 
{p’“‘} converges from below to a solution U E (u, , uz). If, in addition, (2.10) 
is satisfied, then o= US U and is the unique solution such that 
gt, x) s U(t, x) s qt, x) ((t, x) E &I. (2.11) 
By dropping the initial conditions and the terms (ui”‘), in (2.9), and using 
the property of upper and lower solutions in (2.7) for elliptic systems the 
same argument as for the parabolic system shows that the time-independent 
sequence {I?(~)(X)} converges from above to a solution I and {t(“)(x)} 
converges from below to a solution u(x) such that g< CT< o’,< 0 for 
x E d Furthermore, if v*(x) is any other solution of (2.4), (2.5) with y& 
IP < o3 then v< U* < u in fi. This can be seen by considering u* as an 
upper solution with respect to g, and a lower solution with respect to 0. The 
solutions 0, I( are sometimes refered to as maximal and minimal solution, 
respectively. The above observation leads to the following: 
THEOREM 2.2. Let 0 3 (C, , C2), &J z (gl, g2) be an orderedpair of upper 
and tower solutions of (2.4), (2.5) and let (H,) holdfor F, 3 F,(x, u,, u2) and 
p,(x) $0. Then the boundary-value problem (2.4), (2.5) has a maximal 
solution 0 and a minimal solution U such that 
c&Y> s U(x) s qx) s q.9 (x E a). (2.12) 
Remark 2.1. Under the additional condition (2.10) the uniqueness of the 
solution for the parabolic system (2. I j-(2.3) is ensured but this is not the 
case for the elliptic system (2.4), (2.5). As will be seen in later sections, 
multiple steady-state solutions do exist which indicates that there cannot be a 
uniqueness result for (2.4), (2.5) without stronger assumptions on Fi. It 
should be pointed out that the uniqueness conclusion for the parabolic 
system is guaranteed only in the range between cf and ii, and nothing can be 
said outside this range. 
In order to apply the results of Theorems 2.1 and 2.2 to the systems 
(l.lt(1.3) and (1.4), (1.5) the functions F,,F, are required to be quasi- 
monotone nondecreasing. However, this is not the case for the functions on 
the right side of (1.1). To overcome this, we make the transformation w = 
M, - L’, where M, is a suitable positive constant. Then the system 
(1 . 1 )-( 1.3) is transformed into the form 
where 
u, - D, vzu = F,(u. w), wt - D, V’w = F,(u, w), (2.13) 
B{u] = 0, Bfw] = /3A4*, (2.14) 
up, x) = u*(x), w(0, x) = M, - U”(X), (2.15) 
F,(u, w) = u[a, - b, u - c,(M) - W>l? 
F&t, w) = -(MO - ~)[a, - b,u - c2(Mo - W)]. 
(2.16) 
With this transformation, F, and F, are both quasi-monotone nondecreasing 
in the semi-infinite strip u > 0, 0 < w < M,. Since these two functions satisfy 
condition (2.10), the existence, uniqueness and the asymptotic behavior of 
the so&ion can he determined through suitable construction of an upper 
solution (ti, 3) and a lower solution (Q, w) for the transformed system 
(2.13)-(2.15). In terms of the functions : = M, - d, C= M, - % in the 
original system the conditions required on (6, a) become 
(f E (0, q, x E Q) 
it f (0,7-J, x E aLI) 
(2.17) 
$0, x) >, u,(x), m x) < UC&) (x E a). 
Similarly, the conditions on &, I;U) is equivalent to that (& u’) s&i&es the 
reversed inequalities in (2.17). Moreover, the requirement w < ti, is equivdent 
to c < U: For the sake of later applications we state this result as 
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THEOREM 2.3. Let (U; VT, (u, e) be an ordered pair of smooth functions 
in D, such that (6, Q) satisfies the inequalities in (2.17) and (M, VT satisfies 
the corresponding reversed inequalities. Then the problem (1. l)-( 1.3) has a 
unique solution (u, v) such that 
u(t, x) < U(4 x) < U’(t, x), 
v(t, x) < v(t, x) < a(4 x) 
((t, x) E m. (2.18) 
An immediate consequence of the above transformation and Theorem 2.2 
is the following conclusion for the steady-state problem (1.4), (1.5): 
COROLLARY. Let (12, q, (u, g) be an ordered pair of smooth functions in 
R such that (u’, c) satisfies inequalities (2.17) and (Q, 6) satisJies the 
corresponding reversed inequalities except without the time-derivative terms 
and the initial condition at t = 0. Then the problem (1.4), (1.5) has at least 
one solution (u, v) such that 
Theorem 2.3 and its corollary will be the basis of our investigation for the 
coexistence and stability problems of the two competing species. The basic 
idea in applying these theorems is the construction of explicit function (C, Q) 
and (u, 5). 
3. COEXISTENCE OF COMPETING SPECIES 
In this section we discuss the question of coexistence of two competing 
species which are governed by the system (1. 1 )-( 1.3). The definition of coex- 
istence is that for any positive initial function (uO, v,,) in X2, the 
corresponding solution (u, v) of (l.l)-( 1.3) remains positive for all t > 0, 
x E 0. Our aim is to determine when the two competing species can coexist 
and when one or both will be in extinction. This problem can be analyzed 
through the comparison theorem in the previous section. In the application of 
this theorem a major task is the construction of desirable upper and lower 
solutions so that the coexistence, noncoexistence and the asymptotic 
behavior of the competing species can be determined. The construction of 
these functions depends on the various physical parameters of the system 
and the type of boundary condition, including the size and geometry of the 
habitat f2. 
Before discussing these questions, we first establish the nonnegative and 
bounded property of the solution. It turns out that an upper bound of the 
solution can be given in the form 
P(t) = (A/@[(1 -e .4r) + (A/BP(O)) eeAr] -- ’ 0 > Oh (3.1) 
where A, B are some positive constants. If the boundary condition is of 
Neumann type, then these bounds can be improved by using the solutions of 
the ordinary differential system 
P’, = P,(a, - b,P, - c,P,), P; = P,(a, - b,P, -- c,P,). (3.21 
THEOREM 3.1. Let P, Q be the functions given in fhe form of (3.1) with 
A =al, B = b,, P(0) > u,, and A = a,, B = b,, Q(O) > u,, respectively. Then 
a unique solution (u, v) to (1. I)-( 1.3) exists and satisfies the rekttion 
0 < u(t, x) < P(t), 0 4 v(t, x) < Q(t) (t > 0, x E 6). (3.3) 
If the boundary condition (1.2) is replaced by (1.6), fhen the corresponding 
solution (u, v) satisfies 
Q,(t) < ~(6 x) <p,(t), Q&l < 46 x> < PA0 (t > 0, x E a) (3.4) 
whenever it holds at t = 0, where (P,, Pt) and (Q,, Q2) are the solutions of 
(3.2). 
Proof. Let z.i=P, ~=0. Then from B[J]=PP~O,B[p]=O,P(O)~u,, 
v,, > 0, the pair (U; c) satisfies relation (2.17) if P’ > P(a, - b,P). This is 
clearly satisfied by the function in (3.1) since it is a solution of the equation 
P’ = P(A -BP). The proof of the pair (g, ~7) = (0, Q) satisfying the reversed 
inequaiities in (2.17) is similar. The existence of a solution and the relation 
(3.3) follows from Theorem 2.3. When the boundary condition is of 
Neumann type, we choose (zi, g) = (P,, PJ, (g, 6) = (Q,, Q2). Then (6 ~2) 
satisfies (2.17) if 
P’, > P,(a, - b,P, - c,P,), p, G P,ta, - V, - cd’d 
which is fulfilled by the solution of (3.2). The same argument holds for 
(g, v?. Since by the comparison theorem for the ordinary differential system 
Q,(O) <p,(O) and Q,@> 2 p2(0) imply Q&> G P&h Qdf) 2 MO (cf. [?I7 
the conclusion in (3.9) follows again from Theorem 2.3. 
The result in Theorem 3.1 implies that the solution (u, V) is nonnegative 
and is uniformly bounded, in~t of the di&sion co&i&M and the 
boundary condition. In fact, 
u(t, x) < max{%, al/b,), u(t, x> < max{&, a2/c21 (t > 0, x E B), 
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where Go, G0 denote the least upper bound of uO, v,,, respectively. In the 
following theorems we shall establish some threshold results on the question 
of coexistence and demonstrate how the role is played by the diffusion coef- 
ficients and the region a. It turns out that the coexistence or noncoexistence 
of the competing species depends essentially on the sign of a, -l,Di, 
i = 1,2, where A0 is the smallest eigenvalue of the eigenvalue problem 
V’$ t ng = 0 (x E Q), B[qq = 0 (x E cm). (3.5) 
It is known that L, > 0 and its corresponding eigenfunction 4 is positive in 
R.Infact,&,>Owhen~&Oand#>Oondwhena>Oon~%2.Inany 
case, we normalize ) so that max{((x); x E 0) = 1 and set 0, = min{#(x); 
x E D}. Notice that A,, d are determined by the boundary condition and a, 
and 4, > 0 when a > 0. We first discuss the case where a, ( l,Di for both i. 
THEOREM 3.2. If ai < &Di for i = 1,2, then the solution (u, v) of 
(l. l)--( 1.3) satisfies the relation 
0 < Nt, x) <q(t) 4(x), o<v(t,X)<P:(t)~(X) (t>O,xER) (3.6) 
whenever it holds at t = 0, where for each i = 1,2, 
Pf(t) = P:(O) exp[-(A,Di - ai) t] if ~,Di> ai 
= PfyO)[ 1 + ((l&PT(O) t] -’ if ~ODi=ai 
(3.7) 
and ,u = b, or c2 according to i = 1 or 2. 
Prooj Let zi= Pl(t)#, g = 0, where P, is a positive function to be 
chosen. Then the pair (C, 2) satisfies the inequalities in (2.17) if P, B[$] > 0, 
PI(O)0 > u. and 
P,9-D,P,V2d~P,((a,-b,P,~) (3.8) 
since the requirement on y is trivially satisfied. In view of (3.5) and the 
hypothesis at t = 0, it s&ices to find P, such that P,(O) > P?(O) and 
I’; + (AoD, -a,) > -b,P:# 
The above inequality is clearly satisfies by the function P, = Pf when 
L,D, - a, > 0. For the case A,D, - a, = 0, the requirement on P, becomes 
Pi 2 -b,Pf# with P,(O) > P?(O). This relation is also satisfied by P, = PT 
using the second relation in (3.7). By the same reasoning, the pair & = 0, 
u’= P2# satisfies the reversed inequalities in (2.17) when P, = Pf. Relation 
(3.6) follows from Theorem 2.3. 
The next theorem is concerned with the ase where a, <1,D, for only 
one i. 
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THEOREM 3.3. (i) If a, > /i,D,, a?, < &D,, then the solution (u, v) of 
(1. I)-( 1.3) satisfies the relation 
Y,~(x) < 46 x) < al/b, 1 0 < v(t, x) < P?(t) (b(x) (t > 0, x E a) (3.9) 
when it holds at t = 0; 
(ii) ifa, < 1,D,, a, > A,,D,, then 
0 < 44 xl <W) 9(x>, r29t4 < 46 x) < a2/c2 (f > 0, x E a> (3.10) 
when it holds at t = 0, where PT, P:’ are the functions given by (3.7) with 
P:(O) < (a2 -l,D,)/bz, Pf(0) < (a, -L,,D2)/c, and y,, y2 are any positive 
constants satisfying 
yI < (a, - 44, - clPTVWlb~ 3 y2 < (a2 - 49, - b2PT(0))lc,. (3.11) 
Proof. Let u = y, 0, v’ = P2#. Then by the argument as in the proof of 
Theorem 3.2, (Q, v’) satisfies the reversed inequalities in (2.17) if 
-D,Y, V29 < rd@, - b,O -cJ~Y% 
Pi4 -D2P2 V’(a hP2#(a2 - b2yl$ - c2P2#). 
(3.12) 
The first inequality is equivalent to (b, yr + c, P2) #< (a, - &D,) which is 
fulfilled by any yr satisfying (3.11) provided that P2(t) < P,(O) for all t > 0. 
Since the second inequality is equivalent to 
4 + (44, - 4 P2 > -P2(b2y, + c2P2) 0, 
it is fulfilled by the function P2 = Pf for any yr > 0. This choice of fl also 
ensures that P*(t) < P,(O) f or all t 2 0. It is easily seen that the pair 
zi= al/b,, Q = 0 satisfies all the inequalities in (2.17). Since y, <a,,%, , 
Pf > 0, relation (3.9) follows from Theorem 2.3. The proof of relation (3.10) 
is similar. 
The results in Theorems 3.2 and 3.3 show that if ai < &D, for both i, then 
none of the two competing species can survive, and if a, < ~ODi fvr one i, 
then only the species corresponding to aj > &Di can survive. Therefore, a 
necessary condition for the coexistence of the two competing species is that 
a, > &D, for both i. The following theorem gives a suf?%ient condition for 
the coexistence problem. 
THEOREM 3.4. Let ai > &Di for i = 1,2 and assume that 
(a, - W,)la2 > C&I~ (a2 - 44,)/a, > WI. (3.13) 
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Then the solution (u, u) satisJies the relation 
Y, 0(x> G 44 4 Q al/b, y r2d(x) G 4t9 4 G a2/c2 (t > 0, x E a> (3.14) 
whenever it holds at t = 0, where y,, yz are any positive constants satisfying 
Y, Q @21WKal - 4JWa2 - W4 
y2 < Wc2>Ka2 - W2>/al - (b21W 
(3.15) 
Proof. Let ZJ = y,#, C= a2/c2. Then relation (2.17) holds if 
-W, V26 G Ma, - bdd -cla21c2h 
0 2 (a2/c2)(a2 - b,yd - a2). 
The second inequality is trivially satisfied by any y, 2 0, while the first one 
is equivalent to 
which is satisfied by the chaise of y, in (3.15). Similarly the pair C= a,/b, , 
c = yzd satisfies the reversed inequalities in (2.17) if 
0 > WMal -al - c~Y~#), 
-D,Y, V’d < Y24(a2 - b2allbl - c2y2#). 
Both of the inequalities are fulfilled by the positive constant yz satisfying 
(3.15). Since y, < a,/b,, y2 < a,/c,, the result of the theorem follows from 
Theorem 2.3. 
Although the condition ai > &,D, for both i = 1,2 is necessary for the 
coexistence of two competing species, it is by no means sufficient without 
further restriction (such as (3.13)). In fact, it is possible that under certain 
conditions only one of the two species can survice. This is shown in the 
following. 
THEOREM 3.5. Let a, > &Di for i = 1, 2. If 
(a, -WlMa2 -W2) < (c,/c2>4,, (3.16) 
then there exist positive constants p, y such that for any u,, < pQ, v0 > 
[ (a2 - &D, - b,p)/c,] 4 the solution (u, v) satisfies the relation 
0 < 46 x) < pe-“V(x), P(t) t+(x) G 44 x) < a2/c2 9 (3.17) 
where P is the positive function given by (3.1) with A = a2 - rZ,Dz - b,p > 0, 
B = c2, and a suitable P(0) > 0. 
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ProoJ L&t u’= PI(f)& g = P*(f)& where P,, P, are some positive 
functions to be determined. Then (& ZJ satisfies the reversed inequalities in 
(2.17) if u, < P,(O)& vO > P,(O)4 and 
P:~-D,P,V2b~P,~ta,-b,P,9-c,P2~), 
P;# - D,P, V’# g P,q)(a, - b,P,Q I c,P,#). 
The above relation is equivalent to 
P’, + (A,$, -a, + c,PzBI)P, >, -b,P:#, 
P; - (a2 - A,D, - b2P,#) P, < -c,P:$. 
(3.18) 
Let u E inf{P,(t); t 2 0). If P, can be choosen such that 
then the first inequality in (3.18) is satisfied by the function P, = pew wt for 
any p > 0. We choose p such that 6 3 a, -&D, - b,p > 0. Then the second 
inequality holds if 
P; - 6P, < -c, Pi. 
This relation follows immediately by the function P, z P in (3.1) with A = 6, 
B = c2 and any P*(O) > 0. To ensure that ~1 > 0 we chose P2(0) < 6/c,. Then 
P, is an increasing function of t and thus u = P,(O). Hence, both of the 
requirement ,u > 0 and P,(O) < S/c, are fulfilled if 
(a, - 4-,Wc,hA < P2W < (a2 - 44, - b2p)lc2. 
The existence of such P2(0) is ensured by condition (3.16) for a suitable 
p > 0. Since the pair (u, C) = (0, aJc,> satisfies all the reversed inequalities 
in (2.17) and since C > 0, c < 6/c, < a2/c2, the conclusion of the theorem 
follows from Theorem 2.3. 
By interchanging the role between u and u, a similar argument as in the 
proof of Theorem 3.5 leads to the following: 
COROLLARY. Let a, > A,Di, i= 1,2. If 
(a2 - WNa, - W,) < WbJtL~ (3.19) 
then there exist positive com$ants p, ~1 swh thut for any u, >, 
[(aI -&D, - c,pYb,l$9 u. <pqi the solution (u, v) satisfies 
P(t) 4 < 46 4 < a,,% 3 0 < u(t, x) Q PC”+4 (3.20) 
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where P is given by (3.1) with A=a,-&D,-c,p>O, B=b,, and a 
suitable P(0) > 0. 
An immediate consequence of the results in Theorems 3.4 and 3.5 is the 
following threshold result for the Neumann problem (l.l), (1.3), (1.6). 
THEOREM 3.6. (i) If c,/c, < a,/a2 < b,/b,, then the solution (u, v) of 
(l.l), (1.3), (1.6) satisfies 
y1 < uk x) < al/b,, y2 < v(t, x) < a2/c2 (3.21) 
for any yl <al/b, - a,c,lb,c,, y2 < a2/c2 - a,bJb,c,; 
(ii) ifa,/a2 < c,/c,, then there exists ,a > 0, p > 0 such that 
0 < u(t, x) < pe-“, P,(t) < 44 x> < a&, ; (3.22) 
(iii) ifa,/a, > b,/b,, then 
P2(t> < 46 x) < al/h, 0 ,< v(t, x) <peWfit, (3.23) 
where P, , P, are some positive increasing functions with P, < a2/c2, P, < 
a,/b, for all t > 0. In each case, it is assumed that the corresponding relation 
in (3.21), (3.22) and (3.23) holds at t = 0. 
ProoJ: Since the smallest eigenvalue and its corresponding eigenfunction 
of (3.5) are given by A,, = 0, 4 = 1 when B[#] = a#/&, the conclusions in 
(i)-(iii) follow, respectively, from Theorems 3.4, 3.5 and the corollary to 
Theorem 3.5. 
It is to be noted that under the no-flux boundary condition, Theorem 3.6 
ensures that the two competing species coexist when c,/c2 < al/a2 < b,/b, 
and exactly one species is in extenction when either a,/a, < cl/c2 or a,/a, > 
b,/b,. Furthermore, as we shall show in the next section that in the former 
case the constant steady state (vl, n2) is asymptotically stable while in the 
latter case it is unstable. The possibility of coexistence problem when the 
effect of dispersion is taken into consideration was discussed by Levin 191. 
4. ASYMPTOTIC STABILITY 
It is seen from Theorems 3.2 and 3.3 that if a, < A,Di for both i, then the 
solution (a, v) converges to (0,O) as t --t 03. When a, > &Di for one or both 
i, then one or both of the components of (u, v) remain positive for all t > 0. 
It is interesting to know, in the latter situation, whether the solution 
converges to a nonzero steady state and, if it does, to which one. The aim of 
this section is to investigate this stability question for an arbitrary nontrivial 
state-state solution. The definitions of stability, asymptotic stability and 
instability are in the usual sense of Lyapunov in the space of continuous 
functions C”(4). In the first two theorems of this section we establish 
sufficient conditions for the stability and instability of a steady-state 
solution. This result leads immediately to a characterization for the stability 
problem of the uniform steady-states when the boundary condition is of 
Neumann type. The existence and stability of a nontrivial steady state will be 
discussed in the succeeding section 
THEOREM 4.1. Let (us, L’,) be a stead.v-state solution of (1.4). (1.5). rf’ 
there exist positizle constants u. I: such that 
&D, -a,+(2b,--ac,)u,tc,c,~~ 
&D, - a2 + bzu, t- (2~~ -u -lb,) L), 2 c 
(x E an), (4.1) 
then the time-dependent solution (u, v) of (1. I)--( 1.3) satisfies the relation 
u,v - P(t) 0 < u(t, x> 6 u, + PW 6 
0, - crp(t) $ ,< u(t, x) G L’, + aP(o $ 
(t>O,xEf2) (4.2) 
whenever it holds at t = 0, where p(t) is given by 
p(t) = W)P(O)I ~(0) + WY - pW) err 1 ’ (t > 0) (4.3) 
withp(O)<e/yandy=max(lac,-b,j;i=1,2/. 
ProoJ Let d=u,+p,#, g= U, - pz#, where p,, pz are some positive 
functions to be determined. Then from BIG] = Bl,v] = 0 the pair (Z&O) 
satisfies (2.17) if u, + p,(O) C?J > uo, u, - p,(O) d < v. and 
-D,V2u,+~;+D,~,V=Qi 
2 (u, + pl#>la, - W, + ~~4) -cl(oS - ~~d)l, 
4, V’v, - P;# t D, ~2 V=# 
< OJ, - pl@la2 - b2(u, + ~4) - c2(v, - P2#)l. 
(4.4) 
Since (u,, of) is a solution of (1.4), the above relation is equivalent to 
P; f&D,P, > (a, -2b,u,-clv,)~, -+c,u,~~-b~pf$ +c~p~p~~~ 
P;+~,D2p,~(a,-bb,u,-2c,v,)p,+bav,p,-b,p,p,~+c,~:#. 
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Choose pz = ap,. Then it suffices to find p, such that 
Pi + Gw, - a, + 2b,u, + Cl u, - ac1 US)PI 2 (ac, - qp:g, 
p; + (&D, - a2 + b2u, + 2c2v, - a-‘b,v,)p, > (cc2 - b,)p:#. 
(4.5) 
In view of condition (4.1), both inequalities in (4.5) are satisfied when 
P;+&Pl>YY,P: (4.6) 
where y1 > max{ac, - 6,, ac, - 6,, 0). This leads to the choice of p, = p 
which ensures that (zi, g) = (u, + p#, U, - ap#) fulfills the requirement in 
(2.17), including the condition at t = 0. We next let 2 = u, - q,(t)$, i? = 
v, + q*(t)& where q, , q2 are positive functions to be chosen. Since (Q, v”) is in 
the same form as (2 p) except with p, , pz replaced by -ql, -q2, the reversed 
inequalities in (2.17) hold if q2 = aq, and if 
s; t (&D, - a, + 2b,u, + c, v, - ac,u,) q1 > (b, - ac,) qf#, 
q;t(d,D,-a,tb,u,t2c,v,-a-‘b,v,)q,>(b,--ac,)qf#. 
(4.7) 
The above relation is obtained from (4.5) with p, replaced by (-ql) and 
changing the inequality sign. It follows again from (4.1) that both 
inequalities in (4.7) hold when q{ t Eq, > Y2qf, where y2 > max{b, - ac,, 
b, - acZ, 0). This leads to the choice of q1 = p so that (u, G) = (u, - p#, 
v, + ap4) satisfies the reversed inequalities in (2.17). Clearly. u < u’, g < 6, 
and thus relation (4.2) follows from Theorem 2.3. 
THEOREM 4.2. If there exist positive constants a, E such that the steady- 
state solution (u,, us) satisfies 
1,D, - a, t (2b, - ac,) u, + c1 v, < --E 
&D,--a,tb,u,+(2c,-a-‘b,)v,<---E 
(x E .ra), (4.8) 
then for some positive constant M the time-dependent solution (u, v) satisfies 
u, t q(t)@ Q u(t, x) s M 0 S W, x> S v, - q(t) $ (4.9) 
whenever it holds at t = 0, where 
q(t) = W-9 dO)k(O) + WY - 469) e-“l-‘~ (4.10) 
for some positive y, q(0) such that v, - aq(t) 4 > 0. 
Proof: Let u = u, t pl#, v’= v, - ap,#, where p, E p,(t) is a positive 
function. By the same argument as in the proof of Theorem 4.1, (u, z?) 
satisfies the reversed inequalities in (2.17) if uS+pl(0)#Su,, 
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r‘$ - up,(O) 4 > v0 and p, satisfies the reversed inequalities in (4.5). By 
hypotheses (4.8) these reversed relation holds when 
11’1 t:pi -$ -i’zp;m. (4.11) 
where y2 is as in the proof of Theorem 4.1. The above relation is clearly 
satisfied by the function pi = q given by (4.10). Since the requirement on 
(u,, UJ is satisfied by the hypothesis at t = 0, all the reversed inequalities in 
(2.17) are fulfilled. On the other hand, it is easily seen that the pair (ri, Q) = 
(M, 0) satisfies the inequalities in (2.17) for any positive constant M such 
that M > max{S,, a,/b, ]. Since q is uniformly bounded, it is possible to find 
M such that M > U, + q#. This choice of M ensures that u < U: Since by 
hypothesis, fi > 0, relation (4.9) follows from Theorem 2.3. 
The results in Theorems 4.1 and 4.2 imply that under condition (4.1) the 
steady-state solution (us, uF) is exponentially asymptotically stable, while 
under condition (4.8), it is unstable. The stability of (u,, 0,) follows from 
(4.2) and the fact that p(t) converges (exponentially) to zero as t + co. The 
instability property is due to the fact that 
u(t, x) > u,(x) + Y/E, l:(t, X) < UT -- ffjJ/F as t-+eo. 
Since y and F are independent of (uO, vO), the above relation implies that 
(u, U) can not be made arbitrarily close to (us, us), no matter how small 
(%I - us7 u0 - 0,) may be. It is to be noted that relation (4.2) leads to a 
stability region given by 
~,=((~o,~o);/~o-~,l~~(0)~, iv c,l<:ap(O>$L (4.12) 
while relation (4.9) yields an instability region 
A, = {(u,, u(J); u() > u, + q(0) $4 uo < c’, -- w(O) cb\. (4.13) 
A similar instability region by interchanging the role between U, and U, can 
be obtained. Since the constant E in (4.1) and (4.8) can be arbitrarily small, 
these conditions characterize the stability and instability property of the 
steady-state solution under consideration. An immediate consequence of this 
characterization is that the trivial solution (0,O) is asymptotically stable if 
;ioDi > ai and is unstable if &Di < ai for i = 1,2. In the ca&e of A#, 2 a,, 
&D, c a2 or AoD, <a,, A,D, > a2 then by Theorem 3.3 only one 
component of the time-independent solution (u, U) converges to zero while he 
other one is bounded away from zero. In fact, as we shall show in the next 
section every nonnegative steady state is necessarily in the form (0, u,) when 
Lo D, > a,, and such a nontrivial solution with U, > 0 exists if A,D, < a,. In 
this situation, the first condition in (4.1) is trivially satisfied when either 
il, D i > a, or &D, = a, and L!, > 0 on a. Hence, the stability of the steady- 
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state solution (0, us) is ensured if the second condition in (4.2) holds. A 
similar conclusion holds when I,D, < a,, 1,D, >, u2, This observation leads 
to the following. 
COROLLARY. Let A,gl > a,, &D, < a, and let (0, us) be a stedy-state 
solution with v, > 0 on R. If for some a > 0, 
(2c, - a-lb,) v, > a, - i,D, (x E fi), (4.14) 
then the solution (u, v) of (1.1) satisfies 
0 c u(t, x) < PO> 9, 0, - ad4 Q < v(t, xl < us + W> 4, (t>O,xO) 
(4.15) 
when it holds at t = 0, where p is given by (4.3). Similarly, if &D, < a,, 
1,D, > a, and 
(2b, - ac,) u, > a, -&D, (x E a (4.16) 
then the steady-state solution (us, 0) satisfies 
u, - PO> 4 < 4t, x) < u, + PW $4 0 < v(t, x) < v(t) q4 (t>O,xEO) 
(4.17) 
when it holds at t = 0. 
Remark 4.1. It is seen from the proof of Theorems 4.1 and 4.2 that all 
the conclusions in these theorems are valid for the corresponding 
nonhomogeneous system where the right side of (1.1) or the boundary 
condition (1.2) (or both) involves some prescribed sources qi(x) and h,(x), 
respectively. The only modification for this situation is that the steady-state 
solution (u,, VJ under consideration is with respect to the corresponding 
nonhomogeneous boundary value problem. Such a nonhomogeneous system 
in a one-dimensional domain with constant boundary source hi was 
discussed in [5]. Notice that for the steady-state solutions (0, us) and (us, 0) 
in the corollary, it is necessary to consider q, = h, = 0 and q2 = h, = 0, 
respectively. 
An interesting application of Theorems 4.1 and 4.2 is for the Neumann- 
type problem (l.l), (1.3), (1.6). Under the boundary condition (1.6), there 
are four constant steady-state solutions, namely, 
UiO’ = (0, O), uj” = (q/b,, 01, Uj2’ = (0, q/c,), Ui3’ = (v,, qz), (4.18) 
where v1 = (a, c2 - a2 c,)/d, r2 = (a, b, - a, b,)/d when d E b, c2 - 6, c1 # 0. 
The solution (v,, q2) is positive only when cl/c2 < u,/u2 < b/b, or cl/c2 > 
al/a2 > b,,Jb,. For definiteness, we assume that cl/c2 < b,/b,. It is clear 
from Theorem 4.2 with %, = 0 that the trivial solution us” is unstable. In the 
following theorem we give a threshold result concerning the stability and 
instability of the remaining three steady-state solutions. 
THEOREM 4.3. (i) If” c,/c> C. ~,/a~ < b,/b:, then the steadJ1 state L”,j’ is 
asymptotically stable and Ui”, C<” are unstable; 
(ii) ifa,/a, > b,/b,, then 17:” is asymptotically stable and U’,“, Ux3’ 
are unstable; 
(iii) if a,/a, < c,/c,, then UJ2’ is asymptoticaliy stable and vVtt, Ui3’ 
are unstable. 
In each case, a stability region for the corresponding steady state is given by 
(4.12) with a suitable p(0) and u. 
Proof: Let U, = (u,, v,) and define 
G,(U,)= -a, + (26, -ac,)u, + c,v,, 
G2(Us) = -a2 c b,u, + (2~~ - a-lb,) v,. 
It is easily seen by direct computation that 
G,(Ui3)) = (b, - acI)(a,c2 - %c,)/A, 
G,( v’,“‘) = (c2 -- a- ‘bJ(a* b, - a, b,)/A, 
(4.19) 
(4.20) 
where A EZ 6, c, - b,c, > 0. if c,/c2 < a,/az < b,/b,, then for any a satisfying 
b,/c, < a < b,/c, both G,(tiS3’) and G,(Uj3’) are positive. With this value of 
a, condition (4.1) holds with A,=O, E = min{G,(tiS3’); i= 1,2/. By 
Theorem 4.1 the solution (u, v) of (1. l), (1.3), (1.6) satisfies the relation 
‘II - P(t) < U(h x) G rll + p(t), 
$72 - aP(t) < et. xl ,< v2 + ap(t) 
(t > 0, x E a) 
whenever it holds at t = 0, where p(t) -+ 0 as t -+ co. This proves the 
asymptotic stability of vs3). Similarly from 
G,(t$“) = a,(1 - ac,/b,), GA@‘) = (a2WWMa2 - h/b 1 
G,W~)) = a2(c,Ic2 - a,la,h G,(v:‘) = ~~(1 - a-‘b,/c,) 
P&.21) 
there exists a > b,/c, (resp., a < b*/cJ such that GI(US”) (reap, Ct(VSz’) are 
strictly negative for both i = 1, 2. It follows from Theorem 4.2 that the time- 
dependent solution (u, u) satisfies (4.9) with a corresponding function q(t) in 
the form of (4.10). This implies that IJ(F2), uS3’ are unstable which proves the 
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conclusion in (i). In the case of al/u2 > b,/b,, G,(V’,“) is positive for each 
i = 1, 2 when o < b,/c, . For this value of a, the solution (u, v) satisfies 
a,lb, - At) c u(t, x> ,< al/b, t At>, 0 < 46 x> ,< ap(t> 
when it holds at t = 0. The above relation implies that us’) is asumptotically 
stable. Similarly since G,(ti’,“) and G,(V’,“‘), i= 1, 2, are negative for any 
a < b,/c, and b,/c, < a < b,/c,, respectively, Theorem 4.2 ensures that 
Ui*‘, Ijs3’ are unstable. This proves the result in (ii). The proof for the result 
in (iii) is the same. 
Remark 4.2. The constants p(O), a in Theorem 4.3 can be determined 
from (4.4) and the values of Gi(U’,) for each of cases (i)--(iii). These 
constants play a role in estimating a stability region for the corresponding 
steady-state solution. 
5. NONTRIVIAL STEADY-STATE SOLUTIONS 
In this section we establish the existence of nontrivial steady-state 
solutions of (1.4), (1.5) when either a, > I$, or a2 > I,D, (or both). Our 
first theorem is concerned with the existence of such a solution when only 
one of the above inequalities holds. 
THEOREM 5.1. When 1,D, > a2 every nonnegative solution of (l-4), 
(1.5) is necessarily in the form (us, 0). IJ; in addition, A,D, < a,, then 
nontrivial solution (us, 0) exists and 
I@, - &D,>/b~l~ G u,(x) G 0, (x E 0). (5.1) 
Similarly, if&D, > a,, A,D, < a,, then every nonnegative solution of (1.4), 
(1.5) must be in the form (0, u,), and such a solution exists and satisJes 
ita2 - kP,Yc,l 4 ,< v,(x) G ~2lc2 (x E s;r). (5.2) 
Proof Let (us, v,) be any nonnegative solution of (1.4), (1.5). By 
multiplying the second equation in (1.4) by 4, integrating over R and using 
Green’s theorem together with the boundary condition (1.5), we obtain 
42 I 
v, V’# dx = +,(a, - b,u, - c2v,) dx. 
R I n 
In view of (3.5) and the nonnegative property of u,, 
&D2 - a21 Ia dv, dx Q -c2 i @of dx a 
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Since ,l,D, - a2 2 0 and # > 0 in $2 the above inequality implies that u, = 0. 
This proves that the solution of ( 1.4 ), (1.5) is necessarily in the form (r+, 0). 
To show the existence of a nontrivial solution (u,, 0) it suffices to find a 
solution u, of the scalar system 
-D,V2u=u(a,-b,u) (XELI), B[u(=O (XEan). (5.3 1 
Since this problem may be considered as a special case of (2.4), (2.5) with 
F, = F,(u) z u(u, - 6, U) which is quasi-monotone, the result of Theorem 2.2 
is directly applicable to the present situation. Indeed, it suffices to find a pair 
of upper and lower solutions (U; u) of (5.3) such that ZJ <u” (see also 
[ 13, 151). It is clear that ti=a,jb, is an upper solution. To seek a lower 
solution we let g = Sd for some 6 6 a,/b, . Then g is a positive lower solution 
if6>Oand 
This is satisfied by the constant 6 = (a, - & D,)/b,. The existence of a 
steady-state solution and relation (5.1) follows from Theorem 2‘2. When 
a, G&D,, a2 > &D,, an analogous argument leads to relation (5.2). 
The result in Theorem 5.1 implies that the problem (1.4), (1.5) only has 
the trivial solution (0,O) when &Di > Ui for both i = 1,2. In the case of 
&Di < ui for one i, multiple steady-state solutions exist and the 
(nonnegative) solutions must be in the form (us. 0) or (0, ~1~) depending on 
&,D, < a, or I,, D, < u2, respectively. A natural question to ask is whether 
strict positive steady-state solution exists when Iz,Di < ui for both i. We 
answer this question under a stronger requirement on the magnitude of 
Ui-~,Di. 
THEOREM 5.2. Assume that 
A, = (a, - L,D,)/a, - c,/c? > 0, A, = (aI - f$,DJ/u, - b,,‘b, > 0. (5.4) 
Then the problem (1.4), (1.5) has u positive solution (u,, v,& such that 
(a2/bl)A1~~~,(~)~~a,lb,~ (u,/c,)A~Q)~~~(x)~~~/c~ (xE@. (5.5) 
Proof. Let C = q/b,, Q = a,#. Then (6, Q) satisfies the inequalities in 
(2.17) (without the time-derivative terms and the requirement at t = 0) if 
-6, D2V2# < 6,&a, - b2a,/b, - c26,#) 
since the first inequality for u’ is trivially satisfied. In view of (5.3) the above 
relation holds by the positive constant I& = c; ‘(u, -- 10Dz - a, bJb,l. 
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Similarly, the pair g = S,#, v’= az/cz satisfies the reversed inequality in 
(2.17) (without the requirement at t = 0) if 
This is again satisfied by the constant 6, = (a, - /1,D, - a,c,/c,)/b,. Since 
u < C, g < 6, the conclusion of the theorem follows from the corollary to 
Theorem 2.3. 
The lower bounds for the various steady-state solutions given by 
Theorems 5.1 and 5.2 can be used to obtain more explicit condition for 
ensuring the asymptotic stability of the corresponding steady-state solution. 
For instance, if 4, E min 4(x) > l/2 which is the case when ,8(x)/a(x) is 
small on aJ2, then the solutions obtained in Theorem 5.1 are asymptotically 
stable. Specifically, we have 
THEOREM 5.3. Let #,,, > l/2. Then (i) the steady-state solution (u,, 0) in 
Theorem 5.1 is asymptotically stable when L,D, < a,, A,D, > a, ; (ii) the 
steady-state solution (0, v,) is asymptotically stable when &D, > a,, 
A, D, < a, ; and (iii) the steady state (u,, v,) in Theorem 5.2 is asymptotically 
stable iJ; in addition to condition (5.4), the following relation holds: 
W4AJW, - l)A, + Wb,)(@&,)A,d, - W’ 
< IhlW41-’ [G%, - 11~4, + @,lc,)(@,/~,)~,h, - 111. (5.6) 
ProoJ: By the corollary to Theorem 4.1 and relation (5.1), the 
asymptotic stability of (us, 0) is guaranteed if there exists positive constant a 
such that 
b;‘(26, - acl)(ul -&D,)# > a, -A,D,. 
Since a,-I,D, >0 and 4 > 4, > l/2, it suffices to take 
a < (24, - l)(b,/c,). This proves the conclusion in (i). The proof of the 
result in (ii) is similar. To show the stability property of (u,, vs), we only 
need to justify that condition (4.1) in Theorem 4.1 is fulfilled by some 
positive constants a, E. This will follow if there exists a > 0 such that 
W, -ac,>WbdA~$ + c,@,lcAA,# > 0, -&D,, 
b&,/b,) A 14 + (3 - a-‘bdW444 > aI - &4. 
The above relation is obtained from (4.1) and the lower bound of (us, us) in 
(5.5). It is easily seen by a simple calculation that this relation holds when 
(24, - W, + W4((M&W, - 1) > 4cLlWL 
(29, - 114 + Wb,)((G4A,h - 1) > a-‘W4A2. 
The existence of a > 0 satisfying the above relation follows from (5.6). This 
completes the proof of the theorem. 
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