Abstract-Activity monitoring is the task of continual observation, which in many cases, needs to verify a window of data that is captured from a data stream. For some types of categorical data, such as zip codes and phone numbers, hundreds of unique attribute values exist and the frequency vector of a window will be high-dimensional and sparse. This vector is then hard to be compared to the frequency vector of the training set that was collected from a much longer period of time. In this paper, using topic models, we present a method for dimensionality reduction which can detect anomalous windows with low false positive and false negative rates. We also address the problem of the variable nature of normal data by updating the model parameters along with the gradual changes of the data. Our experiments on several real life datasets show that our model outperforms state-of-theart methods for categorical data with large domains of unique attribute values.
I. INTRODUCTION
Online monitoring of the world events is becoming a fundamental essential to detect malicious actions immediately after their have occurred; whether in environmental phenomena, machinery operations or human based activities. For example, with the advances in digital technology, mobile devices have been granted to store or access confidential business resources such as emails, calendars and file servers. This form of data provision necessitates a continual observation on the connected devices to identify an unauthorized user or an access of the current employee to an illegitimate privilege.
In many cases, the data recorded in continual observation emerges specific patterns of behavior and this is for the reason that in accomplishing everyday routines, human beings usually employ certain strategies and skills that do not encounter a sudden alternation. These habituates and traits can be applied to characterize the identities of an individual for anomaly detection. A typical example is our daily commutes, which are usually involved with same places such as our favorite shopping center, the house of our relatives or basically streets and areas close to our residence. This almost repetitive set of locations forms a unique pattern of the commute behavior that could be used to build a profile for an individual and detect the aberrant changes in his daily traffic.
To generalize this common framework for fraud detection, Fawcett and Provost [1999] coined the term of "Activity Monitoring" [1] when there is a need to monitor a data stream continuously and to identify fraudulent activities as soon as they have occurred. This monitoring system have been desired in commercial organizations for detecting criminal activities.
The methods that are being applied for Activity Monitoring come from various areas such as online anomaly detection [2] [3], change/novelty detection [4] and windowbased anomaly detection for temporal data [5] . These techniques can be classified as follows: One category are Discriminating methods which are trying to model the decision boundary between the normal and anomalous data to distinguish the two classes of behavior. The other major category are Profiling methods which build a model of normal data without addressing the anomalous activities and raise an alarm when an observation deviates significantly from the learned model of normal behavior. In the context of machine learning, a Profiling method can be viewed as an unsupervised learning task because it infers the hidden structure from unlabeled data.
One of the challenges associated with Activity Monitoring is that in many cases, while data arrives constantly, the normal behavior does not remain unchanged and keeps evolving. Therefore, the system needs to first identify the natural changes from the suspicious ones and second to update the profile of the normal behavior accordingly. In this paper, we present a method to distinguish the gradual changes from the abrupt ones and to conform to the gradual changes for the further monitoring procedure.
A significant portion of real-world behavior data is not numerical, but is categorical. For example, to monitor the locations where a mobile device was carried with an individual, we can keep records of the cellular towers from which the device is receiving services. These cellular towers (with a typically high density in urban areas) are each marked with an ID and monitoring them creates a stream of categorical data with a large domain of unique attribute values. Anomaly detection for such data is associated with several challenges; in particular, similarity measures such as the euclidean distance are no longer applicable to categorical data. Popular methods like proximity-based algorithms and density-based models can be applied to categorical data after transformation into frequency vectors. In activity monitoring, once in a while, the system captures a short set of the behavior-a window of data-and verifies the user based on that window. When there are hundreds of attribute values, the frequency vector of a window is high-dimensional and sparse, which would be hard to compare to the frequency vector of the training set that was collected from a much longer period of time. Therefore, this approach will lead to a high rate of false positives (where anomalies are considered to be the positive class).
In this paper, we take advantage of the dimensionality reduction by topic models and learn the topics and the topic distributions of each user which we employ as a user profile. The anomaly score of a window depends on the likelihood of the window events given the user profile. Our model is based on Latent Dirichlet Allocation [6] , which is a well-known topic model. Our main contributions can be summarized as follows: 1) We explore the problem of activity monitoring for categorical data and investigate the question of whether and how topic distributions can serve as a scoring criteria for anomaly detection. 2) To address the problem of the variable nature of normal data, we distinguish gradual changes from abrupt ones and update the model parameters and the number of topics for the former case. 3) We evaluate our model on real life datasets and demonstrate its improved performance in comparison to stateof-the-art activity monitoring techniques.
II. RELATED WORK
Amongst the outlier detection techniques and studies, there has been little attention to categorical data while numerical data attributes have been extensively studied in recent years. Aggarwal discusses some of the existing methods for numerical data that can be applied to the case of categorical data [7] by representing categorical data as frequency vectors (one dimension per categorical value). Boriah et. al [8] compare a variety of similarity measures that can be applied for categorical anomaly detection and clustering. To employ most of these measures, we will need to provide a frequency vector that represents the categorical data. The most common normalization technique for frequency vectors is Inverse Occurrence Frequency(IOF) [7] , which assigare reviewed inns lower similarity to mismatches of more frequent values.
To deal with the large domain of attributes in some of the categorical data types, one possible way is to convert the raw data into feature vector representation and employ the corresponding techniques for anomaly detection. Several methods have been proposed by researchers [9] , [10] , [7] , [11] and [12] . The most popular feature vector for text data is Term Frequency-Inverse Document Frequency(TF-IDF). Once the vector representation have been achieved, various methods can be applied for anomaly detection, such as Support Vector Machine [13] , Neural Networks [14] and famous proximitybased methods such as k-Nearest Neighbors [15] , [16] . Recent studies are mostly dealing with probabilistic approaches such as [17] . Zhang et. al were the first to formulate online document clustering and novelty detection in a probabilistic framework [18] .
Outlier detection using topic models has been surveyed by Xiong et. al [19] [20] for numerical data, assuming a Gaussian distribution as a prior for topic distributions over the words. Xiong et. al did not generalize their model to a dynamic version to deal with the gradual changes of the normal behavior. Later, Yu et. al combined the Mixture Membership Stochastic Block and LDA to detect group anomalies in social media [21] . To handle the case of dynamic anomaly detection, they inferred a new mixture rate for each time stamp which was drawn from a distribution centering around the mixture rate of the previous time stamp and then compared the two rates to detect the anomalous data. In our proposed model, however, we maintain one topic-mixture for the whole monitoring process(i.e. user) and re-calculate it in accordance with gradual changes. Our suggested anomaly score does not compare the topic proportions of the previous time stamp with the new one, but it uses the model parameters which generalize a much longer period of time. During the monitoring procedure, our model also allows for changing numbers of topics and updates the topics-word distributions which is not included in any of the existing works that are applying topic models for anomaly detection.
III. THE PROPOSED MODEL
In this section, we first present an overview of LDA and then explain how this model can be employed to the case of Activity Monitoring. Latent Dirichlet Allocation(LDA) is one the most common topic models currently in use which was introduced by Blei et al. (2003) [6] . Assuming that a document is a bag of words and disregarding the sequence of words, LDA specifies a generative model that describes how the documents in a dataset were created. In this framework, a topic is a multinomial with V elements, where V is the number of distinct words in the whole collection; the more probable to see a word in one topic, the higher the corresponding probability is in the topic multinomial. Along with learning these K topics, LDA makes a prediction about the proportion of topics in each document by considering a Dirichlet prior on document-topic distributions in the generative process.
A. General Framework
In the context of Activity Monitoring, we use a discretized time model and assume that the system analyzes the user behavior every w time stamps. We define a window w to be the set of all events e ∈ E which have occurred in the time interval [T − d, T ], where T is the current time and d is the window duration. In our model, documents are replaced by windows of events, and a user ∈ U is associated with a topic distribution (describing his / her normal behavior) and with a sequence of windows of events. In the training phase, a specific topic distribution is inferred for each user but all of the users share the same set of topics. In the calibration and testing phase, the number of topics and their probability distributions may change. We now explain the three critical phases of the monitoring procedure before describing more technical details about our model: 1) Training Phase: In this phase, the goal is to determine the patterns of behavior (i.e. topics) that are associated with an specific type of user data. For example, a set of cellular tower IDs that are close to parks, mountains and beaches, create a topic that can be labeled as "Natural Attractions". To learn these topics, we first monitor the normal behavior of each user for a period of time and then accumulate all of the collected data to build a corpus, where each document represents one user in the training phase specifically. Afterwards, we apply LDA and learn the latent parameters along with the an optimum number of topics. The topic-distributions of each document characterize the corresponding user and model parameters and are sufficient to verify the anomalous behavior and update the normal behavior in the upcoming phases. 2) Calibration Phase: We firstly set the size of a window to a certain duration. Next, the system inputs n windows of data and calculates the anomaly score for each window using the inferred model from the training phase. Then, different strategies can be applied for setting the best threshold which are discussed in section V. It is worth reminding that in the calibration phase, data is considered to be from normal behavior. 3) Testing Phase: Now the model is ready to monitor the activity and compare data windows against the normal behavior. In other words, our model computes how likely the observed behavior would have happened given the model of normal behavior inferred in the training phase. The comparison is based on the threshold determined in the calibration phase. Once an anomalous window is detected (i.e. anomaly score of the observed window fell above the threshold), an alarm is triggered to a secure party. On the other hand, if the window is identified to be normal, the model parameters are updated accordingly. In the upcoming subsections, we explain the technical procedures that take place in each of the aforementioned phases.
IV. TRAINING THE TOPIC MODEL
LDA assumes a fixed number of topics over the documents which can be very restricting in terms of updating the model for activity monitoring. To capture the growth and shrinkage of the topics over the time, LDA has been generalized to Dirichlet process mixture model [22] . A good overview of various representations of the Dirichlet process [23] can be found in [24] . Using the notations in table I and employing the bold style to refer to a vector, we assume that G is drawn from a Dirichlet process with base measure G 0 and concentration parameter α:
We employ the stick-breaking scheme to define an infinite sequence of window-topic distributions for one user:
where β k is an independent random variable with Beta (1, α) distribution and the sequence of θ = (θ k ) ∞ k=1 satisfies k=1 θ k = 1 with probability 1. We summarize this procedure as θ ∼ stick(α).
Symbol Description N number of events in one window α concentration parameter of the Dirichlet distribution G0 base measure of the Dirichlet distribution θ window-topic distribution φ topic-event distribution z topic assignment e an event Table I . Notation Correspondence
Using the Chinese Restaurant Process representation of the Dirichlet process, the conditional distributions of the topic assignment z i can be expanded as follows:
otherwise :
where n k,¬i is the number of events assigned to topic k except for event i and N is the total number of events that are already initialized. It should be noted that a topic with zero counts can be either a new cluster or an old topic which is becoming active again after losing all of its topic assignments for a while.
At the beginning, we can set K to an arbitrary number of topics where K needs to be greater than 1 and less than the total number of events. To initialize the topic assignments z and to avoid bias, we assign an equal number of events to each topic within the training set of each user.
Letting K go to infinity and assuming that φ ∼ G 0 , our proposed generative process for each window w can be summarized as following: 1) θ w |α ∼ stick(α) 2) for each event e n,w , n = 1...N w : a) z n,w ∼ M ult( θ w ) b) e n,w ∼ p(e n,w |z n,w , φ) There have been several strategies in topic models for approximate inference of the posterior distribution. We describe a Gibbs sampling [25] procedure to sample from the posterior distribution of topic assignments. This method is described in detail in [26] and had been applied previously for Dynamic Mixture Models [27] . We integrate θ and φ out from the update equation and calculate these values later in accordance with the inferred z values.
The posterior distribution of the topic assignment for event e n can be decomposed into the conditional distribution of the topic assignments (see equation 3) and the predictive likelihood of the event given the rest of the events that were assigned to topic k. Consequently, the Gibbs sampling conditional distribution for z n is as follows:
where the predictive likelihood of e n can be calculated from its expanded equation that is p(e n |φ k )p(φ k |e i : i = n, z i = k)dφ k knowing that the distribution of the left and right hand side are multinomial and Dirichlet respectively and φ k must be marginalized out.
V. ANOMALY SCORE AND DETECTION THRESHOLD
For user u, our key anomaly indicator of each event e n is the likelihood of that event given the inferred model parameters:
However, we need to aggregated the anomaly scores of all events in one window to obtain an overall anomaly score for the window. Our defined windows are based on time and therefore, the number of events is not necessarily equal in all windows. To avoid the bias that will be caused by the number of events, we do not use the product of the likelihoods but, take the median value as a representative for all events in that window.
As discussed in section III, our proposed model employs a few windows for the calibration phase which are assumed to be from normal behavior. After calculating the anomaly score for each window, the value of the threshold must be determined accordingly. We suggest the following two strategies for finding the value of the threshold: 1) Equal Error Rate (EER): Assuming that a False Acceptance (FA) occurs when the system mistakenly marks an anomalous window as normal and False Rejection (FR) occurs when a normal window becomes wrongly rejected (a false positive), the EER is a threshold which would produce equal numbers of FA and FR. 2) 95% Quantile: Since we assume that the windows in the calibration phase are from a normal condition, we suppose that 95% of the windows are truly representing the user behavior without any noises. Therefore, if the anomaly scores are sorted in descending order, we take the lower 95% quantile as a threshold. Using the second strategy, the threshold can be achieved by only having data from the true user. However, the first strategy requires an anomalous data to enable us measuring the FA rate besides the FR rate.
VI. DEALING WITH THE VARIABLE NATURE OF DATA
In activity monitoring, the model should not only assign an anomaly score to a test window as it arrives in the data stream, but also must update the model parameters along with the gradual changes that are happening in the normal behavior. For example, a user may start to build friendships with a new community, which will influence his commute behavior and slightly change the cellular tower IDs that provide services for his mobile device. The monitoring system must introduce the new data values while distinguishing the abrupt changes as anomalies.
To embed the changes of the normal behavior in our proposed model, every time that the system marks a window as normal, the model infers the topics assignment of the window using the Gibbs sampling procedure in section IV. Afterwards, it re-calculates the window-topic distributions θ and the topicevent distributions φ. In this procedure, a new topic may emerge as well. Figure 1 presents the graphical representation of our model for the testing phase which is depicted using plate notation and the stick-breaking scheme.
Observation of new Events:
In the original LDA model, the topic-word distributions only include the words that were being observed at least once in the training phase and all of the new words that have been observed for the first time in the testing phase are being discarded. However, in activity monitoring, all of the events especially those that tend to be unusual play a key role in detecting anomalous behaviors. Therefore, we introduce a list of all distinct events (E) that may happen in that data and input that list along with the training data in the training phase. When the training phase is over, those words that have never been observed will get a small non-zero value of φ k,n = G0 E e=1 n e,k +G0.E . This value might be increased with the gradual observation of the event e n in a set of normal windows.
VII. EXPERIMENTS
We implemented the proposed model based on GibbsLDA++ [28] and conducted a set of experiments on three types of categorical data with different number of unique attribute values. The first and the second types of data were obtained from the "Reality Mining" dataset [29] which was collected by media laboratory of MIT. The dataset consists of several attributes about the interaction of people with their mobile phones which were collected by softwares pre-installed on their mobile devices. We selected two data types that have a larger domain of unique attribute values namely the call logs (9010 unique attribute values) and cellular tower IDs (3138 unique attribute values)-with roughly 126,500 and 3,000,000 records respectively that were being scanned every five minutes. We tried different lengths of window varying from three to nine days, but did not observe any substantial changes in the results. The other dataset that we were using for our experiments was a dataset of the Brazilian Public Health Care Services [30] . This dataset contains the records of medical procedures performed in all Brazilian hospitals from 2008 to 2014 and the goal was to detect illegal insurance claimants. The major difference between this dataset and MIT dataset is that its domain of unique attribute values is much smaller namely 305. We performed experiments on a randomly selected subset of about 78,700,000 records and chose a longer window size for this data set which was one month since details about the day of performing a medical procedure was not provided. To prepare data, for call logs and cellular tower IDs, we dedicated the first and second six weeks to training and calibration phase, respectively, whereas for medical procedures, we had six months each in the training phase and calibration phase. The rest of the data was used for testing phase. Since we did not have the ground truth for anomalies, we created 20% anomalies by selecting random windows of data from other users/hospitals, assuming that normal behavior of one user/hospital is anomalous for all other users/hospitals. We sorted all of the normal and anomalous windows by date.
Our first baseline algorithm which we name TF IDF, converts each window into a term frequency vector and normalizes it by document frequencies. Using the standard cosine similarity measure, this vector is then compared to the frequency vector which is obtained from the training phase. To establish a fair comparison, we also extended this baseline method to a dynamic version, d-TF IDF, which every time that it predicts a window as normal, updates the document frequency counts and re-normalizes the training set vector accordingly. We also performed same experiments on the basic LDA and dynamic version of LDA (d-LDA) with updating θ u and φ u after detecting a normal window. We refer to our own model as Dirichlet process mixture model (DPMM).
We aimed at reducing both false positives and false negatives and therefore evaluated our model using f-measure which includes both the precision and recall of the positive class (anomalies). Figure 2 shows the f-measure of the positive class versus the number of topics (number of initial topics for DPMM) using our proposed model and baseline methods. The results are obtained after 48 weeks of activity monitoring (the actual period of time is extended since we have added anomalous data windows). DPMM outperforms the baseline methods for the two datasets which have a larger domain of attribute values; but TF IDF and d-TF IDF outperform the proposed model for dataset of medical procedures which has a much smaller domain of attribute values. The small value of E causes the inferred topics to be very similar which does not allow DPMM to characterize the behavior of each hospital.
To evaluate how our proposed model captures the gradual changes of the normal behavior, we recorded the f-measure for Call Logs every three weeks after the calibration phase till week 48 and depicted in figure 3 -(a) for negative class and 3-(b) positive class. For negative class, DPMM outperforms all other methods and remains constant during the time in contrast to TF IDF and d-TF IDF that start at a much lower f-measure and degrade slightly. For positive class, the performance of our proposed model does not decrease in the course of time but improves by being exposed to more data about the user; the baseline algorithms on the other hand, at best maintain their performance but most of them suffer from decreasing fmeasure in the course of the time. We believe that, the duration of calibration phase is not enough for DPMM and it is less accurate in detecting anomalies for the first few weeks. Figure  3 -(c) compares our different strategies of finding the threshold namely equal error rate (EER) and 5% quantile. The f-measure for EER is slightly higher for most of the experiments since 5% quantile might be very restricting when a certain number of events are repeated or the window length is not very large.
VIII. CONCLUSION
In this paper, we presented a new method for activity monitoring on categorical data, called DPMM. Our proposed method is based on LDA but instead of Dirichlet distribution, we assume a Dirichlet process as a prior for topics to enable a varying number of topics. Our method also updates the window-topic and topic-event distributions to simultaneously apply the gradual changes of the normal data on the inferred model. The data stream is discretized into different windows of data and the anomaly detection is performed in accordance with the anomaly score that was calculated for each datawindow. We experimented with our model on three real life datasets with different number of unique attribute values. For data with larger domain of attribute values, DPMM outperformed the baseline methods including dynamic LDA and dynamic TF IDF which transform data into frequency vectors. We also analyzed the variation of the performance of all methods as time passes. By updating the model parameters, DPMM is capable of adapting to the gradual changes and its performance does not degrade in the course of time. We presented two different approaches for calculating the threshold and our experimental results show that EER approach slightly outperforms the 95%quantile. Based on our experimental results, for datasets with large domain of attribute values, we recommend our model for dimensionality reduction which will reduce the rate of false positives significantly. For future work, one area would be to explore a method for updating the threshold along with the gradual changes in the normal data. Another improvement may be obtained by extending our model in a way that embeds the newly observed events into the topic distributions at the time that they occur. This would eliminate the requirement of providing the list of all of the possible events at the beginning of the monitoring procedure.
