The main aim of this paper is to further develop a multiple-correction method formulated in a previous work [6] . As its applications, we find a kind of hybrid-type finite continued fraction approximations in two cases of Landau constants and Lebesgue constants. In addition, we refine the previous results of Lu [29] and Xu and You [44] for the Euler-Mascheroni constant.
Introduction
The constants of Landau and Lebesgue are defined for all integers n ≥ 0, respectively, by The constants G(n) are important in complex analysis. In 1913, Landau [27] proved that if f (z) = ∞ k=0 a k z k is an analytic function in the unit disc satisfying |f (z)| < 1 for |z| < 1, then | n k=0 a k | ≤ G(n), and that this bound is optimal. Furthermore, Landau [27] showed that G(n) ∼ 1 π ln n, (n → ∞). In fact, the work of Watson opened up a novel insight into the asymptotic behavior of the Landau sequences (G(n)) n≥0 . Inspired by (1.3), many authors investigated the upper and lower bounds of G(n). We list some main results as follows: 1 π ln(n + 1) + 1 ≤ G(n) < 1 π ln(n + 1) + c 0 (n ≥ 0), (Brutman [5] ,1982) (1.5) 1 π ln n + 3 4 + c 0 < G(n) ≤ 1 π ln n + 3 4 + 1.0976 (n ≥ 0), (Falaleev [17] , 1991) (1.6) 1 π ln n + 3 4 + c 0 < G(n) < 1 π ln n + 3 4 + 11 192n + c 0 (n ≥ 1), (Mortici [34] . 2011) (1.7)
Recently, Chen [10] found the following better approximation for G(n): as n → ∞, G(n) =c 0 + 1 π ln n + 3 4 + 11 192(n + More recently, Cao, Xu and You [6] improved the rate of convergence to n −14 , and attained the following tight double-sides inequalities C 1 (n + Another direction for developing the approximation to G(n) was initiated by Cvijović and Klinowski [12] , who established the following estimates of G(n) in terms of the Psi(or Digamma) function ψ(z) := Since then, many authors have made significant contributions to sharper the inequalities and the asymptotic expansions for G(n), see e.g. Alzer [2] , Chen [9] , Cvijović and Srivastava [13] , Granath [22] , Mortici [34] , Nemes [36, 37] , Popa [38] , Popa and Secelean [39] , Zhao [46] , Gavrea and M. Ivan [20] , Chen and Choi [7, 10, 8] , etc. To the best knowledge of the authors, the latest lower and upper bounds of G(n) along this research direction are due to Chen and Choi [8] .
In 1906, Lebesgue [28] showed that if a function f is integrable on the interval [−π, π] and S n (f ; x) is the n-th partial sum of the Fourier series of f , then, we have
where the sum for n = 0 is usually stipulated to be zero. If
It is noted that L n is the smallest possible constant for which the inequality (1.13) holds for all integrable functions f on [−π, π].
The Lebesgue constants play an important role in the theory of Fourier series. Therefore, they have attracted much attention of several well-known mathematicians such as Fejér [18] , Gronwall [23] , Hardy [24] , Szegö [40] , Watson [42] , who established some remarkable properties of these numbers including monotonicity theorems, and various series and integral representations for L n . Watson [42] showed
where
Since then, many authors have made important contributions to this research topic, see e.g. Galkin [19] , Wong [43] , Alzer [2] , Zhao [46] , Chen and Choi [11] , etc. Let Notation. Throughout the paper, the notation P k (x)(or Q k (x)) as usual denotes a polynomial of degree k in terms of x. The notation Ψ(k; x) means a polynomial of degree k in terms of x with all of its non-zero coefficients being positive, which may be different at each occurrence. Notation Φ(k; x) denotes a polynomial of degree k in terms of x with the leading coefficient being equal to one, which may be different at different subsections.
This paper is organized as follows. In Section 2, we prepare some preliminary lemmas. In Section 3, we explain how to find a finite continued fraction approximation by using the multiplecorrection method. In Section 4 and Section 5, we discuss the constants of Landau and Lebesgue, respectively. In the last section, we consider to refine the works of Lu [29] and Xu and You [44] for the Euler-Mascheroni constant.
Some Preliminary Lemmas
The following lemma gives a method for measuring the rate of convergence, whose proof can be found in [31, 32] . Lemma 1. If the sequence (x n ) n∈N is convergent to zero and there exists the limit
In the study of Landau constants, we need to apply a so-called Brouncker's continued fraction formula.
Lemma 2. For all integer n ≥ 0, we have
. . .
In 1654 when Brouncker and Wallis collaborated on the problem of squaring the circle, Lord William Brouncker found this remarkable fraction formula. Formula (2.3) was not published by Brouncker himself, and first appeared in [41] . For a general n, it actually follows from Entry 25 in Chapter 12 in Ramanujan's notebook [3] , which gives a more general continued fraction formula for quotients of gamma functions.
Writing continued fractions in the way of (2.3) takes a lot of space and thus, we use the following shorthand notation q(n) = 4 1 + 4n+
and its k-th approximation q k (n) is defined by
Lemma 3. Let c 1 be defined by (1.15) . Then, for n ∈ N 0 and N ∈ N, we have
and the Bornoulli numbers B k is defined by
Proof. This is Theorem 3.1 of Chen and Choi [8] , and also see (3.8) in Chen and Choi [7] . In the proof of our inequalities for the constants of Landau and Lebesgue, we also need to use the following simple inequality, which is a consequence of Hermite-Hadamard inequality.
The multiple-correction method First, let us briefly review a so-called multiple-correction method presented in our previous paper [6] . Let (v(n)) n≥1 be a sequence to be approximated. Throughout the paper, we always assume that the following three conditions hold.
) is an analytic function in a neighborhood of point x = 0. Actually, the multiple-correction method is a recursive algorithm. If the assertion
is true, then, it is not difficult to observe
Roughly speaking, the idea of the multiple-correction method is to use the polynomial Φ k (l k−1 ; n) of degree l k−1 instead of n l k−1 for improving the convergence rate. In other words, we view n l k−1 as a special polynomial of degree l k−1 in terms of n. Here, we note that the polynomial
, and hence, in some cases we hope that we can attain "more gains". The initial-correction is a very important step. With this, we hope to further develop the above method starting from the second-correction. To find the proper structure of finite continued fraction, we must try many times by using −
, where j is a positive integer. To do that, we need to begin from j = 1 and try step by step. Once we have found that the convergence rate can be improved for the first positive integer, say j 0 , we use Φ(j 0 ; n) to replace n j 0 immediately, and then, determine all the corresponding coefficients of the polynomial Φ(j 0 ; n). We continue this process until the desired structure of finite continued fraction is found. It is for this reason that we call it as the multiple-correction method.
In addition, to determine all the related coefficients, we often use an appropriate symbolic computation software, which needs a huge of computations. On the other hand, the exact expressions at each occurrence also takes a lot of space. Hence, in this paper we omit some related details for space limitation. For interesting readers, see our previous paper [6] .
It is a natural question whether or not multiple-correction method can be used to accelerate convergence in some BBP-type or Ramanujan-type series, we hope to return to this topic elsewhere.
The Landau Constants
Theorem 1. Let sequences MC k (n) be defined as follows:
where c 0 is determined by (1.4) and
If we let the k-th correction error term E k (n) be denoted by
then, for all positive integer k, we have
.
Remark 1. Theorem 1 tells us that it could be possible for us to find a simpler asymptotic expansion than Theorem 2.1 of Chen and Choi [7] for the Landau constants.
Proof. Let us consider the initial-correction.
(
Step 1) The initial-correction. Motivated by inequalities (1.6) and (1.7), we choose MC 0 (n) = 1 π ln(n + 3 4 ) + c 0 , and define
Then, it follows immediately from (4.7)
Now, by using the duplication formula (Legendre, 1809)
one can prove
where q(n) is defined by (2.3). Also see Page 739 in Granath [22] or Page 306 in Chen [10] . Combining (4.8) with (4.10) yields
On one hand, by utilizing Lemma 2 and (2.6), we can obtain that for all positive integer j,
On the other hand, by using Mathematica software, we can attain
Now, combining (4.12) and (4.13) gives us
Again, by making use of the Mathematica software, we can expand q 8 (n + 1) into a power series in terms of n −1 so that q(n + 1) =q 8 In addition, it is not difficult to obtain
Inserting (4.15) and (4.16) into (4.11) results in
Note that the inequalities (1.7) implies E 0 (∞) = 0. By Lemma 1 again, we obtain
Step 2) The first-correction. For simplicity, let
and define
Combining (4.11), (4.14) and (4.20), we can obtain
By taking advantage of formulae (4.15) and (4.19) , and Mathematica software, we expand E 1 (n) − E 1 (n + 1) into power series in terms of n −1 :
By Lemma 1, the fastest sequence (E 1 (n)) n≥1 is obtained when the first coefficient of this power series vanish. In this case
Following the way similar to the proof of (4.21), we can obtain
By utilizing Mathematica software, E 2 (n) − E 2 (n + 1) can be expanded into power series in terms of n −1
π (E 2 (n) − E 2 (n + 1)) = The fastest sequence (E 2 (n)) n≥1 is obtained by enforcing the first four coefficients of this power series to be zeros. In this case
If we define
then, by using the same approach as Step 3, we can prove
and thus, find
Similarly, using the Mathematica software can produce
Finally, by Lemma 1 we have
This completes the proof of Theorem 1.
Theorem 2. Let MC 2 (n) be defined in Theorem 1. Then, for all integer n ≥ 0, we have
where C 2 = 31675858150027835699 5605686531912433139712π . Remark 2. In fact, Theorem 2 implies that E 2 (n) is a strictly decreasing function of n. In addition, it should be possible to establish many these types of inequalities by using the same method of Theorem 2.
Proof. First, it is not difficult to verify that (4.35) is true for n = 0. Hence, in the following we only need to prove that (4.35) holds for n ≥ 1. For notational simplicity, we let D 2 = 158379290750139178495 254803933268746960896 , and
Then, it follows from (4.10)
If we let
then, combining (4.12) and (4.37)-(4.39) yields
In the following, we establish the lower bound of V (n) and the upper bound of U (n). First, by using the Mathematica software, we can obtain
Noticing U (+∞) = 0, and utilizing (4.41) and Lemma 4, we have Similarly, we can attain 
Similarly, combining (4.42) with (4.40) yields This finishes the proof of Theorem 2.
The Lebesgue constants
For the Lebesgue constants, we will prove the following hybrid-type finite continued fraction approximations, which has a structure similar to that of the Landau constants. defined by (1.15) . If we let the k-th correction function MC k (n) for k ≥ 1 be defined by and the corresponding k-th correction error term E k (n) be defined by
Proof. Since the proof of Theorem 3 is very similar to that of Theorem 1, we only outline the idea of the proof here. First, we recall that
For every positive integer M , we let
where a j is given in Lemma 3. It is not hard to see that a j > 0 for odd j = 1, 3, · · · , and a j < 0 for even j = 2, 4, · · · . It follows easily from Lemma 3 and (5.6) that
Hence, it suffices for us to approximate W 2k+1 (n). Similar to the proof of Theorem 1, we expand W 2k+1 (n) − MC k (n) − W 2k+1 (n + 1) + MC k (n + 1) into a power series in terms of n −1 , and then check (5.5) holds.
The main purpose of this section is to prove the following theorem, which corresponds to inequalities (1.10) in the case of Landau constants.
Theorem 4. Let MC 1 (n) be defined in Theorem 3. Then, for all integer n ≥ 0, we have
Remark 3. In fact, Theorem 4 implies that E 1 (n) is a strictly decreasing function of n.
Proof. First, since L n/2 = 1 for n = 0, one may verify that (5.10) is true for n = 0. When n = 1, it follows from Lemma 3 and (5.7) that
it is not difficult to verify that (5.10) is also true for n = 1. Hence, in the following we only need to prove that (5.10) holds for n ≥ 2. By (5.3) and Lemma 3 we have
Similarly, we also have
For notational simplicity, we let D 1 = 42C 1 . Now we define for x ≥ 1
(5.14)
In the following, we establish the upper bound and lower bounds of F (x), respectively. By using Mathematica software, one can check
where polynomial P 1 (21; x) may be expressed as
By using Mathematica software again, it is not hard to verify that all coefficients b j (−1 ≤ j ≤ 20) are positive. Thus, the inequality P 1 (21; x) > 0 holds for x ≥ 1. Noticing that −12 + π 2 < 0, one obtains by Lemma 4
On the other hand, we can prove by using Mathematica software
and all coefficients d j (0 ≤ j ≤ 20) are negative. Thus, this yields 
By adding the estimates from n to ∞ and noticing E 1 (∞) = 0, we attain
By Lemma 4 again, one has
On the other hand, one has the following trivial estimate
Substituting the above two estimates into (5.24) produces
(5.27) By using Mathematica software, it is not difficult to check
By utilizing Mathematica software again, we observe that all coefficients θ j (−1 ≤ j ≤ 11) are negative. Hence
Similarly, one may check
n−2 + ϑ 0 + ϑ 1 n + · · · + ϑ 11 n 11 3810240000π 2 (−12 + π 2 )(1 + n) 7 (3 + 2n) 6 (13 + 8n) 6 , and all coefficients ϑ j (−1 ≤ j ≤ 11) are negative. Thus, we obtain It is also known as the Euler-Mascheroni constant. There are many famous unsolved problems about the nature of this constant. See e.g. the survey papers or books of R.P. Brent and P. Zimmermann [4] , Dence and Dence [14] , Havil [25] and Lagarias [26] . For example, a longstanding open problem is whether or not it is a rational number.
In fact, the sequence (γ(n)) n∈N converges very slowly toward γ, like (2n) −1 . Up to now, many authors are preoccupied to improve its rate of convergence. See e.g. [11, 14, 15, 20, 21, 29, 30, 31, 35] and references therein. Let R 1 (n) = a 1 n and for k ≥ 2
where (a 1 , a 2 , a 4 , a 6 , a 8 , a 10 , a 12 ) = 
Lu [29] introduced the continued fraction method to investigate this problem, and showed 1 120(n + 1) 4 < r 3 (n) − γ < . Hence the rate of the convergence of the sequence (r k (n)) n∈N is n −(k+1) . Moreover, they improved (6.4) to
The purpose of this section is to further refine the works of Lu [29] and Xu and You [44] by using the multiple-correction method, and prove the following theorem.
Theorem 5. For every positive integer k, let the k-th correction function MC k (n) be defined by
Step 1) The initial-correction. We choose MC 0 (n) = 0, in other words, we don't need the initial-correction, and let
Using Lemma 1 and Noting that E 0 (∞) = 0, we have
Step 2) The first-correction. We let
By making use of Mathemaica software, we expand the difference E 1 (n)− E 1 (n + 1) into a power series in terms of n −1 :
By Lemma 1, the fastest sequence E 1 (n) n≥1 is obtained by enforcing the first coefficient of this power series to be zero. In this case, b 1 = 1 6 and thus,
Applying Lemma 1 again yields
Step 3) The second-correction. We choose
Similar to the first-correction, Mathemaica software helps us find the power series of E 2 (n) − E 2 (n + 1) in terms of n −1 :
In order to obtain the fastest convergence of the sequence from (6.23), we enforce Since the derivations from the third-correction to the eighth-correction are very similar, here we only give the proof of the eighth-correction. (Step 9) The eighth-correction. We let (6.27) and define
Again, we resort to Mathemaica software to expand the difference E 8 (n) − E 8 (n + 1) into a power series in terms of n −1 : Appendix. For the reader's convenience, here we give some more constants in our theorems. In fact, one can use Mathematica command "Together" and "Coefficient" to find more constants. 
