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Analisi di immagini cellulari e 
modelli tridimensionali per il 
controllo di un sistema per la 
microfabbricazione tissutale.     
1 Prefazione 
 
Questo lavoro di tesi ha come obbiettivo l ’ individuazione di 
strumenti informatici che possano supportare la ricerca  nel 
campo del l’ ingegneria t issutale.  
L’ingegneria Tissutale è un ’area  della bioingegneria con grandi 
potenzialità di  appl icazioni  ed in molte aree che vanno dalla 
medicina, al la farmacologia, alla  chirurgia, sia come supporto alla 
ricerca scientif ica che nelle sue applicazioni ingegneristiche. I l  
fondamento di questa disciplina si fonda sull ’osservazione che ,  
nelle giuste condizioni,  una opportuna combinazione di cellule 
viventi e di polimeri naturali  ed artif iciali  può essere usata per 
costruire un organo o un tessuto ibrido immediatamente 
util izzabile per l ’ impiantazione. 









1 Introduzione  
 
La microfabbricazione tissutale è una tecnica che consente la 
ricostruzione di tessuti,  è possibi le infatti  control lare i l  processo 
con cui cel lule si  organizzano i n strutture mediante l’uso di 
polimeri naturali .  Le strutture, che hanno forme geometriche 
abbastanza regolari,  come ad esempio un ottagono per un vaso 
sanguigno, richiedono però la capacità di produrre una base che 
ne imita la geometria su cui poi effettu are la coltura cellulare.  
I l  lavoro di tesi s i  è concentrato sullo studio di algoritmi di 
Computer Vision f inalizzati a r iconoscere strutture  tissutali  da 
foto e materiale acquisito con strumenti  di diagnost ica, come ad 
esempio la TAC. Le strutture riconos ciute saranno poi util izzate 
per controllare una macchina (PAM) realizzata presso i l  Centro 
Interdipartimentale E. Piaggio della Facoltà di Ingegneria, capace 
di depositare polimeri su cui portare a termine la coltura cellulare 
f inalizzata al la ricostruzione tissutale.  
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Progettare un sistema che supporti gl i  operatori di una macchina 
per la microfabbricazione tissutale è una sfida complessa poiché 
gli  a lgoritmi di  Computer Vision non riescono a offrire una 
soluzione completa al problema; è stato quindi neces sario 
valutare differenti algoritmi, combinati insieme, per proporre ad 
un operatore, attraverso un’interfaccia opportuna, una struttura 
che possa essere eventualmente aggiustata interattivamente, per 
poi essere inviata al  sistema che stampa la struttura p ol imerica. 
Se la fase di riconoscimento non è banale, anche i l  control lo della 
macchina presenta numerosi  problemi, poiché si  tratta di 
controllare un ugello che deposita polimeri con uno spessore di 
venti  micron, e che va attuato tenendo conto di  numerosi  vincoli  
riguardanti  le  accelerazioni e l ’ impossibil ità di  interrompere i l  
f lusso di pol imero durante le operazioni.  
L’applicazione realizzata è i l  frutto dell’analis i  degli  algoritmi 
effettuata su immagini  campione, ed è capace anche di 
controllare la macchina di stampa offrendo anteprime del  
risultato.  
La tesi è organizzata come segue: nel capitolo 2 viene data una 
definizione del problema e discusso i l  contesto biomedico in cui 




strumenti  util izzati nel lavoro di tesi;  nel capitolo 4 è descritta 
l ’applicazione realizzata per i l  control lo della PAM; nel capitolo 5 
viene descritto uno slicer di mesh 3D per poter util izzare anche 
riprese effettuate con Micro-CT; i l  capitolo 6 è dedicato alle 
conclusioni.  
Saranno presi in esame alcuni fra i  più noti algoritmi di “ edge 
detection” per valutarne l’applicabil ità  su problemi di 
riconoscimento di strutture cellulari da immagini  prese da 
microscopio ottico,  verrà anche studiato come tecniche di grafic a 
3d tipo “slicing”  possano essere applicate allo stesso problema , 
ma partendo da modelli  3d anziché immagini.  
Infine, produrre uno o più appl icat ivi  in grado di  automatizzare o 
semiautomatizzare i l  processo di  acquisizione di immagini  da 
microscopio ottico o da Micro-CT, l ’elaborazione delle stesse al  
f ine di generare comandi per apparecchi di microfabbricazione, 
dando all’operatore la possibil ità di interagire nell’ intero 
processo per modificare eventual i  errori da parte del sistema.  
 
 






2 Il dominio applicativo 
 
2.1  Bioingegneria ed Ingegneria Tissutale  
 
La bioingegneria è la discipl ina che uti l izza le metodologie e le 
tecnologie proprie dell’ ingegneria al  f ine di comprendere, 
valutare e cercare di risolvere problematiche d’interesse medico -
biologo, mediante una stretta collaborazione degli  specialisti  dei 
vari settori interessati.  
I l  suo campo di  azione spazia quindi dallo studio e 
l ’ individuazione di  modelli  matematici che permettano di 
migliorare le conoscenze inerenti  i l  funzionamento dei sistemi 
biologici,  a lla determinazione e lo svi luppo di nuovi apparati e 
nuove metodologie diagnostiche, terapeutiche e riabil itative, alla 
realizzazione di strutture e servizi  per la gestione e 
l ’organizzazione delle r isorse terapeutiche del l’assistenza 
sanitaria, alla progettazione e alla realizzazione di nuovi organi 
artif iciali  o disposit ivi  di  supporto e protesici per disabi l i  e/o 
persone affette da gravi patologie.  
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Grazie al continuo progresso tecnologico, che ha potenziato i  
mezzi di indagine sperimentale e di elabora zione dei  dati 
portando a sempre maggiori conoscenze, molti  campi di interesse 
medico-biologico hanno beneficiato direttamente dei risultati  di 
studi bioingegnerist ici.   
La sostituzione d’organo occupa certamente un posto di ri l ievo 
nella enorme varietà di  campi abbracciati  dalla bioingegneria 
poiché è indubbio l’ interesse suscitato in ogni essere umano dalla 
possibi l ità di “riparare” i l  proprio corpo man mano che si 
deteriora.  
Alcune problematiche legate a questo tipo di interventi sono ben 
note anche ai  non specialisti:  l ’organo o la parte di esso che viene 
sostituita, oltre ad essere funzionale, deve anche essere 
compatibi le con l ’organismo del  paziente che altrimenti lo 
classif ica come un corpo estraneo da cui difendersi dando luogo 
al fenomeno del r igetto.  
Ad una qualunque protesi artif ic iale impiantata in vivo si  richiede 




meno inerte rispetto all ’organismo ospite per evitare di scatenare 
le difese immunitarie, sia pur restando “estranea” ai processi  
della vita. Se invece l’organo  malato viene sostituito con un altro 
di origine biologica e compatibile allora, in teoria, si  ha la 
possibi l ità di  un integrazione completa di tale organo e quindi di 
un recupero completo del paziente.  
Purtroppo nella pratica trovare in tempo utile un don atore 
perfettamente compatibile con i l  paziente è quasi  impossibi le e 
questo porta ad adottare soluzioni  di compromesso e quindi 
terapie volte ad evitare i l  fenomeno del rigetto. Tal i  problemi 
sarebbero risolvibil i  al la radice riuscendo ad operare la 
sostituzione con organi e tessuti originati a partire dal medesimo 
organismo destinato ad ospitarli ,  ma questo presuppone di poter 
“coltivare” tali  organi e tessuti determinandone la struttura e 
funzione. Ecco quindi che si  delineano le basi e gli  obbiettivi  
de l l ’ ingegneria t issutale , nuova ed interessante disciplina 
orientata alla comprensione delle relazione che sussistono tra 
struttura e funzione nei tessuti  biologici,  nonché alla  
realizzazione di veri e propri  sostituti biologici che conservino e/o 
migliorino le funzioni dei tessuti stessi.  
Allo stato attuale le conoscenze accumulate permettono di 
prelevare cellule umane e coltivarle, consentendo ad esempio la 
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r igenerazione ed i l  trapianto di epidermide in pazienti ustionati,  
tecnica ormai commercializzata ne gli  Stati Uniti  ed in Europa da 
vari anni. Altri  esempi di questo tipo sono la ricostruzione dei 
tessuti della cornea ( che ha cominciato ad essere appl icato 
concretamente con interventi su pazienti umani) e della con 
congiuntiva, mentre già s i  è tentato ( per ora solo su animali) la 
ricostruzione ed i l  trapianto di strutture più complesse come la 
vescica ed i l  fegato.  
Problematiche tipiche dell’ ingegneria t issutale sono:  
 l ’estrazione delle cel lule dall’organismo  
 la loro conservazione e coltivazione in vitro.  
 la s intesi  di una intelaiatura chimicamente e 
meccanicamente compatibile con i l  particolare tipo di  
tessuto che si  intende ricostruire  
 l ’effettiva inseminazione delle cellule sul l’ intelaiatura 
stessa  
 la crescita del tessuto sull’ intelaiatura;  
Ognuno dei passi appena elencati presuppone l’anal isi  e la 
soluzione di problemi di molteplice natura:  
 problemi chimici,  legati alla necess ità di individuare 




possano crescere per formare i  tessuti ,  e ta li  che una volta 
esaurito i l  loro compito possano venire riassorbiti  
dell’organismo o comunque rimossi  
 problemi di t ipo ingegneristico inerenti la realizzazione 
dell’ intelaiatura e la messa a punto di tecniche per far 
giungere sostanze nutrit ive alle cellu le inseminate durante 
la crescita del tessuto;  
 problemi biologici specif ici  della coltivazione delle cellule 
sull’ intelaiatura:  
 problemi medici legati al comportamento in vivo del  
tessuto ricostruito.  
I l  contributo informatico trova la sua naturale applica zione 
nella fase di creazione dell’ intelaiatura, poiché questo 
processo richiede da una parte i l  controllo di 
un’apparecchiatura e dall’altro la capacità di riprodurre 
strutture analizzate con strumenti di diagnostica.  
 
 
2.2  La ricostruzione di tessuti  
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La ricostruzione di tessuti può essere di due tipi:  ricostruzione di 
tessuti semplici  o ricostruzione di tessuti  complessi .  
Con “semplici” intendiamo riferirci a quei tessuti la  cui 
funzionalità non risente in modo signif icativo del la geometria del 
supporto su cui vengono fatti  crescere. In termini pratici  
possiamo definire tali  tutti  quei tessuti ricostruibil i  ponendo sul 
supporto cellule   di  unico tipo  con distr ibuzione uniforme ,  senza 
vincoli  particolari .  
Esempi di  tessuti di questo tipo sono la già citata epi dermide, ma 
anche i l  carti lagine,  od i l  tessuto osseo per i l  quale fu uti l izzato 
inizialmente coral lo come supporto bioerodibile prima di passare 
ad altri  materiali .  Per tale t ipo di tessuti i l  supporto è già di per 
sé adatto all ’adesione delle cel lule le quali  lo  ricoprono e, se 
poroso, si  insinuano in esso formando autonomamente la 
struttura del tessuto, senza che sia necessario “guidarle” con 
mezzi diversi  dalla forma geometrica macroscopica del supporto 
stesso.  
Tale forma varia ovviamente in modo enorm e a seconda del 
campo di applicazione e delle specif iche necessità nel l’ambito di 




tecniche orientate alla costru zione di  strutture 3d di forma 
arbitraria partendo da una descrizione su base vett oriale.  
Un esempio di  tale tecnologie è i l  3DP (tree dimensiona l  printing), 
tecnica stereo l itografica uti l izzabile per la realizzazione di 
strutture di forma arbitraria e caratteristiche meccaniche adatte 
ad un possibile impiego in applicazioni  ortopedich e; la tecnica 
consiste nel deporre un primo strato di sotti le polvere polimerica 
su un piano la cui  altezza è regolabile f inemente, so procede 
quindi spruzzando del solvente sul lo strato (ad esempio 
cloroformio) tramite una test ina inkjet: i l  solvente agis ce sui  
granell i  di  polimero gonfiandoli  e dissolvendo fino a fonderli  con 
quell i  v icini compattando una zona la cui minima ampiezza e 
profondità (risoluzione) dipendono naturalmente dalla velocità a 
cui  si  muove la testina e dalla quantità di solvente che  esce dagli  
ugell i .  Terminata la definizione del primo strato i l  piano viene 
fatto calare pari al lo spessore desiderato per lo strato successivo.  
La r isoluzione massima per le strutture costruite con questa 
tecnica è dell ’ordine dei 300µm ed è l imitata al la dimensione dei 
granell ini polimero ed all ’ampiezza degli  ugell i  del la testina.  
La tecnica qui descritta adotta i l  principio della costruzione  della 
struttura, la quale prende forma, strato dopo strato, attraverso 
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l ’apporto di material i  anche diversi.  Al tre tecnologie scelgono una 
strada diametralmente opposta basandosi sull’asportazione di 
materiale da substrato: le cosiddette tecniche di etching.  
Per tessuti complessi invece intendiamo quei tessuti la  cui 
crescita e funzional ità risentono pesantemente d ella geometria 
del pattern che l i  supporta. Per f issare le idee supponiamo di 
voler ricostruire i l  tessuto del la retina di un vertebrato. Si  tratta 
di un tessuto nervoso composto da neuroni organizzati in  strati 
sovrapposti ed appartenenti ad un certo nume ro di generi diversi,  
quindi cade una del le semplif icazioni riscontrate prima: le cellule 
inseminate non possono essere di un unico tipo. All’ interno dei 
singol i  strati,  inoltre, è palese una disposizione non causale dei 
singol i  neuroni, che dovrà otteners i imponendo al pattern, su 
scala anche micrometrica, una ben determinata geometria e 
depositandoli  con densità non più uniforme ma, più 







2.3  Interazione tra cellule e pattern  
 
Cerchiamo adesso di chiarire perché è così importante insistere 
su tecnologie che portino la ri soluzione su scala cellulare.  Si  è 
accennato che l’obbiettivo del l’  ingegneria t issutale è la 
comprensione delle  relazioni che sussistono tra struttura  e  
funzione  nei tessuti biologici .  Negl i  ult imi anni, proprio attraverso 
l ’applicazione di tecnologie capaci  di realizzare pattern ad alta 
risoluzione, si  è indagato sull ’effetto che una particolare 
deformazione imposta alla cel lula sul la forma o dimensione del 
sito di adesione ha sulla sopravivenza e la funzionalità della 
cellula stessa. Si è così evidenziato un legame tra l ’area del  sito 
d’adesione ( imposta ovviamente dal pattern) e la probabilità di 
morte della cellula o, all ’a ltro estremo, di funzionalità del 
meccanismo di secrezione proteica. Successivamente i l 
proseguimento di tali  studi ha dimostrato che la forma del sito 
rimane di per sé  un fattore di controllo su crescita e funzionalità 
anche al variare del particolare tipo di “legante” util izzato per 
mediare l’adesione tra le cel lule ed i l  pattern ( che in questo caso 
non era composta di materiali  bioerodibil i ).  I l  r iconoscimento 
dell’ importanza di comprendere in quale misura le cellule 
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reagiscono al la forma del pattern e in quale alla chimica della 
superficie di  adesione ha anche portato a effettuare studi 
approfonditi  di r ivisitazione della letteratura disponibile,  allo 
scopo di porre le  basi di una interpretazione quantitativa delle 
relazioni tra sviluppo cellulare e forma de substrato. Lo scopo è 
quello di valutare la possibil ità di impiegare la geometria stesa 
del substrato per fornire alle cellule un input aggiuntivo che 
possa anche semplicemente faci l itarne la crescita (se non 
addirittura la differenziazione) e per determinare le 
caratteristiche del tessuto f inale. Si  pensi solo a cosa potrebbe 
signif icare ottenere,  con la semplice variazione del la geometria 
del pattern, tessuti  diversi ed inseminarli  poi  selettivamente, 
oppure, nell’ambito di una stessa struttura, far si  che sia la  sola 
topografia propria de lle varie superfici  a renderle selettive nei 
confronti di questo i  di quel t ipo di cellula, senza ricorrere a più 







2.4  Il depositore (PAM) 
 
Nel paragrafo precedente si  è cercato di dare un’idea di cosa sia 
l ’ ingegneria t issutale e del perchè un campo apparentemente 
avulso ad essa come le tecnologie di microfabbricazione sia 
gradualmente divenutodi enorme interesse nel suo ambito.  
Analizziamo i l  problema con un criterio di semplicità: qual  è in 
assoluto i l  metodo concettual mente più immediato per ottenere 
un particolare “disegno” su un substrato? Certamente quel lo di 
“tracciarlo” con l’equivalente di  una “sti lo” di precisione. Si deve 
in pratica poter deporre su un substrato un materiale di 
caratteristiche diverse da quelle del substrato stesso ( 
tipicamente: deporre un materiale adatto all ’adesione su un 
substrato passivo), con la possibi l ità di  realizzare trame arbitrarie 
di risoluzione sufficiente a rendere signif icativi i  r isultati  della 
coltura cellulare.  
I l  meccanismo per la deposizione è quello di fare fuoriuscire i l  
polimero da deporre, naturalmente in soluzione con solvente 
destinato poi ad evaporare, da un ago la cui punta abbia diametro 
micrometrico e si  trovi direttamente a contatto con i l  vetrino. Si 
può così sfruttare per la deposizione i l  movimento del l’ago stesso 
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r ispetto al substrato e la tensione superficiale tra vetr ino e 
miscela pol imero-solvente.  
I l  vantaggio di questo approccio consiste principalmente nel 
ridurre sostanzialmente a due fattori l imitanti del la risoluzione: i l  
diametro della punta dell’ago e la precisione del meccanismo di 
posizionamento. Si evitano in tal modo fattori aggiuntivi  quali  
possono essere ad esempio, in un generico apparato di t ipo 
inkjet, la distanza della testina dal substrato e l ’espansione della 
goccia nel l’ impatto .  
Appoggiando direttamente l’ago sulla superficie del vetrino (o 
meglio mettendolo ad una altezza di pochi micron in modo da 
garantire i l  contatto tra pol imero uscente e quel lo già deposto) s i  
può teoricamente ridurre l ’ampiezza delle piste deposte f ino a 
quella della punte dell’ago, che può essere scelta adeguatamente 
piccola.  
Per la precisione del movimento lo strumento util izza un 
posizionatore stepper a tre gradi di l ibertà; Questo motore è di 
t ipo a magnete e permanente a 5 fasi con 500 passi  per 
rivoluzione e movimenta, per gli  assi  orizzontali,  gl i  stati  di 




tali  che ogni passo del  motore stepper corrisponda un 
avanzamento di un micron.  
Come già detto in precedenza, allo scopo di determinare la forma 
delle piste nei pattern polimetrici  deposti è indispensabile 
disporre di un controllo sul la pressione applicata nel serbatoio, in  
modo da sincronizzare i  movimenti dell ’ago con l’erogazione del 
polimero,  le pressioni  in gioco sono comprese fra 0 e 200mmHg 
(0,27bar).  
I l  software di gestione al momento presente per i l  controllo 
dell’apparecchio uti l izza un l inguaggio macchina basilare i  cui 
comandi comportano lo spostamento della testina,  ogni 
spostamento è una semiretta i l  cui punto di partenza è la 
posizione corrente percorsa ad una certa velocità con una certa 
pressione d’uscita; questi ult imi due fattori determinano anche lo 
spessore della l inea prodotta.  
I l  l inguaggio con cui  la macchina si  interfaccia è  molto semplice, 
ne riporto un piccolo frammento:  
LAYER     
START 0, 0, 0  
LINR 15000, 0, 0, 1000 
LINR 0, 1000, 0, 1000 
LINR -15000, 0, 0, 1000 
LINR 0, 1000, 0, 1000 
LINR 15000, 0, 0, 1000 




Con il  comando “LAYER”  si definisce l’ inizio di un nuovo l i vello, 
per l ivello intendiamo strato  di polimero, come detto in 
precedenza l ’ intera strutture che si  deve andare a formare è 
un’insieme di strati successivi ed indipendenti,  i l  comando “ START 
x y z”, come di faci le intuizione, posiziona la testina nel punt o 
definito dalle coordinate (x,y,z) ed inizializza lo strumento per 
l ’ inizio del la scrittura, “LINR x y z pres” infine è i l  vero e proprio 
comando di  scr ittura, prende i l  punto in cui la testina è 
posizionata nel momento dell’ invocazione del comando la sp osta 
lungo gli  assi del la misura del vettore specif icato come 
argomento, i l  quarto valore è la pressione di uscita a cui  regolare 
lo strumento, maggiore sarà la pressione maggiore sarà lo 
spessore della l inea;  questo ultimo valore torna particolarmente 
utile nella r icostruzione di strutture complesse in cui  non sempre 
riusciamo a percorrere ogni l inea una sola volta, considerando 
che è sconsigliabile sollevare l’ago ed interrompere quindi la 







2.5  L’impiego di strumenti informatici  nell ’ingegneria 
tissutale.  
 
I  progressi della r icerca nel campo del la microfabbricazione svolta 
nel centro Piaggio hanno dato vita al la necessità di acquisire una 
gran mole di informazioni topologiche riguardanti strutture 
cellulari d i ogni  genere al f ine  di comprenderne i l  funzionamento 
e tentare di ricostruirne almeno in parte.  
Da un immagine catturata da microscopio ottico di un piccolo 
frammento di tessuto è possibile ricavarne la sua struttura sotto 
certe condizioni ;  mentre una struttura biologica è un oggetto di 
sua natura su tre dimensioni l ’ immagine da microscopio schiaccia  
una dimensione sul piano facendo in parte perdere informazione, 
è quindi opportuno util izzare determinate accortezze nel 
momento dell ’acquisizione e nella fase del r iconoscimento  della 
struttura.  
Fino a questo momento la microricostruzione era pos sibile solo su 
pattern regolari ,  forme cioè generate proceduralmente dal 
software attualmente presente nella PAM, qui di seguito mostro 
un esempio di un pattern comunemente util izzato, si  vede molto 
22 2 Il  dominio applicat ivo  
 
 
bene come tre l ivel l i  vengano sovrapposti nella ricostruzione e 
come le forme siano regolari.  
 
 





F igura  2  R isu l tat o ingran d it o di  u na str utt ura  de po s ita ta  
 
Questo imponeva un l imite oggettivo al t ipo di tessuti,  al  t ipo di 
cellule e ad una gran parte d ella ricerca in questo campo, come 
detto in precedenza la forma della struttura condiziona non solo 
la sopravivenza di una cellula, m a anche i l  funzionamento del 
tessuto che andrà a formare, ecco perché è stato necessario 
cercare strumenti informatici  adatti  alla soluzione di questo 
problema.  
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Trattandosi di immagini è risultato naturale rivolgere la nostra 
attenzione alle tecniche svi lu ppate nell’ambito del settore di 
ricerca in “Computer Vision” ,  nella ricerca operativa per quel  che 
riguarda la generazione del cammino, nella grafica 3D ed in altr e 
aree.  
Partendo da immagini digitali  prese da microscopio ottico  o da 
modelli  a tre dimensioni di tessuti  organici  di vario genere i l  
nostro obbiettivo ultimo è di avere un “ tool”  capace di 
automatizzare o semiautomatizzare l’ intero processo f ino a  
generare un percorso compatibile con i l  depositore (PAM)  
(precedentemente descritto  2.4) che riproduca la struttura 
dell’ immagine sorgente.  
  
 
3 Gli strumenti    
Possiamo dividere i l  problema in un insieme di sottopr oblemi correlati :  
 
 Lo studio delle fonti  di acquisizione di informazioni, per valutarne 
potenzialità, difetti  e  possibi l i  modi di ut il izzo.  
 Per quanto riguarda immagini a 2D  
o I l  r iconoscimento, tramite algoritmi di computer vision del le 
strutture cellulari d i un’immagine e la messa in evidenza 
delle stesse.  
o La generazione di  un grafo equivalente alla struttura 
cellu lare in cui s i  conservi  l ’ informazione dello spessore di  
ogni arco.  
o Individuare un cammino completo su questo grafo 
minimizzando i  cambi repentini di direzione  ed i l  numero di  
volte che si  passa sullo stesso nodo , in caso non sia possibile 
regolare la pressione di uscita in modo da tener conto del  
passaggio ripetuto.  
 Per quanto riguarda mesh 3D  
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o Trovare le immagini  vettoriali  generate  dall’ intersezione tra 
la mesh sorgente con un  numero arbitrario di piani paral leli;  
In questo caso la mesh sorgente dovrebbe provenire da 
tecnica di Micro-CT e quindi lo “sliceing” (affettamento) 
della stessa simulerebbe in sostanza i l  lavoro del depositore  
(PAM), cioè la ricostruzione a strati successivi  del tessuto 
analizzato in partenza.  
 
 
Per comprendere a fondo il  problema  è stato necessario uno studio  
approfondito della materia e  del le procedure di laboratorio .  In effetti  i  
vincoli  che legano la possibile soluzione non sono cos ì  evidenti ad una 
prima analis i,  ma anzi ci  sono degl i  aspetti  che non vengono citati  e che 
sono insit i  nelle procedure di microcostruzione . 
La PAM essendo un prototipo prodotto nel centro  E. Piaggio a Pisa non 
ha specif iche tecniche note, ma a nzi di mese in mese si r iesce ad affinare 
i l  suo funzionamento e quindi  scoprire nuove tecniche per i l  
miglioramento di alcune caratterist iche. Non potendo partire da una 
conoscenza completa delle potenzialità dello strumento e quindi dei 
requisit i  che esso richiede lo studio è stato incrementale in base alle 





3.1  Il dominio delle immagini  
Non essendo chiaro da subito i l  t ipo di immagini util izzate per i l  
campionamento dei  tessuti,  i l  problema è stato affrontato con diversi 
approcci a seconda del t ipo e della qual ità delle immagini sorgente.  
Date le premesse andava fatto prima uno studio ad alto l ivel l o sulla 
t ipologia di problema fino a delineare alcune possibil i  implementazioni.  
Qui di seguito ci sono due possibil i  casi di immagini sorgente, in  
particolar modo nel secondo caso  non è chiaro in quale modo sia 
possibi le distinguere tra i  vari piani del la  struttura.  
 
F igura  3  Sez ione  d i  oss o p resa  da  micr os co p io  
 
F igura  4  Sez ion e  d i  t ess ut o da  
micro sc o pio  
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3.2  Algoritmi di Computer Vision per il riconoscimento delle 
strutture cellulari  
 
Un volta noti i  requisit i  ed i l  dominio di partenza è stato necessario 
cercare fra la letteratura in  Computer Vision uno o più algoritmi che 
potessero essere in grado di evidenziare la struttura cellulare a partire 
da immagini  prese da microscopio ottico.  Le caratteristiche del le 
immagini  non permettono di raggrupparle in  classi:  ne per 
definizione,ne per scala o  colori o forme note quindi la nostra ricerca è 
stata sul la intera classe degli  a lgoritmi di edge detection, segmentazione 
e ricerca dei bordi  presenti in letteratura.  
Lo scopo del riconoscimento dei contorni  (edge detection) è marcare i  
punti di un' immagine digitale  la cui l ' intensità luminosa cambia 
bruscamente. Bruschi cambiamenti delle proprietà di un'immagine sono 
di solito i l  sintomo di eventi o cambiamenti importanti del mondo fisico 
di cui le immagini  sono la rappresentazione. Quest i  cambiamenti  
possono essere ad esempio: discontinuità della profondità, discontinuità 
dell 'or ientamento delle superfici  o nel nostro caso segnano il  confine di 




 I  requisit i  r ichiesti  erano un buon  l ivello di “realt ime” ed una efficiente 
gestione della memoria in quanto, come evidenzierò in seguito,  
determinate immagini sorgenti evidenziavano strutture molto complesse 
ed articolate.  
 
 
3.3  Lo “Snake Algorithm” per il riconoscimento dei contorni ,  
il modello “Active Contours”.  
 
I l  modello detto “Active Contours”  è stato introdotto per la prima volta 
da Kass et  al .  Questa classe di  algoritmi lavora sui  contorni,  
deformandoli f ino ad evidenziare caratteristiche come linee, bordi e/o 
oggetti  di confine.  
I l  nome dato alla classe di algoritmi “Snake” va a sottolineare la 
caratteristica del  contorno che si deforma e si  muove proprio come un 
serpente, generalmente i l  contorno tenderà a seguire i  bordi 
dell’oggetto tenendo in considerazione la sua forma.  
In una formulazione discreta del l’  ” active contour models” i l  contorno è 
rappresentato come un insieme di punti  =(  )per i=0,…N -1, 
j=0 ,…M-1 dove sono le coordinate dello punto dello snake e  è i-
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esimo punto dopo la j -esima iterazione, N è i l  numero totale di punti 
nello snake, M è i l  numero totale di iterazioni.  La t ipica funzione energia 
per lo “snake algorithm” può e ssere scritta come segue  
  
Come si vede questa funzione, applicabile ad oggetti  bidimensionali ,  è  
composta da tre diversi elementi:  energia di curvatura,  energia di 
continuità ed energia esterna, i  passi successivi di iterazione puntano a 
minimizzare questa sommatoria di  energie, muovendo uno per volta la 
sequenza di punti.  
Questo metodo può essere applicato ad una singola immag ine con 
diverse assunzioni:  lo sfondo deve essere semplice, gl i  oggetti  non 
possono essere sovrapposti,  lo “snake” iniziale deve essere posizionato 
nell’ intorno del l’oggetto.  
La prima: l ’energia di continu ità è una delle energie interne, contribuisce 
a mantenere la distanza fra i l  corrente  nodo ed i l  successivo non 
troppo oltre la media degli  a ltri  punti:  
)=  
Dove  è la media delle distanze fra i  punti dello s nake all’ iterazione j -
esima.  





e quindi aumenta all ’aumentare del grado di curvatura, que sta energia 
serve a minimizzare gli  angoli  e i l  fra stagliamento dei  contorni.  
La terza energia, la  funzione ene rgetica esterna attrae i l  bordo verso 
eventuali  oggetti  di  confine dell ’ immagine, fattori che possono essere 
presi in considerazione sono il  gradiente dell’ immagine o l ’ intensità di 
luminosità.  
L ’algoritmo di “snake”  si  r iduce ad un problema di ottimizzazione 
combinatoria, le iterazioni successive dello stesso non garantiscono di 
trovare i l  minimo globale, ma comunque una buona approssimazione.  
Come accennato in precedenza l’algoritmo ha delle for ti  l imitazioni, la  
più vincolante per i l  mio caso di studio era ed è la diff icoltà 
dell’algoritmo a  trovare contorni di oggetti  multipl i  al l ’ interno di una 
stessa immagine; con queste premesse quindi sarebbe stato necessario 
un iterazione continua da parte  dell’operatore, in oltre non era richiesta 
dai requisit i  una precisione così alta.  Ho deciso quindi di  scartare un 
approccio del t ipo “Active Contours”.  
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3.4  Thresholding per la segmentazione di un immagine.  
 
  “Thresholding” è un metodo molto importante  nel campo della 
computer vis ion,  si  pone  l ’obbiettivo di  segmentare  l ’ immagine in modo  
da estrarre un oggetto dal suo sfondo in base alla sua distribuzione di  
grigio o alla sua texture. [3]  
Per segmentazione mi riferisco ad i l  processo di  partizionamento di  un 
immagine digitale in più regioni (insieme di pixel).  L’obbiettivo della 
segmentazione è quello di semplif icare e/o modificare la 
rappresentazione di  un’immagine in qualcosa che è p iù facile da 
analizzare. I l  r isultato della segmentazione di un’immagine  è  un insieme 
di regioni che col lettivamente cop rono l ’ immagine di partenza.  I  p ixel di 
una stessa regione sono simili  in una certa caratteristica, possiamo 
segmentare in base ad esempio al colore, all ’ intensità di luce oppure ad 
una certa texture.  
Tipicamente i l  r isultato dell’applicazione del metodo di “Thresholding” 
su di un’immagine è una matrice binaria di dimensione pari al numero di 
pixel  dell’ immagine ,  ne esistono alcune versione diverse,  la  più semplice 




Tab el la  1  Ante pr ima d i  es emp io  de i  var i  met o di  d i  ca l co lo  de l la  s og l ia  
 
 
Soglia binaria:  
dst(x,y) = max_value, if src(x,y)>threshold 
           0, otherwise 
 
Soglia binaria invertita:  
dst(x,y) = 0, if src(x,y)>threshold 
           max_value, otherwise 
 






dst(x,y) = threshold, if src(x,y)>threshold 





Troncamento a zero:  
 
dst(x,y) = 0, if src(x,y)>threshold 




Troncamento a zero invertito:  
 
dst(x,y) = src(x,y), if src(x,y)>threshold 









L'accuratezza dei risultati  dipende da un buon contrasto nell’ immagine, 
che a sua volta dipende da un’il luminazione uniforme.  
La chiave di questo metodo è la scelta di  un valore di soglia; Son o diversi 




riceve feedback dall’ interfaccia e aggiusta di conseguenza oppure 
esistono opportuni algoritmi per la scelta automatica di questo valore.  
Un metodo molto semplice per la scelta del valore di soglia è i l  calcolo 
della media globale dell’ intera immagine, la logica è che se gli  oggetti  
sono più luminosi r ispetto al  contesto lo saranno anche r ispetto alla 
media di tutti  i  pixel .  
In un immagine senza rumore, con sfondo uniforme questo  approccio 
può funzionare bene, tuttavia ciò non è generalmente i l  caso.  
 
3.5  Adaptive Thresholding   
 
In situazioni in cui l ’ i l luminazione varia nello spazio ha senso util izzare 
un approccio locale nella scelta del  valore della soglia, un valore quindi  
che si  adatti  alle mutevoli  condizioni  di i l luminazione, confrontando 
l ’ intensità di ogni pixel con l’ intensità dei sui pixel vicini.  
Questo metodo calcola la sogl ia di ogni  pixel in base ad un intorno di 
raggio f issato, abbiamo preso in considerazione due diver si modi di  
calcolare la soglia, i l  più semplice è dato da una media aritmetica dei 
valori dei pixel :  
dst(x,y) = max_value, if src(x,y)>T(x,y) 
           0, otherwise 






Dove T è calcolata individualmente per ogni pixel come media dei pixel 
vicini    
Tab el la  2  Es em pio d i  Ad a pt ive  T hres h old ing  l in ear e  
   
F igura  5  Imm agine  sorge n te  
 
F igura  6  R isu l tat o de l l 'e la bor az io ne  
 
           
I l  secondo metodo invece calcola la soglia in base ad un madia pesata dei  




Tab el la  3Ese mp io di  Ada p t ive  Thre sh o ld ing  co n di st r ib uz io ne  Ga uss ia na  
 
F igura  7  Imm agine  Sorgen te  
 




3.6  L’algoritmo  per il riconoscimento dei bordi  “Canny”  
 
L’algoritmo di Canny è un operatore per i l  r iconoscimento dei contorni  
ideato nel 1986 da John F. Canny.  
Util izza un metodo di calcolo multi -stadio per individuare contorni dei 
t ipi normalmente presenti nel le immagini  real i.   Canny ha anche 
prodotto una teoria del riconoscimento dei contorni  che si  propone di 
spiegare i  fondamenti di questa tecnica [5] .  
I l  “Canny Edge Detector” inizia omogeneizzando lo sfondo per eliminare 
i l  rumore, un contorno di un'immagine può puntare verso una direzione 
qualsiasi,  quindi l 'algoritmo usa quattro f i ltri  differenti  per individuare i  
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contorni orizzontale, verticale e d iagonali  dell ' immagine, a cui è stato 
precedentemente applicato i l  f i ltro gaussiano. Per ciascun pixel  
risultante viene assunta come valida la direzione relat iva al f i ltro che dà 
i l  valore maggiore.  Questa direzione, combinata col valore ottenuto 
applicando i l  f i ltro, corrisponde a quel la in cui si  ha i l  massimo gradiente 
di luminosità in ciascun punto dell ' immagine.  
La mappa dei gradienti fornisce i l  valore dell ' intensità luminosa in 
ciascun punto dell ' immagine. Una forte intensità indica una forte 
probabilità della presenza di un contorno. Tuttavia, questa indicazione 
non è sufficiente a decidere se un punto corrisponde oppure no ad un 
contorno. Solo i  punti corrispondenti a dei massimi lo cali  sono 
considerati come appartenenti ad un contorno, e saranno presi  in 
considerazione dai successivi step di  elaborazione. Un massimo locale si  
ha nei punti in cui la  derivata del gradiente si  annulla.  
L'estrazione dei contorni dalla mappa generata dal lo step precedente si  
esegue con un procedimento chiamato sfogliatura con isteresi .  Vengono 
definite due soglie, una bassa ed una alta, che vengono confrontate con 
i l  gradiente in ciascun punto. Se i l  valore del gradiente è:  
 inferiore al la soglia bassa, i l  punto è scartato;  





 compreso fra le due soglie, i l  punto è accettato solamente se 
contiguo  ad un punto già precedentemente accettato.  
La presenza di  due soglie (da cui  i l  r ifer imento all ' isteresi ) è 
giustif icato dal fat to che è praticamente impossibile trovare un unico 
valore del gradiente di luminosità per discriminare se un punto 
appartiene o no ad un contorno. Al termine di questo step si  ottiene 
un'immagine binaria dove ciascun pixel è marcato come appartenente 
o no ad un contorno. La mappa ottenuta in questo modo può essere 
trattata come un insieme di curve di  contorno  che,  previa ulteriore 
elaborazione, può essere approssimato da una poligonale.[5]  
 
 
3.7  Generazione dei contorni  
 
Gli  algoritmi descritt i  in precedenza per la segmentazione di 
un’immagine non generano punti che descrivono un contorno ma bensì 
descrivono e mettono in evidenza dell e regioni accumunate da una cert a 
caratteristica.  
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Una volta che queste regioni sono generate si  pone i l  problema di 
generare i  punti  che ne descrivono il  loro intorno, la l ibreria OpenCv ci  
da una sua soluzione  che vado a descrivere rapidamente :  
Possiamo approssimare l’ immagine generata come una matrice binaria 
NxM 
 Per prima cosa si  fa una scansione l inea per l inea della nostra 
matrice binaria e s i  salva i  punti che segnano discontinuità nella 
serie, generando quindi una l ista di punti .  
 X   X   X  X 
 X    X X   X 
 X    X  X   
X      X    
F igura  9  Esem p io  de l lo  s tat o in iz ia le  d i  co mp ut az io ne ,  in  o pa c o s i  de n ota  i l  p o l igo no  
generat o  
 
 A questo punto cerca di trovare un arco che colleghi  due punti  
vicini di due l inee successive.  
 X   X     X  X 
 X    X   X   X 
 X    X    X   
X        X    
F igura  10  D o po  l 'e sec uz io ne  i  n od i  ve ng on o un i t i  in  l i s te  d i  p un t i ,  c os '  genera n do  i  




 La concatenazione di queste sequenze di punti generano proprio i l  
contorno, riusciamo  quindi ad estrapolare molti  poligoni  da lla 
stessa immagine e concatenarl i  nella nostra sequenza.  
 
 
3.8  L’algoritmo di Bresenham per i segmenti  
 
Con il  neologismo di dubbia eleganza si  intende “ rasterizzazione” i l  
processo di discretizzazione che consente di trasformare una primitiva 
geometrica definita in uno spazio continuo 2D nella sua 
rappresentazione discreta, composta da un’insieme di  pixel di un 
dispositivo di output t ipo raster (display, stampante laser, plotter etc.)  
Per rasterizzazione di segmenti intendiamo l’operazione che ha come 
obbiett ivo quello di individuare le coordinate dei pixel che approssimano 
al meglio  la retta stessa.  
Consideriamo un’approssimazione della retta di spessore un pixel . Nel 
caso in cui i l  coefficiente angolare |m|  1 (la retta forma con l’asse 
delle ascisse angoli  inferiori a π/4), l ’approssimazione del la retta dovrà 
prevedere esattamente un pixel per ogni colonna del frame buffer 
mentre, nel caso in cui |m| > 1, l ’approssimazione dovrà prevedere un 
pixel per ogni riga.  
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Bresenham definì un algoritmo per la scan -conversion di segmenti che 
evita operazioni in virgola mobile e che rappresenta, di fatto,  l ’algoritmo 
di rasterizzazione comunemente util izzato a l ivello di software, f irmware 




Assumiamo che i l  segmento abbia estremi P i=( X i  ,  Y i  ) e P f  = ( X f  ,  Y f  ) e 
che i l  coefficiente angolare della retta di appartenenza, di equazione 
y=mx+q, sia compreso nell’ intervallo .  
Con riferimento al la f igura sopra, assumiamo che P sia i l  p ixel  
selezionato dell’algoritmo nella iterazione appena conclusa.  I l  valore del  
coefficiente angolare m  l imita a due soli  pixel la scelta del prossimo 
punto raggiunto dall’algoritmo: i l  pix el E ad Est ed i l  pixel NE a nord -est.  










esame e la retta verticale di equazione ,  l ’algoritmo adotta 
come pixel corrente quello che tra E e NE, minimizza la distanza da Q.  
I l  r isultato è approssimabile come segue:  
 
F igura  12  Esem p io  de l  r is ul tat o de l l 'ese cuz ione  
In seguito spiegherò come questo algoritmo è stato util izzato all ’ interno 
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3.9  La scelta degli strumenti  
3.9.1  WPF Windows Presentation Foundation 
 
Windows Presentation Foundation (WPF) è un sottosistema graf ico in 
.NET Framework 3.0, l 'elemento principale di WPF  è un motore di 
rendering vettoriale e indipendente dal la risoluzione  del device creato 
per sfruttare i  vantaggi dei modern i componenti hardware grafici .  Oltre a 
questo elemento principale, WPF  offre un insieme completo di 
funzionalità di  sviluppo applicativo  che includono Extensible Application 
Markup Language (XAML), controll i ,  associazione dati,  layout, grafica 2D 
e 3D, animazione, sti l i ,  modelli ,  documenti,  elementi multimediali,  testo 
e t ipografia.   WPF è incluso in Microsoft .NET Framework,  per consentire 
la compilazione di  applicazioni che incorporano altri  elementi della 





F igura  13  Ar c hi tet tur a  WP F  
  
Una delle principali  innovazioni di questa piattaforma è i l  concetto di  
“retine” applicato ad ogni elemento grafico :  mentre nel paradigma GDI 
l ’applicazione deve gestire l ’azione di  ridisegnare la f inestra quando 
questa viene modificata, con i l  modello util izzato da WPF si costruisce 
una gerarchia di componenti (chiamata visual tree) composta da regioni  
controllate dal layout manager, control l i  UI e f igure  pr imitive.  
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I l  motore grafico sottostante si  occupa di garant ire che l’ immagine 
generata corrisponda al visual tree ,  ogni t ipo di trasformazione si  
riconduce ad un modello molto simile al DOM HTML, modificando le 
proprietà di un elemento in qualsiasi modo otteniamo subito i l  r isultato.   
WPF introduce, inoltre, un n uovo linguaggio chiamato XAML che 
consente di definire gli  oggetti  nell ’area di lavoro attraverso tag XML, un 
po’ come faremmo con una normalissima pagina web con la differenza 
che però questo albero non viene interpretato come il  Dom HTML, ma da 




        Title="Windows Presentation Foundation Sample"> 
 
 






In questo esempio vediamo come è s emplice creare una nuovo albero 
XML, i l  tag Window rappresenta la root, al suo interno definiamo un 









3.9.2  La libreria System.Threading.DispatcherObject  
 
La maggior parte degli  oggetti  WPF deriva da DispatcherObject  che 
fornisce i  costrutti  di base per la gestione del la concorrenza e del 
threading. WPF si basa su un sistema di  messaggist ica implementato dal 
dispatcher. Funziona in modo molto simile al noto message pump di  
Win32; infatti,  i l  dispatcher WPF util izza i  messaggi User32 per 
l 'esecuzione di chiamate cross -thread.  
L’interfaccia gira su di un thread, i  componenti posso  essere mo dificati  
soltanto dal thread dell’ interfaccia, ma per ovvie ragione si ha la 
necessità di  effettuare i  calcoli  più pesanti su di un thread separato. 
Questo comporta che ci s ia uno scambio di messaggi inter -thread per 
dare all ’operatore un feedback sullo st ato della computazione.  
All’ interno di un thread ,   f igl io del thread dell’ interfaccia ,   tramite 
comando:  
( Dispatcher.Invoke((Action)delegate() {   //azione  }   )  possiamo simulare 
la nostra azione come se avenisse dal thread padre. Così facendo 
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possiamo, per esempio, aggioranre una progress bar che indica lo stato 
di avanzamento del l’operazione.  
 
                             
 
3.9.3  Expression Blend  
 
Microsoft Expression Blend è uno strumento per disegnare UI concepito 
per la creazione di  interfacce grafiche per i l  web ed per applicazioni 
desktop. Lui stesso scritto in WPF e .NET 3.0 è incentrato sul modello 
WYSIWYG ( What you see is what you get).  
 
 
3.9.4  OpenCV 
 
OpenCV è un l ibreria di Computer Vision originariamente sviluppato da 
Intel in  C o  Python concentrata prin cipalmente sull’elaborazione delle 
immagini in tempo reale. E ' distribuita con l icenza gratuita per usi non 




eseguito su Windows, Mac OS X,  Linux,  VCRT (Real -Time OS su Smart 
porte chiuse) e di altri  sistemi operat ivi .  
Si  tratta probabilmente della più importante raccolta esistente di 
implementazioni di  algoritmi di Computer Vision ed è ampiamente 
util izzata dalla comunità nonostante la sua architettura di non semplice 
util izzo.  
I l  suo sviluppo, supportato da Intel,  ha fatto si  che sia possibi le util izzare 
compilatori ottimizzanti per ottenere i l  massimo del le performance, 
aspetto decisamente ri levante nell’ambito dell’analis i  di immagini,  
compito avaro di r isorse computazionali .  
 
 
3.9.5  P/Invoke e l ’attributo DllImport  
 
P/Invoke è l’abbreviazione di Platform Invoke e consiste nella capacità 
da parte del nostro managed code  di util izzare DLL di  sistema ed 
eseguire le funzioni contenute.  
Per managed  intendo il  codice che viene gestito da un macchin a virtuale,  
a differenze del codice non managed che invece viene eseguito 
direttamente dalla CPU del computer.  I  vantaggi di un codice managed 
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stanno nella sua gestione e nelle garanzia di sicurezza.   L’attributo 
DllImport  c i  permette di indicare in quale l ibreria viene esportata una 
certa funzione.  
Nel mio caso ho util izzato una l ibreria wrapper per interfacciare la 
l ibreria OpenCV con i l  mio appl icat ivo scritto in C#. 
Lato c#:  
[DllImport("OpenCvPI.dll")] 
        public static extern int LoadImg(String s, bool isColor); 
Lato c++ 
extern "C" __declspec(dllexport) int LoadImg(char* filename, bool 
isColor) 
 
Tabella di transizione dei t ipi da “ unmanaged” a  “managed”  
Tab el la  4  E qu iva le nza  t ip i  c /c + + c#  
C/C++ C# 
HANDLE, LPDWORD, LPDVOID,  void*  IntPtr  
LPCTSTR, LPSTR, char*, const char*, 
Wchar_t*, LPWSTR  
String[in],  StringBui lder[in,out]  






LP<struct>  [IN] ref  <struct>  
SIZE_T  uint  
LPDWord Out uint  
LPTSTR [Out]  Str ingBuilder  
PULARGE_INTEGER  Out ulong 
WORD uInt16  
Byte, unsigned char  byte 
Short  Int16  
Long, int  Int32  
f loat  Single  
double double 
NULL pointer  IntPtr.Zero  
Uint  Uint32  
  
L’aspetto crit ico a cui prestare attenzione quando si scrivono prototipiu 
P/Invoke è i l  marshall ing dei dati .  Uti l izzando questa interfaccia capita 
non di rado infatti  di ricevere puntatori ad aree di memoria allocate 
dalla l ibreria chiamata e che fa uso di un proprio allocatore di memoria. 
È cruciale quindi  assicurarsi  che non si  generino memory leak o garbage 
durante questo passaggio di dati,  e  soprattutto che le operazioni non 
alterino la memoria in modo tale da corrompere lo stato di  esecuzione 
del processo.  
  
4 L’applicazione di controllo della PAM  
4.1  Introduzione 
 
I l  problema introdotto nel Capitolo 2 è stato affrontato tenendo in 
mente l’obiettivo di  fornire un software di supporto ad operatori che 
non sono tecnici,  capace di riconoscere strutture in un processo 
interattivo in cui l ’operatore può controllare i  vari passi del proces so di  
analis i  dei dati .  
I l  nostro obiettivo è stato quello di realizzare un sistema il  p iù possibile 
automatico che cercasse di minimizzare i l  lavoro del l’operatore. In primo 
luogo dovevamo interfacciarci con i l  modello che era già presente al  
momento dell ’analis i  dei requisit i .  I l  l inguaggio macchina (descritto nel 
paragrafo 2.4), una volta interpretato e convertito in immagine 
vettoriale, può essere rappresentato in un contenitore grafico dando la 
possibi l ità di modificarne la geometrica.  In un diverso co ntesto, ma pur 
sempre rappresentato nella stessa f inestra sta invece i l  sistema di 
acquisizione ed elaborazione di  immagini ,  i l  nucleo di questa 
applicazione. In esso abbiamo implementato quanto discusso nel  
capitolo 3 per provarne realmente le prestazione  e l’usabil ità rispetto al  
campione di immagini che avevamo a disposizione.  




4.2  Le strutture dati per la memorizzazione dei punti  TPF 
I l  formato del f i le in questione è descritto nel paragrafo 2.4.  
I l  nostro elemento base nella rappresentazione di un punto in coordinate 
macchina PAM è i l  TPFNode:  
public class TPFNode 
    { 
        public double _x;  //coordinata x 
        public double _y;  //coordinata y 
        public double _z;  //coordinata z 
        public int _vel; //velocity 
        public NodeType _Type;  //LAYER or START or LINR  
    } 
 
La stuttura viene memorizzata in una oggetto TPFVector che estende le 
funzionalita di una l ista di TPFNode con metodi per i l  precalcolo del  
bounding box (area)  e metodi per la generazione dell’elemento grafico 








4.3  Parser per TPF file  
 
Non ha presentato particolari diff icoltà la creazione di un parser per 
questo semplice l inguaggio, come accennato nel paragrafo 2.4 con la 
stringa “LAYER” stiamo ad indicare l ’ inizio di un nuovo piano di lav oro,  
ogni piano avrà la sua istanza di un oggetto TPFVector.  
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L’unica particolarità di ri l ievo è la trasformazione da coordinate relative 
a coordinate assolute per  renderle adatte alla rappresentazione su 
Canvas.  




4.4  L’interfaccia e le sue funzionalit{  
 
L’interfaccia è stata disegnata completamente con i l  tool (descritto nel 
paragrafo 3.9.3) Expression Blend ,  tramite l inguaggio a markup XAML . 
La l ista del le funzionalità è cresciuta molto durante l’arco di svi luppo del 
sistema, l ’util izzo dello stesso ha messo in evidenza di volta in volta i  
suoi l imiti  e le sue carenze. Di principio si  è cercato di creare uno 
strumento completamente automatico, purtroppo di volta in volta ci  
siamo accorti che la vastità di possibil i  immagini non rende la scelta del  
rigido automatismo la migl iore.  
Si è cercato quindi  di dare all ’operatore un gamma di strumenti per le 




scelta manuale della sogla per l’algoritmo di “ thresholding” (descritto 
nel paragrafo 3.4).  
La f inestra centrale dell’ intera interfaccia è un descritta come segue:  
<Canvas x:Name="ImageCanvas" MouseDown="ImageCanvas_MouseDown" 
MouseMove="ImageCanvas_MouseMove"    Canvas.Top="60" Canvas.Left="10" 
Width="Auto" Height="Auto" HorizontalAlignment="Stretch" 
VerticalAlignment="Stretch"> 
      <Canvas.RenderTransform> 
        <Custom:ScaleTransform x:Name="ScaleTranform" CenterX="0" 
CenterY="0" /> 
      </Canvas.RenderTransform> 




L’oggeto “Canvas” definisce un area nella quale è possibi le posizionare in 
modo esplicito elementi f iglio util izzando le coordinate realit ive,  
all’ interno sempre del segmento di codice XAML possimo definire i l  
nome dell’ instanza  “x:Name” in modo da poter accedere alla stessa anche 
dal codice C#, agganciare eventi legati al  componente stesso  “MouseDown”  
e definire un’oggetto  trasformazione “<Canvas.RenderTransform>” da 
associare al contenitore.  
Faccio una breve panoramica dei comandi dell’ interfaccia  
 Zoom in/Zoom out  
Grazie a questo semplice meccanismo di trasformazione, “ scal ing” nel 
nostro caso possiamo facilmente implementare un sistema di Zoom 
efficiente,  struttando il  nativo supporto del  motore di  rendering e 
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quindi accedendo all’ instanza del l’oggetto “ScaleTranform“ e 
modificandone la proprietà  “ScaleX” e “ScaleY”. 
 Show/Hide Point   Show/Hide Poligoni  
Strumenti per migliorare la vis ibil ità del lavoro in esecuzione, ogni 
oggetto può essere reso trasparente od opaco a seconda di cosa si  voglia 
mettere in evidenza.  
 +Alpha / -Alpha  
Possiamo diminuire oppure aumentare l’opacità dell’ intera area di  
lavoro, con questo salvo i l  valore attuale di opacità dentro un byte.  
byte alpha = ((SolidColorBrush)((Polygon)i.m_Polygon).Fill).Color.A; 
 
Modifico tale valore, creo una nuova instanza di colore e riapplico i l  
tutto al riempimento del poligono.  
 alpha = ((byte)(alpha + 10)); 
 
  SolidColorBrush c = ((SolidColorBrush)((Polygon)i.m_Polygon).Fill); 
 
  SolidColorBrush c1 = new SolidColorBrush() { Color =  
 
  Color.FromArgb(alpha, c.Color.R, c.Color.G, c.Color.B) }; 
 








 Selezione vertici/poligoni  
Lo strumento di  selezione permette al l ’operatore di poter selezionare 
vertici  di un poligono o  interi poligoni a seconda del t ipo di 
operazzione che si vuole fare.  
 
 
4.5  L’elemento grafico Polygon per descrivere i contorni  
 
WPF mette a disposizione una vasta gamma di primitive grafiche fra cui:  
ell isse, l inea, cammino, poligono, rettangolo. Grazie ad esse e possibi le 
esprimere geometria vettoriale molto veloce da renderiz zare.  
La  scelta di  come rappresentare i  contorni risultanti dall ’elaborazione 
degli  a lgoritm di “edge detection”  è andata sul “Polygon”; esso r isulta 
essere i l  più vicino a ciò che stiamo cercando.  
Questo “UIElement” descrive un poligono chiuso in base al la sua 
collezione di punti,  ma purtroppo è possibile gestire solo gl i  eventi legati 
all’oggetto nella sua integrità, per rendere possibi le all ’operatore la 
modifica dell ’elemento semplicemente muovendolo a mano i vertici  o 
modificandone i  valori da console  ho dovuto implementare un nuovo 
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elemento, nato dall ’unione di un poligono con un numero variabi le di 
ellissi .  
Come detto in precedenza non c’è possibil ità di gestire l ’evento di un 
singolo punto del  poligono, l ’ intero elemento viene visto come un solo 
oggetto, ho deciso di rendere i  suoi punti “draggabili”  e quindi i l  suo 
perimetro modificabile a piacere.  
Perché la necessità di voler fare questo? Il  motivo sta nel fatto che 
quando proietterò sulla f inestra principale sia i  vari polig oni che 
l ’ immagine sorgente da cui partire vorrei che l ’operatore avesse la 
possibi l ità di modif icare piccol i  errori del l’algoritmo.  
Ecco allora che ho implementato una classe “DraggedPolyline“:  
in sintesi questa classe non solo è in grado di rappresentare un normale 
poligono, ma l ’ insieme dei suoi punti è modificabile da interfaccia 
tramite la funzional ità di “drag and drop” ,  l ’ inserzione, la cancellaz ione, 
la semplif icazione, i l  calcolo del l’area e molto altro.  
 
  public class DraggedPolyline  
    { 
        /// <summary> 
        ///  La lista dei punti del contorno 
        /// </summary> 
        public List<Ellipse> PointEllipseList; 
         
        /// <summary> 
        /// Il segmento selezionato 
        /// </summary> 




         
        /// <summary> 
        ///  Il punto selezionato 
        /// </summary> 
        public Point SelecterVertex; 
         
        /// <summary> 
        ///   Riferimento di ogni punto con il suo componente UI 
        /// </summary> 
        public Dictionary<int, Ellipse> IndexToEllipse; 
         
        /// <summary> 
        ///   L'elemento poligono  
        /// </summary> 
        public Polygon m_Polygon; 
 
        /// <summary> 
        /// Id del bordo selezionato 
        /// </summary> 
        public int IdLastSelectedEdge = -1; 
 
        /// <summary> 
        /// Id del vertice selezionato 
        /// </summary> 
        public int IsLastSelectedVertex = -1; 
 
        /// <summary> 
        /// Numero dei nodi presenti (per tener traccia anche di quelli 
rimossi dall'operatore) 
        /// </summary> 
        public int count = 0; 
 
        /// <summary> 
        /// se true ogni volta che si clicca si aggiunge un nodo nel 
punto dove è avvenuto l'evento di mousedown 
        /// </summary> 
        public bool AddNewSnake; 
 
         
        private bool isPointShowen = false; 
         
 
I l  r iferimento all ’oggeto Canvas che lo contiente è molto utile, in realtà 
ho notato che ci sono diverse correnti di pensiero a riguardo, gestire 
l ’albero dei componenti di un contenitore al di fuori del contesto del  
contenitore stesso, se pur molto comodo, può r isultare poco leggibile e 
di diff ici le manutenzione.  
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        private Canvas parent; 
         
Ogni “DraggedPolyl ine” ha i l  r iferimento al suo TpfVector, se pur 
rimangono due oggetti distinti  per scelta di design in fase di  
progettazione  
        /// <summary> 
        ///   Riferimento al TPFvector 
        /// </summary> 
        internal TPFVector TpfVector; 
        public bool isInVertexSelection; 
        public DraggedPolyline() 
        { 
            PointEllipseList = new List<Ellipse>(); 
            IndexToEllipse = new Dictionary<int, Ellipse>(); 
            
            AddNewSnake = false; 
            m_Polygon = new Polygon(); 
 
            m_Polygon.Stroke = Brushes.FloralWhite; 
            m_Polygon.StrokeThickness = 1; 
            m_Polygon.Fill = Brushes.Yellow; 
            isInVertexSelection = false; 
            TpfVector = new TPFVector(); 
        } 
 
        public DraggedPolyline(Canvas _parent) 
        { 
            PointEllipseList = new List<Ellipse>(); 
            IndexToEllipse = new Dictionary<int, Ellipse>(); 
            parent = _parent; 
            AddNewSnake = false; 
            m_Polygon = new Polygon(); 
            m_Polygon.StrokeThickness = 1; 
            m_Polygon.Stroke = Brushes.FloralWhite; 
            m_Polygon.Fill = Brushes.Yellow; 
            TpfVector = new TPFVector(); 
        } 
 
Questa è la struttura di un “DraggedPolyline“, adesso andiamo a vedere 
come ho reso possibi l i  i l  suo essere manipolabile.  
        /// <summary> 
  /// Permette di visualizzare, per ogni punto del poligono un'ellisse 
che   lo mette in evidenza, ed a cui è legato una serie di  
        /// eventi per rendere appunto draggabile la struttura. 




        /// <param name="StorePointThiknes">Dimensione del punto</param> 
        private void ShowPoint(double StorePointThiknes) 
        { 
            if (parent != null) 
            { 
                IndexToEllipse.Clear(); 
 
Per rendere i l  poligono semi trasparente, qu indi capace di non 
sovrappore l’ immagine che gli  sta sotto si  applica come riempimento allo 
stesso un colore con canale alpha settato a 0.5 (primo valode della 
“FRomScRgb”).  
m_Polygon.Fill = new SolidColorBrush() { Color = 
Color.FromScRgb((float)0.5, 0.0f, 1.0f, 0.0f) }; 
 
 
 foreach (var p in m_Polygon.Points) 
 
          { 
              Ellipse ellipse = new Ellipse(); 
              ellipse.Height = StorePointThiknes; 
              ellipse.Width = StorePointThiknes; 
              ellipse.Name = "n" + Convert.ToString(count); 
  } 
 
 
I l  campo name è un campo di t ipo stringa in cui ho deciso di mettere 
un’informazione in più che mi sarebbe stata utile in seguito ; Scrivendo 
dentro questa stringa l’ indice del punto del poligono al quale 
corrisponde l ’ell isse rendo possibi l ie i l  suo rintracciamento in caso di  
evento legato a tale elemento. Questo è un efficiente modo di legare tali  
oggetti fra loro.  Ul izzo i l  “ dictionary”  “IndexToEllipse”  per tenere la 
relazione oggetto-indice.  
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 IndexToEllipse.Add(count, ellipse); 
 
                  ellipse.MouseLeftButtonUp += new 
MouseButtonEventHandler(ellipse_MouseLeftButtonUp); 
 
                    ellipse.MouseLeftButtonDown += new 
MouseButtonEventHandler(ellipse_MouseLeftButtonDown); 
 
                    ellipse.AllowDrop = true; 
 
                    ellipse.MouseMove += new 
System.Windows.Input.MouseEventHandler(ellipse_MouseMove); 
 
                    ellipse.MouseEnter += new 
System.Windows.Input.MouseEventHandler(ellipse_MouseEnter); 
 




                    ellipse.AllowDrop = false; 
 
                    ellipse.Fill = Brushes.Yellow; 
 
Come si vede adesso, in WPF la posizione di ogni oggetto è scritta 
all’ interno del suo contenitore,  concettualmente è un nuovo modo di  
pensare.  
                    Canvas.SetLeft(ellipse, p.X ); 
 
                    Canvas.SetTop(ellipse, p.Y); 
 
                    PointEllipseList.Add(ellipse); 
 
                    parent.Children.Add(ellipse); 
 
                    count++; 
 
                    isPointShowen = true; 
                } 
            } 
        } 
Adesso mostro come ho legato gli  eventi a l ’oggetto rendendo quindi 
l ’ intera struttura deformabile.  
/// <summary> 





/// il puntatore del mouse esce dall'elemento 
/// </summary> 
/// <param name="sender">Elemento</param> 
/// <param name="e">Evento legato al device mouse</param> 
    void ellipse_MouseLeave(object sender, 
System.Windows.Input.MouseEventArgs e) 
        { 
            
            if ((AddNewSnake == false)&&(isInVertexSelection==false)) 
            { 
 
Ecco come ricavo l’ indice del  punto su cui mi trovo con i l  puntatore del 
mouse.  
                int id = 
Convert.ToInt16(((Ellipse)sender).Name.Substring(1)); 
                ((Ellipse)sender).Fill = Brushes.Yellow; 
            } 




 /// <summary> 
 /// Evento legato ad ogni ellise del mio poligono, viene invocato 
quando  
 /// il puntatore si muove al di sopra dell'elemento 
 /// </summary> 
 /// <param name="sender">Elemento</param> 
 /// <param name="e">Evento legato al device mouse</param> 
 void ellipse_MouseMove(object sender, 
System.Windows.Input.MouseEventArgs e) 
        { 
            int id = 
Convert.ToInt16(((Ellipse)sender).Name.Substring(1)); 
             
            if (e.LeftButton == MouseButtonState.Pressed) 
 
 
L’ell isse che sta al  di sopra del punto viene spostata sulle nuove 
coordinate.  
            { 
                Canvas.SetLeft((Ellipse)sender, 
e.GetPosition(parent).X); 
 
                Canvas.SetTop((Ellipse)sender, 
e.GetPosition(parent).Y); 
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Dato che I punti di  un poligono sono oggetti immutabili  per polit iche 
interne al framework sono costretto ad insta nziare un nuovo oggetto 
ogni volta con le nuove coordinate, questo comando modifica i l  profilo 
del poligono all’ instante  
           m_Polygon.Points[id] = new 
Point(e.GetPosition(parent).X,    
 
           e.GetPosition(parent).Y); 
              
                } 
                 
 
            } 
 
        } 
 
Tab el la  5  Es em pio d i  d rag  d i  vert i ce  
  
 
All’ interno dello stesso oggetto sono andato a mettere anche alcune 
funzionalità richiestemi dal personale di laboratorio:  
 Algoritmo di semplificazione: esigenza nata dal fatto che i l  
numero di punti generato dall ’” edge detection” delle volte super la 




inutilmente memorizzata che possiamo scartare, o meglio 
semplif icare.  
 Algoritmo per i l  calcolo della distanza:  usato nell’ inserzione di un 
nuovo punto, calcola, data la posizione del puntatore del  mouse al  
momento dell’evento, i  due punti più vicini in modo da col locare i l  
nuovo punto esattamente fra i  due.  
 
 
4.6  Classe “wrapper” per interfacciare la libreria OpenCV con 
l’applicativo  
 
La l ibreria OpenCV (descritta nel paragrafo 3.9.4) è un ottimo strumento 
di Computer Vision,  i l  sorgente è l ibero ed è qu indi  semplice capire i l  suo 
funzionamento ed analizzare le sue prestazioni.  Ho quindi  deciso che 
avrei  usato questa l ibreria per l ’ implementazione di alcuni algoritmi,  
dato che però OpenCv è scr itta in codice C++ ho dovuto creare una classe 
“wrapper” per far comunicare i  due ambienti.  
Util izzando le tecniche di Platform Invoke (descritte nel paragrafo 3.9.5) 
ho creato ed instanziato una classe in c++ per interfacciare la l ibreria 
con la l ’applicativo scritto in .NET  
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Le funzional ità di questa l ibreria sono:  
 Caricare l’ immagine sorgente  ( Load Image  ) all ’ interno della 
classe.  
 Trovare i  contorni ( Find Countour  )  la funzionalità principale che 
ho deciso di uti l izzare della l ibreria OpenCv e consta di una 
successione di operazionei :  
o   Thresholding (paragrafo 3.4,) o Thresholding Adattivo 
(paragrafo 3.5) 
o  FindContour (paragrafo 3.7) 
Le strutture dati uti l izzate per i l  trasporto delle informazioni  sui contorni 
generati vengono al locate al l ’ interno del la classe scritta in C++ .  
 
4.7  Analisi delle immagini usate come sorgente.  
 
L’insieme delle immagini prese come sorgente per i l  r iconoscimento 
delle strutture è composto da elementi con caratteristiche molto 
differenti.  
A partire dal t ipo di tessuto che può essere preso in esame: osseo, 




differenti t ipi  di regolarità e un numero variabile di  strutture 
interconnesse ed intersecate all ’ interno.  
Come primo approccio sono state scartate immagini in cui venivano 
sovrapposti più l ivel l i  d i tessuto come questa che segue  (Figura 14), in  
futuro sarà forse possibi le riuscire ad isolare i  vari piani con  qualche 
tecnica.  
 
F igura  14  Im mag ine  c am pione  s orgent e ,  pres a  da  micro sc o pio ot t i c o  
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Per questo primo prototipo  si  prende in esame, quindi, tutte le immagini 
la cui struttura sia ben identif icabi le e quindi estraibi le con algo ritmi 
descritt i.  
Non facciamo assunzioni sulla risoluzione, sulla profondità di colore, 
sulle dimensioni, sul  formato di compressione e sulla complessità della 
struttura interna; l ’unica assunzione al momento è che la struttura sia di 
diversa gradazione di  luce rispetto allo sfondo in quanto al momento i l 
nostro studio è sul la ricerca e la selezione di bordi sul la base del  
gradiente luminoso.  
 
4.8  Premessa sui problemi implementativi  
 
L’applicazione che sono andato ad implementare dovrebbe essere uno 
strumento che cerca di risolvere almeno in parte i  problemi descritt i  in 
precedenza.  
L’intero processo di elaborazione si divide in fasi successive, fasi in cui i l  
l ivel lo di  automatismo è abbastanza elevato e fasi  invece in cui  
l ’operatore è chiamato ad interpretar e ciò che vede sulla f inestra 




Si parte da l’acquisizione di un’immagine all ’ interno della nostra 
applicazione, adesso l’operatore ha la possibil ità di  scegliere quale 
algoritmo di thresholding è  (paragrafo 3.4) è più adatto all ’ immagine. I l  
calcolo della sogl ia può avvenire automaticamente o manualmente, gli  
algoritmi automatici non sempre sono in grado di  dare i l  migliore 
risultato possibi le ed è quindi possibi le mod ificare i l  valore anche in fasi 
successive f ino a trovare i l  migliore valore.  
Un volta che i  nostri  contorni sono ben selezionati dob biamo cercare d i 
semplif icare questa grande quantità di  informazioni cercando di togl iere 
tutta quell’ informazione che non ci è utile al f ine del nostro scopo. A 
questo punto viene proiettata sopra la nostra immagine una griglia, 
sapendo a priori che la nostra PAM ha definizione massima 20µm e 
sapendo anche quanto misura ogni pixel possiamo dividere l’ intera 
f inestra in celle di lato opportuno.  
Una volta definita la griglia un  metodo scansiona l ’ immagine e genera 
una matrice  “binaria” che discritezza la struttura; con algoritmo “scan 
l ine” eseguito sia verticalmente che orizzontalmente cerchiamo, a 
partire dal la griglia,  di capire quale sia i l  grafo che più combacia con la 
struttura iniziale.  Questo ultimo passaggio implica la conversione da 
ambiente vettoriale a bitmap, le problematiche legate a questo verranno 
elencante in seguito. Una volta generato i l  grafo serve un algorit mo per 
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la generazione del  percorso migl iore da poi tradurre in coordinate 
macchina per la PAM.  
 
4.9  Acquisizione dell’immagine ed riconoscimento dei 
contorni 
 
L’interfaccia mette  a disposizione dell’operatore tutti  i  possibil i  
algoritmi descritt i,  abbiamo vist o che la gestione automatizzata delle 
volte non da i  r isultati  sperati quindi i l  metodo manuale sembra essere 
quello che riesce meglio ad adattarsi alle diverse t ipologie di immagini.  
I  poligoni  generati sono spesso molto numerosi e corrispondono alle 
diverse aree che, all ’ interno del la struttura, hanno gradazioni di luce 
differente; in questo WPF è molto efficiente, r iesce infatti  a gestire e 
disegnare una grandissima quantità di poligoni senza affaticare la 
macchina  e rendendo quindi possibi le operazioni  di zoom, 
posizionamenti ,  modifiche e selezioni.  
L’intera interfaccia quindi mette a disposizione la possibi l ità di 
modifiche dei contorni acquisit i ,  anche se con i  test effettuati su vari 




In questa fase possiamo anche util izzare due strumenti per raffinare i  
nostri  contorni:  
 Strumento per la rimozione dei  poligoni troppo piccoli:  questo 
viene invocato nel  momento in cui  si  veda una eccessiva 
frammentazione e si  vogl ia mantenere invece soltanto le strutture 
più grandi di un certo l imite.  
 Strumento per la semplif icazione:  questo riduce i  vertici  che si  
sono andati  a posizionare troppo vicini semplif icandoli  in un 
numero inferiore di  vertici,  molto utile in caso di contorni  molto 
frastagliati  per r idurre i l  numero di oggetti  presenti nel  nostro 
“Canvas” ,  tale procedura ha la possibil ità di “ undo” dato che 
modifica sostanzialmente la geometria per evitare all ’operatore di 
dover ripetere tutto dall’ iniz io in caso di eccessive  semplif icazioni.  
Adesso l ’ insieme di  tutti  i  poligoni sono memorizzati in una l ista di  
oggetti  di t ipo “DraggedPolyline” (paragrafo Errore.  L'origine 
riferimento non è stata trovata. ) .  
Un possibile scenario viene ora descritto:  
L’operatore car ica l’ immagine all ’ interno dell’applicazione, specif icando 
la scala con cui è stata acquisita, in questo esempio vediamo la sezione 
di un frammento di osso, l ’ immagine è in bianco e nero.  




F igura  15  Scree ns ho t  de l l ' ap pl i caz ione  d op o i l  car i c amen to  de l l ' imm agine  
 
In questo caso l ’ immagine è molto disturbata nei contorni ed una scelta 





F igura  1 6  Screen sh ot  d e l l ' ap pl i caz ione  do po l 'ese cu z ione  d i  u n " f in d c ont o ur "  co n Ada pt ive  
thres h old ing  
Quello che vediamo è:  
 Con i l  colore bianco l ’ interno dei poligoni,  in  questo caso è 
completamente opaco, ma tramite interfaccia possiamo renderlo 
parzialmente trasparente o farlo addirittura sparire  
 In rosso abbiamo invece i  bordi dell’ interfaccia, anche questi  
possono essere ingranditi  o assottigliat i  a secondo dell ’operazione 
che vogliamo fare.  
I l  r isultato decisamente poco convincente è causato dal fatto che i l 
metodo adattivo basa la  sua soglia su calcol i  loca li,  in questa immagine 
abbiamo un disegno principale particolarmente chiaro al centro, come 
visto nel l’ immagine precedente; nell’ intorno però l’ immagine non è 
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completamente nera ma anzi ci  sono molte piccole zone chiare dovute 
alla rif lessione della luce sul vetr ino, questo viene percepito 
dall’algoritmo come una “soglia locale” da ri levare, le  l inee rosse 
dell’ immagine dimostrano appunto che non è stato in grado di eliminare 
i l  rumore.  
 
F igura  1 7  Screen sh ot  d e l l ' ap pl i caz ione  do po l 'ese cu z ione  d i  u n " f in d c ont o ur "  co n Ada pt ive  
thres h old ing  Gau ss ia no  
 
Anche provando con l’algoritmo adattivo a distribuzione gaussiana i  
risultati  sono leggermente migl iori ,  ma ancora lontani  dal nostro 
obbiettivo.  
Gli  a lgoritmi adattivi invece riescono a funzionare molto bene su 





F igura  18  A l tro  esem p io  d i  us o d e l l 'a pp l i caz ione  
 
In questo caso l’operatore senza andare a modificare nessun valore può 
ottenere questo risultato:  
 




F igura  19  Stat o in  seg u it o  a l l 'ese c uz io ne  de l l ' Adapt ive  Th reshold ing  
 
Un risultato abbastanza soddisfacente che richiede pochissima manualità 
per unire i  pochi punti rimast i offuscat i.  
Con un approccio a threshlding non adattivo i  r isultat i  sulla prima 






F igura  20  Stat o in  seg u it o  a l l 'ese c uz io ne  de l  T hres h old ing  c on  s ce lta  ma nu a le  de l la  s og l ia  
 
I l  calcolo della soglia in questo caso è stato  semplicemente basato sulla 
media aritmetica dei l ivell i  di grigio dell’ intera immagine. Perché ha 
funzionato? Con questo approccio decidiamo a priori  una soglia 
ragionevole, ci  sono vari approcci al la scelta di questa soglia senza 
scartare i l  più preciso che rimane comunque il  manuale con feedback 
visivo all ’operatore.  Una volta definito i l  valore tutto ciò che r imane 
sotto tale valore viene reso nero, quindi  non più ri levato dall’algoritmo 
di ricerca dei  bordi. Tutto ciò che quindi rimane in “penombra” con 
questo metodo non viene visual izzato.  
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Per dare una stima del numero di oggetti  presenti nella f inestra 
principale dopo la generazione dei contorni:  circa 260 p oligoni, ordine di 
10k ell issi  e nonostante questo posso zoomare, spostarmi all ’ interno e 
navigare nei punti senza che ci siano r itardi nel disegno.  
La differenza in prestazioni quando usiamo le trasformazioni  primitive di 
WPF anziché trasformare punto per punto a mano la geometria è 
abissale, basti pensare che mentre adesso, nonostante la grande 
quantità di dati,  lo zoom e le traslazioni sono senza i l  minimo ritar do, 
con la modif ica manuale invece non si avrebbe più l’effetto realtime.  
In ult imo vediamo il  r isultato che da un’immagine molto più complessa 





F igura  21  Im mag ine  c am pione  f ra  le  p oss ibi l i ,  n o t a  la  p art ic o lare  c om p less it à  
 
In questo caso faccio vedere soltanto i l  r isultato dell’elaborazione con 
algoritmo non adattivo  




F igura  22  R is u lta to  de l l ' esec uz io ne  de l l ' edge det ect io "  le  z on e  in  b ia n co  so no  le  z one  
r ic o no sc iute  e  in  r os so  ab biam o i  co nt or ni  
 
Risultato più che soddisfacente, anche se non completamente tutta la 
superficie è riconosciuta come poligono, per come abbiamo progettato i l  
resto dell’elaborazione a noi basta che ci  si  vadano a depositare qualche 
vertice. Da questo ricaveremo comunque l’ informazione necessaria a 







4.10  Generazione della griglia, problematiche legate al 
cambio di sistema di riferimento.  
 
WPF util izza un rendering vettoriale, tutto viene renderizzato a 96 Dpi  ed 
è quindi molto diff ici le riuscire a trovare  un modello di  equivalenza che 
in ogni momento sappia trasformare coordinate di vettoriali  WPF in pixel  
reali .  
Per trasformare le coordinate vettorial i  in coordinate pixel esiste una 
classe che disegna   un contenitore su di una bitmap, dato che eventuali  
trasformazioni come la scalatura cambiano la dimensione del  contenitore 
si  deve tenere di conto anche di essa.  
Questo è un piccolo frammento di codice in cui viene disegnato su di una 
bitmap un canvas ,  in oltre si  definisce i l  passo con cui scansioniamo la 
bitmap appena generata (stride ) in termini di byte e la copiamo su di  un 
array.  
 
RenderTargetBitmap renderTargetBitmap = new 
RenderTargetBitmap((int)(ImageCanvas.Height * ScaleTranform.ScaleX), 
(int)(ImageCanvas.Width * ScaleTranform.ScaleY), 96, 96, 
PixelFormats.Default); 
                renderTargetBitmap.Render(ImageCanvas); 
int stride = (32 * renderTargetBitmap.PixelWidth + 7) / 8; 
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byte[] image = new byte[4*numpix]; 
renderTargetBitmap.CopyPixels(image, stride, 0); 
A questo punto si  ha un a rray di byte che rappresenta l’ immagine, si  
conosce i l  rapporto pixel/punto e si  è  quindi in grado di  trasformare 
coordinate vettorial i  in coordinate punto.  
Avevamo la necessità di proiettare una griglia le  cui celle avessero 
dimensione ben conosciuta in termini di  pixel dell ’ immagine, prendiamo 
come requisito che l ’operatore conosca la dimensione in micron (µm) di 
ogni pixel,  data tale informazione è possibile generare grigl ie ad -  hoc 
per i  diversi l ivell i  di ingrandimento, in modo quindi di avere sempre 
celle di dimensione conosciuta.  
Dalle elaborazioni precedentemente descritte s iamo adesso in grado di  
avere un puntare al l ’ immagine per ogni cella creata.  
Vediamo la classe adita a fare questo, gli  argoment i sono :  
 “data”: l ’array di byte che descrive l’ immagine  
 “w” e “h” :  numero di pixel in altezza e larghezza dell’ immagine  
 “uw” e “vh” numero di colonne e righe della gr igl ia  
 Nel calcolo prima trasformiamo le coordinate di cel la in coordinate 
pixel e dopo c i  andiamo a posizionare nel l’array tenendo conto che 
ogni pixel sono quattro byte.   




        { 
            byte[] data; 
            double blkw, blkh; 




            internal RasterImage(byte[] data, int w, int h, int uw, int 
vh) 
            { 
                blkw = ((double)w) / uw; 
                blkh = ((double)h) / vh; 
                this.data = data; 
                stride = w; 
            } 
 
            internal bool this[int u, int v] 
            { 
                get 
                { 
                    int x = (int)(blkw * u) + (int)(blkw / 2); 
                    int y = (int)(blkh * v) + (int)(blkh / 2); 
 
                    return data[y * stride * 4 + x * 4] != 0; 
                } 
            } 
        } 
In questo esempio ogni cel la corrisponde a 9,35 pixel,  quindi a 23µm su 
scala reale, considerando che la PAM riesce a raggiungere risoluzioni di 
20µm questa riusulta la scala più appropriata.  




F igura  23  V is ione  de l la  gr ig l ia  pro iet ta ta  s u l la  f ines tra  
 
A questo punto dell’elaborazione uniamo l ’ informazione data 
dall’algoritmo di riconoscimento dei bordi alla gr igl ia per avere come 
risultato la struttura presa in esame disegnata sulla griglia, questo 
passaggio non è di particolare ri l ievo viene soltanto util izzato tutto ciò 
che è stato detto f in’ora.  









4.11  ScanLine per la generazione della struttura  
 
Un algoritmo di  scanline  per i l  r iempimento (f i l l ing)  dei pol igoni fa uso 
delle intersezioni  tra i  lati  del poligono e le l inee di scansione del frame 
buffer per individuare i  pixel interni al poligono stesso.  
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A questo punto quindi, tramite scanline ,  si  tenta di trasformare i l  mio 
insieme di superfici  poligonal i  in  punti,  avviandoci  verso i l  cammino del la 
generazione del grafo vero e proprio.  
L’algoritmo calcola ,  sia per l ’asse verticale che per quella orizzontale ,  

















        Scansione verticale  
Scansione orizzontale  
 
 
Tab el la  6   Esem p io  d i  Sca nL ine ,  in  o pa c o s i  ve de  la  parte  se lez io na ta.  
 
               
                      
              
                  
                     
              
              
                   
              
 
In questo esempio si  può vedere come tale sistema operi,  scansionando 
riga per r iga, capisce quando si t rova dentro un poligono. Una volta 
trovatosi  sul successivo bordo genera un nuovo nodo nel punto mediano 
della sezione appena trovata.  
o 
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Nell’ immagine si  può vedere i l  r isultato della scansione del l’ immagine,  
nei contorni sotti l i  i l  profilo inizia ad essere ben tracciabile e facilmente 
riconoscibile, r imangano tutte quelle zone che hanno spessore superiore 
e che dovranno essere analizzate e trattate più accuratamente, per loro 
di fatti  i l  solo algoritmo di scanl ine non è sufficiente e occorre altra 
elaborazione.   
 
F igura  25  Scr ee ns ho t  do p o l 'ese cuz ion e  de l la  s ca nl ine  
 
I l  nodo del grafo conserva le informazioni:  
 Di posizione assoluta nel contenitore grafico  
 Di posizione nella griglia  






4.12   Generazione del grafo 
 
Dato l’ insieme di punti,  si  doveva  adesso trovare un sistema in grado di  
approssimare tal i  punti in un grafo completamente connesso,  tenendo di 
conto l’ informazioni ancora presente nella griglia di cel le.  
L’algoritmo di Bresenham  descritto nel paragrafo 3.8 verrà adesso 
util izzato per cercare di risolvere i l  problema di interconnessione dei  
nodi del grafo, in questo modo, come spiegato in precedenza, grazie a 
questo algoritmo riusciamo a ricavare l’ insieme dei punti che meglio 
approssimano un segmento. Nella gri glia binaria, dato i l  segmento che 
collega due nodi del grafo non connessi ,  possiamo adesso ricavare 
l ’ insieme delle celle che “meglio approssimano” tale segmento, quindi 
per meglio dire l ’ insieme del le celle che vengono attraversate da tale 
segmento.  
Lo stato iniziale di questo passo di computazione: si  ha la l ista dei nodi 
selezionati dall’algoritmo di scanl ine appena descritto, in ogni nodo è 
conservata l ’ informazione della sua posizione assoluta, coordinate di  
griglia e ampiezza del segmento.  
Si introduce una nuova struttura dati chiamata segmento:  
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Un segmento è una l ista di nodi del grafo, in esso vengono precalcolate 
alcune informazioni che ci serviranno in seguito come il  bounding box  ( i l  
rettangolo che lo contiene) ed alcuni metodi come il  calcolo 
dell’ intersezione con un altro segmento. È importante precalcolate tutte 
le informazioni che ci serviranno in seguito per sfruttare momenti della 
computazione non crit ici  ed alleggerire quindi le parti  più onerose.  
Algoritmo in passi:  
 Un primo passo dell’a lgoritmo prende spunto dall’algoritmo di 
generazione dei contorni descritto nel paragrafo 3.7, di seguito si  
descrive in pseudocodice un primo passo della scansione 
verticale.  
In rows  suppongo di avere i  miei nodi divisi  in r ig he, ogni  
elemento di questa struttura sarà quindi la l ista di  nodi 








 row = rows[i] 
  nextrow =rows[i+1] 
 //per ogni coppia di di righe consegutive 
 









  begin 
   
   if( |node.X- nextNode.X|< val ) 
     begin 
 
    node.Next=nextNode; 
    end 
   
  end 





In questa prima passata quindi iniz io ad unire i  nodi di cui la  
distanza accerto essere minore di un certo valore, questo non 
toglie che da un nodo possano diramarsi  più f igli .  La struttura che 
si  va a delineare è quindi un foresta ,  alcuni alberi saranno 
composti da un solo nodo, altri  da più nodi.  
 
F igura  26  Scree ns ho t  do p o i l  marge  d e i  segme nt i  




 Per ottenere da una foresta un’insieme di segmenti s i  procede con 
la visita in profondità di ogni nodo radice e i l  salvataggio dei  
segmenti creati in altra struttura.  
La visita in profondità (DFV) non ha bisogno di spiegazioni in  
quanto ben nota in letteratura, l ’unica differenza sta nel caso in 
qui i l  nodo abbia più di un f iglio: in  quel caso infatti  viene 











In questo non aggiungiamo informazione sulla topologia della 
struttura ma preparaiamo la strutture dati che ci serviranno per i l  
prossimo passo.   
 
Una volta ottenuta la l ista di tutti  i  segmenti si  inizia un’operazione 
di marge  per cercare, quando è possibi le,  strade per unirl i .  
Per far questo util izziamo l’algoritmo di Bresenh am (descritto nel 
paragrafo 3.8) .  
F igura  27  Esem p io  d i  ge ne raz ion e  d e i  c amm ini  a  par t i re  da  u n a lber o  
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Vado adesso a descrivere in pseudocodice l’algoritmo:  
 TuttiSegmenti:  l ista dei segmenti generati precedentemente  
 ScanConversion: metodo che, tramite algoritmo di Bresenham, 
data la retta passante per due punti ritorna la l ista delle cel le che 
meglio approssimano tale retta, i  due argomen ti che prende sono 
appunto i  due punti.  
 Nell’oggetto Segment  per tail  intendiamo il  r iferimento al primo 
elemento della l ista dei nodi che lo compongono, per head  la  
testa di conseguenza.  
 CheckPath invece un metodo che scorre tutte le celle e controlla 
se sono interne alla struttura.  
 ChooseMin seleziona invece di tutti  i  segmenti  quello con 
ampiezza inferiore.  
Per ogni segmento α, seleziono un secondo segmento, di ogni coppia di  
segmenti si  control la se esiste un cammino che l i  unisce,  in caso ne 
esista più d’uno prendiamo quello di ampiezza minore. Confronto α con 
ogni segmento e seleziono i l  segmento di cui esiste un cammino ed è i l  
minimo in tutta la foresta. Quei due segmenti vengono unit i  e passiamo 
al successivo.  
MargeSegment() 
 











   path_X1_Y2 = ScanConversion(s1.tail, s2.head) 
   
 path_X1_Y1 = ScanConversion(s1.tail, s2.tail) 
 
 path_X2_Y1 = ScanConversion(s1.head, s2.tail) 
 





  if(CheckPath(path_X1_Y2)) 









then  ListOfPath.Add(path_X2_Y1) 
 
 
 if(CheckPath(path_X2_Y2))  






















5 Progettazione e creazione di uno “3d  slicer”  
per mesh a tre dimensioni 
 
5.1  Premessa 
 
Data l’esistenza di  un grande bacino di  informazioni esistente in formato 
tridimensionale su microstrutture cellul ari acquisite grazie a s istemi di  
“micro-ct” si è presentata l’esigenza di un loro util izzo nel campo della 
microfabbricazione.  
A differenza delle immagini prese da microscopio ottico i  modelli  a mesh 
poligonal i  non soffrono assolutamente dei problemi di rumore  ed 
imprecisione dovuti  alle d ifferenze di  acquisizione,  ma anzi sono 
particolarmente adatti  al  processo di ricostruzione dei tessuti in quando 
hanno non solo l ’ informazione sul la topologia del la  struttura, ma anche 
i l  modo in cui  i  l ivell i  successivi sono connessi tra loro.  
Ho deciso di interfacciarmi con un sistema a plug -in opensource  stabile  
già esistente, Meshlab di cui parlerò in seguito.  
 





5.2  Il sistema Micro-CT 
 
 
Microtomography ut il izza la tecnologia a  raggi X per creare modelli  a tre 
dimensioni partendo da oggetti  molto piccoli .  
La tecnica prevede l’acquisizione di sezioni  parallele successive e la loro 
unione,  questo riesce a creare un  modello virtuale senza distruggerne 
l ’originale .  I l  termine micro  sta ad indicare che le dimensioni del le 
sezioni sono dell’ordine appunto del micron, a  d ifferenza quindi della 
classica macchina a raggi X umana questa ha un a dimensione molto 
ridotta.  
I l  suo uso varia dalla scansione di  piccoli  animali  vivi  (in-vivo 
scanners),al la biomedica,  ai microfossil i  ed altri  studi dove è richiesto un 
dettaglio di questo l ivello.  
I l  primo X-ray microtomography è stato concepito e costruito da Jim 
Ell iott nei primi anni 80’. Ne l  2005, la Skyscan, una società che produce 
strumenti scientif ici,  ha introdotto un nano -CT scanner, introducendo il  




In seguito mostro un’immagine generata dalla scansione di un osso, 
come si può vedere la definizione permette di vedere come sia disposta 
la struttura e le cavità del tessuto.  
  
 
F igura  29  Micr o-CT  d i  os s o  
 
 
1025Progettazione e creazione di uno  “3d   sl icer”   per mesh a tre dimensioni  
 
 
5.3  Mesh Poligonale 
 
Una mesh poligonale è un’insieme di  vertici ,  spigoli  e facce che 
definiscono la forma di una oggetto poliedrico in computer grafica. Le 
facce sono di sol ito costituite da triangoli,  quadrilateri o da un altro 
poligono convesso semplice perché questo  rende i l  rendering  più 
semplice, ma possono anche essere composte da poligoni concavi o 
poligoni con fori .   
 
F igura  30  Def in iz io ne  v isu ale  
 
Le mesh posso essere rappresentate in modi diversi a  seconda del suo 
util izzo, l ’ insieme delle operazioni che possono essere fatte su di una 
mesh comprende la logica booleana, smoothing,  semplif icazioni di vario 
genere e molte altre.  





5.4   Il sistema “Meshlab”  
 
MeshLab è un sistema open source, portatile ed estensibile per la 
trasformazione e la modifica di mesh 3D; fornisce una serie di strumenti 
per l 'editing, la pulizia, l ’  ” healing”, l ’ ispezione, i l  “rendering” e la 
conversione di mesh.  
I l  sistema è fortemente basato sulla l ibreria VCG sviluppato in Visual  
Computing Lab di  ISTI -  CNR, per tutte le principal i  funzioni di 
elaborazione delle mesh ed è disponibile per Windows, Linux (SRC) e 
MacOSX (solo Intel) .  [7]  
 
 
5.5  Progettazione del plug-in di “sliceing”  per il sistema 
MeshLab 
 
Come detto nella premessa MeshLab è un sistema scritto in C++ con i l  
supporto della l ibreria VCG, serviva progettare un sistema grafico che 
proiettasse all ’ interno della f inestra di disegno dei piani semitrasparenti  
che si  intersecassero con la mesh e quindi dare all ’operatore la 
possibi l ità di posizionarli  nel lo spazio ovunque, a qualsiasi  angolazione 
ed in numero arbitrario.  
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Dopodiché una volta che i  piani  sono nella posizione desiderata si  
procede con l ’estrazione dell’ intersezione ,  come risultato s i  avrà una 
mesh bidimensionale che descrive i l  profilo del la mesh sorge nte tagliata 
all’altezza del piano.  
Questa mesh verrà convertita in un immagine vettoriale e salvata sul  
disco, pronta per essere elaborata da un successivo tool per generare 




5.6  L’algoritmo di intersezione fra una mesh ed un  piano 
 
Purtroppo non siamo riuscit i  ad avere in tempo utile una mesh pr esa da 
una vera e propria TAC 3D in quanto ancora molto diff ici le da reperire al  
momento della scrittura di questa tesi,  le uniche informazioni che 
avevamo a riguardo erano che, come o vvio, sarebbe stata una mesh 
molto grande con un elevatissimo  numero di vertici,  ecco che quindi si  
pone i l  problema di  trovare un algoritmo efficiente in termini di spazio 
ed in prestazione che computi l ’ intersezione fra la geometria totale e 




Adesso descriverò brevemente l’algoritmo nel suo funzionamento:  
Inizialmente definiamo una struttura dati per semplif icare la ricerca 
spaziale chiamata “Static Uniform Grid” ,  una griglia uniforme allocata 
staticamente che partizioni  l ’oggetto in celle, molto utile per delimitare 
i l  campo di  ricerca alle sole cel le interessate dall’ intersezione.  Le celle 
sono un partizionamento della superficie della mesh e cioè dell’ insieme 
di tutte le facce, la grana è calcolata di volta in volta.  
Quindi dopo il  primo passo in cui abbiamo selezionato la l ista delle celle 
che vengono attraversate dal piano i l  problema si r iduce al calcolo 
dell’ intersezione fra i l  piano ed ogni  cel la, molto più semplice nella sua 
applicabil ità e complessità  rispetto a calcolare da subito l ’ intersezione 
con ogni faccia  considerando che i l  numero di celle è di  svariati  ordini  di  
grandezza inferiore r ispetto i l  numero del le facce della mesh.  
La geometria risultante ha due dimensioni, anche se non è detto che 
debba essere schiacciata su u no dei tre assi in quanto i  piani possono 
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5.7  Esportare la geometria in immagine vettoriale  
 
5.7.1  Scalar Vector Graphics  
 
Scalable Vector Graphics (SVG) è una specif ica XML e  un formato 
per la descriz ione bidimensiona le di grafica vettoriale, sia static a 
che dinamica.  
La specif ica SVG è uno standard aperto che è stato svi luppato da 
parte del World Wide Web Consortium (W3C) dal 1999. Immagini  
SVG sono definite in un f i le di testo XML; ciò signif ica che sono in 
grado di essere indicizzati,  navigati e  se necessario compressi .  Un 
fi le SVG può essere modificato con qualsiasi editor  di testo, ma 
sono disponibi l i  anche editor SVG .  Tutti  i  moderni browser web, ad 
eccezione di Microsoft Internet Explorer hanno la possibi l ità di  
renderizzare i l  f i le  SVG nativamente, per IE invece serve un plug -in 
da scaricare.  
Di seguito metto un piccolo frammento di codice SVG  generato 
evidenziare la semplicità del la specif ica stessa.  
<rect width= " 1000 " height= " 1000 " x="0 " y=" 40 " style= " 
stroke-width:1; fill-opacity:0.0; stroke:rgb(0,0,0)" />  
         
<line x1="15.181747" y1="557.651336" x2="10.302594" y2="562.607304"  
          stroke-width = "2" /> 
        




          stroke-width = "2" /> 
         
 
La geometria vettoriale è espressa in termini di segmenti ed  è possibile 
anche definire lo spessore del segment o, anche questa informazione che 
verrà usata in seguito.  
 
 
5.7.2  Salvare un EdgeMesh  in un file SVG 
 
 
Un “EdgeMesh”  non è altro che una mesh definita in termini di spigol i  
anziché di vertici  come più spesso accade, come detto in precedenza non 
fa differenza in che termini definiamo la geometria in quanto è sempre 
possibi le cambiare da un sistema ad un altro.  
Partendo quind i  da un “edgemesh” a due dimensioni è semplice generare 
l ’SVG che ne descrive la sua rappresentazione vettoriale, non serve una 
particolare descriz ione per questa parte di lavoro.   
 
5.7.3  Generare coordinante per la PAM da un file SVG  
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Una volta che l’ immagine vettoriale è a nostra disposizione è molto 
semplice trasformarla in coordinate per la PAM, in oltre possiamo 
mantenere le informazioni per quanto riguarda lo spessore del tratto per 
ogni segmento e regolare la pressione di uscita di conseguenza.  
 
 
5.8  Difficolt{ nell’implementazione del sistema  
 
Anche se Meshlab è un sistema sufficientemente stabile e ben 
organizzato è pur sempre stato implementato ed mantenuto da un 
numero elevato di  persone che si sono susseguite nell ’ arco del tempo, 
per la maggior parte studenti e ricercatori  del CNR. I l  sistema è quindi 
molto poco commentato e documentato al suo interno, riuscire a 
scr ivere comporta una buona conoscenza della struttura nella sua 
interezza, nonché anche una buona conoscenza del l inguaggio di  
programmazione C++  e del framework Qt.  
Questo ha richiesto un lungo periodo di studio del sistema nella sua 
struttura e nelle sua funzionalità, in  seguito la scelta di un buon 





5.9  Caso d’uso  
 
L’applicazione MeshLab si presenta con un’interfaccia completa che 
permette non solo la visualizzazione di molti  formati di mesh (S tandard 
Polygon File format (ply),  STL File Format  “stl”, Collada fi le format “dae” 
,  Alias Wavefront Object (obj),  Object File Format (off ),  3D-Studio Fi le  
Format  (3ds), PTX File Format (ptx), ALN Projectr (aln)).  La f inestra 
principale da una visione prospettica dell ’oggetto 3d, dando la 
possibi l ità di interagire con la camera e con l’oggetto stesso, sono 
consentite le classiche operazioni  di rotazione, traslaz ione e scalatura. È 
in oltre possibi le selezionare e modificare vertici,  bordi o facce in base al 
t ipo di elaborazione che si ha intenzione di fare.  
I l  pugin che ho fatto si  integra nell ’ interfaccia, una volta caricata la mesh 
che abbiamo deciso di  affettare, lo  facciamo partire.  
Da subito appaiono un numero variabile di piani semitrasparenti che si  
vanno a posizionare esattamente al centro dell’oggetto.  I  p iani hanno un 
diverso sistema di  riferimento rispetto l’oggetto, possono esser e 
posizionati in qualsiasi modo ed in qualsiasi numero. La distanza fra i  
piani è espressa in coordinate 3d, è quindi necessario che l’operatore 
conosca la definizione con qui è stata acquisita la mesh in modo che 
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possa posizionare i  piani esattamente alla  distanza che desidera.    
 
F igura  31  Scree ns ho t  d i  M eshLa b c on p lug in  di  s l i ce ing  at t ivo  
 
Una volta che i  piani vengono posizionati nella posizione desiderata è 
possibi le procedere con l’esportazione vettoriale della sezione.  





F igura  32  R is u lta to  de l l 'e lab oraz ione  pre ce den te ,  f orma to  SVG  
L’immagine risultante di t ipo vettoriale (SVG)  è di per se già quello di cui 
avremo bisogno, esse non necess itano di ulteriore elaborazione e 
possono essere direttamente convertite in formato macchina per la PAM.  
Come detto in precedenza non è stato possibi le avere un vero e proprio 
modello MicroCT per provare i  r isultat i  su di una sorgente aff idabile.  
 
5.10  Conclusioni 
 
Anche se in stato ancora embrionale questo metodo potrebbe davvero 
aprire le strade a molte risorse di conoscenza, anche se al momento 
strumenti come la Micro-CT non sono comuni nei laboratori dove si 
pratica la microcostruzione, l ’uti l izzo di queste apparecchiature 
intensivo genererebbe una sorgente di informazioni  capace di dare 
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topologie molto precise e quindi capace di ridurre al minimo errori  
dovuti a cattiva acquisizione ed interpretazione di immagini acquisite da 
microscopio.  
In oltre i l  futuro di questa disciplina si  sta spingendo a creare strutture 
non più basate su strati sovrappost i indipendenti fra di loro, ma bensì 
interconnessi e questo sarebbe di certo più agevole se si  partisse da un  
modello a tre dimensioni, un modello cioè, dove ta le informazione è ben 
vis ibile e facilmente ricavabi le anche da sistemi automatici.  
Questo lavoro, se pur in stato prototipale , ha lo scopo di mostrare come 
strumenti informatici ben noti e collaudati possa no essere util izzati per 
campi nuovi di r icerca anche in aree non legate tradizionalmente 
all’ informatica, ed anzi,  per quanto riguarda l’ ingegneria t issutale, come 
questi strumenti non potranno mancare in un prossimo futuro per avare 
possibi l ità di proseguire.  
  
 
6    Conclusioni 
 
In questa tesi  abbiamo affront ato i l  problema di  supportare la 
realizzazione del telaio di polimeri util izzato in una tecnica di 
microfabbricazione t issutale con l ’uso di strumenti informatici.  
L’obiettivo è quindi  divenuto quello di  realizzare un’applicazione che 
supporti gli  operator i nel controllo del prototipo PAM realizzato presso i l  
Centro Interdipartimentale di Ricerca E. Piaggio.  I l  lavoro si  è  quindi  
concentrato su due attività,  da una parte quella di supportare in modo 
grafico i l  control lo della macchina, dall ’altra ci  si  è co ncentrati su un 
sistema che util izzando tecniche di computer vis ion sia capace di 
riconoscere strutture da immagini diagnostiche e quindi riprodurle 
util izzando il  sistema di control lo a stampa polimeri .  
I l  contributo principale del  lavoro r isiede nella se lezione degli  algoritmi 
di vis ione che meglio evidenziano features delle strutture da riconoscere 
e l’algoritmo originale per poi trasformare le aree riconosciute in un 
grafo connesso che viene poi uti l izzato per i l  controllo della stampa.  
Degna di nota è i l  supporto per input diagnostici  s ia bidimensionali  che 
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tridimensionali  grazie al sistema di sl ic ing di modelli  3D sviluppato a 
margine dell’attività di tesi.  
I  r isultati  preliminari nell’ impiego del sistema sono promettenti e 
consentono già ora di realiz zare strutture altrimenti non real izzabil i  
manualmente, e offrono un buon punto di partenza per lo studio di 
sistemi sempre più automatici per i l  processo di r icostruzione tissutale.  
 














Cignoni, P. (2008, 11). MeshLab .  Tratto i l  giorno 2008 da MeshLab: 
http://meshlab.sourceforge.net/  
Green, B. (2002). Canny Edge Detection Tutorial .  Tratto i l  giorno 2008 da 
http://www.pages.drexel.edu/~weg22/can_tut.html  
Hoggar, S. (2006). Mathematics of Digital Images.  Cambridge University 
Press.  
J.F. Vázquez, M. M. (2005). Adaptive Threshold for Motion Detection in 
Outdoor Environment using Computer Vision. IEEE ISIE .  Dubrovnik,  
Croatia.  
M. A. Roula, A. B.  (2004). An Evolutionary Snake Al gorithm for the 
segmentation of nuclei in histopathologicol images.  International  
conference on Image Processing  .  
Petzold, C. (2006). Application = code + MarkUp.  Microsoft .  
Previti,  A. (2001). Progettazione e realizzazione di un sistema per la 
microfabbricazione di architetture bi e tridimensioanli .  Pisa :  Università 
di Pisa.  
116 6 Conclusioni   
 
 
Sapienza, A.  (1999).  Progettazioene e sviluppo di un sistema di  
realizzazione di microintelaiature polimeriche per applicazioni 
all ' ingegneria t issutale.  Pisa: Università di Pisa.  
Scateni, R. ,  Cignoni,  P.,  Montani, C. ,  & Scopigno, R. (2005).  Fondamenti  
di grafica tr idimensionale interattiva.  McGraw-Hil l .  
Shin-Hyoung Kim, J . -H. C.-B.-W. (2004). A New Snake Algorithm for 
Object Segmentation in Stereo Images. IEEE International Conferenc e on 
Multimedia and Expo (ICME).   
Wikipedia. (2008, 11).  Canny edge detector .  Tratto i l  giorno 11 2008 da 
Wikipedia: http://en.wikipedia.org/wiki/Canny_edge_detector  
Wikipedia. (2008, 11). Thresholding ( image processing) .  Tratto i l  giorno 
11 2008 da Wikipedia: 
http://en.wikipedia.org/wiki/Adaptive_thresholding  
 
 
