This paper denes a general class of estimators for estimating population variance on current occasion in two occasion successive sampling. Detail behaviors of the proposed class of estimators have been studied and its optimum replacement strategy has also been discussed. The proposed class of estimators has been compared with the sample variance estimator and the results obtained are demonstrated through empirical studies. Categorization of the dominance ranges of the proposed estimation strategies are deployed through defuzzication tools which are followed by suitable recommendations.
Introduction
It is well known that in sampling designs the use of auxiliary information improves the precision of estimates substantially. The theory and practice of surveying the same population at dierent points of time technically called repetitive sampling or sampling over successive occasions have been given considerable attention by survey statisticians. When a population is subject to change, a survey carried out on a single occasion will provide information about the characteristics of the surveyed population for the given occasion only, and cannot, of itself, give any information about (a) the rate of change of the characteristics over dierent occasions, and (b) the average value of the characteristics over all occasions or for the most recent occasion. To meet these requirements sampling is done on successive occasions. For examples; monthly data on the prices of goods are collected to determine the consumer price index and political opinion surveys are conducted at regular intervals to know the voters preference, etc. Estimates of change are wanted mainly in attempts to study the eects of forces that are known to have acted on the population. Most governments collect information regularly on the same population to nd out, say the number of persons unemployed, the change in employment from time to time etc. [24] . Theory of successive sampling appears to have started with the work of [6] . It was further extended by [9] , [10] , [4] , [2] among others. In successive sampling, it is common practice to use the information collected on previous occasion as auxiliary information to improve the precision of the estimates on current occasion. In many situations, information on an auxiliary variable may be readily available on the rst as well as on the second occasion, for examples; tonnage (or seat capacity) of each vehicle or ship is known in survey sampling of transportation, number of polluting industries and vehicles are known in environmental survey. Likewise, there may be several information available, which if eciently utilized can improve the precision of the estimates. Variation is an inherent phenomenon of nature; it is present everywhere in our day to day life. For instance, a physician needs a full understanding of variations in the degree of human blood pressure, body temperature and pulse rate for adequate prescription. A manufacturer needs constant knowledge of the level of variations in people's reaction to his product to be able to know whether to reduce or increase the price or improve the quality of his product. Many more situations can be encountered in practice where the estimation of population variance of the study character assume importance. It is worth to be mentioned that limited number of attempts have been made to the estimation of the population variance in successive sampling. The works of [13] and [14] may be referred in this context. Motivated by above, the present study is an attempt to introduce a general estimation procedure of population variance on the current (second) occasion in two-occasion successive sampling. Its properties have been studied and the ecacy of the proposed work has been examined through empirical studies. To categorize the dominance ranges of the proposed estimation strategies, defuzzication tools are employed. Recommendations of the proposed estimation strategy have been put forward to the survey statisticians.
2. Formulation of proposed estimation strategies 2.1. Sample structures and notations. Let U = (U1, U2, U3, ...., UN ) be the nite population of N units, which has been sampled over two occasions. The character under study is denoted by x(y) on the rst (second) occasions, respectively. It is assumed that information on an auxiliary variable z whose population variance is known, closely related (positively correlated) to x and y on the rst and second occasions, respectively, available on the rst as well as on the second occasion. For convenience, it is assumed that the population under consideration is considerably large enough. A simple random sample (without replacement) of n units is drawn on the rst occasion. A random sub-sample of m = nλ units is retained (matched) for its use on the second occasion, while a fresh simple random sample (without replacement) of u = (n − m) = nµ units are drawn on the second occasion from the entire population so that the sample size on the second occasion is also n. Hereλ and µ (λ + µ = 1) are the fractions of the matched and fresh samples, on the current(second) occasion respectively. Hence onwards, we consider the following notations for their further use: S It may be easily veried that the optimum values of ki(i = 1, 2) in above estimators are determined in such a way so that they satisfy the respective normal equations and the resulting estimators should have the same minimum mean square errors of rst order of approximations as derived for the class of estimators tA .
(iii)For estimating the population variance S 2 y of the study variable y on each occasion, the class of estimator tC is suitable, which implies that more belief on tC could be shown by choosing φ in equation (2.5), as 1 (or close to 1), while for estimating changes over occasions, the family of estimators tA could be more useful and hence, φ might be chosen as 0 (or close to 0). For asserting both the problems simultaneously, the suitable (optimum) choice of φ is required.
3. Properties of the proposed class of estimators t 3.1. Bias and MSE of t. It may be noted from section 2 that several ratio, product and regression type estimators are members of the proposed classes of estimators tC and tA . Therefore, the class of estimators tC and tA are biased forS Following [17] , in the expressions of bias and mean square error of the class of estimators tC , we use the following notations. µpqr=
where p, q, r being non negetive integer.
[Finite population correlation has been ignored as N → ∞ To express tC in terms of e's we will have to consider the conditions mentioned in equation (2.2) on the function C(s 
where, d1= In light of conditions (2),
Now expressing the equation (3.1) in terms of e's and neglecting terms of e's having power greater than two we have
Now taking expectation on the both sides of the equation (3.3) and retaining the terms of order o(u −1 ) we obtained bias and mean square error of the class of estimators tC as
where k02=ρ02
Here, it may be noticed that ρ01 is the correlation coecient between (y −Ȳ ) and (x −X) and Similarly ρ12 is the correlation coecient between (x −X) and(z −Z) and ρ02 is the correlation coecient between (y −Ȳ ) and (z −Z) See for instance [27] . Thus, the resulting minimum mean square error is given by
3.1.2. Bias and MSE of tA. The bias B(.) and mean square error M(.) of tA are derived up to rst order approximations under large sample assumptions and using the following transformations. B(tA) = 1 2
Now direntiating the expression M (tA) partially with respect to A2(T ), A3(T ), A4(T ) and equating then to zero, we have the optimum values of Ai(T ),i=2,3,4 as
) and
y C0ρ02 C2 Substitution from equation (3.9), (3.10) and (3.11) in (3.8), which yields the minimum mean square error of class of estimators tA as, Proof: The bias of the class of estimators t is given by
Substituting the values of B(tC ) and B(tA) from equations (3.4) and (3.7) in the equation (3.13), we have the expression for the bias of the class of estimators t .
(ii) Mean square error of the class of estimators t to the rst order of approximations are obtained as
Proof: The Mean square error of the class of estimators t is given by
Substituting the values of M (tC ) and M (tA) from equations (3.6) and (3.12) in the equation (3.14), we have the expression for the mean square error of the class of estimators t. It should be noted that the estimators tC and tA may be correlated. However, the covariance term C(tC , tA) is of order N −1 and neglected for large population.
Remark : (a) It may be seen that the bias and mean square errors of dierent estimators which belong to the classes of estimators tC and tA may be derived by substituting the suitable values of the derivatives as suggested by [15] and [16] . (b) It is to be noted from equations (3.2) and (3.3) that the optimum values of the derivatives involved in estimators depend on unknown population parameters. Thus to use such estimators one has to use the guessed or estimated values of these derivatives. Guessed values of population parameters can be obtained either from past data or experience gathered over time; see [8] , [11] and [25] . If the guessed values are not known then it is advisable to use sample data to estimate these parameters as suggested by [26] , [16] , and [5] .
3.2. Minimum mean square error of the proposed estimator t. It may be noted from Remark 2.2.3 and equation (3.14) that mean square error of class of estimators t in equation (3.14) is a function of constant φ , therefore, it is minimized with respect to φ and subsequently the optimum value of φ is obtained as
Substituting the value of φopt from equation (3.15) in equation (3.14), we get the optimum mean square error of the class of estimators t as 
where,
is the fraction of fresh sample drawn on the current (second) occasion.
3.3. Optimum replacement strategy. The key design parameter aecting the estimates of change is the overlap between successive samples. Maintaining high overlap repeats of a survey is operationally convenient, since many sampled units have been located and have some experience of the survey. Hence, to determine the optimum value of µ so that population variance S 2 y may be estimated with maximum precision, we minimize Min M(t) in equation (3.17) with respect to µ we have the optimum value of µ as,
The real values ofμ exist, if and only if the quantity under square root is positive. For any situation, which satises this condition, two real values ofμ are possible, hence, to choose a value ofμ , it should be remembered that 0 ≤μ ≤ 1 , all other values ofμ are inadmissible. If both the real values ofμ are admissible, lowest one will be the best choice as it reduces the cost of the survey at the same precision of estimate. Substituting the admissible value ofμ sayμ0 in equation (3.17) , we have the optimum value of the mean square error of the class of estimators t which is shown as,
Eciency comparison
It is important to investigate situations under which our proposed estimation strategy succeeds better than the usual. Thus, to elucidate the performance of the proposed class of estimators t, we have computed the percent relative eciency (PRE)
where φ * is unknown and ) × 100
In Table 1 .1 and Table 1 .2, we have examined the ecacy of the proposed work through the data set of natural populations. The behavior of the proposed estimation strategy for the variations in dierent correlations such as ρ01,ρ02 has been demonstrated using empirical study presented in Table 2 . 
σx, σy, σz : Standard deviations of the variables y, x and z respectively based on the population of size N. µx, µy, µz: Mean of the variables y, x and z respectively based on the population of size N. Utilizing the above data set, we have examined the performances of the proposed class of estimators t are presented in Table 1 From above empirical study, it is to be noted that the trend in PRE may be obtained for dierent choices of correlations ρ01 and ρ02 .However, the specic ranges ρ01 and ρ02 where proposed estimator performs extremely well or dominate mildly over the sample variance estimator s 2 yn may not be clearly obtained from the above empirical analysis. This situation helps us in choosing the suitable population where our proposed work may be applied eectively which is very essential for the recommendations of our proposed work. Motivated with this arguments we proceed to build up a decision making machinery through fuzzy tools which will enable us to measure the degree of eciency of the estimator for dierent choices of correlations ρ01 and ρ02.
Analysis of empirical study through fuzzy tools
Construction of the Fuzzy Logic Controller (FLC) is based on the empirical study furnished in Table 2 where the FLC checks the degree of eciency for a given range ofρ01 and ρ02. ρ01 and ρ02 are conceived as to be the two input fuzzy variables having 9 and 14 linguistics respectively (listed in Tables 4a and 4b ). Entire range of ρ01[0.1 ≤ ρ01 ≤ 0.9] is divided into 9 equal parts and that for ρ02[−0.7 ≤ ρ02 ≤ 0.7] is divided into 14 equal parts and for each part a linguistic is assigned suitably for both cases. Also the E1, E2, and PRE are taken as the two output fuzzy variables having the same set of 20 linguistics for both (listed in Table 3 ) in the descending degree of eciency.The range[100 ≤ E1, E2 or P RE ≤ 230], as it obtained from the Table 2 , is divided into 20 equal parts as shown in Table 3 . Table 3 Ling Range A C E20 220-229 224. 5 100-103 101.5 1.5 The Mamdani Inference Model is followed here as it is the most commonly used fuzzy methodology and was one among the rst few control systems built using fuzzy set theory. It was proposed by Ebrahim Mamdani (1975) [7] in order to control a steam engine and boiler combination by synthesizing a set of linguistic control rules obtained from experienced human operators. Mamdani's eort has its root in LotZadeh's paper on fuzzy algorithms for complex systems and decision processes (1973) [28] (1-a) DEFUZZIFICATION DEFUZZIFICATION Centre Of Area A three-parameter (a, b, c) bell shaped continuous membership grade function has been chosen for each linguistic of both input and output variables (This is a direct generalization of Cauchy Distribution) so that membership functions can be ne grained according to the necessity. The parameters a, b, c being respectively the middle point of bell shaped curve (where the grade is max), the degree of peakedness (resembling the Kurtosis in Normal distribution) and half width of the membership function.c is kept constant=0.044444 for ρ01 and =0.05 for ρ02 and it takes three dierent values (4.5, 2.5, 1.5) for E1 and E2 and b is kept constant=1 throughout. The function is given by f (x; a, b, c)=
The set of values for the parameters are computed from the set of data generated in Table 2 . is constructed which is the basis of FLC engine and the 'Centre of Area' method (which resembles the expected value computation in probability distribution) is adopted for defuzzication which is most widely used method and dened by zCOA= zµ(z)dz/ µ(z)dz All computations are done with the help of standard fuzzy software named XFuzzyVs3.0from IMSE-CNM which is available on internet (vide: xfuzzy − team@imse.cnm.es).
Categorization of Ecacy of Proposed Work
The above analysis of empirical study using fuzzy tools gives the advantage to nd out the specic ranges of ρ01 and ρ02 where our suggested estimator dominates i. extremely ii. mildly and iii. equally. the sample variance estimator s 2 yn . To elucidate these particular regions of ρ01 and ρ02,the same graph of PRE of t in dierent views are presented below: 
Conclusions
The following interpretations can be read out from the present study: a) Table- ii. The decreasing value of µ0 with the increasing values of ρ01 and ρ02 indicates more the negative (and positive) values of the correlation coecients, less the fraction of fresh sample is required at the current occasion which enhances the precision of the estimates. This pattern is highly desirable as it pays in terms of enhanced precision of estimates as well as reduces the cost of survey. iii. Minimum value of µ0 is obtained 0.24, which indicates that only about 24 percent of the total sample size is to be replaced at the second (current) occasion for the corresponding choices of correlations. c) The above graphical representation of PRE against ρ01 and ρ02 gives a clear idea about the eciency of our proposed estimator t over the sample variance estimator s 2 yn . It itself describes the specic ranges of ρ01 and ρ02 at where our estimator t dominates (extremely, mildly or equally)s 2 yn . From the dierent views of the graph (taken from top and dierent sides), it is clear that the portion of the graph which is almost horizontal denotes that the proposed class of estimators t is equally ecient with s 2 yn . Whereas the uprising portions denote the mildly ecient range and the peaks of the graph along with its neighborhoods denote the extremely ecient range of the class of estimators t. The following conclusions may be drawn about the performance of t over s 2 yn : i. Fig.1 and Fig.2 indicates that t is superior to in the regions and s ii. It is cleared from Fig.1, Fig.2 iii. It can be observed from Fig.4 that t is mildly ecient than s 2 yn in the regions 0.1 ≤ ρ01 ≤ 1.0, −0.42 ≤ ρ02 ≤ −0.14 and 0.1 ≤ ρ01 ≤ 1.0, 0.14 ≤ ρ02 ≤ 0.42 and t is equally ecient with s 2 yn in the region 0.1 ≤ ρ01 ≤ 1.0, −0.14 ≤ ρ02 ≤ 0.14.
Thus it is erected that the use of an auxiliary character is highly rewarding in terms of the proposed class of estimators. It is seen that if a highly correlated auxiliary variable is used, relatively, only a smaller fraction of the sample on the current (second) occasion is required to be replaced by a fresh sample, which is reducing the cost of the survey. Moreover, the proposition of the class of estimators in the present study is justied as it unies several desirable results including eciently nding the dominance range of the proposed strategy. Looking on the nice behavior of the proposed strategy, they are recommended to the survey statisticians for their applications in real life problems.
