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Analytic Evaluation of the Decay Rate for an Accelerated Proton
Hisao Suzuki∗ and Kunimasa Yamada†
Department of Physics, Hokkaido University, Sapporo 060-0810, Japan
(Dated: October 22, 2018)
We evaluate the decay rate of the uniformly accelerated proton. We obtain an analytic expression
for inverse beta decay process caused by the acceleration. We evaluate the decay rate both from
the inertial frame and from the accelerated frame where we should consider thermal radiation by
Unruh effect. We explicitly check that the decay rates obtained in both frame coincide with each
other.
PACS numbers: 13.30.-a, 04.62.+v, 12.15.Ji, 14.20.Dh
I. INTRODUCTION
In 1974 Hawking announced a celebrated result that
the quantum thermal radiance occurs from black hole [1],
which is the most interesting result of the quantum field
theory in curved space-time. Since then, the study of
the field theory has been of much interest. It appeared
that the quantum radiation is not special phenomenon
in strong gravitation but analogous effect exists even in
the flat space-time [2]. The effect is caused by the fact
that there is no vacuum which is invariant under the
general coordinate transformations although the vacuum
is invariant under the special coordinate transformations.
A typical example is the accelerated observer which feels
thermal radiation of the particles depending on the rate
of acceleration. The effects in the accelerated system are
not hard to be analyzed and is more tractable than the
purely gravitational effects.
This phenomenon in flat space-time was shown by
Fulling-Davies-Unruh in 1973, which is now called Un-
ruh effect [3, 4]. A vacuum in rest frame is not a vac-
uum in accelerated systems. Actually, the vacuum in
rest frames is a thermal bath in the accelerated frames
[5]. This means that the definition of particle in quan-
tum field theory depends on the observer and a strongly
curved space-time by the acceleration corresponds to a
strong gravitation.
Until now, many phenomena which the acceleration
gives the interesting influence have been shown in the
cosmological setting [6]. There is only one experiment
about Unruh effect by Chen and Tajima [7]. They found
that an electron which is accelerated by electronic field
quivered. They showed that the random absorption of
quanta from the FDU thermal bath cause this quivered.
However, the experiment of decay is not existing.
More recently, the decay of accelerated particles was
studied. In 1997 R. Muller [8] estimated the decay rates
of the accelerated particle [9]. However, it was shown
that decay rate is very small in our experimental setup.
It was G. E. A Matsas and D. A. T. Vanzella [10, 11]
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who realized that the decay rate can be used as a
”theoretical check” of Unruh effect. The most interest-
ing decay is in the case where we can deal with a particle
which doesn’t decay in inertial frame but can in accel-
erated frame. A typical example is for the proton. In
inertial frame the accelerated proton can decay, and we
can write the process as
Γrest; p
+ → n+ e+ + νe.
In the accelerated frame, the observer takes the same
acceleration as proton then the proton is stable but his
space is in a thermal bath of particles. So the proton
should absorb e− and ν¯, and the processes become the
inverse β decays as
Γacc; p
+ + e− → n+ ν,
p+ + ν¯ → n+ e+,
p+ + e− + ν¯ → n.
Both of the cross sections should agree with each other
because they are the probabilities of the identical physi-
cal phenomenon and it is independ on the frames we use.
However, the calculation is very complicating because the
solutions of the Dirac equation in accelerated frame be-
come a special function even if we represent protons by
the classical current and restrict to tree level. There-
fore, they restricted the system to two-dimensions. They
could represent the decay rate analytically for Minkowski
frame in the limit where neutrino is massless. However,
the decay rate for the accelerated frame could not be
evaluated analytically. Therefore, they showed the agree-
ment numerically for massless neutrino. This calculation
shows that the Unruh effect is inevitable for the accel-
erated frame. An interesting point of their approach is
that they use a decay rate, true physical observables, for
showing the existence of Unruh effect although the effect
itself was established earlier (see Ref. [6] for Review).
They used two dimensional setting and treated neu-
trino for massless field for simplicity. However, it is de-
sirable if we can show that decay rates calculated in both
frame are identical even for massive neutrino in four di-
mensions because massiveness of neutrino is now proved
experimentally.
The main aim of this paper is to show that we can com-
plete their calculation by showing that the decay rate of
2proton is independent of the frame not by numerical com-
putation but by analytical computation. Moreover, We
will perform the evaluation in four dimensional setting
and treat neutrino a massive field. It is interesting that
the decay rate can be analyzed analytically.
In Section II we will calculate the cross section of β
decay in the inertial frame. We will show that the decay
rate can be obtained analytically in terms of a function
which is an analog of Meijer’s G-function of two variables.
In Section III, we will perform the calculation in accel-
erating frame. We will be able to check that the resulting
function is identical to the one obtained in inertial frame.
Section IV is devoted to the discussions.
In Appendix B, we list the explicit form of the function
appeared in our main result.
II. INERTIAL FRAME
In this section, we analysis the β decay of the accel-
erated proton in the inertial frame. In this frame, the
accelerated proton decay resulting from the acceleration.
In the flat space-time, the solutions of the Dirac equa-
tion are simple but the calculation becomes complicate
because of the vector current is on the hyperbola. We
will mainly follow the notation appeared in Ref. [10, 11]
A. Accelerated Proton current
There may be several methods to represent the accel-
eration. One way is the followings. We represent the
proton as a classical current. The position of the current
should be on the world line of the accelerated particle,
“hyperbola”. To do this, we introduce the Rindler co-
ordinates. Rindler coordinates correspond to the world
line of the uniformly accelerated observers. The inertial
coordinates are shown by (x0, x1, x2, x3) and the Rindler
coordinates which show acceleration along the 3-axis are
(v, x1, x2, u) with 0 < u < ∞ and −∞ < v < ∞. Two
coordinates are related by
x0 = u sinh v,
x1 = x1,
x2 = x2,
x3 = u coshv. (1)
Then the line element is described in the Rindler coordi-
nates by
ds2 = u2dv2 − (dx1)2 − (dx2)2 − du2. (2)
If some particle uniformly accelerated with a proper ac-
celeration a, then u = a−1 = const. is its world line. As a
result, the protons which are accelerated to the axis of x3
on x1 = 0, x2 = 0 are represented as following classical
current
jµ = quµδ(x1)δ(x2)δ(u − a−1), (3)
where q is a small coupling constant and uµ is the four-
velocity uµ = (a, 0, 0, 0) in Rindler coordinates. To deal
with the proton-decay, nucleons |n〉 and protons |p〉 are
represented as excited and unexcited states of the nu-
cleon, respectively. For Hamiltonian Hˆ , neutron and pro-
ton mass mn and mp, respectively, we set
Hˆ |n〉 = mn|n〉, Hˆ |p〉 = mp|p〉. (4)
We replace q in last current by the Hermitian monopole
qˆ(τ) ≡ eiHˆτ qˆ(0)e−iHˆτ , (5)
where τ = v/a is proper time of the proton.
Then the current four-vector is
jˆµ = qˆ(τ)uµδ(x1)δ(x2)δ(u − a−1). (6)
This is clear that the particle is on the hyperbola.
B. Fermionic field quantization
For electrons and neutrinos, we write the fermionic
fields satisfying the Dirac equation (iγµ∂µ−m)ψ(±ω)kσ = 0
as
Ψˆ(x) =
∑
σ=±
∫ ∞
−∞
d3k
[
bˆkσψ
(+ω)
kσ (x) + dˆ
†
kσψ
(−ω)
k−σ (x)
]
,
(7)
where x = (x0, x1, x2, x3), k = (ω, k1, k2, k3), x =
(x1, x2, x3), k = (k1, k2, k3). bˆkσ and dˆ
†
kσ are annihila-
tion and creation operators of fermions and antifermions,
respectively. k and σ are momentum and polarization,
respectively. ψ
(+ω)
kσ and ψ
(−ω)
kσ are positive and negative
frequency solutions of the Dirac equation.
By solving the Dirac equation we obtain the orthonor-
mal mode solutions [12],
ψ
(±ω)
kσ (x) =
e∓ikµx
µ
(2π)
3
2
u(±ω)σ (k), (8)
where
u(±ω)σ (k) =
kµγ
µ ±m√
ω(ω ±m) uˆσ (9)
and
uˆ+ =
 100
0
 , uˆ− =
 010
0
 . (10)
We choose the traditional inner product of the form
〈ψ(±ω)
kσ (x), ψ
(±ω′)
k′σ′ (x)〉 ≡
∫
Σ
dΣµψ
(±ω)
kσ (x)γ
µψ
(±ω′)
k′σ′ (x)
= δ3(k− k′)δσσ′δ±ω±ω′ (11)
3and the solutions are normalized by this definition, where
ψ¯ ≡ ψ†γ0, dΣµ ≡ nµdΣ, nµ is a unit vector orthogonal
to Σ and we have chosen Σ to be the hypersurface of con-
stant x0. The creation and annihilation operators satisfy
the equal-time anti-commutation relations:{
bˆkσ, bˆ
†
k′σ′
}
=
{
dˆkσ, dˆ
†
k′σ′
}
= δ3(k− k′)δσσ′ ,{
bˆkσ, bˆk′σ′
}
=
{
dˆkσ, dˆk′σ′
}
=
{
bˆkσ, dˆk′σ′
}
=
{
bˆkσ, dˆ
†
k′σ′
}
= 0. (12)
Using electron Ψˆe and neutrino Ψˆν fields, we write the
Fermi action by the nucleon current (2.6)
SˆI =
∫
d4x
√−gjˆµ( ˆ¯ΨνγµΨˆe + ˆ¯ΨeγµΨˆν), (13)
where the first term is used by inverse β decay.
You can see these general formation on any book of
Quantum Field Theory in the inertial frame. We are
ready to start to calculate the cross section of the accel-
erated proton in the inertial frame.
C. Calculation of Cross Section
We are now going to calculate the cross section of the
β decay using the current and field in the subsection A.
The way of deriving the cross section is normal.
First, the vacuum transition amplitude of the proton
decay is written by
Ap→n = 〈n| ⊗ 〈e+keσe , νkνσν |SˆI |0〉 ⊗ |p〉. (14)
It is straightforward to compute Ap→n for the Fermi ac-
tion SˆI and we obtain
Ap→n = GF
∫ ∞
−∞
d(x0)d(x3)
ei∆mτuµ√
a2(x0)2 + 1
×δ(x3 −
√
(x0)2 + a−2)〈e+keσe , νkνσν | ˆ¯ΨνγµΨˆe|0〉,(15)
where ∆m ≡ mn −mp, τ = a−1 sinh−1(ax0) is the nu-
cleon’s proper time, GF ≡ 〈p|qˆ(0)|n〉 is the Fermi con-
stant. We can substitute the field and integrate by x3.
The differential transition rate is
d6Pp→nin
d3ked3kν
=
∑
σe
∑
σν
|Ap→n|2 . (16)
We obtain it by integration of proper times τ1 and τ2
d6Pp→nin
d3ked3kν
=
G2F
(2π)6
∫ ∞
−∞
dτ1dτ2 uµu
∗
ν
∑
σe
∑
σν
[
u¯(+ων)σν γ
µu
(−ωe)
−σe
] [
u¯(+ων)σν γ
νu
(−ωe)
−σe
]∗
× exp i [∆m(τ1 − τ2) + a−1(ων + ωe)(sinh aτ1 − sinh aτ2)− a−1(k3ν + k3e)(coshaτ1 − coshaτ2)] .(17)
Now in order to calculate the spin sums, we use the fol-
lowing standard formula:∑
σα
∑
σβ
[
u¯(±ω)σα Γ1u
(±ω)
σβ
] [
u¯(±ω)σα Γ2u
(±ω)
σβ
]∗
= Tr
Γ1∑
σα
u(±ω)σα u¯
(±ω)
σα γ
0Γ†2γ
0
∑
σβ
u(±ω)σβ u¯
(±ω)
σβ
 ,
(18)
where α and β represent e or ν.
The completeness relations can be written as∑
σα
u(±ωα)σα (kα)u¯
(±ωα)
σα (kα) =
1
2ωα
(kαµγ
µ ±mα) (19)
and we introduce s and ξ by
τ1 = s+
ξ
2
, τ2 = s− ξ
2
. (20)
By using the spin sum
∑
σe
∑
σν
[
u¯(+ων)σν γ
µu
(−ωe)
−σe
] [
u¯(+ων)σν γ
νu
(−ωe)
−σe
]∗
=
1
ωeων
[
(ωeων + k
3
ek
3
ν) cosh 2as
−(ωek3ν + k3eων) sinh 2as−memν coshaξ
]
+(odd function of k1α and k
2
α)
(21)
and the change of variables
k′
1
α = k
1
α, k
′2
α = k
2
α, k
′3
α = −ωα sinh as+ k3α coshas,
(22)
4we can obtain the differential transition rate
1
T
d6Pp→nin
d3k′ed
3k′ν
=
G2F
(2π)6
1
ω′eω
′
ν
∫ ∞
−∞
dξei[∆mξ+
ω′e+ω
′
ν
2a
sinh aξ
2
]
×(ω′eω′ν + k′3ek′3ν −memν cosh aξ),
(23)
where T ≡ ∫∞
−∞
ds. To integrate by ξ we redefine new
variable by
λ ≡ e aξ2 . (24)
And we use the following notations
k˜α ≡ k
′
α
a
, ω˜α ≡ ωα
a
, m˜α ≡ mα
a
, ∆˜m ≡ ∆m
a
. (25)
Then the cross section is given in the form:
Γp→nin =
1
T
∫
dPp→nin
=
a5G2F
25π6
∫ ∞
−∞
d3k˜ed
3k˜ν
ω˜eω˜ν
dλ ei(ω˜e+ω˜ν)(λ−
1
λ
)
×λ2i∆˜m−1
[
ω˜eω˜ν − 1
2
m˜em˜ν(λ
2 +
1
λ2
)
]
.
(26)
The integral of λ can be readily expressed as modified
Bessel to find
Γp→nin =
22a5G2F
π6epi∆˜m
∫ ∞
0
d3k˜ed
3k˜ν
[
K
2i∆˜m
(
2(ω˜e + ω˜ν)
)
+
1
2
m˜em˜ν
ω˜eω˜ν
{
K
2i∆˜m+2
(
2(ω˜e + ω˜ν)
)
+K
2i∆˜m−2
(
2(ω˜e + ω˜ν)
)}]
.
(27)
However, this form is difficult to integrate by k˜e and k˜ν .
Therefore, we use the integration formula of modified
Bessel
Kµ(z) =
1
2
∫
C1
ds
2πi
Γ(−s)Γ(−s− µ)
(z
2
)2s+µ
. (28)
It is not hard to show this formula in complex s plane by
picking the residues of Γ(−s) and Γ(−s−µ)(see Appendix
A). To evaluate Eq. (27) we use this formals and after
some simple shift of variable we have
Γp→nin =
2a5G2F
π6epi∆˜m
∫ ∞
0
d3k˜ed
3k˜ν
∫
C1
ds
2πi
(√
k˜2e + m˜
2
e +
√
k˜2ν + m˜
2
ν
)2s+2i∆˜m
×
[
Γ(−s)Γ(−s− 2i∆˜m) + 1
2
m˜em˜ν
ω˜eω˜ν
{
Γ(−s+ 1)Γ(−s− 2i∆˜m− 1) + Γ(−s− 1)Γ(−s− 2i∆˜m+ 1)
}]
,(29)
where the contour C1 must be chose so that all poles of Γ(−s)Γ(−s − µ) are picked up and must be selected as k
integration don’t infinity. But, this form of integration is still not simple for k˜e and k˜ν .
In order to perform the integration, we use the following expansion formula
(A+B)z =
∫
C2
dt
2πi
Γ(−t)Γ(t− z)
Γ(−z) A
t+zBt (30)
to integrate easily by k˜e and k˜ν , where the contour C2 is the path separating the poles of Γ(−t) from those of Γ(t− z)
(see Appendix A).
Now we can rewrite Eq. (29) as
Γp→nin =
a5G2F
25π
7
2 epi∆˜m
∫
Cs
ds
2πi
∫
Ct
dt
2πi
(m˜2e)
s(m˜2ν)
t
Γ(−s− t+ 3)Γ(−s− t+ 72 )
×
[∣∣∣Γ(−s− t+ i∆˜m+ 3)∣∣∣2 Γ(−s)Γ(−t)Γ(−s+ 2)Γ(−t+ 2)
+Re
{
Γ(−s− t+ i∆˜m+ 2)Γ(−s− t− i∆˜m+ 4)
}
Γ(−s+ 1
2
)Γ(−t+ 1
2
)Γ(−s+ 3
2
)Γ(−t+ 3
2
)
]
(31)
5where the contour Cs and Ct is the path which picks up
all poles of Gamma functions in s and t complex planes,
respectively.
This is the two-dimensional analog of Meijer’s G-
function [13]. The explicit form can be obtained by eval-
uating contour integral. We list the results in the Ap-
pendix B.
III. ACCELERATED FRAME
In this section, we are going to analyze the same phys-
ical phenomenon view of accelerated system.
A. Fermionic field quantization
The Dirac equation in curved space-time is written by
(iγµR∇˜µ −m)ψ(ω)wσ(x) = 0, (32)
where
x = (v, x1, x2, u),
w = (ω, k1, k2), x = (x1, x2, u),
(e0)
µ = u−1δµ0 , (ei)
µ = δµi ,
γµR ≡ (eν)µγν ,
∇˜µ ≡ ∂µ + 1
8
[γα, γβ](eα)
λ∇µ(eβ)λ. (33)
In the Rindler coordinates, the equation becomes
i
∂ψ
(ω)
wσ(x)
∂v
=
(
γ0mu− iα
3
2
− iuαi∂i
)
ψ(ω)
wσ(x), (34)
where αi ≡ γ0γi.
The fermionic field can be expanded as
Ψˆ(x) =
∑
σ=±
∫ ∞
0
dω
∫ ∞
−∞
d2k
[
bˆwσψ
(+ω)
wσ + dˆ
†
wσψ
(−ω)
w−σ
]
.
(35)
We will the solution in the form
ψ(ω)wσ = f¯wσ(x)e
−iωv/a (36)
for −∞ < ω <∞.
The function f¯wσ is eigenstate of Hamiltonian as
Hˆf¯wσ = ωf¯wσ, (37)
where
Hˆ = a
[
muγ0 − iα
3
2
− iuαi∂i
]
. (38)
We denote two-component spinors χa by
f¯wσ(x) ≡
[
χ¯1(x,w)
χ¯2(x,w)
]
. (39)
then we find that the Dirac equation takes the form
δiju∂i(u∂jχ1) =
[
m2u2 +
1
4
− ω˜2
]
χ1 − iω˜σ3χ2,(40a)
δiju∂i(u∂jχ2) =
[
m2u2 +
1
4
− ω˜2
]
χ2 − iω˜σ3χ1,(40b)
where i and j run over 1, 2, 3. By now, for squared
equations we used fwσ , χ1 and χ2.
To simplify these equations, we introduce the functions
φ± ≡ χ1 ∓ χ2 and we can define ξ± and ζ± through
φ±(x,w) ≡
[
ξ±(x,w)
ζ±(x,w)
]
. (41)
Given this definition, we can separate the equation for ξ
and ζ in the form:
δiju∂i(u∂jξ
±) =
[
m2u2 +
(
iω˜ ± 1
2
)2]
ξ±, (42a)
δiju∂i(u∂jζ
±) =
[
m2u2 +
(
iω˜ ∓ 1
2
)2]
ζ±.(42b)
Here, we introduce ℓ as ℓ2 = (k1)2+(k2)2+m2 by which
the equation can be written as
[∂21 + ∂
2
2 −m2]ξ± =
1
u2
[
−u∂3(u∂3) +
(
iω˜ ± 1
2
)2]
ξ±
≡ −ℓ2ξ±. (43)
The solution can be written in the form
ξ± = A±(w)X (x1, x2, k1, k2)M±
w
(u). (44)
This leads to the following decoupled equations
[∂21 + ∂
2
2 −m2]X (x1, x2, k1, k2) = 0, (45)[
∂2
∂(ℓu)2
+
1
ℓu
∂
∂(ℓu)
− 1−
(
iω˜ ∓ 12
ℓu
)2]
M±w(u) = 0.
(46)
We can readily solve the equation in the form
X (x1, x2, k1, k2) = eikaxa , (47)
M±w(u) = Kiω˜∓ 1
2
(ℓu), (48)
where the index a run over 1 and 2.
Using the arbitrary function A± and B± of k, we find
the most general solution can be written as
ξ± = A±(w)eikax
a
Kiω˜∓ 1
2
(ℓu), (49a)
ζ± = B±(w)eikax
a
Kiω˜± 1
2
(ℓu), (49b)
6which implies
fwσ =
1
2
 ξ
+ + ξ−
ζ+ + ζ−
−ξ+ + ξ−
−ζ+ + ζ−

=
eikax
a
2

A+Kiω˜− 1
2
(ℓu) +A−Kiω˜+ 1
2
(ℓu)
B+Kiω˜+ 1
2
(ℓu) +B−Kiω˜− 1
2
(ℓu)
−A+Kiω˜− 1
2
(ℓu) +A−Kiω˜+ 1
2
(ℓu)
−B+Kiω˜+ 1
2
(ℓu) +B−Kiω˜− 1
2
(ℓu)
 .(50)
It is easy to see that fwσ satisfies[
iαi∂i −mγ0 +
(
iα3
2
+ ω˜
)
1
u
]
×
[
iαj∂j −mγ0 +
(
iα3
2
− ω˜
)
1
u
]
fwσ = 0.(51)
Therefore, the solutions of Dirac equation are simply
given by
f¯wσ ≡
[
iαi∂i −mγ0 +
(
iα3
2
− ω˜
)
1
u
]
fwσ. (52)
If we set
A+ = B− = 0 (53)
we can find a normalized A− and B+ by letting
A− = B+ =
[
cosh ω˜π
πℓ˜
] 1
2
≡ N, (54)
where
ℓ˜ ≡ ℓ
a
, (55)
which is normalized with respect to the inner product
〈ψ(ω)wσ(x), ψ(ω
′)
w′σ′(x)〉 ≡
∫
Σ
dΣµψ
(ω)
wσ(x)γ
µ
Rψ
(ω′)
w′σ′(x)
= δ3(w −w′)δσσ′ , (56)
where ψ¯ ≡ ψ†γ0 and Σ is set to be v = const.. In this
way, we find concrete form of fermionic field is written
by
ψ(ω)
wσ(x) =
e−iωv/a+ikax
a
(2π)
3
2
u(ω)σ (u,w), (57)
where
u(ω)σ (u,w)
= Nγ0
[
(k˜aγ
a + m˜)Kiω˜+ 1
2
(ℓu) + iℓ˜γ3Kiω˜− 1
2
(ℓu)
]
uˆσ
(58)
and
uˆ+ =
 101
0
 , uˆ− =
 010
−1
 . (59)
The creation and annihilation operators should obey
{
bˆwσ, bˆ
†
w′σ′
}
=
{
dˆwσ, dˆ
†
w′σ′
}
= δ3(w −w′)δσσ′ ,{
bˆwσ, bˆw′σ′
}
=
{
dˆwσ, dˆw′σ′
}
=
{
bˆwσ, dˆw′σ′
}
=
{
bˆwσ, dˆ
†
w′σ′
}
= 0. (60)
B. Calculation of Cross Section
The process of β decay in the accelerated frame looks
very different from that in rest frame. In this case, a
proton is stable but the whole space is FDU thermal bath
characterized by a temperature T = a/2π. Therefore,
proton absorbs e− and ν¯ from FDU thermal bath and do
emit e+ and ν. Three processes are possible through the
precesses:
(i) p+ + e− → n + ν,
(ii) p+ + ν¯ → n + e+,
(iii) p+ + e− + ν¯ → n.
The transition rate is a combination of them.
Formally, we can calculate the cross sections by same
way of the inertial system but we have to deal with three
processes.
The transition amplitudes are written by
Ap→n(i) = 〈n| ⊗ 〈νkνσν |SˆI |e−ke−σe− 〉 ⊗ |p〉
=
GF
a
∫ ∞
−∞
dvei∆mv〈νkνσν | ˆ¯Ψνγ0Ψˆe|e−k
e−
σ
e−
〉
=
GF
2π
δ(ωe− − ων −∆m)u¯(ων)σν γ0u
(ωe− )
σ
e−
, (61a)
Ap→n(ii) =
GF
2π
δ(ων¯ − ωe+ −∆m)u¯(ωe+)σe+ γ0u(ων¯)σν¯ , (61b)
Ap→n(iii) =
GF
2π
δ(ωe− + ων¯ −∆m)u¯(−ων¯)−σν¯ γ0u
(ωe− )
σ
e−
,(61c)
where SˆI is replaced γ
µ in inertial frame with γµR and
uµ = (a, 0, 0, 0).
We assume that the observer is in the thermal bath.
We attach the fermionic thermal factor for each process.
Then the differential transition rate per absorbed and
emitted particle energies for each processes are written
7as
1
T
d6Pp→n(i)
dωe−dωνd2ke−d2kν
=
1
T
∑
σ
e−
∑
σν
∣∣∣Ap→n(i) ∣∣∣2 nF (ωe−)[1− nF (ων)]
=
G2F
25π3
∣∣∣u¯(ων)σν γ0u(ωe− )σe− ∣∣∣2 δ(ωe− − ων −∆m)
epi∆˜m cosh ω˜e−π cosh ω˜νπ
,(62a)
1
T
d6Pp→n(ii)
dων¯dωe+d2kν¯d2ke+
=
1
T
∑
σ
e+
∑
σν¯
∣∣∣Ap→n(ii) ∣∣∣2 nF (ων¯)[1− nF (ωe+)]
=
G2F
25π3
∣∣∣u¯(ωe+)σ
e+
γ0u
(ων¯)
σν¯
∣∣∣2 δ(ων¯ − ωe+ −∆m)
epi∆˜m cosh ω˜ν¯π cosh ω˜e+π
,(62b)
1
T
d6Pp→n(iii)
dωe−dων¯d2ke−d2kν¯
=
1
T
∑
σ
e−
∑
σν¯
∣∣∣Ap→n(iii) ∣∣∣2 nF (ωe−)nF (ων¯)
=
G2F
25π3
∣∣∣u¯(−ων¯)−σν¯ γ0u(ωe− )σe− ∣∣∣2 δ(ωe− + ων¯ −∆m)
epi∆˜m cosh ω˜e−π cosh ω˜ν¯π
,(62c)
where
nF (ω) ≡ 1
1 + e2piω˜
(63)
is the fermionic thermal factor and T = 2πδ(0) is total
proper time of the proton.
We can obtain the completeness relations by
∑
σ
u(ω)σ (u,w)u¯
(ω)
σ (u,w) = N
2γ0
[
2ℓ˜2
∣∣∣Kiω˜+ 1
2
(ℓ˜)
∣∣∣2 + im˜ℓ˜{(γ3 − γ0)K2iω˜+ 1
2
(ℓ˜) + (γ3 + γ0)K2iω˜− 1
2
(ℓ˜)
}]
. (64)
Using these relations, a direct calculation yields the spin sum for the process (i) as∑
σ
e−
∑
σν
∣∣∣u¯(ων)σν γ0u(ωe− )σe− ∣∣∣2
=
22
π4
cosh ω˜e−π cosh ω˜νπ
[
ℓ˜e− ℓ˜ν
∣∣∣Kiω˜
e−
+ 1
2
(ℓ˜e−)Kiω˜ν+ 12 (ℓ˜ν)
∣∣∣2 + m˜em˜ν Re{K2iω˜
e−
+ 1
2
(ℓ˜e−)K
2
iω˜ν−
1
2
(ℓ˜ν)
}]
. (65)
We can perform the analogous calculation for the processes (ii) and (iii) .
According to Eq. (65), the differential transition rate of the process (i) is given by
1
T
d6Pp→n(i)
dωe−dωνd2ke−d2kν
=
G2F
23π7epi∆˜m
δ(ω˜e− − ω˜ν − ∆˜m)
[
ℓ˜e− ℓ˜ν
∣∣∣Kiω˜
e−
+ 1
2
(ℓ˜e−)Kiω˜ν+ 12 (ℓ˜ν)
∣∣∣2 + m˜em˜νRe{K2iω˜
e−
+ 1
2
(ℓ˜e−)K
2
iω˜ν−
1
2
(ℓ˜ν)
}]
.(66)
By using them, the cross sections for each processes can be obtained as
Γp→n(i) =
1
T
∫
dPp→n(i)
=
2G2F
π7epi∆˜m
∫ ∞
∆˜m
dω˜e−
[∫ ∞
0
d2k˜e− ℓ˜e−
∣∣∣Kiω˜
e−
+ 1
2
(ℓ˜e−)
∣∣∣2 ∫ ∞
0
d2k˜ν ℓ˜ν
∣∣∣Ki(ω˜
e−
−∆˜m)+ 1
2
(ℓ˜ν)
∣∣∣2
+m˜em˜νRe
{∫ ∞
0
d2k˜e−K
2
iω˜
e−
+ 1
2
(ℓ˜e−)
∫ ∞
0
d2k˜νK
2
i(ω˜
e−
−∆˜m)− 1
2
(ℓ˜ν)
}]
, (67a)
Γp→n(ii) =
2G2F
π7epi∆˜m
∫ ∞
0
dω˜e+
[∫ ∞
0
d2k˜e+ ℓ˜e+
∣∣∣Kiω˜
e+
+ 1
2
(ℓ˜e+)
∣∣∣2 ∫ ∞
0
d2k˜ν¯ ℓ˜ν¯
∣∣∣Ki(ω˜
e+
−∆˜m)+ 1
2
(ℓ˜ν¯)
∣∣∣2
+m˜em˜νRe
{∫ ∞
0
d2k˜e+K
2
iω˜e++
1
2
(ℓ˜e+)
∫ ∞
0
d2k˜ν¯K
2
i(ω˜
e+
−∆˜m)− 1
2
(ℓ˜ν¯)
}]
, (67b)
8Γp→n(iii) =
2G2F
π7epi∆˜m
∫ ∆˜m
0
dω˜e−
[∫ ∞
0
d2k˜e− ℓ˜e−
∣∣∣Kiω˜
e−
+ 1
2
(ℓ˜e−)
∣∣∣2 ∫ ∞
0
d2k˜ν¯ ℓ˜ν¯
∣∣∣Ki(ω˜
e−
−∆˜m)+ 1
2
(ℓ˜ν¯)
∣∣∣2
+m˜em˜νRe
{∫ ∞
0
d2k˜e−K
2
iω˜
e−
+ 1
2
(ℓ˜e−)
∫ ∞
0
d2k˜ν¯K
2
i(ω˜
e−
−∆˜m)− 1
2
(ℓ˜ν¯)
}]
, (67c)
By summing them we can lump together the integration, and the total cross section becomes simply in the form
Γp→nacc = Γ
p→n
(i) + Γ
p→n
(ii) + Γ
p→n
(iii)
=
2G2F
π7epi∆˜m
∫ ∞
−∞
dω˜
[∫ ∞
0
d2k˜eℓ˜e
∣∣∣Kiω˜+ 1
2
(ℓ˜e)
∣∣∣2 ∫ ∞
0
d2k˜ν ℓ˜ν
∣∣∣Ki(ω˜−∆˜m)+ 1
2
(ℓ˜ν)
∣∣∣2
+m˜em˜νRe
{∫ ∞
0
d2k˜eK
2
iω˜+ 1
2
(ℓ˜e)
∫ ∞
0
d2k˜νK
2
i(ω˜−∆˜m)− 1
2
(ℓ˜ν)
}]
.(68)
It is hard to deal with these integral of modified Bessel’s. Of course, we can use Eq. (28) again like the case of Section
I. But we use more useful formula (see, for example, p219 of Ref. [13] or Ref. [14]).
xσKν(x)Kµ(x) =
√
π
2
G4024
(
x2
∣∣∣∣ 12σ, 12σ + 121
2 (ν + µ+ σ),
1
2 (ν − µ+ σ), 12 (−ν + µ+ σ), 12 (−ν − µ+ σ)
)
, (69)
and by using the definition of G function, the integrand can be represented by power of ℓ and we can easily integrate
with respect to ℓ.
We find
Γp→nacc =
G2F
23π4epi∆˜m
∫
Cs
ds
2πi
∫
Ct
dt
2πi
∫ ∞
−∞
dω˜
m˜2t+1e m˜
2s+1
ν
(2s+ 1)(2t+ 1)Γ(−s+ 1)Γ(−t+ 1)
×
[
Γ(−s+ 1
2
)Γ(−t+ 1
2
)
∣∣∣Γ(−s+ i(ω˜ − ∆˜m) + 1)Γ(−t+ iω˜ + 1)∣∣∣2
+m˜em˜νΓ(−s− 1
2
)Γ(−t− 1
2
)Re
{
Γ(−s+ i(ω˜ − ∆˜m) + 1)Γ(−s− i(ω˜ − ∆˜m))Γ(−t+ iω˜ + 1)Γ(−t− iω˜)
}]
,(70)
where all poles of complex s and t planes are picked up with Cs and Ct, respectively, by definition of G function.
To integrate with respect to ω, we use the formula of Barnes [14]:∫ i∞
−i∞
dω˜ Γ(a+ ω˜)Γ(b + ω˜)Γ(c− ω˜)Γ(d− ω˜) = 2πiΓ(a+ c)Γ(a+ d)Γ(b + c)Γ(b + d)
Γ(a+ b+ c+ d)
[Re a,Re b,Re c,Re d > 0]. (71)
Eventually, we find that the total cross section in the Rindler frame is
Γp→nacc =
a5G2F
25π
7
2 epi∆˜m
∫
Cs
ds
2πi
∫
Ct
dt
2πi
(m˜2e)
s(m˜2ν)
t
Γ(−s− t+ 3)Γ(−s− t+ 72 )
×
[∣∣∣Γ(−s− t+ i∆˜m+ 3)∣∣∣2 Γ(−s)Γ(−t)Γ(−s+ 2)Γ(−t+ 2)
+Re
{
Γ(−s− t+ i∆˜m+ 2)Γ(−s− t− i∆˜m+ 4)
}
Γ(−s+ 1
2
)Γ(−t+ 1
2
)Γ(−s+ 3
2
)Γ(−t+ 3
2
)
]
. (72)
Comparing this to the results in inertial frame (31), we find that resulting expression agrees perfectly. This result
shows the existence of Unruh effect is inevitable.
IV. DISCUSSIONS
We have analyzed the β decay and the inverse β de-
cay of the accelerated proton in both frames. We found
analytic expressions for both frame and found that they
9Γ(−  )s
0 1 2 3 4 5 6
s
Im s
Re s
−Re
Im µ
µ
  sΓ(−  −µ)
FIG. 1: All residues of Γ(−s) and Γ(−s− µ) are picked up.
agree with each other. If you see the calculation of G.
E. A. Matsas and D. A. T. Vanzella in two-dimensional
model [10, 11], you can realize that on four-dimensional
model it became hopelessly complicated integral. So the
main problem in this time is the complication of inte-
gral. To solve it, we used Barnes type representation as
you can see from Eq. (28) and Eq. (69). We can demon-
strate these formulae by picking up the poles in complex
plane of the integral valuable. The sum of these read-
ily becomes the infinity series which defines the special
function. By using them, we accomplished perfectly an-
alytical proof.
It is straightforward to apply our technique for two
dimensional setup used in Ref. [10, 11], we can easily
prove that the decay rates is independent of the frame.
APPENDIX A
In this appendix A we proof both key equations
Eq. (28) and Eq. (30).
Firstly we derive Eq. (28). Through the path C1, all
poles of Γ(−s) and Γ(−s− µ) are picked up (see FIG.1).
1
2
∫
C1
ds
2πi
Γ(−s)Γ(−s− µ)
(z
2
)2s+µ
=
1
2
∞∑
n=0
(−1)n
n!
Γ(∓µ− n)
(z
2
)2n±µ
=
1
2
∞∑
n=0
∑
±
(−1)n
n!
π
Γ(n± µ+ 1) sin(−n∓ µ)π
(z
2
)2n±µ
=
π
2
−Iµ(z) + I−µ(z)
sinµπ
(A1)
where Iµ(z) is modified Bessel function of the first kind.
The last form is the definition of modified Bessel function
Kµ(z) for non-integer µ. And you find the formula in case
µ is integer n by setting µ = n after partial differentiation
of this formula by µ.
Next we integrate Eq. (30) as FIG.2.
Im t
Re t
t
0 1 2
Γ(−  )tΓ(      )t−z
3 4 5 6
(ii) (i)
 z   z−1  z−2  z−3
FIG. 2: The contour separates the poles of Γ(−t) from those
of Γ(t− z).
∫
C2
dt
2πi
Γ(−t)Γ(t− z)
Γ(−z) A
−t+zBt
If you select the contour (i) you find
= Az
∞∑
n=0
(−1)nΓ(−z + n)
n!Γ(−z)
(
B
A
)n
= Az
(
1 +
B
A
)z
(A2)
So this integration is the expansion form of (A + B)z in
B < A. Similarly if you select the contour (ii) then you
obtain the expansion form of (A + B)z in B > A. This
integral representation of expansion of (A+B)z includes
both cases of B < A and B > A by selecting the contour
(i) and (ii), respectively.
APPENDIX B
In this appendix B, we show the explicit form of the
integral. There are poles of the power of 1, 2 and 3.
The integral can be simply calculated by the change of
variables to
s→ s− t, t→ t. (B1)
After this transformation we obtain
10
Γp→n =
a5G2F
25π
7
2 epi∆˜m
∫
Ct
dt
2πi
∫
Cs
ds
2πi
(m˜2e)
s−t(m˜2ν)
t
Γ(−s+ 3)Γ(−s+ 72 )
×
[∣∣∣Γ(−s+ i∆˜m+ 3)∣∣∣2 Γ(−t)Γ(−t+ 2)Γ(−s+ t)Γ(−s+ t+ 2)
+Re
{
Γ(−s+ i∆˜m+ 2)Γ(−s− i∆˜m+ 4)
}
Γ(−t+ 1
2
)Γ(−t+ 3
2
)Γ(−s+ t+ 1
2
)Γ(−s+ t+ 3
2
)
]
,
(B2)
where ψ(z) = ddz ln Γ(z) and Ct is the path separating the poles of, for example in first term, Γ(−t)Γ(−t + 2) from
those of Γ(−s+ t)Γ(−s+ t+ 2), and Cs is the path which picks up all the poles in s complex plane.
Firstly, we start by t integration because the existence of poles in t complex plane is independent of s. If we
integrate by t, we obtain for m˜e > m˜ν :
Γp→n =
a5G2F
25π
7
2 epi∆˜m
∫
ds
2πi
m˜2se
Γ(−s+ 3)Γ(−s+ 72 )
{(
Γ(−s)Γ(−s+ 2) +
(
m˜ν
m˜e
)2
Γ(−s+ 1)Γ(−s+ 3)
+
∞∑
n=2
(
m˜ν
m˜e
)2n [
ψ(n− 1) + ψ(n+ 1)− ψ(−s+ n)− ψ(−s+ n+ 2)− 2 ln m˜ν
m˜e
]
×Γ(−s+ n)Γ(−s+ n+ 2)
Γ(n− 1)Γ(n+ 1)
)∣∣∣Γ(−s+ i∆˜m+ 3)∣∣∣2
−
∞∑
n=0
(
m˜ν
m˜e
)2n+3 [
ψ(n+ 1) + ψ(n+ 2)− ψ(−s+ n+ 2)− ψ(−s+ n+ 3)− 2 ln m˜ν
m˜e
]
×Re
{
Γ(−s+ i∆˜m+ 2)Γ(−s− i∆˜m+ 4)
} Γ(−s+ n+ 2)Γ(−s+ n+ 3)
Γ(n+ 1)Γ(n+ 2)
}
(B3)
The simplest case is for massless neutrino. If we set mν = 0, then only the first term remains non-vanishing. After
a valuable transformation s→ s+ 32 we have
Γp→nmν=0 =
a5G2F m˜
3
e
25π
7
2 epi∆˜m
∫
ds
2πi
∣∣∣Γ(−s+ i∆˜m+ 32 )∣∣∣2 Γ(−s− 32 )Γ(−s+ 12 )
Γ(−s+ 32 )Γ(−s+ 2)
m˜2se
=
G2Fm
3
ea
2
32π
7
2 epi∆˜m
G4024
(
m2ν
a2
∣∣∣∣ 32 , 21
2 , − 32 , 32 + i∆ma , 32 − i∆ma
)
. (B4)
This is exactly the cross section obtained by Vanzella and Matsas with cV = 1 and cA = 0 (see Eq. (4.19) in [15]).
We perform the integration of Eq. (B3) with respect to s and find the following expansions of the cross section
11
Γp→n =
a5G2F
π4epi∆˜m
×
{
∞∑
m=0
∑
±
[
1∑
n=0
(−1)n+1 +
∞∑
n=2
ψ(n− 1) + ψ(n+ 1)− ψ(n−m∓ i∆˜m− 1)− ψ(n−m∓ i∆˜m− 3)− 2 ln m˜νm˜e
Γ(n− 1)Γ(n+ 1)
]
× (−1)
mΓ(n−m∓ i∆˜m− 1)Γ(n−m∓ i∆˜m− 3)
(−m∓ 2i∆˜m)B(m+ 1,−2m∓ 2i∆˜m)
(
m˜ν
m˜e
)2n(
m˜e
2
)2(m±i∆˜m+3)
−(1− γ)
∣∣∣Γ(i∆˜m+ 1)∣∣∣2 [(m˜ν
2
)4
+
(
m˜e
2
)4]
+
∞∑
k=3
Γ(2k − 5)
∣∣∣Γ(−k + i∆˜m+ 3)∣∣∣2
Γ(k − 1)Γ(k + 1)
[(
m˜ν
2
)2k
+
(
m˜e
2
)2k]
−
∞∑
k=2
Γ(2k − 3)
∣∣∣Γ(−k + i∆˜m+ 2)∣∣∣2
Γ(k − 1)Γ(k + 1)
[(
m˜ν
2
)2k (
m˜e
2
)2
+
(
m˜ν
2
)2(
m˜e
2
)2k]
+
∞∑
n=2
∞∑
m=2
[
−8ψ(2[n+m− 3] + 1) + 2
∑
±
ψ(−n−m± i∆˜m+ 3) +
∑
±
ψ(n± 1) +
∑
±
ψ(m± 1)− 2 ln m˜νm˜e
4
]
×
Γ(2[n+m− 3] + 1)
∣∣∣Γ(−n−m+ i∆˜m+ 3)∣∣∣2
Γ(n− 1)Γ(n+ 1)Γ(m− 1)Γ(m+ 1)
(
m˜ν
2
)2n(
m˜e
2
)2m
+
∞∑
n=0
∞∑
m=0
(
−
∑
±
[
ψ(n+ 1) + ψ(n+ 2)− ψ(n−m∓ i∆˜m)− ψ(n−m∓ i∆˜m+ 1)− 2 ln m˜ν
m˜e
]
× (−1)
mΓ(n−m∓ i∆˜m)Γ(n−m∓ i∆˜m+ 1)
22Γ(n+ 1)Γ(n+ 2)(−m∓ 2i∆˜m+ 2)B(m+ 1,−2m∓ 2i∆˜m+ 2)
(
m˜ν
m˜e
)2n+3(
m˜e
2
)2(m±i∆˜m+1)
−
∑
±
[
ψ(n+ 1) + ψ(n+ 2)− ψ(n−m∓ i∆˜m− 2)− ψ(n−m∓ i∆˜m− 1)− 2 ln m˜ν
m˜e
]
× (−1)
mΓ(n−m± i∆˜m− 2)Γ(n−m± i∆˜m− 1)
24Γ(n+ 1)Γ(n+ 2)(−m± 2i∆˜m− 2)B(m+ 1,−2m± 2i∆˜m− 2)
(
m˜ν
m˜e
)2n+3(
m˜e
2
)2(m∓i∆˜m+4)
−
[
−8ψ(2[n+m] + 1) + 2
∑
±
ψ(−n−m± i∆˜m∓ 1) + ψ(n+ 1) + ψ(n+ 2) + ψ(m+ 1) + ψ(m+ 2)− 2 ln m˜νm˜e
4
]
×Γ(2[n+m] + 1)Γ(−n−m+ i∆˜m− 1)Γ(−n−m− i∆˜m+ 1)
Γ(n+ 1)Γ(n+ 2)Γ(m+ 1)Γ(m+ 2)
(
m˜ν
2
)2n+3(
m˜e
2
)2m+3)}
,
(B5)
where B(p, q) = Γ(p)Γ(q)Γ(p+q) and γ is Euler’s constant.
This is the final form of the cross section. A natu-
ral question is that we have obtained the result which
is not manifestly symmetric with respect to m˜ν and m˜e
although the original expression (31) is manifestly sym-
metric. The resolution of this puzzle is that the integral is
of discontinuous type. Namely, we can obtain the result
just by interchanging m˜ν and m˜e for m˜e < m˜ν . This can
be checked directly by changing the order of integrations.
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