Abstract We investigate properties of earthquake stress drops in simulations of evolving seismicity and stress field on a heterogeneous fault. The model consists of an inherently discrete strike-slip fault surrounded by a 3D elastic half-space. We consider various spatial distributions of frictional properties and analyze results generated by 150-300 model years. In all cases, the self-organized heterogeneous initial stress distributions at the times of earthquake failure lead to stress drops that are systematically lower than those predicted for a homogeneous process. In particular, the large system-sized events have stress drops that are consistently ∼25% of predictions based on the average fault strength. The type and amount of assumed spatial heterogeneity on the fault affect the stress-drop statistics of small earthquakes (M L < 5) more than those of the larger events. This produces a decrease in the range of stress drops as the earthquake magnitudes increase. The results can resolve the discrepancy between traditional estimates of stress drops and seismological observations. The general tendency for low stress drops of large events provides a rationale for reducing the statistical estimates of potential ground motion associated with large earthquakes.
Introduction
The rapid drop of shear stress on a fault during an earthquake rupture Δτ eq controls the seismic radiation from the source region and, hence, the generated ground motion (e.g., Hanks and McGuire, 1981; Aki and Richards, 2002; Ben-Zion, 2003) . It is, thus, important to have realistic estimates of earthquake stress drops that can be used to calculate the associated seismic shaking hazard.
The maximum potential stress drop for a given fault can be estimated by assuming an instantaneous reduction from a static frictional strength level to zero dynamic strength. The static strength of crustal faults is well described by the Coulomb-Byerlee friction,
(1) where C is a cohesion term, f s is the coefficient of static friction, and σ 0 n is the effective normal stress. Byerlee (1978) found that for most rocks C 0 and f s ≈ 0:85 when σ 0 n < 200 MPa, while C ≈ 50 MPa and f s ≈ 0:6 when σ 0 n ≥ 200 MPa. To estimate the static fault strength we set C 0, f s 0:75, and σ 0 n ρ ρ w gz 18z MPa=km, where ρ 2:84 kg=m 3 and ρ w 1:00 kg=m 3 are typical densities of rock and water, respectively, g 9:8 m=sec 2 is the gravitational acceleration, and z is the depth in kilometers. For a depth range of 3.0-12.5 km, which approximately spans the seismogenic zone of crustal faults in California (Marone and Scholz, 1988) , this gives an average static shear strength (and maximum Δτ eq ) of ∼150 MPa. This value is compatible with estimates based on measurements in geophysical boreholes (e.g., McGarr and Gay, 1978; Zoback et al., 1993) .
Stress drops that are determined empirically from measurements of the radiated seismic waves are typically in the range 0.2-20 MPa (see Shearer et al., 2006 , and references therein), significantly lower than the estimated available stress drop. These lower values may be partially explained by a nonzero dynamical frictional strength τ d . However, the high values of τ d that are required to resolve the discrepancy would produce significant frictional heating, leading to heat flow anomalies around faults that are not observed (Brune et al., 1969; Lachenbruch and Sass, 1992) . Moreover, if seismic slip occurs within a narrow zone of a few centimeters thick or less, as indicated by various geological studies (e.g., Chester and Chester, 1998; Heermance et al., 2003; Sibson, 2003; Wibberley and Shimamoto, 2003; Rockwell and Ben-Zion, 2007) , high values of τ d would lead to widespread melting of fault zones, which is again not observed.
The discrepancy between the measured values of Δτ eq and the potential given by τ s τ d can be explained by considering a heterogeneous distribution of initial shear stress on the fault at the times of earthquake failure. A homogeneous shear stress on a fault implies that τ τ s across the entire rupture, but in a heterogeneous process τ τ s is only required at the hypocenter. Because stress is transferred as the rupture propagates, parts of the fault where τ < τ s may sustain dynamic increase of stress and fail as part of the same earthquake. The stress drop during an earthquake is the spatial average of the initial minus final stress distributions over the rupture area and is therefore reduced if the initial stress is lower. A statistical tendency to have a relatively low initial stress over most of the eventual rupture area can lead to a substantial reduction of the potential Δτ eq .
In the present article we investigate statistical properties of Δτ eq using model calculations of long deformation histories on a heterogeneous strike-slip fault with evolving stress fields and stress-drop distributions. The fault is defined by a grid of discrete slip patches that incorporate static and dynamic frictional levels, as well as the potential for stable sliding, and is embedded in an elastic half-space (Ben-Zion and Rice, 1993; Ben-Zion, 1996) . The discrete patches provide a simple representation of heterogeneity that may be associated with changes in fault geometry or material properties, while the elastic half-space accounts for realistic longrange interactions between slipping regions.
The model simulations use quasi-static calculations that allow us to investigate the statistics of Δτ eq from large earthquake populations generated using different distributions of frictional fault properties. Dynamical effects are incorporated approximately through the use of a dynamic overshoot coefficient (see the section titled Description of Fault Model). The property distributions are based on previous works that studied the resulting seismicity patterns in detail (Ben-Zion, 1996; Zöller et al., 2007) . These studies and others have shown that the model produces many statistical features of seismicity compatible with observations, including frequency-size and temporal event statistics, hypocenter distributions, and scaling of source-time functions (Ben-Zion, 1996; Ben-Zion et al., 2003; Dahmen and Ben-Zion, 2009; Zöller et al., 2009) .
We find that in nearly all of the investigated model realizations, stress drops for large earthquakes that rupture the entire seismogenic zone are about 25% of the predictions based on the average static strength of the fault. For smaller earthquakes, there is a much greater range in Δτ eq values that reflects the assumed local fault properties. The simulated stress-drop distributions are compatible with the seismological observations. The results provide a theoretical basis for reduced estimates of the ground motion that is likely to be generated by large earthquakes.
Method of Investigation Description of Fault Model
A complete description of the model can be found in Ben-Zion (1996) . Here we only outline the main properties of the model and simulation algorithm. The model (Fig. 1) consists of a vertical strike-slip fault embedded in a 3D elastic half-space. The fault contains a computational grid (region II of Fig. 1 ) where evolving stress and displacement fields are generated in response to ongoing loading imposed as slip boundary conditions on the other fault regions (chosen to represent deformation along the central San Andreas fault). Regions III and V of the fault creep at constant plate velocity V pl 35 mm=yr, while regions I and IV follow staircase slip histories with recurrence times of 150 yr. This loading style is the same as in Ben-Zion (1996) , but the specific loading details do not significantly affect the behavior of this model (e.g., Zöller et al., 2007; Ben-Zion, 2008 ). In the following we use i 1; …; M and j 1; …; N to represent, respectively, the along strike and depth coordinates of cells belonging to the computational grid.
The stress within an individual cell of the computational grid, τi; j; t, is computed at time t using a discretized form of a boundary integral equation,
where uk; l; t is the total slip in cell k; l at time t, and Ki; j; k; l defines the stress at the center of cell i; j due to uniform unit slip in the x direction of cell k; l. The stiffness matrix Ki; j; k; l is computed from the static solution of Chinnery (1963) for dislocations in a 3D elastic half-space and is associated with long-range stress transfer that falls with distance r from the source as 1=r 3 . The total slip at each cell, quantified by ui; j; t, is the sum of aseismic and seismic slip contributions, which vary in their relative importance from cell to cell. The aseismic slip rate V c is governed by power-law dislocation creep of the form V c i; j; t ci; jτ i; j; t 3 ; (3) where ci; j is a set of space dependent creep coefficients that increase exponentially with depth and with distance from the southern edge of the computational grid. This slip rate is computed at each time step and partially or completely reduces the slip deficit due to plate loading, depending on the values of ci; j and τi; j; t. The seismic slip is governed by frictional properties of the cells, defined by spatial distributions of the static friction τ s i; j, the dynamic friction τ d i; j, and an arrest stress level τ a i; j. The distribution of τ s i; j is given by equation (1), with f s 0:75 and σ 0 n 18z MPa=km, such that the static strength increases linearly with depth. The cohesion term C has little effect on the model behavior but is always greater than the maximum possible stress drop. In Figure 2a we display the strength profile for an arbitrarily selected column of cells in the middle of the computational grid by combining equation (1) with equation (3), where V c V pl . This illustrates that the fault is dominated by brittle behavior above 10 km and creep behavior below 10 km.
Initial failure of a cell occurs when τ i; j; t ≥ τ s i; j, at which point the strength of that cell changes abruptly to its dynamic strength τ d i; j and remains there for the duration of the event. The stress drops locally to its arrest level τ a i; j, which is lower than the dynamic friction to accommodate approximately inertial effects. The static strength, dynamic strength, and arrest stress in each grid cell are related by a constant dynamic overshoot coefficient,
which is set to 1.25 throughout this study. The brittle stress drop at a cell i; j leads to local slip given by Δui; j τ i; j; t τ a i; j Ki; j; i; j ;
where the self-stiffness of the cell Ki; j; i; j is proportional to the rigidity of the surrounding half-space divided by the In (a) the cohesion is 0.6 MPa, corresponding to models U and F of Ben-Zion (1996) . In (b) and (c), the cohesion is 1.0 MPa.
length of the slipping patch, consistent with the stress-strain relation for an isotropic elastic solid. The associated stress transfer computed via equation (2) As mentioned, the computations associated with the evolution of stress and slip on the fault are done quasistatically (i.e., at zero effective time). More elaborate quasidynamic calculations incorporating finite communication speed for stress transfer, and related kinematic rupture propagation over finite earthquake times, were shown to have little effect on the statistical properties of the seismicity and stress drops (Zöller et al., 2004a (Zöller et al., , 2009 ). In the interseismic periods, time progresses via variable time steps given by the minimum of 3 days and the time required to initiate a brittle slip instability (hypocenter) in a single cell.
Fault Model Heterogeneity
The spatial distribution of τ s i; j τ a i; j represents time-independent heterogeneity of the fault and is used as a tuning parameter for the simulated seismicity patterns (Ben-Zion, 1996; Zöller et al., 2004b; Ben-Zion, 2008 ). Although we specify heterogeneity in terms of frictional properties, this may be seen as a representation of several types of fault heterogeneity such as geometrical disorder and spatial variations in the normal stress, fluid pressure, and elastic properties. Because the true nature of fault heterogeneity is not well understood, we investigate several different model setups and their effects on the earthquake stress-drop characteristics. The model setups fall into three approaches associated with the type of heterogeneity, the amount of heterogeneity, and the depth dependence of the heterogeneity.
The effect of different types of heterogeneity are investigated by using three different stochastic models for the spatial distribution of τ s τ a . The distributions and parameters are the same as cases 1, 3, and 4 of Ben-Zion (1996) and are referred to as models U, F, and M, respectively. In model U, values of τ s i; j τ a i; j are chosen from a uniform distribution of uncorrelated random numbers in the range 0.6-1.8 MPa. In model F, values of τ s i; j τ a i; j are taken from a fractal distribution generated by the algorithm of Brown (1995) with fractal dimension 2.3, mean value 3 MPa, and standard deviation 1.2 MPa. In model M, low stress-drop segments with τ s τ a 1 MPa are separated by high stress-drop barriers where τ s τ a 9 MPa. The barriers are imposed by selecting cells at the free surface with a probability of 0.2 and then propagating down using a random walk. Figure 3 shows the distribution of τ s τ a across the computational grid in each case.
In a second approach we vary the range of τ s τ a in model U to investigate effects due to the amount of heterogeneity.
In order to investigate a wide range of heterogeneity, we increase the mean of the uniform distributions from 1.2 to 10 MPa, as used by Zöller et al. (2007) for a study of earthquake recurrence times with the same model. In total, we investigate five uniform distribution cases for τ s τ a : 10 0:5, 10 1, 10 2:5, 10 5, and 10 7:5 MPa. In all cases, the same spatial distribution of selected random numbers are multiplied by the appropriate factor to obtain the desired distribution.
Thirdly, we investigate the effects of depth dependence in the difference between static and dynamic friction by introducing a depth-dependent dynamic strength, (4) with equation (1), τ s τ a 22:5 0:75 f d z describes the range of available stress drops at different depths. The range of potential stress drops on the fault as a function of depth for cases 1 and 3 is illustrated in the depth profiles shown in Figure 2b and c.
Quantities Computed
For each model earthquake, the stress drop is computed as
where N f is the number of failed cells and the subscripts 0 and 1 denote the stress immediately before and immediately after the earthquake for the failed cells. The range of values of Δτ eq produced by the model are largely determined by our choices of τ s τ a in the initial setup. In order to compare absolute values to the average potential stress drop and assess the reduction caused by evolving stress heterogeneities, we compute the following nondimensional numbers for each earthquake:
T R Δτ eq hτ s τ a i failed ;
where hτ s τ a i fault is the average available stress drop over the entire fault and hτ s τ a i failed is the average available stress drop over the rupture area (i.e., failed cells). The parameter T R has a maximum of 1 and measures the proportion of the potential stress drop that is actually released by the earthquake, while T F may be larger than 1 and measures the stress drop relative to an estimate based on a uniform process. In any given simulation, T F is proportional to Δτ eq because hτ s τ a i fault is the same for all ruptures. For faults with a homogeneous stress field, τ s τ d ≤ Δτ eq ≤ τ s τ a . With D 1:25, values of T F and T R less than 0.8 cannot occur on a fault with a homogeneous stress field and reflect the effects of stress heterogeneities on the fault. The use of both the average properties for the entire fault (T F ) and properties for only the rupture area (T R ) helps to assess the stress drops relative to estimates for a homogenous fault, as well as to assess the influence of lower initial stress on the eventual rupture area. For the case where τ s τ d is depth dependent, the fault average in equation (7) is replaced by the average of the dominantly brittle depth range of 0-10 km (28.1 MPa when f d 0:5 and 61.9 MPa when f d 0:2).
In most of our results, we display stress drop as a function of earthquake magnitude because the stress-drop characteristics are largely controlled by how far the earthquake has propagated. We compute the magnitude from the scalar seismic potency, which is given by
where A cell is the area of a single slip patch (∼0:3 km 2 ) and subscripts 0 and 1 denote the displacement before and after the earthquake in each of the failed cells. The local magnitude M L is calculated using the empirical scaling relation of Ben-Zion and Zhu (2002),
where P 0 is in km 2 cm. We note that the differences between M L computed via equation (10) and M w computed via the scaling relation of Hanks and Kanamori (1979) are 0.3 and 0.1 at the respective lower and upper magnitude limits considered in this study.
Results
Before examining results in any simulation, we condition the stress state on the fault by imposing 125 yr of plate motion and running the model for another 25 yr. This reduces the effect of the initial conditions on the analyzed results. As described in the section titled Method of Investigation, the locked sections to the north and south of the computational grid (regions I and IV in Fig. 1 ) follow a staircase slip history, such that two large earthquakes are imposed during the 150 yr of simulated data generation. A large earthquake with 5.25 m of slip is imposed on region I at t 150 yr. We then record earthquakes for the following 150 yr of simulated seismicity, within which a large earthquake that has the same dimensions is imposed on region IV at t 200 yr. The earthquake in region IV has little effect on the simulated results because of its distance from the computational grid. However, the parameters of the earthquake in region I strongly influence the characteristics of the first event that occurs on the grid at t 150, so that data point is removed from our analysis.
In the case where τ s τ d is depth dependent, the potential stress drops for deeper parts of the grid may be over five times higher than in the depth-independent cases. This results in greater time intervals between earthquakes as the plate motion repeatedly builds up stress to τ s , leading to comparatively fewer earthquakes over 150 yr of simulation. We therefore double the length of simulation over which data are generated to 300 yr for the results presented in the section titled Depth Dependency of hτ s τ d i.
Different Types of Heterogeneity Distribution
Each of the three heterogeneity models (U, F, and M) generates ∼10; 000-50; 000 events with magnitudes in the range 3.2-6.7 (Fig. 4) . The size of the smallest event is governed by the cell size and the lowest value of τ s τ a , while the size of the largest event is limited by the dimensions of the brittle part (i.e., z < 10 km and x < 60 km) of the computational grid and hτ s τ a i fault . Figure 4 (a reproduction of fig. 15a of Ben-Zion, 1996) shows that all three heterogeneity models result in a powerlaw distribution of event sizes between the minimum magnitude and M L ≈5:0. For M L > 5:0, the curves are dominated by a characteristic earthquake size corresponding to rupture over the entire seismogenic part of the model. This characteristic event occurs quasi-periodically with recurrence time of ∼10-20 yr. In model M with a wide range of length scales, the frequency-size statistics are closest to the Gutenberg-Richter distribution. Further details of the seismicity characteristics in these three model setups are discussed by Ben-Zion (1996) . Figure 5 shows P 0 and Δτ eq as a function of rupture area for earthquakes generated by model U. The dashed lines with a slope of 3=2 correspond to constant values of stress drop over a circular rupture geometry in a homogeneous elastic medium with μ 30 GPa (Aki, 1967; Brune, 1968) . This approach is typically used to summarize the stress drops from seismic data. Our computed stress drops (shadings) generally agree with values that would have been inferred from the position of points with respect to the constant stress-drop lines. As noted by Ben-Zion and Rice (1993), the scaling of P 0 with A for earthquakes in this model exhibits a transition around A ∼ 30 km 2 corresponding to a circular rupture of radius r ∼ 3 km. The initial potency-area slope of ∼1 for events with M L < 5:0 is indicative of fractallike failure in a rough stress field (Fisher et al., 1997) , while the change to a steeper slope of ∼3=2 for larger events indicates a transition toward the scaling of a classical crack in a homogeneous stress field (e.g., Ben-Zion, 2008) . The transition to a classical crack growth leads to fewer events in the magnitude range 5:5 ≤ M L ≤ 6:1, giving rise to the characteristic earthquake distribution observed in Figure 4 . Figure 6 shows the distributions of Δτ eq and T R as a function of magnitude for models U, F, and M with key values of T F marked as dashed lines. The results indicate that for all three cases of the assumed property distribution, (1) the stress drops are generally lower for larger earthquakes and (2) there is less variation of stress-drop values for larger earthquakes. In models U and F, about half of the events (53% and 63%, respectively) have stress drops consistent with estimates for a homogeneous fault (i.e., T F ≥ 0:8 because Δτ eq ≥ hτ s τ d i fault ). However, these events account, respectively, for only 9% and 12% of the total potency release on the fault because they are all small earthquakes. In the results for case M, the events with T F ≥ 0:8 account for only 2% of both total earthquake number and total potency release because most of the seismicity is confined to the low stress-drop patches. The almost linear decrease in the median value of T R with increasing magnitude for all models shows that the average initial stresses are lower for larger earthquakes. The progressive reduction of T R with magnitude stems from the scaling of stress concentration in elastic solid with rupture size, which increases the ability of larger events to propagate through areas of low initial stress (Ben-Zion and Rice, 1993; Ben-Zion, 2008) . In all three cases T F ≈ 0:3 and T R ∼ 0:25-0:4 for the large characteristic events, implying that a maximum of 40% of the stress-drop potential for a fault is released in a big earthquake. The results for Δτ eq are in the range 0-10 MPa, consistent with observations, but this is largely controlled by the imposed values of τ s τ a . The difference between the median values of T F for large and small earthquakes is smallest for model M, where there is a wide range of size scales.
For earthquakes where only one or two cells fail, the magnitude and stress drop are largely predefined by τ s τ a for those specific cells. This produces the distinct discretization of magnitude results on the left-hand side of Figure 6a , c, and e. In those earthquakes only the hypocentral region fails so the initial stress is always close to τ s . As a result, the distribution of Δτ eq is similar to the imposed heterogeneity in τ s τ a , and T R is always close to 1. As the rupture area increases, the elastic stress transfer exerts stronger and stronger influence on the final earthquake properties. The stress-drop characteristics of larger events are therefore less sensitive to small-scale spatial variations in properties and appear similar regardless of the underlying property distribution.
A secondary effect that influences the stress drops for larger earthquakes is the brittle failure of relatively deep grid cells that are typically dominated by creep deformation. Because creep does not occur over short time scales, stress may build up on these cells during rupture propagation to the static strength levels that are not attainable during the interseismic periods. This is similar to brittle failure of a normally viscous material under high strain rates. If the stress in these cells at the time of hypocenter failure is lower than the arrest stress, there is a locally negative stress drop. For system-sized earthquakes, this has a notable effect on the values of Δτ eq .
Different Heterogeneity Levels Figure 7 shows distributions of T F and T R as a function of magnitude for model U using three different ranges of τ s τ a : (a) and (b), 10 0:5; (c) and (d), 10 5; and (e) and (f), 10 7:5 MPa. As in Figure 6 , all cases show a decrease in both the median values of Δτ eq and the variation of Δτ eq as the event magnitudes increase. The case here where τ s τ a 10 5 MPa (Fig. 7c) is analogous to the case in the previous section where τ s τ a 1:2 0:6 MPa ( Fig. 6a ) because the range of the uniform distribution is equal to the mean in both model realizations. A comparison of Figures 7c and 6a shows that the resulting distribution shapes for T F and T R are similar despite changes in the absolute values of Δτ eq . In the case of τ s τ a 10 5 MPa there are fewer earthquakes and generally larger magnitudes because of the increased available stress.
A comparison of the results in Figure 7 indicates that a wider range of values in the imposed uniform distribution has little effect on the Δτ eq characteristics of larger magnitude earthquakes but clearly changes the amount of variation in smaller earthquakes. Again, this shows that the characteristics of small events are much more sensitive to the local fault properties than the larger earthquakes. Figure 8 illustrates the reduction in the number and combined potency release of events with T F ≥ 0:8 as the range of τ s τ a is increased. Interpreting the range in the uniform distribution as a degree of heterogeneity, we find that the more heterogeneous the fault, the greater the proportion of earthquakes for which Δτ eq is smaller than predicted for a homogeneous fault. A comparison of the reduction in event number with the reduction in total potency release illustrates again that the effect of heterogeneity changes are largely limited to the small earthquakes that are an unsubstantial component of the total potency release. The reduction in stress drops for the largest earthquakes, which contribute most to the total potency release, requires only a small amount of heterogeneity along the fault.
Depth Dependency of hτ s τ d i Figure 9 shows the frequency-size distributions for the three cases where there is a difference between the static and dynamic friction coefficients: (1) high dynamic strength with moderate heterogeneity (f d 0:5 0:1), (2) high dynamic strength with low heterogeneity (f d 0:5 0:01), and (3) low dynamic strength with moderate heterogeneity (f d 0:2 0:1). In all three situations there are fewer earthquakes generated than in previous simulations (Fig. 4) , 25. This may be related to an increase in the effective heterogeneity of the stress on the fault because of depth variations of the potential stress drops. The growing difference between τ s and τ a with increasing depth leads to the largest potential stress drops considered thus far, as illustrated by the depth profiles in Figure 2 . Figure 10 shows that there is a much greater range in values of Δτ eq as a result. In the case where f d 0:2 0:1 (Fig. 10c) we find stress drops that approach the ∼100 MPa predicted by laboratory experiments. However, such high stress drops are confined to small earthquakes and the large earthquakes show consistently low values of T F and T R . The nondimensional number T F is sensitive to the choice of denominator in equation (7), so T F would be larger if we divide by the average available stress drop at a shallow depth where most seismicity occurs (Fig. 11 ) rather than the average over the top 10 km. The results for T R are more meaningful, and they show that cascading ruptures lead, as in the previous results (Figs. 6 and 7) , to stress-drops smaller than the available stress drop. A minor difference is that for the results here there is a plateau in the values of T R for smaller earthquakes where stress drops are close to 90% of the available stress drop for the rupture area. This corresponds to higher variation in the values of Δτ eq when only one or two cells fail due to the increase in τ s τ a with depth.
In these simulations the median stress drop increases slightly as a function of magnitude due to the tendency of larger earthquakes to rupture more of the deeper parts of the fault than smaller events. However, the stress drops of largest events are still only about 25% of the available stress drop and the results again show decreasing variations with increasing size. A comparison of the three cases shows that the variation of T F and T R , but not Δτ eq , is higher for the two cases where f d is larger. Comparing Figure 10b to Figure 10d , we find that increasing the amount of heterogeneity in f d increases the variation of T R in the small events, which are also more numerous, but has little effect on the larger earthquakes. Figure 11 compares the stress drops of earthquakes with different hypocenter depths for a depth-independent heterogeneity model with τ s τ a 10 5 MPa (Fig. 11a-c) and a depth-dependent model with f d 0:5 0:1 (Fig. 11d-f) . The lines representing the median values of Δτ eq show that the general trends of Δτ eq follow the trend of τ s τ a . This is because the smallest events are more numerous and are also the most sensitive to the imposed values of τ s τ a . Figure 11f shows that in the depth-dependent cases nearly half of the seismicity occurs in the upper 2 km. This is due to the smaller values of τ s τ a there. We find that the variation of Δτ eq for individual hypocenters, shown by the scatter of points, is greatest for depths around 5 km, which is in the middle of the seismogenic zone. The variation of T R (Fig. 11e) is greatest at 1.5 km, implying that most larger events with small T R initiate at the top of the fault. 
Discussion
The simulations in this study show that for a heterogeneous fault with a self-organizing stress field, the overall stress for the entire fault never reaches a level that is comparable to the average fault strength. As a result, the stress drops of the largest earthquakes on the fault are always smaller than estimates based on the experimental results outlined in the introduction. The simulated results indicate that the stress drops of moderate to large earthquakes on a heterogeneous fault are only ∼25% of the values predicted for a corresponding homogeneous fault. The underlying physical reason is that earthquake ruptures have an effective inertia that leads to failure of parts of the fault with low initial stress. The generality of this process in all the examined models indicates that the key requirements are some heterogeneity of the fault properties and elastic stress transfer during ruptures. We find that increased fault heterogeneity and the inclusion of a creep process that reduces the level of stress on some parts of the fault enhance the reduction of the earthquake stress drops. The results are likely to apply to natural fault processes because faults are generally heterogeneous and they reside in a surrounding elastic solid. We note that the relatively low evolving average initial stress on the fault in our simulations is consistent with rupture propagation at subshear velocities (e.g., Andrews, 1976; Zheng and Rice, 1998; Shi et al., 2008) , as observed for most large earthquakes (e.g., Somerville et al., 1999; Mai, 2004) . As mentioned in the introduction, observed stress drops are typically an order of a magnitude less than estimates based on a homogeneous fault. The median stress drops in our results are generally larger than 20% of the average available stress, so we do not resolve the discrepancy fully. Previous results from this model have shown that heterogeneities are necessary to reproduce many statistical features of seismicity on a fault, and this study demonstrates that similar heterogeneities can account for a substantial reduction in expected stress drops. A further reduction may be generated by simulations that incorporate a wider range of heterogeneities, as well as elastodynamic calculations that increase the effective inertia of earthquake ruptures.
Nearly all of our results for depth-independent variation of τ s τ a suggest that the median stress drop decreases as a function of earthquake magnitude. Analysis of microearthquakes in the Parkfield section of the San Andreas fault show reduction of stress drops with event size (Nadeau and Johnson, 1998) , but most observations using standard techniques tend to imply either approximately constant or slightly increasing stress drops (Aki, 1972; Hanks, 1977; Abercrombie, 1995; Hardebeck and Hauksson, 1997) . The closest of our results to magnitude independent stress drops are generated by the strongly heterogeneous model M, which has a wide range of size scales and depth-independent difference between the static and dynamic friction levels. This implies that localized patches of high stress drop and a wide range of length scales, as in a heterogeneous fault zone, are important for maintaining constant levels of stress drop over a range of earthquake magnitudes. The wide range of length scales leads to an effective self-similarity of rupture processes, consistent with the argument first put forward by Aki (1972) . Incorporating an increase in the average offset between τ s and τ a with depth leads to a slightly increasing median stress drop as a function of magnitude. The increasing median stress drop in this case is explained by the deeper penetration of larger magnitude earthquakes.
For the cases where potential stress drop is depth independent, model M produces the most realistic earthquake size and hypocenter depth distributions. The simulations with depth-increasing potential stress drop produce realistic distributions of Δτ eq and frequency-size statistics, but the simulated distribution of hypocenter depths is unrealistically weighted towards shallow events. The abundant shallow seismicity can be suppressed by increasing the efficiency of the creep process at shallow depth where there is currently no creep. However, this is not central to the main focus of our study and has therefore not been implemented. The general trend of the simulated stress drops versus depth corresponds to the imposed distribution of τ s τ a . Thatcher and Hanks (1973) did not find a correlation with depth for their study of 138 earthquakes in southern California but found evidence for regional variations. Fletcher (1980) found a moderate correlation between stress drop and depth of ∼0:1 MPa=km within considerable scatter in the 1975 Oroville aftershock sequence. A similar correlation of ∼0:2 MPa=km was obtained for depths less than 8 km by Shearer et al. (2006) for earthquakes across southern California, where the hypocenter depths are better resolved than by Thatcher and Hanks (1973) . At Parkfield, depth dependence is apparent in the top 10 km (Allmann and Shearer, 2007) , but the authors note a strong sensitivity to the shearwave velocity model, which may bias the results. Yang et al. (2009) obtained results that are consistent with mild increase of stress drops with depth along the Kardere-Düzce branches of the North Anatolian fault, though the along strike variations are also of a similar size. These results may be simulated by considering a combination of the depth-dependent models and model M.
Our general finding of reduced variations in stress drops with increasing magnitude is intuitive because large earthquakes are associated with larger spatial averages of local stress drops. However, this is difficult to compare with observational studies. There is a general lack of data where Δτ eq has been computed by consistent methods over a broad magnitude range from a similar region, and scatter in the results tends to be dominated by uncertainty involved in the computational method. The results of Shearer et al. (2006) for over 60,000 southern California earthquakes suggest very little reduction in stress-drop variance as a function of magnitude within the narrow size range of 1:5 ≤ M L ≤ 3:1 considered. However, results from 10,000 earthquakes associated with a single fault zone at Parkfield for the same magnitude range (Allmann and Shearer, 2007) show a noticeable reduction of scatter with increasing magnitude. This may be explained by a decrease in uncertainty as earthquakes become better recorded but may also relate to the explanations provided by our model because the analysis is for a single fault structure rather than the southern California fault network. Our results are also supported by detailed inversions of rupture histories for earthquakes that show comparable internal variations of slip and stress drop along portions of the rupture (e.g., Wald et al., 1996; Somerville et al., 1999; Delouis et al., 2002; Dreger et al., 2007) . Andrews et al. (2007) estimated the maximum ground motion generated by a system-size earthquake on the Solitario Canyon fault, close to the proposed Yucca Mountain nuclear waste repository, by simulating a dynamic rupture that sustains a uniform reduction of shear stress that is roughly 20 MPa (based on their fig. 5 ). The simulations produced peak ground velocities of 3.6 and 5:7 m=sec in the horizontal and vertical directions, respectively. Because ground motion is proportional to the stress drop, our study indicates that more typical values for large earthquakes should be about 0.3 times those numbers, that is, 1.08 and 1:71 m=sec, respectively. More realistic simulations of a self-evolving heterogeneous stress field on a fault that incorporates effects ignored in the present study (e.g., details of the friction law and elastodynamic calculations) may provide better estimates of expected stress drops. However, the key general tendencies for relatively low stress drops of large events and reduced variability with increasing size that are simulated in this work are likely to remain unchanged.
Data and Resources
All data used in this article were synthetically generated by FORTRAN codes that were largely developed for previous studies listed in the references. Nearly all figures were generated using the Generic Mapping Tools version 4.2.1 (Wessel and Smith, 1998) .
