The Fermi-level scattering phase shifts and the transport cross sections are reported for atoms embedded in a homogeneous electron gas. The applications of the results are discussed, using the electronic stopping power for slow ions and impurity resistivity as examples.
I. INTRODUCTION
We have recently reported calculations of the electronic structure of atoms embedded in a homogene 0us electron gas. ' The calculations are based on the density-functional method. The main focus of Ref. 1 was the energy of the embedded atom, a quantity which forms the basis of the effective-medium or quasiatom approach to chemical binding. Other aspects of such calculations are also highly interesting. The kinetic energy shifts of electrons ejected in core-level photoemission and Auger processes from fry atoms and condensed phases can be obtained.
The local density of states can be correlated with the spectral response of the embedded atom. 's The response of ion cores in metals to static and dynamic electric fields, i.e. , the condensed-phase core polarizability, can also be calculated by this approach.
In this paper we report results for yet another useful property of the embedded atoms: the scattering cross section they provide for Fermi-surface electrons. This quantity is expressible in terms of the scattering phase shifts in a well-known manner. In turn the (transport) cross section is closely related to numerous interesting physical quantities, e.g. , the electron-phonon coupling constant, ' the electronic stopping power of slow ions, ' and the impurity resistivity.
Moreover, Persson and Hellsing" have recently pointed out a relation between the cross section and the damping rate of a vibrating atom.
We calculate the phase shifts using the singleparticle wave functions arising in the densityfunctional method. These wave functions are used to calculate the ground-state density of the electron system but their use in other contexts is not formally justified in the density-functional theory. However, as we shall show in this paper, the densityfunctional wave functions provide useful phase shifts in the sense that they give at least reasonable agreement with experiment. The situation is similar to the calculations in which the excited-state properties of an electronic system are determined: For example, the calculation of the properties of atoms with core holes is justified by the accuracy of the obtained core-level binding energies or ionization po-
tentials.
An important theme in the theory of various atomic and electronic processes in metallic condensed matter is that of local response. This means that the properties of the embedded atom can be calculated in terms of the local unperturbed host electron density around the site of the nucleus of the atom in question. For example, Persson and Hellsing" have shown that this scheme is sufficient to explain the systematics of the damping rate of a vibrating atom on metal surfaces. Similar obervations have been made for a variety of static and dynamic processes. ' All this underlines the usefulness of having available the phase-shift and cross-section values for atoms embedded in a homogeneous electron gas.
II. RESULTS
The basic theory and numerical details in the calculations have been discussed in our earlier paper. '
We embed a nucleus of charge Z into a homogeneous electron gas of density n =3/4mr, , where r, is 3 the density parameter in atomic Bohr units. We solve the Kohn-Sham density-functional equations by self-consistent iteration. The local-density approximation'
is invoked for exchange and correlation. In the present case, only spin-compensated systems are dealt with, although the results can be generated in a straightforward manner for magnetic systems as well.
The self-consistent solution yields the scattering phase shifts 5t(e) for the conduction band as a func-6121 1983 The American Physical Society 55I(e) dd)(e)=g (21+1) . 77 t dt (2) bD(e) is responsible for the impurity-induced optical properties in metals and its Fermi-level value influences electron transport quantities such as electronic specific heat. We have reported some ED(e) curves in Refs. 1 and 5. The calculated 5)(E+) values for Z= 1 through Z=18 and r, =1.5 through r, =5 are given in Tables I -V (1)] are also shown in the tables and they agree within 0.02 electrons (except for some cases with r, =1.5 or 2) with the nuclear charge indicating a good consistency.
However, in the case of Z =1 (H) with r, =2 and tion of energy. A number of the physical quantities can be expressed in terms of the Fermi-level phase shifts 5)(ez), which obey, due to the complete screening of the nuclear charge Z, the Friedel sum rule g (21 + 1)5t(ep) =Z .
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Also the energy derivatives of phase shifts are important, because they determine the change of density of states &&7 (e) in the conduction band: Z =11 (Na) with r, =5 a very shallow bound s state appears in the self-consistent calculations. The spatial extent of these states is comparable with the matching radius used in the calculation to fit the near-region solution to the asymptotic one. This is reflected as a slight dependence on the matching radius in the calculated phase shifts. Therefore, the phase shifts represented for these cases in the tables are not from actual self-consistent calculations but they are obtained by interpolating between the results with r, values, for which this s state is either not bound or is strongly bound. The omissions in Tables I -V correspond to cases where we could not find a satisfactory self-consistent solution. The reason for the lack of the self-consistency in these cases is a very pronounced resonance peak in the density of states. This peak may move across the Fermi level in successive iteractions or it may sometimes form a bound state below the bottom of the band. All this means strong fluctuations in the screening cloud and achieving convergence is difficult. free-atom curve being sometimes less and sometimes more than the number of p electrons in the free atoms. The Z2 component starts to grow after Z&10 and it is for all atoms for Z=l through Z =40 larger than the number of d electrons in the free atoms. Figure 2 shows the decomposition in the case r, =5, i.e. , corresponding to a low-density electron gas. Zo and Z~are now closer to the freeatom counterparts than in the case r, =2. Z2 is very small and is not shown. It is interesting to note that Zo and Z~values for Ne and Ar are very near the free-atom values. This reflects the very inert nature of the bound levels of the inert gas atoms even in the electron gas. Stott where vI is the velocity of an ion slowly moving through the electron gas, the expression (4) gives the 15-electronic contribution' to the stopping power d W/dr. The damping width 1 due to electronic excitations for a nucleus vibrating in an electron gas is obtained from Eq. (4) by multiplying by R /M, where M is the nuclear mass. " Furthermore, the electron-phonon coupling constant g in superconductivity theory reduces to a closely related form.
The values of Q for atoms from H to Ar embedded in an electron gas with r, parameter varying from 1.5 to 5 are listed in Tables I -V. Figures 3 and 4 (and also Fig. 6 for r, =2 and Z =1, . . . , 40)
show these values as a function of Z for different r, values. The prominent feature of the curves is the oscillations as a function of Z. The origin of these is the filling of a resonance peak in the conduction band. The oscillations can be understood by the following simple model.
The 2p level is not bound for Z=5, . . . , 8, and the missing electrons fill a p resonance in order to satisfy complete screening. If only the resonant p phase shifts are taken into account and if they are approximated from the Friedel sum rule as Z =18, between Z =19 and Z =39, and between Z = 30 and Z = 36 arising from resonant 3p, 3d, and 4p phase shifts, respectively. %hen r, (2, the peaks due to the d-phase shifts overlap with the preceding p peak and we see (Fig. 5 ) only a shoulder at Z =17 and the Q curve is sinooth at Z =35. The large contribution of the d-phase shifts already before the d electrons become bound in free atoms is clearly seen in Fig. 1 : ZI exceeds the number of d electrons in free atoms by -3 when Z=18 or Z=36. When r, & 3, there are minima in Q curves when Z =3 and Z =18. These minima appear because the screening clouds approach the free-atom electron structures when the density of the electron gas decreases (see Fig. 2 ). Therefore, the domination of the resonant phase shift in Eq. (4) becomes clear and limited in the Z regions where the conduction-band resonance in question is filling up. This, in turn, justifies the use of the model of Eqs. (5) and (6), which predicts clearly separated oscillations. The oscillations are seen experimentally in the impurity residual resistivity measurements and in the stopping power data for well-channeled slow ions. In Fig. 5 the experimental residual resistivity values' due to the 3d transition-metal impurities in Al are compared with those obtained from Eq. (4) with the phase shifts corresponding r, =2. In the experiment the impurities are substitutional whereas our phase shifts would describe interstitial impurities. The main effect of this difference is to shift the theoretical values toward smaller Z by the aluminum valence 3. When this shift is taken into account, the calculated values reproduce the experimental behavior. The experimental values are somewhat larger, which can at least partly be explained by the lattice distortion effects which have been ignored in the calculation. The dashed line in Fig. 5 corresponds to values obtained in the spherical solid model which describes a substitutional impurity.
The results of these calculations are, apart from the shift, very similar to the present ones.
Experimentally it is observed that for a fixed (metallic) target material, the stopping power for slow ions shows nonmonotonic behavior as a function of the projectile nuclear charge Zi. The periodicity of the "Zi oscillations" is nearly independent of target material. These oscillations were observed already about two decades ago, but their origin has been somewhat unclear until recently. A comparison of the experimental' ' stopping-power values (1/ut }(dW/dr} with the theoretical ones is given in Fig. 6 . The target material in the experiment is carbon and the velocity of the ions is vl --9)& 10 cm/s which is equal to 0 43UF(r. , =2). The experimental results with carbon target in Fig. 6 are scaled by a constant factor to give a good overall fit with theory, because the relevant atomic and electronic densities for amorphous carbon are not uniquely defined. The theoretical values are obtained from the phase shifts corresponding to r, =2. The experimental and theoretical curves have clearly the same structure: The minima at Z=11 and 30 and the maxima at Z=7, 20, and 38 are reproduced by the theory. One interesting detail is the "plateau" between He and Li; it is seen in the experiments and it is predicted by the theory, too. However, the experimental values tend to increase more rapidly as Z increases. The increasing trend is very clear in the experiment with metallic targets. ' The increase can be due to several effects. The ionic radius increases with Z and therefore heavier channeling iona see a larger effective electron density than the lighter ones.
As seen from Fig. 3 the decrease of the r, parameter causes a strong increase in Q and a filling of the minima. Evidently the increase of ionic radius also makes important slowing processes other than conduction-electron damping. One important notion also is that the velocities of ions in the experiments are usually relatively large, comparable to the Fermi velocities. The use of expression (4) becomes more justified for velocities well below U~. Also in the experiments it is noted that the oscillations show up stronger the smaller the incident ion velocity is. ' Pathak' has calculated the stopping power for ions with a method somewhat similar to ours. He uses phase-shift values for electrons scattered by atoms, which are calculated in the Thomas-Fermi approximation, and he is able to reproduce the ZI oscillations. However, in his approach the phase shifts are calculated at a wave-vector value corresponding to the velocity of the incident atom. We believe that this choice of scattering wave vector is incorrect. Pathak's results are, however, similar to ours, because he uses an incident velocity very near the Fermi velocity for r, =2.
IV. SUMMARY
Values for the Fermi-level scattering phase shifts and the related transport cross sections have been calculated for atoms embedded in a homogeneous electron gas. These results are useful in analyzing the trends in a number of interesting physical quantities, such as the electronic stopping power for slow ions and the electron-phonon coupling constant. %within the approximation of local or quasilocal ' response (the density where the atom is embedded is some weighted average over the host density profile) the numbers can be directly applied to calculations which otherwise would be exceedingly difficult.
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