Abstract. We propose a relaxation scheme for mathematical programs with equilibrium constraints (MPECs). In contrast to previous approaches, our relaxation is two-sided: both the complementarity and the nonnegativity constraints are relaxed. The proposed relaxation update rule guarantees (under certain conditions) that the sequence of relaxed subproblems will maintain a strictly feasible interior-even in the limit. We show how the relaxation scheme can be used in combination with a standard interior-point method to achieve superlinear convergence. Numerical results on the MacMPEC test problem set demonstrate the fast local convergence properties of the approach.
for examples of complementarity models and the monographs by Luo, Pang, and Ralph [13] and Outrata, Kocvara, and Zowe [17] for details on MPEC theory and applications.
MPECs can be reformulated as standard nonlinear programs (NLPs) by replacing the nonsmooth complementarity constraint by a set of equivalent smooth constraints:
where X 1 = diag(x 1 ). However, these constraints do not admit a strictly feasible point, which implies that both the linear independence and the weaker MangasarianFromovitz constraint qualifications are violated at every feasible point. These conditions are key ingredients for standard convergence analyses of NLP methods. We propose a strategy that forms a sequence of NLP approximations to the MPEC, each with a feasible set that has a strict interior and that will typically satisfy a constraint qualification. In contrast to previous approaches, the relaxation is two-sided: both the complementarity (X 1 x 2 = 0) and the nonnegativity (x 1 , x 2 ≥ 0) constraints are relaxed. The proposed relaxation update rules guarantee (under certain conditions) that the sequence of relaxed subproblems will maintain a strictly feasible interior-even in the limit. Consequently, a standard interior method may be applied to the relaxed subproblem, as we show in section 4. The relaxation scheme could, in principle, be used in combination with other Newton-type methods, such as sequential quadratic programming or linearly constrained Lagrangian [8] methods. against our approach. The one-sided relaxation strategy has been adopted by Liu and Sun [12] and Raghunathan and Biegler [18] . Liu and Sun propose an interior method that solves each of the relaxed subproblems to within a prescribed tolerance. On the other hand, the method of Raghunathan and Biegler takes only one iteration of an interior method on each of the relaxed subproblems. A difficulty associated with both methods is that the strictly feasible regions of the relaxed problems become empty in the limit, and this may lead to numerical difficulties. Raghunathan and Biegler address this difficulty by using a modified search direction that ensures that their algorithm converges locally at a quadratic rate.
The relaxation scheme that we propose (described in section 3) does not force the strictly feasible regions of the relaxed MPECs to become empty in the limit. As a result, one can apply a standard interior method to the relaxed problems without having to modify the search direction, as in [18] . But like [18] , our algorithm (described in section 4) performs only one interior iteration per relaxed problem. We show in section 4.2 that it converges locally at a superlinear rate, and in section 5 we discuss some implementation issues. We illustrate in section 6 the performance of the algorithm on a subset of the MacMPEC test problems. The numerical results seem to reflect our local convergence analysis and give evidence to the algorithm's effectiveness in practice. We make frequent use of standard definitions for linear independence constraint qualification (LICQ) and strict complementary slackness (SCS), and the second order sufficiency condition (SOSC). These definitions can be found in [16, Ch. 12 ].
Definitions. Unless otherwise specified, the function x represents the Euclidean norm of a vector x. With vector arguments, the functions min(·,
·
Optimality conditions for MPECs.
The standard KKT theory of nonlinear optimization is not directly applicable to MPECs because standard constraint qualifications do not hold. There is a simple way around this problem, however, as observed by Scheel and Scholtes [20] . At every feasible point of the MPEC one can define the relaxed NLP, which is typically well behaved in nonlinear programming terms. It is shown in [20] that the KKT conditions of the relaxed NLP are necessary optimality conditions for (MPEC), provided that the relaxed NLP satisfies LICQ.
First-order conditions and constraint qualification.
Letx be feasible with respect to (MPEC). The relaxed NLP atx is defined as
The feasible region defined by the bound constraints of (RNLPx) is larger than that defined by the equilibrium constraints. Hence the term relaxed NLP. Most important, the problematic equilibrium constraints of (MPEC) have been substituted by a betterposed system of equality and inequality constraints. Define
as the Lagrangian function of RNLPx. Despite a possibly larger feasible set, it can be shown that if LICQ holds for (RNLP x * ), its KKT conditions are also necessary optimality conditions for (MPEC) [20] . This observation leads to the following stationarity concept for MPECs. 
Strict complementarity and second-order sufficiency.
Through the relaxed NLP we can define strict complementarity and second-order conditions for MPECs. These play a crucial role in the development and analysis of the relaxation scheme proposed in this paper.
We define two different strict complementary slackness conditions for MPECs. The first of the two is stronger and is the one assumed in [22, Theorem 4.1] . It requires all multipliers z 0 , z 1 , and z 2 to be strictly complementary with respect to their associated primal variables. In our analysis, we only assume the second, less restrictive condition, which only requires strict complementarity of z 0 . 
The second-order sufficient condition for optimality depends on positive curvature of the Lagrangian in a subspace, i.e.,
for all p in some subset of the feasible directions T . 
If the last two conditions in the definition of F are dropped, we obtain a stronger second-order condition, which is equivalent to the one assumed in [22 
Note that MPEC-SSOSC ensures that the Hessian of the Lagrangian has positive curvature in the range space of all nonnegativity constraints (x 1 , x 2 ≥ 0) whose multipliers are zero. Note also that MPEC-SOSC and -SSOSC are equivalent when MPEC-SCS holds.
In our analysis, we assume MPEC-WSCS and -SSOSC. However, we note that our results are also valid under MPEC-SCS and -SOSC. To see this, simply note that MPEC-SCS implies MPEC-WSCS and that MPEC-SOSC and -SSOSC are equivalent when MPEC-SCS holds. Thus our analysis holds either under MPEC-SCS and -SOSC, or under a weaker SCS (at the expense of assuming a stronger SOSC).
Raghunathan and Biegler [18] make a strict complementarity assumption that is more restrictive than MPEC-WSCS but less restrictive than MPEC-SCS. In particular, they require max(x 3. A strictly feasible relaxation scheme. In this section we propose a relaxation scheme for which the strictly feasible region of the relaxed problems may remain nonempty even in the limit.
A standard relaxation of the complementarity constraint proceeds as follows. The complementarity constraint min(x 1 , x 2 ) = 0 is first reformulated as the system of inequalities X 1 x 2 ≤ 0 and x 1 , x 2 ≥ 0. A vector δ c ∈ R n of strictly positive parameters relaxes the complementarity constraint to arrive at
The original complementarity constraint is recovered when δ c = 0. Note that at all points feasible for (MPEC) the gradients of the active constraints in (3.1) are linearly independent when δ c > 0. Moreover, the strictly feasible region of the relaxed constraints (3.1) is nonempty when δ c > 0. Unfortunately, the strictly feasible region of the relaxed MPEC becomes empty as the components of δ c tend to zero.
A two-sided relaxation.
In contrast to (3.1), our proposed scheme additionally relaxes each component of the bounds x 1 , x 2 ≥ 0 by the amounts [δ 1 ] j > 0 and [δ 2 ] j > 0 so that the relaxed complementarity constraints become
where δ c , δ 1 , δ 2 ∈ R n are vectors of strictly positive relaxation parameters. Note that for any relaxation parameter vectors (δ 1 , δ 2 , δ c ) that satisfy max(δ c , δ 1 ) > 0 and max(δ c , δ 2 ) > 0, the strictly feasible region of (3.2) is nonempty, and the active constraint gradients are linearly independent.
The main advantage of the strictly feasible relaxation scheme (3.2) is that there is no need to drive both relaxation parameters to zero to recover a stationary point of the MPEC. As we show in Theorem 3.1, for any strongly stationary point of (MPEC) that satisfies MPEC-LICQ, -WSCS, and -SSOSC, there exist relaxation parameter vectors (δ * 
An example.
The intuition for the relaxation scheme proposed in section 3.1 is best appreciated with an example. Consider the MPEC [22] (3.3) minimize
and the associated relaxed MPEC derived by applying the relaxation (3.2) to (3.3):
For any choice of parameters a, b > 0, (3.3) has two local minimizers: (a, 0) and (0, b). Each is strongly stationary and satisfies MPEC-LICQ, -SCS, and -SOSC and thus they also satisfy MPEC -LICQ, -WSCS, and -SSOSC. Evidently, these local minimizers are also minimizers of (3.4) for δ c = 0 and for any δ 1 , δ 2 > 0. If the data are changed so that a > 0 and b < 0, then the point (a, 0) is a unique minimizer of (3.3), and also a unique minimizer of (3.4) for any δ c > 0 and for δ 1 = δ 2 = 0. Moreover, if a, b < 0, then (0, 0) is the unique minimizer of (3.3) and also a unique minimizer of (3.4) for any δ c > 0 and for δ 1 = δ 2 = 0. Thus there is no need to drive both δ c and δ 1 , δ 2 to zero to recover a stationary point of (MPEC).
A key property of MPECs that we exploit is the fact that the MPEC multipliers provide information about which relaxation parameters need to be driven to zero. To illustrate this, let us suppose a, b > 0 and consider the local minimizer (a, 0) of the MPEC. In this simple example the minimizer of the relaxed problem will lie on the curve X 1 x 2 = δ c for all sufficiently small δ c . The MPEC solution will be recovered if we drive δ c to zero. The values of the other parameters δ 1 , δ 2 have no impact as long as they remain positive; the corresponding constraints will remain inactive. Note that this situation occurs precisely if the MPEC multiplier of the active constraint, here x 2 ≥ 0, is negative, that is, the gradient of the objective function points outside of the positive orthant. If this situation is observed algorithmically, we will reduce δ c and keep δ 1 , δ 2 positive. A similar argument can be made if the gradient points in the interior of the positive orthant, in which case δ 1 or δ 2 need to be driven to zero to recover the MPEC minimizer. The parameter δ c , however, must remain positive to maintain the strict interior of the feasible set.
The foregoing cases correspond to nondegenerate solutions; that is, there are no biactive constraints. Biactivity occurs in the example if a, b < 0. In this case the minimizer is the origin, and both MPEC multipliers are positive. Hence, we need to drive δ 1 , δ 2 to zero and keep δ c positive to avoid a collapsing strictly feasible region.
To see how one can recover an MPEC minimizer that satisfies MPEC-WSCS and -SSOSC, consider the example with a = 0 and b = 1. In this case (0, 1) is a minimizer satisfying MPEC-WSCS and -SSOSC. To recover this minimizer from the relaxed MPEC (3.4) we do not need to drive any of the three relaxation parameters to zero. In particular, it is easy to see that (0, 1) is a minimizer to the relaxed problem satisfying LICQ, SCS, and SOSC for any δ 1 , δ 2 , δ c > 0.
Our goal in the remainder of this paper is to turn this intuition into an algorithm and to analyze its convergence behavior for general MPECs.
The relaxed MPEC.
In addition to introducing the relaxation parameter vectors (δ 1 , δ 2 , δ c ), we introduce slack variables s ≡ (s 0 , s 1 , s 2 , s c ) so that only equality and nonnegativity constraints on s are present. The resulting relaxed MPEC is (MPEC-δ) minimize
where the dual variables y and v ≡ (v 0 , v 1 , v 2 , v c ) are shown next to their corresponding constraints. We note that the slack variable s 0 is not strictly necessary-the nonnegativity of x 0 could be enforced directly. However, such a device may be useful in practice because an initial value of x can be used without modification, and we need to choose starting values only for s, y, and v. Moreover, this notation greatly simplifies the following discussion.
To formulate the stationarity conditions for the relaxed MPEC, we group the set of equality constraints involving the slack variables s into a single expression by defining
The Jacobian of h with respect to the variables x is given by
Define the vector w = (x, s, y, v) and the vector r(w; δ) = (r d , r c , r f , r δ ) as a function of w and δ. With this notation, w * is a KKT point for (MPEC-δ) if r(w * ; δ) = 0. The Jacobian of (3.7) is given by
Properties of the relaxed MPEC.
Stationary points of (MPEC-δ) are closely related to those of (MPEC) for certain values of the relaxation parameters. The following theorem makes this relationship precise.
Theorem 3.1. Let (x * , y * , z * ) be a strongly stationary point of (MPEC), and let the vector δ * satisfy 
But MPEC-LICQ implies that the following system of equalities and inequalities satisfies LICQ at x * :
We now show that the gradients of the active constraints in (3.11) are either a subset or a nonzero linear combination of the gradients of the active constraints in (3.12), and that therefore they must be linearly independent at x * . To do so, for j = 1, . 
But note that the Hessian of the Lagrangian for (3.13) is different from the Hessian of the Lagrangian for (MPEC). The reason is that in (3.13) the complementarity constraint X 1 x 2 ≤ δ * c is included in the Lagrangian, whereas we excluded this constraint from the definition of the Lagrangian for (MPEC). But it is easy to see that this has no impact on the value of
To see this, note that the Hessian of [X 1 x 2 ] j has only two nonzero elements: 
Proof. Equation (3.15) is derived by comparing (2.1) with (3.7).
Relaxation parameter updates.
In this section we show how to construct a sequence of relaxation parameters δ k such that lim k→∞ δ k = δ * , where δ * satisfies (3.8)-(3.9). We are guided by Theorem 3.1 in developing such a parameter update. Under certain conditions (discussed in section 3.6), we can recover the solution of the original MPEC from the solution of (MPEC-δ * ). Suppose that w k = (x k , s k , y k , v k ) is an estimate of the solution of (MPEC-δ k ), and let z k = B(x k ) T v k be the corresponding MPEC multipliers given by (3.15) . Given an improved estimate w k+1 , Algorithm 1 defines a set of rules for updating the relaxation parameter vector δ k . The algorithm also updates a companion sequence 
ck ) that defines a nearby relaxed problem (MPEC-δ * k ). In the vicinity of the minimizer, this nearby relaxed problem gives an estimate of the active constraint set. Also, the residual of (MPEC-δ * k ) is a better optimality measure than the residual of (MPEC-δ k ) because while all components of the relaxation parameter vector δ k are strictly positive, some of the components of δ * k may be zero. The scalars r * k and r * k are lower and upper bounds on the KKT residual of (MPEC-δ * k ); they provide a measure of nearness to zero of the MPEC multipliers and are used to predict the sign of the optimal MPEC multipliers.
Active-set identification. Suppose that δ *
k is a set of relaxation parameters that satisfies (3.8) and that therefore defines a one-sided relaxation. Let
be the minimizer of the associated relaxed problem (MPEC-δ * k ) defined via (3.10), and let w k be an estimate of w * k . If w k is close enough to w * and Algorithm 1 is given an improved estimate w k+1 , then it will return the same one-sided relaxation parameter δ * k+1 = δ * k . Therefore, (MPEC-δ * k ) will remain fixed. Thus, the update rules continue to update (and reduce) the same relaxation parameters at every iteration-this property is used to guarantee that the feasible region remains nonempty even in the limit. In some sense, it implies that the correct active set is identified.
We make the following nondegeneracy assumptions about the MPEC minimizer (x * , y * , z * ). These assumptions hold throughout the remainder of the paper. 
where K(w * k ) is the Jacobian of the KKT residual r(w; δ) with respect to w evaluated at w * k . Note that this Jacobian does not depend on δ * k . In addition, as a consequence of Theorem 3.1, K(w * k ) is nonsingular. This together with (3.16), imply that there exist positive constants β 2 > β 1 such that for w k+1 in the vicinity of w * k
Then, by the definition of r * k+1 (Step 1 of Algorithm 1) we have that (3.17) where β 3 = β 1−τ 1 and β 4 
. Then, condition (3.17) and the assumptions that w k is close enough to w * and w k+1 − w * 
Consider the indices i = 1, 2 and j = 1, . . . , n. Suppose that [z * ] j > 0. Then (3.18) and (3.19) imply that (3.20) [
Suppose instead that [z * ] j < 0. Then (3.18) and (3.19) imply that
Finally, suppose that [z * ] j = 0. Then because τ > 0, we have that for w k close enough to w * and w k+1 − w * 
k is also a local minimizer for the relaxed problem for the (k + 1)th iterate.
An interior-point algorithm.
The discussion thus far has not made use of a specific optimization algorithm. Theorem 3.6 makes use of an improved estimate of (MPEC-δ * k ) but does not specify the manner in which it is computed. In this section we show how to construct a primal-dual interior-point algorithm that at each iteration will satisfy the conditions of Theorem 3.6. The parameter update rule in Algorithm 1 is invoked at each iteration of the interior method. The barrier parameter is updated simultaneously. This iteration scheme is repeated until certain convergence criteria are satisfied.
Algorithm summary.
For the remainder of this section, we omit the dependence of each variable on the iteration counter k when the meaning of a variable is clear from its context. The search direction is computed by means of Newton's method on the KKT conditions of the barrier subproblem corresponding to (MPEC-δ). These are given by (3.7), where (3.7b) is replaced by (w; δ) .) The Jacobian K is independent of the barrier and relaxation parameters-these appear only in the right-hand side of (4.2). This is a useful property because it considerably simplifies the convergence analysis in section 4.2. To ensure that s and v remain strictly positive (as required by interior-point methods), each computed Newton step Δw may need to be truncated. Let γ be a steplength parameter such that 0 < γ < 1. At each iteration we choose a steplength α so that
where 3) ; 
Because our analysis focuses on the local convergence properties of the proposed algorithm, the (k + 1)th iterate is computed as w k+1 = w k + αΔw k . (A globalization scheme that can choose shorter steps is discussed in section 5.) Algorithm 2 outlines the interior-point relaxation method. The method takes as a starting point the triple (x 0 , y 0 , z 0 ) as an estimate of a solution of the relaxed NLP corresponding to (MPEC). The algorithm terminates when the optimality conditions for (MPEC-δ * k ) are satisfied, that is, when (4.4) r(w k ; δ * k ) < for some small and positive . Recall that w *
is the solution to the one-sided relaxation (MPEC-δ * k ); therefore, r(w * k ; δ * k ) = 0. Note that we never compute w * k -it is used only as an analytical device.
Superlinear convergence.
In this section we analyze the local convergence properties of the interior-point relaxation algorithm. The distinguishing feature of the proposed algorithm is the relaxation parameters and their associated update rules. If we were to hold the relaxation parameters constant, the relaxation method would reduce to a standard interior-point algorithm applied to a fixed relaxed MPEC; it would converge locally and superlinearly provided that the starting iterate is close to a nondegenerate minimizer of (MPEC-δ k ) (and that standard assumptions held). The main challenge is to show that the interior-point relaxation algorithm continues to converge locally and superlinearly even when the relaxation parameters change at each iteration. We use the shorthand notation r k ≡ r(w k ; μ k , δ k ) and r * k ≡ r(w k ; δ * k ). 
then the sequence {w * k } is constant over all k and {w k } converges Q-superlinearly to w * ≡ w * k . Proof. The proof has three parts. First, we show that there exists a constant
. Second, we show that δ * k+1 = δ * k , and thus that w * k is also a minimizer to the relaxed MPEC corresponding to the (k + 1)th iterate. Finally, we show that the conditions of the theorem hold also for the (k + 1)th iterate. The main result therefore follows by induction. 
Each term on the right-hand side of (4.10) can be bounded as follows. Because (x * , y * , z * ) is a strongly stationary point of (MPEC) satisfying assumptions 3.3-3.5, Theorem 3.1 applies. Therefore, w * satisfies LICQ, SCS, and SOSC for (MPEC-δ * ). Then by Lemma 5 of [24] we know that there exists a positive constant 1 such that
We now further bound the right-hand side of (4.11). Because K(w k ) −1 is bounded for small enough, there exists a positive constant 2 such that (4.12)
Assumption 3.3 implies that the KKT residual r(w; μ, δ), and thus, r(w; δ), is differentiable. Hence there exists a positive constant 3 such that
Moreover, (4.6) and (4.7) imply that there exists a positive constant 4 such that
Then substituting (4.12), (4.13), (4.14), and condition (4.8), into (4.11) we have
From the boundedness of K(w k ) −1 around w * k and (4.14), the second term in (4.10) satisfies
for some positive constant 5 . Finally, the third term in (4.10) satisfies (using Taylor's theorem and again the fact that K(
for some positive constant 6 . Hence, (4.10) and (4.15)-(4.16) yield
for some positive constant σ, as required.
Note that by (4.17) we know that for small enough the assumptions of Theorem 3.6 hold and therefore δ * k+1 = δ * k . As a result, w * k is also a minimizer of (MPEC-δ * k+1 ). Note that in addition to the assumptions made in Theorem 3.6, we assume that the barrier and steplength parameters satisfy μ k < β w k − w * k 1+τ and 1 − γ k < β w k − w * k 1+τ for some τ ∈ (0, 1) and β > 0. These are standard assumptions used to prove superlinear convergence of interior methods. They imply the barrier and steplength parameters are updated fast enough. In addition, we assume that
. This assumption implies that the distance between δ k and δ * k is small compared to the distance between the current iterate w k and the minimizer w * . Note that in Part 3 of the proof of Theorem 4.1, we show that this assumption will hold when the relaxation parameter update rule in Algorithm 1 is applied for two or more iterations. Finally, the technical Assumption 4.9 simplifies the proof and that is also satisfied whenever Algorithm 1 is applied for two or more consecutive iterations.
Implementation details.
In this section we discuss two practical aspects of our implementation. First, to globalize the interior-point method, we perform a backtracking linesearch on an augmented Lagrangian merit function (although other globalization schemes could be used). The theoretical properties of this merit function have been analyzed by Moguerza and Prieto [14] . We also modify the Jacobian K(w) as in [23] to ensure a sufficient descent direction for the augmented Lagrangian merit function.
Second, we make use of a safeguard to the relaxation parameter update that prevents the algorithm from converging to stationary points of the relaxed MPEC that are not feasible with respect to MPEC. To see how this may happen, again consider the example MPEC (3.3). The relaxed MPEC (with slack variables) is given by for i = 1, 2 and j = 1, . . . , n. Thus, the above parameter update prevents the algorithm from converging to spurious stationary points for the relaxed MPEC that are not stationary for the MPEC.
Finally, it is possible to show that the local convergence results of previous sections still hold when using both the globalization strategy for the interior point method and the safeguard of the relaxation parameter update. But to simplify the exposition, we have decided to leave these two aspects out of the local convergence analysis of previous sections.
Numerical results.
We illustrate in this section the numerical performance of the interior-point relaxation algorithm on the MacMPEC test problem set [11] . The results confirm our local convergence analysis and show that our implementation performs well in practice.
The interior-point relaxation algorithm has been implemented as a Matlab program. Problems from the MacMPEC test suite (coded in AMPL [11] ) are accessed via a Matlab MEX interface. Because the algorithm has been implemented using dense linear algebra, we apply the method to a subset of 87 small-to medium-size problems from the MacMPEC test suite.
We stop the algorithm under three different circumstances: (i) if the iteration limit of 150 is exceeded; (ii) if the current iterate is a stationary point of (MPEC-δ * ), i.e., if r(w k ; 0, δ * k ) < 10 −6 (1 + ∇f (x k ) ) (cf. (4.4) ); or (iii) if the steplength is too small. We use the following parameter values for the barrier and relaxation updates: τ = 0.3 and κ = 0.9. Table 6 .1 gives information regarding the performance of our algorithm on each test problem. The first column indicates the name of the problem, the second and third columns indicate the number of iterations and function evaluations, the fourth column shows the final objective function value, the fifth and sixth columns show the norm of the multiplier vector v c and the norm of the KKT residual of the nearby relaxed MPEC (MPEC-δ * ) at the solution, and the last two columns indicate the exit status of the algorithm. The exit flags are described in Table 6 . The results seem to confirm that the global convergence safeguards proposed in section 5 are effective in practice. In particular, the algorithm converges to a strongly stationary point of (MPEC) for most of the test problems in the collection, that is, flag1 = 1 for most of the problems. Moreover, note that all stationary points of (MPEC-δ * ) found by the algorithm are also strongly stationary for the original MPEC; that is, flag1 is never equal to 2. Finally, some of the problems on which our algorithm fails are ill-posed according to [18, 4, 3] . For instance, ex9.2.2, qpec2, ralph1, scholtes4, and tap-15 do not have a strongly stationary point, the pack problems have an empty strictly feasible region, ralphmod is unbounded, and design-cent-3 is infeasible. 
