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Gene regulatory network (GRN) modeling is a well-established theoret-
ical framework for the study of cell-fate specification during developmen-
tal processes. Recently, dynamical models of GRNs have been taken as
a basis for formalizing the metaphorical model of Waddingtons epigenetic
landscape, providing a natural extension for the general protocol of GRN
modeling. In this contribution we present in a coherent framework a novel
implementation of two previously proposed general frameworks for model-
ing the Epigenetic Attractors Landscape associated with boolean GRNs: the
inter-attractor and inter-state transition approaches. We implement novel al-
gorithms for estimating inter-attractor transition probabilities without nec-
essarily depending on intensive single-event simulations. We analyze the
performance and sensibility to parameter choices of the algorithms for esti-
mating inter-attractor transition probabilities using three real GRN models.
Additionally, we present a side-by-side analysis of downstream analysis tools
such as the attractors’ temporal and global ordering in the EAL. Overall,
we show how the methods complement each other using a real case study: a
cellular-level GRN model for epithelial carcinogenesis. We expect the toolkit
and comparative analyses put forward here to be a valuable additional re-
source for the systems biology community interested in modeling cellular
differentiation and reprogramming both in normal and pathological develop-
mental processes.
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Introduction
The postulation of experimentally grounded gene regulatory network (GRN) dynamical
models, their qualitative analysis and dynamical characterization in terms of control pa-
rameters, and the validation of GRN predictions against experimental observations has
become a well-established framework in systems biology – see, for example: [1, 2, 3, 4].
There are multiple tools available for the straightforward implementation and analysis
of dynamical models of GRNs [5]. These models are well-suited for the study of cell-
fate specification during developmental processes. More recently, dynamical models of
GRNs have been taken as a basis for formalizing a century-old developmental metaphor:
Waddington’s epigenetic landscape [6, 7, 8, 9, 10]. The present authors recently in-
troduced the term Epigenetic Attractors Landscape (EAL) in order to distinguish this
modern view of the EL from its metaphorical counterpart (see [11]). Accordingly, here
we will refer as EAL to a group of dynamical models grounded in dynamical systems
theory and which operationally define an underlying EL associated with GRN dynam-
ics. In this contribution we focus on the EAL associated with the discrete-time boolean
description of GRNs grounded on experimental data.
Despite growing interest in modeling the EAL, as evidenced by recent model propos-
als in the study of stem cell differentiation [12] and reprogramming [13], as well as the
study of carcinogenesis [14, 15] and cancer therapeutics [16, 17]; unlike the case of GRNs,
there are no available tools for the straightforward implementation of EAL models. Fur-
thermore, different EAL models have not been compared directly through side-by-side
analysis of the same biological system. This has arguably precluded the wide-spread
applicability of EALs.
One of the first methodological frameworks proposed to explore the EAL associated
with a Boolean GRN was presented by Alvarez-Buylla and collaborators [7]. Briefly,
in its original form this framework rests on three steps: (1) introducing stochasticity
into the boolean dynamics by means of the so-called stochasticity in nodes model (SIN),
(2) estimating an inter-attractor transition probability matrix by simulation, and (3)
analyzing the temporal evolution of the probability distribution over attractor states
(see methods). For the purpose of this contribution, we refer to such framework as the
inter-attractor transition approach (IAT). Recently, a related framework was presented
by Zhou and his collaborators [18]. The main differences between this and the former
method are: the latter (1) precludes simulation by introducing stochasticity directly into
a deterministic transition matrix, and (2) it is based on the estimation of a inter-state
transition probability matrix. We refer to this latter framework as the inter-state transi-
tion approach (IST). Additionally, Zhou and collaborator introduced the idea of a global
ordering of attractors in the EAL defined by analyzing the relative stability of attractor
states [19], where stability is quantified in terms of the strength of the attractors (phe-
notypes) to endure stochastic disturbances.
In this contribution we present in a coherent framework a novel implementation of the
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two methodologies, as well as associated analysis tools such as the global ordering of the
attractors based on relative stabilities, the computation of a quasi-potential landscape
based on an stationary probability distribution, and additional tools for downstream
analyses and plotting. We use the popular R statistical programming environment
(www.R-project.org). For the first framework (IAT), we implement novel algorithms
for estimating inter-attractor transition probabilities without necessarily depending on
intensive single-event simulations. For both frameworks (IAT and IST) we exploit the
vector-based programming capability of the R language. We analyze the performance
and sensibility to parameter choices of the algorithms for estimating inter-attractor tran-
sition probabilities using three GRN models: the Arabidopsis (1) root stem cell niche
[20] and (2) early flower development [10] GRNs; and (3) a cellular-level GRN model for
epithelial carcinogenesis. Additionally, for the latter model we present for the first time,
a side-by-side analysis of the two frameworks and show how the methods complement
each other. Importantly, we show that the attractor time-ordered transitions obtained
by directly estimating an inter-attractor transition matrix are consistent with the global
ordering of the attractors obtained by means of their corresponding relative stabilities.
All the necessary codes for applying the methods and examples showed herein are made
publicly available (see methods below); we expect this toolkit to be a valuable additional
resource for the systems biology community.
Results
Characterizing the Epigenetic Attractors Landscape
In this work we organize previously existing, yet dispersed, mathematical analyses into
a coherent framework for the characterization of EAL associated with discrete-time
boolean description of GRNs grounded on experimental data. Figure 1 schematically
represents a general work flow for such characterization. The work flow is supposed to be
applicable to an already available and validated experimentally grounded Boolean GRN
model (see [5]). The first necessary step (Fig. 1a) consists of characterizing the state-
space associated with the GRN in terms of the attained attractors and their basins,
a standard practice in the dynamical analysis of Boolean GRNs (see methods). The
second main step consists on estimating either a inter-attractor or inter-state transition
probability matrix (or both) (Fig. 1b). The former is the main mathematical structure
for the IAT aproach, and the latter for the IST approach (see methods). Downstream
analyses of the underlying EAL such as the temporal-order of attractor attainment, the
attractor relative stability and global ordering, and the construction of a probabilistic
landscape are based on the transition matrices and can be applied afterwards (Fig. 1c).
Inter-attractor Transitions
A first necessary step in order to explore the EAL associated with a Boolean GRN using
the IAT approach is to calculate the probabilities of transition from one attractor to
another. In this contribution we present two algorithms for such task (see methods).
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Algorithm 1 implements what we will refer to as an intuitive mapping-guided random
walk in state space. The reasoning is as follows. An initial state is taken at random,
which is then mapped to a next state using the stochastic mapping in Equation (3). The
basins corresponding to the two states are recorded in order. Subsequently, another state
is picked at random from the latter basin, and the mapping procedure is repeated. The
procedure is repeated Nsteps number of times, each time taking at random a state from
the present basin, and the goal is to record a stochastic realization of the transitions from
one basin to another. Algorithm 2, on the other hand, considers all the possible states,
repeats them Nreps number of times in a single data structure, and maps them using
Equation (3) as well (for details, see methods). An important technical issue is then how
to select the parameters Nsteps and Nreps, respectively. Specially because this type of
simulation approaches have been qualified as requiring large number of time-consuming
sampling [18].
For each algorithm we tested how the estimate of the inter-attractor transition matrix
changes as the parameter value increases. We used three real GRN models for testing:
Arabidopsis single-cell root stem cell niche GRN (root-GRN) [20], Arabidopsis floral or-
gan determination GRN (flower-GRN) [5], and a cellular-level GRN model for epithelial
carcinogenesis (cancer-GRN). We found that for models of size common to GRN devel-
opmental modules (i.e., 8 − 15 genes) the estimation obtained with small values of the
parameter rapidly converges to that obtained by using large values (e.g., ≈ 106). Figure 2
shows how the distance between the estimate obtained using a value Nsteps(Nreps) = i
and that obtained using Nsteps = 106 and Nreps = 103 for Algorithms 1 and 2, respec-
tively. These results correspond to the three GRN models: root (Fig. 2a-b), cancer (Fig.
2c-d), and flower (Fig. 2e-f). Additionally, we show that the estimate obtained with
one of the algorithms also rapidly converges to that obtained with the other algorithm.
Figure 3 shows how the distance between the estimate obtained using one algorithm with
a parameter value i and that obtained using the other algorithm with a large parameter
value decreases as i increases. Based on this latter analysis we conclude that, for GRNs
of sizes 8 − 15 genes, using a value of the order of Nsteps = 104 for algorithm 1 and
Nreps = 102 would be sufficient to achieve an accuracy similar to that achieved using
large values (i.e, 106 and 103, respectively), decreasing then the involved computational
cost.
Characterizing the EAL
In this section we provide as an example the analysis of the EAL underlying a cellular-
level GRN model for epithelial carcinogenesis. The details of the construction and vali-
dation of such network model are being published by the authors elsewhere. The GRN
comprises 9 main regulators of epithelial carcinogenesis (Fig. 4), and its dynamical char-
acterization uncovers 3 fixed-point attractor corresponding to the epithelial, senescent,
and mesenchymal stem-like cellular phenotypes. We applied the two approaches (IAT
and IST) to the cancer-GRN, and for the IAT approach we applied the two algorithms
proposed herein. Accordingly, we estimated two inter-attractor transition matrices and
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one inter-state transition matrix. For simplicity in all cases we kept fixed a single value for
the error parameter ξ = 0.05. Using the estimated matrices, we applied the downstream
analyses depicted in Figure 1c. Figure 5 shows two graphs plotting the temporal evo-
lution of the occupation probability distribution over attractor states epithelial (black),
senescent (red) and mesenchymal (green) – conditioned on an initial distribution where
all the cellular population is in the epithelial attractor state. The uncovered attractor
time-order is indicated by sequential vertical lines: the order is epithelial → senescent
→ mesenchymal. Importantly, the two algorithms give the same qualitative result.
Subsequently, we uncovered the global ordering of attractors by calculating the rela-
tive stabilities and net transition rates between pairs of attractors using the two inter-
attractor transitions estimated with the two algorithms (for details, see methods). Figure
6 shows the plot of two graphs where an arrow appears in color red if the calculated
transition rate between the attractor is positive in the indicated direction. The global
ordering corresponds to the path comprised by directed arrows passing by the three
attractors, here: epithelial → senescent → mesenchymal. Thus, the global ordering is
consistent with the attractor time-order, as long as the latter is conditioned on having
the total probability mass in the epithelial attractor as initial state. Again, the two
algorithms produce the same qualitative result.
Finally, we used the estimated inter-state transition matrix obtained with the IST
approach to derive a graphical probabilistic landscape (see methods). The landscape is
based on the stationary probability distribution uss obtained by numerical simulation
(see methods). Figure 7 and 8 show a 3D-surface and a contour plot respectively. The
graphical landscape was derived by first mapping all the state vectors in the sate-space
into a low dimensional space by the dimensionality reduction technique principal com-
ponent analysis. The first two component are taken as the coordinates in the 3D plot,
where the z-coordinate corresponds to the values −log(uss). The surface is inferred by
interpolating the spaced data points using the technique of thin plate spline regression
[21]. The 3D-surface plot nicely shows the relative stability of the states by means of
their probability, the lower states display a higher level of relative stability than the
states initially located at higher places. The route from the attractors of less stability to
that with the highest consists with the global ordering uncovered above. However, in the
case of the IST transition and the probabilistic landscape we have additional information
concerning the relative stability of all the transitory states in state space.
Discussion
Boolean GRN models are well-established tools for the mechanistic study of the estab-
lishment of cellular phenotypes during developmental dynamics. Their simplicity and
deterministic nature are well-suited for answering questions regarding the sufficiency of
molecular players and interactions necessary to explain observed cellular phenotypes. In
the present contribution we present methods to study an extended Boolean GRN model
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which takes stochasticity into consideration, necessary for studying cell-state transition
events.
In the case of the stochastic Boolean GRNs, the model of interest involves random
samples with a non-trivial dependence structure. In such cases, efficient simulation al-
gorithms are needed in order to explore and characterize the underlying structure and
to understand the behavioral (dynamical) consequences of the constrains imposed by
such structure. Accordingly, we propose two algorithms of general applicability, and
show how these can be used to estimate transitions probabilities in an efficient way from
moderate size GRNs similar to those proposed as developmental modules driving de-
velopmental processes. Although we show that the two algorithms generate consistent
estimates, one or the order may be preferred depending on the GRN in question, as well
as the computational resources at hand. Algorithm 1 is likely to be preferred in the case
of larger GRNs, as it is not constrained by the size of the GRN per se, but the number of
steps chosen in the simulation. On the other hand, given the declarative representation
used in Algorithm 2, its performance is constrained by the memory available. Algorithm
2, however, may be preferred for fast estimates in small to moderate size GRNs (< 15
genes). Importantly, although we tested the performance of the algorithms in terms of
the number of steps chosen for the simulations, the results should not be generalized
without caution given that we only used three real GRNs, and the results may vary
either for larger GRNs or state spaces with more complex structures.
For illustrative purposes we applied all the methods and downstream analyses pre-
sented herein to a specific GRN: a cellular-level GRN model for the description of the
phenotypic transitions involved in epithelial carcinogenesis. We show that for this case,
the uncovered temporal-order of attractor attainment is consistent with the global order-
ing based on the exploration of the dynamics of the relative stability of the uncovered
attractors, both calculated from a inter-attractor transition probability matrix. The
result of the former is conditioned on the initial occupation probability taken. An in-
teresting open problem would be to generalize this relationship using GRNs with divers
structures, for example to ask if the global ordering of attractors is robust enough as
to drive most initial distributions into a consistent temporal ordering. An additional
interesting questions would be, what does this relationship tells us about the structural
constraints imposed by the GRN. The tools and implementation presented here may
prove useful for such theoretical studies.
Finally, we present tools for deriving a probabilistic landscape from an estimated
inter-state transition matrix in terms of the stationary probability distribution over state
space. This latter analysis and the associated graphical tools can be applied to system-
atically study how the system responds to perturbations resulting in a reshaped EAL.
Structural alterations of the EAL may predict the induction of preferential cell-state
transitions such as the case of reprogramming strategies [22] or therapeutic interven-
tions against the stabilization of a cancer attractor [23, 17].
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Overall, in this contribution we present in a coherent framework a novel implementa-
tion of general frameworks for modeling the Epigenetic Attractors Landscape associated
with boolean GRNs. We provide analysis of the method performance and show how
they can be applied to real case GRNs. We expect the toolkit and comparative analyses
put forward here to be a valuable additional resource for the systems biology community
interested in modeling cellular differentiation and reprogramming both in normal and
pathological developmental processes.
Materials and Methods
Boolean Gene Regulatory Networks
A Boolean network models a dynamical system assuming both discrete time and discrete
state variables. This is expressed formally with the mapping:
xi(t+ 1) = Fi(x1(t), x2(t), ..., xk(t)), (1)
where the set of functions Fi are logical propositions (or truth tables) expressing the
relationship between the genes that share regulatory interactions with the gene i, and
where the state variables xi(t) can take the discrete values 1 or 0 indicating whether the
gene i is expressed or not at a certain time t, respectively.
A completely specified Boolean GRN model is analyzed by either of two methods:
(1) by exhaustive computational characterization of the state space in terms of attained
attractors and their basins of attractions (used in IAT), or (2) by defining a matrix
explicitly encoding the mapping in Equation (1) (used in IST). Specifically, for the
latter method, following [19] the mapping in Equation (1) is used to define a single-step
2n × 2n transition matrix T with elements ti,j , where:
ti,j =
{
1, xj = F(xi)
0, Otherwise.
(2)
Here xi is the network state i from the state-space of size 2
n corresponding to a
network of n genes, and F represents the vector of n functions represented element-wise
in Equation (1). Given the deterministic character of the mapping in Equation (1), the
matrix T is sparse, each row i having only one element where ti,j = 1. The matrix
T constitutes a declarative representation which includes the complete information of
the mapping in Equation (1): the matrix T assign to each of the states xk, where
k ∈ {1, ..., 2n}, its corresponding state in time t+ 1.
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Inter-Attractor Transition Approach
Including Stochasticity
Following [7, 5, 11], a Boolean GRN is extended into a discrete stochastic model by
means of the so–called stochasticity in nodes (SIN) model. In this model, a constant
probability of error ξ is introduced for the deterministic Boolean functions as follows:
Pxi(t+1)[Fi(xregi(t))] = 1− ξ,
Pxi(t+1)[1− Fi(xregi(t))] = ξ.
(3)
It is assumed that the probability that the value of the random variable xi(t + 1) (a
gene) is determined or not by its associated logical function Fi(xregi(t)) is 1 − ξ or ξ,
respectively. The probability ξ is a scalar constant parameter acting independently per
gene. The vector xregi represents the regulators of gene i.
Inter-Attractor Transition Probability Estimation
An attractor transition probability matrix Π with components:
piij = P (At+1 = j|At = i), (4)
representing the probability that an attractor j is reached from an attractor i is estimated
by either of two simulation-based algorithms proposed herein (see results).
Algorithm 1 Simulate inter-attractor stochastic realization
Initiate storage[Nsteps]
from state space = {1, ..., 2n} pick randomly initial state xi
storage[1] ← basin k ← map ← xi
for (stepN in 2 to Nsteps) do
state xj ← stochastic mapping Eq(2) ← state xi
storage[stepN] ← basin k ← map ← xj
from sub space = {basin k} pick randomly state xi
end for
return storage
In Algorithm 2, Bin(n = 1, ξ) refers to a binomial distribution given by Bin(k|n, ξ) =(
n
k
)
ξk(1− ξ)n−k. In the special case used here (with n = 1) the distribution corresponds
to a Bernoulli distribution. Thus, what we call perturbation indicator vector effectively
simulates tossing a biased coin Nsteps × n × 2n times. Each outcome x = 1 indicates
the position where an error in the mapping has occurred, according to Equation (3).
The elements piij of the matrix Π are obtained as maximum likelihood estimates
based on the empirical transition probability resulting from the simulations from either
algorithm 1 or 2.
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Algorithm 2 Implicit bit-flip simulation
Initiate storage j × j matrix Π, j ∈ {1, ..., nattractors}
Generate state space = {x1, ...,x2n}
Generate set Xt+1 = F(state space)
Xpertt+1 ← repeat Xt+1 element-wise Nsteps times
Generate perturbation indicator vector piv:
piv ← simulate Nsteps× n× 2n observations from Bin(n = 1, ξ)
for piv[i] = 1 do
Apply error in Xpertt+1 [i] , i ∈ {1, ..., Nsteps× n× 2n}
end for
Xpert ← split Xpertt+1 in n-size state vectors xk, k ∈ {1, ..., Nsteps × 2n}
for each xi in state space do
basin j ← map xi
end for
for each xk in X
pert do
basin j ← map xk
end for
update pij,j
return storage matrix
Inter-State Transition Probability Approach
Including Stochasticity
For the IST approach, following [18, 19], stochasticity is introduced in a declaractive
manner (i.e., by means of a single structure representation) using a binomial distribution.
Specifically, the effect of noise on each possible single-state transition is represented by
introducing a noise matrix N with elements
Ni,j =

(
n
dij
)
ξdij (1− ξ)n−dij , i 6= j
0, i = j
(5)
where dij is the Hamming distance between the states i and j (i.e., dij = ‖xi − xj‖H
). This representation formalizes an intuitive notion: the effect of noise on the system
is more (less) likely to produce a state less (more) similar to the initial state.
Inter-State Transition Probability Estimation
A single object including both stochastic perturbations and deterministic mapping is ob-
tained by adding the noise matrix N and the deterministic single-step transition matrix
T (see Equation 2) as follows
Π = (1− ξ)nT + N (6)
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After normalizing a transition probability matrix Π is obtained with components
piij = P (xt+1 = j|xt = i). (7)
The components piij represent the probability that a state j is reached from a state i,
where i, j ∈ {1, ...2n}.
Temporal Evolution of States/Attractors Probability
In both approaches (IAT and IST) a sequence of random variables {Ct : t ∈ N} is con-
sidered a Markov chain (MC). In IAT (IST) CT takes as values the different attractors
(states), the elements pii,j representing inter-attactor(states) transition probabilities, and
the matrix Π the (one-step) transition probability matrix. As the probabilities do not
depend on time, the MC is homogeneous.
The occupation probability distribution P (Ct = j) – i.e., the probability that the
chain is in state (attractor or state) j at a given time t – is denoted by the row vector
u(t). The probabilities temporally evolve according to the dynamic equation
u(t+ 1) = u(t)Π. (8)
Taking u(0) as the initial distribution of the MC, the equation reads u(1) = u(0)Π.
By linking the occupation probabilities iteratively we get u(t) = u(0)Πt: the occupation
probability distribution at time t can be obtained directly by matrix exponentiation.
EAL Analyses
Temporal-order of Attractor Attainment
Having obtained the temporal evolution of the occupation probability distribution u(t)
given an initial distribution u(0) by numerically solving Equation (8); following [7], it is
assumed that the most likely time for an attractor to be reached is when the probability
of reaching that particular attractor is maximal. Therefore, the temporal sequence in
which attractors are attained is obtained by determining the sequence in which their
maximum probabilities are reached using u(t).
Probabilistic Landscape
A stationary probability distribution of a MC is a distribution uss which satisfies the
steady state equation uss = ussΠ. The stationary probability distribution, if exists, is
calculated either by solving the equation uss(I−Π) = 0, where I is the n × n identity
matrix [24]; or by numerically solving Equation (8), as uss corresponds to the long-run
distribution of the MC: uss = limt→∞ u(t) [25]. A probabilistic landscape U – also called
a quasi-potential – can be obtaining by mapping the distribution uss using −ln(uss).
Such landscape reflects the probability of states and it provides a global characterization
and a stability measure of the GRN system [26].
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Attractor Relative Stability and Global Ordering Analyses
A relative stability matrix M is calculated which reflects the transition barrier between
any two states based on the mean first passage time (MFPT). The transition barrier
in the EAL epitomizes the ease for transitioning from one attractor to another. The
ease of transitions, in turn, offers a notion of relative stability. Zhou and collaborators
recently proposed that a GRN has a consistent global ordering of all of the attractors
which can be uncovered by considering their relative stabilities [18, 19]. A net transition
rate between attractor i and j is defined in terms of the MFPT as follows:
di,j =
1
MFPTi,j
− 1
MFPTj,i
(9)
The consistent global ordering of the attractors is defined based on the formula pro-
posed in [19]. Briefly, the consistent global ordering of the attractors is given by the
attractor permutation in which all transitory net transition rates from an initial attrac-
tor to a final attractor are positive. The MFPTs are calculated either by implementing
the matrix-based algorithm proposed in [27] or by means of numerical simulation.
Implementation
All the methods presented here were implemented using the R statistical programming
environment (www.R-project.org). The code relies on the following packages: BoolNet,
for the dynamical analysis of Boolean networks [28]; expm, for matrix computations [29];
igraph, for network (graph) analyses [30]; markovchain for MC analysis and inference;
and fields, for surface plotting [21]. The code, including tutorial and examples, is publicly
available at https://github.com/JoseDDesoj/Epigenetic-Attractors-Landscape-R.
Figure legends
Fig 1. Schematic representations of the general work flow for characterizing
the EAL. a) The starting point is the dynamical characterization of an experimentally
grounded GRN Boolean model in terms of attained attractors and corresponding basins.
b) Depending on the downstream analyses of interest, one may proceed by calculating
an inter-attractor (IAT) or inter-state (IST) transition matrix, or both. c) Using the
calculated transition matrix as input, downstream analysis tools can be applied: the
attractor time- and global order from the IAT matrix, and the probabilistic landscape
from the IST matrix.
Fig. 2 Distance between estimates as a function of parameters Nsteps and
Nreps. The plots show the euclidean distance (y axis) between the estimated transition
probabilities using a value i of Nsteps for Algorithm 1 and of Nreps for Algorithm 2 (x
axis) and the corresponding estimates using a value of Nsteps = 106 and Nreps = 103.
Plots show calculations for the three GRNs used: root (Fig. 2a-b), cancer (Fig. 2c-d),
11
and flower (Fig. 2e-f).
Fig. 3 Distance between estimates obtained with Algorithms 1 and 2. The
plots a, c, and e show the euclidean distance between the estimated transition probabili-
ties obtained using Algorithm 1 with a value i of Nsteps (x axis) and the corresponding
estimates obtained using Algorithm 2 with a value of Nreps = 103. Plots b, d, and
f show the euclidean distance between the estimated transition probabilities obtained
using Algorithm 2 with a value i of Nreps (x axis) and the corresponding estimates
obtained using Algorithm 1 with a value of Nsteps = 106. Vertical, dotted lines indicate
a tentative minimal value for the corresponding parameter (Nsteps or Nreps) able to
provide estimates comparable with those obtained using large values. Plots show calcu-
lations for the three GRNs used: root (Fig. 2a-b), cancer (Fig. 2c-d), and flower (Fig.
2e-f).
Fig 4. Gene regulatory network for epithelial carcinogenesis. Nodes repre-
sent genes, and arrows represent experimentally characterized interactions. The nature
of the interaction (activation or inhibition) is not specified, given that this information
is implicit in the logical rules specifying the boolean dynamical model.
Fig 5. Temporal sequence of cell–fate attainment pattern under the stochas-
tic Boolean GRN model during epithelial carcinogenesis. The plots show the
maximum probability P of attaining each attractor, as a function of time (in iteration
steps). Vertical lines mark the time when maximal probability of each attractor occurs.
The most probable sequence of cell attainment is: epithelial(E) → senescent(S) → mes-
enchymal. Both algorithms uncover the same time-order pattern.
Fig 6. Graph-based representation of attractors transitions. Attractor tran-
sitions having a positive net transition rate are connected by arrows, which indicate the
directionality of the transitions. The global ordering corresponds to the path comprised
by directed arrows passing by the three attractors, here: epithelial → senescent → mes-
enchymal, resulting in a global probability flow across the EAL.
Fig. 7 3D-surface (a) and a contour plot (b) representation of the proba-
bilistic landscape. The landscape is based on the stationary probability distribution
uss and was derived by mapping the sate-space into a low dimensional space using
principal component analysis. The first two component are taken as x-y coordinates
with the corresponding −log(uss) values as the z-coordinate. The surface is inferred by
interpolation.
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Figure 2: Distance between estimates as a function of parameters Nsteps and Nreps.
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Figure 3: Distance between estimates obtained with Algorithms 1 and 2.
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Figure 4: Gene regulatory network for epithelial carcinogenesis.
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Figure 5: Temporal sequence of cell–fate attainment pattern under the stochastic Boolean GRN
model during epithelial carcinogenesis.
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Figure 6: Graph-based representation of attractors transitions.
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Figure 7: 3D-surface representation of the probabilistic landscape.
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Figure 8: Contour plot representation of the probabilistic landscape.
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