A supersonic turbulent flowfield involving the pseudo-shock waves in an isolator of a supersonic combustion ramjet is computed using two different LES codes which are a high-order upwind finite volume scheme, and a sixth order compact differencing scheme utilizing the localized artificial diffusivity method for stabilizing shock waves and employing a wall model to enable the use of coarse mesh. In the validation study where a supersonic turbulent boundary layer flow over a flat plate is examined, both LES codes are well validated using velocity profile in the boundary layer given by the hot-wire anemometry and normal stress given by the laser Doppler anemometry. In particular, the sixth order compact differencing scheme gives closer agreements with these experimental data. Then, the validated LES codes are applied to solve the Mach number 2.5 supersonic turbulent flowfield involving the pseudo-shock waves. It is shown that typical features of unsteady flowfield of the pseudo-shock waves are well obtained by both schemes. Again, it is indicated that the sixth order compact differencing scheme gives closer agreements with the existing velocity data obtained by particle image velocimetry and pressure fluctuation data on the wall surface. Besides, the computational cost of the compact differencing scheme is found to be 1/7 of that for the upwind finite volume scheme, even though a wall model is solved at each grid point on the wall surface. Therefore, the obtained results in the present study allow recommending the sixth order compact differencing scheme with a wall model for simulating supersonic turbulent flowfield in an isolator involving the pseudo-shock waves.
Introduction
For future high-speed propulsion system of aerospace vehicles, dual-mode ramjet engines have been investi-gated extensively in various institutions. However, according to the recent research reviews [1] [2] , there yet remain a lot of technical issues that must be resolved before putting them into practical use. One of such remaining issues is the proper control of pseudo-shock waves, known as pre-combustion shock waves that appear in the isolator of the engine. The pseudo-shock waves are a noteworthy interaction phenomenon between shock waves and boundary layer, which can alter the combustion mode from supersonic combustion to subsonic one. In most cases, the pseudo-shock waves composed of a series of oblique shock waves, X or lambda shaped shock waves, depend on the Mach number of the freestream and the boundary layer thickness. They include several shock waves, expansion fans, separation of boundary layer and slip lines. The pseudo-shock waves are known to help mix the injected fuel with oxidizer air flow, and to improve combustion efficiency. However, if the pseudo-shock waves go into the inlet due to higher back pressure caused by too much heat release in combustor, most of air cannot enter into the inlet, and the inlet then falls into an unstart condition. The aim of setting an isolator between the inlet and combustor is to contain and stabilize the pseudo-shock waves. A longer isolator can certainly contain the pseudo-shock waves stably, but it causes to increasing engine mass, frictional loss, and cooling requirement. In order to properly determine the isolator length, it is extremely important to have a capability of accurately predicting the possible length of the pseudo-shock waves at various inlet conditions.
Experiments [3] - [5] are very important to obtain the structure of the pseudo-shock waves, but it is sometimes difficult to collect detailed information about the flowfield of the pseudo-shcok waves because they emerge in supersonic flow in a duct. This shock wave is intrinsically an unsteady phenomenon and needs precise adjustment of the back pressure in the isolator. Furthermore, experimental studies are expensive because large scale facilities capable of operating over a wide range of Mach number are needed. An attempt to measure the pseudo-shock waves in flight experiment will be extremely high-cost. On the other hand, Computational Fluid Dynamics (CFD) can provide all the information of flowfield involving the pseudo-shock waves at a reasonable cost. The flowfield of the pseudo-shock waves was numerically studied using the Reynolds Averaged Navier-Stokes (RANS) equations [6] [7] . Because the RANS simulation cannot reproduce temporal evolution of turbulent structures, numerical studies have been rapidly shifted to utilize Large Eddy Simulation (LES). Although LES requires much higher computational cost than that for RANS simulation, LES is expected to provide both qualitative and quantitative information about complicated flowfield inside of an engine, particularly in the isolator where significant unsteady interaction of turbulent boundary layer and shock wave occurs.
LES calculation of the pseudo-shock waves in an isolator is not entirely new. For example, John et al. [8] carried out one such simulation. In their study, simulations of pseudo-shock waves were accomplished by utilizing a hybrid LES and RANS code. However, their computed results were not thoroughly validated through experimental data. Before utilizing LES for practical sizing of an isolator, it is indeed necessary to validate LES code using experimental data. In this study, we will first focus on the comparison of the computed mean streamwise velocity profiles and normal stress profiles with existing experimental data for a supersonic turbulent boundary layer on a flat plate. In addition, we will also attempt to justify the use of wall model in LES simulation combined with a sixth order compact differencing scheme with the localized artificial diffusivity model [9] in order to reduce computing time substantially. The computed results given by the higher-order upwind finite volume scheme employed in the previous study [10] are also compared with the experimental data. It is interesting to see the possible influence of numerical viscosity inherently involved in the computed results using an upwind scheme. Then, the pseudo-shock waves in an isolator are computed using these LES codes. Detailed comparisons are made with the existing experimental data to show that one of the present LES codes can reproduce turbulent flowfield involving the pseudo-shock waves fairly well.
In the following, we will first describe the numerical methods with the computed results of validation study in section 2, and then show the computational setup in section 3. The detailed comparisons of the computed results and experimental data are shown, and the related discussions are given in section 4. Finally, in section 5, we will give the conclusions obtained in this study.
Numerical Methods

Governing Equation and Subgrid-Scale Model
The governing equations are the spatially filtered mass, momentum, and energy conservation equations and the perfect gas equation of state [10] given below 
In above equations, ρ is the density, i u (i = 1, 2, and 3) are the velocity vector components in Cartesian
x , p is the static pressure, T is the static temperature, and ij δ is the Kronecker's delta, R (= 287 J/Kg⋅K) is the gas constant of air, γ (= 1.4) is the ratio of the constant specific heats. These ij σ  , ij S  , and j q  are given by
where ij S  is the filtered rate of strain tensor, μ is the molecular viscosity obtained using Sutherland's law, κ is the thermal conductivity. The thermal conductivity is obtained using the constant Prandtl number ( ) 0.72 Pr = . The SGS (Subgrid-Scale) terms, denoted with the superscript sgs in the governing equations, need to be modeled in order to close the system of equations. The SGS stress tensor sgs ij τ can be closed using the eddy viscosity model given by sgs sgs
The selective mixed-scale model [11] is used to evaluate the SGS eddy viscosity. This model is categorized as a dynamic eddy viscosity model and was validated in supersonic channel flow [11] and subsonic crossflow jet [12] . The eddy viscosity is given by
where S  is the second invariant of the shear stress tensor, 
in which the filtered total enthalpy is defined by
and the turbulent Prandtl number of 0.9 t Pr = .
Numerical Schemes
In this study, two different schemes described below are assessed for conducting LES of the pseudo-shock waves in an isolator. 1) Scheme A It is a high order MUSCL TVD upwind finite volume scheme in which a third order interpolation is employed to evaluate the dependent variables at the interface of computational cells [13] . Because of the third order interpolation, the formal spatial accuracy of the scheme becomes fourth order for 1D problems but remains second order for multidimensional problems due to lower spatial accuracy in flux integration of finite volume formulation. This scheme has been successfully applied to yield highly resolved solutions for various problems including the previous study of LES for compressible flows [10] . The numerical convective flux at the cell interface is evaluated by the Simple Low-dissipation AUSM [14] (SLAU) scheme, which is a member of AUSM type upwind scheme, while the viscous terms are evaluated by the second order central differencing scheme. The time advancement is performed by using the classical third order Runge-Kutta scheme. The non-dimensional time step, defined as
, where H is the duct height, t ∆ is a user specified constant time interval which is determined as 5 μs in this study, and U is the inflow velocity, is
. With this definition of time step, the maximum inviscid Courant-Freiedrichs-Lewy (CFL) number becomes about 0.4.
2) Scheme B The Navier-Stokes equations are solved using a sixth order accurate compact differencing scheme coupled with an eighth order lowpass spatial filter [15] . In order to capture shock waves stably, the localized artificial diffusivity method (LAD) [9] is employed. The fourth order Runge-Kutta method is adopted for time integration. The non-dimensional time step of * 0.098 t = ∆ is chosen to assure the CFL number to be less than 1.0. The scheme B assumes to employ an equilibrium wall model proposed by Kawai and Larsson [16] in order to substantially reduce the computational cost. The set of equations for the present wall model is given by ( )
where the eddy viscosity t µ is evaluated based on the mixing length model given by 
in which y + is the distance from the wall in wall units, the model parameter 17 A + = and 0.41
The set of equations for the wall model are solved separately on a different grid having of 43 grid points in y direction that covers from the wall to the inner portion of the boundary layer typically up to about 500
At the outer boundary of the wall grid referred to as the matching location, the instantaneous temperature and velocity components are provided from the LES results as the boundary conditions, while an adiabatic wall and nonslip conditions are assumed on the wall surface. A second order central differencing scheme is used to discretize the velocity and temperature derivatives. The discretized equations for the wall model are implicitly integrated using a tri-diagonal matrix solver. Using the obtained solution for the wall model, the wall friction and heat flux on the wall surface are provided as the boundary condition for LES computation. The matching location is assumed at the 5th grid points from the wall where 400 y + ≈ in the present study. According to Kawai and Larsson [16] , this treatment enables us to avoid so called log-layer mismatching.
Validation of LES Schemes
A supersonic turbulent boundary layer on a flat plate is one of the fundamental compressible flowfields suitable for validation of LES codes. The simulated flow conditions are summarized in Table 1 . The turbulent inflow is given by the rescaling method which will be mentioned in section 3. The computed results given by scheme A and scheme B are compared with the existing experimental data such as the velocity profile given by the hotwire anemometry (HWA) and the normal stress given by the laser Doppler anemometry (LDA) appeared in [17] . The existing LES result of Sagaut et al. [17] is also compared with the present LES results.
Three different computational grids referred to as coarse (113 × 91 × 45), medium (159 × 121 × 61), and fine (225 × 170 × 89) are employed for scheme A in the present validation study, while another mesh summarized in Table 2 is employed for scheme B. The minimum mesh interval at the wall surface for scheme A computation is less than 1 y + = for all three meshes. On the other hand, the minimum mesh interval of the computational mesh for scheme B calculation is as large as 76.3 y + = . Because the wall model is solved simultaneously in scheme B, a use of such coarse mesh is possible without deteriorating the computed results as shown below. The wall grid for scheme B employs 43 grid points in y direction assigned at each grid point on the wall surface. The minimum grid spacing of each wall grid is less than 1 y + = . Figure 1 shows the computed vd u + profiles in wall units, where vd u + is Van Driest-transformed mean streamwise velocity, with the experimental data obtained by HWA and also LES result of Sagaut et al. [17] . One can immediately find that the computed vd u + profiles given by scheme A, even for the case of using the fine mesh, become larger than those experimental data and that given by LES of Sagaut et al. On the other hand, a fair agreement is obtained for the vd u + profile given by scheme B with those experimental data and that by LES, although the number of grid points of the computational mesh for scheme B is 159 × 132 × 63, which is similar to that for the medium grid for scheme A.
In Figure 2 , the computed normal stress profiles are compared with LDA experimental data and the LES result of Sagaut et al. [17] , where u′ is the instantaneous streamwise velocity fluctuation and w τ is the wall shear stress. The computed normal stress profiles given by scheme A have larger peak values at 0.1 y δ = than those given by LDA data and also LES result of Sagaut et al. In addition, the normal stress profiles show a plateau in between 0.25δ and 0.75δ. On the other hand, the normal stress between 0.1δ and 0.25δ given by scheme B agrees well with LDA data, though a plateau also appears in between 0.25δ and 0.75δ. Similar tendency was also observed in the LES result of Sagaut et al. in between 0.1δ and 0.5δ. It should be noted that scheme A does not attain a grid converged solution using the fine mesh. Among several possible reasons, this can be attributed most likely to the use of TVD limiter and use of upwind numerical flux in scheme A. The LES code attempts to resolve vortices of grid size, but the TVD limiter will inevitably limit the velocity peak of small vortices to yield velocity jump of order of grid size at the cell interface. This jump then results in to introduce numerical viscosity through the use of an upwind scheme. The larger vd u + value given by scheme A is probably caused by the above reason. On the other hand, scheme B gives fair agreements with the experimental data of both HWA and LDA, and the LES result of Sagaut et al. Based on these results, although we do not check the grid convergence yet, scheme B is judged validated.
The use of wall model in scheme B certainly enables us to employ a larger time step due to use of coarse mesh in near wall region. For the present supersonic turbulent flow over a flat plate, the computational cost to carry out LES using scheme A with the medium mesh is found seven times higher than that using scheme B.
Computational Setup
In the works of Choi et al. [18] and Hoshino et al. [19] , the pseudo-shock waves were measured in a duct having a square cross section whose height H was 30 mm and the length of the duct was 290 mm (9.67 H). The Mach number M a was 2.5, the total pressure p 0 was 100 kPa, and the total temperature T 0 was 290 K at the inlet of the duct. The Reynolds number based on the duct height was 3 × 10 5 . As shown in Figure 3 , the computational meshes (Mesh A and Mesh B) discretize the entire duct region. Table 3 shows the parameters of these computational meshes. Mesh A is employed for scheme A, and mesh B for scheme B. The minimum mesh interval of mesh A satisfies both The wall grid for Mesh B has 43 grid points at each grid point on the wall surface where the adiabatic and no slip conditions are assumed. According to experimental data, the back pressure at the outlet boundary is chosen as 0.27 p 0 in order to generate the pseudo-shock waves in the computational domain.
The turbulent inflow condition at the inlet is given by the multiwall rescaling method proposed by Boles et al. [20] which is an extension of the rescaling method introduced by Sagaut et al. [17] . The multiwall rescaling method is conducted in the domain enclosed by the dotted lines in Figure 3 . As shown in the next section, the inflow exhibits large scale turbulent bulges and low speed streaks which are typical features of turbulent boundary layer flows. The validity of the given turbulent inflow is examined in terms of the boundary layer thickness and velocity profiles at the rescaling point chosen at 12δ form the inlet boundary.
Results and Discussions
In Figure 4 , the instantaneous distribution of the streamwise velocity component computed by scheme B are plotted on the center plane, the exit plane and the horizontal plane which is slightly lifted from the bottom wall. One can find turbulent bulges and low speed streaks in between the inlet and the first shock wave. In addition, the x-shaped first shock wave on the center plane can be clearly seen. In the downstream of the first shock wave, there appear the second and third shock waves. Those shock waves are the characteristic feature of the pseudo-shock waves. The interaction of these shock waves with the unsteady turbulent boundary layer forms complicated flow structures involving separated flow regions that appear on the wall surface as well as at the corner region. Figure 5 shows a comparison of the schlieren image taken at an arbitrary instant in the experiment [19] (top) with the computed images by scheme A (middle) using the medium mesh and that by scheme B (bottom). One can say that these schlieren images resemble each other. In particular, the intervals of the shock waves look quite similar. It seems, however, that the turbulent boundary layers in front of the foot of the first shock wave computed by both scheme A and scheme B become slightly thicker than that in the experiment. A detailed comparison of the computed schlieren images indicates that the first shock wave in near wall region given by scheme B is more clearly visible than that given by scheme A. Therefore, it can be said that the present compact scheme utilizing the local artificial diffusivity model (scheme B) can capture shock waves quite well in the complicated turbulent flowfield. Figure 6 compares the mean streamwise velocity component plotted on several y z − cross sections. The top figure shows those obtained by particle image velocimetry (PIV) [18] , while the middle figure shows those given by scheme A and the bottom figure by scheme B. The horizontal axis is given by x H ′ , where the origin Table 3 . Grid parameters. of x′ is determined at the foot of the first shock wave, and is non-dimensionalized by the duct height H. because the position of the first shock wave does not necessarily agree each other. The mean velocity distribution of PIV data is formed from 100 image pairs sampled at a rate of 15 Hz, while those given by scheme A and scheme B are formed from 2000 instantaneous field data. From these figures, one can clearly see the characteristic feature of the pseudo-shock waves that repeated deceleration and acceleration appears. At 1.33 x H ′ = and 2.33, the streamwise velocity in the core region becomes larger in the PIV data while the computed results, in particular those given by scheme B, also show the same tendency. This is of course a natural consequence of the reasonable agreement in shock intervals indicated in Figure 5 . On the other hand, behind the first shock wave at 0.67 x H ′ = and 1.0, low speed regions appear at the middle of the upper and lower wall boundaries, while in further downstream, the low speed region rather appears at the corner. This tendency also agrees with the experimental data. Figure 7 shows the velocity fluctuation intensities in the cross sections at 1.5 x H ′ = and 2.5 x H ′ = . In this figure, those shown in the first row are the experimental data [18] , the second row the computed results of What flow structure can give such high intensities only in x component is yet unknown, Although one can say that the turbulence is obviously anisotropic at these locations. It should be noted that the PIV data is sampled over a few seconds while the computed results are sampled over only 10ms which corresponds to one period of shock excursion. Therefore, in the experiment, the shock wave can have sufficient chances to move across 1.5 x H ′ = which could induce the unknown flow structure, while the computed period was too short for the shock wave to come across that position. For y and z components, the patterns of higher intensity region in the computed results show qualitative agreement with the experimental data, though the computed intensities in the surrounding region become higher than those obtained in the experiment.
The wall pressure distributions obtained in the experiment [19] , that computed by scheme A and by scheme B are shown in Figure 8 . The computed pressures are averaged over 10 ms. The onset location of pressure rise on the wall surface was determined 5 .8 x H = in the experiment. The computed onset locations on the wall surface given by scheme A and scheme B agree well with the experiment. In particular, scheme B gives the onset location and successive pressure rise fairly close to those obtained in the experiment. One can find that significant pressure oscillation occurs along the centerline of the duct in the computed result of scheme B. This of course corresponds to the repeated flow deceleration and acceleration which is typical feature of the pseudoshock waves.
In Figure 9 , the wall pressure fluctuations at 5 .0 x H = , 6.3, and 8.0 obtained in the experiment are compared with those computed fluctuations given by scheme A and scheme B at the same positions. At the upstream side of the first shock wave ( )
, the amplitude of pressure fluctuations are all less than 0.01, though the amplitude given by scheme A seems slightly larger than others. At the foot of the first shock wave ( )
x H =
, the low frequency components begin to appear due to unsteady shock motions. At 8.0 x H = , the low frequency components seem to diminish at this position and high frequency fluctuations become dominant again both in the experimental data and computed results. The amplitude of fluctuation given by scheme A is twice larger than others at this position. The corresponding power spectrum densities of pressure fluctuations computed by the fast Fourier transform at the chosen positions are shown in Figure 10 , where G is the power spectrum and f is the frequency. At the upstream side of the first shock wave ( )
, only the high frequency components (>10 kHz) due to turbulence motions are dominant both in the experimental data and those computed results. On the other hand, at the foot of the shock wave ( )
, lower frequency components (≈300 Hz) do appear as observed in Figure 9 . In addition, high frequency components remain only in the computed pressure fluctuations. At 8.0 x H = , those frequency components below 3 kHz remain in the experiment, while they are almost diminished in the computed pressure fluctuations. This implies that some unsteady shock motions are yet significant in the experiment. Unfortunately, the cause for absence of low frequency components in the computed results at this position is not identified yet.
Finally, the root mean square (RMS) of pressure fluctuations along the centerline of the bottom wall is shown in Figure 11 . One can find that these RMS rapidly increase at the foot of the first shock wave due to significant unsteady shock motions. Although the RMS of the computed pressure fluctuations upstream of the first shock wave becomes twice larger than that of the experimental data due to thicker turbulent boundary layer in the computed result as indicated in Figure 5 , the obtained RMS by scheme B reasonably agrees with the experimental data behind the first shock wave, while that given by scheme A obviously overestimates the fluctuation level.
The computed results indicate that both scheme A and scheme B can obtain typical features of the pseudoshock waves quite well. In particular, scheme B gives the computed results that are close to experimental data of velocity and pressure fluctuations, in addition to the overall unsteady flowfield where significant interaction of shock waves and turbulent boundary layer occurs. Because the computational cost of scheme B is substantially lower than that of scheme A, LES simulation of the pseudo-shock waves in an isolator now seems feasible. Future works will aim to enhance mixing of fuel and oxidizer air flow in combustion chamber utilizing the pseudoshock waves in an isolator, and these will be presented elsewhere.
Conclusions
In the present study, a supersonic turbulent flowfield in an isolator involving the pseudo-shock waves is computed using two different LES codes. Scheme A is a high-order upwind finite volume scheme. Scheme B is a sixth order compact differencing scheme utilizing localized artificial diffusivity method to capture shock waves stably and employing a wall model to enable the use of coarse mesh at the wall surface. Followings are obtained in the course of the present study: 1) A supersonic turbulent boundary layer flow over a flat plate is computed by two LES codes (scheme A and scheme B). By comparing with the existing experimental data and the LES results, these two codes are successfully validated. In particular, closer agreements with the experimental data and also the LES results are shown when scheme B is employed in LES.
2) The validated LES codes are applied to solve the pseudo-shock waves in an isolator. Typical features of unsteady flowfield of the pseudo-shock waves are well obtained by both scheme A and scheme B. Again, it is shown that scheme B gives closer agreements with the existing experimental data of the pseudo-shock waves.
3) The computational cost of scheme B is found to be 1/7 of that of scheme A, even though the wall model is solved at each grid point on the wall surface. 4) Through comparisons, the obtained results in the present study allow recommending the compact differencing scheme with a wall model (scheme B) for simulating supersonic turbulent flowfield in an isolator involving the pseudo-shock waves. 
