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Abstract
La data science, ou science des données, est la discipline qui traite de la collecte, de la préparation,
de la gestion, de l’analyse, de l’interprétation et de la visualisation de grands ensembles de données com-
plexes. Elle n’est pas seulement concernée par les outils et les méthodes pour obtenir, gérer et analyser
les données ; elle consiste aussi à en extraire de la valeur et de la connaissance.
Cet ouvrage présente les fondements scientifiques et les composantes essentielles de la science des données,
à un niveau accessible aux étudiants de master et aux élèves ingénieurs. Notre souci a été de proposer
un exposé cohérent reliant la théorie aux algorithmes développés dans ces domaines. Il s’adresse aux
chercheurs et ingénieurs qui abordent les problématiques liées à la science des données, aux data scien-
tists de PME qui utilisent en profondeur les outils d’apprentissage, mais aussi aux étudiants de master,
doctorants ou encore futurs ingénieurs qui souhaitent un ouvrage de référence en data science.
À qui s’adresse ce livre ?
• Aux développeurs, statisticiens, étudiants et chefs de projets ayant à résoudre des problèmes de data
science.
• Aux data scientists, mais aussi à toute personne curieuse d’avoir une vue d’ensemble de l’état de
l’art du machine learning.
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adaptive boosting, voir algorithme
Adaboost









de gradient proximal, 80
des moindres carrés alternés, 107,
110
du gradient, 77
du gradient stochastique, 83
EM, 171













semi-supervisé, 66, 146, 164, 167,
171
modèles de mélange, 171
modèles discriminants, 171
modèles graphiques, 165
supervisé, 67, 145, 164
attributs des données
agrégation, 215






échelle de ratio, 216
base
d’entraînement, 145, 147, 151,
155–157, 159, 160, 162, 163, 183
BIC, 132, 139
boosting, 148
chaînes de Markov cachées, 119, 134
classe de fonctions, 145
classification, 68
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decision boundary, voir frontière de
décision
deep learning, voir apprentissage
profond
densité de probabilité, 171
descente, voir gradient
desired output, voir sortie désirée
différentiation automatique, 196
directed acyclic graphs, voir DAG
direction de descente, voir gradient
discrimination logistique, voir
régression logistique
distance de Hamming, 161, 163
données redondantes, 84
dual de Wolfe, 154
décomposition






développement de Taylor, 207, 208
échantillonneur de Gibbs, 125
efficacité, 59
empirical risk minimization, voir
minimisation du risque empirique










de redescription, 155, 157
famille exponentielle, 122
familles de lois conjuguées, 121








de prédiction, 145, 164
objectif, 152, 154, 157, 159, 180
forme logistique, 147
fortement convexe, 175
frontière de décision, 151
gradient, 71
descente, voir algorithme du
gradient
stochastique, 183, 187, 190, 202
granularité, 51
graphe moral, 128
hard margin, voir marge dure
hessienne, 152, 154, 166, 207, 208




séparateur, 151, 180, 183, 184
hypersphère, 176














label spreading, voir propagation des
étiquettes
lagrangien, 152, 153, 158
latent dirichlet allocation, voir LDA
LDA, 136
learning rate, voir pas de descente,
voir pas de descente
lemmatisation, 9
ligne de niveau, 208
linéairement séparable, 151, 153, 155,
157, 160, 183, 184
localité, 55



























linéaire mixte gaussien, 143
maître-esclave, 57
probabiliste graphique, 117, 127



















sous contraintes, 152, 159
opérateur proximal, 80–82, 87–90, 92,
93
soft-thresholding, 92










pas d’apprentissage, voir pas de
descente, 181, 184
pas de descente, 77
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prox-simple, voir opérateur proximal
qualification de contraintes, 152
racinisation, 9
random walk, voir marche aléatoire
rectified linear unit, voir ReLU
ReLU, 203







séparateurs à vaste marge, 150
algorithme (marge dure), 156
algorithme (marge souple), 160
slack variables, voir variables d’écart




steepest descent, voir algorithme du
gradient
supervised learning, voir apprentissage
supervisé
support vector, voir vecteur de
support
support vector machine, voir



















taille, 220, 223, 224
troisième dimension, 223
valeur, 220, 225
variable de l’image, 214
échelle de couleur, 222
variables
d’écart, 157, 158
de Lagrange, 158, 159
primales, 153
vecteur
de support, 151, 153–155, 157, 159
gradient, 181
indicateur
de classe, 161, 164
propre, 207–209
visualisation interactive d’information,
211
vraisemblance
classifiante, 147, 171
