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SUMMARY
In this paper, we evaluate several Multi-User Detection (MUD) architectures for the reception of
asynchronous beacon signals in the ARGOS satellite system. The case of synchronous signals is studied
first. Though impractical, this case provides useful guidance on the second part of the study, i.e., the design
of MUD receivers for asynchronous users. This paper focuses more particularly on Successive Interference
Cancellation (SIC) receivers since they have been shown to achieve a good performance complexity trade-
off. Several Eb/N0 degradation curves are obtained as a function of channel parameters. With these curves,
a performance analysis is presented in order to determine in which conditions it is possible to successfully
decode none, one, or more beacon signals. We show that SIC receivers can improve the percentage of served
beacons from 50% to more than 67% for a population of 37,600 beacons. Copyright c© 0000 John Wiley &
Sons, Ltd.
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1. INTRODUCTION
The ARGOS system is a satellite system dedicated to the study of the environment [1, 2]. ARGOS
beacons transmit their data periodically to low polar orbit satellites that receive, decode, and then
forward the data to ground processing stations [3]. One of the major issues of the ARGOS system
concerns the service rate, i.e., the percentage of visible beacons that are successfully processed
∗Correspondence to: ENSEEIHT, Rue Camichel, 31071 Toulouse, France, E-mail: escrig@enseeiht.fr
by an ARGOS satellite†. The service rate is decreasing with the increasing number of beacons. It
is now 68% for a population of 21,000 beacons but it will fall under 50% when the population
will reach 37,600. This is because the Multiple Access Interference (MAI) at the ARGOS satellite
receivers is increasing with the number of deployed beacons and the satellite receivers have not
been designed to take into account this kind of interference. The origin of the MAI is twofold.
First, the relative motion between the beacons and the satellites induces large Doppler shifts on the
transmitted frequencies, so the emitted signals overlap in frequency. This happens despite the fact
that each beacon has its own carrier frequency. Second, the signals overlap in time since there is no
time synchronization between the users. Increasing the system bandwidth or designing spectrally
efficient waveforms only provide short term solutions since these techniques do not tackle the main
problem, i.e., the suppression of the MAI. In this paper, we address this issue by designing Multi-
User Detection (MUD) receivers. MUD techniques have been widely used in the context of Code
Division Multiple Access (CDMA) systems [4, 5]. Several CDMA-based satellite systems using
MUD receivers have proposed [6, 7]. We review these techniques and evaluate their suitability for
the ARGOS system. Besides, MUD receivers have been proposed for satellite systems such as the
automatic identification system (AIS). The approaches are based on a multi-beam receiver [8, 9].
In this paper, we limit ourselves to the study of two beacon signals. Our goal is to determine the
conditions in which two signals are successfully decoded when two signals are received at the
satellite. This is a first step toward the successful decoding of all the colliding signals.
We first design MUD receivers in the synchronous case, i.e., when the beacon signals are all
received at the same time at the satellite. Although this case is unrealistic, it provides useful guidance
on the design of MUD techniques in the asynchronous case. The receivers are evaluated in terms
of Bit Error Rate (BER) as a function of several system parameters: the relative frequency shift and
the signal to interference ratio between the two received signals, and the Eb/N0 ratio, where Eb is
the average energy received per bit and N0 is half the noise variance of the AWGN (Additive White
Gaussian Noise) channel. Note that the Eb/N0 ratio is similar to a Signal to Noise Ratio (SNR)
per bit. MUD receivers for the asynchronous case are then designed and evaluated. Thereafter, a
performance analysis is performed so that it is now possible to determine the range of values over
which none, one, or more user signals can be successfully decoded. When two users are received
simultaneously by the satellite and the satellite is equipped with a receiver that can process two
users, we show that our approach is able to process 98% of the cases. In this way, the service
†Note that only 6% of the total number of beacons are visible from an ARGOS satellite.
rate can reach 83% for a population of 37,600 beacons when the signals parameters are perfectly
estimated, and 67% when imperfect parameter estimation is considered.
The rest of the paper is organized as follows. In Section 2, we present the systemmodel. TheMUD
techniques for the synchronous case are presented and evaluated in Section 3. A similar approach
is undertaken for the asynchronous case in Section 4. The performance analysis is performed in
Section 5 and we conclude in the last section.
2. SYSTEM DESCRIPTION
This section describes both the beacon signals and the signals received by the satellites. Channel
impairments and design constraints are also addressed. In this paper, we concentrate on standard
beacons. More recent beacons, based on new frame formats, have been defined since then, but they
are dedicated to specific applications.
2.1. Beacon signals
Beacon signals comprise a non-modulated part and a modulated part. In the non-modulated part,
only the carrier signal is present. This part lasts 160 ms± 2.5 ms. Data bits and control bits are
modulating the amplitude of the carrier signal in the modulated part. The data rate is R = 400 bit/s
with a tolerance of 1.25%. Beacon signals last from 360 ms to 920 ms according to the frame format.
A Pulse Code Modulation/Phase Modulation (PCM/PM) modulation technique [10] is implemented
with a modulation indexm = 1.1 in radians‡. Each beacon k is transmitting a signal sk(t)
sk(t) =
√
2Pt cos[2pifkt+ θk +mdk(t)] (1)
where Pt denotes the emitted power by the beacon, fk and θk denote the carrier frequency and the
phase of the emitted signal, respectively. The information stream of user (beacon) k, denoted dk(t),
is given by
dk(t) =
M−1∑
n=0
bk(n)h(t− nT )
where M in the number of symbols per user message, bk(n) ∈ {−1,+1} denotes the nth symbol
emitted at time nT , T being the symbol period (T = 1/R), and h(t) is the unit energy bi-phase
‡Residual carrier modulations such as the PCM/PM modulation scheme are usually used to assist the receiver in
demodulating the signal.
signature waveform with a value of 1/
√
T over the interval [0, T/2] and a value of −1/√T over the
interval [T/2, T ]. The carrier frequency fk is in the interval 401.61MHz ≤ fk ≤ 401.69MHz and
the repetition period Tr, i.e., the time between two consecutive transmissions of the same ARGOS
message, is in the interval 60 s ≤ Tr ≤ 200 s. Since dk(t)(n) ∈ ±1, (1) can be rewritten as
sk(t) = Re{
√
2Pt[cos(m) + jsin(m)dk(t)] exp[j2pifkt+ θk]} (2)
2.2. Channel impairments
Satellite channels are typically modeled as AWGN channels but transmissions are also affected
by frequency drifts. These drifts are due to oscillator instabilities (1 kHz), Doppler shifts (9 kHz
maximum), and Doppler drifts (85 Hz/s maximum). As a result, beacon signals are overlapping at
the receiver side, both in frequency and in time, since there is no way to synchronize the beacon
transmissions. Moreover, the maximum free-space-loss difference between two received beacon
signals may be as high as 10.5 dB and the time difference between two simultaneously transmitted
signals may be as high as 6.5 ms. Note that path losses and shadowing effects are not considered
here since link budget issues are assumed to be solved at the first stage of the receiver.
2.3. Received Signals
Let r(t) be the low-pass signal associated with the band-pass signal received at the satellite.
Assuming that K users have been simultaneously transmitted, the signal emitted by user k, sk(t),
has been defined in (1) for 1 ≤ k ≤ K. So, we have that
r(t) =
K∑
k=1
rk(t− τk) + η(t) (3)
where η(t) is a circularly symmetric complex Gaussian noise with variance σ2 = 2N0. Signals
rk(t− τk) are low-pass signals, where τk is the time delay of user k. They are obtained using (2)
rk(t) = Ak[cos(m) + j sin(m)
M−1∑
n=0
bk(n)h(t− nT )]× exp[j(2pi∆fkt+ θk)]
where Ak is the amplitude received from user k, k ∈ [1,K] and ∆fk is the frequency shift of
user k given by ∆fk = f
(r)
k − f (r)l where f (r)k denotes the received carrier frequency from user k,
taking into account the Doppler effect and f
(r)
l denotes the received carrier frequency for a specific
user of interest, denoted l, l ∈ [1,K]. The parameters Ak, ∆fk, τk, and θk are assumed to have
known constant values over the duration of a data frame. The estimation of the signal parameters is
addressed at the end of the paper. Frequency and phase jitters are not considered in this paper. We
also assume that the time delays are sorted in ascending order, i.e.,
0 = τ1 ≤ τ2 ≤ . . . ≤ τK (4)
Only the modulated part is considered in this paper. The non-modulated part is used for
synchronization purposes.
3. MUD RECEIVERS FOR SYNCHRONOUS ARGOS USERS
MUD receivers for the synchronous case are presented in this section [11]. The delays in (3) are
all zeros, i.e., τ1 = τ2 = . . . = τK = 0. We begin by expressing the output of the matched filter and
then give the matrix representation of the problem. With these relations at hand, we propose several
MUD receivers.
3.1. Matched Filter Output and Matrix Representation
We consider the transmission ofK synchronous users in an AWGN channel. To decode the message
of user l, the band-pass received signal r(t) is first converted to a low-pass signal and then passed
through a matched filter h∗(−t). Let yl(u) be the output of the matched filter for the uth symbol
transmitted at time uT , 0 ≤ u ≤M − 1, by user l
yl(u) =
∫ (u+1)T
uT
r(t) exp[−j(2pi∆flt+ θl)]h∗(t− uT )dt (5)
where the superscript ∗ denotes the complex conjugate. Replacing r(t) in (5) by its expression in
(3), we have that
yl(u) =
K∑
k=1
Ak cos(m)ρ
′
(l,k)(u) + j
K∑
k=1
M−1∑
n=0
Ak sin(m)bk(u)ρ(l,k)(u, n) + ηl(u) (6)
where ηl(u) denotes the noise at the output of the matched filter of user l at time uT . The index
u is used for user l and the index n is used for other users k. The coefficient ρ′l,k(u) denotes the
correlation due to the residual carriers of users l and k
ρ′l,k(u) =
∫ (u+1)T
uT
exp{j[2pi(∆fk −∆fl)t+ θk − θl]}h∗(t− uT )dt
The coefficient ρl,k(u, n) denotes the correlation from the data symbols at instants uT and nT
between user l and the interfering user k
ρl,k(u, n) =
∫ (u+1)T
uT
exp{j[2pi(∆fk −∆fl)t+ θk − θl]}h(t− nT )h∗(t− uT )dt
Note that these coefficients are time-varying whereas correlation coefficients in CDMA systems are
not. The design of shaping filters that minimize the correlation coefficients will be addressed in
future work. The complex Gaussian noise component ηl(u) at the output of the matched filter is
given by
ηl(u) =
∫ (u+1)T
uT
exp[−j(2pi∆flt+ θl)]h∗(t− uT )dt
Since h(t) is zero outside the interval [0, T ], the coefficients ρl,k(u, n) are zeros for n 6= u. So from
(6), we have that
yl(u) =
K∑
k=1
Ak[cos(m)ρ
′
(l,k)(u) + j sin(m)bk(u)ρ(l,k)(u, n)] + ηl(u) (7)
The correlation coefficients can be expressed as
ρ′(l,k)(u) = ζl,k(0, T/2, u)− ζl,k(T/2, T, u) and ρ(l,k)(u, n) = ζl,k(0, T, u) (8)
where
ζl,k(a, b, u) = (b− a)sinc[(∆fk −∆fl)(b− a)]fl,k(a, b, u) (9)
and fl,k(a, b, u) = exp{j[pi(∆fk −∆fl)(a+ b+ 2uT ) + θk − θl}. The two sets of coefficients have
the Hermitian property, i.e., ρ(l,k)(u, n) = ρ
∗
(k,l)(u, n) and ρ
′
(l,k)(u) = ρ
′∗
(k,l)(u). These coefficients
are time dependent coefficients. They also depend on both the symbol period and the frequency
differences |∆fk −∆fl| between two user signals. Note that these frequency differences are not
adjustable. We now express yl(u) in a matrix form by rewriting (7)
y(u) = R
′
(u) cos(m)A1K×1 + jR(u, u) sin(m)Ab(u) + n(u) (10)
where R
′
(u) ∈ CK×K is the residual carrier cross correlation matrix with general term
ρ′(l,k)(u), A is the K ×K diagonal matrix with general term Al, R(u, u) ∈ CK×K is the
cross correlation matrix with general term ρ(l,k)(u, u), 1K×1 is a unity vector 1K×1 =
[1 . . . 1]T , and the superscript T denotes the transpose operator. We define also the following
column vectors of length K: y(u) = [y1(u)y2(u) . . . yK(u)]
T ,b(u) = [b1(u)b2(u) . . . bK(u)]
T , and
n(u) = [η1(u)η2(u) . . . ηK(u)]
T . Note that the vector n(u) is a 1×K vector with zero mean and
covariance matrix σ2R(u, u).
3.2. MUD Receivers for Synchronous Beacon Transmissions
Several MUD receivers are presented: the Maximum Likelihood (ML) detector, the conventional
receiver, the decorrelator detector, and the Minimum Mean Square Error (MMSE) receiver.
Interference Cancellation (IC) techniques are also investigated: the Successive IC (SIC) receiver
and the Parallel IC (PIC) receiver [12–15].
3.2.1. Maximum Likelihood Detector The ML detector performs an exhaustive search on all the
possible sequences of the vector b(u), for 0 ≤ u ≤M − 1
bˆ(u) = argmax
b(u)∈B(u)
{P[r(t), uT ≤ t ≤ (u+ 1)T |b(u)]} = argmax
b(u)∈B(u)
F [b(u)]
where B(u) is the set of all the possible sequences of the vector b(u) and
F [b(u)] =
1√
2piσ2
exp
[∫ (u+1)T
uT
− 1
2σ2
|r(t)− sb(u)(t)|2dt
]
(11)
where sb(u)(t) is defined as
sb(u)(t) =
K∑
k=1
Ak[cos(m) + j sin(m)bk(u)h(t− uT )] exp[j(2pi∆fkt+ θk)] (12)
We rewrite (11) and suppress the terms that do not depend on b(u). So, we have that
F [b(u)] = 2Re
[∫ (u+1)T
uT
r(t)s∗
b(u)(t)dt
]
−
∫ (u+1)T
uT
sb(u)(t)s
∗
b(u)(t)dt (13)
Using (12) and the hermitian property, (13) can be rewritten as
F [b(u)] = 2 Im
[
bT (u) sin(m)Ay(u)
]− bT (u) sin2(m)AR(u, u)Ab(u)
+ 2 Im
[
1TK×1 cos(m) sin(m)AR
′
(u)Ab(u)
]
Hence, the optimal detector consists of K matched filters followed by a detector based on an
exhaustive search of the best symbol sequence in a set of 2K possible sequences. This detector,
though optimal in terms of error probability, is known to have a computational load that grows
exponentially with the number of users. So, alternative solutions should be developed in order to
take into account this issue.
3.2.2. Conventional Receiver The conventional receiver consists of K mono-user detectors in
parallel. The detector is directly fed with the output of the matched filter, so we have that
bˆl(u) = argmax
bl(u)∈{−1,+1}
{P[yl(u)|bl(u)]} (14)
Here, the MAI is processed as an additive noise. So the detector becomes inefficient when a low
power signal is received in the presence of a stronger interfering signal. This basic receiver can be
improved by exploiting the structure of the correlation coefficients.
3.2.3. Decorrelator From (10), we note that theMAI appears in yl(u) as soon as the matrixR
′
(u) is
not diagonal. A first attempt to remove the MAI consists in performing a decorrelating operation on
y(u), i.e., by computingR−1(u, u)y(u) [5]. From (10), we note also that the remaining interference
is mostly caused by carrier residuals, not by symbols from other users. Note however that the
noise part is amplified when R−1(u, u) increases. This increase in the noise floor degrades the
performance of the receiver. Note that the decorrelator performs poorly in the low SNR region.
3.2.4. MMSE receiver The decorrelator approach focusses on the minimization of the MAI.
Instead, the MMSE receiver aims at minimizing the distance between the output of the
MMSE receiver and the transmitted symbols [5]. This is achieved by computing the
matrix M(u) that minimizes the expectation E[|b(u)−M(u)y(u)|2]. So, we have that
M(u) = [R(u, u) + σ2A−2]−1. Note that the MMSE method resembles the decorrelator method
as the noise level vanishes andM(u) approachesR−1(u, u).
3.2.5. Successive Interference Cancellation (SIC) Receiver The three previous MUD receivers
perform poorly when the signal of interest is corrupted by interfering signals with higher power.
This has motivated the design of IC-based receivers such as the SIC receiver [12–16]. We start the
description this receiver by rewriting (3)
r(t) =
K∑
k=1
r(k)(t) + η(t)
where r(k)(t) is the received signal with the k
th largest power with amplitude A(k), frequency
shift ∆f(k), and carrier phase θ(k). The signal r(t) is first fed into a conventional receiver, that
demodulates the signal with the largest power. The symbols bˆ(1)(u) for u ∈ [0,M − 1] are estimated
using (14). Then, an estimated signal rˆ(1)(t) is obtained
rˆ(1)(t) = A(1)
[
cos(m) + j
M−1∑
u=0
sin(m)bˆ(1)(u)h(t− nT )
]
exp[j(2pi∆f(1)t+ θ(1))]
This copy is subtracted from the received signal r(t). The resulting signal r(t)− rˆ(1)(t) is fed into
a second conventional receiver to demodulate the signal with the second largest power. These steps
are repeated until a threshold Kmax has been reached. In this paper, we limit ourselves to the case
of two decoded users, i.e., Kmax = 2. Note that error propagation can occur when one user is not
decoded successfully and this becomes even more evident when the number of concurrent beacons
is higher than two. The BER performance of SIC receivers is improved when conventional receivers
are replaced by MMSE receivers.
3.2.6. Parallel Interference Cancellation (PIC) Receiver The PIC receiver resembles the SIC
receiver since is based on the same IC approach. The PIC receiver subtracts, at each stage, the
estimated interference from all the users, in order to demodulate the user of interest. The interference
is estimated by decoding the symbols from all the users, and by regenerating and summing the
corresponding signals. Thus, better interference subtraction is performed. To decode the user of
interest l, the input of the conventional receiver is
r(t)−
Kmax∑
k=1,k 6=l
rˆ(k)(t)
where rˆ(k)(t) is an estimate of the signal r(k)(t). Conventional receivers may also be replaced by
MMSE receivers to improve the BER performance of PIC receivers (MMSE-PIC receivers).
3.3. Simulations Results
In this section, we compare the BER performance of several MUD receivers in the synchronous
case. We assume the reception of K = 2 users separated by a frequency shift ∆f . Up to now, there
is no multi-user receivers. Choosing K = 2 is the first step in the design of K multi-user receivers.
Note that changing a single user receiver into a 2-user receiver increases the service rate from 50% to
83%. Carrier frequencies, carrier phases, and amplitudes are assumed to be perfectly estimated at the
receiver. The amount of MAI is characterized by the signal to interference ratio SIR, i.e., the ratio
between the power of the user of interest and the power of the interfering user. The performance of
the MUD receivers is presented as a function of the SIR, the relative frequency shift ∆f/R where
R is the symbol rate, and the Eb/N0 ratio of the user of interest. The beacon signals are generated
according to Section 2.1. Each simulation is based on the transmission of 80,000 symbols.
Figure 1 presents the BER performance of the MUD receivers. The ML detector achieves the
best performance. The conventional receiver, the decorrelator, and the MMSE receiver are all
inappropriate for the ARGOS system since they perform poorly when the signal of interest is
corrupted by a a signal with a higher power. IC-based receivers perform better in these conditions.
When SIR (dB) < 0, the interfering signal is decoded first, the SIC and the PIC receivers perform
exactly the same computations (using the conventional receiver), and thus achieve the same BER
performance. Inversely, when SIR (dB) > 0, the BER of the PIC receiver is higher than the one of
the SIC receiver because the estimation of the interfering signal by the PIC receiver is not error-free
so the IC is not performed well. The BER performance of the PIC receiver is improved when the
conventional receiver is replaced by an MMSE receiver (MMSE-PIC receiver).
We now observe the Eb/N0 ratio that is required in order to achieve a given BER [5]. In the
single user case, the reference BER, denoted BER(ref) = 3.3× 10−3, is achieved at a reference
Eb/N0 ratio, (Eb/N0)
(ref) = 6.72 dB. Let Eb/N0 be the ratio that is required in order to achieve the
BER performance BER(ref) in the multi-user case§. Hence, MUD receivers are evaluated according
to the degradation factor δ defined as δ (dB) = (Eb/N0) (dB)− (Eb/N0)(ref) (dB). Figure 2 presents
degradation factors δ (dB) as a function of the SIR for different values of ∆f/R. When the SIR
is increasing and SIR≫ 1, the MAI decreases so the degradation factors are decreasing. Inversely,
when the SIR is decreasing and SIR≪ 1, the interfering signal is successfully decoded so the
IC performs well and the degradation factors converge toward the ones of the ML detector. The
degradation factors decrease when ∆f/R is increasing because the correlation coefficients, and
§BER(ref) is the lowest observable BER, i.e., 1/304, 304 being the maximal number of bits in an ARGOS message.
hence the MAI, depend on sinc(∆f/R). The ML detector exhibits the best performance, followed
by the MMSE-PIC, the PIC, and the SIC.
4. MUD RECEIVERS FOR ASYNCHRONOUS ARGOS USERS
We now consider the asynchronous case. The output of the matched filter is presented first. Then,
MUD receivers are described.
4.1. Matched Filter Output and Matrix Representation
Let l be the user of interest, l ∈ [1,K]. The output of the matched filter for the uth symbol,
u ∈ [0,M ], is defined as
yl(u) =
∫ (u+1)T+τl
uT+τl
r(t) exp[−j(2pi∆flt+ θ′l)]h∗(t− uT − τl)dt (15)
where θ′l = θl − 2pi∆flτl. By replacing the expression of r(t) given by (3) in (15), the output yl(u)
is written as
yl(u) =
K∑
k=1
Ak cos(m)ρ
′
l,k(u) + j
K∑
k=1
M−1∑
n=0
Ak sin(m)bk(m)ρl,k(u, n) + ηl(u) (16)
where ρ′l,k(u) and ρl,k(u, n) denote the time dependent cross correlation of the signature waveforms
of user l and user k with (l, k) ∈ [0,K], u denotes the received symbol for the user of interest l, and
n denotes the received symbol for the interfering user k. The coefficients ρ′l,k(u) and ρl,k(u, n) are
given by
ρ′l,k(u) =
∫ (u+1)T+τl
uT+τl
exp{j[2pi(∆fk −∆fl)t+ θ′k − θ′l]}h∗(t− uT − τl)dt (17)
ρl,k(u, n) =
∫ (u+1)T+τl
uT+τl
exp{j[2pi(∆fk −∆fl)t+ θ′k − θ′l]}h(t− nT − τk)h∗(t− uT − τl)dt
(18)
We note that the coefficients of (17) and (18) have also the Hermitian property. The noise component
can be written as
ηl(u) =
∫ (u+1)T+τl
uT+τl
exp[−j(2pi∆flt+ θ′l)]h∗(t− uT − τl)dt
We note that the symbol bl(u) of user l is correlated with the symbols bk(u) of the other (K − 1)
users i.e., for k ∈ [1,K] and k 6= l, with the symbols bk(u+ 1) of the preceding users i.e., for
k ∈ [1, l − 1] and with the symbols bk(u− 1) of the following users i.e., for k ∈ [l + 1,K] [17].
Thus, (16) is written as
yl(u) =
K∑
k=1
Ak cos(m)ρ
′
l,k(u) + j
K∑
k=1
Ak sin(m)bk(u)ρl,k(u, u)
+ j
l−1∑
k=1
Ak sin(m)bk(u+ 1)ρl,k(u, u+ 1) + j
K∑
k=l+1
Ak sin(m)bk(u− 1)ρl,k(u, u− 1)
+ ηl(u)
The following computations of the correlation coefficients are based on both (17) and (18), and
the ζl,k(a, b, u) functions given in (9). Recall that h(t) is the unit energy signature waveform with
a value of 1/
√
T over the interval [0, T/2] and a value of −1/√T over the interval [T/2, T ]. In a
similar way as in (8), the coefficients ρ′l,k(u) are given by
ρ′l,k(u) = ζl,k(τl, τl + T/2, u)− ζl,k(τl + T/2, τl + T, u) (19)
The computation of the coefficients ρl,k(u, n) have been addressed in [17] for Non-Return-to-Zero
(NRZ) signals. We present here the main results for a bi-phase signal. We begin with the case
where n = u− 1. The coefficients ρl,k(u, u− 1) correspond to the correlation between the received
symbol at instant uT + τl for the user of interest l and the received symbols at instant (u− 1)T + τk
of the interfering user k where k ∈ [l + 1,K]. Thus, according to (4), we have τk > τl. So we have
that
ρl,k(u, u− 1) = −ζl,k(τl, τk, u) when 0 < τk − τl ≤ T/2
ρl,k(u, u− 1) = ζl,k(τl, τk − T/2, u)− ζl,k(τk − T/2, τl + T/2, u)
+ ζl,k(τl + T/2, τk, u) when T/2 < τk − τl < T
In a similar way, we compute the coefficients ρl,k(u, n) where n = u+ 1. The coefficients
ρl,k(u, u+ 1) correspond to the correlation between the received symbol at instant uT + τl for the
user of interest l and the received symbols at instant (u+ 1)T + τk of the interfering users k where
k ∈ [1, l − 1]. Thus, using (4), we have τl > τk and
ρl,k(u, u+ 1) = −ζl,k(τk + T, τl + T, u) when 0 < τl − τk ≤ T/2
ρl,k(u, u+ 1) = ζl,k(τk + T, τl + T/2, u)− ζl,k(τl + T/2, τk + 3T/2, u)
+ ζl,k(τk + 3T/2, τl + T, u) when T/2 < τl − τk < T
Finally, we compute the coefficients ρl,k(u, n) where n = u. The coefficients ρl,k(u, u) correspond
to the correlation between the received symbol at instant u+ τl for the user of interest l and the
received symbols at instant u+ τk of the interfering users k where k ∈ [1,K] and k 6= l. We limit
the computation to the case where k ∈ [l,K], due to the Hermitian property of the coefficients. Thus,
according to (4), we have τk ≥ τl and
ρl,k(u, u) = ζl,k(τk, τl + T/2, u)− ζl,k(τl + T/2, τk + T/2, u)
+ ζl,k(τk + T/2, τl + T, u) when 0 ≤ τk − τl < T/2
ρl,k(u, u) = −ζl,k(τk, τl + T, u) when T/2 ≤ τk − τl < T
The matrix representation of yl(u) in the case of asynchronous transmissions is slightly different
from the one in the synchronous case since additional terms must be taken into account
y(u) = R
′
(u) cos(m)A1K×1 + jR(u, u) sin(m)Ab(u) + jR(u, u− 1) sin(m)Ab(u− 1)
+ jR(u, u+ 1) sin(m)Ab(u+ 1) + n(u)
where y(u), R
′
(u), R(u, u), A, b(u), n(u) are defined in Section 3, R(u, u− 1) ∈ CK×K is an
upper triangular matrix with the (l, k) element equal to the cross correlation term ρl,k(u, u− 1)
where k ∈ [l + 1,K], and R(u, u+ 1) ∈ CK×K is a lower triangular matrix with the (l, k) element
equal to the cross correlation term ρl,k(u, u+ 1) where k ∈ [1, l − 1]. We now complete the matrix
representation of the yl(u) by taking into account all the indices u
y = R′ cos(m)A′1KM×1 + jR sin(m)A
′b+ n (20)
where we define y = [y(0),y(1), . . . ,y(M − 1)]T , b = [b(0),b(1), . . . ,b(M − 1)]T , and n =
[n(0),n(1), . . . ,n(M − 1)]T . The matrices A′ and R′ are two KM ×KM matrices defined as
follows
A′ =


A 0 . . . 0
0 A
. . .
...
...
. . .
. . . 0
0 . . . 0 A


, R′ =


R′(0) 0 . . . 0
0 R′(1)
. . .
...
...
. . .
. . . 0
0 . . . 0 R′(M − 1)


Finally, the matrixR is a KM ×KM matrix defined by
R =


R(0, 0) R(0, 1) 0 . . . . . . 0
R(1, 0) R(1, 1) R(1, 2)
. . .
. . .
...
0
. . .
. . .
. . .
. . .
...
...
. . . R(u, u− 1) R(u, u) R(u, u+ 1) ...
...
. . .
. . .
. . .
. . . 0
0 . . . . . . 0 R(M − 1,M − 2) R(M − 1,M − 1)


4.2. Multi-User Detection Techniques
According to the results of the previous section, only two MUD receivers are presented here: the
ML detector and the SIC receiver. The MMSE-PIC is not considered since it involves the inversion
of KM ×KM matrices. This computational load makes this solution impractical.
4.2.1. Maximum Likelihood Detector Following the same steps as in the previous section, we have
that [18]
bˆ = argmax
b∈B
{P[r(t), t ∈ [0,MT ]|b]} = argmax
b∈B
G[b]
where B is the set of all the possible sequences of the vector b and
G[b] = P[r(t), t ∈ [0,MT ]|b] = 1√
2piσ2
exp
[∫ MT
0
− 1
2σ2
|r(t)− sb(t)|2dt
]
(21)
where sb(t) is defined as
sb(t) =
K∑
Ak[cos(m) + j sin(m)
M−1∑
n=0
bk(n)h(t− nT − τk)] exp[j(2pi∆fkt+ θ′k)]
k=1
We rewrite (21) and suppress the terms that do not depend on b. So, we have that
G[b] = 2Re
(∫ MT
0
r(t)s∗
b
(t)dt
)
−
∫ MT
0
sb(t)s
∗
b
(t)dt = Ω1[b]− Ω2[b]
The first term Ω1[b] can be expressed as
Ω1[b] = 2Re
(
K∑
k=0
Ak[cos(m)r
′
k − j
M−1∑
n=0
sin(m)bk(n)yk(n)]
)
where r′k =
∫MT
0
r(t) exp[j(2pi∆fkt+ θ
′
k)]dt. The second term Ω2[b] can be written as
Ω2[b] =
K∑
k=1
K∑
l=1
AkAl
[
cos2(m)ζl,k(0,MT, 0) +
M−1∑
n=0
M−1∑
n′=0
sin2(m)bk(n)bl(n
′)ρl,k(n
′, n)
]
+ Ω3[b]
where Ω3[b] = −2 cos(m) sin(m)
∑K
k=1
∑K
l=1
∑M−1
n=0 AkAl Im[ρ
′
l,k(n)]. Using the hermitian
property, we have that
G[b] = 2 Im
[
K∑
k=1
M−1∑
n
Ak sin(m)bk(n)yk(n)
]
+
K∑
k=1
K∑
l=1
M−1∑
n=0
M−1∑
n′=0
AkAl sin
2(m)bk(n)bl(n
′)ρl,k(n
′, n)
+ 2 Im
[
K∑
k=1
K∑
l=1
M−1∑
n=0
AkAl cos(m) sin(m)bk(n)ρ
′
l,k(n)
]
The matrix form of the previous expression is given by
G[b] = 2 Im[bT (u) sin(m)A′y)]− bT (u) sin2(m)A′RA′b
+ 2 Im[1TKM×1 cos(m) sin(m)A
′R
′
A′b]
Hence, the optimal detector consists of K matched filters followed by a detector based on
an exhaustive search of the best symbol sequence in a set of 2KM possible sequences. The
computational load of this detector can be reduced using the Viterbi algorithm.
4.2.2. Successive Interference Cancellation (SIC) Receiver The design of a SIC receiver for
asynchronous ARGOS users follows the same steps as in Section 3.2.5. The signal with the largest
power is decoded first. This signal is regenerated based on the decoded symbols and the estimated
version of the signal, rˆ(1)(t), is then subtracted to the received signal in order to demodulate the
signal with the second largest power. The signal with the second largest power is decoded by
demodulating r(t)− rˆ(1)[t− τ(1)] where τ(1) is the time delay of the user with the largest power.
The method is repeated for subsequent users.
4.3. Simulations Results
We assume the reception of K = 2 users separated by a frequency shift ∆f and a time delay ∆τ .
The user of interest is received first. The performance of each MUD receiver is then presented as
a function of ∆f/R, ∆τ/T , the received Eb/N0 ratio, and the SIR. Carrier frequencies, carrier
phases, and amplitudes are assumed to be perfectly estimated at the receiver. Each simulation is
based on the transmission of 80,000 symbols. Different relative frequency shifts give rise to different
performance curves when the BER is plotted as a function of ∆τ/T (see Figure 3). This is because
the standard deviation of the MAI exhibits different shapes according to the values of ∆f/R (see
Figure 4). Degradation factor curves are similar to BER curves (see Figure 5).
5. PERFORMANCE ANALYSIS
In the multi-user case, additional Eb/N0 (dB) margins must be added to (Eb/N0)
(ref)(dB) in order
to achieve a BER performance of BER(ref). These margins depend on several parameters among
which the frequency shifts and the time delays between the users. We now design an analysis
tool in order to determine the range of values over which none, one, or more user signals can be
successfully decoded. We focus here on SIC receivers since they achieve the best trade-off between
BER performance and complexity. Moreover we restrict our study to the case K = 2. We define a
decoding condition: user p is successfully decoded among a set ofK users if its BER is less than or
equal to BER(ref), where p ∈ [1,K]. The three possible cases are: 0, 1, or 2 signals are successfully
decoded. We study the occurrence of these three cases according to the value of the following
parameters: the SIR, the received SNR per bit, the time difference ∆τ , and the frequency shift
∆f between the two received signals. Furthermore, we assume perfect parameter estimation. The
case of imperfect estimation is discussed later. We first define a loss factor for user p (see Figure 1
in [19])
δp(dB) = (Eb/N0)p(dB)− (Eb/N0)(ref)(dB)
where (Eb/N0)p is the SNR per bit that is needed to achieve a BER performance of BER
(ref) in a
multi-user transmission for user p. Let (Eb/N0)
(q)
p be the SNR per bit that is needed on signal q to
achieve a successful decoding on user p. So we have that
δp(dB) = δ
S
p (dB)+ δ
T
p (dB)
δTp (dB) = (Eb/N0)
(q)
p (dB)− (Eb/N0)(ref)(dB) (22)
δSp (dB) = (Eb/N0)p(dB)− (Eb/N0)(q)p (dB)
Moreover we have that δSp (dB) = SIR (dB) if p = 1 and q = 2, and δ
S
p (dB) = −SIR (dB) if p = 2
and q = 1. Similar definitions can be obtained for the degradation factors of user q. We define the
performance indicator ∆p as
∆p(dB) = δ
T
q (dB)− δp(dB) (23)
where δTq (dB) is obtained by replacing p by q in (22). So we have that
(Eb/N0)
(q)
p (dB) = (Eb/N0)p(dB)+∆p(dB)
When user p achieves the BER target of BER(ref) with an SNR per bit (Eb/N0)p, the performance
indicator∆p (dB) depicts the margin that must be added to (Eb/N0)p (dB) so that user q can achieve
the same BER target of BER(ref). So when the SNR per bit of user p is set to (Eb/N0)p (dB) and
∆p (dB) > 0, this means that user p is successfully decoded but also that the SNR per bit on user
p should be higher in order to successfully decode user q, so only one user is decoded in this case
(user p). The other results are gathered in Table I). The BER curves of both user p and q are used
for the computation of ∆p (dB). From the BER curve of user q, we get δq. From (22) and δ
S
q —that
equals SIR or 1/SIR—, we get δTq . Then, from the BER curve of user p, we get δp and hence ∆p
is determined through (23).
Figure 6 has been obtained with a BER target of BER(ref) = 3.3× 10−3, K = 2, p = 1, and
q = 2. We have that∆p (dB) is negative for all∆τ/T , so both signals are successfully decoded when
user p is successfully decoded. The maximum degradation factor is 6.9 dB, so user p is successfully
decoded when (Eb/N0)p (dB) is higher than 13.62 dB, taking into account the reference SNR per bit
(Eb/N0)
(ref) of 6.72 dB. Moreover, the minimum (Eb/N0)q (dB) that is needed to allow a successful
decoding of user q is 16.62 dB since the SIR (dB) is 3 dB. Note that when the SNR per bit of user
p is 10 dB, i.e., when the SNR per bit of user p is 3.28 dB above (Eb/N0)
(ref), user p is successfully
decoded for delays in the intervals [0.00793T, 0.455T ] and [0.5793T, 0.955T ], i.e., in 75% of the
cases. Similar figures can be obtained for different values of ∆f/R. Figure 7 summarizes all these
results for a (Eb/N0)p (dB) of 10 dB. This figure is useful since it points out the range of values
over which the system is operational.
Similar figures have been obtained for different values of ∆τ , ∆f , and (Eb/N0)p. For symmetry
reasons, the relative delays ∆τ/T and the relative frequency shifts ∆f/R have been assumed to
be uniformly distributed over [0, 1] and [0, 4], respectively¶. Moreover, experimental results have
shown that the received (Eb/N0)p (dB) could be approximated by a Gaussian lawwith mean 25.5 dB
and standard deviation 4.83 dB. In a last experiment, we have randomly generated 7,000 values for
the Eb/N0 (dB) ratio (actually two values for each draw), 40 values for the relative frequency shift
∆f/R, and 10 values for the relative delay ∆τ/T . With the previous results at hand, we have
observed that the K = 2 users could be successfully decoded in 98% of the 2,800,000 cases. With
a population of 37,600 beacons, the maximum service rate would be 84.6% if the MUD receiver
could operate in 100% of the cases. With 98%, the achieved service rate is 83%.
We now address the issue of imperfect parameter estimation. Parameter estimation for multi-user
communications systems have been already proposed in [18–26]. Additional Eb/N0 (dB) margins
must be added to the received SNR per bit in order to achieved the reference BER performance
BER(ref). Simulation results have shown that the percentage of successful decoding decreases to
80% of the 2,800,000 cases. So the service rate is now 67%. This service rate is still high compared
to the estimated 50% service rate that could achieve a single-user receiver in the same conditions.
This completes the validation step of our proposal.
6. CONCLUSION
The service rate of the ARGOS satellite system is decreasing with the increasing number of
beacons. MUD receivers have been proposed to tackle this issue. In the synchronous case,
typical linear receivers - conventional receiver, decorrelator, and MMSE receiver- are unable to
successfully decode two beacon signals that arrive simultaneously at the satellite when the power
of the interfering signal is higher than the power of the signal of interest. In this context, the
ML detector and IC based receivers—SIC and PIC—provide the best performance in terms of
BER. In the asynchronous case, preliminary computations show that only SIC receivers could be
practically implemented. The performance of SIC receivers have been evaluated and compared to
the performance of the ML detector. Simulation results also highlight the degradation factors of
¶The frequency shifts are limited to [0, 4R] since the power of a bi-phase signal is concentrated in the [−4R, 4R] band.
the Eb/N0 ratio required to achieve the reference BER performance of 3.3× 10−3. The analysis of
these degradation curves shows that SIC receivers can successfully handle 98% of the transmission
conditions. When imperfect estimates of the signal parameters are considered, the percentage
falls to 80%, so the achieved service rate is 67% when the number of beacons is set to 37,600.
This result is still acceptable compared to the service rate provided by single user receivers,
i.e., 50%. Note that this service rate of 67% is a lower bound since it has been assumed that it
is not possible to decode beacon signals when three or more signals arrive at the same time at
the satellite. This is a worst case scenario. Simulations involving at least three users should be
done in order to evaluate the practical service rate. This could possibly provide a more realistic
estimation for the performance of our proposed MUD receivers. This is left for future work.
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Table I. Successfully Decoded Users as a Function of the Performance Indicator
(Eb/N0)p ≥ (Eb/N0)(ref) (Eb/N0)q ≥ (Eb/N0)(ref)
∆p(dB) > 0 p p and q
∆p(dB) < 0 p and q q
(a)
(b)
Figure 1. BER curves of MUD receivers for synchronous ARGOS users as a function of the SIR in
dB, Eb/N0 = 8 dB and ∆f/R = 0.375. (a) Four MUD receivers (ML Detector, Conventional Receiver,
Decorrelator, and MMSE Receiver) are compared to the mono-user detector. (b) Three MUD receivers
based on an IC approach (SIC, PIC, and MMSE-PIC) are compared to the mono-user detector.
(a)
(b)
Figure 2. Degradation factors δ (dB) for BER(ref) = 3.3× 10−3 as a function of the SIR in dB for∆f/R =
0.475 (a) and ∆f/R = 0.6 (b). Four receivers are compared: the ML detector and three IC receivers (SIC,
PIC, and MMSE-PIC).
(a)
(b)
Figure 3. BER curves of MUD receivers for asynchronous ARGOS users as a function of the relative
delay difference ∆τ/T , for SIR = 3 dB, Eb/N0 = 8 dB, ∆f/R = 0.75 (a) and ∆f/R = 1 (b). Two MUD
receivers (ML Detector and SIC receiver) are compared to the mono-user receiver.
Figure 4. Variance of the MUI as a function of the relative delay difference ∆τ/T , for ∆f/R = 0.75 and
∆f/R = 1.
Figure 5. Degradation factors δ (dB) forBER(ref) = 3.3× 10−3 as a function of the relative delay difference
∆τ/T , for ∆f/R = 0.75 and SIR = 3 dB. Two MUD receivers (ML Detector and SIC receiver) are
compared.
Figure 6. Degradation factors δp(dB), δq(dB), and ∆p(dB) for BER
(ref)
= 3.3× 10−3 as a function of the
relative delay difference ∆τ/T , for ∆f/R = 0 and SIR = 3 dB.
Figure 7. Area of successful decoding as a function of the relative frequency shift∆f/R = 0 and the relative
time delay ∆τ/T , for SIR = 10 dB and a received SNR per bit δp(dB) of 10 dB. The dots denote the cases
for which both users are successfully decoded. The circles denote the cases for which only one user is
decoded, and there is no marker when none of the two users has been decoded.
