In this paper we study the model of ε-smoothed k-CNF formulas. Starting from an arbitrary instance F with n variables and m = dn clauses, apply the ε-smoothing operation of flipping the polarity of every literal in every clause independently at random with probability ε. Keeping ε and k fixed, and letting the density d = m/n grow, it is rather easy to see that for d ≥ ε −k ln 2, F becomes whp unsatisfiable after smoothing.
Introduction
In trying to understand the inherent hardness of the k-satisfiability problem, many researchers analyzed structural properties of formulas drawn from different distributions. One such natural distribution is the following: fix c, n > 0 (c may depend on n), choose m = cn clauses uniformly at random out of 2 k n k possible ones. We denote this distribution by F n,m,k . Despite its simplicity, many essential properties of this model are yet to be understood. In particular, the hardness of deciding if a random formula is satisfiable, and finding a satisfying assignment for a random formula, are both major open problems [7, 15] .
A remarkable phenomenon occurring in the random model F n,m,k is a phase transition with respect to the property of being satisfiable. More precisely, there exists a threshold d k = d k (n) such that a k-CNF formula with clause-variable ratio greater than d k is not satisfiable whp 1 , while one with ratio smaller than d k is [11] .
As a warm up, let us consider the following very simple calculation that provides an upper bound on d k . Let X m be a random variable counting the number of satisfying assignments that a random formula F (drawn from F n,m,k ) has. It is not hard to see that
Fix ψ, and ask what is the probability that it satisfies F . Every clause is satisfied with probability 1 − 2 −k , and there are m clauses (the correlation between them is negative). Finally, use the linearity of expectation. One can verify that E[X m ] = o(1) for m/n ≥ 2 k ln 2, thus upper bounding d k (by Markov's inequality).
Observe that this calculation would have been correct in the following model as well: choose an arbitrary k-CNF on n variables and m clauses with only true literals. Negate each literal in each clause with probability 1/2. If the k-CNF is not arbitrary, but m tuples are chosen uniformly at random out of n k possible ones, then the resulting distribution is statistically close to F n,m,k (for m/n = O(1)). Indeed for F n,m,k the upper bound on the satisfiability threshold given in (1.1) is tight as k grows ( [2] gave a lower bound of 2 k ln 2 − k/2 − O(1)). One interesting question is to find a necessary and sufficient condition for the bound to be tight on the new model we introduced.
In this paper we study a question of similar flavor using the following model for generating random k-CNF formulas.
Given a formula F , flip the polarity of every literal in every clause, independently of the others, with probability ε.
For a formula F , we let F * be the ε-perturbation of F just described. Let d ε,k be the minimal number s.t. for every k-CNF F with at least d ε,k n clauses, F * is whp not satisfiable. In this paper we give (up to factors of logarithmic order) the dependency of d ε,k on ε and k. The answer to this question is far from being trivial, and even "guessing" the right dependency is somewhat tricky as we shall shortly explain.
The model that we study was first studied by Feige in the context of refutation [8] . In [9] , it is proven that random 3CNF formulas with cn 3/2 clauses, c some sufficiently large constant, can be refuted in polynomial time. Then, in [8] it was shown that for every F with at least ε −2 n 3/2 (log log n)
clauses, F * can be refuted whp.
Our model is also part of the Smoothed Analysis paradigm which was introduced by Spielman and Teng in [18] to help explain why the simplex algorithm for linear programming works well in practice but not in (worst-case) theory. They considered instances formed by taking an arbitrary constraint matrix and perturbing it by adding independent Gaussian noise with variance ε to each entry. They showed that, in this case, the shadow-vertex pivot rule succeeds in expected polynomial time. Our work joins a long series of papers published since [18] studying perturbed instances in a variety of problems. In this context one can also mention the work in [14] who studied another model for smoothing k-CNF formulas (the smoothing operation is adding random clauses).
1.1 Our contribution. In this paper we establish upper and lower bounds on the threshold d ε,k . Here is a first try for an upper bound on d ε,k , which is probably the natural go at the problem, but as it turns out is not the right answer. The proof of this proposition is a simple first moment calculation. Fix an assignment ψ, and consider a clause C in F . If C contains exactly i literals which are true under ψ, then the ε-smoothing of C is satisfied by ψ with probability 1
Since the clauses are perturbed independently, the probability that ψ satisfies F * is at most
Since there are 2 n ways to fix ψ, the proposition follows.
The calculation we just did assumes that every clause has k satisfied literals under ψ (when we upper bound the probability that ψ satisfies C), and therefore the clause "survives" with probability 1−ε k . To determine the correct asymptotic order of the dependence on ε, a more careful argument is needed, which takes into account the number of true literals in every clause. The following is an improved upper bound on d ε,k . k n/(84k 2 )) is weaker than the known lower bounds on the satisfiability threshold for random formulas in F n,m,k . Observe that a random formula in F n,m,k can be viewed as a 1/2-smoothed random formula where all literals were initially positive.
1.2 A new upper bound on the running time of Walksat. The method we use to prove Theorem 1.2 has an appealing consequence. As part of the proof we analyze a certain random branching process on k-CNF formulas. As it turns out, this branching process is very useful to understand the behavior of the very popular Walksat algorithm on random F n,m,k instances for m/n = Ω(2 k /k 2 ). Let us recall the Walksat algorithm suggested in [16] for example.
Let V = {x 1 , . . . , x n } be a set of n variables. Applied to a k-SAT formula F over V , Walksat proceeds as follows.
Pick a random assignment σ ∈ {0, 1}
V . Insert all clauses of F that are not satisfied under σ into the FIFO queue Q in an arbitrary order.
2. While Q is non-empty, pop the first clause C from Q. If C is unsatisfied under σ, then pick a variable from C uniformly at random and flip its value in the assignment σ; if this yields any new unsatisfied clauses, insert these clauses into the end of the queue Q.
Output the assignment σ.
We have stated Walksat using the concept of a FIFO queue to store the currently violated clauses. There are other equally common implementations (e.g., one could choose the clause C in Step 2 uniformly at random from the set of currently violated clauses). Our analysis carries over to these other implementations easily.
Walksat is part of a broad family of local search algorithms. Algorithms in this family start with an assignment to the input formula, and gradually change it one bit at a time, by trying to locally optimize a certain function. These algorithms (the most famous of which is Walksat) are close relatives of the simulated annealing method and were found to compete successfully with DLL-type algorithms.
Empirical results on random 3CNF formulas indicate that Walksat terminates successfully in linear time up to clause density 2.65 [17] , which is approximately 2 k /k for k = 3. The best current rigorous analysis for k = 3 works up to clause-density 1.63 (which is the threshold for the pure literal rule to work whp) and is due to [3] . Indeed, the analysis of Walksat which is given in [3] relies on the pure literal rule to solve the formula. It was shown in [4] that the pure literal rule works whp for random k-CNF formulas in F n,m,k only when m/n ≤ ω k for a certain strictly decreasing sequence ω k that tends to 0 as k gets large. (For instance, ω k < 1 for k = 9.)
We are able to prove the following upper bound on the typical running time of Walksat.
Walksat has a linear expected running time for m/n < 1.63 whp, and the same proof technique can be used to show that Walksat has a linear expected running time for k = 4 and m/n < 1.54. More generally, it is conceivable that the arguments from [3] can be used to show that for all k ≥ 3 Walksat has a linear expected running time for densities m/n below the pure literal threshold. The density 2 k /(30k 2 ) exceeds the pure literal threshold for k ≥ 12.
The conjectured threshold (supported by empirical evidence) up to which Walksat will work efficiently is 2 k /k. Although our result doesn't verify this conjecture, we make a major step in establishing a ratio where Walksat works efficiently, which is not vanishing with k, and is just a factor O(k) from the experimental observations. Another algorithm which is worth mentioning at this point is the Unit Clause Propagation (UCP) algorithm. Like Walksat, it too has a rather simple description and very natural guiding principles. The UCP algorithm was analyzed in [5] . Other variants of that algorithm were later analyzed in [6, 12] . The algorithms analyzed in those papers were rigorously shown to solve random k-CNF formulas with density up to 2 k /k, and fail beyond that point. As for Walksat, 2 k /k remains a conjecture to be verified.
Another interesting point which may be mentioned in this context is the ratio m/n = 2 k log k/k. The physicists call this point the dynamic 1RSB transition. At that point, the geometry of the solution space of a typical formula is believed to change from having a simple structure of one giant cluster of satisfying assignments, to a multi-clustered terrain. The existence of multi-clustered terrain for m/n ≥ (1 + α)2 k log k/k was proven rigorously for k ≥ 8 in [1] (α tends to 0 as k grows).
Proof of Theorem 1.1
The technique we use to prove the theorem is a careful first moment argument, which refines the argument used to prove Proposition 1.1.
We say that a formula F is w-expanding if for every 1 ≤ t ≤ n, every subset of t variables participates in at least tw clauses. Proof. As long as F contains a subset T of variables that participates in less than |T |d/2 clauses, remove these variables and all clauses that contain them. The resulting instance, F , satisfies the expansion condition of the lemma. As for the number of clauses in F , every set T of variables that was removed accounts for at most |T |d/2 clauses that were removed from F . Let T 1 , T 2 , . . . T p be the sets that were removed in the iterative procedure (and let 
-expanding).
Note that now d is a lower bound on the density rather than being equal to m/n.
Given a k-CNF formula F and some assignment ψ to its variables we denote by ψ i (F ) the number of clauses in F which have exactly i true literals under ψ (for i = 0, . . . , k). Using this notation, the probability that an assignment ψ survives the ε-perturbation is exactly
In the proof of Proposition 1.1 we assumed the "worst case", namely that ψ k (F ) = |F | for every assignment ψ, and took the union bound over all 2 n possible assignments. Here we shall distinguish in (2.2) between clauses that contribute to ψ k (F ) and and clauses that contribute to ψ k (F ) for k < k. Thus we shall bound:
Equation (2.3) will be incorporated in a first moment enumeration of all possible assignments. The key point in this enumeration, formally stated in the following lemma, is to observe that there aren't too many assignments for which ψ k (F ) is too large. 
Proof.
Consider any two assignments ψ, ϕ satisfying ψ k (F ) = ϕ k (F ) = m − g. Let T be the set of variables on which they disagree and denote its cardinality (which corresponds to the Hamming distance between the two assignments) by t. Observe that all clauses in which a variable from T appears cannot contribute to both ψ k (F ) and ϕ k (F ). There are at least td such clauses (by expansion), and at least half of them didn't contribute to, say, ψ k (F ). Therefore g ≥ td/2. Rearranging, t ≤ 2g/d. Using Kleitman's theorem for the volume of a diameter-t subset of the n-dimensional binary cube [13] , the total number of assignments ψ such that
The inequality holds since t/2 ≤ n/2, and therefore the maximum is obtained at t/2. 2
We are now ready to prove Theorem 1.1. Recall (2.3) -the upper bound on the probability that an assignment ψ satisfies F after the ε-perturbation, and observe that 1 − ε ≥ 1/2. Parameterizing by the number of clauses not satisfied k times and using the above lemma we obtain the following union bound on the probability that F * is satisfiable:
We break the above sum into two sums, one for values of g up to εdn and the other for values of g above εdn.
Bounding the first of these sums by its largest term and using the fact that m ≥ dn we obtain: 
Proof of Theorem 1.2
In this section we will show that there exists a k-CNF formula on n variables with dn clauses, d
2 ), such that the ε-perturbed instance F * is whp satisfiable.
Let F be the formula generated via the following random procedure: Indeed whp F has basically dn clauses (just apply the Chernoff bound). It remains to show that F * is whp satisfiable. In what follows we shall prove that for all but a o(1)-fraction of the formulas F , F * is whp satisfiable. Thus we prove a much stronger statement -we show that there exist many formulas of size dn whose ε-perturbation is whp satisfiable.
To prove the statement we show that the all-TRUE assignment, which is clearly satisfying for F , can be typically adjusted to a satisfying assignment of F * . Actually, what we will show is that this adjustment can be found efficiently, for example -using the pure literal rule (or, the Walksat algorithm). We divide the variables into two sets. One is the set of variables that stay TRUE in the satisfying assignment of F * that we derive (if indeed F * is satisfiable), and the others are variables that may be changed to FALSE. We call the latter feeble variables. The set of feeble variables is defined via the following recursive procedure:
1. Set A 0 be the set of all variables that occur in clauses of F * that contain only negative literals.
2. Let A i be the set of all variables x ∈ j<i A i that occur in a clause φ of F * such that all positive literals of φ lie in j<i A j .
3. Set A = i≥0 A i , and call it the set of feeble variables.
Given a set L of variables, we denote by F [L] the subformula of F that contains all clauses where all k literals belong to L. We also call it the subformula induced by L.
Remark 3.1. The set A plays an important role in the analysis of the Walksat algorithm (to be carried in Section 4). Consider any k-CNF F (not necessarily satisfiable), and A = A(F ) defined as above. Let E be a particular execution (maybe infinite) of the Walksat algorithm on F when starting from the all-TRUE assignment, and let T E be the set of variables flipped in that execution. One can easily verify that if we let T = E T E , then always T ⊆ A. Therefore (loosely speaking) proving that Walksat is typically efficient reduces to asserting that A typically has a simple structure. (Of course there is the issue of the starting point: Walksat doesn't "know" to start at the all-TRUE assignment. This point is discussed in Remark 4.1). Proof. If F is not degenerate then it contains a subformula F on a set of variables S of size s = |S| ≤ εn/k so that every variable in S appears at least twice, that is |F | ≥ µ ≥ 2s/k, and at least once negatively.
Suppose that
. Let S be a set of variables of size s ≤ εn/k. Set t = µ/(2s), if F has no pure literal then t ≥ 1/k. Moreover, if F has no pure literal, then each variable in S occurs negatively at least once. This implies that among the kµ literal occurrences at least s are negative. The probability of this event is at most
Moreover, the probability that S spans at least µ clauses is at most
, and using µ ≥ 2s/k we obtain:
Finally, there are
ways to choose the set S. Hence, the probability that there is a set S of size s with µ clauses and without a pure literal is at most
Our next goal is to show that this quantity is o(1).
To this end we analyze y. The term (2e 2 t) 1/(2t) < 15 for every t. Therefore ζe(2e 2 t) 1/(2t) < 1 for ζ ≤ 1/42. Hence, it suffices to bound
Using our assumption that s/n < ε/k, the latter is
To conclude the proof we sum over all possible
µ is exponentially small in n, and in particular z µ ≤ o(n −1 ). Finally, observe that s has at most n possible values.
2
To conclude the proof of Proposition 3.2 it suffices to show that whp |A| ≤ εn/k. Proposition 3.4. Let F be generated via the random process defined in Procedure 3.1 above, and let
Proof. It will be convenient for the sake of the proof to view the process by which F , F * and A are generated as if the decision of which variables appear in each clause are deferred until the point when they actually influence the construction of A.
Let the number of clauses in F be m = dn. This defines for us km locations in the formula that will need to be filled in randomly by variables. Before deciding on the variables, the polarity of every location is set independently at random to be positive with probability 1−ε and negative with probability ε. Now, we start constructing A. In this process, for the variables that enter A we shall reveal their locations in F . We shall also maintain a list B of clauses that contribute towards the construction of A. A clause may enter B only if it is dangerous in the following sense: every one of its k locations is either negated, or contains a variable that is already in A.
Given the above, A is constructed (and parts of F * are revealed) by repeatedly applying the following procedure.
Pick the first clause C that is dangerous but not yet in B.
If there is no such clause, stop.
2. For every location of C that is still not revealed (these are the variables not currently in A, and are necessarily negated), assign to it a variable at random from the set of variables that are still not in A. Add these variables to A in the order of their appearance in C, and add the clause C to B. of picking every positive clause independently with probability p, and then flipping each literal with probability ε (Procedure 3.1 and the smoothing operation). (Technically, there are two minor differences. One is that in our process we fix the number of clauses to be exactly m, rather than some distribution concentrated around m. The other is that our process might generate two clauses with the same set of variables, though the probability of this happening is small. Both differences have virtually no effect on the analysis, and we omit the standard details of how they can be formally handled.) Note that our process uses two different names for some of the variables: their original name in some locations, and their index with respect to A in others. However, there is no ambiguity regarding the correspondence between the naming systems, because given F * (with this naming system), our process for generating A is deterministic and the order in which variables enter A is well defined.
For every location in
A crucial observation regarding all clauses in B is that each of their locations is either negated, or contains an index (rather than a name of a variable), and this index lies between 1 and |A|. Moreover, for every positive location in F (regardless of whether it is in B or not) and any index i ≤ |A|, the probability that the location contains the index i is exactly 1/n. Now we wish to select a value of 0 < δ < 1 such that with overwhelming probability, |A| ≤ δn. Note that A increases only by dangerous clauses, and so for |A| to ever reach δn, it must be the case that |B| reached at least δn/k. Moreover, for every clause of B up to that point, it must be the case that all locations are either negated or contain an index of value at most δn. Now a simple computation shows that with high probability, δ cannot be too large.
Consider the process by which A expands at the time when |A| = δn. The probability that a clause is dangerous (and hence may potentially take part in the process) is at most (ε + δ) k . Let I j be an indicator random variable which is 1 with probability (ε + δ) k , and let B = In order to use the analysis carried out in the previous section, observe that if generating F according to Procedure 3.1, and perturbing it with ε = 1/2, then F is distributed like F n,p,k . (This is true up to the following issue. According to the way we generated F there cannot be two clauses that have the same set of variables, whereas had F been sampled according to F n,p,k that would have been possible (in that case F may contain, say, (x 1 ∨ x 17 ∨x 23 ) and (x 1 ∨x 17 ∨ x 23 )). However, the probability of such a pair of clauses ever appearing in
, and k ≥ 3. Therefore the two models are statistically sufficiently close so that we can also switch back to F n,m,k .) Let A be the set of variables defined as follows: x ∈ A iff there exists an execution of Walksat, starting from the all-TRUE assignment, such that x is flipped by Walksat. It is easy to see that A ⊆ A (where A is the set of feeble variables defined in the previous section). Lemma 4.1 holds for F * (which is F perturbed with ε = 1/2) with the same probability (as we just flip polarities). As we mentioned above, F * is statistically close to a F n,p,k . As the probability of . This implies that each time Walksat flips a variable, the probability that the Hamming distance between Walksat's current assignment and the assignment σ decreases is strictly bigger than 
