ABSTRACT In remote sensing, it is quite necessary to fuse spectral information of low-resolution multispectral (LRMS) images and spatial information of panchromatic (PAN) images for obtaining high-resolution multispectral (HRMS) images. In this paper, an effective fusion method integrating multispectral (MS) image super-resolution and convolutional sparse representation (CSR) fusion is proposed to make full use of the spatial information of remote sensing images. First, for enhancing the spatial information of LRMS images with suitable sizes, a fast iterative image super-resolution algorithm based on the learned iterative shrinkage and thresholding algorithm (LISTA) is exploited in the first stage. It employs a feed-forward neural network to simplify the solution of sparse coefficients in the process of super-resolution. In the fusion stage, we propose a CSR-based image fusion framework, in which each MS super-resolution image and PAN image is decomposed into a basic layer and a detail layer, then we fuse the basic layers and the detail layers of the images, respectively. This hierarchical fusion strategy guarantees great performance in detail preservation. The experimental results on QuickBird, WorldView-2, and Landsat ETM+ datasets demonstrate that the proposed method outperforms other methods in terms of both objective evaluation and visual effect.
I. INTRODUCTION
Owing to the great value of remote sensing data for the study of earth observation, high-resolution remote sensing images are widely used in the fields of weather forecast, environmental monitor and earth surface observation [1] . However, limited by sensor design, most remote sensing images acquired by earth observation satellites cannot have both high spatial resolution and high spectral resolution. Panchromatic (PAN) images have rich detail features and high spatial resolution, but fewer spectral information, while multispectral (MS) images have abundant spectral information but lower clarity. Accordingly, it is an effective way to obtain a high-resolution remote sensing image by utilizing the complementary information of PAN and MS images and
The associate editor coordinating the review of this manuscript and approving it for publication was Yong Yang. fusing them. The fusion of PAN and MS images usually integrates the detail information of PAN images into MS images. Aiming at this problem, many scholars propose different methods. It can be divided into the following three classes: component-substitution (CS)-based methods, multiresolution-analysis (MRA)-based methods and sparse representation (SR)-based methods.
CS-based methods transform MS images into other space, assuming that the transformed structure is equivalent to the PAN image and the corresponding structural component is directly replaced by the PAN image. There are many CS-based methods, such as principal component analysis (PCA) [2] , Gram-Schmidt (GS) transform [3] , Brovey transform [4] and intensity-hue-saturation (IHS) transform [5] , [6] . This type of methods is fast and easy to implement, which can effectively enhance the spatial resolution but cause serious spectral distortion.
In MRA-based methods, generally, the PAN image is decomposed into high and low frequency parts, and the high frequency information is combined with the MS image to obtain high spatial resolution MS images. The most representative MRA-based methods include Laplacian pyramid (LP) [7] , discrete wavelet transform (DWT) [8] , à trous wavelet transform (ATWT) [9] , high-pass filter (HPF)-based methods [10] . Moreover, some emerging geometric methods, for example, contourlet transform [11] and shearlet transform [12] are also belong to MRA-based methods. Compared with CS-based methods, these methods can better preserve the spectral features of images, but usually suffer from the problem of spatial distortion and ringing effect.
Recently, with the great development of compressed sensing [13] , sparse representation has been introduced into the field of remote sensing image fusion and become a hot issue rapidly. Li and Yang [14] firstly introduce a method based on sparse representation, which views the degradation model of high-resolution multispectral (HRMS) and PAN images as a linear sampling process, and HRMS images are reconstructed by sparse vectors and construction dictionaries. Liu and Wang [15] utilize sparse representation under the framework of wavelet transform to preserve the spatial details better. In order to exploit the spectral information of MS images, Yang et al. [16] propose a method by using high and low frequency dictionaries of MS images to obtain high-resolution images. In [17] , Ayas et al. utilize the dictionary generated by texture information of HRMS images to overcome blurring effect. Nevertheless, most of existing SR-based methods have complex model that lead to high computational complexity, and these methods not perform well in preserving spectral information.
Before fusing MS and PAN images, it is usually necessary to amplify the low-resolution MS image to the same size as the PAN image. Among the above methods, simple interpolation is usually used for enlarging lowresolution multispectral (LRMS) images with loss of image details. Zhong et al. [18] propose a convolutional neural network-based super-resolution (SRCNN) to enhance spatial details of LRMS images [19] . However, SRCNN neglects the prior knowledge of images. In addition, the GS transform used for image fusing in this method is not perform well in preservation of spectral information.
In this paper, to overcome the problems mentioned above, we propose a novel fusion method integrating MS image super-resolution and convolutional sparse representation (CSR) fusion. In the proposed method, we first exploit a fast iterative image super-resolution algorithm to enhance the spatial information of LRMS images with suitable sizes. In this super-resolution algorithm, a feed-forward neural network based on the learned iterative shrinkage and thresholding algorithm (LISTA) [20] is utilized to simplify the solution of sparse coefficients in the process of super-resolution. Compared with previous methods of deep learning or sparse representation, our algorithm achieves better performance with simpler model and lower complexity. Subsequently, for further utilizing the spatial details and preserve spectral information better, we propose a CSR-based image fusion framework in the fusion stage. Specifically, each MS super-resolution image and the PAN image are decomposed into a basic layer and a detail layer, respectively. Then we exploit CSR [21] to fuse the basic layers and the detail layers of the images. It guarantees the great performance in detail preservation. Experimental results on QuickBird, WorldView-2 and Landsat ETM+ datasets show that the proposed method performs significantly against existing methods in evaluation indicators and visual effect.
The organization of this paper is as follows. We give an outline of related work in Section II, and then describe the details of our proposed method in Section III. Section IV demonstrates the experimental results and analysis. Conclusion is finally given in Section V.
II. RELATED WORK
We briefly review the ideas and work progress related to this paper in this section. Firstly, the theory of image super-resolution algorithm based on sparse representation is introduced, and some common solutions are enumerated. Next, we describe the main idea of CSR and its application fields, and illustrate the general situation of some latest algorithms.
A. IMAGE SUPER-RESOLUTION USING SPARSE REPRESENTATION
The process of image super-resolution reconstruction can be regarded as the inverse problem of recovering high-resolution images from low-resolution images. Generally, the lowresolution image Y is considered to be obtained by blurring, downsampling and adding noise to high-resolution image X .
where B and D represent blurring and downsampling operations, respectively. V indicates additive noise. In order to get a more reasonable solution, the problem can be solved by adding prior constraints.
In the super-resolution algorithm based on sparse representation [22] , the input low-resolution image is divided into many patches, and each patch is represented as a set of input vectors y ∈ R m y . x ∈ R m x is the corresponding high-resolution patch of y. It is reasonable to suppose that the low-resolution patch y and the high-resolution patch x can be linearly represented in an over-complete dictionary D x (D y ) by the same sparse coefficients α ∈ R n . Accordingly, for any input low-resolution patch y, the corresponding target high-resolution patch can be expressed as:
where · 1 is the ''l 1 -norm'' that used to ensure sparsity, · 2 is the ''l 2 -norm'' and represents reconstruction error. λ denotes regularization coefficient. The low-resolution and high-resolution dictionary pairs (D x , D y ) can be learned by method of optional direction (MOD) [23] , K-SVD algorithm [24] , joint training [22] or bi-level optimization [25] .
Aiming at the sparse coefficients in (2), some efficient algorithms such as matching pursuit (MP) [26] , orthogonal matching pursuit (OMP) [27] and simultaneous orthogonal matching pursuit (SOMP) [28] are proposed to solve this problem.
B. CONVOLUTIONAL SPARSE REPRESENTATION
Considering the consistency of image patches, in [21] , sparse representation with the convolutional form is used to achieve sparse representation of the entire image. The main idea of CSR is to represent an image by using the convolution sum of dictionary filters and sparse coefficient maps instead of the product of traditional dictionary matrix and sparse coefficient. The process can be represented by the following formula: arg min
where * represents the convolution operator, s represents the input image and {d m }, m ∈ {1, 2, · · · M } denotes a set of M-dimensional dictionary filters. {X m, }, m ∈ {1, 2, . . . , M } is a set of sparse coefficient maps, and each sparse coefficient map has the same size as s. The alternating direction method of multipliers (ADMM) [21] , [29] is currently the most common solution to this problem. Recently, CSR has been widely applied in many fields, such as image processing, video processing, and so on [30] - [34] . In [35] , Zeiler et al. use CSR to learn features in deconvolutional networks. Gu et al. [32] introduce CSR into image super-resolution, fully considering the continuity and correlation between adjacent pixels. Liu et al. [34] propose a CSR-based image fusion framework for multifocus image fusion and multimodal image fusion. Moreover, in order to further optimize and solve the CSR problem, plenty of improved algorithms [36] - [38] are proposed. This greatly improves the practical application ability of CSR model.
III. PROPOSED FUSION METHOD
Our proposed method can be divided into two stages: 1) MS image super-resolution; 2) MS super-resolution image and PAN image fusion. The flow chart of our method is outlined in Fig. 1 . In the first stage, in order to enhance the spatial information of LRMS images and adjust the sizes for fusing with PAN images, we utilize a fast iterative super-resolution algorithm to process LRMS images. This super-resolution algorithm obtains the MS super-resolution image according to the sparse coefficients fleetly solved by LISTA and the trained high-resolution dictionary. In the second stage, we implement a hierarchical fusion strategy to further exploit the spatial details of MS and PAN images with spectral information preserved simultaneously. First, we transform the MS super-resolution image into YUV components, and make histogram matching between the PAN image and the brightness component Y of the MS super-resolution image to reduce the spectral distortion. Next, we decompose the Y component and the matched PAN image into a basic layer and a detail layer, respectively, and fuse the basic layers and the detail layers hierarchically to get a new brightness component. CSR is adopted in the fusion process, which can effectively preserve spectral information and further utilize spatial details. Finally, the new brightness component is combined with U and V components, and then YUV inverse transform is carried out to obtain the final HRMS image.
In this section, we first introduce the fast iterative image super-resolution algorithm for MS image enhancement, and then investigate the fusion strategy based on CSR.
A. SUPER-RESOLUTION OF MULTISPECTRAL IMAGE
In the process of MS and PAN images fusion, numerous methods only focus on the fusion strategy currently. However, the spatial information of LSMS image can also be fully utilized actually through super-resolution. In consideration of the difficulty in solving the traditional sparse representation model and the lack of prior knowledge in deep learning-based methods, we propose a fast iterative image super-resolution algorithm combining sparse model and deep network to acquire MS super-resolution images. It exploits a feed-forward neural network based on LISTA to simplify the solution of sparse coefficients in the process of sparse super-resolution, which enhances the spatial information of MS images quickly and effectively. The structure of our super-resolution algorithm is shown in Fig. 2 .
In the algorithm, the LRMS image is upscaled by bicubic interpolation and through a convolutional layer H to extract the low-resolution patch features of images. The convolutional layer H has m y filters with the size s y × s y and the stride t H , and the extracted feature y has m y dimensions.
Then, the low-resolution patch y is inputted into a LISTA network to get the sparse coefficients α. The LISTA is illustrated in the gray box in Fig. 2 . It is a simple network with a finite number of j cycles, which solve the sparse coefficients fleetly in appropriate cycles. Redundant parameters and computation burden of the network are effectively reduced in this way. Each cycle can be described as follow:
Here, W ∈ R n×m y and S ∈ R n×n represent the weights of two linear layers in LISTA network respectively, and h θ is an element-wise shrinkage function. The function is defined
Where θ ∈ R n expresses the parameter of the activation function, and a i represents the i−th element of current cycle. We test various numbers of cycles and find that the performance don't change much when the cycles increase from 1 to 3. Therefore, considering speed and effect comprehensively, we set j to 1 in our structure.
In the next step, we multiply the sparse coefficients α with the trained high-resolution dictionary D x . Since a large number of HRMS images are usually not easy to get, we obtain the high-resolution dictionary D x which contains rich detail information extracted from the external natural image dataset [22] . The MS super-resolution image patch x can be obtained:
Finally, to further acquire the MS super-resolution image I 1 , we aggregate all the super-resolution patches at the convolutional layer G. There are m x filters with the size s g × s g in this layer, and the stride is t G . The filter distributes proper weights to the overlapped pixels of different patches and uses their weighted average as the high-resolution prediction of the corresponding position in I 1 .
B. FUSION STRATEGY USING CONVOLUTIONAL SPARSE REPRESENTATION
Super-resolution improves the quality of MS images to a certain extent. Furthermore, it is necessary to fuse MS images with the PAN images whose spatial details are rich. Considering the superiority of CSR in detail preservation, we introduce it into our fusion strategy. To facilitate subsequent fusion, we perform YUV transform on the MS super-resolution image, and make histogram matching between the PAN image and Y component. This makes the histograms of images tend to be consistent, which enhances the correlation between the two images and reduces the spectral distortion. The fusion of Y component and the matched PAN image is shown in Fig. 1 . Suppose the image that to be fused is represented as I k , k ∈ {1, 2}, subscripts 1 and 2 represent Y component and the matched PAN image, respectively. The fusion strategy can be divided into the following four parts:
1) DECOMPOSITION
We decompose the Y component and the matched PAN image I 2 into a basic layer I b k and a detail layer I d k respectively, and the basic layer can be computed by:
where g x = −1 1 and g y = −1 1
T are the horizontal and vertical gradient operators, respectively. η is the regularization parameter. According to the basic layer I b k , the corresponding detail layer I d k is obtained:
2) DETAIL LAYERS FUSION CSR can sparsely represent an entire image, which takes full account of the consistency between pixels. Furthermore, the same features of different positions in an image can be accurately represented, it helps to improve fusion quality. So we integrate CSR into our fusion strategy. According to the CSR model, the sparse coefficient maps C k,m , m ∈ {1, . . . M } in each detail layer can be got:
arg min {Ck,m}
Then we calculate the initial activity level map A k (x, y) as the activity level measure of detail content:
Here, C k,1:M (x, y) expresses the content corresponding to sparse coefficient maps C k,m in the spatial domain coordinate (x, y), and it is an M-dimensional vector. For making the method insensitive to misregistration and fusing more detail information in detail layers, we use a ''choose-max'' window to process A k (x, y), and take the processed activity level as the final activity level mapÂ k (x, y):
where S xy denotes the area centered on coordinate (x, y) with a window size of r.
To better remain the detail features, we take the ''choosemax'' strategy, which is commonly used for images with abundant high-frequency components, to obtain the fusion coefficient maps:
So the fusion detail layer of the Y component and the PAN image is calculated by:
3) BASIC LAYERS FUSION
The basic layers not only contain many common features of images, but also contain some redundant information which may cause interference. Therefore, we choose the weighted-averaging strategy to realize the fusion of basic layers:
where α 1 and α 2 represent the weight values of spatial domain coordinate (x, y) in I b 1 and I b 2 , respectively. We choose α 1 = 0.5 and α 2 = 0.5respectively, to better preserve common features and reduce interference. 
Finally, we concatenate the new brightness component I N with U and V components, and then perform inverse YUV transform to obtain the final HRMS image I F .
IV. EXPERIMENTS AND ANALYSIS
In this section, we introduce the datasets and evaluation indicators used in our experiments and illustrate the implementation details of this paper. And then, different methods for MS image enhancement are carried out to validate the effectiveness of our fast iterative super-resolution algorithm. Finally, we compare our fusion algorithm with other advanced methods on three datasets.
A. EXPERIMENTAL DATASETS AND EVALUATION INDICATORS 1) EXPERIMENTAL DATASETS
In this paper, we perform our experiments on three datasets, QuickBird, WorldView-2 and Landsat Enhanced Thematic Mapper Plus (ETM+). These datasets are presented in detail as follow.
a: QUICKBIRD
QuikBird dataset contains MS images with spatial resolution of 2.88m and PAN images with spatial resolution of 0.72m collected by the QuickBird Satellite sensor. The Quickbird images employed in our experiments are obtained from [39] .
b: WORLDVIEW-2
WorldView-2 satellite provides MS images with spatial resolution of 1.8m and PAN images with spatial resolution of 0.5m.The images of WorldView-2 dataset tested in this paper are obtained from [40] . 
2) EVALUATION INDICATORS
In order to objectively verify the performance of different methods, we use several common objective evaluation indicators to evaluate the experimental results. The details of these indicators are as follows. [42] PSNR is a widely used objective evaluation indicator for measuring image quality, which reflects the distortion and noise level of images. The larger the PSNR value is, the better the quality of the MS super-resolution image is.
a: PEAK SIGNAL TO NOISE RATIO (PSNR)
b: CORRELATION COEFFICIENT (CC) [43] CC indicates the degree of correlation between the fusion image and the reference image. If the value of CC is larger, it shows that the fusion image is rich in more spatial details, and the comprehensive quality is better. [44] SAM represents the angle of vector between the fusion image and the reference image, which reflects the degree of spectral distortion. Ideally, we hope the SAM value approach to 0. [45] UIQI is used for measuring the spatial details of the fusion image. The optimum value of UIQI is 1. [46] RMSE reflects the difference between the fusion image and the reference image. The lower the RMSE value is, the closer the two images are.
c: SPECTRAL ANGLE MAPPER (SAM)

d: UNIVERSAL IMAGE QUALITY INDICES (UIQI)
e: ROOT MEAN SQUARE ERROR (RMSE)
f: STRUCTURAL SIMILARITY (SSIM) [47] SSIM measures the similarity between the fusion result and the reference image. The value of SSIM more close to 1 indicates that the fusion image is more similar to the reference image. [48] ERGAS considers both spatial and spectral information and evaluates the overall quality of the fusion image. The value of ERGAS is smaller, it indicates that the fusion effect is better.
g: ERREUR RELATIVE GLOBAL ADIMENSIONNELLE DE SYNTHÈSE (ERGAS)
B. IMPLEMENTATION DETAILS
In this paper, we use MS images with size of 256×256 as reference images, and degrade the original MS and PAN images by downsampling to obtain the degraded images. The size of input LRMS images is 128 × 128, and PAN images with the size of 256 × 256. In our fast iterative super-resolution algorithm, the filters s y and s g are set to 9 and 5 respectively, stride t H and t G are both set to 1. We use m x = 25 and m y = 100 and dictionary size n = 128. For the parameter in fusion strategy, the dictionary filters number of 16, 32, 64 and 128 are tried, respectively. We find that there is little effect on the quality of fusion images when the number of dictionary filters more than 32, but it takes more time. So in the experiment, we set the dictionary filters to 32 by default. The value of regularization parameter η is 5, and the window size r is set to 3.
To better evaluate the fusion results, we compare our proposed fusion algorithm with other existing popular algorithms include IHS transform [6] , HPF-based method [10] , DWT transform [8] , à trous wavelet transform (ATWT) [9] , the method combines sparse representation with wavelet transform (DWTSR) [15] , the matting model (MM)-based method [49] , the method based on Morphological Operators (MF-HG) [50] , and the method with SRCNN superresolution and CSR fusion(SRCNN+CSR).
C. VALIDITY OF SUPER-RESOLUTION
In order to verify the validity of fast iterative super-resolution algorithm for spatial information enhancement of LRMS images, we perform contrast experiments based on QuickBird, WorldView-2 and Landsat ETM+ datasets. The proposed approach is compared with several commonly used super-resolution methods in the field of MS and PAN images fusion. These methods are bicubic interpolation, sparse representation-based method (ScSR) [22] and convolutional neural network-based method (SRCNN) [18] , [19] . The experimental results are shown in Fig. 3-5 . To see the details of MS super-resolution images more intuitively, we enlarge and display the areas in the boxes of images. Fig. 3-5(a) are the LRMS images, Fig. 3-5(b), (c), (d) , (e) are the super-resolution images with upscale factor 2 by bicubic interpolation, ScSR, SRCNN and our fast iterative super-resolution algorithm, respectively. It can be seen that images of bicubic interpolation are relatively blurred, while results of ScSR are better than bicubic interpolation. SRCNN achieves good enhancement performance. However, due to the effective utilization of image prior information, the superresolution images of the proposed method have more clear edge and spatial detail compared with SRCNN. Fig. 6 shows the PSNR comparison corresponding to Fig. 3-5 . As can be seen from Fig. 6 , the proposed approach gains the highest PSNR, which is much higher than the most commonly used bicubic interpolation method. It also proves that our fast iterative super-resolution algorithm has pretty information enhancement ability, which can make full use of the spatial details of MS images and help to improve the performance of subsequent fusion images.
In addition, for demonstrating the effect of our fast iteration super-resolution algorithm on fusion results, we compare fusion performance of the methods with or without MS image super-resolution stage. We respectively select MS and PAN images with the same scenarios of Fig. 3, Fig. 4 and Fig. 5 in QuickBird, WorldView-2 and Landsat ETM+ datasets for experiments. The assessment results are show in Table 1 . N refers to the method without MS image super-resolution stage but with CSR-based image fusion. Y refers to the proposed method with MS image super-resolution stage and CSR-based image fusion. As can be seen from Table 1 , the fusion results obtained by the proposed method with MS image super-resolution stage are significantly better than that without MS super-resolution processing. Therefore, the fast iteration super-resolution algorithm is significant in the CSR fusion framework, and it can effectively improve the quality of MS images.
D. COMPARISON AND ANALYSIS OF EXPERIMENTAL RESULTS
1) COMPARISON OF FUSION RESULTS
To further evaluate the performance of the proposed fusion algorithm, we use MS and PAN images from QuickBird, Compared with other methods, the fusion images of our proposed approach are more similar to the reference images and look clearer. Instead of the method with SRCNN super-resolution, our fast iteration super-resolution improves the image quality more obviously. CSR fusion takes full account of the consistency between image pixels, and the proposed algorithm can obtain more detail information and maintain less spectral distortion simultaneously.
In addition, we take some objective evaluation indicators to evaluate the fusion results. The assessment results of Fig. 7 and Fig. 8 are shown in Table 2 and Table 3 , respectively. The best results are shown in bold. It can be seen that almost all the indicators of fusion results obtained by our proposed method are optimal, and only the value of SAM in table 2 is next only to the MM-based method. Therefore, our fusion approach performs well on both visual effect and objective evaluation indicators, and has good performance in spectral fidelity, spatial detail preservation, image clarity and information richness. Fig. 9-10 show the fusion results of two pairs of remote sensing images in WorldView-2 dataset using different fusion algorithms. Fig. 9-10 (a) are reference MS images, Fig. 9-10 (b) show the PAN images. Fusion results of different methods are given in Fig. 9-10 (c)-(k) . As can be seen from Fig. 9 (c)-(d) and Fig. 10 (c)-(d) , the results of IHS and HPF methods have obvious color distortion. DWT and ATWT methods do better in detail preservation. The fusion images of DWTSR have artifacts in some area such as river. It is show that the results obtained by MM method exhibit slightly spectral distortion. There are a little blurry in terms of the spatial details corresponding to the fusion images of MF-HG method. From Fig. 9(j) and Fig. 10(j) , the method with SRCNN super-resolution and CSR fusion also achieve good fusion effect. The proposed fusion algorithm makes good use of the spatial details of MS images, so the fusion images achieve better quality and the spectral information is well preserved. Table 4 and Table 5 are objective assessment results corresponding to Fig. 9 and Fig. 10 , we can find that all the indicators of the proposed method are outperform than others. More specifically, the proposed algorithm has the largest value of CC UIQI and SSIM, this indicates the details of the fusion images are well preserved. Meanwhile, the proposed algorithm has the lowest value of SAM, RMSE and ERGAS, it proves that our fusion images are more close to the reference images and achieve better performance in spectral information. 
c: LANDSAT ETM+ DATASET
We display the fusion results of two pair of images in Landsat ETM+ dataset in Fig. 11 and Fig. 12 . The reference MS images are shown in Fig. 11-12 (a) , and the PAN images are shown in Fig. 11-12 (b) . Fig. 11 (c)-(k) and Fig. 12 (c)-(k) are the corresponding fusion results of different methods. From the fusion results, we can find that IHS and HPF methods have color distortion. Visually, the differences between fusion images of DWT, ATWT and MF-HG are not obvious. However, according to the objective evaluation results in Tables 6 and Table 7 , ATWT method has the better fusion performance. The fusion results of DWTSR method are relatively better, while there is room for DWTSR to further improve the spectral preservation ability. Fusion images of MM method exist blurring in some areas, such as lake and road. Compared with the method with SRCNN super-resolution, fusion images of the proposed method look clearer. Likewise, objective assessment indicators of our proposed algorithm are all optimal. It also proves the proposed method can obtain better spatial and spectral quality.
E. COMPARISON OF RUNNING TIME
In this part, we compare the operating efficiency of different fusion methods. The experiments are implemented on Intel (R) Core (TM) i5-7400K 3.00 GHz CPU with MATLAB R2015b. The average running time of different methods are shown in Table 8 . Compared with other traditional fusion methods, our proposed method is relatively time-consuming due to the addition of image super-resolution stage, but the MS image super-resolution stage has been proven effective before. Moreover, the proposed method takes less time than the method of SRCNN+CSR which also contains the MS super-resolution processing. Although the fast iteration VOLUME 7, 2019 super-resolution algorithm combines some ideas of deep learning, it has less time complexity than the deep learningbased method SRCNN. At the same time, the fusion performance of our proposed method is better than other methods. Therefore, considering the fusion performance, the running time of the proposed method is acceptable. 
V. CONCLUSION
In order to solve the problem of spatial information loss and spectral distortion in MS and PAN images fusion, we introduce an effective fusion method in this paper. The proposed method exploits a fast iterative image super-resolution algorithm based on LISTA to enhance spatial information of LRMS images. Moreover, a feed-forward neural network is employed to simplify the solution of sparse coefficients in the process of super-resolution. In the subsequent fusion strategy, CSR is adopted to fuse the MS super-resolution image and the PAN image hierarchically, which further utilizes spatial details of the images with spectral information preserved simultaneously. Experimental results verify the superiority of the proposed method, and achieve good performance in both super-resolution and the subsequent fusion strategy.
