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In this note we state and prove the following theorem and then comment 
briefly on its combinatorial significance. 
THEOREM. Let Z be a nonsingular matrix of order n > 1, and let the 
elements of Z consist of only two elements x and y, where x and y are 
elements of aJieId F. Suppose that Z satisjies the matrix equation 
ZTZ = D f AJ, (1) 
where ZT is the transpose of Z, D is a diagonal matrix with nonzero diagonal 
elements, and J is the matrix of 1’s. Suppose further that we do not have 
both h = 0 and x = -y. Then it,follows that either all of the row sums of 
Z are equal or else Z has exactly two distinct row sums z, and z2 and these 
numbers satisfy 
z1 + 3 = ((x + y)/UXn + 1) - xynl. (2) 
Furthermore, ifall of the row sums of Z are equal and ifh(n - 1) - xyrz # 0, 
then it follows that all of the column sums of Z are also equal and D is a 
scalar multiple of the identity matrix. 
Proof. We write D = diag[rl, ,..., dn] and define 
w = l/d, + ... + l/dn . 
Then the matrix equation (1) implies 
ZTZD-lZTZ = D + 42 + hw) J. 
(3) 
(4) 
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Hence it follows that 
ZD-lZT = I - hZ-TJZ-l + A(2 + hw) Z-T JZ-1. (5) 
Let ci denote the sum of column i of Z-l. Then (5) becomes 
ZD-lZT = I + X(1 + XW)[C&]. (6) 
We may write 
z = XL4 + y(J - A), (7) 
where A and J - A are (0, 1)-matrices with respect to the field F. We let 
and note that the element in the (i, i) position of ZD-lZr is 
X2& + y2(w - ti). 
Hence by (6) we have that 
1 + A(1 + hw) ci2 = (x2 - y”) ti + y2w. 
The matrix equation (1) implies 
D-1.p = z-1 + AD-1J.p1. 
Multiplication of (11) on the left by J implies 
xti + y(w - tJ = (1 + hw) c< . 
Thus we may rewrite (10) in the form 
A(1 + Xw) ci2 - (x + y)(l + hw) ci + xyw + 1 : = 
(9) 
(10) 
(11) 
(12) 
0. (13) 
We may evaluate the determinant of ZTZ in the usual way and this 
gives 
det(ZrZ) = (1 + Xw) fi di . 
i=l 
(14) 
Since Z is nonsingular it follows that 1 + hw # 0. Suppose now that we 
do not have both h = 0 and x = -y. Then it follows that either all of the 
ci are equal or else the ci take on exactly two distinct values, say c1 and c2 , 
and these numbers satisfy 
Cl + c2 = (x + y)/h. (15) 
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By an elementary calculation one may verify that 
z?(X + y,..., x + VI’ = (4 ,-a*, 4JT + (A + xyn)(l,..., 1)‘. (16) 
Let zi denote the sum of row i of Z. Then the matrix equation (1) implies 
zyz, )...) z,y = (d, )...) dJT + An(l)...) I)T. (17) 
Thus (16) and (17) imply 
ZT(z, - (x + y),..., z, - (x + y))’ = (A@ - 1) - xvn)(l,..., 1)‘. (18) 
But ZTZ-T = I implies 
zyc, )...) CJ- = (I)..., 1)‘. (19) 
In case h(n - 1) - xyn = 0, then the nonsingularity of Z implies 
q = ... = z, = x + y and Z has all of its row sums equal. Suppose then 
that X(n - 1) - xyn # 0. Then (18) and (19) imply 
Zi - (X + JJ) = (h(fl - 1) - Xun) Ci (i = l,..., PZ). (20) 
Thus if we do not have both h = 0 and x = -y, then it follows from (15) 
and (20) that either all of the zi are equal or else the zi take on exactly two 
distinct values, say z1 and z2 , and these numbers satisfy (2). 
Suppose finally that all of the row sums of Z are equal and that 
X(n - 1) - xyn # 0. Then (20) implies c1 = *.* = c, = c and c # 0 
because of the nonsingularity of Z-l. Hence 
and 
JZ-1 = CJ (21) 
JZ = (I/c) J. (22) 
Thus it follows that the column sums of Z are also equal. But then (16) 
implies a, = a** = c.& = d and the proof is complete. 
We now specialize our theorem in various ways. Suppose that Z is a 
(0, 1)-matrix with respect to the rational field. Then (2) becomes 
z,+z,=n+l, (23) 
and we have the theorem of Ryser and Woodall [2,3] on h-designs. On 
the other hand, suppose that Z is a (1, - I)-matrix with respect to the 
rational field. Then (2) becomes 
z1 = -zz , (24) 
s8za/u/I-9 
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and we may normalize Z by multiplication of appropriate rows by - 1 so 
that all of the row sums of Z are equal. Then we have the theorem of 
Graver [l] on symmetric block designs. 
We may apply certain simple complementing and bordering devices to 
the incidence matrices of symmetric block designs and thereby obtain 
other solutions of the matrix equation (1). In such cases the appropriate 
values for x and y are determined by the original design parameters. But 
we have been entirely unable to classify all of the solutions of (1). 
We conclude with a very different type of example that shows that it is 
not even permissible to delete the assumption h(rz - 1) - xyn # 0 in the 
last statement of the theorem. Let Z be the incidence matrix of order 21 
of the h-design constructed from the incidence matrix of the projective 
plane of order 4. But let us regard Z as a (0, I)-matrix with respect to the 
finite field GF(5). Then Z has all of its row sums equal to 1 (mod 5) and Z 
satisfies 
Z*Z = diag[2, 4 ,..., 41 + 4J. 
Thus the column sums of Z are 1 and 3 (mod 5). 
(25) 
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