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Abstract
In this paper, a new minimization theorem is obtained for a set-valued mapping and an equivalent relation between a variant of
Ekeland variational principle [T.X.D. Ha, Some variants of Ekeland variational principle for a set-valued map, J. Optim. Theory
Appl. 124 (1) (2005) 187–206] and the minimization theorem is established.
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1. Introduction
The Ekeland variational principle (EVP) says roughly that under conditions that a function is lower semi-
continuous and lower bounded, one, in general, can obtain an approximate optimal solution of the function on
whole space, but not an exact solution. Since there are many applications in nonlinear analysis and mathematical
programming, the principle has been extended to the case with a vector-valued function or a set-valued mapping in
an ordered vector space, see [1–5]. In [1], Chen and Huang discussed a vector EVP for set-valued mappings by using
EVP and a nonlinear scalarization function. In [2], Ha introduced a strict minimizer of a set-valued mapping by virtue
of set optimization criterion, which is based on comparisons among the image sets of the set-valued mapping. Then,
he proved some variants of the EVP for a set-valued mapping.
Naturally, it is also significant to discuss that the function of lower semi-continuity and lower boundedness has
an exact optimal solution on whole space under some suitable conditions. In [6], Takahashi introduced a constraint
qualification and proved that a proper lower semi-continuous and lower bounded function has an optimal solution on
whole space under the constraint qualification, which is called the Takahashi theorem. He also derived EVP from the
Takahashi theorem. In [7], Hamel proved that EVP in turn implies the Takahashi theorem. Therefore, the Takahashi
theorem is equivalent to EVP.
Motivated by works reported in [2,6,7], we investigate the strict minimizer of a set-valued mapping on whole space
under the meaning of set optimization criterion. By using a variant of the EVP in [2], we prove a new minimization
theorem under suitable conditions. Conversely, we also derive the variant of the EVP in [2] by using our minimization
theorem. Actually, we prove that the variant of the EVP in [2] is equivalent to our minimization theorem.
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The rest of the paper is organized as follows. In Section 2, some notions and basic results are introduced. In
Section 3, a minimization theorem for a set-valued mapping is established in complete metric space and an equivalent
relation between the minimization theorem and a variant of the Ekeland variational principle in [2] is obtained.
2. Preliminary results
Throughout this paper, let (X, d) be a complete metric space, and let (E, K ) be an ordered topological vector space
in which the order is given by a proper, closed, pointed and convex cone K . We always assume F(X) = ⋃x∈X F(x)
and k0 ∈ K \ {0}. For a nonempty subset A of E , let εK (A) := A+ K be the conic extension of A with respect to K .
Since K remains fixed, we simply write ε(A).
A set A is said to be K -bounded if there exists a nonempty bounded set M ⊂ E such that A ⊆ ε(M), and A is said
to be K -closed if ε(A) is closed.
Consider the following set-valued optimization problem:
(SOP) min
x∈X F(x),
where F : X → 2E is a set-valued mapping.
Definition 2.1 ([2]). x¯ ∈ X is said to be a strict minimizer of the map F (or (SOP)), if
F(x¯) 6⊆ F(x)+ K , ∀x 6= x¯ .
Definition 2.2. x¯ ∈ X is said to be an efficient solution of f : X → E , if there exists no x ∈ X such that
f (x¯)− f (x) ∈ K \ {0Y }.
Definition 2.3 ([2]). F : X → 2E is said to be K -lower semi-continuous (K -l.s.c.) on X , if ∀e ∈ E , the set{
x ∈ X : F(x)
⋂
(e − K ) 6= φ
}
is closed.
Proposition 2.1 ([2]). If F is K -l.s.c., and has K -closed values, then for ∀a ∈ X and ∀k ∈ K \ {0}, the set
W = {x ∈ X | F(a) ⊆ ε(F(x)+ d(x, a)k)} is closed.
Theorem 2.1 ([2]). Suppose that F is K -l.s.c., has K -closed values, and F(X) is K -bounded. Let  > 0 and u ∈ X
such that F(u) 6⊆ ε(F(x)+ k0), ∀x ∈ X. Then, ∀λ > 0, ∃v ∈ X such that:
(i) d(u, v) ≤ λ;
(ii) F(u) ⊆ ε(F(v)+ (/λ)d(u, v)k0);
(iii) F(v) 6⊆ ε(F(x)+ (/λ)d(x, v)k0),∀x 6= v.
3. Main results
Theorem 3.1. Set-valued mapping F is K -l.s.c., has K -closed values, and F(X) is K -bounded. Suppose that λ > 0,
 > 0 and, for any x ∈ X satisfying that x is not a strict minimizer of F with F(x) 6⊆ ε(F(X)+ k0), there exists an
y ∈ X such that y 6= x and
F(x) ⊆ ε(F(y)+ (/λ)d(x, y)k0).
Then, there exists a strict minimizer of (SOP).
Proof. Let x ∈ {x | F(x) 6⊆ ε(F(X)+ k0)} and
W (x) = {y ∈ X | F(x) ⊆ ε(F(y)+ (/λ)d(x, y)k0)}.
By x ∈ W (x), we have that W (x) is nonempty. Since F is K -l.s.c. and has K -closed values, it follows from
Proposition 2.1 that the set W (x) is closed. Therefore, the restriction F |W (x) is also K -l.s.c., K -bounded and has
K -closed values. By Theorem 2.1, there exists an x¯ ∈ W (x) such that
S.J. Li, W.Y. Zhang / Applied Mathematics Letters 21 (2008) 769–773 771
(i) d(x, x¯) ≤ λ;
(ii) F(x) ⊆ ε(F(x¯)+ (/λ)d(x, x¯)k0);
(iii) F(x¯) 6⊆ ε(F(y)+ (/λ)d(y, x¯)k0), ∀y ∈ W (x) with y 6= x¯ .
Now we prove
F(x¯) 6⊆ ε(F(X)+ k0). (1)
In fact, if F(x¯) ⊆ ε(F(X)+ k0), we have
F(x) ⊆ ε(F(x¯)+ (/λ)d(x, x¯)k0)
⊆ ε(F(X)+ k0 + (/λ)d(x, x¯)k0)
⊆ ε(F(X)+ k0),
which contradicts F(x) 6⊆ ε(F(X)+ k0).
In the following, we show
F(x¯) 6⊆ ε(F(y)+ (/λ)d(y, x¯)k0), ∀y ∈ X with y 6= x . (2)
Otherwise, suppose that there is a point u ∈ X \W (x) such that
F(x¯) ⊆ ε(F(u)+ (/λ)d(u, x¯)k0).
Note that
F(x) ⊆ ε(F(x¯)+ (/λ)d(x, x¯)k0).
We obtain
F(x) ⊆ ε(F(u)+ (/λ)d(u, x)k0).
So u ∈ W (x), which contradicts the assumption about the point u.
Finally, we prove that x¯ is a strict minimizer of the mapping F . If not, by assumption and the inequality (1), there
exists a point y¯ ∈ X with y¯ 6= x¯ such that
F(x¯) ⊆ ε(F(y¯)+ (/λ)d(x¯, y¯)k0),
which contradicts (2). This completes the proof. 
Example 3.1. Let X = [0, 2], E = R2, K = R2+, k0 = (1, 1). F : X → 2E is defined as:
F(x) = {y ∈ R2 : y = λ(x, 2)+ (1− λ)(2, 0), 0 ≤ λ ≤ 1}.
Then, one can easily check that F satisfies the conditions of Theorem 3.1 and x = 0 is a strict minimizer of F in X .
Therefore, Theorem 3.1 holds.
By Theorem 3.1, we have the following results.
Corollary 3.1. Vector-valued function f : X → E is K -l.s.c., has K -closed values, and f (X) is K -bounded. Suppose
that λ > 0,  > 0 and, for each x ∈ X satisfying that x is not an efficient solution of f with f (x) 6∈ ε( f (X)+ k0),
there exists an y ∈ X such that y 6= x and
f (x) ∈ ε( f (y)+ (/λ)d(x, y)k0).
Then, there exists an efficient solution of the mapping f .
Corollary 3.2. Real-valued function f : X → R is lower semi-continuous and bounded from below. Suppose that
λ > 0,  > 0 and, for each x ∈ X satisfying that in f f (X) < f (x) < in f f (X) + , there exists an y ∈ X such that
y 6= x and
f (y)+ (/λ)d(x, y) ≤ f (x).
Then, there exists a strict minimizer of the function f .
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Theorem 3.2. Theorem 3.1 is equivalent to Theorem 2.1.
Proof. We only need to show that Theorem 3.1 implies Theorem 2.1.
If u is a strict minimizer of F , let v = u, we can easily prove that the v satisfies the conclusions (i), (ii) and (iii) in
Theorem 3.1. If u is not a strict minimizer of F , let
W (u) = {v ∈ X | F(u) ⊆ ε(F(v)+ (/λ)d(u, v)k0)}.
Since u ∈ W (u),W (u) is not empty. By Proposition 2.1, W (u) is closed and hence complete. Naturally, for each
v ∈ W (u),
F(u) ⊆ ε(F(v)+ (/λ)d(u, v)k0). (3)
So, we have
d(u, v) ≤ λ. (4)
In fact, if d(u, v) > λ, we obtain u 6= v and
F(u) ⊆ ε(F(v)+ (/λ)d(u, v)k0)
⊆ ε(F(v)+ k0),
which contradicts the assumption.
Now we prove that there exists a v0 ∈ W (u) such that
F(v0) 6⊆ ε(F(x)+ (/λ)d(x, v0)k0), ∀x 6= v0. (5)
Suppose that for every v ∈ W (u), there exists an w ∈ X such that w 6= v and
F(v) ⊆ ε(F(w)+ (/λ)d(w, v)k0).
Moreover,
F(u) ⊆ ε(F(v)+ (/λ)d(u, v)k0).
So,
F(u) ⊆ ε(F(w)+ (/λ)d(u, w)k0).
This implies that w ∈ W (u). Therefore, for every v ∈ W (u) there exists an w ∈ W (u) such that w 6= v and
F(v) ⊆ ε(F(w)+ (/λ)d(w, v)k0). (6)
It follows from Theorem 3.1 there exists a point x ∈ W (u) such that x is a strict minimizer of the mapping F |W (u).
Namely,
F(x) 6⊆ F(y)+ K , ∀y ∈ W (u), y 6= x . (7)
By x ∈ W (u) and (6), there exists an x1 ∈ W (u), such that x1 6= x and
F(x) ⊆ ε(F(x1)+ (/λ)d(x, x1)k0)
⊆ ε(F(x1)),
which contradicts (7). From (3)–(5), the proof is complete. 
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