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DR. PERGE IMRE 
(Közlésre érkezett: 1969. november 27.)* 
1. §. Az R(u) és R—1(u) típusú leképzések tulajdonságai 
Tekintsük az (a, b) intervallumon értelmezett pozitív valós függvé-
nyek halmazát P (a, b)—l, vagyis ha u (x) 6 P(a,b), akkor u (x)>0 min-
den x 6 (a,b)~re. Legyen P* C P(a,b) olyan, hogy 
a) ha u és v 6 P*, akkor uv 6 P* 
b) ha u 6 P* és X tetszőleges valós szám, akkor ul 6 P* 
DEFINÍCIÓ: Az R : P* F (a, b) (1) 
leképzést (ahol F(a,b) az (a,b)-ben értelmezett függvények halmaza), 
ha teljesülnek az alábbi feltételek 
R(uv)=R(u)+R(v), ha u, v 6 P*, (2) 
R(u*,) = X R (u) , ha u € P* és X tetszőleges valós (3) 
szám R típusú leképzésnek nevezzük. 
Mindazon L (u) leképzéseket, amelyek kielégítik a (2,3) feltételeket 
az R leképzés megvalósítható megoldásainak, röviden R megoldásoknak 
nevezzük. 
A következőkben az R leképzés és inverze, az R"1 leképzés néhány 
tulajdonságát ismertetjük. Foglalkozunk e leképzések megoldásával is. 
Végül pedig egy speciális határér tékkel definiált fí megoldást, mint mű-
veletet vizsgáljuk meg. 
1. TÉTEL: Ha L^(u) és L2(u)két különböző megoldása az R lekép-
zésnek, akkor 
L(u)=aLi(u)+ß L2(u) (4) 
is megoldása R-nek, ahol a és ß teszőleges valós szám. 
"Közlésre javasolta: dr. Pelle Béla tanszékvezető 
Lektorálta: dr. Daróczy Zoltán tanszékvezető egyetemi docens, 
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BIZONYÍTÁS: Mivel LT és L2 megoldásai R-nek, ezért 
L (u v)—a Ll (U v) + ß L2 (U V)=L (U) + L (V) és 
L [a L t (u) + ß L2 (U)]=X L (U) , 
vagyis L (u)~ra is te ljesül a (2, 3) feltétel. 
MEGJEGYZÉS. Nyilván igaz az alábbi általánosabb tétel is. 
Ha Li (u), i = 1, 2, . . . , n különböző megoldásai .R-nek, akkor ezen 
megoldások linearis kombinációja is megoldása R-nek, 
vagyis 
L(u) = 2«i Li(ü)-
i = l 
2. TÉTEL. Az R leképzésre, illetve megoldására alkalmazva bármi-
lyen A lineáris leképzést, újra R leképzést kapunk. 
BIZONYÍTÁS. Az A l ineáris leképzés 
A(u + v) = A(u) + A (v) 
A (Xu) = X A (u), 
ahol u, v £ F (a, b) és l tetszőleges valós szám, tulajdonsága miatt 
A [R (u v)] — A [R (u)] + A[R (v)] és 
A [R (u?-j] — A A [R (u)] , 
vagyis röviden az 
L(u) = AR(u) (6) 
szorzatleképzés ugyancsak megoldása az R leképzésnek. Ezáltal az R le-
képzés ú jabb megoldásait kaphat juk. 
Az R leképzésnek megfelelő Cauchy típusú függvényegyenletből 
például közvetlenül adódik R egy megoldása 
L (u) = ln u u € P*. (7) 
Mivel In u(x) megoldása R-nek, így a 
lineáris leképzés miatt In u (x) differenciálhányadosa is megoldása R-nek. 
ha létezik. Vagyis (6) mia t t 
L1 (u)=D (In u) = > (8) 
ugyancsak megoldása R-nek, amit logaritmikus deriválás néven szok-
tunk emlegetni. Hasonlóan adódik, hogy pl. 
X 
L2(u)=\ln u(s)ds, (u(x)>o folytonos függvény) (9) 
í 
ugyancsak megoldása R-nek. 
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3. TÉTEL. Az R leképzés még — az R definíciója alapján köny-
nyen igazolható — alábbi tulajdonságokkal rendelkezik: 
— R (u)—R (v), ha u, v e P*, (11) 
X= —1 esetén nyerjük, hogy 
R(u - 1 ) = — R(u) , ha u € P*, és így (10) 
a 
v 
ahonnan u~v esetén nyerjük, hogy 
R(1) = 0 (12) 
és végül tel jes indukcióval igazolható, hogy 
RÍ n üf] = j?R(Ui) , Mi e P * és i = l, 2, (13) 
li = l J i= 1 
Könnyen belátható, hogy ha R-nek létezik az inverz leképzése, 
akkor az az alábbi tulajdonságokkal rendelkezik: 
R~1(u + v) = R-1 (u) • R-1 (v), (14) 
R-i (lu)=[R~1 (u)]* , (15) 
ahol u,v £ F(a,b) és X tetszőleges valós szám. 
Nyilvánvaló, hogy R~1(u) = 0 triviális megoldása az R"1 leképzés-
nek. A nem triviális megoldás azonban egyetlenegy u (x) függvényhez 
sem rendeli a nulla függvényt, mer t ha 1 ("v) = 0 lenne, akkor bármely 
u v függvényhez is az azonosan nulla függvényt rendelné, mivel akkor 
R-1 (u) = R-í [(u—vj + vJ^R-1 (u—v) - R~l (v) = 0 
lenne a feltevéssel ellentétben. 
4. TÉTEL: R~1 pozitív leképzés, vagyis minden u € F(a,b)-re 
R-1 (u)> 0, ha létezik. 
2 
BIZONYÍTÁS: Rr1 (u) = R- > 0 -
Az R i n v e r z leképzés még az alábbi könnyen igazolható tulajdon-
ságokkal is rendelkezik. 
Mivel R"1(u) = R~1(u + 0) = R-1(u) - R-UO) és R~* (u) ~h 0, 
ezért fí-J(0) = 1 , (16) 
vagyis a leképzés az azonosan nulla függvényhez az azonosan 1 függ-
vényt rendeli. Továbbá A — —l- re (15)-ből nyerjük, hogy 
R - 1 ( ~ u ) = . (17) 
R-^u) 
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és mivel (u) +0, ezért (14) és (17) egybevetéséből kapjuk, hogy 
R - U ü - v ) = — ( 1 8 ) 
Végül könnyen igazolható teljes indukcióval, hogy (14) tetszőleges n 
természetes számra is igaz. 
i = 1 i — 1 
5. TÉTEL: Az R~x inverz leképzés létezésének szükséges és elégsé-
ges feltétele, hogy az R(u) = 0 egyenletnek, csak az u(x) = l megoldása 
legyen. 
BIZONYÍTÁS: Tegyük fel, hogy Rlétezik és R[uo(x)] = 0. 
Bebizonyítjuk, hogy u0(x) = l. Nyilván 
Un^R-1 R(uo) = R~1(0) 
és így (18) és (16) miatt 
un (x) = R~1 (u—u) = l . 
A bizonyítás másik részében tegyük fel, hogy az R(u) — 0 egyenlet-
nek csak az u(x)=l megoldása van. Az R~* inverz leképzés létezéséhez 
elegendő bizonyítani, hogy R(u) a P* különböző elemeihez, különböző 
elemeket rendel F (a, bj-ben. Legyen u\ u-i, ahol m , u2 6 P* . Tegyük 
fel, hogy R nem rendel különböző elemeket Ui és u-2-höz, tehát 
R (UI) = R (U2) , 
vagyis 
ami azt jelenti, hogy az u—-A-=h\ is megoldása az R (u) = 0 egyenlet-
U2 
nek, ami ellentmondásban van az elfogadott feltételünkkel. Tehát az R~l 
leképzés létezik. 
MEGJEGYZÉS: Az L (u) = ln u (x) , u € P* leképzésnek létezik az 
inverze, mivel az In u (x) = 0 egyenletnek, csak az u (x) = 1 megoldása 
van. Az L leképzés inverze. 
L~1(v) = ev,v € F(a,b), ahol (20) 
D(u) , 
L(u)=v = lnu. De pl. az L i ( u ) = (ahol u =h 0 és differenciál-
a 
ható függvény) leképzésnek nem létezik az inverze, mivel az L<±(u) = Q 
egyenletnek valamennyi u (x) = constans megoldása lesz. 
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6. TÉTEL: Ha Ey (u) és E2(u) két különböző megoldása az R 1 lekép-
zésnek, akkor 
E(u) = (u) - E>1 (u) (21) 
is megoldása R~*-nek, ahol a és ß tetszőleges valós szám. 
BIZONYÍTÁS: Mivel EL és E2 megoldása fí^-nek. ezért 
E(u + v) = E«(u) • Ef (u) • El (v) • E{(v) — E (u) • E (v), továbbá E (X u) = 
• £ f = (u), vagyis E (uj is megoldása fí-i-nek. 
MEGJEGYZÉS. Teljes indukcióval hasonlóan könnyen bizonyítható az 
alábbi általánosabb tétel is. Ha Et(u) .2 , . . . ,n különböző megoldásai 
JR-I-nek, akikor 
E (u) = n E"i u (22) 
i=1 1 
is megoldása az R~1 (u) leképzésnek. 
7. TÉTEL. Bármely A (u) lineáris leképzésre, amely az (5) tulajdon-
ságokkal rendelkezik, alkalmazva az 1 leképzést, újra R-1 leképzést 
kapunk. 
BIZONYÍTÁS. Tekintettel az A (u) lineáris leképzés (5) tula jdon-
ságaira 
R~[ [A (u+v)] = R-x [A (u)] • R-1 [A (v)] , 
és 
R-1 [A (X u)] = { R-1 [A (u)]}K 
vagyis röviden az 
E (u) = R~1 A(u) (23) 
szorzatleképzés ugyancsak megoldása az fí-1 leképzésnek. Ezáltal tehát 
újabb R~1 típusü leképzéseket nyerünk. Pl. az R - 1 (u) egy megvalósít-
du 
ható megoldása E (u) — eu(x) ,u(x) £ F(a,b),é s mivel D(u)= egy 
dx 
lineáris leképzés, ezért 
ED (u) = eu'(x) (u (x) differenciálható) (24) 
ugyancsak megoldása nek. 
2. §. A relativált fogalma és tulajdonságai 
A következőkben egy speciális 
R(u): P*~*F(a,b) 
leképzéssel foglalkozunk. A függvények vizsgálata szempontjából fontos 
lehet a függvény relatív változása is. Alkalmazást nyer a relatív hiba-
korlát meghatározásánál, továbbá a gyakorlati életben is, pl. a ikereske-
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delemben. Előnyös azért is, mert független az egyes mennyiségekre 
önkényesen bevezetett egységektől is. 
DEFINÍCIÓ: A 
lim h u(hx) 
/?->! log u(x) 
u (u) 6 P* (25) 
határértéket, ha létezik az y = u(x) függvény x pontjában vett „relati-
cálV'-jának nevezzük és az alábbi formulával jelöljük, 
rx 
u(x) = ^ru(x). (26) 
log 
8. TÉTEL: Ha létezik az u és v függvények relativáltja, akkor az 
R(u)= ű (x) megoldása az R(u) leképzésnek. 
BIZONYÍTÁS. A határérték, valamint a logaritmus tulajdonságai 
alapján a definícióból könnyen belátható, hogy 
[u (x)' v (x)] ~ = ü (x) + V (x), 
és [u^{x)Y = Xű{x), 
vagy más alakban 
es 
rx . N rx rx w r (uo) = w ru -f- ^ ru, 
log log log 
rx , . rx 
w ru1 = / ^ ru . 
log log 
DEFINÍCIÓ. Az u(x) függvényről akkor mondjuk, hogy relativál-
ható az x pontban3 ha. 
= hA.<» ( 2 7 ) 
u(x) 
lim 
alakba előállítható, ahol A konstans és e(h) = l . 
h^l 
Például az u(x) — ex függvény minden x rögzített pontban relati-
válható, mert 
ex 
A - l „ , , lim h-1 
ahol A = x és e{h) — - , továbbá , ^ -—— = 1 . 
Inh 1 Inn 
9. TÉTEL. Ha az u(x) függvény relativálható az x pontban, akkor 
ebben a pontban létezik a relativáltja. 
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BIZONYÍTÁS. Az x pontbeli relativálhatóság miatt 
h ii (hx) 
log u(x) 
= A- e(h) 
„ . . lim ... 
és így u(x) = A e(h) = A 
h~> 1 
10. TÉTEL. Ha az u(x) függvénynek létezik az x helyen nullától 
különböző relativáltja, akkor 
u(x) 
ahol co (h) a h — l helyen folytonos. 
BIZONYÍTÁS. Legyen ugyanis 
1 h u(hx) . , . 
a>(h) — ——— — ^ — h a \ 
ü(x) log u(x) 
és to(l) = l, akkor 
lim ... ű(x) . , , lim , 
, o(A) = ^ 7 f = I esigy co(h) = 1 . 
1 ü(x) h-+\ 
A két tétel alapján az alábbi tételt fogalmazhatjuk meg: 
11. TÉTEL. Az u (x) függvény az x helyen akkor és csak akkor 
relativ álható, ha létezik az x helyen ü (x) =h 0 relativáltja. Tehát az 
x helyen relativálható függvény, valamint az olyan függvény, amely-
nek van relativáltja az x helyen, ugyanazt jelenti. 
12. TÉTEL. Az u (x) függvény relatív változásának 
u(x) 
ahol E (h)l-hez, ha h ^ l-hez, alakba való előállítása csak egyetlen 
módon lehetséges. 
BIZONYÍTÁS. A bizonyítás indirekt úton könnyen elvégezhető. 
13. TÉTEL. Ha az u (x) függvény elsőrendben folytonosan diffe-
renciálható, akkor létezik a relativáltja és 
, xu'íx) 
u(x) 
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BIZONYÍTÁS. Mivel (25)-re teljesülnek a L. Hospital szabály fel té-
telei, ezért 
lim In u(hx) — In u(x) 
u(x) = K ' w , 
h-+1 Inh 
vagyis 
lim , u'ihx) u'(x) 
u(x) = hx ——- = x • . 
A->1 u(xh) u(x) 
14. TÉTEL. Ha az u (x) függvény az x pontban relatív álható, akkor 
ott folytonos is. 
BIZONYÍTÁS. Legyen xn =hx. Ha h akkor xn-*x és mivel 1 
esetén e (h) 1, ezért 
u(x,,) 
—> 1 , ahonnan u{xn) u(x) adódik. 
u(x) 
3. §. A relativálás és az exponenciális integrálás 
Mivel a leképzés függvény, a műveletet pedig mint függvényt vizs-
gálhatjuk, ezért az ismertetett R(u) és Rr1 (u) leképzések a P*(a,b), 
illetve az F (a, b) függvényhalmazon értelmezett műveleteknek tekinthe-
tők, hasonlóan, mint az A (u) lineáris leképzés esetében a függvények de-
riválása és integrálása. Természetesen a leképzés tulajdonságai mint mű-
veleti tulajdonságok ugyancsak érvényben maradnak, és egy-egy konkrét 
megvalósítható megoldás esetén, még további ú j műveleti tulajdonságok-
kal bővülhetnek. 
DEFINÍCIÓ. Az u (x) függvény relativ altjának meghatározását rela-
tiválásnak nevezzük. 
Mivel az ü(x) az R (u) leképzés egy megvalósítható megoldása, 
ezért érvényesek az alábbi relativálási szabályok: 
1. Szorzat függvény relativáltja megegyezik a tényezők relativált jai-
nak összegével, feltéve, hogy a szóban forgó relativáltak léteznek, vagyis 
• Í>(z)] ~ = ű(x) + v(x). (29) 
2. Az u(x)/v(x) t ö r t függvény relativáltja 
u(x) 
v(x) 
feltéve, hogy a szóban forgó relativáltak léteznek. 
3. Tetszőleges konstans kitevőjű függvény relativált ja megegyezik 
az illető függvény relativált jának éts a kitevőjének a szorzatával, vagyis 
[u*(x)]~=Mí(x). (31) 
= ü(x)-v(x), (30) 
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A fent i tulajdonságokon kívül a relativálás mint speciális R (u) 
leképzés még az alábbi könnyen igazolható tulajdonságokkal is rendel-
kezik : 
4. Az и (x) — cons tans függvény relativáltja nulla, vagyis 
с = 0 . (32) 
5. Összeg relat ivált ja megegyezik a tagak relat iv ált j ainak az adott 
függvényekkel súlyozott számtani közepével, feltéve, hogy a szóban forgó 
relativálták léteznek, vagyis 
ahol u = u(x) és v = v(x). 
Az R(u)=ű(x) jelölés mellett más alakba írva nyer jük, hogy 
(u + v) R(u + v) = u R(u) + v R(v), (34) 
ahonnan v = X > 0 (valós szám) helyettesítéssel az 
u + A R(u) 
összefüggést kapjuk. így tehát bármely и > 0 relativálható függvényt 
előállíthatjuk az 
u = R(u) 1 <36> 
R(u + X) 
alakban, illetve a (31) miatt 
RW l 
Й[(и + Я)в] " 
alakban, ahol a tetszőleges valós szám. 
Végül megemlít jük még a deriválásra és a relativálásra egyaránt 
vonatkozó általános tulajdonságokat. 
6. Az összetett függvény relativált ja, illetve differenciálhányadosa 
R [u (v (x))] = R[u (v)J • R [v (x)]. (38) 
Ha v (x)=x, akkor R [u (x)] = R [u (x)] • R(x), ahonnan adódik, hogy 
R(x)=l. 
'7. Ha u—u(x) és ebből x—x (u), akkor 
R [u (x) J • R [x (u)]=l, 
vagy más alakban 
R[u(x)] = . \ ч1 , (39) 
R[x(u)J 
amely az inverz függvény relativáltjának, illetve deriváltjának meghatá-
rozására szolgál. 
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MEGJEGYZÉS. A (32), (38) és (39)-es tulajdonságok egyaránt érvé-
nyes sajátosságai a deriválásnak és a relativálásnak is. Érdemes lenne 
megvizsálni, hogy van-e még más — nem a lineáris, illetve az R (u) le-
képzés által generált — művelet is, amely rendelkezik az említett tu laj -
donságokkal. 
DEFINÍCIÓ. Akkor mondjuk, hogy az F (x) függvény az u(x) függ-
vény határozatlan exponenciális integrálja valamely intervallumban, ha 
ennek minden pontjában 
F(x) = u(x) , (40) 
F (x)-et a következőképpen jelöljük: 
F(x) = j rxu& . (41) 
A relativálás ezen inverz művelete nyilván rendelkezik az R~1 lekép-
zés valamennyi tulajdonságával. 
1. Könnyen bizonyítható, hogy u(x) exponenciális integráljai csak 
konstans szorzóban különbözhetnek egymástól, vagyis 
írxu(x> = c F (x). (42) 
2. Összeg függvény exponenciális integrálja egyenlő a tagok expo-
nenciális integráljainak a szorzatával; különbség exponenciális integrálja 
egyenlő a szereplő tagok exponenciális integráljának a hányadosával, 
feltéve, hogy a tagok exponenciális integráljai léteznek, vagyis 
BIZONYÍTÁS. Legyen \rxu<x> = F (x). Mivel 
~ x F (x) b (x) = —— = u(x) , 
F(x) 
ezért = , illetve [fa F(x)Y = , 
F(x) x x 
és így 
ne**) = exp | ( L ^ d x I . 
(J x \ 
MEGJEGYZÉS. A fenti fogalmak segítségével értelmezhető a határo-
zott exponenciális integrál is, amely az alábbi könnyen bizonyítható for-
mulával számolható 
br b F(b) 
rx^ = [F{x)] (47) 
J « F(a) 
ahol F (x) az u (x) függvény határozatlan exponenciális integrálja. 
Nyilván érvényes, az alábbi két tulajdonság jogos feltételezése mel-
lett 
a 
fro;"<s) = J és (48) 
| rxu(x) = ? ( 4 9 ) 
a {rxuW • 
b 
az alábbi tulajdonság is. Ha a, b és c tetszőleges számok, akkor 
b e b 
j1 r x u ^ = j rxuW . j* rxu(x) . (50) 
a a c 
A parciális deriváltakhoz hasonlóan természetesen a relativált is 
értelmezhető többváltozós függvényekre. Ezek vizsgálatára i tt nem té-
rünk ki. 
Végül megemlít jük még a relativált két egyszerű gyakorlati alkal-
mazását is. 
a) A függvény relat ív hibakorlátja. Ismeretes, hogy a függvény hiba-
korlátját megkaphat juk, ha a differenciálhányadosa abszolút értékét meg-
szorozzuk a független változó hibájával, vagyis 
A«(*) = | "'(*)! A s . 
Ehhez hasonló formulát kaphatunk a függvény relatív hibakorlát jára 
a relativált segítségével. A függvény relat ív hibakorlátja egyenlő a függ-
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vény relativáltja abszolút értékének és a független változó relatív hiba-
korlátjának a szorzatával, vagyis 
ru(x) — ü(x) \rx, 
ahol ru(x) a függvény és rx a független változó relatív hibakorlát ját 
Az elemi alapfüggvények relativáltjainak ismeretében, természete-
sen akármilyen elemi függvény relativált ja meghatározható, és így azok 
ismeretében a relatív hibakorlát juk is. 
b) Az elaszticitás. Mivel az 
u(x+h)—u(x) 
^ ^ x lim u(x-\-h) — u(x) __ lim u(x) 
u(x) h—*o h h-+o h 
alakba is írható, ezért az a (x) függvény valamely x pont jában vett relati-
váltja, az azon helyhez tartozó relatív változások hányadosának határ-
értékeként is tekinthető. 
A közgazdasági számításoknál pl. a keresletkutatásnál éppen az em-
lített relatív változások kapnak fontos szerepet, ahol az 
x u\x) 
(51) 
u(x) 
előbb említett határértékét elaszticitásnak nevezik. 
Ha pl. x az egy főre jutó jövedelmet és u valamely cikkcsoport egy 
főre jutó volumenét jelenti, akkor a volumenelaszticitás az (51) segítsé-
gével számítható. 
Vagy pl. ha p a kérdéses árucikk ára és m a jövedelem, akkor az 
u = u (m, p) kereslet az ár és jövedelem függvénye. Az u-nak az m sze-
rinti elaszticitását jövedelem-, p szerinti elaszticitását ár-elaszticitásnak 
nevezzük. 
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ÜBER EINIGE LÖSUNGEN UND ANWENDUNGEN DER ABBILDUNG 
VON DEM TYPUS R(u v) = R(u) + R(v) 
E. PERGE 
Es sei P (a, b) eine Menge der i m Interval l (a, b) e rk l är ten positiven reellen 
Funkt ionen und P* c P(a,b) e ine Teilmenge, in dieser Hins icht wenn 
a) ist u,v 6 P*, dann uv e P* und wenn 
b) ist u e P* un d a ein beliebiger rel ler Zahl, dann n 6 P*. Die Abbil-
dung mi t der Eigenschaft 
R(uv) = R (u) +R(v), 
u n d R ( u * ) = X R ( u ) 
(u,v € P* und X ein beliebiger ree l ler Zahl) i st eine so genann te „R" Abbildung. 
Die inverse Abbi ldung wi r d durch R— 1 (u) gezeichnet. Es handel t sich um die Eigen 
schaften und die Lösungen dieser Abbildung. Wir geben h ier eine spezielle Lösun-
gen von R (u) 
~ . . l im h u (hx) , . _. 
a (x) = — ——Ii (x) e 
/í->1 log u (x) 
die „das Relat ivierte" der Funkt ion u(x) an der Stel le x genannt wird. 
Die Operation H (x) besitzt hat die folgenden Grundeigenschaf ten 
1. [ ir+i>]~ = 
U II -f v v 
2. 
3. v , 
II + V 
[uv]~ — Ű -f V , 
u 
V __ 
4. [uX\~. = X u 
und die inverse 11 { x ) Operat ion ha t d ie nächs ten Grundeigenschaf ten 
1. | j* rx l l(x) I" r x v W t 
j rxu(x) 
I pXu(x)—V(x) rxv(x) 
3. |' rxc — J f rxu(*x) j ' 
Zuletzt weisen w i r an einige prak t ischen A nwendungen hin. 
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