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Zusan11nenfassung 
Tempora! s/1·aliJl::irrlr Prngmmmr sind speziellr Logik-Programme auf der Grund-
lagP einer linearen. temporalen Aussagenlogik. mit. drnen zustanclsendliche reak-
tive Systeme spezifiziert \\"f'rdc11 kö1111e11. Dabei wird diP Umgebung eines zu 
implemPnt.iPrendcn St.f'uerungsprogra11111ws durch eine l\1enge vo11 PROLOG-ähn-
lichen Programmklausrln beschrieben; zusätz li ch wird eine Sicherheitsbedingung 
angegeben, die in eiern System gelten soll. Die Sprache ist so gestaltet, daß sie 
für resolutionsbasiert.e Verfahren zur VPrifikation und Synthese von Steuerungs-
programmen ge<"ignet ist. \Vir zeigen, daß temporal stratifizierte Programme in 
ihrer Ausdrucksmächtigkeit endliclwn A11tomat.Pn gleich kommen. 
1 Einführung 
l'nt0r r((J/;/i1·c11Syslr111r 11 ,·ersteh0n \\·ir ( '0111pt1ter-Program111e. die eine ständige 
lnterakt ion 111it ihrer 1:111gebung at1frechtf'rhaltcn [BeBe91]. Solche Programme 
werden in \' i0lcn prakt isclwn r\n\\·enclung0n benötigt, zum .Beispiel in industri-
ellen Stcu<'rungs- t1nd lfrg<'lsystcnwn od<'r in Prozd3reclwnsystt'men, aber auch 
in ßctrichssystem0n so11·ie bei 111oclernen, grafischen Benut.;1,ersclrnittstellen. Oft 
wird die Aufgabe nocli dadurch erschwert. daß die Geschwindigkeit der Tnt.er-
<1kt ion nicht ,·0111 Progrn111rn best i1rn11t 11·erden kann. sondern \'iclmehr \'On der 
Umgehung clikt.i0rl wird . 
In diesen Bereich fallrn at1cli \·iel0 sichNhcitskrit ische Anwendungen, hei de-
1wn Prograrnmfehlcr rnit crlwblicl}('n wirtsch<1ftlichen rolgen verbunden sind oder 
sogar M<'nschenlclwn ppUihrclen können. Nicht. wlct.;1,t. deshalb wird der Ruf nach 
ei1wr Untcrstiit.zt1ng des äuß0rst schwi0rig0n und kostenintensiven Softwa.re-Ent-
wicklungsvorganges für IT<tktive Systeme durch ~fcthodcn der formalen Spezifiko-
lio11 und \'rrifikalio11. so11·ie einer gan;1, od<>r t<>ilweise automatisierten Programm.-
gcnericr1111g imm0r lauter. 
ln der Literatur wurde eine Vi<'lzahl von ~lct.hoclcn der formalen Spezifikation 
reaktiver Systeme unterst1cht.. Die ältest<>n Ans~it.ze beruhen auf endlichen Au-
tomaten oder auf Pf'tri-Nct.zen; sp~iter \\·t1rclcn auch imperative, gleichungsorien-
tiertf' und logische B0schreihungsspraclwn in Betracht. gezogen. Bei den logischen 
Spezifikationsrnethockn scheint Sinigkeit darüber zu bestehen, daß reaktive Sy-
st.enw mit ei1wr lr-111pornfr11 l,ogiA· adäqu<tt ])('schrielwn werden können, während 
für die Implementierung im allgenwi1wn Zustandsdiagramme verwendet werden. 
Bei vielen Steuernngsproblemen genügt es, eine temporale Aussagenlogik und 
endliche Automaten ;1,u verwenden. Auf dieser Grundlage konnten inzwischen 
sehr effiziPnte V0rifikationsverfahren entwickelt werden [CESSG]. 
Dagegen erweist. sich das Problem der automatischen Programmgenerierung 
bisher als 1\·esentlich schwieriger. flier besteht die Zielvorstellung darin, reak-
tive Systeme durch ahst rakte Beschreibungen zu spezifizieren, a.us denen dann 
das System automatisch erzeugt werden kann. Dazu wurden in der Literatur 
einige Prograrnmi<>rsprachen beschrieben. mit denen reaktive Systeme in einer 
mehr oder weniger iibersicht liehen \\!eise beschrieben und implementiert werden 
können. Viele dieser Sprachen orie ntieren sich aber noch am herkömmlichen 
Stil imperativer Programmierung. Einen wesentlichen Fortschritt sehen wir in 
zustandsbasierten Ansätzen und besond<:'rs in den sogenannten synchronen Sprn-
ch en [BeBe91] [Ilalb9:3], bei denen Zusammenhänge zwischen Ein- und Ausga.be-
strömen durch Funktionen und Taktbedingungen beschrieben werden. vVir wol-
len jetzt noch etw<ts weit.Pr gehen und streben eine Programmgenerierung auf der 
Grundlage einer stärker rleA·larnliurn Sprache an. bei der der Anwender - so die 
Zie lvorstPllung -- nur noch das gewünschte Verhalten seines reaktiven Systems 
spezifiziert. ohne die Belegung der A11sg<1ben explizil·a11geben zu müssen. 
In diesem Bericht beschreiben wir eine einfache. logische Programmierspra-
cli<' Zlll' Spczifik;.1t io11 ZllSt a11dsrndliclwr. r<'<lkt i\·('r s,,·st<'llH'. die als Grundlage für 
,,·eitere i·111C'rs11cl11111g<·11 <111f dies<'lll Cei>ict die11c11 soll. Dabei gehen wir ,·on ci-
11rr lineare11. l<'111poral<'11 :\ussagc11logik aus. fiir die \\'ir ei1w PHOLOG-ä.linliche 
J(lausrlnotat io11 a11gf'lH'11. \lit ihr kö1111f'11 Sicll<'rlieitslwdi11g1111g<'11. dif' in einem 
reakt in' n Systelll geltrn solle11. i11 einer rei11 deklarat i,·en Porm spezifiziert wer-
d<'n. Dir ,·on 1111s n'n\·c11det<' !\ot;-1tio11 ~ili11elt der lwilll logischen Programmieren 
,.<'r\\'rndrt<'ll S.n1t<1x [Lloyd~- 1]. Dadlll'cli \\·nd<'ll di<' Spezifikat.ione11 fiir resolu -
t io11sbasi<'rl<' \ ·erf<1lir<'11 Zlll' Progr<11rn11n'rifikatio11 und -synt.h<>se zugänglich. 
111 dies<'lll Bericht IH'sclirä11kc11 \\'ir 1111s <111f die formale Beschreibung d<'r V<'r-
\\'<'ndetcn Progr<rnn11inspr;-1ch<', ihre S<'lllant ik u11d ihre Ausdrucksmächtigkeit. In 
:\bschnitt 2 dcfi11i<'r<'11 wir zunächst die l\lasse der lnnpoml slratifi::ier/r-11 Prn-
grammc u11d ihre Scmant ik. Danach stellc11 \\'ir diese Programme in Abschnitt :3 
der !\lasse der endliclie11 Aut.omatf'n g<'geniil)('r und zeig<'n, daß beide I\onzepte 
hinsichtlich ihrer Ausdrucks111~1clitigk<'it äqui,·alcnt sind. Zum Abschluß folgt eine 
kurz<:> Zusammenfassu11g und ein Ausblick auf zukiinftigc Porschungsa.ktivitä.ten. 
2 F2-Programme 
2.1 Syntax und Se111antik von F2 
\·Vir setzen im folgenden die Exist<'nz <'i1ws endlichen Alphab<'Ls :E von Au.ssagen-
variablen voraus und definieren zun~ichst. eine Sprache der li11earen temporalen 
Logik iilwr dieser ::\le11ge, cli<' \\'ir P2 nennen. 
Definition 2.1 (Syntax von F2) Sei ~ein endliches Alphabet von Aussagen-
variablen. \Vir definierc'n die rvl<'nge F2E d<'r PP-Form eln iiber ~ induktiv wie 
folgt: 
C> Jedes Symbol p E ~ ist in F2E. 
C> F2E enthält <'in <lllsg<'zeichnet.cs Symbol STA HT, das nicht in :S auftritt. 
C> Zu Cl', /3 E F2E sind auch -io E F2-::, und Cl' A fj E F2r:,. 
C> Zu o E F2E ist auch o o E F2-::, („Ncxt.''-Üperator). 
Aus di<'sen 01wrator<'n lassen sich in df'r üblichen \Veise alle bekannten aus-
sagenlogischen Operatoren als Abkürzung clefini<'ren. Außerdem schreiben wir oi 
als Abkürzung für eine Folge ,·011 -i o-Operat.orf'n. 
Als nächstes lwtrachten wir die Semantik der eben eingeführten Sprache. Es 
handelt sich um <'inc lineare temporale Logik, d.h. eine Interpretation ist eine 
Folg<' von Zuständ<'n. in denen den Aussag<'nYariablen aus ~ \Va.hrhcitswerte 
zugeordnet werden. 
Definition 2.2 Sei ~ ei11 endlicll<'s .\lphalwt ,·on :\ussa g<'1mniablen. f.:in l r m-
pornlr /' /,11slo11rl i"tlwr ~ ist eine .\bbild1111g /: ~ _, {O. 1 }. 
Definition 2.3 i:: i11e r 11rllichc lntuprrfalio11 iiber ~ der Liinge 11 E IN0 ist eine 
e11dliclw Folge 1 = ( / 1 ... .. !„) von tem1)(mde11 Zustiinden übe r ~- f.:ine 1111.-
c ndlichr /11/r rprrlalio11 i·tlwr ~ ist eine unrndlichc Folge / = ( 11 , 12 , ... ) von 
f<'rnporakn Zust.ii11den i·tlwr ~-
Wir lwz<'i c li1w11 lllit I(~) di<' i\le11ge <kr lnterpwtatione n über~. Als Länge 
ein<'rf'ndlicll<'n lnterpret ;-t1 io111 = (1 1 ••••• !„) dcfi11icren \\'irdie natürliclwZalil n. 
Die Linge einn llll<'lldlicll<'n lntcrpret.at.ion definieren \\'ir formal als oo, und 
nl<'inen damit ein Objekt , das g rößer ist. als jede natürliche Zahl. 
Definition 2.4 Sei ~ein cndlidws Alphabet. und 1 = (1 1, 12 , •. . ) e ine endliche 
oder unPnclliche lnterprctatio11 \"1bcr ~ . .Jede Folge l = (I1.l2 , .•. ) der gleichen 
Liinge \\'ie 1\"Oll 1\hbilclu11gc11 lk: F2::_ _, {O, 1} heißt Forf;;;cf:::vng von 1 auf F2'f., 
\W'llll sie die folgende11 lledingungen nfiillt: 
t> h(p) = h(p) fiir jc·des J.· und jedes p E ~­
t> h ( STA HT) = j gd \\' . '" = j . 
t> li_.(-.n) = 1 - fi..(o). 
t> lk(n A /3) = l gdw. lk(n) = l und li,.(13) = l. 
t> lk(on) = h+do). falls/..: echt. klein<"r ist als die Linge von J. 
ßei einPr endlichen lnterprPt.ation 1 \\'ird über die Inte rpretat ion von l'ormeln 
der Gestalt o o im letzten Zustand von I nichts ausgesagt. Dies ist die einzige 
lJ nbestimmt heit in der De finition: Sie lritt in der letzten Bed ingung auf, wenn 
e in e Formel im Endzustand e iner endliclwn Interpretation betrachtet wird. Die 
Erweit<>rung ei1wr unendlichen Inte rpretation auf F2'f. ist. da.gegen stets e indeutig 
definiert. so daß wir in di esem Fa.II auch von der Erweiterung J von I a.uf F2'f. 
sp rechen . 
\Vir icle ntifizi<>r<'ll im folgenden l mit 1. \\'enn aus dem Zusammenhang ersicht-
li ch ist , \\'a.s genwint ist. Auße rdem stelkn wir f<'st , daß ein Zustand l übe r ~ 
e indeutig durch e in e Teilmenge .H / ~ ~ beschrieben \\'e rden kann , nämlich di e 
Menge der p E ~ mit. /(p) = l. Deslrnlb b ezeichnen wir im folgenden auch 
T<'ilmeng<'n l ~ ~ als Zust iinde und Folgen von solclwn Teilnwngen als Int e rpre-
tationen über ~. 
Ebenfalls gebriiuchlich ist die Nota! ion von Zustii.nde n als Litera/mengen. 
Dabei werden all<> in einem Zustand zu wahr inte rpreti e rten Literale, d.h. For-
meln der Cest.alt 71 oder -.]I für ei n p E ~. aufgeziihlt. ßcispiels\\'eise wird mit 
1 = {p, -.q, 1·} ckr Zustand l über ~ = {p, q, 1·} beschriebe n, d e r p und r mit 1 
und q mit 0 bekgt. 
Definition 2.5 Sein E F:!.~ <'irw F:!. - Fornwl 1111d I <'III<' lnt<'l'pr<>t.at.ion iiber :S. 
\\ "ir 1w111w11 fein .\/()(Ir// fiir n. \\·c1111 <'Seine' Erm·iternng l \"Oll 1 auf F'2'f. gibt. 
so daß fiir jedc11 Zust a11d / 1, rn11 I gilt /k{ n) = 1. 111 dif's<'m Fall schrc ilwn wir 
auc h I f= n. 
Definition 2.6 S<'i .\/ ~ F2'[; ei1w l\k11ge rn11 F2-FormC'l11 und I eine Intcrpre-
tat.io11 iihcr ~. I heil.lt \l od<' ll l"iir .\/ . I f= .\/. \\"C'llll I l\lod<'ll fiir jede Formel 
o E .\/ ist. 
Definition 2.7 Sei :\/ ~ F2'[; ein<' l\k11gc rn11 F2-Formeln. J\/ h<'ißt 
C> nfiillbar i11 drr l,iingc 11 E tN0 . wenn <'S <'i11c Interpr<"t.a t ion iibe r ~ der 
Länge 11 gibt. di<' ?\lockll für J\I ist. 
C> n:fiillbar im U11r·11dlichc11 , \W' llll es eme unendliclw Interpretat ion iiber E 
gibt. die l\Ioclell fiir M ist . 
C> giillig in rh 1· Lii11gr 11 E tN0 • W<'llll jede !111.<'rprPtat ion iiber ~ der Lä.nge n 
e in l\lockll für ;\! ist.. 
t> g1i"/fig i111 U11n1dlic/1rn, \\"Pnn j<'d<' une ndliclw f nterpretat.ion über ~ für ;\f 
ist. 
Eine wichtig<" r...:onSN(UE'llZ diesf'r Erfiillbarkeit.sdefinition besteht darin, daß 
sich die Exist.<'nz von länger<'n ; lod<'llf'n auf die Existenz von kürzeren Modellen 
übe rträgt. Dies gilt j<'doch nur für die hif'r dPfini('rte einfache Logik F2. 
' Lemma 2.1 Sei M ~ F2'[; eine Menge von F2-Formeln. Wenn !11 e rfüllbar ist 
in der Lä.nge n E tN 0 (bzw. in n = oo ), dann ist J\l auch erfüllbar in der Länge m 
für jedes m :S 11. 
Beweis. Sei 1 = (/1 ... . . ! 11 ) das nach Voraussetzung existierende Modell fiir !11. 
Dann gibt es e ine Ern«'it.Prung J = (11 •. ... , 111 ) \'On 1 auf F2'[;. Wir betrachten di e 
Interpretat ion J' = (1 1 ••.• , Im). di e e inem Anfangsstück von 1 der Länge m :Sn 
entspricht. , und lw haup_t.en, daß diPse <'lwnfalls <'in Modell fiir Mist. Dazu müssen 
wir lediglich zeigen . daß l' = (11 , ...• lm) eine Erweiterung von !' auf F2'[; ist. 
Also überprüfen \\"ir die in Definition 2.4 aufg<'stellten Bedingungen: 
t> Sei /> E ~- Dann folgt. sofort l[.(p) = li.,(p) = h(p) = I{(p) für jedes 
k = 1, .. . ,m. 
t> ]k(STMff) = Ji..(STAHT) = l gd\\". k = 1. 
C> f{(-,n) = fi..(-,n) = 1 - l;..(n) = 1 -1[.(n). 
t> ]k(n /\ ,J) = lk(n /\ :1) = 1 gcl \\" . l = lk(n) = lf.(n) und 1 = J~.(13) = T{(/3). 
1> Fi"1r k < 111 ist \\"<'g<'n /, < /1 auch /~_ ( o n) = h(on) = h+dn) = 1~+ 1 (n). 
J);.unit sind alle lkding1111 g<·11 <111 s Definition 2.1 erfiillt . und es folgt. die llehaup-
1 ung . 0 
Definition 2.8 Seie11 .\/1 . . \/2 <;:;; F2~ zwei \lcngen rnn F2-Formeln. M2 heißt 
logisrhr 1,·011.-;rqur 11:: rn11 .\/ 1. :\1 1 f= ;\/2 • \\"c•1111 jedes l\lodell fiir 1'/1 auch l\fodell 
für .\/2 ist. J/1 und .\/2 lwißen logisch äquil'olr 11/. wenn /\/ 1 f= J\h und M2 f= Af1 
gilt. 
Da wir später auc h l11tcrprctatio1wn bei rachten rniissen. die 11ur auf Teilmen-
gen \"Oll ~definiert sind. IH'11bt.igrn wir noch die folgende Definition. 
Definition 2.9 Sei ~ ein endliclws :\lph abet, und sei ~' <;:;; ~- Ein Zustand h 
über ~ heißt Enl'rilrrnng eines Zus!andf's /f. iiber ~' auf I.:, h ~ /f., wenn 
h(p) = /f.(J>) fiir <1lk ;1 E ~'. Eine endliche oder unendliche Interpretation 
f = (/1, f.i, .. . ) über~ heißt Ern·eit.crung f'iner gleichlangen lnterpr<'tation /' = ( t;, /~ .... ) iibcr ~' auf~- I ~ /', we1111 fiir jcdc1n Zust.ancLh von I gilt h ~ /~. 
In diesem Zusamnwnhang vcn\'P1Hlc11 wir auch dPn RPgriff der Eiuschrän-
l.-11119 f I~' eines Zustandes oder einer lnt erpret.at.ion f über~ auf eine Teilmenge 
~/ <;:;; ~-
F2-Fornwln, die keine o-Operat.oren ent.halt.en, bezeichnen wir a.ls o-frei. Diese 
Formeln entsprechen im wesentlichen aussagenlogischen Formeln, die zusätzli ch 
das Prä.dikatensymhol STAHT enthalten können. Da wir derartige Eigenschaften 
später noch häufiger benötigen wcrd<'n, definieren wir eine entsprechende Rede-
\.\·eise. 
Definition 2.10 Sei n ein<' F2-Fornwl über ~- n: heißt. o-.frei, wenn o keinen o-
Opera.tor enthält. n !wißt. lcmpoml.flach, wenn in o außerdem das Symbol START 
nicht auftritt.. 
Lemma 2.2 Se i o <'ine o-frcie F2-Formel iibcr ~- Genau dann ist o gültig im 
Urwndlichen, wenn n gültig ist. als au ssagenlogisch<' Fornwl über I.: U {START}. 
Beweis. Sei zunächst n giiltig im l nendlichcn. Sei J eine beliebige aussagen-
logische Intc-rpr<"tation ülwr ~ U {ST,\HT}. Damit bildc-n wir die unendliche In-
terpretation/'= (/l~,11~ , ... ) iibcr ~-Nach Voraussetzung ist!' ein l\fodell 
fiir o. Da /'ein<:' u1wndliche lnt<'rprdation ist., gibt es nur eine Fortsetzung]' 
von I' auf F'2~. _Im Falle /(START)= l folgt fiir jede Fortsetzung1 J von lauf die 
Menge clf'r o-fre ien F2-Formeln l(o) = i;(o) = l. Anderfalls ist /(START)= 0, 
und es folgt stets i(o) = l~(o) = 1, cla n ja kPinen o-Operator enthält. 
1 \\"ir ven,· <' 1Hl <' 11 hier fk11 Begriff dt>r Fo rt.,.;c t.z1111g <'i1wr aussage11logischen ln te rpre t.at.ion über 
~U {START} auf F2~ . d t> 11 11·ir 11icht ddi11i<'rt. haben . Di C'se r kann iiher o-freien Formeln - und 
nur dort - analog zu Ddi11itio n :2.4 <'rkliirt \H' rd en . 
\un s<'i 11111gd;<'l1rt n gi.tltig <ds ;111ss;-1gcnlogiscll<' Fornwl iilwr ~ U {STAHT}. 
S<'i I = ( I,. 12 ... . ) ci1w lwlichigc 111w11dlicl1c l11terprctat io11 über :::. Dann folgt. 
aus dcr Vora11 ss<'t z11 ng 
1, u {ST,\ HT} 
/ ) 
F.-\L o. 
FAL n. für alle j ~ 2, 
wolwi d i<' 1 in kc Sei I<' je\\·ei ls i-l ls a uss;.1gen logisclif' 1 n t <'r(Hf'l i-l t ion ii be r ::: U {START} 
i-lufzufassrn ist. D i-l rnit folgt I f= n. D 
Korollar 2.3 Sei n f'ine tf'mporal f1;-1clw F2-Forinel ülwr :::. Geni-lu dann ist n 
gi.tlt.ig im l lncndliclw11. wenn n gültig ist als aussage nlogisch e Forme l iiber ~. 
Beweis. Da in n das Sylllbol STA HT nicht auftritt, ist die Gültigkeit von O' als 
aussagPnlogisclw Fornwl iibPr::: äquivalent lllit. der Ci.iltigke it über ~U {START}. 
Alles wf'itNe folgt aus Lernma 2.2 . D 
Tempora! flache F2-Formeln können also iiber Zuständen inte rpretiert wer-
den , di-l in dif'sem Fi-111 der \Va.hrhcitswert in einern Zustand nicht. von de n i-ln-
de ren Zu ständen f'iner Interpretation i-lbhängt.. Diese ßcobachtung rechtfertigt 
die folg<'nck Definition ebenso wie e ntsprechende Definitione n für Gültigkeit und 
Erfüllhi-lrkf'it. 
Definition 2.11 SPi n eine temporal Flach<' F2-Formel iiber ~'und 1 C ~ein 
Zustand über :::. I heißt. l\loclell für n. wenn f( o) = 1. 
2.2 Progranune 
In diesf'm Abschnitt definieren wir ei1w 1-\lasse von zukunft.sgf'richteten tempora.1-
logische n Programrnen in Ani-llogie zu lwkannten Logik-Programme n. Diese Pro-
gramme bezeichnen wir als F2-Programme. \Vir werden viele vorn logischen 
Programmie re n ])('kannt.f' ßpgriffe an unsere n Hinte rgrund anpassen. 
Definition 2.12 Sei::: ein endliches Alphabet. Ein aussngenlogisch es Litera! ist 
e inf' F2-Formel dN Gest alt Jl odPr -.p fiir ein Jl E :::. Ein o-fcmporales Litera/ 
ist eine F2-Fornw1 ein Gest.alt o; L fiir <'in aussagenlogisches Litera.! L. Ein o-
freies Lit ern! ist ein aussagenlogisches Litera! oder eine F2-Formel der Gestalt 
START odf'r -.., ST,\RT. Ein (allg emri11rs} /empomlcs U/ crnl ist ei ne F2-Formel 
der Gestalt o; L für Pill o-freies Litera! L. 
Definition 2.13 Sei ::: ein endliches Alphabet. Eine F2-f{/av.sel ist eine F2-
Formel de r G e:; talt /, <--- L 1 /\ ••• /\ L 11 fiir ein o-tempora.les Litera.l L und o-freie 
Literale L 1 , ••• , L„. Dal)(' i nen1wn wir/, den /\"op.f und J, 1 /\ ••• /\ L„ den Rumpf 
der I\lausel. Ein F.2-Zlrl ist f'ine F2-Fornw1 der Gestalt<--- L 1 /\ •• . /\L„ für o-freie 
t em porale Lit e ra!<· L 1 ••••• L „ . 
(i 
Definition 2.14 Sei ~ <'111 cndliclws . .\lpl1alH't . Ein F:l-Progm111111 iibcr :S ist 
eine endliche \kn gc \·011 1·' :2 - 1\lnuscln i"ilwr ~-
Bei unserer Definit io11 einer l\lauscl lic-11H'n \\'ir negierte Litcralc im l\lause lkopf 
zugelassen. rhdurch <'ntsteht. bei d<>r Zusc-1111mc11fassung , ·on l\lau se lme ngen zu 
Programmen di<' !\löglichk<'it, \\"idersp rii c lw z u Przeug<>11. et.wa durch Aufnahme 
Z\\'cicr l\lausel11 JI +- n und -.p +- /3. \\'obei n /\ fJ crfiillbar isl. U m so etwas zu 
\·erhindPrn . formulier<'11 \\'ir später zusätzliche Bedingungen. 
Di<> Einschränkung der l\lauselrii111pfe auf l\011j11nkt.io1wn rnn Lit.<'ralcn kann 
ähnlich \\'ie lH'illl logisclw11 Program1ni<'r<'11 aufgc\\'eicht \\'erden. Dort kann man 
beliebig<' aussagrnlogisclw Formeln als l\lauselriimpfc und Zi<'lc zualassen, und 
di e so entstehenden Program1ne werden durch den Nonnalisierungsalgorilhm.us 
in Normalfornwn ähnlich der hin lwt ra c ht.eten Form transformiert [LloydS-q. 
Ei1w Übertragung dieses VcrL~hr<'n a.uf unsere F2-Programme ist möglich, was 
zulllindC'st. fiir di<' iibrigen aussagenlogischen Operntoren leicht vorstellbar ist. Es 
ist sogar möglich. auf di<'se \Ve isc komplexere temporale Operatore n einzufiihren, 
\\'ie z.B. Sl:'\CE. Oh\\'ohl \\'ir diesen Aspekt. in der vorliegenden Arbeit nicht weiter 
formalisierE'n, \\'erden \\'ir in ein igen lkispic'kn um der besseren Lesba rkeit willen 
bereits kornplexPrc l\lauselriimpfe \'Pl'\\'CIHlcn. 
Zunächst aber \\'ollen \vir F2-Programlll<"n unabhängig von d e r Existenz von 
Modellen eine Beckutung geben. Wir ,·erfolgen das Ziel, mit unseren F2-Pro-
grammen reakt.iw' Systeme zu beschreiben. Das heißt, wir müssen durch die 
logischen Formeln eines F2-Programms best immte Folgen von Ein/Ausgabekom-
binationen an e in reaktives System als korrekt und andere als inkorre kt klassifi-
zieren. Dazu we rden \\·ir zunächst die l\lause ln eines Programms genauer struk-
turieren und dann e inige der Aussagenvariablen aus l: als Ein- bzw . Ausgaben 
auszeichnen. 
Definition 2.15 Sei Pein F2- Programm iiber :Sund 71 E ~- Dann definieren 
wir die ZJO-'ilive Drfi11ilio11 i-tf'r Stufe von p, DEFT(p) , als di e Menge der Klauseln 
in P, in dere n l\opf da s o-t<'mporalc Litera ) o1 JI auftritt. Analog wird die negative 
D efi11ilion i-ter Stufe von 71 erklärt: 
DEF~(p) 
DEF'.._(JI) 
{ C E P 1 C := o1 p +- o } ; 
{ C E P 1 C := o 1 -.p +- o}. 
Die Definilion von p ist die Vereinigung aller di eser f\1engen: 
'X• 
DEF(p) = LJ ( DF:F~(p) U DEF'._(p)). 
l=O 
Di e Definition einer !\lC'ngf' rnn Prädikat ensymbole n ist die Vereinigung der De-
finition e n a llcr cn t h a 1 t e1w11 Prädikat e nsym bole. 
Definition 2.16 S('i ~ein <'11dliclws :\lplialH't. und s<'i As;;; ~. Wir nennen P 
ci11 F2-Progr<11n111 111it Fi11 / \u sgahc11 A. \l"C' llll JJ ei11 F2-Progra1nrn iiber ~ ist. 
rnit D1-:r(A) = 0. 
Die' S<'mant ik von JJU { +-- o} l)('st<'ht aus <'incr l\lcng<' \'On Ein/Ausgabefolgen, 
d.h. lnl<'rpr<'I at ion<'11 iih<'r A. di<' sich zu l\ lodC'll<'n fiir P und n <'rwcitcrn lassen: 
Definition 2.17 SC'i JJ ei11 F2-Progra111m iiher ~mit Ein/Ausgaben As;;;~ und 
+-n f'in F2-Zicl. EinC' l11t<"'rpretatio11 [A über A heißt 
t> mij9/ichr Fin/ I 11.-;yabrfol,r;r fi'1r JJ U { +-- n}, wenn f'S c111<"' Erweiterung / 
\'Oll JA auf ~ gibt. die l\lodell fi"ir P und fiir n ist.. 
t> yiilt iyr f:,'in/ 111 .-;9abrfol9r für f J U { +-- n}. \\'f' llll jcdf' Erw<"'il.<"'rung 1 von f A 
auf~. die '.\lockll für P ist. auch l\locl<-11 fiir n ist. 
Wir l)('z<'icl111C'11 di<' im folge11de11 die l\k11gC' der mögliclwn Ein/Ausgahf'folgen 
für PU{+-n} lllit L„,( JJU{+-n}) u11d die l\lc11g<'dcr gü ltigen Ein/Ausgabefolgen 
mit {,9 ( PU { +-- n} ). Im allgelllcincn sind dif'se beiden l\lcngcn nicht gleich, und 
es gilt 
Der llnterschif'd zwischen den beiden fkfinit.ionen hängt eng mit der Eigen-
schaft des Dctcrmi11is11111s bei endlichen A utoma.ten zusammen. Eine mögliche 
Ein/Ausgabefolge li<'gl dann \'Or, wenn es <'inc /\ba.rbeitungsfolge gibt, die diese 
Ein/Ausgalwn liefC'rt. Bei einer gültigen Ei11/Ausgahefolge wird zusätzli ch gefor-
dert, daß dies für jede Abarbeit.ungsfolg<' gilt. 
Beispiel 2.1 Gegcben s<:'i das folgrnde F2-Programm P über ~ 
mit Ein/Ausgaben A = {a,b,c} und das zug<' liörige F2-Ziel +-a: 
o -.z· +-- --, z· (\ -.a (\ b 
0--, Z. +-- -.7,• (\ c 
+-- n : +-- z· ---t c 
{ a, b, c, z·} 
Dazu betrachten wir die Ein/Ausgah<:'folgc [A = ({a , h},{a , b},„. , {a,b}), d.h. 
von den Ein/AusgabC'n werck11 immer nur o und b als wahr interpretiert. Da.nn 
ist JA eine mögliche Ein/Ausgabefolge für PU {t-o}, denn die Erweiterung I 
von JA auf ~. di<' z· stets als falsch int<'rpretiert, isl ein Modell für P und 
für a. Anderers0its ist JA keine güll igc Ein/Ausgabefolge, denn die Interpretation 
/' = ( { a, b, z·}'. „, { (/ ' b, z·}), die z· stet.s als wa.hr interpretiert und ebenfalls 
eine Erweiterung \'Oll [A auf~ ist , ist Z\\'ar ein l\foclell für P , verletzt aber die 
Bedingung o. 
2.3 Te1nporal stratifizierte Progrannne 
\\.ir interessier<'ll 1111s fiir \lc>g li c l1k<'itc11 zur a11tornat isclw11 Synt.lwse e ines Steue-
ru11 gs prog ra1n11ws . d;-1s die Erfüllung d<'r dmch ein F2-Progra mm und -Z iel ge-
stellten ,\nfordcrun ge 11 sicherst<'llt. Ein solch<'s Steuerungsprogramm wir im all-
grrneinen rinigc lfiU,rr11·ioblr b<'n()t igrn. in denen es l11formatio11en iiber vergan-
gene Zuständ<' spriclwrt. In jed<'Jll Z11stand \\·ircl rs nus di<'sen Variablen und den 
akt uelkn Ein ga lwn die benöt igt<'n 1\usgalw11 11nd <'inrn Polgezustn11d be rechnen , 
der wieclf'r in clf'n llilfs\·;-ir inblen gcsprichcrt wird . 
Nun wäre es wiinsche11swcrt. wenn diese Ililfs,·ariablen e inem Tf'il der in dem 
grgcbencn Programm auft rctC'nd c n Prädikat ensymbolcn entsprechen \YÜrden. Es 
zeigt sich jedoch, clal.\ dies nicht immer de r Fall ist - oft ist ein großer Teil 
de r in diesen Prädikat<·nsyrnbolcn gespeicherten In formation redundant, während 
andere, wi chtige Informal ione11 11icht aus ihnen c11tnommen werden könn e n. Ein 
we it<'res Problem sind rrk11rsi1·r Definit io11 e 11 vo11 Pr~idikatensymbolen , weil sie 
die Auswertung in ei11e111 Schritt stark rrschwcrrn. 
Deshalb erst.rebe11 wir e ine besondere C:rstalt ,·on Programmen , aus der di e 
be nötigten Ililfsvariablen und die ßrrechnungsvorschrifte n für ihre \,Yerte dire kt 
abgelesen WC'rden kö111wn . Diese finden wir i11 der Normalform der sogenannten 
t emporal slratifi::ierlrn Progra111111r , die wir im folgenden e inführen werden. 
Zunächst aber defini e ren wir di e Klasse der lempoml hierarchischen Prn-
gramm e. ßci ih1wn sind l1ekurs ion<'n zwar prinzipiell zugelassen, aber es muß 
stets mindcstei1s ein o-Operator auftreten, bevor bei der Abarbeitung eines re-
kursiv definierten Prädik;üensyrnbols 11 wieder ein rek ursiv0r Aufruf von p erfolgen 
kann. Dazu be nötigen wir eine formale ßeschreibung <l<'r Abhängigkeitsbeziehun-
gen zwischen de n Prädikatensymbole n in ei1wm F2-Programm. 
Definition 2.18 (Prädikat-Abhängigkeiten) Se i ~ e in e ndliches Alphabet, 
Pein F2-Programrn über ~. und seien 11. q E ~. Wir schreiben 
t> p C i q für ein i E tN 0 • wenn es in Peine h:lausel C der Gestalt 
C = o' p +--- Li /\ ... /\ Ln 
gibt, wobei auf drr rechten S<'ite ein Litera! d e r Gest alt Lk = q oder Lk = --.q 
auftritt. 
t> J> <; q für ein i E tN0, wenn es ein 11 > 0 sowie po .... , Pn E ~und i1, ... , in E 
!No gibt. so daß p = Po C ;1 Pi C;2 • • • C;" Pn = q gilt, wobe i i = il + · ··+in. 
t> p < q. we nn p <' q fiir ein i E tN 0 gilt. 
Es ist leicht einzusrhcn. daß die Hrlat ion < transit.iY ist. Wir intcrPssiere n 
un s für di e sogena nnt e n hir1·a1 ·chischr 11 Progr<111111w, be i drne n < z usätz lich irre-
flexiv isl , denn dann t rctcn in dc111 Programm k<'i1w rekursiven Definition e n von 
Pr~idikate11sy1nhnl<'11 ;iuf. 111 1111s<'r<·111 l<'lllpor<il<'11 1\0111<':-:t ist die lklation < 0 
elwnfalls \·011 grolk111 l111<'r<'ss< '. Si<' gibt ;-111. uh ;t,\Yisclw11 dc11 lklegu11gen von 
Z\\'ri Prädikatcnsy1nholcn i111 gleiclwn Zustand eine :\hhä11gigkrit. bestehen kann. 
In dern \\'ir fordern. d;-d) <u irrdlexi\· ist. stellen \\·ir sicher, daß zwischen allen 
rekursi\"l'n Abhängig;k<'ite11 mi11dest<'ns ei11 o- Opcr;-1tor liegt. 
Definition 2.19 Sei JJ ein F2-Progra111111 iilwr ~- JJ heißt. hirrarchisch, falls es 
kein Prädikatrnsy111bol 11 E ~gibt 111it 11 < 11 . JJ heißt lrmporol hicrnrd1isrh, falls 
es krin J>r~idikatensy111hol 11 E ~gibt mit JI <u 11. 
Der folgcndr Satz entl1ält. rinigc Eigenschaften temporal hierarchischer Pro-
gramme, die sich als sehr nützliche l\ritcrien zum Nachweis der temporalen Hier-
archie erweisen. Besonckrs i11tercssant ist die Eigenschaft ( H-1 ), die besagt, da.ß 
es möglich isL alle Prädik;-1t.ensy111hok eines temporal hierarchischen Programms 
in f'incr linearen l\ette 11 1 Cu p2 c 0 · · · c 0 p11 ;-rnzuordnen. Eine analoge Aussage 
gilt. übrigens auch bei hicrarcl1ischen Progran11nen mit. der Ordnung <,aber \\'ir 
zeigen hier nur drn Beweis für den temporal hierarchischen Fall. In de m inter-
essanten Fall. daß das Programm keine o-Opera.t.oren enthält (temporal ftach e 
Programme, sielw untf'n). sind beide Begriffe übrigens äquivalent. 
Satz 2.4 (Eigenschaften temporal hierarchischer Programme) Sei E ein 
endliches Alphalwt. und sei P ein F2-Prograrnrn über ~- Dann sind folgende 
Aussagf'n äqui\·aknt: 
(111) P ist tf'mporal hif'rarchisch. 
(112) Es gibt f'ine Nir'cauabbilr/11119 :'V:~-+ IN0 • so daß für alle p, q E E mit 
J! c 0 q gilt. N(p) > .V(q). 
(H:3) Es gibt eine Niveauabbildung /V:~ -+ IN0 , so daß für alle p, q E ~ mit 
p < 0 q gilt /V(7J) > N(q). 
(IH) Es gibt. f'ine i11jekt i1·e Niveauabbildung .N: ~ -+ INo, so daß für alle p, q E 
E mit p < 0 q gilt N(p) > N(q). 
Beweis. \Vir zeigen die .Ä.qui\·alenz der \"if'r Aussagen durch einen Ringschluß. 
(Hl) ===> (f-12). Sei Pein temporal hif'rarchisches F2-Programm über~- Zu 
jedem Prädikatensymbol JI E 2-:: erklären \\'ir die Menge JV(p) der Vorgä.ngerprädi-
kate durch 
/l/(p) = { q E ~ i P <u q }. 
' Ar(p) ist endlich als TPilmenge des Pndlichcn Alphabets~' und damit ist folgende 
Funktion 
!\':~-+!Nu: Jl t--7 IA~(/ 1 )1 
eine \\"olild<.'finicrt(' l\i\"(·a11abbild11ng. Dabei bezeichnen \\"ir mit IMI die Anzahl 
der Elemente der f'ndlicliPn \!enge .\/. SPi nun /l c 0 q. Wir zeigen N(]!) > N(q). 
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Z1111ächst folgt <rnfp;rtllld der Transit i,·it ät \·011 <0 fiir beliebiges 1· E :S aus q <0 r 
stets a11ch /1 < 0 /'. So111it ist .\'(11) 2 .\'(q). :\nclererseits ist wegen p < 0 q 
a11ch q E .\.-(11). aber da JJ hierarchisch ist. gilt q rj:. :\'(q). Damit. hab<'n wir 
.\.(p) f .\'(q). Es fol g t .\(11) = l.-\'(11)1 > 1.\.-(q)I = N(q). 
( 112) ===? ( 11.J). Sei X: :S --> !Nu e ine Ni,·eauabbildung. so daß für alle p, q E :S 
lllit f1 Cu q gilt .\(/1) > :\'(q). \Vir zeigen, daß dann bf'r<'its aus p <0 q die 
:\ussage :\'(p) > :Y(q) folgt.. Seien also 11. q E ~ mit p < 0 q. Dann gibt es e in 
11 > 0 sowie Jlu , . .. , /! 11 E :S. so daß J1 = /lo Cu p 1 c 0 · · · c 0 p„ = q gilt. v\!ir zeigen 
dif' Behauptung dmch Yollständigc Induktion iihcr /..-. lrn Induktionsanfang für 
k = l haben wir JI = /lo Cu Jii = q, d.h. <'s ist p c 0 q, und die ß e ha.uptung folgt 
direkt aus der Vor;.rnssetz1111g. \1111 nehmen wir als lnd11ktionsa.nna.hm e an, die 
Bahauptung sei für ein k > 0 bereits beweisen, und betrachtf'n den fall]!= p0 c 0 
· · · c 0 Pk c 0 P1c+1 = q. Nach lndukt.io11sa11nah111e ist da.nn N(7J0 ) > N(zh), und 
wegPn Jh c 0 /lk+l folgt a11s der Vorauss<'tz1111g N(Jid > N(J!k+I ). Damit haben 
wir /\'(p) = N(J!u) > :\' (pi.) > /\' (71k+ 1 ) = N( q ). 
(113) ===? (lf,f ). Sei eine bcliPbi ge, nicht nolw<'ndig injektive Nivea.ua.bbildung 
1\ ": :S--> !No gegeben. Dann erklären wir die Nit•((ll/8 zu N durch 
.V1.- = { Ji E :S 1 N(p) = /..· }. 
Im folgend e n nehmen wir an. JV1; habe die Gestalt 
~ r _ { o .ik} 
./Vk - P1.-····1l'k . 
\Veiter bezeichnen \\'ir mit. 
k-1 
Hk = 1 u JV;I 
die Anzahl d e r Prädikatensymbole in Niveaus unt e rhalb von JV1;. Offenbar gehört 
jedes p E :S e inem Niveau a.n . ist also e in Pi E .'Vk. Damit defini e ren wir die 
folgende Niveauabbildung: 
Seien p, q E :S mit ]! < 0 q. Dann ist nach Voraussetzung N(p) > N(q). Wir 
zeigen zunächst, daß dann a.11ch /\"(/!) > l\"(q) folgt. Nun b edeutet N(p) > N(q)" 
stets p = l't und q = 1if für natiirli clw Zahl<'n /..· > l. Außerdem ist hier j < 
IAfil = n1+1 - 111. und folglich gilt 
N'(/i) = n1.- + i 2:: 111.- 2:: n1+ 1 > .,,, + j = N'(q). 
Um noch z u zeigen , daß IV' inj ekti,· ist., S<:'ien p,q E ~ mit. N'(p) = N'(q). 
Dann ist 1\'(p) = /V(q) , denn wäre N(p) f N(q). etwa N(p) > N(q), dann würde 
wie oben folge n f\''(p) > A'(q). Also ist 11 = ]!~. und q = FL für das gleiche/..:. 
Dann ah<'r folgt aus d e r Definition YOll .\'' auch i = j und somit p = q, d.h. N' ist 
injPkti\". 
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(II{)===> (III). S<·i .\":~-->!Nu e111<' inj<'kti\"<' \"i,·<';H1<1hhildung. \VifrP P 
nic-lit l1inarcliiscl1. so gäb<' es <'i11 /! E ~ lllit 11 < 0 /!. l:iir dieses p würde gelten 
.\"(p) > .\"(p). was ahn 11iclit lllbglich ist. 0 
Leidf'r zeigt sicl1. daß dif' Eigenschaft der l<'mporak11 Hierarchie nicht aus-
reicht. um die rf'k\·a nt.e11 r<'kmsi\· ckfinierten P61dikatcnsymbole zu isolif'ren. 
\\"ir lwni:)t igen eine \\'eil<'r<' Verschärfung, bei der die het rofknen Pr~ülikatensym­
bole exakt ausgegr<'nzt \\'<'rdcn kön11e11. Dies fiihrt uns zur l\lasse (kr fcmpoml 
s t rn t i.ft' :: i r r t rn P mg rn m 111 r . 
Di<' folgenden Ddi11it ionen solkn sich<'rn, daß alle mehrfachen Auftreten von 
o-Operator<'n in einer l\lausel entfernt odPr durch zusätzliche Ililfsprädikate er-
setzt wurden. so daß im l\lauselrumpf entweder nur noch Variable aus dem Ge-
genwart.szust and oder 1111r noch Variabl<· aus dem unmittelbar \'orausgegangenen 
Zustand a11ft.r<'le11. Dann könn<'n die l\lauscln mit. der zustanclsübergreifenden 
Information gctre11nt \ ' Oll cle11 librige11 heha11delt \\'erden. 
Definition 2.20 Sei C <'inc F1- l...:lauscl. C heißt !r111po1Yt! .flach. wenn C keine 
temporalen Üpcratorc11 <'11thält. d.li. \\'enn sie die Cestalt 
c /. +-- /, 1 (\ ••• (\ /," 
fiir aussagenlogische Literale L, L 1 , ••• , /," hat. C heißt lempoml abgestuft oder 
o-abgesl 11ft, wenn C eine der beiden G<'st.altcn 
c L +-- STA H'J' 
C o L +-- L1 /\ ... /\Ln 
für aussagenlogisch<' LitPrale L. Li, ... , L„ hat. \Vir nennen eine l\lausPlmenge 
temporal flach bzw. o-ahgestuft, wenn .i<'(ks Blement diese Eigenschaft besitzt. 
Definition 2.21 Ein F2-Ziel +-- n heißt temporal flach, wenn es die Gestalt 
+-- o +-- L 1 /\ ••• /\ Ln 
ha.t für aussagenlogis_che Litt>ral e L 1 , ••• , L". 
Im folge11den verwenden wir eine feiner<' Strukturierung der Menge der Aus-
sagenvariablP11. \Vir gehen cJa,·on aus, daß dere n Grundmenge 2: drei Typen 
von Prä.dikatensymbolen enthält, nämlich die Z11sln.11dsprifrlil.'.<1/ e in E*, die Ein/ 
A usgabe-Priidikatrnsymbo!t in A und die l/i~f~priidikal c in P. vVir nennen die 
disjunkte Vereinigung dieser drei l\'IPngen ,·on Prädikatensymbolen e ine Signatur 
und schreiben dafür auch ~ = (Ew, A. P). 
Definition 2.22 Sei ~ = (Ew. A. P) eine Signatur. Ein t emporal slratzfi::ierles 
F:2-ProgrY1n1n1 iiber ~ist ein F':2-Progran1n1 über~~ das den folgenden drei Be-
dingungen ge11ügt: 
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t> D1 :F(A) = 0. 
e> DEF(P) ist l<'lllporal flach und hinarchiscli. 
\Vir wir leicht schrn. ist jcd<'s tclllporal st rat ifizicrtc F2-Programm auch tem-
poral lii<'rararcliiscli. Dif' l :mk<'lirung dic•ser :\ussagc gilt nicht, aber es gibt ähn-
lich \\'ie hci der \onnalisicrung logiscl]('r Programme einen Algorithmus, der bei 
temporal hicrarcl1ischcn Progra111111c11 die ternporalr St rat ifizi<'rung lwrstclll. 
Bei cinclll temporal st rat ifizicrten Prograrnlll lihcr ~ = (E~, A, P) können 
\\'ir die Prädikat ensymbole in [~ ab l~odierung des Zustandes eines endlichen 
Automaten auffassrn. eine Eigenschaft. die• \\·ir sp~iter noch genauer untersuchen 
\\·erden . 
Eine \\'eitere wichtige Eigenschaft rnn t cmporal stratifizierten F2-Progra.m-
nH:'n bC'steht darin. d<1ß bei l\lodellen die \Verte der \'erwendeten Prädikate nsym -
bole in einem beliebige11 Zustand stets aus den \Verten der Einga.ben in A u11d 
den \Verte11 der Zustands-Prädikate11sy111bok in[* im vorausgegange1wn Zustand 
berechnet. \\'erden können . 
2.4 Modelle te1nporal stratifizierter Progranune 
Be i temporal strat.ifiziert<-' ll Programmen ist es möglich, eine sinnvolle Definition 
von Z11liissigl1cit einzuführen, die die Erfüllbarkeit, impliziert. Außerdem gibt es 
eine einfache syntaktische Eigenschaft, die Deltrminismus, d.h. eine Eindeutig-
keit der t-.lodellc, wr Folge hal. Dies<> Kriterien führen wir durch di e folgenden 
De finition<>n ein und zeigen später die Zusarnnwnhänge mit der Erfi.illbarkeit auf. 
Definition 2.23 Sei Pein F2-Prograrnm iihcr ~,und sei p E ~- Dann definiere n 
\\'ir für jedes i E Nu und jedes 7r E { +. - } 
non11·:s ~( J1) =V {II' 1 r, r- 1r E Dcr~(p) }. 
Die Formel I30DIES ~ (J1) beschre ibt also die Disjunktion dP.r Rümpfe aller Klauseln 
III DEF~(p). 
Um widerspruchs\·oll <> Programme auszuschließen. defi ni e ren wir di e Klasse 
de r zulässig<>n Programme . \\'eiche sich dadurch auszeichnet, daß Booms~(p) 
und BODIES'._(p) zusammen ni e errtillhar s ind . 
Definition 2.24 Sei ~ = (E~. A , P) eine Signatur. Ein ternpora.I st ratifiziertes 
F2-Programm P iilw r ~ he ißt ::: 11/iissig. we nn für jedes Prä.dikatensymbol p E E 
und jPdPs i E {0.1} d<>r Ausdruck 
illl l ·1wndliclw11 gi"ilt ig ist. JJ h<'iL~t ilr!r 1·111111islisth. \\"<'llll z11s~itzlich die Ausdrücke 
ßo1m-:s~(11) V ßo1m:s~(11) u·,r 11 E P. 
ßon11-:s~(11) V ßorrn~<(/I) für 11 E ET 
illl \lncndliclwn giilt ig sind. und aul.knkrn fiir jrdrs 11 E E* die Definition 0-ter 
St 11fe nicht lf'f'r ist. d.h. Dr-:r0 (/I) -:f. l/J. 
Wir miiss<'ll cli<' Erfiillharkeit bzw. C:iilt igk<'il i111 U1wncllicl1r11 lwt.racht<"n, um 
auch df'11 Pali. daß in ci11r111 l\lausf'lrumpf das Symbol ST,\RT auftritt, abdecken 
zu kö1111c11. Da and<'rcrs<'its i11 d<'n l\l;rnselrümpfen von DEF(P) und DEF 1(E*) 
weder STA HT- noch o-Üp<'r<1tor<'11 ;;,ugelassr11 sind, können die obigen Kriterien 
11acli l\orollar 2.:3 auf aussagrnlogisclw Erfüllbarkeit zurückgeführt werden. Wei-
terhin erlaubt die <'Xl ff' lll einfache Form \·011 DEr0 (E*) eine direkte Überprüfung 
cks Determinism11s. :\uf diese \Vcise erhalten wir ein effektives Entscheidungsver-
fahr<'n , um F2-Programnw auf ihre Zulässigkeit. u11cl Drt.errninicrtheit zu testen. 
Ei1w andPrc' l\1öglicl1k<·it. brsteht darin. die beiden ge nanntf'n Eigenschaften 
zu erzwingen. in dclll wir uns auf eine Teilklasse \"Oll Programmen beschränken, 
die stets znlässig und dctern1inistisch sind. Eine solche !\lasse erhalten wir zum 
ß<>ispiel, wenn wir fiir jf'des Prädikatcnsymbol ]! nur einP T\lause l der Gestalt 
p f--t o oder o }J f--t n er lauben. wobei dif'se Fornwln implizit wie folgt interpretiert 
werden: 
{ 71 +- n; jJ f--t 0 
-.p f- -.o. 
rp f- START: 
0 ji f--t 0 0 JI +- o; 
0 -,]! f- -.o . 
Dies entspricht in sein<>r Semantik ungPfähr der Negation durch Scheitern. 
\Vi r beweise n im folgcnckn Aussagen darüber, daß wir für jedes zu lässige 
temporal st.ra.tifizierlP Programlll ein l\lodell konstruiPren können, und daß dieses 
Modell für deterministisclw temporal st ratifizi<>rt e Programme immer eindeutig 
ist. Wir beginnen aber zunä.chst mit. einigen Ililfsaussagen über di e Existenz und 
Eindeutigkeit. gceignetn Zustände. 
Lemma 2.5 Sei P ein zulässiges. temporal stratifiziertes F2-Programm über 
~ = (E*, A, P), und sei Ir ein Zustand über E* U A. Dann gibt es e inen Zustand 
f ~ JE über ~ ' clrr l\loclell ist für DEF(P). 
Beweis. Da DEF(P) liinarchisch ist. könnf'll wir nach Satz 2A die Prädikaten-
syrnbole in P anordnen als 71 1, ... , p,„ wobei aus Jl, < 0 JlJ stets i > j folgt. Dann 
definierPn wir d<"n Zustand l über I: wie folgt: Für p E E* U A sei /(p) = JE(p), 
und für Ji E P erklären wir 
l(p) = { 
1, 
0. 
falls /(BODIES~(11)) = !; 
sonst. 
l l 
Off"c11sicht lieh gilt I :'.'.'. ,~-. \\"ir 1lliisse11 aber zeigen. daß /(p) fiir jedes p E P einen 
ci11dcut igrn Wert hat. Daz11 zcigrn wir durch l11d11ktion über k für k = 0, ... , n. 
daß l(Jij) \\·ohldcfi11icrt ist für jccks „ = l. .... k. Fiir k = 0 ist. nichts zu zeigen. 
l\ach lncluktionsa1111ahme seien /(p1 ), ... , l(Jlk-i) wohlclcfiniert. l(pk) ist wohl-
clefini<'rt. \\'enn /(ßODll·: s~(pk)) \\'oltlddi11icrt ist. Nun trf'ten wegPn der Hierar-
chieeigenscltaft i11 den h:lauselriimpfen \'Oll DEF(pk) nur Prädikatensymbole aus 
[* U AU {p1, .... /lk-I} auf. Sie alle aber sind woldclPfiniPrt nac!t Incluktionsan-
llahmc. 
Zu zeigen bleibt, claß I ein \Toclell ist fiir Df:F(P). Dazu sei p E P und 
C := L +- IF; E Dr,r(p). Ist /(II';) = 0, so folgt sofort /(C) = 1. Sonst 
unterscheiden \\'ir: Falls L = J! ein positives Litera] ist, so ist /(BODIES~(p)) = 
l(ll '1 V··· V n ·; V··· V IF„,) = l, 1111d darnit /(p) = 1 nach I~onstruktion von J. 
Ist aber L = -ip ein negati\'('S Litera!. so folgt /(BODIES~(p)) = 1. Wäre nun 
/(BODIES~(p)) = l. so \\'iirde a11clt gelten/(-. ßODIES~(p) V-. ßODIES~(p)) = 0, 
im \Vidersprucl1 zur Zulässigkeit \ 'O ll P. Also ist /(BODIES~(p)) = 0 und damit 
f(Ji) = 0. Cs folgt /(-.11) = 1 uncl /(C') = L. D 
Lemma 2.6 Sei P ein cleterrni11istischcs , temporal stratifiziertes F2-Programm „ 
über I: = (E*, A. P). \Veit.er seien I und .} Z\\'ei Zustä.nde über I:, die beide 
Modelle für DEF(P) sind, mit / IE*uA = .J luuA· Dann gilt 1 = J. 
Beweis. Wir müssen nur noch zeigen, daß flir alle p E P gilt /(p) = J(p). 
Da. DEF(P) hierarchisch ist, können \\'ir nach Satz 2.4 die Prädikatensymbole 
in P anordnen als p 1 ....• p,„ ,,·obei aus 71; <0 /l.i stets -i > j folgt. \Vir zei-
gen durch lncluktion iiber k, fiir /, = 0 .... , 11, daß für jedes r = 1, ... , k gilt 
I(p,.) = J(p„). Für k· = 0 ist nichts zu zeigf'11. Also gelte als Induktionsannahme 
J(p1) = J(J11 ), ... , l(Jlk-1) = J(Jlk-l ). Da P deterministisch ist, ist der Ausdruck 
ßODIES~(Jh) V ßODIES~(pk) gültig im Unendlichen. Also gilt mit Korollar 2.3 
I(BODIES~(pk)) = l für ein 7J E { +, -}. Falls l(BODIES~(pk)) = 1, so gibt es 
eine Klausel Pk +- IV E DEF(pk) mit l (IV) = l. Da 1 Modell ist für DEF(P), 
folgt daraus /(pk) = l. Anderersf'it.s enthält IV aufgrund der Hierarchiebedin-
gung nur Symbole aus [* U AU {711, .... Jlk- J } • a !so folgt aus der Voraussetzung 
und der lnduktionsannahmf' .J(I.\') = /(II') = 1, und damit - da auch J ein 
Modell für DEF(P) ist -- J(pk) = 1 = f(pk). Im Falle /(ßODIES~(pk)) = 1 folgt 
analog J(JJJ..) = .J(pk) = 0. D 
Lemma 2.7 Sei P ein zulässiges, temporal stratifiziertes F2-Programm über 
:E = (E*, A, P). Weiter seien I = (/1 ..... In) f'in endliches Modell für P und 
JA ein Zustand über A. Dann gibt es einen Zust.ancl ln+J ~ JA über :E, derart 
daß J+ = (11 •...• l „+ 1 ) ein l\1odell für P ist. 
Beweis. \Vir unt<>rsclwiclcn Z\\'<-'i F~11le: 
Fall 1. Z1111äclist sei 11 = ll. d.11. I = < ist die leere l11terpret.ation. \Vir 
d0fi11i<'rc'n <'irn'11 Z11st;rnd 1; iilH'r f• u A dmcli 
falls /1 E A: 
falls JI E Ew und JI +--- STAHT E DEF~(p) ; 
falls JI E Ew und/!+--- STAHT t/:. D F:F~(p). 
ßci dieser l'onstrukt io11 gilt wegen ckr Zulässigkeit von P stf'ts J; f= Dr:r0 (Ew) . 
Nach Lcrnma 2 . .S gibt es einen Zustand / 1 2:: 1; über~ mit / 1 f= DEF(P). Wir 
definieren 1+ = ( 11 ) und <"rhaltcn clarnit auch 1+ f= DEr(P). 
I\Iit 1; f= DEF0 (E") folgt auch 1+ f= DEF0 (fw). Zu zeige n bleibt J+ f= 
DEF 1(Ew) . Nun hat jeder l'lauselkopf in DEF 1(E*) die G<'stalt C = o L +--- W für 
e in a.ussagcnlogisclws Litera! L. Bei ei1wr Erweiterung J+ von J+ mit Jt( o L) = 1 
für jedes aussagenlogische Lit.<'ral L di<'s ist laut Definition 2.4 e ine Erweiterung 
von/+ auf F2~ ·-- muß fiir jede df'r genannten l'lauseln gelten l{(C) = 1. Also 
wählen wir diese Erweiterung und Prh;.1lt<'n damit /+ als das gesuchte Modell. 
Fall 2. Nun sf' i 11 > 0. und I = (/ 1 •••• , IJ sei nach Voraussetzung gegeben. 
Dann defini<'r<:'n wir <'in<'n Zustand I;,+ 1 iilwr [* U A durch 
falls ]> E A; 
falls J1 E [* und Jn( BODIES~(p)) = l; 
falls J! E [*und ln( BODIES~(p)) = 0. 
Nach Lemma 2.5 gibt. es e i1wn Zustand l „+ 1 2:: 1;,+ 1 iiher ~mit I11+1 f= DEr(P); 
wir erk lä.re n damit /+ = (/ 1 , ••• , 111 , l „+ 1 ). I\lit l f= P und ln+l (START)= 0 folgt 
sofort I+ f= DEr0 (E.*) U DEr(P). 
Um noch J f= DEF 1(f*) 7,U zeigen, st.f' llcn wir zunächst. f<'st, daß die Klause ln 
in DEF 1 (f*) aufgrund ihrer besonderen rorm \'Oll Jl , ... ,Jn-1 stets zu 1 inter-
pretiert werden, wenn nur l ein Modell für P ist. Bei der obigen l'onstruktion 
von /~+ 1 werden diPse Klauseln wegen der Zulässigkeit von P auch von In zu 1 
interpretiert. Um w zeigen . daß diPsc l\laus<'ln von In+l zu 1 interpetiert werden, 
verwenden wir das gleiche Argument. wie oben im Fa.II n = 0. D 
Korollar 2.8 Sei P ein wlässiges, l.f'mporal stratifiziertes f2-Programm über 
l: = (E*, A. P). Dann gibt es zu jedem endliclif'n l\fo<lell I = (11 , ••• , In) für P 
einen Zustand J„+ 1 iiber ~'derart daß 1+ = (/1 .... , I„+1 ) e in Modell ist für P. 
Beweis. Dies ist eine direkte Folgerung aus Lemma 2.7. Wir müssen für In+1 
ledigli ch eine Belegung JA der Ein/,\usgalwn vorgeben, z.B. JA = 0. D 
Satz 2.9 Sei P ein zu lässiges und t<'mporal stratifiziertes F2-Progra.mm über 
l: = (E*, A, P). \Vcit cr sei JA = (/~. Ij', . . . ) eine (endliche oder unendliche) 
Interpretation ülwr A. Dann gibt es r111e (glcichlangP) lntcrprf'tation I 2:: JA 
über E. derart daß l ein ~Iodell ist für P. 
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Beweis. \\'ir ko11strui<·n·11 die Zust~i11d<' ,·011 / 
\·011 Lem111a 2.1. 
( 11• r2 ••. . ) induktiv mit Hilfe 
D 
Korollar 2.10 S<'i P <'in z11lässiges. telllporal stratifiziert.es F2-Programm über 
~ = (E*, A, P) und ~ n ein F2-Ziel. Dann ist jede gült igf' Ein/J\usgabefolge für 
PU {~o} auch ein<' mögliche Ei11 f:\11 sgalH'folg<' fiir PU {~o}. 
Beweis. S<'i /A eine gültig<' Ei11 /:\11 sgabcfolgc für PU {~o}. Nach Satz 2.9 
existiert eine gkiclil<rnge l11terpretatio11 I 2' /A. so daß I I= P. Da JA gültige 
Ein/:\usgalH'folgc ist, folgt I f= n. und damit. ist / A ci1w möglicl1c Ein/Ausgabe-
folge fiir JJ U {~n}. D 
Satz 2.11 S<'i P <'in d<'tcr111i11istisclJ<'s 1111cl tc111por;-d stratifiziertes Programm 
über~= ([w,A.P). Weiter s<'ien / = (/1, /2 .... ) 11nd J = (J 1, J2 „ .. ) zwei 
l\lod<'llc gkich<'r U111ge für P 1nit llA = .JIA· Da1111 folgt l = J. 
Beweis. Fiir die Werte rn11 /1 E A gilt. die BPliaupt.11ng oh1whin . Wir folgern 
daraus durch l11clukt.ion iibcr /,:. da.ß fi"ir alle/.·= 1. 2, .. . gilt h = Jk. 
Sei zunächst k = 1. Fiir jedes p E Ew ex ist irrt - da P deterministisch ist -
eine Klausel 71 ~ STAllT odPr --,/1 ~ STAllT in P. Falls C = p ~ STAHT E P, 
folgt. wegen 11(STAHT) = .Ji(STAllT) = 1 und wegen 11(C) = Ji(C) = 1, da 
/ und J l\lodclk sind fiir P. auch /i(/I) = 1 = J 1(p). Sonst ist C' = -ip ~ 
STAHT E P , urnl es folgt analog /1 (/1) = 0 = J1(p). Also gil t 11 IE*uA = J1 IE*uA· 
l\lit Lemma 2.G folgt. /1 = J1. 
Nun gelte k > L und als lndukt io11sannnahme sei h = Jk. Zunächst be-
trachten wir ein bcliPbiges p E E:W. Da P deterministisch ist, ist die Formel 
BODIES~(p) VBOOIES~(/1) gültig im Unend lich en. Also gibt. es ein 7r E { +, - } mit 
Tk(BODIES~(p)) = 1. Falls lk{BODIES~(p)) = 1, gibt f'S eine Klausel op ~ W E 
DEF(71) mit lk(l-F) = 1. Na.eh Indukti onsannahme folgt ]!.:(Hl ) = h(W) = 1, und 
sch li eßli ch erhalt<'11 wir, cla 1 und J l\ lodelk für P sind, h+d7)) = 1 = Jk+ 1 (p) 
Anderfalls folgt analog h+1 (p) = 0 = ·h+1 (p). Also ist. h+1 lf *uA = Jk+1 IE*uA· 
Mit Lemma. :2.G folgt /i.-+ 1 = Jk+ 1 • D 
Eine wichtige Eigenschaft cktcrminist.ischer Programme ist die Äquivalenz 
möglicher und giiltiger E i11 /Ausgalwfolgen, cli<' wir jetzt leicht beweisen können. 
Aus Korollar 2.10 und dem nachfolgc11dc11 I\:orollar 2.12 folgt nämlich sofort 
Lm(P U { ~ o}) = Ly( PU { ~ o}) fiir dct.erminischtisclw, temporal stratifiz ierte 
Programme. 
Korollar 2.12 Sci P ein dcterminist isches und temporal stratifiziertes F2-Pro-
gramm über ~ = (Ew. A. P). und sei ~ o <"in F2-Ziel. Dann ist jede mögliche 
Ein/Ausgalwfolgc fiir PU { ~ o} <'ine gültige Ein/Ausgabefolge für PU { ~ a }. 
Beweis. S<'i JA= ( /~ ..... t :,) eine mögliclw Ein/Ausgabefolge' für PU { ~ o }. 
Dann gibt es c11w ErnTiterung / glciclwr Läng<' ,·on JA auf ~ , so daß l I= P 
II 
und J f= o. 1 · m z u zeigen. da!.\ JA cinr gültige !~ in/Ausgabefolge ist . sei J = 
(.1 1 • •••• .111 ) eine lwlic higc l·: r\\'citn1111 g rn11 JA auf~- die \lodc ll fiir P ist.. Da.1u1 
si nd/ und .J \lodc llc fiir JJ 111it / IA = .JIA · d.11. aus Satz :Z . 11 folgt J = .J. Darni t 
g ilt .J f= o. und da .J lw lic-bi g gc \\' ä lilt \\'ar. is t /A r inc gültige Ein / Ausga b e folge 
fi"1rPU{ f--n}. D 
3 Vergleich ni.it endlichen Automaten 
Endliclw :\utomatrn spiclte11 bereits in de11 Anfangen d e r Informatik und im 
Be rei ch d0s Cornpikrbaus <'inc \\'i cht ige Rolle. Sie wurd e n in d e r Theori e d e r 
formnlrn Sprnrhr11 inten s i\· betrac htet 11ncl auf ihn' lwr<"c lwnbarke itstheorctische n 
Eigenschaften hin untersu cht [llarr78]. Auch rcakt.in::' Systeme könn e n durch 
e ndlich e Automaten besc hri e be n \\'c rd <' n, und \\'ir werde n in di esem Abschnitt 
zeigen, daß diese I3cscl1re ibungs rn e t hock äquivalent. zur Sprache d e r temporal 
s tratifi z ie rte n Prograrnnw ist. 
3.1 Endliche Auto1naten 
Definition 3.1 Sf'i A eine e ndliche i'dengr rnn 11!.:lioncn. Ein endlicher Automat 
übe r A ist e in :3-Tupcl S = (Q. T. Q0 ). Dabei is t. Q ein<' e ndli ch e Menge von 
Zu.slii11dc11, 1' <;;,; Q x A x Q b eze ichnet di t> sogenannte Dbergangsrelalion , und 
Q0 <;;,; Q bezeich1wt eine ~!enge \·on sogenannten A 11fr111_r;::-::11.sliinden. 
Für j ed e Aktion u E / \ crkl~iren \\'ir die 'f'ra11 .silio11sn·lalio11 1~ entweder als 
binäre R e lation auf Q 
Ta = { ( p. q ) 1 ( p. a, q ) E T } 
oder als Abbildung Ta:Q ~ 2Q , wobei 
1 ~ (11) = {q E Q 1 (71.a.q) ET}. 
Definition 3.2 Se i S = (Q, T, Q0 ) Pin e ndli che r Automat übe r A. S h e ißt de-
lerminist.i.sch, wenn IQol = 1 gilt und \\'e nn aus (p, a, q 1) E T und (p , a, q2) E T 
stets folgt q1 = q2 • Sonst he ißt S 11icl1!-dd rr111i11isli.sch. 
Im Fall e e ines df't e rmini st isclw n endlichen Automaten ist Ta(P) stets leer oder 
e in e leme nt ig, so daß wir T0 auch als Abbildung T0 : Q ~ Q U {_i} b e tra.chte n 
können. Hier ist l_ ein 1wu<"s Symbol. das wir v<'r\\'enclen, um d e n Fall, daß es zu 
e ine m Zusta nd p uncl e in 0 r Cingabe a kcinen Obergang gibt. b e hande ln zu können . 
Auch ist es e in bekannt.es Ergebnis, daß zu jedem nicht-deterministisch e n e ndli-
ch e n Automate n e in äqui\·alentcr deterministische r e ndli che r Automa.t existiert , 
so daß wir un s b e i 11cclarf auf den det <'rminist.ischc n Fall b eschränken können. 
l~ 
Definition 3.3 S<'i :< = (Q. /'. (J 0 ) <'i11 <'11dlicll<'r :\uto11li·1t i"ilH'r .- \. J;: in Pfod in 5' 
ist eine cndliclic . <iltcr11i<'rc11d<' Folge 
f l 1 (] 2 (l 11 
</o ---t </I ---t ... ---t (/n 
,·on Zustä11dC"11 q; E Q und :\ktio1w11 o ; E ; \. diC" in C"inem Anfangszusta nd q0 E Q0 
beginnt, 1111cl wolwi fi.1r jedes i = l ... . . 11 gilt (q;_ 1 • a;. q;) ET. 
!.'.:in unrndlirhrr l~frul kann PntsprechC"nd definiert wf'rdcn. \Vir schreiben 
f••. • ( ) " 1 "" 1 ä 1 F II . ur a = a 1 • •••• a„ st at.t q0 ---t · · · ---t q„ auc 1 q0 ---t <fn· m ·a e e111cs 
clctcrministiscllC'n J\11to111alc11 ist ein Pf;-1d bereits durch cliC" Folge (a 1,a2 , ... ) der 
Akt.inne n cindC"11t ig clefini<>rt , so daß wir auch diese Schreibweisf' verwencl<>n. 
Definition 3.4 Sei S' = (Q. T. Q0 ) ein cndliclwr Automat iiber A . Eine (endliche 
oder unendliche) Folge (1 = (a 1,a 2 •.. . ) heißt rnn 5· ak:::eptirrt e Aktionsfolge, falls 
es e inen Pfad 
U 1 r12 (/u ---t </I ---t ... 
lll s· gibt. Die l\lenge der \"Oll s akzept ierte11 Aktionsfolgen bezeichnen Wir mit 
.C(S). 
Definition 3.5 Zwei Pnclliche Autonrnten s· und S' über A heißen äquivalent, 
wenn sie die gleichen AktionsfolgPn akzeptieren, d.h. wenn .C(S) = .C(S'). 
3.2 Äquivalenz von Auto1naten init F2-Progranunen 
In diesem Abschnitt. woll e n wir e inen sf'mantiscllf'n Zusammenhang zwischen end-
li chen Automaten ülwr A und F2-Programmf'n mit Ein/Ausgaben A herstellen. 
Dazu wählen wir als Aktionen a E A gerade die Zustä.nde über A , d.h. wir 
vergleichen di e korr<.'kt.en Ein/AusgabPfolgPn eines F2-Programms mit Ein/Aus-
gaben A mit dPn akzeptierten Aktionsfolgen e in<>s endlichen Automaten über 2A. 
\Vir <>rirnlf'rn daran. daß man ei1wn Zustand i.ibC"r A auch als Tei lmenge von A 
oder als Element von 2A auffass<>n kann . 
Definition 3.6 S<>i F e in F2-Prograrnrn ülwr ~ mit Ein/Ausgaben A, +- o em 
F2-Ziel, und sei Sein e ndlicher Automat iiber 1\ = 2A. Wir sagen 
1> S ist korrrkl bezüglich PU { +- o}. wenn jede rnn S akzeptierte Aktionsfolge 
eine für PU { +- a} mögliclw Ein/Ausgabefolge ist. 
1> 8 ist vollstiinrlig bezüglich PU { +- o}, wenn jede fiir PU { +- o} mögliche 
Ein/Ausgab<>folgc einf' rnn S akzf'pt.i<>rt e Aktionsfolge ist. 
I> S ist iiquil'(f/rnf ZU p U { +-n }. \\"C'nn 5' korrC"kt und rnllständig bezügli ch 
P U { +- o} ist. 
1 <) 
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Abbildung 1: Der enclliclie 1\utomat zu Beispiel 3.1. 
Es ist möglich. zu jedem t.en1poral st ratifiziNten P2-Programm P über einer 
Signatur ~ = (E*. A. P) und jedem o-fr<'icn Ziel +---- n eirwn ihm entsprechenden 
endlichen Automatf'n zu konstruieren, i11dc111 man die Belegungen der rekursiven 
llilfsprädikatc in [* als Zustände auffaßt.. Di0se l\.onstrnkt.ion führen wir jetzt 
zunächst. ein und Zf'ige11 anschließend. daß df'I' so konstrnif'rte Automat äquivalent 
ZU p U { +---- 0} ist. 
Definition 3.7 Sei JJ ein temporal str;üifizif'rtes F2-Prograrnm über der Signa-
tur ~ = (E~, A, P), und sei +---- n ein temporal flaches F2-Ziel. Da.nn definieren 
wir den von PU { +---- o} cr:::euglrn endlirhrn A 11/omal über 2A durch 
mit 
Sp,,, = (Q,T,Qo) 
t> Q = 2f~, die l\.1enge der Zustände über [*. 
t> T = { (/j. JA,!;) E 2r· x 2A x 2r· \ 
Es gibt einen Zustand l iiber ~mit I 2:: lt, l 2:: JA, II= a, 
I I= DEF(P), und für jede I\lausel C = o L +---- L1 /\ ••• /\ L11 E 
DEF 1(E*) mit f(L 1 /\ ••. /\ f ,n ) = l gilt auch I;(L) = 1.} 
t> Qo = { I** ~ [~ \ 
Für alle l\lauseln L +---- STAHT E Di::r0 (E*) gilt I**(L) = 1.} 
Beispiel 3.1 Wir betrachten nochmals das temporal stratifizierte Programm P 
und da.s o-frcie Ziel +---- o aus ßeispiel 2.1: 
P: o z· +---- ,z· /\ a /\ -.b 
0 -.7,• +---- ,z· /\ -.a /\ b 
o ,z· +---- ,z· /\ c 
+---- 0 +---- z·--+ c 
Der von PU { +---- n} erze11gtf' endliche Automat ist 111 Abb. 1 dargestellt. Er ist 
gegeben durch S'p,,, = ( Q. 7'. Q) , \\'obei die Zustandsmenge Q aus den Zuständen 
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;.-:· und z· lwst<'l1t. i11 d<'n<'n d<is Prädik<ll<'ns_nnhol z· E E· als \\'ahr bzw. falsch 
intnpret iert \\'ird. Di<' C"lwrg<u1 gs rcl;-1t io11 '/' \\'ird durch die Pfeil<' im Bild angc-
gelwn. dabei bedcutf't z. B. die 111it ofi h<'schriftcl<' hante \"Oll 7,· nach z·, daß e in 
( ;bcrgang \ 'Oll /,• !laCJJ /," bei jecl<'r ]11tcrpret at io!l ij\)pr { O , /J} , die 0 als wahr und 
b als falsch intcrpret i<'rt. möglich ist.. \Vir s<'hen hier auch, daß dieser endliche 
Automat nicht -dcterminist isch ist. da Z\\'<'i der \"Oll i· ausgehenden I\:anten die 
gleichen B<'scl1rift u11 g<' 11 tragen. 
Satz 3.1 Sei JJ <'in zulässiges, temporal stratifiziertes F2-Programm i.ihcr E = 
([*, A, P), 1111d s<' i n ein tempor<il flach<'s F2-Ziel. Dann ist ckr von PU { +-- n} 
erzeugte enclliclw :\11tomat SP.o äqui\·alcnt zu PU { +-- cx}. 
Beweis. llm di<' ;\q11i\·a le11z zu be\\'cisen , 111üssen wir zeigen. daß jNle von SP,c. 
akzeptierte r\kt ionsfolge eine für PU { +-- n} mögliche Ein/Ausgabefolge ist und 
umgekehrt.. 
SPi zunächst JA= ( !-( J:f ... . ) ein<' möglich<' Ein/Ausgabefolge für PU{+-- o }. 
Dann existiert <'ine Er\\'eitcrung I = ( / 1. 12 ••• • ) von JA auf ~' die l\1oclcll für P 
und für o ist. Falls JA = ( /~ ..... I:!) endlich ist. existiert nach Korollar 2.8 auch 
ein Zustand 111 + 1• so daß I = ( / 1 .... . !„. 111 +1) Pin i\'loclell für P ist. Wir bilden 
]• = (Jj,I}. ... . ) mit / *= fit * und lwhaupten. daß in SP.o Pin Pfad 
JA JA /A 
] * l ]* 2 ]* 3 1 ----; 2 ----; 3 ----; . . . 
existiert, der im endlichen Fall in / ~+ 1 <'ndet. 
Dies zeigen wir durch vollständige Induktion über die Lä.nge des Pfades. Im 
Induktionsanfang miisse n wir zeigen, daß 1: E Q0 . Sei L +--STARTE DEF0 (E*). 
Da l 1 (START) = l für jede Erweiterung von lauf F2r,, und da 1 f= P, folgt 
I;(L) = Ji(L) = 1. Nach 1-\onstruktion von Q0 gilt. dann r; E Q0 . 
Nehmen wir nun an. daß für ein k E rN0 de r Pfad 
I A /A ] * l k-1 J* 1 ----; . . . ----; k 
bereits konst.rui Prt ist. lm endlidwn Fall kc)111wn wir J.: :::; n annehmen. Hier gilt 
h 2 fk , h 2 1( und h f= o. r\uf.krclc1n folgt. mit 1 f= P , daß für jede Kla.usel 
mit fi..(L 1 /\ ... /\ /, 111 ) = l gilt li,.( o /,) = 1, und damit h+1 (1,) = 1. Wegen 
] · =fit* ist dann auch IZ+ 1{L) = l. Daraus aber folgt (J'f.,1( ,ft+ 1 ) ET. 
Sei nun umgekehrt JA = (J~ , Jt , ... ) eine \·on SP,o akzeptierte Aktionsfolge. 
Das heißt , f'S gibt Pinen Pfad 
, ,1 1:;1 
</I --) </2 ----; ... 
:2 l 
1n .s·,,. 0 . l1n endliclwn Fall ist JA = ( 1( .... I:!') fiir ein 11 E !Nu. 11nd der Pfad 
endet in i11 <fn+I · Wir zeigen dmcli l11d11kt ion über/.: fiir /,: = 0. 1 .... die folgende 
A ussagc: 
„Es cx1st J<'rl eine lntcrprct.<11 ion I = ( / 1, ••• , h) iiber ~ mit 1 ~ 
(q1 ..... qk). I ~(!(' ..... lt). I f= P. I f= o. Im Falle/.:= 0 gilt fiir 
jede h'/;-111scl /, ,._ STAHT E DEr0 (Ew) i111111er qi(L) = 1. Sonst, im 
Falle/,· > 0. gilt (iirjcdc ld;wsd o L ,._ /, 1 /\ ••• /\ Lm E Dr:F 1 ([~) rnit 
h( f,1 /\ ... /\ L„, ) = 1 i111111cr <t1.-+d /,) = l. „ 
Dann ist I nällllich ei1l<' Er\\'eitcrung ,·on JA a11f ~, die l\loclell für P und für a 
ist, cl.h. JA ist eine rnöglichc Ein/Ausgahcfolg<' für PU { ,._ a}. 
Zunächst st<·ll<'ll \\'ir im lnd11kt.io11sa11fa11g für /.: = 0 fest, daß für die leere 
Interpretation I =<alle gefordcrt.en Becling11ngen gelten. Die Aussage q1(!,) = 1 
für L ,._ ST,\HT E DEF0 (Ew) folgt. direkt. aus der Definition von Q0 . 
Nehmen \\'ir also an. daß die Existenz \ 'Oll I = ( / 1 , ... , h) wie in der Induk-
tio11s\·orauss<"tzung für ein /.: E !Nu bereits gesichert wurde. Im endlichen Fall gilt 
dabei k < 77. Die Existenz dPs f llwrganges 
bedeutet, daß es einen Zustand 11.:+ 1 übN ~ gibt mit h+1 ~ q1,;+1, h+1 ~ l't+i, 
h+1 f= DF:F(P), h+1 f= o-, so daß für alle l\lauseln o L ,._ L1 /\ ..• /\Lm E DEF(E*) 
mit 1{+1 ( L1 /\ ••• /\ L,,,) = 1 auch qk+2 (1,) = 1 gilt. Dann betra.chten wir die In-
terpretat.ion /' = (11 , ... , h. h+ 1 ) über ~. Aufgrund der genannten Eigenschaf-
ten von h+ 1 und der lndukt.ions\·orausset.zung folgt sofort J' ~ (q1, ... ,<J1.:+1), 
!' ~ (!(', ... , l't+ 1 ) 11nd /' f= o. ll m auch /' f= P zu begründen, verwenden wir 
l f= P, h+ 1 f= DEF(P). ft...+ 1 ~ </1.:+I und die Eigenscha.ften von </1.:+1 aus der 
lnduktionsvora.ussetzu11g. Die ent.sprf'chendcn Eigenschaften für ql.:+ 2 haben wir 
ebenfalls bereits gesichert. und damit sind alle ßcdingungen der Induktionsbe-
hauptung für den Fall /..· + 1 bewiesen. Sornit folgt die Behauptung. D 
Theorem 3.2 Sei P ein zuliissiges. temporal str<1t.ifiziert.cs F2-Programm iiber 
~ = (E*, A, P). wobei IEWI = /\'. und sein ein temporal flaches F2-Ziel. Dann 
gibt es einen zu PU {;.-n} äquivalenten endlichen Automat S = (Q,T,Q0 ) mit 
IQI 'S 21\. Zust.ändcn. 
Beweis. Dies ist. f'ine direkte Folgerung aus Satz :3.1. Der von PU{,._ o·} erzeugte 
endliche Automat SP.o hat die Zustandsmenge Q = 2f*, und diese enthä.lt gera.de 
21f*I = 21\. Zustände. D 
Da SP,o nicht not\\'endig deterministisch ist, bezieht sich die Zahl 2K der 
Zustände in Theorem :3.2 auf die Am~ahl der Zustände eines nicht-determistischen 
Automaten. Dann gibt es bekanntlich ei1wn äqui\·a.lenten deterministischen Au-
tomat mit nicht. nwhr als 221' Zuständen. 
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Abbildung 2: Der dete rministi sche endliche Automat zu Be isp ie l :3 .1. 
Beispiel 3.2 In ßei s pie l :3. l war ll'* 1 = 1, und de r nicht-determinist ische end-
liche Automat hat.t.e 2 :::; 21 Zustände. Abb. 2 ze igt de n ä.quivalente n dete rmi-
nistischen Automat , de r durch die bekannte Konstruktion e ntstande n ist. Hie r 
erscheint e in z usätzli cher Zustand .:?··. de r immer dann a.ngenomme n wird, wenn 
nicht feststeht, in welchem der lw id<'n Zustände sich de r ni cht-dete rminist ische 
Automat befinden würde. 
Für uns ist an di eser Stelle vor allem di e Exi st e nz einer oberen Gre.nze für di e 
Zahl de r Zustände wi cht ig, wobe i de r Wert dieses Grenzwe rtes aus syntakti schen 
Eigenschaften des Programmes gewonne n we rd e n kann . Das bedeutet nämlich , 
daß wir uns be im G e nerie re n e ines reaktive n Systems auf e ine nur noch e ndliche 
Me nge von mögli che n Lösungska ndida ten (endlichen Automaten) beschränke n 
könn e n. 
Natürlich ist es wünsche nswert., die Zahl der mögli che n Lösungen kl e in zu 
halten. Eine Mögli chke it dazu bietet di e Beschränkung auf determinist ische Pro-
gramme, de nn in di esem Fall sind di e e rzeugten Automaten determini stisch. Da-
durch e ntfällt ggf. di e Ko nstruktion des determini sti sche n Automaten aus e inem 
nicht-deterministischen Automaten, was zu e in <> r dras t ischen Hcduktion de r Zahl 
der Zustände führe n ka nn. Di e Grundlage dafür ist di e folgende Aussage. 
Satz 3.3 Sei P e in clc t e rmini slisclws, t.empora.1 strat ifi z iertes Programm , und sei 
nein o-freies Zie l. Da n11 ist de r rnn PU { ~ n} erzeugte e ndli che Automat S'p, 0 
de te rminist isch. 
Beweis. Wir müssen ledi glich zeige n, daß die l\1 e nge n Q0 und PosT(J*, JA) 
{ 1: ~ [ * 1 (!*, I A, /~ ) E T } st ct.s e i neknw11 t ig si nd. 
Seien lj. l i E Qo. \\ .ir zeige 11. dctl.\ fiir j<'des J> E Ex g ilt. lj (11 ) = t ; (p). Da P 
dcte rn 1i11i s t isc l1 is t . ex is t i<'rt z u jcd<'lll 11 E [ X e i11e hl a usr l /, .-- STAHT E D E F0 (p) 
mi t. /j ( L ) = 1 = ! }.( /, ). Da a be r /1 d as :\t o lll rn 11 / , is t. fo lgt l t (71 ) = J; (p ). 
Se ic11 11un /j . t; E P OST ( / '. /A ) fi"1r be liebige Zust ä11de I X ~ [ x und [A ~ A . 
Da nach de r Definit io 11 rn 11 P o sT( / x, /A ) für i E { l. 2} stf't s g il t (l x, [A , l t) E T , 
g ibt f'S Zu sUi11cle / 1 u11d 12 über ~ mit / ; 2:: / X, / ; 2:: JA , so daß für j ede Klause l 
C = o /, <-- 11 · E DEF 1([ x) 111it / ;( II .)= 1 au ch!( (/, ) = 1 g il t, und zwa.r 
für j edes i E {J. 2} . .\lit Lf' 1n111 a 2. G folgt z unä chs t / 1 = 12 • Sei nun p E [ *. 
Da P dc tcrmi11i sti sc li is t. ist die Fornw l Do 1rn~s~ ( p) V BO DIES~ ( p ) g iilt.i g im 
U nc ndli cl1 c n . l\ a cl1 1..,: o roll a r 2 .: ~ g ilt. jf't z t l ;( Dona:s~( p)) = 1 für e in rr E { +, - }. 
Somit g ib t es <' in e hl a uscl o L <-- II" E D EF1(E*) mi t l ;(IV) = 1, fiir j edes 
i E { 1, 2 }. Da 1111 g ilt a be r Jt (1.) = 1 ! ; (!, ). und d a J1 d as Atom von L is t , fol gt 
d a ra.u s lt (p) = t ;( 11 ). D 
4 Ausblick 
111 di eser Arbe it ha ben wir e 111 r logische Prog ra mmie rsprache z ur S pezifikat io n 
zustand s<> 1Hlli chc r rea kt i\"C' r Sy st <' tll r , ·orgcs tc llt . Dif'se Spra che zeichn e t s ich 
durch e ine re in ckkl a ra ti\"C' l3cschrPibu11 g d es Syste m s und de r a n es ges te ll ten 
Anforde run ge n a us. Es \\·ird e in <' s t.r <> 11 ge 1..,:1 a usc lnota tion verwe nde nt , um die 
Bearbe itung du rc h resolut.i o ns bas ic rt.c Ve rfahre n 1: 11 e rm ögli che n . Ä hnli che log i-
sche Programm i<'q Hache n wurde n be r<' it s nwhrfa cli , ·orgcschl agen (be ispie lswe ise 
in [Abl\1a89], [Gabh87]) - wir in te ressiere n un s besonde rs für di e Anwe ndba rkeit 
zur Ve rifika.t io n und ;1, ur G e ne ri e run g rea.ktin' r System e. 
Desha lb ha be n wir di e Norma.lform de r t e mpora.1 stratifi z ie rte n Programme 
so gewä.hl t , d a.ß e ine dire k te 1..,:o rrespo ndcn ;1, z u e ndli che n Automa te n , mit d e ne n 
reaktive Sys te m e implementi ert we rd e n. he rgestellt we rde n ka nn. Im Prin zip ist 
es s iche rli ch m ögli ch, solche Au tomat e n a ufg rund ihre r Defini t io n e ffe kti v zu kon -
st rui e re n und d as C <> ne ri c rnn gs problPm auf di ese We isP zu lösen. All e rdin gs ist 
Durchführba rke it. di C'se r ~ kt.h ock unt e r Effi z ie nzas pe kt e n doch fragwürdig, und 
d a.he r we rde n wir ,·ersuche n , di <> Lös un gen mi t Hilfe von R esolution zu e rmitteln. 
Die Klauselnota t.i o n d e r t.empo ra.1 s t.rat. ifi z ie rt. en Programme wurde so ge-
wä hlt , d a ß es m ögli ch is t„ e ine n Be \\"c is de r Gül t igkeit de r a ls temporal fl aches 
Ziel ges te ll ten S iche rbedi ngun g durcl1 <'in de r SLD-R esolutio n ä hnli ches Ve rfah-
re n durchzuführe n . fa ll s di es<' r He \\" C' is sche ite r t, könn e n der a us de m B e we is-
versuch he rvorgehe n de n 1 n forrn a t.ion Hegel n e n t.n o m m en we rd e n , durch d e ren 
Hin zun a hme z u de m urs prüng li ch<' n P rogra mm e ine e rfo lg re iche Voll e ndun g des 
Be we ises mögli ch \\"ird. D a mit \\" ä rc d as P roble m de r G e ne ri erun g e ines nachwe is-
ba r korre kte n Steur run gs p rogra mm s g<' lös t. A n de n e nt.s preclw nd e n A lgorithmen 
a rbeit en wir z ur Z<'it. 
E in we itrrcs Zie l is t c i11 <' E nn·itcru11g d <' r bi shr r sehr e infach geha.ltenf'n Spra-
che u m z usät z li che h o nst ru kt e .. um e ine hess<' re :\n\\"e nclern ~1h e z u e rreiche n . Be i-
spi('ls\\'<'is<' ,,-~il'<' <'s d<'11kh;-1r. i111 H11111pf Yo11 l\l<1t1s<'l11 <111 S1<'1k \"Oll l\011ju11kt ionen 
\"Oll Liter<li<'n h<'lic·liigc• l\onst rnkl<' z11z1il<1ssc' 11. di<' auch \'<'rga11genhcitsori<'nticrtc 
temporale Üpcr<llore11 <'III hall<'ll kün11<'11. Solch<' CJ'\\Tit.<'rte Programme könnten 
\·or der l1<'<1rlwit t111g d11rcl1 Hesolut ion in die !\orm<1lfonn <'ines ternporal stratifi-
zierten Programms tra n sform ierl. \\'<'rd('n. 
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