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We consider the passage time problem for Lévy processes, emphasising heavy tailed cases. Results are
obtained under quite mild assumptions, namely, drift to −∞ a.s. of the process, possibly at a linear rate (the
finite mean case), but possibly much faster (the infinite mean case), together with subexponential growth
on the positive side. Local and functional versions of limit distributions are derived for the passage time
itself, as well as for the position of the process just prior to passage, and the overshoot of a high level.
A significant connection is made with extreme value theory via regular variation or maximum domain of
attraction conditions imposed on the positive tail of the canonical measure, which are shown to be necessary
for the kind of convergence behaviour we are interested in.
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1. Introduction
The exit time of a Lévy process X above a horizontal boundary has been studied extensively in
a variety of situations with a view to relating its distributional behaviour to the tail behaviour of
the canonical measure of X. It is helpful to categorise the latter into three general regimes:
• Light tailed (Cramér case).
• Medium tailed (convolution equivalent case).
• Heavy tailed (subexponential tails).
This classification is not prescriptive – categories may overlap – but it provides a convenient
general framework in which to summarise results. Representative papers covering the first two
categories are Bertoin and Doney [4] for the Cramér and Klüppelberg, Kyprianou and Maller [18]
for the convolution equivalent case. The intention of the present paper is to consider in some
detail the passage time problem with special emphasis on the third category – the heavy tailed
cases.
We assume subexponential growth together with regular variation or maximum domain of
attraction conditions for the positive part of the canonical measure of X, or of its increasing
ladder height process; on the negative side, we assume regular variation of the renewal measure
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of the descending ladder process, allowing both finite and infinite mean cases. To these is added
the assumption of a drift to −∞ a.s. of the process, possibly at a linear rate, as is the case when the
process has finite mean, but possibly at a much faster rate. We obtain very explicit and detailed
descriptions of the asymptotic behaviours of the process, in these situations. In particular, we
obtain local, and functional, versions of limit distributions for the passage time itself, as well as
for the position of the process just prior to passage, and the overshoot of a high level.
Our results are original in a number of respects. We give a very general treatment for Lévy
processes, imposing no overt moment conditions, though it will transpire that our conditions im-
ply the positive tail of the canonical measure is integrable (a finite mean for the positive jump
process). Extreme value theory enters via the regular variation or maximum domain of attrac-
tion conditions we impose on the positive tail of the canonical measure. These are shown to be
necessary as well as sufficient for convergence of the type we investigate. Subsidiary results in
Proposition 4.1 (concerning the convergence of the overshoot for a general subordinator) and
Proposition 4.2 (concerning connections between the regular variation or maximum domain of
attraction behaviour of the upward ladder height measure as compared with the Lévy measure of
the underlying process), are also new, and extend the domain of applicability of the paper.
In the next section, we introduce the setup. The main results are stated in Section 3, and proofs
are in Sections 4–6. The final Section 7 discusses similar results for random walks and compound
Poisson processes.
2. Preliminary setting up
Let (Xt )t≥0, X0 = 0, be a real-valued Lévy process on a probability space {,F,P} with triplet
(γX,σ
2
X,X), where γX ∈ R, σ 2X ≥ 0 and X is a Lévy measure on R. Throughout, X is as-
sumed to satisfy
lim
t→∞Xt = −∞ a.s. (2.1)
We refer to Bertoin [3] and Doney [9] for this notation and the ensuing notions of fluctuation
theory. Denote by (Ht )t≥0 the ascending ladder height subordinator generated by X. In view
of (2.1), it is defective, obtained from a non-defective subordinator H by independent exponen-
tial killing with a rate q > 0 given by e−q = P(H1 < ∞). By this, we mean there is a non-
defective subordinator H and an independent exponential variable eq with expectation 1/q such
that (Ht )0≤t<L∞ has the distribution of (Ht )0≤t<eq , where Lt , t > 0, is a local time of X (cf.
Bertoin [3] Lemma VI.2, page 157). It follows that
P(Ht ≤ x) = P(Ht ≤ x, t < L∞) = e−qtP (Ht ≤ x), t, x > 0. (2.2)
The descending ladder height subordinator, denoted by (H ∗t )t≥0, is the ascending ladder height
subordinator corresponding to the dual process (X∗t )t≥0 := (−Xt)t≥0. Under (2.1), the process
(H ∗t )t≥0 is proper, and the corresponding q∗ = 0.
Let H(·) be the Lévy measure of H, with tail H(x) = H{(x,∞)}, x > 0, assumed pos-
itive for all x > 0. Similarly, H ∗(·) is the Lévy measure of H ∗, with tail H ∗ , and we write
dH and dH ∗ for the drift coefficients of H and H ∗. We have dH = dH and H = H . Let +X
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and −X be the positive and negative Lévy tails of X, equal to X{(x,∞)} and X{(−∞,−x]},
x > 0. Write (+)X and 
(−)
X for X restricted to (0,∞) and (−∞,0), respectively. Assume
throughout that +X(x) > 0 for all x > 0.
Our results will be phrased in terms of X , H, and H ∗ , or, more specifically, in terms of
the behaviour of their tails for large values. After normalisation, we can regard these as being the
tails of probability distributions. Then a condition applied to the tail of a probability measure can
equally be applied to the tails of the probability measures defined, for example, by
X(dx)1{x>1}

+
X(1)
and
H(dx)1{x>1}
H(1)
. (2.3)
We will need certain functionals of these tails, in particular,
A+X(x) :=
∫ x
1

+
X(y)dy and A∗X(x) :=
∫ x
1

−
X(y)dy, x > 1 (2.4)
and
AH(x) :=
∫ x
0
H(y)dy and AH ∗(x) :=
∫ x
0
H ∗(y)dy, x > 0, (2.5)
which are kinds of truncated or Winsorised means.
Particular classes of tail functions we are interested in are the regularly varying ones and the
class of probability distributions in the maximum domain of attraction of the Gumbel distribu-
tion. Write RV(α) for the class of real valued functions regularly varying at ∞ with index α ∈R,
so that RV(0) are the slowly varying functions. We refer to Bingham, Goldie and Teugels [5] for
definitions and properties of regularly varying functions.
Denote the tail of a distribution function F on [0,∞) by F = 1−F , and assume F(u) > 0 for
all u > 0. F ∈ RV(−β) for some β ∈ (0,∞) is equivalent to F being in the maximum domain
of attraction of a Fréchet distribution with parameter β > 0, denoted F ∈ MDA(β). A positive
random variable having distribution tail F is said to be in the maximum domain of attraction of
the Gumbel distribution, which we denote as MDA(	), with auxiliary function a(u) > 0, if
F(u+ a(u)x)
F (u)
→ e−x, x ≥ 0. (2.6)
(Here and throughout, all limits are as u → ∞ unless otherwise stated.) Useful properties of such
distributions can be found in Bingham, Goldie and Teugels [5], page 410, Resnick [21], Chap-
ters 0 and 1, Embrechts, Klüppelberg and Mikosch [14], Chapter 3 and de Haan and Ferreira [7],
Chapter 1. In particular, when (2.6) holds, F has finite moments of all orders, and the auxiliary
function a(u) satisfies a(u) = o(u) and is self-neglecting, that is, a(u + Ka(u)) ∼ a(u) for any
fixed K . Typical distributions in MDA(β) are the Pareto distributions, while MDA(	) includes
the Weibull and lognormal.
Further, it is well known from extreme value theory [cf. Theorems 1.1.2, 1.1.3 and 1.1.6 in de
Haan and Ferreira [7]] that (2.6) can be extended to give that there is a function 0 < a(u) → ∞
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and a positive random variable C such that
F(u+ a(u)x)
F (u)
→ P(C > x), x > 0, (2.7)
if and only if (for distributions with unbounded support to the right, as we have) F ∈ MDA(β)
for some β ∈ (0,∞), or F ∈ MDA(	). Furthermore, a(u) can be chosen as a(u) = u in the first
case, and as a(u) = ∫∞
u
F (y)dy/F (u) (finite) in the second case, and C has a Par(β) distribution
(i.e., a Pareto distribution with parameter β > 0) having density β(1 + x)−β−1, x > 0, in the first
case, and an exponential distribution with unit parameter (Exp(1)) in the second case.
We introduce also the class of long-tailed distributions, L, and the subexponential class, S .
The distribution F (or its tail F = 1 − F ) is said to be in class L if
F(u+ x)
F (u)
→ 1 for x ∈ (−∞,∞), (2.8)
while F (or its tail F ) is said to be in the class S of subexponential distributions if F ∈ L and
F 2∗(u)
F (u)
→ 2, (2.9)
where F 2∗ = F ∗F . For background, see Foss, Korshunov and Zachary [15]. We have RV(α) ⊂
S ⊂ L but MDA(	) is not contained in S [Goldie and Resnick [16]].
Consistent with the convention noted in (2.3), abbreviate (+)X (dx)1{x>1}/
+
X(1) ∈ MDA(	)
to (+)X ∈ MDA(	) and H(dx)1{x>1}/H(1) ∈ S to H ∈ S , etc. With this notation, our
second basic assumption is
H ∈ S. (2.10)
Equation (2.10) is equivalent to P(H1 ∈ ·) ∈ S , and then P(H1 > u) ∼ H(u) as u → ∞ [Em-
brechts, Goldie and Veraverbeke [13], Pakes [19,20]]. Together with (2.1), (2.10) implies that
P
(
sup
t≥0
Xt > u
)
∼ q−1H(u) as u → ∞ (2.11)
[from Lemma 3.5 of Klüppelberg, Kyprianou and Maller [18]].
For u > 0 let
τu := inf{t > 0: Xt > u}, Z(u) = −Xτu−, O(u) = Xτu − u (2.12)
denote the passage time above level u > 0, the negative of the position reached just prior to
passage, and the overshoot above the level. (The reason for taking −X in the definition of Z
will become apparent later.) Note that P(τu < ∞) = P(H∞ > u) < 1 for all u > 0 by (2.1),
while P(τu < ∞) > 0 for all u > 0 because of our assumption that +X(x) > 0 for all x > 0
and limu→∞ P(τu < ∞) = 0 by (2.11). We use P (u)(·) = P(·|τu < ∞), u > 0, defined in an
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elementary way, for the probability measure conditional on passage above u. We also use the
notation Xt = sup0<s≤t Xs , t ≥ 0.
Recall the definition of AH ∗(·) in (2.5). Our third main assumption is of the form:
AH ∗(·) ∈ RV(γ ), (2.13)
where the precise value of the index γ ∈ [0,1) will be specified later. By, for example, Bingham,
Goldie and Teugels [5], page 364, (2.13) is equivalent to G∗(·) ∈ RV(1 − γ ), where G∗ is the
renewal measure for the strict decreasing ladder height process, and then we have, as x → ∞,
AH ∗(x) ∼ kγ x
G∗(x)
∈ RV(γ ) where kγ = 1
(1 + γ )(2 − γ ) . (2.14)
Equation (2.13) is also equivalent to
lim
x→∞
xH ∗(x)
AH ∗(x)
= γ, 0 ≤ γ < 1 (2.15)
(Bingham, Goldie and Teugels [5], Theorem 1.5.11, page 18, Theorem 1.6.1, page 30).
3. Main results
We now state our two main results. Both assume (2.1) and (2.10), and the first assumes in
addition that AH ∗ ∈ RV(0), that is, that AH ∗ is slowly varying as x → ∞. This implies that
X∗t is positively relatively stable as t → ∞, so there is a continuous, strictly increasing func-
tion c(·) ∈ RV(1) such that X∗t /c(t) P−→ 1 as t → ∞. This in turn implies that the pro-
cess (X∗st /c(t))0≤s≤1 converges weakly in D0[0,1] (i.e., in the sense of weak convergence of
càdlàg functions on [0,1] with the Skorokhod topology) as t → ∞ to the process D(0), where
D(0)(s) ≡ s. This situation includes the possibility of a finite, positive mean for X∗1 . Write b(·)
for the inverse function of c(·). We sometimes write X∗(t) for X∗t .
Theorem 3.1. Assume limt→∞ Xt = −∞ a.s., H ∈ S , and AH ∗ ∈ RV(γ ) with γ = 0.
(1) Then the following are equivalent;
(a) there exists a(u) > 0 with limu→∞ a(u) = ∞ such that P (u)(O(u) ∈ a(u)dx), x > 0, has
a non-degenerate limit as u → ∞;
(b) either H ∈ RV(1−γ −β) for some β > 1−γ and then (a) holds with a(u) = u [case (i)]
or else H ∈ MDA(	), and then (a) holds with a(u) =
∫∞
u
H(y)dy/H(u) [case (ii)];
(c) either +X ∈ RV(−β) for some β > 1 (case (i)) or else (+)X ∈ MDA(	) [case (ii)], and
a(·) may then be chosen as a(u) = u in the first case or as a(u) = ∫∞
u

+
X(y)dy/
+
X(u) in the
second case.
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(2) When (a)–(c) hold, the P (u)-distribution of τu, restricted to the event Xτu− < u, has a density
g(u)(·) which satisfies
lim
u→∞b
(
a(u)
)
g(u)
(
tb
(
a(u)
))=
⎧⎨⎩
β − 1
(1 + t)β , in case (i),
e−t , in case (ii),
(3.1)
uniformly on compact subintervals of (0,∞). Moreover, conditioned on τu = tb(a(u)), the P (u)-
finite-dimensional distributions of the process{
X∗(sτu)
c(τu)
,0 ≤ s ≤ 1
}
converge to those of D(0) as u → ∞.
(3) Further: when (a)–(c) hold, under P (u) the process
Y(u) :=
(
Z(u)
a(u)
,
O(u)
a(u)
,
τu
b(a(u))
,
(
X∗(sτu)
a(u)
)
0≤s≤1
)
(3.2)
converges weakly as u → ∞ in R3 ×D0[0,1] to (V ,U,V, (V D(0)(s))0≤s≤1), where in case (i)
P(V ∈ dz,U ∈ dx) = β(β − 1)dzdx
(1 + z+ x)β+1 , x, z > 0, (3.3)
and in case (ii)
P(V ∈ dz,U ∈ dx) = e−z−x dzdx, x, z > 0. (3.4)
Remark 3.1. (i) The redundant parameter γ = 0 is introduced in Theorem 3.1 for conformity
with Theorem 3.2, below.
(ii) The event {Xτu− < u} in Theorem 3.1 has P (u)-probability approaching 1 as u → ∞; see
Remark 5.1 in Section 5.
(iii) In general, we cannot replace condition (2.10) with simpler equivalent conditions on X
directly, but easily checked sufficient conditions are available; see Remark 6.1 in Section 6.
(iv) The assumption AH ∗ ∈ RV(0) in Theorem 3.1 is true in particular when 0 <AH ∗(∞) <
∞, or, equivalently, when 0 <EX∗1 < ∞, so the case of a finite mean for EX∗1 is included in the
theorem. Note that part 1(c) implies EX+1 = E(X1 ∨ 0) < ∞ in any case. A related result for
random walks and compound Poisson processes with finite mean is in Asmussen and Klüppel-
berg [2].
In our next result, we replace the assumption AH ∗ ∈ RV(0) by the condition that AH ∗ ∈ RV(γ )
for some γ ∈ (0,1). This can only happen when E|X1| = ∞, and we will show that it is in fact
equivalent, under our basic assumptions, to −X ∈ RV(γ − 1) [see Proposition 4.3, where AH ∗ is
Fluctuations of subexponential Lévy processes 1497
shown to be asymptotically equivalent to q−1A∗X , and note (4.31)]. It then follows that X∗ is in
the domain of attraction of D, a standard stable subordinator of parameter γ := 1 − γ ∈ (0,1).
Let c(·) be such that (X∗st /c(t))0≤s≤1 D→ D as t → ∞, and let b(·) denote the inverse function of
c(·), so that b(·) ∈ RV(γ ), and let D̂t ,z denote an associated “stable subordinator bridge”, which
is a rescaled version of D conditioned to be at z > 0 at time t ; namely,
P(D̂t ,z ∈ B)= P
((
D(ts)
)
0≤s≤1 ∈ B|Dt = z
)
,
for any Borel set B. Thus, with
ht (x)dx = P(Dt ∈ dx) (3.5)
as the density of D, we have for 0 = s0 < s1 < s2 < · · · < sk < 1, y0 = 0, and y1 < y2 < · · · <
yk < z,
P
(
k⋂
r=1
{
D̂t,z(sr ) ∈ dyr
})= ht(1−sk)(z− yk)
ht (z)
k∏
r=1
ht(sr−sr−1)(yr − yr−1)dyr . (3.6)
We will use D̂W,V in the obvious sense, where (W,V ) are positive random variables independent
of the family D̂t ,z.
Theorem 3.2. Assume limt→∞ Xt = −∞ a.s., H ∈ S , and AH ∗ ∈ RV(γ ) with γ ∈ (0,1).
(1) Then conditions (a)–(c) of Theorem 3.1 remain equivalent as stated for the current value
of γ ∈ (0,1).
(2) Assume conditions (a)–(c) as stated in Theorem 3.1 hold for the current value of γ ∈ (0,1),
and further assume that Xt has a non-lattice distribution for each fixed t > 0. Then, uniformly
for z ∈ [0,1], for any fixed 0 <0 <1 < ∞, and t ∈ [T0, T1] for any fixed 0 < T0 < T1 <
∞,
lim
u→∞a(u)b
(
a(u)
)
P (u)
(
Z(u) ∈ (a(u)z, a(u)z+], τu ∈ b(a(u))dt)= ht (z)f (z)dt, (3.7)
where, in case (i),
f (z) = (β)
(β + γ − 1)(1 + z)β , (3.8)
and in case (ii)
f (z) = e−z, z > 0.
Moreover, for k = 2,3, . . . , take zi > 0 and Ii = (a(u)zi, a(u)zi +i], i = 1,2, . . . , k − 1, and
write, for 0 < s1 < · · · < sk−1 < sk = 1,
Ak =
{
X∗
(
si tb
(
a(u)
)) ∈ Ii, i = 1,2, . . . , k − 1}.
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Then, uniformly for zi ∈ [0,1], i = 1,2, . . . , k, for any fixed 0 < 0 < 1 < ∞, and
t ∈ [T0, T1] for any fixed 0 < T0 < T1 < ∞, we have
lim
u→∞
(
a(u)
)k
b
(
a(u)
)
P (u)
(
Ak,Z
(u) ∈ (zka(u), zka(u)+k], τu ∈ b(a(u))dt)
(3.9)
= θ(z1, z2, . . . , zk, t)
k∏
i=1
i dt, k = 1,2, . . . .
Here, with s0 = z0 = 0,
θ(z1, z2, . . . , zk, t)=
k∏
i=1
ht(si−si−1)(zi − zi−1)f (zk).
(3) Further: assume conditions (a)–(c) as stated in Theorem 3.1 hold for the current value
of γ ∈ (0,1), and that Xt has a non-lattice distribution for each t > 0. Then, under P (u),
the process Y(u) defined in (3.2) converges weakly in R3 × D0[0,1] as u → ∞ to the process
(V ,U,W, (D̂W,V (s))0≤s≤1), where in case (i)
P(V ∈ dz,U ∈ dx,W ∈ dt)
(3.10)
= (β + 1)
(β + γ − 1)(1 + z+ x)β+1 ht (z)dzdx dt, t, x, z > 0,
and in case (ii)
P(V ∈ dz,U ∈ dx,W ∈ dt)= e−z−xht (z)dzdx dt, t, x, z > 0. (3.11)
Remark 3.2. (i) The further assumption in part 2 of Theorem 3.2, that for each t > 0, Xt has
a non-lattice distribution, is equivalent to assuming that X is not a compound Poisson process
whose step distribution takes values on a lattice. We can cover the lattice case also with only
minor adjustments. Thus, if the lattice has span 1, we need only restrict  to take integer values
and replace (a(u)z, a(u)z + ] in (3.7) by (a(u)z, a(u)z + ], and similarly in (3.9), for
a valid conclusion. The only difference in the proof is which version of a local limit theorem is
used.
(ii) The right-hand sides of (3.3) and (3.4) and (3.10) and (3.11) are probability densities on
x, z > 0 and t, x, z > 0, so, under the conditions of Theorems 3.1 and 3.2, the limiting distribu-
tions of Z(u)/a(u) (and of course those of O(u)/a(u) and τu/b(a(u))) are concentrated on [0,∞).
Thus, limu→∞ P(Z(u)/a(u) ≤ −z) = 0 for all z > 0. So it is convenient to define Z(u) = −Xτu−
as we did in (2.12).
(iii) In connection with Theorem 3.2, we mention the paper by Klüppelberg and Kypri-
anou [17], which deals with the infinite mean case under special assumptions.
(iv) The marginal limiting distributions of the fluctuation quantities are easily computed from
(3.3) and (3.4) and (3.10) and (3.11). The identities t1/γ ht (z) = h1(z/t1/γ ) and
∫∞
0 ht (z)dt =
z−γ /(γ ), where γ = 1−γ [see Sato [22], pages 87, 261)], are useful. Thus, for example, under
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the conditions of case (i) of Theorem 3.2, the limiting densities of (Z(u),O(u)) and τu, suitably
normalised, are derived from (3.10) as
P(V ∈ dz,U ∈ dx) = (β + 1)z
−γ
(1 − γ )(β + γ − 1)(1 + z+ x)β+1 dzdx, y, x > 0 (3.12)
and
P(W ∈ dt)= (β)
(β + γ − 1)
∫ ∞
0
h1(z)dz
(1 + t1/γ z)β dt, t > 0. (3.13)
It can be checked that no pair of (V ,U,W) are independent, in case (i). For case (ii),
P(V ∈ dz,U ∈ dx) = z
−γ e−z−x
(1 − γ ) dzdx, x, z > 0 (3.14)
and
P(W ∈ dt)=
∫ ∞
0
e−zt1/γ h1(z)dzdt, t > 0. (3.15)
In this case, V is independent of U , U is independent of W , but V is not independent of W .
4. Preliminaries to the proofs
Our first proposition applies to any defective subordinator, so we change notation slightly just
for this result.
Proposition 4.1. Let Y be any defective subordinator, obtained from a non-defective subordi-
nator Y with killing rate q , whose Lévy measure is Y , with tail Y . Assume Y ∈ S . Write
P
(u)
Y for P(·|T Yu < ∞), where T Yu = inf{t : Yt > u}, u > 0, and put O(u)Y = YT Yu − u on the event
{T Yu < ∞}.
Then P (u)Y (O
(u)
Y ∈ a(u)dx) has a non-degenerate limit P(O ∈ dx) for some a(u) > 0, a(u) →
∞, if and only if either Y ∈ RV(−α) for some α > 0, or Y ∈ MDA(	).
Moreover, in the first case we can take a(u) = u and O to have density α(1 + x)−1−α , and in
the second case we can take a(u) = ∫∞
u
Y (y)dy/Y (u) = o(u) and O to have density e−x .
Proof. For the distribution of O(u)Y , use of the compensation formula for Poisson point processes
as in Bertoin [3], Proposition 2, page 76, or Klüppelberg, Kyprianou and Maller [18], Theo-
rem 2.4, gives
P
(
O(u)Y > xa(u),T
Y
u < ∞
) = P (YT Yu > u+ xa(u), T Yu < ∞)
= E
∑
0<t<L∞
1{Yt>u+xa(u),T Yu =t}
=
∫ ∞
0
e−qt
∫
(0,u]
Y
(
u+ xa(u)− y)P(Yt ∈ dy)dt.
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From this, writing e(q) for an independent Exp(q) random variable, we have for any C0 > 0
P
(
O(u)Y > xa(u),T
Y
u < ∞
)
= q−1
∫
(0,u]
P(Ye(q) ∈ dy)Y
(
u+ xa(u)− y) (4.1)
= q−1
(∫
(0,C0]
+
∫
(C0,u]
)
P(Ye(q) ∈ dy)Y
(
u+ xa(u)− y).
Assume at this stage that Y ∈ S . Then Y ∈ L, so we have
Y
(
u− y + xa(u))∼ Y(u+ xa(u)) uniformly for y ∈ (0,C0] and x ≥ 0. (4.2)
Thus, ∫
(0,C0]
P(Ye(q) ∈ dy)Y
(
u+ xa(u)− y)∼ P(Ye(q) ≤ C0)Y(u+ xa(u)). (4.3)
Since Y ∈ S , we know from Lemma 3.5 of Klüppelberg, Kyprianou and Maller [18] (with
α = 0) that Y (u) ∼ qP (T Yu < ∞). Given arbitrary ε ∈ (0,1), we can choose C0 > 0 such that
P(Ye(q) > C0)≤ ε. Then for u large enough, again using (4.2),
(1 + ε)Y (u) ≥ qP
(
T Yu < ∞
)
=
(∫
(0,C0]
+
∫
(C0,∞)
)
P(Ye(q) ∈ dy)Y (u− y)
≥ (1 − ε)P (Ye(q) ≤C0)Y (u)
+
∫
(C0,u]
P(Ye(q) ∈ dy)Y (u− y),
giving ∫
(C0,u]
P(Ye(q) ∈ dy)Y (u− y) ≤
(
(1 + ε)− (1 − ε)2)Y (u) ≤ 3εY (u).
From this, and (4.1) and (4.3), and since Y (u) ∼ qP (T Yu < ∞), we have
P (u)
(
O(u)Y > xa(u)
) = P(O(u)Y > xa(u),T Yu < ∞)
P (T Yu < ∞) (4.4)
= (1 + o(1))P(Ye(q) ≤ C0)Y (u+ xa(u))
Y (u)
+ o(1).
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As discussed in (2.7), the condition Y ∈ RV(−α) for some α > 0, or Y ∈ MDA(	), is equiv-
alent to the existence of a(u) → ∞ such that
Y (u+ xa(u))
Y (u)
→ P(O > x), (4.5)
and when it holds a(u) and O have the stated properties. The conclusions of the proposition then
follow from this and (4.4). 
We will make use of the “équations amicales” of Vigon [23], which are

+
X(u) =
∫
(0,∞)
H ∗(y)H(u+ dy)+ dH ∗n(u), u > 0 (4.6)
and

−
X(u) =
∫
(0,∞)
H(y)H ∗(u+ dy)+ dHn∗(u)+ qH ∗(u), u > 0, (4.7)
where n(·), n∗(·) denote càdlàg versions of the densities of H, H ∗ , defined if dH > 0, dH ∗ >
0, respectively. Recall that q is the killing rate in (2.2).
We are looking for limit theorems which will always include the convergence of the normed
overshoot, and Proposition 4.1 suggests the relevance of conditions like
H ∈ RV(−α) for some α > 0 [case (i)] or H ∈ MDA(	) [case (ii)]. (4.8)
The next proposition shows that these imply similarly stated conditions on (+)X . At this stage,
we are not assuming H ∈ S .
Proposition 4.2. Assume limt→∞ Xt = −∞ a.s. and AH ∗ ∈ RV(γ ) with γ ∈ [0,1). Suppose
(4.8) holds with α = β + γ − 1 > 0, where β > 0, in case (i).
Then +X ∈ RV(−β) (case (i)), or (+)X ∈ MDA(	) [case (ii)], or, equivalently,

+
X(u+ xa(u))

+
X(u)
→ P(C > x), x > 0, (4.9)
where a(u) = u and P(C > x) = (1 + x)−β (case (i)), or a(u) = ∫∞
u
H(y)dy/H(u) and
P(C > x) = e−x [case (ii)]. Further, in both cases we have, for some constants cγ,β ∈ (0,∞)
(whose values are made explicit in the proof),

+
X(u) ∼
cγ,βH(u)AH ∗(a(u))
a(u)
. (4.10)
Moreover, in case (ii) we can alternatively take a(u) = ∫∞
u

+
X(y)dy/
+
X(u), u > 0.
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Proof. Assume (2.1), and that (2.13) holds with γ ∈ [0,1).
The starting point is Vigon’s équation amicale, (4.6), which we write as +X(u) = I (u) +
dH ∗n(u), with
I (u) =
∫
(0,∞)
H(u+ dy)
∫
(y,∞)
H ∗(dz) =
∫
(0,∞)
H ∗(dz)
∫
(0,z)
H(u+ dy)
=
∫
(0,∞)
H ∗
(
a(u)dz
)
H
{(
u,u+ a(u)z]}
(4.11)
=
(∫
(0,K]
+
∫
(K,∞)
)
H ∗
(
a(u)dz
)
H
{(
u,u+ a(u)z]}
=: I1(u)+ I2(u), say,
where K > 0. Recall the definition of AH ∗ in (2.5), and note that
uH ∗(u) ≤
∫ u
0
H ∗(y)dy = AH ∗(u), u > 0,
so we have by the regular variation of AH ∗
a(u)I2(u)
AH ∗(a(u))H(u)
≤ a(u)H ∗(Ka(u))
AH ∗(a(u))
≤ AH ∗(Ka(u))
KAH ∗(a(u))
∼ 1
K1−γ
.
Since 0 ≤ γ < 1 it follows that
lim
K→∞ lim supu→∞
a(u)I2(u)
AH ∗(a(u))H(u)
= 0. (4.12)
Now assume (4.8), in which we set α = β + γ − 1 > 0. By (2.7) with F replaced by H, this
implies
H{(u,u+ a(u)z]}
H(u)
→
∫ z
0
p(y)dy (4.13)
uniformly for z ∈ [0,K], where p(·) is the limiting density associated with H, that is, Par(β +
γ − 1) in case (i), or Exp(1) in case (ii). So the component I1(u) in (4.11) satisfies
I1(u) ∼ H(u)
∫ K
0
H ∗
(
a(u)dz
) ∫ z
0
p(y)dy
= H(u)
∫ K
0
p(y)dy
∫ K
y
H ∗
(
a(u)dz
) (4.14)
= H(u)
∫ K
0
p(y)H ∗
(
a(u)y
)
dy −H(u)H ∗
(
a(u)K
) ∫ K
0
p(y)dy.
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(a) When γ ∈ (0,1), AH ∗ ∈ RV(γ ) is equivalent, by the monotone density theorem (Bingham,
Goldie and Teugels [5], Theorem 1.7.2, page 39), to H∗ ∈ RV(γ − 1), and then H∗(x) ∼
γ x−1AH ∗(x). So∫ K
0
p(y)H ∗
(
a(u)y
)
dy ∼ γAH ∗(a(u))
a(u)
∫ K
0
p(y)yγ−1 dy, (4.15)
and by taking u → ∞ then K → ∞ in (4.14) we conclude
lim
K→∞ limu→∞
a(u)I1(u)
AH ∗(a(u))H(u)
= γ
∫ ∞
0
p(y)yγ−1 dy = γE(Cγ−1). (4.16)
(b) When γ = 0, so that AH ∗ is slowly varying, we use the feature that limx↓0 p(x) = p(0) > 0
in either case, Par(β −1+γ ) or Exp(1), to argue, given arbitrary ε > 0, the existence of a δε > 0
such that for all large enough u
a(u)
∫ δε
0
p(y)H
(
a(u)y
)
dy ≤ p(0)(1 + ε)AH ∗
(
δεa(u)
)∼ p(0)(1 + ε)AH ∗(a(u))
and
a(u)
∫ δε
0
p(y)H ∗
(
a(u)y
)
dy ≥ p(0)(1 − ε)AH ∗
(
δεa(u)
)∼ p(0)(1 − ε)AH ∗(a(u)).
AH ∗ slowly varying implies xH ∗(x) = o(AH ∗(x)) as x → ∞, so with δε fixed we can argue∫ K
δε
p(y)H ∗
(
a(u)y
)
dy = o
(
1
a(u)
∫ K
δε
p(y)AH ∗
(
a(u)y
) dy
y
)
= o
(
AH ∗(a(u))
a(u)
)
,
and we deduce for γ = 0 that
lim
K→∞ limu→∞
a(u)I1(u)
AH ∗(a(u))H(u)
= p(0). (4.17)
Thus, in all cases we have
I (u)∼ c(γ,β)AH ∗(a(u))H(u)
a(u)
(4.18)
for a constant c(γ,β) ∈ (0,∞), which we can evaluate as follows.
(a) When γ ∈ (0,1), in case (i)
c(γ,β) = γE(Cγ−1)= γ (β + γ − 1)∫ ∞
0
xγ−1 dx
(1 + x)β+γ =
(γ + 1)(β)
(β + γ − 1) . (4.19)
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[Note that the density p(·) here is the one associated with H, not X+, that is, it is Pareto with
parameter α = β + γ − 1; see (4.13).]
In case (ii)
c(γ,β) = γE(Cγ−1)= (γ + 1). (4.20)
(b) When γ = 0, p(0) = 1 − β in case (i), and in case (ii), p(0) = 1, so we set c(0, β) = 1 − β
in case (i), and c(0, β) = 1 in case (ii).
Now integrate (4.6) and use the estimate (4.18) to get∫ ∞
u

+
X(y)dy =
∫ ∞
u
I (v)dv + dH ∗H(u)
(4.21)
∼ c(γ,β)
∫ ∞
u
AH ∗(a(v))H(v)
a(v)
dv + dH ∗H(u).
Assume in addition that H ∈ RV(1 − γ − β). This together with AH ∗ ∈ RV(γ ) means that the
product HAH ∗ ∈ RV(1 − β). Then, taking a(u) = u in this case, (4.21) gives
1
H(u)AH ∗(u)
∫ ∞
u

+
X(y)dy ∼ c(γ,β)
∫ ∞
1
v−β dv + dH ∗
AH ∗(u)
. (4.22)
In either case, AH ∗(∞) = ∞ or AH ∗(∞) < ∞, we can use the monotone density theorem again
to deduce from this that +X ∈ RV(−β), and hence that (4.9) holds with a(u) = u.
Alternatively, suppose H ∈ MDA(	). In this case, (4.21) gives∫ ∞
u+xa(u)

+
X(y)dy ∼ c(γ,β)
∫ ∞
u+xa(u)
AH ∗(a(v))H(v)
a(v)
dv + dH ∗H
(
u+ xa(u)), x ≥ 0.
Change variable by setting v = u + v′a(u) on the RHS. Since a(·) is self-neglecting, we have
a(v) = a(u+ v′a(u)) ∼ a(u), so by the regular variation of AH ∗ ,
AH ∗(a(v))
a(v)
∼ AH ∗(a(u))
a(u)
,
and since H ∈ MDA(	),
H(v) =H
(
u+ v′a(u))∼ e−v′H(u).
Thus, for x ≥ 0
1
H(u)
∫ ∞
u+xa(u)

+
X(y)dy
∼ c(γ,β)a(u)
∫ ∞
x
AH ∗(a(v′))H(v′)
a(v′)H(u)
dv′ + dH ∗ H(u+ xa(u))
H(u)
(4.23)
∼ c(γ,β)AH ∗
(
a(u)
)∫ ∞
x
e−v′ dv′ + e−x dH ∗,
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which, applied with x = 0, also gives∫∞
u+xa(u) 
+
X(y)dy∫∞
u

+
X(y)dy
→ e−x, x ≥ 0.
Applying Theorem 1.2.2(3) of de Haan and Ferreira [7], we get

+
X(u+ xa(u))

+
X(u)
→ e−x, x ≥ 0,
which is (4.9) in this case, and this implies∫∞
u+xa(u) 
+
X(y)dy
a(u)
+
X(u)
→ e−x, x ≥ 0, (4.24)
hence
a(u) ∼
∫∞
u

+
X(y)dy

+
X(u)
, (4.25)
as claimed for this case.
It remains to prove (4.10). In case (i), when H ∈ RV(1 − γ − β) and X ∈ RV(−β), the
relation (4.22) gives

+
X(u) ∼
β − 1
u
∫ ∞
u

+
X(y)dy
(4.26)
∼
(
c(γ,β)+ (β − 1)dH ∗
AH ∗(u)
)
H(u)AH ∗(u)
u
.
(a) When γ ∈ (0,1), this implies (4.10) with cγ,β = c(γ,β)+ (β −1)dH ∗/EH ∗1 , for EH ∗1 ≤ ∞.
(b) When γ = 0, c0,β = c(0, β) for EH ∗1 = ∞ and, for EH ∗1 < ∞.
c0,β = c(0, β)+ (β − 1)dH ∗
EH ∗1 − dH ∗
= β + (β − 1)dH ∗
EH ∗1 − dH ∗
= βEH
∗
1 − dH ∗
EH ∗1 − dH ∗
= βEH
∗
1 − dH ∗
AH ∗(∞) .
In case (ii), when X ∈ MDA(	), (4.23) and (4.24) give, instead of (4.26),

+
X(u) ∼
1
a(u)
∫ ∞
u

+
X(y)dy ∼
(
c(γ,β)+ dH ∗
AH ∗(a(u))
)
H(u)AH ∗(a(u))
a(u)
. (4.27)
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(a) When γ ∈ (0,1) this implies (4.10) with cγ,β = c(γ,β) + dH ∗/EH ∗1 , for EH ∗1 ≤ ∞.
(b) When γ = 0, c0,β = 1 for EH ∗1 = ∞ and, for EH ∗1 < ∞,
c0,β = c(0, β)+ dH ∗
EH ∗1 − dH ∗
= 1 + dH ∗
EH ∗1 − dH ∗
= EH
∗
1
EH ∗1 − dH ∗
= EH
∗
1
AH ∗(∞) .
This completes the proof of Proposition 4.2. 
Doney [9], Corollary 4, page 31 (interchange +/− in his result), shows that, when
limt→∞ Xt = −∞ a.s., E|X1| < ∞ if and only if EH ∗1 < ∞, and then E|X1| = qEH ∗1 . The
following proposition generalises this, allowing for EH ∗1 = ∞.
Proposition 4.3. Assume limt→∞ Xt = −∞ a.s. and A∗X(∞) = ∞, or, equivalently, EH ∗1 = ∞.
Then
lim
x→∞
A∗X(x)
AH ∗(x)
= q. (4.28)
Proof. Assume limt→∞ Xt = −∞ a.s. and AH ∗(∞) = ∞. The integral term in (4.7) can be
written as ∫
(0,∞)
(
H ∗(u)−H ∗(y + u)
)
H(dy)
=
∫
(0,∞)
H(y)dy
(
H ∗(u)−H ∗(y + u)
)
after integrating by parts. So, by integrating (4.7) over 1 ≤ u ≤ x, we have
A∗X(x)− q
∫ x
1
H ∗(u)du = dH
(
H ∗(1)−H ∗(x)
)+ I (x), (4.29)
where
I (x) =
∫
(0,∞)
H(dy)
∫ x
1
(
H ∗(u)−H ∗(y + u)
)
du.
We can bound the inner integral by(∫ x
1
−
∫ x+y
1+y
)
H ∗(u)du =
(∫ 1+y
1
−
∫ x+y
x
)
H ∗(u)du
≤
∫ 1+y
1
H ∗(u)du ≤ yH ∗(1).
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Then, for any K > 0,
I (x) ≤ H ∗(1)
∫ K
0
yH(dy)+
∫ ∞
K
H(dy)
∫ x
1
(
H ∗(u)−H ∗(y + u)
)
du
≤ H ∗(1)
∫ K
0
yH(dy)+
∫ ∞
K
H(dy)
∫ x
1
H ∗(u)du (4.30)
≤ H ∗(1)
∫ K
0
yH(dy)+H(K)AH ∗(x).
Since AH ∗(∞) = ∞, when we divide by AH ∗(x) and let x → ∞ and then K → ∞ in (4.30),
we get limx→∞ I (x)/AH ∗(x) = 0. Then (4.28) follows from (4.29). 
Remark 4.1. (i) We mention that a random walk version of Proposition 4.3 is (in a different
notation) in Lemma 1 of Denisov, Foss, and Korshunov [8].
(ii) When (2.13) holds, that is, AH ∗ ∈ RV(γ ) with γ ∈ [0,1), and AH ∗(∞) = ∞, then
A∗X(∞) = ∞ and, by (4.28), A∗X ∈ RV(γ ). The latter is equivalent to
lim
x→∞
x
−
X(x)
A∗X(x)
= γ. (4.31)
This is also true when AH ∗(∞) < ∞, equivalently, A∗X(∞) < ∞. [Compare with (2.15).]
5. The case γ = 0 (including finite mean)
Assume (2.1) and (2.13) with γ = 0, so AH ∗ ∈ RV(0), or, equivalently, xH ∗(x) = o(AH ∗(x))
as x → ∞. Now (e.g., use Theorem 4.4 of Doney and Maller [11] with +/− interchanged) (2.1)
implies
x
+
(x)
A∗X(x)
≤ A
+
X(x)
A∗X(x)
→ 0 as x → ∞ (5.1)
if A∗X(∞) = ∞, otherwise A∗X(∞) < ∞ and then A+X(∞) < ∞ and limx→∞ x+(x) = 0. Thus,
since also x−X(x) = o(A∗X(x)) by (4.31),
A(x) := γ ++(1)−−(1)+A+X(x)−A∗X(x) ∼ −A∗X(x) as x → ∞,
and we see that x(x) = o(−A(x)) as x → ∞. This means that Xt is negatively relatively stable
(Doney and Maller [11]), or, equivalently, X∗t is positively relatively stable, as t → ∞. Conse-
quently, we can employ a version of the weak law of large numbers even if the mean is infinite;
specifically there is a continuous, increasing function c(·) ∈ RV(1) such that X∗t /c(t) P−→ 1 as
t → ∞. The function c(·) can be chosen to be strictly increasing and to satisfy
c(x) = xA∗X
(
c(x)
)
, x > 0,
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and its inverse function b(·) := c−1(·) is given by
b(y)= y
A∗X(y)
, y > 0.
Employing Proposition 4.3, we see that
b(y) = y
A∗X(y)
∼ y
qAH ∗(y)
as y → ∞, (5.2)
when AH ∗(∞) = ∞. When AH ∗(∞) < ∞, and so EX1 ∈ (−∞,0), we simply take c(x) =
|EX1|x and b(x)= x/|EX1|, x > 0.
We define another norming function by r(u) = b(a(u)), and note that c(r(u)) = a(u) and
r(u) ∼ a(u)
qAH ∗(a(u))
(5.3)
when AH ∗(∞) = ∞, and
r(u) = a(u)|EX1| =
a(u)
qEH ∗1
(5.4)
when AH ∗(∞) < ∞. The function r(u) turns out to be the right norming for τu in the present
situation.
Proof of Theorem 3.1. Assume (2.1) and (2.10), and that (2.13) holds with γ = 0. Then
parts 1(a) and (b) of the theorem are equivalent by Proposition 4.1 applied to the subordina-
tor Y :=H, and part 1(c) follows from part 1(b) by Proposition 4.2. We now show that part 1(c)
implies part 2. 
Proposition 5.1. Assume (2.1) and (2.10), and additionally that AH ∗ ∈ RV(0), and either
(i) +X ∈ RV(−β), where β > 1, or (ii) X ∈ MDA(	). Then the conclusions of part 2 of Theo-
rem 3.1 hold.
Proof. A slight extension of a result proved in Doney and Rivero [12] states that, on the event
Xτu− < u, the joint distribution of (τu,Xτu−) is given by
P(τu ∈ dt,Xτu− ∈ dy) (5.5)
= P(Xt ∈ dy,Xt ≤ u)+X(u− y)dt, t > 0, u > 0, y ∈R.
Thus, τu has a density, and for ε > 0 we can write (recall that Z(u) = −Xτu− = X∗τu−)
P
(
τu ∈ r(u)dt,Z(u) ∈
[
(1 − ε)c(τ(u)), (1 + ε)c(τu)])
=
∫
[(1−ε)c(tr(u)),(1+ε)c(tr(u))]

+
X(u+ y)P
(
X∗tr(u) ∈ dy,Xtr(u) ≤ u
)
dt.
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Under the assumptions of the proposition, the limit relation (4.9) holds, and also c(·) ∈ RV(1)
implies c(tr(u)) ∼ t (c(r(u))) = ta(u). So the last integral is asymptotically equivalent to∫
[(1−ε)t,(1+ε)t]

+
X
(
u+ ya(u))P (X∗tr(u) ∈ a(u)dy,Xtr(u) ≤ u)
∼ r(u)+X(u)
∫
[(1−ε)t,(1+ε)t]
P(C > y)P
(
X∗tr(u) ∈ a(u)dy,Xtr(u) ≤ u
)
= r(u)+X(u)
{∫
[1−ε,1+ε]
P(C > ty)P
(
X∗tr(u)
ta(u)
∈ dy
)
+ o(1)
}
,
where we use the fact that P(Xtr(u) > u) ≤ P(X∞ > u) → 0 as u → ∞. This follows because
X∞ = supt≥0 Xt is a finite r.v. a.s. under (2.1).
Next, since
X∗tr(u)
ta(u)
∼ X
∗
tr(u)
tc(r(u))
P−→ 1,
for all t > 0, we deduce that∫
[1−ε,1+ε]
P(C > ty)P
(
X∗tr(u) ∈ ta(u)dy
)= P(C > t)+ o(1),
so that
P (u)
(
τu ∈ r(u)dt,Z(u) ∈
[
(1 − ε)c(τu), (1 + ε)c(τu)
])
∼ r(u)
+
X(u)P (C > t)dt
P (τu < ∞) (5.6)
∼ a(u)
+
X(u)P (C > t)dt
H(u)AH ∗(u)
(
by (2.11) and (5.3))
→ c0,βP (C > t)dt
(
by (4.10)).
The evaluation of c0,β from (4.10) (and see the end of the proof of Proposition 4.2) shows that
the limit here is a probability density function, and since it does not depend on ε, we deduce that
(3.1) holds, and also that, conditioned on τu = tr(u), the P (u)-distribution of X∗(τu−)/c(τu)
converges to the distribution concentrated on 1. 
Remark 5.1. The event {Xτu− < u} to which (5.5) is restricted has P (u)-probability approach-
ing 1 as u → ∞. This follows since limu→∞ P(Z(u)/a(u) ≤ 0) = 0 in conditions (a)–(c) of
Theorem 3.1 (and similarly in Theorem 3.2), so we have
P (u)(Xτ(u)− = u) = P (u)
(
Z(u) = −u)≤ P (u)(Z(u) ≤ 0)→ 0 as u → ∞.
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To extend (3.1) to the k-dimensional distributions, we take 0 < s1 < s2 < · · ·< sk < 1, set
Ak :=
{
1 − ε ≤ X
∗(siτu)
sic(τu)
≤ 1 + ε for i = 1,2, . . . , k
}
,
and apply the previous argument to
P
(
Ak, τu ∈ r(u)dt,Z(u) ∈
[
(1 − ε)c(τ(u)), (1 + ε)c(τu)]).
We find that
P (u)
(
Ak, τu ∈ r(u)dt,Z(u) ∈
[
(1 − ε)c(τu), (1 + ε)c(τu)
])→ c0,βP (C > t)dt,
and the convergence of the k-dimensional distributions follows.
To include the behaviour of the overshoot, we need the following result.
Lemma 5.1. For u > 0, z ≥ 0, and x ≥ 0 we have
P (u)
(
Z(u) ∈ dz,O(u) > x)= P (u)(Z(u) ∈ dz)+X(u+ x + z)

+
X(u+ z)
.
Proof. Using the quintuple law in Doney and Kyprianou [10] twice gives
P
(
Z(u) ∈ dz,O(u) > x) = ∫
0<w≤u
G(dw)G∗(u−w − dz)+X(u+ x + z)
=
∫
0<w≤u
G(dw)G∗(u−w − dz)+X(u+ z)

+
X(u+ x + z)

+
X(u+ z)
= P (u)(Z(u) ∈ dz)+X(u+ x + z)

+
X(u+ z)
.
(Note that there is no issue of creeping to take into account since O(u) > 0 implies Xτu > u.) 
Corollary 5.1. Under the assumptions of Proposition 5.1, the P (u)-finite-dimensional distribu-
tions Y(u), defined in (3.2), converge to those of (V ,U,V, (V D(0)(s))0≤s≤1).
Proof. The result for (
Z(u)
a(u)
,
τu
b(a(u))
,
(
X∗(sτu)
a(u)
)
0≤s≤1
)
is immediate from Proposition 5.1, and since, given Z(u), O(u) is independent of the pre-τu σ -
field, we need only check that
P
(
O(u) > xa(u)|Z(u) = a(u)z)→
⎧⎨⎩
(
1 + z
1 + z+ x
)β
, in case (i),
e−x, in case (ii).
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But this is immediate from Lemma 5.1. 
In particular, when part 1(c) of Theorem 3.1 holds, we have from Corollary 5.1 that the P (u)-
distribution of O(u) converges to that of U , so 1(a) holds. Thus, parts 1(a)–(c) are proved equiv-
alent.
Finally, for part 3 of Theorem 3.1, we show that the convergence in this result can be replaced
by weak convergence on the Skorokhod space.
Proposition 5.2. Under the assumptions of Proposition 5.1, the P (u)-distribution of Y(u) con-
verges weakly on R3 ×D0[0,1] as u → ∞.
Proof. Put Y(u) = (W(u),X(u)), where
W(u) :=
(
Z(u)
a(u)
,
O(u)
a(u)
,
τu
b(a(u))
)
and X(u) :=
(
X∗(sτu)
a(u)
)
0≤s≤1
.
We need only prove tightness. This will follow if we can show that for any ε > 0 there is a
compact subset of K of R3 × D0[0,1] such that lim supu→∞ P (u)(Y(u) ∈ Kc) ≤ ε. We will do
this with K = K1 × K2, where K1 ⊂ R3 is of the form {1/D < xr < D, r = 1,2,3}, K2 ⊂
D0[0,1] will be specified later, and D is fixed with P (u)(W(u) ∈ Kc1) ≤ ε/2 for large u. So it
suffices to show that lim supu→∞ P (u)(Y(u) ∈K1 ×Kc2) ≤ ε/2. This probability is dominated by
P (u)
(
B ∩ (X(u) ∈Kc2))
where
B =
{
τu
r(u)
∈ (D−1,D), Z(u)
a(u)
∈ (D−1,D)}.
But (recall c(r(u)) = a(u) and (5.5))
P (u)
(
X(u) ∈Kc2 ,B
)
≤ 1
P(τu < ∞)
∫ r(u)D
r(u)/D
∫
z∈(D−1,D)
dtP
(
X∗t ∈ a(u)dz,X(u) ∈Kc2
)

+
X
(
u+ a(u)z)
(5.7)
≤ 
+
X(u)
P (τu < ∞)
∫ r(u)D
r(u)/D
dtP
((
X∗st
a(u)
,0 ≤ s ≤ 1
)
∈ Kc2
)
= r(u)
+
X(u)
P (τu < ∞)
∫ D
1/D
dtP
((
X∗r(u)st
c(r(u))
,0 ≤ s ≤ 1
)
∈ Kc2
)
.
As shown in (5.6), the factor
r(u)
+
X(u)
P (τu < ∞) → c0,β as u → ∞.
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Also, since (X∗ys/c(y))0≤s≤1 is tight as y → ∞, we can choose K2 such that when D−1a(u) is
sufficiently large,
P
(
sup
t∈(D−1,D)
(
X∗r(u)st
c(r(u))
,0 ≤ s ≤ 1
)
∈Kc2
)
≤ ε,
and the result follows. 
6. The case 0 < γ < 1 (infinite mean)
Throughout this section, our standing assumptions (and notations) will be those of Theorem 3.2,
namely, (2.1) and (2.10) hold, and (2.13) holds with γ ∈ (0,1). By the monotone density theorem,
the latter is equivalent to

−
X(x) ∼ γ x−1A∗X(x) ∈ RV(γ − 1) as x → ∞. (6.1)
From (5.1), we then deduce limx→∞ +X(x)/
−
X(x) = 0. This together with (6.1) means that X∗
is in the domain of attraction of a standard stable subordinator, D, of parameter γ := 1 − γ ∈
(0,1). Thus, we can find a continuous, increasing function c(·) such that (X∗su/c(u))s>0 D→ D,
and one can check that
u
−
X
(
c(u)
)→ 1/(γ ).
Write b(·) for the inverse of c(·), so that b(·) ∈Rγ , and
b(u) ∼ 1
(γ )
−
X(u)
. (6.2)
Put r(u) = b(a(u)), so that
r(u) ∼ 1
(γ )
−
X(a(u))
∼ a(u)
(1 + γ )A∗X(a(u))
(
by (6.1)
)
. (6.3)
A version of Stone’s stable local limit theorem (see Proposition 13 of Doney and Rivero [12])
implies that
P(X∗tv ∈
(
c(v)z, c(v)z+])= 
c(v)
(
ht (z)+ o(1)
) (6.4)
as v → ∞, uniformly for z ∈R,  ∈ [0,1], for any fixed 0 <0 <1 < ∞, and t ∈ [T0, T1],
for any fixed 0 < T0 < T1 < ∞. Here ht (z)dz = P(Dt ∈ dz) [see (3.5)], so that, in particular, the
term ht (z) is zero for z < 0. A simple consequence of this is the existence of constants v0 and C
such that for all v ≥ v0,  ∈ [0,1], and t ∈ [T0, T1],
P
(
X∗tv ∈
(
c(v)z, c(v)z+])≤ C
c(v)
. (6.5)
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Notice that if we put v = r(u) in (6.4) we have c(v) = c(b(a(u))) = a(u), so an equivalent
version of (6.4) is
P
(
X∗tr(u) ∈
(
a(u)z, a(u)z+])= 
a(u)
(
ht (z)+ o(1)
)
as u → ∞. (6.6)
We have already proved part 1 of Theorem 3.2, except for the implication from parts 1(c)
to (a), and we now show that part 1(c) implies part 2, and then that this implies part 1(a).
Proposition 6.1. Assume (2.1) and (2.10), and that AH ∗ ∈ RV(γ ) with γ ∈ (0,1). Suppose ei-
ther (i) +X(x) ∈ RV(−β), where β > 1−γ , or (ii) +X(x) ∈ MDA(	) and H ∈ S . Then part 2
of Theorem 3.2 holds.
Proof. Under the conditions of the proposition, we have from (5.5)
P
(
τu ∈ r(u)dt,Z(u) ∈
[
za(u), za(u)+])
=
∫
y∈[0,]

+
X
(
u+ za(u)+ y)P (X∗tr(u) ∈ za(u)+ dy,Xtr(u) ≤ u)dt
(6.7)
∼+X
(
u+ za(u)) ∫
y∈[0,]
P
(
X∗tr(u) ∈ za(u)+ dy,Xtr(u) ≤ u
)
dt
∼ +X(u)P (C > z)P
(
X∗tr(u) ∈
[
za(u), za(u)+],Xtr(u) ≤ u)dt.
Write
P
(
X∗tr(u) ∈
[
za(u), za(u)+],Xtr(u) ≤ u)= P1(u)− P2(u),
where, by (6.4),
P1(u) := P
(
X∗tr(u) ∈
[
za(u), za(u)+])= 
a(u)
(
ht (z)+ o(1)
)
, (6.8)
and we will show that
P2(u) := P
(
X∗tr(u) ∈
[
za(u), za(u)+],Xtr(u) > u)= o( 
a(u)
)
, u → ∞. (6.9)
To do this, observe that {Xtr(u) > u} ⊆ {τu ≤ tr(u)}, and decompose P2(u) further according as
τu ≤ tr(u)/2 or tr(u)/2 < τu ≤ tr(u). Thus, write P2(u) = P (1)2 (u) + P (2)2 (u), recall that O(u)
is independent of the pre-τu σ -field, and argue as follows:
P
(1)
2 (u) := P
(
τu ≤ tr(u)/2,X∗tr(u) ∈
[
za(u), za(u)+])
=
∫
0≤s≤tr(u)/2
∫
x>0
P
(
τu ∈ ds,O(u) ∈ dx
)
× P (X∗tr(u)−s ∈ [u+ x + za(u),u+ x + za(u)+]) (6.10)
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≤
∫
0≤s≤tr(u)/2
∫
x>0
P
(
τu ∈ ds,O(u) ∈ dx
) C
c(tr(u)− s)
(
by (6.5))
≤ C
′
c(tr(u))
P (τu < ∞)
= o
(

c(tr(u))
)
.
Next, introduce τ ∗(u) = inf{s: X∗s > u} and σv(u) = sup{s ≤ v: Xs > u}. Use the duality lemma
(Bertoin [3], page 45) to see that for any w and any v > 0
P
(
σv(u) ∈ ds|X∗v = w
)= P (τ ∗(u+w) ∈ v − ds|X∗v = w).
Applying this with v = tr(u) and w = za(u)+ y gives
P
(2)
2 (u) =
∫
[0,]
P
(
tr(u)/2 < τu ≤ tr(u),X∗tr(u) ∈ za(u)+ dy
)
≤
∫
[0,]
P
(
tr(u)/2 < σtr(u)(u) ≤ tr(u),X∗tr(u) ∈ za(u)+ dy
)
=
∫
[0,]
P
(
0 < τ ∗
(
u+ za(u)+ y)< tr(u)/2,X∗tr(u) ∈ za(u)+ dy)
≤ P (0 < τ ∗(u+ za(u))< tr(u)/2,X∗tr(u) ∈ (za(u), za(u)+])
=
∫
0≤v≤tr(u)/2
∫
y>0
P
(
τ ∗
(
u+ za(u)) ∈ dv,X∗v ∈ u+ za(u)+ dy)
× P (Xtr(u)−v ∈ (u+ y −,u+ y])
= o(1)
∫
0≤v≤tr(u)/2
P
(
τ ∗
(
u+ za(u)) ∈ dv) 
c(tr(u)− v)
= o
(

c(tr(u))
)
.
In the last few steps, we used the strong Markov property at τ ∗(u+za(u)), equated P(Xtr(u)−v ∈
(u+y−,u+y]) with P(X∗tr(u)−v ∈ (−u−y+,−u−y]), and used (6.5). Since c(tr(u)) ∼
t1/γ c(r(u)) = t1/γ a(u), this together with (6.10) gives (6.9).
Now for case (i), with a(u) = u and P(C > z) = (1 + z)−β ,
P (u)
(
τu ∈ r(u)dt,Z(u) ∈
[
za(u), za(u)+])
∼ 
+
X(u)P (C > z)P (X
∗
tr(u) ∈ [za(u), za(u)+])dt
P (τu < ∞)
(
by (4.9) and (6.7))
∼ (1 + z)
−β+X(u)ht (z)dt
q−1H(u)a(u)
(
by (6.8) and (2.11)) (6.11)
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∼ (1 + z)
−βqcγ,βAH ∗(u)ht (z)dt
a2(u)
(
by (4.26), with AH ∗(∞) = ∞
)
∼ (1 + z)
−βc(γ,β)ht (z)dt
(1 + γ )a(u)r(u)
(
by (6.3), and cγ,β = c(γ,β)
)
= (1 + z)
−β(β)ht (z)dt
(β + γ − 1)a(u)r(u)
(
by (4.19)).
This gives
lim
u→∞a(u)r(u)P
(u)
(
Z(u) ∈ (za(u), za(u)+], τu ∈ r(u)dt)= ht (z)f (z)dt,
where f (·) is as defined in (3.8), and proves (3.7) for case (i).
In case (ii), we get from (4.10)
P (u)
(
Z(u) ∈ (za(u), za(u)+], τu ∈ r(u)dt)∼ e−z ht (z)
r(u)a(u)
dt = ht (z)f (z)
r(u)a(u)
dt,
and (3.7) is established in this case.
Notice also that, since ht (·) vanishes on the negative half-line, the previous estimates show
that P (u)(−Z(u) ∈ (za(u), za(u) + ], τu ∈ r(u)dt)/dt is uniformly o((r(u)a(u))−1) for z ∈
[0,1] and t ∈ [0, T0].
We have now proved (3.7). It remains to prove (3.9).
For k ≥ 2, we assume first that z1 < z2 < · · · < zk and write (3.9) as
(
a(u)
)k
r(u)P (u)
(
k⋂
i=1
Ci ∩B
)
= θk(z1, z2, . . . , zk, t)
(
k∏
i=1
i + o(1)
)
dt,
where
Ci :=
{
X∗
(
si tr(u)
) ∈ (zia(u), zia(u)+i]}, i = 1,2, . . . , k and
(6.12)
B := {τu ∈ r(u)dt}.
As in the lines leading up to (6.8), we have
P
(
k⋂
i=1
Ci ∩B
)
∼ P
(
k⋂
i=1
Ci ∩ {Xtr(u) ≤ u}
)

+
X
(
u+ zka(u)
)
dt. (6.13)
The event in brackets on the RHS coincides with
⋂k
i=1 C˜i where
C˜i :=
{
X∗(sir) ∈
(
zia(u), zia(u)+i
]
, sup
rsi−1<v≤rsi
Xv ≤ u
}
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and we set r := tr(u). Note that each r(u)(si − si−1) → ∞ uniformly in i = 1,2, . . . , k as
u → ∞. So by the Markov property and stationarity we find that P(⋂ki=1 C˜i) is equal to∫ a(u)zk−1+k−1
a(u)zk−1
P
(
X∗(rsk) ∈
(
zka(u), zka(u)+k
]
, sup
rsk−1<v≤rsk
Xv ≤ u|X∗(rsk−1)= y
)
× P
(
k−1⋂
i=1
C˜i ,X
∗(rsk−1) ∈ dy
)
=
∫ a(u)zk−1+k−1
a(u)zk−1
P
(
X∗
(
r(sk − sk−1)
) ∈ (zka(u)− y, zka(u)− y +k],
Xr(sk−sk−1) ≤ u− y
)
× P
(
k−1⋂
i=1
C˜i ,X
∗(rsk−1) ∈ dy
)
= k
a(u)
(
ht(sk−sk−1)
(
(zk − zk−1)
)+ o(1))× P (u)(k−1⋂
i=1
C˜i
)
,
where the last line uses the result for k = 1 in (3.7). Repeating this argument, a further k − 1
times gives
P
(
k⋂
i=1
C˜i
)
= (a(u))−k k∏
i=1
i
(
k∏
i=1
ht(si−si−1)(zi − zi−1)+ o(1)
)
,
and the result then follows from (6.13) and the previous calculation. Clearly, if any zi ≤ zi−1 the
calculation is still valid, but the above product vanishes. 
Using this local result and Lemma 5.1, we easily obtain convergence of the finite-dimensional
distributions, as claimed in part 3.
Now argue as follows. Equation (3.7) implies that Z(u)/a(u) has a proper limiting distribu-
tion under P (u). By Lemma 5.1, this means that (Z(u)/a(u),O(u)/a(u)) has a proper limiting
distribution under P (u), thus, in particular, O(u)/a(u) has a proper limiting distribution under
P (u). From Proposition 4.1, we then deduce Properties 1(a) and 1(b), and the proof of Theo-
rem 3.2 is completed by repeating the tightness argument of the previous section, almost word
for word. 
Remark 6.1. Assumption (2.10), that H ∈ S , is only needed for application of Proposition 4.1,
where it is used in effect to deduce that H(u) ∼ qP (τu < ∞) via (2.11). We could replace as-
sumption (2.10) with the assumption H(u) ∼ qP (τu < ∞) throughout. But general necessary
and sufficient conditions for the latter in terms of more basic quantities are currently not known.
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Further note that H(u) is not asymptotically equivalent to the more basic quantity 
+
X(u) in
our situation. Vigon’s “équation amicale invers´ee” is
H(u) =
∫
(0,∞)

+
X(y + u)G∗(dy) (6.14)
(recall that G∗ is the renewal measure in the down-going ladder height process H ∗, see (2.14)).
Under the assumption limt→∞ Xt = −∞ a.s., we have G∗(∞) = ∞, and it is not hard to show
from (6.14) that either H ∈ L (see (2.8), or +X ∈ L implies H(u)/+X(u) → ∞.
In general, a sufficient condition for H ∈ S is +X ∈ D ∩L, where D is the class of domi-
natedly varying functions; that is, those for which lim supx→∞ 
+
X(x/2)/
+
X(x) < ∞; see, for
example, Foss, Korshunov and Zachary [15], page 11. So we can replace Assumption (2.10) by

+
X ∈ D ∩ L throughout. In particular, +X ∈ D if +X is regularly varying with index −α for
α ≥ 0.
Further connections between H and X are in Proposition 5.4 of Klüppelberg, Kyprianou
and Maller [18] and the related discussion.
7. Random walks and compound Poisson processes
We can specialize our results to the case that X is a compound Poisson process of the form
Xt = SNt , where (Sn,n ≥ 0) is a random walk and (Nt , t ≥ 0) is an independent Poisson counting
process of unit rate. Then, writing Zn and Z∗n for the nth strict increasing and weak decreasing
ladder heights in S, we have also that Ht = ZNt and H ∗t = Z∗Nt for all t ≥ 0. Then our basic
assumptions, (2.1) and (2.10) are equivalent to
Sn
a.s.→ −∞ and J ∈ S,
where J (dx) = P(Z1 ∈ dx|Z1 ∈ (0,∞)). It is also clear that, with τS(u) := inf{n: Sn > u}, we
have the identity
τu =
τS(u)∑
1
ei,
where the ei are i.i.d. Exp(1) random variables. Clearly, the event {τu < ∞} coincides a.s. with
the event {τS(u) < ∞}, so P (u)(·) has an unambiguous meaning and, furthermore, it is straight-
forward to show that for any r(u) → ∞ as u → ∞, the statements
r(u)P (u)
(
τS(u) = [tr(u)])→ g(t)
and
r(u)P (u)
(
τu ∈ r(u)dt
)→ g(t)dt
are equivalent. Also the spatial quantities Z(u)S := S∗(τS(u)) and O(u)S := S(τS(u))− u coincide
with Z(u) and O(u).
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We claim that this allows us to deduce versions of Theorems 3.2 and 3.1 for random walks,
with very minor changes. Specifically, if F is the distribution of S1 and we replace  and H in
those results by F and J , then Theorem 3.1 requires only replacing g(u)(tr(u)) by P (u)(τS(u) =
[tr(u)]), and Theorem 3.2 requires only an analogous change to (3.7).
Alternatively, we can prove the random walk results by repeating the Lévy process proof, with
appropriate changes. We refer to Borovkov and Borovkov [6] for general results on heavy-tailed
random walks.
Remark 7.1. An alternative approach to our proofs, suggested by a referee, based on “the prin-
ciple of a single large jump” (developed in Asmussen and Foss [1] for a more general setting
and then considered in Chapter 5, Section 13 of Foss, Korshunov and Zachary [15] for random
walks), may provide a shorter and more intuitive treatment. However, extending these techniques
to the Lévy process situation and dealing with the infinite mean case is not straightforward, and
it is not clear that this approach would deliver the local results or the if and only if conditions
which we establish.
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