Abstract. A long series of previous papers have been devoted to the (one-dimensional) moment problem with nonnegative rational measure. The rationality assumption is a complexity constraint motivated by applications where a parameterization of the solution set in terms of a bounded finite number of parameters is required. In this paper we provide a complete solution of the multidimensional moment problem with a complexity constraint also allowing for solutions that require a singular measure added to the rational, absolutely continuous one. Such solutions occur on the boundary of a certain convex cone of solutions. In this paper we provide complete parameterizations of all such solutions. We also provide errata for a previous paper in this journal coauthored by one of the authors of the present paper.
Introduction
The multidimensional moment problem considered in this paper amounts to finding a nonnegative measure dµ on a compact subset K of R d solving the equations c k = K α k dµ, k = 1, 2, . . . , n, (
where c 1 , c 2 , . . . , c n are given numbers and α 1 , α 2 , . . . α n are given linearly independent basis functions defined on K. More precisely we are interested in measures of the type dµ(x) = P (x) Q(x) dx + dμ(x), (1.2) where P and Q are nonnegative functions on K formed by linear combinations of the basis functions and dμ is a singular measure. Such constraints are nonclassical and motivated by applications. An important special case is to find an absolutely continuous measure
satisfying (1.1), where P and Q are as in (1.2) . Clearly (1.3) is a complexity constraint depending on a finite number of parameters.
In the one-dimensional case, (generalized) moment problems with the complexity constraint (1.3) has been considered in a long series of papers [5] [6] [7] 9, [15] [16] [17] . This study started with the rational covariance extension problem, which is a trigonometric moment problem with rational positive measure formulated by Kalman [22] , i.e., α 1 , α 2 , . . . α n are the trigonometric monomials, e ikx , k = 0, 1, . . . , n − 1. In this case, given moments c 1 , c 2 , . . . , c n that admit solutions of (1.1), it was shown in [12, 13] that there exists a solution (1.3) for each choice of P , and in [10] it was established that this parameterization of the solution set is complete and smooth, i.e., the map from P to Q is a diffeomorphism. A constructive proof based on a certain family of convex optimization problems was given in [1, 3, 4] . These results were modified in steps to the case that α 1 , α 2 , . . . α n are Herglotz kernels in [2, 14, 15, 35] , leading to Nevanlinna-Pick interpolation with positive rational measure and more general moment problems with complexity constraints [5, 6, 8, 9, 18] .
In this paper we begin by generalizing certain results in [6] concerning moment problems over the general class of measures (1.3) to the multidimensional case (d > 1), but we shall also take a fresh look at the case d = 1. However, when allowing P and Q to have zeros in K, the class of measures have to be extended to (1.2) . Unfortunately, a key result for this case in [6] is incorrect, and we take the opportunity to provide a correction in this paper.
The multidimensional moment problem is important in many applications, such as imaging, radar, sonar, and medical diagnostics [11, 21, 32] . A series of papers by Lang and McClellan [28, 29, 31] are of special interest to us, since in a certain sense they provide an interesting overlap with the theory described above. For this reason we shall have reasons to return to some of their results in the rest of this paper.
The outline of the paper is as follows. In Section 2 we define the general multidimensional moment problem and introduce a set of dual cones that will be fundamental in the subsequent results. We present a generalization to the multidimensional case of a theorem by Krein and Nudelman [26, p. 58] on the existence of solutions to the moment problem. In Section 3 we generalize some basic results in [6] for moment problems with rational measure to the multivariable case, and in Section 4 we introduce the basic optimization problem, generalized to the multivariable case, and prove the basic parameterization result in the rational case. In Section 5 we extend the parameterization to the general case when, e.g., P and Q are allowed to have zeros in K, resulting in solutions of the form (1.2). In Section 6 we consider the case when the moments are placed on the boundary of the feasible set. Section 7 is an appendix to which we have deferred some supporting results and proofs for better readability. Finally, Section 8 contains errata for [6] .
The general multidimensional moment problem
Let {α 1 , α 2 , . . . , α n } be a set of real-valued, continuous functions defined on the compact set K ⊂ R d . We assume that K has an interior of dimension d, the closure of which is precisely K. The functions α 1 , α 2 , . . . , α n are assumed to be linearly independent, an assumption that will be retained throughout the paper. This condition holds in most interesting moment problems, as, for example, the trigonometric moment problem, Nevanlinna-Pick interpolation and the power moment problem.
Let P denote the vector space of generalized polynomials
where x = (x 1 , . . . , x d ). We shall use the notation p ∈ P to signify that (2.1) belongs to this class, where p = (p 1 , p 2 , . . . , p n ). Given real numbers c 1 , c 2 , . . . , c n , we shall consider the (truncated) moment problem to determine a bounded nonnegative measure dµ such that (1.1) holds. Whenever convenient, we shall write (1.1) in the vector form
where c = (c 1 , c 2 , . . . , c n ) ′ and α = (α 1 , α 2 , . . . , α n ) ′ are column vectors and prime ( ′ ) denotes transpose. The assumption that the basis functions are real can be done without loss of generality. In fact, in the case of complex basis functions (as, for example, in the trigonometric moment problem) and complex moments, we merely exchange a complex moment equation with two real moment conditions [6] .
Next we define the open convex cone
in the vector space P and denote byP + its closure and by ∂P + is boundarȳ P + \ P + . It is easy to see that, since α 1 , α 2 , . . . , α n are linearly independent, P ≡ 0 if and only if p = 0. Throughout the paper we assume that the zero locus of P has measure zero for each p ∈P + \ {0}. Again many important moment problems, even in the multidimensional case, have this property.
Moreover, we define the dual cone
where c, p is the inner product
Proposition 2.1. The dual cone C + is nonempty ifP + = {0}.
Proof. Take c = K αdx. Then, for any p ∈P + \ {0}, we have
However, due to the continuity and linear independence, P ≡ 0, and hence there is always a small neighborhood in which P > 0. Consequently, the inequality in (2.5) is strict for all p ∈P + \ {0}, and hence c ∈ C + .
The dual cone C + is also an open cone, and we denote byC + its closure and by ∂C + its boundary. Proposition 2.2. Any c ∈ R n satisfying (2.2) for some nonnegative measure dµ belongs toC + .
Proof. If c satisfies (2.2), then
The converse also holds. The proof of the following generalization to the multidimensional case of a result in Krein and Nudelman [26, p. 58 ] is based on Theorem 5.1 and will be deferred to Section 6. Theorem 2.3. Suppose that P + = ∅. Then for any c ∈C + there exists a bounded nonnegative measure dµ such that (2.2) holds.
This theorem ensures that the space
of bounded measures is nonempty for all c ∈C + . However, in general, there are infinitely many solutions, and the extreme points of M c are of particular interest.
Proposition 2.4. Suppose that P + = ∅. Then, for all c ∈C + there is a dµ ∈ M c that is a discrete measure with support in at most n points in K.
Proof. Following the proof of Proposition 6 in [24] , we use the Krein-Millman Theorem [19, 25] to show the existence of an extreme point, and then we show that any extreme point has the claimed properties. The space M c is the intersection of a positive cone and a closed subspace, and hence it is convex and closed. Let p ∈ P + . Then P (x) ≥ ε for some ε > 0, and hence c, p = K P dµ ≥ εµ(K). Therefore the norm (total variation) of the elements of M c is bounded by c, p /ε, which implies that M c is compact in the weak* topology [19, p. 19] . Then, since M c is a compact convex set in a locally convex topological linear space, it is the closure of the convex hull of its extreme points [19, 25] . Since the set M c is non-empty (Theorem 2.3), it has at least one extreme point. We want to prove that the extreme points of M c have support in at most n points. To this end, suppose the contrary. Then there is an extreme point dµ = n+1 k=1 β k dµ k for which the measures dµ k ≥ 0 have distinct support and β k > 0, k = 1, . . . , n + 1, and therefore
has linearly dependent columns, there is a non-trivial affine set of solutions {β k }, which contradicts the assumption that dµ is an extreme point of M c . Hence the extreme points of M c has support in at most n points.
Corollary 2.5. The extreme points of M c have support in at most n points.
In several of the most important one-dimensional moment problems there are matrix test available to check that c ∈ C + . For example, in the trigonometric moment problem, we need to check that a the corresponding Toeplitz matrix is positive definite, and, in the Nevanlinna-Pick interpolation, that the Pick matrix is positive definite. There is also a matrix test for the power moment problem in terms of a Hankel matrix [26] .
In the multidimensional case, checking that c ∈ C + is more complicated, but the following result might provide some help. Proof. The constraint c 0 , p = 1 is a hyperplane that does not pass through the vertex of the coneP + where p = 0. Since, in addition, c 0 ∈ C + , the hyperplane has a compact intersection withP + , and therefore the linear functional c, p has always a minimum there. Then the rest of the proposition follows directly from the definition (2.4).
As a preamble to the solution of the fundamental optimization problem of Section 5, it is instructive to consider the dual problem of (2.7). Differentiating the Lagrangian
where the nonnegative bounded measure dµ ∈ C(K) * and λ are Lagrange multipliers, we obtain 8) and the complementary slackness condition
which implies thatĉ ∈ ∂C + . Since P ≥ 0 on K and dµ is a nonnegative measure, (2.9) also implies that dµ is either identically zero or a singular measure with support in the set of zeros of P . Inserting the stationarity condition (2.8) in the Lagrangian we get the dual functional [30] 
Consequently, the dual problem is
with optimal valueλ. Since these are convex optimization problems and P + = ∅, there is no duality gap [30] , and thereforeλ = V . From this we can construct an alternative proof of Proposition 2.6. In fact, by (2.8),ĉ ∈ ∂C + is equivalent to λc 0 ∈ ∂C + , which holds if and only if λ = 0, since c 0 ∈ C + . Increasing λ through positive values brings c =ĉ + λc 0 into C + , whereas negative values of λ brings c =ĉ + λc 0 outsideC + . This could be compared with the test procedure suggested in [27, p. 3.2.4] . Using a homotopy approach, it was shown in [16] that a certain differential equation has an exponentially attractive point if and only if c ∈ C + . Such a procedure might be preferable from a computational point of view.
Solutions with rational positive measure
We begin by considering rational positive measures of the type
and define the moment map
The following condition is instrumental in ensuring the existence of an interpolating measure of the form (3.1) for each given p ∈ P + , which, as we will see, leads to a complete and smooth parameterization in terms of rational measures.
Condition 3.1. The cone P + is nonempty and has the property
The following modification of Theorem 2.3 is a simple corollary of Theorem 3.4 below, but we state it already here to motivate our interest in rational measures (3.1).
Proposition 3.2. Suppose that Condition 3.1 holds. Then there is a dµ ∈ M c of the form (3.1) satisfying (2.2) if and only if c ∈ C + . This is immediate by taking any p ∈ P + in Corollary 3.5.
Lemma 3.3. Suppose that Condition 3.1 holds and that p ∈ P + . Then the map f p :
Proof. We first prove that (f p ) −1 (C) is bounded. To this end, first note that the set {(c, q) | c ∈ C, q ∈P + , q ∞ = 1} is compact, and hence the bilinear form c, q has a minimum ε there, where ε > 0 since C ⊂ C + . Hence c, q ≥ ε q ∞ . However,
, proving boundedness. Next, let (c k ) be sequence in C converging to c as k → ∞, and let (q k ) be any sequence in
has a cluster pointq in the closureP + . Compactness of (f p ) −1 (C) now follows from the fact thatq ∈ ∂P + . In fact, ifq ∈ ∂P + were the case, we would have
by the assumptions p ∈ P + and Condition 3.1, which contradicts the fact that c, p is finite.
Theorem 3.4. Suppose that Condition 3.1 holds and that p ∈ P + . Then the map f p : P + → C + is a diffeomorphism between P + and C + .
Proof. Since p ∈ P + , the Jacobian
on all of P + . In fact, for a ∈ R n , the quadratic form
if and only if a = 0. Since f p is also proper (Lemma 3.3), it follows from Hadamard's global inverse function theorem [20] that the map f p is a diffeomorphism.
Corollary 3.5. Suppose that Condition 3.1 holds. Then the moment equations
have a unique solution q ∈ P + for each (c, p) ∈ C + × P + . Remark 3.6. As demonstrated in [9] , Condition 3.1 holds in the one-dimensional case if the basis functions (α 1 , α 2 , . . . , α n ) are Lipschitz continuous. In fact, if q ∈ ∂P + , there is an x 0 ∈ K such that Q(x 0 ) = 0. Therefore, if Q is Lipschitz continuous, there exists an ε < 0 and a κ > 0 such that
, and hence
This is a very mild condition, since any reasonable moment problem encountered in applications would have Lipschitz continuous basis functions. Also, if (α 1 , α 2 , . . . , α n ) is a Chebyshev system (or T-system) and contains a constant function, then after a reparameterization P consists of Lipschitz continuous functions [26, p. 37] .
In the multidimensional case, the situation is a bit trickier. As was noted in [16, p. 819 ], Condition 3.1 always holds if K is an interval in R 2 and the basis functions (α k ) are twice differentiable and doubly periodic. However, as the following example from [28] illustrates, this does not hold for d ≥ 3.
, and set
which corresponds to a q ∈ ∂P + since Q(0) = 0. However, this is the only zero of Q, and hence, in checking Condition 3.1, we need only consider a small neighborhood D ε = {x ∈ K | x ≤ ε} of x = 0. A series expansion shows that for sufficiently small ε > 0 we have 1 − cos k ≥ x 2 k /2 on all of D ε , and hence
Changing to spherical coordinates, this becomes
where ϕ := (ϕ 1 , . . . , ϕ d−2 ) and sin ϕ :
. This is clearly finite for d ≥ 3, and hence Condition 3.1 does not hold in these cases. 
so Condition 3.1 is not satisfied. In this case, f p : P + → C + is not a diffeomorphism, so we have a counterexample to the statement of Theorem 3.4 with Condition 3.1 removed. In fact, f p is not even continuous in all points. Take p := (1, 0, 0) ∈ P + and a sequence q k := 3(k −2 , 2k −1 , 1) ∈ P + , which tends to q ∞ := (0, 0, 3) as k → ∞. Then P = 1 and Q k (x) = 3(x 1/3 + k −1 ) 2 , and hence P/Q k → P/Q ∞ = 3x −2/3 for all x = 0. However, by (3.6), f
. Moreover, we observe that the substitution y = x 1/3 transforms the basis to α(x) = (1, x, x 2 ), which is Lipschitz continuous. However, now P (x) = x 2 , and hence p ∈ ∂P + , so this is not a counterexample to Theorem 3.4. We may even modify this example so that f p 1 (q k ) < ∞ for all finite k. To this end, choose
, which again tends to q ∞ := (0, 0, 3). However, it can now be shown that
as k → ∞, which again shows that f p is not continuous.
The optimization problem
Next, given the moment map (3.2), following [5, 6] we construct the 1-form
Taking the exterior derivative (on P + ) we obtain dω = K P Q 2 dQ ∧ dQdx = 0, i.e., the 1-form ω c is closed. Therefore, since P + is an open convex set and hence Euclidean, there exists by the Poincaré Lemma [37] a smooth function J c p on P + such that
with the integral being independent of the path between two endpoints. Computing the path integral, one finds that 
and consequently, in view of (3.4), the Hessian H(q) of J c p is given by
where the integrand P/Q 2 is nonnegative. Since by assumption the zero locus of P has measure zero, P/Q 2 is zero at most on a subset of K of measure zero, and consequently H(q) > 0 for the same reason as in the proof of Proof. Let (q k ) be a sequence inP + converging to q ∈P + in L ∞ -norm. Since the functions (Q k ) and Q are continuous on a compact set K, the convergence Q k → Q as k → ∞ is uniform. Since Q is a continuous function on a compact set, max x Q < ∞. Moreover, since the convergence is uniform, we have that sup k max x Q k < ∞. Hence there is an M such that max x Q ≤ M and sup k max x Q k ≤ M , and thus
Therefore, by Fatou's lemma, We note in passing that, for (p, c) ∈ P + × C + , the convex optimization problem to minimize J c p over all q ∈ P + is the dual of the problem to maximize
over all Φ ∈ F + satisfying the moment condition
where F + is the class of positive functions in L 1 (K). In fact, we have the following duality result.
Theorem 4.5. Suppose that (p, c) ∈ P + × C + and that Condition 3.1 holds. Then the optimization problem to maximize (4.2) over all Φ ∈ F + satisfying the moment condition (4.3) has a unique solution
whereq is the unique minimizer of J c p . Moreover,
Proof. Given Lagrange multipliers q = (q 1 , q 2 , . . . , q n ), form the Lagrangian
which is finite for any fixed q ∈ P + . Setting the Fréchet differential δL(Φ, q; δΦ) =
for all δΦ, we obtain the stationary point Φ = P/Q, which inserted into the Lagrangian yields
Since Φ → L(Φ, q) is concave for any q ∈ P + , we have L(Φ, q) ≤ L(P/Q, q) for all Φ ∈ F + . However, by Theorem 4.4, there is a unique q ∈ P + such that Φ := P/Q satisfies (4.3), namelyq, and hence
for all Φ ∈ F + satisfying (4.3), proving the required optimality.
The choice P ≡ 1 yields the maximum entropy solution of the moment problem. This duality has been extensively discussed in [1-5, 8, 9, 18] in the one-dimensional case, but it is actually already covered in the present multidimensional case in the more general framework of weighted maximum entropy optimization in [28, 29, 31] , although parameterization of rational solutions and related issues are not considered in these papers. Theorem 4.6. Suppose that Condition 3.1 holds and c ∈ C + . Then the map g c : P + → P + , restricted to P + , is a diffeomorphism onto its image Q + .
Proof. Since g c is continuous and injective (Theorem 4.4), Q + is an open set of the same dimension as P + . By definition, g c : P + → Q + is also surjective. Next define the function
Then the moment equations (stationarity condition) can be written ϕ(p, q) = 0. Since
is positive definite on all of P + × P + , the Implicit Function Theorem implies that q = g c (p) where g c is continuously differentiable. Moreover,
is negative definite. Hence, by the Inverse Function Theorem, the inverse function (g c ) −1 is also continuously differentiable. Consequently, g c :
Together with Corollary 3.5, Theorem 4.6 yields a complete parameterization of all solutions of the rational moment equations (3.5) . This generalizes to the multidimensional case the corresponding results in [6] , which in turn are generalizations of the results in [10] .
If q ∈ ∂P + , it follows that q ∈ Q + := g c (P + ) ⊂ P + , and hence, by Theorem 4.6, p ∈ P + , and thus p ∈ ∂P + . This yields the following corollary.
Corollary 4.7. Suppose that Condition 3.1 holds, c ∈ C + , and P/Q satisfies the rational moment condition (3.5). Then q ∈ ∂P + implies that p ∈ ∂P + . Note, however, that the converse is not true. In fact, a q ∈ ∂Q + could be contained in P + as the following simple one-dimensional example shows. Let K = [−π, π], α 1 = 1 and α 2 = cos x, and suppose that P (x) = 1 − cos x and Q(x) ≡ 1. Then c = (1, −1/2). Since c has a positive definite Toeplitz matrix, c ∈ C + . Moreover, since P (0) = 0, p ∈ ∂P + , and therefore, by Theorem 4.6, q = (1, 0) ∈ ∂Q + . However, clearly q ∈ P + .
Moreover, again Condition 3.1 is crucial. In fact, in Example 3.8, where this condition does not hold, q ∈ ∂P + whereas p ∈ P + is in the interior. However, under the variable substitution y = x 1/3 , which makes the basis Lipschitz continuous so that Condition 3.1 holds, p moves to the boundary ∂P + .
Solutions on the boundary
If Condition 3.1 holds and p ∈ P + , then J c p has a unique minimum in the open cone P + , which solves the moment equations (3.5). On the other hand, if these conditions are not satisfied, the minimizer may end up on the boundary ∂P + , leading to complications described in [33, 34] for the special case of rational covariance extension. Therefore, in the present more general situation, the constraint Q(x) ≥ 0 becomes essential for solving the optimization problem.
Theorem 5.1. Let (p, c) ∈ (P + \ {0}) × C + . Then there exists a unique pair (q,ĉ) ∈P + \ {0} × ∂C + such that
where dμ is a (not necessarily unique) singular bounded nonnegative measure such that supp(dμ) ⊂ null(Q), i.e., the support of the discrete measure dμ is contained in the set of zeros ofQ. The vectorq is the unique minimizer of (4.1) overP + , andĉ ∈ ∂C + .
Proof. Since Q ∈ C(K), Lagrange relaxation leads to the Lagrangian
where q ∈P + , and where the Lagrange multiplier dµ ∈ C(K) * is a nonnegative measure.
2 Then setting
equal to zero, we obtain (5.1) for the saddle point (q,μ) [30] . By Theorem 4.4, the minimizerq is unique. Then it is seen from (5.1a) thatĉ is also unique. if and only ifq
Note thatĉ = 0 wheneverq ∈ P + , since thenQ(x) > 0 on all of K. This is the situation of Corollary 3.5. Ifq ∈ ∂P + , we have supp(dμ) ⊂ null(Q). Althoughĉ in (5.1b) is unique, the measure dμ may not be unique in general, as can be seen from the following examples. 
Hence 0 < γ < 2. Let q ∈P + \{0} be arbitrary. If q 1 = 0, we have q 2 > 0, and hence c, q = γq 2 > 0. If q 1 > 0, we have c, q = 2q 1 + γq 2 ≥ 2 − γ 2 q 1 > 0. Therefore c, q > 0 for all q ∈P + \ {0}, and hence c ∈ C + . Next taking P =Q = α 2 , we have P (1) =Q(1) = 0, i.e., p =q = (0, 1) ′ ∈ ∂P + . Then formingĉ
ĉ, q = q 1 ≥ 0 for all q ∈P + \ {0}, and henceĉ ∈C + . Moreover, ĉ,q = q 1 = 0, soĉ ∈ ∂C + . Consequently, by Corollary 5.2,q is the minimizer of J c p , and hence the support of the measure dμ in (5.1b) is contained in null(Q) = null(α 2 ). However α 2 (t) have infinitely many zeros, and any measure dµ = dx + dμ such thatμ(K) = 2 − γ and supp(dμ) ⊂ null(Q) is a solution. for some a 1 , . . . , a m ∈ R n , where m ≤ n.
Proof. Inserting (5.6) into (5.1b) yieldŝ
which has a unique solution (a 1 , a 2 , . . . , a m ) if α(x 1 ), α(x 2 ), . . . , α(x m ) are linearly independent.
Example 5.7. In the one-dimensional case (d = 1), α(x 1 ), α(x 2 ), . . . , α(x m ) are linearly independent for all distinct point x 1 , x 2 , . . . , x m such that m ≤ n − 1 in any T-system [23, 26] , for example, the trigonometric and power moment problems, and also the Herglotz basis used in Nevanlinna-Pick interpolation. In these cases the zero set of Q will always satisfy the linear independence property of Proposition 5.6, resulting in a unique dμ.
Theorem 5.8. Let (p, c) ∈ (P + \ {0}) × C + . Suppose that Condition 5.5 holds for the minimizerQ of (5.4) and let dµ = P/Qdx + dμ be the unique corresponding measure in (5.5). Moreover, let (p k ) be a sequence inP + such that p k → p as k → ∞, and let
Proof. We want to show that
for an arbitrary f ∈ C(K). We may choose ρ ∈ P such that ρ(x) = f (x) for x ∈ null(Q). In fact, if ρ(x) = r ′ α(x), it follows from the fact that α(x 1 ), α(x 2 ), . . . , α(x m ) are linearly independent (Condition 5.5) that the system of linear equations
has a unique solution. Then, setting g = f − ρ, null(Q) ⊂ null(g). Moreover, since dµ k and dµ both satisfy the moment condition (2.2), we have K ρ dµ k = K ρ dµ = c, r , and hence it is sufficient to show that
Next, fix ǫ > 0, and choose M so that sup k µ k (K) ≤ M and µ(K) ≤ M . Let B δ := {x 0 + x 1 ∈ K | x 0 ∈ null(Q), x 1 2 < δ}, where δ > 0 is chosen so that |g(x)| < ǫ/(2M ) on B δ , which can be done since g is continuous and g(x) = 0 on null(Q). By Theorem 5.1, supp(dμ) ⊂ B δ . Also, sinceQ k →Q uniformly (Theorem 4.4), it follows that, for k sufficiently large, null(Q k ) ⊂ B δ , and hence, supp(dμ k ) ⊂ B δ (Theorem 5.1). Thus for k large enough, we have
The first term is bounded by ǫ (by the definition of B δ ) and the second term tends to zero since P k /Q k → P/Q uniformly on K \ B δ . Since ǫ > 0 is arbitrary, the limit of K g(dµ k − dµ) as k → ∞ of (5.8) is zero, and weak * convergence dµ k → dµ follows.
In many classical one-dimensional moment problems, such as the power moment problem and the trigonometric moment problem, there will be cancellation of common factors in P and Q. With more general basis functions this is not necessarily the case. In multidimensional generalizations of the classical problems such cancelation may or may not occur. Example 5.4 shows a situation where there is cancelation, whereas no cancellation occurs in the next simple example. ′ . Moreover,
showing that it is integrable. Set c := K α P Q dx. Then c, r = K R P Q dx > 0 for all r ∈P + \ {0}, so c ∈ C + . Consequently, we have an example wherê c = 0 and both p and q belong to ∂P + , but there is no cancellation.
Moments on the boundary
If c ∈ ∂C + , there is a q 0 ∈P + \{0} such that c, q 0 = 0. Then J c p (λq 0 ) → −∞ as λ → ∞. Consequently, the functional (4.1) has no minimum. Then dµ in (1.1) cannot have a rational part. In fact, if dµ is given by (1.2), then
Since the first term is positive and the second in nonnegative, there could be no rational part in dµ. Moreover, dμ must have support in null(Q 0 ). More precisely, we have the following representation (c.f., Appendix A [31] ).
Proposition 6.1. Suppose that P + = ∅. Then, for any c ∈ ∂C + , there exists a dµ ∈ M c with support in at most n − 1 points in K.
Proof. Since c ∈C + , it follows from Proposition 2.4 that there is a dµ ∈ M c with support in at most n points x 1 , x 2 , . . . , x n . Then dµ = n ℓ=1 β ℓ dµ ℓ for some non-negative coefficients β ℓ , where dµ ℓ = δ(x−x ℓ ) is the Dirac measure, for ℓ = 1, 2, . . . , n. If β ℓ = 0 for some ℓ, then dµ has support in at most n − 1 points, so only the case that β ℓ > 0 for ℓ = 1, 2, . . . , n, remains. Now, since c ∈ ∂C + , there is a p ∈P + \ {0} such that c, p = 0, i.e.,
α(x ℓ )β ℓ and hence {α(x 1 ), . . . , α(x n )} are linearly dependent. Therefore one of the measures dµ ℓ can be eliminated in the representation
proving that only a measure dµ with support in n − 1 is needed.
Next we provide the deferred proof of Theorem 2.3, which is based on Theorem 5.1 only.
Proof of Theorem 2.3. From Theorem 5.1 we know that a solution of (2.2) exists for all c ∈ C + . Hence it just remains to show that there is a solution for all c ∈ ∂C + . For any c ∈ ∂C + , let c ε = c + εc 0 , where c 0 ∈ C + . The existence of such a c 0 is insured by Proposition 2.1 since P + = ∅. Then c ε ∈ C + for all ε > 0. Therefore, by Theorem 5.1 and the fact that P + = ∅, we know that there exist a bounded measure dµ ε ∈ C(K) * of the form dµ ε = (P/Q ε )dx + dμ ε such that c ε = K αdµ ε for some p ∈P + \ {0}. Now, since P + = ∅, there is a p 0 ∈ P + , and there is a δ > 0 such that P 0 (x) ≥ δ for all x ∈ K. Then 
Appendix
The following lemma, showing that J c p is bounded from below, is a direct generalization of Proposition 2.1 in [6] , and the proof follows along the same lines as in [6] . for all q ∈P + \ {0}.
Proof. The linear form c, q has a minimum, m c , on the compact set {q ∈ P + | q ∞ = 1}. Since c ∈ C + , m c > 0. Hence for an arbitrary q ∈P + \ {0} we have c, q = c,∞ q ∞ ≥ m c q ∞ .
Next we observe that
where M := max k,x |α k |. This maximum exists and is positive and finite, since the basis functions {α k } are continuous and K is compact. Consequently, taking ǫ c := m c /M > 0, we obtain c, q ≥ ǫ c Q ∞ .
Next we consider the integral part of J c p , namely
Since P ∈P + \ {0} is fixed, ǫ p := K P dx > 0. Therefore
However, the integrand in the second term is nonpositive, and hence (7.1) follows. 
Q0
Q1 dx = c, q 0 is finite. Here we can make the first term less or equal to δ/2 by choosing ε sufficiently small. Then, set K(ε) := 2 log(Q 1 + εQ 0 ) ∞ , and take P 2 − P 1 1 ≤ δ/K(ε), from which (7.3a) follows. The inequality (7.3b) follows by the same line of argument.
