On eigen-structure of a nonlinear map in Rn  by Choi, Y.S. et al.
Linear Algebra and its Applications 399 (2005) 141–155
www.elsevier.com/locate/laa
On eigen-structure of a nonlinear map in Rn
Y.S. Choi, I. Koltracht ∗, P.J. McKenna
Department of Mathematics, University of Connecticut, Storrs, CT 06269-3009, USA
Received 15 March 2004; accepted 7 September 2004
Available online 13 November 2004
Submitted by C.-K. Li
Abstract
A nonlinear eigenvalue problem for a cubic perturbation of an irreducible Stieltjes matrix is
considered. It is shown that for any fixed eigenvalue the number of eigenvectors is finite with
the upper bound given by 3n. The lower bound on the number of eigenvectors depends on
the position of the eigenvalue of the nonlinear equation relative to eigenvalues of the Stielt-
jes matrix. This study is partially motivated by the analysis of discretized Gross–Pitaevskii
equations which play a role in modeling of the Bose–Einstein condensation of matter at near
absolute zero temperatures. In addition to standard matrix techniques, results from Lusternik–
Schnirelmann category theory, from Groebner basis theory, and from Degree Theory are used.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper we consider the following nonlinear eigenvalue problem in Rn,
Ax + kx3 = λx, (1)
where x = [x1, . . . , xn]t, and by definition x3 = [x31 , . . . , x3n]t. Here k > 0 is a posit-
ive parameter of nonlinearity, and A is an irreducible n× n symmetric M-matrix. By
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definition, an M-matrix is a nonsingular matrix whose off-diagonal entries are non-
positive, and whose inverse has non-negative entries only. A symmetric M-matrix is
positive definite. Such a matrix is also called Stieltjes matrix. In the symmetric case
by definition irreducibility means that there does not exist a permutation matrix P
such that P TAP is block-diagonal. The smallest positive eigenvalue of an irreduc-
ible Stieltjes matrix has multiplicity one and a corresponding eigenvector has strictly
positive, (or strictly negative) entries, and all entries of its inverse are strictly positive.
Definition and properties of irreducible Stieltjes matrices can be found for example
in [6,7].
The present study is partially motivated by the analysis of discretized Gross–
Pitaevskii equations which play a role in modeling of the Bose–Einstein condensa-
tion of matter at near absolute zero temperatures. The Gross–Pitaevskii equation in
three spatial variables is a nonlinear Schroedinger equation of the form,
−u+ V (y1, y2, y3)u+ ku3 = λu,
where V is a given non-negative potential. The discretization of the one-dimensional
prototype of the Gross–Pitaevskii equation
−u′′(y)+ V (y)u(y)+ ku3(y) = λu(y),
with zero boundary conditions using finite differences, leads to (1) with the Stieltjes
matrix A having the form
A =


2 + h2v1 −1 0
−1 2 + h2v2 −1
−1 . . . . . .
.
.
. 2 + h2vn−1 −1
0 −1 2 + h2vn


,
where vi’s are the values of V at the mesh points, and h is the discretization step-size.
In our earlier paper [1] we studied properties of positive solutions of (1). For
completeness we describe the main result of [1] here. Let
0 < µ1 < µ2  µ3  · · ·  µn
denote the eigenvalues of A.
Theorem. Let A be an irreducible Stieltjes matrix, let µ1 be the smallest positive
eigenvalue of A and let p = [p1, . . . , pn]t be a corresponding positive eigenvector.
Let λ > µ1, and let
G(x) =


g1(x1)
...
gn(xn)

 ,
where for i = 1, . . . , n, gi(x) : [0,∞)→ [0,∞) are C1 functions satisfying the
conditions:
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lim
t→0
gi(t)
t
= 0 and lim
t→∞
gi(t)
t
= ∞.
Then the equation
Ax +G(x) = λx
has a positive solution. If, in addition, for i = 1, . . . , n,
gi(s)
s
<
gi(t)
t
whenever 0 < s < t,
then the solution, x(λ), is unique. Moreover,
(1) x(λ1) < x(λ2) if µ1 < λ1 < λ2 <∞;
(2) x(λ) is continuous on (µ1,∞);
(3) limλ→∞ xi(λ) = ∞, i = 1, . . . , n;
(4) limλ→µ+1 xi(λ) = 0, i = 1, . . . , n.
Graphically the above theorem can be represented as Fig. 1.
In the present paper we study existence of additional solutions of (1). First note
that x = 0 is always a trivial solution. Also note that if x is a solution then −x is a
solution as well. Therefore we always consider solution pairs, ±x. We show that,
• If λ  µ1 then (1) has no non-trivial solutions;
• If µ1 < λ < µ2 then (1) has the positive–negative solution pair only;
• If µm < λ,m = 2, 3, . . . , n then (1) has at least m solution pairs;
• For any λ the number of solutions of (1) is bounded by 3n.
00 µ1 λ
||x(λ)|| 
Fig. 1. The norm of the positive solution as a function of λ.
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We obtain analytically all solutions of (1) in the case of n = 2. We observe sec-
ondary bifurcations which indicate that the solution set of (1) is more complicated
than the simplest model which fits the above results, as explained at the beginning of
Section 6.
In Appendix A we use the Degree Theory to establish existence of some sign-
varying solutions of (1). These results are less general than those in item 3 above,
but are more intuitive and therefore are appended here.
Finally we remark that as in the statement of the above theorem from [1], most of
our results can be extended to nonlinear perturbations G(x) more general than the
cubic nonlinearity. We restrict ourselves here to the cubic nonlinearity only, because
this one is sufficient to illustrate the main techniques used in this study.
2. An elementary inequality
1
n
n∑
j=1
x2j 
∑n
j=1 x4j∑n
j=1 x2j

n∑
j=1
x2j . (2)
The right inequality is obvious. The left inequality follows immediately from the
Cauchy–Schwartz inequality,

 n∑
j=1
1 × x2j


2


 n∑
j=1
12



 n∑
j=1
(x2j )
2

 = n n∑
j=1
x4j .
3. Existence
In this section we study existence of solution pairs of (1) which are different from
the positive–negative solution pair provided by the theorem of [1]. Recall that
0 < µ1 < µ2  µ3  · · ·  µn
denote the eigenvalues of A.
3.1. To the left of µ1
Proposition 1. If λ  µ1 then (1) has no non-trivial solutions.
Proof. Let x be a solution of (1). Multiplying by xt on the left we get
xt(A− λI)x + k
n∑
j=1
x4j = 0.
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Since A− λI is non-negative definite, and since the sum of fourth powers is positive
for x /= 0, it follows that x must be equal to zero. 
3.2. Between µ1 and µ2
Proposition 2. If µ1 < λ < µ2 then Eq. (1) has the positive–negative solution pair
only.
Proof. We already know from a theorem of [1] that the positive–negative pair exists
and is unique. Suppose now that x is a solution of (1). With the notation
D = k


x21 0
.
.
.
0 x2n

 ,
we can rewrite (1) as follows,
(A+D)x = λx,
such that λ is an eigenvalue of A+D. Let
0 < ν1 < ν2  ν3 · · ·
denote the eigenvalues of the positive definite matrix A+D. Since D is a diagonal
matrix with non-negative entries, it follows from the Courant–Fischer theorem, (see
for example [6, Theorem 8.7]) that for j = 2, 3, . . . , n,
µ2  µj  νj .
Since λ < µ2 we must have λ = ν1, which is the smallest positive eigenvalue of the
irreducible Stieltjes matrix A+D. This in turn implies that x is either positive or
negative component-wise. 
3.3. Between µm and µm+1, m = 2, 3, . . .
The proof of existence of sign-varying solutions in this case relies on one of the
results in Lusternik–Schnirelmann Category theory. This result (see [2, Theorem A],
and [3]), specialized to our case is as follows.
For a given symmetric matrix B the index of the corresponding quadratic form on
Rn,
q(x) = xtBx,
is the largest dimension of a subspace S ⊂ Rn such that q(x) < 0 for all x ∈ S, x /=
0.
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Theorem. If H(x) is a C1 even function on Rn of the form
H(x) = q(x)+ v(x),
where q(x) is a quadratic form of index m, and such that
(1) H(x)  0 for large ‖x‖;
(2) v(x) = o(‖x‖2) as ‖x‖ → 0;
then H(x) has at least m pairs, ±x, of non-zero critical points.
To use this theorem we reformulate (1) in variational form. Consider
H(x) = 1
2
xt(A− λI)x + k
4
n∑
j=1
x4j ,
such that
q(x) = 1
2
xt(A− λI)x,
and
v(x) = k
4
n∑
j=1
x4j .
It is clear that critical points of H(x) are solutions of (1).
In the following proposition we assume that µm < µm+1, which means that if µm
is a repeated eigenvalue of A then m is its largest index.
Proposition 3. If µm < λ < µm+1 then (1) has at least m solution pairs.
Proof. The matrix A− λI has exactly m negative eigenvalues, and the rest are
positive, or m = n. Since q(x) is negative definite on the subspace spanned by
eigenvectors corresponding to these negative eigenvalues, it follows that the index
of q(x) is at least m. On the other hand, since any subspace of Rn of dimension
m+ 1 contains a vector say, y, orthogonal to the subspace spanned by eigenvectors
corresponding to negative eigenvalues, it follows that 0 < q(y). Therefore the index
of q(x) is exactly m.
It remains to show that conditions (1) and (2) of the above theorem hold. To
establish (1) we show that for sufficiently large x, such that
2n
k
(λ− µ1) <
n∑
j=1
x2j ,
we have 0  H(x), or in detail,
0  1
2
xt(A− λI)x + k
4
n∑
j=1
x4j .
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This is equivalent to,
2
k
xt(λI − A)x∑n
j=1 x2j

∑n
j=1 x4j∑n
j=1 x2j
.
Note that λ− µ1 is the largest eigenvalue of the matrix λI − A. Therefore
2
k
xt(λI − A)x∑n
j=1 x2j
 2
k
(λ− µ1).
Thus it suffices to show that
2
k
(λ− µ1) 
∑n
j=1 x4j .∑n
j=1 x2j
.
But by assumption on x,
2
k
(λ− µ1)  1
n
n∑
j=1
x2j ,
and the result follows from the inequality (2). Thus 0  H(x) outside the ball of
radius ( 2n
k
(λ− µ1))1/2.
Condition 2) follows immediately from the inequality (2), as
lim‖x‖→0
∑n
j=1 x4j∑n
j=1 x2j
= 0. 
4. Upper bounds
In this section we obtain upper bounds on the number of solutions of (1), and on
their size.
4.1. Number of solutions
We show here that (1) always has a finite number of solutions and provide an
upper bound on this number. Our proof relies on a theorem from Algebraic Geom-
etry related to Groebner bases. First we choose graded lexicographic ordering on
monomials. A monomial in n variables is defined as follows,
xα = xα11 xα22 · · · xαnn ,
where α1, . . . , αn are non-negative integers. Let α = (α1, . . . , αn). We say that α >
β in this ordering if
n∑
i=1
αi >
n∑
i=1
βi,
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or
n∑
i=1
αi =
n∑
i=1
βi
and the left-most non-zero entry in α − β is positive.
Next we consider (1) as a system of n nonlinear equations in n unknowns. For
j = 1, 2, . . . , n,
aj1x1 + aj2x2 + · · · + (ajj − λ)xj + kx3j + · · · + ajnxn = 0.
It is clear that with respect to the graded lexicographic ordering the leading mono-
mial in equation number j is x3j . Corollary 7 in [4] on page 233 states that if for
each j = 1, 2, . . . , n, the leading monomial with respect to some fixed ordering,
in polynomial equation number j is a power of variable xj then the total number of
solutions of this system of polynomial equations is bounded by the product of powers
of leading monomials. This implies
Proposition 4. The total number of solutions of (1) is bounded by 3n.
Remark 1. The solution set to which this proposition applies includes not only all
solutions in Rn, but also all possible solutions in Cn.
Remark 2. As will be seen in an example below, this bound, 3n, can be sharp.
4.2. Solution size
It follows from the above proposition that the solution set of (1) is bounded, but
it does not provide a bound on norms of solutions. The purpose of our next result is
to provide such a bound.
Proposition 5. Let x be a solution of (1). Then
‖x‖ 
(n
k
λ
)1/2
,
where ‖x‖ is the Euclidean norm on Rn.
Proof. Multiply (1) by xt,
xtAx + k
n∑
j=1
x4j = λxtx.
Since 0  xtAx we have
k
n∑
j=1
x4j  λxtx.
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Assuming that x /= 0 divide by xtx =∑nj=1 x2j to get
k
∑n
j=1 x4j∑n
j=1 x2j
 λ.
The result now follows from (2). 
5. Lower bounds
It follows from Proposition 4 that for fixed λ and k, Eq. (1) has a finite number
of solutions. Therefore there is a lower bound on norms of non-trivial solutions. We
do not have an expression for this lower bound in terms of A, λ and k. We know,
however, how this bound changes with k for a fixed λ. Let
Lk = min
x /=0(‖x‖ : Ax + kx
3 = λx).
Proposition 6. If k1 < k2 then
Lk2 =
√
k1
k2
Lk1 < Lk1 .
Proof. Let Ax + k1x3 = λx. Multiplying this equation by
√
k1
k2
we get
A
(√
k1
k2
x
)
+
√
k1
k2
k1x
3 = λ
(√
k1
k2
x
)
,
or equivalently,
A
(√
k1
k2
x
)
+ k2
(√
k1
k2
x
)3
= λ
(√
k1
k2
x
)
,
and the result follows. 
This result is used in Appendix A below to establish a certain homotopy property.
6. Example
The simplest model for the solution set of (1) which fits Proposition 3 is this,
as λ moves to the right along the λ-axis, each time it passes an eigenvalue of A,
a new solution pair appears. (We assume here that A has n different eigenvalues.)
Graphically this model is shown in Fig. 2, where the vertical axis is labeled by the
norm of a representative of a solution pair.
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0
0
µ1 λ
||x(λ)|| 
µ2 µ3
Fig. 2. Norms of solutions whose number increases with λ.
The following example shows that the solution set of (1) is more complicated. Let(
2 −1
−1 2
)
x + x3 = λx,
where eigenvalues of A are µ1 = 1 and µ2 = 3. Equivalently,
x31 − (λ− 2)x1 − x2 = 0,
x32 − (λ− 2)x2 − x1 = 0.
Suppose that λ > 1. Multiplying the first equation by x2, the second equation by x1
and subtracting we get
(x1x2 + 1)(x21 − x22) = 0.
It is easily verified that the condition x1 = x2 leads to a positive–negative solution
pair of our system of equations of the form,
x(1) =
(√
λ− 1√
λ− 1
)
,
and −x(1), and that there are no other non-trivial real solutions as long as λ < 3.
Suppose now that 3 < λ. In this case the condition x2 = −x1 leads to an alternating
sign solution pair,
x(2) =
( √
λ− 3
−√λ− 3
)
,
and −x(2), and there are no additional non-trivial real solutions as long as λ < 4.
Finally, for 4 < λ the condition x2 = −1/x1 leads to two more solution pairs,
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x(3) =


√
0.5(λ− 2 +√(λ− 2)2 − 4)
−
√
0.5(λ− 2 −√(λ− 2)2 − 4)

 ,
and −x(3), as well as
x(4) =

−
√
0.5(λ− 2 −√(λ− 2)2 − 4)√
0.5(λ− 2 +√(λ− 2)2 − 4)

 ,
and −x(4). Note that x(4) /= −x(3).
Graphic representation of the solution set in this case is shown in Fig. 3.
Note the appearance of new solutions as λ crosses the value 4. This curve actually
represents four solutions, ±x(3) and ±x(4), as they all clearly have the same norm.
We remark that x(i), i = 1, 2, 3, 4, are solutions for any λ, but they would have
complex entries if the above inequalities would not be satisfied. It is interesting to
remark that for any fixed λ the total number of solutions, including complex solutions
and x = 0 is 9, which is equal to the upper bound 32 provided by Proposition 4.
It is also of interest that the secondary bifurcation at λ = 4 occurs when the Jaco-
bian at x(2), x(3) and x(4) of the map
F(x) = Ax − λx + x3,
namely,
J (x) = A− λI + 3
(
x21 0
0 x22
)
00 µ1 µ2 4 
||x (λ)|| 
=1 =3 
Fig. 3. Norms of solutions for the case of n = 2.
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becomes singular. Indeed, with λ = 4,
x(2) = x(3) =
(
1
−1
)
,
the Jacobian has the form,
J (x(2)) =
(
2 −1
−1 2
)
− 4
(
1 0
0 1
)
+ 3
(
1 0
0 1
)
=
(
1 −1
−1 1
)
,
and similarly for x(4).
7. Conclusions
We have provided some insight into the eigenstructure of a nonlinear transforma-
tion on Rn. The following important issues remain to be investigated.
(1) Extension to similar transformations on Rn×n and Rn×n×n, which correspond to
Gross–Pitaevskii equations in two and three spatial variables.
(2) Extension to nonlinearities other than cubic.
(3) Better understanding the nature of bifurcations.
(4) Develop algorithms for computing sign-varying solutions.
Appendix A. Application of the degree theory
The result which is obtained below is less general than that of Proposition 3. It
is more intuitive however, and may apply to nonlinearities other than the cubic, to
which Proposition 3 may not apply.
Given a continuously differentiable map,
F : D −→ Rn,
where D is an open bounded set in Rn, and given p ∈ Rn such that if x is a solution
of Fx = p then x does not belong to the boundary of D, and Jacobians of F at all
such x’s are nonsingular, then the degree of F at p with respect to D , d(F, p,D), is
the sum of signs of determinants of Jacobians at all solutions of Fx = p in D. An
overview of the Degree Theory, including generalizations of the above definition to
the case of singular Jacobians can be found for example in [5].
The following basic result of the Degree Theory is useful for us (see [5] or [7]).
Theorem. If Ht : D × [0, 1] −→ Rn, 0  t  1, is a homotopy between F and G,
that is Ht ∈ C1(D) for all t, Ht is continuous in t, and H0 = G,H1 = F, and such
that p does not belong to Ht(D) for all t, then
d(F, p,D) = d(G, p,D).
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To apply this result to (1) write (1) as follows,
Fx = (A− λI)x + kx3 = p,
where p = 0. The Jacobian of F at a zero or at a positive solution of Fx = 0 is
nonsingular. Indeed, the Jacobian has the following form,
J (x) = A− λI + 3k


x21 0
.
.
.
0 x2n

 .
If x = 0 then J (x) = A− λI which is non-singular provided that λ is not an eigen-
value of A. For any λ > µ1 consider now the positive–negative solution pair.
Proposition A1. Let ±x be the positive–negative solution pair of (1). Then J (±x)
is positive definite.
Proof. For sufficiently large c > 0 the matrix cI + J (x) is Stieltjes. Therefore the
eigenvector, say v, which corresponds to the smallest eigenvalue of cI + J (x) is
positive. Since addition of a multiple of identity does not change eigenvectors it fol-
lows that v is an eigenvector of J (x) which corresponds to the smallest eigenvalue,
say ν. Write the equation for v, ν as follows,
vt

A− λI + k


x21 0
.
.
.
0 x2n

+ 2k


x21 0
.
.
.
0 x2n



 = νvt.
Multiply by x and use the fact that
A− λI + k


x21 0
.
.
.
0 x2n



 x = 0,
to get
2kvt


x21 0
.
.
.
0 x2n

 x = νvtx.
Since vtx > 0 and also the left-hand side is a positive number, it follows that ν > 0
and hence J (x) is positive definite. A similar argument applies to −x. 
Next we show that for a fixed λ the degree of F with respect to a sufficiently large
ball is equal to 1.
Proposition A2. Let
B =
(
x : ‖x‖ < 2
(n
k
λ
)1/2)
.
Then d(F, 0, B) = 1.
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Proof. Consider the homotopy
Ht(x) = (A− tλI )x + kx3,
such that H1 = F . Since H0(x) = Ax + kx3, and Ax + kx3 = 0 has the trivial solu-
tion only, and the corresponding Jacobian J (x) = A is positive definite, it follows
that d(H0, 0, B) = 1. Since all solutions of Ht(x) = 0 are bounded by the radius of
B by Proposition 5, the result follows from the homotopy theorem. 
Next we show that the degree of F with respect to a sufficiently small ball also is
equal to ±1, provided that λ is not an eigenvalue of A.
Proposition A3. Let B/ denote the ball of radius /, where
/ < min(‖x‖ : Ax + kx3 = λx, x /= 0).
Then d(F, 0, B/) is equal to 1 or to −1.
Proof. Since (1) has a finite number of solutions such an / exists. Consider the
following homotopy,
Ht(x) = (A− λI)x + tkx3, 0  t  1,
such that H1 = F and H0 = A− λI . The Jacobian of a linear map is the linear map
itself, A− λI , whose determinant has sign equal to ±1. Therefore d(H0, 0, B/) =
±1. It follows from Proposition 6 that for t < 1 all solutions of Ht(x) = 0 have
norms greater than /. Therefore Ht(x) are not equal to zero on the boundary of B/
and the result follows from the homotopy theorem. 
We use now a counting argument to show that for µ2 < λ < µ3 there is a sign-
varying solution pair.
Proposition A4. Let µ2 < λ < µ3. Then (1) has at least one sign-varying solution
pair ±x.
Proof. Degree satisfies the following additivity property (see for example [5]),
d(F, 0, B) = d(F, 0, B/)+ d(F, 0, B \ B/).
Since for µ2 < λ < µ3 we have sign of det(A− λI) equal to +1, and hence
d(F, 0, B/) = 1, it follows from Propositions A2 that d(F, 0, B \ B/) = 0. Since
B \ B/ contains the positive–negative solution pair whose Jacobians have positive
determinants, it must contain at least one additional solution pair. Since the positive
solution is unique, this additional solution pair must be sign-varying. 
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