Abstract: The biochemical networks underlying biological functions are in general highly complex. An important aim of systems biology is to provide mechanistic insight into how the different interactions within the network give rise to specific behaviors and properties. In this paper we consider the use of structured dynamic perturbations applied to the network nodes and edges for elucidating the most important interactions in signal transduction networks. Signal transduction networks mediate extracellular and intracellular signals to the nucleus, resulting in an appropriate response by the gene regulatory network. The most important characteristic of signal transduction networks is usually the specific temporal amplification of stimuli signals. As a case study we consider the intracellular signaling pathways that underlie reinforcement learning in striatum neuronal cells of the brain. It has recently been found that these networks respond to Dopamine and Calcium signals in a fashion which is strongly dependent on the signal shape, and the hypothesis is that this is related to the existence of a resonant feedback loop within the network. By systematically perturbing the nodes and edges of the network using general dynamic perturbations, affecting both the strength and phase lag of the direct interactions within the network, we are able to identify the most important components and interactions underlying the "resonant" signal amplification. Based on this we derive a reduced order model of the network, with retained physical states, from which we can show that the apparent resonance is caused by two parallel pathways with opposing effects and widely different time-constants. We postulate that this is a sound architecture for signal amplification of midfrequency signals based on the fact that the robustness can be made almost arbitrarily large, as compared to resonant feedback loops that are inherently unrobust.
INTRODUCTION
While the genetic code provides the blueprint for the components of a living cell, it is the context dependent interactions between these that create the various biological functions. The interactions usually take place within highly complex networks, and an important aim of systems biology is to use dynamic modeling to elucidate the key mechanisms underlying given functions and their properties. This knowledge will not only facilitate the understanding of the basic principles behind biological functions and malfunctions, but will also prove important for devising pharmaceutical and genetic interventions aimed at modifying existing functions, or designing new functions as considered in synthetic biology.
The problem of extracting the essential mechanisms underlying a given dynamic behavior in a complex network, based on an available mathematical model, is closely related to the problem of model reduction. Indeed, model reduction methods based on lumping, time scale separation and sensitivity analysis have been widely applied to reduce the complexity of biochemical network models, e.g., (Dokoumetzidis:2009; Conzelmann:2008; Choi:2008; Maurya:2005) . For the case of lumping of states, e.g., based on controllability and observability gramians or principal component analysis, the complexity reduction usually comes at the cost of loss of information as to how specific interactions contribute to the behavior.
Model reduction based on time-scale separation has been applied successfully to reduce the number of significant reactions in biochemical reactions network (Maurya:2005) . However, while reduction of the number of reactions in this fashion usually is advantageous for the purpose of simulation, as it reduces the stiffness of the problem, it will in general not reduce the complexity from a network perspective in the sense of reducing the number of nodes and edges in the network. Also other approaches to reduce the effective number of reactions in biochemical network models have been proposed, most notably sensitivity analysis and optimization based methods. Maurya et al. (2005) employed multidimensional sensitivity analysis to eliminate as many as 31 out of 48 reactions in a bio-chemical network of a signaling module. Edwards et al. (1998) propose the use of optimization based on genetic algorithms for reduction of kinetic models. These methods suffer from the same problem as discussed above, i.e., the reduced models usually do not increase the transparency as to what interactions between which components that are most prominent in generating a given function and its properties.
Two approaches that are frequently employed to more directly elucidate biochemical network mechanisms are based on parametric perturbations, e.g., (Leloup:2004) , and so-called knock-out perturbations in which selected states are completely eliminated by setting their value to zero, e.g., (Li:2006) . Parametric perturbations can identify key reactions by determining the most sensitive kinetic parameters. However, since perturbing the rate of an individual reaction in general will affect all interactions within the network, it is hard to deduce useful information as to which interactions that are most important. In so-called knock-out perturbations, which are frequently employed due to their resemblance with how experimental perturbations often are performed in biological systems, one does indeed remove specific interactions in the network. However, the effect is usually so large that it brings the network to a state far removed from the state of interest and hence will often be of little relevance for understanding the interactions underlying the function existing in the context of interest.
In order to perform any form of network complexity reduction it is necessary to characterise the biological function that should be retained in the reduced model. In general, the characterisation can be either qualitative or quantitative. For instance, functions involving bistable switches or sustained oscillations can be qualitatively characterised by the very existence of such behaviors. Since the loss of existence of a given behavior is related to a bifurcation in the corresponding dynamical system, the existence problem can be formulated as a robust stability problem (Schmidt:2004) . Based on this observation, (Schmidt:2004; Trane:2010) proposed to add general type dynamic perturbations to the individual edges of biochemical networks and then employ robust control theory to determine the most sensitive edges. In this way they were able to identify the key interactions in the networks underlying e.g., cell cycle control switches and circadian oscillators. However, for many signal transduction networks it is more relevant to use a quantitative characterisation in terms of how they mediate temporal signals, e.g., in terms of amplification, lag and prolongation. A number of quantitative measures that can be used to characterize signaling pathways have been proposed in (Wolkenhauer:2010) .
In this paper we consider identification of key mechanisms underlying the quantitative behavior of signal transduction networks. In principle, the aim is to derive reduced order models with retained physical states, i.e., avoiding state lumping, that can replicate the behavior of interest. For this purpose we propose to add dynamic perturbations to the individual network edges and nodes, similar to those employed in (Schmidt:2004) and (Trane:2010) , and consider the worst case sensitivity under a normbound on the perturbations. The perturbations facilitate an evaluation of the impact of modifying both the strength and the lag of individual interactions. Based on ranking the resulting sensitivities, the most important interactions can be identified. As a case study we consider the biochemical network mediating Dopamine and Calcium signals in brain cells of the striatum. This network underlies reinforcement learning, and it has been found that the response to Calcium is highly dependent on the shape of the signal, and the standing hypothesis is that this is related to the existence of a resonant positive feedback loop within the network (Hellgren:2006).
We start the paper by introducing the signaling network underlying reinforcement learning and describe the characteristic behavior of this network based on the results in (Hellgren:2006) . We then define the general problem, and outline the proposed method for identifying key interactions based on a dynamic sensitivity analysis. The proposed method is applied to the reinforcement learning signaling network and we show that it enables identification of two low order modules that in combination provide a robust resonant-like amplification of Calcium signals. Finally, we summarize the results and discuss some strengths and weaknesses of the proposed method.
THE SIGNALING NETWORK UNDERLYING REINFORCEMENT LEARNING
The basal ganglia are groups of nerve cells in the brain involved in reinforcement learning in which an animal learns that performing a specific action in response to a given stimulus results in a reward. The stimulus (indirectly) causes an increased amount of Calcium while the reward causes Dopamine production, and these paired signals are then mediated through a complex signaling network to produce a change in the activity of a key signaling molecule of the brain, DARPP-32. The change in DARPP-32 activity eventually modifies the synaptic connectivity of the nerve cells, thereby imposing memory of both the action and the reward. The subcellular mechanisms of this process are not completely understood. However, in vivo experiments have revealed that the response to Calcium signals, in particular, is strongly dependent on the shape of the signal (Hellgren:2006) . A short Calcium impulse has a large temporal impact on the activity of DARPP-32, while the effect of slow changes in Calcium is almost negligible.
A cartoon of the biochemical network mediating Dopamine and Calcium signals to DARPP-32 is shown in Figure 1 . Dopamine (D1) and Calcium (Ca) both affect the activity of DARPP-32 by phosphorylating the latter on the group Thr34. A dynamic model of this network was proposed in (Hellgren:2006) . The part of the model concerning DARPP-32-pThr34, which we consider in this paper, contains a total of 43 states.
The behavior of concern here is the temporal amplification of changes in Ca on the activity of DARPP-32, hereafter denoted pThr34. The simulated response with the full 43 state model to a step change in Ca is shown in Figure  2a , and as can be seen the response in pThr34 is almost purely transient with a close to zero steady-state gain. The corresponding Bode diagram for the model linearized about the nominal steady-state is shown in Figure 2b , and as can be seen the amplification of mid-frequencies is significantly larger than for low and high frequency inputs. This is consistent with a resonant behavior. However, as can be seen from the simulation, the "resonance" is not related to any oscillations in the step response and is therefore more likely to be explained by a transfer-function zero close to the imaginary axis at 0. This is also confirmed by deriving the transfer-function from Ca to pThr34.
The characterisation of the behavior as discussed above is more phenomenological, while it is of interest to understand the mechanisms in the network providing this behavior. For this purpose, we next propose a method based on perturbing the network edges and nodes in a systematic fashion with the aim of uncovering the key mechanisms.
DYNAMIC PERTURBATIONS OF NETWORK INTERACTIONS
We consider biochemical networks described by a set of nonlinear ordinary differential equations on the forṁ
where z are the state variables corresponding to biochemical component activities, or concentrations, and p is a vector of input signals. We shall consider the dynamics for small variations about the nominal conditions, i.e., the model linearized about the nominal steady-state. Assume that the nominal input vector is p * and that the corresponding steady-state is z * , i.e., f (z * , p * ) = 0. The linearized dynamics around the steady-state are then given bẏ x = Ax(t)+Bu(t) ; A = ∂f ∂z z * ,p * ; B = ∂f ∂p z * ,p * where x = z − z * and u = p − p * are deviations from steady-state. Similarly, let the output mapping and its linearization be m = g(z, p) ; y = Cx(t)
We are concerned with the effect of the input signal u(t) on the output signal y(t). As can be seen from the model, the signal is mediated first through an input-state mapping described by the B matrix, then through the state interactions described by A and then finally through the stateoutput mapping described by C. In particular, we want to determine the most important input to state channels, the most important state interactions and finally the most important state to output channels. The first and third problems are easily resolved by decomposing the mappings according to the non-zero elements in B and C respectively and then simply analyzing the importance of the related transfer-functions. The challenging problem consists of determining the most influential network interactions as described by the A matrix. For this purpose we consider the state-space as a network in which the states act as nodes and the weighted directed edge from node j to node i is given by element A ij of A. To infer information on the importance of the various nodes and edges we consider perturbing these using general type relative dynamic perturbations.
For the purpose of perturbing the network model, consider rewriting the network interactions as described byẋ = Ax(t) on the input-output feedback form shown in Figure  3a . Here M (s) denote the nominal state to state mapping dynamics to consider also time lag effects. In order to make the perturbations relative to the nominal interaction strengths we can rewrite also the nominal model on feedback form according tȯ
HereÃ is a diagonal matrix with negative elements, i.e., having all eigenvalues strictly in the left half plane. In most biochemical models, the self-dynamics of the biochemical components (states) will be stable due to self-degradation and lack of autocatalytic effects, and hence the diagonal elements of A will all be negative. A natural choice for A is then to let its diagonal be equal to the diagonal of A. Note that (1) withÃ equal to the diagonal of A corresponds to letting the perturbation x ∆ affect the interactions between the components only, while the selfdynamics are left unperturbed. Laplace transformation of (1) yields
where L(s) is stable. The corresponding perturbed network is shown in Figure 3b , and as can be seen the perturbation ∆(s) is now relative to the nominal interactions.
The network representation above allows for simultaneous perturbation of all network interactions. However, in order to obtain information on the importance of specific nodes (states) and edges (interactions), we consider two specific cases.
Consider first perturbing the effect of individual nodes. For the case of perturbing node x i only, the loop-transferfunction in Figure 3b reduces to
where P 1i is obtained from the n × n identity matrix by letting element P 1i ii = 0. Similarly, let p 2i be a 1 × n vector with p 2i i = 1 and zeros elsewhere. If we instead consider perturbing a single edge from node x j to x i , then the loop-transfer-function in Figure 3b reduces to
where the n × n matrix C ij has C ij ij = 1 and all other elements zero.
We are now in a position to systematically perturb the individual nodes and edges of the network, using general type dynamic perturbations ∆(s), and evaluate their impact on the system behavior of interest. Considering that the nominal direct effect of component i on all other components are described by the loop-transfer function L i (s), a general perturbation that modifies both the strength and the phase lag is
where k is the relative change in the amplification while e −θs affects the phase-lag. This corresponds to a relative perturbation ∆ i (s) = ke
−θs
To quantify the impact of this perturbation on the network behavior it is necessary to define a scalar measure R of the system behavior of interest and then determine the sensitivity of this measure with respect to a norm bounded relative perturbation ∆ i (s), i.e., S i = sup{|∆R| | ∆ i ∞ < ǫ} (5) and similarly for perturbations ∆ ij (s) = ke −θs of individual edges
Note that determination of the sensitivities S i and S ij is computationally inexpensive since the perturbation is parametrized by k = ǫ and θ ∈ [0 2π/ω] for each frequency considered.
The proposed perturbations, and the associated sensitivity analysis, can now be employed to determine the most important nodes and edges in the network with respect to the behavior as quantified by the scalar measure R. This is considered next for the network underlying reinforcement learning.
APPLICATION TO THE SIGNALING NETWORK UNDERLYING REINFORCEMENT LEARNING
As discussed above, the behavior of interest for the signaling network in Figure 1 , mediating Dopamine and Calcium signals to DARRP-32 activity (pThr34), is the resonantlike amplification of Calcium signals with a large amplification of mid-frequency signals as seen in Figure 2 . In order to elucidate the mechanisms underlying this behavior we linearize the model about the nominal steady-state and apply the perturbation analysis as described above.
We start by analysing the input-to-state mapping as described by the B matrix of the linearized state space model. This reveals that there are two states which are directly influenced by Calcium; cyclase AC5 (component 10) and protein phosphatase PP2A (component 32). We correspondingly split the overall transfer-function G(s) from Ca to pThr34 into two transfer-functions G A (s) and G B (s) acting through AC5 and PP2A, respectively, so that G(s) = G A (s) + G B (s). As for the state-to-output mapping, the output is in this case a single state corresponding to the activity of DARPP-32, pThr34 (component 29) and hence the state-to-output mapping cannot be split into separate effects.
The step responses of the two pathways G A (s) and G B (s) are shown in Figure 4 . As can be seen, the effect of Ca acting through AC5 is slow and negative while the effect of Ca acting through PP2A is relatively fast and positive. Thus, we can already from the decomposition at the input side conclude that the "resonant"-like amplification is caused by two parallel paths with opposing effects and widely different time-constants. As discussed above, this is consistent with a transfer-function zero close to 0 in the overall pathway G(s).
To determine which state interactions, or network edges, that are primarily active in the fast and slow pathways, respectively, we next consider perturbations of individual network nodes and interactions as described above. To perform the sensitivity analysis we need to define a quantitative measure for the behavior of the two "pathways" corresponding to G A and G B , respectively. For simplicity we here simply choose to quantify the two behaviors by their overall response in terms of the 2-norm, i.e.,
An alternative, and perhaps better choice, may be to consider the response time of the two systems but this is less trivial to define in a precise sense for a 43 state model. Figure 5a shows the magnitude of the sensitivity S ij for perturbations of individual edges of pathway G A . Note that only the 15 most sensitive interactions out of a total of 183 non-zero interactions in the full network model are shown. As can be seen, the most important components are PKA (22), PKAcAMP1 (23), PP2A (32) and pThr75 (36). Removing all other states through residualization, such that the steady-state gain is retained, yields a 4 state model with a response which closely resembles that of the the full 43 state model for G A (s) as can be seen from Figure 6 . An analysis based on perturbing individual nodes yields a similar results, but is not shown here due to space limitations. Figure 5b shows the magnitude of the sensitivity S ij for perturbations of individual edges of pathway G B . As can be seen, for this pathway the most important components are unphosphorylated pThr75 (36) and PP2Ac (40) . Removing all other states through residualization yields the response shown in Figure 6 which closely resembles the response of the 43 state model for G B . Interestingly enough, this pathway shares one key component (pThr75) with the slow pathway G A . Combining the two reduced models into a 6 state model yields a model with a resonant-like amplification similar to that seen in the full model. Step response of full and reduced order models for pathways G A and G B .
In summary, based on a sensitivity analysis with respect to general type dynamic perturbations applied to the network nodes and edges, as proposed above, we have been able to identify what appears to be the most important components providing the resonant-like amplification of Ca signals in the biochemical network underlying reinforcement learning. Note that the result in principle is a reduced order model with only 6 states, out of 43 in the full model, and in which the retained states are physical states of the original model implying that mechanistic insight is obtained. We stress that these results only serve as indicators of the most important interactions behind the observed behavior of interest and that they as such should be treated as hypotheses that need to be experimentally tested. We also note here that the identified structure is an interesting one in the sense that it is a highly robust structure for amplifying mid-frequency signals as opposed to resonant feedback loops which are inherently unrobust.
DISCUSSION AND SUMMARY
We have in this paper proposed a systematic method for dynamically perturbing complex network models of signal transduction networks, and then determining the sensitivity of a scalar quantitative measure of the network behavior with respect to these perturbations. The method was demonstrated on a model of Dopamine and Calcium signaling in the network underlying reinforcement learning in the brain, for which we found that the method could identify the key components in two parallel pathways with highly different time-constants. The existence of two such pathways provide a highly robust architecture for amplification of mid-frequency signals.
The method proposed in this paper is based on well defined perturbations of the network model. However, there are two aspects of the methodology that needs further consideration. First, there is a need for defining a scalar quantitative measure of the behavior of interest, and it is not obvious what is the most reasonable choice in a particular case. For the case study in this paper we chose the 2-norm of the corresponding transfer-functions. In general, one may consider the measures proposed in (Wolkenhauer:2010). Also, the fact that the sensitivity analysis is based on perturbing individual nodes and edges while the model reduction is based on removing several nodes and edges simultaneously implies that the method is partly heuristic. It is therefore of interest to consider combining the sensitivity analysis with sequential model reduction in future works. A convex relaxation of l 0 -optimization with respect to the number of edges in the network may also prove viable for determining reduced order models with retained physical states.
