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Abstract
Occupation measures and linear matrix inequality (LMI) relax-
ations (called the moment sums of squares or Lasserre hierarchy) are
state-of-the-art methods for verification and validation (VV) in aerospace.
In this document, we extend these results to a full F-16 closed-loop
nonlinear dutch roll polynomial model complete with model reference
adaptive control (MRAC). This is done through a new technique of
approximating the reference trajectory by exploiting sparse ordinary
differential equations (ODEs) with parsimony. The VV problem is
then solved directly using moment LMI relaxations and off-the-shelf-
software. The main results are then compared to their numerical coun-
terparts obtained using traditional Monte-Carlo simulations.
1 INTRODUCTION
Model reference adaptive control (MRAC) has been researched extensively
by the aerospace community in the last few decades. Examples include the
successful flight testing the X-36 Tailless fighter [5] and the JDAM guided
munitions [6]. One of the main benefits of adaptive controllers is their
capability of handling adverse conditions and/or inherent uncertainty in the
aircraft dynamics. Despite its advantages, there are some entry barriers for
practical use of MRAC:
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1. The closed-loop stability relies on its Lyapunov candidate function.
An engineer wishing to use MRAC must have a solid theoretical back-
ground in nonlinear control. For non-autonomous systems, the best
that can be achieved theoretically with this framework is asymptotic
stability.
2. If any assumptions for the Lyapunov candidate function are violated
(for example, when there are unstable reference trajectories [8]), then
instability in the closed-loop model may exist. From a safety-critical
standpoint, this is undesirable.
Consequently, there exists no formal procedure by the Federal Aviation Ad-
ministration (FAA) for VV of MRAC for national air and space [7].
One possible solution is Monte-Carlo, which is already widely used in
VV because it is very robust. This approach becomes computationally dif-
ficult when there are a large number of uncertainties in the state-space.
Conversely, if the state-space is not explored adequately, the Monte-Carlo
framework may not even detect unsafe trajectories. This problem is exac-
erbated when trying to validate closed-loop models that use sophisticated
feedback laws such as MRAC. Challenges with using Monte-Carlo to certify
MRAC are discussed extensively in [1] and [7].
A recent development in the verification and validation (VV) for aerospace
is using of moment sum of squares (SOS) with off-the-shelf-software. The
authors of [2, 3] focus on polynomial dynamical models and polynomial SOS
Lyapunov candidate functions. This VV methodology was also used for as-
sessing robust stability of space launcher control laws within the SAFE-V
project [4]. In [11], this framework was used to certify closed-loop models
with MRAC.
Like in our previous work [11], we wish to close the numerical gap by
validating closed-loop models with MRAC controllers using our VV frame-
work. We also use new theoretical framework provided by [16] where the
complexity of solving the LMI relaxations is reduced by exploiting sparsiry
of the ordinatry differential equations (ODEs). In particular, we are inter-
ested in qualitative properties such as safety (all trajectories starting from
a set of initial conditions never reach a set of bad states), avoidance (at
least one trajectory starting from initial conditions will never reach a set of
bad states), eventuality (at least one trajectory starting from a set of initial
conditions will reach a set of good states in finite time), reachability (at
least one trajectory starting from a set of initial conditions will reach a set
of good states in finite time), and robustness (all trajectories from a set of
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initial conditions guarantee acceptable performance subject to disturbances
and/or unmodeled dynamics).
The procedure follows directly from [4], see also [9] for a broader per-
spective. We first rephrase our validation problem as a robustness analy-
sis problem and then as a nonconvex nonlinear optimization problem over
admissible trajectories. Then the problem is expressed equivalently as an
infinite dimensional linear programming (LP) problem by introducing oc-
cupation measures supported over admissible trajectories. We finally relax
the infinite dimensional LP problem of measures to a finite dimensional lin-
ear matrix inequality (LMI) problem of moments. The solutions to our VV
problem are primal in the sense that we optimize directly over the system
trajectories. The well-established Lyapunov certificates can also be retrieved
from the dual SOS LP problem. Off-the-shelf-software (Gloptipoly 3 for
MATLAB[20]) and SDP solvers (such as MOSEK [21] or SeDuMi [22]) can
be used with our framework.
The main contributions are as follows:
• We describe a nonlinear dutch-roll F-16 polynomial model that we
want to validate. A closed-loop model is derived using the standard
LQR + MRAC augmentation. The controller is simplified by building
the adaptive feedback around the aileron channel.
• For the LQR + MRAC augmentation problem is solved by exploiting
sparsity [16] for ODEs. This is done by approximating the reference
trajectories with a given roll angle command signal. This procedure
reduces the size of the largest SDP block. Compared to [11], we more
than double the amount of states (from 4 states to 9 total) we can
validate.
• Our VV framework is used to certify the closed-loop model subject
to normal and reduced control effectiveness. We compare the baseline
LQR closed-loop model to the same model using the LQR + MRAC
augmentation. Likewise, we certify the same closed-loop model using
Monte-Carlo methods. We can guarantee convergence of our trajec-
tories in finite time, unlike the results provided in [2] and [3]. This
is better than Lyapunov certificates that use Barbalat’s lemma [18],
which only guarantees convergence in infinite time.
The organization of this document is as follows: Section 2 discusses the
nonlinear closed-loop F-16 polynomial model and the MRAC augmentation,
Section 3 contains our main numerical results, and Section 4 contains a small
discussion of our conclusions and future results.
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∆(xq(t),u(t)) =
[
(1−4.26β2(t))(9.00 × 10−7δa(t)−6.00 × 10−7δa(t)+1 × 10−3δa(t))
(1−4.26β2(t))(3.63 × 10−4δr(t)+2.42 × 10−4δr(t)+1 × 10−3δr(t))
+7.50× 10−2(−1.25× 10−1+7.85× 10−2p(t)−1.37× 10−3p2(t))
+4.50× 10−1(−1.25× 10−1+7.85× 10−2p(t)−1.37× 10−3p2(t))
·(5.24× 10−2r(t)+1)
·(5.24× 10−2r(t)+1)
]
(4)
2 F-16 DUTCH-ROLL DYNAMICS
The trimmed nonlinear dutch-roll dynamics of an F-16 traveling at 502 ft/s
and α = 2.11 deg is given by
x˙q(t) = Axq(t) +BΛ
(
u(t)
+ ∆(xq(t),u(t))
)
, xq(0) = xq0
y(t) = Cxq(t),
(1)
where
A =
[
−0.3220 0.0640 0.0364 −0.9917
0 0 1 0.0393
−30.6490 0 −3.6784 −0.6646
8.3595 0 −0.0254 −0.4764
]
, (2)
B =
[
0 0
0 0
−0.7331 0.1315
−0.0319 −0.0620
]
, C = [ 1 0 0 00 1 0 0 ], (3)
xq(t) = [ β(t) φ(t) p(t) r(t) ] ∈ R
4 is the lateral state vector, u(t) = [ δa(t) δr(t) ] ∈
R
2 are the measurable control inputs, y(t) ∈ R2 is the output, Λ = λI2×2,
λ ∈ R+ is the control effectiveness, and ∆(xq(t),u(t)) ∈ R
2[x], found below
in (4), contains unknown higher order dynamics which include dead-zone
and loss of control effectiveness for large β(t). The open-loop flight model,
coefficients, and the nonlinearities were taken from [15]. The higher order
terms in ∆(xq(t),u(t)) were derived by taking the Taylor series of hyperbolic
functions. In the proceeding subsection we discuss the derivation of the
nominal and adaptive control law used in the closed-loop model.
2.1 Closed-Loop Configuration
Consider the lateral dynamics in the form of (1). Our control objective is
to asymptotically track the reference trajectory
x˙r(t) = Arxr(t) +Brc(t), xr(0) = xr0
yr(t) = Cxr(t)
(5)
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where c(t) = [ βcmd φcmd ] ∈ R2 are the given piecewise continuous bounded
yaw/roll command signals, and xr(t) ∈ R
4 is the reference state vector.
Nominal controller gains
K1 =
[
10.6901 −9.5824 −2.0328 −6.1944
−0.3982 −0.2043 −0.4170 −27.0142
]
,
K2 =
[
−2.9031 −9.9924
156.5907 −2.4300
]
,
were derived using the LQR-method [19] such that Ar = A−BK1 is Hurwitz,
Br = BK2, and the DC gain between the command signals c(t) and output
y(t) is unity as t → ∞. Now consider the combined nominal/adaptive
feedback law
u(t) = un(t) + ua(t), (6)
with baseline nominal control law un(t) = K1xq(t) + K2c(t) ∈ R
2 and
adaptive control law ua(t) = −Wˆ
T (t)Φ
(
x(t)
)
. Basis function Φi(x(t)) =
(1+exq,i)−1, i = 1, . . . , 4 is known and Wˆ(t) ∈ R1 satisfies the weight update
law
˙ˆW(t) =
[
ǫ
300
ǫ
ǫ
]
︸ ︷︷ ︸
Γ
Φ
(
xq(t)
)
eT (t)P
[
0 0
0 0
−0.7331 0
−0.0319 0
]
︸ ︷︷ ︸
Bail
,
Wˆ(0) = Wˆ0 (7)
where ǫ << 1, e(t) = xq(t)−xr(t), and positive definite symmetric P ∈ R
4×4
is the unique solution to the Lyapunov equation
0 = ATr P + PAr + 100I4×4. (8)
Theorems that highlight the boundedness and performance of this configu-
ration can be found in [12].
States containing small gain ǫ are removed in this configuration because
they contribute little to the feedback. There is only adaptive feedback
through the aileron channel in (6) and (7). This is done to reduce the
total number of states in the system. We will demonstrate the validity of
our approach in the proceeding section.
We can now write the closed-loop model with (1) and (5) to (7) in their
compact form
x˙(t) = f
(
t,x(t),Λu(t)
)
, (9)
where x(t) = [ xq(t) Wˆ(t) xr(t) ] ∈ R9. The unused rudder states in the weight
update law (7) are discarded. A block diagram of the complete closed-loop
model is provided in Fig. 1.
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K2 x˙q(t) = Axq(t) +BΛ
(
u(t) + ∆(xq(t),u(t))
)
K1
x˙r(t) = Arxr(t) +Brc(t)
˙ˆW(t) = ΓΦ
(
xq(t)
)
eT (t)PBailua(t) = −Wˆ
T (t)Φ
(
xq(t)
)
xq(t)
+
+ u(t)
e(t)
+
Wˆ(t)
ua(t)
+
+
c(t)
xr(t) −
Figure 1: Dutch-Roll Closed-Loop Configuration
3 MAIN NUMERICAL RESULTS
We wish to validate our existing closed loop polynomial aircraft model (9)
by finding the initial state that maximizes of the norm of the concave cost
function J = −‖c(t)− y(T )‖22 with given terminal time T = 10 s and
c(t) = [ 0 +10 ] π180 . If we can show that for every chosen initial state
x(0) ∈ X0 , [−10 +10 ]
4 π
180
× [−0.001 +0.001 ]
× [−0.001 +0.001 ]4
π
180
that all trajectories remain bounded in
x(t) ∈ X , [−30 +30 ]8
π
180
× [−80 +80 ]
until they reach the final state belonging to a set x(T ) ∈ {J ≤ 3× 10−3},
then the control law is validated.
The main results of this section rely heavily on theoretical background
discussed extensively in [9, 11, 10]. The procedure consists of writing our
validation problem as a piecewise polynomial dynamical optimization prob-
lem
J = inf hT (T,x(t)) +
∫ T
0
h(t,x(t))dt
s.t. x˙(t) = fj(t,x(t)), j = 1, 2,
x(t) ∈ Xj , x(0) ∈ X0, x(T ) ∈ XT , t ∈ [0, T ]
(10)
with given polynomial dynamics f ∈ R[t, x] and costs h, hT ∈ R[t, x], and
state trajectories x(t) constrained in the compact basic semialgebraic sets
X, X0, and XT .
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We then write (10) as its infinite-dimensional measure-LP problem
J∞ = inf
∫
hT (T,x(t))dµT +
∫
h(t,x(t))dµ
s.t.
∂µ
∂t
+ divfjµj + µT = µ0∫
µ0 = 1
(11)
where div is the divergence operator and the infimum is with respect to the
occupation measure µ ∈ M+([0, T ] × X), initial measure µ0 ∈ M+({0} ×
X0), terminal measure µT ∈ M+({T} × XT ), and terminal time T > 0.
This infinite dimensional problem of measures can be relaxed to a finite
moment LMI problem of truncated sequences sequences, using Lasserre’s
LMI hierarchy [17]. When relaxation order d ∈ N tends to infinity, it holds
that Jd ≤ Jd+1 ≤ J∞ and limd→∞ Jd = J∞.
A piecewise disturbance is also included where the aircraft experiences
reduced control effectiveness at large roll angles. To include the disturbance,
we reformulate the optimization problem with the system dynamics defined
as locally affine functions in two cells Xj , j = 1, 2 corresponding respectively
to the regimes of the disturbance
X1 , {x(t) ∈ R
7 : |φ| ≤ φmax}, λ = 1
X2 , {x(t) ∈ R
7 : |φ| ≥ φmax}, λ = 0.2
(12)
such that φmax ∈ R+.
For our main results, we consider two cases: φmax = 1 and φmax = 3.14 × 10
−1.
We first consider (9) without the MRAC augmentation (ua(t) = 0) for both
cases. Then in section 3.1 we discuss our main contribution for implement-
ing (9) with the MRAC augmentation by reducing the total number of states
using parsimony. Lastly, the results for (9) with adaptive feedback are pre-
sented in section 3.3 and compared against the baseline control law from
section 3.1 for both cases.
If (10) can be written in the form of (11), it can be solved directly
using off-the-shelf-software. In our examples, we used GloptiPoly 3 [20] and
MOSEK [21] to solve a hierarchy of moment LMI relaxations. Additional
steps must be taken to reduce numerical problems. In (9), we employ a
normalizing matrix D = diag[a1, . . . , a9], a1, . . . , a9 ∈ R+ such that
x˙(t) = TDfj
(
t,D−1x(t),Λu(t)
)
. (13)
and all trajectories, including the time domain, are normalized within the
interval [−1, +1 ].
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Our numerical results can all be found in Tables 1 and 2. Then the
results obtained with our framework are compared against Monte-Carlo.
The Monte-Carlo simulations in Figs. 3 and 4 were built by using Newton’s
Method (tstep = 0.001 s) and nested for-loops with evenly spaced initial
conditions. The green lines denote the desired closed-loop performance.
The numerical maximum upper bounds found in Table 3 were obtained by
searching for the largest J generated by every initial condition.
3.1 Baseline Controller Problem
The baseline controller configuration can be obtained by setting Γ = 0 and
ua(t) = 0. The closed-loop model does not depend on the error dynamics
e(t) in this form, so we also negate the reference dynamics (5). Given (9),
the polynomial dynamical optimization problem becomes
J = inf
y(t)
− ‖c(t)− y(T )‖22
s.t. x˙(t) = TDfj
(
t,D−1x(t),Λju(t)
)
x(t) ∈ Xj , t ∈ [0, 1], j = 1, 2
x(0) ∈ X0, x(T ) ∈ XT ,
(14)
and its measure LP
J∞ = inf −
∫
‖c(t)− y(T )‖22 µT
s.t.
∂µj
∂t
+ divfjµj + µT = µ0∫
µ0 = 1.
(15)
The moment LMI relaxations problem can now be obtained directly from
(15).
As shown in the Monte-Carlo simulations Figs. 3 and 4 and Table 3,
there is no degradation in tracking performance when φmax = 1. When
φmax = 3.14 × 10
−1, trajectory overshoot is heavily penalized. Only 2% of
the trajectories fail to achieve proper tracking performance in Fig. 4. In-
sufficient sampling of the state-space in the Monte-Carlo simulations could
result these trajectories remaining undetected.
On the other hand, our framework can extract directly the unsafe trajec-
tories. Tables 1 and 2 contains the Gloptipoly 3 + MOSEK results for both
cases. For φmax = 1, the baseline controller achieves our desired terminal
cost. This is not reflected for φmax = 3.14 × 10
−1, which produces a signifi-
cantly larger upper bound. This indicates a loss in tracking performance.
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3.2 Exploiting Sparsity for ODEs
Consider the polynomial dynamics in the form of
x˙1(t) = f1
(
t,x1(t),y(t)
)
x˙2(t) = f2
(
t,x2(t)
)
, y(t) = C2x2(t)
(16)
where x1(t), x2(t) ∈ R
n, y(t) ∈ Rm, and m < n. The dynamics of f2(·) are
autonomous and serves as a control input for f1(·). In this configuration,
(16) can be approximated using the sparse measure LP
J∞ = inf
∫
hT (T,x(t))dµT +
∫
h(t,x(t))dµ
s.t.
(
∂µ
∂t
+ divf1µ
)
+ µT = µ0(
∂ν
∂t
+ divf2ν
)
+ νT = ν0
πt,y#µ = πt,y#ν∫
µ0 = 1,
∫
ν0 = 1,
(17)
with marginal πt,y#µ respectively πt,y#ν of measure µ respectively ν with
respect to variables t, y. This form was first derived in [16] and is useful
for applications where there are a large number of states in (10) (the new
maximum problem size is 1 + n + m variables versus 1 + 2n). The main
advantage of this approach is that the complexity of the problem depends
on the size of the largest SDP block. This effectively allows us to use our
framework to solve much larger problems.
For our case, the derivation of the MRAC closed-loop validation prob-
lem with sparsity begins by looking at the desired closed-response of (5) in
Fig. 2. With the given command signal, we can try approximating the error
dynamics using
y(t) =


β(t)− βss
φ(t)− φr(t)
p(t)− pr(t)
r(t)− rss

 = xq(t)− Exr(t) ≈ e(t) (18)
where βss = limt→∞ βr(t) and rss = limt→∞ rr(t).
Since xr(t) is both linear and autonomous, we can go directly to (17)
by using (9), piecewise polynomial dynamical optimization [10] with respect
9
0 1 2 3 4 5 6 7 8 9 10
−0.15
−0.1
−5 · 10−2
0
t
β(t)
φ(t)
p(t)
r(t)
Figure 2: Reference Trajectory xr(t) Given c(t)
to global occupation measure µ
µ = µ1 + µ2, (19)
and the approximated error dynamics (18). The main takeaway of using
(18) is that we reduce the total number of equality constraints in (17) and
further simplify the problem. We are now ready to write the MRAC closed-
loop problem.
3.3 MRAC Controller Problem
Given (17) and the polynomial dynamical optimization problem
J = inf
y(t)
− ‖c(t)− y(T )‖22
s.t. x˙(t) = TDfj
(
t,D−1x(t),Λju(t)
)
x˙r(t) = Arxr(t) +Brc(t) = fr
(
xr(t), c(t)
)
x(t) ∈ Xj , xr(t) ∈ Xr, t ∈ [0, 1], j = 1, 2
x(0) ∈ X0, x(T ) ∈ XT ,
xr(0) ∈ Xr0. xr(T ) ∈ XrT
(20)
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Table 1: GLoptipoly 3 + MOSEK Upper Bounds (φmax = 1)
LQR LQR + MRAC
Rel Ord Upper Bnd J CPU [s] Upper Bnd J CPU [s]
1 2.59 2.33 2.36 × 10−1 3.24 × 101
2 9.78 × 10−2 2.05 6.41 × 10−4 1.22 × 103
3 1.44 × 10−3 1.33 × 101 1.40 × 10−5 2.65 × 105
4 2.81 × 10−5 1.17 × 102 - -
the new measure-LP for the closed-loop model with MRAC becomes
J∞ = inf − ‖c(t)− y(T )‖
2
2
s.t.
(
∂µj
∂t
+ divfjµj
)
+ µT = µ0, j = 1, 2(
∂ν
∂t
+ divfrν
)
+ νT = ν0
πt,y#µ1 + πt,y#µ2 = πt,y#ν∫
µ0 = 1,
∫
ν0 = 1,
(21)
where x(t) = [ xq(t), Wˆ(t), xr(t) ]. We also have marginal πt,y#µ respectively
πt,y#ν of measure µ respectively ν with respect to variables t, y. With
the moment equality constraints and the appropriate supports, the moment
LMI relaxation problem of (21) provides a useful upper bound for the cost
function J given in (20).
For both values of φmax, good tracking performance was achieved for
our LQR + MRAC configuration. This is reflected in our Monte-Carlo
simulations Figs. 3 and 4 and Table 3. Likewise, desirable upper bounds are
achieved in our Gloptipoly 3 + MOSEK results Tables 1 and 2. The main
takeaway is that even a simple LQR + MRAC closed-loop configuration can
reject exogenous disturbances and initial condition mismatches.
It is also possible to achieve improved transient performance using MRAC
modifications, such as the error modification [14] or adaptive loop recovery
[13], and are discussed extensively in [11].
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Figure 3: F-16 Monte-Carlo with safe trajectories (φmax = 1)
4 CONCLUSIONS AND FUTURE WORKS
We considered a nonlinear dutch-roll F-16 closed-loop model complete with a
baseline LQR and MRAC augmentation. To reduce the size of the problem,
we exploited sparsity in our framework. These models were then validated
using moment LMI relaxations and existing off-the-shelf software. We com-
pared the performance of the closed-loop model baseline LQR controller to
the same model with the MRAC. These results were then compared with
upper bounds obtained using Monte-Carlo simulations. For future work, we
wish to use our framework to consider aircraft models with unknown flexible
Table 2: GLoptipoly 3 + MOSEK Upper Bounds (φmax = 3.14 × 10
−1)
LQR LQR + MRAC
Rel Ord Upper Bnd J CPU [s] Upper Bnd J CPU [s]
1 2.59 1.43 2.29 × 10−1 2.20 × 101
2 6.58 × 10−1 1.53 6.47 × 10−4 1.25 × 103
3 4.68 × 10−1 9.62 1.52 × 10−5 2.21 × 105
4 4.59 × 10−1 8.25 × 101 - -
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Figure 4: F-16 Monte-Carlo with unsafe trajectories in baseline LQR
(φmax = 3.14× 10
−1)
Table 3: Monte-Carlo Upper Bounds for Section 3
Upper Bound Upper Bound
φmax J (LQR) J (LQR + MRAC) CPU [s]
1 1.87 × 10−10 5.07 × 10−7 1.18 × 101
3.14 × 10−1 4.46× 10−1 5.07 × 10−7 1.20 × 101
dynamics.
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