To improve optimizing performance of artificial bee colony (ABC), a new algorithm called learnable artificial bee colony (LABC) is presented in this paper. The new algorithm employs some available knowledge from the two optimization phases to guide the next optimization process. Eight benchmark functions are used to validate its optimization effect. The experimental results show that LABC outperforms ABC and particle swarm optimization (PSO) on most benchmark functions. LABC provides a new reference for improving optimization performance of ABC.
1997), Firefly algorithm (FA) (Yang 2008) , Bacterial Foraging Optimization (BFO) (Passino 2002) and Artificial Fish Swarm Algorithm (AFSA) (Li et al. 2002) . Artificial Bee Colony (ABC) algorithm inspired by the foraging behavior of a swarm of bees is proposed by Karaboga (2005) and further developed by Karaboga and Basturk 2007a, 2008; Karaboga and Akay 2007) . ABC has a good optimizing performance on many optimization problems and has been employed to solve practical engineering problems (Banharnsakun et al. 2012; Wang et al. 2011; Baykasoglu et al. 2007; Abu-Mouti and El-Hawary 2011) . A novel algorithm based on ABC is also proposed to solve multi-objective optimization problems (Zou et al. 2011) . Although ABC algorithm utilizes all the D-dimensional information to calculate the fitness of one food source, it only utilizes a single component of D-dimensional vector to produce a new food source in each iteration. But the food source with low fitness probably has potential to produce a good food source. In view of this, a cooperative artificial bee colony algorithm applying Potter's cooperative search technique was proposed (Zou et al. 2010) . However, improving the optimizing performance is endless. We present a new method which utilizes the information of the best solutions to balance exploration and exploitation in this paper.
The remainder of this paper is organized as follows. Section 2 introduces the original ABC algorithm. Section 3 describes the proposed LABC algorithm. Section 4 presents the experiments in detail and analyzes the experimental results. The last section gives the conclusions.
ABC Algorithm
In original ABC model, the bees consist of three kinds of bees (Karaboga 2005) : employed bees, onlooker bees and scout bees. Employed bees exploit the specific food sources they have explored and share the nectar information of the food sources to onlooker bees waiting on the dance area. Onlooker bees select a food source to exploit depending on the nectar quality. The more nectar a food source contains, the greater probability an onlooker bee selects it. Scout bees will find new food sources if some food sources are abandoned. In ABC algorithm, the number of the employed bees or the onlooker bees is equal to the number of food sources (Karaboga and Basturk 2007b) . The pseudo code for ABC algorithm is listed in Table 1 .
In initialization phase, the algorithm randomly produces a number of food sources according to the expression (1) in the search range. After that, the fitness values of the food sources are calculated.
Where i 2 [1, 2 : : : SN] and j 2 [1, 2 : : : D]. SN is the number of food sources which is equal to half of the colony size. The number of employed bees which equals SN is equal to the number of onlooker bees. D is the number of parameters is the upper boundary value of the jth parameter. In the employed bees' phase, each employed bee is sent to the food source and finds a new food source according to expression (2).
Where k is a randomly selected food source index between [1, SN]. Here, k is different from i. j is a randomly selected dimension index between [1, D] . i,j is a random number between [ 1, 1]. The new food source v i,j is determined by changing one dimension of x i and is set to its boundary value if exceeding its predetermined boundaries. A greedy selection strategy is employed by comparing the fitness value of the new food source and the old one.
In the onlooker bees' phase, each onlooker bee selects a food source to exploit depending on a probability calculated by using expression (3). After that, each onlooker bee finds a new food source in the neighborhood according to expression (2) and applies the greedy selection strategy to select one food source by using comparing the fitness value.
In the scout bees' phase, a food source whose nectar quality doesn't get better improvement according to a judging criterion will probably be abandoned. At each cycle, at most a scout bee randomly produces a new food source according to expression (1) to replace the abandoned food source.
In addition, the trial counter of producing new food source need to be memorized and is employed in the judging criteria of the scout bees' phase. In the process of each cycle, the trial counter value of each food source is reset to 0 if the fitness is improved and is increased by 1 if not. If the trial counter value of a food source is greater than the predetermined value, the corresponding food source will be abandoned.
The termination condition of ABC algorithm may be the maximum cycles or the maximum function evaluation.
LABC Algorithm
From the view of the expression (2), ABC algorithm finds a new food source by producing a single component of the original food source randomly. During the employed bees' phase or the onlooker bees' phase, a global vector called learning vector memorizes the single component of the best solution (D-dimensional vector). After the employed bees' phase or onlooker bees' phase, a phase called learning phase is added in the algorithm. In learning phase, sort the food source in ascending order according to the fitness. Select one fifth of the food sources from the front and find a replaceable position by the way of linear decreasing according to the expression (4). In expression (4), sPos is advised to set one fifth of colony size and ePos is advised to set 1. Then we replace the vector on the position with the learning vector which makes the new solution have better quality in next iteration. The selection of replaceable position employs the linear decreasing way which makes the fitness value of the replaceable position from worse to worst. The way guarantees the balance between exploration and exploitation. It is worth noting that, the replaceable position is not the worst food source, but the ones in the one fifth of the sorted sources with worse fitness. Experiments have been done and show that this kind of selected method can improve the original ABC algorithm. The pseudo code for LABC algorithm is listed in Table 2 .
Where eva is the current function evaluation count and maxEva is the maximum function evaluation count. 
Experiments

Experiments Sets and Benchmark Functions
In order to compare the performance of LABC algorithm with PSO and ABC, eight benchmark functions are used. Inertia weight in PSO algorithm varied from 0.9 to 0.7. Learning factors c1 and c2 were 2.0 in PSO algorithm. The population size of three algorithms was 100. The dimension size of problem is 30. The maximum evaluation count was 100,000. In the expression (4), sPos was 20 and ePos was 1. Each algorithm experiment run for 100 runs and took the mean value of 100 runs as the final result. Eight well-known benchmark functions are listed as follows.
Sphere function:
x 2 OE 5:12; 5:12
Powers function:
Sumsquares function:
Rosenbrock function:
Griewank function:
x 2 OE 600; 600
Ackley function: Rastrigin function:
x 2 OE 15; 15
Schwefel function:
The global minimum value of benchmark functions listed above is 0.
Experiment Results and Analysis
The experimental results including the mean and the standard deviation of the function values in 100 runs are listed in Table 3 . The best values obtained on each function were marked as bold. From Figs. 1, 2, 3 , 4, 5, 6, 7, and 8 presents the median convergence characteristics of eight benchmark functions. All algorithms perform very well on these three functions. However, Table 3 shows that LABC performs better than the others on Sphere, powers and Sumsquares. On function powers, LABC and ABC converge very quickly and are easy trapped at local optimum, as can be seen in Fig. 2 . However, LABC gets better value than ABC, as can be seen in Table 3 .
Rosenbrock function is a unimodal functions with nonseparable variables. From Table 3 and Fig. 4 , its function value trend flat and has little opportunity to converge the best point. However, LABC's convergence performance almost equals ABC's. Rastrigin function and Schwefel function are multimodal functions with separable variables. Table 3 shows that the performance of LABC is better than the others'. As can be seen in Figs. 7 and 8, LABC performs much better than ABC and PSO on Rastrigin and Schwefel.
Ackley function and Griewank function are multimodal functions with nonseparable variables. On these two functions, Table 3 shows that the performance of LABC is much better than the others'. As can be seen in Fig. 5 , LABC performs much better than the others and is able to continue improving its solution on Griewank functions. 
Conclusion
Learnable artificial bee colony (LABC) algorithm, based on learning the knowledge in optimization process, is presented in this paper. And eight benchmark functions were used to compare with PSO and ABC. The experimental results show the performance of LABC outperforms PSO and ABC on most functions. Especially on Griewank, Rastrigin and Schwefel, LABC has a very stronger ability of exploiting the optimum. Further research efforts will be focused on finding new methods to improve our proposed algorithm and applying the improved algorithm to solve practical engineering problems.
