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Abstract. Quantum weak energy inequalities have recently been extensively discussed as a
condition on the dynamical stability of quantum field states, particularly on curved spacetimes.
We formulate the notion of a quantum weak energy inequality for general dynamical systems
on static background spacetimes and establish a connection between quantum weak energy
inequalities and thermodynamics. Namely, for such a dynamical system, we show that the
existence of a class of states satisfying a quantum weak inequality implies that passive states
(e.g., mixtures of ground- and thermal equilibrium states) exist for the time-evolution of the
system and, therefore, that the second law of thermodynamics holds. As a model system,
we consider the free scalar quantum field on a static spacetime. Although the Weyl algebra
does not satisfy our general assumptions, our abstract results do apply to a related algebra
which we construct, following a general method which we carefully describe, in Hilbert-space
representations induced by quasifree Hadamard states. We discuss the problem of reconstructing
states on the Weyl algebra from states on the new algebra and give conditions under which this
may be accomplished.
Previous results for linear quantum fields show that, on one hand, quantum weak energy
inequalities follow from the Hadamard condition (or microlocal spectrum condition) imposed
on the states, and on the other hand, that the existence of passive states implies that there is
a class of states fulfilling the microlocal spectrum condition. Thus, the results of this paper
indicate that these three conditions of dynamical stability are essentially equivalent. This ob-
servation is significant because the three conditions become effective at different length scales:
The microlocal spectrum condition constrains the short-distance behaviour of quantum states
(microscopic stability), quantum weak energy inequalities impose conditions at finite distance
(mesoscopic stability), and the existence of passive states is a statement on the global thermo-
dynamic stability of the system (macroscopic stability).
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1 Introduction
At small scales and high energies, the behaviour of matter is governed by quantum field
theory, and it is widely known that the energy-momentum tensor in quantum field theory
violates the energy-positivity conditions that are generically fulfilled for classical matter
in general relativity. For instance, in flat spacetime, there is in any quantum field theory
a large class of physical states for which the expectation value of the energy density
is a function on spacetime assuming negative as well as positive values [10]. However,
as pointed out by Ford [17], one may argue on heuristic grounds that there must be
constraints on the intensity and spatio-temporal extension of negative values of the energy
density, as otherwise one could produce situations in which macroscopic violations of the
second law of thermodynamics occur. This idea was further developed by Ford and several
other authors (see, e.g., [18, 19, 32, 12, 11, 13, 14, 16, 47, 15, 30]) and led to a form
of such constraints which are now called quantum weak energy inequalities (abbreviated,
QWEIs) in the terminology of [15], or often simply quantum inequalities (QIs). To explain
their nature, consider some quantum field propagating on a Lorentzian spacetime (M, g),
and let 〈Tµν(x)〉ω be the expectation value of the energy-momentum tensor in a state
(expectation functional) ω at some spacetime point x. For any smooth, timelike curve γ
in spacetime, denote by
ρω(τ) = γ˙
µ(τ)γ˙ν(τ)〈Tµν(γ(τ))〉ω
the mean energy density in the state ω along the curve, parametrized by proper time τ .
Then one says that the states of the quantum field fulfill a QWEI if for any timelike curve
γ and any real-valued smooth, compactly supported test-function g there holds a bound
of the form
inf
ω
∫
dτ g2(τ)ρω(τ) ≥ cg,γ > −∞ (1.1)
where the infimum is taken over the set of states ω of the quantum field theory in which
ρω can be reasonably defined as a locally integrable function (typically, this is a dense
set of all physical states for the quantum field theory). The important point is that the
constant cg,γ bounding the weighted integral of the energy density along γ from below
may depend on the weight-function g and the curve γ, but is state-independent.
To comment on this constraint, we note first that an inequality of the form (1.1) has
been shown to hold for the class of Hadamard states ω of the free Klein-Gordon field and
the Dirac field on arbitrary, globally hyperbolic spacetimes [12, 15]. Moreover, in more
special situations, the inequality (1.1) was obtained in a more specific form. For example,
for the massless free scalar field in d-dimensional Minkowski spacetime and the specific
choice of a (not compactly supported) Lorentzian weight function g2(τ) = t0/[π(τ
2 + t20)]
(t0 > 0), and taking for γ any straight timelike line, one obtains a bound
t0
π
∫
dτ
ρω(τ)
τ 2 + t20
≥ −Γd
td0
(1.2)
for all states ω of finite particle number and energy, where Γd is a state-independent
universal constant depending only on the spacetime dimension [19, 16, 11]. Thus the
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intensity of the weighted negative energy is at most proportional to an inverse power of its
mean duration, i.e. the width t0 of the Lorentzian weight function. This considerably limits
the possibility of negative energies to build up to macroscopic violations of the second
law of thermodynamics. Also, other macroscopic dynamical instabilities are hampered in
this way when taking expectation values of a quantum field’s energy-momentum tensor
as the right hand side of Einstein’s equations of gravity: It can be shown that appropriate
forms of averaged energy conditions such as (1.1) or (1.2) imply similar statements about
the dynamical behaviour of solutions to Einstein’s equations as do the pointwise energy
positivity conditions for classical matter. Examples include singularity theorems, or the
impossiblity of exotic spacetimes with closed timelike curves or “warp-drive” scenarios
[46, 20, 31].
The argument sketched above—that a bound on negative energy densities in quan-
tum field theory of the type (1.2) really prevents a macroscopic violation of the second
law of thermodynamics—is, of course, somewhat heuristic. The purpose of the present
article is to show that such a conclusion may be drawn rigorously under fairly general
circumstances. To this end, we shall specialize our setting a bit and consider a quantum
system (which may, but need not, be a quantum field) situated in a static, spatially com-
pact spacetime (the assumption of spatial compactness is mainly made for convenience).
Thus, the underlying spacetime (M, g) is of the form
M = R× Σ ,
where Σ is a smooth, s-dimensional compact manifold endowed with a Riemannian metric
h, and the static Lorentzian metric g on M has the line element
ds2 = gabdx
adxb = g00dt
2 − hijdxidxj (1.3)
with a smooth, strictly positive function g00 on Σ. Consequently, when a point x ∈M is
represented as x = (t, x) with t ∈ R and x ∈ Σ, then g is independent of t. The variable
t is to be viewed as “time”-variable, whereas Σ contains all the spatial locations of the
system at instances of “equal time”.
We will then assume that the quantum system on this spacetime can be modelled
such that the observables of the system are elements of a C∗-algebra1 A, and that the
time-evolution of the system can be described by a one-parameter group {αt}t∈R of au-
tomorphisms of A. A technical assumption is also made, namely that the automorphism
group is strongly continuous in time: This means that ||αt(A)−A|| → 0 as t→ 0 for each
A ∈ A; the norm appearing here is the C∗-norm on A. In technical terms (cf. [6]), the
pair (A, {αt}t∈R) is a C∗-dynamical system. Here the time-parameter t is thought of as
having the significance of the time-parameter of the spacetime, so that {αt}t∈R describes
the time-evolution of the system on the underlying spacetime. That is, if the system is
formed by a family A(O) ⊂ A, O ⊂ R× Σ, of sub-C∗-algebras of A fulfilling the isotony
condition O1 ⊂ O ⇒ A(O1) ⊂ A(O), then we assume that αt(A(O)) = A(τt(O)) where
τt denotes the time-shift τt(t
′, x) = (t + t′, x) on the underlying spacetime. These as-
sumptions are very general (cf. [23]); apart from some points of technical detail (such as
1We shall understand by a C∗-algebra always a C∗-algebra containing a unit element, generically
denoted by 1.
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replacing the C∗-algebra by a more general types of ∗-algebra, or relaxing the assumption
of strong continuity of the dynamics), there is a vast range of quantum systems on static
spacetimes that can be modelled as C∗-dynamical systems.
Some comments on the extent to which the assumption of strong countinuity is realized
in quantum field theoretic system may nevertheless be helpful. The typical description of
such systems in the present setting of a static spacetime M starts with a C∗-algebra A
generated by elements G(f), where f ranges over C∞0 (M). These algebraic generators are
subject to certain relations characterizing dynamical properties of the system, and a time
evolution can usually be defined on A as a one-parametric group {α˜t}t∈R of automorphisms
of A via α˜t(G(f)) = G(f ◦τ−t). However, thinking in particular of the case of a free bosonic
field, where G(f) are the Weyl-generators of a CCR-algebra2, the corresponding {α˜t}t∈R
will, in general, fail to be strongly continuous. This difficulty can be overcome by passing
to sufficiently “regular” Hilbert-space representations π of A in which {α˜t}t∈R is weakly
continuous. We will give a very detailed account of this construction for the example of
the scalar Klein-Gordon field in Sec. 4; to prepare the ground for this, we now outline the
basic idea.
To simplify the discussion a little bit, and to help the reader who is not too familiar
with C∗-dynamical systems to see the connection with the more common Hilbert space
approach, we assume that there is a weakly continuous unitary group {Vt}t∈R on H, the
representation Hilbert space of π, so that
Vtπ(A)V
∗
t = π(α˜t(A))
for all A ∈ A. Then αt(A) = VtAV ∗t , A ∈ π(A), defines a group of automorphisms of
π(A) ⊂ B(H) which need not be strongly strongly continuous but only weakly continuous,
i.e. 〈ψ, (αt(B)− B)φ〉 → 0 as t→ 0 for all choices of vectors φ, ψ ∈ H. But this form of
continuity implies that for each h ∈ C∞0 (R) and each A ∈ π(A) the weak (or Bochner-)
integral
αhA =
∫
dt h(t)αt(A) (1.4)
exists as an element in B(H); more precisely, αhA is contained in π(A)
′′, the von Neumann
algebra generated by π(A).3 Moreover, it is easy to see (cf. Sec. 4) that ||αt(αhA) −
αhA|| → 0 for t → 0. Hence, if we denote by A the C∗-algebra which is generated by
all the αhA where A ∈ π(A) and h ∈ C∞0 (R), then (A, {αt}t∈R) forms a C∗-dynamical
system. (The local algebras A(O) are then defined as A ∩ {π(G(f)) : f ∈ C∞0 (O)}′′.)
Therefore one sees that C∗-dynamical systems arise naturally as a means of describing
quantum field systems as soon as one considers representations in which the time-evolution
of the system is modelled by a weakly continuous unitary group (and also under more
general circumstances, see Sec. 4), and this is surely a very general situation, irrespective
of whether a quantum field is interacting or free. We should also emphasize that, once
such a representation π is chosen, it doesn’t matter if one describes the system in terms of
the algebra π(A) or the algebra A since, for each unit vector ψ ∈ H, the expectation value
〈ψ,Aψ〉 of A ∈ π(A) can be approximated as closely as desired by the expectation value
2See Sec. 4.1 for a fuller discussion of the CCR-algebra in the context of the free Klein-Gordon field.
3For a subset B of B(H), B′ denotes the commutant of B, i.e. B′ = {C ∈ B(H) : CB = BC ∀ B ∈ B}.
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〈ψ, αhAψ〉 of αhA ∈ A through sharply peaking h around 0. Conversely, αhA is weaky
approximated by elements of π(A). For further discussion of the relation between states
on A and states on A in the case of the CCR-algebra, see towards the end of Sec. 4.1 and
Appendix A.5.
To make contact with thermodynamics, we now turn to the notion of passivity intro-
duced by Pusz and Woronowicz [33]. Let (A, {αt}t∈R) be a C∗-dynamical system. The
idea of Pusz and Woronowicz was to consider the behaviour of the system when the ex-
ternal conditions change in time. To this end, we note first (cf. Sec. 2) that there exists
a norm-dense ∗-subalgebra D(δ) of A so that
δ(A) =
d
dt
αt(A)
∣∣∣∣
t=0
, A ∈ D(δ) , (1.5)
exists in A. This derivation is the generator of the dynamics when the external conditions
remain unchanged. A change in the external conditions can be modelled via replacing δ
by a time-dependent dynamics-generator
δt(A) = δ(A) + i[Ht, A] , A ∈ D(δ) ,
where Ht = H
∗
t is a smooth function of t ∈ R having values in A. Now assume that
Ht = 0 for t < 0 and for t > T where T is some positive number. Then the dynamics of
the system remains unchanged before t = 0 and after t = T . In other words, the system
undergoes a cyclic change of external conditions during which it is thermally isolated.
(For t < 0 and t > T , the system is closed.) It can be shown that there is a unique
smooth family UHt , t ∈ R, of unitary elements in A solving the initial value problem
d
dt
UHt =
1
i
αt(Ht)U
H
t , U
H
0 = 1 , (1.6)
and that, consequently, the family αHt , t ∈ R, of automorphisms of A given by αHt (A) =
UHt
∗αt(A)U
H
t solves the initial value problem
d
dt
αHt (A) = α
H
t (δt(A)) , α
H
0 (A) = A ,
for all A ∈ D(δ).
We recall that a state on a C∗-algebra A is a continuous linear functional ω : A→ C
which is positive, i.e. ω(A∗A) ≥ 0 for all A ∈ A, and fulfills ω(1) = 1.
If the system is initially in the state ω, then the work done on the system under the
cyclic change of external conditions is
LH(ω) =
∫ T
0
dt ω(αHt (
dHt
dt
)) ,
and, as shown in [33], it holds that
LH(ω) =
1
i
ω(UHT
∗δ(UHT )) . (1.7)
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Pusz and Woronowicz call a state ω on A passive if LH(ω) ≥ 0 for all smooth H : R ∋
t 7→ Ht = H∗t ∈ A that have Ht = 0 for t outside [0, T ] with some T > 0. Then it follows
from (1.7) that ω is passive if and only if
inf
U∈U0(δ)
1
i
ω(U∗δ(U)) ≥ 0
where U0(δ) denotes the set of all unitary U inD(δ) which are in A continuously connected
to 1.
Passive states may thus be viewed as states of the system which are “in equilibrium” in
the sense that, if the system is in such a state, then it is impossible to extract energy (gain
work) from the system under cyclic changes of the external conditions of the system (while
keeping it thermally isolated). It is in this sense that the second law of thermodynamics
is valid for passive states. However, the set of passive states is really larger than the
class of thermal equilibrium states, as those have a definite temperature: Each mixture
of thermal equilibrium states (KMS-states) at arbitrary temperatures (including zero,
corresponding to ground states) is a passive state. On the other hand, passive states are
invariant under {αt}t∈R, and some (in most circumstances, mild) additional conditions
such as clustering, or complete passivity, imply that passive states are, in fact, thermal
equilibrium states at a definite temperature, i.e. KMS-states or ground states. We refer
to [33] for a detailed discussion of these matters. We should like to mention that, in
the context of quantum field theory in Minkowski-spacetime, Kuckert [28] has recently
introduced a weaker notion of passivity, called semipassivity, and has shown that for
stationary and homogeneous states semipassivity is equivalent to the KMS-condition for
a particular inertial observer. There are also more recently investigated interconnections
between energy-compactness, semi-passivity, and thermal equilibrium properties of states
in quantum field theory [29, 22, 1] to which we would like to direct the reader’s attention.
In the present work, we shall show that the existence of passive states for C∗-dynamical
systems modelled on a static, spatially compact spacetime can be deduced from a suit-
able form of a QWEI. For this purpose, we suppose that there exists an energy density
whose spatial integral yields the generator of the dynamics, and we assume QWEIs for
this energy-density to hold for a suitable dense set of states on A. The precise assump-
tions will be discussed in Sec. 2. Given these assumptions, along with some other physi-
cally well-motivated conditions, we obtain in Sec. 2 several assertions about the existence
of passive states for the C∗-dynamical system. While the investigations in Sec. 2 are
based on general, model-independent assumptions, Sec. 4 concerns the example of the
free scalar Klein-Gordon field on a static, spatially compact spacetime. In particular, we
will show that in the GNS-representation of each quasifree Hadamard state one obtains a
C∗-dynamical system and an energy density on a suitable domain such that all the general
assumptions of Sec. 2 are satisfied. It is of course well-known that quasifree Hadamard
ground- and KMS-states exist for the free scalar field on static, spatially compact space-
times [49], but we emphasise that our arguments do not make use of this fact. Thus there
is the prospect that the results of Sec. 2 have a wider applicability beyond the realm of
free quantum fields. Instead, our arguments rely heavily on the characterization of the
Hadamard property in terms of a condition on the wavefront set of the two-point function
of a state for the free field, called microlocal spectrum condition, which was established in
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[34] (cf. also [3, 38]). However, we shall work with a new version of that characterization
taken in part from [40] and related to the concept of “domain of microlocal smoothness”
in [2]. Thus, Sec. 4 contains several apparently new microlocal techniques in quantum
field theory on curved spacetime. Some background material on microlocal analysis, in-
cluding a convenient calculus for distributions taking values in Banach and Hilbert spaces
is presented in Sec. 3.
To conclude this introduction, we would like to point out that the results obtained in
this work, together with results previously obtained, indicate an intimate connection —
and apart from points of technical detail, equivalence — between the following classes of
states of a free quantum field (on static spacetimes):
(i) states fulfilling the microlocal spectrum condition (Hadamard states),
(ii) states fulfilling QWEIs,
(iii) states induced by operations on passive states (corresponding to local, finite energy
excitations of passive states) .
Namely, it was shown in [12] (see also [15]) that free quantum field states fulfilling the
microlocal spectrum condition satify QWEIs. In the present work, we show that QWEIs
imply the existence of passive states. On the other hand, [37] indicates that passive states
fulfill the microlocal spectrum condition (and this result carries over to a suitable dense
set of states in the GNS-representation of passive states, cf. [45]).
This observation is of considerable significance since the regularity properties on the
classes of states (i), (ii) and (iii) are imposed on very different length scales. The states
(i) fulfill a constraint on their microscopic short-distance behaviour, the condition on the
states (ii) is imposed at finite length scales while the specification of the class of states (iii)
is a global condition on their thermodynamic stability. We conjecture that this connection
between dynamical stability conditions at different length scales is a generic feature and
extends to physical systems described by more general types of quantum fields.
2 Passivity from quantum weak energy inequalities
We will consider a quantum system situated in a static spacetime of the form R × Σ,
where Σ is an s-dimensional compact manifold; the variable t ∈ R is interpreted as
“time”-variable, whereas Σ contains all spatial locations of the system. Furthermore, we
assume that the spacetime is endowed with a static metric of the form (1.3). Then this
metric induces a preferred measure on the Borel-sets of Σ which we will denote by dµ;
it is the volume measure of the Riemannian metric h on Σ. In local coordinates (xi) for
Σ, dµ(x) has the coordinate expression
√
det(hij) d
sx. (We note that everywhere in the
discussion to follow one could replace dµ by any other Borel-measure on Σ, but the choice
just made is convenient and natural.)
We shall make some general, model-independent assumptions concerning the math-
ematical description of the dynamical properties of the system, suited to discuss the
connection between QWEIs and passivity. In Section 4 we will show that all these as-
sumptions are fulfilled in the case of the free scalar Klein-Gordon field on a static, globally
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hyperbolic spacetime.
Our quantum system will be modelled by a C∗-dynamical system (A, {αt}t∈R) as discussed
in the Introduction.
Since {αt}t∈R is strongly continuous, there exists a norm-dense (maximal) domain D(δ)
in A so that the derivation
δ(A) =
d
dt
αt(A)
∣∣∣∣
t=0
exists in A for all A ∈ D(δ). In fact, D(δ) is a norm-dense ∗-subalgebra of A, as is the set
D∞(δ) of all elements in A such that t 7→ αt(A) is C∞ at t = 0 (i.e., the common domain
for δn, for all n ∈ N), since defining for each A ∈ A and h ∈ C∞0 (R) their convolution
αhA with respect to {αt}t∈R by (1.4) (with the integral now converging in norm because
of strong continuity) one finds that αhA ∈ D∞(δ).
Next, we need to introduce an energy-density in order to connect our dynamical sys-
tem with QWEIs. Since energy-densities are in many examples unbounded operators or
quadratic forms, we need an appropriate domain for such a quantity with convenient al-
gebraic and density properties. Therefore, we shall now make the assumption that there
is a norm-dense subspace W∞ ⊂ D∞(δ) which has the property of being stable under
taking adjoints and under convolution with test-functions with respect to the action of
{αt}t∈R. In other words, for all A ∈ W∞ and f ∈ C∞0 (R), αfA is also contained in W∞.
We shall denote by A∞ the ∗-algebra generated by W∞.
It will turn out to be convenient to introduce the set U∞ ⊂ D∞(δ) of all unitaries U
which are of the form
U = eiA1 · · · eiAN
where N ∈ N and A1, . . . , AN are hermitean elements in A∞. Lemma 2.2 below will show
that it suffices to consider U of this form when discussing general cyclic changes to the
system such as that described by UHt in Eqs. (1.6) and (1.7). We denote by U
∞
alg the ∗-
algebra which U∞ generates; this is a sub-∗-algebra of D∞(δ). (In fact, as a consequence
of Lemma 2.2 below, the closures of U∞alg and D
∞(δ) in the graph-norm of δ coincide.)
Now we can formulate our assumptions on the existence of an energy density generating
the dynamics: We assume that there exists a set S which is a subset of the set of states on
A and has the property of being closed under finite convex combinations and operations
induced by elements of U∞alg, i.e. if ϕ ∈ S and A ∈ U∞alg, then the state ϕA on A defined by
ϕA(B) := ϕ(A∗BA)/ϕ(A∗A) , B ∈ A ,
is also contained in S. We denote by V the vector-space generated by S and U∞alg, that is,
the subset of all elements ℓ in the continuous dual space A∗ of A that arise as finite linear
combinations of elements of S operated upon by elements of U∞alg from right and left:
ℓ(B) =
n∑
i=1
ϕi(AiBCi) n ∈ N, Ai, Bi ∈ U∞alg and ϕi ∈ S . (2.1)
The energy density of the system is then defined to be a linear map ̺ taking elements
in V to C1-functions on R×Σ. That is, given ℓ ∈ V, then ̺[ℓ] is a C1-function on R×Σ,
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and the assignment ℓ 7→ ̺[ℓ] is linear. We will find it convenient to write ℓ(̺(t, x)) for
̺[ℓ](t, x). Moreover, we will write ℓ([̺(t, x), A]) to denote ̺[ℓA − Aℓ](t, x), where the
functionals ℓA and Aℓ are given by
ℓA(B) = ℓ(BA) , Aℓ(B) = ℓ(AB) .
The quantity ϕ(̺(t, x)) ought to be viewed as the expectation value of the energy-density
with respect to the preferred time-coordinate in the state ϕ ∈ S at (t, x). The following
assumptions are in line with this point of view:
(i) It will be assumed that∫
Σ
dµ(x)ℓ([̺(t, x), αt(A)]) = −i d
dt
ℓ(αt(A)) , A ∈ U∞alg , ℓ ∈ V .
(ii) It will also be assumed that the integrated generating term of the energy density is
conserved:
d
dt
∫
Σ
dµ(x) ℓ([̺(t, x), A]) = 0 , A ∈ U∞alg , ℓ ∈ V .
We note that, in the presence of (i), condition (ii) may be equivalently expressed by saying
that the generators of the time-evolutions are independent of t,
d
dt
ℓ(αt(A)) = ℓ(δ(αt(A))) , A ∈ U∞alg , ℓ ∈ V .
With the assumptions formulated so far, the notion of quantum weak energy inequality
in the present general setting can now be precisely defined.
Definition 2.1 Assume that a physical system on the static spacetime R×Σ modelled by
A, {αt}t∈R, W∞, A∞, S and ̺ with the properties stated above is given, and let ω ∈ S.
(a) We say that ω fulfills a static quantum weak energy inequality with respect
to S if there is for each real-valued g ∈ C∞0 (R) a locally integrable4 non-negative
function Σ ∋ x 7→ q(g; x) such that∫
R
dt g2(t)ϕ(̺(t, x))−
∫
R
dt g2(t)ω(̺(t, x)) ≥ −q(g; x) (2.2)
holds for all states ϕ ∈ S and all x ∈ Σ.
(b) We say that ω fulfills a limiting static QWEI (with respect to S) if ω fulfills the
static QWEI (2.2), and in addition each x ∈ Σ has an open neighbourhood U such
that
ΓU := sup
g
lim sup
λ→0+
1
‖g2λ‖L1
∫
U
dµ(x′) q(gλ; x
′) <∞ (2.3)
where the supremum is taken over real-valued g ∈ C∞0 (R) with ‖g2‖L1 6= 0, and
gλ(t) = g(λt).
4That is, each x ∈ Σ should have an open neighbourhood on which q(g; ·) is integrable.
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(c) A state ω ∈ S will be called quiescent (with respect to S) if ω fulfills a limiting
static QWEI in which each ΓU = 0. (Since q(g, x) is non-negative this is in fact
equivalent to the assertion that each x ∈ Σ has an open neighbourhood U such that
lim
λ→0+
λ
∫
U
dµ(x′) q(gλ; x
′) = 0
for each real-valued g ∈ C∞0 (R).)
Remarks.
(i) It is easy to see that, if there exists a state ω ∈ S fulfilling a static QWEI with respect
to S, then all states ω′ ∈ S satisfy a static QWEI with respect to S as well. Therefore, it
is actually more appropriate to say that the set of states S fulfills a static QWEI. Within
the class of states S, the condition of static QWEI is thus independent of the individually
chosen state. In contrast, conditions (b) and (c) are state-dependent.
(ii) The element x ∈ Σ appearing in q(g; x) ought to viewed as a label for the timelike
curve γx(t) = τt((0, x)), i.e. the orbit of the point (0, x) ∈ M (identified with x ∈ Σ)
under the one-parametric group of time-shifts. Thus q(g; x) (or rather, q˜(g; x) = q(g; x)+∫
dt g2(t)ω(̺(t, x))) in (2.2) plays exactly the role of cg,γx in (1.1).
(iii) The condition (a) given above is a purely local statement about the dynamical system,
and (b) and (c) are limits thereof which are still “spatially local”. However, since Σ is
compact and q(g; ·) is non-negative, one may easily draw global consequences: if a static
QWEI holds, then q(g; ·) ∈ L1(Σ, dµ), while if a limiting static QWEI holds then (2.3) also
holds for U = Σ, with ΓΣ = 0 in the quiescent case. (Conversely, these global properties
of course imply the local statements given above.) It is these global statements which will
appear in the arguments presented below.
(iv) It will be shown in Section 4 that any state for the scalar Klein-Gordon field on a
static, globally hyperbolic spacetime possessing a two-point function that is stationary
and of Hadamard form fulfills a limiting static QWEI with
q(g; x) =
∫
R
du |ĝ(u)|2Q(u, x)
where ĝ denotes the Fourier-transform of g, and Q is a non-negative measurable function
on R × Σ so that Q(u, x) is polynomially bounded in u for each fixed x ∈ Σ. Moreover,
Q(u, x) is dµ-integrable over Σ with respect to x for each u ∈ R, and ∫
Σ
dµ(x)Q(u, x)
is polynomially bounded in u. This then implies that all states of the scalar Klein-
Gordon field on a stationary, globally hyperbolic spacetime whose two-point functions are
of Hadamard form (or, synonymously, satisfy the microlocal spectrum condition) fulfill a
static QWEI.
We have now collected all the assumptions relevant for the present section. Before present-
ing our results on passivity properties of states satisfying static weak energy inequalities
for systems obeying the assumptions given above, we put on record an auxiliary lemma.
Recall (cf. Introduction) that U0(δ) denotes the set of all unitaries in D(δ) which are
continuously connected to the unit 1, i.e. those unitaries U in D(δ) so that there is a
norm-continuous curve [0, 1] ∋ t 7→ U(t) of unitaries in A so that U(0) = 1, U(1) = U .
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Lemma 2.2 U∞ is dense in U0(δ) with respect to the graph-norm of δ; i.e. for each
U ∈ U0(δ) there is a sequence Un ∈ U∞, n ∈ N, with
||Un − U ||+ || δ(Un)− δ(U) || → 0 as n→∞ .
Proof. Let A be a hermitean element in D(δ). We show that there is a sequence of
hermitean elements in A∞ approximating A in the graph-norm of δ. To this end, pick
ǫ > 0 arbitrarily. Then choose some real-valued, non-zero f ∈ C∞0 (R) so that
||αfA− A||+ ||αfδ(A)− δ(A)|| < ǫ/2 .
Because W∞ ⊂ A∞ is norm-dense in D(δ) and stable under taking adjoints, one may also
choose some hermitean Aǫ ∈W∞ so that
||Aǫ −A|| < ǫ
2
(||f ||L1 + ||f˙ ||L1)−1
where f˙ is the derivative of f . Then one estimates
||αfAǫ − A||+ ||δ(afAǫ)− δ(A)||
≤ ||αfAǫ − αfA||+ ||αfA− A||+ ||δ(αfAǫ)− δ(αfA)||+ ||αfδ(A)− δ(A)||
≤ ǫ/2 + ||f ||L1||Aǫ − A||+ ||f˙ ||L1||Aǫ − A|| ≤ ǫ ,
by making use of αfδ(B) = δ(αfB) = −αf˙ (B) for all B ∈ D(δ) and ||αgB|| ≤ ||g||L1||B||
for g ∈ C∞0 (R). AsW∞ is by assumption stable under convolution with test-functions with
respect to the dynamical automorphism group, this shows that each hermitean A ∈ D(δ)
can be approximated by a sequence of hermitean elements inW∞ ⊂ A∞ in the graph-norm
of δ.
As argued in the bottom part of page 279 in [33] (cf. also Thm. 5.4.28 in [7]), for
each U ∈ U0(δ) there exist finitely many hermitean elements A1, . . . , AN ∈ D(δ) with
||Aj|| < π (j = 1, . . . , N) so that
U = eiA1 · · · eiAN .
Since each Aj may be approximated by a sequence of hermitean elements A
(n)
j , n ∈ N, in
A∞, it is quite easy to see that also Un = e
iA
(n)
1 · · · eA(n)N approximates U in the graph-norm
of δ, and each Un is contained in U
∞. This proves the lemma. ✷
Now, with the notation and assumptions introduced prior to Lemma 2.2, our first result
reads as follows.
Theorem 2.3 Suppose that a state ω ∈ S satisfies a static QWEI. Then there exists a
state ωp on A which is passive for the automorphism group {αt}t∈R, i.e. it fulfills
1
i
ωp(U∗δ(U)) ≥ 0
for all the unitaries U in U0(δ).
Moreover, if ω is a quiescent state, then it is a passive state for the automorphism
group {αt}t∈R.
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The proof of the first part of that result is based on a simple
Lemma 2.4 Let ω be a state on A so that
cω := inf
U∈U∞
1
i
ω(U∗δ(U)) > −∞ ,
then there exists a state ωp on A which is passive for {αt}t∈R.
Proof of Lemma 2.4 If cω ≥ 0, then ω is already passive. Therefore, we assume that
cω ∈ (−∞, 0). There exists a sequence U˜n ∈ U∞, n ∈ N, so that 1i limn→∞ ω(U˜∗nδ(U˜n)) =
cω. The sequence of states ωn, n ∈ N, on A given by ωn(A) = ω(U˜∗nAU˜n) possesses, by
the Banach-Alaoglu-theorem [35], weak-* limit points, i.e. there is a state ωp on A and a
subnet {ωn(σ)}σ∈S of {ωn}n∈N so that limσ ωn(σ)(A) = ωp(A) for all A ∈ A. Abbreviating
U˜n(σ) by U˜σ, we obtain for all U ∈ U∞
1
i
ωp(U∗δ(U)) =
1
i
lim
σ
ω(U˜∗σU
∗δ(U)U˜σ)
=
1
i
lim
σ
(
ω((UU˜σ)
∗δ(UU˜σ))− ω(U˜∗σδ(U˜σ))
)
≥ lim inf
σ
1
i
ω((UU˜σ)
∗δ(UU˜σ))− 1
i
lim
σ
ω(U˜∗σδ(U˜σ))
≥ cω − cω = 0 .
In view of Lemma 2.2, this relation entails that
inf
U∈U0(δ)
1
i
ωp(U∗δ(U)) ≥ 0 ,
showing that ωp is passive. ✷
Proof of Thm. 2.3 In view of conditions (i) and (ii) one obtains for all U ∈ U∞ and any
real g ∈ C∞0 (R) with ||g2||L1 > 0,
1
i
ω(U∗δ(U)) =
∫
Σ
dµ(x)ω(U∗[̺(t, x), U ])
=
1
||g2||L1
∫
R
dt g2(t)
∫
Σ
dµ(x) (ω(U∗̺(t, x)U)− ω(̺(t, x)))
=
1
||g2||L1
∫
Σ
dµ(x)
∫
R
dt g2(t) (ω(U∗̺(t, x)U)− ω(̺(t, x)))
≥ −1||g2||L1
∫
Σ
dµ(x)q(g; x) .
If ω is quiescent, we replace g by gλ in the last term and take the limit as λ → 0+
in order to conclude that ω is passive by Lemma 2.2. Otherwise, we nonetheless have
infU∈U∞ i
−1ω(U∗δ(U)) > −∞; the existence of the passive state ωp follows from Lemma
2.4. ✷
It is shown in [33] that if ω is a passive state which is weakly clustering in time (and non-
central) then ω is a ground state or a KMS-state at positive inverse temperature for the
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time-evolution {αt}t∈R. Here we add another observation, assuming that a state fulfilling
a limiting static QWEI is weakly clustering in time for the integrated energy density. We
denote by
ℓ(̺Σ(t)) =
∫
Σ
dµ(x) ℓ(̺(t, x)) , ℓ ∈ V ,
the integrated energy density at time t in the functional ℓ, and we will say that a state
ω ∈ S is weakly clustering in time for the integrated energy density if for every B ∈ U∞alg
there exists a sequence {λn} of positive real numbers converging to 0 and some real-valued
g ∈ C∞0 (R) with
∫
dt g2n(t) = 1 so that∫
R
dt λng
2(λnt){ω(B̺Σ(t))− ω(B)ω(̺Σ(t))} → 0 as n→∞ . (2.4)
We need another piece of notation. Recall that any state ω on a C∗-algebra A induces
the so-called GNS-representation (H, π,Ω) consisting of a Hilbert-space H, a linear ∗-
representation π ofA by bounded linear operators onH, and a unit vector Ω which is cyclic
for π(A) in the sense that π(A)Ω is dense in H, and which fulfills ω(A) = 〈Ω, π(A)Ω〉 for
all A ∈ A. If in addition ω is invariant with respect to the automorphism group {αt}t∈R,
ω ◦ αt = ω, then there is a strongly continuous unitary group Vt, t ∈ R, on H which
implements the action of αt, t ∈ R, in the GNS-representation: Vtπ(A)V ∗t = π(αt(A)),
A ∈ A; moreover, VtΩ = Ω for all t (see, e.g. [6] for a thorough discussion of these
matters). The selfadjoint operator H in H with Vt = e
iHt is called the generator of the
implementing unitary group.
Theorem 2.5 Let ω ∈ S be a state which is weakly clustering in time for the integrated
energy density.
(a) If ω is a quiescent state, then it follows that ω is a ground state for {αt}t∈R.
(b) If ω is invariant with respect to the automorphism group {αt}t∈R and fulfills a limit-
ing static QWEI, then the generator H of the implementing unitary group is bounded
below by −ΓΣ, defined by Eq. (2.3) [see also remark (iii) following Def. 2.1].
Proof. Choose any A ∈ U∞alg with ω(A∗A) = 1 and let {λn} be a sequence of positive
real numbers converging to 0 as well as g ∈ C∞0 (R) with ||g2||L1 = 1 such that (2.4) holds
with B = A∗A. Then, setting gn(t) =
√
λng(λnt) it follows that
ǫn :=
∫
R
dt g2n(t){ω(̺Σ(t))− ω(A∗A̺Σ(t))} → 0 as n→∞ .
Recalling that ω(A∗[̺Σ(t), A]) is independent of t, there results the following chain of
relations:
1
i
ω(A∗δ(A)) = ω(A∗̺Σ(t)A)− ω(A∗A̺Σ(t))
=
∫
R
dt g2n(t){ω(A∗̺Σ(t)A)− ω(A∗A̺Σ(t))}
=
∫
R
dt g2n(t){ω(A∗̺Σ(t)A)− ω(̺Σ(t))}+ ǫn
≥ −
∫
Σ
dµ(x)
q(gλn ; x)
||g2λn||L1
+ ǫn .
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In the limit n→∞, this gives
1
i
ω(A∗δ(A)) ≥ − lim sup
λ→0+
∫
Σ
dµ(x)
q(gλ; x)
‖g2λ‖L1
≥ −ΓΣ , (2.5)
since in either case ω obeys a limiting static QWEI.
Case (a). As ω is assumed to be quiescent, ΓΣ = 0, so
1
i
ω(A∗δ(A)) ≥ 0
holds for all A ∈ U∞alg with ω(A∗A) = 1, hence also for all A ∈ U∞alg. The proof of Lemma
2.2 shows that the closure of U∞alg in the graph-norm of δ contains D(δ), and thus ω is a
ground state.
Case (b). In view of the definition of ΓΣ, Eq. (2.5) entails
〈AΩ, HAΩ〉 = 1
i
ω(A∗δ(A)) ≥ −ΓΣ
for all A ∈ U∞alg with ||AΩ||2 = 1, and hence also for all A ∈ D(δ) with ||AΩ||2 = 1. Since
D(δ)Ω contains a core for H , it follows that H is bounded below by −ΓΣ. ✷
Thm. 2.3 shows that the existence of passive states for the given system may be deduced
from the existence of states satisfying a static quantum weak energy inequality; however,
this result leaves room for further sharpening. In particular, one would like to know if the
passive state ωp is normal to the state ω assumed to fulfill a static quantum weak energy
inequality. It turns out that such an assertion can be made under the assumption that ω
satisfies a certain condition of “energy compactness”. Let us fix the required assumptions
in detail.
We assume that we are given a Hilbert-space H and a strongly continuous unitary
group {Vt}t∈R on H with selfadjoint generator H , i.e. Vt = eitH . Furthermore, we assume
that there is a C∗-subalgebra A of L(H) which contains the unit operator 1 and is left
invariant under the automorphism group αt := AdVt, t ∈ R. In addition, it will be
assumed that {αt}t∈R acts strongly continuously on the elements of A, and that, for each
E ≥ 0, the spectral projector PE of H corresponding to the spectral interval [−E,E], is
also contained in A. With these conventions, the definitions of δ, D(δ), U∞ and U∞alg, etc.,
are as before. A vector Ω ∈ H will be said to be energy-compact if for each finite E > 0
the set PEA(1)Ω is a pre-compact subset of H. Here A(1) is the set of all elements in A
whose norm is bounded by 1, and we recall that a subset J of H is called pre-compact if
each sequence {χn}n∈N in J possesses a sub-sequence {χn(k)}k∈N which converges strongly
to some element χ ∈ H, i.e. ||χn(k) − χ|| → 0 as k →∞.
Energy-compactness conditions were introduced by Haag and Swieca in quantum field
theory [24]; they impose restrictions on the energy-level density of quantum states. The
original approach of Haag and Swieca has been considerably extended and refined to so-
called “nuclearity conditions” in quantum field theory in a series of works by Buchholz
and collaborators. It is interesting to note that there is a close connection between such
nuclearity conditions and decent thermodynamical properties of quantum field systems.
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In fact, this was one of the central motivations for the introduction of nuclearity conditions
in [4]. We recommend [23] and [4, 5, 41, 42] for further discussions and references on that
subject, and we would like to refer also to [1, 22, 28, 29] for some recent developments.
Here, we just mention that related energy-compactness conditions have been shown to hold
for energy-ground states (vacuum states) in several quantum field theoretical models (see
the quoted works, and references quoted therein); notably, they have also been established
for linear quantum field theories on ultrastatic curved spacetimes [8, 44].
The assumptions listed above now lead to
Theorem 2.6 Let Ω be a unit vector in H which is energy-compact, and let ω(A) :=
〈Ω, AΩ〉 be the vector-state on A induced by Ω. If
cω := inf
U∈U0(δ)
1
i
ω(U∗δ(U)) > −∞ ,
then there exists a unit vector Ωp ∈ AΩ so that the vector-state ωp induced by Ωp is
passive.
Proof. There is a sequence U˜n, n ∈ N, in U∞ so that limn→∞ 1iω(U˜∗nδ(U˜n)) = cω. Since
U˜nΩ, n ∈ N, is a bounded sequence in H and possesses a weakly converging sub-sequence,
it is no loss of generality to assume that w-limn→∞ U˜nΩ = Ω
p for some unit vector Ωp ∈ H.
Now let A1, . . . , AN be finitely many hermitean elements in D
∞(δ), define U as in the
proof of Lemma 2.2, and write
UE := e
iPEA1PE · · · eiPEANPE , E > 0 .
Then it holds that UE = 1 +GE where ||GE|| ≤ 2 and
GE = PEGEPE .
Introducing the bounded operator FE := (1 + G
∗
E)[H,GE] = −iU∗Eδ(UE), we note that
FE = PEFEPE . Moreover, by assumption PEA(1)Ω is a pre-compact set, and therefore
the sequence of vectors PEU˜nΩ ∈ PEA(1)Ω possesses a subsequence PEU˜n(k)Ω converging
strongly to PEΩ
p (since U˜nΩ is already known to converge weakly to Ω
p). This allows us
to write (with ωp( · ) = 〈Ωp, ·Ωp〉)
1
i
ωp(U∗Eδ(UE)) = ω
p(FE) = ω
p(PEFEPE)
= lim
k→∞
〈PEU˜n(k)Ω, FEPEU˜n(k)Ω〉
= lim
k→∞
〈U˜n(k)Ω, FEU˜n(k)Ω〉 = lim
k→∞
1
i
ω(U˜∗n(k)U
∗
Eδ(UE)U˜n(k))
=
1
i
lim
k→∞
{ω((UEU˜n(k))∗δ(UEU˜n(k)))− ω(U˜∗n(k)δ(U˜n(k)))}
≥ lim inf
k→∞
1
i
ω((UEU˜n(k))
∗δ(UEU˜n(k)))− lim
k→∞
1
i
ω(U˜∗n(k)δ(U˜n(k)))
≥ cω − cω = 0 .
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This shows that 1
i
ωp(U∗Eδ(UE)) ≥ 0 for all E > 0, and it is easy to check that also
limE→∞ ω
p(U∗Eδ(UE)) = ω
p(U∗δ(U)). Therefore we conclude that
inf
U∈U0(δ)
1
i
ωp(U∗δ(U)) ≥ 0 ,
proving passivity of ωp. ✷
Under the assumptions of Thm. 2.6 one finds, by combining it with Thm. 2.3, the following
Corollary 2.7 Let Ω be a unit vector in H which is energy compact, and suppose that
the corresponding vector state ω fulfills a static quantum weak energy inequality. Then
there exists a unit vector in AΩ inducing a passive state for {αt}t∈R.
3 Some techniques from microlocal analysis
In the next section, we will show that the real scalar field on a static spacetime is a system
satisfying the assumptions made in the previous section and to which our results therefore
apply. Our principal tools will be drawn from microlocal analysis [25, 26], which provides
powerful and geometrically natural techniques for dealing with the singular structure of
distributions. We now proceed to describe the microlocal analysis used in Sec. 4 and
the Appendix, adopting a slightly more intrinsic approach than usual, which avoids the
explicit introduction of coordinates.
Let X be a smooth manifold and denote by T˙ ∗X = T ∗X\Z the cotangent bundle of X
with its zero section Z removed. Given a distribution u ∈ D ′(X), an element (x, k) ∈ T˙ ∗X
is called a regular directed point for u if there exists a set O and a map φ obeying5
(A) O is an open neighbourhood of x, and φ : O → TxX is a smooth map with nonde-
generate tangent mapping Tφ obeying Tφ(x) = idTxX
and such that
(B) there exists χ ∈ C∞0 (O) with χ(x) 6= 0 and a neighbourhood E of k in T ∗xX such
that
λN sup
ℓ∈E
∣∣u(χeiλ〈ℓ,φ〉)∣∣→ 0 as λ→ +∞ for each N ∈ N0. (3.1)
The quantity inside the modulus signs can be interpreted as a local Fourier transform6 of
χu evaluated at λℓ: To see this, it may help to write this quantity as
u(χeiλ〈ℓ,φ〉) =
∫
dvol(x)χ(x)u(x)eiλℓaφ
a(x) ,
5Condition (A) permits the introduction of coordinates on O by yµ = 〈ζµ, φ(y)〉 where ζµ is any fixed
basis for T ∗xX , but such coordinates will rarely be necessary in our discussion.
6Throughout this paper, we adopt the nonstandard convention f̂(k) =
∫
dnx f(x)eik·x for the Fourier
transform on Rn.
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where u(x) is the distributional kernel of u with respect to some volume measure dvol on
X .
As is well known, the Fourier transform of any smooth compactly supported function
decays rapidly at infinity, so every (x, k) ∈ T˙ ∗X is regular directed for any distribution
which may be identified with a smooth function. It may also be shown that if (x, k) is a
regular directed point for u then condition (B) will be satisfied for any pair (O, φ) obeying
condition (A). Moreover, if condition (B) holds, it continues to hold if χ is replaced by ψχ
for any ψ ∈ C∞0 (X). We are now in a position to define the central object of the theory.
Definition 3.1 The wave-front set WF(u) of a distribution u ∈ D(X) is the complement
in T˙ ∗X of the set of regular directed points for u.
Two important facts will be used extensively in this work: first, that the wave-front set of
a distribution u is empty if and only if u can be identified with a smooth function; second,
if P is a partial differential operator with smooth coefficients then WF(Pu) ⊂WF(u).
Microlocal techniques have recently found many applications in the theory of quan-
tum fields on curved spacetimes following Radzikowski’s discovery [34] that the Hadamard
condition (see Sec. 4.2) can be reformulated as a condition on the wave-front set of the
two-point function of the field. Recently, this criterion has been simplified by Strohmaier,
Wollenberg and Verch [40], who consider a generalisation of the wave-front set to distri-
butions taking values in a Hilbert space. Generalising this slightly further, if (B, ‖ · ‖) is
a Banach space, let D ′(X,B) be the space of distributions on X taking values in B, i.e.,
linear functionals T : D(X) → B such that f → 0 in D(X) implies ‖T (f)‖ → 0. Then
the wave-front set of T may be defined as for scalar valued distributions, but with the Ba-
nach space norm replacing the modulus signs in (3.1). With this definition, a convenient
calculus may be constructed as follows.
Proposition 3.2 Let X be a C∞-manifold, (H, 〈·, ·〉) a Hilbert space and (Bi, ‖ · ‖i) be
Banach spaces (i = 1, 2).
(i) If T ∈ D ′(X,B1) and S : D(X)→ B2 is a linear map obeying
‖S(f)‖2 ≤ c‖T (f)‖1 , f ∈ D(X)
for some c ≥ 0, then S ∈ D ′(X,B2) and WF(S) ⊂WF(T ).
(ii) If T ∈ D ′(X,H) and ψ ∈ H then f 7→ 〈ψ, T (f)〉 and f 7→ 〈T (f), ψ〉 define scalar
distributions in D ′(X) with
WF(〈ψ, T ( · )〉) ⊂WF(T ( · )) and WF(〈T ( · ), ψ〉) ⊂WF(T ( · ))† ,
where, for any Γ ⊂ T ∗X, Γ† = {(x, k) ∈ T ∗X | (x,−k) ∈ Γ}.
(iii) If S, T ∈ D ′(X,H) then U : (f, g) 7→ 〈S(f), T (g)〉 defines U ∈ D ′(X ×X) with
WF(U) ⊂ (WF(S)† ∪ Z)× (Z ∪WF(T )) .
Proof: (i) The bound ‖S(f)‖2 ≤ c‖T (f)‖1 implies that S ∈ D ′(X,B2) and moreover that
any regular directed point for T is a regular directed point for S. The result follows on
taking complements.
(ii) The statements regarding f 7→ 〈ψ, T (f)〉 follow immediately from (i) and the Cauchy-
Schwarz inequality. To study f 7→ 〈T (f), ψ〉, it is convenient to prove an auxiliary result
first.
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Lemma 3.3 Suppose B is a Banach space equipped with a conjugation Γ and that S ∈
D ′(X,B). Defining
S†(f) = ΓS(f) , f ∈ D(X) ,
we have S† ∈ D ′(X,B) and WF(S†) = WF(S)†.
Proof: Since ‖S†(f)‖ = ‖S(f)‖ and f → 0 if and only if f → 0, we have S† ∈ D ′(X,B).
Furthermore, it is easy to see that (x, k) is a regular direction for S, (x,−k) is a regular
direction for S†, so WF(S†) ⊂WF(S)†; since (S†)† = S, we must in fact have equality.✷
Now any Hilbert space admits a conjugation, and the Cauchy-Schwarz inequality gives
|〈T (f), ψ〉| ≤ ‖ψ‖ ‖T (f)‖ = ‖ψ‖ ‖T †(f)‖ ,
so we apply (i) and Lemma 3.3 to complete the proof of (ii).
(iii) Applying Cauchy-Schwarz,
|U(f, g)| ≤ ‖S(f)‖ ‖T (g)‖ = ‖S(f)†‖ ‖T (g)‖ = ‖(S† ⊗ T )(f, g)‖ ,
where S†⊗T ∈ D ′(X×X,H⊗H) is defined by (S†⊗T )(f, g) = S†(f)⊗T (g). The same
arguments which bound the wave-front set of a tensor product of scalar distributions may
be used to show that
WF(S† ⊗ T ) ⊂ (WF(S†) ∪ Z)× (Z ∪WF(T ))
[actually, there is a tighter bound than this]; using (i) and Lemma 3.3 the required result
is obtained. ✷
A further important property required below is the behaviour of distributions under
the pull-back operation. Let X1 and X2 be smooth manifolds and let χ : X1 → X2 be
a C∞-map. To this map one can associate its conormal bundle Nχ ⊂ T ∗X2 where, by
definition, (y, η) is in Nχ if and only if there is x ∈ X1 with y = χ(x) and tTχ(x)η = 0,
tTχ(x) denoting the transpose of the tangent map of χ at x.
If F : X2 → C is a smooth map, one obtains via the pull-back by χ a smooth map
χ∗F = F ◦ χ : X1 → C. It can be shown (cf. Thm. 8.2.4 in [25]) that one can (uniquely)
extend the pull-back operation to distributions u ∈ D ′(X2) — through approximating
distributions by test functions — provided that
Nχ ∩WF(u) = ∅ .
In this case, the pull-back χ∗u of u by χ has the property
WF(χ∗u) = χ∗WF(u) ,
where for any subset V ⊂ T ∗X2, χ∗V is the subset of T ∗X1 defined as follows:
χ∗V = {(x, tTχ(x)η) : (f(x), η) ∈ V } .
Moreover (see again Thm. 8.2.4 in [25]), χ∗ induces a continuous linear map from D ′V (X2)
into D ′χ∗V (X1) if V ∩Nχ = ∅. Here, for each closed conic subset V ⊂ T ∗X2, the set D ′V (X2)
is a linear subspace of the distribution space D ′(X2) which is defined as D
′
V (X2) = {u ∈
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D ′(X2) : WF(u) ⊂ V }. As we will discuss below, there is a notion of convergence in
D ′V (X2) with respect to which D
′
V (X2) is a closed subset of D
′(X2) (cf. also Def. 8.2.2
in [25]). This notion of convergence is sometimes referred to as the “Ho¨rmander pseudo-
topology” of D ′V (X2) and it is this sense in which χ
∗ is continuous, D ′χ∗V (X1) being
analogously defined.
Convergence in the Ho¨rmander pseudo-topology may be defined as follows. Suppose
ur is a sequence in D
′
V (X) and u ∈ D ′V (X). Then ur → u in D ′V (X) if the two following
conditions hold:
(i) ur → u weakly in D ′(X) (i.e., ur(f)→ u(f) for each test function f)
(ii) for all (x, k) ∈ T˙ ∗X\V , there exists (O, φ) obeying condition (A) above, χ ∈ C∞0 (O)
with χ(x) 6= 0 and a neighbourhood E of k in T ∗xX obeying
[φ∗ (φ(suppχ)× E)] ∩ V = ∅
and such that the quantities
sup
λ∈R+
sup
ℓ∈E
λN |ur(χeiλ〈ℓ,φ〉)|
are uniformly bounded in r for each N = 1, 2, . . ..
Any distribution u ∈ D ′(X) may be arbitrarily well approximated in D ′V (X), for any
V ⊃ WF(u), by a sequence of test functions ur ∈ D(X); it is this which permits the
definition of pull-backs to be extended to distributions by continuity from the definition
for functions.
The notion of Ho¨rmander pseudo-topology is easily extended to distributions taking
values in a Banach space B simply by replacing modulus signs with Banach norms where
appropriate, and denoting by D ′V (X,B) the set of distributions in D
′(X,B) whose wave-
front sets are contained in V .
It is useful to have some simpler sufficient conditions for convergence in D′V (X,B).
It is not hard to show that, for example, if ur is a sequence converging weakly to u
in D ′(X,B) and ‖ur(f)‖ ≤ ‖v(f)‖ for all r and some v ∈ D ′(X,B) then ur → u in
D ′WF(v)(X). The following is a slight elaboration of this observation.
Proposition 3.4 Let X and Y be C∞-manifolds and (Bi, ‖ · ‖i) be Banach spaces (i =
1, 2). Suppose that ur is a sequence in D
′(X × Y,B1) converging weakly to u. Suppose
further that there exists v ∈ D ′(X × Y,B2) such that
‖ur(f, g)‖1 ≤ ‖v(f, g)‖2 (3.2)
for all f ∈ D(X) and g ∈ D(Y ). Then ur → u in the Ho¨rmander pseudo-topology on
D ′WF(v)(X × Y ).
Remark: The result continues to hold if Eq. (3.2) is generalised to
‖ur(f, g)‖1 ≤
n∑
i=1
‖vi(f, g)‖i
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for Banach spaces (Bi, ‖ · ‖i) and distributions vi ∈ D′(X × Y,Bi), (i = 1, . . . , n) by
applying the proposition to v = v1 ⊕ v2 ⊕ · · · ⊕ vn ∈ D′(X × Y,
⊕n
i=1Bi).
Proof: Suppose (x0, y0; k0, l0) is a regular directed point for v. Let (OX , φX) and (OY , φY )
obey condition (A) above for points x0 ∈ X and y0 ∈ Y , and define
φ(x, y) = φX(x)⊕ φY (y) ∈ Tx0X ⊕ Ty0Y ∼= T(x0,y0)(X × Y ) .
Then (OX × OY , φ) obeys condition (A) for (x0, y0); furthermore, by continuity of the
pull-back φ∗ and the fact that WF(v) is closed, there exists open O ⊂ OX × OY and a
neighbourhood G of (k0, l0) in T
∗
(x0,y0)
X × Y such that
[φ∗ (φ(O)×G)] ∩WF(v) = ∅ .
Since (x0, y0; k0, l0) is regular directed for v, there exists χ ∈ C∞0 (O) with χ(x0, y0) 6= 0
and a neighbourhood E of (k0, l0), contained (without loss of generality) in G such that
λN sup
(k,l)∈E
∥∥v (χeiλ〈(k,l),φ〉)∥∥
2
→ 0 as λ→ +∞ (3.3)
for each N . Choose smooth functions ηX and ηY such that η(x, y) = ηX(x)ηY (y) is
compactly supported in the interior of suppχ, with η(x0, y0) 6= 0. Then
ψ(x, y) =
{
η(x, y)/χ(x, y) (x, y) ∈ suppη
0 otherwise
is smooth and compactly supported and Eq. (3.3) continues to hold if χ is replaced by
ψχ = η, thereby yielding
λN sup
(k,l)∈E
∥∥v (ηXeiλ〈k,φX〉, ηY eiλ〈l,φY 〉)∥∥2 → 0 as λ→ +∞
for each N . Together with Eq. (3.2) this immediately implies that (x0, y0; k0, l0) is a
regular directed point for each ur and u. It follows that ur and u belong to D
′
WF(v)(X,B1).
Furthermore,
sup
λ∈R+
sup
(k,l)∈E
λN
∥∥ur(χeiλ〈ℓ,φ〉)∥∥1 ≤ sup
λ∈R+
sup
(k,l)∈E
λN
∥∥v (ηXeiλ〈k,φX〉, ηY eiλ〈l,φY 〉)∥∥2 ,
the right-hand side of which is easily seen to be finite. This provides the required uniform
bound to ensure that ur → u in D ′WF(v)(X,B1). ✷
4 Quantum fields on static backgrounds
We will now describe how the structural assumptions made in Sec. 2 may be justified for
the case of real scalar field theory on a globally hyperbolic static spacetime (M, g) with
compact spatial sections. The assumptions to be checked are:
• the existence of a C∗-dynamical system along with a suitable sub-∗-algebra A∞ and
a generating linear space W∞ which is stable under convolutions;
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• the identification of a set of states S closed under finite convex combinations and
operations induced by elements of the algebra U∞alg constructed from A
∞;
• the existence of an energy density [defined for every state in S] whose spatial integral
generates the dynamics;
• the existence of states satisfying a suitable static QWEI.
Each assumption will be treated in turn in the following subsections. Most details are
postponed to the Appendix.
It is worth mentioning that we will also prove a converse to Thm. 2.5(a) for the free scalar
field: namely, we will show in Thm. 4.8 that a non-degenerate ground state with mass
gap and vanishing one-point functions is necessarily quiescent.
4.1 The dynamical system
We begin by reviewing the quantisation of the real scalar field on a globally hyperbolic
static spacetime (M, g). Such a spacetime is diffeomorphic to R× Σ with line element
ds2 = gabdx
adxb = g00dt
2 − hijdxidxj ,
where h is a (positive definite) Riemannian metric and g00 is a smooth strictly positive
function on Σ. As before, we will assume that Σ is s-dimensional and compact; the
preferred measure on Σ is dµ(x) =
√
hdsx, where h = deth. The Killing vector ∂/∂t
will be denoted ξ. We will also introduce an orthonormal frame eaµ (µ = 0, . . . , s) with
ea0 = g
−1/2
00 ξ
a.
The Klein–Gordon equation on (M, g) is(
gab∇a∇b +m2
)
ϕ = 0 ,
for which the corresponding classical stress-energy tensor is
Tab = ∇aϕ∇bϕ− 1
2
gabg
cd∇cϕ∇dϕ+ 1
2
m2gabϕ
2 .
Integrating over a surface of constant ‘time’ {t}×Σ (t ∈ R) we obtain the classical energy
H =
∫
Σ
Tab(t, x)n
aξbdµ(x) ,
where na = g
−1/2
00 ξ
a = ea0 is the future-pointing unit normal to Σ; this is conserved by
virtue of the Klein–Gordon equation and Gauss’ theorem. In addition, the classical energy
density seen by an observer with velocity ea0 is
ea0e
b
0Tab =
1
2
(
m2ϕ2 +
s∑
µ=0
(eaµ∇aϕ)2
)
. (4.1)
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The quantisation of this system proceeds as follows (cf. [9]): first, let (S, σ) be the
symplectic space of smooth real-valued Klein–Gordon solutions where the symplectic form
is given by
σ(u, v) =
∫
Σ
dµ(x) (uea0∇av − vea0∇au) .
The CCR-algebra (orWeyl algebra) A[S, σ] over (S, σ) is the (unique up to C∗-isomorphism)
unital C∗-algebra generated over C by unitary elements W(u) (u ∈ S) with W(0) = 1
subject to the Weyl relations
W(u)W(v) = e−iσ(u,v)/2W(u+ v) , u, v ∈ S .
For each open relatively compact O ⊂ M , let A(O) be the sub-C∗-algebra of A[S, σ]
generated by elements of the form W(Ef) where f ∈ C∞0 (O;R) and E : C∞0 (M) →
C∞(M) is the advanced-minus-retarded fundamental solution for the Klein–Gordon equa-
tion. Then O 7→ A(O) is an isotonous net of C∗-algebras which is also local in the sense
that A1A2 = A2A1 holds for all A1 ∈ A(O1) and A2 ∈ A(O2) whenever the regions O1
and O2 in M cannot be connected by any causal curve. Hence, the net O 7→ A(O) is the
essential building block of a local quantum field theory on the curved spacetime (M, g)
(cf. [23, 48]).
Since the time translations τt(t
′, x) = (t+ t′, x) induce a symplectomorphism of (S, σ)
there is a 1-parameter group of ∗-automorphisms on A[S, σ] given by
α˜t(W(u)) = W(τt∗u) , u ∈ S , t ∈ R ,
where τt∗u = u ◦ τ−1t is the push-forward.7 The C∗-algebraic net O 7→ A(O) then has the
covariance property [9]
α˜t(A(O)) = A(τt(O)) .
However, {α˜t}t∈R is not strongly continuous (because ‖W(u)−W(v)‖ = 2 for all u 6= v).
This obstacle can be circumvented as we shall explain, but let us first give a brief descrip-
tion of how we proceed. We will, in the following subsection, work in GNS-representations
of quasifree Hadamard states which may be regarded as states in quantum field theory
on curved spacetimes whose short-distance behaviour is close to that of vacuum states
or thermal equilibrium states. We shall denote by SqH the set of all quasifree Hadamard
states on A[S, σ], and starting from this class we shall define the underlying C∗-dynamical
system, the sub-∗-algebra A∞ and the set of states S. In the remainder of this subsection
we will discuss the C∗-dynamical system, and the algebra A∞.
Consider a state ω on A[S, σ] and let (Hω, πω,Ωω) be its GNS-representation. Then
we call such a state weakly covariant if there exists on the von Neumann algebra Mω =
πω(A[S, σ])
′′ a one-parameter group {α(ω)t }t∈R of automorphisms (leaving Mω invariant)
so that
α
(ω)
t ◦ πω(A) = πω ◦ α˜t(A) , t ∈ R, A ∈ A[S, σ] . (4.2)
A special case is a covariant state ω where α
(ω)
t (A) = V
(ω)
t AV
(ω)
t
∗ with a strongly contin-
uous unitary group {V (ω)t }t∈R on Hω. Then (Mω, {α(ω)t }t∈R) is a W ∗-dynamical system
7The push-forward τt∗ and pull-back τ
∗
t are related by τ
∗
−tu = u ◦ (τ−t) = u ◦ τ−1t = τt∗u.
22
(cf. [6]), but we need to pass to a C∗-dynamical system whose definition we now de-
scribe, following the strategy outlined in the Introduction. Consider the operators αfA
defined by (1.4) with αt ≡ α(ω)t for f ∈ C∞0 (R) and A ∈ πω(A[S, σ]) where the integral
is understood in the weak topology, so αfA ∈ Mω. It is straightforward to check that
||αfA|| ≤ ||f ||L1||A|| and α(ω)t (αfA) = αf( .−t)A, so that ||α(ω)t (αfA) − αfA|| → 0 for
t→ 0. Now we define Aω ⊂Mω as the C∗-closure of the ∗-algebra generated by all these
αfA; then (Aω, {α(ω)t }t∈R) is a C∗-dynamical system (where α(ω)t should here strictly be
read as α
(ω)
t ↾ Aω). Now this dynamical system depends on the chosen state ω, but for
our discussion, this dependence is spurious, as we shall explain.
As mentioned above, we denote by SqH the set of quasifree Hadamard states on A[S, σ]
(see next subsection for a definition). At the present stage of discussion it is important to
know that, whenever ω1 and ω2 are contained in SqH, then ω1 and ω2 are quasi-equivalent
[43] (because of spatial compactness of the underlying spacetime). This means in the
notation just introduced that there are von Neumann-algebra isomorphisms β21 : Mω1 →
Mω2 and β12 : Mω2 → Mω1 such that β21 ◦ πω1 = πω2 and β12 ◦ πω2 = πω1 . We recall
also that all quasifree states on A[S, σ] are faithful, and so are their GNS-representations.
Thus β21 = β
−1
12 . Moreover, if any state ω1 ∈ SqH turns out to be covariant, then all
ω2 ∈ SqH are weakly covariant, too, with
α
(ω2)
t = β21 ◦ α(ω1)t ◦ β12 .
It is also straightforward to check that Aω2 = β21(Aω1). In this sense, the C
∗-dynamical
system (Aω, {α(ω)t }t∈R) is independent of the chosen state ω ∈ SqH once it is known
that there exist quasifree Hadamard states for A[S, σ] which are weakly covariant. This,
however, can also be concluded from the fact that each pair of states in SqH is quasi-
equivalent. To see this one simply notes that for each ω ∈ SqH the time-shifted state
ω ◦ αt is again in SqH – this is a consequence of the fact that the wave-front set of the
two-point function (cf. Sec. 4.2) of a quasifree Hadamard state is left invariant under
the isometries τt. Thus, since πω ◦ α˜t and πω◦α˜t are canonically unitarily equivalent by
the uniqueness of the GNS-representation, there is for each t a von Neumann algebraic
isomorphism α
(ω)
t : Mω → Mω with the covariance property (4.2). Hence, starting from
the class of states SqH, we see that there is (up to isomorphism) a unique C
∗-dynamical
system associated with it.
Now, for ω ∈ SqH we define the sub-vector space W∞ω of Aω as the vector space
generated by all αfπω(W(u)) where f ∈ C∞0 (R) and u ∈ S, and denote by A∞ω the ∗-
algebra generated by W∞ω . As a consequence of the Weyl-relations, it is straightforward
to check that W∞ω is norm-dense in Aω and stable under taking adjoints; it is stable under
convolution with test-functions with respect to αt by its very definition. Moreover, one
may easily check that A∞ω2 = β21(A
∞
ω1
) for all ω1, ω2 ∈ SqH. The vector space W∞ω and
algebra A∞ω are uniquely associated with SqH up to isomorphism, just as the C
∗-dynamical
system was. In this light, we shall henceforth adopt the following conventions:
− we choose an arbitrary, quasifree Hadamard state ω0 and keep it fixed,
− we denote by (A, {αt}t∈R), W∞ and A∞ the C∗-dynamical system, dense
subspace and ∗-algebra associated with ω0 as just described.
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In applying the abstract results of Sec. 2, we will take (A, {αt}t∈R) to be the C∗-dynamical
system of interest.
The results of Sec. 2 then assert the existence of passive states ωp onA as a consequence
of suitable forms of static quantum weak energy inequalities (which will be established in
the following sections) and the question might arise under which conditions the states ωp
can be interpreted as passive states on the original Weyl algebra A[S, σ]. The following
lemma shows that these states always induce states on A[S, σ] (recalling that a passive
state is always invariant under the time-evolution).
Lemma 4.1 Let ω be an {αt}t∈R-invariant state on A. Then ω induces a {α˜t}t∈R-
invariant state ωA on A[S, σ].
Proof. For all f ∈ C∞0 (R) and all A = πω0(A) ∈ πω0(A[S, σ]) the estimate
|ω(αfA)| ≤ ||f ||L1||A||
entails that, for fixed A, f 7→ ω(αfA) extends to a continuous linear functional on L1(R).
Consequently, there exists a function LA ∈ L∞(R) so that
ω(αfA) =
∫
dt LA(t)f(t) , f ∈ L1(R) .
Now as ω is {αt}t∈R-invariant, it follows easily that LA must be constant (almost every-
where). Let us denote this constant by ω(A), then it holds that
ω(αfA) = ω(A)
∫
dt f(t) , f ∈ L1(R) ,
showing that ω(A) = ω(αfA) whenever
∫
dt f(t) = 1 . The assignment A 7→ ω(A)
is obviously linear and we need to show that it fulfills state-positivity. Let B = A∗A
be a positive element in πω0(A[S, σ]). All we need to demonstrate is the existence of
some f ∈ L1(R) with ∫ dt f(t) = 1 so that αfB is a positive element in A (whereupon
ω(B) = ω(αfB) ≥ 0). Choosing any f ≥ 0 in L1(R) with
∫
dt f(t) = 1, it is clear that
αfB is a positive element in B(Hω0). But since A inherits the ∗-operation and C∗-norm
of B(Hω0), it follows that αfB is also a positive element in A (cf. Lemma 2.2.9 in [6]).
Moreover, ω(αt(A)) = ω(αf(αtA)) = ω(αt(αfA)) = ω(αfA) = ω(A) so ω is an {αt}t∈R-
invariant state on πω0(A[S, σ]). Thus ω
A = ω◦πω0 is an {α˜t}t∈R-invariant state on A[S, σ].
✷
However, it should be noted that one has no information regarding the continuity of ωA
with respect to the time-evolution, in other words, there is no reason why the functions
t 7→ ωA(Aα˜t(B)), A,B ∈ A[S, σ], should be continuous, and therefore it is unclear if ωA is
passive (in a W ∗-sense) on A[S, σ] if ω is a passive state on A. This can be concluded if ω
fulfills further regularity conditions. A sufficient condition to that effect is that ω = ωp be
a normal state on Mω0, and we have seen in Cor. 2.7 that a certain energy-compactness
condition ensures this normality.
We should also like to point out that one can generalize the notion of n-point correla-
tion functions so that it is applicable to states on A in the sense that sufficently regular
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states (“C∞-regular states”) on A possess n-point correlation functions for all n ∈ N,
inducing states on the algebra of abstract Klein-Gordon field operators. These matters
will be discussed in Appendix A.5. The result of this discussion again shows that there is
hardly any difference in working with A[S, σ] or A as long as “sufficiently regular” states
are considered, and thus our passing from A[S, σ] to A can rightfully be regarded as made
purely for technical convenience.
4.2 The state space S
The states to be considered are drawn from the class of Hadamard states on A[S, σ],
for which the renormalised energy density may be defined by point-splitting. They are
defined as follows. Suppose a state ω is sufficiently regular that the function (s, t) 7→
ω(W(sEf)W(tEg)) is twice continuously differentiable for each pair of real-valued test
functions f, g and that, moreover, the two-point function w
(ω)
2 defined by
w
(ω)
2 (f, g) = −
∂2
∂s∂t
ω(W(sEf)W(tEg))
∣∣∣∣
s,t=0
, f, g ∈ D(M ;R)
extends (by complex linearity in its arguments) to a distribution in D ′(M ×M). Then
ω is said to be Hadamard if the corresponding 2-point correlation function w
(ω)
2 takes
the so-called Hadamard form [27], which completely fixes w
(ω)
2 modulo smooth terms;
in particular, the difference between any two Hadamard two-point functions is smooth.
In [34], Radzikowski showed that this condition could be replaced by the requirement that
the wave-front set of the two-point function should satisfy
WF(w
(ω)
2 ) = {(x, k; x′,−k′) ∈ T˙ ∗(M ×M) : (x, k) ∼ (x′, k′), k ∈ N+x } , (4.3)
where N+x is the cone of (non-zero) future-pointing null covectors at x and (x, k) ∼ (x′, k′)
if there is a null geodesic connecting x and x′ to which k and k′ are cotangent at x and
x′ respectively, with k′ being the parallel transport of k. [In the case x = x′, we require
k = k′.] For future reference we will also use N−x to denote the cone of non-zero past-
pointing null covectors at x and N± =
⋃
x∈M N
±
x for the future and past null cones in
T ∗M .
Radzikowski’s criterion has been simplified recently by Strohmaier, Wollenberg and
Verch [40], who consider Hilbert-space valued distributions induced by the field operators.
Their characterisation is essentially the following.
Theorem 4.2 A state ω on A[S, σ] is Hadamard if and only if the following conditions
hold in some GNS representation [not necessarily that induced by ω] (H, π,Ω) of A[S, σ]:
a). ω is represented by a vector ψ ∈ H, i.e., ω(A) = 〈ψ, π(A)ψ〉 for all A ∈ A[S, σ];
b). the function t 7→ π(W(tEf))ψ is differentiable for all f ∈ D(M ;R);
c). the H-valued functional f 7→ Φ(f)ψ := −id/dt π(W(tEf))ψ|t=0 extends by complex-
linearity to a Hilbert-space valued distribution Φ(·)ψ ∈ D ′(M,H) obeying
WF(Φ(·)ψ) ⊂ N− . (4.4)
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Remark: Condition a) may always be satisfied by using the GNS representation induced
by ω, but it is convenient to allow for other representations. Note that the assignment f 7→
Φ(f)ψ defines the field operator Φ(f) in the GNS-Hilbert-space representation (H, π,Ω)
on the domain D(Φ(f)) of all ψ ∈ H for which −id/dtπ(W(tEf))ψ|t=0 exists as strong
limit in H.
Now let ω be any quasifree Hadamard state state on A[S, σ], and denote by (Hω, πω,Ωω)
the corresponding GNS-representation, and by Φω(f) = −id/dtπω(W(tEf))|t=0 the field
operators, defined on a dense domain D(Φω(f)) ⊂ Hω for f ∈ D(M). We define Had(ω)
as the set of vectors ψ ∈ ⋂f∈D(M)D(Φω(f)) having the property that Φω(·)ψ belongs to
D ′(M,Hω) and obeys the Hadamard condition (4.4). For every quasifree Hadamard state
ω, the vectors ψ ∈ Had(ω) induce states and, more generally, continuous linear functionals
on the C∗-algebra A = Aω0 of our dynamical system. Namely, let βωω0 : Mω0 → Mω be
the von Neumann-algebra isomorphism with βωω0 ◦ πω0 = πω, then
ω[ψ](A) = 〈ψ, βωω0(A)ψ〉 , A ∈ Aω0 ,
is a state on A = Aω0 . We now define the state space S as the set of finite convex
combinations of states induced by vectors in Had(ω), ω ∈ SqH. In other words, a state
ω˜ on A is contained in S iff there are finitely many quasifree Hadamard states ωi ∈ SqH
(i = 1, . . . , N) together with unit vectors ψi ∈ Had(ωi) and λi > 0,
∑N
i=1 λi = 1, such that
ω˜(A) =
N∑
i=1
λiω
[ψi]
i (A) , A ∈ A .
Theorem 4.2 guarantees that all the states in S are Hadamard states. The state space S
has the following properties, as will be proved in Appendix A.1:
Proposition 4.3 SqH ⊂ S; and S is closed under finite convex combinations and opera-
tions in U∞alg.
4.3 The energy density
Let ω ∈ SqH and define Fω to consist of all linear functionals (not, in general, states) ℓ on
Mω0 ⊃ A given by
ℓ(B) = 〈ψ, βωω0(B)ϕ〉 , B ∈Mω0 , (4.5)
for some ψ, ϕ ∈ Had(ω). We also denote by F the set of all linear combinations of finitely
many functionals ℓi ∈ Fωi, ωi ∈ SqH and—as in Sec. 2—use V to denote the vector space
of functionals on A generated (as in Eq. (2.1)) by S and U∞alg. In view of Prop. 4.3 (see
also Thm. A.1), V is necessarily a subset of F. Thus, when investigating properties of the
energy density, it is actually enough to consider elements in Fω for arbitrary ω ∈ SqH.
Accordingly, let ω ∈ SqH be arbitrarily chosen. Then we define the one-point function
as a linear map from Fω to D
′(M) by
Φ[ℓ](f) = 〈ψ,Φω(f)ϕ〉 ,
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for ℓ ∈ Fω as in (4.5), and this is necessarily a weak solution to the Klein–Gordon equation.
Similarly, the two-point function is a weak bisolution defined by
Φ⊗2[ℓ](f, g) = 〈Φω(f)ψ,Φω(g)ϕ〉 , (4.6)
which satisfies the commutator property
Φ⊗2[ℓ](f, g)− Φ⊗2[ℓ](g, f) = iE(f, g)ℓ(1)
as may be seen by a short argument using the Weyl relations and Leibniz’ rule.
The microlocal properties of the one- and two-point functions are easily determined
using the calculus of Prop. 3.2. Starting with the observation that
〈Φ(f)ψ, ϕ〉 = Φ[ℓ](f) = 〈ψ,Φ(f)ϕ〉 ,
for ψ, ϕ ∈ Had(ω), the Hadamard condition (4.4) and Prop. 3.2(ii) imply
(N−)† ⊃WF(Φ( · )ψ) ⊃WF(Φ[ℓ]) ⊂WF(Φ( · )ϕ) ⊂ N−
so the one-point function obeys WF(Φ[ℓ]) ⊂ N+∩N− = ∅ and is therefore smooth. Turn-
ing to the two-point function, Eq. (4.6), Prop. 3.2(iii) and the Hadamard condition (4.4)
give
WF(Φ⊗2[ℓ]) ⊂ (WF(Φ( · )ψ)† ∪ Z)× (WF(Φ( · )ϕ) ∪ Z)
⊂ (N+ ∪ Z)× (N− ∪ Z) .
In the special case in which ℓ is a state, the above inclusion and the commutator
property combine to yield the stronger result that WF(Φ⊗2[ℓ]) is contained in the right-
hand side of Eq. (4.3) and that the two-point function therefore takes the Hadamard form.
By polarisation, it follows that the normal ordered two-point function
: Φ⊗2 : [ℓ] = Φ⊗2[ℓ]− ℓ(1)Φ⊗2[ω0]
(relative to the reference state ω0 fixed in Sec. 4.1) can be identified with a smooth function
on M ×M for each ℓ ∈ F. The point-split normal ordered energy density is defined in
terms of this quantity by
: T : [ℓ](x, x′) =
1
2
(
m2 +
s∑
µ=0
eaµ∇a ⊗ ea
′
µ∇a′
)
: Φ⊗2 : [ℓ](x, x′) (4.7)
and is also smooth on M ×M ; finally, the normal ordered energy density itself is given
(cf. (4.1)) by
̺[ℓ](x) = g00(x)
1/2 : T : [ℓ](x, x) .
All the quantities defined so far clearly extend to finite linear combinations of functionals
ℓ in Fω as ω ranges over SqH, and hence to ℓ ∈ F. In particular, ̺ is defined on S. As will
be proved in Sec. A.2 the spatial integral of this quantity generates the dynamics.
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Proposition 4.4 For all t ∈ R we have∫
Σ
dµ(x)ℓ([̺(t, x), A]) =
1
i
d
ds
ℓ(αsA)
∣∣∣∣
s=0
, A ∈ U∞alg, ℓ ∈ V , (4.8)
where V is, as in Sec. 2, the vector space generated by S and U∞alg.
Eq. (4.8) clearly implies that both the assumptions (i) and (ii) made on the dynamics
in Sect. 2 are satisfied: to derive (ii) one simply observes that the right-hand side is t-
independent, while (i) follows on replacing A by αtA.
4.4 The quantum weak energy inequality
The last step in justifying the structural assumptions of Sec. 2 for our model is the
identification of a state ω obeying a suitable QWEI. For this purpose, ω may be chosen to
be any state in S whose 2-point function Φ⊗2[ω](x, y) is invariant under x 7→ τtx, y 7→ τtx
for any t ∈ R.8
Proposition 4.5 Let the (unrenormalised) point-split energy density T0 ∈ D ′(M ×M)
be defined by
T0 =
1
2
(
m2 +
s∑
µ=0
eaµ∇a ⊗ ea
′
µ∇a′
)
Φ⊗2[ω]
and define Γx : R→M ×M by Γx(t) = (t, x; 0, x). Then:
i) the pull-back Γ∗xT0 exists as an element of D
′(R) with
WF(Γ∗xT0) ⊂ {(t, ζ) | ζ > 0} ;
ii) Γ∗xT0 is positive-type in the sense that
Γ∗xT0(f ⋆ f˜) ≥ 0 for all f ∈ D(R) , (4.9)
where f˜(t) = f(−t). Furthermore, Γ∗xT0 is a tempered distribution whose Fourier trans-
form is a positive measure with respect to which (−∞, u] has finite measure, polynomially
bounded in u.
Proof: i) is a direct calculation, using the fact that WF(T0) is contained in WF(Φ
⊗2[ω])
which (since all covectors contained therein are null) has trivial intersection with the
conormal bundle
NΓx = {((t, x; 0, x), (0, ξ; ζ ′, ξ′)) : ζ ′ ∈ R, ξ, ξ′ ∈ T ∗xΣ}
of Γx. Part ii) follows because Γ
∗
xT0(f ⋆ g˜) = γ
(2)∗
x T0(f ⊗ g) where γ(2)x : R2 → M ×M
is defined by γ
(2)
x (t, t′) = (t, x; t′, x). (This map has conormal bundle Nγ(2)x = Nγx × Nγx ,
where
Nγx = {(t, x; 0, ξ) : t ∈ R, ξ ∈ T ∗xΣ}
8Such states certainly exist: for example, one could use a ground- or KMS-state, but only the invariance
and Hadamard properties are needed below.
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is the conormal bundle for γx : t 7→ (t, x). But Nγx contains no null covectors, so the pull-
back γ
(2)∗
x T0 is well-defined.) Since T0 is positive type in the sense that T0(F ⊗F ) ≥ 0 for
F ∈ D(M), it follows by Theorem 2.2 in [12] that γ(2)∗x T0 is also positive type in this sense
and that (4.9) holds. The remaining statements follow from Theorem A.11 in Sec. A.3, a
variant of the Bochner-Schwartz theorem. ✷
With the above definitions, the arguments of Sec. 5 of [12] may be adapted straight-
forwardly9 to show that ω obeys a static QWEI in the sense described in Sec. 2 with
respect to the set of states S, where
q(g, x) =
∫
R
du |ĝ(u)|2Q(u, x)
and
Q(u, x) =
1
2π2
∫
(−∞,u)
dζ
[
Γ∗xT0
]∧
(ζ) . (4.10)
In fact, because ĝ is smooth, the static QWEI would be unchanged if we had instead used
the integration range (−∞, u] to define Q; however, the above definition is technically
more convenient, as it entails that Q(u, x) is left-continuous in u for each fixed x. We also
note that Q is a well-defined nonnegative measureable function on R×Σ as a consequence
of Prop. 4.5(ii); a further consequence of which is that Q(u, x) is polynomially bounded
in u for each fixed x ∈ Σ.
The final property required of Q is proved in Sec. A.4.
Proposition 4.6 For each u ∈ R, Q(u, ·) ∈ L1(Σ, dµ); furthermore, the function
Q(u) :=
∫
Σ
dµ(x)Q(u, x) is monotonically increasing, left-continuous and polynomially
bounded in u.
This then implies that q(g; . ) ∈ L1(Σ, dµ), thus ω fulfills a static QWEI, but we even
have
Theorem 4.7 The state ω fulfills a limiting static QWEI (with respect to S), and all
states in S fulfill a static QWEI.
Proof: Note that
1
‖g2λ‖L1
∫
Σ
dµ(x)q(gλ; x) =
1
‖g2‖L1
∫
Σ
dµ(x)
∫
R
du |ĝ(u)|2Q(λu, x)
=
1
‖g2‖L1
∫
R
du |ĝ(u)|2Q(λu) , (4.11)
where Fubini’s theorem has been used. Since Q is polynomially bounded and ĝ is of rapid
decrease, for any ǫ > 0 there exists U > 0 such that∫
|u|>U
du |ĝ(u)|2Q(λu) < ǫ‖g2‖L1 , λ ∈ (0, 1) .
9There are two main differences: first, a change of parametrisation in the worldline; second, in [12],
the state ω [there denoted ω0] was additionally assumed to be a ground state of the time evolution, which
has the effect of limiting the ζ integration in (4.10) to [0, u), but is not otherwise needed in the derivation.
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Thus
1
‖g2‖L1
∫
R
du |ĝ(u)|2Q(λu) ≤ 1‖g2‖L1
∫
|u|<U
du |ĝ(u)|2Q(λu) + ǫ
≤ 2π sup
|u|<U
Q(λu) + ǫ
= 2πQ(λU) + ǫ
for all λ ∈ (0, 1), using monotonicity and left-continuity of Q. Putting this together with
Eq. (4.11) and taking the limit λ→ 0+, we have
lim sup
λ→0+
1
‖g2λ‖L1
∫
Σ
dµ(x)q(gλ; x) ≤ lim sup
u→0+
Q(u) + ǫ = lim
u→0+
Q(u) + ǫ ,
using monotonicity of Q(u) again. Since ǫ was arbitrary, the left-hand side is bounded
uniformly in g by Q(0+) := limu→0+ Q(u). Thus ω fulfills a limiting static QWEI with
0 ≤ ΓΣ ≤ Q(0+); the remaining statement follows as indicated in Remark (i) following
Def. 2.1. ✷
Finally, we strengthen the link between quiescence and ground states as follows:
Theorem 4.8 If ω ∈ S is a non-degenerate ground state with a mass gap and vanishing
one-point function then ω is quiescent.
Proof: In the GNS representation (Hω, πω,Ωω) induced by ω, the dynamics is generated
by a self-adjoint operator H with spectrum σ(H) ⊂ {0} ∪ [m0,∞) for some m0 > 0 and
such that 0 is a simple eigenvalue with eigenvector Ω. Thus for any F,G ∈ D(M),
Φ⊗2[ω](F, τt∗G) = 〈Φω(F )Ωω, eiHtΦω(G)Ωω〉
=
∫
eiζtd〈Φω(F )Ωω, EζΦω(G)Ωω〉 ,
where dEζ is the spectral measure for H . Due to the spectral properties of H , the
nondegeneracy of ω and the vanishing one-point functions 〈Ωω,Φω(G)Ωω〉, the (finite)
measure d〈Φω(F )Ωω, EζΦω(G)Ωω〉 is in fact supported in [m0,∞). Similarly, since time
translation commutes with ∇a,
T0(F, τt∗G) =
∫
eiζtdρF,G(ζ) ,
where dρF,G is finite and supported in [m0,∞).
Now take any f, g ∈ D(R) and a sequence χn → δx in D ′T ∗Σ(Σ). Put Fn = f ⊗ χn,
Gn = g ⊗ χn. Then for any h ∈ D(R), we have∫
ĥ(ζ)dρFn,Gn(ζ) =
∫
dt h(t)T0(Fn, τt∗Gn)
= T0(Fn, Hn)
→ γ(2)∗x T0(f, h ⋆ g)
= Γ∗xT0(f ⋆ h˜ ⋆ g)
= (2π)−1Γ̂∗xT0(
˜̂
fĝĥ) ,
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where Hn = [h ⋆ g]⊗ χn. Furthermore, a similar argument shows that∫
dρFn,Gn(ζ)→ (2π)−1Γ̂∗xT0(˜̂fĝ)
which, considering the case f = g first and then polarising, implies∣∣∣∣∫ ĥ(ζ)dρFn,Gn(ζ)∣∣∣∣ ≤ Cf,g sup |ĥ| .
This provides the necessary uniformity to conclude that∫
ĥ(ζ)dρFn,Gn(ζ)→ Γ̂∗xT0(˜̂f ĝĥ)
for all h ∈ S (R). Choosing h so that suppĥ ∩ [m0,∞) = ∅, and using the fact that
linear combinations of functions of the form
˜̂
f ĝ are dense in S (R), we deduce that Γ̂∗xT0
is supported in [m0,∞).
It follows from this that Q(u, x) (for each x) and Q(u) are supported in [m0,∞). Since
we already know that ω fulfills a limiting static QWEI with 0 ≤ ΓΣ ≤ Q(0+) we may
now conclude that ΓΣ = 0 and that ω is therefore quiescent. ✷
5 Conclusion
We have now seen that a C∗-dynamical system (A, {αt}t∈R), together with a suitable class
of states and an energy-density can be constructed for the free scalar field on a static,
spatially compact globally hyperbolic spacetime such that the assumptions relevant to
Sec. 2 are fulfilled. Consequently, we obtain from Thm. 2.3 that passive states ωp exist
for the dynamical system (A, {αt}t∈R). It may be worth mentioning again that A does
not coincide with the Weyl-algebra A[S, σ] for the free scalar field on the given static
spacetime, so it is not a priori clear if ωp induces a passive state (in a W ∗-sense) on
A[S, σ]. This would follow if ωp were found to be normal to any quasifree Hadamard
state, and this is in fact expected to hold in view of the results of [37]. Furthermore, as
shown by Thm. 2.6 and Cor. 2.7, ωp is normal when energy-compactness holds which is
believed to be generically fulfilled in quantum field theoretical models relevant to particle
physics.
It should be noted that this technical complication does not arise in the case of the
free Dirac field, and we should like to emphasize that our methods apply also in this case,
so that also for the case of the Dirac field on a static, spatially compact and globally
hyperbolic spacetime one would be led to the conclusion that there is a C∗-dynamical
system together with a class of states and an energy density fulfilling the assumptions
made in Sec. 2.
In the course of this work, we have also proved various new results concerning the
free scalar field. In particular, we have demonstrated that the static QWEI bounds
obtained in [12] exhibit sufficient spatial regularity to be integrable. We hope also to have
demonstrated the utility of the reformulation (introduced in [40] and developed further
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here) of the Hadamard condition as a wave-front set condition on Hilbert space-valued
distributions. We expect both this and the microlocal calculus of Banach space-valued
distributions given in Prop. 3.2 to have further applications.
The results of Sec. 4 combine with those of Sec. 2 to give substance to the connection
between the three conditions of dynamical stability mentioned towards the end of the
Introduction. This connection corroborates the point of view originally advocated by
Ford [17] that there should be local constraints on the amount and duration of negative
energy densities in physical quantum states in order that no violations of the second law
of thermodynamics can build up at macroscopic scales. However, we re-emphasise that
our results indicate a still deeper equivalence between natural conditions of dynamical
stability at microscopic, mesoscopic and macroscopic scales.
Of course the question arises how far such an equivalence may be extended from the
situation studied in the present article so as to apply to interacting quantum fields in
generic curved spacetimes without time-symmetries, and hence be regarded as universal.
The main difficulty seems to lie in a missing counterpart of the concept of passivity
when the dynamics of a system is no longer described by a group of automorphisms
with time-independent generators. A further study of possible generalizations of the
passivity concept applicable to quantum field theory on generic curved spacetimes and
their interconnections to microlocal spectrum condition and QWEIs appears, in the light
of the present results, to offer an interesting line of investigation.
A Technical appendix
A.1 Stability of S
Theorem A.1 Let ω be a quasifree Hadamard state. Then Had(ω) is invariant under
the action of any element in βωω0(B) where B is the ∗-algebra finitely generated by Weyl
operators, elements of A∞ and elements of U∞. Furthermore, if A ∈ βωω0(B) then
[Φω(·), A] ∈ D ′(M,L(Hω)) with empty wave-front set. In particular, AΩω ∈ Had(ω)
for any A ∈ βωω0(B).
Proof: We will use the following conventions. We will write W (f) for the Weyl operators
πω(W(Ef)) in the GNS-representation of ω, and Φ(f) for the corresponding generators
Φω(f) (e
iΦ(f) =W (f)). Moreover, we identify elements A ∈Mω0 (via βωω0) with elements
in Mω, i.e., we write A in place of βωω0(A).
Observing these conventions, it is sufficient to prove that Had(ω) is invariant under
Weyl operators, elements of A∞ or operators of the form eiA for A = A∗ ∈ A∞ and that
the required wave-front set condition holds for the commutators of Φ with such operators.
This will be accomplished in a series of lemmas, starting with the case of Weyl operators.
Lemma A.2 For each g ∈ D(M) and h ∈ D(M ;R), we have W (h)D(Φ(g)) ⊂ D(Φ(g))
and
[Φ(g),W (h)]ψ = −E(g, h)W (h)ψ , ψ ∈ D(Φ(g)) (A.1)
and [Φ(·),W (h)] ∈ D ′(M,L(Hω)) with empty wave-front set.
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Proof: The domain property and (A.1) are standard. Since Eq. (A.1) implies
‖[Φ(g),W (h)]‖ = |E(g, h)|, the remaining statements follow immediately from Prop. 3.2(i)
and the fact that WF(E(·, h)) = ∅. ✷
Lemma A.3 For each g ∈ D(M) and A ∈ A∞, we have AD(Φ(g)) ⊂ D(Φ(g)) and
[Φ(g), A]ψ = B(g)ψ , (A.2)
where B(g) ∈ A∞ is given by
B(g) =
∫
dt f(t)E(τt∗h, g)W (τt∗h) . (A.3)
Furthermore, B(·) ∈ D ′(M,L(Hω)) and WF(B(·)) = ∅.
Proof: Suppose that g is real-valued and that A is of the form αfW (h) [the extension
to finite linear combinations and products of such operators is immediate]. To establish
the domain property, it suffices to show that s 7→ s−1‖(W (sg) − 1)Aψ‖ is bounded for
ψ ∈ D(Φ(g)). Now if X is any bounded operator one may check straightforwardly that
‖XAψ‖ ≤
∫
dt |f(t)| ‖Xαt(W (h))ψ‖ . (A.4)
Since (W (sg)− 1)W (h) = W (h) [e−isE(g,h)W (sg)− 1], we therefore have
s−1‖(W (sg)− 1)Aψ‖ ≤ s−1
∫
dt |f(t)| ‖(e−isE(g,τt∗h)W (sg)− 1)ψ‖
≤ s−1
∫
dt |f(t)| {‖(W (sg)− 1)ψ‖+ |e−isE(g,τt∗h) − 1| ‖ψ‖}
≤ ‖f‖1
{
‖Φ(g)ψ‖+ sup
t∈suppf
|E(g, τt∗h)| ‖ψ‖
}
. (A.5)
(Note that the supremum exists as t 7→ E(g, τt∗h) is continuous.) Thus we have shown that
Aψ ∈ D(Φ(g)) for any real-valued g: since in generalD(Φ(g)) = D(Φ(Re g))∩D(Φ(Im g)),
the result extends immediately to general g ∈ D(M).
Eqs. (A.2) and (A.3) are now easily checked using the identity
W (f)∗Φ(g)W (f) = Φ(g) + E(f, g)1 (A.6)
which holds on D(Φ(g)) (g ∈ D(M)).
Next, define K(g) ∈ C∞0 (R) by
K(g)(t) = f(t)E(τt∗h, g) . (A.7)
Lemma A.4 K(·) ∈ D ′(M,L1(R)) with WF(K) = ∅.
Proof: Note first that
‖K(g)‖L1 ≤ ‖f‖L1 sup
t∈suppf
|E(τt∗h, g)| ≤ C sup
x
|g(x)| (A.8)
so K(·) ∈ D ′(M,L1(R)). For each (x, k) ∈ T˙ ∗M , choose O and φ obeying condition (A) of
Sec. 3 and define coordinates on O via yµ = 〈ζµ, φ(y)〉 where ζµ is an arbitrary fixed basis
of T ∗xM . Then for each χ ∈ C∞0 (O), E(τt∗h, χeiλ〈η,φ〉) is the usual Fourier transform10 at
10See footnote 6.
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λℓµ (where T
∗
xM ∋ ℓ = ℓµζµ) of Ft = −| det g|1/2(χEτt∗h) ◦ κ−1 where κ : y 7→ yµ is the
coordinate map. Since Ft ∈ C∞0 (κ(O)) with derivatives varying continuously in t, and
since suppf is compact, for any relatively compact neigbourhood V of k in T ∗pM there
exist constants CN such that
sup
ℓ∈V
|E(τt∗h, χeiλ〈ℓ,φ〉)| ≤ CN
1 + λN
, λ ∈ R+, t ∈ suppf , (A.9)
for each N = 1, 2, . . .. Accordingly, each (x, k) ∈ T˙ ∗M is a regular directed point for K,
so WF(K) = ∅. ✷
It now follows by Prop. 3.2(i) and the bound ‖B(g)‖ ≤ ‖K(g)‖L1 obtained from
Eq. (A.3) that B(·) ∈ D ′(M,L(Hω)) and WF(B(·)) = ∅. ✷
Lemma A.5 For each g ∈ D(M) and A ∈ A∞, we have eiAD(Φ(g)) ⊂ D(Φ(g)) and
[Φ(g), eiA]ψ = C(g)ψ , ψ ∈ D(Φ(g)) , (A.10)
where C(g) is defined by the norm convergent series
C(g) =
∞∑
k=1
ik
k!
k−1∑
j=0
AjB(g)Ak−j−1 ; (A.11)
we have C(·) ∈ D ′(M ;L(Hω)) and WF(C(·)) = ∅.
Proof: By the previous lemma, we may deduce
Φ(g)Akψ = AkΦ(g)ψ +
k−1∑
j=0
AjB(g)Ak−j−1 (A.12)
for A ∈ A∞, k ≥ 1 and ψ ∈ D(Φ(g)). Norm convergence in (A.11) follows from the
observation
∞∑
k=1
1
k!
k−1∑
j=0
‖A‖k−1‖B‖ = e‖A‖‖B(g)‖ <∞ . (A.13)
Moreover, the same argument shows that ‖C(g)ψ‖ ≤ e‖A‖‖B(g)‖‖ψ‖. By Prop. 3.2(i),
we now conclude that C ∈ D ′(M ;L(Hω)) with WF(C(·)) = ∅ since B also enjoys these
properties. ✷
The proof of Theorem A.1 is complete. ✷
Proof of Proposition 4.3: The property SqH ⊂ S is obvious since for each ω ∈ SqH the
GNS-vector Ωω is contained in Had(ω). Also, S is closed under finite convex combinations
by its very definition. Now U∞alg is a sub-∗-algebra of B, and therefore its action on Had(ω)
preserves Had(ω). As ω ∈ SqH was arbitrary, this implies immediately that S is preserved
under operations in U∞alg. ✷
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A.2 The integrated energy density as the dynamical generator
Let γt : Σ→M ×M be defined by γt(x) = (t, x; t, x).
Proposition A.6 Let ω ∈ SqH and let ℓ ∈ Fω. Then for all t0 ∈ R we have(
γ∗t0ℓ([: T :, A])
)
(g
1/2
00 ) =
1
i
d
ds
ℓ(αsA)
∣∣∣∣
s=0
(A.14)
for any A ∈ βωω0(B).
Given this, Prop. 4.4 follows easily.
Proof of Proposition 4.4: Noting that U∞alg ⊂ B and that any ℓ ∈ V is a finite convex
combination of functionals ℓi ∈ Fωi , ωi ∈ SqH, Eq. (A.14) certainly holds for all A ∈ U∞alg
and ℓ ∈ V. To complete the proof, we observe that since ℓ([: T :, A]) is smooth we have(
γ∗t0ℓ([: T :, A])
)
(g
1/2
00 ) =
∫
dµ(x) ℓ([̺(t0, x), A])
and the result follows. ✷
Proof of Prop. A.6: In the following subsections, we first establish Eq. (A.14) for Weyl
operators and then extend to A∞ and U∞alg. As in A.1, we work in the GNS representation
of ω, and write W (f) for πω(W(Ef)), Φ(f) for Φω(f), and we identify A ∈ Mω0 with
βωω0(A) ∈Mω without writing the βωω0 .
A.2.1 Weyl operators
Let us first observe that, for any A ∈ B, we have
ℓ([: Φ⊗2 :, A])(f, g) = 〈Φ(f)ψ, [Φ(g), A]ϕ〉+ 〈[Φ(f), A∗]ψ,Φ(g)ϕ〉 ,
as may be seen by a straightforward calculation. In the particular case A = W (h) for
h ∈ D(M ;R), this gives
ℓ([: Φ⊗2 :,W (h)])(x, y) = −Φ[ℓW (h)](x)Eh(y)−Eh(x)Φ[W (h)ℓ](y) , (A.15)
and, noting that each term in (A.15) is a product of smooth Klein–Gordon solutions, we
use the following lemma.
Lemma A.7 Suppose u and v are C∞ solutions to the Klein–Gordon equation on (M, g)
and define
ρ(x) =
1
2
g00(x)
1/2
(
s∑
µ=0
(eaµ∇au)|x(eaµ∇av)|x +m2u(x)v(x)
)
.
Then for any t0 ∈ R, ∫
Σ
dµ(x)ρ(t0, x) =
1
2
σ(ξa∇au, v) ,
and in the particular case u = Eh,∫
Σ
dµ(x)ρ(t0, x) =
1
2
∫
M
dvolg(x)v(x)(ξ
a∇ah)(x) .
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Proof: We have
σ(ξa∇au, v) =
∫
Σ
dµ(x)g
1/2
00
[
(ea0∇au)(eb0∇bv)− v(ea0∇a)2u
]
=
∫
Σ
dµ(x)g
1/2
00
[
(ea0∇au)(eb0∇bv)− δijv∇aeai ebj∇bu+m2uv
]
= 2
∫
Σ
dµ(x)ρ(t, x) ,
where in the second step we have used the Klein–Gordon equation and in the third step,
Gauss’ theorem. Applying this in the particular case where u = Eh for h ∈ D(M) and
using the fact that ξa∇a commutes with E, we obtain
2
∫
Σ
dµ(x)ρ(t, x) = σ(ξa∇aEh, v) = σ(Eξa∇ah, v) =
∫
M
dvolg(x)v(x)(ξ
a∇ah)(x)
as required. ✷
Using this result and (A.15) we have∫
Σ
dµ(x)ℓ([̺(t, x),W (h)]) = −1
2
Φ[ℓW (h) + W (h)ℓ](ξ
a∇ah)
= −〈ψ, 1
2
{Φ(ξa∇ah),W (h)}ϕ〉
=
1
i
d
ds
ℓ(αsW (h))
∣∣∣∣
s=0
.
Here we have used
Proposition A.8 If ψ, ϕ ∈ Had(ω) then s 7→ 〈ψ, αsW (f)ϕ〉 is continuously differentiable
with derivative
d
ds
〈ψ, αsW (f)ϕ〉 = −i〈ψ, 1
2
{Φ(ξa∇aτs∗f), αsW (f)}ϕ〉 . (A.16)
Proof: It is enough to establish differentiability and the form of the derivative for s = 0.
We begin with two observations. First, if ϕ ∈ Had(ω) and f → 0 in D(M ;R) then
W (f)ϕ→ ϕ since
‖W (f)ϕ− ϕ‖ ≤ sup
t∈R\{0}
t−1‖(W (tf)− 1)ϕ‖ = ‖Φ(f)ϕ‖ → 0
using the fact that Φ(·)ϕ ∈ D ′(M,Hω). Second,
τs∗f = f − sξa∇af +R(s) ,
where s−1R(s)→ 0 in D(M) as s→ 0.
Using the Weyl relations,
s−1 (W (τs∗f)−W (f))ϕ = s−1
(
eiE(τs∗f,f)/2 − 1)W (τs∗f − f)W (f)ϕ
+s−1[W (τs∗f − f)− 1]W (f)ϕ
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and if ϕ ∈ Had(ω) we may use the above observations and the invariance of Had(ω)
under Weyl operators to conclude that the first term on the right-hand side converges to
−(i/2)E(ξa∇af, f)ϕ as s → 0. A further application of the Weyl relations allows us to
rewrite the second term in the form
s−1[W (τs∗f − f)− 1]W (f)ϕ = s−1e−isνW (R(s))[W (−sξa∇af)− 1]W (f)ϕ
+s−1(W (R(s)e−isν − 1)W (f)ϕ , (A.17)
where ν = E(R(s), ξa∇af)/2. Estimating the second term of Eq. (A.17), we see that
s−1‖(W (R(s))e−isν − 1)W (f)ϕ‖ ≤ s−1‖(W (R(s))− 1)W (f)ϕ‖+ s−1|e−isν − 1| ‖ϕ‖
≤ ‖Φ(s−1R(s))W (f)ϕ‖+ 1
2
|E(R(s), ξa∇af)| ‖ϕ‖
which tends to zero as s → 0 by our two observations. The first term of Eq. (A.17)
approaches a finite limit as s→ 0:
〈ψ,W (R(s))s−1[W (−sξa∇af)− 1]W (f)ϕ〉
= 〈W (−R(s))ψ, s−1[W (−sξa∇af)− 1]W (f)ϕ〉
→ −i〈ψ,Φ(ξa∇af)W (f)ϕ〉 ,
so we have established that
d
ds
〈ψ, αsW (f)ϕ〉
∣∣∣∣
s=0
= −i〈ψ,Φ(ξa∇af)W (f)ϕ〉 − i
2
E(ξa∇af, f)〈ψ, ϕ〉 ,
which can be put into the required form using (A.1), which is valid on Had(ω).
The proof is completed by noting that s 7→ αsW (f)η = W (τs∗f)η and s 7→ Φ(ξa∇aτs∗f)η
are continuous for η ∈ Had(ω) (in the first case owing to our first observation and in the
second because Φ(·)η ∈ D′(M,Hω) and s 7→ ξa∇aτs∗f is continuous from R → D(M)).
Thus the right-hand side of (A.16) is continuous in s. ✷
A.2.2 The case A ∈ A∞
To extend Eq. (A.14) to the case A ∈ A∞ it suffices (by Theorem A.1) to consider
A = αfW (h) for f ∈ C∞0 (0,∞), h ∈ D(M ;R). Now
1
i
d
ds
ℓ(αsA)
∣∣∣∣
s=0
= −iℓ(δ(αfW (h))) = −iℓ(α−f˙W (h))
= i
∫
dt f˙(t)ℓ(αtW (h)) .
Owing to Prop. A.8, we may integrate by parts to find
1
i
d
ds
ℓ(αsA)
∣∣∣∣
s=0
=
1
i
∫
dt f(t)
(
γ∗t0ℓ([: T :, αtW (h)])
)
(g
1/2
00 )
using Eq. (A.14) for αtW (h).
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Our goal is now to show that∫
dt f(t)
(
γ∗t0ℓ([: T :, αtW (h)])
)
(g
1/2
00 ) =
(
γ∗t0ℓ([: T :, αfW (h)])
)
(g
1/2
00 ) . (A.18)
To this end, we observe that
ℓ([: T :, αfW (h)])(F,G) =
∫
dt f(t)ℓ([: T :, αtW (h)])(F,G) , F, G ∈ D(M)
in which the integrand is compactly supported and—by Prop. A.8—continuous. Accord-
ingly, we may approximate the integral by Riemann sums. Defining
TN (F,G) =
1
N
∑
n∈Z
f(n/N)ℓ([: T :, αn/NW (h)])(F,G) ,
only finitely many terms contribute for any given N , so TN ∈ D ′(M ×M). Since the
Riemann sums approximate the integral, we have TN → T = ℓ([: T :, αfW (h)]) weakly,
but we require the following stronger convergence property, whose proof is deferred to the
end of this subsection.
Lemma A.9 TN → T in D ′V (M ×M), where V = (N+ × Z) ∪ (Z×N−).
Now the conormal bundle of the map γt0 is
Nγt0 = {(t, x, α, ξ; t, x, β,−ξ) | α, β ∈ R, (x, ξ) ∈ T ∗Σ} (A.19)
and has trivial intersection with V . It therefore follows that γ∗t0TN → γ∗t0T in D ′γ∗t0V (Σ)
and in particular that
(γ∗t0TN )(g
1/2
00 )→ (γ∗t0T )(g1/200 ) = (γ∗t0ℓ([: T :, αfW (h)]))(g1/200 ) .
But we also have
(γ∗t0TN )(g
1/2
00 ) =
1
N
∑
n∈Z
f(n/N)
(
γ∗t0ℓ([: T :, αn/NW (h)]
)
(g
1/2
00 )
−→
∫
dt f(t)
(
γ∗t0ℓ([: T :, αtW (h)]
)
(g
1/2
00 )
since the final integrand is continuous. Thus (A.18) is established and the proof is com-
plete. ✷
Proof of Lemma A.9: It suffices to show that UN → U in D ′V (M ×M), where UN and U
are defined by analogy with TN and T , but with : Φ
⊗2 : replacing : T :. It is clear that
UN → U weakly, so we need only show that UN converges in D ′V (M ×M). Now
ℓ([: Φ⊗2 :, αtW (h)])(F,G) = E(τt∗h, F )〈ψ,W (τt∗h)Φ(G)ϕ〉+ E(τt∗h,G)〈ψ,Φ(F )W (τt∗h)ϕ〉
and since the two terms each define a smooth distribution on M ×M , their contributions
to UN may be treated separately. Accordingly, we let
U
(1)
N (F,G) =
1
N
∑
n∈Z
f(n/N)E(τn/N∗h, F )〈ψ,W (τn/N∗h)Φ(G)ϕ〉 ,
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and observe that
|U (1)N (F,G)| ≤
1
N
∑
n∈Z
|K(F )(n/N)| ‖Φ(G)ϕ‖ ,
where K(·) ∈ D′(M,L1(R)) was defined in Eq. (A.7). Since t 7→ K(F )(t) is smooth and
compactly supported, we therefore have
|U (1)N (F,G)| ≤ 2‖K(F )‖L1‖Φ(G)ϕ‖
for all sufficiently large N . Putting this estimate together with the Hadamard condition,
Lemma A.4 and Prop. 3.4, we conclude that U
(1)
N converges in D
′
Z×N−(M × M). An
analogous argument applied to
U
(2)
N (F,G) =
1
N
∑
n∈Z
f(n/N)E(τn/N∗h,G)〈ψ,Φ(F )W (τn/N∗h)ϕ〉 ,
shows that U
(2)
N converges in D
′
N+×Z(M × M). Thus UN = U (1)N + U (2)N converges in
D ′V (M ×M) as required. ✷
A.2.3 The case A ∈ U∞alg
The last step in the proof of Prop. A.6 is to extend the result to show that the energy
density generates the dynamics for operators in U∞alg. Here, it is enough to establish
Eq. (A.14) with A replaced by an operator of the form eiA for A = A∗ ∈ A∞, which may
be arbitrarily well approximated in the graph norm of δ by the sequence
SN =
N∑
n=0
in
n!
An
of partial sums. Since SN ∈ A∞, and
1
i
d
ds
ℓ(αsSN)
∣∣∣∣
s=0
−→ 1
i
d
ds
ℓ(αse
iA)
∣∣∣∣
s=0
it remains only to show that(
γ∗t0ℓ([: T :, SN ])
)
(g
1/2
00 ) −→
(
γ∗t0ℓ([: T :, e
iA])
)
(g
1/2
00 ) .
Lemma A.10 Suppose A ∈ A∞. Then
|ℓ(Aj[: Φ⊗2 :, A]Ak)(f, g) ≤ ‖A‖j+k [‖B(g)‖ ‖Φ(f)ψ‖+ ‖B(f)‖ ‖Φ(g)ϕ‖]
+(j + k)‖A‖j+k−1‖B(f)‖ ‖B(g)‖
for any j, k ∈ N0.
Proof: We have
ℓ(Aj[: Φ⊗2 :, A]Ak)(f, g) = 〈Φ(f)A∗jψ,B(g)Akϕ〉 − 〈B(f)∗A∗jψ,Φ(g)Akϕ〉 .
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Now
Φ(g)Akϕ = AkΦ(g)ϕ+
k−1∑
r=0
ArB(g)Ak−1−rϕ
so
‖Φ(g)Akϕ‖ ≤ ‖A‖k‖Φ(g)ϕ‖+ k‖A‖k−1‖B(g)‖ .
Putting this together with the analogous estimate on ‖Φ(f)A∗jψ‖, the result is proved by
Cauchy-Schwarz. ✷
In consequence, and using
ℓ([: Φ⊗2 :, An]) =
n∑
j=0
ℓ(Aj [: Φ⊗2 :, A]An−1−k)
we obtain
|ℓ([: Φ⊗2 :, SN ])(f, g)| ≤ C
[‖B(g)‖ ‖Φ(f)ψ‖+ ‖B(f)‖ ‖Φ(g)ϕ‖]
+C ′‖B(f)‖ ‖B(g)‖
for constants C,C ′ independent of N , f and g. Applying the remark following Prop. 3.4,
the Hadamard condition and the fact that B(·) has empty wave-front set, we see that
ℓ([: Φ⊗2 :, SN ]) → ℓ([: Φ⊗2 :, eiA]) in D ′V (M ×M) as required. Proposition A.6 is thus
proved. ✷
A.3 A variation on the Bochner-Schwartz Theorem
Theorem A.11 Suppose S ∈ D ′(R) is of positive type with
WF(S) ⊂ {(τ, ζ) | ζ > 0} . (A.20)
Then i) S ∈ S ′(R) and Ŝ is a polynomially bounded positive measure; ii) (−∞, u] has
finite (necessarily polynomially bounded) measure with respect to Ŝ; iii) if fn is any se-
quence of Schwartz test functions with fn(ζ) monotonically increasing to χ(−∞,u)(ζ) for
each ζ ∈ R then Ŝ(fn) is monotonically increasing and
lim
n→∞
Ŝ(fn) =
∫
(−∞,u)
dζ Ŝ(ζ) . (A.21)
Proof: Part (i) is the usual Bochner-Schwartz theorem (Theorem IX.10 in [36]), while (iii)
follows by the monotone convergence theorem if (ii) holds. It is enough to prove (ii) for
u = 0. To this end, let f ∈ C∞(R) be nonnegative with suppf ⊂ (−∞, 1) and f = 1 on
R−. Decomposing f as f(ζ) =
∑∞
n=0 g(ζ + n) where g ∈ C∞0 (−1, 1) is nonnegative, we
claim that ∫
dζ Ŝ(ζ)g(ζ − η)→ 0 (A.22)
rapidly as η → −∞. Thus
∞∑
n=0
∫
dζ Ŝ(ζ)g(ζ + n) <∞ (A.23)
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and since each term in this series is positive, the monotone convergence theorem entails
that
∫
dζ Ŝ(ζ)f(ζ) <∞. Accordingly, ∫
R−
dζ Ŝ(ζ) <∞ and the result is proved.
It remains to prove our claim (A.22). Let G(ζ) = (Ŝ ⋆ g˜)(ζ) = Ŝ(g(· − ζ)), where
we have written g˜(ζ) = g(−ζ). Then G is smooth and polynomially bounded, with
polynomially bounded derivatives. Moreover, by (i), since g is nonnegative, G is also
nonnegative and we may write
G(ζ) =
∫
dη Ŝ(η)g(η − ζ) . (A.24)
Using the convolution theorem,
S(χg˜∨eη) =
∫
dζ G(ζ)χ̂(η − ζ) (A.25)
for any χ ∈ D . Choose χ so that χ̂ is nonnegative and χ̂(ζ) > 1 for |ζ | < 1. Then for any
ǫ ∈ (0, 1) we have
0 ≤ inf
ζ∈(η−ǫ,η+ǫ)
G(ζ) ≤ (2ǫ)−1S(χg˜∨eη) , η ∈ R (A.26)
and since G has polynomially bounded first derivative, there exists C > 0 and r > 0 such
that
0 ≤ G(η) ≤ (2ǫ)−1S(χg˜∨eη) + ǫC(1 + |η|)r , η ∈ R, 0 < ǫ < 1 . (A.27)
In particular, taking ǫ = (1 + |η|)−(N+r+1) and using the hypothesis (A.20) on WF(S), it
follows that (1 + |η|)NG(η) → 0 as η → −∞ for each N ≥ 0, thereby establishing our
claim. ✷
A.4 Integrability of Q(u, ·)
Proof of Proposition 4.6: Let fn be a sequence of Schwartz test functions such that f̂n is a
sequence of nonnegative (Schwartz) functions monotonically increasing to χ(−∞,u). Then
by Theorem A.11,
Γ∗xT0(fn ⋆ f˜n) = (2π)
−1Γ̂∗xT0(|f̂n|2)→ πQ(u, x) (A.28)
for each x ∈ Σ. Choosing gn ∈ D(R) such that gn − fn → 0 in S (R) and using the
positive type property of Γ∗xT0, we have
0 ≤ Γ∗xT0(gn ⋆ g˜n)→ πQ(u, x) , x ∈ Σ . (A.29)
Lemma A.12 For each h ∈ D(R), Γ∗xT0(h) ∈ L1(Σ, dµ(x)) and∫
dµ(x)Γ∗xT0(h) = T(h) , (A.30)
where
T(h) = Γ∗T0(h⊗ g−1/200 ) (A.31)
and Γ : M → M ×M is given by Γ(t, x) = (t, x; 0, x). The distribution T is of positive
type, with wave-front set contained in the right-hand side of (A.20).
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Applying the Lemma to h = gn ⋆ g˜n, each Γ
∗
xT0(gn ⋆ g˜n) is an L
1(Σ, dµ(x)) function with
norm (= integral) converging to
lim
n→∞
∫
dµ(x) Γ∗xT0(gn ⋆ g˜n) = lim
n→∞
T(gn ⋆ g˜n) = lim
n→∞
T(fn ⋆ f˜n) =
∫
(−∞,u)
dζ T̂(ζ) , (A.32)
where we have again used Theorem A.11, now applied to T. Putting this together
with (A.29) and applying Fatou’s lemma [35], we conclude that Q(u, ·) ∈ L1(Σ, dµ) with
0 ≤
∫
Σ
dµ(x)Q(u, x) ≤ 1
π
∫
(−∞,u)
dζ T̂(ζ) , (A.33)
the right-hand side of which is polynomially bounded by Theorem A.11. Thus Q(u) =∫
Σ
dµ(x)Q(u, x) is polynomially bounded; monotonicity and left-continuity follow from
the same properties of Q(·, x) and the monotone convergence theorem. ✷
Proof of Lemma A.12: Note first that Γ∗xT0 = γ
∗
xΓ
∗T0, where γx : R → M is given by
γx(t) = (t, x). Now, considering the definition of the distributional pull-back (cf. [25],
Thms. 8.2.10, 8.2.12) we have
Γ∗xT0(h) = γ
∗
xΓ
∗T0(h) = [(h⊗ δx)Γ∗T0] (1M) . (A.34)
On the other hand, define (Γ∗T0)h ∈ D ′(Σ) by (Γ∗T0)h(H) = Γ∗T0(h ⊗ H). Then
WF((Γ∗T0)h) = ∅ and so
Γ∗T0(h⊗ g−1/200 ) =
∫
Σ
dµ(x) ((Γ∗T0)hδx) (1Σ) (A.35)
[the g
−1/2
00 arises because the preferred densities on R, Σ and M = R × Σ which identify
distributions and distributional densities are related by ρM (t, x) = g00(x)
1/2ρR(t)ρΣ(x)].
Finally, if δn is a sequence in D(Σ), converging to δx in the Ho¨rmander pseudo-topology
on D ′WF(δx)(Σ) we may calculate
((Γ∗T0)hδx) (1Σ) = lim
n→∞
(Γ∗T0)h(δn) = lim
n→∞
((h⊗ fn)Γ∗T0) (1M) = [(h⊗ δx)Γ∗T0] (1M) .
(A.36)
Putting this together with (A.34) and (A.35) we obtain (A.30).
It is clear from (A.30) that T is of positive type, and a direct calculation of its wave-
front set shows that WF(T) is contained in the right-hand side of (A.20). ✷
A.5 Correlation functions for states on A
We begin our discussion of n-point correlation function for states on A with the following
definitions:
Let n ∈ N and F ∈ S (Rn), and define
W
(α)
F (f1, . . . , fn) =
∫
dt1 · · ·dtn F (t1, . . . , tn)αt1(W (f1)) · · ·αtn(W (fn))
for fj ∈ C∞0 (M,R), where we work in the defining representation πω0 of A with W (fj) =
πω0(W(Efj)); hence the expression on the right hand side exists as a weak integral in
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B(Hω0). Next we claim that the just defined objects are contained in A. This can be
seen by noting that there are sequences h
(k)
j ∈ S (R), k ∈ N, so that
N∑
k=1
h
(k)
1 ⊗ · · · ⊗ h(k)n −→
N→∞
F in S (Rn) and
∞∑
k=1
||h(k)1 ⊗ · · · ⊗ h(k)n ||∞ <∞ .
This implies that α
h
(k)
1
W (f1) · · ·αh(k)n W (fn) converges in norm toW
(α)
F (f1, . . . , fn) as k →
∞, and since clearly each α
h
(k)
j
W (fj) is in A, W
(α)
F (f1, . . . , fn) is also contained in A.
Now recall the definition of the n-point correlation functions of a state ω on the Weyl-
algebra A[S, σ]11: One says that ω is C∞-regular if, for each n ∈ N, the map
Rn × C∞0 (M,R)n ∋ (t1, . . . , tn; f1, . . . , fn) 7→ ω(W (t1f1) · · ·W (tnfn))
is C∞ with respect to the tj and if the derivatives
w(ω)n (f1, . . . , fn) = (−i)n
∂
∂t1
· · · ∂
∂tn
∣∣∣∣
tj=0
ω(W (t1f1) · · ·W (tnfn))
induce, by requiring complex-linearity, distributions w
(ω)
n ∈ D ′(Mn). These distributions
are then called the n-point correlation functions of ω. As is well-known (essentially by
Wightman’s reconstruction theorem, cf. [39]), a C∞-regular state ω induces a state ω on
the algebra F of abstract Klein-Gordon field operators. This algebra F is a ∗-algebra
generated by a unit element 1 and a family of elements φ(f), f ∈ C∞0 (M), subject to the
following relations:
(1) f 7→ φ(f) is C-linear,
(2) φ(f)∗ = φ(f),
(3) φ((gab∇a∇b +m2)f) = 0,
(4) [φ(f1),φ(f2)] = iσ(Ef1, Ef2)1 .
The state ω is then defined on F by setting ω(a1) = a (a ∈ C),
ω(φ(f1) · · ·φ(fn)) = w(ω)n (f1, . . . , fn) ,
and by requiring complex linearity. By the properties of the GNS-representation, the
algebra F is ∗-isomorphic to the algebra of field operators Φω(f) = −i ddt
∣∣
t=0
πω(W(tEf))
by identifying φ(f) and Φω(f) (and by identifying unit operators).
Proceding along these lines, one can define an analogue of n-point correlation functions
also for states ω on A. We will say that a state ω on A is C∞-regular if for each n ∈ N
and all F ∈ S (Rn) the map
Rn × C∞0 (M,R)n ∋ (t1, . . . , tn; f1, . . . , fn) 7→ ω(W(α)F (t1f1, . . . , tnfn))
11More precisely, ω is to be viewed here as a state on the represented Weyl-algebra piω0(A[S, σ])
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is C∞ with respect to the tj and if the derivatives
w˜(ω)n (F ; f1, . . . , fn) = (−i)n
∂
∂t1
· · · ∂
∂tn
∣∣∣∣
tj=0
ω(W
(α)
F (t1f1, . . . , tnfn))
induce distributions w˜
(ω)
n ∈ (S (Rn)⊗D(Mn))′.
Notice that there are many vector states with respect to the defining representation
of A which are C∞-regular states on A: For example, all states on A induced by vectors
W (f)Ωω0, f ∈ C∞0 (M,R), have this property.
We now proceed to establish the following result.
Theorem A.13 Let ω be a state on A which is C∞-regular. Let F ∈ C∞0 (Rn) with∫
dt1 · · ·dtn F (t1, . . . , tn) = 1 and define F (λ)(t1, . . . , tn) = λ−nF (t1/λ, . . . , tn/λ) (λ > 0)
so that F (λ) approximates the n-dimensional Dirac-distribution as λ→ 0.
Then for all n ∈ N the limits
w(ω)n (f1, . . . , fn) = lim
λ→0
w˜(ω)n (F
(λ); f1, . . . , fn) , fj ∈ D(M) ,
exist, and induce distributions w(ω)n ∈ D ′(Mn) which will be called n-point correlation
functions of ω.
Moreover, the w(ω)n , n ∈ N, induce a state ω on the algebra F of field operators upon
setting ω(a1) = a (a ∈ C) and
ω(φ(f1) · · ·φ(fn)) = w(ω)n (f1, . . . , fn) , fj ∈ D(M) ,
and by requiring linearity.
Proof. Let s = (s1, . . . , sn) ∈ Rn and define, for F ∈ S (Rn),
Fs(t1, . . . , tn) = F (t1 − s1, . . . , tn − sn) .
Owing to the definition of W
(α)
F (f1, . . . , fn), it holds that
W
(α)
Fs
(f1, . . . , fn) =W
(α)
F (τs1∗f1, . . . , τsn∗fn) ,
and this implies
w˜(ω)n (Fs; f1, . . . , fn) = w˜
(ω)
n (F ; τs1∗f1, . . . , τsn∗fn) .
Let us now denote, for simplicity of notation, the distribution in (S (Rn) ⊗ D(Mn))′
induced by w˜
(ω)
n simply by w. Then the last equation implies for this distribution the
relation
w((F ∗G)⊗ ϕ) = w(F ⊗ (G ⋆ ϕ)) , F ∈ S (Rn) , G ∈ D(Rn) , ϕ ∈ D(Mn) , (A.37)
where F ∗G is the usual convolution of functions on Rn and
(G ⋆ ϕ)(t1, x1, . . . , tn, xn) =
∫
ds1 · · · dsnG(s1, . . . , sn)ϕ(t1 − s1, x1, . . . , tn − sn, xn) .
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Now we define
(∆(1)ϕ)(t1, x1, . . . , tn, xn) = −(∂2t1 + · · ·+ ∂2tn)ϕ(t1, x1, . . . , tn, xn)
and
(∆G)(t1, . . . , tn) = −(∂2t1 + · · ·+ ∂2tn)G(t1, . . . , tn) .
Then relation (A.37) implies for all F ∈ S (Rn), G ∈ D(Rn), ϕ ∈ D(Mn) the following
chain of equations:
w((F ∗G)⊗ ϕ) = w((1−∆)−mF ∗ (1−∆)mG⊗ ϕ)
= w((1−∆)−mF ⊗ (1−∆)mG ⋆ ϕ)
= w((1−∆)−mF ⊗G ⋆ (1−∆(1))mϕ)
= w((1−∆)−mF ∗G⊗ (1−∆(1))mϕ)
which is valid for all m ∈ N. Letting G tend to the n-dimensional Dirac-distribution, we
find
w(F ⊗ ϕ) = w((1−∆)−mF ⊗ (1−∆(1))mϕ)
for all F ∈ S (Rn), ϕ ∈ D(Mn) and m ∈ N. Hence, exploiting the regularizing property
of (1−∆)−m, one may choose m so large that
lim
λ→0
w(F (λ) ⊗ ϕ) = lim
λ→0
w((1−∆)−mF (λ) ⊗ (1−∆(1))mϕ)
exists (uniformly in ϕ) owing to the continuity of the functional w; this then implies that
the resulting limit is a distribution in D ′(Mn) with respect to ϕ.
In order to show that the above definition of ω really defines a state on F , one needs
to check first that ω induces a linear functional on F , i.e. that it respects the relations
expressed in (1)-(4) above. Relation (1) is fulfilled since the w(ω)n induce distributions (and
are thus multilinear). The next relation (2) is essentially a consequence of [(it)−1(W (tf)−
1)]∗ = (i/t)(W (−tf) − 1) and so its proof is completely analogous to showing that the
n-point correlation functions of a C∞-regular state on the Weyl-algebra induce a state on
F . Moreover, w(ω)n (f1, . . . , fn) = 0 if any of the fj is in the range of the Klein-Gordon
operator since, in this case, W (tjfj) = 1, so that ω respects relation (3). Finally, to check
the CCR, note that
W
(α)
F (f1, . . . , fj, . . . , fk, . . . , fn) =W
(α)
F ·sjk
(f1, . . . , fk, . . . , fj, . . . , fn)
with sjk(t1, . . . , tn) = e
iσ(Eτtj∗fj ,Eτtk∗fk). Inserting this into the definition of the w˜
(ω)
n yields
w˜(ω)n (F ; f1, . . . , fj, . . . , fk, . . . , fn)− w˜(ω)n (F ; f1, . . . , fk, . . . , fj , . . . , fn)
= w˜
(ω)
n−2(G; f1, . . . ,
x
f j, . . . ,
x
fk, . . . , fn)
where an x over a symbol means that the corresponding entry doesn’t appear, and the
function G is given by
G(t1, . . . ,
x
tj, . . . ,
x
tk, . . . , tn) =
∫
dtjdtk F (t1, . . . , tn)iσ(Eτtj∗fj , Eτtk∗fk) .
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These equations establish that ω respects the CCR.
What remains to be checked is the positivity of ω. To this end, let
P =
(
a01+
N∑
k=1
akφ(f
(k)
1 ) · · ·φ(f (k)mk )
)∗(
a01+
N∑
k=1
akφ(f
(k)
1 ) · · ·φ(f (k)mk )
)
with a0, . . . , aN ∈ C and f (k)j ∈ C∞0 (M,R) be a generic positive element of F . Then it
holds that
ω(P ) = |a0|2 + 2Re a0
N∑
k=1
w(ω)mk(f
(k)
1 , . . . , f
(k)
mk
)
+
N∑
k,ℓ=1
akaℓw
(ω)
mk+mℓ
(f (k)mk , . . . , f
(k)
1 , f
(ℓ)
1 . . . . , f
(ℓ)
mℓ
)
= lim
h→δ
lim
t→0
ω(Q(h, t)∗Q(h, t))
where we define for h ∈ C∞0 (R) with
∫
dt h(t) = 1,
Q(h, t) = a01+
N∑
k=1
ak
(
αhW (tf
(k)
1 )− 1
it
)
· · ·
(
αhW (tf
(k)
mk )− 1
it
)
.
Hence the expressions over which the limits are taken are non-negative, and thus ω(P ) ≥ 0.
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