Deep learning is a hot method in face super-resolution reconstruction in recent years, but it needs to further improve the details of reconstructed images and speed up network training. This paper improves the deep residual network from two aspects of residual unit and network structure and proposes a face super-resolution reconstruction algorithm based on the improved model. We improve the network structure of the residual unit by connecting with a densely connected convolutional layer and removing the BN layer, thereby enhancing the information flow between the inner convolutional layers and eliminate the damage to the spatial information of the image by batch normalization processing. At the same time, we combine the output characteristics of each residual unit on the basis of the global residual structure, so the face feature information is more fully utilized and the model detail recovery ability is also improved. Experiments on FDDB and AFLW face datasets show that the proposed method has better performance in feature description and detail information reconstruction, and higher PSNR and SSIM than other methods.
Introduction
Face recognition applications continue to heat up, and face-related research has attracted wider attention than before. However, in natural scenes, small scale and blurred face are very common, which brings challenges to face recognition. Face super-resolution reconstruction plays an important role in face recognition in the natural environment. It is of great significance to improve the image quality and the richness of face information.
At present, image super-resolution (SR) reconstruction mainly includes interpolation-based methods [1] [2] [3] , reconstruction-based methods [4] [5] [6] , and learning-based methods [7] [8] [9] [10] [11] [12] [13] . The method based on interpolation and reconstruction is simple to implement and the computation cost is small, but the reconstruction effect is poor when the scale is large, and it cannot deal with complex image structure [7] . The method based on learning is to learn the mapping relationship between low-resolution (LR) image and high-resolution (HR) image through a large number of samples training, so as to get the image reconstruction model [8] .
Learning-based SR method is the current research hotspot. According to the depth of learning, it can be divided into shallow learning and deep learning. The methods of neighbor embedding (NE) [9, 10] and sparse coding (SC) [11, 12] are representatives of shallow learning. In recent years, with the rapid development of deep learning, convolutional neural network (CNN) [13] has been applied to image super-resolution reconstruction. In 2014, Dong et al. firstly proposed super-resolution CNN (SRCNN) based on convolution neural network, which utilized the strong feature expression ability of convolution neural network to improve the accuracy of reconstructed image [14] . In 2016, Kim et al. employed deeper neural networks to construct very deep convolutional network (VDSR) [15] and recursive convolutional network (DRCN) [16] , and achieved better reconstruction results than SRCNN. In the same year, Shi et al.
proposed the efficient sub-pixel convolutional neural network (ESPCNN) for super-resolution reconstruction, and for the first time considered how to solve the problem of image scale-up within the neural network [17] . In 2017, Tong et al. proposed an image reconstruction algorithm based on DenseNet [18] , called SRDenseNet, which greatly increased the information richness in the reconstructed image [19] . The super-resolution reconstruction method based on generative adversarial nets (GANs) [20] has also been developed, and more attention to the visual effect of the image are paid in the reconstruction model [21] . Face super-resolution is the task of image reconstruction in specific scenes. Reconstruction models should pay more attention to the restoration of facial details. Some scholars have proposed several improved methods based on this point of view. In 2015, Zhu et al.'s bi-channel convolution neural network (bi-channel CNN) improves the problem of feature information loss through the cross-layer output of input images [22] . Wang et al. figured out that adding some additional information (such as texture, edge, etc.) to the deep convolution network could improve the quality of the reconstructed image [23] . In 2016, Zhu et al. proposed an iterative two-stage method for face superresolution reconstruction [24] . In 2018, Sun et al. tried to improve the effect of the reconstructed image by increasing the depth of the network [25] . Yu Chen at al. used geometric prior information extracted from face images to improve reconstruction model performance [26] . Adrian Bulat et al. combined face feature point location and face super-resolution via a combined network, and used a GAN sub-network to enhance the super-resolution effect [27] . Xin Yu et al. propose an upsampling network and a discriminative network to supplement residual images or feature maps with facial attribute information significantly reduced the ambiguity in face super-resolution [28] .
Although the convolutional neural network has been much developed in super-resolution reconstruction of the human face, there are still some problems, such as poor recovery ability of human face details and slow optimization speed of the deep network and so on. To solve these problems, a face super-resolution algorithm based on an improved deep residual network (IDRN) is proposed in this paper. IDRN network optimizes the internal structure of the residual unit, and by fusing the output characteristics of different convolution layers, it strengthens the information flow among the layers within the unit, by removing batch normalization layer to ensure the integrity of image spatial information. At the same time, the network adopts the feature-intensive fusion strategy, which fuses the output of each residual unit across layers to provide more detail information for reconstructed images. The proposed method is validated by an experiment carried on FDDB [29] and AFLW [30] face data sets. The results show that the reconstruction results of the IDRN network are better. The PSNR and SSIM values of the reconstructed images with different scales are higher than that of other several superresolution reconstruction methods.
Proposed method

Improved deep residual network
The network structure of image super-resolution reconstruction model (SRResNet) [31] based on depth residual network is shown in Fig. 1 . The network consists of a feature extraction module, non-linear mapping module, and image super-resolution reconstruction module. Usually, the non-linear mapping module contains several residual units. The shallow feature of LR image is obtained by the feature extraction module, and the residual information between LR and HR is obtained by non-linear mapping module. Then the residual information and shallow feature are added together and input to super-resolution reconstruction module for image reconstruction. The final output is the SR image.
Kim et al. have proved that deep convolution network can improve the quality of super-resolution reconstructed images [7] , but with the increase of network depth, the gradient disappearance or gradient explosion problem is likely to appear in model training. In this paper, on the basis of SRResNet in Fig. 1 , an improved deep residual network (IDRN) shown in Fig. 2 is proposed. In the IDRN network, there are two improved aspects: the improved residual unit and the improved residual network. On the one hand, the improved residual units are improved by changing the constituent elements and improving the connection of the network structure, which enhances the performance of local residual learning. On the other hand, the output feature maps of each residual unit are combined, so the model detail recovery ability is also improved, and the network structure changes from global residual to global-local residual, which avoided over-fitting in model training.
Improvement of residual unit
The traditional residual unit is shown in Fig. 3a , in which the batch normalization layer can accelerate the convergence speed of the network and improve the stability of the training. It can essentially solve the gradient dispersion phenomenon in network training. However, some literatures have pointed out that it can also destroy the spatial information of the image, increase the learning burden of the depth network, and degree the performance of the super-resolution reconstruction network [32, 33] .
In this paper, the traditional residual unit is improved. As shown in Fig. 3b , the original two BN layers are removed and the ReLU is added to the output part to improve the non-linear expression ability of the residual unit, which avoid the damage to the spatial information of the image by BN layer. In addition, by using the "shortcut" connection structure, the input of each convolution layer is induced to its output, and all the combined feature map is passed to the next convolution layer together. Thereby, the densely connected convolutional layer enhanced the information flow between the inner convolutional layers, and the information transferability of the improved residual unit becomes stronger.
Improvement of residual network
Residual learning can reduce the training burden of a deep network, solve the problem of gradient disappearance and gradient explosion, and ensure the good learning ability of neural network. In order to strengthen the role of residual network, we propose a cross-layer integration strategy. The new network structure, as shown in Fig. 4b , is improved by using shortcut connection to combine the output feature map of each residual unit. And the network structure changed from global residual to global-local residual, which avoided over-fitting in model training and the phenomenon of gradient disappearance in gradient backpropagation is avoided. At the same time, we combine the output characteristics of each residual unit on the basis of the global residual structure, so the output features of each residual unit are fully utilized to provide more abundant feature information for the reconstruction module and the model detail recovery ability is also improved. The improvement of the residual network is shown in Fig. 4 ; Fig. 4a is the original residual network structure, and Fig. 4b is the improved residual network structure.
In Fig. 4 , X 0 denotes the output characteristics of feature extraction network, i.e., shallow features of lowresolution image; X l is the output characteristics of the lth residual unit; X out is the sum of the shallow features and all the residual units output. For an IDRN with N residual units, theX out is:
3 Experiments
Data preparation and network parameters setting
In this paper, a total of 23500 images from FDDB and AFLW face databases are used as experimental samples, 500 images are randomly selected as test sets, and the rest 23,000 images are as training sets. Because some high-frequency information will be lost in the lowresolution image after interpolation downsampling of high-resolution image, the original face image is downsampled by bicubic interpolation (BI), and the face images of 32 *32, 64 *64, 96 *96, and 128 *128 sizes are obtained respectively for super-resolution reconstruction of multi-scale face images. Based on Ubuntu 1604 operating system and Nvidia GeForce GTX 1060 (6GB) independent graphics card, an experimental platform is built and TensorFlow open-source framework and python programming language is employed. The super-resolution reconstruction of the human face under different conditions are experimented and compared with other methods. In the experiments, low-resolution images of 32 *32 were input and batch size was set to 16. The whole training process of the network includes 120 epochs. The initial learning rate is set to 0.0001. The learning rate of every 30 epochs decreases to 90% of the original. In order to reduce the complexity of network training and accelerate the convergence speed of the network, all input images are normalized, and Adam optimization method is adopted. The momentum parameter is set to 0.9. In the training process, mean square error (MSE) is used as the loss function.
In Eq. (2), L(θ)is the loss function of the network; x i is the LR image; F(x i ; θ)is the SR image generated by the network; x _ i is the HR image; and the parameters θare the weights and bias of all convolution layer. L(θ) is non-negative, the smaller the value is, the smaller the deviation between the reconstructed SR image and the ideal HR image is, the better the reconstruction result is. 
Evaluation indexes
In this paper, peak signal-to-noise ratio (PSNR) and structural similarity index method (SSIM) are used as objective quantitative evaluation indexes for face superresolution reconstruction images. PSNR represents the ratio of variance between signal and noise in an image. The PSNR between two images is PSNR ¼ 10 Á lg 255 2 
MSE ð3Þ
Here, MSE ¼ reconstructed image and HR image respectively for nth sample image. The higher the PSNR value between the two images, the higher the fidelity of the reconstructed image and the better the reconstruction effect. SSIM is an index to measure the structural similarity between two images. It mainly involves three aspects: brightness, contrast, and structural characteristics of the images. SSIM is
Here, x and y represent the reconstructed image and HR image respectively. u x ,u y , σ . The closer the SSIM value is to 1, the higher the similarity between the two images is.
Results and discussion
The effect of different learning rates on model reconstruction
In model training, the learning rate will have an important impact on the training speed and reconstruction performance of the model. If the learning rate is too big, the gradient of the network is easy to oscillate near the minimum point, which causes the model to not converge; if the learning rate is too small, the training time of the model will be greatly prolonged. Here, three schemes are proposed and experimented the effect of learning rate on model reconstruction. The first one is, learning rate is fixed to 0.0001, and SGD algorithm is used to optimize the gradient; the second one is initial learning rate is 0.0001 and the learning rate reduces by 0.1 times every 20 epochs, at the same time, SGD algorithm is used also; the third one is, initial learning rate is 0.0001, using Adam algorithm is adopted for gradient optimization, which can adjust the learning rate adaptively according to the network training situation. The experimental results are shown in Fig. 5 , where a shows the loss changing with the epoch and b shows that of the PSNR.
In Fig. 5 , green stands for the first scheme, blue for the second, and red for the third. From Fig. 5 , we can see the blue loss line that shows the learning rate gradually decreases during network training for there is stepped descent every 20 epoch, which can make the model converge further; the green loss line smoothly and slowly declines, indicating that the model is hovering around the local extremum and the network is no longer convergent after 20 epoch because the learning rate is constant value; the red loss line indicates that the model keeps a relatively suitable and smooth step for optimization due to the Adam algorithm can adjust the learning rate adaptively according to the training situation of the network. The good performance of the third scheme also can be seen from Fig. 5b . Therefore, Adam algorithm with initial learning rate of 0.0001 is chosen for our model training.
Effect of BN layer on reconstruction
By batch normalization (BN) layer, the stability of network training can be guaranteed and the speed of model training can be accelerated. However, it has been pointed out that the normalization operation can destroy the image spatial information and affect the performance of the super-resolution reconstruction model. Therefore, two reconstruction models based on residual network are constructed and work under the same experimental conditions to compare the effects of BN. The experimental results are shown in Fig. 6 . In Fig. 6 , the blue line stands for the result with BN and the red one for without BN. Figure 6a shows that both the initial value and the following values of PSNR in the reconstruction model without BN layer is higher than that of the model with BN layer in the whole processing, which indicates that the performance of the reconstruction model will be adversely downgraded by BN layer. Figure 6b shows that the model without the BN layer has better convergence effect in the generally.
Contrast experiments under different network depths
Generally, as the network depth (i.e. the number of residual units) increases, the better the reconstructed image can be obtained, but it also increases the complexity and time consumption of the network, so it is necessary to find a balance among multiple mutually constrained factors. In this paper, the reconstruction under the models at depths of 8, 12, 16, and 20 are experimented. In the experiments, the face images in the test set are reconstructed with single-scale superresolution (magnification scale is 4). PSNR, SSIM, and time cost are used as evaluation indexes. The experimental results are shown in Table 1 . By comparison, the average PSNR and SSIM values of the reconstruction models are improved with the increase of network depth while computing time increase slightly. From the PSNR and SSIM indexes, the model DIRN 20 achieves the best reconstruction effect. Considering PSNR, SSIM, and time-consuming, the depth of the network model in this paper is selected as 16. Figure 7 shows the PSNRs obtained under reconstruction models with different network depths. It shows that the PSNR is higher when network depth is bigger; however, when the network depth is 16, the PSNR under network depth 16 is much closer to that of 20. Considering the speed and the amount of calculation, 16 for network depth is optimal.
Contrast experiments under different network widths
In order to discuss the influence of network width (i.e., the number of convolution cores) on the performance of reconstruction models, the reconstruction models with different network widths are experimented and compared under the conditions of magnification scale 4 and network depth 8. The network widths selected to experiment are 64, 128, and 192 (corresponding models were named as "IDRN-64," "IDRN-128," and "IDRN-192") respectively. The experiment results are shown in Table 2 . It shows that the performance of the reconstructed model DIRN-192 is the best, and the PSNR and SSIM values are the highest. Compared with IDRN-128, the PSNR value of IDRN-192 increases slightly, but its model complexity is much higher and time consumption is greater. Therefore, considering the three indexes, the network width of IDRN model is 128, which PSNR and SSIM are relatively high, and the time consumption is moderate.
Contrastive experiments with different reconstruction methods
To further discuss the reconstruction effect of the proposed algorithm, the IDRN with network depth of 16 and width of 128 is experimented and compared with several main image super-resolution reconstruction algorithms (such as Bicubic, SRCNN, VDSR, SRResNet) under different magnification (that is scale = 2, 3, 4). The experimental results are shown in Table 3 . It shows that with the increase of image magnification, the difficulty of image super-resolution reconstruction much increases. However, under the same scale, the PSNR and SSIM of the proposed algorithm are higher than that of the other four superresolution reconstruction algorithms.
In addition, we also randomly select three images in the test set and use different methods to reconstruct a super-resolution image with scale = 4. The results are shown in Fig. 8 . Compared with other four reconstruction methods, the method of this paper restores the details of the eyebrows, eyes, face, and other parts better, the image is clearer and has better visual effects.
Conclusions
In view of the problems of insufficient detail recovery and slow network optimization existing in face superresolution reconstruction, this paper improves the deep residual network from the residual unit and network structure. The improvements are firstly to increase the information flow between different convolutional layers within the unit, eliminates the damage of batch normalization processing to image spatial information. And secondly, apart from global residual learning, local features are intensively fused together to speed up network optimization processing and enhance the network's ability to describe detailed features. This paper discusses the influence of network depth and width on the reconstruction effect, so as to determine the network parameters considering both the quality and time-consuming, and also compares the reconstruction indexes and reconstructed images of the similar methods. The results show that compared with the current mainstream superresolution reconstruction algorithms, the proposed algorithm has stronger feature description ability, better image detail recovery, and better image quality. 
