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INFINITE STRUCTURED HIDDEN SEMI-MARKOV MODELS
JONATHAN H. HUGGINS AND FRANK WOOD
Abstract. This paper reviews recent advances in Bayesian nonparametric
techniques for constructing and performing inference in infinite hidden Markov
models. We focus on variants of Bayesian nonparametric hidden Markov mod-
els that enhance a posteriori state-persistence in particular. This paper also
introduces a new Bayesian nonparametric framework for generating left-to-
right and other structured, explicit-duration infinite hidden Markov models
that we call the infinite structured hidden semi-Markov model.
1. Introduction
Parametric hidden Markov models (HMMs), i.e. those possessing a finite num-
ber of states, are now textbook material and widely employed. Applications of
HMMs arise from domains as diverse as speech recognition [12][15], natural lan-
guage processing [18], hand-writing recognition [20], biological sequence modeling
[17], gesture recognition [28][32], and financial data modeling [26].
However, shortcomings of parametric HMMs have long been recognized. The
most commonly identified weakness is the fundamentally combinatorial challenge
of determining how many states the HMM should possess. Another of the most
commonly identified shortcomings, highlighted even in Rabiner’s seminal tutorial
[22], is the problem of how to bias HMM learning towards models that exhibit long
state dwell-times.
Determining out how many states a parametric HMM should have usually in-
volves cross-validation or some other kind of complexity-penalizing model selection
procedure. The Bayesian nonparametric approach replaces this procedure with
standard Bayesian inference in a model with an infinite number of states. While
this introduces some mathematical and algorithmic complexity, the overhead is of-
ten actually quite small in practice, at least in comparison to Bayesian approaches
to HMM learning and inference. A number of Bayesian nonparametric HMMs have
also appeared in the literature [2][29][30][9]; all directly address the problem of
learning HMM state cardinality in this way. The simpler “infinite HMM” name for
such models applies specifically to the original infinite-state HMM [2] although in
common usage “infinite HMM” is taken to be synonymous to “Bayesian nonpara-
metric HMM.” We will use both interchangeably when there is no risk of confusion.
Enhancing HMM state-dwell-duration has received extensive treatment in the
parametric HMM literature [22][19][35][4] where the focus has largely been on the
development of algorithms for learning in models where each HMM state is imbued
with an explicit dwell-time distribution.
There are multiple practical reasons for seeking an HMM whose states have this
characteristic. For example some systems’ latent states are only distinguishable by
dwell-duration (Morse code for example) and as such direct inference about the
dwell-duration characteristics may be a requirement. At least as often, using an
HMM to segment natural data results in rapid switching between shorter segments
than is desired. In order to bias segmentation results towards longer steady-state
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Figure 1. HMM Graphical Model
segments requires either building bias into the model towards self-transition or
explicitly parameterizing and controlling state dwell-time distributions.
In the case of infinite HMMs this rapid state-switching problem is exacerbated
due to the flexibility that derives from having an infinite number of states. This has
led to the development of infinite HMMs that either explicitly bias towards self-
transition [2][6] or explicitly parameterize state-dwell duration [13]. The infinite
structured hidden semi-Markov model (ISHSMM) presented in this paper provides
an alternative construction and inference algorithm for such a model.
The ISHSMM is also a general generative framework for infinite explicit duration
HMMs with arbitrary state transition constraints. This makes it possible to spec-
ify, among other things, a Bayesian nonparametric left-to-right HMM. Left-to-right
HMMs are HMMs that never re-visit states. They are heavily used in practice, par-
ticularly for decision-tree like classification and clustering of sequence data. This
nonparametric left-to-right HMM is also a new approach to change point detec-
tion in the unknown change point cardinality setting, though this interpretation is
largely left for future work.
We introduce the mathematical notation we use in §2. §3 covers parametric
HMMs, including a review of Bayesian approaches to HMM learning, explicit-
duration HMMs, and left-to-right HMMs. §4 reviews infinite HMMs and extensions
such as the sticky HDP-HMM. §5 introduces the ISHSMM generative model and
§6 inference algorithms for it. Finally, §7 explores the ISHSMM experimentally.
2. Notation
• [n] := {1, 2, 3 . . . , n} where n is a positive integer.
• I(·) is the indicator function, which is 1 when the predicate argument is true and
0 otherwise.
• δθ is the probability measure concentrated at θ, i.e. for a set S on which δθ is
well-defined, δθ(S) = I(θ ∈ S).
• X is a (possibly infinite) matrix, xi is the i-th row of the matrix, and xij is the
j-th component of xi.
• x is a (possibly infinite) vector and xi is the i-th component of x.
• For a vector x, xs:t = {xs, xs+1, . . . , xt−1, xt}.
• S (respectively s) is a matrix (vector) of hidden states.
• Y (respectively y) is a matrix (vector) of observed data.
• c, α, α0, α1, . . . are concentration parameters.
• d is a discount parameter.
• Variables of the form Fr, FΘ, . . . are used for data distributions (or measures)
while those of the form Hr, HΘ, . . . are used for the corresponding priors over
parameters.
3. Hidden Markov Models
A hidden Markov model (HMM) consists of a latent Markov process that tran-
sitions between a finite number of discrete states at discrete times and is endowed
with per state emission distributions. In the following, t is a discrete index (usually
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Figure 2. Bayesian HMM Graphical Model
time), j and i are state indices, pi is a collection of conditional probability vectors,
and pij is a discrete conditional probability distribution:
st|st−1 = i,pi ∼ Discrete(pii) (1)
yt|st = i,θ ∼ FΘ(θi). (2)
The values each element of the latent state s = {s1, . . . , sT } sequence can take are
discrete and finite, i.e. st ∈ [K]. The number K is called the number of states. The
probability of going from state i to state j is given by the jth entry of the “transition
distribution” pii, a discrete probability vector whose entries, by definition, sum to
one. The collection of all such transition distributions is pi. Each state generates
observations from a so-called “observation” distribution FΘ parameterized by a
state-specific parameter θi ∈ Θ where i ∈ [K].
Classical learning in HMMs is textbook machine learning material and is suc-
cinctly described as maximum likelihood parameter estimation (the parameters
being pi and θ, the collection of all observation distribution parameters) via ex-
pectation maximization where the sum-product algorithm (classically called the
forward-backward algorithm) is used to compute expectations over the latent states.
Traditional inference in HMMs often involves finding the most likely latent state
trajectory that explains the observed data via the max product algorithm (classi-
cally the Viterbi algorithm).
The number of states in an HMM is sometimes known but usually is not. Learn-
ing becomes substantially more challenging when the number of states must be
inferred. This is because some kind of model selection must be performed to choose
between HMMs with differing numbers of states. Maximum likelihood learning can
be used to determine the number of states only in combination with model com-
plexity penalization such as the Bayesian information criteria or alternatively via
cross validation model selection procedures. If a single “best” model is the goal for
either statistical or computational reasons such approaches can be sufficient.
3.1. Bayesian HMMs. An alternative approach to model selection is to specify
an HMM with a sufficiently high number of states and regularize the model such
that only a small subset of the specified states are actually used. This is done by
placing a prior Hs on pij that can be parameterized to encourage sparse pij ’s. A
sparse pij implies that a small subset of pij ’s entries are non-zero. This in turn
implies that the HMM can transition only to a small subset of states subsequent to
state j. If this is true for all states then the total number of HMM states is likely
to be small. The Dirchlet distribution has this characteristic. If α0 < 1, then
pij |Hs ∼ Dir(
K times︷ ︸︸ ︷
α0, . . . , α0) (3)
encourages sparsity. Namely for values of α0 → 0 fewer and fewer entries of pij
will be non-zero. It is not difficult to image intuitively how this might work even
in the case where the number of states K →∞. A prior is usually imposed on the
observation distribution parameters θi
i.i.d∼ HΘ as well.
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When regularized in this way, such an HMM can be interpreted as a Bayesian
HMM. The small graphical change between Figures 1 and 2 has profound conse-
quences computationally and philosophically beyond simple regularization. First,
in the Bayesian setting the computational learning goal is to estimate a posterior
distribution over all latent variables in the model including both the latent state
and the observation and transition distribution parameters (in short, a posterior
distribution over HMMs). That is, if we let M be the collection of HMM pa-
rameters then we can use standard Markov chain Monte Carlo, sequential Monte
Carlo, or variational inference techniques to compute an estimate of the posterior
p(M|Y) ∝ p(Y|M)p(M).
This means that when doing, for example, posterior predictive inference, the
complexity of the model class used to compute the distribution of the next value of
yt+1, for instance, is greater than that of a single HMM. This is because P (yT+1|Y) =∫
P (yT+1|M)P (M|Y)dM is a mixture distribution, each mixture component itself
being an HMM. Another way of thinking about that is that every single sample
from the posterior distribution is a different HMM which might give rise to a differ-
ent segmentation of the observed data, each using a potentially different number of
states, each with observation distribution characteristics that may also be different.
3.1.1. Hierarchical prior for Bayesian HMMs. Taking the Bayesian HMM one step
further provides insight into the specific Bayesian nonparametric HMMs to come.
In the following hierarchical Bayesian prior, β is a canonical state transition distri-
bution from which all state specific transition distributions deviate
β|α0 ∼ Dir(
K times︷ ︸︸ ︷
α0, . . . , α0) (4)
pii|α1,β ∼ Dir(α1β). (5)
Here the hyperparameter α0 controls the overall number of states in the HMM and
while α1 controls how much the state-specific transition distributions vary from one
to another.
3.2. Alternate topologies. In many application settings it is often the case that
something is known about the the nature of the latent states. Often, this comes
in the form of information about how transitions between them are restricted. For
example, in a medical diagnostic application that tries to infer a person’s chicken-
pox state from observable clinical signals, one would want to restrict the latent
states such that the state corresponding to pre-chicken-pox could never be reached
from the have-had-chicken-pox state. HMMs with restricted topologies correspond
to restricting specific subsets of the entries of the transition distributions to zero.
If an HMM restricts transitions to preclude all states already visited it is called
a left-to-right HMM. Such HMMs are quite common in applications that model
processes with hysteresis. All kinds of topologies can be specified. In the Bayesian
setup these restrictions can be encoded in the prior. For instance, if a Dirichlet
distribution is used as the prior for β ∼ Dir(α1, 0, α3, 0, 0, . . . , 0, αK), then the
resulting HMM will disallow all transitions except to states 1, 3, and K, effectively
limiting the complexity of the HMM. State specific distributions derived from such
a sparse β may further restrict the topology of the HMM to preclude, for instance,
self transition, or transitions to previously-visited states.
3.3. Hidden semi-Markov Models. One such restricted HMM topology allows
no self-transitions. This is necessary in HMMs that explicitly encode state dwell
time. Such models are known as hidden semi-Markov models (HSMMs) or explicit
duration HMMs (EDHMMs). Rabiner suggests the need for HSMMs in his tutorial
[22] and HSMM applications are common [7][21][37][36].
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Figure 3. Bayesian HSMM Graphical Model
In such HMMs the latent state is a tuple consisting of a state identifier (as
before) and a countdown timer indicating how long the system will remain in that
state. In order to parameterize and control the distribution of state dwell times,
self-transition must be disallowed. Notationally this imposes a second set of latent
variables r = {r1, . . . rT } which are non-negative integers. The transition dynamic
of the latent state consisting of the the tuple with identifier st and remaining
duration rt is Markov in the tuple as shown in Fig. 3:
st|st−1 = j, rt−1 ∼
{
I(st = st−1), rt−1 > 0
Discrete(p˜ij), rt−1 = 0
(6)
rt|st, rt−1 ∼
{
I(rt = rt−1 − 1), rt−1 > 0
Fr(λst), rt−1 = 0
(7)
Here, the duration counts down until zero when, and only then, the state transitions
to a new state. An example system that has states that are distinguishable only by
duration is Morse code. Dots and dashes have the same observable characteristics,
however, they are distinguishable by characteristic distribution. Modeling such
a signal with an HSMM would require three states, two with tone observation
distributions and one with background. The two tone states would be endowed
with different duration distribution parameters λj . Bayesian treatments of HSMM
require placing a prior on these parameters as well. We denote this prior using Hr
and write λj ∼ Hr.
4. Infinite HMMs
Since we can perform inference over HMMs with varying state cardinality us-
ing Bayesian inference tools and an HMM specification with a too-large number of
states, it is conceptually straightforward to consider Bayesian inference in HMMs
that possess an infinite number of states. Provided, that is, that priors for transition
distributions with an infinite number of bins can be specified and that, addition-
ally, such priors encourage state re-use sufficiently. Dirichlet processes (DPs) and
hierarchical Dirichlet processes (HDPs) have been used to accomplish just these
goals. DPs (infinite analogues of the Dirichlet distribution) allow one to specify a
prior over infinite state transition distributions. Hierarchical compositions of DPs
(as in an HDP) allows further encouragement of state reuse. The interested reader
is referred to Teh et al. (2006) [29] for a detailed introduction to DPs and HDPs.
In what follows we review a number of additional infinite HMM constructions. In
addition to the standard HDP-HMM, which is the direct Bayesian nonparametric
generalization of the finite Bayesian HMM, we highlight two extensions to the
HDP-HMM. Both these extensions — the sticky HDP-HMM and the HDP hidden
semi-Markov model — offer solutions to the state persistence issue.
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4.1. The Hierarchical Dirichlet Process HMM. The hierarchical Dirichlet
process HMM (HDP-HMM)[29][31] is the infinite state generalization of the hierar-
chical Bayesian HMM reviewed in §3.1.1. It uses the HDP to construct an infinite
set of tied conditional transition distributions.
A two-level HDP for an HDP-HMM can be thought of as an infinite number of
transition distribution priors (each a DP), linked together under a top-level DP.
The top level DP ensures that the lower level DPs share the same countable set
of states and tend to concentrate mass on similar states (referred to as atoms in
the DP literature), while still allowing them to have different next-state transition
probabilities.
Such a model, with the top-level DP draw expressed in terms of the stick-breaking
construction [27], is
β|α0 ∼ GEM(α0) (8)
pii|β, α1 ∼ DP(α1β) (9)
θi|HΘ ∼ HΘ (10)
st|st−1 = i,pi ∼ Discrete(pii) (11)
yt|st = i,θ ∼ FΘ(θi). (12)
These variables have the same meaning as before, namely, s’s are states, y’s are
observations, θi’s are state-specific emission distribution parameters, pii’s are state-
specific transition distributions, and β is a global state popularity. For the HDP-
HMM, however, β and all pii’s are infinite dimensional. Also, note the similarity
between the HDP stick-breaking construction for generating β and pii given in (8)
and (9) and the Bayesian HMM procedure for generating their finite length analogs
in (4) and (5).
Equations (8)-(10) are equivalent to a model which relies on a top-level DP with
base measure HΘ
D0|α0, HΘ ∼ DP(α0HΘ) (13)
D0 =
∞∑
j=1
βjδθj (14)
and where a sequence of draws from a DP with base measure D0 are then made,
one for each state:
Di|α1, D0 ∼ DP(α1D0) for i = 1, 2, 3, . . . (15)
Di =
∞∑
j=1
piijδθj (16)
4.2. The Infinite HMM and Sticky HDP-HMM. Extensions to the HDP-
HMM which explicitly encourage state persistence are the infinite HMM (iHMM)
[2] and the sticky HDP-HMM [6]. In these models, an extra state self-transition
bias parameter κ is introduced. Larger values of κ bias the state self-transition
probability to be close to one: piii ≈ 1. In finite Bayesian HMMs this is done
by adding κ to the i-th parameter of the Dirichlet prior for the i-th conditional
distribution pii ∼ Dir(α1β1, . . . , α1βi + κ, . . . , α1βM ). Intuitively the infinite HMM
case is similar.
To do this in the infinite case the sticky HDP-HMM extends the stick-breaking
construction of the HDP-HMM while the iHMM augments the Chinese restau-
rant franchise representation. The only difference between the HDP-HMM and the
sticky HDP-HMM generative models is a modification to how the transition distri-
butions pii are generated. Specifically, (9) is replaced by pii|β, α1, κ ∼ DP(α1β +
κδi). The data generation and state transition mechanisms are otherwise the same
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as the HDP-HMM. The hyperparameter κ can be thought of as an extra pseudo-
count term on the self-transitions.
Note that κ does not directly parameterize state dwell time. Call the expected
value of piii in the infinite state limit ρ, i.e. E[piii] = κα1+κ = ρ. The expected
dwell duration of state i is then 1/(1− ρ). As the expected dwell duration of state
i involves α1 and κ, Fox et al. [6] propose a reparameterization of the model in
terms of ρ and α1 +κ. Note that the global κ could in theory be replaced with state-
specific parameters κi, although it is not straightforward to do so. This would allow
greater heterogeneity in the dwell-time distribution of inferred states.
4.3. The HDP Hidden Semi-Markov Model. Another approach to state per-
sistence is the HDP hidden semi-Markov model (HDP-HSMM)[13][14]. The HDP-
HSMM is a modified version of the HDP-HMM in which states are imbued with
state-specific duration distributions. This, like in the parametric HSMM, requires
that self-transitions are precluded. To do this the HDP-HSMM supplements (8)-
(10) with
p˜iij |pii = piijI(i 6= j)
1− piii . (17)
Just as in the HSMM, p˜ii is the renormalized version of pii after forcing the self-
transition probability piii to be zero. The data generation and state transition
mechanism of the HDP-HSMM is the same as for the HSMM, as defined in (6)-(7).
The HDP-HSMM offers more flexibility than the sticky HDP-HMM since the
state dwell duration distribution remains geometrically distributed in the sticky
HDP-HMM, while the HDP-HSMM can make use of arbitrary state dwell dura-
tion distributions, depending on what is required for the task. For example, in
some applications a Poisson, negative binomial, or even an offset geometric dura-
tion distribution might be more appropriate choice for modeling the phenomena of
interest.
5. The Infinite Structured Hidden Semi-Markov Model
The infinite structured hidden semi-Markov model (ISHSMM) is a novel Bayesian
nonparametric framework for generating infinite HMMs with explicit state dura-
tion distributions and structured transition constraints. Conceptually it is very
closely related to the sticky HDP-HMM and the HDP-HSMM. However, relative
to them we claim it has some advantages. Like the HDP-HSMM, the ISHSMM
directly parameterizes state duration distributions allowing for more heterogene-
ity and specificity in state dwell durations that the sticky HDP-HMM. This issue
can be addressed partially by adding additional state-specific sticky parameters
to the sticky HDP-HMM. Relative to the HDP-HSMM the ISHSMM framework
gives rise to different inference algorithms. Establishing the relative merit of these
algorithms is one line of future work. Most significantly, however, the ISHSMM
framework allows one to build models like the infinite left-to-right explicit-duration
HMM (ILRHMM). It is unclear how one would derive models like the ILRHMM
from either the HDP-HSMM or the sticky HDP-HMM.
The ISHSMM is the same as the HDP-HSMM except in the way it constructs
dependent, infinite-dimensional transition distributions with structural zeros. The
ISHSMM uses spatial normalized gamma processes (SNΓPs)[23] to do this. This
construction is capable of generating infinite dimensional transition distributions
that are structured in the sense that subsets of states can flexibly be made unreach-
able from others.
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Figure 4. Graphical model for the ISHSMM when a Pitman-Yor
process is used to define H˜Θ (auxiliary variables for slice-sampling
not shown).
5.1. Infinite Structured Transition Distributions via Spatial Normalized
Gamma Processes. The SNΓP relies on the gamma process (ΓP) construction
of the DP [16]. Let (Θ,B) be a measure space and µ be a totally finite measure
defined on that space. A gamma process with base measure µ, ΓP(µ), is a random
measure on (Θ,B). A draw G ∼ ΓP(µ) is a measure of the form G = ∑∞i=1 γiδθi
such for all Θ˜ ∈ B,
G(Θ˜) ∼ Gamma(µ(Θ˜), 1). (18)
In general G is not a probability measure. However, a draw from a DP, which is a
probability measure, can be constructed from a ΓP draw by normalizing G:
D = G/G(Θ) ∼ DP(α0HΘ), (19)
where α0 = µ(Θ) and HΘ = µ/α0. This is possible since if µ is totally finite than
G is almost surely totally finite.
ΓPs have an infinite divisibility property similar to that of gamma random vari-
ables: the sum of independent ΓPs is also a ΓP [16]. For example, let (Θ1,Θ2, . . . ,Θn)
be a finite measurable partition of Θ and let µΘi be the restriction of µ to Θi:
µΘi(Θ˜) = µ(Θ˜∩Θi) for all Θ˜ ∈ B. Then if Gi ∼ ΓP(µΘi), G :=
∑n
i=1Gi ∼ ΓP(µ).
Thus, we can construct many different, related ΓPs by summing together subsets
of the ΓPs defined on Θ1, . . . ,Θn.
The first step in defining an ISHSMM is to choose its state transition topology.
One does so by choosing the set of states Vm ⊂ N to which state m can transition
(for m ∈ N, the natural numbers). In other words, if k /∈ Vm, then transitions from
state m to state k are not permitted: pimk = 0. For example, in the case of the
HDP-HSMM, the “restricting sets” would be defined as Vm = N \ {m} to ensure pi
has the structural zeros pimm = 0. Figure 4 shows the ISHSMM graphical model.
Spatial normalized gamma processes (SNΓPs) [23] can be used to construct the
infinite-dimensional conditional transition distributions in such a way that they
have the desired structural zeros as defined by Vm. An overview of how SNΓPs
can be used to generate structurally constrained transition distributions for the
ISHSMM is as follows
• Draw an unnormalized marginal state occupancy distribution from a base ΓP
defined over the entire set of states. Restrict this distribution according to Vm
for each state. Normalize to produce a DP draw Dm for each state. This is like
the base transition distribution in the HDP-HMM but restricted to the states
accessible from m.
• Generate the transition distribution pim from Dm.
We start the formal treatment of this procedure by defining a base measure for
the base ΓP of the form µ = α0HΘ×N, where α0 is a concentration parameter
and HΘ×N is a probability measure on the joint space of parameters Θ and states
N. To construct HΘ×N, we must construct an atomic random measure H˜Θ over
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the parameter space Θ. A straightforward way to accomplish this is to let H˜Θ
be the realization of a Pitman-Yor process with mean measure HΘ, concentration
parameter c, and discount parameter d: H˜Θ ∼ PY(c, d,HΘ). This is the approach
taken in our experiments, though it is certainly not the only possible one. In any
case, without loss of generality we write H˜Θ =
∑∞
m=1 wmδθm . If the Pitman-Yor
process approach is used, then w ∼ SB(c, d) is drawn from the two-parameter
stick-breaking prior [10] and θm ∼ HΘ. Let
µ(θ˜, M˜) = α0HΘ×N(θ˜, M˜) (20)
= α0
∞∑
m=1
wmI(θm ∈ θ˜)I(m ∈ M˜). (21)
This associates a single observation distribution parameter θm and weight wm with
each state m. The introduction of the additional measure on the product space
Θ × N may at first appear unnecessarily complex. However, as explained in more
detail below, it is critical in order to use the SNΓP construction.
To generate transition distributions for each state that conform to our choice of
Vm requires some organizing notation. Partition N into a collection of disjoint sets
A such that every Vm can be constructed by taking the union of sets in A. Let Am
be the collection of sets in A whose union is Vm. Let R be an arbitrary element
of A. This partitioning is necessary to keep track of the independent DPs that will
be mixed below in (22). These conditions do not uniquely define A. So while any
partition that satisfies these conditions will work, some choices can result in more
computationally efficient inference.
Consider a gamma process G ∼ ΓP(µ) with base measure µ. For any subset
S ⊂ N, define the “restricted projection” of µ onto S as µS(Θ˜) = α0HΘ×N(Θ˜, S).
Note that µS is a measure over the space Θ instead of over Θ × N. Define the
restricted projection of G onto S to be GS(Θ˜) = G(Θ˜, S) ∼ ΓP(µS) so that GS is
ΓP distributed with base measure µS . This follows from the fact that restrictions
and projections of ΓPs are ΓPs as well. Let DS = GS/GS(Θ) ∼ DP(µS) be the DP
that arises from normalizing GS .
We are interested in constructing the set of dependent DP draws Dm := DVm
from the restrictions of G to the sets Vm. Clearly, for disjoint sets S, S
′ ⊂ N,
GS∪S′ = GS +GS′ , so GVm =
∑
R∈Am GR. Therefore,
Dm = DVm =
GVm
GVm(Θ)
=
∑
R∈Am GR∑
R∈Am GR(Θ)
=
∑
R∈Am
GR(Θ)∑
R′∈Am GR′(Θ)
DR
=
∑
R∈Am
γR∑
R′∈Am γR′
DR (22)
Here, by the definition of the ΓP
γR ∼ Gamma(µR(Θ), 1). (23)
Thus, Dm is actually a mixture of independent DPs.
The Dm are tightly coupled draws from dependent Dirchlet processes. Intuitively
these play the same role as β in the HDP-HMM but with one important difference.
Here Dm has zero weight on all atoms corresponding to unreachable states. These
Dm then serve as base distributions for drawing the conditional state transition
distributions D˜m ∼ DP(α1Dm), where D˜m :=
∑∞
k=1 pimkδθk . The resulting vectors
pim = (pim1, pim2, pim3, . . . ) are infinite state transition distributions with structural
zeros. Drawing them in this way allows each state to flexibly deviate from the
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restricted, normalized marginal state occupancy distribution Dm yet still share
statistical strength in a hierarchical manner.
By choosing particular sets Vm ISHSMMs encode different kinds of transition
structures into infinite HMMs. In the following two sections we describe choices
that lead to infinite variants of two common finite HMM types. The most important
difference between the two models is the way in which the set of states is partitioned.
The necessity of constructing HΘ×N, and in particular doing so from the atomic
random measure H˜Θ, can now be understood. The N portion of the product space
Θ× N acts as the auxiliary space for the SNΓP construction. By only considering
a subset of N (namely Vk) we are able to eliminate some of the atoms Θ space in a
controlled manner. That is, consider S = N and the restricted projection µS . Each
time some element k ∈ S is removed from S, µS will have no longer have the atom
δθk , thus eliminating the k-th state from the transition structure. But, note that
we want the parameter θk of the k-th state to be random, hence the requirement
that HΘ×N be a random measure.
5.2. The Infinite Explicit Duration HMM. The infinite explicit duration HMM
(IED-HMM) disallows self-transitions in order to support explicitly parameterized
state dwell duration distributions. The IED-HMM yields a nearly equivalent model
to the HDP-HSMM. However, the ISHSMM construction gives rise to different in-
ference algorithms. We maintain separate naming conventions as in our experiments
the general purpose ISHSMM inference algorithms are used.
Let the range of each state m (the states reachable from m) be Vm = N \ {m}.
With this choice of range we can complete the generation of infinite transition
distributions for an IED-HMM. To simplify the discussion of inference in this model
we arbitrarily partition the infinite set of states into T ⊂ N and R+ = N \ T .
Given the choice of Vm = N \ {m}, we have
A = {R+} ∪ {{m}|m ∈ T }, Am = A \ {m}. (24)
To simply notation, let γm := γ{m}, γ+ := γR+ and w+ :=
∑
k′∈R+ wk′ . With
m ∈ T , k ∈ N, plugging into (23) gives
γm ∼ Gamma(α0wm, 1) (25)
γ+ ∼ Gamma(α0w+, 1) (26)
since µ{m}(Θ) = α0wm and µR+(Θ) = α0w+. Since D{k′} = δθk′ , plugging into
(22) gives
Dm =
∑
R∈Am
γR∑
R′∈Am γR′
DR (27)
=
∑
k′∈T ∩Vm
βmk′δθk′ + βm+D+ (28)
where
βmk =
I(k ∈ T ∩ Vm)γk
γ+ +
∑
k′∈T ∩Vm γk′
(29)
βm+ =
γ+
γ+ +
∑
k′∈T ∩Vm γk′
(30)
D+ ∼ DP(µR+). (31)
If βmk 6= 0 then state k is reachable from statem. Denoting βm = (βm1, . . . , βmM , βm+),
draw the structured state transition distributions pim = (pim1, . . . , pimM , pim+) from
pim ∼ Dirichlet(α1βm). (32)
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The conditional state transition probability row vector pim is finite dimensional
only because the probability of transitioning to the states in the set R+ is explicitly
summed: pim+ =
∑
k′∈R+ pimk′ . During inference it is often necessary to perform
inference about states that are part of R+. Sec. 6.0.1 explains how to dynamically
grow and shrink R+ as needed.
5.3. The Infinite Left-to-Right HMM. Our method of generating structured
transition distributions allows one to easily specify other kinds of structured infinite
HSMMs. An infinite left-to-right HSMM (ILR-HMM) requires that transitions to
previously used states be forbidden, namely pimk = 0 for all k ≤ m. To the
best of our knowledge, no nonparametric generalization of the left-to-right HMM
has been defined before now. Enforcing the left-to-right condition on pimk in the
ISHSMM simply requires defining the restricting sets to be of the form Vm =
{m+1,m+2,m+3, . . . }. This choice of Vm requires increased notational complexity
but does not lead to changes to the generative model.
For state m ∈ T , let m∗ be the smallest m′ ∈ T such that m′ > m, or ∞ if no
such m′ exists. Let Rm+ = {k′ ∈ N|m < k′ < m∗} be the region in between m and
the next index that is in T (i.e. m∗). Then
A = {{m}|m ∈ T } ∪ {Rm+|m ∈ T } (33)
Am = {{m′}|m′ ∈ Tm′ ,m′ > m} ∪ (34)
{Rm′+|m′ ∈ T ,m′ ≥ m}.
Hence, letting γm+ := γRm+ and for m ∈ T and k ∈ N, plugging into (23) gives
γm ∼ Gamma(α0wm, 1) (35)
γm+ ∼ Gamma(α0
∑
k∈Rm+ wk, 1) (36)
while plugging into (22) gives
Dm = βmm+Dm+ +∑
k∈T ∩Vm(βmkδθk + βmk+Dk+) (37)
where
βmk =
I(k ∈ T ∩ Vm)γk
γm+ +
∑
k′∈T ∩Vm(γk′ + γk′+)
(38)
βmk+ =
I(k ∈ (T ∩ Vm) ∪ {m})γk+
γm+ +
∑
k′∈T ∩Vm(γk′ + γk′+)
(39)
Dm+ ∼ DP(µRm+). (40)
The pim’s are drawn as they are in the IED-HMM.
5.4. Relation to Other Models. HDP-HSMM. The difference between the
IED-HMM and the HDP-HSMM is that the IED-HMM has an extra level in the
graphical model: w, c, and d are not present in the HDP-HSMM. Using the Pitman-
Yor process (PYP) construction of the atomic measure H˜Θ the HDP-HSMM is
recovered by (a) setting the discount parameter of the PYP to be d = 0 so w ∼
GEM(c) and (b) letting the concentration parameter α0 →∞ so that the “variance”
about w is zero, forcing γ = w with probability 1. With this simplification, the
IED-HMM and the HDP-HSMM result in mathematically equivalent models.
HDP-HMM. The HDP-HMM can be recovered by choosing the duration dis-
tribution to be the delta function at zero, Hr = δ0, so that the duration counter
is always equal to zero, rt = 0, for all t. This restores the implicit geometric state
duration distribution of the HDP-HMM.
Also, because all possible state transitions are permitted in the HDP-HMM, the
restricting sets Vm on the auxiliary space should be chosen such that the dependent
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ΓPs are all equal, i.e. by setting Vm = N. If all the dependent ΓPs are equal, draws
from the dependent DPs are equal as well: Dm = Dm′ ∀m,m′ ∈ T . In this case,
all of the conditional state transition distributions D˜m are independent draws from
DPs with the same base measure, exactly like the HDP-HMM.
Finite Bayesian HMM. To recover the standard, finite Bayesian HMM with
K states, use the same parameter setup as for the HDP-HMM, but replace the
usual auxiliary space N everywhere by a finite one, S := [K]. Setting Vm = S, all
of the DP draws become Dirichlet distributed instead since they will only have K
atoms.
Sticky HDP-HMM. While the sticky HDP-HMM cannot be exactly repro-
duced in the ISHSMM framework, a very similar model can be created using the
IED-HMM (or, equivalently, the HDP-HSMM) by using a geometric distribution
for the duration distribution Fr.
Other HMM and change-point models. Learning of HMMs with an un-
known number of states using reversible jump MCMC has been considered [25].
This approach allows MCMC sampling of finite HMMs with unknown but finite
state cardinality using state split, combine, birth, and death transition transition
operators. Incorporating explicit state duration and transition constraints into such
a model might be possible but would require designing complex analogues to these
operators.
An auxiliary variable sampling scheme developed for learning finite HMMs where
each state’s emission distribution is an infinite mixture [34] is methodologically
related to the slice sampling approach we employ. In particular, in [34] the emission
mixture component responsible for generating an observation is selected via an
auxiliary variable scheme that restricts this choice to a finite subset of the infinite
set of possible mixture components.
A multivariate time series segmentation model based on the product partition
model (PPM; [1]) [33] is closely related to our ILR-HMM. The PPM is essentially
an HMM where the latent quantities of interest are the times at which changepoints
occur rather than the state identity at each time. The states in our ILR-HMM are
equivalent. The PPM as described has a single geometric distribution on segment
length, though this restriction could presumably be lifted to arrive at a model sim-
ilar to our ILR-HMM. Inference in the two models is different: PPM inference is
performed using a O(T 2) dynamic programming approach [5] which exactly com-
putes the map partition (and implicitly the partition cardinality K and per-segment
observation parameter distributions). There is an approximate inference algorithm
which scales like our O(T ) approach [5], but it does not have the kinds of asymp-
totic convergence guarantees the auxiliary variable slice sampling approach does
[31].
6. ISHSMM Inference
ISHSMM inference requires sampling the hidden state and duration variables,
s and r, the transition matrix, pi, and the higher level weights β and w. In
addition, the emission and duration distribution parameters, θ and λ, as well as
the hyperparameters must be sampled. We take a blocked Gibbs sampling approach
similar to standard approaches to inference in the HDP-HMM and HDP-HSMM.
In particular, to jointly sample the states s and durations r conditioned on the
others we employ the forward filtering backward slice sampling approach of [31] for
infinite HMMs and [4] for explicit duration HMMs.
Sampling s and r Ideally, the whole trajectory of hidden states s of an infinite
HMM would be resampled at once, as is done by the forward-backward algorithm
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Figure 5. (a) and (b) Worst (most slowly decreasing) IED-HMM
sample autocorrelations (data from Fig. 6a). The autocorrelations
are for the mean and duration parameters, respectively, associated
with the sampled state that generated an observation at a single
fixed time. (c) Joint log-likelihood plot for the first 1000 itera-
tions of the IED-HMM sampler. The sampler converges and mixes
quickly due to the forward-backward slice sampler making large
moves in the state space.
for parametric Bayesian HMMs. While the infinite number of states makes stan-
dard forward-backward impossible since the time complexity of forward-backward
in polynomial in the number of states, this difficulty can be overcome by using
an auxiliary variable technique known as slice or beam sampling. The trick is to
introduce an auxiliary variable u such that running forward-backward conditioned
on it results in only a finite number of states needing to be considered [31]. We
first review beam sampling in the context of the HDP-HMM, then generalize it to
the ISHSMM. The choice of auxiliary variable distribution is key. For each time t
introduce an auxiliary variable
ut|pi, st, st−1 ∼ Unif(0, pist−1st). (41)
Sampling of s is done conditioned on u and the other variables. The key quan-
tity for running the forward-backward algorithm is the forward variable αt(st) :=
p(st|y1:t, u1:t), which, with
p(ut|pi, st, st−1) =
I(0 < ut < pistst−1)
pistst−1
, (42)
can be computed recursively (the “forward pass”)
αt(st) ∝ p(st, ut, yt|y1:t−1, u1:t−1)
=
∑
st−1
p(yt|st)p(ut|st, st−1)p(st|st−1)αt(st−1)
= p(yt|st)
∑
st−1
I(ut < pistst−1)αt(st−1)
= p(yt|st)
∑
st−1:ut<pistst−1
αt(st−1) (43)
where p(yt|st) = Fθ(yt|θst) and the conditioning on variables other than y, s, and
u have been suppressed for clarity. Since only a finite number of transition proba-
bilities piij can be greater than ut, the summation is finite. Intuitively, conditioning
on u forces only the transitions with probability greater than ut to be considered
at time t because otherwise ut, conditional on that piij , could not have been drawn
from a distribution whose support is [0, piij ]. Since ut is less than the probability
of the previous state transition at time t, there will always be at least some valid
path through the states. Given these forward messages, states can be sampled
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backwards in time from
p(sT |y1:T , u1:T ) = αT (sT ) (44)
p(st|st+1, y1:T , u1:T ) ∝ αt(zt)p(st+1|st, ut+1). (45)
Extending this approach to the ISHSMM requires defining a “full” state random
variable zt = (st, rt) and changing the distribution of the auxiliary random variable
ut to
p(ut|zt, zt−1) = I(ut < pt)ptpβ(ut/pt;αu, βu), (46)
where pβ(·;αu, βu) is the density for the beta distribution with parameters αu and
βu and
pt := p(zt|zt−1) = p((st, rt)|(st−1, rt−1)) =
=
{
rt−1 > 0, I(st = st−1)I(rt = rt−1 − 1)
rt−1 = 0, pist−1stFr(rt;λst).
In the case of αu = βu = 1, equation (41) is recovered. It is straightforward to
sample u according to equation (46). The forward variables αt(zt) then become
αt(zt) := p(zt|y1:t, u1:t)
∝ p(zt, ut, yt|y1:t−1, u1:t−1)
=
∑
zt−1
p(yt|zt)p(ut|zt, zt−1)ptp(zt−1|y1:t, u1:t)
= p(yt|st)
∑
zt−1
I(ut < pt)p?βαt−1(zt−1)
= p(yt|st)
∑
zt−1:ut<pt
p?βαt−1(zt−1) (47)
where p?β := pβ(ut/pt;αu, βu). Samples of the full latent states are taken during
the backward pass by sampling from
p(zT |y1:T , u1:T ) = αT (zT ) (48)
p(zt|zt+1, y1:T , u1:T ) ∝ p(zt, zt+1, y1:T , u1:T )
= p(ut+1|zt+1, zt)p(zt+1|zt)×
p(zt|u1:t, y1:t)
= I(ut+1 < pt+1)p?βαt(zt). (49)
It is convenient to express αu and βu in terms of a single “temperature” pa-
rameter K: αu = 1/K and βu = K. This temperature controls both the space of
models the sampler can reach on a single sweep and how quickly it does so. For
instance, letting K → ∞ fixes all the ut’s to zero, which results in an intractable
infinite sum in equation (47) corresponding to a full forward-backward pass ignor-
ing the complexity-controlling slice variables. Setting K = 1 recovers the uniform
distribution. Values of K tending towards 0 send all the ut’s to 1, which limits
the computational complexity of the sampler (fewer paths are explored on each
sweep), but causes the chain to mix more slowly. Because of the deterministic
state transitions introduced by using a remaining duration counter, sampling with
a temperature greater than one was generally found to be beneficial in terms of
faster mixing.
Sampling γ, pi, and w Beam sampling z results in a sequence of “observed”
transitions. Given these (and respective priors), γ and pi are sampled. To do this,
the observed transitions are sequentially seated in a Chinese restaurant franchise
(CRF) [29] to instantiate counts for the dependent DPs. That is, with the observed
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Figure 6. (a) Synthetic data generated from a 4 state HSMM
with MAP IED-HMM sample overlaid; means of the sampled states
(red) are overlaid on the true data (orange) and true means (black).
Inset: Posterior distribution of IED-HMM utilized state counts.
(b) Posterior distributions of latent state parameters for data in
(a). The true means were -6, -2, 2, and 6 and the true duration
rates were 10, 20, 3, and 7.
counts from D˜m contained in the vector Cm (i.e. Cmk is the number of observed
transitions from state m to state k), we denote the number of tables serving θk
in the restaurant representation of D˜m by lmk. These numbers are equal to the
number of draws of θk from Dm. A Gibbs sample of the l’s can be generated by
running a Chinese restaurant process, with customers Cm and keeping track of
the number of tables generated. That is, to sample lmk we seat each of the Cmk
customer one at a time. The probability of that customer sitting at a new table is
proportional to α1βmk while the probability of sitting at an existing table is simply
the proportional to the number of customers already seated (we don’t care which
of the existing tables the new customer sits at). Thus, the process for generating
lmk is
l
(1)
mk = 1 (50)
l
(j+1)
mk = l
(j)
mk + I
(
Xj <
α1βmk
(α1βmk + j)
)
(51)
lmk = l
(Cmk)
mk (52)
with Xj ∼ Uniform(0, 1).
In order to sample the weights γ of the independent gamma processes, we follow
the auxiliary variable method of Rao & Teh (2009) [23], which we re-derive for the
case of the ISHSMM here. We are interested in the posteriors of {γm}m∈T and
γ+ in the IED-HMM (equations (25) and (26)) or {γm}m∈T and {γm+}m∈T in the
ILR-HMM (equations (35) and (36)). Recall that A is a partition of N that allows
for the reconstruction of the restricting sets Vm and Am is a subset of sets in A, the
union of which is Vm. We can generically represent γ by the set {γR}R∈A, where
(cf. equation (22))
γR ∼ Gamma
(
α0
∑
k∈R wk, 1
)
. (53)
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Let dots in subscripts indicate summation over that index and define l·R :=∑
m∈R l·m. The the posterior distribution of the collection {γR}R∈A is
p({γR}R∈A|l,w) =(∏
R∈A γ
µR(Θ)+l·R−1
R e
−γR
)∏
j
(∑
R∈Am γR
)−lj·
. (54)
To make sampling tractable, we introduce the auxiliary variables L = {Lj}j∈T and
use the Gamma identity
Γ(lj·)
(∑
R∈Am γR
)−lj·
=
∫ ∞
0
L
lj·−1
j e
−∑R∈Aj γRLjdLj (55)
which combined with (54) implies that the joint posterior probability of {γR} and
L is
p({γR}R∈A,L|l,w) ∝ (56)(∏
R∈A γ
µR(Θ)+ll·R−1
R e
−γR
)(∏
j L
lj·−1
j e
−∑R∈Aj γRLj) .
Therefore, the γR’s and Li’s can be Gibbs sampled according to
γR ∼ Gamma
(
µR(Θ) + l·R,
(
1 +
∑
j∈JR Lj
)−1)
(57)
Lj ∼ Gamma
(
lj·,
(∑
R∈Aj γR
)−1)
, (58)
where JR = {j|R ∈ Aj}. Noting that µR(Θ) = α0
∑
k∈R wk, we now consider the
two concrete cases of γ. For the IED-HMM
γm ∼ Gamma
(
l·m + α0wm,
(
1 + L\m
)−1)
(59)
γ+ ∼ Gamma
(
α0w+,
(
1 +
∑
j∈T Lj
)−1)
(60)
Lj ∼ Gamma
(
lj·,
(
γ+ +
∑
j∈T \{i} γi
)−1)
, (61)
where L\m =
∑M
j 6=m Lj and for the ILR-HMM
γm ∼ Gamma
(
l·m + α0wm, (1 + L>m)
−1
)
(62)
γm+ ∼ Gamma
(
α0
∑
k∈Rm+ wk, (1 + L>m)
−1
)
(63)
Lj ∼ Gamma
(
lj·,
(
γ+ +
∑M
i6=j γi
)−1)
(64)
where L>m =
∑
j>m Lj .
After sampling γ, the matrix β is calculated deterministically using equation
(30). The stick weights w were sampled using Metropolis Hastings updates and
the rows of the transition matrix pi are sampled according to
pim ∼ Dirichlet(Cm + α1βm). (65)
Sampling θ, λ, and hyperparameters Sampling of θ and λ depends on the
choice of prior distributions HΘ and Hr, and data distributions FΘ and Fr. For
standard choices, straightforward MCMC sampling techniques can be employed.
The concentration parameters α0 and α1 are sampled via Metropolis-Hastings.
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Figure 7. IED-HMM segmentation of morse code. Left: Spec-
trogram of Morse code audio. Middle: IED-HMM MAP state se-
quence Right: sticky HDP-HMM MAP state sequence. The IED-
HMM correctly learns three states (off – black, dot – white, and
dash – orange) even though the dot and dash states can only be
distinguished by duration. Non-explicit-duration HMMs like the
sticky HDP-HMM are only able to learn two because of this.
6.0.1. Considerations During Forward Inference. In a non-parametric model, not
all the infinite parameters (specifically, states) can be explicitly represented. Since
an unknown number of the parameters will be needed, in the case of infinite HMMs
there must be a procedure to instantiate state-specific parameters as new states are
needed during inference. This instantiation takes place during forward inference,
the details of which are described below in the context of the IED-HMM. However,
the same principles apply to the ILR-HMM and other parameterizations of the
ISHSMM.
Recall that in the IED-HMM, pim+ is the total probability of transitioning from
state m to some unused state. When calculating the forward variables αt(zt), if
pim+ > ut for some m and t, then it is possible for a transition into one of the
merged states to occur. In this case, merged states must be instantiated on the fly
until all the pim+ are small enough that the beam sampler will not consider them
during the forward filtering step: for all m and t, we must ensure that pim+ < ut .
To instantiate a merged state M /∈ T , note that γ+ is the total weight for all
unobserved states, i.e. the total weight for the draw G+ from the gamma process
ΓP(µR+) (cf. (22) and (26)). Thus, state M must have weight γM < γ+. Since the
normalized weight γM/γ+ is a weight from a DP, it can be sampled using the stick
breaking construction
bM ∼ Beta(1, µ+(Θ)) (66)
γM = bMγ+ (67)
γ+ ← (1− bM )γ+. (68)
The normalization terms for the βm’s do not change since the total weight of
accessible states from state m remains constant. But βmM (and thus pimM ) must
be instantiated and βm+ (and thus pim+) must be updated. The updates to pi
can be accomplished by noting that if T = {v1, . . . , vK}, then pimM and pim+ are
two components of a draw from Dirichlet(α1βmv1 , . . . , α1βmvK , α1βmM+1, α1βm+),
so a draw from Dirichlet(α1βmM+1, α1βm+) (i.e. the beta distribution) gives the
proportion of the old pim+ that stays on pim+ and the proportion that is broken off
to form pimM
bmM ∼ Beta(α1βmM , α1βm+) (69)
pimM+1 = bmMpim+ (70)
pim+ ← (1− bmM )pim+. (71)
Finally, piM is sampled according to (32).
This state-splitting procedure is repeated as many times as is necessary to ensure
that pim+ < ut for all m and t. Also, it should be noted that this procedure allows
for incremental inference in models belonging to the ISHSMM family.
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Figure 8. Rescaled random telegraph noise data (orange) and
MAP estimate of the IED-HMM (black, left) and sticky HDP-
HMM (black, right). Without state-specific duration distribution
parameterization even a well-tuned sticky HDP-HMM tends to
over-segment.
7. Experiments
Infinite HMMs with enhanced state persistence have characteristics that suggest
that they will be useful in a number of applied settings. In this section we show
results from a number of simple experiments that illustrate how these models work,
validate the correctness of our novel construction, and highlight some small but
important differences between them.
7.1. IED-HMM. We first illustrate IED-HMM learning on synthetic data. Five
hundred datapoints were generated using a 4 state HSMM with Poisson duration
distributions (rates λ = (10, 20, 3, 7)) and Gaussian emission distributions (means
µ = (−6,−2, 2, 6), all unit variance). For inference, the emission and duration dis-
tributions were given broad priors. The emission distributions were given Normal-
scaled Inverse Gamma priors with µ0 = 0, ν0 = .25, α = 1, and parameters for the
Poisson duration distributions were given Gamma(1, 103) priors. The temperature
was set to K = 3.
One thousand samples were collected after a burn-in of 100 iterations. A short
burn-in was possible since, due to the forward-backward slice sampler, the Markov
chain mixes quite quickly. This can be seen from the autocorrelations of the means
and duration distributions associated with the states at fixed times and the joint
log-likelihood (see Figure 5). Figure 6a shows the highest scoring sample and (inset)
a histogram of the state cardinalities of the models explored (82% of the samples
had 4 states) The inferred posterior distribution of the duration distribution rates
and means of the state observation distributions are shown in Fig. 6b. All contain
the true values in regions of high posterior confidence.
7.1.1. Morse Code. Morse code consists of a sequence of short and long “on” tones.
The frequency spectrum of a sequence of Morse code audio (8KHz., 9.46 sec.) is
shown in Fig. 7. Following [14], we segmented it to illustrate both the utility of
explicitly parameterizing duration distributions and to illustrate the correctness
of our ISHSMM construction and sampling algorithms. Figure 7 also shows that,
because each state has its own delayed geometric duration distribution Fr(λst) =
Geom(qst) + dst (where λm = (dm, qm), dm ∈ {0, . . . , 30}, qm ∈ Z+, and Hr(d, q) =
1
30 ), the IED-HMM is able to distinguish short and long tones and assign a unique
state identifier to each (using a Gaussian emission model for the first Mel-frequency
Cepstrum coefficient). This result replicates the results for the same experiment in
[14] using the HDP-HSMM. Non-explicit-duration HMMs such as the sticky HDP-
HMM [6] can only infer the existence of two states because they cannot distinguish
states by duration.
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Figure 9. Top left: Synthetic data generated from a 5 state
left-to-right HMM with MAP ILR-HMM sample overlaid; means
of the sampled states (red) are overlaid on the true data (orange)
and true means (black). Top right: Posterior distribution of ILR-
HMM change points. Bottom: Posterior distributions of latent
state parameters for generated data. The final duration is not well
defined, hence the posterior has large variance.
7.1.2. Nanoscale Transistor Noise. Random telegraph noise (RTN) is the name
given to instantaneous temporal changes in modern-day nanoscale transistor current-
driving characteristics due to quantum tunneling of charge carriers in and out of
potential traps in the device oxide. In macro-scale electronic systems RTN can
manifest itself as anything from an annoying flicker of a pixel to complete failure of
the entire system. In order to quantify and mitigate the negative effects of RTN,
the statistical characteristics of RTN must be well understood [24]. IED-HMMs are
well suited for this task since the duration of the temporal changes is random and of
interest and the number of “error states” is not known a priori. Figure 8 shows the
results of using the IED-HMM to a model RTN data in which the domain experts
believe that there are four latent states with characteristic duration distributions.
We find that the IED-HMM is able to learn a model in good correspondence with
scientist expectation.
Somewhat surprisingly, the sticky HDP-HMM did not fit the data as well as the
IED-HMM. This appears to be because of the shared κ prior across all states. The
mean duration of states in the IED-HMM MAP sample, which we treat as a proxy
for the truth, was approximately 48. In the sticky HDP-HMM MAP sample, the
mean duration was only slightly lower, at 40, while the hyperparameters of the MAP
sample, in particular ρ = κ/(α1 + κ), gave an expected duration of approximately
1/(1 − ρ) = 45. The single ρ shared across all states gave the sticky HDP-HMM
less flexibility to represent a wide variety of expected durations for different states.
In the RTS data, one state (with mean of about .5) had long typical durations
of between 300 and 400 time steps. We believe that the sticky HDP-HMM with a
single κ parameter was biased by the states with means around -.5 and 1.5 that have
mean durations of around 10 time steps and transitions for which accordingly occur
much more often in the data. This shortcoming could potentially be alleviated by
introducing some number of state-specific κ values.
7.2. ILR-HMM. We illustrate ILR-HMM learning on synthetic data. One hun-
dred and fifty datapoints were generated using a 5 state left-to-right HMM with
Poisson duration distributions (rates λ = (30, 10, 50, 30,−)) and Gaussian emission
distributions (means µ = (−4, 0, 4, 0,−4), all unit variance). The last duration rate
INFINITE STRUCTURED HIDDEN SEMI-MARKOV MODELS 20
0 20 40 60 80 100 1200
1
2
3
4
5
6
years since 1850
# 
of
 d
isa
ste
rs
/re
lat
ive
 #
 o
f c
ha
ng
e 
po
int
s
number of change-points
co
un
ts
1 2 3 4 50
400
800
number of change−points
co
un
t
Figure 10. Results from using the ILR-HMM to model coal min-
ing disaster data. Main: Number of disasters (black dots) and
five inferred posterior sample paths (red). A sample path is the
mean of the current state. Steps occur at inferred change-points.
The histogram on the horizontal axis shows the relative number
of change points inferred to have occurred at each time. Inset:
Marginal posterior change-point count sample distribution.
is undefined since there is no transition out of the 5th state. Hyperparameters were
initialized in the same way as in the IED-HMM synthetic data experiment.
One thousand samples were collected after a burn-in of 100 iterations. Figure 9
shows the highest scoring sample and a histogram of the number of inferred change-
points in the data. The inferred posterior distribution of the duration distribution
rates and means of the state observation distributions are also shown in Fig. 9.
All contain the true values in regions of high posterior confidence. The posterior
duration rate for the final state has large variance, which is consistent with the fact
that its duration is not well defined.
Since each duration is observed only once, it seems possible that the prior over
duration distributions could have a strong influence on the ILR-HMM posterior.
Therefore, a wide variety of αd values were tested for the Gamma(1, αd) duration
rate prior in order to investigate sensitivity of model to the hyperparameters. We
found qualitatively similar results for a range reasonable αd values, as small as 20
and as large as 200.
7.2.1. Coal Mining Disasters. A well-studied change-point dataset is the number
of major coal mining disaster in Britain between 1851 and 1962 [11]. In previous
analyses, such as that by Chib [3], either one or two change-points (i.e. two or
three states) were assumed. We used the ILR-HMM with Poisson emissions and
durations (with gamma priors) to model the coal mining data. This allowed us to
make no assumptions about the number of change-points. Using 1000 samples the
model found two change points with high probability; however the model mixed over
multiple interpretations of the data, considering anywhere from one to five change-
points (Fig. 10, inset). Figure 10 shows the coal mining data and a representative
set of posterior samples from the model. The locations of the change-points are well
concentrated around 40 and 100 years. This is consistent with previous findings [8].
8. Discussion
The ISHSMM is a new framework that parameterizes a large number of struc-
tured parametric and nonparametric Bayesian HMMs. It is closely related to the
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sticky HDP-HMM and the HDP-HSMM but allows direct generalization to infinite
HMMs with structured transitions such as the infinite left-to-right HMM. Inference
in the ISHSMM is straightforward and, because of the mathematical particulars of
our construction, can largely follow existing sampling techniques for infinite HMMs.
All of the state-persistence-encouraging infinite HMM constructions solve the
same set of problems with only minor differences. The practical advantages ac-
cruing from these enhancements include avoiding the state cardinality selection
problem through sampling and control over inferred segmentations through priors
that encourage state-persistence.
There are Bayesian nonparametric equivalents to other popular parametric HMMs
including hierarchical [9] and factorial [30] models. Combining the models reviewed
in this paper with those is an area of research ripe for exploration. In addition,
practical application of infinite persistent state HMMs will doubtlessly increase de-
mand for approximate inference approaches suitable for computationally efficient
inference.
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