In the paper we prove (modulo the classification of finite simple groups) an analogue of the famous Baer-Suzuki theorem for the π-radical of a finite group, where π is a set of primes.
Introduction
Throughout the paper we denote by π a set of primes. A finite group is called a π-group, if all prime divisors of its order belong to π. Given a finite group G, by O π (G) we denote its π-radical, i. e. the largest normal π-subgroup of G, and by G ♯ we always denote G \ {1}.
The Baer-Suzuki theorem [3] [4] [5] states
Baer-Suzuki Theorem. Let p be a prime, G a finite group, and x ∈ G. Then x ∈ O p (G) if and only if x, x g is a p-group for every g ∈ G.
Clearly, in this theorem only the "if" part is nontrivial. Various generalization and analogues for the Baer-Suzuki theorem were investigated by many authors in [5] [6] [7] [8] [9] [11] [12] [13] [14] [24] [25] [26] [27] [28] . For example, N. Gordeev, F. Grunewald, B. Kunyavskii, and E. Plotkin in [14] , and independently P. Flavell, S. Guest, and R. Guralnick in [11] have shown that, if every four elements in given conjugacy class of a finite group generate a solvable subgroup, then the conjugacy class is included in the solvable radical of the group.
The following proposition shows that one cannot replace in the Baer-Suzuki theorem p with a set of primes π. Proposition 1. Let m be a natural number. Choose a prime r and a set π of primes so that r − 1 > m and π includes all primes less than r and does not include r. Then, in the symmetric group G = S r , any m transpositions generate a π-subgroup, while O π (G) = 1.
The proposition not only shows that, in general, the fact that x together with any of its conjugates generates a π-subgroup does not guarantee that x lies in O π (G). It also shows that there does not exist m such that, for every set of primes π and for every finite group G, the equality O π (G) = {x ∈ G | x 1 , . . . , x m is a π-group for every x 1 , . . . , x m ∈ x G } holds.
However we show that a weaker analogue of the Baer-Suzuki theorem for the π-radical holds. The goal of this paper is to prove Theorems 1 and 2 below. Theorem 1. Let π be a set of primes. Then there exists a natural m (depending on π) such that for every finite group G the equality β r (x, L) = β r (x) α(x, L) holds. The results from [24] imply that β 2 (x, L) 2 for any nonabelian simple group L and its nonidentity automorphism x.
In this paper, we always assume that r is an odd prime. We provide a rather rough upper bound for β r (x, L) depending on r only, where L is a simple group of order divisible by r, and x ∈ Aut(L) ♯ . It follows by definition that if y = 1 is a power of x, then β r (x, L) β r (y, L). In particular, it is enough to find upper bounds for β r (x, L) in the case when the order of x is prime. We derive Theorem 1 and the upper bound for BS(π) in Theorem 2 from the following statement which is the main result of this paper.
Theorem 5. Let r be an odd prime, L a nonabelian simple group, and let x ∈ Aut(L) be of prime order. Then one of the following statements is true.
(1) α(x, L) 11;
(2) L is isomorphic to an alternating or classical group of Lie type, the order of L is not divisible by r, and α(x, L) r − 1; (3) L is isomorphic to an alternating or classical group of Lie type, the order of L is divisible by r, and β r (x, L) 2(r − 2).
In particular, if r divides |L| then β r (x, L) max{11, 2(r − 2)}, and if r does not divide |L|, then α(x, L) max{11, r − 1} max{11, 2(r − 2)}.
The number 11 in Theorem 5 (and, as a consequence, in Theorem 2) is a uniform bound for α(x, L) in the case when L is a sporadic or exceptional Lie type group. The existence of such a bound follows by the results in [30] . It is likely that a detailed investigation of β r (x, L) in sporadic, exceptional, and classical Lie type groups of small ranks allows one to reduce or even remove the number 11 from both Theorems 2 and 5. We think the bound 2(r − 2) for BS(π) and β r (x, L) is also too big. The authors do not know any counterexamples to the following statements (notice that the first is a corollary to the second).
Conjecture 1. Let π be a proper subset of the set of all primes containing at least two elements, and let r be the minimal prime not in π. Then BS(π) = r, if r ∈ {2, 3}, r − 1, if r 5. In the case r = 2, as we have noted above, both conjectures are true. There are examples (see [24, Example 2] , and Proposition 2 below) showing that, for r = 3, the value β r (x, L) can be equal to 3. Thus the bound on BS(π) follows from the bounds for β r (x, L) for a nonabelian simple L and an odd prime r. In the case of alternating groups, the sharp bound gives Proposition 2. Let L = A n , n 5, let r n be a prime, and let x ∈ Aut(L) be of prime order. Then
(2) if r = 3, n = 6, and x is an involution not lying in S 6 then β r (x, L) = 3;
Recall that the class of finite groups X is called radical if in every finite group G there exists X-radical G X , i.e. the largest normal X-subgroup 2 . According to [12, Definition 1.15] , let the Baer-Suzuki width BS(X) for a radical class X be defined as the exact lower bound for the set of all natural numbers b such that, for every finite group G, the X-radical G X is equal to
N. Gordeev, F. Grunewald, B. Kunyavskii, E. Plotkin state the problem [12, Problem 1.16] : for what radical classes X the inequality BS(X) < ∞ holds? The results of this paper show that, for every set of primes π, the class of all π-groups has finite Baer-Suzuki width. Moreover, we believe that the results of the paper make a substantial progress toward the solution of [12, Problem 1.16] in general.
Preliminaries
1.1. Reduction to almost simple groups and general lemmas. Definition 6. [24] Let π be a set of primes and m be a positive integer. We say that a finite group G Lemma 11] Suppose that not all finite groups are contained in BS m π for some m 2, and choose G / ∈ BS m π of minimal order. Then G possesses a subgroup L and an element x such that (1) L G;
(2) L is nonabelian simple;
(3) L is neither π-nor π ′ -group, where π ′ is the complement of π in the set of all primes; (4) C G (L) = 1; (5) any m conjugates of x generate a π-group; (6) x has prime order;
π includes all finite groups. Let G be fixed. For x ∈ G and a group K we say that x is drawn into K (x ❀ K,) if there exists a subgroup H G such that (1) x ∈ H;
(2) there exists an epimorphism H on K;
(3) the image of x in K under the epimorphism is nontrivial. The following statement is immediate from the definition. Lemma 1.3. Let G and K be almost simple groups with socles S and L respectively, and assume a prime r divides the orders of both S and L. Assume inequality β r (y, L) m for all y ∈ K ♯ . If x ❀ K for some x ∈ G ♯ , then β r (x, S) m.
The next lemma allows to find a conjugate of the centralizer of an automorphism x that is normalized, but is not centralized by x. Lemma 15] Let G be a finite group and x ∈ Aut(G) be a p-element. Set M = C G (x). Suppose that p divides |G : M |, and either M = N G (M ) or Z(M ) = 1. Then there exists a conjugate of M that is normalized but not centralized by x.
Information on almost simple groups.
For finite simple groups we use the notations of AT-LAS [16] .
In Table 1 we collect the information on the orders of finite simple classical groups. Our terminology for automorphisms of groups of Lie type agrees with that of [20] and is different with that of [15] . We quote it here explicitly.
The definition of inner-diagonal automorphisms is the same in [15] and in [20] , and we use this definition. In [20, Definition 2.5.10] subgroups Φ K and Γ K of Aut(K) are defined for arbitrary group of Lie type K. For groups of Lie type we usually use the letter L, so the corresponding subgroups we denote by Φ L and Γ L . We denote the group of inner-diagonal automorphisms of L by L or Inndiag(L). Lemma 1.5. [20, Theorem 2.5.12] Let L be a simple group of Lie type over a field F q of characteristic p. Then Aut(L) is a split extension of L by an abelian group Φ L Γ L . Moreover Φ L Γ L ∼ = Φ L × Γ L , except the following cases:
(1) L = B 2 (q), q is a power of 2 and Φ L Γ L is cyclic with |Φ L Γ L : Φ L | = 2; 
An automorphism of prime order α ∈ Aut(L) \ L of an untwisted group of Lie type L is called field modulo L, if the image of α in Aut(L)/ L lies in Φ L L/ L; elements of Φ L we call canonical field automorphisms of L; graph modulo L, if L is not isomorphic to B 2 (2 n ), F 4 (2 n ), and G 2 (3 n ) and the image of α in Aut(L)/ L lies in Γ L L/ L; elements of Γ L we call canonical graph automorphisms of L; graph-field modulo L in the remaining cases; at that elements of Φ L Γ L \ Φ L for B 2 (2 n ), F 4 (2 n ), and G 2 (3 n ), and elements of Φ L Γ L \ (Φ L ∪ Γ L ) for the remaining untwisted groups of Lie type we call canonical graph-field automorphisms of L. Let L be a twisted group of Lie type, not isomorphic to a Suzuki or a Ree group, obtaining from its untwisted analogue as a set of stable points of an automorphism of order d ∈ {2, 3} (see [15, Ch. 13] ). In this case Γ L = 1 (see [20, Theorem 2.5.12] ). Consider α ∈ Aut(L) \ L of prime order. We say that α is field modulo L, if the order of α is coprime to d; elements of Φ L we call canonical field automorphisms of L; graph modulo L, if the order of α equals d; elements of Φ L we call canonical graph automorphisms of L. there are no graph-field automorphisms of prime order modulo L. Finally, all noninner automorphisms of a Suzuki or a Ree group L, are called field modulo L. Notice that the notion of a field and a graph-field modulo L automorphism α of L coincide with the notion of a field or a graph-field automorphism in [20, Definition 2.5.13].
Lemma 1.6. [20, Proposition 4.9.1] Let L = d Σ(q) be a simple group of Lie type over a field F q , where Σ is an indecomposable root system, d is either an empty symbol, or 2 (i.e. d Σ(q) = 3 D 4 (q)). Let x and y be automorphisms of L, having the same prime order. Assume also that both x and y are either field or graph-field automorphisms modulo L. Then subgroups x and y are conjugate under L. Moreover if
x is a graph-field automorphism, and d Σ ∈ {A n−1 , D n }, then |x| = 2 and 2 Σ(q 1/2 ) C L (x) 2 Σ(q 1/2 ).
By τ we denote the automorphism of GL n (q), acting by where A ⊤ is the transposed of A. If q is a power of a prime p, by ϕ p k we denote an automorphism of GL n (q) acting by ϕ p k : (a i,j ) → (a p k i,j ). We use the same symbols τ and ϕ p k for the induced automorphisms of PGL n (q), SL n (q), and L n (q) = PSL n (q). In particular, if q = p k and r divides k, then ϕ q 1/r is a field automorphism of order r. For definiteness, we always assume that PSU n (q) = O p ′ C PGLn(q 2 ) (τ ϕ q ) . As usual, we use the notations L ε n (q) = PSL ε n (q), ε = ± for linear and unitary groups, assuming L + n (q) = PSL + n (q) = PSL n (q) and L − n (q) = PSL − n (q) = PSU n (q). By E k we denote the identity (k × k)-matrix and by A ⊗ B the Kronecker product of matrices A and B. Lemma 1.7. Let L = L ε n (q) be a simple projective special linear or unitary group and n 5. Then the following statements hold:
(1) If n is odd, then the coset Lτ of L, τ contains exactly one class of conjugate involutions, and every such involution normalizes, but not centralizes a subgroup H of S such that H ∼ = O n (q). (2) If n is even and q is odd, then the coset Lτ of L, τ contains exactly three classes of conjugate involutions with representatives
If both n and q are even, then the coset Lτ of L, τ contains exactly two classes of conjugate involutions, and every such involution normalizes, but not centralizes a subgroup isomorphic to S n (q).
Proof. The statement on the centralizers and the number of L-conjugacy classes of involutions for q odd follows by [20, Theorem 4.5.1 with Table 4 .5.1], while for q even by [2, (19.8) ]. If n is odd, then the socle of the centralizer in L of a graph involution is isomorphic to H, while for n even and q odd the socle of the centralizer in L is isomorphic to H δ , in particular, the centralizers of x 0 , x + , and x − are pairwise nonisomorphic. Also the centers of centralizers are trivial. Since for n 5 these centralizers have even indices, by Lemma 1.4 every such involution normalizes, but not centralizes a subgroup conjugate to its centralizer. Thus we obtain statements (1) and (2) of the lemma. Now assume that both n and q are even. In this case we can take τ I as a representative of one of the conjugacy classes of involutions, where I is the projective image of a block-diagonal matrix with blocks 0 1 1 0 on the diagonal, i. e.
It is easy to see that C L (x) ∼ = S n (q) (if L is linear, direct computations show that C L (x) consists exactly of projective matrices A satisfying A ⊤ IA = I, and these matrices form S n (q); if L is unitary, see [2, (19.8)] ). Since the index |L : C L (x)| is even and Z(C L (x)) = 1, by Lemma 1.4 there exists a subgroup M of S, isomoprphic to C L (x), such that x centralizes, but not normlizes M . In order to obtain the representative y of the second conjugacy class, it is enough to take any transvection t ∈ C L (x) and set y = τ It. By construction, y normalizes but not centalizess C L (x) ∼ = S n (q). 
. Then the following statements hold.
(2) All graph modulo L involutions are images of involutions from ∆.
(3) If n is even, then there are n/2 classes of L-conjugate graph modulo L involutions with representatives γ 1 = γ, γ 2 , . . . , γ n/2 , where γ i for i = 1, . . . , n/2 is an involution in O such that the eigenvalue −1 of γ i has multiplicity 2i − 1. Every γ i normalizes but does not centralize a subgroup of L isomorphic to O 2n−1 (q). (4) If n is odd, then there exist (n + 3)/2 classes of L-conjugate graph modulo L involutions with representatives
Proof. All statements of the lemma, except the existence of subgroups normalized but not centralized by corresponding involutions follow by [20, We show that for the involutions γ i there exists a nondegenerate invariant subspace U of V of dim U = 2n − 1 with nonscalar action. Since γ i is an isometry, the subspaces V + and V − , consisting of eigenvectors corresponding to eigenvalues 1 and −1 respectively, are orthogonal and V = V + ⊕ V − . So V + and V − are nondegenerate γ i -stable subspaces, and γ i acts on both of them as a scalar multiplication. Let u ∈ V + be a nonsingular vector. Then the subspace W = u ⊥ is γ i -stable. Since dim V + = 2n − 2i + 1 > 1, the restriction of γ i on W has two eigenvalues 1 and −1, and so its action on W is nonscalar. Hence γ i normalizes but not centralizes the derived subgroup I(W ) ′ ∼ = O 2n−1 (q) of the group of all isometries of W .
By [20, Table 4 .5.1] the centralizer of γ ′ (n+1)/2 in L is isomorphic to the group of inner-diagonal automorphisms of O n (q 2 ). The centralizer has a trivial center and even index in L. By Lemma 1.4 we conclude that γ ′ (n+1)/2 normalizes but not centralizes a subgroup of L isomorphic to O n (q 2 ). 
, we obtain the lemma. If t centralizes Ω(Y ⊥ ), then t acts identically on Y ⊥ , i. e. Y ⊥ consists of t-stable vectors. In this case we can take any nondegenerate 2-dimensional subspace U of Y ⊥ . By construction, t stabilizes U ⊕ U ⊥ and acts nontrivially on U ⊥ . Hence t normalizes Ω(U ) × Ω(U ⊥ ) and does not centralizes Ω(U ⊥ ). Notice that A 6 ∼ = L 2 (9) so for L = A 6 the information on α(x, L) is provided in Lemma 1.14 below. Let L be a simple classical group and x its automorphism of prime order. Then a bound on α(x, L) is given in the last column of Table 2 .
As a corollary to Lemma 1.14, we immediately obtain Lemma 1.15. Let L be a simple classical group of Lie type, possessing an automorphism x of prime order such that α(x, L) > 11. Then (1) If x is unipotent, let P 1 and P 2 be distinct maximal parabolic subgroups containing a common Borel subgroup of G with unipotent radicals U 1 and U 2 . Then x is conjugate to an element of P i \ U i for i = 1 or i = 2. (2) If x is semisimple, assume that x lies in a parabolic subgroup of G. If the rank of L is at least two, then there exists a maximal parabolic subgroup P with Levi complement J such that x is conjugate to and element from J, not centralized by any Levi component (possibly solvable) of J.
1.3. Large r ′ -subgroups in classical groups. Lemma 1.18. Let L be a simple classical group or an alternating group. Assume that an odd prime r does not divides the order of L. Then the following statements hold.
(1) If L = A n , then n r − 1.
(2) If L = L n (q), then n r − 2 and r n + 2.
(3) If L = U n (q), then n r − 2 and r n + 2. Proof. Since r does not divides |L|, numbers r and q are coprime. Moreover, by the Little Fermat theorem, the order of L (see Table 1 ) is not divisible by q r−1 − 1. Now, using the parity of r − 1, we see that q r−1 − 1 = q r−1 − (−1) r−1 , and we obtain the statement of the lemma by using Table 1 .
Lemma 1.19. Assume, L is a simple classical group of Lie type satisfying one of the following conditions:
• L = A n−1 (q) = L n (q) = L + n (q), n 2;
2n (q), n 4. Suppose that an odd prime r does not divides the order of a maximal parabolic subgroup of L. Then one of the following statements hold:
(1) L = L n (q) = L + n (q) and r n + 1 2 + 2 n + 4 2 ;
(2) L = U n (q) = L − n (q) and r n + 1 2 + 2 n + 4 2 ;
(3) L = S 2n (q) and r 2n + 7 3 ;
(4) L = O 2n+1 (q) and r 2n + 7 3 ; Proof. Denote by P a maximal parabolic subgroup of L of order not divisible by r. The Levi factor of P has at most two components, corresponding to the connected components of the Dynkin diagram with one node removed. The number r does not divide the orders of the components. Assume that we
remove a root r m for A n−1 (q), B n (q), C n (q), and D n (q), or the root r 1 m for 2 A n−1 (q), and 2 D n−1 (q) on pic. 1-6 3 . Then we obtain one of the following cases 4 :
(a) L = A n−1 (q) = L n (q) and r does not divide the orders of A C a s e (a). We have 2 max{m, n − m} m + (n − m) = n. So by Lemma 1.18 the inequality r − 2 max{m, n − m} n/2, 3 In view of symmetry reasons we may assume that m = n in case Dn(q). 4 We agree that O + holds, whence the statement (1) of the lemma. C a s e (b). Notice that if the order of L m (q 2 ) is not divisible by r, then by Lemma 1.18 we obtain r − 2 > r − 3 2m. Whence applying Lemma 1.18 to U n−2m (q) we obtain the inequality r − 2 max{2m, n − 2m} n/2, and as in Case (a), substituting m by 2m, we obtain item (2) of the lemma. Lemma 1.20. Let L be isomorphic to U n (q) and n 12, or to S 2n (q), O 2n+1 (q), O + 2n (q), or O − 2n (q) and n 6. Assume an odd prime r does not divide the order of the stabilizer in L of a nondegenerate subspace U of the underlying space V . Then one of the following statements hold:
(1) L = U n (q) and r n + 1 2 + 2 n + 4 2 ;
(2) L = S 2n (q) and r 2 n + 1 2 + 3 n + 3;
(3) L = O 2n+1 (q) and r 2 n + 1 2 + 1 n + 1;
Proof. Since an element of L stabilizing a nondegenerate subspace U also stabilizes the (nondegenerate) orthogonal complement U ⊥ , replacing, if necessary, U with U ⊥ , we can assume that for some m < n one of the following cases appear: Since n + 2 > n + 1, we obtain item (4) of the lemma.
C a s e (e). By Lemma 1.18 r max{2m + 1, 2(n − m) + 1} = 2 max{m, n − m} + 1 2 n + 1 2 + 1 n + 1, and item (4) of the Lemma holds.
Proof of Proposition 1
Let T be a set of transposition in S r . Consider a graph Γ with the vertex set Ω = {1, . . . , r}, where two different vertices i, j are adjacent if and only if (ij) ∈ T . If ∆ 1 , . . . , ∆ k are the connected components of Γ, then clearly T Sym ∆ 1 × · · · × Sym ∆ k . Now, if m = |T | < r − 1, then Γ is disconnected and each Sym ∆ i is a π-group (recall that r = min π ′ ). Therefore T is a π-group.
So for every proper subset π of the set of all primes and for r = min π ′ every m < r − 1 transpositions generate a π-subgroup in S r , while O π (S r ) = 1.
Proof of Proposition 2
Notice that (12 . . . r) = (12)(13) . . . (1r). Whence if x is a transposition, then β r,L (x) r − 1. On the other hand, Proposition 1 shows that for a transposition x the inequality β r (x, L) r − 1. holds. So item (1) of the proposition holds. Now we consider A 6 and an involution x lying outside of S 6 . It is known L = A 6 ∼ = L 2 (9) and x is a diagonal automorphism of L 2 (9). By Lemma 1.14 for r ∈ {3, 5} we have
So for r = 5 β r (x, L) 3 < 4 = r − 1, therefore item (3) of the proposition for A 6 and x holds. In order to prove item (2) of the proposition we need to show that β 3 (x, L) = 3. Since β 3 (x, L) α(x, L) = 3, we remain to show that β 3 (x, L) = 2.
Assume that y ∈ x L is such that the order of D = x, y is divisible by 3. Since D is a dihedral group, this means that x inverts an element of order 3 in xy L. The group L = A 6 is known to contain exactly two classes of conjugate elements of order 3 with representatives (123) and (123)(456). It follows that every element of order 3 of L is conjugate to its inverse. Thus x leaves invariant some (and hence any) conjugacy class of elements of order 3. A contradiction, since by [22, Exercise 2.18 ], x interchanges both classes.
It remains to show that if L = A n and x ∈ S n , then β r (x, L) r − 1. We use the induction by n. By item (1) of the proposition we may assume that x is not a transposition.
Assume first that n = 5. Then r ∈ {3, 5}. If x ∈ L is of odd order, then by Lemma 1.10,
So assume that x is an involution, i.e. x is a product of two independent transpositions. Since we conclude β r (x, L) = 2 r − 1. Assume n = 6. Notice that L ∼ = L 2 (9). Again r ∈ {3, 5}. We may assume |x| = r. In view of item (1) we may also assume that x is not a transposition and is not a product of three transpositions, since they are conjugate under outer automorphism of A 6 .
If r = 5, then by Lemma 1.10 we obtain Finally assume |x| = 2, i.e. x is a product of two independent transpositions. As in the case n = 5, we derive β r (x, L) = 2 = r − 1. Let n > 6. Since r ∈ π(L), the inequality r n holds. Assume x ∈ S n has a fixed point. Then x is included in a point stabilizer isomorphic to S n−1 . If r ∈ π(S n−1 ), then β r (x, L) r − 1 by induction. If r / ∈ π(S n−1 ), then r = n and by Lemma 1.10 we have β r (x, L) α(x, L) n/2 = r/2 < r − 1.
Assume x acts without fixed points, but not transitively. Then x is contained in a subgroup of the form S m × S n−m , 2 m n − 2 and the projections of x on both components are nontrivial. If the orders of the components are not divisible by r, we obtain β r (x, L) α(x, L) n/2 max{m, n − m} < r, whence the proposition follows. Assume r divides the order of at least one of the components in the product S m × S n−m . If max{m, n − m} 5, the induction implies the desired inequality. So we may assume max{m, n − m} < 5 and r = 3. Since n > 6, we also obtain max{m, n − m} n/2 > 3 and so max{m, n − m} = 4. Thus n ∈ {7, 8} and S m × S n−m is equal to either S 3 × S 4 , or S 4 × S 4 . If x ❀ S 3 then β 3 (x, L) 2 = r − 1. Since S 3 is a homomorphic image of S 4 , in order to finish the consideration of nontransitive action of x it remains to consider the following configuration: n = 8 and x is a product of four independent transpositions. In this case x ∈ S 2 × S 6 and x ❀ S 6 , so by induction β 3 (x, L) 2 = r − 1.
Finally assume that x acts transitively. Since x is of prime order, this implies n = |x| is a prime, without loss of generality we may assume x = (12 . . . n).
Let y = (123). Then
x −1 (x y −1 ) = x −1 yxy −1 = (134).
Thus the subgroup x, x y −1 contains a 3-cycle and is primitive, since it is transitive and n is prime. By the Jordan theorem [23, Theorem 3.3E], we conclude L x, x y −1 , whence β r (x, L) α(x, L) = 2 r − 1, and the proposition follows.
Proof of Theorem 5
Theorem 5 is true, if α(x, L) 11. So by Lemmas, 1.11, 1.12, and 1.15, we derive that Theorem 5 holds for the sporadic groups, for the exceptional groups of Lie type, for A n−1 (q) = L n (q) and 2 A n (q) = U n (q) if n 11, for B n (q) = O 2n+1 (q) and C n (q) = S 2n (q) if n 5, and for D n (q) = O + 2n (q) and 2 D n (q) = O − 2n (q) if n 5.
The theorem also holds in the case when L = A n is an alternating group. Indeed, if |L| = n! is not divisible by r, then r > n and by Lemma 1.10 α(x, L) n − 1 < r − 1, i.e. item (2) of Theorem 5 holds. If r divides |L| and n = 6, then by Proposition 2, we have β r (x, L) r − 1 2(r − 2).
For n = 6 the inequality α(x, L) 5 < 11 holds and the theorem follows.
Thus by the classification of finite simple groups [1, Theorem 0.1.1] it remains to prove that Theorem 5 holds in the following cases:
• L = A n−1 (q) = L n (q) or L = 2 A n−1 (q) = U n (q) for n 12;
• L = B n (q) = O 2n+1 (q) or L = C n (q) = S 2n (q) for n 6;
• L = D n (q) = O + 2n (q) or L = 2 D n (q) = O − 2n (q) for n 6. Assume that Theorem 5 is not true and choose a nonabelian simple group L of minimal order possessing an automorphism x of prime order such that the theorem is not true. Thus L is one of the classical groups mentioned above and, for some prime r, one of the following conditions holds Hence r divides |L| and β r (x, L) > 2(r − 2) in view of (c). Thus we obtain (i). Now using the bounds on α(x, L) from Lemma 1.14 and the fact that L possesses an automorphism x such that α(x, L) β r (x, L) 2r − 3 we conclude that (ii) The following statements hold.
(1) If L = L n (q) or L = U n (q), then n 2r − 3;
(2) If L is one of the group S 2n (q), O 2n+1 (q) or O ± 2n (q), then n 2r − 6, possibly excepting the following cases 5 : (2a) L = S 2n (q), q is odd, x is an inner automorphism induced by a transvection; in this case n r − 1; (2b) L = S 2n (q), q is even, x is an inner automorphism induced by a transvection; in this case n r − 2; (2c) L = O 2n+1 (q), q is odd, x is an inner-diagonal automorphism, induced by a reflection, in this case n r − 2; (2d) L = O ± 2n (q), q is odd, x is an inner-diagonal automorphism, induced by a reflection; in this case n r − 2; (2e) L = O ± 2n (q), q is even, x is an inner automorphism induced by a transvection; in this case n r − 2.
(iii) Cases (2a)-(2e) in step (ii) are impossible. If L is one of the groups S 2n (q), O 2n+1 (q) or O ± 2n (q), then α(x, L) n + 3.
Assume, one of cases (2a)-(2e) holds. The inequality n r − 2 is satisfied in all these cases, and it implies for r 7 2(n − 1) 2(r − 3) > r − 1 > r − 3.
By Lemma 1.18 the orders of S 2(n−1) (q), O 2n−1 (q), and O ± 2(n−1) (q) are divisible by r. Clearly, the orders of S 2(n−1) (q), O 2n−1 (q), and O ± 2(n−1) (q) are also divisible by r for r = 3, 5. We claim that any transvection of S 2n (q) and O ± 2n (q) (in the last case q is even) is contained as a central element in a subgroup H such that H/Z(H) ∼ = S 2(n−1) (q) and H/Z(H) ∼ = O ± 2(n−1) (q) respectively. Indeed, all transvection in these groups are conjugate. Consider the stabilizer of the decomposition of V into an orthogonal sum of nondegenerate subspaces U and W of dimensions 2 and 2(n − 1) respectively, and let H be a subgroup in this stabilizer consisting of all elements acting on U as scalars. Clearly, H contains a transvection and has the desired structure. Now notice that for every of such subgroup H the order |H/Z(H)| is divisible by r. Since L is a minimal counter example, it follows that in cases (2a), (2b), and (2e) (iv) x is not unipotent.
Otherwise by Lemma 1.17 we may assume that there exists a maximal parabolic subgroup P such that x is contained in P \ U , where U is the unipotent radical of P . Therefore x has a nontrivial image in P/O ∞ (P ) and one of the following cases holds:
(iv1) L = L n (q); P is corresponding to a set J of fundamental roots of the Dynkin diagram pic. 1, where either J = {r 2 , . . . , r n−1 } or J = {r 1 , . . . , r n−2 }; P/O ∞ (P ) is isomorphic to a subgroup of Aut(L n−1 (q)), containing L n−1 (q). (iv2) L = U n (q); P is corresponding to a set J 1 of fundamental roots of the Dynkin diagram pic. 2 and 3, where either J 1 = {r 1 2 , . . . , r 1 [n/2] } and P/O ∞ (P ) is isomorphic to a subgroup of Aut(U n−2 (q)) containing U n−2 (q), or J 1 = {r 1 1 , . . . , r 1 [n/2]−1 } and P/O ∞ (P ) is isomorphic to a subgroup of Aut(L [n/2] (q 2 )) containing L [n/2] (q 2 ). (iv3) L = S 2n (q) or L = O 2n+1 (q); P is corresponding to a set J of fundamental roots of the Dynkin diagram pic. 4, where either J = {r 2 , . . . , r n } and P/O ∞ (P ) is isomorphic to a subgroup of Aut(S 2(n−1) (q)), containing S 2(n−1) (q) or to a subgroup of Aut(O 2n−1 (q)) containing O 2n−1 (q), or J = {r 1 , . . . , r n−1 } and P/O ∞ (P ) is isomorphic to a subgroup of Aut(L n (q)) containing L n (q). (iv4) L = O + 2n (q); P is corresponding to a set J of fundamental roots in the Dynkin diagram pic. 5, where either J = {r 2 , . . . , r n } and P/O ∞ (P ) is isomorphic to a subgroup of Aut(O + 2(n−1) (q)) containing O + 2(n−1) (q), or J = {r 1 , . . . , r n−1 } and P/O ∞ (P ) is isomorphic to a subgroup of Aut(L n (q)) containing L n (q). (iv5) L = O − 2n (q); P is corresponding to a set J 1 of fundamental roots in the Dynkin diagram pic. 6, where either J 1 = {r 1 2 , . . . , r 1 n−1 } and P/O ∞ (P ) is isomorphic to a subgroup of Aut(O − 2(n−1) (q)) containing O − 2(n−1) (q), or J 1 = {r 1 1 , . . . , r 1 n−2 } and P/O ∞ (P ) is isomorphic to a subgroup of Aut(L n−1 (q)) containing L n−1 (q).
We consider all possibilities case by case and show that β r (x, L) max{11, 2(r − 2)}, thus obtaining a contradiction.
In view of step (ii), for both (iv1) and (iv2) the inequality n 2r − 3 holds. Moreover n 12. Whence n − 1, n − 2, and 2[n/2] are greater than r − 2, and by Lemma 1.18 the orders of L n−1 (q), U n−2 (q), and L [n/2] (q 2 ) are divisible by r. By the minimality of L we derive β r (x, L) max{11, 2(r − 2)}.
Also by step (ii) in case (iv3) the inequality n 2r − 6 holds. Moreover n 6. Whence n > r − 2 and 2(n − 1) > r − 3, and by Lemma 1.18 the orders of S 2(n−1) (q), O 2n−1 (q), and L n (q) are divisible by r. Again by the minimality of L we obtain β r (x, L) max{11, 2(r − 2)}.
Finally, by step (ii) in cases (iv4) and (iv5) the inequality n 2r − 6 holds, and also n 6. Whence n > n − 1 > r − 2 and 2(n − 1) > r − 1, and by Lemma 1.18 the orders of O ± 2(n−1) (q), L n (q), and L n−1 (q) are divisible by r. Like above, by the minimality of L we conclude that β r (x, L) max{11, 2(r − 2)}.
(v) The automorphism x is not induced by an irreducible semisimple inner-diagonal element. If r does not divide the order of all components, then r does not divide the order of P . By Lemma 1.19 one of the following possibilities occur:
• L = L n (q) or L = U n (q) and r n + 4 2 ; a contradiction with the inequality n 2r − 3 obtained in step (ii).
• L = S 2n (q) or L = O 2n+1 (q) and r 2n + 7 3 ; a contradiction with n 2r − 6 obtained in step (ii), since n 6.
• L = O ± 2n (q) and r 2n + 5 3 . If (n, r) = (8, 7), then we obtain a contradiction with n 2r − 6 obtained in step (ii), since n 6. If (n, r) = (8, 7), then by Lemma 1.14 we have So we may assume that r does not divide the order of the stabilizer in L of some decomposition V = U ⊕W into the sum of mutually orthogonal nondegenerate subspaces U and W .
By Lemma 1.20 one of the following cases holds:
• L = U n (q) and r n + 4 2 ; a contradiction with the inequality n 2r − 3 obtained in Step (ii).
• L = S 2n (q) and r n + 3; a contradiction with the inequality n 2r − 6 obtained in Step (ii) and condition n 5. • L = O 2n+1 (q) and r n + 1; a contradiction with the inequality n 2r − 6 obtained in Step (ii) and condition n 6. • L = O + 2n (q) or L = O − 2n (q) and r n + 1; a contradiction with the inequality n 2r − 6 obtained in Step (ii) and condition n 6.
(viii) x is not inner-diagonal.
Follows by (iv)-(vii)
(viii) x is not a field automorphism modulo L.
Otherwise by Lemma 1.6 we may assume that x is a canonical field automorphism. Then x induces a nontrivial field automorphism on the stabilizer H of a 2-dimensional nondegenerate (1-dimensional in case L = L n (q)) subspace (such that the restriction of the corresponding quadratic form on the subspace have the sign ε, if L = O ε 2n (q)), and on the socle S of H/O ∞ (H). At that (viii1) S ∼ = L n−1 (q), if L = L n (q); (viii2) S ∼ = U n−2 (q), if L = U n (q); (viii3) S ∼ = S 2(n−1) (q), if L = S 2n (q); (viii4) S ∼ = O 2n−1 (q), if L = O 2n+1 (q); (viii5) S ∼ = O + 2(n−1) (q), if L = O ε 2n (q). As above, if |S| is divisible by r, the induction implies β r (x, L) max{11, 2(r − 2)}.
Otherwise by Lemma 1.18 we obtain on of the following inequalities (viii1) r − 2 n − 1, a contradiction with the inequality n 2r − 3 obtained in Step (ii); (viii2) r − 2 n − 2, a contradiction with the inequality n 2r − 3, obtained in Step (ii) or with n 12; (viii3, 4) r − 3 2(n − 1), a contradiction with the inequality n 2r − 6, obtained in Step (ii) or with n 5; (viii5) r − 1 2(n − 1), a contradiction with the inequality n 2r − 6, obtained in Step (ii), or with n 6.
Thus by Lemma 1.5 it follows that (ix) Modulo L, x either is graph-field and L ∈ {L n (q), O + 2n (q)}, or is graph and L ∈ {L n (q), U n (q), O + 2n (q), O − 2n (q)}. Moreover |x| = 2. We exclude both remaining possibilities for x. (x) x is not a graph-field automorphism modulo L. Suppose the contrary. Then by Lemma 1.6 we have q = q 2 0 and C L (x) ∼ = U n (q 0 ), if L = L n (q); and C L (x) ∼ = O − 2n (q 0 ), if L = O + 2n (q). It is easy to see that the index |L : C L (x)| is even. Moreover, Z(C L (x)) = 1. By Lemma 1.4, x normalizes but not centralizes a subgroup H = C L (x) g . Therefore x induces on H a nontrivial automorphism x.
• If L = L n (q), then n 2r − 3 > r − 2, H ∼ = U n (q 0 ), and by Lemma 1.18, r divides |H|.
• If L = O + 2n (q), then H ∼ = O − 2n (q 0 ), n 2r − 6, whence, using the inequality n 6, we conclude 2n > r − 1, and by Lemma 1.18, r divides |H|. Therefore, by induction we obtain β r (x, L) β r (x, H) max{11, 2(r − 2)}; a contradiction.
(xi) x is not a graph automorphism modulo L. Suppose the contrary. Then one of the following possibilities occurs: L = L ε n (q) or L = O ε 2n (q), ε ∈ {+, −}. Consider these possibilities separately.
• L = L ε n (q), ε ∈ {+, −}. By Lemma 1.7, x normalizes but not centralizes a subgroup H of L, isomorphic to O n (q) = O 2k+1 (q), if n = 2k + 1, and a subgroup isomorphic to either S n (q) = S 2k (q), or O ± n (q) = O ± 2k (q), if n = 2k. Then x induces on H an automorphism x. Since n 2r − 3 and n 12, in all cases we have 2k n − 1 2r − 4 > r − 1 > r − 3.
Whence |H| is divisible by r by Lemma 1.18, and the induction implies β r (x, L) β H (x, H) max{11, 2(r − 2)}.
• L = O ε 2n (q), ε ∈ {+, −}. As above, first we choose a subgroup H of L such that x normalizes but not centralizes it. If q is even, then L = L and by Lemma 1.9 a graph automorphism γ of L normalizes but not centralizes a subgroup isomorphic to O εη 2n−2 (q) for appropriate η ∈ {+, −}. Assume that q is odd. In this case by Lemma 1.8, x normalizes but not centralizes a subgroup H of L, such that either H ∼ = O 2n−1 (q), or n = 2k + 1 and H ∼ = O 2k+1 (q 2 ).
Since n 2r − 6 and n 6, we obtain that 2(n − 1) n > r − 3.
Whence |H| is divisible by r by Lemma 1.18, and by induction we have β r (x, L) β r (x, H) max{11, 2(r − 2)}.
Proofs of Theorems 1 and 2
Let π be a proper subset of the set of all primes, r be the minimal prime not in π and m := max{11, 2(r − 2)}.
In view of Proposition 1, in order to prove Theorems 1 and 2 it is enough to prove that BS m π coincides with the class of all finite groups.
Assume the contrary, and let G / ∈ BS m π be of minimal order. By Lemma 1.2 we obtain that r > 2. By Lemma 1.1 we conclude that G is isomorphic to an almost simple group with the simple socle L, satisfying to the following properties: L is neither a π-nor a π ′ -group, it admits an automorphism x of prime order lying in π such that every m conjugates of x generate a π-group, and G ∼ = L, x .
Since L is not a π-group, there exists a prime divisor s of the order of L, not lying in π. Clearly s r. Now α(x, L) > m, since otherwise m conjugates of x generate a subgroup of L, x whose order is divisible by s in contrast with the assumption that every m conjugates of x generate a π-group. In particular, α(x, L) > 11 and α(x, L) > 2(r − 2) r − 1. The same arguments imply if r divides the order of L, then β r (x, L) > m 2(r − 2).
A contradiction with Theorem 5.
