Abstract. Based on Jordan Curve Theorem, a universal classification method called HyperSurface Classifier (HSC) has recently been proposed. Experimental results show that in three-dimensional space, this method works fairly well in both accuracy and efficiency even for large size data up to 10 7 . However, what we really need is an algorithm that can deal with data not only of massive size but also of high dimensionality. In this paper, an approach based on the idea of classifiers ensemble by dimension dividing without dimension reduction for high dimensional data is proposed. The most important difference between HSC ensemble and the traditional ensemble is that the sub-datasets are obtained by dividing the features rather than by dividing the sample set. Experimental results show that this method has a preferable performance on high dimensional datasets.
Introduction
Classification is one of the most important problems in machine learning. In [1] [2] a new classification method based on hypersurface (HSC) is put forward. In this method, a model of hypersurface is obtained during the training process and then it is directly used to classify large database according to whether the wind number is odd or even based on Jordan Curve Theorem.
Experiments show that HSC can efficiently and accurately classify large-sized data sets in two-dimensional space and three-dimensional space. Though HSC can classify higher dimensional data according to Jordan Curve Theorem in theory, it is not as easy to realize HSC in higher dimensional space as in three-dimensional space. However, what we really need is an algorithm that can deal with data not only of massive size but also of high dimensionality. Thus in [3] a simple and effective kind of dimension reduction method without losing any essential information is proposed, which is a dimension changing method in nature. In this paper, based on the idea of ensemble, another solution to the problem of HSC on high dimensional data sets is proposed. An ensemble of classifiers is a set of classifiers, whose individual classification decisions are combined in some way, typically by a weighted or unweighted voting, to classify new examples. As early as the beginning of the 1990s, Hasen and Salamon pointed out that an ensemble of neural networks performs far better than a single one [4] . And Zhou proposed an approach to selecting an optimum subset of individual networks to constitute an ensemble [5] . The ensemble of HSC is constructed by dimension dividing rather than dimension reduction for high dimensional data. Experimental results show that this method has a preferable performance on high dimensional data sets.
The rest of this paper is organized as follows: In section 2, we give an outline of hypersurface classifier. Then in Section 3, after discussing the problems with HSC on high dimensional data sets, we give the ensemble technique used in HSC. Our experimental results are presented in Section 4, followed by our conclusions in Section 5.
Overview of the Classification Method Based on Hypersurface
HSC is a universal classification method based on Jordan Curve Theorem in topology. The main differences between the well-known SVM algorithm and HSC are that HSC can directly solve the nonlinear classification problem in the original space without having to map the data to a higher dimensional space, and thus without the use of kernel function. Biomimetic Pattern Recognition (BPR) theory, first proposed by Wang as a new model for pattern recognition [6] , is based on "matter cognition" instead of "matter classification". And it is better closer to the function of human cognition than traditional statistical pattern recognition using "optimal separating" as its main principle. BPR is showed superior to several traditional pattern recognition methods in [7] . And in [8] , Cao applied DBF, which acts by the method of covering the high dimensional geometrical distribution of the sample set in the feature space, to object recognition and gained nice results. HSC, also a kind of covering algorithm, has the same goal of feature cognition as BPR, but our classification method is based on the Jordan Curve Theorem.
Jordan Curve Theorem. Let X be a closed set in n-dimensional space n R . If X is homeomorphic to a sphere in 1 n − dimensional space, then its complement n R \ X has two components, both connected, and one of them is called inside, the other called outside.
Classification Theorem. For any given point \ n x R X ∈ , x is in the inside of X ⇔ the wind number i.e. intersecting number between any radial from x and X is odd, and x is in the outside of X ⇔ the intersecting number between any radial from x and X is even.
How to construct the separating hypersurface is an important problem. An approach has been given in [1] . Based on Jordan Curve Theorem, we have put forward the following classification method HSC [1] .
Step1. Let the given samples distribute in the inside of a rectangle region.
Step2. Divide the region into some smaller regions called units. If some units contain samples from two or more classes then divide them into a series of smaller units repeatedly until each unit covers at most samples from the same class.
Step3. Label each region according to the inside sample's class. Then the frontier vectors and the class vector form a string for each region.
Step4. Combine the adjacent regions of the same class and obtain a separating hypersurface then save it as a string.
Step5. Input a new sample and calculate the intersecting number of the sample about separating hypersurface. Drawing a radial from the sample can do this. Then the class of the sample is decided according to whether the intersecting number between the radial and the separating hypersurface is even or odd.
The classification algorithm based on hypersurface is a polynomial algorithm if the samples of the same class are distributed in finite connected components. Experiments show that HSC can efficiently and accurately classify large-sized data sets in two-dimensional and three-dimensional space for multi-classification problem. For three-dimensional data up to the size of 10 7 , the speed of HSC is still very fast [2] .
Hypersurface Classifiers Ensemble

Problems with HSC on High Dimensional Data Sets
According to Jordan Curve Theorem, HSC can deal with any data sets regardless of their dimensionality on the theoretical plane. But in practice, there exist some problems in both time and space in doing so directly. It is not as easy to realize HSC in higher dimensional space as in three-dimensional space. However, what we really need is an algorithm that can deal with data not only of massive size but also of high dimensionality. Fortunately, there exist many methods of dimensionality reduction for us to use. And another important and effective kind of dimensionality reduction method without losing any essential information is proposed in [3] . This method rearranges all of the numerals in the higher dimensional data to lower dimensional data without changing the value of all numerals, but only change their position according to some orders, and thus very suitable for HSC.
In our work, we solve the problem based on the idea of ensemble and perfect results are gained. This method will be described in further detail in the next part.
The Ensemble of HSC
Aiming at the memory shortage problem of HSC on high dimensional data sets, we provide a solution based on the idea of ensemble. By attaching the same importance to each feature, firstly we group the multiple features of the data according to some rules to form some sub-datasets, then start a training process and generate a classifier for each sub-dataset, and the final determination is reached by integrating the series of classification results in some way. The following is its detailed steps.
The Training Process
Step1. Get the dimension of conditional attributes N from the data set of training samples.
Step2. Divide the features into
⎥ is the smallest integer number that is greater than / 3 N . The i -th subset covers the features 3 2 i − ,
, and the decision attribute. If N cannot be divided exactly by 3, then one or two features in the 1 N − -th subset are added to the last subset. After this, the data set of training samples has been divided into / 3 N ⎡ ⎤ ⎢ ⎥ sub-datasets, each of which has the same size, with three conditional attributes and one decision attribute.
Step3. For each sub-dataset, eliminate the inconsistency that may have been caused in Step2. For each sample in this sub-dataset, if there exist some other samples in which the values of conditional attributes are all the same with those of this sample but only the value of decision attribute is different, then we say inconsistency occurs. In that case, we just have to delete these samples from this sub-dataset.
Step4. For each sub-dataset after Step3, start a HSC training process independently and save the training result as the model. And till now, we have got
classifiers, which we define as classifiers ensemble.
The Classification Process
Step1. Get the dimension of conditional attributes N from the data set of testing samples.
Step2. Divide the features into / 3 N ⎡ ⎤ ⎢ ⎥ subsets, and the i -th subset covers the
. If N cannot be divided exactly by 3, then one or two features in the 1 N − -th subset are added to the last subset. After this, the data set of testing samples has been divided into / 3 N ⎡ ⎤ ⎢ ⎥ sub-datasets, each of which has three conditional attributes.
Step3. For each sub-dataset after Step3, start the corresponding HSC classifier and save the result of classification. So now we have got / 3 N ⎡ ⎤ ⎢ ⎥ classification results for each testing sample in the original data set.
Step4. The final decision for each testing sample in the original data set is reached by voting. Here we adopt the plurality voting scheme in which the collective decision is the classification result reached by more classifiers than any other. Notice that we attach the same importance to all the classifiers, so in the case of the same number of votes for two or more classification results, we can randomly choose one of them.
HSC Ensemble classifies high dimensional data sets by trying to analyze multiple slices of the training and testing samples. Furthermore, the ensemble can be far less fallible than any single HSC classifier.
Experiments
As we can just predict, the main problem with HSC ensemble is inconsistency in subdatasets. In that case, we have to delete some samples to keep consistent. The following table1 gives the classification results of HSC ensemble on high dimensional data sets in which there is no inconsistency in sub-datasets.
From this table, we can see that HSC ensemble works fairly well on these high dimensional data sets, and the recall rate and accuracy are very good. Specially, for the data set of Iris, there are only two classifiers, and the accuracy is lower than that of other high dimensional data sets. It is obvious that the higher the dimension is, the higher accuracy is. Now,we give the classification results on the data set of Wdbc in detail as an example. From experimental results and analysis above, we can see that HSC ensemble performs very well on high dimensional data sets and is perfectly suitable for the data sets in which samples are different in each slice.
Conclusion
As the complement of HSC on high dimensional data sets, an approach based on the idea of ensemble is presented. By attaching the same importance to each feature, firstly we group the multiple features of the data to form some sub-datasets, then start a training process and generate a classifier for each sub-dataset, and the final determination is reached by integrating the series of classification results in the way of voting. The most important difference between HSC ensemble and the traditional ensemble is that the sub-datasets are obtained by dividing the features rather than by dividing the sample set, so in the case of no inconsistency, the size of each sub-dataset is equal to the original sample set, with totally occupying a little more storage space than the original sample set. Experiments show that this method has a preferable performance on high dimensional data sets, especially on those in which samples are different in each slice.
