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Space filling curves provide a means of finding solutions of sets of nonlinear 
equations by exhaustive search, and hence appear to be useful for determining 
the approximate solutions usually required as starting points when using 
classical methods, for determining the nonexistence of solutions, and for 
determining all of a finite number of solutions. This paper extends the theory 
and techniques of employing space filling curves to accomplish these things. 
One result is the refinement of methods for determining the nonexistence of 
solutions and for determining all of a finite number of solutions. The results 
are, however, incomplete with respect to the latter problem; more work is 
required. Two basic methods, a first-order method and a second-order method, 
are proposed and it is shown that the two may profitably be combined into 
a hybrid method. A second result is an economical method of determining 
single (coarse) solutions. A third result is the development of a theory for 
studying asymptotic convergence rates. It is shown that both the first- and 
second-order methods, as well as the hybrid method, converge geometrically 
under usual conditions, provided the set of equations has a solution, and 
provided the “prime member” of the solution set is in a certain set T, . The 
set T, is dense, uncountable, of measure zero, and includes the rational vectors. 
An unanswered question is what sorts of equations have solutions in T, ; 
neither the difficulty nor the importance of this question is known at present. 
Experimental evidence is presented wherever necessary. 
INTRODUCTION 
This paper extends the methods introduced in Refs. [l] and [2]. The 
result of Ref. [l] was that space filling curves could, in principle, be employed 
to obtain convergence to solutions of various types of problems using an 
“implicitly exhaustive search” concept. In Ref. [2], a generalization of 
Hilbert’s space filling curve was presented; the Hilbert curve requires only 
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binary representations of quantities and is consequently very compatible with 
existing digital computers. In Ref. [2], the solution of systems of nonlinear 
equalities and inequalities, and the minimization of multimodal functions, 
were discussed, and limited experimental results were presented which 
showed the general reasonableness of the concept. 
This paper extends these methods for the problem of solving systems of 
nonlinear equations. The general problem of finding x E U, (U,, is the 
n-dimensional unit hypercube) such that 
is studied here. 
f&4 = 0, K = 1, 2,..., iv (1) 
The principal question considered here is that of the convergence rates 
of various implicitly exhaustive search methods which employ space filling 
curves. The extreme generality of the conditions under which convergence 
is obtained is achieved at the price of an asymptotic convergence rate which is 
not competitive with classical fixed-point methods (e.g., the Newton-Raphson 
method and its variants). Hence, our methods would normally not be used 
to get accurate solutions if accurate solutions were required; they would be 
used for determining the approximate solutions usually required as starting 
points for the classical methods. The analysis here of convergence rates 
pertains mainly to comparisons of different ways of employing space filling 
curves for convergence, and not to comparisons with the classical methods. 
The results show that under usual conditions, when a solution of (1) exists, 
geometric convergence to the “prime member” of the solution set is obtained 
if that solution is in a certain set T,C U,, . The set T, is dense in U, , uncount- 
able, of measure zero, and includes the rational vectors. An unanswered 
question is what sorts of equations have solutions in T, . 
The term “geometric convergence” is used here in the usual sense as 
meaning that successive errors ei are related by eifl < Wei , where 
0 < W < 1; however at one point the meaning ei < KWi, where K > 0, 
is specified. 
We distinguish between the “resolution” of (1) and the “solution” of (1). 
Methods of resolving (1) pertain to the problem of determining the exact 
status of the solutions of (I), i.e., the problem of determining the non- 
existence, in U, , of a solution to (1) and also the problem of determining all 
of a finite number of solutions, in U, , to (1). Since the present methods are 
of an exhaustive search character they offer, in contrast to fixed point methods, 
means of resolving (1). A major part of this paper treats two different methods 
for accomplishing this (however the application of the methods to the problem 
of determining all solutions of (1) is only potential; more work is required). 
The two methods are compared in terms of asymptotic convergence rates and 
some experimental evidence. The conclusion of this comparison is that the 
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two methods may profitably be combined into a hybrid method. Appropriate 
experimental evidence is presented. 
By “solution” of (1) is meant the determination of one solution (or a 
point in a neighborhood thereof) of (1) w h en it is known that one solution 
exists. This is, in practical terms, a much simpler problem than resolution, 
and it is shown here how the computation may be greatly accelerated. 
Certain properties, of general significance, of Hilbert’s space filling curve 
are discussed here, extending the presentation of Ref. [2]. 
Central processor running time is the principal criterion of cost here; 
field lengths in all example problems were less than 43 000, 60 bit words. 
The machine was a CDC 6400. 
I. CONVERGENCE THEOREM 
The convergence theorem given in this section is a generalization of the 
one given in Ref. [2]; the present form is more suitable to the present pur- 
poses. 
U, is the unit n-cube and R is the unit interval. The space filling curve 
h, : R --f U,, maps R onto U,, continuously. The space filling curve is assumed 
to have the property that for Y E R and Y + AY E R (AY > 0), 
(1 x - x’ IIQ. < B(AY, Y) < JzYArlln, (2) 
where x = hn(y), x’ = h,(y + AY). B is a nondecreasing function of AY, and 
B = 0 if and only if AY = 0. 
In Ref. [2], it was established that, for the specific space filling curve given 
there, when q = 2 and n < 10, 
& = 211” dn + 12 
satisfies (2), with B removed. The function B is a finer bound whose nature 
will be made more clear in the next section. 
DEFINITION 1. Let XC U,, be nonempty and closed in U,, . Define 
f(X) = min(r 1 Y E R, h,(y) E X> 
and a(X) = h,(f). Th e vector x is termed the prime member of X. 
THEOREM 1. X C U, is closed in U, , W(X) is some function and y(x) is some 
continuous function such that for all x E U, , 
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with strict inequality on the right if .x $ X and, if -Y is not empty, 
W(X) C Ii x - JZ’ Ii Iill 
for every x’ E S. 
(4) 
Let (Y”, xi) be a sequence, where 1” = 0 and xi /z,(P), such that 
where Ari 3 0 is such that 
W(X+) > @A#, ri) > min[t, &w(xi)], (6) 
where t > 0 is some constant, with strict inequality on the left if 
W(X”) > 0 (xi $ X). 
Then, if X is not empty, yi + f(X) and a+ - X(X), with ++l > ri for all i 
(unless h,(O) E X). I f  X is empty, ri = 1 for finite i with w(h,(l)) > 0. 
Proof. Suppose r i+l > yi. Then all Y such that rii~l 3 r > ri are such that 
h,(r) $ X, since, if x = h,(p) E X, then from (4), and (2) and (6) 
~(9) < 11 xi - x /I4 < B(Y - vi, ri) f B(rifl - ri, ri) < B(Ari, ri) < w(xi). 
This establishes, among other things, that if X is not empty, ri+l > ri for all i, 
unless k,(O) E X (for which case the Theorem is obviously true). 
Consider the case where ++I > ri for all i > 0. Let ri -+ r ;^ it is claimed 
then that X is not empty, and r^  = f(X). Define 
R’ = {r / 0 f Y .z< i). 
By the preceding, all Y such that 0 < r < r^  are such that h,(r) $ X. If, in 
addition, .G = h,(f) 6 X, then define, in view of (3), 
p = min(y(h,(r)) 1 Y E Ii’) > 0. (7) 
BY (2), (6), (3), and (7), 
dt’(Ari)ll” > B(Ari, ri) > min[t, p/2] > 0 
for all i > 0; this contradicts the convergence of the sequence {ri). Hence X 
is not empty, ri ---f f(X), and xi + z(X). 
Suppose X is empty. It has just been shown that it cannot be the case 
that ri+l > ri for all i > 0, so ri = ri’ for all i > i’, for some i’. Clearly ri’ is 
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not less than 1, since then the emptiness of X and the conditions (3), (6), and 
(2) imply A+’ > 0. Hence ri’ = 1 and w(h,(l)) > 0. I 
Note that y(x) does not enter into the algorithm (5); only its existence is 
significant. 
II. PROPERTIES OF HILBERT’S SPACE FILLING CURVE 
In this section some properties of the space filling curve given in Ref. [2] 
are discussed. 
The curve given in Ref. [2] is not the only form which could be considered 
a generalization of Hilbert’s space filling curve; there are others. There exist, 
in addition, the curves of Peano and Lebesgue. Most of the properties to be 
discussed here appear to hold, in a generalized sense, for all of these alter- 
native space filling curves, but our attention is restricted to the one given in 
Ref. [2]. 
The function H,“(r) is a discrete approximation to hn(r). The quantity r is 
represented in terms of mn bits (or m bytes of n bits each) and the vector x 
is replaced by the vector a, each of whose n components are expressed in 
terms of m bits. The function h,(r) is obtained by letting m = co. In Ref. [2] 
the following example of ZYs4(y), when r = 0.10011111110010101100, was 
given: 
i 1 2 
Pi 10011 11111 
16 3 5 
oi 11010 00000 
Ti 11010 10100 
;i 11010 00101 
a* 11010 11111 
a, = 0.1100 
u2 = 0.1100 
a3 = 0.0110 
up = 0.1100 
a, = 0.0100 
3 4 
00101 01100 
4 3 
10111 11010 
10111 00010 
11011 00100 
00100 00000 
To briefly summarize the definitions given in Ref. [2], the bytes pi, 
i = 1, 2,... m represent r. Ji is the “principal position” of pi (the position in pi 
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of the last bit which disagrees with pni; Ji = n if all bits of pi are equal). The 
bytes ui are obtained by taking 
1 
(Jl = pl’, (Tzl = pzl @ pll )... cr,I = pnl 0 pi-1 ) 
01 2 = p12 @ pnl, u2’2 == p22 @ plz, 
etc., where 0 stands for exclusive-or. The byte + is obtained by comple- 
menting ui in the first position, and then in the (n - Jiel + I)-th position. 
The byte 9 is obtained by shifting ri, right circular, a number of positions 
equal to (J1 - 1) + (JZ - 1) + ... + (Jim1 - l), and 01~ = ori-l @+. The 
vector a is obtained by taking 
The following properties of H,” and h, hold: 
Property 1. If r is incremented by 2-““, then one component of a is 
incremented by 2-” and the other components are unchanged. The continuity 
of h, is derived from this fact, shown in Ref. [2]. 
Property 2. oli = &+l if and only if py = pni for all j > rz - /i + 1 
and p:+l # pni for any j < n - Ji + 1 (this is seen by noting that cri+l 
consists entirely of zeroes if Ji = n, and consists of n - 2 zeroes, with ones 
in the first and (n - Ji + l)-th places, if Ji < n). 
Property 3. An immediate consequence of Property 2 is that when a 
binary representation (dyadic expansion) of r possesses only a finite number of 
ones, or only a finite number of zeroes, then it is possible to calculate x = h,(r) 
in addition to a = H,“(r). For example, if one more column is added to the 
above table, then 
m+l 5 
m+l ooooo 
;rn+1 5 
,m+1 ooooo 
,m+l 10100 
7jm+1 01010 
,m+1 01010 
By Property 2, oli = am+1 for all i > m. Hence, x = h,(r) is obtained in this 
case by adding 2e4 to a2 and a4: 
Xl = 0.1100 
Xa = 0.1101 
x, = 0.0110 
X4 = 0.1101 
xg = 0.0100. 
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Property 4. Given a binary representation of r, CJ is a function only of 
pl, p2 )...) pi. Conversely, given a binary representation of x, pi is a function 
only of 01l, 01~ ,..., a?. 
The mapping h, : R -+ U, is not one-to-one. However, if h, is viewed as a 
mapping from the set of infinite binary strings onto the set of n-tuples of 
infinite binary strings, then it is one-to-one in this sense; a given binary 
representation of x implies a unique binary representation of r and vice 
versa. A binary representation of r and a binary representation of x are said to 
be h,-compatible if the latter is obtained from the former by applying the 
operations defining h, . 
Property 5. In connection with Property 4, suppose one is given a 
particular set of & (i.e., a specific binary representation of X) and wishes to 
consider the effect on the pi of complementing one bit in the byte m’. The only 
changes in the pi are for i > I. More particularly, if the original n bits of p’ are 
then the n possible ways that one bit of QI may be complemented stand in a 
one-to-one relationship with the n possible forms of the new p’: 
where the bar stands for complementation. 
Property 6. Also, in connection with Property 4, since each component 
of any given x E U,, has at most two binary representations, the inverse image 
of every x E U,, , under the mapping h,, consists of a finite number (at most 2”) 
of points in R. 
With regard to Property 3, the most efficient method of incrementing r, 
when using the algorithm (5) involves increments of the form 2-” only, where 
k is a positive integer. Since r is initially zero, then the binary representation 
of r always consists of a finite number of ones, and it is possible to calculate 
x = h,(r). 
This infinite precision feature was incorporated into all example problems 
discussed here, although it is not necessarily an accelerating device. For 
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example, in Ref. [2] the equations (one solution: xi = xq = .5, x2 =-= sg 1, 
xg = 0) 
x1 + ‘Z‘& - .x4x5 + x52 = 1, 
x.3 -t x4 + x1x2 - X3X5 == 1) 
- x1 -t x2 + x4 -k x3x4 -= 1, 
x1 + x1x3 + x$c&cg = 1, 
xq + x1x2x5 = 1 
were solved to tolerance 0.02 with the approximation H5* to h, (m = 8, 
n = 5). The number of iterations was 46 378 and the central processor run- 
ning time was about 40 sec. Repeating the solution of this problem with the 
same parameters and methods but with the infinite precision modification, 
75 654 iterations and a central processor time of 5.5 sec. were required. 
The difference in the two cases in terms of iterations per second is due to 
more efficient programming, mainly in the realization of h, , in the second 
case. No value of m was specified apriovi; m was increased as required (m = 8 
was required). 
1. The Bound B(Ar, Y) 
In Ref. [2], in place of (2), the relation 
was used in the convergence theorem, but it was pointed out that (8) is an 
approximation and a better bounding method was obtained by setting up a 
table. For m = cc, the relevant statement of Ref. [2], for the purposes of 
setting up the table, becomes: 
If  x = h,(r) and x’ = h,(r + AY), Y  E R, Y  + dr E R, 0 < dr < 2P, 
k=n(i-l)+j, i>l, n>,j>l, then 
(I x - x’ /I1 < 2-i(2n - j + 2 - S,J, (9) 
11 x - x’ II2 < 2-i(4n - 3j + 12 - 9Sij)li2, (10) 
/I x - x’ (Im < 2P(4 - 2&J, (11) 
where 
S$j = 1, i=l or j=n, 
0, otherwise. 
In the special case where an increment AY = 2-k, k = n(i - 1) + j, does 
not result in a carry to pi-l, the generally lower bound obtained by replacing 
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Sij with 1 in (9)-( 11) holds. This may be seen by adapting the corresponding 
argument given in Ref. [2]. 
This observation is a basis for accelerating convergence. The two bounds 
are depicted in Fig. 1 for the case n = 7, q = 2; for this case when 
r =0.1100101010111011111111111001 *.., 
the bound B(dr, Y), which satisfies (2), is depicted in Fig. 2. 
o- 
Lu = 
x 
Q 
= 
N 
:: 
-I 
-I - 
-2 - 
; 
I I I I I 1 
5 IO 15 20 25 30 
K 
FIG. 1. Upper and lower bounds (n = 7) on II AX 112 for dr < 2-‘. 
The procedure for satisfying (6) which was used in the example problems 
to be discussed (q = 2 in all cases) involved setting up two tables, one expres- 
sing (10) (the high bound table) and the other expressing (10) with S,, 
replaced by 1 (the low-bound table) at the beginning of every program. When 
an w (in the context of Theorem 1) had been determined, it was applied to the 
low-bound table to find the smallest k such that the corresponding bound 
was less than W. Then r was examined to determine whether or not an incre- 
ment 2-k would result in a carry to the next byte of Y; if it would, appropriate 
modifications of k were made. 
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o- 
-I - 
-2 - 
lb 15 
K 
FIG. 2. Bound B(Ar, r) for Ar < 2-k (n = 7) and 
Y = 0.1100101010111011111111111001... . 
Since the two bounds are equal forj = n, it is never necessary to increase k 
by more than 71 - 1 units. This procedure satisfies (6). Note that for every 
value of 4, the lower bound decreases by a factor of 4 for an increase of n 
units in K, so the right of (6) is always satisfied. The quantity t may be taken 
to be dZ (the value of both bounds for k = 1) when 4 = 2. 
Applying this bounding method to the example problem whose solution 
with infinite precision x was described in the preceding part of this section, 
it was found that the bounding modification resulted in obtaining a solution 
to the same tolerance in 32 988 iterations, requiring 25 sec. of central pro- 
cessor time; m = 8 was again required. 
2. Lower Bound on 11 Ax I(* 
If the n components of 4 E 77, are rational numbers, it develops that there 
exists E > 0 such that, if $ = h,(i) and j Y - r^  1 < E, x = h,(r), then 
11 x - 52 II* 2 c 1 Y - i 11/n, (12) 
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where c > 0 is a function of 2 only. However, this relationship does not hold 
in general, for example, take n = 2 and 
$1 = 0.100,1000,10000,1OOOOO,1 ..*, 
4, = 0.11111111 .*a 
(the commas are to clarify the pattern) with 
r^ = 0.100101,10010101,1001010101,100101010101,10 *** 
and consider the sequence {ri}, ri --+ r^, where 
11 = 0.011010,10010101,1001010101,100101010101,10 **‘, 
rs = 0.100101,01101010,1001010101,100101010101,10 a”, 
ra = 0.100101,10010101,0110101010,100101010101,10 a*‘, 
Y4 = 0.100101,10010101,1001010101,011010101010,10 .**, 
etc. One may calculate 
11 xl - 2 II* = 2-3, 1 Yl - i 1 > 2-3 (xi = h,(Yi)), 
I[ x2 - 2 II* = 2-7, 1 Y2 - r^  1 > 2-9, 11 xs - 2 III = 2-19, 1 Y3 - f 1 > 2-17, 
11 x4 - .G II* = 2-48, 1 Y4 - f 1 > 247, 
etc., i.e., 
II xi - 4 IIQ 
( ri - r^  /l/2 
< 242i+u/2 
* 
However, it is not the case that only rational 4 are such that (12) is satisfied 
in an c region of r^. The analysis which clarifies the question is now presented. 
DEFINITION 2. A number s E R is termed uniformly sensitive if and only if 
it is rational or its binary representation is such that, for some integer M < CO, 
there are no unbroken strings of zeroes longer than ikl bits and no unbroken 
strings of ones longer than M bits. A vector x E U,, is uniformly sensitive 
if and only if each of its components is uniformly sensitive. The set of uni- 
formly sensitive numbers is denoted S C R, and the set of uniformly sensitive 
n-vectors is denoted S, C U, . 
The sensitivity M(s) (an integer) and the primary I(s) (an integer) of a 
given uniformly sensitive number s E S are defined as follows: 
Ifs is the sort of rational number which has an infinite string of zeroes or 
ones in its binary representation (i.e., when it is dyadic rational), then 
M(s) = 0 and I(s) equals the bit place of the first zero or one in the infinite 
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string (e.g., I(0) = 1, 1(l) = 1, 1(2--3) 1:: 4). 0 ur convention is that r =~~= I 
has the unique representation r = .l I1 111 .... All numbers (except Y = 0 
and Y = 1) of sensitivity zero have two possible binary representations, one 
using an infinite string of zeroes and the other an infinite string of ones. 
If  s E S is otherwise, then M(s) > 1 is the length of the longest string of 
zeroes or longest string of ones (whichever is greater) and I(s) == 1. All 
numbers for which M(s) 3 1 have unique binary representations. 
If  x E U,, is a uniformly sensitive vector, then its sensitivity 
M(x) = my[M(xj)], j = 1, 2,... 71 
and its primary 
I(x) = mp[l(xj)l, j- 1,2 )... n. 
The set S C R, in common with the set of algebraic numbers and the set of 
computable numbers, includes but is larger than the set of rational numbers, 
and is consequently dense in R and not closed. In addition, it is also of zero 
measure. However S is not countable (by a variation of the Cantor diagonal 
argument applied, e.g., to the subset of S for which M(s) = 2) and hence is 
not identical to the algebraic or computable numbers. That S is of zero 
measure may be seen by consulting Williamson [3, pp. 33, 341. There are 
other instances in contemporary work where the patterns of zeroes and ones 
in dyadic expansions assume unusual significances [4, 51, but no significant 
relation of the set S to these results is obvious. 
DEFINITION 3. s E R and Y E R. A binary representation of s and a binary 
representation of Y are i-identical if and only if the first i - 1 bits of each are 
identical and the i-th bits differ. I f  there is no ambiguity, for any reason, 
concerning the binary representation of s E R, we may say “s is i-identical 
to . ..” 
The following Lemma shows the motivation for the term “uniformly 
sensitive.” 
LEMMA 1. Uniform Sensitivity Property 
SESCR, and YER. 
(i) If there exist binary representations of s and r which are i-identical for 
i > I(s), then 
2-‘j-1’ > 1 s - r 1 > 2-j (13) 
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for some integer j such that 
i+M(s)+ I &j>i. (14) 
(ii) Conversely, if (13) is satis$ed for some j > I(s) + M(s) + 1, then 
some binary representation of s and any binary representation of Y are i-identical, 
where i satis$es (14). 
Proof. The proof is lengthy but it is essentially a routine calculation; the 
details are not presented here. 
First assume s and Y  are i-identical for i 3 Z(s), and moreover that s 3 Y. 
Then get upper and lower bounds for s - Y  under the assumed hypotheses. 
A parallel argument holds if r 3 s. 
Next assume (13) is satisfied for some j > I(s) + M(s) + 1, and moreover 
that Y  > s, so Y  may be obtained from s by addition oft = Y - s to s, where t 
has a binary representation which is all zeroes in the first j - 1 places and a 
one in the j-th place. If  there is ambiguity in the representation of s, take the 
one which employs an infinite string of zeroes (since s # 1). Also, in this 
case, one must consider the possibility that t = 2-(j-i) and is represented 
in terms of j - 2 zeroes, a one, and then an infinite string of zeroes. A parallel 
argument holds ifs > r. I 
LEMMA 2. If  r E R, r^  E R, and representations of Y and r^  are i-identical, 
with the i-th bit of r^  being followed by a string consisting of its complement which 
is M bits long, with the (i + M -f I)-th bit of r^  being equal to the i-th bit, then 
2-‘i-1’ > 271 + 2-M) > [ r - r^  1 3 2-‘i+M+l)* 
The proof of Lemma 2 involves the same sort of calculation as that of the 
first part of the proof of Lemma 1. 
LEMMA 3. If x E S, , or ; f  x E U, with one component xi E S, M(xj) > 0, 
and x = h,(r), Y E R, then Y E S. 
Proof. Assume Y $ S. There are arbitrarily long finite strings of zeroes 
and/or ones in the binary representation of Y. Hence by Property 2 the h,- 
compatible binary representation of x is such that each component has arbi- 
trarily long (possibly infinite) strings of zeroes and/or ones. Hence, it is not 
possible that xj E S, with M(xj) > 0. 
Now, it cannot be the case that I exists such that 01~ = &+l for all i > I, 
since by Property 2 this would imply that the representation of Y either has an 
infinite string of zeroes or ones or that the representation has an infinite 
string of the form k ones, n - k zeroes, n - h ones, k zeroes, K ones, etc. 
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Hence, at least one component of x has arbitrarily long finite strings of zeroes 
and/or ones, and x $ S, . I 
LEMMA 4. If pi is one n bit byte in a binary representation of r E R, then not 
more than one bit in pi is followed by an unbroken string of its complement which 
is more than n - 1 bits long. 
THEOREM 2. Lower Bound on /j Ax /IQ . There exists a set T,, , S, C T, C O;, , 
such that 2 E T,, if and only if there exists E > 0 (a function of i) such that Y E R 
and 
jY--r^l <E 
imply 
11 x - 2 /Ig > c 1 Y - f  p/n (12) 
for some c > 0 (a function of a), where x = h,(r) and R = h,(f), r^  E R. 
The set T, is dense in U, , uncountable, and of zero measure. 
Proof. Suppose $ E S,, . By Lemma 3, ? is uniformly sensitive so take 
< = 2.‘J-1’ 
where 
J’ = max[l(s) + M(s) + 1 I 2 = hn(s), s E S C R] 
(by Property 6) and 
J = max[J’, nI(2) + M(r^ ) + l] 
and let Y E R be such that 
2-w-1, > / y _ p / > 2-Y 
for some integer j’ 2 J. By Lemma 1, some binary representation of r^  is 
C-identical to any binary representation of Y, where 
i’ + M(i) + 1 >j 3 i’, 
i.e., i’ 3 nl(2), i’ > I(+), and i’ <J. By Property 4, at least one component 
of k, 2,) has a binary representation which is i-identical to a binary repre- 
sentation of xlc (the K-th component of x = h,(r)), where 
n(i- l)+ 1 <i’<ni, 
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i.e., i > I(G) > I(ffJ and 
By Lemma 1, 
where 
so 
where 
1 Xk - 4,I > 24, 
j < 2. + M&) + 1 < Jq + M(9) + 2, 
I % - fk I > ---& (2-‘+1’)1’” 
2 c 1 r - r^ p, 
1 CC- 
pm+2 * 
365 
This shows that (12) holds in a neighborhood of r^ if D E S,, , and confirms the 
existence of T,, , as well as the fact that T, is dense in U, and uncountable. 
It remains to show that T, , like S,, , is of zero measure. 
If 4 4 S,, , and r^ E S, then (12) does not hold in a region about r^. To show 
this consider the component 4, $ S. Assume, e.g., that 32’, has arbitrarily 
long strings of ones. Consider a string of M ones preceded by a zero 
4, = $0 ..a 00011 ..’ 11000 ‘0’) 
where the indicated zero occurs in the I-th place, and the last indicated one 
occurs in the (I + M)-th place. If the vector x is defined such that each 
component other than the K-th equals the corresponding component of 4, and 
Xk = .00 ..* 00100 ... 00000 ..* 
is obtained by (and only by) complementing the indicated zeroes and ones 
of &, then 
I[ x - 2 Ila = 2-“fM’. 
But by Property 4, i and Y have representations which are i’-identical, where 
n(l - 1) + 1 < i’ < nl. 
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It follows from Lemma 1 and the preceding that 
so 
/I 32 - 2 iI* < 2 .I1 ____- 
1 i - Y  Il’n 2-cMcP,il,/n 
and now observe that I and M may be taken to be arbitrarily large. A parallel 
argument holds for long strings of zeroes in 4, . 
I f  one component of 2, Sk E S with M(f,) > 0, then r^  E S, by Lemma 3, so 
in this case P q! T, . The remaining vectors which are unaccounted for are 
those all of whose components are either not uniformly sensitive or uniformly 
sensitive with sensitivity zero, with at least one component of the former 
category. It is now shown that if .? has two components which are not uni- 
formly sensitive, then (12) does not hold in a region about r .^ For the sake of 
notational simplicity we restrict the argument to certain combinations of 
zeroes and ones but it will be recognized that generalization of the argument 
is trivial. 
Let Gk q! S and Sk, $ S, k # k’. Consider a string of 2M ones in Rk preceded 
by a zero in the I-th place 
where fil = 0 and /31+i = 1 for 1 < i < 2M, and assume that the I-th bit of 
A xk’ , is a zero 
where y, = 0. Now consider separately the three following exhaustive cases: 
(i) yl+i # yr+i+l for some i, 1 < i < M; 
(4 YI+~ = 0 for all i such that I < i < M; 
(iii) Y,+~ = 1 for all i such that 1 < i < M. 
In case (i) p I+i # plii+l (Property 2) and hence no bit in p1 is followed by a 
string consisting of its complement which is longer than n(M + 1) bits. I f  a 
vector x is defined by (and only by) complementing the indicated zeroes and 
ones of f fk , 
I/ x - 2 Iln = 2-“f2M’ 
and since now r (x = h,(r)) is ?-identical to r^  (Property 4), where 
n(I- 1) + 1 ,(i’ <nI. 
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Lemma 2 implies that 
and 
pL(I-1, > , y _ r^  1 ,> 2-nui-i!4+l+lln) 
(15) 
(16) 
In case (ii), let I’ < 1 be the maximum such that yr’ = 1 (this is always 
possible if I has been taken large enough). Now pf # p’+l (Property 2), so no 
bit in p” is followed by a string consisting of its complement which is longer 
than a(1 - I’ + 2) bits. If a vector x is defined by (and only by) complement- 
ing the bits y,~ through Y,+~ , then 
and since now r (X = h,(r)) is i’-identical to r^ (Property 4), where 
n(P- I)+ 1 <i’<nl’. 
Lemma 2 implies that 
so 
and 
2-M-l > 1 y _ r^  1 > 2-w+nw'+z)+l) 
, 
2-w-1) > y _ 
HI 
r^  1 > 2-n"+2+l/n, 
(17) 
II x - f? 119. < FM 
1 y _ r^  p/la ' 2-'2+1'"' ' 
In case (iii), by Lemma 4, (TZ - 1) bits of p’ are followed by strings of 
complements which are not longer than (n - 1) bits long. Consider two 
possible definitions of an x vector, one obtained by complementing the bits yr 
through Y,+~ and the other by complementing the bits /31 through /31+M. 
By Property 5 at least one of the two will result in complementation of one 
of these n - 1 bits of p’, while leaving preceding bits in r^ unchanged. In that 
case 
and since now Y (X = h,(r)) is i/-identical to r^, where 
n(l- 1)+ 1 <i’<nl. 
409/37/w 
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Lemma 2 implies that 
so 
and 
(19) 
(20) 
Summarizing (15)(20), it is always possible to find an r E R such that 
(x = h,(r)) 
and 
II x - 52 /In ( FM 
pFq7i‘ 2-'2+lln' ' 
where both I’ and M can be taken arbitrarily large. Hence, if two components 
of 2 are not uniformly sensitive, P $ T, . 
The remaining unaccounted vectors are those which have n - 1 uniformly 
sensitive components of zero sensitivity, and one component which is not 
uniformly sensitive. Call this set of vectors V, C U, . Now T, is the union 
of S, and a subset of l?, . Since V,, is of measure zero, then T, is of measure 
zero. I 
The proof of Theorem 2 has almost completely characterized the set T, , 
and it is only slightly inaccurate to equate it with the set S,, . It should be 
remarked that V, consists of vectors which are in T, and vectors which are 
not in T, . Of course, it has been shown that if 2 E V, and r^ E S, then 4 $ T, 
(an example of this has been given). An example of a case where 32. E V, and 
f E T, is where n = 2 and 
where 
i$ = 0.0000 .I., 
s2 = 0.1001oooo1clooooO1 *.., 
r^ = 0.01ooooo10000000001OOOOOOOOOOOOO1 .‘..
Theorem 2 pertains to results in the next section concerning asymptotic 
rates of convergence. Further discussion of it is postponed to that point. 
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III. Two METHODS FOR RESOLVING SYSTEMS OF NONLINEAR EQUATIONS 
It is desired to resolve 
f!%(x) = 0, h = 1, 2,... N, 
where x E U, . 
(1) 
1. First-Order Method 
The first-order method requires two assumptions for convergence (apart 
from any question of convergence rate): 
(i) Positive constants Kk , k = 1, 2,... N exist such that for all x E U, , 
Ifd4l G&llx--II 
(Euclidean norm is assumed hereafter) for any 4 such that fk(2) = 0. 
Assumption (i) implies that the set of solutions of (1) is closed; this set is 
designated X and is equated with the set X of Theorem 1. In accordance 
with Definition 1, the notation P is used for the prime member of X, and 
? E R is the minimum such that J = h,(p). 
(ii) Continuous functions gk(x), k = 1, 2,... N exist such that for all 
x E UT2 9 
I f7cb)I b I &k4l 2 0 
with strict inequality on the right whenever fk(x) # 0. 
Define 
44 = my41fk(x)I/&l~ 
~(4 = m$I g&#Kd. 
(21) 
Under assumptions (i) and (ii), this definition satisfies the conditions (3) and 
(4) of Theorem 1. Thus the algorithm (5) results in yi + 7, xi + 2, and 
ri+l > yi for all i 3 0 (unless F = 0) when X is not empty. If X is empty, 
ri = I for finite i and w(h,(l)) # 0. 
THEOREM 3. Convergence Rate of First-Order Method. X is not empty. 
I f  the gk(x) in the$rst-order method are continuously dz@rentiable in a neigh- 
borhood of $ and the N by n Jacobian matrix 
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is of rank n at 2, then if x E T,L (Theorem 2), ri + igeometrically i.e., 
(i - ri”) -, Wl(’ - r’), (22) 
where the asymptotic convergence factor 
(23) 
where d is as in (2), C(X) is as in Theorem 2, and 0 < h(%) :.< 1. 
Proof. Define the N vector 
By assumption (i) and (ii), jl h(x)1j2 < I/ x - x /12, and by the definition of the 
first-order method, I/ h(x)ll” < y2(x). I n a sufficiently small neighborhood Y 
of x, 
h(x) = X(5) (x - 3, 
where Jh(t) is the N x n Jacobian matrix of h at [ E Y. Hence 
II h(x)l12 3 X”(t) II x - 3 /I27 
where, since Jh is of rank n in Y, X”(e) > 0 is the minimum eigenvalue of the 
positive definite symmetric matrix ( Jh( 5))’ JIL( 5) (prime denotes transpose). 
By our initial observations we also have X2([) < 1 and 
Y(X) 3 40 II x - XII 
for x E Y. Thus for i large enough, by (2), (6) (3), and (24) 
(24) 
where p ---f X. Also from (5) and Theorem 2, 
f - ++I _ f _ ri _ Ari 
<F-rri- WY n 
( 1 
w /jxi --fy 
< (F - ri) 1 - 
( ( 
A(P) c(x) ‘Z 
2d 1) 
and the desired conclusion follows. 
SOLUTION OF NONLINEAR EQUATIONS 371 
The convergence Y” ---f f is thus geometric but WI is, of course, rather close 
to unity. Also, if i is large enough, then, by (2), 
II xii-j - 5 11 < dq Wyy (f - Yy 
for all j > 1, so xi --f f geometrically in this sense. Further discussion of this 
result is postponed until after treatment of the second-order method. Note that 
X(S) would normally be significantly less than 1. Also note that the g, need 
not be known to use algorithm (5) in this context; only their existence is 
significant. 
2. Second-Order Method 
The second-order method requires for convergence the following assump- 
tion: 
(iii) The fk(x) are twice continuously differentiable for all x E U,, . 
Assumption (iii) implies assumptions (i) and (ii) (the Kk are gradient 
bounds and gk(x) =fk(x)). 
LEMMA 5. Under assumption (iii), if 2 is any solution of (l), then for any 
XEUn, 
t fk(x) e,(x) 
11 x - 2 112 3 p”(x) = -+- , 
1 + C ILkekWl 
k=l 
where the N vector 
44 = (J+(x))’ J+(x)f (x), 
where J(x) is the N x n Jacobian matrix off evaluated at x, and J+(x) is the 
n x N generalized inverse of J(x). L, 3 0 is an upper bound on the magnitudes 
of the ezgenvalues of the n x n Hessian matrix 
which holds for all x E U, . 
Proof. Let 4 be the solution of (l), which is closest to x. Now 
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for some set of Zk(x, 2) such that / Zk j C< L, . Hence the vector equation 
0 =f(x) + J(x) (a - x) - 4 11 i - x $2 I, 
1 = (Z1 ) I, , . . 1‘“) 
holds, so the equation 
0 = f(x) - J(x) y - $ jj P - x /j2 1 
has a solution y E E, . In fact, 
y = J’(x)f(x) - g // 2 - x 112 J’(x) I 
is the y E E, of minimum norm which satisfies (25), so 
(25) 
II 2 - x !I2 2 II Y /I2 2fY-4 (J’(x))’ J’(x)fc4 - II 4 - x II2 ~(J’(4)’ J’(4f(4 
~f’(~)~(~)-lif-~/12~ ILe&)l. I 
B=l 
The second-order method is now defined by applying algorithm (5) with 
44 = Y(X) = m4e7(4, fl(4lK Y  f2cw2 1. ** fNcwGIl* (26) 
Because of (21) and (26), Th eorem 3 applies to the second-order method. 
However, one can obtain a better figure than (23) for the second-order 
method. 
THEOREM 4. Convergence Rate of Second-Order Method. X is not empty. 
If in the second-order method the Jacobian matrix J(g) is of rank n, then if 
x E T, (Theorem 2), 
where 
(F - ri+l) < W,(F - ri), (27) 
~2++J” (28) 
for suficiently large i. 
Proof. Since 
0 = f(xi) + J(xi) (f - xi) - 4 11 P - xi 11 
for some vector I(&, a) such that 1 Z, I <L, , and since for i large enough 
J(xi) is of rank n, it follows that 
xi - K = /‘(xi) f (xi) - & jl z - xi \I2 J+(xi) 1. 
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Now 
‘p2(xi) (1 + kEl I L%(x”)l) = II J’(4f(412 
and since e(x) is of the order off(x) which, by assumption (i), is of the order of 
II x - RII v 
cp(xi) = 11 xi - fll (1 - O(ll xi - all)). 
By (2), (6), (26), (29), and Theorem 2 
(29) 
and the desired conclusion follows from (5). The figure (28) should be com- 
pared to (23). I 
IV. DISCUSSION AND EXAMPLES 
There are several aspects of Theorems 3 and 4 which require discussion. 
The most singular feature is the requirement that x E T, for geometric 
convergence. While T,, is dense in U,, and uncountable, it is of measure zero 
and this fact may appear at first to represent some sort of limitation on the 
application of the results. We do not believe that the limitation is very serious; 
there are several ways to argue this but we also admit that there are interesting 
problems raised in this connection for which we do not here provide answers. 
The most obvious point to make in this regard notes that one always has a 
stopping criterion when using these methods and that therefore all that is 
required is that, instead of the conditions of Theorem 2, we have that E > 0 
exists such that for any 6 > 0, 
implies 
E>lY-il>s 
11 x - 2 Iln 3 c(%, 6) [ Y - r^ I+. 
The validity of this for all 4 E U,, is trivially obvious, by Property 6 and the 
continuity of II x - 4 jjp as a function of Y. An even simpler way to make this 
point is to note that Y i+l > ri for all i when ri + F and hence for any Z, 
(F - ~i+l) < W(F - ri) for all i < Z, for some W < 1. However, arguments 
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like this could be made for almost any convergent process; the pomt of 
Theorems 2, 3, and 4 is that there is a set T, of vectors which are naturally 
converged to geometrically, provided the other assumptions are satisfied. 
The fact that T, is of zero measure does not, in itself, weaken the signifi- 
cance of this point. The set of algebraic numbers is countable and hence of 
zero measure. It is a simple matter to exhibit, in the same manner as with 
polynomial equations with rational coefficients, classes of equations whose 
solutions are in certain countable sets because of the countability of the forms 
the equations may take, each form having a countable number of solutions. 
Again on this point, the computable numbers are countable and therefore, 
if one raises questions of computability, it is only to points in a countable 
subset of U,, that one could converge in any case. 
A specific question is what sorts of equations have solutions in S, or T, . 
We do not pursue this problem here and cannot, at present, estimate the 
importance, or lack thereof, of this subject. The role of the set T, with 
respect to asymptotic convergence rate has, so far as we know, no analog 
among contemporary numerical methods and for this reason the subject has 
received a certain emphasis here. 
Another serious question again concerns, but in a different respect, the 
significance of the asymptotic rates which have been derived for the first- 
and second-order methods. It was remarked in the Introduction and above 
that, typically, one might use these methods only to find neighborhoods of 
solutions, after which one would use more traditional methods. In such a case 
the value of any result concerning asymptotic rates might be questioned. 
This is a particularly serious question in the case of the second-order 
method. The result (27) and (28) d p d e en s on the calculated v(x) (see (29)) 
being approximately equal to the distance from the present .r: vector to the 
solution X. When N = n, T(X) t \j J-l(~)f(~)l\ and one calculates C+(X) by 
solving a set of equations to find the e(x) vector. That is, one makes a calcula- 
tion very similar to that which would be made if the Newton-Raphson method 
were being used, and (28) holds only when we are close enough to the solution 
so that ~(a+) + 11 xi - ~11 . Thus, it might appear that the result on the 
asymptotic rate of the second-order method only holds when we should be 
using the Newton-Raphson method instead. 
There are two answers to this objection. First, the two results on asymp- 
totic rates only show that the second-order method, because of its apparently 
faster rate very near a solution in T, , may be better than the first-order 
method at points not so near the solution. However, there is not enough 
evidence in Theorems 3 and 4 to be conclusive about this; experimental 
evidence will eventually be introduced. Second, the present methods of 
resolution, as distinct from solution, are not intended only to get single 
solutions. An obvious potential possibility of the present methods is the 
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determination of all of a finite number of solutions to (1). The specific 
unresolved problem in this respect is finding a good method of iterating past 
an f, where f = h,(r) is a solution of (I), in order to find a solution other 
than Z. Whatever the eventual solution to this problem, one would be using 
methods similar to the present methods rather near to solutions of (I), not 
to determine those solutions, but to iterate past them with the exhaustive 
search method. 
A remaining objection concerns the necessity of finding a generalized 
inverse or solving a system of linear equations at each step of the second- 
order method. One could devise a mathematical answer to this objection, 
but this would be unconvincing since the value of 71 is quite restricted; it is 
highly unlikely that the present methods of resolution will be practical for 
spaces of dimensionality greater than ten, at least in the foreseeable future. 
Therefore, only experimental evidence can serve to justify this aspect of the 
second-order method. Such evidence is now presented. 
The following problems were treated in Ref. [2]: 
Problem 1. Find a solution in Us to tolerance 0.02, or determine the non- 
existence of a solution in U, , to the system 
x1 + x2x3 - x4x5 + x52 == 1, 
x~+x4+xlxz-x3x~= 1, 
--l+x2+x~+x3x4==-1, 
x1 + x1x3 + x2x4xf, = l, 
xq + x1x2x5 = 1. 
Actually, as mentioned, it is known that this system has a solution. The 
experimental results which were obtained for this problem in Ref. [2] were 
intended only to show the reasonableness of the concept; the value of K did 
not satisfy the required conditions. Also, the results which have been pre- 
sented for this problem in a preceding section of this paper were intended 
only to suggest the effect of the infinite precision modification and the new 
bounding technique. The parameters used in this section, on the other hand, 
satisfy the conditions of Theorems 3 and 4. 
Problem 2. Find a solution in U, to tolerance 0.02, or determine the 
nopexistence of a solution in Us , to the system 
xp2 = 0.5, 
x1 + x3x4 = 0.5, 
x2 + x,x,x, = 0.5, 
x5 + x1x3 = 0.5, 
x2 + x5 = 0.7, 
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Actually, it may be seen by inspection that this system has no solution in US. 
The appropriate parameters for Problem 1 are 
The La’s were determined by inspection of the Hessian matrices and applica- 
tion of Frobenius’ theorem. The first-order method required about 12 min. 
and 784 559 iterations to determine a vector near (0.5,1,0.0,0.5,1) such that 
each equation in the system was satisfied to tolerance 0.02. The second- 
order method took about 8 min. and 93 316 iterations to do the same thing. 
The appropriate parameters for Problem 2 are 
K 1 = ~‘2, L,= 1, 
K, = $13, L, = 1, 
KS = 2, L, = 2, 
K4 = d?, L,= 1, 
K:, = d/2, L, = 0. 
The first-order method took about 2 min. and 158 338 iterations to determine 
the nonexistence of a solution; the second-order method took a bit more 
than 3 min. and 34 360 iterations. 
In both Problems 1 and 2, N = n, so the vector e(x), used to calculate 
v(x), has the special form 
The calculation of e(x) was done by first forming the upper right part of 
the symmetric matrix J(X) (J(x))’ by matrix multiplication, and then using 
an equation solving (not matrix inversion) routine, which exploits the sym- 
metry of the matrix and requires only the upper right part, to find e(x). This 
is the fastest among the various obvious approaches. 
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IV. A HYBRID METHOD 
The general character of the preceding results is consistent with theoretical 
expectations. The second-order method has a better asymptotic convergence 
rate than the first-order method. Problem 1 has a solution so, in this case, 
the second-order method was more efficient. 
The lesser efficiency of the second-order method in Problem 2 is also 
consistent with theory. The first-order method calculates w(x) from the 
present f(x) and the N gradient bounds, while the second-order method 
calculates the same things plus v(x), which depends only on the presentf(x), 
the present Jacobian, and the N Hessian matrix eigenvalue bounds. That is, 
p(x) does not take into account the known gradient bounds and, in a sense, 
allows for the gradients to grow without bound. Hence, for larger values of 
thefvector, the v(x) calculated for (26) does not yield a larger w(x) than the N 
quantities f,(x)/& . 
Closer examination of the data from the two methods as applied to Prob- 
lem 1 is consistent with this observation. The first-order method was 
considerably faster than the second-order method at points distant from the 
solution and the second-order method was superior asymptotically. This 
clearly calls for a hybrid approach involving a threshold which determines at 
any given iteration, after the N quantities f,(x)/& have been calculated, 
whether to make the increment in r according to the first-order method or to 
continue the calculations to get v(x) for the second-order method. Such a 
threshold would obviously be highly dependent on the particular problem 
being solved, and hence the determination of this threshold is best integrated 
into the algorithm. The method we employed to do this will now be outlined. 
The hybrid method first forces fifty iterations with the first-order method 
and then fifty with the second-order method for the purpose of calculating 
the approximate ratio (t&r) of the times required for one step of the second- 
and first-order methods, respectively. 
The next step was the determination of a threshold 19 such that if wl(x) > 8, 
where 
then the first-order method was to be used, while if wr(x) < 0 the additional 
calculations for the second-order method were made. The threshold was 
determined by quantizing the possible values of wr in terms of sixty quanta 
SO that, if sZi < wr < Oi+r , the value of wr was said to fall in the i-th quan- 
tum. If the second- (first-) order method had been used on the previous 
occasion when w1 was in the i-th quantum, the first- (second-) order method 
was used on the present occasion. The figure Ar (- Art&,) was computed 
and accumulated in an i-th accumulator, which had been initialized at zero. 
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I f  the present occasion were the one hundredth occasion in which wr fell in 
the i-th quantum, the sign of the figure in the i-th accumulator was examined. 
If  greater than zero, it was decided 0 -; Qi; if less than or equal to zero it was 
decided 0 2 Q,,, . 
This is a rather heuristic approach to threshold determination and very 
possibly one can do much better. A stochastic approximation approach was 
tried but it was extremely slow and was discarded. 
The following results with the hybrid method as applied to Problem 1 were 
obtained: 
t,/t, = 7.92, 0 = 0.08; 
iterations with first-order method: 194 273; 
iterations with second-order method: 10 198; 
central processor running time: 4 min. 
The following results with the hybrid method as applied to Problem 2 
were obtained: 
t,/t, = 6.95, tI = 0.28; 
iterations with first-order method: 25805; 
iterations with second-order method: 18 245; 
central processor running time: 2 min. 
Thus the hybrid method surpassed both the first- and second-order 
methods in Problem 1 and equalled the best of the two in Problem 2. 
Theoretical and experimental support for the hybrid method has been 
presented. 
It should be emphasized that these methods are intended for resolving (1) 
and therefore much of the significance of the results in Problem 1 bears on 
either eventual application of these methods to finding all of a finite number 
of solutions to (1) or on the problem of iterating past a point which is nearly 
a solution to (1). The single solutions obtained in Problem 1 can actually be 
obtained much more economically using space filling curves, as shown in the 
next section. 
11. SOLUTION OF NONLINEAR EQUATIONS 
It is desired to find one solution of 
fd.4 = 0, k = 1, 2,... N, (1) 
where x E U, , under conditions where it is known or assumed that a solution 
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exists. The matter is best discussed in the context of the example Problem 1. 
In Ref. [2] and in an earlier section of this paper, Problem 1 was solved 
to the same tolerance as in the preceding section in much less time than 4 min. 
This was done by, rather arbitrarily, taking lower values of the Kk than could 
be justified by the theory. We have, in fact, gotten a solution to Problem 1 in 
as little as 0.5 sec., using the method of Ref. [2] with K = 0.75. It should, 
in general, be expected that when a solution to (1) exists only very bad luck 
could prevent achieving considerable economy in the finding of one solution 
by taking larger increments in r than those strictly justified by the theory. 
Reverting to the type of exposition given in Ref. [2], the algorithm (5) 
may be expressed, in a rough way, as 
++1 =ri + ( 4$) )"* 
Suppose we arbitrarily replace W(X) with w(x)/pa , where 0 < p,, < 1 and 
l/p0 is a power of 2 (say p,, = 2-9. Then we have the algorithm 
(30) 
Suppose that (30) does not result in finding a solution to (1) to the specified 
tolerance (we iterate to Y = 1). We can then take p1 = ~,,2+ and use the 
algorithm 
(31) 
I f  no solution is found with (31) and the values of W(X) are roughly com- 
parable to what they were using (30), we should expect (31) to take about 
twice as much time as (30). I f  a solution is found using (31), we should expect 
that the pass with (31) took longer than the pass with (30), since the values of 
W(X) were smaller. I f  we continue this process, using successive algorithms 
for j = 0, 1, 2,... nJ and pj+r = t52rIn, a solution, if one exists, will be 
obtained for some i < n J. Unless we have had very bad luck, the pj which 
results in a solution will be significantly less than 1. Moreover, the amount 
of time “wasted” with the pi’s that did not work should be expected to be 
comparable to the time required for the pass with the pi that did work. 
This feature was incorporated into our methods by dividing w(x) by pj 
after W(X) had been determined according to (21) or (26) and then treating 
the resulting w’(x) -= w(x)/~~ as the quantity to use in (6) to determine 4r. 
We call this the “creep technique.” It is analogous to the practice of interval 
halving in numerical integration and the numerical solution of differential 
equations. 
Adding the creep technique to the hybrid method as applied to Problem 1, 
to get a solution to tolerance .02, the following results were obtained: 
PLi Result 
0.250 No solution 
0.287 No solution 
0.330 No solution 
0.379 Solution 
count 1 count 2 e 
50 32 Undetermined 
84 74 Undetermined 
215 199 Undetermined 
264 252 Undetermined 
The total central processor running time was about 4.5 sets. Count 1 and 
Count 2 represent the number of iterations of the first- and second-order 
methods, respectively. 
The same methods were applied to Problem 2, effectively making the 
erroneous assumption that Problem 2 has a solution. The following results 
were obtained: 
PI. Result Count 1 Count 2 
0.250 No solution 9 0 
0.287 No solution 23 0 
0.330 No solution 50 14 
0.379 No solution 69 64 
0.435 No solution 132 125 
0.500 No solution 698 291 
0.574 No solution 2228 404 
0.660 No solution 6 645 662 
0.758 No solution 9 142 2202 
0.871 No solution 18 883 5360 
1.000 No solution 25 807 18219 
e 
Undetermined 
Undetermined 
Undetermined 
Undetermined 
Undetermined 
Undetermined 
0.212 
0.184 
0.243 
0.243 
0.280 
The total central processor running time was about 3.5 min. 
Adding the creep technique to the first-order method as applied to Prob- 
lem 1, to get a solution to tolerance 0.02, the following results were obtained: 
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Result count 
0.250 No solution 119 
0.287 No solution 242 
0.330 No solution 430 
0.379 Solution 1 241 
The total central processor running time was less than 2 sec. 
The same method was applied to Problem 2, again effectively making the 
erroneous assumption that Problem 2 has a solution. The following results 
were obtained: 
Pi Result Count 
0.250 No solution 9 
0.287 No solution 23 
0.330 No solution 60 
0.379 No solution 318 
0.435 No solution 489 
0.500 No solution 2 525 
0.574 No solution 6471 
0.660 No solution 15 141 
0.758 No solution 34 162 
0.871 No solution 72 612 
1.000 No solution 158 338 
The total central processor running time was 3.666 min. 
These results seem to suggest that the hybrid method is also relatively 
attractive when using the creep technique, but we have not investigated the 
matter much further than indicated here. The number of iterations involved 
using the creep technique with the hybrid method on Problem 1 was not 
sufficient to determine the threshold 8; we expect that in more difficult prob- 
lems the hybrid method would perform relatively better. In all cases tried, 
the creep technique greatly accelerated the finding of solutions. 
There is one final piece of data that should be added in this connection. 
In both cases of application of the creep technique to Problem 1, it will be 
noted that a solution was obtained with pr = -379 (it is probable that it is 
just coincidence that these values are the same). The question which arises is, 
are these just “lucky” values? That is, it is clearly the case that there may 
exist a very low choice of pi which gets a solution in as little as twenty or so 
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iterations (i.e., the minimum number of ones in the Y representations for 
which x == h?&(r) satisfies the tolerance specification). Indeed, one may be 
fairly sure that such peculiar values of pj exist. However, the values of !L, 
which yielded solutions here do not appear to be of this type. ILIaking single 
passes with the first-order method, as applied to Problem 1, with various 
values of pj more closely spaced than they would be using the creep technique 
yielded the following results: 
Pj 
0.250 
0.259 
0.268 
0.277 
0.287 
0.297 
0.307 
0.318 
0.330 
0.342 
0.354 
0.366 
0.379 
0.392 
0.406 
0.420 
0.435 
0.465 
0.500 
Result 
- _..~~ 
No solution 
No solution 
No solution 
No solution 
No solution 
No solution 
Solution 
No solution 
No solution 
No solution 
Solution 
Solution 
Solution 
Solution 
Solution 
Solution 
Solution 
Solution 
Solution 
Count 
119 
91 
51 
36 
242 
113 
254 
709 
430 
1 402 
2 009 
1412 
1 241 
1 855 
6 714 
1 908 
5 555 
7 940 
13 765 
The erratic pattern of the “Count” for lower values of pj is to be expected 
because of the small number of iterations involved (note that nothing of this 
sort occurred for higher values of pj in Problem 2). 
Our experience suggests that these results are typical; if there is a solution 
there is normally some threshold p ( in this case p t 0.35) such that if 
pj < ,G, then it is most likely that a solution will not be obtained and if 
pLi > p, it is most likely that a solution will be obtained. This fact, if true, 
is of great practical significance to the creep technique. 
It was remarked in a preceding section that the methods of resolution 
treated there seemed to be practical only for n < 10. We do not at this 
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point have a comparably good idea of the practical limitations of the method 
of solution treated in this section. 
CONCLUSION 
This paper has extended the theory of employing space filling curves to 
determine the solutions of sets of nonlinear equations. The main results are, 
first, the development of a theory which permits study of convergence rates, 
second, the refinement of methods of resolving sets of nonlinear equations 
and, third, the refinement of methods of determining single solutions. 
The results also raise a number of questions of various degrees of impor- 
tance. The set T, of vectors which are converged to geometrically using these 
methods has been almost completely delineated here, but it is not known 
what general sorts of equations, if any, have solutions in T,, . We have no 
way of estimating, at this point, the importance of this question or its diffi- 
culty. 
The methods of resolution are specifically directed at the problem of 
determining all of a finite number of solutions, but our treatment in this 
respect is incomplete since we have not given a method for iterating past a 
previously determined solution. This is a very important question and it 
appears certain that it can be satisfactorily resolved; its solution has been 
deferred only by the priority of other matters together with the existence of 
several generally plausible approaches. 
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