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SEPARATING MEASURABLE RECURRENCE AND STRONG
RECURRENCE
JOHN T. GRIESMER
Abstract. A set S ⊆ Z is a set of recurrence if for every probability measure preserving
system (X,µ, T ) and every D ⊆ X having µ(D) > 0, there is an n ∈ S such that
µ(D ∩ T nD) > 0. A set S is a set of strong recurrence if there is a c > 0 such that
µ(D ∩ T nD) > c for infinitely many n ∈ S. We call a set S measure expanding if for all
m ∈ Z, the translate S +m := {s +m : s ∈ S} is a set of recurrence. We prove that
for every measure expanding set S ⊆ Z there is a subset S′ ⊆ S such that S′ is measure
expanding and no translate of S′ is a set of strong recurrence. Our proof exhibits some
nontrivial structure common to all measure expanding sets.
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1. Introduction
For S ⊆ Z and m ∈ Z, we write S +m for the translate {s+m : s ∈ S}.
1.1. Sets of return times. A measure preserving system is a triple (X, µ, T ) where
(X, µ) is a probability measure space and T : X → X is an invertible µ-measure preserving
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transformation, meaning µ(T−1D) = µ(D) for every measurable D ⊆ X . See any of
[7, 8, 13, 15, 24, 28] for standard definitions regarding measure preserving systems. Given
a set D ⊆ X and a constant c ≥ 0, we consider the set
(1.1) Rc(T ;D) := {n ∈ Z : µ(D ∩ T
nD) > c}.
For any c ≥ 0, the rough structure of Rc(T ;D) is provided by classical results, such as
those of Bogoliouboff [5], Følner [9], and Khintchine [19]. For example, if c < µ(D)2, then
Rc(T ;D) contains a set of the form U \ Z, where U is a Bohr neighborhood of 0 and Z
has upper Banach density 0 (see §5 and §6 for definitions). Finer structural information
on Rc(T ;D) is often difficult to obtain. For example, the question of whether R0(T ;D)
contains an entire Bohr neighborhood of 0 was answered in the negative by an example
of Krˇ´ızˇ [21] (see [22, 23] for a shorter proof Krˇ´ızˇ’s result). Forrest [10, 11] constructed
examples where for all c > 0, Rc(T ;D) does not contain a set of the form R0(T
′;D′) for
some system (X ′, µ′, T ′) with µ′(D′) > 0. Both constructions were developed to answer
questions asked by Bergelson in [3]. In [16] we extended Forrest’s construction and found
systems (X, µ, T ) with sets D ⊆ X of positive measure such that for all c > 0, the set
Rc(T ;D) does not contain a Bohr neighborhood of any m ∈ Z, and in fact does not
contain a set of the form R0(T
′;D′) +m where µ′(D′) > 0 and m ∈ Z. In applications it
would be useful to classify all systems (X, µ, T ) exhibiting this behavior. We hope that
Theorem 1.2 and Corollary 1.3 below will be a step toward such a classification.
1.2. Sets of recurrence. A fruitful perspective is to consider sets S having nonempty
intersection with every set of the form R0(T ;D) - see the survey [12] for a concise overview.
Such a set S is called a set of recurrence (or a Poincare´ set). The set {1, 4, 9, . . .} of
nonzero perfect squares is a set of recurrence, as shown independently by Furstenberg [14]
and Sarko˝zy [27]. If a set S has the stronger property that for every (X, µ, T ) and every
D ⊆ X with µ(D) > 0, there is a c > 0 such that S ∩ Rc(T ;D) is infinite, we say that
S is a set of strong recurrence. The set of perfect squares is known to be a set of strong
recurrence, and this fact can be deduced from the proofs in [14] and [27]. Forrest’s results
mentioned above provide the first examples of sets of recurrence which are not sets of
strong recurrence.
Given a set of recurrence S and m ∈ Z, the translate S+m may or may not be a set of
recurrence. For example, if S is the set of perfect squares and m > 0, then S +m is not
a set of recurrence. In contrast, the set S5/2 := {⌊n
5/2⌋ : n ∈ N} has the property that
S5/2+m is a set of recurrence for every m ∈ Z. In fact S5/2 has a much stronger property:
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there is a sequence of elements sn ∈ S5/2 such that limN→∞
1
N
∑N
n=1 exp(2piisnt) = 0 for
all t ∈ (0, 1). This property is easily seen to be translation invariant and well known to
imply that the underlying set is a set of recurrence (see [6] or [29], for example).
Definition 1.1. Let S ⊆ Z. We say that S is
• a set of recurrence if for every measure preserving system (X, µ, T ) and every
D ⊆ X having µ(D) > 0, there exists n ∈ S such that µ(D ∩ T nD) > 0.
• measure expanding if every translate of S is a set of recurrence, meaning that for
all m ∈ Z, the set S +m is a set of recurrence.
• a set of strong recurrence if for every measure preserving system (X, µ, T ) and
every D ⊆ X having µ(D) > 0, there exists c > 0 and infinitely many n ∈ S such
that µ(D ∩ T nD) > c.
• a set of rigidity if S is infinite and there is a nontrivial measure preserving system
(X, µ, T ) such that for all D ⊆ X and all ε > 0, {n ∈ S : µ(D△T nD) > ε} is
finite.
A sequence of integers (sn)n∈N is a rigidity sequence for (X, µ, T ) if for every measurable
D ⊆ X we have limn→∞ µ(D△T
snD) = 0. We say that (sn)n∈N is a rigidity sequence if
it is a rigidity sequence for some nontrivial1 measure preserving system. Note that S is a
set of rigidity if and only if every enumeration of S as (sn)n∈N is a rigidity sequence.
A system (X, µ, T ) is ergodic if every µ-measurable D ⊆ X satisfying µ(D△T−1D) = 0
has µ(D) = 0 or µ(D) = 1. We say (X, µ, T ) is weak mixing if the product system
(X ×X, µ× µ, T × T ) is ergodic.
We call S ⊆ Z a set of strong recurrence for weak mixing systems if for every weak
mixing system (X, µ, T ) and all D ⊆ X having µ(D) > 0, there is a c > 0 such that
µ(D ∩ T nD) > c for infinitely many n ∈ S.
Our main results are the following theorem and corollary.
Theorem 1.2. Let S ⊆ Z be a measure expanding set. Then there is a set S ′ ⊆ S such
that for all m ∈ Z, the translate S ′ +m is both a set of recurrence and a set of rigidity
for some weak mixing system.
Corollary 1.3. If S ⊆ Z is measure expanding, then there is a measure expanding set
S ′ ⊆ S such that for all m ∈ Z, the translate S ′ +m is not a set of strong recurrence for
weak mixing systems. In particular, no translate of S ′ is a set of strong recurrence.
1A measure preserving system is trivial if µ(D△T−1D) = 0 for all measurable sets D ⊆ X .
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The following lemma allows us to deduce Corollary 1.3 from Theorem 1.2.
Lemma 1.4 ([16], Lemma 7.1). If S ⊆ Z is a set of rigidity for a non-trivial weak mixing
measure preserving system (X, µ, T ) and m ∈ Z \ {0}, then S +m is not a set of strong
recurrence for weak mixing systems.
The special cases of Theorem 1.2 and of Corollary 1.3 where S = Z are Theorem 2.1
and Corollary 2.3 of [16].
As in [16], we use the following criteria for rigidity sequences. See [1, Proposition 2.10]
for proof and elaboration. Here T is the group R/Z and the function e : T→ C is defined
by e(x) = exp(2piix˜), where x˜ ∈ R satisfies x = x˜+Z. A measure σ on T is continuous if
σ({a}) = 0 for all a ∈ T.
Lemma 1.5. A sequence (sn)n∈N is a rigidity sequence for some weak mixing measure
preserving system (X, µ, T ) if and only if there is a continuous Borel probability measure
σ on T such that limn→∞
∫
|e(snx)− 1| dσ(x) = 0.
Theorem 1.2 is a consequence of Lemma 1.5 and the following proposition.
Proposition 1.6. Let S ⊆ Z be measure expanding. Then there is a sequence (s′n)n∈N of
elements of S and a collection of continuous Borel probability measures {σm : m ∈ Z} on
T such that
(i) S ′ := {s′n : n ∈ N} is measure expanding,
(ii) limn→∞
∫
|e((s′n −m)x)− 1| dσm(x) = 0 for all m ∈ Z.
After several preliminary steps, Proposition 1.6 is proved in §9.
2. Outline of the proof of Theorem 1.2
Our proof follows closely the method of [16], so we summarize its central mechanism.
Let K ⊆ T be a Kronecker set (defined in §8.4 below), and let σ be a continuous Borel
probability measure on K. Let f : T → S1 be a Borel function. Proposition 5.2 of [16]
says that for all ε > 0, the set Sf,ε := {n ∈ Z :
∫
|f(x) − e(nx)| dσ(x) < ε} is measure
expanding. Suppose we had the following relative version of this result.
Conjecture 2.1 (Proposed Generalization of Proposition 5.2 of [16]). Let S ⊆ Z be
measure expanding. If σ is a continuous Borel probability measure supported on a compact
Kronecker set K ⊆ T, then for all ε > 0 and all Borel functions f : T → S1, the set
S ∩ Sf,ε is measure expanding.
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Theorem 1.2 would follow easily from Conjecture 2.1, by arguments nearly identical to
those of [16]. Unfortunately Conjecture 2.1 is easily seen to be false: one can simply fix σ
to be a continuous measure supported on a Kronecker set and take S to be the complement
of S1,1/3, where 1 is the constant function equal to 1 everywhere on T. Then S is measure
expanding, as it contains arbitrarily long intervals, while S ∩ S1,1/3 = ∅. However, given
a measure expanding set S, it is possible to construct a continuous probability measure σ
on T for which the conclusion of Conjecture 2.1 is true. This is done in §8. Sections 3-7
build the foundations of the construction.
3. Compactness properties of recurrence
The proof of Theorem 1.2 relies heavily on some compactness properties of sets of
recurrence.
Definition 3.1. A set S ⊆ Z is a set of δ-recurrence if for every measure preserving
system (X, µ, T ) and every D ⊆ X such that µ(D) > δ, there exists n ∈ S such that
µ(D ∩ T nD) > 0.
Observe that S ⊆ Z is a set of recurrence if and only if S is a set of δ-recurrence for all
δ > 0. The following lemma is Theorem 2.1 of [10].
Lemma 3.2. A set S ⊆ Z is a set of recurrence if and only if for all δ > 0, there is a
finite set of δ-recurrence contained in S.
We will need a slight variant of Lemma 3.2.
Lemma 3.3. Let δ ≥ 0. If S ⊆ Z is a set of δ-recurrence then for all δ′ > δ, there is a
finite set S ′ ⊆ S such that S ′ is a set of δ′-recurrence.
The proof of Lemma 3.3 is nearly identical to the proof of Theorem 2.1 of [10], so we
omit it.
Lemma 3.4. Let (Sn)n∈N be a sequence of measure expanding sets. Then there is a
sequence of finite sets S ′n ⊆ Sn such that S
′ :=
⋃∞
n=1 S
′
n is measure expanding.
Proof. For each n ∈ N and m ∈ Z, the set Sn +m is a set of recurrence, so apply Lemma
3.3 to choose a finite set S ′n ⊆ Sn so that S
′
n + m is a set of
1
n
-recurrence for each m
with |m| ≤ n. Then for each m ∈ Z and all δ > 0, the set S ′ :=
⋃∞
n=1 S
′
n +m is a set of
δ-recurrence. Thus S ′ is measure expanding. 
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4. Bohr topology and properties of R0(T,D)
Let T denote the group R/Z with the usual topology. Each α ∈ T has a representative
α˜ ∈ R such that α˜ ∈ [0, 1) and α˜ + Z = α. If α ∈ T, let ‖α‖ := inf{|α˜ − n| : n ∈ Z}.
Then the metric on T defined by d(α, β) := ‖α− β‖ is translation invariant.
Let S1 denote the group of complex numbers of modulus 1, where the group operation
is multiplication, and the topology is the usual topology inherited from C. If z ∈ C, the
modulus of z is denoted |z|, as usual. Note that the map x 7→ exp(2piix) is a homomor-
phism from R to S1 with kernel Z, so it induces an isomorphism e : T → S1 defined by
e(α) = exp(2piiα˜), where α˜+Z = α. Furthermore, | exp(2piix)− 1| = 2| sin(pix)| for all x,
so
(4.1) 4‖α‖ ≤ |e(α)− 1| for all α ∈ T.
Definition 4.1. If d ∈ N, η > 0 and α = (α1, . . . , αd) ∈ Td, the corresponding Bohr set
is
(4.2) Bohr(α, η) := {n ∈ Z : max
j≤d
‖nαj‖ < η}.
For m ∈ Z, the corresponding Bohr neighborhood of m is Bohr(α, η) +m.
4.1. Group rotations. A group rotation system (Z,m, Tβ) is a measure preserving sys-
tem where Z is a compact abelian group, m is Haar probability measure on Z, β ∈ Z,
and Tβz := z + β .
Observation 4.2. If α = (α1, . . . , αd) ∈ Td and η > 0, then Bohr(α, η) contains a
set of the form R0(T ;D) for a measure preserving system (X, µ, T ). In fact, we can
take (X, µ, T ) to be the group rotation system (Td, m, Tα), where m is Haar probability
measure on Td, and D = {x ∈ Td : ‖xj‖ < η/2 for j ≤ d}. Then m(D) = ηd2−d > 0 and
Bohr(α; η) contains R0(Tα;D).
4.2. Translates of R0(T ;D). The following lemma is the core of our main argument. We
use the following notation: if A,B ⊆ Z, their sumset is A+B := {a+ b : a ∈ A, b ∈ B}.
Lemma 4.3. Let δ > 0. If S ⊆ Z is a measure expanding set, E ⊆ G is a set of δ-
recurrence, and (X, µ, T ) is a measure preserving system with D ⊆ X having µ(D) > 0,
then S ∩ (E +R0(T ;D)) is a set of δ-recurrence.
Proof. Let (Y, ν, Q) be a measure preserving system and C ⊆ Y have ν(C) > δ. Since E
is a set of δ-recurrence, choose m ∈ E such that Cm := C∩Q
mC has ν(Cm) > 0. To prove
the lemma it suffices find n ∈ R0(T ;D) such that m+ n ∈ S and ν(C ∩Q
m+nC) > 0.
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Consider the product system (X × Y, µ× ν, T ×Q). Since S is measure expanding, the
translate S −m is a set of recurrence, so there is an n ∈ S −m such that
µ× ν
(
(D × Cm) ∩ (T ×Q)
n(D × Cm)
)
> 0.
The above inequality implies n ∈ R0(T,D) and that ν(Cm ∩Q
nCm) > 0. Expanding the
last inequality using the definition of Cm we get
ν(C ∩QmC ∩QnC ∩Qm+nC) > 0,
which implies ν(C ∩Qm+nC) > 0. Since n ∈ S −m, we have m+ n ∈ S. 
Applying Observation 4.2, we may replace the set R0(T ;D) in Lemma 4.3 with a Bohr
set and obtain the following corollary.
Corollary 4.4. If δ > 0, S ⊆ Z is measure expanding, E ⊆ Z is a set of δ-recurrence,
and B ⊆ Z is a Bohr set, then S ∩ (E +B) is a set of δ-recurrence.
5. Bohr-Hamming neighborhoods
For aesthetic reasons we will sometimes use #A to denote the cardinality of a set A;
we may also use |A| to denote cardinality.
5.1. Hamming balls in powers of cyclic groups. For k ∈ N, let Zk denote the
subgroup of T generated by 1
k
, so Zk is the unique cyclic subgroup of order k in T. Let
Zdk := (Zk)
d be the dth cartesian power of Zk. Given an element x = (x1, . . . , xd) ∈ Z
d
k
and r ∈ N, consider the Hamming ball of radius r around x, defined as
(5.1) Ur(x) := {y ∈ Z
d
k : #{j : xj = yj} ≥ d− r}.
In other words, the Hamming ball of radius r around x is the set of d-tuples of elements
of Zk which differ from x in at most r coordinates. Our interest in Hamming balls lies in
Lemma 4.3 of [16], which can be stated as follows.
Lemma 5.1. For all ε, δ > 0 and all k ∈ N, there exists N = N(ε, δ, k) such that if
d ≥ N and A ⊆ Zdk has |A| ≥ δ|Z
d
k |, then for all x ∈ Z
d
k , there are distinct elements
a,b ∈ A such that a− b ∈ Ur·ε(x).
Note: Lemma 4.3 of [16] used multiplicative notation rather than additive notation, but
otherwise the statement is identical to the one above. Lemmas like these are often used
to construct dense subsets of groups whose difference sets lack some prescribed structure,
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as in [10, 11, 22, 30]. As mentioned in [16, 30], Lemma 5.1 essentially due to Kleitman
[20].
5.2. Independence in T. The following classical lemmas are useful in constructing sub-
sets of Z which imitate subsets of Td in useful ways. See Chapter 5 of [25] for an exposition
closely aligned with our approach.
Definition 5.2. We say that (α1, . . . , αd) ∈ Td is independent if the only solution to the
equation n1α1+· · ·+ndαd = 0 with nj ∈ Z is n1 = n2 = · · · = nd = 0. We say that a finite
set F = {α1, . . . , αd} ⊆ T is independent if the αj are mutually distinct and (α1, . . . , αd)
is independent.
Remark 5.3. (α1, . . . , αd) is independent in our definition if and only if there are mutually
distinct α˜1, . . . , α˜d ∈ R such that αj = α˜j + Z for each j and the set {α˜1, . . . , α˜d, 1} is
linearly independent over Q.
Lemma 5.4 (Kronecker’s Lemma). Let α = (α1, . . . , αd) ∈ Td. Then {nα : n ∈ Z} is
dense in Td if and only if α is independent.
We call a set I ⊆ T an interval if it is the image of an interval I˜ in R under the quotient
map. For example {x+ Z : x ∈ (0, 1/2) ⊆ R} is an interval in T.
Lemma 5.5. Let I1, . . . , Id be mutually disjoint open intervals in T. Then there are
α1, . . . , αd with αj ∈ Ij for each j such that (α1, . . . , αd) is independent.
Proof. This is an immediate consequence of Lemma 5.2.3(a) of [25]. 
5.3. Bohr-Hamming neighborhoods. Here we consider some subsets of Z which share
some useful properties of Hamming balls in Zdk .
Definition 5.6. Fix d ∈ N, ε, η > 0, and let α = (α1, . . . , αd) ∈ Td be independent. The
Bohr-Hamming neighborhood of dimension d, radius (ε, η), and frequency α around 0 ∈ Z
is
BH(α; ε, η) := {n ∈ Z : #{j : ‖nαj‖ < ε} ≥ (1− η)d}.
For an arbitrary m ∈ Z, the Bohr-Hamming neighborhood of dimension d, radius (ε, η),
and frequency α around m is defined to be the translate BH(α; ε, η) +m.
Lemma 5.7. Let d ∈ N and α = (α1, . . . , αd) ∈ Td be independent. If z = (z1, . . . , zd) ∈
Td and ε, η > 0, then
C := {n : #{j : ‖nαj − zj‖ < ε} ≥ (1− η)d}
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contains a Bohr-Hamming neighborhood of frequency α and radius (ε/2, η) around some
m ∈ Z.
Proof. Since α is independent, there is an m ∈ Z so that ‖mαj − zj‖ < ε/2 for every j.
Let BH := BH(α; ε/2, η) and n ∈ BH. We will show that n +m ∈ C. Since BH has
radius (ε/2, η), there are at least (1− η)d values of j satisfying
‖(n+m)αj − zj‖ = ‖nαj + (mαj − zj)‖ ≤ ‖nαj‖+ ‖mαj − zj‖ <
ε
2
+
ε
2
= ε.
Thus n+m ∈ C, and we conclude that BH +m ⊆ C. 
Corollary 5.8. With the hypotheses of Lemma 5.7, the set
E := {n ∈ Z : #{j : |e(nαj)− e(zj)| < ε} ≥ (1− η)d}
contains a Bohr-Hamming neighborhood of frequency α and radius (ε, η) around some
m ∈ Z.
Proof. This follows immediately from Inequality (4.1) and Lemma 5.7. 
We will need the following observation, which is an immediate consequence of Definition
4.1, Definition 5.6, and the triangle inequality ‖x+ y‖ ≤ ‖x‖ + ‖y‖ for the metric on T.
Observation 5.9. If α ∈ Td is independent and ε, η > 0, then the Bohr-Hamming
neighborhood BH(α; ε, η) contains the sumset Bohr(α, ε/2) +BH(α; ε/2, η).
6. Upper Banach density and recurrence
If A ⊆ Z, the upper Banach density of A is
d∗(A) := lim
k→∞
sup
n∈Z
|A ∩ {n+ 1, . . . , n+ k}|
k
.
We will use the following lemmas in much the same way we did in [16].
Lemma 6.1 ([16], Lemma 9.1). If A ⊆ Z then for every finite set F ⊆ Z, there exists
t ∈ Z such that |(A+ t) ∩ F | ≥ d∗(A)|F |.
See [2, Theorem 3.5] for a generalization of this lemma to amenable groups and a large
class of semigroups.
If A ⊆ Z, write A−A for the difference set {a− b : a, b ∈ A}. The next lemma follows
from the proof of Theorem 2.2 in [4].
Lemma 6.2. Let δ > 0 and S ⊆ Z. If S ∩ (A− A) 6= ∅ for all A ⊆ Z having d∗(A) > δ
then S is a set of δ-recurrence.
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7. Recurrence properties of Bohr-Hamming neighborhoods
From Lemma 5.1 we deduce the following, which says that Bohr-Hamming neighbor-
hoods (Definition 5.6) with appropriate parameters are sets of δ-recurrence.
Lemma 7.1. For all ε, δ > 0 there exists N = N(ε, δ) such that every Bohr-Hamming
neighborhood BH(α; ε, η) +m with dimension at least N , η ≥ ε, and m ∈ Z, is a set of
δ-recurrence.
In the proof we may consider only Bohr-Hamming neighborhoods where η = ε, since
BH(α; ε, ε) ⊆ BH(α; ε, η) when η ≥ ε, and the property of being a set of δ-recurrence is
inherited by supersets.
Proof. Fix ε, δ > 0 and k > 3/ε. Let N = maxl≤kN(ε, δ, l), where N(ε, δ, l) is as in
Lemma 5.1 and let d ≥ N . Fix a Bohr-Hamming neighborhood of 0, with dimension d
and radius (ε, ε), so that BH := BH(α; ε, ε), and α ∈ Td is independent. Let m ∈ Z.
We must show that BH +m is a set of δ-recurrence. By Lemma 6.2, it suffices to show
that whenever A ⊆ Z has d∗(A) > δ, (BH +m) ∩ (A − A) 6= ∅. That is, we must find
a, b ∈ A such that a− b ∈ BH +m, meaning that a− b−m ∈ BH , or equivalently
(7.1) #{j ≤ d : ‖(a− b−m)αj‖ < ε} ≥ (1− ε)d.
Consider the subgroup Zdk ⊆ T
d. Since α is independent, for each w ∈ Zdk we may choose
nw ∈ Z such that
‖nwαj − wj‖ < ε/3 for 1 ≤ j ≤ d.(7.2)
We may further insist that nw 6= nw′ when w 6= w
′. Let F = {nw : w ∈ Z
d
k}, so that F
is a finite subset of Z with cardinality |Zdk |. Fix w
(m) = (w
(m)
1 , . . . , w
(m)
d ) ∈ Z
d
k so that
(7.3) ‖mαj − w
(m)
j ‖ < ε/3 for each 1 ≤ j ≤ d.
Such w(m) exists due to the choice of k.
Define U ⊆ Zdk as U := {(z1, . . . , zd) : #{j : zj = w
(m)
j } ≥ (1 − ε)d}, meaning
U = Ud·ε(w
(m)) in the notation of Equation (5.1). By Lemma 6.1, choose t ∈ Z so that
|(A+ t) ∩ F | ≥ d∗(A)|F |, meaning |(A+ t) ∩ F | > δ|F |.
Define A˜ ⊆ Zdk as A˜ := {w ∈ Z
d
k : nw ∈ (A+ t)∩F}. Then |A˜| > δ|Z
d
k |, so our choice of
d and Lemma 5.1 guarantee there are distinct w,w′ ∈ A˜ such that w−w′ ∈ U , meaning
wj − w
′
j = w
(m)
j for at least (1− ε)d indices j.(7.4)
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Then nw, nw′ ∈ A+ t. We will show that nw − nw′ ∈ BH +m, by showing that
(7.5) ‖(nw − nw′ −m)αj‖ < ε for at least (1− ε)d indices j.
Let J be the set of indices j satisfying Equation (7.4). For j ∈ J , write (nw−nw′ −m)αj
as
(7.6) nwαj − wj + wj − w
′
j + w
′
j − nw′αj −mαj .
Now use Equation (7.4) to replace wj − w
′
j with w
(m)
j in the above expression, so that
(nw − nw′ −m)αj = nwαj − wj + w
(m)
j + w
′
j − nw′αj −mαj
= (nwαj − wj) + (w
′
j − nw′αj) + (w
(m)
j −mαj)
(7.7)
for all j ∈ J . Applying Inequalities (7.2) and (7.3) and the triangle inequality to the last
line of (7.7) we get that ‖(nw − nw′ −m)αj‖ < ε for all j ∈ J. Since |J | ≥ (1 − ε)d, this
proves Inequality (7.5), and shows that nw − nw′ −m ∈ BH .
Since nw, nw′ ∈ A + t, we have nw − nw′ ∈ (A + t) − (A + t) = A − A, and we have
shown that (A− A−m) ∩ BH 6= ∅. This completes the proof. 
The following lemma is the key to our main argument.
Lemma 7.2. Let ε, δ > 0. Then there exists N = N(ε, δ) such that for every mea-
sure expanding set S ⊆ Z, all m ∈ Z, and every Bohr-Hamming neighborhood BH :=
BH(α; ε, η) +m of dimension at least N and radius (ε, η) where η ≥ ε, the set S ∩ BH
is a set of δ-recurrence.
Proof. Choose N > N(ε/2, δ) in Lemma 7.1, so that every Bohr-Hamming neighborhood
with dimension at leastN and radius (ε/2, ε/2) is a set of δ-recurrence. Let d ≥ N , m ∈ Z,
and let α ∈ Td be independent. Consider the Bohr-Hamming neighborhood BH(α; ε, ε),
and C := BH(α; ε, ε) +m. Applying Corollary 4.4, we need only show the following: C
contains a set of the form E+B, where B is a Bohr set and E is a set of δ-recurrence. To
this end, consider the Bohr set B := Bohr(α; ε/2) and the Bohr-Hamming neighborhood
E := BH(α; ε/2, ε)+m. Our choice of N guarantees that E is a set of δ-recurrence, and
the containment E +B ⊆ C follows from Observation 5.9. 
Corollary 7.3. Let ε, δ > 0. If N > N(ε, δ/2) in Lemma 7.2, then for every measure
expanding set S ⊆ Z, every M > 0, and every Bohr-Hamming neighborhood BH with
dimension at least N and radius (ε, ε), there is a finite set S ′ ⊆ S ∩BH such that S ′+m
is a set of δ-recurrence for all m with |m| ≤ M .
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Proof. Fix a measure expanding set S and a Bohr-Hamming neighborhood BH as in
the hypothesis. Note that for each m, S + m is measure expanding and BH + m is a
Bohr-Hamming neighborhood of dimension at least N and radius (ε, ε), as well. For each
m, apply Lemma 7.2 to get that (S +m) ∩ (BH +m) is a set of δ/2-recurrence. Apply
Lemma 3.3 to find, for each m, a finite set S ′m ⊆ (S +m) ∩ (BH +m) such that S
′
m is a
set of δ-recurrence. Let S ′ =
⋃M
m=−M S
′
m −m. Our choice of S
′
m then implies S
′ +m is a
set of δ-recurrence for each m with |m| < M . 
Lemma 7.4. For all ε, δ > 0, there exists N = N(ε, δ) such that if d ≥ N , α ∈ Td is
independent, S ⊆ Z is measure expanding, f : T→ S1 is a function, M ∈ N, and
Cf := {n ∈ Z : #{j : |f(αj)− e(nαj)| < ε} ≥ (1− ε)d},
then there is a finite set S ′f ⊆ S ∩ Cf such that S
′
f +m is a set of δ-recurrence for every
m with |m| ≤M .
Proof. Let N > N(ε/2, δ/2) in Lemma 7.2. By Corollary 7.3 it suffices to observe that Cf
contains a Bohr-Hamming neighborhood with dimension at least N and radius (ε/2, ε/2).
Such a containment is a consequence of Inequality (4.1) and Lemma 5.7. 
8. Finding independence via continuous measures
The main result of this section is Lemma 8.8, which can be considered a technical
version of Proposition 1.6. The statement and proof of Lemma 8.8 are both intricate, so
we build up some constituent ideas and motivation in §§8.1-8.4.
8.1. Kronecker sets. A set K ⊆ T is called a Kronecker set if for every continuous
function f : K → S1 and all ε > 0, there is an n ∈ Z such that |f(x) − e(nx)| < ε for
all x ∈ K. Kronecker’s lemma characterizes those finite subsets of T which are Kronecker
sets.
Observation 8.1. If α1, . . . , αd are distinct elements of T, the set {α1, . . . , αd} is a Kro-
necker set if and only if (α1, . . . , αd) ∈ Td is independent as in Definition 5.2.
A special case of the construction in Section 5 of [17] proves that T contains a compact
Kronecker set with no isolated points. The construction is flexible and can be adapted to
find Kronecker sets with many additional properties.
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8.2. Constructing Cantor sets and associated measures in T. The following gen-
eral procedure will construct a subset of T homeomorphic to the Cantor set. Here we
define the diameter of a set X ⊆ T by diam(X) := sup{‖α − β‖ : α, β ∈ X}. A closed
interval in T is a set of the form [a, b] + Z, where a < b ∈ R.
Let (bk)k∈N be a sequence of integers each greater than 1. Define a sequence (Nk)k∈N
by N1 = b1, Nk+1 = bkNk. For each k ∈ N, let I(k) = {I
(k)
1 , . . . , I
(k)
Nk
} be a collection of Nk
mutually disjoint closed intervals in T, so that
(C1) for each k and j, I
(k+1)
j ⊆ I
(k)
l for some l,
(C2) each I ∈ I(k) contains exactly bk elements of I
(k+1).
(C3) limk→∞ supI∈I(k) diam(I) = 0.
Then K :=
⋂∞
k=1
⋃
I(k) is homeomorphic to the Cantor set, as it is compact, totally
disconnected, nonempty, metrizable topological space with no isolated points.
Given a sequence I = (Ik)k∈N satisfying (C1)-(C3), we construct an associated proba-
bility measure σI on K. For each k and each I ∈ I
(k), choose a point xI ∈ I. Consider
the measures
σk :=
1
#I(k)
∑
I∈I(k)
δxI ,
where δxI is the unit point mass at xI . Then σI := limk→∞ σk exists in the weak
∗ topology
on C(T). The notation is appropriate as σI does not depend on the exact choice of xI ∈ I.
We call σI the Cantor measure on K induced by I.
Lemma 8.2. Assuming conditions (C1)-(C3) are satisfied, the measure σI is continuous.
Proof. Let σ = σI . It suffices to prove that for each x ∈ K and δ > 0, there is a
neighborhood I of x such that σ(I) < δ. To see this, note that every element of I(k)
contains exactly bk elements of I
(k+1), so that for each k′ > k, I ∈ Ik, σk′(I) =
1
#I(k)
.
Then σ(I) ≤ 1
#I(k)
. For every k ∈ N each x ∈ K lies in some element of I(k), so the last
inequality shows that σ({x}) = 0. 
8.3. Constructing an uncountable perfect Kronecker set. This subsection is an
expository warm up for the proof of Lemma 8.7. The following lemma isolates a step in
the construction of Kronecker sets. A variation on this step will be crucial later on.
If k ∈ N, let Λk := {exp(2piin/k) : n ∈ {0, . . . , k − 1}}, so Λk is the set of kth roots of
unity in S1. Note that if ε > 0 and 1
k
< ε
2pi
, then for all z ∈ S1 there is a λ ∈ Λk such
that |z − λ| < ε.
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Lemma 8.3. Suppose I = (I(k))∞k=1 is a sequence of collections of intervals satisfying
conditions (C1)-(C3) listed in §8.2. For each k, let Yk :=
⋃
I(k). Assume the following
additional condition holds.
(K) For all k ∈ N and every function f : Yk → Λk which is constant on every element
of I(k), there is an n ∈ Z such that |f(x)− e(nx)| < 1
k
for all x ∈ Yk.
Then K :=
⋂∞
k=1
⋃
I(k) is a Kronecker set.
Proof. Let f : K → S1 be continuous and ε > 0. We must find an n ∈ Z such that
|f(x)− e(nx)| < ε for all x ∈ K.
SinceK is compact f is uniformly continuous, so choose δ > 0 so that |f(x)−f(y)| < ε/3
if ‖x − y‖ < δ. Choose k ∈ N sufficiently large to guarantee that the diameter of each
I ∈ I(k) is at most δ, and that 1/k < ε/6pi. For each I ∈ I(k), choose an xI ∈ K ∩ I,
and let zI ∈ Λk so that |f(xI) − zI | < ε/3. Define f˜ : Yk → S
1 so that f˜ |I ≡ zI . Apply
property (K) to find an n ∈ Z so that |f(α)− e(nα)| < 1
k
for all α ∈ Yk.
Now let x be an arbitrary element of K. Choose I ∈ I(k) so that x ∈ I. Then
|f(x)− e(nx)| ≤ |f(x)− f(xI)|+ |f(xI)− f˜(xI)|+ |f˜(xI)− e(nx)|
< ε
3
+ ε
3
+ ε
3
= ε.
Thus |f(x)− e(nx)| < ε for all x ∈ K. 
8.4. Kronecker-like measures. To prove our main results, we construct sets by the
method of §8.3 with a useful property in place of (K). These constructions will produce
the measures described in Proposition 1.6. Here the function en : T → S1 is defined as
en(x) = e(nx), where e : T→ S1 is defined in §4.
Definition 8.4. We say that a positive Borel measure σ on T is a KS-measure if for every
Borel measurable f : T→ S1 and all ε > 0, there is a n ∈ Z such that ‖f − en‖L1(σ) < ε.
The “KS” in “KS-measure” stands for Katznelson and Saeki, as this definition is in-
spired by properties of measures examined in [18] and [26]. Observe that if K ⊆ T is a
compact Kronecker set and σ is a Borel probability measure onK, then σ is a KS-measure.
Definition 8.5. If S ⊆ Z and P is a collection of subsets of Z, we say that a Borel
probability measure σ on T is a KS-(S,P) measure if for all ε > 0, and every Borel
measurable f : T→ S1,
(8.1) {n ∈ S : ‖f − en‖L1(σ) < ε} ∈ P.
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8.5. General procedure for constructing KS-(S,P) measures. We present here a
general procedure for constructing a continuous KS-(S,P) probability measure on T. In
the next subsection we will specialize to the setting where P is the class of measure
expanding sets. We say that a collection of sets P is upward closed if the conditions
A ∈ P and A ⊆ B imply that B ∈ P.
Suppose S ⊆ Z, and P, P1,P2, . . . , are upward closed collections of subsets of Z with
the following property:
(P) if A ∈ Pk for infinitely many k, then A ∈ P.
We introduce the following notation.
Notation 8.6. For each k, let I(k) be a collection of intervals contained in T and let
Yk :=
⋃
I(k). For f : Yk → S
1, let
Qf,k := {n ∈ S : #{I ∈ I
(k) : sup
x∈I
|f(x)− e(nx)| < 1
k
} ≥ (1− 1
k
)#I(k)}.
The next condition is the key for constructing a KS-(S,P) measure.
(KS) For infinitely many k, the following holds: for every f : Yk → Λk which is constant
on every element of I(k), the set Qf,k belongs to Pk.
Lemma 8.7. Let S ⊆ Z and let P, P1,P2, . . . be collections of subsets of Z satisfying
(P). Suppose I(k) is a sequence of collections of intervals satisfying (C1)-(C3) and (KS).
Then the Cantor measure σ := σI is a continuous KS-(S,P) measure.
Proof. Lemma 8.2 implies σ is continuous. Assuming (KS) holds, we will prove that σ is
a KS-(S,P) measure. It suffices to prove that if f : T→ S1 is continuous and ε > 0, then
(8.2) Sf,ε := {n ∈ S : ‖f − en‖L1(σ) < ε} ∈ P.
Fixing such f and ε, we will prove the inclusion (8.2) by showing that Sf,ε is in Pk for all
sufficiently large k, which implies Sf,ε ∈ P by condition (P). We will prove that Sf,ε is in
Pk by proving that Sf,ε ⊇ Qf˜ ,k, for some f˜ : Yk → Λk which is constant on each element
of I(k). The fact that Pk is upward closed and the hypothesis (KS) then imply Sf,ε ∈ Pk.
To prove Sf,ε ⊇ Qf˜ ,k for some f˜ , choose k ∈ N sufficiently large that the following three
conditions hold.
(i) 1/k < ε/6,
(ii) |
∫
f dσ −
∫
f dσk| < ε/3,
(iii) there is a function f˜ : Yk → Λk which is constant on every element of I
(k) and
|f(x)− f˜(x)| < ε/3 for all x ∈ Yk.
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Condition (iii) is satisfied for all sufficiently large k by the uniform continuity of f . Now
fix f˜ satisfying condition (iii) above, and suppose n ∈ Qf˜ ,k, meaning
(8.3) #{I ∈ I(k) : sup
x∈I
|f˜(x)− e(nx)| < 1
k
} ≥ (1− 1
k
)#I(k).
We will show that ‖f − en‖L1(σ) < ε, so that n ∈ Sf,ε. To see this, note that Equation
(8.3) and condition (C2) imply that for all k′ > k, the number of intervals I ∈ I(k
′) such
that supx∈I |f˜(x) − e(nx)| <
1
k
is at least (1 − 1
k
)#I(k
′), and this estimate together with
the trivial bound supx∈T |f(x)− en(x)| ≤ 2 implies
(8.4) ‖f˜ − en‖L1(σ
k′
) <
1
k
+
2
k
=
3
k
for all k′ ≥ k.
Since ‖f˜ − en‖L1(σ) = limk→∞ ‖f˜ − en‖L1(σk), (8.4) implies ‖f˜ − en‖L1(σ) ≤
3
k
< ε
2
. Then
‖f − en‖L1(σ) ≤ ‖f − f˜‖L1(σ) + ‖f˜ − en‖L1(σ) <
ε
3
+
ε
2
< ε,
as desired. We have shown that Qf˜ ,k ⊆ Sf,ε for all sufficiently large k, which implies
Sf,ε ∈ Pk for infinitely many k, by condition (KS). The hypothesis (P) then implies
Sf,ε ∈ P. This concludes the proof that σ is a KS-(S,P) measure under assumption
(KS). 
8.6. Constructing KS-measures for recurrence. In the following lemma, R• denotes
the collection of subsets of Z which are measure expanding.
Lemma 8.8. Suppose that S ⊆ Z is measure expanding. Then there is a continuous
KS-(S,R•) probability measure on T.
Proof. For each k ∈ N Let Rk be the collection of sets E ⊆ Z such that E +m is a set
of 1
k
-recurrence for all m with |m| ≤ k. Let S ⊆ Z be measure expanding. We will apply
Lemma 8.7 with R• in place of P, and Rk in place of Pk.
Choose a sequence (Nk)k∈N as follows. Let N0 = 1 and for each k ∈ N, let Nk > N( 1k ,
1
k
)
in Lemma 7.4. For convenience, make Nk have the recursive form Nk+1 = bkNk for some
natural numbers bk with bk = 1 and bk ≥ 2 for k > 0. Write [k] for the interval of integers
{1, . . . , k}.
Inductively define a sequence of collections I(k) of closed intervals in T as follows. Let
I(0) := {I
(0)
1 }, where I
(0)
1 is an arbitrary closed interval. Suppose I
(k−1) is defined. For
each I ∈ I(k−1), apply Lemma 5.5 to find αI,1, αI,2, . . . , αI,bk−1 ∈ I ∩ T such that the
collection Kk := {αI,j : I ∈ I
(k−1), j ∈ [bk−1]} is independent.
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Let Fk denote the collection of functions ψ : Kk → Λk, so that Fk is finite. For each
ψ ∈ Fk consider the set
Sψ,k := {n ∈ S : #{x ∈ Kk : |ψ(x)− e(nx)| <
1
2k
} ≥ (1− 1
k
)|Kk|}.
Then our choice ofNk and Lemma 7.4 imply that for each ψ, there is a finite set S
′
ψ,k ⊆ Sψ,k
such that S ′ψ,k + m is a set of
1
k
-recurrence for every m with |m| ≤ k. In other words,
S ′ψ,k ∈ Rk. For each k, let S
′
k :=
⋃
ψ∈Fk
S ′ψ,k, so that S
′
k is finite. For each α ∈ Kk, choose
a closed interval Iα containing α and satisfying
|e(nx)− e(nα)| < 1
2k
for all n ∈ S ′k and all x ∈ Iα.(8.5)
Furthermore choose the intervals Iα to be mutually disjoint and have diameter at most
1/k. Let I(k) = {Iα : α ∈ Kk}. Write Yk for
⋃
I(k). Now Inequality (8.5) implies that if
f : Yk → Λk is constant on every I ∈ I
(k), then the set
Qf,k := {n ∈ S : #{I ∈ I
(k) : sup
x∈I
|f(x)− e(nx)| < 1
k
} ≥ (1− 1
k
)#I(k)}
contains S ′ψ,k, where ψ = f |Kk . Our choice of S
′
ψ,k implies S
′
ψ,k ∈ Rk, so
(8.6) Qf,k ∈ Rk,
as well. We will show that the collections R•, Rk, and I
(k) satisfy conditions (P), (C1)-
(C3), and (KS).
To verify that R• and Rk satisfy condition (P), note the following: if for infinitely many
k, the set E +m is a set of 1
k
-recurrence for every |m| ≤ k, then every translate of E is a
set of recurrence. This implication follows immediately from the definitions. Conditions
(C1), (C2), and (C3) are easily verified from the definition of I(k). The inclusion (8.6)
shows that the condition (KS) is satisfied.
Having verified the hypotheses of Lemma 8.7, we conclude that K :=
⋂∞
k=1
⋃
I(k) is a
compact set supporting a continuous KS-(S,R•) measure. 
9. Proof of Theorem 1.2
By Lemma 1.5, Theorem 1.2 follows from Proposition 1.6, so we prove that proposition.
Proof of Proposition 1.6. Let S ⊆ Z be a measure expanding set. Enumerate Z as
(mk)k∈N. We will inductively define a sequence of sets (Sk)k∈N and continuous proba-
bility measures σk on Ĝ such that for all k the following three conditions are satisfied.
(i) S ⊇ Sk ⊇ Sk+1,
(ii) If Sk is enumerated as (s
(k)
j )j∈N, then limj→∞
∫
|e(s
(k)
j x)− e(mkx)| dσk(x) = 0,
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(iii) Sk is measure expanding.
Let S0 = S. Assuming Sl is defined and satisfies (i)-(iii) for each l ≤ k − 1, we will
construct Sk. The function x 7→ e(mkx) is a continuous function from T to S1, so apply
Lemma 8.8 to find a continuous probability measure σk on T such that for all r ∈ N the
set
Er :=
{
n ∈ Sk−1 :
∫
|e(nx)− e(mkx)| dσk(x) <
1
r
}
is measure expanding. Apply Lemma 3.4 to find a sequence of finite sets E ′r ⊆ Er such
that
⋃
r∈NE
′
r is measure expanding. Let Sk :=
⋃
r∈NE
′
r, so that condition (iii) is satisfied.
To verify condition (ii), enumerate Sk as (sj)j∈N and note that the definitions of Er and
E ′r imply that for each r ∈ N, the inequality
∫
|e(sjx)− e(mkx)|dσk <
1
r
must be satisfied
for all but finitely many j.
Having constructed the sequence (Sk)k∈N satisfying conditions (i)-(iii), apply Lemma
3.4 to find finite sets S ′k ⊆ Sk such that S
′ :=
⋃
k∈N S
′
k is measure expanding. Enumerating
S ′ as (s′n)n∈N, we have that for all k, s
′
n ∈ Sk for all but finitely many n. Thus condition
(ii) above implies
(9.1) lim
n→∞
∫
|e(snx)− e(mkx)| dσk(x) = 0 for all k ∈ N.
Note that the integrand in (9.1) is equal to |e((sn−mk)x)−1|, since e(mkx) has modulus
1 for each x. Since (mk)k∈N enumerates Z, (9.1) implies the sequence (s′n)n∈N satisfies the
conclusion of Proposition 1.6. 
10. Questions and remarks
We hope the proof of Theorem 1.2 can be extended to answer to the following.
Question 10.1. Is the following statement true? For every set of recurrence S ⊆ Z\{0},
there is a set S ′ ⊆ S such that S ′ is a set of recurrence but not a set of strong recurrence.
If we try to extend our proof of Theorem 1.2 to answer Question 10.1, we encounter
the following conjecture.
Conjecture 10.2. If S ⊆ Z \ {0} is a set of recurrence, then there is a continuous
probability measure σ on T such that for all m ∈ Z and all ε > 0, the set
{n ∈ S :
∫
|e(nx)− e(mx)| dσ(x) < ε}
is a set of recurrence.
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A proof of Conjecture 10.2 would immediately lead to an affirmative answer to Question
10.1, by way of the arguments in §9. A disproof of Conjecture 10.2 might not answer
Question 10.1 immediately, but it would indicate a direction for investigation. The proof of
Theorem 1.2 can be extended to answer some special cases of Question 10.1 affirmatively,
for example when S is the set of perfect squares, or when S has the form E − E, where
E ⊆ Z is infinite. These results will appear elsewhere.
Question 10.3. Is there a tractable description of sets of recurrence, or of measure
expanding sets? We imagine something like: “S is a set of recurrence if and only if S
contains a sequence of finite sets of the form An,” where the sets An have an easy-to-
understand description.
Progress on the following question may be useful in applications.
Question 10.4. Suppose (X, µ, T ) is a measure preserving system and D ⊆ X has
the following property: for all m ∈ Z, all measure preserving systems (X ′, µ′, T ′), all
D′ ⊆ X ′ with µ′(D′) > 0 and all c > 0, R0(T
′;D′) +m * Rc(T ;D). Assume further that
(X, µ, T ) is generated by D, in the sense that the smallest factor of (X, µ, T ) containing
D is (X, µ, T ). Can we prove that (X, µ, T ) must belong to a highly restricted class of
systems? For example, can the spectral type of (X, µ, T ) be determined based on the
given information?
Remark 10.5. Our proof of Theorem 1.2 indicates that all measure expanding sets have
some structure in common which makes them measure expanding, and this structure is
related to weak mixing systems whose maximal spectral type is supported on a subgroup
of T generated by a Kronecker set. In Question 10.4 we consider sets Rc(T ;D) which do
not contain a set of the form R0(T
′;D′)+m, meaning the complement Sc := Z\Rc(T ;D)
has nonempty intersection with every set of that form. In other words, Sc is measure
expanding. We therefore hope the proof of Theorem 1.2 will be useful in resolving Question
10.4.
Remark 10.6. With minor modifications, Theorem 1.2 can be extended from the present
setting to the setting where Z is replaced by an arbitrary countably infinite abelian group.
The proofs in this generality are significantly longer, as many arguments must be split
into cases depending on whether the ambient group has finite exponent.
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