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In this paper we investigated the possibility to use the magnetic Laplacian to characterize directed graphs
(a.k.a. networks). Many interesting results are obtained, including the finding that community structure is
related to rotational symmetry in the spectral measurements for a type of stochastic block model. Due the
hermiticity property of the magnetic Laplacian we show here how to scale our approach to larger networks
containing hundreds of thousands of nodes using the Kernel Polynomial Method (KPM). We also propose
to combine the KPM with the Wasserstein metric in order to measure distances between networks even
when these networks are directed, large and have different sizes, a hard problem which cannot be tackled
by previous methods presented in the literature. In addition, our python package is publicly available at
github.com/stdogpkg/emate. The codes can run in both CPU and GPU and can estimate the spectral density
and related trace functions, such as entropy and Estrada index, even in directed or undirected networks with
million of nodes.
The Laplacian operator of a directed network is
not Hermitian. This property hampers the in-
terpretation of the spectral measurements and
restricts the use of computational methods de-
veloped in network science. In this work, we
propose a framework and novel measures based
on the spectrum of the magnetic Laplacian to
study directed networks. By using the proper-
ties of circulant matrices, we show analytically
that novel measurements are able to grasp infor-
mation about the structure of directed networks.
It shows that the number of modular structures
in networks is related to the rotational symmetry
of the spectrum, and therefore can contribute to
characterize the parameters of the directed net-
works. To infer the generative parameters of net-
works, we propose the application of the Wasser-
stein metric to measure the distance between the
spectra of the magnetic Laplacian, allowing net-
works to be compared. All the proposed methods
depend on the diagonalization of the magnetic
Laplacian operator, which implies a high com-
putational cost. Therefore, the calculations can
become unfeasible. To overcome this limitation,
we implemented the Kernel Polynomial Method
(KPM) using TensorFlow package. This method
approximates the spectrum density of Hermitian
matrices with a lower computational cost, allow-
ing the spectral characterization of large directed
networks containing hundreds of thousands of
nodes.
a)Electronic mail: messias.physics@gmail.com
I. INTRODUCTION
In the seminal work Can one hear the shape of a
drum?1 Mark Kack discusses the relationship between
a membrane and the set of eigenvalues (spectrum) of the
Laplacian operator. However, this relationship was iden-
tified to be not unique2, in the sense that two distinct
membranes (non-isometric manifolds) can have the same
spectrum. Nevertheless, despite such degeneracies, spec-
tral information can provide valuable insights about the
real world. For instance, spectral geometry has been used
to study physical phenomena such as quantum gravity3
and provided the basis for developing algorithms in com-
puter science4.
Although the analysis of continuous regions such as
those considered by Kack remains an interesting issue,
several phenomena in nature and society need to be mod-
eled in terms of discrete structures such as networks. In
this case, we can adapt Kack’s question as Can one hear
the shape of a network? The answer to this question is
analogous to what has been verified for the original ques-
tion, i.e., two nonisomorphic networks can share the same
spectrum5,6. Despite such a limitation, the spectral ap-
proach to discrete structures can still be useful in some
practical and theoretical problems7,8. An example of a
spectral approach that has been applied to characterize
networks is the von-Neumann entropy9–11.
More recently, the concept of entropy of a graph has
been used to measure the similarity between two given
networks12. Examples of this approach include the en-
tropic similarity applied to the inference of parameters
of network models12,13. However, this measure cannot
be immediately extended to directed networks and, as
has been shown in14, the directed edges have substantial
implications in dynamics on graphs.
In addition, the entropic similarity depends on the
product of the matrices associated with the given net-
works. This implies that this similarity measurement is
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2not invariant with respect to permutations of the indices
associated with the nodes. Given these dependencies,
such measurements are not well defined when the nodes
cannot be associated with fixed indices.
Given that directed networks can accurately model
several real-world problems, it is essential to develop new
methodologies capable of dealing with network direction-
ality. An immediate difficulty implied by this scenario is
that the associated Laplacian operator will often have
complex values, because the adjacency matrix associated
with the directed networks is non-symmetric. A promis-
ing approach to address this problem consists of studying
directed complex networks while considering their mag-
netic Laplacian operator15–17. As an example, in16 the
authors showed that the results of community detection
algorithms could be improved by considering the mag-
netic Laplacian associated with the directed network.
In this work, we show that the magnetic Laplacian ap-
proach can be used to characterize complex networks,
including those with hundreds of thousands of nodes. By
characterization, we mean that measurements taken from
this operator contribute to identify the network model re-
sponsible for generating a given network, as well as per-
forming the inference of parameters responsible for gen-
erating a given specific network configuration. Several re-
sults were obtained. First, for simpler models (i.e., mod-
ular regular networks), the number of modular structures
is related to the specific heat rotational symmetry. Sub-
sequently, we showed that these spectral measurements
combined with the Wasserstein distance between spectral
densities18–20, can provide valuable contributions to infer
the original parameters used for getting those networks,
with relative errors smaller than 1%.
II. METHODS
A. Magnetic Laplacian
A directed network can be expressed by a tuple 𝐺 =
(𝑉,𝐸,𝑤), where 𝑉 is the set of vertices, and |𝑉 | stands for
the number of the vertices; 𝐸 is the set of edges such that
for each 𝑢, 𝑣 ∈ 𝑉 the ordered tuple 𝑒 = (𝑢, 𝑣) ∈ 𝐸 assigns
a directed edge from vertex 𝑢 to 𝑣 and 𝑤 : 𝐸 → R. A
directed network can be associated with an undirected
counterpart 𝐺(𝑠) = (𝑉,𝐸(𝑠), 𝑤(𝑠)), where 𝑤(𝑠)(𝑢, 𝑣) =
𝑤(𝑢,𝑣)+𝑤(𝑣,𝑢)
2 . However, the directionality of 𝐺 is lost
in 𝐺(𝑠).
In order to preserve the Hermiticity and the informa-
tion about directionality , define 𝛾, as 𝛾 : 𝐸 → 𝒢, where
𝒢 is a group, such that 𝛾(𝑢, 𝑣)−1 = 𝛾(𝑣, 𝑢), choosing
𝒢 = 𝑈(1) and expressing 𝛾 as
𝛾𝑞(𝑢, 𝑣) = exp(2𝜋𝑖𝑞𝑓(𝑢, 𝑣)), (1)
where 𝑞 ∈ [0, 1] and 𝑓(𝑢, 𝑣) = 𝑤(𝑢, 𝑣)−𝑤(𝑣, 𝑢) represents
the flow in a given vertex 𝑢 due to another vertex 𝑣.
The symmetric network equipped with 𝛾𝑞 has infor-
mation about directed edges and, at the same time, the
adjacency matrix is Hermitian.
Now, we consider the following operator, associated
with (𝐺(𝑠), 𝛾𝑞) where ⊙ is the Hadamard product:
L𝑞 = D− Γ𝑞 ⊙W(𝑠), (2)
where D is the degre matrix which contains the node de-
grees along its main diagonal; [Γ𝑞]𝑢,𝑣 = [Γ†𝑞]𝑣,𝑢 = 𝛾𝑞(𝑢, 𝑣)
and [𝑊 (𝑠)]𝑢,𝑣 = [𝑊 (𝑠)]𝑣,𝑢 = 𝑤(𝑠)(𝑢, 𝑣) .
It is interesting to observe that this operator corre-
sponds to the magnetic Laplacian15,22, 𝐿𝑞. The reason
for the term magnetic is that the operator can be used to
describe the phenomenology of a quantum particle sub-
ject to the action of a magnetic field23. Due to this phys-
ical context, the parameter 𝑞 is named charge.
By construction, D andW(𝑠) are both symmetric and
Γ𝑞 is Hermitian. Consequently, L𝑞 is Hermitian. In ad-
dition, it is sometimes convenient to use a normalized
version of L𝑞, which is given by
H𝑞 =
√
D−1L𝑞
√
D−1, (3)
where the H𝑞 is defined only if the network is at least
weakly connected.
A given eigenvector of H𝑞, |𝜓𝑙,𝑞⟩ ∈ C|𝑉 |, can be ob-
tained as solution of
H𝑞|𝜓𝑙,𝑞⟩ = 𝜆𝑙,𝑞|𝜓𝑙,𝑞⟩ (4)
where 𝜆𝑙,𝑞 ∈ R and 𝜆1,𝑞 ≤ 𝜆𝑙,𝑞 ≤ · · · ≤ 𝜆|𝑉 |,𝑞
It is possible to enhance the analogy with physical sys-
tems by including a temperature parameter 𝑇 ∈ R+. By
using this parameter, the network properties can be stud-
ied from the statistical mechanics viewpoint.
Here, we adopted the Boltzmann-Gibbs statistical me-
chanics formulation as a means to associate the partition
function
𝑍(𝑇, 𝑞) =
|𝑉 |∑︁
𝑙=1
𝑒−
𝜆𝑙,𝑞
𝑇 (5)
with 𝐺.
By using Eq.(5), the expected value at temperature T
of a operator 𝑂 can be expressed in terms of its eigenval-
ues {𝑜𝑙} as
⟨𝑂⟩ = 1
𝑍(𝑇, 𝑞)
|𝑉 |∑︁
𝑙=1
𝑒−
𝜆𝑙,𝑞
𝑇 𝑜𝑙. (6)
In this work, we use Eq.(6) to define the measure of spe-
cific heat, 𝑐𝜆, associated with a network. This novel mea-
surement is given by
𝑐𝜆(𝑞, 𝑇 ) =
⟨𝐻2𝑞 ⟩ − ⟨𝐻𝑞⟩2
𝑇 2
. (7)
3FIG. 1. In (a), (b) and (c) we have a SF, ER and BA network. The color maps, 𝑘𝑖𝑛 is the indegree of a given node. In (d),
(e) and (f) it is shown the specific heat in terms of the charge 2𝜋𝑞 (polar coordinates) and temperature (radial coordinate)
for a Bollobas et al. scale-free network21, ER , and BA network respectively. The parameters used to generate those networks
were |𝑉 | = 1000; the edge probability for ER was 𝑝 = 0.003; the number of outgoing edges for BA network was 𝑚 = 3.
The temperature range and charge are uniformly sampled form interval [0.01, 0.15] and [0, 1/2] with 30 points each. As can
be noted the 𝑐𝜆 shows a specific pattern for each network. This fingerprint pattern for each network explains why the SOM
(Self-Organization Map) was so successful in the task of organizing networks belonging to the same classes onto the same
groups using only the specific heat, without any knowledge about that classes. It follows from Eq.(1) that the eigenvalues, and
therefore 𝑐𝜆 are symmetric with respect to the addition of integer values to the charge 𝛾𝑞 = 𝛾𝑞+𝑗 ∀ 𝑗 ∈ Z, reflecting in the
bilateral symmetry with respect to the horizontal axis in (d), (e) and (f).
The Eq.(7) has two free parameters, namely 𝑞 and 𝑇 .
Because of this free choice of parameters and, owing to
the fact that we have a rotation associated with directed
edges (𝛾𝑞), we plot 𝑐𝜆 in two dimensions , setting 2𝜋𝑞 as
the polar coordinate, and 𝑇 as the radial one. Regard-
ing the interpretation and justification of physics-related
quantities such as the specific heat it is directly related
to the variance of the eigenvalue spectrum. As a conse-
quence, that quantity provides a signature of the spec-
trum properties, contributing to the characterization of
the network structure.
B. Directed modular networks
In this work, we resort to a type of directed stochas-
tic block model in order to obtain a good control of the
network properties such as community size, and also be-
cause of its potential for facilitating analytical studies.
The adopted stochastic block model networks were ob-
tained as follows
1. Split the set 𝑉 onto 𝑁𝑓 equal-size sets
(𝑓1, 𝑓2, . . . , 𝑓𝑁𝑓 ).
2. For each 𝑢, 𝑣 ∈ 𝑓𝑖 create a directed edge (𝑢, 𝑣) with
probability 𝑝𝑐.
3. For each 𝑢 ∈ 𝑓𝑖 and a 𝑣 ∈ 𝑓𝑖+1 (assuming 𝑓𝑁𝑓+1 =
𝑓1), create a directed edge (𝑢, 𝑣) with probability
𝑝𝑑.
C. Spectral entropy of directed networks
Recent works reported how to use entropic measure-
ments to quantify the similarity between two undirected
networks12,13. The entropy of a network is derived from
the usual Laplacian spectrum (all eigenvalues are real).
By contrast, these measurements cannot be used in the
case of directed networks because the adjacency ma-
trix is not Hermitian. However, the magnetic Laplacian
methodology yields a Hermitian operator 𝐻𝑞, which is
here used to define an entropic measurement for directed
networks.
Recall that a quantum system at finite temperature, 𝑇 ,
is defined by its respective density matrix, 𝜌(𝑇 )24. For a
network 𝐺 and charge 𝑞, this operator can be expressed
in terms of the eigenvalues and eigenvectors associated
to 𝐻𝑞 as
𝜌𝑞(𝑇 )
1
𝑍(𝑇, 𝑞)
|𝑉 |∑︁
𝑙=1
𝑒−
𝜆𝑞,𝑙
𝑇 |𝜓𝑙,𝑞⟩⟨𝜓𝑙,𝑞|. (8)
The previously defined density matrix can be used in
order to define measurements associated with a directed
(or undirected) network. For instance, by using the pre-
vious definition, the concepts of spectral entropy of a
network can be extended for the directed case by using
the following equation
4𝑆(𝐺, 𝑞, 𝑇 ) = Tr [𝜌𝑞(𝑇 )Log𝜌𝑞(𝑇 )] , (9)
where Log is the matrix logarithm and Tr corresponds to
the trace operation.
Given the definition of spectral entropy, we can extend
the entropic dissimilarity between two directed networks,
?˜? and 𝐺, as
𝑆𝑑(?˜?,𝐺, 𝑞, 𝑇 ) = 𝑆(?˜?, 𝑞, 𝑇 )− Tr [𝜌𝑞(𝑇 )Log𝜌𝑞(𝑇 )] . (10)
0
1
2
3
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0
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2
3
(b)
FIG. 2. The networks in (a) and (b) are isomorphic in the
sense that they can be mapped one into the other by changing
the indexes 0→ 1, 1→ 0.
However, as can be noted the term within the trace
depends on the product of distinct matrices. Thus, even
if two networks presented in Fig.2 are isomorphic, the
measure of entropic dissimilarity is nonzero when it de-
sirable be null. Another issue related with the entropic
similarity approach is that measure cannot be used to
compare networks with different number of nodes. This
is interesting also because the largest weakly connected
component generated by a model does not necessarily
have the same size as the overall number of nodes. At
the same time, such measure has a high computational
cost.
In this work, we suggest the application of the kernel
polynomial method jointly with the Wasserstein metric
in order to quantify the dissimilarity between the directed
networks. It should be emphasized that this combination
of approaches is only possible given that the the magnetic
Laplacian is a Hermitian operator.
D. Comparasion of large directed networks: The KPM
method and the Wasserstein Metric
In order to compute the spectral distance between two
networks it is necessary to compute the spectral density,
𝜌𝑞(𝜆) =
1
|𝑉 |
|𝑉 |∑︁
𝑙=1
𝛿(𝜆− 𝜆𝑙,𝑞) (11)
which has complexity order 𝑂(|𝑉 |3). As such, this ap-
proach becomes unfeasible for larger networks (|𝑉 | >
105). Fortunately, the magnetic Laplacian matrix is Her-
mitian and often sparse, so that the method known as
kernel polynomial (KPM) can be considered25 for esti-
mating the 𝜌𝑞.
The KPM objective consists in calculating a simplex
{p ∈ R𝑛+ :
𝑛∑︀
𝑖=1
𝑝𝑖 = 1} which allows to define a discrete
measure
𝛼𝑞 =
𝑛∑︁
𝑖=1
𝑝𝑖,𝑞𝛿𝜆𝑖,𝑞 (12)
that approximates the Eq.(11) with enough accuracy.
This method is based in two approximations. The
first is that any continuous real function in an interval
[−1, 1] can be expanded in terms of Chebyshev polyno-
mials26, allowing the spectral density to be approximated
by 𝑛 terms. The second approximation consists in eval-
uating the traces associated with the terms of that ex-
pansion using Hutchinson’s approach27. In essence, the
trace of a sparse matrix function can be aproximated
by the product of this function by a set of random vec-
tors. The oscilations induced by these approximations
can be smoothed by subsequently applying a known ker-
nel, which in the present work corresponds to the Jack-
son kernel28. Therefore, the KPM allows the spectrum of
magnetic Laplacian to be estimated by using algorithms
with near-linear computational cost. In this way, it be-
comes possible to estimate the spectral density and mea-
surements such as entropy and specific heat even in the
case of very large networks containing million of nodes.
Given that it is possible to effectively estimate the
magnetic Laplacian spectral density, we can employ
Wasserstein metric in order to define distances between
directed networks.
For instance, let the set of admissible couplings of two
probability distributions 𝛼𝑞 and ?˜?𝑞, given as
𝑈(𝛼, ?˜?) = {U ∈ R|𝑉 |×|𝑉 |+ : U1|𝑉 | = p, U𝑇1|𝑉 | = p˜}
(13)
For a 𝑑 ≥ 1 a d-Wasserstein distance between the two
measures is given by
𝑊𝑑(𝑝, 𝑝, 𝑞) =
⎛⎝ min
𝑃∈𝑈(𝛼,?˜?)
⎡⎣∑︁
𝑖,𝑗
|𝜆𝑖,𝑞 − ?˜?𝑗,𝑞|𝑑𝑈𝑖,𝑗
⎤⎦⎞⎠1/𝑑 .
(14)
This function has several desired characteristics, such as:
it is a metric, it can be applied to networks with different
number of nodes, it has relaxed implementations that
allow the distance value to be obtained with a smaller
computational cost.
5The task of estimating the value of a parameter used
to generate a given network, such as the connecting prob-
ability in the ER model, can be approached by seeking
for a minimum Wasserstein distance between the origi-
nal network and a set of 𝑛𝑒𝑥𝑝 networks synthesized by
considering several parameters. In this work, we chose a
set of 𝑛𝑞 charges from which the magnetic Laplacians of
each candidate network is obtained, then KPM is used
to obtain the respective spectra, and the minimal dis-
tance between the latter and the original is determined
by using the Wasserstein distance
⟨𝑊𝑑⟩(𝑝) = 1
𝑛𝑒𝑥𝑝
∑︁
𝑝∈𝑃
⎛⎝ 1
𝑛𝑞
∑︁
𝑞∈𝑄
𝑊𝑑(𝑝, 𝑝, 𝑞)
⎞⎠ . (15)
III. RESULTS
A. Community structures in network and spectral
symmetries
As a first step to address the problem of characterizing
directed complex networks by using the magnetic Lapla-
cian formalism, we derive some analytic and numerical
results relating network structure and the spectrum of
the magnetic Laplacian operator.
First, we aim at studying the influence of community
structure in directed networks on the magnetic Lapla-
cian spectrum and, consequently, on the specific heat, 𝑐𝜆.
We assume that the connections within the communities,
Win, as well as between the communities,Wout, are not
differentiated between the structures. Under this hypoth-
esis, the adjacency matrix can be organized as follows,
assuming 𝑁𝑓 communities (henceforth, we take 𝑁𝑓 > 2):
W =
⎡⎢⎢⎢⎣
Win Wout 0𝑁𝑐 . . . 0𝑁𝑐
0𝑁𝑐 Win Wout . . . 0𝑁𝑐
...
...
... . . .
...
Wout 0𝑁𝑐 0𝑁𝑐 . . . Win
⎤⎥⎥⎥⎦ , (16)
where 0𝑁𝑐 is a null matrix 𝑁𝑐×𝑁𝑐. For generality’s sake
Win and Wout can be constructed in arbitrary form.
The magnetic Laplacian expressed as discussed above
has the following organization:
H𝑞 =
⎡⎢⎢⎢⎣
Hin Hout 0𝑁𝑐 . . . Hout†
Hout† Hin Hout . . . 0𝑁𝑐
...
...
... . . .
...
Hout 0𝑁𝑐 0𝑁𝑐 . . . Hin
⎤⎥⎥⎥⎦ , (17)
note that this matrix is circulant, i.e.
H𝑞 =
⎡⎢⎢⎢⎣
h0 h1 . . . h𝑁𝑓−1
h𝑁𝑓−1 h0 . . . h𝑁𝑓−2
...
... . . .
...
h1 h2 . . . h0
⎤⎥⎥⎥⎦ . (18)
Observe that H𝑞 is a specific case of a Toepltiz matrix29,
so that the eigenvalues can be obtained considering the
property that all the columns in the original matrix can
be expressed as cyclic permutations of the first column.
Our objective now is to find the set {𝜆𝑢} such that
H𝑞|𝜓𝑢⟩ = 𝜆𝑢|𝜓𝑢⟩. (19)
As known from literature29, the eigenvectors of a cyclic
matrix can be obtained as
|𝜓𝑢⟩ =
⎡⎢⎢⎢⎣
|𝜑⟩
𝜌𝑢|𝜑⟩
...
𝜌
𝑁𝑓−1
𝑢 |𝜑⟩
⎤⎥⎥⎥⎦ , (20)
where 𝑢 ∈ {0, . . . , 𝑁𝑓 − 1} and 𝜌𝑢 = 𝜌⋆𝑁𝑓−𝑢 = exp( 2𝜋𝑖𝑢𝑁𝑓 ).
Substituting this eigenvector Eq.(20) into Eq.(19), allows
the block equation induced by the first row to be solved
as
H˜𝑢|𝜓𝑢⟩ =
𝑁𝑓−1∑︁
𝑙=0
h𝑙𝜌𝑙·𝑢|𝜓𝑢⟩ = 𝜆𝑢|𝜓𝑢⟩, (21)
The above equation can be simplified introducing the
variable
𝑚𝑓 =
{︃
𝑁𝑓+1
2 if 𝑁𝑓 is odd,
𝑁𝑓
2 if 𝑁𝑓 is even
, (22)
and by taking into account that HN is Hermitian conse-
quently h𝑗 = h†𝑁𝑓−𝑗 .
The simplified version is given as
H˜𝑢 = h0 +
𝑚𝑓−1∑︁
𝑙=1
(︁
h𝑙𝜌𝑙·𝑢 + h†𝑙 𝜌
⋆
𝑙·𝑢
)︁
+Δ, (23)
where
Δ =
{︃
0𝑁𝑐 if 𝑁𝑓 is odd,
(−1)𝑢h𝑚𝑓 if 𝑁𝑓 is even
. (24)
Since in the flow structure Δ = 0𝑁𝑐 , and only three
instances h𝑢 are non-null, we have
H˜𝑢 = h0 + h1𝜌𝑢 + h†1𝜌⋆𝑢, (25)
Replacing the operators h by their respective counter-
parts in equation Eq.(17), we obtain the following expres-
sion for the 𝑢-th matrix in a network with 𝑁𝑓 blocks,
H˜𝑢 = Hin + 𝑒
2𝜋𝑖𝑢
𝑁𝑓 Hout + 𝑒
− 2𝜋𝑖𝑢𝑁𝑓 Hout†. (26)
In the following sections we will investigate how distinct
Hin influence 𝑐𝜆.
6FIG. 3. Specific heat (shown in colors) in terms of the charge
2𝜋𝑞 (polar coordinates) and temperature (radial coordinate)
for 𝑁𝑓 = 3(a), 4(b) and 5(c), assuming 𝑁𝑐 = 45. This plot
was derived from Equation Eq.(33).
1. Uniform Connections
Uniform connection is characterized by having the de-
gree of each vertex given as [D𝑖𝑖] = 𝑑 = 2𝑁𝑐 − 1. Conse-
quently, the intrablock of the magnetic Laplacian is
Hin =
I𝑁𝑐(1 + 𝑑)− 1𝑁𝑐
𝑑
, (27)
and the interblock defining the connections between the
modular structures is given as
Hout = −exp(2𝜋𝑖𝑞)2𝑑 1𝑁𝑐 . (28)
Substituting the two previous equations into Eq.(26), H˜𝑢
can be obtained as
H˜𝑢 =
I𝑁𝑐(1 + 𝑑)− 1𝑁𝑐
𝑑
− 2
cos(2𝜋( 𝑢𝑁𝑓 − 𝑞))
2𝑑 1𝑁𝑐 , (29)
observe that H˜𝑢 is a circulant matrix. Due that let 𝑣 ∈
{0, ..., 𝑁𝑐 − 1}, and define
𝑚𝑐 =
{︃
𝑁𝑐+1
2 if 𝑁𝑐 is odd,
𝑁𝑐
2 if 𝑁𝑐 is even
, (30)
the eigenvalues of H˜𝑢 can be obtained as
𝜆𝑢,𝑣 = ℎ0 +
𝑚𝑐−1∑︁
𝑙=1
(︁
ℎ𝑙𝜌𝑙·𝑣 + ℎ†𝑙 𝜌
⋆
𝑙·𝑣
)︁
+Δ. (31)
where
Δ =
{︃
0 if 𝑁𝑐 is odd,
(−1)𝑣ℎ𝑚𝑐 if 𝑁𝑐 is even
. (32)
Replacing ℎ𝑙 by their counterparts in Eq.(31) the follow-
ing eigenvalue equation can be obtained
𝜆𝑢,𝑣 = 1−
cos(2𝜋( 𝑢𝑁𝑓 − 𝑞))
𝑑
+ 2
𝑑
(︂
1 + cos(2𝜋( 𝑢
𝑁𝑓
− 𝑞))
)︂
𝑓(𝑣,𝑁𝑐,𝑚𝑐) + Δ,
(33)
where 𝑓(𝑣,𝑁𝑐,𝑚𝑐) =
𝑚𝑐−1∑︀
𝑙=1
cos( 2𝜋𝑣𝑙𝑁𝑐 ), such that
𝑓(𝑣,𝑁𝑐,𝑚𝑐) =
{︃
𝑚𝑐 if 𝑣 = 0,
sin(𝜋𝑣𝑚𝑐𝑁𝑐 )
sin( 𝜋𝑣𝑁𝑐 )
cos( 𝜋𝑣𝑁𝑐 (𝑚𝑐 − 1)) otherwise
.
(34)
The Eq.(33) indicates a rotation symmetry related to
the charge parameter in the modular directed network.
These symmetries also reflect the behavior of the specific
heat petal structure shown in Fig.3.
2. Asymmetries in the specific heat petal structures
The results obtained in the previous section helps to
understand the relationship between the modular struc-
tures and the magnetic Laplacian spectrum, as well as
the specific heat symmetry. However, these results as-
sume that the inner structures Hin are undirected. The
effect of directionality can be inferred by generating ran-
dom directions inside the intrablocks, i.e. by imposing
that [Win]𝑢,𝑣 has probability 𝑝𝑐 < 100% to take value
1. Adopting 𝑝𝑐 = 30%, we calculate the specific heat
by using numeric diagonalization, yielding the structures
in Fig.4. We can observe the obtained petals are not
symmetric, unlike what had been observed for uniform
connections.
B. Model characterization of directed graphs
FIG. 4. Specific heat (colors) in terms of the charge 2𝜋𝑞
(angle) and temperature (radius), for 𝑁𝑓 = 3(a), 4(b) and
5(c), assuming 𝑁𝑐 = 45. The networks were generated ran-
domly, imposing the probability of having a directed edge
as 𝑝𝑐 = 30%. Observe the obtained asymmetric petals con-
trasting with the results obtained previously for the uniform
connections.
In this section we address the task of characterization
of distinct networks models through the spectra of mag-
netic Laplacian. In particular, given a set of measure-
ments obtained from a graph, can we infer which model
created that graph? In this work, we opted to use the
specific heat, 𝑐𝜆, as a feature of measurement of graphs,
in order to address the question above. As shown in
Fig.1, the 𝑐𝜆 measures yielded specific behavior for dif-
ferent models, therefore providing valuable information
7that can be use to identify and discriminate between dif-
ferent complex networks models.
In order to evaluate the efficiency of using 𝑐𝜆 as a fin-
gerprint of a directed network, we built a dataset with
2000 network samples with types Erdo˝s–Re´nyi (ER),
Baraba´si (BA), Bolloba´s’s et al scale-free model30 (SF),
Watts-Strogatz (WS), and SBM with 3 and 4 blocks.
Then, self organizing maps (SOMs), namely a method
for non-supervised clustering31, were trained with the ob-
tained 𝑐𝜆 values and the obtained regions were subse-
quently labeled. This was done by feeding each training
data into the SOM and choosing the neuron that exhib-
ited highest activation. As indicated by the results shown
in Fig.5, networks belonging to the same class have been
mapped into nearby neurons, defining respective clusters.
So, the SOM was able, without previous knowledge to
find the patterns of 𝑐𝜆 associated to the considered types
of networks.
From what we have seen, we can conclude that the sug-
gested magnetic Laplacian approach is able, at least for
the considered cases, to properly characterize the model
of given networks. For this reason, in a similar man-
ner to that which has been applied in condensed mat-
ter physics, “SOM” proved to be a powerful technique
for characterizing complex networks when we see these
networks through the lens of statistical mechanics and
magnetic Laplacians.
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FIG. 5. SOM mapping of six types of complex networks rep-
resented by the specific heat approach. The neuron index x
and neuron index y correspond to neurons in the SOM cor-
tical space. The distances between neighboring neurons (U-
matrix) are indicated in gray. A good separation between the
types of networks can be observed.
Given that many real-world networks contain a large
number of nodes, a question arises regarding the feasi-
bility using spectral quantities for their characterization.
As described in the methodology section, thanks to the
magnetic Laplacian formalism, KPM can be used as a
means to estimate spectral density measurements. For
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FIG. 6. Approximated specific heat for a network with
|𝑉 | = 3000, 𝑁𝑓 = 3, 𝑝𝑐 = 0.25 and 𝑝𝑑 = 0.5. In the ap-
plication of KPM method the expansion was truncated at
40 first terms and the stochastic trace approximation used
25 random vectors. The error-bars represent the deviation
between the exact value (obtained numerically) and the ap-
proximated value calculated by the KPM method and using
numerical integration.
instance, given a modular directed network we obtained
the exact and KPM-approximated values of the specific
heat for different temperatures and charge values. The
approximated specific heat is shown in Fig.6. The error
bars indicate a small dispersion, corroborating the po-
tential of the KPM approach for studying the spectral
properties of complex networks.
C. Directed network parameter Inference
The results shown in Fig.5 indicates that, given a net-
work ?˜?, we can infer which model was responsible for
generating it. In addition, to complete the task of char-
acterizing a network it is necessary to find the network
which most closely resembles ?˜? among several networks
created with distinct parameters while fixing the model.
In this section, we explore the problem of inferring the
parameters of models using the spectra of the magnetic
Laplacian..
In order to argue that the Wasserstein metric can be
used combined with the KPM approach as a means to
estimate the network model parameters with sufficient
precision, we study the problem of infering the conecting
probabilities 𝑝 of ER networks and the out-degree ?˜? of
BA networks, both with approximately 105 nodes.
In Fig.7 the continuous vertical lines show the correct
value of the parameter and the vertical dashed lines iden-
tify the position of the minimal of Eq.(15), which is the
inferred value of the parameter. By using KPM with the
100 first terms of the Chebyshev polynomial and approx-
imating the trace by using 20 random vectors, we observe
the parameters can be inferred with good accuracy.
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FIG. 7. The curves in (a) and (b) represent the mean of 1-
Wasserstein distances Eq.(15), respectively to BA and ER,
in terms of the parameters adopted for network generation,
considering 𝑁𝑒𝑥𝑝 = 5, |𝑉 | = 105, and 𝑄 = {0, 1/3}. For
spectral estimation using the KPM was used 100 terms of
expansion and 20 random vectors.
IV. CONCLUSIONS
Directed networks can be used to represent several
real-world structures and problems. As a consequence,
several approaches have been proposed aimed at charac-
terizing and comparing directed networks. Among these
approaches, spectral methods present some particularly
interesting properties, such as bearing a direct relation-
ship with the structural and dynamical aspects of given
networks. However, when applied to directed networks,
the usual Laplacian operator yields complex eigenvalues,
which are difficult to treat and interpret. Nevertheless,
the hermiticity property of the magnetic Laplacian al-
lows a set of real eigenvalues to be associated with a
weighted directed network. We showed here that real
eigenvalues and the associated charge parameter convey
information about the network, more specifically regard-
ing its mesoscale structures and the spectral and specific
heat symmetry.
In order to extend the proposed methodology to larger
networks containing hundreds of thousands of nodes, we
showed the KPM method can be combined with the mag-
netic Laplacian approach. This combination allowed to
estimate the spectral density of the magnetic operator
with remarkable efficiency and accuracy. Given that
we could estimate the spectral density of the magnetic
Laplacian, we showed that the study of spectral geome-
try under the Wasserstein metric can be used as a tool
to infer parameters of networks with low relative errors.
The reported contributions pave the way to a num-
ber of future developments and applications involving
directed complex networks. For instance, these meth-
ods can be applied to study several other theoretical and
real world structures, including fake news dissemination,
metabolic networks, neuronal systems, to name but a
few possibilities. It would also be interesting to perform
studies using random matrix theory in order to infer rela-
tionships between topology and spectra for more general
complex networks. Since we deal only with spectral in-
formation, the results presented in this paper could also
be immediately applied to multiplex networks.
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