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Zusammenfassung
Diese Arbeit stellt einen neuen Stereoaufbau zur Stro¨mungsmessung in Kiespo-
ren vor. Die eingesetzten Glasfaser-Endoskope sind direkt am Messvolumen posi-
tioniert und messen in einem bislang unzuga¨nglichen Kiesbett. Die Verwendung
eines Stereoaufbaus erlaubt die Rekonstruktion raum-zeitlicher Trajektorien, was
die Bestimmung von Turbulenz ermo¨glicht. Durch Einbetten in eine ku¨nstliche
Kiespore wird die Sto¨rung der Stro¨mung bei der Messung gering gehalten. Es wird
die Entwicklung, die Umsetzung und Erprobung des Messaufbaus beschrieben. Die
dabei auftretenden Limitierungen der Signalsta¨rke werden mit Methoden der di-
gitalen Bildverarbeitung kompensiert. Der Einﬂuss der Glasfaserabbildung wird
quantiﬁziert und behoben. Wie gezeigt wird, ist nach dieser Vorverarbeitung der
Daten der Einsatz von Particle Tracking Velocimetry mo¨glich. Außerdem wird ein
neues Verfahren verwendet, das die geometrische Kalibrierung bei einem derart
kleinen Messvolumen stark vereinfacht.
A Miniature Stereo System for
3D-Flow Visualisation in Gravel
This thesis introduces a novel stereo setup for ﬂow measurements in gravel pores.
The used glass ﬁbre endoscopes measure directly at the pore volume. This area
has been inaccesible for ﬂow investigations so far. Using a stereo setup enables the
reconstruction of spatio-temporal particle trajectories allowing the determination
of turbulence. Embedded into an artiﬁcial pore the disturbance of the surrounding
ﬂow is kept at a minimum. This work describes the design, realisation and testing
of the device. The resulting low signal levels are overcome by means of digital image
processing. The inﬂuence of the glass ﬁbres is accounted for. It is shown that this
preprocessing enables the use of Particle Tracking Velocimetry. Furthermore, a
new technique for geometrical camera calibration is applied in order to simplify
the calibration procedure.


Blick in den Strom
Sahst du ein Glu¨ck voru¨bergehn,
Das nie sich wiederﬁndet,
Ists gut in einen Strom zu sehn,
Wo alles wogt und schwindet.
O! starre nur hinein, hinein,
Du wirst es leichter missen,
Was dir, und solls dein Liebstes sein,
Vom Herzen ward gerissen.
Blick unverwandt hinab zum Fluß,
Bis deine Tra¨nen fallen,
Und sieh durch ihren warmen Guß
Die Flut hinunterwallen.
Hintra¨umend wird Vergessenheit
Des Herzens Wunde schließen;
Die Seele sieht mit ihrem Leid
Sich selbst voru¨berﬂießen.
Nikolaus Lenau, 1844
Seraphine X
Das Fra¨ulein stand am Meere
Und seufzte lang und bang,
Es ru¨hrte sie so sehre
Der Sonnenuntergang.
Mein Fra¨ulein! sein Sie munter,
Das ist ein altes Stu¨ck;
Hier vorne geht sie unter
Und kehrt von hinten zuru¨ck.
Heinrich Heine, 1844
Lenau verﬁel wenig spa¨ter dem Wahnsinn.
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Kapitel 1
Einleitung
Die theoretische und technische Erweiterung der Signalverarbeitung auf Bildfolgen
ero¨ﬀnet zunehmend den Anwendungsbereich raum-zeitlich aufgelo¨ster Messungen.
Solche Daten fallen in vielen Disziplinen an, und die digitale Bildverarbeitung
ermo¨glicht die Untersuchung von vielfa¨ltigen Prozessen. Die Messung besteht da-
bei im wesentlichen in einer Detektion von Photonen – eine bei mechanischen
Pha¨nomenen sto¨rungsfreie Methode. Insbesondere sind Visualisierungen mo¨glich,
die sich der direkten Beobachtung entziehen, sei es durch Beschra¨nkungen des Zu-
gangs, der zu hohen oder auch zu geringen Geschwindigkeiten von Objekten oder
nicht sichtbaren Lichts im ultravioletten oder infraroten Teil des Spektrums.
Eines der Pha¨nomene, die aufgrund ihrer Gro¨ße einfach messbar erscheinen und
dennoch nicht weitgehend erforscht sind, ist die Stro¨mung im Flussbett.
Flussla¨ufe entstehen durch Umlagerungen des Bodens aufgrund der angreifenden
Kra¨fte des diesen u¨ber- und durchstro¨menden Wassers. Sie sind ein Produkt der
chaotischen Wechselwirkung von Wasser, Boden und Luft und sta¨ndigen A¨nde-
rungen unterworfen. Dabei sind die Zeitskalen der makroskopischen Bewegung zu
groß, als dass die morphodynamische Entwicklung von Flussla¨ufen unmittelbar
wahrnehmbar wa¨re. Schon sehr kleine Kra¨fte ko¨nnen u¨ber solche Zeitra¨ume von
enormer Wirkung sein.
Da die Ufer im allgemeinen festgelegt sind, ﬁnden die meisten Bewegungen an
der Sohle statt. Diese schneller fortschreitende Bewegung des Flussbodens ist dem
Menschen direkt nur in seichten und schnellen Gewa¨ssern einsehbar. Die Vera¨nde-
rung der Sohle ist jedoch von besonderem Interesse bei wasserbaulichen Maßnah-
men. Ein Problem besteht dabei in der Unterstu¨tzung des Flussbetts. Insbesondere
sollte die Schiﬀbahrkeit zu jeder Zeit gewa¨hrleistet sein. Die damit verbundenen Sa-
nierungen sind a¨ußerst aufwa¨ndig und kostenintensiv. Die Wirksamkeit und Nach-
haltigkeit großer Flussbauwerke ist von der Dynamik des Bodens stark abha¨ngig.
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Es besteht aus wirtschaftlichen und o¨kologischen Gru¨nden ein reges Interesse an
der Beschreibung der auftretenden Sto¨mungen.
??
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Abbildung 1.1: Skizze der zu untersuchenden Stro¨mungssituation. Bei einer vorgege-
benen Hauptstro¨mung ist das vertikale Stro¨mungsproﬁl in der Kiesschicht von Interesse.
Bislang erschien eine Untersuchung in diesem Bereich nicht mo¨glich.
Zur Unterstu¨tzung des Flussbodens verwendet man sog. Geoﬁlter. Diese bestehen
aus einer Abfolge von Sedimentschichten gewisser Korngro¨ßen, die man bislang
heuristisch festlegt. Wegen der Dimension ihres Einsatzes und der Dicke von bis
zu 30 cm wirken sie sich stark auf die Kosten aus. Ihre Optimierung bildet das
konkrete Ziel der hier vorgestellten Untersuchungen.
Teil I
Theorie der Messaufgabe
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Kapitel 2
Physikalische Fragestellung
Die Messaufgabe besteht in der Visualisierung der Stro¨mung in einer Kiespore.
Zuna¨chst wird vorgestellt, wie Stro¨mung mathematisch repra¨sentiert werden kann
und grundlegende Gleichungen vorgestellt. Im Anschluss wird der Hintergrund
des Problems beschrieben und Methoden der Stro¨mungsmessung verglichen. Es
folgt ein U¨berblick u¨ber die in der Bundesanstalt fu¨r Wasserbau vorgesehenen
Messungen.
2.1 Grundgleichungen der Stro¨mungslehre
Die Bewegungsbeschreibung von Kontinuen, die neben Flu¨ssigkeiten auch Gase
umfassen, ist Gegenstand der Hydrodynamik. Eine Stro¨mung wird darin durch
ein Geschwindigkeitsvektorfeld im kontinuierlichen Raum V (U, t) beschrieben.1
Dabei sind zwei Arten der Darstellung mo¨glich: An einem festen Raumpunkt Uk
verfolgt man in der eulerschen Darstellung die zeitliche Entwicklung der lokalen
Geschwindigkeit V (Uk, t). In der lagrangeschen Darstellung wird der Ort eines
(punktfo¨rmigen) Massenelementsmk u¨ber die Zeit angegeben. Die Geschwindigkeit
errechnet sich dann aus der zeitlichen Ableitung:
Vk = ∂t U(mk, t) . (2.1)
Grundsa¨tzlich wird sta¨ndige Kontinuita¨t des Mediums vorausgesetzt, d.h. Quellen
und Senken der Massendichte ρ(U, t) sind eindeutig Ursache der Massenstromdich-
te  (U, t) = ρ (U, t) · V (U, t). Mathematisch wird dies in der Kontinuita¨tsgleichung
1Die Bezeichnung des Ortes durch U geschieht zur Konsistenz zu Kapitel 4.
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formuliert:
∂t ρ (U, t) + ∇ (U, t) = 0 . (2.2)
Die Beschreibung von Stro¨mungen innerhalb eines Mediums ist schon seit la¨ngerem
recht gut bekannt. Aus der Impulserhaltung ergibt sich unter Beru¨cksichtigung der
Druckkraft −∇p, der a¨ußeren Kra¨fte Fa und der inneren Reibung aufgrund der
Viskosita¨t η∆V aus der newtonschen Grundgleichung der Mechanik d
U
dt
= 1
m
∑
i
Fi
die Navier-Stokes-Gleichung:
∂tV + (V · ∇)V = Fa − 1
ρ
∇p+ η∆V . (2.3)
Unter idealisierten Bedingungen kann eine analytische Beschreibung des Randes
einfach angegeben werden. Im Fall laminarer Stro¨mung und eines starren, ruhenden
Randes folgt die Geschwindigkeit einem parabolischen Proﬁl. In einer unendlich
langen zylindrischen Ro¨hre mit Radius R lautet die Lo¨sung in Zylinderkoordinaten
(Hagen-Poiseuille-Gesetz):
Vz = −dp
dz
R2 − r2
4η
. (2.4)
2.2 Fragestellung der Messaufgabe
Ob ein u¨berstro¨mtes Sandteilchen entlang der Hauptstro¨mungsrichtung abgetragen
wird, ha¨ngt von dem Zusammenspiel zweier unabha¨ngiger Kra¨fte ab: einer Scher-
kraft entlang der Stro¨mung und einer Auftriebskraft, die von der Umstro¨mung des
Bodens herru¨hrt.
Im wassernahen Sediment und direkt an der Grenzschicht beﬁndet sich der Bereich,
an dem die gro¨ßte Wechselwirkung der Stro¨mung mit dem Boden stattﬁndet. Eine
grob idealisierte Beschreibung wie die in Gleichung (2.4) gegebene Parabelform
des Stro¨mungsproﬁls ﬁndet hier keine Anwendung. Zudem gestaltet das vorhan-
dene poro¨se Medium eine physikalische Beschreibung der Prozesse sehr schwierig:
Neben den festen Sandpartikeln und der umgebenden Flu¨ssigkeit beﬁndet sich
zusa¨tzlich eine gasfo¨rmige Phase in Form von eingeschlossener Luft mit einem va-
riablen Anteil im Promillebereich. Trotz des geringen Anteils beeinﬂussen die Luft-
bla¨schen den Boden erheblich: Sie da¨mpfen die Ausbreitung von Drucka¨nderun-
gen, die sich in homogenen Medien mit Schallgeschwindigkeit ausbreiten. Dadurch
entsteht bei Druckabfall ein tiefenabha¨ngiger U¨berdruck im Sediment. Er wird
instationa¨rer Porenwasseru¨berdruck genannt und in [Ko¨hler 1993] beschrieben.
Nach Eintreﬀen einer Druckwelle bewirkt er eine deren Richtung entgegengesetzte,
2.3 Stro¨mungsmessmethoden 11
kleine Stro¨mung bis sich stationa¨re Druckverha¨ltnisse einstellen. Diese Stro¨mung
bewirkt eine Auftriebskraft an daru¨ber liegenden Kiesteilchen.
Die angesprochene Scherkraft ha¨ngt von der Stro¨mungsgeschwindigkeit direkt an
der Grenzschicht ab. Diese Geschwindigkeit entbehrt bislang einer ada¨quaten Be-
schreibung und Messung.
Eine Vorhersage des Geschwindigkeitsproﬁls an der Grenzschicht wird
in [Koenders 2000] unternommen. Folgende Situation wird behandelt
(vgl. Abb. 2.1): Eine feine Grundschicht wird von einer gro¨beren Schutzschicht
u¨berdeckt, welche turbulent durchstro¨mt wird. Entgegen einer eindimensionalen
Betrachtung von [J. Shimizu 1990], die einen vertikalen Schnitt modellieren,
werden ho¨herdimensionale Eﬀekte beru¨cksichtigt. Alle Gleichungen werden von
der Kontinuita¨tsgleichung und der sog. Forcheimer-Relation gegeben. Diese
setzt die zeitgemittelte Filtergeschwindigkeit v und den turbulenzerzeugten
Druckgradienten ∇p in Abha¨ngigkeit der (positiven) laminaren und turbulenten
Permeabilita¨ten Cl und Ct in Beziehung:
∇p = −(Clv + Ct|v|v) . (2.5)
Bei Erfu¨llung der Randbedingungen sind die Gleichungen in linearisierter Form
lo¨sbar. Damit la¨sst sich eine Transferfunktion2 bestimmen, die den Quotienten
aus Geschwindigkeit an der Sedimentobergrenze und der Druckschwankung u¨ber
dem Kies beschreibt. In dieser Arbeit soll eine Messapparatur entwickelt werden,
die eine experimentelle Bestimmung dieser Transferfunktion ermo¨glicht.
2.3 Stro¨mungsmessmethoden
Die Messung einer raumzeitlich variierenden Vektorgro¨ße ist allgemein ein schwie-
riges Problem. Gerade bei der Untersuchung von Stro¨mungen sind Sto¨rungen
durch Invasion des Mediums mit der Messapparatur schwierig zu vermeiden. Eine
stro¨mungsinduzierte Kraftmessung an einem Punkt kann also nur indirekt gemes-
sen werden. Man behilft sich meist mit der Zugabe lokalisierter etwa punktfo¨rmiger
Teilchen, die man außerhalb des Messvolumens zufu¨gt. Dies ko¨nnen Luftbla¨schen
oder Tracerteilchen sein, die der Stro¨mung folgen (vgl. Abschn. 7.1). Eine theore-
tische Untersuchung dazu ﬁndet sich in [Wierzimok 1991].
Ha¨uﬁg eingesetzte Verfahren sind:
2Die Begriﬀe ”Transferfunktion“ und ”Filter“ sind nicht mit denen in Kapitel 5 zu verwechseln.
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Laser Doppler Anemometrie (LDA)
Dieses Verfahren macht sich den Doppler-Eﬀekt eines bewegten Teilchens zu-
nutze, wonach die Frequenz einer abgestrahlten Welle von der Geschwindig-
keit der (Streu-)Quelle abha¨ngt. Zwei Laserstrahlen werden dazu im Messbe-
reich zur Deckung gebracht. Ihr Interferenzmuster wird von einem bewegten
Teilchen durchlaufen, dessen Streuintensita¨t dabei variiert. Ein Photodetek-
tor benutzt dieses Signal zur Berechnung der Partikelgeschwindigkeit. Dieses
Prinzip benutzt die Welleneigenschaften des Lichts und kann auch mit akusti-
schen Wellen umgesetzt werden. Die Messung ist dabei auf den Kreuzbereich
der Strahlen beschra¨nkt und hat punktfo¨rmigen und zeitlichen Charakter,
wobei die Abtastrate 100kHz erreichen kann.
Particle Imaging Velocimetry (PIV)
Bei dieser Messmethode wird mit einer Kamera eine Bildfolge von dichten
Tracern aufgenommen. Durch Kreuzkorrelation mit dem zeitlich folgendem
Bild wird ein Verschiebungsvektorfeld ermittelt. Wie auch beim LDA ent-
spricht dies einer eulerschen Darstellung der Stro¨mung. Besonders gut ge-
eignet ist diese Methode beispielsweise zur Beobachtung an der Wasserober-
ﬂa¨che, die eine Beobachtungsebene deﬁniert. Tiefeninformation kann dabei
durch Vera¨ndern des Messbereichs beispielsweise beim Durchfahren eines Vo-
lumens mit einem Lichtschnitt rekonstruiert werden (s. auch S. 25).
Particle Tracking Velocimetry (PTV)
Entsprechend der lagrangeschen Darstellung werden einzelne Teilchen ver-
folgt und zu Trajektorien zusammengesetzt. Ein dichtes Stro¨mungsfeld wird
dabei erst durch eine ausreichende Anzahl von Spuren erzeugt. In einer Bild-
folge ist diese auf etwa 1000 Spuren begrenzt. Der Vorteil dieses Ansatzes ist
die bei relativ einfacher Messapparatur mo¨gliche 3D-Rekonstruktion mittels
Stereoskopie. Turbulenzen werden dabei gut erfasst. Das Vorgehen wird in
Kapitel 6 erla¨utert.
2.4 Kontext der Messaufgabe
Die Abteilungen Geotechnik und Wasserbau der Bundesanstalt fu¨r Wasser-
bau (BAW) in Karlsruhe haben ein Forschungsvorhaben zur Kla¨rung der
Stro¨mungs- und Transportprozesse im Interstitial und deren Interaktion mit der
Hauptstro¨mung begru¨ndet.
In der international besetzten Forschungskooperation FERC (Filter and Erosion
Research Club) arbeiten mehrere Partnergruppen der BAW an der Fortentwicklung
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der theoretischen Grundlagen, an Laboruntersuchungen fu¨r den sohlnahen Bereich
und des Porenraumes sowie der Entwicklung und Validierung von Software zur
3D-Modellierung von Stro¨mung und Transport.
Zur Stro¨mungsmessung werden mehrere Verfahren kombiniert (vgl. Abb. 2.1).
Dazu ist eine bestehende Wasserrinne an der BAW vorbereitet worden. Ihre La¨nge
a
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Abbildung 2.1: a Seitenansicht der geplanten Messungen an der BAW-Wasserrinne.
Die Hauptstro¨mung ist nach rechts gerichtet. Na¨here Erla¨uterungen im Text. b Orte der
Messungen.
betra¨gt 60 m. Fu¨r die Messungen wurde ihre Breite durch eine Trennwand auf 0,9 m
verkleinert. Folgende Messungen sind vorgesehen:
1. Der hier beschriebene miniaturisierte Aufbau im Kiesbett.
2. Untersuchungen der Stro¨mungsgeschwindigkeit an der Grenzschicht mittels
LDA und PTV
3. Verlagerungen des Bodens werden mit einem Periskop beobachtet.
4. Eine Untersuchung der Lage der Kies-Sand-Grenzschicht mittels eines Peri-
skops.
Außerdem soll der vertikale Druckverlauf an mehreren Orten simultan zur
Stro¨mungsmessung erfasst werden. Der Beginn der eigentlichen Messphase ist fu¨r
Mitte Juli 2000 angesetzt.
14 2 Physikalische Fragestellung
Abbildung 2.2: Foto der Versuchsrinne an der BAW.
Kapitel 3
Messsystem
Die gewa¨hlten Aufnahmekomponenten vor der Digitalisierung wirken sich auf die
Qualita¨t und Charakteristik der Bilddaten aus. Besonderen Einﬂuss haben bei
dieser Arbeit die Endoskope und Kameras, auf die nun etwas genauer eingegan-
gen werden soll. Um das Prinzip der 3D-Rekonstruktion zu erla¨utern, folgt ein
Abschnitt u¨ber Stereoskopie.
3.1 Optische Abbildung von Glasfaserendosko-
pen
Meist werden zur Abbildung auf eine lichtempﬁndliche Fla¨che Linsensysteme ein-
gesetzt. Das Licht wird dabei strahlfo¨rmig durch Luft oder Glas u¨bertragen und
durch Brechung umgelenkt. Bei den in diesem Aufbau verwendeten Glasfaserendo-
skopen geschieht die U¨bertragung folgendermaßen: Eine Linsenoptik sorgt fu¨r das
Einkoppeln des Lichts in die distale Endoskopo¨ﬀnung. Es wird durch ein Glasfa-
serbu¨ndel geleitet und triﬀt am anderen Ende wieder auf ein herko¨mmliches Linsen-
system, welches das Bu¨ndel auf den Kamera-Chip abbildet (vgl. Abschnitt 3.1.2).
3.1.1 Lichtleitung durch Glasfasern
Soll Licht durch eine ﬂexible Verbindung geleitet werden, bevor man es mit einer
Kamera ausliest, so ist man auf die U¨bertragung durch Glasfasern angewiesen.
Dieses Problem ist von Beobachtungen an unzuga¨nglichen Stellen, wie sie in der
Medizin oder bei Materialpru¨fungen auftreten, bekannt. Dort sind Glasfaserme-
dien zur Bildu¨bertragung schon seit la¨ngerem gebra¨uchlich. Bei Bildleitern, die
15
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alle Bildpunkte simultan u¨bertragen, ist darauf zu achten, dass die Anordnung der
vielen tausend Fasern an beiden Enden identisch ist. Aus diesem Grund eignen
sich die in vielen Beleuchtungen benutzen Flu¨ssiglichtleiter nicht zur Bildu¨bertra-
gung. Die serielle U¨bermittlung von bereits digitalisierten Signalen betriﬀt diese
Einschra¨nkung freilich nicht. Damit eignen sich Glasfasern auch fu¨r die digitale
Telekommunikation.
ϕ
γ
β
n
n
n0
K
M
Abbildung 3.1: Skizze des Lichtwegs in einer Glasfaser
Die Faserkerne bestehen aus Glas, Quarz oder Kunststoﬀ mit einem Brechungsin-
dex nK und sind von einem du¨nnen Mantel mit Brechungsindex nM < nK umhu¨llt.
Der Brechungsindex des umgebenden Mediums sei n0. Das Licht wird bei sta¨ndi-
ger Totalreﬂexion im Kern gehalten (vgl. Abb. 3.1). Totalreﬂexion setzt jedoch zur
Normalen des Mantels erst bei einem Grenzwinkel γG = arcsin(
nM
nK
) ein, womit
nur Licht in der Faser u¨bertragen wird, das in einem Winkel zu ihrer Achse
ϕ ≤ ϕG = arcsin
(
nK
n0
cos γG
)
= arcsin
(√
n2K − n2M
n0
)
(3.1)
einfa¨llt. Beim Austritt gilt eine analoge Betrachtung, wodurch der Austrittswinkel
vom umgebenden Medium abha¨ngt.
Ein Nachteil der Glasfaserleitung gegenu¨ber reinen Linsenoptiken besteht in der
schwachen Transmissivita¨t, die bei nur etwa 30-50% liegt. Zum einen wird nicht die
volle Fla¨che zur U¨bertragung genutzt, da die Mantelﬂa¨chen die Fasern ausdehnen
und außerdem die Packungsdichte der kreisfo¨rmigen Leiter selbst bei dichtester
Dreieckspackung auf 90,7% beschra¨nkt ist [Ehrba¨cher 1999]. Zum anderen tre-
ten Verluste innerhalb der Faser auf: Auf 1 m La¨nge sind NR = einige 10
4 Totalre-
ﬂexionen mo¨glich, die nicht ganz sto¨rungsfrei vonstatten gehen. Die Wegla¨nge des
Lichts ist dadurch ebenfalls gegenu¨ber der La¨nge der Faser l auf LWeg = NR
l
cos(β)
erho¨ht, womit die Absorption nach dem Lambert-Beer-Gesetz entsprechend an-
steigt. Eine vertiefende Betrachtung zur Lichtleitung in Glasfasern ﬁndet sich bei
[Young 1997].
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3.1.2 Das u¨bertragene Bild
Das Licht fa¨llt nach Austritt auf eine Linsenoptik, die mit einem C-Mount-
Standardanschluss auf die Kamera montierbar ist. Man erha¨lt eine Abbildung eines
Faserbu¨ndels, dessen Auﬂo¨sung durch die Anzahl der Fasern und deren Packungs-
dichte bestimmt ist (vgl. Tab. 7.4). Bei den Aufnahmen wurde eine Gro¨ße von
664x544 Pixel1 gewa¨hlt, um den abgebildeten Bildkreis mo¨glichst vollsta¨ndig auf-
zunehemen. Wa¨hrend innerhalb dieses Kreises etwa Np = 240.000 Pixel liegen,
ist die Anzahl der Bildfasern auf der gleichen Fla¨che lediglich NI = 10.000 oder
NII = 30.000. Man fu¨hrt ein U¨berabtasten der Bildinformation durch, indem
man auf ein feineres Pixelraster Bildpunkte abbildet. Dadurch werden die ein-
zelnen Glasfasern als Wabenstruktur sichtbar, welche weitaus gro¨ber als die Pixe-
lauﬂo¨sung ist (s. Abb. 8.2a). Sichtbar ist die Struktur nur in Bereichen, in denen
die Grauwerte u¨ber der Rauschgrenze liegen.
Seien nI und nII die Verha¨ltnisse der Bildpunkte im Bildkreis zu denen der Glas-
fasern,
nI,II =
Np
NI,II
(3.2)
so betra¨gt wegen des quadratischen Zusammenhangs der Fla¨che zum Radius die
Ausdehnung in jede Richtung
dWabeI,II = dPixel
√
nI,II (3.3)
und damit dWabeI  5 Pixel und dWabeII  3 Pixel.
In Kapitel 5 werden einige Algorithmen vorgestellt, die diese Strukturen reduzie-
ren.
3.2 Einﬂuss der Kameras und der Digitalisie-
rung
Um die raumzeitliche Beziehung zwischen der Beleuchtung des CCD2-Chips und
der Grauwertfunktion g(u, t) eines Pixels zu verstehen, wird zuna¨chst ein Exkurs
u¨ber die Funktionsweise einer CCD-Kamera unternommen. Dabei sollen insbeson-
dere die Betriebsarten der Video-Norm und das Rauschen betrachtet werden.
1picture element
2charged coupled device
18 3 Messsystem
3.2.1 Funktionsweise einer CCD-Kamera
Um ein Bildaufnahmesystem mit mehreren kommunizierenden Komponenten in
Betrieb nehmen zu ko¨nnen, muss man sich auf eine U¨bertragungsnorm einigen.
Man bedient sich der verbreiteten Video-Normen, die auch zur U¨bertragung von
Fernsehbildern benutzt werden: Die europa¨ische CCIR-Norm, die Halbbilder mit
der Frequenz von 50 Hz abtastet, und die US-amerikanische Norm (als RS170 oder
EIA bezeichnete 60 Hz-Norm).3
Ladungstransport auf dem CCD-Chip
CCD-Chips sind seit 1969/1970 erha¨ltlich und haben sich als wichtige opto-
elektronische Bildwandler etabliert [Stru¨der 1998]. Der Chip besteht aus einer
Matrix von Grundelementen konstanter Gro¨ße (s. Abb. 3.2a). Die Fla¨chen der
Grundelemente unterteilen sich bei einem Sensor des Zeilentransfer-Typs in einen
Belichtungs- und einen Speicherbereich.4 Nur der Belichtungsbereich ist fu¨r Photo-
nen sensitiv. Eine kurze Beschreibung liefert beispielsweise [Wuetschner 1997].
Die Sensoren im Belichtungsbereich bestehen aus Silizium-Feldeﬀekt-Transistoren,
in deren Raumladungszone mittels Photoeﬀekt Ladungspaare erzeugt und durch
die Raumladung getrennt werden. Im Ba¨ndermodell beschrieben heben die ein-
treﬀenden Photonen durch ihre Energie Elektronen in das Silizium-Leitungsband.
Die getrennten Ladungen werden eine Belichtungszeit te lang akkumuliert (s. Ta-
bellen 3.1–3.2), wobei pro µm2 einige 103 Photonen gesammelt werden ko¨nnen,
bevor die Kapazita¨t der Zelle erreicht ist und sog. blooming auftritt. Das Poten-
zial der Zelle erstreckt sich beim blooming auf benachbarte Zellen, die dadurch
ebenfalls Ladung tragen, was einen Messfehler darstellt [Seitz 1999]. Die La-
dungspakete stellen den eigentlichen physikalischen Messwert dar; er ist bis zum
Analog-Digital-Wandler (ADC) im Computer analog. Um dorthin zu gelangen,
muss die Ladung abtransportiert werden, was in sog. Schieberegistern vonstatten
geht (vgl. Abb. 3.3). Das Prinzip des Ladungstransports entspricht dem einer Ei-
merkette. Jedes der Schieberegister besteht aus drei bis vier einzeln ansteuerbaren
Phasenelementen, die eine Ladungsbarriere oder eine Senke darstellen. Durch elek-
tronisches Verschieben der Barrieren wird das Ladungspaket dann in eine Richtung
transportiert und innerhalb von ca. 2,5 µs in den angrenzenden Speicherbereich ge-
schoben. Die Ladungen aller Pixel werden vertikal in ein Ausleseregister geschoben
und von dort horizontal als Zeile pixelweise ausgegeben. (s. Abb. 3.4).
3 Da fu¨r diese Arbeit CCIR-Kameras benutzt wurden, beziehen sich die folgenden Angaben
nur auf diese Norm.
4Auf die Eigenschaften der Sensoren des Bildtransfer-Typs soll hier nicht eingegangen werden.
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a
b
Abbildung 3.2: Aufbau eines Zeilentransfer CCD-Sensors. a Grundelement des Chips.
Die einzelne Zelle besteht aus einem lichtempﬁndlichen Bereich und einem Register, das
dem Speichern dient. b Gesamte Chipﬂa¨che, zusammen gesetzt aus Grundelementen.
Direkt verbunden sind die vertikalen Ausleseregister, die alle in ein horizontales Register
mu¨nden.
Eine Zeile wird in 64 µs zuzu¨glich einer Austastlu¨cke von 11,52 µs u¨bertragen.
Dieser Vorgang wiederholt sich fu¨r maximal 312 Zeilen eines Halbbildes.
Betriebsarten der Bildu¨bertragung: interlaced und non-interlaced
Bei herko¨mmlichen Bildschirmen wie Monitoren und Fernsehern handelt es sich um
Kathodenstrahlro¨hren (cathode ray tube, CRT), bei denen ein Elektronenstrahl von
Ablenkungsmagneten in horizontaler und vertikaler Richtung auf den Bildschirm
positioniert wird, der an dieser Stelle nachleuchtet.
Um ein Bild darzustellen, werden zwei Bewegungen u¨berlagert: Die Zeilen werden
relativ schnell nacheinander durchlaufen, wa¨hrend sich ihre vertikale Position bei
jedem Ru¨cklauf verschiebt, bis das untere Ende erreicht ist. Die Zeilen werden
bei der Video-Norm nicht weiter diskretisiert, sondern als ein analoges Signal mit
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Abbildung 3.3: Verschieben von Ladungen aus den CCD-Sensoren im Eimerkettenprin-
zip. In a,b,c sind zeitlich aufeinander folgende Stadien dargestellt. (nach [Seitz 1999])
fz =15,625 kHz gesendet.
5 Dadurch kann das Ende der Zeile etwas variieren (sog.
line jitter), was bei der Kalibrierung beru¨cksichtigt werden muss (s. Kap. 4). Bei
den verwendeten Kameras liegt die jitter δtj < 50 ns. Ein Zeile kann somit bei
einer Zeilenla¨nge von Sz  750 Pixel um
δSz = ±Sz fz δtj  ± 0, 6 Pixel (3.4)
variieren.
Bei jedem horizontalen und vertikalen Ru¨cklauf entstehen Austastlu¨cken, in denen
auch Synchronisationssignale gesendet werden, womit man eine theoretisch u¨bert-
ragene Bildgro¨ße von dem eﬀektiv sichtbaren Bild unterscheiden muss. Nachdem
der Kathodenstrahl das Bild durchlaufen hat, folgt eine vertikale Austastlu¨cke,
deren Dauer der U¨bertragung von 25 Zeilen entspricht. Fu¨nf solcher leeren Zeilen
werden zur Synchronisation genutzt.6
Mit der bei Festlegung der Fernsehnorm verfu¨gbaren U¨bertragungsbandbreite von
5 MHz sto¨ßt man bei der erreichbaren Bildauﬂo¨sung schnell an Grenzen. Um die
Auﬂo¨sung zu erho¨hen, bedient man sich der interlaced– oder Halbbildtechnik, bei
der ein Vollbild (frame) in zwei Halbbilder (ﬁelds) unterteilt wird:7 Das beschrie-
bene Abtasten des Bildes wird nur fu¨r jede zweite Zeile vorgenommen; danach
5 Alternativ kann man ein zusa¨tzliches ”pixel clock“-Synchronisationssignal senden.6Diese Lu¨cke ist u¨brigens groß genug, um weitere Signale wie Videotext zu u¨bertragen.
7Die interlaced-Technik ist grundsa¨tzlich auch fu¨r Teilbilder mit gro¨ßerem, ganzzahligem
Verha¨ltnis der ﬁelds:frame als 2:1 mo¨glich.
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Abbildung 3.4: Ausleseprozess in einem Belichtungszyklus. Die Integrationsdauer
(Schritt 1) entspricht der Belichtungszeit, die weiteren Schritte erfolgen in jeweils ca.
2,5 µs parallel zur na¨chsten Belichtung.
wiederholt es sich mit dem versetzten, zweiten Halbbild. Dies bedeutet, dass die
vollen Bilder eigentlich mit 25 Hz dargestellt werden, was vom menschlichen Auge
jedoch nicht als sto¨rend empfunden wird [Pratt 1991]. Auf diese Weise werden
625 Zeilen interlaced u¨bertragen, von denen 576 sichtbar sind. Wenn man von qua-
dratischen Pixeln ausgeht, entspra¨chen ihnen 768 Pixel pro Zeile. Das Verha¨ltnis
von horizontaler und vertikaler Seitenla¨nge wurde auf 4:3 festgelegt.
Heutzutage sind gro¨ßere Bandbreiten verfu¨gbar, jedoch wird die etablierte Fern-
sehnorm bei CCD-Kameras weiterhin genutzt. Die neuere HDTV-Norm verwendet
beispielsweise eine Bandbreite von 75 MHz und eine Auﬂo¨sung von 1868 x 1050 Pi-
xel bei 60 Hz, wiederum interlaced.8 Computermonitore werden intensiver als Fern-
seher betrachtet. Um die Ergonomie zu verbessern werden sie im non-interlaced
Modus betrieben. Die immer etwas getrennten Linien aus zwei Halbbildern treten
dann nicht auf.
Bei den CCD-Kameras werden diskrete Bildelemente ausgelesen, wovon bei den
verwendeten Kameras 752 x 582 rechteckig angeordnet sind. Von diesen kann ein
Teilfeld u¨ber Software-Ansteuerung ausgewa¨hlt werden. Ein weiterer, wichtiger
Unterschied zur Fernsehnorm besteht bei CCD-Kameras darin, dass man sie auch
non-interlaced betreiben kann. Man verliert dann die halbe vertikale Auﬂo¨sung,
was jedoch wegen der Gro¨ße der Waben (s. Gl. (3.3)) keinen Informationsver-
lust darstellt. Die Unterschiede der Betriebsarten sind in Tabelllen 3.1–3.2 zusam-
mengefasst. Neben dem benutzten frame integration-Modus wird noch ein ﬁeld
8Das Verha¨ltnis der Seitenla¨ngen ist dabei 16:9.
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Tabelle 3.1: Vergleich interlaced/non-interlaced im frame integration Modus der
Sony XC-73 CE
Betriebsart: interlaced non-interlaced
Eﬀektive Zeilen 582 291
Belichtungszeit 40 ms 20 ms
u¨berlappend getrennt
ausgelesene wechselnd konstant
Sensorzeilen getrennt
ﬁeld1 1 3 5 . . . 2 4 6 . . .
ﬁeld2 2 4 6 . . . 2 4 6 . . .
integration-Modus von der Kamera unterstu¨tzt, bei dem die Ladungen aus zwei
benachbarten Zeilen addiert werden. Dies erho¨ht die Helligkeit der Bilder und sollte
bei Messungen wegen des besseren Signal-zu-Rausch-Verha¨ltnisses gewa¨hlt werden.
Im non-interlaced Modus werden fortwa¨hrend die gleichen Sensorzeilen ausgelesen,
was eine Kalibrierung vereinfacht. Die interlaced Betriebsart ist sowohl im ﬁeld in-
tegration als auch im frame integration Modus ungeeignet: Entweder u¨berlappt in
den Bildfolgen der abgetastete Ort oder die Integrationszeit.
3.2.2 Rauschen
Insbesondere die Messaufnahmen weisen ein kleines Signal-zu-Rausch-Verha¨ltnis
(SNR) auf. Das Gesamtrauschen setzt sich aus mehreren Anteilen zusammen. Be-
trachtungen dazu bieten [Stru¨der 1998] und [Healey und Kondepudy 1994].
Dunkelstromrauschen: Die Besetzungszahl n(E, T ) der Elektronen mit Energie
E in einem Festko¨rper der Temperatur T folgt der Boltzmannverteilung:
n(E, T ) ∝ exp(− E
kBT
) (3.5)
mit der Boltzmannkostanten kB. Es sind demnach einige der Elektronen so
energiereich, dass sie die Bandlu¨cke u¨berwinden ko¨nnen und die gleiche Wir-
kung wie ein detektiertes Photon haben. Die so erzeugte Dunkelladung ist
bei gegebener Dichte der Elektron-Loch-Paare nur von der Auslesezeit und
von der Temperatur abha¨ngig, nicht jedoch von der Signalsta¨rke. Ein Absen-
ken der Temperatur um 6-8◦ C halbiert die Dunkelladung. Der Fehler ha¨ngt
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Tabelle 3.2: Vergleich interlaced/non-interlaced im ﬁeld integration Modus der
Sony XC-73 CE
Betriebsart: interlaced non-interlaced
Eﬀektive Zeilen 410 291
Belichtungszeit 20 ms 20 ms
getrennt getrennt
ausgelesene wechselnd konstant
Sensorzeilen u¨berlappend
ﬁeld1 1+2 3+4 5+6 . . . 1+2 3+4 5+6 . . .
ﬁeld2 2+3 4+5 6+7 . . . 1+2 3+4 5+6 . . .
von der Quadratwurzel dieser Ladung ab. Bei dem gewa¨hlten Aufbau er-
scheint ein signiﬁkantes Absenken dieser Rauschquelle durch Abku¨hlen nicht
praktikabel.
Quantisierungsrauschen: Beim Abbilden eines analogen Messwerts auf eine
Zahl ergibt sich ein Rundungsfehler, der als Rauschen bezeichnet werden
kann. Unter der Annahme, dass die Quantisierungsstufen gq den gleichen
Abstand δg haben und alle Grauwerte gleich wahrscheinlich sind, betra¨gt
die Varianz [Ja¨hne 1997]
σ2q =
1
δg
gq+δg/2∫
gq−δg/2
dg (g − gq)2 = (δg)
2
12
. (3.6)
Die Standardabweichung σq betra¨gt demnach etwa 0,3 δg. Das bedeutet,
dass die Diskretisierung bei sehr niedrigen Grauwerten einen markanten re-
lativen Fehler erzeugt. Durch den Einsatz von Versta¨rkern in den Analog-
Digitalwandlern sind die Quantisierungsstufen allerdings nicht mehr a¨quidi-
stant. Das Quantisierungsrauschen wird dadurch signalabha¨ngig. Da meh-
rere Versta¨rker in Serie benutzt werden, ist eine genauere Bestimmung des
Quantisierungsrauschens nicht trivial.
Quanten- oder Schrotrauschen: Das Aussenden von Photonen aus einer
Streuquelle geschieht nach der Quantentheorie nichtdeterministisch mit einer
Wahrscheinlichkeit p. Selbst bei vollsta¨ndig bekannten Parametern unterliegt
die Spannung, die durch die Zahl der eintreﬀenden Photonen N(p) erzeugt
wird, Schwankungen. N(p) folgt der Poisson-Statistik mit der Schwankung√
(N). Pro Auslesezyklus werden einige 103 Photonen gesammelt, so dass
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sich ein Fehler von etwa 0,3% ergibt. Schrotrauschbegrenzte Messungen wer-
den bei hochpra¨zisen Untersuchungen mit geku¨hlten Kameras erreicht.
Versta¨rkerrauschen: Ein idealer Versta¨rker la¨sst das Signal-zu-Rausch-Verha¨lt-
nis unvera¨ndert, da er beide Anteile gleichermaßen anhebt. Je nach Bau-
weise reduziert sich allerdings das SNR versta¨rkungsabha¨ngig durch einen
Rauschanteil der Baugruppen. Sowohl in der Kamera als auch im ADC des
Framegrabbers tritt diese Art des Rauschens auf. Die beste Mo¨glichkeit, die-
se Rauschquelle zu reduzieren, ist das Erho¨hen des Helligkeitsniveaus, was
eine schwa¨chere Einstellung des Versta¨rkers erlaubt.
Die gro¨ßten Rauschanteile bilden das Dunkelrauschen und das Versta¨rkerrauschen.
Es ist weiterhin von Interesse, ob sich das Rauschen auf ein Pixel beschra¨nkt
oder ausgedehnt auftritt und dem Rauschen die Form einer ausgedehnten Struktur
gibt. Dies muss bei der Segmentierung zur Erkennung von Teilchenspuren beachtet
werden. Ein Maß fu¨r die Korrelation der Rauschpunkte bietet die Autokovarianz
Cak eines Bildes der Gro¨ße M ×N :
Cak(k, l) =
1
MN
∑
m,n
(Hm,n − 〈Hm,n〉) (Hm+k,n+l − 〈Hm+k,n+l〉) (3.7)
Diese wurde fu¨r eine CCD-Kamera von [Spies 1998] aus gemessenen Daten be-
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Abbildung 3.5: Autokovarianz des Rauschens einer CCD-Kamera. Quelle: [Spies 1998]
rechnet (s. Abb. 3.5). Die Arbeitsweise des CCD-Chips fu¨hrt lediglich zu einer
horizontal ausgedehnten Autokorrelation durch das zeilenweise Auslesen. Jedoch
sind die Ausdehnung und die Ha¨uﬁgkeit fu¨r eine Segmentierung irrelevant.
3.3 Miniaturisierte Stereoskopie 25
3.3 Miniaturisierte Stereoskopie
Das Kernstu¨ck der Messsystems besteht aus einem Stereoaufbau, auf dessen Prin-
zip im folgenden eingegangen wird. Wichtig dabei ist die Optimierung der stereo-
skopischen Basis, da sich diese auf die Grenzen der Messung auswirken.
3.3.1 Alternative 3D-Verfahren
Da fu¨r die Messungen im Porenraum teure, sonderangefertigte Endoskope erfor-
derlich sind, lohnt sich die Untersuchung anderer Verfahren, die mit einer Kamera
auskommen.
Ein Bild bildet raum-zeitlich gesammelte Information auf eine Fla¨che ab. Bei ei-
ner Bildaufnahme geht also grundsa¨tzlich eine Dimension verloren. Ist man an
einer raumzeitlichen Information mittels Bildfolgenanalyse interessiert, so muss
die Tiefeninformation rekonstruiert werden. Dafu¨r bieten sich grundsa¨tzlich eine
Vielzahl von Verfahren an. Einige davon ko¨nnen jedoch nur auf statische Objekte
angewandt werden. Dazu za¨hlen Tomograﬁen, Tiefenbildserien (Depth from fo-
cus) oder Serien von Bildern einer bewegten Kamera aus verschiedenen Positionen
(Depth from motion). Letzteres Verfahren unterscheidet sich von einem Stereoauf-
bau dadurch, dass aus den verschiedenen Perspektiven nicht simultan aufgenom-
men werden kann. Ein Aufbau, der das Bewegen der Kamera vorsieht, ist ebenfalls
ausgeschlossen. Fotogrammetrische Verfahren, wie die Streifenlichtprojektion, bei
der durch Beleuchtung mit kodierten Streifenmustern ein Objekt vermessen wird,
ko¨nnen nur auf statische Objekte angewandt werden.
Bei sich schnell bewegenden Objekten ist man darauf angewiesen, zu jedem Zeit-
punkt Daten erfassen zu ko¨nnen, die auf die Tiefe schließen lassen. Ein Ansatz
besteht darin, von vorneherein nur einen begrenzten Tiefenbereich auszuleuchten
und damit die detektierbaren Objektbewegungen auf zwei Dimensionen zu be-
schra¨nken (Lichtschnitt, s. z.B. bei [Hering 1996]). Diese Aufnahmetechnik ist
bereits fu¨r die vorliegende Anwendung in [Ehrba¨cher 1999] untersucht worden.
Dabei gehen Bewegungen quer zu dieser Ebene verloren, weil sie den Bereich schnell
wieder verlassen. Bei der Untersuchung einer Stro¨mung ist dies sehr einschra¨nkend
und ineﬃzient. Die exakte Positionierung ist in der gewu¨nschten Gro¨ßenordnung
aufwa¨ndig.
Desweiteren besteht die Mo¨glichkeit, die Tiefeninformation aus der
Scha¨rfe und Helligkeit der Partikel abzuscha¨tzen (Depth from (de)focus),
s. [Ehrba¨cher 1999]. Dabei ist man auf eine gute Formanalyse und Segmen-
tierung angewiesen. Es hat sich gezeigt, dass ein solches Vorgehen nicht die
geforderte Genauigkeit erreichen kann.
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3.3.2 Prinzip des Stereoaufbaus
Um die Einschra¨nkungen der eben genannten Verfahren zu vermeiden, wurde hier
der Stereoaufbau gewa¨hlt. Dabei nehmen mindestens zwei Kameras einen u¨berlap-
penden Bildbereich9 aus verschiedenen Perspektiven auf.10 Diese Lo¨sung entspricht
prinzipiell dem Stereosehen des Menschen und des Großteils der Fauna. Mo¨glich
ist diese Tiefenrekonstruktion aufgrund der Diﬀerenz der Positionen auf den Bil-
debenen, der sog. Disparita¨t oder Parallaxe p.
Wenn ein Objekt im U¨berlappbereich eindeutig in beiden Bildern identiﬁziert wird,
kann aus den jeweilig zweidimensional bekannten Positionen per Triangulation die
dritte Dimension bestimmt werden. Bei ununterscheidbaren Teilchen setzt dies
eine bekannte relative Lage der Kameras voraus11, was durch eine 3D-Kalibrierung
erreicht wird.
Die wichtigen Parameter des Stereoaufbaus sind der Abstand der Kameras von-
einander – die stereoskopische Basis b – und der Konvergenzwinkel α des Sy-
stems (vgl. Abb. 3.6). Die (halben) O¨ﬀnungswinkel der Endoskope ζ1, ζ2 und deren
Brennweiten seien bekannt und fest; der Kreuzungspunkt K soll im Raum die Hal-
bierende des Abstands der optischen Achsen markieren. In der Darstellung ist dies
der Schnittpunkt K. ∆s bezeichnet den unterschiedlichen Abstand der Kameras
vom Schnittpunkt der optischen Achsen und soll verdeutlichen, dass der Aufbau
nicht vollkommen symmetrisch angeordnet ist.
Verlaufen die optischen Achsen parallel, so u¨berlappen die Bildbereiche nur
schwach, jedoch ist die Bildgeometrie recht einfach. In diesem Fall hat der Paral-
laxenvektor p die gleiche Orientierung wie b. Sein Betrag p ist umgekehrt propor-
tional zur Tiefe, womit die Sensitivita¨t fu¨r die Tiefenscha¨tzung mit dem Quadrat
der Entfernung abnimmt:
p = d
b
X3
⇒ ∂p
∂X3
= −d b
X23
, (3.8)
d entspricht etwa der Brennweite und interessiert hier nur als Proportionalita¨ts-
konstante. Mit der Stereobasis vergro¨ßert sich die Disparita¨t.
Wie unten erla¨utert wird, sind die Achsen zueinander geneigt anzuordnen. Dann
tritt zusa¨tzlich eine Parallaxe senkrecht zur Stereobasis auf; beide sind von der
9Im folgenden Stereo- oder U¨berlappbereich genannt oder mit SS bezeichnet.
10Obwohl ein solcher Aufbau auch mit mehreren Kameras mo¨glich ist, soll im folgenden von
einem echten Stereoaufbau mit genau zwei Kameras die Rede sein.
11Statt der Lage der Kameras geht bei geometrischen Betrachtungen der Ausrichtung der
Endoskopspitzen ein. Im folgenden wird etwas ungenau weiterhin von ”Kameras“ gesprochen.
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Abbildung 3.6: Parameter des Stereoaufbaus mit geneigten optischen Achsen (X-Z-
Ebene).
Position im Bild abha¨ngig. Eine Rechnung hierzu liefert [Schmundt 1995]. Da
die optischen Achsen sogar etwas windschief verlaufen und die Parallaxe nur
von qualitativem Interesse ist, soll statt einer genauen Rechnung lediglich auf
[Luhmann 2000] verwiesen werden, wo das in der Nahbereichsfotogrammetrie
ebenfalls auftretene Problem behandelt wird.
3.3.3 Optimierung der Parameter
Um ein genaues Messergebnis zu erhalten, gilt es, zwischen folgenden, zum Teil
kontra¨ren Anforderungen abzuwa¨gen:
Miniaturisierung Ein wesentlicher Unterschied der hier behandelten Messauf-
gabe von bisherigen 3D-PTV-Messungen (s. Kap. 6) besteht in der geringen
Gro¨ße. Außerdem ist durch die Beschaﬀenheit des Kiesbetts nur eine invasive
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Beobachtung mo¨glich, wobei die Apparatur die Stro¨mung und deren Turbu-
lenzgrad geringfu¨gig beeintra¨chtigen soll. Je na¨her der Stereobereich an den
Endoskopenden liegen und miniaturisiert werden soll, desto kleiner muss die
stereoskopische Basis gewa¨hlt werden. Auch muss der Winkel α mo¨glichst
senkrecht gewa¨hlt werden, um die Nahbereiche klein zu halten.
Beschra¨nkungen des Beobachtungsbereiches Mit der Miniaturisierung des
Aufbaus eng verknu¨pft ist die Na¨he der angrenzenden Kiesel.12 Der U¨ber-
lappbereich sollte dem eingeschra¨nkten Sichtbereich angepasst sein. Dieser
wird durch das umgebende Kiesbett, also in dem Aufbau durch den ku¨nst-
lichen Porenraum (s. Absschn. 7.4), in erster Linie in der Tiefe begrenzt.
Der maximale Abstand von den Endoskopspitzen ist in Tab. 7.3 auf S. 73
aufgefu¨hrt und liegt bei den Messungen bei etwa 14 mm.
Ungenauigkeits-
polyeder
Kamera 2
Ungenauigkeits-
rechteck
Kamera 1
Ungenauigkeits-
rechteck
Abbildung 3.7: Die Ungenauigkeitsrechtecke entsprechen im Objektraum rechtecki-
gen Pyramiden, die sich in einem i.a. ungleichma¨ßigen Polyeder schneiden (Quel-
le: [Garbe 1998]).
Auﬂo¨sungsvermo¨gen Die eingangs erwa¨hnte Parallaxe ermo¨glicht die Positi-
onsbestimmung und sollte durch geschickte Wahl der Parameter maximiert
werden. Sie wa¨chst bei geneigten optischen Achsen schwach nichtlinear mit
der stereoskopischen Basis b.
12Dieser Gesichtspunkt soll von dem vorigen getrennt aufgefu¨hrt werden, da die Porenraum-
gro¨ße an die festen Messanforderungen gekoppelt ist.
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Einschra¨nkend auf die Miniaturisierung wirkt sich außerdem aus, dass der
Fokalbereich erst einige Millimeter von den Endoskopen entfernt einsetzt
(vgl. Tab. 7.4 auf S. 75).
Die Grenze des Auﬂo¨sungsvermo¨gens ha¨ngt ebenfalls vom Stereoaufbau ab
und ist als Projektion der Ungenauigkeitspixelgro¨ße in den Objektraum zu
sog. Voxeln zu verstehen. Die Gro¨ße der Ungenauigkeitsvoxel sollte minimiert
werden. Diese ha¨ngt von der Gro¨ße der CCD-Chips und dem Winkel zwi-
schen ihren optischen Achsen α ab. Aus den Ungenauigkeitsrechtecken auf
den Bildern ergibt sich in Weltkoordinaten durch U¨berschneidung ein Po-
lyeder (s. Abb. 3.7). Dessen Berechnung gestaltet sich ohne vereinfachende
Annahmen sehr schwierig. Dennoch ist qualitativ der Einﬂuss des Konver-
genzwinkels auf die Auﬂo¨sung von Interesse. Bei der Wahl gleicher Kameras
kann der Bildfehler dx·dy in beiden Kameras als gleich angenommen werden.
Desweiteren wird der Fehler dy auf dem Bild aus der Fehlerabscha¨tzung aus-
genommen, womit sich das Ungenauigkeitspolyeder auf die Deckﬂa¨che redu-
ziert. Diese Fla¨che wird durch die grobe Annahme großer Objektweiten an
ein Parallelogramm gena¨hert. Wie groß ist nun diese Fehlerﬂa¨che?
Wie in Abb. 3.8 deutlich wird, schneiden sich die Halbgeraden von der Kame-
ra durch den Punkt X unter einem Winkel β, der abha¨ngig vom Blickwinkel
ξ1,2 ist. Im Zentrum um K ist β  α. Der Fehler in den Weltkoordinaten
pﬂanzt sich aus der Ungenauigkeit dx der Bildkoordinaten wie folgt fort:
dX =
dx
cos β
2
, dZ =
dx
sin β
2
(3.9)
Man kann aus dem Plot (Abb. 3.9) folgendes ablesen:
Eine optimale Auﬂo¨sung wird bei β =90◦ erreicht. Man muss also α nahe dem
Rechten Winkel wa¨hlen, um eine optimale Tiefenauﬂo¨sung und Auﬂo¨sungs-
genauigkeit im gesamten Stereobereich zu gewa¨hrleisten.
Großer Stereobereich Das Volumen des Bereiches, der von beiden Kameras be-
obachtet wird, sollte maximiert werden, da nur er den Messbereich darstellt.
Dieser Forderung kommt ein großes Gewicht zu, da dadurch wesentlich die
maximal messbare Stro¨mungsgeschwindigkeit begrenzt wird; sie ist kontra¨r
zur Miniaturisierung. Anstatt das Volumen zweier sich schneidender Kegel
mathematisch zu bestimmen, kann man es auch dadurch begutachten, dass
man es mit Hilfe eines 3D-Renderingprogramms13 visualisiert. Da sich die
Wahl der Aufbauparameter nicht auf diesen Aspekt beschra¨nkt, soll diese
qualitative Bestimmung genu¨gen. Große Stereobereiche werden bei 45◦-60◦
erzielt. Beispiele verschiedener U¨berlappbereiche sind in Abb. 3.10 gezeigt.
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Es soll dabei erwa¨hnt werden, dass sich die in Tabelle 7.4 (S. 75) an-
gegebenen O¨ﬀnungswinkel auf Luft als umgebendes Medium beziehen. In
[Ehrba¨cher 1999] wurde gezeigt, dass sich diese in Wasser auf 22,4◦ redu-
zieren (vgl. Formel (3.1)).
Ausleuchtung Dieser Aspekt wird in Abschnitt 3.4 genauer dargestellt. Zur Wahl
der Stereobasis ist dabei wichtig, dass der U¨berlappbereich komplett und
mo¨glichst homogen ausgeleuchtet wird, wobei der O¨ﬀnungswinkel der Be-
leuchtung nicht (direkt) gea¨ndert werden kann. Bei Benutzung des Kuge-
laufbaus muss vermieden werden, dass die Kugeln Schatten in den Stereobe-
reich werfen. Außerdem sollte die Halterung der Beleuchtung mo¨glichst ohne
Zwischenstu¨cke, die den Aufbau fragiler machen, angebracht werden ko¨nnen
(vgl. Abschnitt 7.3).
Zusammenfassend la¨sst sich feststellen: Fu¨r eine gute Ortsbestimmung sollte α
nahe 90◦ gewa¨hlt werden, fu¨r Messungen schneller Stro¨mungen empﬁehlt sich eine
Maximierung des Stereobereichs mit α um 45◦-60◦. Sinnvoll erscheint, je nach zu
erwartender Stro¨mungsgeschwindigkeit optimierte Stereoaufbauten zu wa¨hlen.
3.4 Beleuchtung
Die Beleuchtung stellt die gro¨ßte Herausforderung der Messungen dar, wie auch
die Voruntersuchungen von [Ehrba¨cher 1999] gezeigt haben.
Einerseits beleuchtet man in dem sandhaltigen Wasser in einem tru¨ben Medi-
um, andererseits ist der physische Zugang und die Gro¨ße der Lichtquelle stark
beschra¨nkt. Wie bereits erwa¨hnt, ist auf Okklusionsfreiheit zu achten, was ein
Fixieren der Beleuchtung an den Stereoaufbau bedingt (s. Abschnitt 7.3). Betont
werden sollte, dass neben der korrekten Geometrie fu¨r eine ausreichende Intensita¨t
des Lichts zu sorgen ist.
Ausrichten der Beleuchtung
Je nach Winkel zwischen Lichtquelle und Kamera γ (vgl. Abb. 3.11) unterscheidet
man die Beleuchtung nach Auﬂicht (sehr spitzer Winkel), Streiﬂicht und Gegenlicht
(sehr stumpfer Winkel).
Die Lichtquelle sollte nicht direkt einstrahlen, da andernfalls in solch einem Bild-
bereich der Sensor u¨bersteuert und dort fu¨r Messsignale nicht sensibel ist. Zudem
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kann das auf S. 18 erwa¨hnte blooming auftreten. Die Lichtquelle muss also außer-
halb des O¨ﬀnungswinkels ζ liegen. Diese hat jedoch auch eine Strahldivergenz, so
dass der Streuwinkel bei ϑ  2ζ1,2 = 60◦ nach unten beschra¨nkt ist.
Die Endoskope bieten alle die Mo¨glichkeit einer internen Beleuchtung, wie sie u¨bli-
cherweise auch in medizinischen, invasiven Untersuchungen Anwendung ﬁndet.
Vorteile dieser Methode sind ihre Kompaktheit und die einfache Benutzbarkeit,
da ein Justieren entfa¨llt. Bei Probeaufnahmen stellte sich einerseits heraus, dass
die zur Verfu¨gung stehenden Lichtquellen in ihrer Intensita¨t nicht fu¨r Messungen
ausreichten. Andererseits sto¨ßt man bei der Ausleuchtung mit Auﬂicht auf gene-
relle Probleme: Sto¨rende Reﬂexionen sind bei nahezu senkrechter Bestrahlung der
Porenwa¨nde besonders hell und großﬂa¨chig. Außerdem ist die Intensita¨t entlang
der optischen Achse sehr inhomogen, da sie dem r−2-Gesetz folgt. Hier wu¨rde der
jeweilige Nahbereich, der fu¨r die Messung jedoch unbrauchbar ist, am sta¨rksten be-
leuchtet. Man verlo¨re somit viel Licht und segmentierte einen Großteil an Teilchen,
die keine Korrespondenz im anderen Bild aufweisen (s. dazu Kap. 6.3).
Die Aufnahmen ko¨nnen also dadurch wesentlich verbessert werden, dass man eine
externe Beleuchtung wa¨hlt und idealerweise nur die streuenden Tracer aufnimmt.
Da die Intensita¨t des Streulichts der Tracer auch vom Streuwinkel abha¨ngt, gehen
die Betrachtungen aus Abschnitt 7.1.1 ebenfalls in die Wahl der Beleuchtung ein.
Daraus geht hervor, dass das Verha¨ltnis der Streuintensita¨ten bei den Winkeln
ϑ =60◦ und 140◦ etwa bei 2:1 liegt. Damit kann bei kleinem Streuwinkel das
Signal zu Rausch Verha¨ltnis bemerkbar erho¨ht werden.
Der in Abb. 7.1 benutzte Streuwinkel ϑ weicht bei einem dreidimensionalen Aufbau
etwas von dem tatsa¨chlichen Streuwinkel zu den Kameras ϑ1,2 ab (s. Abb. 3.11).
Bezu¨glich der den Winkel α halbierenden Gerade besteht dabei Symmetrie, so dass
ϑ1 = ϑ2. Nach kurzer Rechnung ergibt sich
ϑ1(ϑ, α) = arccos
(
− cos(ϑ) cos(α
2
)
)
. (3.10)
In Abb. 3.12 ist die Funktion aufgetragen. Erstrebte Werte fu¨r α liegen im Bereich
von 40-90◦. Der Aufbau erlaubt die Wahl von ϑ innerhalb eines gewissen Inter-
valls. Eine Aussage u¨ber das Streuverhalten gema¨ß Abb. 7.1 muss fu¨r ein festes α
korrigiert werden. Eine genauere Lo¨sung ist durch eine zu Kapitel 3.3.3 analoge
Betrachtung unter Benutzung von β statt α zu erreichen, also eine lokale Betrach-
tung der Blickwinkel fu¨r den gesamten Bildbereich. Die Helligkeit der Partikel
ha¨ngt jedoch auch von anderen Faktoren ab (s.u.) Damit erscheint eine genauere
Rechnung nicht sinnvoll.
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Beleuchtungsinhomogenita¨t
Da die Intensita¨t mit r−2 abfa¨llt, erscheinen Teilchen nahe der Beleuchtung hel-
ler. Grundsa¨tzlich ließe sich damit eine Tiefenabscha¨tzung vornehmen. Die Hel-
ligkeit eines Teilchens ist jedoch auch von der Position auf der Glasfaserstruktur
abha¨ngig. Zwischenra¨ume, in denen kein Faserkern abgetastet wird, dunkeln um-
gebene Strukturen ab. Desweiteren wird sich eine Subtraktion des Mittelwertes als
no¨tig erweisen (s. Abschn. 5.1). Das erzeugt eine Abha¨ngigkeit des Grauwerts vom
Hintergrund. Eine Tiefenabscha¨tzung aus der Grauwertfunktion sollte aus diesen
Gru¨nden nicht unternommen werden.
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Abbildung 3.8: Zum Tiefenauﬂo¨sungsvermo¨gen (X-Z-Ebene): a Winkel der Sehstrah-
len zur optischen Achse (ξ1,2) und zueinander (β). b Vergro¨ßerung am Weltpunkt
X = (X,Y, Z)T : Ungenauigkeit der Weltkoordinaten in Abha¨ngigkeit von β und der
Ungenauigkeit der Bildkoordinaten dx.
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Abbildung 3.9: a Plot von dX(β) und dZ(β), b zeigt die Fla¨che des Ungenauigkeit-
sparallelogramms dS(β).
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Abbildung 3.10: Simulation des Dreikugelaufbaus. Die Tiefenbegrenzungen der Stereo-
bereiche sind mit Linien gekennzeichnet. [My Lillistierna]
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Abbildung 3.11: Statt den 2D-Streuwinkel ϑ zu benutzen, muss die Ausdehnung des
Aufbaus beru¨cksichtigt werden. Die tatsa¨chlichen Streuwinkel sind ϑ1 und ϑ2.
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Abbildung 3.12: Abha¨ngigkeit der tatsa¨chlichen Streuwinkel ϑ1 = ϑ2 vom Streuwinkel
zur Symmetrieachse ϑ und vom Konvergenzwinkel α.
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Kapitel 4
Kamerakalibrierung
Die Abbildung eines Punktes im Beobachtungsvolumen auf den CCD-Chip der
Kamera wird mit Hilfe eines Kameramodells beschrieben. Die Bestimmung der
Parameter dieses Modells wird als Kalibrierung bezeichnet. Eine genaue Kenntnis
der Kameraparameter ist Voraussetzung fu¨r die Gewinnung metrischer Information
aus den Bildern.
Zur Bestimmung der Parameter wird zuna¨chst ein Satz von Punkten beno¨tigt,
deren relative Positionen bekannt sind. Dies wird hier mit einem Kalibriergitter
unternommen (Abschnitt 4.1). Mit diesen Punkten wird anschliessend eine Kali-
brierung durchgefu¨hrt.
Hier wurde eine neue Kalibriermethode verwendet, bei der ein ebenes Target in
verschiedenen, beliebigen Positionen aufgenommen wird. Die Zwangsbedingung,
dass die Markierungen jeweils planar angeordnet sind, ﬂießt in die Rechnung ein
und ermo¨glicht die Bestimmung der Lage der Ebene, ohne dass die genaue Position
vorher bekannt war (Abschnitt 4.3.2).
4.1 Extraktion der Kalibrierpunkte
Bevor man die Bildkoordinaten der Kalibrierpunkte in die Rechnung einﬂießen
lassen kann, mu¨ssen diese subpixelgenau bestimmt werden. Dies leistet ein von
[Schultz 1997] entwickelter und von [Garbe 1998] angepasster Algorithmus, der
kreuzende Linien an ein gaussfo¨rmiges Kreuz ﬁttet. Die Modellfunktion lautet:
F (u1, u2) = a− d·
· (1− exp [−w1((u2 − l2) cos θ1 + (u1 − l1) sin θ1)2])
· (1− exp [−w1((u2 − l2) cos θ1 + (u1 − l1) sin θ1)2])
(4.1)
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mit den Parametern
a Hintergrundmaximum
d Tiefe der Kreuzlinien
w1, w2 Kehrwert des Quadrats der Linienbreite
l1, l2 Verschiebung des Kreuzes zum lokalen Ursprung
θ1, θ2 Winkel der Kreuzlinien zu den Bildachsen
Man u¨bergibt der Routine einen lokalen Ursprung, eine Umgebung in Form eines
Radius und Startwerte der angegebenen Parameter. Insbesondere sind die Grau-
werte des Kreuzes und des Hintergrunds absolut anzugeben.
4.2 Geometrische Kalibrierung
Ein Modell der Kameraabbildung wird je nach benutztem optischen System und
erforderter Genauigkeit erstellt. Sehr gebra¨uchlich ist das Modell von [Tsai 1986].
Es benutzt ein lineares Modell, das Startwerte fu¨r eine nichtlineare Erweiterung
liefert.
Homogene Koordinaten
Bei der Beschreibung der Transformation der Weltpunkte in Bildpunkte tritt neben
der Translation und Rotation auch eine perpektivische Projektion auf. Um auch
die im Euklidischen nichtlineare Projektion in Matrixform darstellen zu ko¨nnen,
fu¨hrt man in der projektiven Geometrie homogene Koordinaten ein. Vektoren der
Weltpunkte haben darin vier Komponenten der Form X˜ = (X,Y, Z, 1)T , Bildko-
ordinaten die Form x˜ = (kx, ky, k)T , k ∈ IR. k ist dabei ein freier Skalierungs-
faktor; fu¨r k = 1 erha¨lt man euklidische Koordinaten. Die Erweiterung um eine
Dimension tra¨gt der Tatsache Rechnung, dass ein einziger Bildpunkt von beliebi-
gen Weltpunkten auf einer Geraden, dem Sehstrahl, aus abgebildet werden kann
(vgl. Abschn. 4.2.1) und fu¨r die Abbildung dadurch ein zusa¨tzlicher, skalierender
Freiheitsgrad entsteht.
4.2.1 Das lineare Lochkameramodell
In diesem Modell wird die einfache, idealisierte Lochkamera ohne Linsen benutzt.
Gegeben sind die Brennweite f und das optische Zentrum O, das den Ursprung
der Kamerakoordinaten bildet. Da von mehreren Koordinatensystemen die Rede
ist, sollen sie hier kurz erla¨utert werden (vgl. Abb. 4.1):
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• Weltkoordinaten U = (U1, U2, U3)T
• Kamerakoordinaten1 X = (X1, X2, X3)T
• Sensorkoordinaten x = (x1, x2)T
• Bildkoordinaten u = (u1, u2)T
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Abbildung 4.1: Lochkameramodell und Koordinatensysteme: Weltpunkt in Weltkoordi-
naten U und in Kamerakoordinaten X (Ursprung O), Bildpunkt in Bildkoordinaten x
(Ursprung H) und Sensorkoordinaten u (Ursprung Bildecke).
Unter Benutzung homogener Koordinaten sind die darin linearen Transformatio-
nen in Weltkoordinaten als 4x4-Matrizen darstellbar. Eine Transformation von
Objekt- in Bildkoordinaten ist eine 3x4-Matrix (s. Gl. (4.7)). Aufgrund der Asso-
ziativita¨t der Matrixmultiplikation kann man die gesamte lineare Transformation
M = (mij) (3x4-Matrix) als Produkt der verschiedenen Transformationen schrei-
ben:
M = SPRT , (4.2)
1Darunter ist abermals die Endoskopspitze zu verstehen.
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wobei die Translation T die Form
T =


1 0 0 t1
0 1 0 t2
0 0 1 t3
0 0 0 1

 , (4.3)
die Rotation die Form
R =


r11 r12 r13 0
r21 r22 r23 0
r31 r32 r33 0
0 0 0 1

 , (4.4)
mit den Elementen
r11 = cosϕ cosκ
r12 = sinω sinϕ cosκ− cosω sinκ
r13 = cosω sinϕ cosκ+ sinω sinκ
r21 = cosϕ sinκ
r22 = sinω sinϕ sinκ+ cosω cosκ
r23 = cosω sinϕ sinκ− sinω cosκ
r31 = − sinϕ
r32 = sinω cosϕ
r33 = cosω cosϕ
(4.5)
wobei ϕ, κ und ω die eulerschen Winkel bezeichnen. Da die Rotation nicht kom-
mutativ ist, muss man die Reihenfolge der einzelnen Rotationen festlegen.
Die perspektivische Projektion mit der Brennweite f lautet
P =

 1 0 0 00 1 0 0
0 0 1/f 0

 (4.6)
Der Ursprung der Bildkoordinaten liegt in der linken, oberen Ecke des Bildes, der
Ursprung der Sensorkoordinaten ist H. Es erfolgt also noch eine Bildverschiebung
von Sensor- auf Bildkoordinaten samt einer Skalierung:
S =

 Sxdx 0 Hx0 dy Hy
0 0 1

 (4.7)
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Dabei bezeichnen H = (Hx, Hy)
T die Lage des Hauptpunktes auf dem CCD-Chip,
von dem die Verzerrungen ausgehen, in Pixel. dx und dy die Gro¨ße des Senso-
relements, die aus Herstellerangaben bekannt sind. Der Skalierungsfaktor in x-
Richtung Sx muss eingefu¨hrt werden, um Synchronisationsfehler bei der Aufnahme
auszugleichen, die nicht im Videosignal erfasst werden [Tsai 1986]. Nach Gl. (3.4)
kann er 0,6 Pixel ausmachen. Man kann auch die aspect ratio einfu¨hren, welche
das Seitenverha¨ltnis der Pixel beschreibt: a = Sx
dy
dx
.
Die Parameter des linearen Modells
Die Parameter in den Transformationen lassen sich in interne, kameraspeziﬁsche
und externe, die Lage betreﬀende Parameter unterscheiden. R und T enthalten
die 6 externen Parameter. Die 4 internen Parameter in S und P sollten sich unter
Bewegung der Kamera und bei verschiedenen Kalibrieraufnahmen nicht a¨ndern.
Lo¨sung des linearen Modells
Zusammenfassend ergibt sich die Transformation von Welt- in Bildkoordinaten
u˜ =M U˜ = SPRT U˜ .
Diese kann nach [Melen 1994] umgeschrieben werden in der Form
L · a = l (4.8)
mit
l = (x1, y1, x2, y2, . . . )
T
und
a = (m11,m12,m13,m14,m21,m22,m23,m24,m31,m32,m33)
T
und einer Nebenbedingung m34 = 1. Aus a lassen sich die Parameter berechnen.
Dieses Verfahren wird in [Melen 1994] beschrieben.
L hat die Form
L =


X1 Y1 Z1 1 0 0 0 0 −X1x1 −Y1x1 −Z1x1
0 0 0 0 X1 Y1 Z1 1 −X1y1 −Y1y1 −Z1y1
X2 Y2 Z2 1 0 0 0 0 −X2x2 −Y2x2 −Z2x2
0 0 0 0 X2 Y2 Z2 1 −X2y2 −Y2y2 −Z2y2
...
...
...
...
...
...
...
...
...
...
...


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und hat 11 Spalten. Liegen alle Kalibrierpunkte Xi koplanar, hat L nicht vollen
Rang [Faugeras 1993], sondern nur Rang 8. Man erkennt dies sehr gut, wenn
man beispielsweise alle Zi = 0 setzt. Das bedeutet, dass Gl. (4.8) bei Verwendung
einer Kalibrierebene nicht lo¨sbar ist. Entweder benutzt man stattdessen einen 3D-
Kalibrierko¨rper oder man bedient sich eines anderen, im folgenden beschriebenen
Formalismus.
Lineare Lo¨sung mit mehreren Kalibrierebenen
Die Abbildung eines Punktes auf einer Ebene i (Z=0) la¨sst sich nach Ansatz von
[Zhang 1998] als lineare Abbildung schreiben:
s

 xy
1

 =H i

 XY
1

 . (4.9)
Hier ist s ein freier Skalierungsfaktor. Fu¨r jede Ebene la¨sst sich eine Homographie
H i mit der Methode der kleinsten Quadrate scha¨tzen. H i hat daru¨berhinaus die
Form
H i = SP [r1r2t]i (4.10)
mit t = (t1, t2, t3)
T und rj = (rj1, rj2, rj3)
T . Aus der Orthogonalita¨t der Rotati-
onsmatrix folgt r1 · r2 = 0. Dies liefert zwei Einschra¨nkungen an die intrinsischen
Parameter bei bekanntem H i. Aus der Konstanz der intrinsischen Parameter von
Ebene zu Ebene folgt, dass man theoretisch aus 2 Ebenen S und P bestimmen
kann. In der Praxis sollte man allerdings eine ho¨here Anzahl von Ebenen verwen-
den.
Das weitere Vorgehen ist fu¨r beide Methoden identisch.
4.2.2 Nichtlineare Erweiterungen
Mit dem linearen Modell werden geometrische Verzerrungen beschrieben, die drei-
eckstreu (aﬃne Abbildung) oder parallelentreu (perspektivische Projektion) abbil-
den. Linsen weisen hingegen Abbildungen auf, die auch in homogenen Koordina-
ten nicht linear sind. Diese sind nicht mehr in Matrixform notierbar und erfordern
einen nichtlinearen Fit. Dazu wird ein Levenberg-Marquardt-Verfahren benutzt,
das das Abstandsquadrat minimiert. Alle Parameter werden gleich behandelt und
nacheinander variiert, solange das Residuum dadurch verkleinert wird. Dabei kann
ein lokales Minimum irrtu¨mlich als Optimum gedeutet werden. Um dies zu ver-
hindern, sind die Startwerte nahe dem Ergebnis zu wa¨hlen. So wa¨hlt man die
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bisherigen Parameter aus der linearen Scha¨tzung und die nichtlinearen Korrektu-
ren verschwindend.
Aus U¨berlegungen der geometrischen Optik ergeben sich folgende Korrekturen:
Radiale Verzerrung: Mit dem Abstand zum Hauptpunkt r = |u − H| wa¨chst
die radiale Verzerrung von Linsen δur. Der Fehler wird gema¨ß einer Taylor-
reihe gena¨hert und die Entwicklung nach geforderter Genauigkeit ausgefu¨hrt.
Ausreichend ist hier die zweite Ordnung:
δur = (k1r
2 + k2r
4)u+O(r6) (4.11)
Linsensysteme mit besonders starker Verzerrung sind solche mit kurzer
Brennweite, wie sie sich in den Endoskopspitzen ﬁndet. Die Verzerrung der
Endoskope ist sehr stark kissenfo¨rmig und fa¨llt visuell bereits stark auf (s.
Abbildung 4.2).
Tangentiale Verzerrung: Tritt Licht durch ein System mehrerer Linsen, so lie-
gen die Zentren der Linsenkru¨mmungen meist nicht kollinear. Dies fu¨hrt ne-
ben einem radialen Fehler zu einer tangentialen Verzerrung [Slama 1980].
Man kann auch sie nach dem zweiten Term abbrechen:
δut1 = 2p1 · u1u2 + p2 · (r2 + 2 · u21) +O(r4) (4.12)
δut2 = p1 · (r2 + 2u22) + 2 · p2 · u1u2 +O(r4) (4.13)
Prismenverzerrungen: Zusa¨tzlich kann man eine Korrektur kleiner Linsenfehler
einfu¨hren [Calzolari 1996]. Diese sind aber klein gegenu¨ber der Verzerrung
und werden meist vernachla¨ssigt.
4.3 Kalibriermethoden
In der Kalibrierroutine wurden verschiedene Methoden implementiert. Die erste
unterscheidet sich grundsa¨tzlich von einem Stereoaufbau. Die anderen beiden Me-
thoden sind in der Wahl des Kalibrierobjektes verschieden: Man kann einen Ko¨rper
benutzen oder eine Ebene in mehreren Orientierungen aufnehmen.
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a b
Abbildung 4.2: a Schon mit bloßem Auge ist die radiale Verzerrung der Endoskop-
optik erkennbar: Die parallelen Linien des Gitters erscheinen nach außen gebogen. b :
Typischer Verlauf einer radialen Linsenverzerrung. Quelle b : [Godding 1999]
4.3.1 Kalibrierung einer 2D-Messebene
Die einfachste Kalibriermethode ist fu¨r Aufnahmen einer einzelnen Kamera geeig-
net, bei denen das Messvolumen auf eine Ebene reduziert ist. Ein Anwendungs-
beispiel ist die in Kapitel 2.4 erwa¨hnte Beobachtung mit einem starren Endoskop,
dessen Sichtfeld durch ein ebenes Fenster begrenzt wird oder die Bewegungsanalyse
von Pﬂanzenwurzeln, die in einer ebenen Petrischale beobachtet werden.
4.3.2 3D-Kalibrierung
Wenn man mit der Tiefeninformation arbeitet, darf das Kalibrierobjekt nicht eben
sein, da sonst Gleichung (4.8) nicht mehr lo¨sbar ist. Man bedient sich entweder
eines (nichtebenen) Kalibrierko¨rpers oder erzeugt einen virtuellen Ko¨rper (s.u.).
In beiden Fa¨llen ist darauf zu achten, dass sie das Stereovolumen ausfu¨llen. Man
benutzt meist folgende Verfahren:
Nichtebener Kalibrierko¨rper
Oft wird hierzu ein Wu¨rfel mit Kalibriermarken hergestellt. Die Anfertigung eines
solchen Wu¨rfels der geforderten Gro¨ße und Genauigkeit ist mit erheblichen Kosten
verbunden.
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Direkt bekannter, virtueller Ko¨rper
Eine ga¨ngige Methode ist, ein ebenes Target auf einem Verschiebetisch zu montie-
ren und a¨quidistante Verschiebungen in der Tiefe durchzufu¨hren, um eine bekannte
ra¨umliche Beziehung zwischen den Kalibrierpunkten sicherzustellen. Die Serie von
lokaliserten, jeweils ebenen Markierungen wird dann im Rechner zu einem virtu-
ellen Markierungsko¨rper zusammengefu¨gt und mit diesem wie oben beschrieben
verfahren.
Der Einsatz eines Verschiebetisches ist bei dieser Messung allerdings nicht prak-
tikabel. Der Stereoaufbau und das Stereovolumen sind bei den Endoskopen viel
kleiner als bei Standardobjektiven. Mit dem in der Bildverarbeitungsgruppe vor-
handenen Verschiebetisch ist eine einmalige und genaue Kalibrierung zwar mo¨glich.
Allerdings ist beabsichtigt, die Kalibrierung fu¨r Messungen an der Wasserrinne der
BAW, am besten direkt im Wasser und kurz vor der Messung vorzunehmen.
Beliebiger, virtueller Ko¨rper
Der oben beschriebene Formalismus erlaubt eine Kalibrierung mittels einer Auf-
nahmeserie einer Ebene in beliebigen Orientierungen. Fu¨r den Einsatz bei der
BAW ist diese Methode weitaus praktikabler.
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Kapitel 5
Vorverarbeitung der Rohdaten
Um die Bilder segmentieren zu ko¨nnen, ist es wichtig, Bildfehler derart zu un-
terdru¨cken, dass die Kalibrierung nicht beeinﬂusst wird, sie sich also geometrisch
nicht vera¨ndern. Wegen der unterschiedlichen Art der Daten ist schon bei der Si-
gnalextraktion zu unterscheiden, ob es sich um Kalibrier- oder Messaufnahmen
handelt.
Bei Kalibrieraufnahmen ist eine ausreichende Beleuchtung mo¨glich. Dadurch wird
das Rauschen minimiert. Der Fehler besteht bei solchen Aufnahmen in der Wa-
benstruktur der Glasfaser-Abbildung. Die Bilder dienen dazu, Kreuzungspunkte
mittels eines gaussfo¨rmigen Fits zu ermitteln. Um diesen Fit zu unterstu¨tzen, sollen
die Fehler durch isotrope Gla¨ttungsverfahren behandelt werden (Abschnitt 5.2).
Bei Messaufnahmen handelt es sich um Bildfolgen von Streuaufnahmen, deren Be-
leuchtung begrenzt ist. Rauschen spielt bei solchen Sequenzen eine wichtige Rolle.
Reﬂexionen und Strukturen, die nicht von zu segmentierenden Teilchen herru¨hren,
stellen dabei die gro¨bsten Fehler dar und sollen zuerst eliminiert werden (Ab-
schnitt 5.1). Durch diesen Arbeitsschritt wird eine Segmentierung ermo¨glicht. Um
daraufhin das Rauschen von den Signalen trennen zu ko¨nnen, kam erstmalig ein
neues Verfahren der dreidimensionalen anisotropen Diﬀusion (Abschnitt 5.4) zur
Anwendung.
5.1 Extraktion des Hintergrunds
Bei Messaufnahmen beﬁnden sich im Bild als Fehler zu betrachtende Objekte, die
zwei verschiedene Ursachen haben: Ein großes Problem stellen Reﬂexionen der Po-
renwa¨nde dar. Die Messbedingungen erlauben es nur bedingt, diese durch A¨ndern
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des Hintergrundes oder des Streuwinkels zu unterdru¨cken. Ein weiteres Schwa¨rzen
des Hintergrundes beispielsweise erscheint nicht mo¨glich. An einigen Stellen setzen
sich zudem zeitweise Sand- oder Tracerteilchen fest, die keine Information u¨ber die
vorhandene Stro¨mung fu¨hren. Eine Segmentierung wird dadurch erschwert, dass
der Kontrast der Teilchen vor dem beleuchteten Hintergrund sehr gering ist. Mit
blossem Auge sind Teilchen nur in dunklen Bereichen auszumachen (vgl. Abb. 5.1).
Man darf annehmen, dass ruhende Strukturen nicht die Stro¨mung beschreiben.
Integriert man in zeitlicher Richtung, so erha¨lt man in guter Na¨herung den sta-
tischen Anteil der Sequenz. Dieser wird subtrahiert, so dass bewegte Strukturen
im Bild belassen werden. Zu ihnen geho¨rt allerdings auch das Rauschen, das in
Abschnitt 3.2.2 untersucht wird.
a b c
Abbildung 5.1: Subtraktion des statischen Hintergrundes: a Originalbild, b berechneter
Hintergrund, c Diﬀerenz (versta¨rkt dargestellt)
5.2 Isotrope Gla¨ttungsverfahren
Zum Versta¨ndnis der benutzten Vorgehensweise soll zuna¨chst die Fouriertransfor-
mation rekapituliert werden.
5.2.1 Fouriertransformation, Faltung und Powerspektrum
Durch eine Fouriertransformation wird eine n-dimensionale Funktion f(x) aus dem
Ortsraum in den (komplexen) Wellenzahlraum u¨berfu¨hrt:
fˆ(k) =
1
(2π)n
∞∫
−∞
dnx exp(−ikx) f(x) (5.1)
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Die inverse Transformation hat die Form
f(x) =
∞∫
−∞
dnk exp(ikx) fˆ(k) (5.2)
Bei Filtern bezeichnet man die Transformierte auch als Transferfunktion.
a
0
1
0
b
0
1
0
Abbildung 5.2: a Eine Rechteckfunktion und b ihre Fouriertransformierte, die sinc-
Funktion (ohne Skalierung)
Die Transformierte bildet Amplituden nicht mehr ortsabha¨ngig ab, sondern zer-
legt die Struktur in Grauwertwellen unterschiedlicher Frequenz1 und gibt dafu¨r
eine Amplitude an. Fu¨r die Bildverarbeitung benutzt man die zwei- oder dreidi-
mensionale, diskrete Form (DFT), wobei das Bild am Rand periodisch fortgesetzt
betrachtet wird und die kleinsten Wellenla¨ngen durch die Pixelgro¨ße begrenzt sind.
Weisses Rauschen ist im Orts- und im Fourierraum gleich verteilt. Bei hohen Wel-
lenzahlen ist jedoch der Rauschanteil sehr hoch, da sich unkorreliertes Rauschen
nur auf ein Pixel erstreckt. Neben den o¨rtlichen Wellenzahlen kx und ky gilt dies
auch fu¨r die zeitliche kt. Die Ortsinformation steckt bei der Transformierten in der
Phase, also im Exponenten −ikx.
Zur Darstellung der komplexwertigen Fouriertransformierten la¨sst sich im Wellen-
zahlraum ein Power- oder Energiespektrum erzeugen. Dazu wird die Amplitude
gema¨ß ∣∣∣fˆ(k)∣∣∣2 = fˆ(k)∗ · fˆ(k) (5.3)
quadriert, d.h. mit der komplex Konjugierten multipliziert. Man erha¨lt dadurch
fu¨r jede Wellenzahl einen reellen Wert, dem in der Quantenmechanik und Elektro-
dynamik die Energie entspricht.
1Bei ra¨umlichen Wellen verwendet man den Begriﬀ Wellenzahl, die mit der Wellenla¨nge λ
u¨ber k = 2π/λ zusammen ha¨ngt.
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Eine Faltung f ∗g von den (komplexen) Funktionen f(x) und g(x) in die komplexen
Zahlen hat die Form
(f ∗ g)(y) =
∞∫
−∞
dnx f(x) g(y − x) . (5.4)
In der Fouriertransformierten entspricht ihr eine Multiplikation der Transformier-
ten Funktionen fˆ · gˆ.
Neben dieser Transformation existieren noch andere. Man nutzt je nach Anwen-
dung bestimmte Eigenschaften einer Transformationen. Die hier benutzte Eigen-
schaft besteht in der einfachen Identiﬁzierung regelma¨ßiger Strukturen.
Fensterfunktion
Bei der Fouriertransformation eines rechteckigen Bildes treten am Rand Unste-
tigkeiten auf. Wiederum hat das Bildrechteck den Eﬀekt einer Faltung mit der
sinc-Funktion 2, diesmal tritt jedoch die Multiplikation im Ortsraum und die Fal-
tung im Wellenzahlraum auf. Stehen die Abtastfrequenz und die Frequenz der
sinc-Funktion in einem bestimmten Verha¨ltnis, wird letztere nicht mehr im Maxi-
mum abgetastet. An sa¨mtlichen DFT-Rasterpunkten entstehen Fehler, die einen
sog. leakage-Eﬀekt der Hauptspektrallinie erzeugen. Diesen begegnet man durch
Einsatz einer Fensterfunktion Abb. 5.3. Bei der Bearbeitung der Bilder kam ei-
ne zweidimensionale Hanning-Fensterfunktion zum Einsatz, die eine kosinusartige
Kurve auf einem N ×M -Bild erzeugt gema¨ß
A(x, y) =
1
4
[
1− cos
(
2πx
N
)
− cos
(
2πy
M
)
+ cos
(
2πx
N
)
· cos
(
2πy
M
)]
.
Nach Ru¨cktransformation wird das Bild durch diesen Wert wieder dividiert.
5.2.2 Bandpass im Fourierspektrum
Charakteristisch fu¨r die Waben ist, dass sie sich auf den gesamten Bildkreis er-
strecken und u¨berall von gleicher Skala, jedoch nicht von ra¨umlich regelma¨ßiger
Struktur sind. Diese Eigenschaften legen die Benutzung einer Fouriertransforma-
tion nahe. Ein Ansatz, um ausschließlich die Wabenstruktur zu entfernen, ist eine
Bandpassﬁlterung, die durch Faltung mit einem Filter erreicht wird. A¨quivalent
2 sinc: f(x) = sin(x)x
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Abbildung 5.3: Zeilenschnitte a des Originalbildes, b des Produkts mit einer Hanning-
Fensterfunktion.
kann man das Bild in die Frequenzdarstellung fouriertransformieren, dort mit der
Transferfunktion des Filters multiplizieren und anschließend wieder ru¨cktransfor-
mieren. Da dadurch das Versta¨ndnis u¨ber das Bild vertieft wird, soll dieser Umweg
gemacht werden.
a b
Abbildung 5.4: Powerspektrum des Kalibrierbildes in Abb. 8.2. a nach direkter Trans-
formation, b unter Benutzung einer Hanning-Fensterfunktion. Das Gitter entspricht dem
Muster nahe dem Zentrum, die Wabenstruktur erzeugt den Ring. Man erkennt, wie deut-
lich diese Strukturen trennbar sind. Im Zentrum sieht man die Transformierte des Kali-
briergitters. Sie erinnert an die aus der Festko¨rperphysik bekannten Laue-Interferenzen,
bei denen das inverse Gitter eines Kristalls sichtbar wird.
Zur Bestimmung der Wellenzahlen der Wabenstruktur wird von einem Referenz-
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bild die Fouriertransformierte gebildet. Deren Powerspektrum ist radialsymmme-
trisch um die Wellenzahl k = 0 angeordnet. Kleine Strukturen liegen somit am
Rand, große im Zentrum dieser Darstellung. Man erkennt in der Darstellung einen
sehr klar abgegrenzten Ring (s. Abb. 5.4), der die Waben repra¨sentiert. Schneidet
man per Multiplikation mit einer radialen Rechteckfunktion diesen Ring heraus,
entspricht dies einer Faltung im Ortsraum mit der Transferfunktion des Rechtecks,
der sinc-Funktion (s. Abb. 5.2).
Dadurch ergeben sich insbesondere an den Ra¨ndern kleine Fehler (s. Abbil-
dung 5.5).
a b
Abbildung 5.5: Ein Beispielbild in Falschfarben a vor und b nach der Bandpassﬁlterung
mit der Rechteckfunktion. Es ist ein stark vergro¨ßerter Ausschnitt des unteren Rands von
Abbildung 8.2 dargestellt. Man erkennt die Faltungsartefakte am Rand des Bildkreises
als wellenfo¨rmige U¨berschwinger.
Man kann ein a¨hnliches Vorgehen auch mit anderen als der Rechteckfunktion
durchfu¨hren. Dazu bietet sich die Gaussfunktion an, deren Transferfunktion wieder
gaussfo¨rmig ist. Dies entspricht einer isotropen Gla¨ttung, die bei anderer Imple-
mentierungen weniger Rechenaufwand erfordert.
5.2.3 Gausspyramide
Die Gro¨ße der Waben (s. Gl. (3.3)) legt eine andere, schnellere Art der isotropen
Gla¨ttung nahe: Die erste Ebene einer Gausspyramide.
Wie z.B. in [Ja¨hne 1999] beschrieben, ist eine Multiskalenrepra¨sentation durch
sukzessives Unterabtasten oft sehr eﬃzient. Dies geschieht durch Erzeugen einer
Gausspyramide aus einem Bild folgendermaßen: In jeder ho¨heren Ebene q + 1
wird die Ebene q in jede Achsenrichtung nur in jedem zweiten Punkt abgetastet.
Dadurch entsteht bei zweidimensionalen Bildern ein um den Faktor 4 reduziertes
Bild. Setzt man dies bis zu einem einzigen Punkt fort, so beno¨tigt die gesamte
Pyramide eines Bildes mit N Pixeln in jede Richtung
ND
(
1 +
1
2D
+
1
22D
+ · · ·
)
< ND
2D
2D − 1
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Bildpunkte. Eine 2D-Pyramide ist 1/3, eine 3D-Pyramide nur 1/7 mehr Speicher-
platz als das Bild. Es ist bei jeder Gla¨ttung das Abtasttheorem zu beachten um
Aliasing3 zu verhindern. Das bedeutet in diesem Falle, dass alle Strukturen, die we-
niger als vier Mal pro Wellenla¨nge abgetastet werden, unterdru¨ckt werden mu¨ssen.
Das Bild auf der ersten Ebene wird durch Interpolation4 vierfach vergro¨ßert und
erscheint wieder in der Ausgangsgro¨ße.
5.3 Zweidimensionale anisotrope Diﬀusion
Bei den Kalibrierbildern ist eine Gla¨ttung wu¨nschenswert, die die Wabenstruk-
tur als Rauschen auﬀasst und unterdru¨ckt. Gleichzeitig sollen die Gitterlinien als
Signal erkannt werden und senkrecht der Linien nur minimales Gla¨tten stattﬁn-
den. Dies kann durch anisotrope Diﬀusion erreicht werden, die hier in der zweidi-
mensionalen Form kurz erla¨utert werden soll. Die anisotrope Diﬀusion wurde von
[Weickert 1998] eingefu¨hrt. Sie verbindet Ideen der nichtlinearen Diﬀusionsﬁlte-
rung mit einer Orientierungsanalyse durch den Strukturtensor.
Funktionsweise der anisotropen Diﬀusion
Mit Hilfe des (symmetrischen, positiv semi-deﬁniten) Strukturtensors J (s. z.B.
[Haußecker und Spies 1999]), der die Form
Jpq = B ∗ (∂pg · ∂qg) (5.5)
hat, wird die lokale Bildstruktur gemessen. Dabei bezeichnet g die Grauwertfunk-
tion und ∂p, ∂q die Ableitungen entlang der Bildachsen. Der Operator B bewirkt
eine lokale Mittelung. Die Eigenvektoren von J geben die Orientierungen und de-
ren (nichtnegativen) Eigenwerte den lokalen Kontrast in den jeweiligen Richtungen
an. Die Orientierung mit dem kleinsten Eigenwert zeigt also entlang der Struktur.
Die Diﬀusionsgleichung ergibt sich nach Anwendung des ﬁckschen Gesetzes und
der Kontinuita¨tsgleichung zu
∂g
∂τ
= ∇ · (D∇g), (5.6)
wobei g(x, τ) den Grauwert zur Diﬀusionszeit τ bezeichnet. Der Diﬀusionskern
D ist ein Tensor zweiter Stufe, wenn entlang der Hauptachsen unterschiedlich
3Scheinstrukturen, die beim Unterabtasten entstehen. In der Festko¨rperphysik entspricht die-
sem Eﬀekt die Reduzierung auf die 1. Broullinzone.
4Meist wird die kubische Interpolation verwendet.
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gegla¨ttet werden soll.5 Er verwendet dieselben Eigenvektoren wie der Strukturten-
sor.
Bei der Anwendung auf die Kalibrierbilder wird eine kantenversta¨rkend wirkende
(edge enhancing) Diﬀusion benutzt, die in den strukturschwachen Umgebungen
stark gla¨ttet. Es handelt sich um eine anisotrope Erweiterung der nichtlinearen
isotropen Diﬀusion [Perona und Malik 1990]. Die Eigenwerte werden von einem
Parameter k abha¨ngig gesetzt:
λ1 =
1
1 + (∇g)2/k2 , λ2 = 1. (5.7)
Die Richtungsgenauigkeit dieses Prozesses ist wichtig, damit die Bildqualita¨t nicht
unter Gla¨ttungsartefakten aufgrund falsch ermittelter Richtungen leidet. Dieser
Punkt ist bei feinen Linien relevant (s.u.).
5.4 Dreidimensionale anisotrope Diﬀusion
Bei der dreidimensionalen anisotropen Diﬀusion handelt es sich um eine einfa-
che Erweiterung des zweidimensionalen Falls, wobei nun entlang der Trajektorien
gegla¨ttet wird. Bisher war sie jedoch derart implementiert, dass die Diskretisie-
rung der Diﬀusionsgleichung eine Bevorzugung gewisser Orientierungen bewirkte
(vgl. Abb. 5.7). Die in [Scharr 2000b] vorgestellte Verbesserung, die auch im
zweidimensionalen Fall zum Einsatz kam, behandelt alle Orientierungen gleich.
Warum dies in Bildfolgen wichtig ist, soll kurz ausgefu¨hrt werden.
Richtung der Trajektorien
Abbildung 5.6 skizziert einen xt-Schnitt. Bewegt sich ein Objekt in der Bildfolge
mit einer Geschwindigkeit vx = δx/δt, so ist die Neigung gema¨ß
α = arctan
(
δx
δt
)
= arctan vx (5.8)
von der Geschwindigkeit abha¨ngig. Ruhende Strukturen verlaufen vertikal, mit
zunehmender Geschwindigkeit neigen sie sich zur x-Achse. Eine Neigung von 45◦
entspricht einer Geschwindigkeit vx von 1 Pixel/frame und kann damit nicht als
5Hier ist er ebenso wie J eine 2× 2-Matrix.
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Abbildung 5.6: Ein xt-Schnitt mit zwei Punkten der Geschwindigkeit vx mit vx(α2) >
1 Pixel/Bild > vx(α1).
ausgezeichnete Richtung gelten, d.h. Bewegung in dieser Richtung wa¨re ein Zufall
der Aufnahmeparameter.
Somit eignet sich diese Art der Bearbeitung fu¨r stark verrauschte Stro¨mungsbild-
folgen. Bei der Auswertung dieser Arbeit wurde das Verfahren verwendet. Die
Parameter werden in Abha¨ngigkeit vom Rauschen gewa¨hlt.
Eine systematische Untersuchung dieses Verfahrens steht noch aus.
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a b
c d
Abbildung 5.7: Anwendung der anisotropen Diﬀusion auf ein reales Bild(Pfau): a Ori-
ginalbild, b Standardverfahren, das horizontale und vertikale Strukturen erkennt, c das
nichtnegative Schema liefert zusa¨tzlich in der Winkelhalbierenden gute Ergebnisse. d de-
monstriert das neue Verfahren, das alle Richtungen gleich behandelt. Die Parameter sind
bei allen Berechnungen gleich gewa¨hlt. Quelle: [Scharr 2000a]
Kapitel 6
Particle Tracking Velocimetry
Unter Particle Tracking Velocimetry (PTV) versteht man ein Stro¨mungsvisuali-
sierungsverfahren, welches die Lage und Geschwindigkeit von Tracerteilchen in
lagrangescher Darstellung beschreibt. Es basiert auf der Erkennung und Verfol-
gung von Teilchen in Bildfolgen, deren Geschwindigkeit ermittelt wird. Soll dies
in drei Dimensionen erfolgen (3D-PTV), so mu¨ssen mehrere Kameras simultan
benutzt werden. Um die raumzeitliche Lokalisierung eines Teilchens in Form einer
Trajektorie verfolgen zu ko¨nnen, sind zwei Arten der Zuordnung zu erfolgen: die
zeitliche innerhalb einer Sequenz und die ra¨umliche aus der Position der Kameras.
Die Korrespondenzsuche zur Identiﬁkation einer 3D-Trajektorie kann auf zwei
Weisen erfolgen: In dem benutzten Algorithmus wird ein Teilchen innerhalb je-
der Bildfolge zu einem zeitlichen Streak zusammen gesetzt (2D-PTV). Die Streaks
werden unter Verwendung der aus der Kalibrierung bekannten Kamerapositionen
mit einer Spur der zweiten Bildfolge korreliert (Abschnitt 6.3). Ein anderer An-
satz besteht darin, zuna¨chst die Korrespondenz eines detektierten Teilchens von
den verschiedenen Positionen aus herzustellen und dann die Bewegung zeitlich zu
verfolgen[Maas et al. 1993]. Dazu ist es hilfreich, mehr als zwei Kameras einzu-
setzen.
Der erste Schritt stellt die Unterteilung eines Bildes in Teilchen und Hintergrund,
also Signalbereiche und Rauschen, dar. Diese Abbildung wird Segmentierung ge-
nannt (Abschnitt 6.1) und erfordert einen modellbasierten Algorithmus. Die hier
benutzte Segmentierung wurde fu¨r die Erkennung von Streaks in Stro¨mungsbildern
entwickelt.
Im Zweidimensionalen wurde die Messmethode innerhalb der Arbeitsgruppe
Digitale Bildverarbeitung erstmals von [Wierzimok 1991] umgesetzt und von
[Hering 1996] fu¨r Messungen am Heidelberger Wind-Wellen-Kanal weiterent-
wickelt. Einen theoretischen Algorithmus fu¨r 3D-PTV stellte [Netzsch 1995] vor;
57
58 6 Particle Tracking Velocimetry
eine Implementierung und Anwendungen fand er in Adaption von [Garbe 1998]
und [Engelmann 2000] am Wind-Wellen-Kanal und [Sto¨hr 1998] an Bla-
sensa¨ulen. Die Fragestellungen dabei sind prinzipiell die gleichen dieser Arbeit,
so dass die vorhandene Implementierung benutzt wird.
6.1 Segmentierung und morphologische Nachbe-
arbeitung
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Abbildung 6.1: Histogramm einer Messaufnahme(Abb. 5.1a). Die Grauwerte sind breit
verteilt. Eine pixelbasierte Segmentierung ist hier ungeeignet.
Mathematisch stellt die Segmentierung eine Funktion aus der Menge der Grauwerte
G in die bina¨ren Zusta¨nde gs(u) : G → {0, 1}:
gs(u) =
{
1 : u ∈ Objekt
0 : sonst
dar. Das Kriterium u ∈ Objekt bildet die Schwierigkeit. Dem Menschen gelingt
eine solche Klassiﬁzierung (auf grober Skala und bei ausreichendem Kontrast) bei
Betrachten der Bildfolge mu¨helos. Zur maschinellen Segmentierung muss man je
nach Aufgabenstellung verschiedene Methoden anwenden (s. auch [Ja¨hne 1997]):
• Pixelbasierte Methoden: Es wird nur der Grauwert einzelner Pixel betrachtet.
Oberhalb einer globalen oder lokalen Schwelle wird ein Objekt vermutet.
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• Regionenorientierte Methoden: Dabei wird zusa¨tzlich der Grauwert innerhalb
einer Nachbarschaft genutzt, um Merkmale zu ermitteln.
• Kantenbasierte Methoden: Es werden Kanten erkannt und das Objekt da-
durch abgegrenzt.
• Modellbasierte Methoden: Die Kenntnis der Form des Objekts wird benutzt,
um die Objektregion daran anzupassen.
Wie [Wierzimok 1991] gezeigt hat, sind pixelbasierte Methoden fu¨r die Segmen-
tierung von Stro¨mungsbildern ungeeignet. Die Beleuchtung ist sehr inhomogen und
wegen der Kontinuita¨t des optischen Flusses f
∂tg + f ∇g = 0
ist der Grauwert von der Ausdehnung des Objekts und damit der Teilchenge-
schwindigkeit abha¨ngig. Bei der Bearbeitung der Probemessungen wurde ein re-
gionenbasiertes Verfahren eingesetzt.
Einfache Segmentierungen weisen ha¨uﬁg Fehler auf (vgl. Abb. 6.2). Meist fehlen
in einem Objekt einzelne Punkte, oder es werden im Hintergrund einige vom Rau-
schen erzeugt. Auch kann das Kreuzen zweier Streaks ein Teilen der Objekte be-
wirken. Dem begegnet man z.B. mit morphologischen Operationen ([Russ 1994],
[Soille 1999], [Spies 1998]). Die grundlegenden Operationen sind die Dilatation
und die Erosion, die Bereiche gema¨ß eines nachbarschaftsartigen Elements ver-
gro¨ßern bzw. verkleinern. Aus den Grundoperationen lassen sich weitere wie das
Opening und das Closing kombinieren. Solche Operationen sind bei Bildfolgen
auch zeitlich mo¨glich.
Regionenwachstumsverfahren
Eine kombinierte Segmentierung und morphologische Nachbearbeitung bietet eine
Methode von [Matas und Kittler 1995], das von [Wierzimok 1991] implemen-
tiert wurde. Eine genauere Beschreibung beﬁndet sich in [Hering 1996]. Der Al-
gorithmus gliedert sich in vier Schritte: Zuna¨chst werden lokale Grauwertmaxima
aufgefunden, die als Keimpunkt weiterer Operationen dienen. In ihrer Umgebung
werden im zweiten Schritt Merkmale extrahiert. Daraufhin erfolgt eine Objekter-
kennung: Wird ein als Parameter angegebener Kontrast u¨berschritten und liegt die
Breite des Grauwertpeaks in einem vorgegebenen Intervall, so wird diese Umge-
bung als Streak erkannt. Zuletzt folgt ein Regionenwachstum, das eine quadratische
Umgebung solange vergro¨ßert, bis kein neuer Objektpunkt gema¨ß folgender Krite-
rien dem Streak hinzugefu¨gt wird: Innerhalb der 8er-Nachbarschaft muss sich ein
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a b
Abbildung 6.2: Demonstration einer morphologischen Operation: a mit globaler Schwel-
le segmentiertes, bereits vorverarbeitetes Stro¨mungsbild, b nach Opening mit einem 3x3-
Kreuz(5 Pixel).
weiterer Objektpunkt beﬁnden (Konnektivita¨t) und der Grauwert muss u¨ber einer
aus dem Grauwert des Keimpunkts berechneten Schwelle liegen (Signiﬁkanz).
Dieses Verfahren ist der Segmentierung von Streaks gut angepasst, wobei lange
Streaks leicht fragmentieren. Um gute Ergebnisse zu erzielen, muss der Rauschab-
stand genu¨gend groß sein und die breite Varianz der Streakgro¨ßen im Stereobereich
beru¨cksichtigt werden.
Adaptive Schwelle
Ein weiteres, regionenorientiertes Verfahren zur Erkennung a¨hnlicher Stro¨mungs-
bildfolgen benutzt eine adaptive Schwelle [Engelmann 2000]. Zuna¨chst wird
ein Bild mit einer Gla¨ttungsmaske stark isotrop gegla¨ttet, so dass Objekte bis
zu einer gewissen Gro¨ße ausdiﬀundieren. Die Filtergro¨ße hat eine Gro¨ße von
A × B  30 × 30, mit der Objekte bis etwa 15 × 15 besonders stark gegla¨ttet
werden. Das erhaltene Bild wird vom Original abgezogen und sehr dunkle Regio-
nen durch eine Schwelle entfernt. Das Ergebnis ist ein hochpassgeﬁltertes Bild mit
versta¨rktem lokalen Kontrast. Die Objekte werden daraufhin durch eine Dilatation
vergro¨ßert, um angrenzende Objekte zusammenzufu¨gen.
6.2 2D-PTV
Das Bild wird daraufhin in ein Labelbild u¨berfu¨hrt, das zusammenha¨ngende Pixel
zu einem Gebiet gruppiert und die Objekte durchnummeriert. Man erha¨lt eine
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indizierte Menge von Streaks.
Die Lage des Streaks wird durch den Grauwertschwerpunkt
ucm =
∑
ui · g(ui)∑
g(ui)
(6.1)
bestimmt. Der Summationsindex la¨uft jeweils u¨ber alle Pixel innerhalb des Streaks.
Dieser Bereich wird vom Labelbild geliefert, wa¨hrend der Grauwert aus dem Origi-
nalbild an den entsprechenden Pixeln gelesen wird. In die Schwerpunktberechnung
geht bei großer Ausdehnung der Streaks und geringem Kontrast ein großer Fehler
ein (vgl. Kap. 8.5). [Hering 1996] gibt ihn als gro¨ßte Fehlerquelle des Algorithmus
mit 0,6% an.
Nachdem die Objekte lokalisiert und ihre Schwerpunkte bestimmt sind, wird die
zeitliche Nachbarschaft nach Korrespondenzen durchsucht. Der existierende Algo-
rithmus verwendet eine Dilatation zur Aufweitung der Streaks. Tritt eine U¨berlap-
pung auf, so wird dies als hinreichendes Kriterium fu¨r die Identita¨t beider Objekte
herangezogen. Die Geschwindigkeit (im Bild) ergibt sich aus der Verschiebung des
Schwerpunktes wa¨hrend einer Belichtungszeit te: v =
δucm
te
. Bei hohen Geschwindig-
keiten oder hohen Teilchendichten mu¨ssen zusa¨tzliche Kriterien zur Identiﬁkation
der Teilchen herangezogen werden. Dazu erscheint die Ausdehnung des Streaks gut
geeignet.
Ergebnis der 2D-PTV sind N Trajektorien der zeitlichen Ausdehnung von ki, i =
1, . . . , N Bildern entsprechend einer Verfolgungsdauer von ti = ki · te und ki Auf-
punkten ucm,i. Zusa¨tzlich wird zu jedem Streak eine auf die Fla¨che normierte Grau-
wertsumme ausgegeben.
Fu¨r eine genauere Darstellung des Algorithmus sei auf [Hering 1996] verwie-
sen. Das folgende 3D-PTV ist in [Garbe 1998] beschrieben und soll ebenfalls
nur knapp nachvollzogen werden.
6.3 3D-PTV
Nach Anwendung des 2D-PTV in den Bildfolgen der beiden Kameras werden nun
die o¨rtlichen Korrespondenzen gesucht.1 Dazu beno¨tigt dieses Verfahren die von
der 2D-PTV berechneten Daten und die Kameraparameter aus der Kalibrierung,
mit denen eine Transformation der Bildkoordinaten in Sehstrahlen gema¨ß dem
Tsai-Modell vorgenommen wird.
1Die folgenden Betrachtungen sind natu¨rlich symmetrisch bezu¨glich der Wahl der Kameras.
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Zur Lo¨sung des ra¨umlichen Korrespondenzproblems mu¨ssen einige Einschra¨nkun-
gen an die Suche mo¨glicher Korrespondenzpartner gemacht werden. Die erste be-
steht darin, dass aus der Menge aller Streaks nur solche in die Suche einﬂießen, die
zeitlich u¨berlappen, also mindestens in einem simultanen Bildpaar zu ﬁnden sind.
Die darauf folgende Epipolareinschra¨nkung soll nun kurz erla¨utert werden.
Epipolareinschra¨nkung
Diese erlaubt die Einschra¨nkung der Suche auf eine Dimension. Alle auf den Bild-
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Abbildung 6.3: Die Epipolargeometrie mit eingefa¨rbter Epipolarebene E, die von
U, Ound ¯O aufgespannt wird, und dem Epipol e1. Quelle: [Garbe 1998]
punkt u abgebildeten Weltpunkte U liegen auf einem Strahl S. Die Abbildung
dieses Strahls auf die andere Kamera wird Epipolarlinie genannt (vgl. Abb. 6.3).
Ein zu u korrespondierender Bildpunkt ¯u muss auf dieser Linie liegen. Diese Ein-
schra¨nkung reduziert die Suche bei N Bildpunkten von einem N !- zu einem N2-
Problem.
Durch die Begrenzung des Beobachtungsvolumens wird eine Strecke auf S festge-
legt. In Abbildung 6.3 ist dies fu¨r das optische Zentrum O dargestellt, das eine
Halbgerade deﬁniert. Die Abbildung der Begrenzung nennt sich Epipol und sorgt
fu¨r eine weitere Reduzierung des Rechenaufwandes.
Die Bestimmung der Epipolarlinie ist immer mit einem Fehler behaftet. Der Such-
bereich des Korrespondenzproblems wird daher auf einen 2F-Bereich um diese Linie
ausgedehnt.
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Bei der Stro¨mungsvisualisierung sind die Kameras meist außerhalb der Flu¨ssig-
keit angebracht, wodurch eine Ablenkung des Mehrmedienu¨bergangs entsteht. Bei
dem vorgestellten Aufbau entfa¨llt diese Korrektur, da die Endoskope im Wasser
eingebracht sind.
Korrespondenzproblem
Innerhalb des Suchfensters ±F um die Trajektorie 1 (T1) ko¨nnen folgende Fa¨lle bei
der Korrespondenzsuche auftreten (vgl. Abb. 6.4):
? ? ?
1:0 1:n Fall 1 n:n
1:1 1:n Fall 2
Trajektorie T
Korrespondierende
Trajektorien
Rekonstruierte
Trajektorie
2
Trajektorie T1
Kamera 1
Kamera 2
Legende
Abbildung 6.4: Mo¨gliche Ergebnisse der Kandidatensuche innerhalb eines Suchbereichs
beim 3D-PTV. Erla¨uterung im Text. Quelle: [Garbe 1998]
1:0 Keine Korrespondenz
Dieser Fall tritt auf, wenn das Teilchen den Stereobereich verla¨sst: ucm /∈ SS
(vgl. Abschn. 3.3 und Abb. 3.6 auf S. 27). Ebenso ist es mo¨glich, dass ein
Streak bei der Segmentierung nicht erfasst wurde. Eine ungenaue Kalibrie-
rung kann einen großen Suchbereich F erfordern oder ein generelles Scheitern
der Korrespondenz verursachen.
1:1 Eindeutige Korrespondenz:
Dies stellt den Idealfall dar.
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1:n Eins-zu-Viele:
Fall 1: bei zeitlichem U¨berlapp der Korrespondenzpartner tritt ein zum n:n
analoger Fall auf.
Fall 2: ohne zeitlichen U¨berlapp entspricht dies der 1:1-Korrespondenz.
n:n Viele-zu-Viele:
Es treten mehrere zeitlich u¨berlappende, potenzielle Kandidaten auf. Um die
Mehrdeutigkeit aufzulo¨sen, sind weitere Kriterien heranzuziehen. Implemen-
tiert ist die Untersuchung der Standardabweichung der Absta¨nde von der
Epipolarlinie.
O
O
(u , u )
Bildfläche 
der Kamera 1
Bildfläche
der Kamera 2
1 2
X2
X3
X1
X2
X1
X3
S
(u , u )1 2
l
(U , U , U )1 2 3
S
Abbildung 6.5: Rekonstruktion in den Objektraum: Die Strahlen der Ergebnisse der
korrespondierenden Schwerpunkte liegen i.a. windschief mit einem Abstand l. Der
Objektpunkt U = (U1, U2, U3)T wird als dessen Mittelpunkt angenommen. Quelle:
[Garbe 1998]
Nach dem Auﬃnden einer Korrespondenz liefert die Inversion des Kameramodells
zu jedem Schwerpunkt ucm einen Strahl im Objektraum (vgl. Abb. 6.5). Im allge-
meinen liegen die Strahlen der beiden Kameras windschief mit einem Abstand l.
Der Objektpunkt Ucm wird im halben Abstand angenommen, was eine ausreichen-
de Genauigkeit liefert [Sto¨hr 1998]. Es existieren genauere Rekonstruktionsver-
fahren, z.B. von [Hartley und Sturm 1997].
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Kapitel 7
Experimenteller Aufbau
In diesem Kapitel wird die Messanordnung beschrieben. Zuna¨chst werden die ver-
wendeten Tracerpartikel und Kalibriergitter vorgestellt. Der wichtigste Teil des
Aufbaus bildet der miniaturisierte Stereoaufbau mit externer Beleuchtung, dem
sich der folgende Abschnitt widmet. Darauf folgt eine Beschreibung des Einfu¨hrens
in das Kiesbett. Zuletzt soll das benutzte Aufnahmesystem mit seinen optischen
und elektronischen Komponenten erla¨utert werden.
7.1 Wahl des Tracers
Da bereits in anderen Arbeiten Tracerpartikel benutzt wurden, um Wasser-
stro¨mungen zu visualisieren, standen einige Stoﬀe zur Verfu¨gung, die folgende
Anforderungen erfu¨llen:
• Die Dichte sollte nahe der des Wassers liegen, um eine Eigenbewegung der
Teilchen aufgrund der Schwerkraft auszuschließen.
• Ihre Gro¨ße sollte ausreichen, eine hinreichend große Streuintensita¨t zu erhal-
ten.
• Sie sollten das Stro¨mungsverhalten inklusive kleinskaliger Turbulenzen wie-
dergeben ko¨nnen. Sie sollten also mo¨glichst klein gewa¨hlt werden.
Bei vergleichenden Aufnahmen wurde festgestellt, dass sich die Optimage-Teilchen
fu¨r diesen Aufbau am besten eignen.
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Tabelle 7.1: Vergleichsuntersuchung der zur Verfu¨gung stehenden Tracer
Tracer- Mittl. Durch- Menge Hellig- Beobachtung
partikel messer [µm] [mg/l] keit
Polysterol- 180 1066 dunkel wenige Teilchen
Scripps-Pulver sichtbar
Optimage 30 43,3 hell Teilchen ver-
klumpen leicht
S22-Hohlkugeln 35 112 dunkel Absetzen
an der Oberﬂa¨che
Glashohlkugeln 10 514 hell neblige, struktur-
lose Fla¨chen entst.
7.1.1 Streuquerschnitt
In vorigen Untersuchungen von [Leue 1996] und [Garbe 1998] wurde das
winkelabha¨ngige Streuverhalten einiger Tracer untersucht. In U¨bereinstimmung
mit der Mie-Theorie nimmt der Streuradius bei hohen Streuwinkeln stark ab
(s. Abb. 7.1). Wie in Kapitel 3.4 deutlich wird, ist das Intervall ϑ ∈ [60◦,140◦]
fu¨r den Aufbau interessant.
7.2 Kalibriertargets
Um eine pra¨zise Kalibrierung zu erreichen, sollten mo¨glichst viele, genaue Mar-
kierungen auf dem Target aufgebracht sein. Dazu wurden Gitter mit einem Foto-
belichtungsdrucker mit etwa 1µm Genauigkeit auf eine Folie gebracht.1 Der Git-
terabstand betra¨gt 1 und 2 mm, die Linienbreite 0,1 mm. Um die Folie eben zu
halten wurde sie zwischen zwei Mikroskopie-Deckgla¨ser2 geklebt. Deren Maße be-
tragen 26 mm x 76 mm x (0,15 ± 0,02) mm; der Fehler, der durch Brechung beim
Mehrmedienu¨bergang entsteht, wurde wegen der geringen Dicke des Glases bei der
Kalibrierung vernachla¨ssigt.
Markierungen auf dem Gitter erlauben es, einen Referenzpunkt und orientierte
Achsen in den verschieden Ansichten zu identiﬁzieren. Sie mu¨ssen in beiden Bildern
des Stereoaufbaus sichtbar sein.
1 Elektronikwerkstatt des Physikalischen Instituts.
2aus dem Institut fu¨r Botanik
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Abbildung 7.1: Als Tracer wurde das polykristalline Optimage gewa¨hlt. a zeigt den
Streuquerschnitt mit Messwerten und der nach Mie-Theorie erwarteten Kurve. b Skizze
des dabei verwendeten Messaufbaus. (Quelle [Garbe 1998])
Die verwendeten Targets sind in Abbildung 7.2 dargestellt. Darauf sind mehrere
der L-fo¨rmigen Markierungen zu erkennen.
7.3 Realisierung des Stereoaufbaus
Neben den Forderungen an den Stereoaufbau (Abschn. 3.3.3) und die Beleuchtung
(Abschn. 3.4 und 7.1.1) mu¨ssen auch andere praktische Aspekte bei der Umset-
zung und beim Einbringen in die Kiesschicht beachtet werden. Dazu za¨hlt das
Fixieren der Endoskope und des Lichtleiters: Sie mu¨ssen dauerhaft, robust und
starr miteinander verbunden sein, ohne dass ihr Einbau die Stro¨mung beeinﬂusst.
Der Zugang zu dem ﬁxierten Aufbau muss vor dem Einbau in das Kiesbett frei
sein, damit eine Kalibrierung mo¨glich ist. Nachdem eine Messung beendet ist und
die kalibrierte Einstellung verworfen werden kann, soll auch eine Demontage leicht
mo¨glich sein.
Zu diesem Zweck wurden einige aus je drei Kugeln bestehende Halterungen ent-
wickelt. Die Kugeln haben einen Radius von 8 mm und sind aus Duroplast gefer-
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Abbildung 7.2: Die verwendeten Kalibriertargets fu¨r freie, miniaturisierte Kalibrie-
rung.
tigt. In ihnen ist ein M4-Messinggewinde mit einer Tiefe von 12 mm eingefasst.3
Senkrecht zum Gewinde wurde ein Loch gebohrt (Verschraubung Typ A), das dem
Durchmesser des einzubringenden Endoskops (oder Lichtleiters) entspricht (vgl.
Tab. 7.4). In das Gewinde kann anschließend eine unten abgefeilte Stahlschraube
eingebracht werden, die auf die stahlversta¨rkte Spitze des Endoskops dru¨ckt. Die
ﬁxierende Kraft muss ausreichen, um jegliches Dejustieren wa¨hrend und nach der
Kalibrierung zu verhindern.4 Da die Endoskope und Lichtleiter mit einem recht
starren Schutzschlauch versehen sind, ist dieser Punkt schwierig zu erfu¨llen, ohne
das fragile Faserbu¨ndel zu bescha¨digen.
Einige der Kugeln wurden etwas abweichend bearbeitet (Typ B): Entlang des Ge-
windes wurde die O¨ﬀnung fu¨r das Endoskop gebohrt und senkrecht dazu ein Loch,
das mit einem Gewindebohrer so erweitert wurde, dass eine 3M-Madenschraube
zum Fixieren benutzt werden konnte.
Die kleinen Madenschrauben werden in die Kugel versenkt und bieten keine
stro¨mungsbeeinﬂussenden Fla¨chen wie die großen Ko¨pfe der M4-Schrauben. Ent-
lang der Achse verbreitert sich das Loch im Gewinde, was bei den du¨nnen Endo-
3Diese Kugeln dienen normalerweise als schraubbare Kugelkno¨pfe an Werkstatthebeln.
4 Bei den nun vorhandenen Endoskopen ist dies auch mo¨glich, jedoch sind bei den Modellen
mit einer zu kurzen Stahlspitze beim Festschrauben die Glasfasern gebrochen.
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skopen die Stabilita¨t beeintra¨chtigt.
Jeweils zwei Kugeln wurden daraufhin mit einem ﬂu¨ssigen Sekundenkleber
an aufgerauhten Stellen verklebt. Die Ungenauigkeit des Konvergenzwinkels α
(s. Abb. 3.6) betra¨gt dabei etwa ± 4◦. Dieser Winkel wird aus der Kalibrierung
erhalten.
Eine weitere Kugel dient der Beleuchtung. Das Hinzufu¨gen der dritten Kugel setzt
sehr ﬁligranes Arbeiten voraus und kann mit den verfu¨gbaren Mitteln nur mit
begrenzter Genauigkeit vorgenommen werden. Auch kann nicht wa¨hrend des Zu-
sammenbaus u¨berpru¨ft werden, ob der Stereobereich komplett ausgeleuchtet wird.
Um eine mo¨glichst vollsta¨ndige Ausleuchtung des Stereobereichs zu gewa¨hrleisten,
wird die Beleuchtungskugel direkt – ohne stu¨tzendes Zwischenstu¨ck – auf die an-
deren gesetzt. Durch die Gro¨ße der Kugeln ist der Streuwinkel ϑ nach oben auf
etwa 140◦ beschra¨nkt (vgl. Abb. 3.11 auf S. 34). Die Einstellung dieser Position
ist selbst bei der direkten Montage bestenfalls auf ± 1 mm genau vorzunehmen.
Bei einem Abstand zum Kreuzungspunkt von 10 mm entspricht dies einer Win-
kelgenauigkeit arcsin( 1mm
10mm
)  6◦. Tabelle 7.2 zeigt die gemessenen Parameter der
angefertigten Aufbauten. Die Fehler beziehen sich hierbei auf die Messung.
a
b
Abbildung 7.3: Die Dreikugelaufbauten. a zeigt die Verschraubung Typ A fu¨r die En-
doskope Typ I. Die obere Kugel dient der Beleuchtung. In b sind die eingebrachten En-
doskope und der Lichtleiter zu sehen.
Spa¨ter wurden die Klebstellen einiger Aufbauten mit einem Zweikomponenten-
kleber versta¨rkt und teilweise wegen der kleinen Kontaktstellen mit einem un-
terstu¨tzenden, sehr kleinen Kiesel versta¨rkt. Die Aufbauten mu¨ssen bei den Mes-
sungen unterschieden werden ko¨nnen und tragen daher einen Kennbuchstaben.5
5Aus Analogie zu einem untersuchenden Arzt, der an der Stirn eine Lampe tra¨gt, und dem
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a b
Abbildung 7.4: Die Dreikugelaufbauten mit der Verschraubung Typ B mit Bohrungen
fu¨r die gro¨ßeren Endoskope vom Typ II.
7.4 Einbringen des Aufbaus in den Kies
Nach der Kalibrierung kann der Aufbau fu¨r die Messungen in den Kies eingebracht
werden. Dazu wird er zuvor mit einer in diesem Abschnitt beschriebenen Pore ver-
klebt und in das Kiesbett in bekannter Ho¨he, Lage und Orientierung eingebettet.
Dabei ist wiederum auf die von den Zuleitungen erzeugten Kra¨fte zu achten, die
die Lage der Pore leicht vera¨ndern ko¨nnen.
Bra¨chte man den Dreikugelaufbau direkt in das Kiesbett ein, so erga¨ben sich eini-
ge Probleme: Die Nahbereiche und der U¨berlappbereich ko¨nnen leicht mit einem
Kiesel verdeckt werden, so dass eine Messung unmo¨glich wird. Dies ko¨nnte auch
wa¨hrend der Messphase auftreten, so dass sie aufwa¨ndig unterbrochen und der
Aufbau neu eingebracht werden mu¨sste. Außerdem treten bei der Beleuchtung
starke Reﬂexe auf, die es zu unterdru¨cken gilt.
Aus diesen Gru¨nden wurden mehrere ku¨nstliche Kiesporen angefertigt, die ein
deﬁniertes Messvolumen frei halten (s. Tabelle 7.3). Die benutzten Kiesel werden
mit mattem Kamera-Spru¨hlack behandelt, was eine deutliche Reduzierung der
Reﬂexe bewirkt.6
Hauptanwendungsgebiet von Endoskopen sind diese Buchstaben als Initialen großer A¨rzte zu
lesen: Galen, Imhotep, Hensler, Susruta, Erisistratas.
6Die Poren tragen ihrer Namen aufgrund der A¨hnlichkeit zu walisischen Schlossruinen:
Caernarfon, Beaumoris, Kidwelly.
7.5 Signalkomponenten 73
Tabelle 7.2: Parameter der Kugelaufbauten
Aufbau: G I H S E
fu¨r Endoskope Typ II I II I II
Verschraubung Typ A B A A/B A
b gemessen 11 mm 7mm 9mm 11mm 9mm
Fehler 1mm 1mm 1mm 1mm 1mm
α gem. 50◦ 62◦ 60◦ 55◦ 46◦
Fehler ± 4◦ ± 4◦ ± 5◦ ± 3◦ ± 6◦
ϑ gem. 135◦ 120◦ 139◦ 138◦ 134◦
Fehler ± 7◦ ± 10◦ ± 9◦ ± 4◦ ± 4◦
Versta¨rkung vorh.? X — — X X
Tabelle 7.3: Maximal erreichbare Ausdehnung des Messvolumens mit den ku¨nstlichen
Poren
Pore: C B K
max. Tiefe (20 ± 4) mm (18 ± 4) mm (13 ± 2) mm
max. Breite (20 ± 2) mm (19 ± 2) mm (16 ± 1) mm
7.5 Die Signalkomponenten
Bei den Endoskopen und Lichtleitern handelt es sich um Spezialanfertigungen. Die
optischen Eigenschaften der Endoskope variieren selbst bei den Modellen desselben
Typs (s. 8.5).
7.5.1 Endoskope
Als Endoskope wurden zweierlei Typen verwendet: Vier micro-Bendoscope der
Volpi AG (Typ I) und zwei Microline-Fiberscope der Firma Visitool (Typ II). Bei
beiden Modellen handelt es sich um handgefertigte Einzelstu¨cke, die sich individu-
ell unterscheiden ko¨nnen. Dies ist bei der Kalibrierung zu beachten und wirkt sich
auf die Bildqualita¨t aus. Wesentliche Unterschiede der beiden Modelltypen sind in
Tabelle 7.4 aufgelistet.
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a b
Abbildung 7.5: Die ku¨nstliche Pore C mit angesetztem Kugelaufbau. In a sind Endo-
skope des Typs I eingesetzt, in b des Typs II.
7.5.2 Lichtleiter
Als Beleuchtung wurde ein Glasfaser-Lichtleiter gewa¨hlt, der speziell fu¨r die Mes-
sanforderungen hergestellt wurde9: Er ist dreiarmig ausgefu¨hrt, damit alle Auf-
bauten von einer gemeinsamen Lichtquelle versorgt werden ko¨nnen. A¨hnlich dem
Endoskop Typ II ist eine Durchfu¨hrungsmetallhu¨lse auf halber La¨nge angebracht,
um ein Anﬂanschen an die Wasserwandung zu ermo¨glichen. Zudem wurde es an der
distalen Spitze als Schutz beim Fixieren in dem Kugelaufbau versta¨rkt. Als Licht-
quelle wird eine regelbare 90 W-Halogen-Kaltlichtquelle benutzt.10 Der Lichtleiter
hat an der Spitze einen Durchmesser von 4,0 mm und u¨bertra¨gt Infrarot-geﬁltertes
Licht. Ein Erwa¨rmen des beleuchteten Volumens kann somit vernachla¨ssigt wer-
den.
7.5.3 Kameras
Als Kameras wurden mit Sony XC-73 CE preiswerte Standard Zeilentransfer-
CCD-Kameras gewa¨hlt, die in der CCIR-Videonorm (s. Kap. 3.2.1) in 256 Grau-
werten auslesen. Sie verfu¨gen u¨ber einen am Geha¨use einstellbare Versta¨rkung bis
zu 18 dB, von dem im Versuch Gebrauch gemacht wurde und der das Rauschen
maßgeblich beeinﬂusst. Die CCD-Chipgro¨ße betra¨gt 1/3 Zoll, die der Einzelzelle
6,5 µm x 6,25 µm [Sony 1998]. Es besteht die Mo¨glichkeit, einen elektronischen
Verschluss (Shutter) zu benutzen. Bei ausreichender Beleuchtung kann man auf
9Firma Visitool
10Intralux r©4000-1 Firma Volpi AG
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Tabelle 7.4: Daten der Endoskope und Lichtleiter im Vergleich
Typ I (Volpi) Typ II ( Visitool) Lichtleiter
La¨nge ca. 800 mm ca. 2000 mm ca. 2000 mm
Durchmesser Spitze 2,3 mm 5,0 mm 4,0 mm
Durchmesser Leitung 1,1 mm7 3,8 mm 3,8 mm
Durchm. Flanschhu¨lse 15 mm 6,0 mm 6,0 mm
Anzahl der Glasfasern 10.000 30.000 30.000
O¨ﬀnungswinkel ζ1,2 30
◦ 30◦ 30◦
Scha¨rfebereich 4 mm - ∞ 2-6 mm —
La¨nge der Versta¨rkung 30 (5) mm8 20 mm 20 mm
Robustheit gering hoch hoch
Aufnahmehelligkeit hoch gering —
Druckbesta¨ndigkeit 2-3 bar 3 bar 3 bar
diese Weise verhindern, dass die Qualita¨t von Kalibrieraufnahmen durch Bewe-
gungsunscha¨rfe abgesenkt wird. Die Kameras sind sowohl in einem interlaced- als
auch einem non-interlaced-Modus betreibbar, wobei die Auswahl u¨ber Softwarean-
steuerung erfolgt.
7.5.4 Framegrabber und Computer
U¨ber ein Hirose-Kabel werden die Daten in einen PCEYE411-Frame Grabber ge-
leitet. Dort werden sie digitalisiert und an den Computerspeicher geleitet. Die
horizontale und vertikale Synchronisation beider Kameras wird von einem Sync-
Generator auf dem Framegrabber gesteuert, so dass eine synchrone Aufnahme in
beiden Bildern erfolgt.
Die Bildfolgen werden wa¨hrend der Aufnahme in den Arbeitsspeicher des Compu-
ters geschrieben. Um die Daten in Echtzeit auf die Festplatte zu schreiben, reicht
der Datendurchsatz der Festplatten von wenigen MB/s nicht aus, so dass die Mes-
sung unterbrochen werden muss, bis das Speichern beendet ist. Es wurde versucht,
wa¨hrend der Messung in Echtzeit auf ein RAID12-System zu schreiben, da solche
Systeme fu¨r Brutto-Datenraten von bis zu 40 MB/s ausgelegt sind. Bei geschickter
Implementierung der Speicherroutine ist dies prinzipiell mo¨glich, jedoch wiesen die
Probeaufnahmen mit einer Kamera bereits Lu¨cken auf. Damit ist die Sequenzla¨nge
11Firma Eltec Elektronik
12Redundant Array of Independent Disks
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a b
Abbildung 7.6: a zeigt die Endoskopenden des Typs I der Firma Volpi, b zeigt den Typ
II der Firma Visitool.
bislang auf die Kapazita¨t des Arbeitsspeichers begrenzt. Hier wurde eine Allokie-
rung bis 150 MB (entsprechend 2x220 Bilder) erreicht.
7.6 Beschreibung der Messungen
Zur Vorbereitung des Einsatzes in der BAW ist eine Probemessung des Systems
durchgefu¨hrt worden. Dazu wurde die prinzipielle Messsituation in einem Wasser-
becken der Gro¨ße 100 cm x 40 cm nachgestellt. Es wurde mit einer Sandschicht
befu¨llt, u¨ber der ein Kiesﬁlter von 10 cm Ho¨he aufgebracht wurde (s. Abb. 7.8). In
das daru¨ber eingefu¨llte Wasser ragten zwei Enden einer regulierbaren Umwa¨lzpum-
pe, die eine kontinuierliche Stro¨mung durch einen Wasserkreislauf produzierte. Die
maximale Geschwindigkeit wurde am Einlass zu na¨herungsweise 1 m/s bestimmt.
Es wurden zwei Messreihen in verschiedenen Lagen im Kiesbett aufgenommen.
Dazu wurde ein Stereopaar des Endoskoptyps II im Kugelaufbau E in die Pore
C eingesetzt (vgl. Tabellen in diesem Kapitel). Zusa¨tzlich wurde eine Messreihe
mit einem Endoskop des Typs I in der Wasserschicht aufgenommen, bei dem ein
Echtzeittransfer der Daten auf ein RAID-System stattfand.
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a b
Abbildung 7.7: a zeigt die verwendeten Kameras mit angebauten Endoskopen, b die
Enden der Lichtleiter
Abbildung 7.8: Das zur Probemessung benutzte Aquarium beim Befu¨llen.
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Kapitel 8
Ergebnisse
Die Verarbeitung der Bilddaten geschieht fu¨r die Kalibrierdaten und die Mes-
sungen unterschiedlich. Aus jedem Kalibrierbild mu¨ssen zuna¨chst die Punkte der
Gitterebene im Bild lokalisiert werden, um eine Kalibrierung zu ermo¨glichen. Bei
den Bildfolgen der Messungen muss als Voraussetzung fu¨r die 3D-PTV zuerst ei-
ne Segmentierung der Teilchen erfolgen und anschließend die Trajektorien mittels
2D-PTV gefunden werden.
Beide Datentypen werden im folgenden auf mo¨gliche Verbesserungen mit Hilfe von
Bildvorverarbeitung untersucht.
8.1 Beru¨cksichtigen der Betriebsart
Wie in Kapitel 3.2.1 begru¨ndet wird, ist der non-interlaced Modus fu¨r die Messauf-
gabe besser geeignet als der interlaced Modus. Bei den Stereomessungen gelang al-
lerdings eine Ansteuerung nur im interlaced frame integrationModus, d.h. ein Voll-
bild besteht aus zwei sich zeitlich u¨berlappenden Halbbildern. Streaks vera¨ndern
dadurch ihre Form (s. Abb. 8.1). Trennt man die Sequenzen in eine, die die obe-
ren Halbbilder und eine, die die unteren entha¨lt, so ergeben sich zwei Sequenzen,
deren Belichtungszeiten von 40 ms kontinuierlich, d.h. ohne U¨berlapp oder Un-
terbrechungen aufeinander folgen. Sie sind zeitlich insgesamt um 20 ms versetzt
und lesen ein um eine Zeile verschobenes Sensorhalbfeld aus. Ansonsten sollten
sie die gleiche Information tragen. Eine Kalibrierung muss der Halbbildextraktion
Sorge tragen. Dazu werden auch diese in Halbbilder geteilt und die Kalibrierung
getrennt ausgefu¨hrt. Die Redundanz der Daten kann fu¨r eine Genauigkeitsanalyse
der Auswertung herangezogen werden.
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Abbildung 8.1: Vergro¨ßerte Darstellung einer Messaufnahme im frame integration in-
terlaced Modus. Die Belichtungszeiten der Halbbilder von 40 ms haben einen U¨berlapp
von 20 ms. Streaks erscheinen im Vollbild immer zerklu¨ftet.
8.2 Vorverarbeitung der Kalibrierbilder
Zuna¨chst werden die mit den in den Abschnitten 5 und 5.3 vorgestellten Verfahren
bearbeiteten Bilder gegenu¨bergestellt. Da eine homogene Durchleuchtung des Tar-
gets schwer mo¨glich ist, variieren die Helligkeitsniveaus stark (vgl. Zeilenschnitte
Abb. 8.4–8.5). Dies ist bei bei der anisotropen Diﬀusion korrigiert worden.
8.3 Lokalisieren der Kalibriermarken
Grundlage der Kalibrierung bildet die aus den Kalibrieraufnahmen extrahierte
Menge von Kreuzungspunkten auf dem Gitter. Die Bestimmung der Bildpunkte
gliedert sich in zwei Schritte: Zuna¨chst wird die grobe Position der Gitterpunkte
mitsamt ihrer durch eine Markierung deﬁnierte Gitterkoordinate bestimmt. Die
Bildpositionen dienen als jeweils lokaler Ursprung eines Subpixelﬁts gema¨ß Ab-
schnitt 4.1. Dazu wird eine Kreuzfunktion mit gaussfo¨rmige Kreuzarmen geﬁttet
(vgl. Abb. 8.6). Die Wahl der Startwerte wird dadurch sehr erleichtert, dass die
Beleuchtungsinhomogenita¨t ausgeglichen wird (s. Abschn. 8.2).
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Tabelle 8.1: Parameter aus der Kalibrierung der Kameras W und A im Vergleich,
Bezeichnung der Variablen s. Kapitel 4
Rohdaten (W) Rohdaten (A) Gausspyr.(A) anis. Diﬀ. (A)
f [mm] 2,18 2,13 2,24 2,25
a 1,61 2,03 2,01 2,04
Hx [Pixel] 80,0 382,7 297,6 353,0
Hy [Pixel] 161,5 118,7 99,6 105,2
k1 -0,056 -0,026 -0,029 -0,029
k2 0,00098 0,0014 0,00024 0,00015
p1 -0,31 0,38 0,53 0,33
p2 7,1 1,08 1,25 0,95
t1[mm] 2,16 2,77 -0,06 3,46
t2[mm] 2,42 -4,60 -2,71 -3,95
t3[mm] 16,42 17,0 10,6 18,1
φ -0,98 -0,18 -0,07 -0,20
κ -0,37 0,09 0,25 0,10
ω -0,59 0,75 0,77 0,74
F¯ [Pixel] 1,16 1,16 1,19 1,20
Bei Vergleich der Kalibriermarken der Halbbilder sollte idealerweise eine vertikale
Verschiebung von 0,5 Pixel und keine in horizontaler Richtung auftreten. Die Punk-
te sind bei vielen Aufnahmen jedoch versetzt, was auf eine Bewegungsunscha¨rfe bei
der Aufnahme hindeutet, da einige Kalibriertargets aus freier Hand aufgenommen
wurden.
Fu¨r jede Kamera standen fu¨r die Kalibrierung etwa 700 Punkte aus 10 Ebenen zur
Verfu¨gung.
8.4 Ergebnis der Kalibrierung
Mit Hilfe des in Kapitel 4 beschriebenen Modells und der Methode in Abschnitt
4.2.1 wurde eine Kalibrierung unternommen (vgl. Tab. 8.1). F¯ bezeichnet den mitt-
leren Fehler in Pixeln. Das ist der Betrag des mittleren Abstandes zwischen den
vom Modell ins Bild projizierten Punkten und den gefundenen Gitterpunkten.
In die aspect ratio a geht bei Halbbildern eine doppelte Ausdehnung dy ein. Bei
82 8 Ergebnisse
einer angegebenen Zellengro¨ße von dx = 6, 5µm und dy = 6, 25µm gilt dann
a = Sx
2dy
dx
 1, 92 · Sx .
Die Parameter lassen den Schluss einer ada¨quaten Abbildungsbeschreibung zu. Die
Auswirkung der ermittelten Verzerrung wird in Abbildung 8.7 dargestellt. Aus ε¯
la¨sst sich vermuten, dass das Auﬃnden der Kreuzungspunkte durch eine Gla¨ttung
nicht verbessert wird. Die Mo¨glichkeit der Verbesserung sollte dennoch auch bei
ku¨nftigen Kalibrierungen untersucht werden.
Bei einer festen Montierung des Targets konnte eine Kalibrierung von Endoskopen
des Typs I ein Wert von ε¯ = 0, 6 produziert werden, bei Benutzung eines Standard
25mm-Objektivs wurde sogar ε¯ = 0, 08 erreicht.
Die systematische Untersuchung der Kalibrierroutine steht noch aus.
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Die Bildfolgen sollten hinsichtlich einer mo¨glichen Verarbeitung mit der PTV un-
tersucht werden. Es wird zuna¨chst gezeigt, dass eine Vorverarbeitung der Rohdaten
unumga¨nglich ist. Die Wirkung der einzelnen Schritte wird dargestellt.
Es wird eine Trajektoriendarstellung gewa¨hlt, in der aus einer Halbbildserie ge-
fundene Streaks gezeigt werden. Die Streaks mu¨ssen sich dabei auf mindestens 4
Bilder erstrecken. Die Verschiebung des gefundenen Schwerpunkts wird farbkodiert
und ist in Pixel/Bild angegeben.
Das Auﬃnden von Trajektorien wurde zuna¨chst auf den Rohdaten versucht. igt,
dass dieser Versuch bei der Aufnahme fehlschla¨gt.
Der na¨chste Schritt besteht aus der Extraktion der bewegten Strukturen, was wie
in Abschnitt 5.1 vorgenommen wird. Zur Demonstration Schrittes ist in Abbil-
dung 8.10 ein Beispiel angegeben.
Mit dem so bearbeiteten Bild liefert die PTV das Ergebnis in Abbildung 8.11.
Daraufhin wurde die dreidimensionale Anisotrope Diﬀusion angewandt. Das Er-
gebnis ist eine erhebliche Verbesserung des Bildmaterials. Abbildungen 8.12–8.13
zeigen die Wirkung dieses Schritts anhand einer Teilvergro¨ßerung und eines Zei-
lenschnitts. Das Ergebnis der PTV in Abb. 8.14 macht deutlich, wie sehr die Aus-
wertung dadurch verbessert wird.
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Ein Vergleich mit der gleichen Auswertung nach Diﬀusion mit synchronen Auf-
nahmen der anderen Kamera zeigt, dass diese weitaus bessere Bilder liefert
(s. Abb. 8.15). Dies ist keine Folge asymmetrischer Ausleuchtung. Die Versta¨rkung
der Kamera W wurde auf etwa 5dB eingestellt, wa¨hrend Kamera A bei etwa 14dB
betrieben werden musste.
Ein A¨ndern der Segmentierung kann ebenfalls die Qualita¨t der Datenauswertung
signiﬁkant verbessern.
Die Probemessung mit einem Endoskop des Typs I macht folgendes deutlich: Die
Diﬀusion macht sich nicht stark bemerkbar, da die Aufnahmen der heller abbil-
denden Endoskope fu¨r ein wesentlich besseres SNR sorgen.
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a b
c d
Abbildung 8.2: Beispiel eines Kalibrierbildes. Der vergro¨ßerte Bereich und der Ort des
Zeilenschnitts sind markiert. a Originalausschnitt, b nach Gausspyramiden-Gla¨ttung, c
nach Bandpass, d nach anisotroper Diﬀusion mit k=1,0 λ =0,01 und 20 Iterationen.
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a b
c d
Abbildung 8.3: Ein stark verkipptes Kalibrierbild. a Originalausschnitt, b nach
Gausspyramiden-Gla¨ttung, c nach Bandpass, d nach anisotroper Diﬀusion.
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Abbildung 8.4: Vergleich der Gla¨ttungen anhand eines Schnitts der Zeile 260 aus Ab-
bildung 8.2.
8.5 Ergebnis der Messungen 87
a
0
50
100
150
200
0 100 200 300 400 500 600
Zeilenschnitt Original W08
b
0
20
40
60
80
100
120
140
160
180
200
0 100 200 300 400 500 600
Zeilenschnitt Gauss W08
c
-20
0
20
40
60
80
100
120
140
160
180
200
0 100 200 300 400 500 600
Zeilenschnitt Bandpass W08
d
0
50
100
150
200
0 100 200 300 400 500 600
Zeilenschnitt Anisotrop W08
Abbildung 8.5: Vergleich der Gla¨ttungen anhand eines Schnitts der Zeile 260 aus Ab-
bildung 8.3.
Abbildung 8.6: Subpixelﬁt an die gaussfo¨rmige Kreuzfunktion. Die berechneten Kreu-
ze wurden an den Stellen, an denen der Fit konvergierte, dem Originalbild u¨berlagert.
Die Quadrate zeigen den Suchbereich des Fits an. Man erkennt in dieser Darstellung
unmittelbar die Ausreißer.
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Abbildung 8.7: Auswirkung der berechneten Verzerrung des Endoskops A. Versta¨rktes
Vektorbild der durch Verzerrung verursachten Verschiebung. Der Bildkreis ist eingezeich-
net.
z
Abbildung 8.8: e
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Abbildung 8.9: Direkte Verarbeitung der Rohdaten der Kamera A: Der Versuch, die
Rohdaten zur Verarbeitung zu benutzen, scheitert. Die Farbe kodiert die Verschiebung
zwischen den Einzelbildern.
a b c
Abbildung 8.10: Subtraktion des statischen Hintergrundes: a Originalbild, b berechne-
ter Hintergrund, c Diﬀerenz (versta¨rkt dargestellt)
90 8 Ergebnisse
100 300 500
X-Position
0
100
200
Y
-
Po
si
tio
n
Nach Mittelwertsubtraktion
0
5
10
15
Abbildung 8.11: Nach Subtraktion des Hintergrundes: Es bleiben stark verrauschte Se-
quenzen, bei denen die Segmentierung irre geleitet wird und viele Ausreisser auftreten.
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Abbildung 8.12: Kamera A: Ausschnittvergro¨ßerung und Zeilenschnitt vor und nach
anisotroper Diﬀusion mit k = 1, 0 , λ = 0, 01 und 20 Iterationen. Die Signale sind nach
Diﬀusion einfach auszumachen.
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Abbildung 8.13: Kamera W: Ausschnittvergro¨ßerung und Zeilenschnitt vor und nach
anisotroper Diﬀusion mit k = 1, 0 , λ = 0, 01 und 20 Iterationen. Die Signale sind nach
Diﬀusion einfach auszumachen.
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Abbildung 8.14: Nach dreidimensionaler anisotroper Diﬀusion: Es ist eine Stro¨mung
erkennbar. Das Bildmaterial wurde erheblich verbessert.
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Abbildung 8.15: Andere Kamera: Die andere Kamera bildet heller ab. Die Teilchen
ko¨nnen besser erkannt werden.
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Abbildung 8.16: Andere Segmentierung: Es ist eine andere Bildfolge dargestellt. Im
zweiten Bild wurde bei der Segmentierungen die Dilatation erweitert.
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Abbildung 8.17: Beispielaufnahme im freien Wasser: Es wurde ein Endoskop vom Typ
I benutzt. Hier tauchen keine Reﬂexionen auf. Die Situation entspricht etwa der nach
Mittelwertextraktion. Die Diﬀusion wirkt sich wenig aus. Es ist deutlich zu erkennen,
dass das viel lichtsta¨rkere Endoskop, das dadurch ein hohes Signal-zu-Rausch-Verha¨ltnis
aufweist, ohne diesen Schritt auskommen ko¨nnte. Da ein Bild der Sequenz fehlte, fu¨hrt
der Sprung zu ein fa¨lschlich angenommenen, plo¨tzlich erho¨hten Geschwindigkeit.
Kapitel 9
Resumee und Ausblick
Es wurde ein miniaturisierter Messaufbau entwickelt, der in der Lage ist, die
Stro¨mung in Kiesbetten zu visualisieren. Dazu werden mehrere ﬂexible Endoskope
paarweise zur Stereoskopie eingesetzt, wobei die Endoskope unmittelbar in den Po-
renraum blicken, ohne die Stro¨mung zu beeinﬂussen. Damit ist es erstmals mo¨glich,
die Stro¨mungsgeschwindigkeiten und die Turbulenz innerhalb eines Geoﬁlters zu
bestimmen.
Zur Optimierung des Stereoaufbaus wurde eine genauere Betrachtung der auf-
tretenden Eﬀekte und ihrer Ursachen unternommen. Die realisierten Aufbauten
stellen einen Kompromiss aus mo¨glichst gutem Signal-zu-Rausch-Verha¨ltnis und
praktischen Erwa¨gungen dar. Insbesondere za¨hlt hierzu die Mo¨glichkeit, hohe Ge-
schwindigkeiten zu erfassen, sowie eine gute Handhabbarkeit.
Durch die Verwendung von Glasfaserleitungen treten besondere Schwierigkeiten
bei der Bearbeitung der Bilddaten auf. Einerseits erzeugen die Faserbu¨ndel durch
ihre Gro¨ße und Anordnung eine Struktur in den Bildern. Andererseits ist die Licht-
ausbeute sehr gering, was eine schlechte Bildqualita¨t verursacht. In dieser Arbeit
wurden verschiedene Methoden angewendet und verglichen, die eine weitere Ver-
arbeitung mit vorhandenem Particle Tracking erheblich verbessern. Dazu wurde
auch erstmalig eine neuartige Realisierung einer dreidimensionalen anisotropen
Diﬀusion eingesetzt, die bei stark verrauschten Bildfolgen mit Abstand die besten
Ergebnisse liefert.
Die geringe Gro¨ße des Stereoaufbaus erforderte ein spezielles Verfahren der Ka-
librierung. Ein solches wurde eigens fu¨r diese Aufgabe entwickelt und erfolgreich
eingesetzt.
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Zuku¨nftige Arbeiten
Die in dieser Arbeit gesammelten Erfahrungen legen folgende Erweiterungen des
Messverfahrens nahe:
• Einsatz einer Echtzeitspeicherung der Daten auf einem RAID-System. Damit
ko¨nnte der Beobachtungszeitraum deutlich vergro¨ßert werden.
• Vermeiden von Bewegungsunscha¨rfe bei Kalibrieraufnahmen. Dies kann
durch Fixieren des Kalibriertargets oder, bei ausreichender Beleuchtung,
durch Einsatz des elektronischen Verschlusses erreicht werden.
• Implementierung des non-interlaced Modus auch bei Stereoaufnahmen. Da-
mit la¨sst sich die zeitliche Auﬂo¨sung verdoppeln.
• Entwicklung eines Aufbaus, welcher die Mo¨glichkeit bietet, die Lichtquelle in
kleinen Streuwinkeln zu positionieren. Dadurch kann der Kontrast der Tracer
zum Hintergrund verbessert werden.
• Einsatz des Messsystems bei dem in Abschnitt 2.4 beschriebenen Messpro-
gramms an der Wasserrinne der BAW.
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