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Compactification d’espaces de repre´sentations
de groupes de type fini.
Anne Parreau
Abstract Let Γ be a finitely generated group and G be a noncompact semisimple
connected real Lie group with finite center. We consider the space X (Γ ,G) of
conjugacy classes of semisimple representations of Γ into G, which is the maximal
Hausdorff quotient of Hom(Γ ,G)/G. We define the translation vector of g∈G, with
value in a Weyl chamber, as a natural refinement of the translation length of g in the
symmetric space associated with G. We construct a compactification of X (Γ ,G), in-
duced by the marked translation vector spectrum, generalizing Thurston’s compacti-
fication of the Teichmu¨ller space. We show that the boundary points are projectivized
marked translation vector spectra of actions of Γ on affine buildings with no global
fixed point. An analoguous result holds for any reductive group G over a local field.
Keywords Moduli spaces of representations · Higher teichmu¨ller theory · Reductive
groups · Symmetric spaces · Euclidean buildings · Asymptotic cones
1 Introduction
Espaces de repre´sentations. Soit Γ un groupe infini de type fini. Soit G un groupe de
Lie semisimple re´el, connexe, non compact, de centre fini. On s’inte´resse a` l’espace
R(Γ ,G) = Hom(Γ ,G) des repre´sentations de Γ dans G, muni de la topologie de
la convergence simple et de l’action de G par conjugaison. L’espace topologique
quotient R(Γ ,G)/G n’e´tant pas se´pare´, on le remplace par son plus gros quotient
se´pare´ X (Γ ,G) = R(Γ ,G) G, que l’on peut de´crire de la manie`re suivante (voir
section 5.1, et [Par5]).
On conside`re l’action de G par isome´tries sur son espace syme´trique (sans facteur
compact) X associe´. On note ∂∞X le bord a` l’infini de X . Une repre´sentation ρ : Γ −→
G est dite comple`tement re´ductible (cr) si pour tout α ∈ ∂∞X fixe´ par ρ , il existe
β ∈ ∂∞X fixe´ par ρ et oppose´ a` α (ie. joint a` α par une ge´ode´sique dans X). Cette
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proprie´te´ ge´ome´trique (introduite par J.P Serre [Serre]) est e´quivalente aux notions
alge´briques classiques de re´ductivite´ ou semisimplicite´.
L’espace X (Γ ,G) s’identifie alors naturellement au sous-espace Rcr(Γ ,G)/G de
R(Γ ,G)/G forme´ par les classes de repre´sentations cr. Cet espace est conside´re´ de
manie`re classique dans la litte´rature. Il est le´ge`rement “plus gros” que le quotient
alge´bro-ge´ome´trique usuel (voir section 5.1).
On s’inte´resse aussi plus spe´cialement au sous-espace Xfd(Γ ,G) de X (Γ ,G)
forme´ des classes de repre´sentations fide`les et discre`tes.
Quelques exemples. Si Γ est le groupe fondamental d’une surface Σ connexe orien-
te´e ferme´e, de genre g ≥ 2, et G = PSL2(R), alors X est le plan hyperbolique H2, et
l’espace de Teichmu¨ller T des structures hyperboliques (marque´es) sur Σ s’iden-
tifie naturellement a` l’une des composantes connexes de X (Γ ,G), incluse dans
Xfd(Γ ,G).
Si Γ = pi1(Σ) et G = PSLn(R), alors d’apre`s [Hit] et [Lab] la composante de Hit-
chin de l’espace des modules de G-fibre´s plats sur Σ est une composante connexe de
X (Γ ,G), incluse dans Xfd(Γ ,G), et c’est une cellule de dimension (2g− 2)dimG.
Pour n = 3 Goldman et Choı¨ ont montre´ dans [ChGo] qu’elle s’identifie a` l’espace
des structures projectives re´elles convexes (marque´es) sur la surface Σ .
Par contre, si Γ est un re´seau irre´ductible d’un groupe de Lie H semisimple re´el,
connexe, sans facteurs compacts, de centre fini, avec rang(H) ≥ 2, le the´ore`me de
super-rigidite´ de Margulis [Mar] entraıˆne que l’espace X (Γ ,SLn(C)) est fini pour
tout n (voir aussi [Bass]).
Les re´seaux des groupes de Lie re´els semisimples (connexes, sans facteurs com-
pacts, de centre fini) H de rang 1 non localement isomorphes a` PSL2(R) (comme
SO0(n,1) pour n ≥ 3) n’ont pas de de´formations non triviales en des re´seaux dans
H par les re´sultats de rigidite´ de Mostow [Mos]. Par contre ils ont dans certains cas
de riches espaces de de´formations fide`les et discre`tes dans d’autres groupes G, cor-
respondant par exemple aux structures conformes (G = SO0(n+ 1,1)) et projectives
re´elles (G = PGLn+1(R)) marque´es sur une varie´te´ M de groupe fondamental Γ (voir
par exemple [JoMi]).
Objectif. W. Thurston a construit une compactification de l’espace de Teichmu¨ller
(voir par exemple [FLP]). Plus ge´ne´ralement, Morgan et Shalen (voir [MoSh], [Mor],
[Chi]) puis Bestvina [Bes] et Paulin [Pau1], ont ge´ne´ralise´ la compactification de
Thurston pour Xfd(Γ ,G) avec G = SO0(n,1). Les points du bord proviennent d’ac-
tions de Γ sur des arbres re´els, a` “petits” (i.e. virtuellement cycliques) stabilisateurs
d’areˆtes. L’un des outils fondamentaux est le spectre marque´ des longueurs.
Le but de ce travail est de ge´ne´raliser cette compactification pour G de rang
supe´rieur ou e´gal a` 2. La possibilite´ d’une telle compactification a e´te´ envisage´e aupa-
ravant par de nombreuses personnes (Gromov, Paulin [Pau2], Kleiner-Leeb, . . .). En
rang supe´rieur ou e´gal a` 2, il convient de remplacer les arbres re´els par une cate´gorie
plus ge´ne´rale d’espaces me´triques, les immeubles affines, ou encore euclidiens. Ex-
pliquons maintenant plus en de´tail le re´sultat pre´sente´ dans cet article.
Pour compactifier X (Γ ,G), on introduit (en section 4) un raffinement de la no-
tion de longueur de translation, le vecteur de translation. On se fixe une chambre de
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Weyl ferme´e C de X . On conside`re la projection naturelle δ : X×X −→ C, qui raffine
la distance usuelle. Le vecteur de translation v(g) ∈ C de g ∈ G est l’unique vecteur
de longueur minimale dans l’adhe´rence de {δ (x,gx), x ∈ X}. Alge´briquement, c’est
la “projection de Jordan” de g [Ben]. Pour G = SLn(R), cet invariant de conjugaison
est e´gal a` la suite de´croissante des logarithmes des modules des valeurs propres de g.
On conside`re l’application suivante
V : X (Γ ,G) −→ C
Γ
[ρ ] 7→ v◦ρ .
Soit PCΓ le projectifie´ de CΓ , c’est-a`-dire l’espace topologique quotient de CΓ −{0}
par multiplication dans R∗+, et P : C
Γ −{0} −→ PCΓ la projection canonique. On
de´montre alors le the´ore`me suivant (voir the´ore`me 5.2 pour un e´nonce´ plus pre´cis).
The´ore`me 1 L’application continue
P◦V : X (Γ ,G)−V −1(0)−→ PCΓ
induit une compactification X˜ (Γ ,G) de X (Γ ,G), dont le bord ∂∞X (Γ ,G)⊂ PCΓ
est forme´ de points de la forme x = [v◦ρ ], ou` ρ est une action de Γ sur un immeuble
affine (pas ne´cessairement discret), sans point fixe global.
L’action du groupe Out(Γ ) des automorphismes exte´rieurs de Γ sur X (Γ ,G)
s’e´tend naturellement a` X˜ (Γ ,G).
Si Γ n’a pas de sous-groupe d’indice fini posse´dant un sous-groupe abe´lien dis-
tingue´ infini (par exemple si Γ est un sous-groupe discret fortement irre´ductible de
SLn(R)), alors le sous-espace Xfd(Γ ,G) des classes de repre´sentations fide`les et
discre`tes est un ferme´ de X (Γ ,G) (section 6.3). La compactification de X (Γ ,G)
construite induit donc une compactification naturelle X˜fd(Γ ,G) de Xfd(Γ ,G). Dans
ce cas, F. Paulin a de´montre´ que les actions ρ dont proviennent les points du bord
sont a` stabilisateurs de germes d’appartements virtuellement re´solubles [Pau3].
En particulier, lorsque Γ est un groupe de surface et G=PSLn(R), ceci donne une
compactification de la composante de Hitchin. On a e´tudie´ dans [Par1] des exemples
de de´ge´ne´rescences de structures projectives re´elles (cas ou` n = 3) par pliage, et
calcule´ les spectres limites correspondants.
Sur la structure de la preuve. Les actions sur des immeubles affines sont obtenues
par passage a` des coˆnes asymptotiques, comme dans [Pau3] et [KaLe]. L’essentiel
de la difficulte´ consiste ici, premie`rement, a` de´montrer la continuite´ du vecteur de
translation par passage a` un coˆne asymptotique (Prop. 4.4), et deuxie`mement, que le
spectre limite obtenu est non nul, fait crucial pour cette compactification.
Cette dernie`re proprie´te´ est obtenue en utilisant un mode`le alge´brique pour le
coˆne asymptotique. On peut en effet voir l’action limite comme provenant d’une
repre´sentation ρ : Γ −→ SLn(Kω), agissant sur son immeuble de Bruhat-Tits, ou`
Kω est un corps value´, ni localement compact, ni a` valuation discre`te, obtenu a` partir
de R par un proce´de´ de passage a` un coˆne asymptotique (en utilisant un ultrafiltre ω).
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Cette construction est de´taille´e dans la section 3. La non nullite´ du spectre de´coule
alors de l’absence de point fixe global par [Par3].
On obtient e´galement les re´sultats analogues dans le cadre des groupes re´ductifs
sur les corps locaux non archime´diens.
2 Pre´liminaires
Cette section est consacre´e a` des pre´liminaires ge´ome´triques. On introduit les nota-
tions utilise´es et on rappelle ou on e´tablit les proprie´te´s dont on aura besoin, d’abord
pour les espaces me´triques CAT(0) (section 2.1), puis plus spe´cifiquement pour les
espaces syme´triques et les immeubles affines (section 2.2). Enfin on rappelle la notion
de coˆne asymptotique d’un espace me´trique et les proprie´te´s des coˆnes asymptotiques
des espaces syme´triques et des immeubles qu’on utilisera (section 2.3).
2.1 Espaces me´triques CAT(0)
Dans cette section X est un espace me´trique CAT(0). On renvoie a` [BrHa] comme
re´fe´rence ge´ne´rale. Etant donne´s x,y∈ X , on notera [x,y] ou bien xy l’unique segment
ge´ode´sique joignant x a` y. Etant donne´s x,y,z ∈ X avec y,z 6= x, on notera ∢˜x(y,z)
l’angle de comparaison en x entre y et z, et ∢x(y,z) l’angle en x entre y et z.
L’espace X se de´compose canoniquement en produit X0 × X ′, ou` X0 est eucli-
dien et X ′ est un espace me´trique CAT(0) sans facteur euclidien. Les isome´tries de
X pre´servent cette de´composition [BrHa, Thm II.6.15]. On appellera X0 le facteur
euclidien (maximal) de X .
Le groupe Is(X) des isome´tries de X est muni de la topologie de la convergence
uniforme sur les borne´s (qui est me´trisable). Lorsque X est propre (i.e. si ses boules
ferme´es sont compactes) Is(X) est localement compact, et agit proprement sur X
(c’est-a`-dire que si x ∈ X et M ≥ 0, alors {g ∈ Is(X), d(x,gx)≤M} est un compact).
Faisceaux. Soit r : R −→ X une ge´ode´sique. Le faisceau Fr est la re´union des ge´o-
de´siques paralle`les a` r. C’est un sous-espace convexe et il se de´compose [BrHa, Thm
II.2.14] canoniquement en un produit Cr× r, ou` Cr ⊂ X est un convexe et {x}× r est
une ge´ode´sique paralle`le a` r pour tout x ∈Cr. Si X est complet, alors Fr et Cr aussi.
2.1.1 De´placement et longueur de translation [BrHa, II.6].
Soit g ∈ Is(X). On appelle fonction de de´placement de g la fonction convexe
dg : X → R+
x 7→ d(x,gx)
et longueur de translation de g le re´el positif
ℓ(g) = inf
x∈X
dg(x).
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L’ensemble minimal de g est le convexe ferme´ (e´ventuellement vide)
Min(g) = {x ∈ X , d(x,gx) = ℓ(g)} .
On dit que g est semi-simple si Min(g) 6= /0, parabolique sinon. Dans le premier cas,
ou bien si ℓ(g) = 0 et g posse`de un point fixe (g est alors dite elliptique) ou bien
ℓ(g)> 0, et translate alors une ge´ode´sique (g est alors dite axiale).
Si g envoie une ge´ode´sique r sur une ge´ode´sique paralle`le, alors le faisceau Fr =
Cr× r est stable par g et g agit dessus comme (g′, t) ou` g′ ∈ Is(Cr) et t ∈R de´signe la
translation r(s) 7→ r(s+ t) de r. On a alors Min(g) = Min(g′)× r⊂ Fr et
ℓ(g) = ℓ(g|Fr) =
√
ℓ(g′)2 + t2 . (1)
On montre facilement que pour tout x ∈ X la limite limk→+∞ 1k d(x,gkx) existe et
ne de´pend pas de x ∈ X (voir [BrHa, II.6.6]). Comme 1k d(x,gkx)≤ dg(x) pour tout k,
on a de plus
lim
k→+∞
1
k d(x,g
kx)≤ ℓ(g) (2)
avec e´galite´ si g semisimple.
On obtient aise´ment les proprie´te´s suivantes.
Lemme 2.1 Soit gk → g dans Is(X).
1. On a dgk → dg uniforme´ment sur les borne´s de X.
2. (semicontinuite´) On a limsupk ℓ(gk)≤ ℓ(g).
3. Soit M l’ensemble des valeurs d’adhe´rence des suites (xk)k dans X telles que
xk ∈Min(gk) pour tout k ∈ N. Alors M ⊂Min(g).
En particulier, si X est propre et si Min(gk) est non vide et reste a` distance borne´e
de x0 ∈ X fixe´, alors quitte a` extraire Min(gk) converge (pour la topologie de Haus-
dorff pointe´e [Gro2]) vers un sous-ensemble non vide N de Min(g). En particulier g
est semisimple et ℓ(g) = limk ℓ(gk). ⊓⊔
2.1.2 Bord a l’infini.
On suppose de´sormais X complet. On notera ∂∞X le bord (a` l’infini) de X et X =
X ∪ ∂∞X . Si r : R+ −→ X est un rayon ge´ode´sique, on note r(∞) le point de ∂∞X
de´fini par r, qu’on appellera l’extre´mite´ de r.
De´finition 2.2 (Ombre Ox(y,D) d’une boule) Soit x ∈ X . Pour tout y ∈ X , et pour
tout D≥ 0, on notera Ox(y,D) l’ombre vue du point x de la boule B(y,D), c’est-a`-dire
l’ensemble des r(+∞), ou` r est une ge´ode´sique issue de x telle que d(y,r) ≤D.
L’espace X est muni de la topologie des coˆnes [BrHa, II.8.6]. L’action de Is(X)
s’e´tend continuˆment sur X . Soient ξ ,ξ ′ ∈ X . Pour x ∈ X , on notera ∢x(ξ ,ξ ′) l’angle
en x entre ξ et ξ ′. On notera ∢T(ξ ,ξ ′) = supx∈X ∢x(ξ ,ξ ′) l’angle de Tits, qui est une
me´trique sur ∂∞X (voir II 9.4 et 9.5 dans [BrHa]). Si ξ+ et ξ− sont les deux extre´mite´s
d’une ge´ode´sique r, on dira que ξ+ et ξ− sont oppose´s et on notera Fξ−ξ+ = Fr (alors
∢T(ξ−,ξ+) = pi).
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2.1.3 Quelques proprie´te´s des isome´tries relatives au bord a` l’infini.
Proposition 2.3 (Points fixes a` l’infini d’une isome´trie axiale) Soit g∈ Is(X) trans-
latant (non trivialement) une ge´ode´sique r. Notons ξ− = r(−∞) et ξ+ = r(+∞). Si
g fixe ξ ∈ ∂∞X, alors ∢T(ξ−,ξ )+∢T(ξ ,ξ+) = pi . En particulier, si ξ est oppose´ a`
ξ−, alors ξ = ξ+.
De´monstration On a ∢T(ξ−,ξ ) = lim∢r(t)(ξ−,ξ ) quand t →−∞, voir [BrHa, Prop.
II.9.8]. Notons ℓ = ℓ(g), et x = r(0) et y = r(ℓ). En faisant agir gn pour n ∈ Z
on obtient que ∢x(ξ−,ξ ) = ∢y(ξ−,ξ ) = ∢T(ξ−,ξ ) et ∢T(ξ ,ξ+) = ∢x(ξ ,ξ+). Or
∢x(ξ−,ξ )+∢x(ξ ,ξ+)≥ pi et ∢x(ξ ,y)+∢y(x,ξ )≤ pi , ce qui conclut. ⊓⊔
De´finition 2.4 (Points attractif et re´pulsif) On dira que g ∈ Is(X) a des points
fixes attractif et re´pulsif a` l’infini s’il existe ξ+g ,ξ−g ∈ ∂∞X oppose´s (ne´ce´ssairement
uniques) tels que pour un (tout) x ∈ X on ait gkx→ ξ+g et g−kx→ ξ−g quand k→+∞.
Alors ξ+g et ξ−g sont clairement fixe´s par g.
Remarque 2.5 Si g est axiale, alors les extre´mite´s d’un axe de g conviennent. Si X
est un immeuble affine complet, ils existent donc de`s que ℓ(g) > 0 par le the´ore`me
2.14. On verra que c’est e´galement le cas lorsque X est un espace syme´trique de type
non compact (proposition 2.15).
Proposition 2.6 Soit g ∈ Is(X) fixant deux points oppose´s ξ− et ξ+ dans ∂∞X. On
note g = (g′, t) la de´composition de g sur F = Fξ−ξ+ =C×R.
Si on a t = ℓ(g), ou, de manie`re e´quivalente par (1), si t > 0 et ℓ(g′) = 0, alors g
a des points fixes attractif et re´pulsif a` l’infini, et ce sont ξ+ et ξ−.
De´monstration Soit x = (x′,0) dans F . Alors 1kt d(g
kx, (x′,kt)) = 1kt d(x
′, (g′)kx′), qui
tend vers 0 car ℓ(g′) = 0 par (2). Donc gkx→ ξ+ et g−kx → ξ− quand k →+∞. ⊓⊔
Proposition 2.7 Soit g ayant des points fixes attractif et re´pulsif ξ+ et ξ− a` l’infini.
Pour tout x ∈ Fg et tout D > 0, pour tout voisinage V de ξ+ dans ∂∞X on a pour
k suffisamment grand
gk(Oξ−(x,D)) ⊂V
En particulier, ξ+ est le seul point fixe de g dans ∂∞X qui est oppose´ a` ξ−.
De´monstration Soit x∈Fξ−ξ+ et D> 0. Soit V un voisinage de ξ+ dans ∂∞X . Suppo-
sons par l’absurde qu’il existe une suite (ξk)k dans Oξ−(x,D) et une suite croissante
(nk)k d’entiers avec ξ ′k = gnk ξk /∈V pour tout k. Soit yk dans Fξ−ξk tel que d(x,yk)≤D.
Comme gnk x → ξ+, on a aussi gnk yk → ξ+, car d(gnkyk,gnkx) ≤ D. Par conse´quent
∢x(ξ+,gnk yk)→ 0 et ∢x(ξ−,gnkyk)→ pi . On en de´duit que ∢gnk yk (x,ξ−)→ 0, puis
que ∢gnk yk (x,ξ ′k)→ pi (car ∢gnk yk (ξ−,ξ ′k) = pi), puis que ∢x(gnkyk,ξ ′k)→ 0. Comme
∢x(ξ+,ξ ′k)≤∢x(ξ+,gnkyk)+∢x(gnk yk,ξ ′k), on a∢x(ξ+,ξ ′k)→ 0 et ξ ′k → ξ+, contra-
diction. ⊓⊔
Proposition 2.8 Soit g ∈ Aut(X) fixant deux points oppose´s ξ+,ξ− ∈ ∂∞X. Notons
(g′, t) la de´composition de g sur F = Fξ−ξ+ =C×R. On suppose que g posse`de des
points fixes attractif et re´pulsif ξ+g et ξ−g dans ∂∞X. Alors ξ+g ,ξ−g ∈ ∂∞F et
tan(∢T(ξ+g ,ξ+))≤ ℓ(g
′)
t
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De´monstration Soit x ∈ F . Comme ξ+g = limn→+∞ gnx et g(F) = F , on a ξ+g ∈ ∂∞F .
De plus ∢T(ξ+g ,ξ+) = ∢x(ξ+g ,ξ+) = limn→+∞∢x(gnx,ξ+) et pour x = (x′,0) on a
tan(∢x(gnx,ξ+)) = 1nt d(x′,(g′)nx′). Or limn→+∞ 1n d(x′,(g′)nx′)≤ ℓ(g′) par (2). ⊓⊔
2.2 Espaces syme´triques et immeubles affines
2.2.1 Ge´ne´ralite´s
Espaces syme´triques. Les espaces syme´triques conside´re´s dans cet article sont sans
facteurs compacts. On renvoie a` [Hel] et [Ebe] comme re´fe´rences ge´ne´rales.
Soit X un espace syme´trique. Rappelons que X est une varie´te´ riemannienne
comple`te simplement connexe, a` courbure sectionnelle ne´gative ou nulle. En particu-
lier X est un espace me´trique CAT(0) complet et propre, et on reprendra les notations
de la section 2.1.
On note X0 le facteur euclidien de X et X = X0 ×X ′ la de´composition corres-
pondante. On appellera groupe des automorphismes de X et on notera G = Aut(X)
la composante neutre du sous-groupe des isome´tries de X agissant par translation
sur X0. Le groupe G agit proprement et transitivement sur X et c’est un groupe de Lie
re´el. On a G=G0×G′ ou` G0 =Aut(X0) = (Rk,+) (avec k = dimX0) et G′=Aut(X ′)
est semisimple de centre trivial.
Si r est une ge´ode´sique de X alors Fr et Cr sont des sous-espaces totalement
ge´ode´siques de X .
Si X ′ est un sous-espace totalement ge´ode´sique de X , alors X ′ est un espace
syme´trique sans facteur compact, et la composante neutre de StabG(X ′) agit sur X ′
par automorphismes, transitivement.
On fixe un plat (sous-espace totalement ge´ode´sique euclidien) maximal (pour
l’inclusion) A de X . Les restrictions a` A des e´le´ments de G seront appele´s plats
maximaux marque´s de X .
Immeubles affines. Les immeubles affines conside´re´s dans cet article sont me´triques,
pas ne´cessairement localement compacts, ni discrets, c’est-a`-dire qu’ils n’admettent
pas ne´cessairement de structure de complexe (poly)simplicial [Tit]. Pour leur de´fini-
tion, on renvoie a` [Par2], ou` elle est e´tudie´e en de´tail. On reprendra le vocabulaire et
les notations de cet article, auquel on renvoie e´galement pour les proprie´te´s utilise´es
et non de´montre´es ci-dessous (notamment pour l’e´quivalence avec la de´finition de
Kleiner-Leeb [KlLe], dont on aura besoin pour le the´ore`me 2.20).
On se fixe un espace vectoriel A euclidien de dimension finie et un groupe de
re´flexions fini W agissant sur A (c’est-a`-dire un sous-groupe fini d’isome´tries vecto-
rielles de A, engendre´ par des re´flexions). On fixe e´galement une chambre de Weyl
ferme´e C de A. Soit W un groupe de re´flexions affine de type (A,W ), c’est-a`-dire un
sous-groupe d’isome´tries affines de A, de projection vectorielle W , tel qu’il existe a
dans A tel que W = TWa, ou` Wa fixe a et T est un sous-groupe de translations de A
(ou, de manie`re e´quivalente, engendre´ par des re´flexions affines).
Soit X un immeuble affine, modele´ sur (A,W ). On note A son syte`me d’appar-
tements marque´s aussi appele´s plats maximaux marque´s. Un automorphisme de X
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est une bijection de X dans lui-meˆme qui pre´serve A . On rappelle que (X ,d) est un
espace me´trique CAT(0) (pas ne´ce´ssairement complet).
Sous-immeubles. On dira qu’un groupe de re´flexions (A′,W ′) est un sous-groupe de
re´flexions de (A,W ) si A′ est un sous-espace affine de A et les e´le´ments de W ′ sont
les restrictions a` A′ d’e´le´ments de W stabilisant A′. On dira alors qu’un immeuble
(X ′,A ′) modele´ sur (A′,W ′) est un sous-immeuble de X si X ′ ⊂ X et si les apparte-
ments marque´s de X ′ sont les restrictions a` A′ d’appartements marque´s de X . Alors
X ′ est un sous-espace convexe de (X ,d).
Par exemple, si X est un produit d’immeubles (Xi,Ai) modele´s sur (Ai,Wi), on
ve´rifie facilement que les facteurs sont des sous-immeubles de X . Un autre exemple
de base est le suivant. Soit r une ge´ode´sique de X , incluse dans un appartement (ce
qui est toujours le cas si A est le syste`me d’appartements maximal) et X ′ = Fr. Alors
X ′ est la re´union des appartements de X contenant r(+∞) et r(−∞) dans leur bord a`
l’infini. Soit u∈A un vecteur tel que r est e´gale a` t 7→ f (a+ tu) pour un plat maximal
marque´ f :A−→X de X et un a∈A. Soit W ′ le sous-groupe des e´le´ments de W fixant
(vectoriellement) u. On peut de´montrer (par exemple en suivant [KlLe, prop. 4.8.1])
que X ′ est un sous-immeuble de X modele´ sur (A,W ′). Les plats maximaux marque´s
de X ′ sont les plats maximaux marque´s f : A −→ X de X tels que t 7→ f (tu) est une
ge´ode´sique paralle`le a` r.
2.2.2 Espace associe´ a` un groupe re´ductif
Soit K un corps value´, ou bien e´gal a` R ou C, ou bien ultrame´trique.
Groupe re´ductif sur K. Soit G un groupe alge´brique line´aire connexe re´ductif de´fini
sur K. On peut supposer que G est un sous-groupe alge´brique de´fini sur K de SLn.
Dans le cas ou` K = R, on suppose que G est un sous-groupe ferme´ de G(R)
contenant sa composante neutre G(R)0. Si K 6= R, on suppose que G = G(K)
Le groupe G est muni de la topologie induite par celle de K. C’est un groupe
topologique me´trisable, a` base de´nombrable, localement compact si K l’est.
Espace syme´trique associe´ a` un groupe re´ductif archime´dien. On suppose queK=R
ou C (notons que, si K = C le groupe G est le groupe des points re´els du R-groupe
re´ductif connexe H obtenu a` partir de G par restriction des scalaires).
Soit K un sous-groupe compact maximal de G. Alors l’espace homoge`ne X =
G/K est un espace syme´trique sans facteur compact, dit associe´ a` G, pour toute
me´trique riemannienne G-invariante sur X (cela de´coule de l’existence d’une involu-
tion de Cartan de (G,K), voir [Bor, 24.6(a)] et [Hel]). Le groupe G agit proprement,
transitivement, par automorphismes, sur X .
Immeuble d’un groupe re´ductif non archime´dien [BrTi1,BrTi2]. On renvoie par exemple
a` [Rou] pour plus de de´tails. On suppose que K est ultrame´trique et que les hy-
pothe`ses de [BrTi2, 4 ou 5] sont satisfaites. Rappelons que c’est notamment le cas
dans les deux situations suivantes :
- G est de´ploye´ sur le corps K (par exemple G = SLn).
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- K est a` valuation discre`te, hense´lien (par exemple complet), de corps re´siduel
parfait (par exemple fini).
On peut alors construire l’immeuble de Bruhat-Tits (e´largi) X = B(G,K) de G
sur K. C’est un immeuble affine, pas ne´cessairement discret ni complet. Le groupe
G agit continuˆment, par automorphismes de X , transitivement sur les appartements
marque´s, cocompactement sur X . Si K est un corps local, alors X est propre et l’action
de G sur X est propre [Tit2, 2.2].
2.2.3 Type des segments
On suppose de´sormais que X est un espace syme´trique ou un immeuble affine (voir
section 2.2) et on note G = Aut(X). On fixe une chambre de Weyl ferme´e C du plat
mode`le A. C’est un domaine fondamental strict pour l’action du groupe de Weyl
(vectoriel) W sur A. On note Θ : A −→ C la projection correspondante, qui a` un
vecteur dans A associe son type dans C. On note vopp =Θ(−v) type oppose´ a` v ∈ C.
Si x,y ∈ X , il existe un unique vecteur de C, appele´ le type du segment xy (ou la
C-distance de x a` y) et note´ δ (x,y) ou δxy, tel qu’il existe un plat maximal marque´
f :A−→X , et deux points A et B de A, avec f (A) = x, f (B) = y et−→AB= δ (x,y). On a
clairement ||δ (x,y)||= d(x,y) et δ (y,x) = δ (x,y)opp pour tous x,y de X . Les automor-
phismes de X pre´servent le type des segments. Dans le cas des espaces syme´triques
G agit transitivement sur les segments de type donne´.
Remarque 2.9 Lorsque X est l’espace associe´ a` un groupe re´ductif G sur un corps
local (voir section 2.2.2), si K est un sous-groupe compact maximal de G et x0 ∈ X
est le point fixe´ par K, alors, pour g dans G, le vecteur δ (x0,gx0) ∈ C s’identifie a` la
projection de Cartan de g associe´e a` K (voir par exemple [Ben, 1.1 et 2.3]).
On renvoie a` [Par4] pour de plus fines proprie´te´s du type des segments. On utili-
sera la proprie´te´ suivante.
Proposition 2.10 [Par4] Le type est 1-Lipschitz en chaque coordonne´e, plus pre´ci-
se´ment pour tous x,y,x′,y′ de X, on a∣∣∣∣δ (x,y)− δ (x′,y′)∣∣∣∣≤ d(x,x′)+ d(y,y′)
En particulier, δ : X ×X −→ C est continue ⊓⊔
Etant donne´ g ∈ Aut(X), on note δg l’application continue
δg : X −→ C
x 7→ δ (x,gx)
On utilisera la proprie´te´ suivante, qui de´coule de la proposition 2.10.
Proposition 2.11 Soit gk → g dans Aut(X). Alors δgk → δg uniforme´ment sur les
borne´s. ⊓⊔
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Proprie´te´s fonctorielles. Si X est euclidien, alors A = X , W = {id}, C = A = X , et
δ (x,y) = −→xy pour tous x, y de X . Si X = X1 × X2 est un produit de deux espaces
syme´triques ou immeubles affines Xi. Alors A= A1⊕A2 ou` Ai est un plat maximal
de Xi, W =W 1×W 2 ou` W i est le groupe de Weyl de Ai, et C= C1 +C2 ou` Ci est une
chambre de Weyl ferme´e de Ai. Les plats maximaux marque´s f : A−→ X sont de la
forme f = ( f1, f2) ou` fi : Ai −→ Xi est un plat maximal marque´. Si δi : Xi×Xi −→ Ci
est le type des segments de Xi, on a
δ (x,y) = δ1(x1,y1)+ δ2(x2,y2) (3)
pour tous x = (x1,x2) et y = (y1,y2) de X .
Soit X ′ un sous-espace syme´trique ou un sous-immeuble de X . Soit A′ un plat
maximal de X ′, et W ′ son groupe de Weyl, et C′ une chambre de Weyl ferme´e de
A′. Alors A′ s’identifie a` un sous-espace totalement ge´ode´sique de A, et les e´lements
de W ′ sont des restrictions a` A′ d’e´le´ments de W stabilisant A′. Par conse´quent, si
δ ′ : X ′×X ′ −→ C′ est le type des segments de X ′, on a
δ =Θ ◦ δ ′ (4)
en restriction a` X ′×X ′.
Type de direction. Notons ∂A l’ensemble des vecteurs unitaires de A, identifie´ a`
l’ensemble des demi-droites de A, muni de la distance angulaire, et ∂ : A −→ ∂A
la projection correspondante. Pour τ,τ ′ ∈ ∂C (qui est l’ensemble note´ ∆mod dans
[KlLe]), on note D(τ,τ ′) l’ensemble fini des angles possibles entre v et v′ de ∂A de
types respectifs τ et τ ′.
Si X est un immeuble affine, alors il y a rigidite´ des angles [KlLe, 4.1.2] : pour
tous x,y,z ∈ X avec y,z 6= x on a ∢x(y,z) ∈D(τ,τ ′) avec τ = ∂δ (x,y) et τ ′ = ∂δ (x,z).
Le type (de direction) Θr d’une ge´ode´sique (ou d’un rayon) r est ∂δ (r(s),r(t))
pour tout s < t. Deux ge´ode´siques paralle`les ont meˆme type. Les automorphismes de
X pre´servent le type des ge´ode´siques.
Dans le cas des espaces syme´triques, le stabilisateur StabG(x) dans G de x ∈ X
agit transitivement sur les ge´ode´siques de type donne´ issues de x.
2.2.4 Structure du bord a` l’infini
On suppose que X est un espace syme´trique ou un immeuble affine complet.
Type d’un point a` l’infini. Deux rayons ge´ode´siques asymptotes ont meˆme type. On
peut donc de´finir le type (note´ e´galement Θ ) dans ∂C des points de ∂∞X . Notons
(∂∞X)τ le sous-ensemble des points de ∂∞X de type τ ∈ ∂C.
L’action de Aut(X) sur ∂∞X pre´serve le type des points.
Dans le cas des espaces syme´triques l’action de G sur ∂∞X est transitive sur
(∂∞X)τ pour tout τ ∈ ∂C, et si ξ ∈ ∂∞X , alors (∂∞X)τ = Gξ s’identifie a` la varie´te´
G/P, ou` P est le sous-groupe parabolique StabG(ξ ) de G.
Si X est complet, son bord ∂∞X muni de la distance de Tits (donne´e par ∢T)
est isome´trique a` la re´alisation ge´ome´trique modele´e sur (∂A,W ) [Par2, section
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2.6] d’un immeuble sphe´rique. Les chambres de cet immeuble sont les bords des
chambres de Weyl de X , et ses appartements sont les bords des plats maximaux
de X . Si ξ ,ξ ′ ∈ ∂∞X , il existe un plat maximal A de X tel que ξ ,ξ ′ ∈ ∂∞A, voir
[Ebe, 2.21.14], [Par2, 1.2, (A4)]. Pour tout x ∈ A, on a ∢x(ξ ,ξ ′) = ∢T(ξ ,ξ ′) ∈
D(Θ(ξ ),Θ(ξ ′)). En particulier si ∢T(ξ ,ξ ′) = pi , alors ξ et ξ ′ sont oppose´s.
Dans le cas des espaces syme´triques Aut(X) agit transitivement sur les couples
de points du bord oppose´s, de types donne´s.
Points visuellement presque oppose´s. Si X est un immeuble affine, si ξ−,ξ+ ∈ ∂∞X
sont visuellement presque oppose´s en x ∈ X , alors ils sont effectivement oppose´s
en x : plus pre´cise´ment, en notant τ et τopp les types respectifs de ξ− et ξ+, si
∢x(ξ−,ξ+)> max(D(τ,τopp)−{pi}) alors x ∈ Fξ−ξ+ (par rigidite´ des angles).
Dans les espaces syme´triques on a la proprie´te´ analogue plus faible suivante.
Proposition 2.12 Soit τ ∈ ∂C et τopp le type oppose´. Pour tout D > 0, il existe ε > 0
tel que pour tous ξ−,ξ+ ∈ ∂∞X de types respectifs τ et τopp, et pour tout x ∈ X, si
∢x(ξ−,ξ+)≥ pi− ε alors d(x, Fξ−ξ+)≤ D.
De´monstration Sinon il existe D > 0 et pour tout k ∈ N un point xk ∈ X et ξ+k ,ξ−k
dans ∂∞X de types respectifs τ et τopp tels que∢xk(ξ−k ,ξ+k )→ pi et d(xk,Fξ−k ξ+k )≥D.
Pour k assez grand, Fξ−k ξ+k est non vide (car ∢x(ξ−,ξ+) > max(D(τ,τopp)−{pi})
implique ∢T (ξ−,ξ+) = pi). Soit yk la projection de xk sur Fξ−k ξ+k . Quitte a` appliquer
des automorphismes, on peut supposer que les suites yk, ξ−k et ξ+k sont constantes,
respectivement e´gales a` y, ξ− et ξ+. Soit zk ∈ [xk,y] tel que d(zk,y) = D. On a
∢xk (y,ξ−)≤∢zk(y,ξ−)≤ pi2 et∢xk (y,ξ+)≤∢zk(y,ξ+)≤ pi2 . Comme∢xk(ξ−,ξ+)≤
∢xk (y,ξ−)+∢xk(y,ξ+), on a donc ∢zk(y,ξ−)→ pi2 ainsi que ∢zk(y,ξ+)→ pi2 . Quitte
a` extraire on a zk → z avec d(z,Fξ−ξ+) = D > 0 et ∢z(ξ−,ξ+) = pi , impossible. ⊓⊔
Ombres vues de l’infini.
Proposition 2.13 Soit ξ ∈ ∂∞X et r une ge´ode´sique telle que r(+∞) = ξ . Notons
ξ− = r(−∞). Les ombres Oξ−(r(t),D), avec t ∈ R et D > 0, forment une base de
voisinages de ξ dans (∂∞X)τ , ou` τ est le type de ξ .
De´monstration On a clairement toujours Oξ−(r(t),D) ⊂ (∂∞X)τ . Soit x = r(0). Les
ombres Ox(r(t),D), avec t ∈R+ et D > 0, forment une base de voisinages de ξ dans
∂∞X , par de´finition de la topologie des coˆnes. Soient t ∈ R∗+ et D > 0. On ve´rifie
facilement que Oξ−(r(t), 12 D) ⊂ Ox(r(t),D). Soit ε > 0 donne´ par la proposition
2.12. Soit 0<D′≤ tan(ε) t. Alors Ox(r(t),D′)∩(∂∞X)τ est inclus dans Oξ−(r(t),D).
En effet si ξ ′ est dans Ox(r(t),D′)∩Gξ , alors
∢x(r(t),ξ ′)≤ ∢˜x(r(t),ξ ′)≤ arctan(D′/t)≤ ε
D’apre`s la proposition 2.12, comme ξ ′ est de meˆme type que ξ et ξ− de type oppose´,
on a alors d(x,Fξ−ξ ′)≤ D, c’est-a`-dire ξ ′ ∈ Ox(r(t),D). ⊓⊔
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2.2.5 Isome´tries
Dans les immeubles affines complets, on a le re´sultat suivant (qu’on utilisera de
manie`re cruciale en section 4).
The´ore`me 2.14 [Par2, The´ore`me 4.1]) Soit X un immeuble affine complet. Il existe
K > 0 tel que pour tout g∈Aut(X) et pour tout x∈ X, on a d(x,Min(g))≤Kd(x,gx).
En particulier g est semisimple.
Dans les espaces syme´triques, la situation n’est pas si simple mais la de´composi-
tion de Jordan va nous permettre d’e´tablir quelques proprie´te´s dont on aura besoin en
section 4.
On suppose de´sormais que X est un espace syme´trique.
De´composition de Jordan. On renvoie a` [Ebe, 2.19] pour plus de de´tails et pour
le rapport avec la de´composition de Jordan usuelle dans le groupe line´aire, via la
repre´sentation adjointe de G = Aut(X).
Si r est une ge´ode´sique de X et t ∈R, il existe g ∈G, appele´ transvection le long
de r de longueur t, re´alisant le transport paralle`le le long de r de r(s) a` r(s+ t), voir
[Hel, IV, thm 3.3 et remarque]. Si t 6= 0 on a Min(g) = Fr. De plus [Ebe, Prop. 4.1.4]
le centralisateur ZG(g) de g dans G agit transitivement sur Min(g). On dit que g ∈ G
est hyperbolique si g est une transvection [Ebe, 2.19.21].
On dira que g ∈ G est unipotent si l’adhe´rence de sa classe de conjugaison dans
G contient l’identite´ [Ebe, 2.19.27]. Alors on a clairement ℓ(g) = 0.
Pour tout g ∈ G, il existe une unique de´composition g = heu dans G, appele´e la
de´composition de Jordan de g, telle que e, h et u sont respectivement elliptique, hyper-
bolique et unipotent, et commutent deux a` deux [Ebe, 2.19.24]. On ve´rifie aise´ment
que si h = id alors ℓ(g) = 0.
Isome´tries des espaces syme´triques. Soit g ∈Aut(X). Soit g = heu la de´composition
de Jordan de g. Notons ϕ = eu et Fg = Min(h), qui est stable par h, e et u. Si ℓ(g)> 0
on note r une ge´ode´sique translate´e par h (alors Fg = Fr).
Proposition 2.15 On suppose que ℓ(g) > 0. En restriction a` Fg = Cr × r on a h =
(id, ℓ(g)), ϕ = (ϕ ,0) et g = (ϕ , ℓ(g)). En particulier ℓ(g) = ℓ(h) et g posse`de des
points fixes attractif et re´pulsif a` l’infini, qui sont les extre´mite´s de r.
De´monstration Sur Min(h) = Fr on a h = (id, ℓ(h)) avec ℓ(h)> 0, ϕ = (ϕ ′, t). On a
alors 0 = ℓ(ϕ) =
√
ℓ(ϕ ′)2 + t2, donc t = 0 et ϕ ′ = ϕ sur Cr. On a donc g = (ϕ , ℓ(h))
sur Fg, donc ℓ(g) =
√
ℓ(ϕ)2 + ℓ(h)2 = ℓ(h). On conclut par la proposition 2.6. ⊓⊔
On aura besoin en section 4 de controˆler la distance a` Min(h) en fonction du
de´placement, avec le lemme suivant.
Lemme 2.16 Pour tout ε > 0 il existe η > 0 tel que si x∈ X ve´rifie dg(x)≤ ℓ(g)+η ,
et y est la projection de x sur Fg, alors
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1. d(gy,hy)≤ ε .
2. d(x,Min(h))≤ ε
De´monstration C’est trivialement vrai si ℓ(g) = 0, car alors h = id et Fg = Min(h) =
X . Supposons que ℓ(g) > 0, et soit ε > 0. Le point 1 de´coule de dg(y) ≤ dg(x) et
dg(y) =
√
ℓ(g)2 + d(gy,hy)2 (proposition 2.15).
Pour le point 2, on raisonne par l’absurde. Sinon il existe une suite xk ∈ X telle
que dg(xk)→ ℓ(g) et d(xk,Min(h)) ≥ ε . On note yk la projection de xk sur Min(h).
Alors d(hyk,gyk)→ 0. Fixons y ∈ Min(h). Comme le commutateur ZG(h) de h agit
transitivement sur Min(h), on peut choisir zk ∈ ZG(h) telle que zkyk = y. Soit x′k = zkxk
et gk = zkgzk−1. Alors gky → hy. Soit rk le rayon ge´ode´sique issu de y et passant par
R
Min(h)
C
ℓ(g)
x′k
y hy
gky
gkx′k
x′k, et r
′
k = gkrk. Alors quitte a` extraire rk → r avec r orthogonal a` Min(h) en y, et r′k →
r′ avec r′ orthogonal a` Min(h) en hy. Pour 0 < t < ε fixe´ et k suffisamment grand, on
a ℓ(gk)≤ d(rk(t),r′k(t))≤ d(x′k,gkx′k). Or ℓ(gk) = ℓ(g) et d(x′k,gkx′k) = dg(xk)→ ℓ(g).
On a donc d(r(t),r′(t)) = ℓ(g) = d(y,hy). Par conse´quent, la ge´ode´sique passant par
r(t) et r′(t) est paralle`le a` celle passant par y et hy, qui est translate´e par h. On a donc
r(t) ∈Min(h), ce qui est impossible car r est orthogonal a` Min(h). ⊓⊔
2.3 Coˆnes asymptotiques
On renvoie par exemple a` [KlLe, 2.4] pour les re´sultats rappele´s et non de´montre´s
dans cette section.
Ultrafiltres. Voir [Bou, Ch. 1]. Dans tout cet article, ω de´signe un ultrafiltre sur N,
plus fin que le filtre de Fre´chet. c’est-a`-dire une mesure de probabilite´ finiment ad-
ditive de´finie sur toutes les parties de N, a` valeurs dans {0,1}, nulle sur les parties
finies. Une suite (xk)k∈N dans un espace topologique quelconque E admet x ∈ E
comme limite suivant l’ultrafiltre ω (ω-limite) si pour tout voisinage V de x dans E ,
on a xk ∈V pour ω-presque tout k. Cette limite est l’une des valeurs d’adhe´rences de
la suite (xk), et elle est unique si E est se´pare´. On notera alors limω xk = x ou xk →ω x.
Une suite contenue dans un compact admet toujours une ω-limite. Les ω-limites des
suites re´elles sont prises dans le compact [−∞,+∞]. On dit qu’une suite xk dans R est
ω-majore´e (resp. ω-borne´e) si limω xk <+∞ (resp. si −∞ < limω xk <+∞). On note
=ω la relation d’e´quivalence “e´galite´ ω-presque partout”.
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Ultraproduits. On utilisera dans la section 3 le formalisme suivant.
Si E est un ensemble, on notera E∗ son ultraproduit, c’est-a`-dire l’ensemble des
suites d’e´le´ments de E , modulo=ω . On note [[xk]] la classe de la suite (xk)k∈N modulo
=ω . L’ensemble E se plonge canoniquement dans E∗ via les suites constantes. On
identifiera E et son image lorsque cela n’engendre pas de confusion. Si E et F sont
deux ensembles et si ( fk)k∈N est une suite d’applications de E dans F , on note [[ fk]]
l’application qui a` [[xk]] ∈ E∗ associe [[ fk(xk)]] ∈ F∗.
Si F est un espace topologique compact, on note limω fk : E∗ −→ F l’application
[[xk]] 7→ limω fk(xk). C’est la compose´e de limω : F∗ −→ F et de [[ fk]].
Ultralimites d’espaces me´triques pointe´s. Soit (Xk,dk,∗k)k∈N une suite d’espaces
me´triques pointe´s. On note
X ′ = {(xk)k∈N ∈ ∏
k∈N
Xk | dk(∗k,xk) est borne´e} ,
l’ensemble des suites ω-borne´es. Il est muni de la pseudo-distance dω de´finie par
dω((xk),(yk)) = limω dk(xk,yk). Le quotient de X ′ par la relation “eˆtre a` pseudo-
distance dω nulle” est un espace me´trique (Xω ,dω), pointe´ en ∗ω = [∗k], appele´ ultra-
limite de la suite (Xk,dk,∗k)k∈N. Pour (xk) ∈ X ′, on note [xk] le point de Xω associe´.
Si Ak ⊂ Xk on note [Ak] = {[xk] ; (xk) ∈ X ′ et ∀k,xk ∈ Ak}.
Proposition 2.17 L’espace me´trique Xω est complet. [KlLe, Lemma 2.4.2] ⊓⊔
Coˆnes asymptotiques d’un espace me´trique. On se fixe de´sormais un espace me´trique
X , une suite ∗k ∈ X , et une suite λk ∈ R∗+, avec λk → +∞. On se donne e´galement
un groupe G agissant par isome´tries sur X . Le coˆne asymptotique de X , suivant ω ,
par rapport a` la suite de points d’observation (∗k)k∈N et a` la suite de scalaires (λk)k
est par de´finition l’ultralimite (Xω ,dω ,∗ω) de la suite d’espaces me´triques pointe´s
(Xk,dk = 1λk d,∗k)k∈N. Remarquons que si X est euclidien, alors Xω est isome´trique a`
X (car il existe des applications de X dans lui-meˆme envoyant un point donne´ sur ∗k
et d sur 1λk d).
Soit X ′ un autre espace me´trique, et une suite ∗′k ∈ X ′. Notons X ′ω le coˆne asymp-
totique de (X ′,(∗′k),(λk). Une suite d’applications isome´triques fk : X ′ −→ X est
dite ω-borne´e si fk(∗′k) est ω-borne´e dans X . Alors on peut de´finir son ω-limite
fω : X ′ω −→ Xω , note´e aussi [ fk], par fω ([xk]) = [ fk(xk)]. Elle est isome´trique.
En particulier, si X ′=R, une suite rk :R−→ X de ge´ode´siques de X est ω-borne´e
si la suite 1λk d(∗k,rk(0)) est ω-borne´. Son ω-limite s’identifie a` rω : t 7→ rk(λkt)] et
c’est une ge´ode´sique de Xω .
On note G′ l’ensemble des suites (gk)k∈N d’e´le´ments de G telles que dk(∗k,gk∗k)
est ω-borne´. Pour (gk) ∈ G′, on note [gk] : [xk] 7→ [gkxk] l’isome´trie associe´e de Xω .
On note Gω le sous-groupe de Is(Xω ) forme´ par ces isome´tries.
Coˆnes asymptotiques d’espaces CAT(0). On suppose de´sormais que X est CAT(0).
Proposition 2.18 1. Le coˆne asymptotique Xω est CAT(0).
2. Les ge´ode´siques de Xω sont les ω-limites des ge´ode´siques de X.
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3. Pour tous xω = [xk], yω = [yk] et zω = [zk] dans Xω , on a
∢˜xω (yω ,zω ) = limω ∢˜xk (yk,zk) et ∢xω (yω ,zω )≥ limω ∢xk(yk,zk).
4. Soit rk une suite ω-borne´e de ge´ode´siques et rω = [rk]. La projection orthogonale
sur rω est la ω-limite de la suite des projections orthogonales sur rk.
De´monstration Le point 1 et 2 de´coulent du lemme 2.4.4 de [KlLe].
La premie`re assertion du point 3 est facile a` voir en regardant les triangles de com-
paraison dans le plan (car les angles sont inchange´s par homothe´ties). La deuxie`me
en de´coule. En effet soient y′ω =
[
y′k
]
et z′ω =
[
z′k
]
avec y′k ∈]xk,yk] et z′k ∈]xk,zk]. On
a ∢˜x′k
(y′k,z
′
k) ≥ ∢x′k (y
′
k,z
′
k) et ∢xk (yk,zk) = ∢xk (yk,zk) pour tout k. Donc en passant a`
la limite suivant ω on a ∢˜x′ω (y
′
ω ,z
′
ω) ≥ limω ∢xk(yk,zk). On conclut en passant a` la
limite pour y′ω → xω et z′ω → xω .
Le point 4 de´coule du fait que les angles augmentent (point 3). ⊓⊔
Bord a` l’infini. Il est clair que les ω-limites de rayons asymptotes restent asymptotes.
`A toute suite (ξk)k dans ∂∞X on peut donc associer un point ξω = [ξk] dans ∂∞Xω ,
de´fini de la manie`re suivante. Soit rk une suite ω-borne´e de rayons de X tels que
ξk = rk(∞) et rω = [rk]. Alors ξω = rω (∞). Tous les points de ∂∞Xω sont de cette
forme.
Longueur de translation. Le lemme suivant se ve´rifie aise´ment.
Lemme 2.19 Soit gk une suite ω-borne´e dans Is(X) et gω = [gk]. On a
1. limω 1λk dgk = dgω
2. limω 1λk ℓ(gk)≤ ℓ(gω).
3. [Min(gk)]⊂Min(gω).
4. Si 1λk d(∗k,Min(gk)) est ω-borne´, alors Min(gω ) 6= /0 et limω
1
λk ℓ(gk) = ℓ(gω) ⊓⊔
Coˆnes asymptotiques d’espaces syme´triques et d’immeubles. On suppose dore´navant
que X est ou bien un espace syme´trique, ou bien un immeuble affine, et que G est un
sous-groupe ferme´ du groupe des automorphismes de X . On se fixe un plat maximalA
de X , de groupe de Weyl W et une chambre de Weyl C de A. Une suite fk :A−→X de
plats maximaux marque´s est ω-borne´e si la suite fk(0) l’est, et son ω-limite est alors
l’application isome´trique [ fk] : A −→ Xω , α 7→ [ fk(λkα)]. On note Aω l’ensemble
des ω-limites des suites ω-borne´es de plats maximaux marque´s de X .
The´ore`me 2.20 (Kleiner-Leeb [KlLe]) Le coˆne asymptotique Xω , muni du syste`-
me d’appartements marque´s Aω , est un immeuble affine complet, de type (A,W ).
Le groupe Gω agit sur Xω , par automorphismes. Si G agit cocompactement sur X,
alors Gω agit transitivement sur Xω . Si G agit transitivement sur les plats maximaux
marque´s de X, alors Gω agit transitivement sur Aω . ⊓⊔
On termine par deux proprie´te´s du type des segments dont on aura besoin par la
suite, et qui se ve´rifient aise´ment.
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Proposition 2.21 Pour tous xω = [xk] et yω = [yk] de Xω , on a dans C
δ (xω ,yω) = lim
ω
1
λk
δ (xk,yk) .
⊓⊔
Proposition 2.22 Soit rω une ge´ode´sique de Xω . Il existe une suite (rk) ω-borne´e de
ge´ode´siques de X de type constant Θ(rω ) telle que [rk] = rω . Si G agit cocompac-
tement sur X et transitivement sur les plats maximaux marque´s de X, alors Gω agit
transitivement sur les ge´ode´siques de Xω de type donne´. ⊓⊔
3 Coˆnes asymptotiques d’espaces syme´triques : Mode`le alge´brique
Soit K un corps value´ ou bien e´gal a` R ou C ou bien ultrame´trique (la valuation n’est
alors pas ne´cessairement discre`te). On note | | la valeur absolue de K. On note X(K)
ou X l’espace associe´ a` G = SLn(K) (voir section 2.2.2).
Cette section est consacre´e a` montrer que tout coˆne asymptotique de X(K) s’iden-
tifie a` X(Kω) (the´ore`me 3.21), pour un corps value´ non archime´dien ad hoc Kω qu’on
construit pre´alablement (dont la valeur absolue prend toutes les valeurs re´elles).
La preuve repose sur l’utilisation du mode`le des “bonnes normes” de volume 1
sur Kn pour X(K), qu’on expose au pre´alable en section 3.2.
3.1 Pseudo-valeurs absolues et pseudo-normes
On commence par clarifier quelques notions de base qu’on va utiliser plusieurs fois
par la suite. Soit F un corps et E un espace vectoriel sur F.
De´finition 3.1 (Pseudo-valeur absolue) On appellera pseudo-valeur absolue sur F
une application | | : F−→ [0,+∞] telle que pour tous a,b dans F on a
1. |0|= 0
2. |ab|= |a| |b| (lorsque |a| , |b|<+∞)
3. |a+ b| ≤ |a|+ |b|
On dira que | | est ultrame´trique si elle ve´rifie en outre |a+ b| ≤max(|a| , |b|).
Si le corps F est muni d’un ordre total ≤, on dira que | | est compatible avec
l’ordre si pour tous a,b ∈ F tels que 0≤ b≤ a, on a |b| ≤ |a|.
Une pseudo-valeur absolue | | est une valeur absolue si elle ve´rifie |a| < +∞ et
|a|= 0⇒ a = 0. On dira qu’elle est triviale si |a|= 1 pour tout a 6= 0.
Proposition 3.2 On suppose que (F,≤) est un corps totalement ordonne´ et que | |
est une pseudo-valeur absolue sur F compatible avec l’ordre.
1. Si | | est ultrame´trique, alors pour tous a,b≥ 0 dans F, on a
|a+ b|= max(|a| , |b|)
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2. Si | | est triviale sur le sous-corps premier de F, alors elle est ultrame´trique. ⊓⊔
De´monstration La premie`re assertion est claire. Soient a,b≥ 0 dans F. On peut sup-
poser que b≤ a. On a alors 0≤ a+ b≤ 2a donc |a+ b| ≤ |2a|= |2| |a|= |a|. ⊓⊔
On suppose de´sormais que F est muni d’une pseudo-valeur absolue | |. On de´-
montre sans difficulte´s les re´sultats suivants.
Proposition 3.3 (Corps value´ associe´) Notons F′ = {a ∈ F | |a| < +∞} et F0 =
{a ∈ F | |a| = 0}. Alors F′ est un sous-anneau de F et F0 est un ide´al maximal de
F′. La pseudo-valeur absolue | | passe au quotient en une valeur absolue sur le corps
quotient F/| | = F′/F0.
Si le corps F est muni d’un ordre total ≤ compatible avec | |, alors ≤ passe au
quotient en un ordre total sur le corps F/| | compatible avec | |. ⊓⊔
De´finition 3.4 (Pseudo-norme) On appellera pseudo-norme sur E (compatible avec
| |) une application η : E −→ [0,+∞] telle que pour tous v,v′ ∈ E et a ∈ F on a
1. η(0) = 0
2. η(av) = |a|η(v) (lorsque cela a un sens)
3. η(v+ v′)≤ η(v)+η(v′)
On dira que η est ultrame´trique si on a en outre η(a+ b) ≤ max(η(a),η(b)).
On dira que η est une norme si | | est une valeur absolue et si η ve´rifie en outre
η(v)<+∞ et η(v) = 0⇒ v = 0.
Soit η une pseudo-norme sur E (compatible avec | |).
Proposition 3.5 (Espace vectoriel norme´ associe´) On a deux sous-F′ modules E ′ =
{v ∈ E | η(v) <+∞} et E0 = {v ∈ E | η(v) = 0}. La structure passe au quotient en
une structure de F/| |-espace vectoriel sur E/η = E ′/E0, et η passe au quotient en
une norme sur E/η compatible avec | |. ⊓⊔
On utilisera e´galement la proprie´te´ analogue suivante.
Proposition 3.6 Soit A une alge`bre norme´e sur F et N une pseudo-norme sur A sous-
multiplicative. Notons A′ = {u ∈ A | N(u) < +∞} et A0 = {v ∈ A | N(u) = 0}. La
structure passe au quotient en une structure de F/| |-alge`bre sur A/N = A′/A0, et η
passe au quotient en une norme sous-multiplicative sur A/N compatible avec | |. ⊓⊔
De´finition 3.7 (Pseudo-norme d’endomorphismes) On de´finit la pseudo-norme Nη
sur End(E) associe´e a` η par
Nη (u) = inf{M ∈ [0,+∞] ; ∀v ∈ E,η(u(v))≤Mη(v)}
On ve´rifie que c’est une pseudo-norme sous-multiplicative sur End(E).
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3.2 Espace X = N 1(V ) des bonnes normes de volume 1
On expose ici la construction de l’espace X associe´ a` SLn(K) comme espace de
normes sur Kn (voir aussi [Par2]).
On note V =Kn et ε = (ε1, . . . ,εn) sa base canonique.
Dans le cas ou` K=R ou C, on dira qu’une norme η sur V est une bonne norme si
elle est euclidienne, c’est-a`-dire si elle est de la forme v 7→
√
q(v), ou` q est une forme
quadratique si K = R, hermitienne si K = C, de´finie positive sur V . On dira qu’une
base e = (e1, . . . , en) de V est adapte´e a` η si elle est orthogonale pour η , c’est-a`-
dire si on a η(∑ni=1 aiei) =
√
∑ni=1 η(ei)2 |ai|2 pour tous a1, . . . , an dans K. La bonne
norme canonique η0 de V est la norme provenant du produit scalaire canonique.
Dans le cas ou` K est ultrame´trique, Une base e de V est dite adapte´e a` une norme
ultrame´trique η si on a η(∑ni=1 aiei) = maxi=1...n η(ei) |ai| pour tous a1, . . . , an dans K.
On dira que η est adaptable si elle admet une base adapte´e. (ce qui est toujours le
cas si K est un corps local [GoIw]). Une bonne norme est une norme ultrame´trique
et adaptable. La bonne norme canonique est η0 : (a1, . . . , an) 7→ max
i=1...n
|ai|.
On dit qu’une bonne norme η est de volume 1 si on a ∏ni=1 η(ei) = 1 pour toute
base (e1, . . . , en) de V adapte´e a` η , de de´terminant 1. On note N 1(V ) l’espace des
bonnes normes de volume 1 sur V .
Le groupe G = SLn(K) agit naturellement sur N 1(V ) par g.η = η ◦ g−1 pour
g ∈ SLn(K) et η ∈ N 1(V ). Le stabilisateur de η0 est SO(n) si K = R, le groupe
SU(n) si K = C, et SLn(O) si K est ultrame´trique et O = {a ∈ K, |a| ≤ 1} est son
anneau des entiers.
Dans le cas ou` K= R ou C, l’espace N 1(V ) s’identifie a` l’espace syme´trique X
associe´ a` SLn(K) (voir 2.2.2). Dans le cas ou` K est ultrame´trique, l’espace N 1(V )
est alors un immeuble affine (voir par exemple [Par2]), qui s’identifie a` l’immeuble
de Bruhat-Tits X de SLn(K), voir les the´ore`mes 2.11 et 2.11bis (dans l’appendice) de
[BrTi3].
Rappelons maintenant quelques proprie´te´s dont on aura besoin par la suite.
Plats maximaux marque´s. Le plat maximal mode`le de N 1(V ) est identifie´ a`
A= {(α1, . . . , αn) ∈ Rn, ∑αi = 0}
muni de la me´trique euclidienne canonique de Rn. Soit e une base de V de de´ter-
minant 1. Le plat maximal marque´ fe : A −→ N 1(V ) de N 1(V ) associe´ a` e est
de´fini par : η = f (α) est adapte´e a` e et η(ei) = e−αi pour i = 1 . . .n. Tous les plats
maximaux marque´s de N 1(V ) sont de cette forme. Pour tout g ∈ SLn(K), on a g ◦
fe = fge.
Les distances d et d∞. Si η ,µ ∈N 1(V ) et e est une base adapte´e commune, alors
d(η ,µ) =
√
n
∑
i=1
∣∣∣∣log µη (ei)
∣∣∣∣2 . (5)
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Un autre distance naturelle plus simple sur N 1(V ) est
d∞(η ,µ) = sup
v6=0
∣∣∣∣log µη (v)
∣∣∣∣ .
Les distances d et d∞ sont e´quivalentes, car [Par2, prop. 3.12]
d∞ ≤ d ≤√n d∞ sur N 1(V ). (6)
Estimations. Soit N =Nη0 la norme sur End(V ) associe´e a` η0. Pour tout g∈ SLn(K),
on a sup
v6=0
g.η0
η0 (v) = N(g
−1) et donc
d∞(η0,g.η0) = max
{
logN(g), logN(g−1)
}
≤ (n− 1) logN(g) (7)
Le lemme suivant sera utilise´ en section 3.6.
Lemme 3.8 Soit η ∈N 1(V ) et g ∈ SLn(K). On a
d∞(η ,g.η)≤ log
(
1+ e2d∞(η0,η) max
{
N(g− id), N(g−1− id)}) .
De´monstration Pour tout v ∈V non nul, on a g.η(v)≤ η(v)+η((g−1− id)v), et en
posant h = g−1− id on a
η(hv)≤ ed∞(η0,η)η0(hv)≤ ed∞(η0,η)N(h)η0(v)≤ e2d∞(η0,η)N(h)η(v)
donc sup
v6=0
g.η
η (v)≤ 1+e2d
∞(η0,η)N(g−1− id). On conclut en e´changeant η et g.η . ⊓⊔
On se fixe de´sormais un ultrafiltre ω sur N plus fin que le filtre de Fre´chet
(voir 2.3) et une suite λ = (λk)k∈N dans [1,+∞[ telle que λk → ∞.
3.3 Le coˆne asymptotique Kω du corps value´ K
Proposition 3.9 On munit l’ensemble
Kω = {(ak) ∈KN | |ak|1/λk est borne´}/ limω |ak−bk|1/λk=0
de l’addition et de la multiplication terme a` terme. On plonge K dans Kω via les
suites constantes. Pour aω = [ak] dans Kω , on note
|aω |ω = lim
ω
|ak|1/λk
Alors Kω est un corps et | |ω est une valeur absolue ultrame´trique sur Kω , triviale
sur K. Ce corps value´ sera appele´ le coˆne asymptotique de (K, | |) par rapport a` la
suite de scalaires (λk).
Dans le cas ou` K= R, on peut de´finir une relation d’ordre total sur Kω par
aω ≤ bω ⇔ ak ≤ bk ω-presque partout
Alors | |ω est compatible avec l’ordre.
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Remarque 3.10 On notera que, si dk de´signe la distance sur K induite par la valeur
absolue | |
1
λk et dω de´signe la distance sur Kω induite par la valeur absolue | |ω , alors
l’espace me´trique pointe´ (Kω ,dω ,0) est l’ultralimite des espaces me´triques pointe´s
(K,dk,0) (en particulier Kω est complet).
De´monstration On utilise la description alternative de Kω via l’ultraproduit K∗ de
K. On munit K∗ des ope´rations termes a` terme, ce qui en fait un corps. Pour a∗ =
[[ak]] ∈K∗ on de´finit |a∗|ω = limω |ak|1/λk dans [0,+∞]. La relation ≤ sur R∗ de´finie
par
[[ak]]≤ [[bk]] si et seulement si ak ≤ bk ω-presque partout
fait de R∗ un corps totalement ordonne´.
D’apre`s la proposition 3.3, et la proposition 3.2, il suffit de prouver que | |ω est
une pseudo-valeur absolue sur K∗, triviale sur K, compatible avec l’ordre si K = R.
On le ve´rifie sans difficulte´. On a alors clairement que (Kω , | |ω) est le corps value´
canoniquement associe´ au corps pseudo-value´ (K∗, | |ω ). ⊓⊔
Remarque 3.11 1) Pour tout aω = [ak] ≥ 0 dans Rω , il existe un unique e´le´ment
positif de Rω de carre´ aω , qui est
√
aω =
[√
ak
]
.
2) Pour tous a1ω , . . . ,anω dans Rω , on a∣∣∣∣√∑ni=1(aiω)2 ∣∣∣∣ω = maxi=1...n ∣∣aiω ∣∣ω (8)
(cela de´coule de ∣∣√aω ∣∣ω =√|aω |ω et |aω + bω |ω = max(aω ,bω) pour aω ,bω ≥ 0).
3.4 Coˆne asymptotique de l’espace vectoriel norme´ V
L’espace vectoriel V =Kn est muni de sa norme canonique η0 (voir section 3.2).
Remarque 3.12 Si vk = (a1k, . . . ,ank) dans V = Kn, on ve´rifie sans difficulte´ (par (8)
dans le cas archime´dien) que
lim
ω
η0(vk)1/λk = max
i
lim
ω
∣∣aik∣∣1/λk (9)
Proposition 3.13 On note
Vω = {(vk) ∈VN | η0(vk)1/λk est borne´}/ limω η0(vk−v′k)1/λk=0
Alors l’addition et la multiplication terme a` terme de´finissent une structure de Kω-
espace vectoriel sur Vω . Pour vω = [vk] dans Vω , on note
ηω0 (vω) = limω η0(vk)
1/λk
Alors ηω0 est une norme ultrame´trique sur Vω , compatible avec | |ω . Cet espace vec-
toriel norme´ sera appele´ le coˆne asymptotique de (V,η0) par rapport a` la suite de
scalaires (λk).
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De´monstration On utilise l’ultraproduit V ∗ de V , muni des ope´rations terme a` terme,
ce qui en fait un espace vectoriel sur K∗. Pour v∗ = [[vk]] ∈ V ∗ on de´finit ηω0 (v∗) =
limω η0(vk)1/λk dans [0,+∞]. D’apre`s la proposition 3.5 il suffit de prouver que ηω0
est une pseudo-norme sur V ∗ compatible avec | |ω . On le ve´rifie sans difficulte´. On a
alors clairement que (Vω ,ηω0 ) est l’espace vectoriel norme´ canoniquement associe´ a`
(V ∗,ηω0 ). Il est clair que ηω0 est ultrame´trique par la remarque 3.12. ⊓⊔
On note vω = [vk] le vecteur de Vω de´fini par v∗ = [[vk]] ∈V ′.
Identification avec (Kω )n. La proposition suivante de´coule de la remarque 3.12
Proposition 3.14 Pour i = 1 . . .n, soit ε iω = [εi]. Alors εω = (ε iω )i=1...n est une base
de Vω . Elle induit un isomorphisme d’espace vectoriels norme´s entre Vω = (Kn)ω
muni de ηω0 et (Kω )n muni de la bonne norme canonique. Plus pre´cise´ment, pour
tout vω de Vω de coordonne´es (a1ω , . . . ,anω) dans la base εω , on a
ηω0 (vω ) = maxi=1...n
∣∣aiω ∣∣ω
On identifiera dore´navant ces deux espaces, et on les notera Knω .
3.5 Coˆne asymptotique de End(V ) et de SLn(K)
L’alge`bre End(V ) est munie de la norme N associe´e a` η0.
Proposition 3.15 (Coˆne asymptotique de End(V )) On note
End(V )ω = {(uk) ∈ End(V )N | N(uk)1/λk est borne´}/ limω N(uk−u′k)1/λk=0
Les ope´rations terme a` terme de´finissent une structure de Kω -alge`bre sur End(V )ω .
Pour uω = [uk] dans End(V )ω , on note
Nω (uω) = lim
ω
N(uk)1/λk
Alors Nω est une norme ultrame´trique sous-multiplicative sur End(V )ω , compatible
avec | |ω . Cette alge`bre norme´e sera appele´ le coˆne asymptotique de (End(V ),N)
par rapport a` la suite de scalaires (λk).
De´monstration De meˆme qu’avant, il suffit de prouver que Nω(u∗) = limω N(uk)1/λk
de´finit une pseudo-norme sous-multiplicative sur End(V )∗ compatible avec | |ω (voir
proposition 3.6). On le ve´rifie sans difficulte´. ⊓⊔
De´finition 3.16 (Coˆne asymptotique SLn(K)ω de SLn(K)) Si U ⊂ End(V ) on note
Uω = {[uk] | ∀k ∈ N,uk ∈U}. Alors GL(V )ω est un groupe pour la loi induite par la
composition, et SLn(K)ω est l’un de ses sous-groupes.
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Identification de End(V )ω avec End(Vω). On rappelle que Vω = (Kω)n est muni de
la bonne norme canonique ηω0 . L’alge`bre End(Vω)≃Mn(Kω) est munie de la norme
Nω = Nηω0 , qui ve´rifie
Nω((ai jω )i j) = maxi j
∣∣∣ai jω ∣∣∣ω
Proposition 3.17 Soit uω = [uk] ∈ End(V )ω . On peut lui associer uω ∈ End(Vω)
de´fini par
uω : [vk] 7→ [uk(vk)] .
On note (ai jω )i j la matrice de uω dans la base canonique, et (ai jk )i j la matrice de uk
dans la base canonique, pour tout k. On a
1. Nω(uω) = Nω (uω).
2. det(uω) = [detuk].
3. ai jω =
[
a
i j
k
]
pour tous i, j.
De´monstration Ve´rifions tout d’abord que uω est bien de´fini. Notons u∗ = [[uk]] ∈
End(V )∗. On a Nω (u∗) < +∞. Notons u∗ : [[vk]] 7→ [[uk(vk)]] l’endomorphisme de
V ∗ associe´ a` u∗, qui est clairement bien de´fini.
On note Nω la pseudo-norme sur End(V ∗) associe´e a` la pseudo-norme ηω0 sur V ∗.
Montrons qu’on a Nω(u∗) = Nω(u∗). En effet, pour tout v∗ de V ∗,
ηω0 (u∗(v∗))≤ Nω (u∗)ηω0 (v∗), (10)
donc Nω (u∗)≤ Nω (u∗). Soit vk ∈V tel que η0(vk) = 1 et η0(vk)≥ 12 N(uk)η0(vk). Si
v∗ = [[vk]] ∈V ∗ on a ηω0 (u∗(v∗))≥ Nω(u∗)ηω0 (v∗), et donc Nω (u∗)≥ Nω (u∗).
Par conse´quent u∗ conserve V ′ et V0. Donc u∗ passe bien au quotient en un en-
domorphisme de Vω = V ′/V0, qui est clairement uω . De plus, si Nω (u∗) = 0, alors
uω = 0 dans End(Vω) par (10). Donc uω ne de´pend que de [uk] dans End(V )ω . ⊓⊔
Corollaire 3.18 1. L’application
ψ : End(V )ω −→ End(Vω)
uω 7→ uω
est un isomorphisme de Kω -alge`bres norme´es.
2. Elle induit un isomorphisme de groupes ψ : SLn(K)ω −→ SLn(Kω). ⊓⊔
Remarque 3.19 1) Soit G un sous-groupe alge´brique de SLn de´fini sur K et G =
G(K). Comme K ⊂ Kω (via les suites constantes), on peut conside´rer le groupe
G(Kω), et on a alors ψ(Gω)⊂ G(Kω).
2) Soit Γ un groupe de type fini, et S une partie ge´ne´ratrice de Γ . Soit ρk : Γ −→
G(K) une suite de repre´sentations telles que N(ρk(s))
1
λk est borne´ pour tout s ∈ S.
Alors la suite ρk induit une repre´sentation ρω : Γ −→Gω de´finie par ρω(γ) = [ρk(γ)]
pour tout γ de Γ . Par la remarque pre´ce´dente ψ ◦ρω est alors une repre´sentation de
Γ dans G(Kω)⊂ SLn(Kω).
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3.6 Coˆne asymptotique de X et immeuble de SLn(Kω ).
Pour F = K ou Kω , on rappelle qu’on note X(F) l’espace associe´ a` SLn(F), qu’on
identifie a` N 1(Fn) (voir section 3.2). On notera aussi X =X(K). On note (Xω ,∗ω ,dω)
le coˆne asymptotique de (X ,η0,dk = 1λk d).
Proposition 3.20 On peut de´finir une action naturelle de SLn(K)ω sur l’immeuble
Xω (par automorphismes) par
([gk] , [ηk]) 7→ [gk ·ηk] .
De´monstration Soit (gk) une suite dans SLn(K). Par la formule (7) de la section 3.2
on a que N(gk)1/λk ω-borne´ e´quivaut a` 1λk d(η0,gkη0) ω-borne´. Alors g
′
ω : [ηk] 7→
[gk ·ηk] de´finit bien un automorphisme de Xω (voir section 2.3).
Il reste a` voir que si limω N(gk− id)1/λk = 0 alors g′ω = idXω . Soit alors ηω = [ηk]
dans Xω . D’apre`s le lemme 3.8, on a
1
λk
d∞(ηk,gkηk)≤ log
(
1+ e
2
λk
d∞(η0,ηk)
max
{
N(gk−id)
1
λk ,N(g−1k −id)
1
λk
})
Or 1λk d
∞(η0,ηk) est ω-borne´ et, comme limω N(gk − id)
1
λk = 0, on a e´galement que
limω N(g−1k − id)
1
λk = 0. Donc 1λk d
∞(ηk,gkηk)→ω 0, et g′ωηω = ηω . ⊓⊔
On note ψ : SLn(K)ω −→ SLn(Kω) l’isomorphisme du corollaire 3.18.
The´ore`me 3.21 L’application
ϕ :
Xω(K) −→ X(Kω)
[ηk] 7→ limω η1/λkk
de´finit un isomorphisme d’immeubles affines, ψ-e´quivariant.
De´monstration Montrons tout d’abord que ϕ est bien de´finie. Pour toute suite η∗ =
[[ηk]] dans X∗ on peut de´finir ηω : V ∗ 7→ [0,+∞] par ηω([[uk]]) = limω ηk(uk)1/λk .
On voit facilement que ηω est une pseudo-norme ultrame´trique sur V ∗.
Soient η∗ = [[ηk]] et µ∗ = [[µk]] dans X∗. On conside`re la pseudo-distance d∞ω
sur X∗ de´finie par d∞ω (η∗,µ∗) = limω 1λk d
∞(ηk,µk). Elle est e´quivalente a` dω par la
formule (6). On suppose que d∞ω (η∗,µ∗)<+∞. Soit v∗ = [[vk]] ∈V ∗. Pour tout k, on
a dans R
0≤ e−d∞(ηk,µk)µk(vk)≤ ηk(vk)≤ ed
∞(ηk,µk)µk(vk)
Par conse´quent, on a dans R∗
0≤ [[e−d∞(ηk,µk)]] [[µk(vk)]]≤ [[ηk(vk)]]≤ [[ed
∞(ηk,µk)]] [[µk(vk)]]
et en prenant la pseudo-valeur absolue | |ω de chaque terme, on obtient dans [0,+∞]
0≤ e−d∞ω (η∗,µ∗)µω(v∗)≤ ηω (v∗)≤ ed∞ω (η∗,µ∗)µω(v∗) . (11)
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Supposons maintenant que d∞ω (η∗, [[η0]]) < +∞. En appliquant (11) a` µ∗ = ηω0 ,
on voit que ηω(v)<+∞ si et seulement si ηω0 (v)<+∞ et que ηω (v) = 0 si et seule-
ment si ηω0 (v) = 0. Donc ηω passe bien au quotient en une norme ultrame´trique
sur Vω , qu’on notera e´galement ηω . La formule (11) implique e´galement que si
d∞ω (η∗,µ∗) = 0, alors ηω = µω . Par conse´quent ηω ne de´pend que du point ηω = [ηk]
de Xω de´fini par η∗.
On a donc ve´rifie´ que l’application [ηk] 7→ limω η1/λkk est bien de´finie de Xω dans
l’espace N (Vω) des normes ultrame´triques sur Vω .
Il est clair que ϕ est ψ-e´quivariante. Comme SLn(K)ω agit transitivement sur les
appartements marque´s de Xω , et SLn(Kω) agit transitivement sur les appartements
marque´s de X(Kω), il suffit maintenant de montrer que, si f ωε : A−→ Xω est l’appar-
tement marque´ canonique [ fε ], on a ϕ ◦ f ωε = fεω .
Soit α = (α1, . . . , αn) ∈ A. Notons ηk = fε (λkα). Soit aω = (a1ω , . . . ,anω ) dans
Knω avec a
i
ω =
[
aik
]
. Dans le cas ou` K= R ou C, on a
ϕ( f ωε (α))(aω ) =
∣∣[ηk(a1k, . . . , ank)]∣∣ω = ∣∣∣∣[√∑ni=1eλkαi ∣∣aik∣∣2 ]∣∣∣∣ω
=
∣∣∣∣√∑ni=1 [eλkαi] [∣∣aik∣∣]2 ∣∣∣∣ω = maxi=1...n eαi ∣∣aiω ∣∣ω = fεω (α)(aω )
d’apre`s (8). Le cas ou` K est ultrame´trique est clair. ⊓⊔
4 Vecteur de translation
Dans cette section, on suppose que X est un espace syme´trique ou un immeuble
affine complet (voir section 2.2, dont on reprend les hypothe`ses et notations). On
introduit le vecteur de translation v(g) d’un automorphisme g de X de manie`re ge´o-
me´trique, comme un raffinement de la longueur de translation ℓ(g). On e´tablit ensuite
des proprie´te´s de continuite´ de v, la continuite´ asymptotique (Proposition 4.4).
4.1 Vecteur de translation d’une isome´trie
Soit g ∈ Aut(X). Si Min(g) 6= /0, ce qui est toujours le cas si X est un immeuble
(the´ore`me 2.14), le type δg(x) = δ (x,gx) du segment joignant x ∈ Min(g) a` gx est
constant (car deux ge´ode´siques translate´es par g sont paralle`les donc dans un meˆme
plat maximal). Le vecteur de translation de g est alors par de´finition v(g) = δ (x,gx)
pour un (tout) point x ∈ Min(g). On peut le de´finir plus ge´ne´ralement pour tout g
graˆce au re´sultat suivant.
Proposition 4.1 Soit X un espace syme´trique et g ∈ Aut(X). L’adhe´rence dans C de
{δ (x,gx), x∈ X} contient un unique segment de longueur minimale, qu’on note v(g),
et qu’on appelle vecteur de translation de g.
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De´monstration On a infx∈X ||δ (x,gx)||= ℓ(g). L’existence est claire, montrons l’uni-
cite´. Soit g = heu la de´composition de Jordan de g et ε > 0. Soit η donne´ par le
lemme 2.16. Si x ∈ X est tel que dg(x) ≤ ℓ(g) + η et si y est la projection de x
sur Min(h), alors la proposition 2.10 entraıˆne que
∣∣∣∣δg(x)− δg(y)∣∣∣∣ ≤ 2d(x,y) ≤ 2ε
et
∣∣∣∣δg(y)− δh(y)∣∣∣∣ ≤ d(gy,hy) ≤ ε . On en de´duit que ∣∣∣∣δg(x)− δh(y)∣∣∣∣ ≤ 3ε , ce qui
conclut car δh(y) ne de´pend pas de y ∈Min(h). ⊓⊔
Remarques 1. La notion de vecteur de translation est plus fine que celle de lon-
gueur de translation (car ℓ(g) = ||v(g)||).
2. v est invariant par conjugaison, et pour tout g, on a v(gk) = kv(g) pour tout k ∈N.
3. Dans le cas des espaces syme´triques, on a v(g) = v(h) ou` h est la partie hyperbo-
lique dans la de´composition de Jordan de g (d’apre`s la preuve de la proposition
4.1). Cet invariant coı¨ncide donc avec la projection de Jordan de g (i.e. la projec-
tion de h sur C, voir par exemple [Ben, 1.1 et 2.4]).
Exemple Dans le cas ou` X est l’espace syme´trique associe´ a` G = SLn(R), on peut
choisir C= {(α1, . . . ,αn) ∈ Rn ∑ni=1 αi = 0, α1 ≥ . . .≥ αn} et pour g ∈ G de valeurs
propres λ1(g), . . ., λn(g) on a alors
v(g) = (log |λ1(g)| , . . . , log |λn(g)|)
Proprie´te´s fonctorielles. Si X est euclidien, alors on a C=A= X , et tout g∈Aut(X)
est une translation de vecteur v(g).
Supposons que X = X1×X2 est le produit de deux espaces syme´triques ou im-
meubles affines Xi. Soit Gi = Aut(Xi). Soient A1, A2 les plats maximaux de X1 et X2
tels que A = A1⊕A2, et C1 et C2 les chambres de Weyl ferme´es de A1 et A2 telles
que C = C1 +C2. Soit vi : Gi −→ Ci la fonction vecteur de translation de Xi. Alors
tout automorphisme g de X est de la forme (g1,g2) ou` gi ∈ Gi, et, d’apre`s la section
2.2.3, on a
v(g) = v1(g1)+ v2(g2). (12)
Soit X ′ un sous-espace syme´trique ou un sous-immeuble de X . Soit G′=Aut(X ′).
Soit C′ une chambre de Weyl ferme´e de X ′. Soit vX ′ : G′ −→ C′ la fonction vecteur
de translation de X ′. Si g ∈ Aut(X) pre´serve X ′ et g′ = g|X ′ est un automorphisme de
X ′, alors d’apre`s la section 2.2.3 on a
v(g) =Θ(vX ′(g′)) (13)
Proposition 4.2 La fonction v : G −→ C est continue.
Remarques 1. Ceci entraıˆne que, lorsque X n’a pas de facteur euclidien, la lon-
gueur de translation est continue sur Is(X)0 . Cette proprie´te´ n’est pas vraie pour
tous les espaces me´triques CAT(0). Par exemple, dans le plan euclidien, les trans-
lations non nulles sont limites de rotations.
2. Pour G = SLn(R), il s’agit de voir que la liste des modules des valeurs propres,
en ordre de´croissant, de´pend continuˆment de la matrice, ce qui est bien connu.
Nous allons donner maintenant une de´monstration purement ge´ome´trique de la
continuite´ de v, reposant sur la dynamique des isome´tries sur ∂∞X .
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De´monstration Soit gk → g dans G. Montrons que quitte a` extraire v(gk)→ v(g).
Si ℓ(g) = 0, alors, par semi-continuite´ supe´rieure de ℓ, on a ℓ(gk)→ 0 et donc
v(gk)−→ 0, ce qui conclut.
Dans le cas ou` d(Min(gk),x0) reste borne´, ce qui est toujours le cas quand X est
un immeuble affine (the´ore`me 2.14), cela de´coule aise´ment du lemme 2.1 et de la
proposition 2.11.
On peut donc supposer que X est un espace syme´trique et que ℓ(g) > 0. Cela
de´coule alors du re´sultat plus fort suivant.
Lemme 4.3 Soit X un espace syme´trique et gk → g dans Aut(X) avec ℓ(g)> 0. On
note ξ+ et ξ− les points fixes attractif et re´pulsif de g dans ∂∞X (cf. remarque 2.5) et
F = Fξ−ξ+ . Alors pour k suffisamment grand il existe ξ+k et ξ−k oppose´s dans ∂∞X,
de meˆme types que ξ+ et ξ−, tels que
1. ξ+k → ξ+ et ξ−k → ξ−.
2. En notant Fk = Fξ−k ξ+k , on a Fk → F pour la topologie de Hausdorff pointe´e.
3. gk fixe ξ+k et ξ−k , et, si gk = (g′k, tk) sur Fk =Ck×R, on a ℓ(g′k)→ 0 et tk → ℓ(g).
4. v(gk)→ v(g).
5. En notant ξ+gk le point fixe attractif de gk dans ∂∞X, on a ∢T(ξ+k ,ξ+gk )→ 0, ξ+gk ∈
∂∞Fk et ξ+k est l’unique point de de meˆme type que ξ+ dans l’adhe´rence de lafacette ouverte de ∂∞X contenant ξ+gk .
En particulier, si v(g) est re´gulier alors Min(gk)→ Min(g).
De´monstration (Lemme 4.3) Soit p ∈ F et D > 0. Il existe une boule topologique
ferme´e B telle que ξ+ ∈ B˚ et B⊂ Oξ−(p,D) (voir section 2.2.4). D’apre`s la proposi-
tion 2.7, il existe N ∈ N tel que gN(Oξ−(p,D))⊂ B˚.
Notons hk = gNk et h = gN . On a hk → h et ℓ(h) = Nℓ(g)> 0, Fh = Fg = F et ξ+
et ξ− sont les points fixes attractif et re´pulsif de h.
On a h(B) ⊂ B˚. Comme l’action de G = Aut(X) sur Gξ+ est continue, il existe
K ∈ N tel que pour k ≥ K, on a hk(B)⊂ B. Comme hk est continue sur B, elle admet
alors un point fixe ξ+k dans B (donc de meˆme type que ξ+) par le the´ore`me de Brou-
wer. Quitte a` extraire ξ+k → z dans B, fixe´ par h. Comme ξ+ est le seul point fixe de
h dans B (proposition 2.7), on a z = ξ+. De meˆme, il existe ξ−k ∈ ∂∞X fixe´ par hk, de
meˆme type que ξ−, tel que ξ−k → ξ−. La proposition 2.12 entraıˆne alors que Fk → F .
On note (g′, t) la de´composition de g sur F = C×R. Alors t = ℓ(g) et ℓ(g′) = 0
(proposition 2.15). La de´composition de h sur F = C×R est alors (h′,s) avec h′ =
(g′)N et s = Nt. En notant (h′k,sk) la de´composition de hk sur Fk = Ck ×R, on a
alors que h′k → h′ et sk → s. Donc ℓ(h′) = Nℓ(g′) = 0 et limsupℓ(h′k) ≤ ℓ(h′), donc
ℓ(h′k)→ 0.
Nous pouvons maintenant montrer le point 4. Soit Ck une chambre de Weyl
ferme´e de Fk et C
′
k la chambre de Weyl ferme´e de Ck telle que Ck = C
′
k ×R. No-
tons vFk : Aut(Fk) −→ Ck et vCk : Aut(Ck) −→ C
′
k les fonctions vecteur de transla-
tion. D’apre`s (12) et (13), on a vFk(hk) = vCk(h′k)+ sk et v(hk) =Θ(vFk(hk)). Comme
Θ(sk)→ v(h) et vCk (h′k)→ 0, on en de´duit que v(hk)→ v(h), car Θ est continue.
Donc v(gk) = 1N v(hk)→ 1N v(h) = v(g).
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Pour k suffisamment grand, le point fixe attractif ξ+gk de gk existe car ℓ(gk) > 0
(par ce qui pre´ce`de) (cf. remarque 2.5), et il coı¨ncide avec celui de hk = gNk . Les
deux premie`res assertions du point 5 de´coule de la proposition 2.8 (applique´e a` hk),
car ℓ(h′k)→ 0. La troisie`me assertion en de´coule par les proprie´te´s des immeubles
sphe´riques. En effet, notons τ le type de ξ+. Le type de ξ+hk est τk = ∂v(gk), qui
tend vers ∂v(g) = τ dans C. Donc pour k assez grand τ est dans l’adhe´rence de la
facette ouverte de C contenant τk. Il existe donc un unique point αk de de type τ
dans l’adhe´rence de la facette ouverte de ∂∞X contenant ξ+gk . Alors ∢T(ξ+gk ,αk) =
∢(τk,τ)→ 0, donc ∢T(αk,ξ+k )→ 0, et ∢T(αk,ξ+k ) est dans l’ensemble fini D(τ,τ),
donc αk = ξ+k pour k assez grand.
Il ne reste qu’a` montrer le 3. Comme gk fixe l’adhe´rence de la facette contenant
ξ+gk , on obtient -enfin- que gk fixe ξ+k . De meˆme, on a que gk fixe ξ−k . On a alors
h′k = (g′k)N et sk = Ntk, ce qui conclut. ⊓⊔
4.2 Continuite´ asymptotique du vecteur de translation
Soit ω un ultrafiltre sur N plus fin que le filtre de Fre´chet. Soit (λk)k∈N une suite de
re´els positifs tendant vers +∞, et (∗k)k une suite de points de X . Soit (Xω ,∗ω ,dω) le
coˆne asymptotique de (X ,∗k, 1λk d)k suivant l’ultrafiltre ω (voir section 2.3).
Proposition 4.4 Soit (gk) une suite dans G telle que limω 1λk d(∗k,gk∗k) < +∞. Soit
gω = [gk] l’isome´trie de Xω associe´e. Alors 1λk v(gk)→ω v(gω) dans C.
De´monstration Commenc¸ons par le cas ou` 1λk d(Min(gk),x0) reste borne´, ce qui est
toujours le cas quand X est un immeuble affine complet d’apre`s le the´ore`me 2.14,
qui se traite simplement de manie`re analogue a` la preuve de la continuite´ de v. Alors
limω 1λk d(Min(gk),∗k) < +∞. Soit xk dans Min(gk) tel que limω
1
λk d(xk,∗k) < +∞.
Soit xω = [xk]. Le lemme 2.19 entraıˆne que xω ∈Min(gω). Par conse´quent δgω (xω ) =
v(gω). D’apre`s la proposition 2.21, on a δgω (xω ) = limω 1λk δgk(xk), donc v(gω) =
limω 1λk v(gk).
Supposons maintenant que X est un espace syme´trique. Comme Xω est un im-
meuble affine complet (the´ore`me 2.20), on sait que gω fixe un point ou translate
une ge´ode´sique (the´ore`me 2.14). On voit facilement que limω 1λk ℓ(gk) ≤ ℓ(gω). Par
conse´quent, si gω fixe un point, on a limω 1λk ℓ(gk)= ℓ(gω)= 0, donc, comme ||v(gk)||=
ℓ(gk) pour tout k, on a limω 1λk v(gk) = 0, ce qui conclut. On peut donc supposer
dore´navant que gω translate non trivialement une ge´ode´sique rω de Xω . Quitte a`
conjuguer chaque gk, on peut supposer pour simplifier que la suite ∗k est constante
e´gale a` x0. Soit r une ge´ode´sique de X telle que r(0) = x0, de meˆme type que rω .
Alors il existe une suite (hk) dans G telle que limω 1λk d(x0,hkx0) < +∞ et hω = [hk]
envoie [r] : t 7→ [r(λkt)] sur rω (proposition 2.22). Quitte a` conjuguer chaque gk par
hk, on peut donc supposer que rω = [r]. Notons ξ+ = r(+∞), ξ− = r(−∞).
Lemme 4.5 (Contraction des ombres) Pour tous D, t,ε dans ]0,+∞[, on a
gk(Oξ−(r(0),D)) ⊂ Oξ−(r(t),ε) pour ω-presque tout k .
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De´monstration On raisonne par l’absurde. Sinon, il existe D, t,ε > 0 et une suite zk
dans ∂∞X avec zk ∈ Oξ−(r(0),D) et gkzk /∈ Oξ−(r(t),ε) ω-presque partout. Soit σk
une ge´ode´sique de ξ− a` zk telle que d(r(0),σk(0)) ≤ D. Alors les ge´ode´siques rω
et σω = [σk] de Xω sont confondues sur ]−∞,0], car elles sont asymptotes en −∞ et
dω(rω (0),σω(0)) = limω 1λk d(r(0),σk(0)) = 0.
≤ D
zk
∗ω gω∗ωr(0)
σk
gkσk gω σω
σω
ξ−
rωr
On a donc ∢∗ω (rω (+∞), gωσω (+∞)) = 0. Donc, comme le passage au coˆne
asymptotique augmente les angles (proposition 2.18), on a ∢r(t)(ξ+,gkzk)→ω 0 (car
[r(t)] = ∗ω ). Par conse´quent ∢r(t)(ξ−,gkzk)→ω pi , et donc d(r(t),Fξ−,gkzk)→ω 0
par la proposition 2.12. Or par hypothe`se d(r(t),Fξ−,gkzk)≥ ε pour ω-presque tout k,
contradiction. ⊓⊔
Fin de la preuve de la proposition 4.4. Soit D > 0. L’ombre Oξ−(r(0),D) est un
voisinage de ξ+ dans son orbite Gξ+. Comme Gξ+ est une varie´te´, elle contient
donc une boule topologique euclidienne B contenant ξ+ dans son inte´rieur. Comme
les ombres Oξ−(r(t),ε), t,ε > 0, forment une base de voisinages de ξ+ dans Gξ+
(proposition 2.13), il existe t > 0 et ε > 0 tels que Oξ−(r(t),ε)⊂ B. D’apre`s le lemme
4.5, on a alors, pour ω-presque tout k, que gk(B) = B donc que gk admet un point fixe
ξ+k dans Oξ−(r(t),ε) par le the´ore`me de Brouwer (car gk est continue sur B).
Comme ξ+ω = [ξ+k ] est un point de ∂∞Xω oppose´ a` [ξ−] = rω (−∞) et fixe´ par gω ,
qui translate rω , il est ne´cessairement e´gal a` rω (+∞) = [ξ+] (proposition 2.3). On
peut donc supposer, quitte a` conjuguer chaque gk, que ξ+k = ξ+, c’est-a`-dire que gk
fixe ξ+ pour ω-presque tout k. On peut aussi supposer (en e´changeant les roˆles de
ξ+ et ξ−) que gk fixe ξ− pour ω-presque tout k.
Pour ω-presque tout k, on a alors que gk pre´serve le faisceau Fξ−ξ+ = Fr =Cr× r
et gk agit dessus comme (g′k, tk) (voir section 2.1). Soit pk = gkx0 et qk sa projection
sur r. Alors qk = tkx0. Par la proposition 2.18, on a que qω = [qk] est la projection de
x0 tk
g′kx0
Cr
gkx0
rqk
gω∗ω sur rω . Or gω∗ω ∈ rω , donc on a qω = gω∗ω . Par conse´quent 1λk d(x0,g
′
kx0)→ω
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0, et donc limω 1λk ℓ(g
′
k) = 0. On en de´duit que limω
1
λk δ (x0, tkx0) = δ (∗ω ,gω∗ω) =
v(gω).
Soit CF une chambre de Weyl ferme´e de F = Fr et CC la chambre de Weyl ferme´e
de C =Cr telle que CF = CC×R. Notons vF : Aut(F)−→ CF et vF : Aut(C)−→ CC
les fonctions vecteur de translation. D’apre`s (12) et (13), on a vF(gk) = vC(g′k)+ tk et
v(gk) =Θ(vF(gk)). Or on vient de voir que limω 1λk vC(g
′
k) = 0 et que limω Θ( 1λk tk) =
v(gω), donc, Θ e´tant continue, on a 1λk v(gk)→ω v(gω). ⊓⊔
Remarque 4.6 On a en fait de´montre´ de plus les proprie´te´s suivantes. On suppose
que ℓ(gω) > 0. Soit rω un axe de gω et ξ−ω et ξ+ω ses extre´mite´s. On note (pour k
suffisamment grand) ξ+gk et ξ−gk les points fixes attractif et re´pulsif de gk dans ∂∞X (cf.
remarque 2.5), et ξ+k (resp. ξ−k ) l’unique point de type v(gω) (resp. v(gω)opp) dans
l’adhe´rence de la facette ouverte de ∂∞X contenant ξ+gk (resp. ξ−gk ). On a :
1. ξ+ω = [ξ+gk ] et ξ−ω = [ξ−gk ].
2. Il existe une suite ω-borne´e de ge´ode´siques rk de ξ−k a` ξ+k telle que rω = [rk]. En
particulier gkrk est paralle`le a` rk et 1λk d(rk,gkrk)→ω 0.
En particulier, si v(gω) est re´gulier alors [Min(gk)] = Min(gω).
5 Compactification
Soit Γ un groupe infini de type fini, discret. Soit K un corps local (notons que K est
ou bien R ou C, ou bien ultrame´trique). On suppose que G est un groupe re´ductif sur
K et que X est l’espace associe´, c’est a` dire qu’on reprend les hypothe`ses et notations
de la section 2.2.2. On note x0 un point-base de X .
5.1 Espaces de repre´sentations et quotient
On conside`re l’ensemble, note´ R ou R(Γ ,G) des repre´sentations de Γ dans G, muni
de la topologie de la convergence simple. Si S est une partie ge´ne´ratrice finie de
Γ , l’espace R s’identifie a` un sous-ensemble ferme´ de GS par l’application ρ 7→
(ρ(s))s∈S. L’espace R est me´trisable, a` base de´nombrable, localement compact. Le
groupe G agit continuˆment sur R par conjugaison.
L’espace topologique quotient usuel R/G n’e´tant en ge´ne´ral pas se´pare´, on le
remplace par son plus gros quotient se´pare´ X = RG, qui peut eˆtre de´crit, comme
nous allons le voir, soit comme le quotient de R par une relation d’e´quivalence na-
turelle ∼, soit plus explicitement comme une re´traction sur un sous-espace naturel
Rcr/G de R/G (la semisimplification).
Repre´sentations comple`tement re´ductibles. On dit que ρ ∈ R est comple`tement re´-
ductible (cr) si, pour tout α ∈ ∂∞X fixe´ par ρ , il existe β ∈ ∂∞X , oppose´ a` α , e´gal-
ement fixe´ par ρ . Cette notion, introduite par J.P. Serre [Serre] pour les actions sur
des immeubles sphe´riques et les groupes alge´briques re´ductifs, est peu restrictive. On
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renvoie a` [Par5] pour une e´tude ge´ome´trique et d’autres caracte´risations naturelles.
Du point de vue alge´brique cela revient a` dire que pour tout sous-groupe parabolique
P de G contenant ρ(Γ ), il existe un sous-groupe de Levi de P contenant ρ(Γ ) [Serre,
3.2.1]. Les repre´sentations Zariski-denses sont cr. Dans le cas ou` G = GLnK, une
repre´sentation est cr si et seulement si l’action line´aire sur Kn associe´e est semi-
simple.
Si la caracte´ristique du corps K est nulle, alors ρ est cr si et seulement si la
composante neutre de l’adhe´rence de Zariski de ρ(Γ ) est un groupe re´ductif [Serre,
Proposition 4.2]. Cela e´quivaut par [Ric] a` demander que l’orbite G ·ρ soit Zariski-
ferme´e dans la varie´te´ alge´brique R(Γ ,G), ou encore par [Bre] que l’orbite G ·ρ soit
ferme´e dans R(Γ ,G).
Plus gros quotient se´pare´. On note l’espace Rcr le sous-espace de R forme´ des re-
pre´sentations cr, qui est stable sous G. On note Rcr/G l’espace quotient, muni de la
topologie quotient (dont on rappelle qu’elle coı¨ncide avec la topologie induite par
l’inclusion dans l’espace topologique quotient R/G, voir la proposition 10 de [Bou,
III, § 2]). Cet espace est a` base de´nombrable car R l’est.
Le re´sultat suivant, qui montre que Rcr/G est le plus gros quotient se´pare´ de R
sous G, est bien connu pourK=C, et pourK=R, il re´sulte de [Ric], [Luna] et [RiSl].
Pour K de caracte´ristique 0 il re´sulte de [Bre]. On en trouvera une de´monstration
directe, qui couvre aussi le cas de la caracte´ristique non nulle, dans [Par5], auquel on
renvoie pour plus de de´tails.
The´ore`me 5.1 1. L’espace Rcr/G est se´pare´ et localement compact.
2. Toute orbite de G dans R contient dans son adhe´rence une unique orbite cr pi(ρ)
(semisimplification).
3. La proprie´te´ G ·ρ ∩G ·ρ ′ 6= /0 de´finit une relation d’e´quivalence ρ ∼ ρ ′ sur R.
La projection G-invariante pi : R −→ Rcr/G est continue, et induit un home´o-
morphisme h de l’espace quotient RG := R/∼ sur Rcr/G, tel que pi = h◦ p, ou`
p : R−→RG est la projection canonique. En particulier, RG (resp. Rcr/G) est
le plus gros quotient se´pare´ de R sous G (toute application continue G-invariante
f de R vers un espace se´pare´ factorise a` travers p).
On notera au passage que la topologie quotient issue de la semisimplification pi
(utilise´e dans la litte´rature) coı¨ncide avec la topologie quotient usuelle de Rcr/G. On
identifiera dore´navant RG et Rcr/G (et les projections p et pi) via h. On notera cet
espace X (Γ ,G) ou X . On notera [ρ ] la classe de ρ ∈ R pour ∼. Remarquons que
l’image dans X d’un ferme´ G-stable F de R est un ferme´ (car F est stable par la
semisimplification pi).
Lien avec le quotient alge´bro-ge´ome´trique. En caracte´ristique nulle, il est e´galement
classique de travailler avec le quotient alge´bro-ge´ome´trique R  G, qui est de´fini
comme l’image canonique de R dans le quotient alge´bro-ge´ome´trique R(Γ ,G) G
de la varie´te´ alge´brique affine R(Γ ,G) sous l’action de G.
L’espace X = RG conside´re´ dans cet article est un peu “plus gros” que RG,
dans le sens suivant. On peut identifier R(Γ ,G)G a` l’espace des G-orbites Zariski-
ferme´es dans R(Γ ,G), et X a` l’espace des G-orbites ferme´es dans R. La projection
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canonique t : R−→ RG factorise en l’application naturelle P : G ·ρ 7→G ·ρ de X
dans RG. Cette application (continue et surjective) est ferme´e et a` fibres finies (voir
[Luna], [RiSl] pour K=R et plus ge´ne´ralement [Bre, 5.17] en caracte´ristique nulle).
Action de Out(Γ ) Le groupe Aut(Γ ) des automorphismes de Γ agit a` droite, par
pre´composition sur l’espace R. Cette action est continue et commute avec l’action
de G, donc induit une action de Aut(Γ ) sur X . Le sous-groupe Int(Γ ) des automor-
phismes inte´rieurs de Γ agit trivialement sur X . On obtient donc une action (par
home´omorphismes) du groupe Out(Γ ) = Aut(Γ )/Int(Γ ) sur X .
On va maintenant construire une compactification de X , reposant sur la notion
de vecteur de translation de´veloppe´e en section 4.
5.2 Spectre marque´ des vecteurs de translation
On fixe un plat maximal A de X , de groupe de Weyl vectoriel W , et une chambre de
Weyl ferme´e C de A. Le groupe G agit sur X par automorphismes, donc le vecteur de
translation v : G−→ C est bien de´fini (voir section 4).
Remarque (Remplacement par les longueurs) Dans tout ce qui suit, on peut rem-
placer v : G −→ C par la longueur de translation ℓ = ||v|| : G −→ R+ dans X (cf.
section 2.1). Les compactifications obtenues sont alors moins fines.
On appellera spectre marque´ des vecteurs de translation d’une repre´sentation
ρ :−→ G la fonction v ◦ ρ : Γ −→ C. L’espace CΓ est muni de la topologie pro-
duit, qui est me´trisable de type de´nombrable (mais pas localement compacte). Le
groupe Aut(Γ ) agit naturellement sur CΓ . L’application V : ρ 7→ v◦ρ de R dans CΓ
est Aut(Γ )-e´quivariante, invariante sous l’action par conjugaison de G, et continue
(car v l’est, proposition 4.2). Elle passe donc au quotient en une application continue
Aut(Γ )-e´quivariante
V :
X −→ CΓ
[ρ ] 7→ v◦ρ .
5.3 Le the´ore`me de compactification
Soit PCΓ le projectifie´ de CΓ , c’est-a`-dire l’espace topologique quotient CΓ −{0} par
la relation d’e´quivalence u≃ w si et seulement s’il existe t ∈R>0 tel que u = tw. Cet
espace est se´pare´, a` base de´nombrable (mais pas localement compact). On note [w] la
classe dans PCΓ de w ∈ CΓ −{0}, et P : CΓ −{0}−→ PCΓ la projection canonique,
qui est continue et ouverte. L’action de Aut(Γ ) sur CΓ passe au quotient en une action
(par home´omorphismes) sur PCΓ .
The´ore`me 5.2 1. Le sous-ensemble X0 = V −1(0) est un compact.
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2. L’application continue
PV = P◦V : X −X0 −→ PCΓ .
est “d’image relativement compacte a` l’infini”, i.e. il existe un compact K de
X , contenant X0, tel que PV (X −K ) est relativement compact.
En particulier, elle induit une compactification (me´trisable) X˜ de X , dont le
bord ∂∞X˜ = X˜ −X s’identifie a` une partie de PCΓ , et caracte´rise´e par la
proprie´te´ suivante : une suite [ρk]k dans X converge dans X˜ vers [w] dans
∂∞X˜ ⊂ PCΓ si et seulement si [ρk]k sort de tout compact de X et [v◦ρk]→ [w]
dans PCΓ .
3. L’action naturelle de Out(Γ ) sur X se prolonge continuˆment au compactifie´ X˜ ,
avec [ϕ ].[w] = [w◦ϕ−1] pour tous ϕ ∈ Aut(Γ ) et w ∈ CΓ .
4. Si [w] ∈ ∂∞X˜ , alors [w] = [v◦ρ ] avec ρ une action de Γ sur un immeuble affine
∆ de type (A,W ), sans point fixe global. On peut de plus supposer que cette
action provient d’une repre´sentation non borne´e ρ : Γ −→ G(Kω), avec Kω un
corps value´ ultrame´trique et ∆ un sous-immeuble de l’immeuble de Bruhat-Tits
de SLn(Kω ).
Remarques 1. La compactification obtenue ne de´pend pas du choix du compact K .
Le corps Kω est complet mais sa valuation n’est pas a priori discre`te (et l’immeuble
implique´ n’est pas simplicial).
2. (Un crite`re de rigidite´) En particulier, s’il n’existe pas d’action de Γ sans
point fixe global sur un immeuble affine de type (A,W ), ou s’il n’existe pas de
repre´sentation ρ non borne´e de Γ dans G(Kω) avec Kω corps value´ ultrame´trique,
alors l’espace X est compact.
3. (Injectivite´ du spectre) L’application V n’est a priori pas injective sur X tout
entier, ne serait-ce que parce que toutes les repre´sentations a` valeurs dans un sous-
groupe compact K de G ont le meˆme spectre (nul). On renvoie a` [DaKi] pour des
re´sultats sur l’injectivite´ (qui n’est pas utilise´e ici) du spectre des longueurs L (donc
de V ) et de son projectifie´ PL (donc de PV ) pour les repre´sentations Zariski-denses
dans G semisimple, dans le cas ou` K= R.
Avant de de´montrer ce the´ore`me (en section 5.6), on commence par expliquer
dans un cadre purement topologique la construction de la compactification associe´e a`
une application de´finie hors d’un compact, continue, d’image relativement compacte
a` l’infini.
5.4 Pre´liminaires topologiques sur la notion de compactification
Dans cette section E de´signe un espace topologique quelconque.
De´finition 5.3 Une compactification de E est une paire (g, ˜E ), ou` ˜E est un espace
topologique compact et g : E −→ ˜E un home´omorphisme sur son image, avec g(E )
ouvert et dense dans ˜E . Le comple´mentaire de g(E ) dans ˜E est appele´ le bord (a`
l’infini) de ˜E et note´ ∂∞ ˜E .
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Remarque Pour que E admette une compactification (me´trisable), il est ne´cessaire
qu’il soit localement compact (a` base de´nombrable), en particulier se´pare´.
On suppose de´sormais que E est localement compact, non compact. On pose
ˆE = E ∪{∞}, muni de la topologie e´tendant celle de E ou` les comple´mentaires des
compacts de E forment une base de voisinages de ∞. Alors (id, ˆE ) est une com-
pactification de E , appele´e compactification d’Alexandroff de E . Si E est me´trisable,
de´nombrable a` l’infini, ou, de manie`re e´quivalente, si E est a` base de´nombrable, alors
ˆE est me´trisable.
Soit C un espace topologique se´pare´ et f : E −→ C continue. On dira que ˜f :
˜E −→ C continue est un prolongement de f a` ˜E si ˜f ◦ g = f . Le prolongement est
unique s’il existe. On dit qu’une compactification (g1,E1) de E est plus fine qu’une
compactification (g2,E2) de E si g2 posse`de un (unique) prolongement continu h a` E1
(qu’on appellera le morphisme canonique). On a alors h(E1) = E2 et h(∂∞E1) = ∂∞E2.
Les compactifications E1 et E2 sont isomorphes (i.e. E1 est plus fine que E2 et E2 est
plus fine que E1) si et seulement si h est un home´omorphisme. La compactification
d’Alexandroff est la compactification la moins fine.
Compactifier hors d’un compact. Soit K un compact de E et F le comple´mentaire
de ˚K dans E . Soit (h, ˜F ) une compactification de F . Soit ˜E l’espace topologique
obtenu en recollant K et ˜F sur le ferme´ ∂K au moyen de h|∂K , et g l’application
de E dans ˜E , e´gale a` id sur K et a` h sur F . On voit facilement que (g, ˜E ) est une
compactification de ˜E , dite induite par (h,F ), dont le bord ∂∞ ˜E s’identifie a` celui
de ˜F . Si (h, ˜F ) provient (par restriction) d’une compactification (g, ˜E ) de E , alors
la compactification de E induite par (h, ˜F ) est isomorphe a` la compactification de
de´part (g, ˜E ).
Compactification induite par une application continue (voir aussi [MoSh]). Soit C
un espace topologique se´pare´ et f : E −→ C continue d’image relativement com-
pacte. Soit ˆE = E ∪{∞} le compactifie´ d’Alexandroff de E . Soit g : E −→ ˆE ×C
l’application continue x 7→ (x, f (x)), et ˜E l’adhe´rence de g(E ), qui est compacte, et
de la forme ˜E = g(E )∪ ({∞}×B) avec B⊂C. Alors (g, ˜E ) est une compactification
de E , dite associe´e a` ou induite par f , dont le bord s’identifie a` B ⊂ C. Soit C′ un
autre espace topologique se´pare´ et h : C −→C′ continue. Alors f ′ = h ◦ f induit une
compactification (g′, ˜E ′) de E moins fine que ˜E .
Plus ge´ne´ralement, supposons que f : E −→C est seulement de´finie sur le com-
ple´mentaire E −A d’une partie relativement compacte A de E , continue, et d’image
relativement compacte a` l’infini, i.e il existe un compact K de E tel que f (E −K )
est relativement compact dans C. Alors, d’apre`s ce qui pre´ce`de, pour tout compact
K de E contenant A dans son inte´rieur avec f (E − ˚K ) compact, f de´finit une
compactification ˜F de F = E − ˚K , donc une compactification ˜E de E , dite induite
par f . Cette compactification ne de´pend pas du choix de K (a` isomorphisme pre`s).
Si E et C sont a` base de´nombrable, alors ˜E est me´trisable. Une suite xk de E
converge dans ˜E vers b dans ∂ ˜E identifie´ a` B ⊂ C si et seulement si xk sort de tout
compact de E et f (xk)→ b dans C.
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5.5 Fonctions de de´placement
On introduit maintenant quelques outils supple´mentaires venant de la ge´ome´trie CAT(0),
dont on aura besoin en section 5.6 pour de´montrer le the´ore`me de compactification.
Soit S une partie ge´ne´ratrice finie de Γ , et ||·||S la longueur des mots sur Γ as-
socie´e. On voit ρ : Γ −→ G comme une action de Γ sur X (l’espace CAT(0) associe´
a` G). On appelle fonction de de´placement de ρ (relativement a` la partie ge´ne´ratrice
S) et on note dρ la fonction convexe continue
dρ : X −→ R+
x 7→
√
∑s∈S d(x,ρ(s)x)2
On appelle minimum de de´placement de ρ (relativement a` la partie ge´ne´ratrice S) et
on note λ (ρ) le nombre re´el positif
λ (ρ) = inf
x∈X
dρ(x),
qui est un invariant de conjugaison. La fonction λ : R −→ R+ va nous permettre de
controˆler les repre´sentations partant a` l’infini dans le quotient X , et de renormaliser
le spectre des vecteurs V .
Proposition 5.4 Pour tout ρ ∈ R, on a ℓ ◦ρ ≤ λ (ρ)||·||S sur Γ . ⊓⊔
Pour tout re´el positif D, notons RD = {ρ ∈ R | dρ(x0) ≤ D}, qui est un compact
de R (car l’action de G sur X est propre), et XD = p(RD), qui est un compact de X .
On de´montre facilement la proprie´te´ suivante.
Proposition 5.5 Il existe L > 0 tel que, pour tout D > 0, si λ (ρ)< D, alors il existe
g ∈ G tel que g ·ρ ∈ RD+L. En particulier [ρ ] est dans le compact XD+L. ⊓⊔
Remarque On peut en fait montrer que λ est continue sur R et passe au quotient en
une fonction continue propre sur X , voir [Par5, Proposition 25].
5.6 La de´monstration du the´ore`me de compactification 5.2
On commence par e´tablir une version un peu plus faible, qui de´crit le comportement
asymptotique d’une suite de repre´sentations partant a` l’infini dans X .
The´ore`me 5.6 Soit (ρk)k∈N une suite dans R telle que λk = λ (ρk)→ +∞. Alors,
quitte a` extraire, 1λk v ◦ ρk → w dans C
Γ
, avec w = v ◦ ρ ou` ρ est une action de Γ
sur un immeuble affine ∆ de type (A,W ), sans point fixe global. On peut de plus
supposer que cette action provient d’une repre´sentation ρ non borne´e de Γ dans
G(Kω) ⊂ SLn(Kω), ou` Kω est un corps value´ ultrame´trique et que ∆ est un sous-
immeuble de l’immeuble de Bruhat-Tits de SLn(Kω), pre´serve´ par G(Kω).
En particulier, w n’est pas identiquement nul.
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De´monstration Comme G agit cocompactement sur X , quitte a` conjuguer chaque
repre´sentation ρk, on peut supposer qu’il existe un point xk de X , a` distance borne´e
par M > 0 de x0, tel que dρk(xk)≤ λ (ρk)+ 1i . Soit ω un ultrafiltre sur N, plus fin que
le filtre de Fre´chet. On conside`re le coˆne asymptotique Xω de (X ,x0, 1λk d) suivant
l’ultrafiltre ω (voir section 2.3). C’est un immeuble affine complet de type (A,W )
(cf. Thm 2.20). Pour tout γ de Γ , on a d(x0, ρk(γ)x0)≤ ||γ||Sdρk(x0)≤ ||γ||S(λ (ρk)+
1
i + 2M
√|S|). donc 1λk d(x0,ρk(γ)x0) est borne´ pour k ∈ N. On peut donc conside´rer
l’action asymptotique ρω de Γ sur Xω , qui est de´finie par ρω(γ)[xk] = [ρk(γ)xk] pour
tous γ de Γ et [xk] de Xω . Pour tout yω = [yk] ∈ Xω , on a dρω (yω) = limω 1λk dρk(yk),
donc dρω (yω) ≥ 1, avec e´galite´ si yω = [xk] = [x0]. Donc ρω n’a pas de point fixe
global dans Xω .
Comme v passe continuˆment au coˆne asymptotique (proposition 4.4), pour tout
γ de Γ , on a 1λk v(ρk(γ))→ω v(ρω(γ)) dans C. En particulier il existe une sous-suite
extraite de 1λk v◦ρk convergeant vers v◦ρω dans C
Γ
.
Dans le cas ou` K = R ou C, on peut supposer que G est un sous-groupe ferme´
auto-adjoint de SLn(K). En particulier X est un sous-espace totalement ge´ode´sique
passant par x0 de l’espace syme´trique Xn associe´ a` SLn(K).
Dans le cas ou` K est ultrame´trique, on peut supposer que G est un sous-groupe
alge´brique de´fini sur K de SLn, et d’apre`s le the´ore`me de plongement de Land-
vogt [Lan, Thm. 2.2.1], l’immeuble de Bruhat-Tits X de G sur K se plonge par une
isome´trie e´quivariante par G dans l’immeuble de Bruhat-Tits Xn de SLn sur K. On
identifie X a` son image dans Xn.
Le coˆne asymptotique Xω de (X ,x0, 1λk d) suivant l’ultrafiltre ω est donc un sous-
immeuble du coˆne asymptotique Xnω de (Xn,x0, 1λk d) suivant l’ultrafiltre ω . D’apre`s
ce qui a e´te´ fait dans la section 3 (voir le corollaire 3.18 et la remarque qui suit, et
le the´ore`me 3.21), l’action asymptotique provient en fait d’une repre´sentation ρω de
Γ dans G(Kω)⊂ SLn(Kω), ou` Kω est un corps value´ ultrame´trique et SLn(Kω) agit
sur son immeuble de Bruhat-Tits. Comme cette action n’a pas de point fixe global
dans Xω , donc dans Xnω , qui est un immeuble affine complet (cf. Thm 2.20), ρω(Γ )
n’est pas borne´, et le spectre des longueurs ℓ ◦ ρω ne peut eˆtre nul [Par3, Coro. 3],
donc w = v◦ρω n’est pas nul. ⊓⊔
On en de´duit imme´diatement la proprie´te´ suivante, qui permet de controˆler le
spectre des longueurs L (donc e´galement celui des vecteurs V ) en fonction de λ , a`
l’infini de X .
Corollaire 5.7 Il existe une partie finie F de Γ , un re´el c > 0 et un re´el D0 ≥ 0 tels
qu’on a la proprie´te´ suivante.
Pour tout ρ ∈ R, si λ (ρ)≥ D0, il existe γ ∈ F tel que ℓ(ρ(γ))> cλ (ρ).
De´monstration Soit Fk, k ∈ N∗ une suite croissante de parties finies recouvrant Γ .
Supposons par l’absurde que pour tout k∈N∗ non nul, il existe ρk ∈R tel que λ (ρk)≥
k et pour tout γ ∈ Fk on a 1λ ℓ(ρk(γ)) ≥ 1k . Alors 1λ ℓ ◦ ρk → 0 dans R+Γ , ce qui est
impossible par le the´ore`me 5.6. ⊓⊔
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Remarques 1) On a donc (pour λ (ρ)≥ D0) l’encadrement
cλ (ρ)< max
γ∈F
ℓ(ρ(γ))≤ c′λ (ρ)
ou` c′ = maxγ∈F ||γ||S (cf proposition 5.4).
2) Une autre conse´quence directe du corollaire 5.7, que nous n’utiliserons pas,
mais qui me´rite d’eˆtre signale´e, est que l’application V : X −→ CΓ est propre : en
effet, si Q est un compact de CΓ , pour D supe´rieur a` D0 et a` 1c maxγ∈F,w∈Q ||w(γ)||, on a
que λ <D sur V −1(Q). Donc V −1(Q) est inclus dans le compact XD+L (proposition
5.5).
De´monstration (Fin de la preuve du the´ore`me 5.2) Nous pouvons maintenant mon-
trer l’existence du compact K tel que X0 ⊂K et PV (X −K ) est inclus dans un
compact. Soit D0 donne´ par le corollaire 5.7 et L donne´ par la propostion 5.5. On
prend alors K = XD pour D ≥ D0 + L. Notons Y = X −K et Y = p−1(Y ) =
R− p−1(K ). D’apre`s le corollaire 5.7, comme ρ ∈ Y implique λ (ρ)≥ D−L≥ D0
(d’apre`s la proposition 5.5), on a que 1λ V(Y) ne rencontre pas l’ensemble {w ∈
C
Γ | ∀γ ∈ F, ||w(γ))|| ≤ c} qui est un voisinage de 0 dans CΓ (en particulier K
contient V −1(0)). Donc l’adhe´rence C de 1λ V(Y) dans C
Γ
ne contient pas 0. Or 1λ V
est d’image relativement compacte, car incluse dans le compact ∏γ∈Γ {u ∈ C; ||u|| ≤
||γ||S} par la proposition 5.4. Donc C est un compact de C
Γ −{0}, et P(C) est un
compact de PCΓ , contenant P( 1λ V(Y)) = P(V(Y)) = P(V (Y )) = PV (X −K ), ce
qui conclut.
La construction (purement topologique) de la compactification de X induite par
PV a e´te´ de´crite en de´tail en section 5.4. Le reste des assertions du the´ore`me 5.2
de´coule du the´ore`me 5.6.
Pour l’action de Out(Γ ) : comme l’application PV : X −V −1(0) −→ PCΓ est
Aut(Γ )-e´quivariante, l’action de Aut(Γ ) sur X se prolonge continument a` X˜ par
l’action naturelle sur PCΓ . Comme Int(Γ ) agit trivialement sur X , donc sur X˜ ,
l’action induit une action de Out(Γ ) sur X˜ par home´omorphismes. ⊓⊔
6 Repre´sentations fide`les et discre`tes
Soit Γ un groupe infini de type fini, discret, et G un groupe topologique localement
compact. On dit qu’une repre´sentation de Γ dans G est fide`le et discre`te (fd) si elle
injective et d’image discre`te. On note Rfd(Γ ,G) ou Rfd l’espace des repre´sentations
fd de Γ dans G.
6.1 L’hypothe`se (H)
On dira qu’un groupe abstrait Γ ve´rifie l’hypothe`se (H) s’il n’admet pas de sous-
groupe d’indice fini contenant un sous-groupe abe´lien distingue´ infini.
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Cette hypothe`se n’est pas tre`s restrictive dans notre cadre, comme le montrent les
exemples suivants.
Si Γ ′ est un groupe commensurable a` Γ (c’est-a`-dire si Γ ∩Γ ′ est d’indice fini
dans Γ et dans Γ ′), alors Γ ve´rifie (H) si et seulement si Γ ′ ve´rifie (H).
Si Γ est un sous-groupe discret Zariski-dense (par exemple un re´seau) d’un groupe
de Lie line´aire semimple H, alors Γ ve´rifie (H) par [GoMi, Lemma 1.2]. Plus ge´-
ne´ralement, ce qui suit montre que les groupes agissant proprement, par automor-
phismes, sans orbite finie au bord, sur un espace syme´trique sans facteur compact
et sans facteur euclidien ve´rifient l’hypothe`se (H). C’est par exemple le cas pour les
sous-groupes fortement irre´ductibles de SLn(R) (i.e. tels que tous les sous-groupes
d’indice fini sont irre´ductibles). Les groupes divisant des convexes fournissent beau-
coup d’exemples de tels sous-groupes (voir [Ben2]).
Proposition 6.1 On suppose que X est un espace syme´trique sans facteur compact.
Soit Γ un groupe agissant proprement par automorphismes sur X, posse`dant un sous
groupe abe´lien A distingue´ infini. Alors il y a deux possibilite´s.
1. A posse`de un e´le´ment parabolique non trivial. Alors Γ admet un point fixe global
dans ∂∞X.
2. A n’a que des e´le´ments semisimples. Alors M = ∩a∈A Min(a) est non vide, et se
de´compose de manie`re canonique en un produit C×Rk (avec k > 0 minimal), de
telle manie`re que tous les e´le´ments a de A ope`rent sur M comme (id,a′), ou` a′ est
une translation de Rk. Le groupe Γ stabilise M et pre´serve ∂∞Rk.
En particulier Γ a une orbite finie dans ∂∞X.
De´monstration (Preuve de la proposition) Le premier point de´coule de [Ebe, Co-
rollary 4.4.5]. Supposons maintenant que A n’a que des e´le´ments semisimples. La
premie`re assertion du deuxie`me point de´coule de [BGS, Lemma 7.1]. Comme A
contient au moins un e´le´ment non elliptique (car sinon A fixe M non vide donc est
fini), alors k 6= 0. Comme A est distingue´ dans Γ , le groupe Γ stabilise M et pre´serve
la de´composition M =C×Rk, donc pre´serve ∂∞Rk non vide. Or ∂∞Rk est inclus dans
un appartement de ∂∞X . Le groupe Γ a donc une orbite finie dans ∂∞X . ⊓⊔
6.2 Fermeture
On suppose ici que Γ ve´rifie l’hypothe`se (H) et que G est un groupe de Lie re´el
line´aire.
The´ore`me 6.2 (Goldman-Millson) L’espace Rfd des repre´sentations fide`les et dis-
cre`tes de Γ dans G est un ferme´ de l’espace R des repre´sentations de Γ dans G.
De´monstration Si Rfd est non vide, alors Γ est line´aire donc il contient un sous-
groupe sans torsion Γ ′ d’indice fini, d’apre`s le lemme de Selberg [Alp]. Alors Γ ′ n’a
pas de sous-groupe abe´lien distingue´ non trivial (car il ve´rifie (H) et n’a pas de sous-
groupe fini non trivial), donc, par Goldman-Millson [GoMi, Lemma 1.1], l’espace
Rfd(Γ ′,G) est ferme´.
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Soit ρk ∈ Rfd, k ∈ N avec ρk → ρ dans R. La restriction de ρ a` Γ ′ est donc fd.
Comme kerρ∩Γ ′ = {e}, on a que kerρ est fini. Or 1∈G n’est pas limite d’e´le´ments
d’ordre infe´rieur a` une constante donne´e. La restriction de ρk a` kerρ tend vers la
repre´sentation triviale, donc est constante a` partir d’un certain rang. Comme ρk est
fide`le pour tout k, on en de´duit que kerρ est trivial, autrement dit que ρ est fide`le.
De plus, on voit facilement qu’un sous-groupe de G contenant un sous-groupe discret
d’indice fini est discret, donc ρ est discre`te. ⊓⊔
6.3 Compactification
On suppose ici que Γ ve´rifie l’hypothe`se (H), et que G est un groupe re´ductif re´el
(voir section 2.2.2) agissant sur son espace syme´trique associe´ X .
Comme Rfd est un ferme´ de R (The´ore`me 6.2), l’espace Xfd = p(Rfd) = (Rfd ∩
Rcr)/G est un ferme´ de X = Rcr/G.
La compactification X˜ de X construite pre´ce´demment (The´ore`me 5.2) induit
donc une compactification (me´trisable) X˜fd de Xfd (qui s’obtient en prenant simple-
ment l’adhe´rence de Xfd dans X˜ ). Elle est munie d’une action naturelle de Out(Γ )
(car Xfd est stable sous Out(Γ ), donc son adhe´rence aussi).
En rang 1, cela redonne (par construction) les compactifications connues, voir
[FLP], [MoSh], [Bes], [Pau1].
Si x est dans ∂∞X˜fd ⊂ PCΓ , alors x = [v◦ρ ], ou` ρ est une action sans point fixe
global de Γ sur un immeuble affine de type (A,W ), sans point fixe global. Dans ce
cas, F. Paulin a de´montre´ que cette action est a` stabilisateurs de germes d’apparte-
ments virtuellement re´solubles [Pau3].
Remarque En fait, on peut construire la compactification de Xfd un peu plus di-
rectement, car PV est de´finie sur Xfd tout entier, et a` valeurs dans un compact de
PC
Γ
. En effet, on peut montrer que si ρ ∈ Rfd alors ℓ ◦ ρ 6= 0 (on peut se ramener
par semisimplification a` ρ cr, et cela de´coule alors du the´ore`me de Burnside, voir par
exemple [Bass], [Ben]). On peut aussi montrer que la fonction λ reste supe´rieure a`
ε > 0 sur Rfd. On montre alors de la meˆme manie`re qu’en section 5.6 que 1λ V(Rfd)
est d’adhe´rence compacte, incluse dans CΓ −{0}.
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