THEOREM 1. Letf(x) be integrable in the interval 0^x^2ir and such that
( 1) \f(x)\^M, This criterion of boundedness of the partial sums of the Fourier series of a bounded function follows immediately from the elementary fact that, when \f(x)\ ^M in (0, 2w), then also \S n (x)\ ^M in (0, 2TT), (« = 0, 1, 2, • • • ), where S n (x) is the arithmetic mean of the first (n + 1) partial sums of the Fourier series of f(x). Indeed, for an arbitrary infinite series (4) U 0 + «1 + ^2 + • • ' + Un + ' ' * , there exists the relation 
The very short and simple proof of Theorem 2 given by Paley is based, on the one hand, again on the inequality | S n (x) | ^ M, and, on the other hand, on the theorem of S. Bernstein, according to which the absolute value of the derivative of a trigonometric polynomial of order n does not exceed n times the maximum of the absolute value of the polynomial.
In a personal conversation with Paley at the International Congress of Mathematicians in Zurich, in September 1932, I stated that the proof of his Theorem 2, as well as that of my Theorem 1, may be derived from the inequality |Sn(#)| ÛM alone, if one uses an elementary device, which I have used for other purposes. § My proof, which I communicated to Paley in a letter in September, 1932, runs as follows.
3. Proof of Theorem 2. Let ƒ(x) (integrable and periodic, of period 27r) generate the Fourier series
Let also
For the arithmetic mean S n (x) of the first (n + 1) partial sums of the series (8) we have the inequality f On Fourier series with positive coefficients, Journal of the London Mathematical Society, vol. 7 (1932), pp. 205-208 .
Î In §3 of this note I show that this inequality holds with the coefficient 4 instead of 10, while the coefficient 1 would be too small. § See my note, Über einen S, Bernsteinschen Salz, una ilber die Szegösche Ver scharjung desselben, Bulletin of the Calcutta Mathematical Society, vol. 20 (1930) , pp. 49-54.
and in particular, for # = 0,
Inequality (11) expresses the fact that the arithmetic means of the series
are all ^ M in absolute value. Since, by hypothesis, the terms of this series are non-negative, the series (12) must converge to a sum ^ M. Hence
and consequently
Thus we see that the central point of the proof is to estimate the sum 2X=A s^n vx -Since, by (8),
we have only to estimate partial sums of the sine series
In view of the general relation (5) and of the fact that all the coefficients b v are non-negative, we have only to estimate the sum (17) ii + 2J,+ • • • +nb n .
I am turning to this now, after having used, so far, the old method of Paley. I am retaining the previous notation f{x) instead of <p(x). I say first that, if
Indeed, if we expand 2 sin nxf(x) in a cosine series, then the constant term is Combining this with (14), we obtain the final result
which is the theorem of Paley (with the coefficient 10 replaced by 4).f 4, Remarks. In connection with my conversation with Paley in Zurich I raised the question as to a relationship between the two boundedness criteria, Theorems 1 and 2, to which Paley answered immediately by proving that Theorem 1 follows from Theorem 2. Paley, however, went considerably further. This he did in a letter, of which a part that pertains to the subject is reproduced in §5 of the present note. Here I shall make a few explanatory comments. In Theorem 1, in addition to the inequality |/(x)|^ikf, I make the assumption -CSna n^C} -CSnbnt^C, C^O, which is of Hardy's type. These assumptions, as we have seen, imply the uniform boundedness of s n (x). If, in addition, the function f(x) is assumed to be continuous (and periodic of period 2T), then its Fourier series converges uniformly (for it is uniformly (CI) summable, and hence, by a theorem of Hardy, converges uniformly). Paley has discovered deeper theorems, stating that the conclusions above still hold if the assumption of the "two-sided" boundedness of na ny rib n (Hardy), made in my Theorem 1, is replaced by the assumption of the "one-sided" boundedness (Landau), -C^na nt -C^nb n . Thus Paley discovered the following theorem.
t Let me indicate, in passing, another application of the inequality (21). If, under the assumptions above, the sequence {b n } is not only non-negative, but also convex (non-concave) from below, then
so that, by (21), In this paper we give a simple proof of the fact that the non-singular solutions of a first-order partial differential equation can be obtained by equating to zero solutions of an associated equation in which the dependent variable does not appear explicitly. The usual proof § of this property makes extensive use of the complete integral, and to be given rigorously would require considerations at one stage nearly as involved as our entire proof.|| Our proof has no reference to complete integrals. The results, as usual, hold in the small. Interest in this question arises from the treatments of equations in which the unknown does not appear explicitly.
If f{x) is integrable and \f(x)\ ^M, and if the Fourier coefficients of f{x
THEOREM. Letf(xi, -• • t x n , z, pi, • • -, pn) || A complete integral yielding elements at a given point does not necessarily provide any given integral element at the point.
If A function of class C w is one having continuous &th partial derivatives.
