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0 Einleitung
Im Jahre 1983 erschien der Artikel
”
Rankin-Selberg Convolutions“ von den Autoren
Jacquet, Piatetski-Shapiro und Shalika, in dem zula¨ssigen lokalen Darstellungen σ , π
von endlichem Typ eine L -Reihe L(σ, π, s) mithilfe sogenannter Whittakerfunktionen
zugeordnet wurde. Es hat sich gezeigt, dass dieser Zugang es ermo¨glicht, Aussagen u¨ber
die kritischen Werte von L -Reihen, wie zum Beispiel Algebraizita¨t, zu erhalten.
Ohne auf Darstellungen zuru¨ckgreifen zu mu¨ssen, lassen sich fu¨r Whittakerfunktionen w, v
und einen multiplikativen Charakter χ : Q×p −→ C× sogenannte getwistete Zeta-Integrale
deﬁnieren, wie zum Beispiel in den Arbeiten [K-M-Sch] und [Sch].
Integrale diesen Typs sind Hauptbestandteil der vorliegenden Arbeit, wobei das Augen-
merk auf die lokalen Zetaintegrale
Q(hf,n, s) :=
∫
Un−1\GLn−1(Qp)
χ(det(g))w
((
g 0
0 1
)
hf,n
)
v(g) | det(g) |s− 12 dg
gerichtet ist. Hierbei sind v und w unter der Iwahorigruppe rechtsinvariante Whittaker-
funktionen, χ ein multiplikativer Charakter vom Fu¨hrer f = pr , r ≥ 1 , und hf,n die
fest gewa¨hlte Matrix


f 2−n f 1−n
f 4−n f 2−n
· · · ...
fn−4 f−2
fn−2 f−1
0 0 · · · · · · 0 1


∈ GLn(Qp) .
Es stellt sich heraus, dass es zweckma¨ßig ist, die Bruhatzerlegung zu benutzen und dadurch
den Integrationsbereich auf die Borelgruppe der oberen Dreiecksmatrizen zu reduzieren.
Dies fu¨hrt zu einem Integral der Form
Q(Bn−1, hf,n, s) :=
∫
Bn−1
χ(det(ω0,n−1b))w
(
h1,n
(
b 0
0 1
)
hf,n
)
v(ω0,n−1b) | det(b) |s− 12 db .
Hierbei ist ω0,n−1 das lange Weylelement und h1,n :=
(
ω0,n−1 0
0 1
)
.
Um diese Integrale auswerten zu ko¨nnen, ist es no¨tig, eine konstruktive Zerlegung von
Elementen der Borelgruppe in der Form u− · ω · ι an der Hand zu haben, wobei u− eine
unipotente untere Dreiecksmatrix, ω ein Element der Weylgruppe und ι ein Element der
Iwahorigruppe ist. Deshalb werden im ersten Kapitel dieser Arbeit die dazu notwendigen
bekannten Zerlegungen vorgestellt, die oben genannte Zerlegung bewiesen und Vertau-
schungsrelationen gezeigt, die im zweiten Kapitel von Bedeutung sind.
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Im zweiten Teil werden dann die Integrale Q(Bn−1, hf,n, s) hinsichtlich ihrer Tra¨ger un-
tersucht und ihr Wert fu¨r eine bestimmte Teilmenge Zn−1 ⊆ Bn−1 berechnet. Es stellt
sich in Proposition 2.1 heraus, dass
Q(Zn−1, hf,n, s) = w(1)v(1)f
−
n−1P
k=1
k(n−k)
G(χ)
n(n−1)
2
ist, wobei G(χ) die u¨bliche Gaußsumme zum Charakter χ bezeichnet.
Schließlich wird in Satz 2.1 gezeigt, dass unter gewissen Normierungen und der Bedingung
Q(Bn−1  Zn−1, hf,n, s) = 0 die Gleichung
Q(hf,n, s) = f
−
n−1P
k=1
k(n−k)
G(χ)
n(n−1)
2
gilt. Dieser Satz verallgemeinert die Resultate, die in [K-M-Sch] und [Sch], unter der
Bedingung, dass die Charaktere χ, χ2, . . . , χn−1 primitiv, nichttrivial und vom selben
Fu¨hrer f sind, gezeigt wurden, da keine Bedingung an χ , außer der Nichttrivialita¨t,
gestellt werden. Andererseits konnte die Bedingung Q(Bn−1  Zn−1, hf,n, s) = 0 nur fu¨r
die Fa¨lle n = 2, 3, 4 und fu¨r den Fall, dass die Charaktere χ, χ2, . . . , χn−1 primitiv,
nichttrivial und vom selben Fu¨hrer f sind, nachgewiessen werden. Allerdings legt dies
die Vermutung nahe, dass sie fu¨r alle n gu¨ltig ist. Immerhin kann mit Satz 2.1 gezeigt
werden, dass mit dem Priodenintegral Pj , welches in 3.2 deﬁniert wird, fu¨r n = 2, 3, 4
durch µj(x+fZp) :=
(
An·An−1
κα·κλ
)r
·Pj(txh, f) ein p -adisches Maß deﬁniert wird, ohne eine
Bedingung außer der Nichttrivialita¨t an den Charakter χ zu stellen.
Im Abschnitt 2.4 wird dann bewiesen, dass die Voraussetzung Q(Bn−1  Zn−1, hf,n, s) = 0
fu¨r n = 2, 3, 4 zutriﬀt.
Im dritten Kapitel werden zu automorphen cuspidalen Darstellungen der GLn−1 u¨ber dem
Adelring AQ sogenannte Perioden-Integrale Pj(txh, f) deﬁniert und damit der Wert der
globalen L -Reihe, die den automorphen cuspidalen Darstellungen zugeordnet ist, unter
der Bedingung Q(Bn−1  Zn−1, hf,n, s) = 0 , bei der Stelle s = 12 berechnet.
Schließlich ergiebt sich im vierten Teil, unter der Bedingung Q(Bn−1  Zn−1, hf,n, s) = 0 ,
dass fu¨r alle Charaktere außer dem trivialen durch µj(x+ fZp) :=
(
An·An−1
κα·κλ
)r
·Pj(txh, f)
ein p -adisches Maß deﬁniert wird, woraus sich als Korollar die Formel
∫
Zp
×
χ dµ = P∞(
1
2
) · ( κ
An
)r ·G(χ)n(n−1)2 · L(π ⊗ χ, σ, 1
2
)
mit µ :=
∑
j
µj ergibt.
Im Anhang schließlich wird das Maß der Menge U(Zp)ω0,nB(Zp) ⊆ GLn(Qp) berechnet,
dessen Wert als Normierungsfaktor in Satz 2.1 auftaucht.
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1 Die GLn u¨ber lokalen Ko¨rpern
Im folgenden bezeichne F einen nicht archimedisch vollsta¨ndig diskret bewerteten Ko¨rper
mit Ganzheitsring OF , dessen maximales Ideal m von π erzeugt wird, und dessen Rest-
klassenko¨rper κ = OF/m endlich ist. Die Bewertung | · | sei so normiert, dass | π |= 1
ist.
1.1 Spezielle Untergruppen der GLn
1.1.1 Die Topologie der GLn(F )
Die GLn(F ) ist nach Deﬁnition die Einheitengruppe des Rings End(F
n) , des Endomor-
phismenrings des Vektorraums F n .
Eine Umgebungsbasis eines Elements x ∈ End(F n) ist durch die Mengen
{Ux,z | z ∈ Z}
mit Ux,z := x +m
zEndOF (OnF ) gegeben.
Die Topologie auf der GLn(F ) ist die von der Topologie auf End(F
n) induzierte Topo-
logie. Es gilt folgender wichtige
Satz 1.1. Die GLn(OF ) ist eine maximal kompakte Untergruppe der GLn(F ) . Alle ma-
ximal kompakten Untergruppen der GLn(F ) sind zueinander konjugiert.
Beweis: Vergleiche [Mœ], Theorem Seite 304.
1.1.2 Parabolische Untergruppen
Es bezeichne Bn(F ) die Untergruppe der oberen Dreiecksmatrizen der GLn(F ) . Eine
echte algebraische Untergruppe der GLn(F ) , die eine zu Bn(F ) konjugierte Untergruppe
entha¨lt, wird als parabolische Untergruppe bezeichnet.
Eine echte abgeschlossene Untergruppe der GLn(F ) wird als standard-parabolische be-
zeichnet, wenn sie die Bn(F ) selbst entha¨lt. Bn(F ) nennt man die Standard-Borelgruppe.
Die zu Bn(F ) konjugierten Untergruppen werden Borelgruppen genannt.
1.1.3 Die Weylgruppe
Sei B eine Borelgruppe und T eine Untergruppe von B , die isomorph zu (F×)n ist, also
ein sogenannter maximaler zerfallender Torus.
Die Weylgruppe Wn wird deﬁniert durch
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Wn := (NormGLn(F )(T ))/T ,
wobei NormGLn(F )(T ) der Normalisator von T in GLn(F ) ist.
Beispiel: Ist B = Bn(F ) die Standard-Borelgruppe, so ist ein Vertretersystem von Wn
durch die Permutationsmatrizen gσ = (δi,σ(i)) gegeben, wobei σ die Sn durchla¨uft, also
durch
(gσ)ij =
{
1 fu¨r j = σ(i)
0 sonst
.
1.1.4 Die Iwahorigruppe
Sei a ein Ideal im Ganzheitsring OF von F . Die Gruppe I(a) ist deﬁniert als
I(a) := {g ∈ GLn(OF ) | gij ≡ 0 mod a fu¨r i > j}
und wird Iwahorigruppe zum Ideal a genannt.
Die Gruppe In := I(m) nennt man einfach die Iwahorigruppe.
1.2 Zerlegungen der GLn(F )
1.2.1 Die Bruhatzerlegung
Sei B eine Borelgruppe und Wn die zugeho¨rige Weylgruppe. Dann la¨sst sich die GLn(F )
gema¨ß folgender Proposition zerlegen.
Proposition 1.1. Fu¨r die GLn(F ) gilt:
GLn(F ) =
⋃
ω
B · ω · B
wobei ω ein Repra¨sentantensystem der Weylgruppe Wn durchla¨uft. Daru¨berhinaus ist die
Vereinigung disjunkt.
Beweis: Einen Beweis ﬁndet man in [Bo-T], 5.15. In dieser Referenz ﬁndet man auch
einen Beweis fu¨r beliebige reduktive Gruppen.
Bemerkung 1.1. Nach 1.1.3 ist die GLn(F ) also die disjunkte Vereinigung der Doppel-
nebenklassen B · gσ ·B , wobei B die Standard-Borelgruppe ist und σ die Sn durchla¨uft.
Eine einfache Folgerung aus obiger Proposition und der Bemerkung ist folgendes
5
Korollar 1.1. Sei B = Bn(F ) die Standard-Borelgruppe und Un die Untergruppe der
unipotenten oberen Dreiecksmatrizen. Dann gilt:
GLn(F ) =
⋃
ω
Un · ω · Bn(F ) =
⋃
ω
Bn(F ) · ω · Un ,
wobei ω die Permutationsmatrizen durchla¨uft. Die Vereinigung ist disjunkt.
Beweis: Jede Matrix g ∈ B la¨sst sich schreiben als diag(a1, . . . , an) · u beziehungsweise
u · diag(a1, . . . , an) , wobei diag(a1, . . . , an) die Diagonalmatrix


a1
a2
. . .
an


und u eine unipotente obere Dreiecksmatrix ist. Dann folgt die Behauptung aus der
Proposition und der Tatsache, dass fu¨r eine Permutationsmatrix ω
ω · diag(a1, . . . , an) = diag(aω(1), . . . , aω(n)) · ω
gilt. 
Die Zerlegung aus dem Korollar wird an spa¨terer Stelle von Bedeutung sein.
1.3 Vertauschungsrelationen fu¨r Matrizen
In diesem Abschnitt werden einige Zerlegungen von Elementen der Borelgruppe gezeigt,
die im Weiteren von Bedeutung sind. Beginnen wir also mit
Lemma 1.1. Sei K ein Ko¨rper und seien a11, . . . , a1n ∈ K× . Dann gilt:


1 a12
a11
a13
a11
. . . a1n
a11
1
. . .
. . .
1

 =
6
=

1
0 1
...
. . .
...
. . .
0
. . .
a11
a1n
1




1 0 . . . . . . . . . 0
1 −a13
a12
. . . −a14
a13
. . .
. . .
1 − a1n
a1,n−1
1


×


0 . . . . . . . . . 0 a1n
a11
−a11
a12
. . . 0
−a12
a13
. . .
...
. . .
. . .
...
. . .
. . .
...
−a1,n−1
a1n
0




1 0 . . . . . . . . . 0
a11
a12
1 0 . . . . . . 0
a11
a13
a12
a13
1 0 . . . 0
a11
a14
a12
a14
a13
a14
1
. . .
...
...
...
...
. . .
. . . 0
a11
a1n
a12
a1n
a13
a1n
. . . a1,n−1
a1n
1


Beweis:
Es ist


1
0 1
...
. . .
...
. . .
0
. . .
a11
a1n
1


×


1 0 . . . . . . . . . 0
1 −a13
a12
. . . −a14
a13
. . .
. . .
1 − a1n
a1,n−1
1


=
=


1 0 . . . . . . . . . 0
0 1 −a13
a12
...
. . . −a14
a13
...
. . .
. . .
0 1 − a1n
a1,n−1
a11
a1n
1


und
7


0 . . . . . . . . . 0 a1n
a11
−a11
a12
. . . 0
−a12
a13
. . .
...
. . .
. . .
...
. . .
. . .
...
−a1,n−1
a1n
0


×


1 0 . . . . . . . . . 0
a11
a12
1 0 . . . . . . 0
a11
a13
a12
a13
1 0 . . . 0
a11
a14
a12
a14
a13
a14
1
. . .
...
...
...
...
. . .
. . . 0
a11
a1n
a12
a1n
a13
a1n
. . .
a1,n−1
a1n
1


=
=


1 a12
a11
a13
a11
. . . . . . a1n
a11−a11
a12
0 . . . . . . . . . 0
−a11
a13
−a12
a13
0 . . . . . . 0
−a11
a14
−a12
a14
−a13
a14
. . .
...
...
...
...
. . .
...
− a11
a1n
− a12
a1n
− a13
a1n
. . . −a1,n−1
a1n
0


Somit ergibt sich


1 0 . . . . . . . . . 0
0 1 −a13
a12
...
. . . −a14
a13
...
. . .
. . .
0 1 − a1n
a1,n−1
a11
a1n
1


×


1 a12
a11
a13
a11
. . . . . . a1n
a11−a11
a12
0 . . . . . . . . . 0
−a11
a13
−a12
a13
0 . . . . . . 0
−a11
a14
−a12
a14
−a13
a14
. . .
...
...
...
...
. . .
...
− a11
a1n
− a12
a1n
− a13
a1n
. . . −a1,n−1
a1n
0


=
=


1 a12
a11
a13
a11
. . . a1n
a11
1
. . .
. . .
1


woraus die Behauptung folgt. 
Aus diesem Lemma ergeben sich einige Korollare.
Korollar 1.2. Sei b =


a11 a12 . . . a1n
a22 . . . a2n
. . .
...
ann

 ∈ Bn ⊆ GLn(Qp) mit a1j ∈ fn−jZ×p und
w eine Whittakerfunktion, die unter der Iwahorigruppe rechtsinvariant ist.
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Dann gilt:
w(ω0,nb) = ψ(
a2n
a1n
)w


ω0,n


a11 0 . . . 0
a22 . . . a2n
. . .
...
ann




1 0 . . . . . . . . . 0
1 −a13
a12
. . . −a14
a13
. . .
. . .
1 − a1n
a1,n−1
1


×


0 . . . . . . . . . 0 a1n
a11
−a11
a12
. . . 0
−a12
a13
. . .
...
. . .
. . .
...
. . .
. . .
...
−a1,n−1
a1n
0




Beweis:
Es ist

a11 a12 a13 . . . a1n
a22 a23 . . . a2n
. . .
...
. . .
...
ann

 =


a11 0 0 . . . 0
a22 a23 . . . a2n
. . .
...
. . .
...
ann

×


1 a12
a11
a13
a11
. . . a1n
a11
1
. . .
. . .
1


und also nach Lemma 1.1


a11 a12 a13 . . . a1n
a22 a23 . . . a2n
. . .
...
. . .
...
ann

 =
9
=

a11 0 0 . . . 0
a22 a23 . . . a2n
. . .
...
. . .
...
ann

×
×


1
0 1
...
. . .
...
. . .
0
. . .
a11
a1n
1




1 0
1 −a13
a12
0
. . . −a14
a13
. . .
. . .
1 − a1n
a1,n−1
1


×
×


0 . . . . . . . . . 0 a1n
a11
−a11
a12
. . . 0
−a12
a13
. . .
...
. . .
. . .
...
. . .
. . .
...
−a1,n−1
a1n
0




1 0 . . . . . . . . . 0
a11
a12
1 0 . . . . . . 0
a11
a13
a12
a13
1 0 . . . 0
a11
a14
a12
a14
a13
a14
1
. . .
...
...
...
...
. . .
. . . 0
a11
a1n
a12
a1n
a13
a1n
. . .
a1,n−1
a1n
1


Nun folgt die Behauptung aus


a11 0 0 . . . 0
a22 a23 . . . a2n
. . .
...
. . .
...
ann

×


1
0 1
...
. . .
...
. . .
0
. . .
a11
a1n
1


=
=


1
a2n
a1n
1
a3n
a1n
. . .
...
. . .
an−1,n
a1n
. . .
ann
a1n
1




a11 0 0 . . . 0
a22 a23 . . . a2n
. . .
...
. . .
...
ann


und der Tatsache, dass
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

1 0 . . . . . . . . . 0
a11
a12
1 0 . . . . . . 0
a11
a13
a12
a13
1 0 . . . 0
a11
a14
a12
a14
a13
a14
1
. . .
...
...
...
...
. . .
. . . 0
a11
a1n
a12
a1n
a13
a1n
. . .
a1,n−1
a1n
1


aus der Iwahorigruppe ist. 
Korollar 1.3. Sei b =


a11 a12 . . . a1n 0
a22 . . . a2n
...
. . .
...
...
ann 0
0 · · · · · · 0 1

 ∈ Bn+1 ⊆ GLn+1(Qp) mit a1j =
a′1jf
n−j ∈ fn−jZ×p und w eine Whittakerfunktion, die unter der Iwahorigruppe rechtsin-
variant ist.
Dann gilt:
w
((
ω0,n 0
0 1
)
b
)
= ψ(a22
a′12
f−n+2)
n−1∏
j=2
ψ(−a2j
a′1j
f−n+j + a2,j+1
a′1,j+1
f−n+j+1)w



 ω0,n−1 1
1


×


−a22
a′12
f a22
a′12
− a23
a′13
f a23
a′13
− a24
a′14
f . . . . . .
a2,n−1
a′1,n−1
− a2n
a′1n
f 0 0
−a33
a′13
f a33
a′13
− a34
a′14
f a34
a′14
− a35
a′15
f . . . a3,n−1
a′1,n−1
− a3n
a′1n
f
...
...
. . .
...
...
...
. . .
...
...
...
−an−1,n−1
a′1,n−1
f
an−1,n
a′1,n−1
− an−1,n
a′1,n
f
...
...
−ann
a′1n
f 0
...
0 · · · · · · · · · · · · 0 1 0
0 · · · · · · · · · · · · · · · 0 1




Beweis: Wir fu¨hren die Berechnung nur in der GLn durch, da die letzte Spalte und letzte
Zeile keinen Einﬂuss auf die Rechnung haben. Nach Korollar 1.2 ist
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w(ω0,nb) = ψ(
a2n
a1n
)w

ω0,n


a′11f
n−1 0 . . . 0
a22 . . . a2n
. . .
...
ann


×


1 0 . . . . . . . . . 0
1 −a′13
a′12
f−1
. . . −a′14
a′13
f−1
. . .
. . .
1 − a′1n
a′1,n−1
f−1
1


×


0 . . . . . . . . . 0
a′1n
a′11
f−n+1
−a′11
a′12
f
. . . 0
−a′12
a′13
f
. . .
...
. . .
. . .
...
. . .
. . .
...
−a′1,n−1
a′1n
f 0




und es gilt


a′11f
n−1 0 . . . 0
a22 . . . a2n
. . .
...
ann

×


1 0 . . . . . . . . . 0
1 −a′13
a′12
f−1
. . . −a′14
a′13
f−1
. . .
. . .
1 − a′1n
a′1,n−1
f−1
1


=


a′11f
n−1 0 . . . . . . . . . 0
a22 −a22a
′
13
a′12
f−1 + a23 −a23a
′
14
a′13
f−1 + a24 . . . −a2,n−1a
′
1n
a′1,n−1
f−1 + a2n
a33 −a33a
′
14
a′13
f−1 + a34 . . . −a3,n−1a
′
1n
a′1,n−1
f−1 + a3n
. . .
...
. . .
...
ann


.
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Weiter ist


0 . . . . . . . . . 0
a′1n
a′11
f−n+1
−a′11
a′12
f
. . . 0
−a′12
a′13
f
. . .
...
. . .
. . .
...
. . .
. . .
...
−a′1,n−1
a′1n
f 0


=


a′1n
a′11
f−n+1
−a′11
a′12
f
−a′12
a′13
f
. . .
. . .
−a′1,n−1
a′1n


×


0 . . . . . . . . . 0 1
1 0
1
...
. . .
...
. . .
...
1 0


und


a′11f
n−1 0 . . . . . . . . . 0
a22 −a22a
′
13
a′12
f−1 + a23 −a23a
′
14
a′13
f−1 + a24 . . . −a2,n−1a
′
1n
a′1,n−1
f−1 + a2n
a33 −a33a
′
14
a′13
f−1 + a34 . . . −a3,n−1a
′
1n
a′1,n−1
f−1 + a3n
. . .
...
. . .
...
ann


×
×


a′1n
a′11
f 1−n
−a′11
a′12
f
−a′12
a′13
f
. . .
. . .
−a′1,n−1
a′1n
f


=
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

1 0 . . . . . . . . . 0
−a22
a′12
f a22
a′12
− a23
a′13
f a23
a′13
− a24
a′14
f . . .
a2,n−1
a′1,n−1
− a2n
a′1n
f
−a33
a′13
f a33
a′13
− a34
a′14f
. . .
a3,n−1
a′1,n−1
− a3n
a′1n
f
. . .
...
. . .
...
−ann
a′1n
f


×
×


a′1n
a′11
a′12
. . .
. . .
a′1,n−1


,
wobei


a′1n
a′11
a′12
. . .
. . .
a′1,n−1


aus der Iwahorigruppe ist. Somit ergibt sich
w(ω0,nb) = ψ(
a2n
a′1n
)×
w


ω0,n


1 0 . . . . . . . . . 0
−a22
a′12
f a22
a′12
− a23
a′13
f a23
a′13
− a24
a′14
f . . . a2,n−1
a′1,n−1
− a2n
a′1n
f
−a33
a′13
f a33
a′13
− a34
a′14f
. . .
a3,n−1
a′1,n−1
− a3n
a′1n
f
. . .
...
. . .
...
−ann
a′1n
f


×
14
×

0 . . . . . . . . . 0 1
1
. . . 0
1
. . .
...
. . .
. . .
...
. . .
. . .
...
1 0




= ψ(a2n
a1n
)w
((
ω0,n−1 0
0 1
)
×


−a22
a′12
f a22
a′12
− a23
a′13
f a23
a′13
− a24
a′14
f . . .
a2,n−1
a′1,n−1
− a2n
a′1n
f 0
−a33
a′13
f a33
a′13
− a34
a′14f
. . .
a3,n−1
a′1,n−1
− a3n
a′1n
f 0
. . .
...
...
. . .
...
...
−ann
a′1n
f 0
0 . . . . . . . . . 0 1




.
Die behauptete Gleichheit folgt nun aus
ψ(a22
a′12
f−n+2)
n−1∏
j=2
ψ(−a2j
a′1j
f−n+j + a2,j+1
a′1,j+1
f−n+j+1) =
= ψ(a22
a′12
f−n+2 +
n−1∑
j=2
−a2j
a′1j
f−n+j + a2,j+1
a′1,j+1
f−n+j+1)
= ψ(a2n
a′1n
) . 
Als na¨chstes beweisen wir ein Lemma, das in Proposition 2.1 zum Tragen kommt.
Lemma 1.2. Sei a1j ∈ Z×p fu¨r alle j und w eine Whittakerfunktion, die unter der
Iwahorigruppe invariant ist. Dann gilt:
w

ω0,n


a11f
n−1 a12fn−2 . . . a1,n−1f a1n
a22 . . . a2,n−1 a2n
. . .
...
...
an−1,n−1
...
ann




f 1−n
f 3−n
· · ·
fn−3
fn−1



 =
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= w
((
ω0,n−1 0
0 1
)
×


−a22
a12
f a22
a12
− a23
a13
f a23
a13
− a24
a14
f . . .
a2,n−1
a1,n−1 − a2na1n f 0
−a33
a13
f a33
a13
− a34
a14f
. . .
a3,n−1
a1,n−1
− a3n
a1n
f 0
. . .
...
...
. . .
...
...
−ann
a1n
f 0
0 . . . . . . . . . 0 1


×


f 2−n 0
f 4−n
...
· · · ...
fn−4
...
fn−2 0
0 · · · · · · · · · 0 1




.
Beweis: Es ist

a11f
n−1 a12fn−2 · · · a1n
a22 · · · a2n
. . .
...
ann




f 1−n
f 3−n
· · ·
fn−3
fn−1


=


a11f
n−1 0 0 · · · 0
a22 · · · · · · a2n
. . .
...
. . .
...
ann

×


1 a12
a11
f−1 a13
a11
f−2 . . . . . . a1n
a11
f−n+1
1 0 · · · · · · 0
. . .
. . .
...
. . .
. . .
...
. . . 0
1


×


f 1−n
f 3−n
· · ·
fn−3
fn−1


16
=

a11f
n−1 0 0 · · · 0
a22 · · · · · · a2n
. . .
...
. . .
...
ann

×


f 1−n
f 3−n
· · ·
fn−3
fn−1


×


1 0 0 . . . . . . 0
1 0 · · · · · · 0
. . .
. . .
...
. . .
. . .
...
. . . 0
a1n
a11
fn−1 a1,n−1
a11
fn−2 . . . a13
a11
f 2 a12
a11
f 1


.
Hierbei ist die letzte Matrix aus der Iwahorigruppe.
Nun ist

a11f
n−1 0 0 · · · 0
a22 · · · · · · a2n
. . .
...
. . .
...
ann




f 1−n
f 3−n
· · ·
fn−3
fn−1


=


1 0 0 · · · 0
−a22
a12
−a23
a13
. . . −a2n
a1n
−a33
a13
...
. . .
...
−ann
a1n




a11f
n−1
−a12
−a13
. . .
−a1n


×


f 1−n
f 3−n
· · ·
fn−3
fn−1


=


1 0 0 · · · 0
−a22
a12
−a23
a13
· · · −a2n
a1n
−a33
a13
...
. . .
...
−ann
a1n




1
f 3−n
· · ·
fn−3
fn−1


17
×

−a1n
−a1,n−1
−a1n,n−2
. . .
a11

 ,
wobei die letzte Matrix wieder aus der Iwahorigruppe ist.
Nun ist

1 0 0 · · · 0
−a22
a12
−a23
a13
· · · −a2n
a1n
−a33
a13
...
. . .
...
−ann
a1n




1
f 3−n
· · ·
fn−3
fn−1


=


1 0 0 · · · 0
−a22
a12
−a23
a13
· · · −a2n
a1n
−a33
a13
...
. . .
...
−ann
a1n




0 · · · 0 1
f 0
. . .
...
f 0

×


1
f 2−n
· · ·
fn−4
fn−2


=


1 0 0 · · · 0
−a22
a12
f −a23
a13
f · · · −a2n
a1n
f
−a33
a13
f
...
. . .
...
−ann
a1n
f


×


1
f 2−n
· · ·
fn−4
fn−2

 .
Weiter ist

1 0 0 · · · 0
−a22
a12
f −a23
a13
f · · · −a2n
a1n
f
−a33
a13
f
...
. . .
...
−ann
a1n
f




1
f 2−n
· · ·
fn−4
fn−2


=


1 0 0 · · · 0
−a22
a12
f −a23
a13
f + a22
a12
· · · −a2n
a1n
f +
a2,n−1
a1,n−1
−a33
a13
f · · · −a3n
a1n
f +
a3,n−1
a1,n−1
. . .
...
−ann
a1n
f

×


1 0 · · · · · · · · · · · · 0
1 f−1 f−2 f−3 · · · f−n+2
1 f−1 f−2 · · · f−n+3
. . .
. . .
...
. . .
. . .
...
1 f−1
1


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×

1
f 2−n
· · ·
fn−4
fn−2


=


1 0 0 · · · 0
−a22
a12
f −a23
a13
f + a22
a12
· · · −a2n
a1n
f +
a2,n−1
a1,n−1
−a33
a13
f · · · −a3n
a1n
f +
a3,n−1
a1,n−1
. . .
...
−ann
a1n
f

×


1
f 2−n
· · ·
fn−4
fn−2


×


1
1
f 1
f 2 f
. . .
f 3 f 2
. . .
. . .
...
...
. . . 1
fn−2 fn−3 · · · · · · f 1


,
wobei die letzte Matrix wieder aus der Iwahorigruppe ist.
Insgesamt gilt also
w

ω0,n


a11f
n−1 a12fn−2 · · · a1n
a22 · · · a2n
. . .
...
ann




f 1−n
f 3−n
· · ·
fn−3
fn−1



 =
= w

ω0n


1 0 0 · · · 0
−a22
a12
f −a23
a13
f + a22
a12
· · · −a2n
a1n
f + a2,n−1
a1,n−1
−a33
a13
f · · · −a3n
a1n
f +
a3,n−1
a1,n−1
. . .
...
−ann
a1n
f


×


1
f 2−n
· · ·
fn−4
fn−2




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= w


(
ω0,n−1 0
0 1
)


−a22
a12
f −a23
a13
f + a22
a12
· · · −a2n
a1n
f +
a2,n−1
a1,n−1 0
−a33
a13
f · · · −a3n
a1n
f +
a3,n−1
a1,n−1
...
. . .
...
...
−ann
a1n
f 0
1


×


f 2−n
f 4−n
· · ·
fn−4
fn−2
1




,
woraus die Behauptung folgt. 
Das folgende Lemma wird von Bedeutung sein, wenn der Tra¨ger eines Integrals bestimmt
wird.
Lemma 1.3. In GLn(Qp) gilt fu¨r Matrizen der Form


1 b1i
. . .
...
1 bi−1,i
bii
1
. . .
1


mit b1i = 0 :

1 b1i
. . .
...
1 bi−1,i
bii
1
. . .
1


=
20
=

1
b2i
b1i
1
b3i
b1i
1
...
. . .
bi−1,i
b1i
. . .
bii
b1i
. . .
0
. . .
...
. . .
0 1




1 0
. . . b2i
1
...
bii
1
. . .
1


×


0 0 . . . 0 b1i 0 . . . 0
0 1
...
...
. . .
...
0 1
...
−b−11i 0
...
0 1
...
...
. . . 0
0 1




1 0 . . . . . . . . . . . . . . . 0
0 1
...
... 0
. . .
...
0
...
. . .
...
b−11i
...
. . .
...
0
...
. . .
...
...
...
. . . 0
0 0 . . . . . . . . . . . . 0 1


.
Beweis:
Es gilt:


1 b1i
. . .
...
1 bi−1,i
bii
1
. . .
1


=
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=

1 0
. . . b2i
1
...
bii
1
. . .
1




1 b1i
. . . 0
1
...
1 0
1
1
. . .
1


=


1 0
. . . b2i
1
...
bii
1
. . .
1




1
0
. . .
...
. . .
0
. . .
b−11i
. . .
0
. . .
...
. . .
0 1


×


0 0 . . . 0 b1i 0 . . . 0
0 1
...
. . .
0 1
−b−11i 0
0 1
...
. . .
0 1




1
0
. . .
...
. . .
0
. . .
b−11i
. . .
0
. . .
...
. . .
0 1


=


1 0 0 . . . . . . 0 . . . . . . 0
b2i
b1i
1 b2i
b3i
b1i
1
...
...
. . .
...
bi−1,i
b1i
1 bi−1,i
bii
b1i
bii
0 1
...
. . .
0 1


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×

0 0 . . . 0 b1i 0 . . . 0
0 1
...
. . .
0 1
−b−11i 0
0 1
...
. . .
0 1




1
0
. . .
...
. . .
0
. . .
b−11i
. . .
0
. . .
...
. . .
0 1


=


1
b2i
b1i
1
b3i
b1i
1
...
. . .
bi−1,i
b1i
. . .
bii
b1i
. . .
0
. . .
...
. . .
0 1




1 0
. . . b2i
1
...
bii
1
. . .
1


×
×


0 0 . . . 0 b1i 0 . . . 0
0 1
...
...
. . .
...
0 1
...
−b−11i 0
...
0 1
...
...
. . . 0
0 1




1 0 . . . . . . . . . . . . . . . 0
0 1
...
... 0
. . .
...
0
...
. . .
...
b−11i
...
. . .
...
0
...
. . .
...
...
...
. . . 0
0 0 . . . . . . . . . . . . 0 1


wie behauptet. 
Aus Lemma 1.3 ergibt sich folgendes
Korollar 1.4. Sei b ∈ GLn(Qp) eine Matrix der Form


1 b1i
. . .
...
1 bi−1,i
bii
1
. . .
1


τ
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wobei τ eine Permutationsmatrix ist. Dann gibt es eine untere Dreiecksmatrix der Form
u =


1
u21
. . . 0
...
. . .
. . .
ui1 · · · ui,i−1 1
0
. . .
1


,
eine Diagonalmatrix d , eine Permutationsmatrix τ ′ und eine Matrix c aus der Iwahori-
gruppe, sodass b = u · d · τ ′ · c ist.
Hierbei ist
uk+1,k =
{ bk+1,i
bki
fu¨r bki = 0
0 sonst
fu¨r k = 1, . . . , i− 1 .
Zum Beweis des Korollars ist folgende oﬀensichtliche Bemerkung nu¨tzlich.
Bemerkung: Sei Aij(a) ∈ GLn(Qp) eine Additionsmatrix, B = diag(b11, . . . , bnn) eine
Diagonalmatrix und τ eine Permutationsmatrix. Dann gilt:
a) Aij(a)Bτ = BτAτ(i),τ(j)(
bjj
bii
a)
b) Aji(a
−1)Bτ = BτAτ(j),τ(i)( biibjj a
−1)
c) Ist Aτ(i),τ(j)(
bjj
bii
a) nicht in der Iwahorigruppe, so ist Aτ(j),τ(i)(
bii
bjj
a−1) in der Iwahori-
gruppe.
Beweis von Korollar 1.4 : Ist Aτ(1),τ(i)(b1i) in der Iwahorigruppe, so ist
b =


1 0
. . . b2i
1
...
bii
1
. . .
1


τAτ(1),τ(i)(b1i)
die behauptete Zerlegung.
24
Ist Aτ(1),τ(i)(b1i) nicht in der Iwahorigruppe, dann folgt mit Lemma 1.3, dass
bτ =


1
b2i
b1i
1
b3i
b1i
1
...
. . .
bi−1,i
b1i
. . .
bii
b1i
. . .
0
. . .
...
. . .
0 1




1 0
. . . b2i
1
...
bii
1
. . .
1


×


0 0 · · · 0 b1i 0 · · · 0
0 1
...
...
. . .
...
0 1
...
−b−11i 0
...
0 1
...
...
. . . 0
0 1




1 0 · · · · · · · · · · · · · · · 0
0 1
...
... 0
. . .
...
0
...
. . .
...
b−11i
...
. . .
...
0
...
. . .
...
...
...
. . . 0
0 0 · · · · · · · · · · · · 0 1


τ
=


1
b2i
b1i
1
b3i
b1i
1
...
. . .
bi−1,i
b1i
. . .
bii
b1i
. . .
0
. . .
...
. . .
0 1




1 0
. . . b2i
1
...
bii
1
. . .
1


×
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×

0 0 · · · 0 b1i 0 · · · 0
0 1
...
...
. . .
...
0 1
...
−b−11i 0
...
0 1
...
...
. . . 0
0 1


τAτ(i),τ(1)(b
−1
1i )
ist, wobei die letzte Matrix nach der Bemerkung aus der Iwahorigruppe ist.
Also genu¨gt es folgendes zu zeigen:
Sei b =


1 0
. . .
...
. . . 0
. . . bki
1
...
bii
1
. . .
1


, d = diag(d11, . . . , dnn) und τ eine
Permutationsmatrix. Dann gibt es eine untere Dreiecksmatrix u , eine Diagonalmatrix
d′ = diag(d′11, . . . , d
′
nn) , eine Permutation τ
′ und eine Matrix c aus der Iwahorigruppe,
sodass
bdτ = u


1 0
. . .
...
. . . 0
. . . bk+1,i
1
...
bii
1
. . .
1


d′τ ′c
ist.
Beweis davon: Zuna¨chst ist
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b =


1 0
. . .
...
. . . 0
. . . bk+1,i
1
...
bii
1
. . .
1


Aki(bki) .
Wegen Aki(bki)dτ = dτAτ(k),τ(i)(
dii
dkk
bki) ist die Behauptung nach der Bemerkung gezeigt,
falls Aτ(k),τ(i)(
dii
dkk
bki) aus der Iwahorigruppe ist.
Ist nun Aτ(k),τ(i)(
dkk
dii
bki) nicht aus der Iwahorigruppe, so ist mit
u =


1
. . .
1
bk+1,i
bki
1
bk+2,i
bki
1
...
. . .
bi−1,i
bki
1
bii
bki
1
0 1
...
. . .
0 1


nach Lemma 1.3
bdτ = u


1 0
. . .
...
. . . 0
. . . bk+1,i
1
...
bii
1
. . .
1


×
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×

1
. . .
1
0 · · · · · · 0 bk,i 0 · · · 0
... 1
...
. . .
0 1
−b−1k,i 0
0 1
...
. . .
0 1


Aik(b
−1
ki )dτ .
Weiter ist Aik(b
−1
ki )dτ = dτAτ(i),τ(k)(
dkk
dii
b−1ki ) und nach Voraussetzung und Lemma 1.3 ist
Aτ(i),τ(k)(
dkk
dii
b−1ki ) aus der Iwahorigruppe. Ausserdem ist

1
. . .
1
0 · · · · · · 0 bk,i 0 · · · 0
... 1
...
. . .
0 1
−b−1k,i 0
0 1
...
. . .
0 1


das Produkt einer Diagonalmatrix und einer Permutationsmatrix und also ist die Behaup-
tung bewiesen. 
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2 Getwistete Zeta-Integrale
2.1 Allgemeine Vorbemerkungen
Sei F ein vollsta¨ndiger nicht archimedisch bewerteter Ko¨rper der Charakteristik 0 mit
Ganzheitsring OF und endlichem Restklassenko¨rper. Weiter sei ψ : F −→ C× ein
unita¨rer additiver Charakter mit Kern OF . Fu¨r eine unipotente obere Dreiecksmatrix
u = (uij) ∈ GLn(F ) setze
ψ(u) := ψ(
n−1∑
i=1
ui,i+1) =
∏
1≤i≤n−1
ψ(ui,i+1) .
Unter einer Whittakerfunktion (bezu¨glich ψ ) auf GLn(F ) versteht man eine Funktion w
mit den folgenden zwei Eigenschaften:
a) w(ug) = ψ(u)w(g) fu¨r alle u ∈ Un und alle g ∈ GLn(F ) .
b) Es gibt eine oﬀene kompakte Untergruppe K ⊆ GLn(OF ) , sodass w unter K rechtsin-
variant ist. Mit anderen Worten also gilt: w(gk) = w(g) fu¨r alle g ∈ GLn(F ) und alle k ∈
K .
2.2 Der Fall F = Qp
Sei nun p eine Primzahl und F = Qp .
Fu¨r einen additiven Charakter ψ : Qp −→ C× bezeichne W(ψ,GLn) den Raum aller
Whittakerfunktionen und zu einer fest gegebenen oﬀenen kompakten Untergruppe K von
GLn(Qp) bezeichne W(ψ,GLn)K die Teilmenge der K -invarianten Whittakerfunktionen.
Im folgenden sei K = In := {g ∈ GLn(Zp) | g mod p ∈ Bn(Fp)} die Iwahorigruppe.
Weiter sei χ : Q×p −→ C× ein multiplikativer Charakter mit Fu¨hrer f = pr .
Wie in [Ja-P-S I] betrachten wir fu¨r die Standardeinbettung
GLn−1 −→ GLn
g →
(
g 0
0 1
)
und Whittakerfunktionen w ∈ W(ψ,GLn) sowie v ∈ W(ψ,GLn−1) , wobei ψ der inverse
Charakter von ψ ist, Zeta-Integrale des Typs
Ψ(wχ, v, s) = Ψ(w ⊗ χ, v, s) =
∫
Un−1\GLn−1
χ(det(g))w
(
g 0
0 1
)
v(g) | det(g) |s− 12 dg .
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Dabei ist s eine komplexe Variable.
Allgemeiner betrachten wir fu¨r festes h ∈ GLn(Qp) das Integral
Q(h, s) := Ψ(wχ, v, h, s) :=
∫
Un−1\GLn−1
χ(det(g))w
((
g 0
0 1
)
h
)
v(g) | detg |s− 12 dg .
Nach [Ja-P-S I],Theorem S. 390, weiß man, dass diese Integrale fu¨r Re(s) hinreichend
groß absolut konvergieren und sich meromorph auf ganz C fortsetzen lassen.
Im folgenden betrachten wir aber nur den Spezialfall h = hf,n . Deshalb deﬁnieren wir
zuna¨chst die Matrix hf,n und weitere Matrizen, die von Bedeutung sind.
Definition: Wir bezeichnen mit ρ = diag(fn−1, fn−2, . . . , f, 1) , mit ρ′ = diag(fn−1, fn−2, . . . , f)
und mit ω := ω0,n−1 das lange Weylelement in der Weylgruppe W von GLn−1(Qp) , also
ω0,n−1 :=

 0 1· · ·
1 0

 .
Damit deﬁnieren wir h1,n :=


1
ω0,n−1
...
...
0 . . . 0 1

 , ωf,n−1 := ρ′−1ω0,n−1ρ′ und
hf,n := ρ
−1h1,nρ =


f 2−n f 1−n
f 4−n f 2−n
· · · ...
fn−4 f−2
fn−2 f−1
0 0 · · · · · · 0 1


,
Elemente von GLn(Qp) . Ferner sei h
′
f,n :=


f 2−n 0
f 4−n
...
· · · ...
fn−4
...
fn−2 0
0 0 · · · · · · 0 1


.
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2.3 Der Wert von Q(hf,n, s)
Wir bestimmen zuna¨chst fu¨r iwahoriinvariante Whittakerfunktionen v, w und einen mul-
tiplikativen Charakter χ mit Fu¨hrer f = pr , r > 0 , den Wert des Integrals
Q(Zn−1, hf,n, s) = Q(Zn−1, hf,n, s, w, v) :=∫
Zn−1
χ(det(ω0,n−1b))w
((
ω0,n−1 0
0 1
)(
b 0
0 1
)
hf,n
)
v(ω0,n−1b) | det(ω0,n−1b) |s− 12 db ,
wobei Z1 := GL1(Qp) und fu¨r n ≥ 3
Zn−1 :=
{
b = (bij) ∈ Bn−1 | b′ =
(
bij
bii
)
/∈ In−1 und ω−1f,n−1 · b′ · ωf,n−1 ∈ In−1
}
ist. db =
n−1∏
i=1
| bii |−i ·
⊗
i≤j
dbij bezeichnet, wie in [Bou], chap. VII, § 3, Exemple 4, das
rechtsinvariante Haarmaß auf der Borelgruppe.
Bemerkung: Das Integral Q(M,h, s, w, v) ha¨ngt natu¨rlichen von der Menge M ⊆
GLn(Qp) , der Matrix h ∈ GLn(Qp) , der komplexen Variablen s und den Whittaker-
funktionen w und v ab.
Proposition 2.1. Mit den Voraussetzungen wie bisher gilt:
Q(Zn−1, hf,n, s) = f
−
n−1P
k=1
k(n−k)
G(χ)
n(n−1)
2 v(1n−1)w(1n)
Hierbei ist G(χ) =
∑
x
χ(x)ψ(x
f
) die u¨bliche Gaußsumme, wobei x ein Repra¨sentantensys-
tem modulo f durchla¨uft.
Bevor Proposition 2.1 bewiesen wird, ist es nu¨tzlich, einige Vertauschungsrelationen an
der Hand zu haben, die in 1.3 bewiesen wurden, und sich zu u¨berlegen, fu¨r welche Teil-
mengen M von Zn−1 das Integral
Q(M,hf,n, s) :=
∫
M
χ(det(ω0,n−1b))w
((
ω0,n−1b 0
0 1
)
hf,n
)
v(ω0,n−1b) | det(ω0,n−1b) |s− 12 db
ungleich Null ist.
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2.3.1 Der Tra¨ger von Q
Lemma 2.1. Sei w eine Whittakerfunktion aus W(ψ,GLn)In . Sei weiter B = (bij) ∈
GLn(Qp) eine Diagonalmatrix und bii = b
×
ii · pµi mit b×ii ∈ Z×p . Dann ist w(B) = 0
ho¨chstens dann, wenn µi ≥ µi+1 fu¨r alle i = 1, . . . , n− 1 ist.
Beweis:
Sei wegen der Iwahoriinvarianz o.B.d.A b×ii = 1.
Sei µi < µi+1 . Dann gilt fu¨r die Additionsmatrix Ai,i+1(a) = In + Ei,i+1(a) , a ∈ Qp :
B · Ai,i+1(a) = Ai,i+1(a · pµi−µi+1) · B .
Wa¨hlt man nun a ∈ Z×p , so gilt wegen der Rechtsinvarianz von w unter der Iwahorigrup-
pe:
w(B) = w(B · Ai,i+1(a))
= w(Ai,i+1(a · pµi−µi+1) ·B)
= ψ(a · pµi−µi+1) · w(B) .
Da ψ nichttrivial mit Kern Zp und µi − µi+1 < 0 ist, kann man ein a ∈ Z×p wa¨hlen,
sodass ψ(a · pµi−µi+1) ungleich Eins ist, woraus die Behauptung folgt. 
Lemma 2.2. Fu¨r M = Zn−1  {b ∈ Zn−1 | b11 ∈ fn−2Z×p } hat das Integral
Q(M,hf,n, s)
=
∫
M
χ(det(ω0,n−1))χ(det(b))w
((
ω0,n−1
1
)(
b
1
)
hf,n
)
v(ω0,n−1b) | det(b) |s− 12 db
den Wert Null.
Beweis:
Im folgenden bezeichne ω0 die Matrix
(
ω0,n−1 0
0 1
)
.
Zuna¨chst ist
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hf,n =


1 f 1−n
1 f 2−n
. . .
...
1 f−2
1 f−1
0 0 . . . 0 0 1


·


f 2−n 0
f 4−n 0
· · · ...
fn−4 0
fn−2 0
0 0 . . . 0 0 1


=


1 f 1−n
1 f 2−n
. . .
...
1 f−2
1 f−1
0 0 . . . 0 0 1


· h′f,n ,
woraus
w
(
ω0
(
b
1
)
hf,n
)
= w


ω0


1
n−1∑
j=1
b1jf
j−n
1
n−1∑
j=1
b2jf
j−n
. . .
...
1
n−1∑
j=1
bn−2,jf j−n
1
n−1∑
j=1
bn−1,jf j−n
0 0 . . . 0 0 1


(
b 0
0 1
)


f 2−n 0
f 4−n 0
· · · ...
fn−4 0
fn−2 0
0 0 . . . 0 0 1




= ψ(
n−1∑
j=1
b1jf
j−n)w
(
ω0
(
b 0
0 1
)
h′f,n
)
folgt. Also erha¨lt man:
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Q(Zn−1, hf,n, s) =
∫
Zn−1
χ(det(ω0))χ(det(b))
× w
(
ω0
(
b
1
)
hf,n
)
v(ω0,n−1b) | det(b) |s− 12 db
=
∫
Zn−1
χ(det(ω0))χ(
n−1∏
i=1
bii)
n−1∏
i=1
ψ( b1i
fn−i )
× w
(
ω0
(
b
1
)
h′f,n
)
v(ω0,n−1b) |
n−1∏
i=1
bii |s− 12 db .
Weiter gilt wegen b ∈ Zn−1 :
h′−1f,n


1 b12
b11
b13
b11
· · · b1,n−1
b11
1 b23
b22
· · · b2,n−1
b22
. . .
. . .
...
1 bn−2,n−1
bn−1,n−1
1
1


h′f,n ∈ In ,
also
w
(
ω0
(
b 0
0 1
)
h′f,n
)
=
= w


ω0


b11
. . .
bn−1,n−1
1




1 b12
b11
b13
b11
· · · b1,n−1
b11
1 b23
b22
· · · b2,n−1
b22
. . .
. . .
...
1
bn−2,n−1
bn−1,n−1
1
1


h′f,n


= w


ω0


b11
. . .
bn−1,n−1
1

h′f,nh′−1f,n


1 b12
b11
b13
b11
· · · b1,n−1
b11
1 b23
b22
· · · b2,n−1
b22
. . .
. . .
...
1
bn−2,n−1
bn−1,n−1
1
1


h′f,n


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= w

ω0


b11
. . .
bn−1,n−1
1

h′f,n

 ,
wobei die letzte Gleichheit aus der Iwahoriinvarianz von w folgt. Also gilt:
Q(Zn−1, hf,n, s) =
∫
Zn−1
χ(det(ω0))χ(
n−1∏
i=1
bii)
n−1∏
i=1
ψ( b1i
fn−i )
×w

ω0


b11
. . .
bn−1,n−1
1

h′f,n

 v(ω0,n−1b) |
n−1∏
i=1
bii |s− 12 db
=
∫
Zn−1
χ(det(ω0))χ(
n−1∏
i=1
bii)
n−1∏
i=1
ψ( b1i
fn−i )
×w




bn−1,n−1fn−2
. . .
b11f
2−n
1



 v(ω0,n−1b) |
n−1∏
i=1
bii |s− 12 db .
Sei nun b11 = b
′
11p
k mit b′11 ∈ Z×p und f = pr . Dann ist nach Lemma 2.1 das Integral
ho¨chstens fu¨r k ≥ r(n − 2) ungleich Null und wegen χ(pk) ∫
Z
×
p
χ(b′11)ψ(
b′11p
k
fn−1 ) = 0 fu¨r
k > r(n− 2) also ungleich Null ho¨chstens fu¨r k = r(n− 2) . Also ist b11 von der behaup-
teten Form und das Lemma ist bewiesen. 
Proposition 2.2. Sei 1 ≤ m ≤ n− 1 ,
M :=


g ∈ Zn−1 | g =


g11 0 · · · 0 g1,m+1 · · · g1,n−1
g22
. . .
... g2,m+1 · · · g2,n−1
. . . 0
...
...
gmm gm,m+1
...
gm+1,m+1
...
. . .
...
gn−1,n−1




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und
Mf :=
{
g ∈ M | gi,m+1 ∈ fn−m−1−iZ×p und gii ∈ fn−2iZ×p
}
.
Dann ist
∫
M  Mf
χ(det(ω0,n−1))χ(
n−1∏
i=1
gii)×
w
((
ω0,n−1 0
0 1
)(
g 0
0 1
)
hf,n
)
v(ω0,n−1gτ) |
n∏
i=1
gii |s− 12 dg = 0 ,
fu¨r jedes Produkt τ einer Diagonalmatrix und einer Permutationsmatrix.
Beweis: Es ist zu zeigen, dass das Integral
∫
M
χ(det(ω0,n−1))χ(
n−1∏
i=1
gii)
× w
((
ω0,n−1 0
0 1
)(
g 0
0 1
)
hf,n
)
v(ω0,n−1gτ) |
n−1∏
i=1
gii |s− 12 dg
ho¨chstens dann ungleich Null ist, wenn gj,m+1 ∈ fn−m−1−j · Z×p ist.
Oﬀensichtlich gilt nun fu¨r g ∈ M :
g =


g11 0 · · · 0 g1,m+2 · · · g1,n−1
g22
. . .
... g2,m+2 · · · g2,n−1
. . . 0
...
...
gm+1m+1 gm+1,m+2
...
gm+2,m+2
...
. . .
...
gn−1,n−1


×
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×

1 0 · · · 0 g1,m+1
g11
0 · · · 0
1
. . .
...
g2,m+1
g22
0 · · · 0
. . . 0
...
...
...
gm,m+1
gmm
...
1
...
1
...
. . . 0
1


.
Betrachten wir zuerst den Fall, dass S = {i | gi,m+1 = 0} = ∅ ist. Sei k = maxS . Dann
gilt nach Korollar 1.4:
v(ω0,n−1gτ) = v(ω0,n−1g′udτ ′c) =
m∏
i=1,i/∈S
ψ(
gi+1,m+1
gi,m+1
)v(ω0,n−1g′′dτ ′)
wobei udτ ′c die Zerlegung von


1 0 · · · 0 g1,m+1
g11
0 · · · 0
1
. . .
...
g2,m+1
g22
0 · · · 0
. . . 0
...
...
...
gm,m+1
gmm
...
1
...
1
...
. . . 0
1


aus Korollar 1.4 ist,
g′ =


g11 0 · · · 0 g1,m+2 · · · g1,n−1
g22
. . .
... g2,m+2 · · · g2,n−1
. . . 0
...
...
gm+1m+1 gm+1,m+2
...
gm+2,m+2
...
. . .
...
gn−1,n−1


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und g′′ die Matrix ist, die beim
”
Vorbeiziehen“ von u an g′ entsteht. Es gelten die
Gaußsummen Relationen
∑
x
χ(x)ψ(
ax
f
) = χ(a−1)G(χ)
und
∫
Z
×
p
χ(x)ψ(
x
pt
)dx = 0 fu¨r t < r und Fu¨hrer von χ gleich pr ,
und also gilt
∫
χ(det(ω0,n−1))χ(
n−1∏
i=1
gii)w
((
ω0,n−1
1
)(
g
1
)
hf,n
)
× v(ω0,n−1gτ) | det(g) |s− 12 dg
=
∫
χ(gm+1,m+1)ψ(
g1,m+1
fn−m−1 )
m∏
i=1,i/∈S
ψ(
gi+1,m+1
gi,m+1
)
× ∫ χ(det(ω0,n−1)) n−1∏
i=1,i=m+1
χ(gii)w
((
ω0,n−1
1
)(
g
1
)
h′f,n
)
× v(ω0,n−1g′dτ ′) | det(g) |s− 12 dg
wobei τ und τ ′ aus der Weylgruppe sind und d eine Diagonalmatrix ist.
Weiter ist mit gi,m+1 = g
×
i,m+1 · pri :
∫
χ(gm+1,m+1)ψ(
g1,m+1
fn−m−1 )
m∏
i=1,i/∈S
ψ(
gi+1,m+1
gi,m+1
)
m+1∏
i=1,i/∈S
dgi,m+1 =
= c ·G(χ)m−k−1 ∫ χ(g×m−k−1) dg×m−k−1 ∫ ψ( g1,m+1fn−m−1 ) k−1∏
i=1,i/∈S
ψ(
gi+1,m+1
gi,m+1
)
k−1∏
i=1,i/∈S
dgi,m+1 ,
wobei c eine Konstante ist, die von der Integration u¨ber die χ(gi+1,m+1)ψ(
gi+1,m+1
gi,m+1
) her-
kommt.
Nun ist
∫
χ(g×m−k−1) dg
×
m−k−1 = 0
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und also das ganze Integral gleich Null.
Sei also nun gi,m+1 = 0 fu¨r i = 1, . . . , m+1. Dann erha¨lt man nach m -facher Anwendung
des Lemmas 1.3 und nach Korollar 1.4:
g =


g11 0 · · · 0 g1,m+2 · · · g1,n−1
g22
. . .
... g2,m+2 · · · g2,n−1
. . . 0
...
...
gm+1,m+1 gm+1,m+2
...
gm+2,m+2
...
. . . gn−2,n−1
gn−1,n−1


×


b
1
. . .
1

×N
= T ×


g11 0 · · · 0 g1,m+2 · · · g1,n−1
g22
. . .
... g′2,m+2 · · · g′2,n−1
. . . 0
...
...
gm+1,m+1 g
′
m+1,m+2
...
gm+2,m+2
...
. . . g′n−2,n−1
gn−1,n−1


×N ,
wobei b eine unipotente untere (m+1)×(m+1) Matrix und also T = (tij) eine unipotente
untere Dreiecksmatrix mit ti+1,i =
gi+1,m+1
gi,m+1
fu¨r i = 1, . . . , m ist, was sofort aus Korollar
1.4 folgt. N ist von der Form Diagonalmatrix · Permutationsmatrix · Matrix aus der
Iwahorigruppe.
Sei nun fu¨r die weitere Rechnung gi,m+1 = g
×
i,m+1 · pri mit g×i,m+1 ∈ Z×p und f = pr .
Da g aus Zn−1 ist, und wir also die obige Zerlegung nur bei der Whittakerfunktion v
durchfu¨hren mu¨ssen, wird das Integral zu
∫
χ(det(ω0,n−1))χ(
n−1∏
i=1
gii)ψ(
g11
fn−1 )
n−1∏
j=m+1
ψ(
g1j
fn−j )
m+1∏
j=1
ψ(
gj+1,m+1
gj,m+1
)
× w
((
ω0,n−1 0
0 1
)(
g′ 0
0 1
)
h′f,n
)
v(ω0,n−1g′Nτ) |
n−1∏
i=1
gii |s− 12 dg =
39
=
∫
χ(gm+1,m+1)ψ(
g1,m+1
fn−m−1 )
m+1∏
j=1
ψ(
gj+1,m+1
gj,m+1
)
m+1∏
j=1
dgj,m+1
× ∫ χ(det(ω0,n−1))χ( n−1∏
i=1,i=m+1
gii)ψ(
g11
fn−1 )
n−1∏
j=m+2
ψ(
g1j
fn−j )
× w
((
ω0,n−1 0
0 1
)(
g′ 0
0 1
)
h′f,n
)
v(ω0,n−1g′Nτ) |
n−1∏
i=1
gii |s− 12
∏
1≤i,j≤n−1,j =m+1
dgij .
Nach Lemma 2.1 ist gm+1,m+1 dann von der Form g
×
m+1,m+1 · prm+1 mit g×m+1,m+1 ∈ Z×p
und rm+1 + r(2(m + 1)− n) ≥ 0 . Wegen den Gaußsummen Relationen
∑
x
χ(x)ψ(
ax
f
) = χ(a−1)G(χ)
und
∫
Z
×
p
χ(x)ψ(
x
pt
)dx = 0 fu¨r t < r und Fu¨hrer von χ gleich pr ,
folgt, dass bei
g×j+1,m+1
g×j,m+1
prj+1−rj der Exponent rj+1 − rj ≤ −r sein muss.
Also erha¨lt man folgende Ungleichungen:


(n− (m + 1))r − r1 ≥ r
ri − ri+1 ≥ r fu¨r i = 1, · · · , m
rm+1 + (2(m + 1)− n)r ≥ 0
.
Es genu¨gt nun zu zeigen, dass
ri = (n−m− 1− i)r
ist. Dies ergibt sich folgendermaßen:
Aufsummieren der ersten j Ungleichungen ergibt (n − m)r − rj ≥ j · r , woraus sich
speziell fu¨r m+1 die Ungleichung (n− (m+1))r− rm+1 ≥ (m+1)r ergibt. Hieraus und
mit der letzten Ungleichung folgt (n− 2(m+1))r ≥ rm+1 ≥ (n− 2(m+1))r und also die
Gleichheit und somit die Behauptung fu¨r i = m + 1.
Angenommen, wir wissen, dass ri = (n−m− 1− i)r ist. Dann folgt wegen ri−1− ri ≥ r
also ri−1 ≥ (n−m− i)r .
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Andererseits ist aber nach Aufsummieren der ersten i− 1 Gleichungen (n− (m+ 1))r−
ri−1 ≥ (i− 1)r und also
(n−m− i)r ≥ ri−1 .
Somit gilt ri−1 = (n−m− i)r = (n−m− 1− (i− 1))r wie behauptet. 
Aus Proposition 2.2 erha¨lt man
Korollar 2.1. Sei H := {g ∈ Zn−1 | g1j ∈ fn−j−1Z×p und gii ∈ fn−2iZ×p } . Dann gilt:
Q(Zn−1  H, hf,n, s) = 0 .
Beweis: Fu¨r g11 ist die Behauptung gerade Lemma 2.2.
Der Rest folgt durch mehrfache Anwendung der Proposition 2.2. 
2.3.2 Beweis der Proposition 2.1
Die Behauptung der Proposition wird mit Induktion nach n bewiesen, wobei die Induktion
bei n = 2 beginnt.
Wir beginnen mit der Einbettung B1 = Q
×
p
   B2 , gegeben durch b →
(
b 0
0 1
)
.
Dann ist ω0,1 = (1) , hf,2 =
(
1 f−1
0 1
)
und v : Q×p −→ C× eine Whittakerfunktion auf
Qp , also v(a) = v(a) fu¨r alle  ∈ Z×p .
Im Folgenden fu¨hren wir fu¨r ein Element a ∈ Qp folgende verku¨rzende Schreibweise ein:
Sei a = a′ · pn mit a′ ∈ Q×p so bezeichne | a |:= p−n fu¨r a = 0 und | 0 |:= 0 ein Element
aus Qp .
Somit gilt :
Q(Z1, hf , s) =
∫
Q
×
p
χ(x)w
((
x 0
0 1
)(
1 f−1
0 1
))
v(x) | x |s− 12 dx|x|
=
∫
Q
×
p
χ(x)w
((
1 x
f
0 1
)(
x 0
0 1
))
v(x) | x |s− 12 dx|x|
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=
∫
Q
×
p
χ(x)ψ(x
f
)w
((
x 0
0 1
))
v(x) | x |s− 12 dx|x|
=
∫
Q×p
χ(x)ψ(x
f
)w
((| x |−1 0
0 1
))
v(x) | x |s− 12 dx|x| (Iwahoriinvarianz)
=
∞∑
n=−∞
χ(pn)p−n(s−
1
2
)w
((
pn 0
0 1
))
v(pn)
∫
Z
×
p
χ(x)ψ(p
nx
f
) dx|x|
=
∞∑
n=0
χ(pn)p−n(s−
1
2
)w
((
pn 0
0 1
))
v(pn)
∫
Z
×
p
χ(x)ψ(p
nx
f
) dx|x| ,
wobei die letzte Gleichheit nach Lemma 2.1 wegen w
(
pn 0
0 1
)
= 0 fu¨r n < 0 gilt.
Nun gilt
∫
Z
×
p
χ(x)ψ(p
nx
f
) dx|x| =


0 fu¨r n > 0 (Relation fu¨r Gaußsummen)
| f | ·G(χ) fu¨r n = 0
=


0 fu¨r n > 0
f−1 ·G(χ) fu¨r n = 0
woraus, wie behauptet, Q(Z1, hf , s) = w
(
1 0
0 1
)
v(1)G(χ)
f
folgt.
Nun zum Induktionsschritt n− 1  n :
Wir betrachten wieder die Standardeinbettung Bn−1 ↪→ Bn , die durch (bij) = b →(
b 0
0 1
)
gegeben ist. Es gilt dann:
hf,n =


1 f 1−n
1 f 2−n
. . .
...
1 f−2
1 f−1
0 0 0 0 1


·


f 2−n 0
f 4−n 0
· · · ...
fn−4 0
fn−2 0
0 0 · · · 0 0 1


=
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=

1 f 1−n
1 f 2−n
. . .
...
1 f−2
1 f−1
0 0 · · · 0 0 1


· h′f,n .
Nach Korollar 2.1 ist das Integral Q(M,hf,n, s) , wobei
M = {b ∈ Zn−1 | b1i /∈ fn−1−iZ×p oder bii /∈ fn−2iZ×p }
ist, gleich Null. Also gilt wegen der Iwahoriinvarianz von w , wobei fn−1−jZ×p der Inte-
grationsbereich von b1j ist:
Q(Zn−1, hf,n, s) =
∫
 
n−1Q
j=1
fn−1−jZ×p ×Q
(n−1)(n−2)
2
p
!
∩Zn−1
χ(det(ω0,n−1))
n−1∏
i=1
χ(bii)
n−1∏
j=1
ψ(b1jf
j−n)
×w
((
ω0,n−1 0
0 1
)(
b 0
0 1
)
h′f,n
)
v(ω0,n−1b) |
n−1∏
i=1
bii |s− 12
Q
i≤j
dbij
n−1Q
i=1
|bii|i
∗
= | f | (n−1)(n−2)2 ∫ 
Z×p
n−1×Q
(n−1)(n−2)
2
p
!
∩Zn−1
χ(det(ω0,n−1))χ(fn−2b′11
n−1∏
j=2
bjj)
n−1∏
i=1
ψ(
b′1i
f
)
×w


(
ω0,n−1 0
0 1
)


b′11f
n−2 b′12f
n−3 · · · b′1,n−1 0
. . .
...
...
. . .
...
...
bn−1,n−1 0
1

h
′
f,n


×v

ω0,n−1


b′11f
n−2 b′12f
n−3 · · · b′1,n−1
. . .
...
. . .
...
bn−1,n−1



 | fn−2b′11
n−1∏
j=2
bjj |s− 12
Q
i≤j
dbij
|fn−2b′11|
n−1Q
i=2
|bii|i
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= | f | (n−1)(n−2)2 ∫„
Z
×
p
n−1×Q
(n−1)(n−2)
2
«
∩Zn−1
χ(det(ω0,n−1))χ(fn−2b′11
n−1∏
j=2
bjj)
n−1∏
i=1
ψ(
b′1i
f
)
×w


(
ω0,n−1 0
0 1
)


b′11f
n−2 0 0 · · · 0 0
b22 b23 · · · b2,n−1 0
. . .
...
...
. . .
...
...
bn−1,n−1 0
1


h′f,n


× v

ω0,n−1


b′11f
n−2 b′12f
n−3 · · · b′1,n−1
. . .
...
. . .
...
bn−1,n−1



 | fn−2b′11
n−1∏
j=2
bjj |s− 12
Q
i≤j
dbij
|fn−2b′11|
n−1Q
i=2
|bii|i
,
wobei das Gleichheitszeichen ∗ nach [Ta], Lemma 2.2.5, gilt, da das additive Haarmaß
benutzt wird.
Nach Korollar 1.3 erha¨lt man fu¨r v(ω0,n−1b) :
v(ω0,n−1b) = v

ω0,n−1


1
b22
b′12
f−n+3
. . .
1


×


1
− b22
b′12
f−n+3 + b23
b′13
f−n+4
. . .
b33
b13
. . .
0
. . .
...
. . .
0 1


×
44
×

1
− b23
b′13
f−n+4 + b24
b′14
f−n+5
. . .
− b33
b13
+ b34
b14
. . .
b44
b14
. . .
0
. . .
...
. . .
0 1


· · ·
×


1
− b2,n−2
b′1,n−2
f−1 + b2,n−1
b′1,n−1
. . .
...
. . .
bn−1,n−1
b1,n−1 1


×


0 0 · · · 0 1 0
1 0 · · · 0 0 ...
0 1
...
...
...
. . .
...
...
0 · · · 0 1 0 0
0 · · · · · · · · · 0 1




− b22
b′12
f − b23
b′13
f + b22
b′12
− b24
b′14
f + b23
b′13
· · · 0
− b33
b′13
f − b34
b′14
f + b33
b′13
· · · 0
. . .
...
. . .
...
1




.
Fu¨r w
((
ω0,n−1 0
0 1
)
bh′f,n
)
ergibt sich aus der Iwahoriinvarianz von w :
w
((
ω0,n−1
1
)
bh′f,n
)
=
= w


(
ω0,n−1
1
)


b′11f
n−2 0 0 · · · 0 0
b22 b23 · · · b2,n−1 ...
b33
...
. . .
...
bn−1,n−1 0
1




f 2−n 0
· · · ...
fn−2 0
0 0 1




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= w


(
ω0,n−1
1
)


1 0 0 0 · · · 0
− b22
b12
− b23
b13
· · · − b2,n−1
b1,n−1 0
− b33
b13
· · · − b3,n−1
b1,n−1 0
. . . − bn−1,n−1
b1,n−1 0
1


×


b′11f
n−2
−b12
. . .
−b1,n−1
1




0 · · · 0 f 2−n 0
... · · · 0 0
0 · · · ... ...
fn−2
... 0
0 · · · · · · 0 1




= w


(
ω0,n−1
1
)
B′


0 · · · 0 1 0
... f 4−n 0 0
0 · · · ...
fn−2 0
0 · · · · · · 0 1



 .
Wobei B′ =


1 0 0 0 · · · 0
− b22
b12
− b23
b13
· · · − b2,n−1
b1,n−1 0
− b33
b13
· · · − b3,n−1
b1,n−1
0
. . . − bn−1,n−1
b1,n−1
0
1




1
−b12
. . .
−b1,n−1
1

 ist.
Somit wird w
((
ω0,n−1 0
0 1
)
bh′f,n
)
zu
w


(
ω0,n−1
1
)
B′


1
f
. . .
f
1




0 · · · 0 1 0
... f 3−n 0
...
0 · · · ...
fn−3 0
0 · · · · · · 0 1



 =
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= w




0 · · · 0 1 0 0
... · · · 0 ...
0 · · · ... ...
1 0
... 0
0 0 1 0
0 · · · · · · 0 1




0 1 0 · · · 0 0
0
. . .
. . .
. . .
...
...
...
. . .
. . .
. . . 0
...
0
. . .
. . . 1 0
1 0 · · · 0 0 0
0 · · · · · · · · · 0 1


B′


1
f
. . .
f
1




0 0 · · · 0 1 0
1
. . .
. . . 0 0 0
0
. . .
. . .
. . .
...
...
...
. . .
. . . 0 0
...
... 0 1 0 0
0 · · · · · · 0 0 1




f 3−n 0
...
· · · ... ...
fn−3
... 0
0 · · · · · · 1 0
0 · · · · · · 0 1




= w



 ω0,n−2 1
1




− b22
b′12
f − b23
b′13
f + b22
b′12
· · · − b2,n−1
b′1,n−1
f + b2,n−2
b′1,n−2
0 0
− b33
b′13
f
...
...
...
. . .
...
...
...
bn−1,n−1
b′1,n−1
0
...
1 0
1




1 f−1 f−2 · · · f−n+3 0 0
. . .
. . .
. . .
...
...
...
. . .
. . . f−2
...
...
. . . f−1
...
...
. . . 0
...
1 0
1




f 3−n 0 0
· · · ...
fn−3 0
0 · · · 0 1 0
0 · · · · · · 0 1




.
Mit B′′ =


− b22
b′12
f − b23
b′13
f + b22
b′12
· · · − b2,n−1
b′1,n−1
f +
b2,n−2
b′1,n−2
0
− b33
b′13
f
...
...
. . .
...
...
− b3,n−1
b′1,n−1
f
...
1


folgt:
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Q(Zn−1, hf,n, s) =
∗
= | f | (n−1)(n−2)2 ∫
Z×p
n−1×
 
Q
(n−1)(n−2)
2
p
!
∩Zn−1
χ(det(ω0,n−1))χ(fn−2b′11
n−1∏
j=2
bjj)
n−1∏
i=1
ψ(
b′1i
f
)ψ( b22
b′12
f−1)
×
n−2∏
i=2
ψ(− b2i
b′1i
f−1 + b2,i+1
b′1,i+1
)w



ω0,n−2 1
1

( B′′
1
)(
h′f,n−1 0
0 1
)
× v
((
ω0,n−2
1
)
B′′
)
| fn−2b′11
n−1∏
j=2
bjj |s− 12
Q
i≤j
dbij
|fn−2b′11|1
n−1Q
i=2
|bii|i
= | f | (n−1)(n−2)2 ∫
Z×p
n−1×
 
Q
(n−1)(n−2)
2
p
!
∩Zn−1
χ(det(ω0,n−1))χ(b′11f
n−2
n−1∏
j=2
bjj)
n−1∏
i=1
ψ(
b′1i
f
)ψ( b22
b′12
f−1)
×
n−2∏
i=2
ψ( b2i
b′1i
f−1 − b2,i+1
b′1,i+1
)w



ω0,n−2 1
1

( B′′
1
)(
h′f,n−1 0
0 1
)
× v
((
ω0,n−2
1
)
B′′
)
| fn−2
n−1∏
j=2
bjj |s− 12
Q
i≤j
dbij
|fn−2|
n−1Q
i=2
|bii|i
= | f | (n−1)(n−2)2 ∫
Z
×
p
n−1×
 
Q
(n−1)(n−2)
2
p
!
∩Zn−1
χ(det(ω0,n−1))χ(−1)n−2χ(
n−1∏
j=2
− bjj
b′1j
)χ(b′11)
×
n−2∏
j=2
χ(b′1j)χ(f
n−2)
n−1∏
i=1
ψ(
b′1i
f
)ψ( b22
b′12
f−1 +
n−2∑
i=2
(− b2i
b′1i
f−1 + b2,i+1
b′1,i+1
))
×w



 ω0,n−2 1
1

( B′′
1
)(
h′f,n−1 0
0 1
) v((ω0,n−2
1
)
B′′
)
× |
n−1∏
j=2
− bjj
b′1j
f |s− 12
Q
i≤j
dbij
|fn−2|
n−1Q
i=2
|bii|i
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= | f | (n−1)(n−2)2 ∫
Zn−1p ×Q
(n−1)(n−2)
2
p
χ(det(ω0,n−2))χ(det(B′′))
n−1∏
j=1
χ(b′1j)
n−1∏
j=1
ψ(
b′1j
f
)ψ(
b′22
b′12
f−1)
×
n−2∏
i=2
ψ(− b2i
b1i
f−1 + b2,i+1
b1,i+1
)w



ω0,n−2 1
1

( B′′
1
)(
h′f,n−1 0
0 1
)
×v
((
ω0,n−2
1
)
B′′
)
| detB′′ |s− 12
Q
i≤j
dbij
|fn−2|
n−1Q
i=2
|bii|i
= | f | (n−1)(n−2)2 ∫
Z
n−1
p ×Q
(n−1)(n−2)
2
p
χ(det(ω0,n−2))χ(det(B′′))
n−1∏
j=1
χ(b′1j)
n−1∏
j=1
ψ(
b′1j
f
)ψ(− b22
b′12
f−1)
×
n−2∏
i=2
ψ( b2i
b′1i
f−1 − b2,i+1
b′1,i+1
)w



ω0,n−2 1
1

( B′′
1
)(
h′f,n−1 0
0 1
)
×v
((
ω0,n−2
1
)
B′′
)
| detB′′ |s− 12
Q
i≤j
dbij
|fn−2|
n−1Q
i=2
|bii|i
,
wobei das Gleichheitszeichen ∗ nach Seite 44, bzw. Korollar 1.3 gilt.
Also gilt mit a = − b22
b′12
f−1 +
n−2∑
i=2
(− b2,i+1
b′1,i+1
f−1 + b2i
b′1i
) wegen
B′′


1 f 2−n
1 f 3−n
. . .
...
1 f−1
1

 =


1 a
. . . ∗
. . .
...
1 ∗
1
1


B′′ :
ψ(− b22
b′12
f−1)
n−2∏
i=2
ψ(− b2,i+1
b′1,i+1
f−1 + b2i
b′1i
)w



 ω0,n−2 1
1

( B′′
1
)(
h′f,n−1 0
0 1
) =
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= w




1 ∗
. . .
...
. . . ∗
1 a
1
1



 ω0,n−2 1
1

( B′′
1
)(
h′f,n−1 0
0 1
)


= w



 ω0,n−2 1
1




1 a
. . . ∗
. . .
...
1 ∗
1
1


(
B′′
1
)(
h′f,n−1 0
0 1
)


= w



 ω0,n−2 1
1

( B′′
1
)


f 2−n
...
ωf,n−2
f−1
0 · · · · · · 0 1
1




= w



 ω0,n−2 1
1

( B′′
1
)(
hf,n−1 0
0 1
) ,
wobei die Eintra¨ge ∗ entsprechend gewa¨hlt sind, damit die vorletzte Gleichung richtig ist.
Insgesamt gilt also:
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Q(Zn−1, hf,n, s) = | f | (n−1)(n−2)2
∫
(Z×p )n−1×Q
(n−1)(n−2)
2
p
χ(det(ω0,n−2))χ(det(B′′))
n−1∏
j=1
χ(b′1j)
n−1∏
j=1
ψ(
b′1j
f
)
×w



ω0,n−2 1
1

( B′′
1
)(
hf,n−1 0
0 1
)
×v
((
ω0,n−2
1
)
B′′
)
| detB′′ |s− 12
Q
i≤j
dbij
|fn−2|
n−1Q
i=2
|bii|i
.
Nun zur Variablentransformation.
Sei nun c1j = b
′
1j und fu¨r i > 1
cij =
{ − bjj
b′1j
f fu¨r i = j
− bij
b′1j
f +
bi,j−1
b′1,j−1
fu¨r j > i .
Dann ist
∂cij
∂bkl
= ∂
∂bkl
(− bij
b′1j
f +
bi,j−1
b′1,j−1
) = 0 fu¨r k > i oder l > j und also die Jacobimatrix
D =
(
∂cij
∂bkl
)
∈ Q
n(n−1)
2
×n(n−1)
2
p
eine obere Dreiecksmatrix, mit Betrag
| det(D) |=| f | (n−1)(n−2)2 · |
n−1∏
j=2
b′j−11j |−1 .
Da die b′1j aus Z
×
p sind, ist | det(D) |=| f |
(n−1)(n−2)
2 .
Weiter ist b11 = c11f
n−2 und bii = − ciib
′
1i
f
fu¨r i > 1 . Also gilt, da die b′1i aus Z
×
p sind:
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n−1∏
i=1
| bii |−i = | c11 |−1 · | fn−2 |−1
n−1∏
i=2
| ciif−1 |−i
= | f |2−n
n−1∏
i=2
| f |i
n−1∏
j=1
| cjj |−j
= | f |1−n
n−1∏
i=1
| f |i
n−1∏
j=1
| cjj |−j
= | f |1−n| f |n(n−1)2
n−1∏
j=1
| cjj |−j
= | f |1−n| f |n(n−1)2
n−1∏
j=2
| cjj |−j ,
wobei das letzte Gleichheitszeichen wegen c11 ∈ Z×p gilt.
Somit gilt fu¨r i > 1 mit B′′ = C = (cij) :
Q(Zn−1, hf,n, s) = | f | (n−1)(n−2)2
n−1∏
j=1
∫
(Z×p )n−1
χ(b′1j)ψ(
b′1j
f
)db′1j
× ∫
Q
(n−1)(n−2)
2
p ∩Zn−2
χ(det(ω0,n−2))χ(det(C))
× w



 ω0,n−2 1
1

( C
1
)(
hf,n−1
1
)
×v
((
ω0,n−2
1
)
C
)
| det(D) |−1
× | det(C) |s− 12 | f |1−n| f |n(n−1)2
Q
1<i≤j
dcij
n−1Q
i=2
|cii|i−1
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= | f | (n−1)(n−2)2
n−1∏
j=1
∫
(Z×p )n−1
χ(b1j)ψ(
b1j
f
)db1j
× ∫
Q
(n−1)(n−2)
2
p ∩Zn−2
χ(det(ω0,n−2))χ(det(C))
× w



 ω0,n−2 1
1

( C
1
)(
hf,n−1
1
)
×v
((
ω0,n−2
1
)
C
)
| f |− (n−1)(n−2)2 | det(C) |s− 12 | f |1−n| f |n(n−1)2
Q
1<i≤j
dcij
n−1Q
i=2
|cii|i−1
= | f | (n−1)(n−2)2 · | f |n−1 · | f |1−n · | f |− (n−1)(n−2)2 · | f |n(n−1)2 G(χ)n−1
× ∫
Zn−2
χ(det(ω0,n−2))χ(det(C))
× w



 ω0,n−2 1
1

( C 0
0 1
)(
hf,n−1
1
)
×v
((
ω0,n−2
1
)
C
)
| det(C) |s− 12 dC
= | f |n(n−1)2 ·G(χ)n−1 ·Q(Zn−2, hf,n−1, s, res(w), res(v))
= f−
n(n−1)
2 ·G(χ)n−1Q(Zn−2, hf,n−1, s) ,
wobei G(χ) die u¨bliche Gaußsumme ist.
Somit folgt mit Induktion
Q(Zn−1, hf,n, s) = f−
n(n−1)
2 ·G(χ)n−1 Q(Zn−2, hf,n−1, s)
= f−
n(n−1)
2 ·G(χ)n−1 v(1)w(1)
n−2∏
i=1
f
−
iP
j=1
j
G(χ)i
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= v(1)w(1)f
−
n−1P
k=1
k(n−k)
G(χ)
n−1P
i=1
i
= v(1)w(1)f
−
n−1P
k=1
k(n−k)
G(χ)
n(n−1)
2 ,
wie behauptet. 
Aus Proposition 2.1 ergibt sich als Hauptergebnis
Satz 2.1. Ist Q(Bn−1  Zn−1, hf,n, s) = 0 , so gilt fu¨r das Zeta-Integral Q(hf,n, s) :
a) Q(hf,n, s) = c · v(1) · w(1) · f
−
n−1P
k=1
k(n−k)
G(χ)
n(n−1)
2 .
Hierbei ist c eine reelle Konstante, die vom Wechsel des Maßes der GLn−1(Qp) zu Bn−1
herkommt und in Lemma 5.4 berechnet wird.
b) Seien zusa¨tzlich v(1) und w(1) ungleich Null. Normiert man v und w zu v(1) =
w(1) = 1 , so kann das Haarmaß auf GLn(Qp) so normiert werden, dass Q(hf,n, s) =
f
−
n−1P
k=1
k(n−k)
G(χ)
n(n−1)
2
ist.
Beweis:
a) Fu¨r Q(hf,n, s) gilt:
Q(hf,n, s) =
∫
Un−1\GLn−1(Qp)
χ(det(g))w
((
g 0
0 1
)
hf,n
)
v(g) | det(g) |s− 12 dg
=
∑
ω∈Sn−1
∫
Un−1\(Un−1ωBn−1)
χ(det(g))w
((
g 0
0 1
)
hf,n
)
v(g) | det(g) |s− 12 dg
= c · ∫
Bn−1
χ(det(ω0,n−1b))w
((
ω0,n−1 0
0 1
)(
b 0
0 1
)
hf,n
)
× v(ω0,n−1b) | det(ω0,n−1b) |s− 12 db
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= c · ∫
Zn−1
χ(det(ω0,n−1b))w
((
ω0,n−1 0
0 1
)(
b 0
0 1
)
hf,n
)
× v(ω0,n−1b) | det(ω0,n−1b) |s− 12 db
= c ·Q(Zn−1, hf,n, s) ,
womit die Behauptung folgt.
b) Diese Aussage folgt direkt aus a). 
Bemerkung: Sind v und W die lokalen Whittakerfunktionen, die dem entsprechen-
den Neuvektor zugeordnet sind, so ist w(1) und v(1) nach [K-M-Sch], Proposition 4.12,
ungleich Null und Satz 2.1 b) gilt.
Der na¨chste Satz liefert ein hinreichendes Kriterium, wann Q(Bn−1  Zn−1, hf,n, s) = 0
ist.
Satz 2.2. Sind χ, χ2, . . . , χn−1 primitive, nichttriviale Charaktere mit Fu¨hrer f und so-
wohl v(1) als auch w(1) ungleich Null, so ist Q(Bn−1  Zn−1, hf,n, s) = 0 .
Beweis: In diesem Fall ist, nach geeigneter Normierung des Haarmaßes, nach [Sch],
Corollary 2.8
Q(hf,n, s) = v(1) · w(1) · f
−
n−1P
k=1
k(n−k) ·G(χ)n(n−1)2 = Q(Zn−1, hf,n, s)
und also Q(Bn−1  Zn−1, hf,n, s) = 0 . 
Bemerkung: Leider konnte nicht gezeigt werden, dass fu¨r jeden Charakter χ das Integral
Q(Bn−1  Zn−1, hf,n, s) den Wert Null hat. Allerdings legt Satz 2.2 und auch das folgende
Kapitel, in dem fu¨r n = 2, 3, 4 gezeigt wird, dass Q(Bn−1  Zn−1, hf,n, s) = 0 ist, nahe,
dass fu¨r jedes n ≥ 2 der Wert von Q(Bn−1  Zn−1, hf,n, s) = 0 und also Q(hf,n, s) =
c · v(1) · w(1) · f−
n−1P
k=1
k(n−k)
G(χ)
n(n−1)
2 ist. Dies wu¨rde eine Verscha¨rfung der wichtigsten
Sa¨tze in den Arbeiten [K-M-Sch] und [Sch] nach sich ziehen, die, nach dem folgenden
Kapitel, jetzt immerhin fu¨r n = 2, 3, 4 zutreﬀen.
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2.4 Die kleinen Fa¨lle
2.4.1 Die Einbettung 1 ↪→ 2
Im Fall 1 ↪→ 2 ist GL1(Qp) = B1 = Z1 . Also gilt der
Satz 2.3. Mit den Voraussetzungen wie bisher gilt:
Q(Z1, hf,1, s) = Q(hf,1, s) = G(χ) .
Beweis: Die Behauptung ist gerade der Induktionsanfang von Proposition 2.1. 
2.4.2 Die Einbettung 2 ↪→ 3
Lemma 2.3. Q(B2, hf,3, s) ist ho¨chstens auf der Menge
{(
a b
0 c
)
∈ GL2(Qp) |
(
1 0
b
a
f 2 1
)
ist in der Iwahorigruppe
und
(
1 b
a
0 1
)
ist nicht in der Iwahorigruppe
}
= Z2
ungleich Null.
Beweis: Es ist
(
a b
0 c
)
=
(
a 0
0 c
)
·
(
1 b
a
0 1
)
und
(
1 b
a
0 1
)
·
(
0 f−1
f 0
)
=
(
0 f−1
f 0
)
·
(
1 0
b
a
f 2 1
)
.
Außerdem gilt:
(
1 b
a
0 1
)
=
(
1 0
a
b
1
)(
0 b
a−a
b
0
)(
1 0
a
b
1
)
Demnach betrachten wir zuerst folgende Fa¨lle:
1. Fall:
(
1 b
a
0 1
)
ist in der Iwahorigruppe. In diesem Fall wird das Integral zu
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∫
χ(ac)ψ( a
f2
)ψ( b
f
)w



0 1 01 0 0
0 0 1



a 0 00 c 0
0 0 1



0 f−1 0f 0 0
0 0 1



 ×
v
((
0 1
1 0
)(
a 0
0 c
))
| ac |s− 12 | a |−1| c |−2 da db dc
=
∫
χ(ac)ψ( a
f2
)ψ( b
f
)w



0 1 01 0 0
0 0 1



| a |−1 0 00 | c |−1 0
0 0 1



0 f−1 0f 0 0
0 0 1



 ×
v
((
0 1
1 0
)(| a |−1 0
0 | c |−1
))
| ac |s− 12 | a |−1| c |−2 da db dc
=
∞∑
i=−∞
χ(pi)p2i
∫
Z
×
p
χ(c)dc ×
∫
χ(a)ψ( a
f2
)ψ( b
f
)w



0 1 01 0 0
0 0 1



| a |−1 0 00 pi 0
0 0 1



0 f−1 0f 0 0
0 0 1



 ×
v
((
0 1
1 0
)(| a |−1 0
0 pi
))
| api |s− 12 | a |−1 da db
= 0 .
Letzteres wegen
∫
Z
×
p
χ(c)dc = 0.
2. Fall:
(
1 0
b
a
f 2 1
)
ist nicht in der Iwahorigruppe.
Analog zum ersten Fall gilt:
∫
χ(ac)ψ( a
f2
)ψ( b
f
)w



0 1 01 0 0
0 0 1



a 0 00 c 0
0 0 1



0 ba 0a
b
0 0
0 0 1



0 f−1 0f 0 0
0 0 1




× v
((
0 1
1 0
)(
a 0
0 c
)(
0 b
a
a
b
0
))
| ac |s− 12 | a |−1| c |−2 da db dc
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=
∫
χ(ac)ψ( a
f2
)ψ( b
f
)
× w



0 1 01 0 0
0 0 1



| a |−1 0 00 | c |−1 0
0 0 1



 0 | ba |−1 0| a
b
|−1 0 0
0 0 1



0 f−1 0f 0 0
0 0 1




× v
((
0 1
1 0
)(| a |−1 0
0 | c |−1
)(
0 | b
a
|−1
| a
b
|−1 0
))
| ac |s− 12 | a |−1| c |−2 da db dc
=
∞∑
i=−∞
χ(pi)p2i
∫
Z
×
p
χ(c)dc
× ∫ χ(a)ψ( a
f2
)ψ( b
f
)w



 0 | ab |−1 pif−1 0| b |−1 f 0 0
0 0 1




× v
((| a
b
|−1 pi 0
0 | b |−1
))
| api |s− 12 | a |−1 da db
= 0 .
Letzteres wieder wegen
∫
Z
×
p
χ(c)dc = 0.
Somit ist das Integral ho¨chstens dann ungleich Null, wenn
(
1 b
a
0 1
)
nicht in der Iwahori-
gruppe und
(
1 0
b
a
f 2 1
)
in der Iwahorigruppe ist.
Somit ergibt sich folgendes
Korollar 2.2. Fu¨r die Einbettung 2 ↪→ 3 ist Q(hf,3, s) = Q(B2, hf,3, s) = f−4G(χ)3 .
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2.4.3 Die Einbettung 3 ↪→ 4
Lemma 2.4. Das Integral Q(B3, hf,4, s) ist ho¨chstens auf der Menge



 a b c0 d e
0 0 g

 ∈ GL3(Qp) |

 1 0 0e
d
f 2 1 0
c
a
f 4 b
a
f 2 1

 ist in der Iwahorigruppe
und

 1 ba ca0 1 e
d
0 0 1

 ist nicht in der Iwahorigruppe

 = Z3
ungleich Null.
Beweis: Wie im Fall 2 ↪→ 3 ergeben sich mehrere Fa¨lle, in denen die mo¨glichen Zerle-
gungen der Matrix

 a b c0 d e
0 0 g


betrachtet werden. Im folgenden sei f = pr und wir bezeichnen hf,4 kurz mit hf . Weiter
wird fu¨r eine Menge M mit M c das Komplement der Menge M in der Menge der oberen
Dreiecksmatrizen bezeichnet.
Bevor wir zum eigentlichen Beweis von Lemma 2.4 kommen geben wir eine kurze U¨bersicht
u¨ber die mo¨glichen Fa¨lle.
In Fall 1 und Fall 2 wird gezeigt, dass Q(M,hf , s) = 0 ist, wobei M die Menge der oberen
Dreiecksmatrizen

 a b c0 d e
0 0 g

 ist, fu¨r die zusa¨tzlich gilt, dass entweder

 1 ba 00 1 0
0 0 1


in der Iwahorigruppe ist, oder

 1 0 00 1 0
0 b
a
f 2 1

 nicht in der Iwahorigruppe ist.
In Fall 3 wird gezeigt, dass Q(M ′, hf , s) = 0 ist, wobei M ′ die Menge alle Matrizen aus
M c ist, fu¨r die zusa¨tzlich gilt, dass

 1 0 ca0 1 0
0 0 1

 in der Iwahorigruppe ist. Hier ergeben
sich mehrere Unterfa¨lle, die im Laufe des Beweises behandelt werden.
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In Fall 4.1 wird gezeigt, dass Q(M ′′, hf , s) = 0 ist, wobei M ′′ die Menge alle Matrizen aus
M c ist, fu¨r die zusa¨tzlich gilt, dass

 1 0 00 1 0
c
a
f 4 0 1

 nicht in der Iwahorigruppe ist. Wie
im Fall 3 ergeben sich, je nach dem Verhalten der restlichen Eintra¨ge mehrere Unterfa¨lle,
die gesondert behandelt werden mu¨ssen.
Im Fall 5.1 zeigt sich ,dass Q(M ′′′, hf , s) = 0 ist, wobei M ′′′ die Menge alle Matrizen aus
(M ′ ∪M ′′)c ist, fu¨r die zusa¨tzlich gilt, dass

 1 0 00 1 e
d
0 0 1

 in der Iwahorigruppe ist.
Im Fall 5.2 zeigt sich ,dass Q(M ′′′′, hf , s) = 0 ist, wobei M ′′′′ die Menge alle Matrizen
aus M ′′′c ist, fu¨r die zusa¨tzlich gilt, dass

 1 0 0e
d
f 2 1 0
0 0 1

 nicht in der Iwahorigruppe ist.
Hiermit ist gezeigt, dass Q(Zc3, hf , s) = 0 ist und also die Behauptung von Lemma 2.4.
Kommen wir also jetzt zum eigentlichen Beweis:
Fall 1: Sei M1 :=



 a b c0 d e
0 0 g

 |

 1 ba 00 1 0
0 0 1

 ist in der Iwahorigruppe

 . Ist die Ma-
trix

 1 ba 00 1 0
0 0 1

 in der Iwahorigruppe, dann ist auch die Matrix

 0 0 f−20 1 0
f 2 0 0


−1
 1 ba 00 1 0
0 0 1



 0 0 f−20 1 0
f 2 0 0

 =

 1 0 00 1 0
0 b
a
f 2 1


aus der Iwahorigruppe. Also wird das Integral Q(M1, hf , s) wegen der Rechtsinvarianz
unter der Iwahorigruppe zu
∫
M1
χ(adg)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 c 0
0 d e 0
0 0 g 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




× v



 0 0 10 1 0
1 0 0



 a 0 c0 d e
0 0 g



 | adg |s− 12 | a |−1| d |−2| g |−3 dadbdcdddedg
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=
∑
−∞<i<∞
χ(pi)
∫
Z
×
p
χ(d)dd
∫
χ(ag)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)
× w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 c 0
0 pi e 0
0 0 g 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




× v



 0 0 10 1 0
1 0 0



 a 0 c0 pi e
0 0 g



 | agpi |s− 12 | a |−1| d |−2| g |−3 dadbdcdedg ,
was wegen
∫
Z
×
p
χ(d)dd = 0 gleich Null ist.
Fall 2: Sei M2 :=



 a b c0 d e
0 0 g

 |

 1 0 00 1 0
0 b
a
f 2 1

 ist nicht in der Iwahorigruppe

 .
Mit

 1 0 00 1 0
0 b
a
f 2 1

 ist auch die Matrix

 1 ba 00 1 0
0 0 1

 nicht in der Iwahorigruppe.
Weiter gilt zuna¨chst

 a b c0 d e
0 0 g

 =

 a 0 c0 d e
0 0 g



 1 ba 00 1 0
0 0 1


=

 a 0 c0 d e
0 0 g



 1 0 0a
b
1 0
0 0 1



 0 ba 0−a
b
0 0
0 0 1



 1 0 0a
b
1 0
0 0 1


=

 1 0 0d
b
1 0
0 0 1



 a 0 c0 d e− cd
b
0 0 g



 0 ba 0−a
b
0 0
0 0 1



 1 0 0a
b
1 0
0 0 1


und das Integral Q(M2, hf , s) wird, wegen der Rechtsinvarianz unter der Iwahorigruppe
zu
61
∫
M2
χ(adg)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)
× w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 c 0
0 d e− cd
b
0
0 0 g 0
0 0 0 1




0 b
a
0 0
a
b
0 0 0
0 0 1 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




× v



 0 0 10 1 0
1 0 0



 a 0 c0 d e− cd
b
0 0 g



 0 ba 0a
b
0 0
0 0 1



 | adg |s− 12
× | a |−1| d |−2| g |−3 dadbdcdddedg .
Nach einer Variablentransformation e → e− cd
b
wird das Integral zu
∑
−∞<i<∞
χ(pi)p2i
∫
Z×p
χ(d)dd
∫
χ(ag)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)
× w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 c 0
0 pi e 0
0 0 g 0
0 0 0 1




0 b
a
0 0
a
b
0 0 0
0 0 1 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




× v



 0 0 10 1 0
1 0 0



 a 0 c0 pi e
0 0 g



 0 ba 0a
b
0 0
0 0 1



 | agpi |s− 12
× | a |−1| g |−3 dadbdcdedg ,
wobei das zweite Integral nicht mehr von d abha¨ngt und also der ganze Ausdruck wegen∫
Z×p
χ(d)dd = 0 gleich Null ist.
Also ist Q(M1 ∪M2, hf , s) = 0 .
Fall 3: Wir betrachten nun die Menge
M3 := (M1 ∪M2)c ∩



 a b c0 d e
0 0 g

 |

 1 0 ca0 1 0
0 0 1

 ist in der Iwahorigruppe

 ,
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wobei (M1 ∪M2)c das Komplement von M1 ∪M2 in B3 bezeichnet.
Da mit

 1 0 ca0 1 0
0 0 1

 auch

 1 0 00 1 0
c
a
f 4 0 1

 in der Iwahorigruppe ist, wird das Integral
Q(M3, hf , s) zu
∫
M3
χ(adg)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a b 0 0
0 d e 0
0 0 g 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




× v



 0 0 10 1 0
1 0 0



 a b 00 d e
0 0 g



 | adg |s− 12 | a |−1| d |−2| g |−3 dadbdcdddedg
=
∫
M3
χ(adg)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)ψ(d
b
)
× w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 0 0
0 d e 0
0 0 g 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




× v



 0 0 10 1 0
1 0 0



 a 0 00 d e
0 0 g



 0 ba 0a
b
0 0
0 0 1



 | adg |s− 12
× | a |−1| d |−2| g |−3 dadbdcdddedg .
Jetzt gibt es drei Unterfa¨lle:
Fall 3.1: Sei
M3.1 :=



 a b c0 d e
0 0 g

 |

 1 0 ba ed0 1 0
0 0 1

 und

 1 0 0e
d
f 2 1 0
0 0 1

 sind in der Iwahorigruppe

 ∩M3 .
Nach Fall 1 und Fall 2 ist dann
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Q(M3.1, hf , s) =
∫
M3.1
χ(adg)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)ψ(d
b
)
w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 0 0
0 d 0 0
0 0 g 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




1 0 0 0
e
d
f 2 1 0 0
0 0 1 0
0 0 0 1




v



 0 0 10 1 0
1 0 0



 a 0 00 d 0
0 0 g



 0 ba 0a
b
0 0
0 0 1



 | adg |s− 12
| a |−1| d |−2| g |−3 dadbdcdddedg
=
∑
−∞<i<∞
χ(pi)p3i
∫
Z
×
p
χ(g)dg
∫
χ(ad)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)ψ(d
b
)
w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 0 0
0 d 0 0
0 0 pi 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




v



 0 0 10 1 0
1 0 0



 a 0 00 d 0
0 0 pi



 0 ba 0a
b
0 0
0 0 1



 | adpi |s− 12
| a |−1| d |−2 dadbdcddde ,
was wegen
∫
Z
×
p
χ(g)dg = 0 Null ist.
Fall 3.2: Sei
M3.2 :=



 a b c0 d e
0 0 g

 |

 1 0 ba ed0 1 0
0 0 1

 und

 1 0 0e
d
f 2 1 0
0 0 1

 sind nicht in der Iwahorigruppe

 ∩M3 .
Dann wird das Integral Q(M3.2, hf , s) zu
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∫
M3.2
χ(adg)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)ψ(d
b
)
w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 0 0
0 d 0 0
0 0 g 0
0 0 0 1




1 0 0 0
0 0 e
d
0
0 d
e
0 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




v



 0 0 10 1 0
1 0 0



 a 0 00 d 0
0 0 g



 1 0 00 0 e
d
0 d
e
0



 0 ba 0a
b
0 0
0 0 1



 | adg |s− 12
× | a |−1| d |−2| g |−3 dadbdcdddedg
=
∑
−∞<i<∞
χ(pi)
∫
Z
×
p
χ(g)dg
∫
χ(ad)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)ψ(d
b
)
w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 0 0
0 d 0 0
0 0 pi 0
0 0 0 1




1 0 0 0
0 0 e
d
0
0 d
e
0 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




v



 0 0 10 1 0
1 0 0



 a 0 00 d 0
0 0 pi



 1 0 00 0 e
d
0 d
e
0



 0 ba 0a
b
0 0
0 0 1



 | adpi |s− 12
× | a |−1| d |−2| pi |−3 dadbdcdddedg
was wegen
∫
Z
×
p
χ(g)dg = 0 Null ist.
Fall 3.3: Sei
M3.3 :=



 a b c0 d e
0 0 g

 |

 1 0 ba ed0 1 0
0 0 1

 ist nicht in der Iwahorigruppe und

 1 0 0e
d
f 2 1 0
0 0 1

 ist in der Iwahorigruppe

 ∩M3 .
Dann wird das Integral Q(M3.3, hf , s) zu
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∫
M3.3
χ(adg)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)ψ(d
b
)ψ(g
e
)
w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 0 0
0 d 0 0
0 0 g 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




v



 0 0 10 1 0
1 0 0



 a 0 00 d 0
0 0 g



 1 0 00 0 e
d
0 d
e
0



 0 ba 0a
b
0 0
0 0 1



 | adg |s− 12
× | a |−1| d |−2| g |−3 dadbdcdddedg
=
∑
−∞<i<∞
∑
−∞<j<∞
χ(pi+j)
∫
Z
×
p ×Z×p
χ(g)ψ(g
e
pj−i)dedg
∫
χ(ad)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)ψ(d
b
)
w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 0 0
0 d 0 0
0 0 g 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




v



 0 0 10 1 0
1 0 0



 a 0 00 d 0
0 0 g



 1 0 00 0 pi
d
0 d
pi
0



 0 ba 0a
b
0 0
0 0 1



 | adpj |s− 12
× | a |−1| d |−2| pj |−3 dadbdcdd .
Weiter ist
∫
Z
×
p ×Z×p
χ(g)ψ(g
e
pj−i)dedg = 0 fu¨r j − i > −r , und fu¨r j − i ≤ −r gilt:
∫
Z×p ×Z×p
χ(g)ψ(
g
e
pj−i)dedg = c ·G(χ)
∫
Z×p
χ(e)de = 0 .
Hierbei ist c eine Konstante und G(χ) die u¨bliche Gaußsumme zum Charakter χ . Ins-
gesamt folgt also, dass das Integral Null ist.
Hieraus ergibt sich, dass das Integral ho¨chstens auf dem Komplement der Menge M3 =
M3.1 ∪M3.2 ∪M3.3 in B3 , also auf der Menge
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M4 := M
c
3  (M1 ∪M2) =



 a b c0 d e
0 0 g

 |

 1 ba 00 1 0
0 0 1

 und

 1 0 ca0 1 0
0 0 1

 sind
nicht in der Iwahorigruppe und

 1 0 0b
a
f 2 1 0
0 0 1

 ist in der Iwahorigruppe

 ,
ungleich Null ist.
Auf M4 gilt nun nach dem Vorher gezeigten:
Q(M4, hf , s) =
∫
χ(adg)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)ψ(d
b
)ψ((e− cd
b
)c−1)
× w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 c 0
0 d e 0
0 0 g 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




× v



 0 0 10 1 0
1 0 0



 a 0 00 d e− cd
b
0 0 g



 0 0 ca0 1 0
a
c
0 0



 0 ba 0a
b
0 0
0 0 1




× | adg |s− 12 | a |−1| d |−2| g |−3 dadbdcdddedg .
Nun betrachten wir, je nach dem Verhalten der Eintra¨ge c, e und e − cd
b
, die folgenden
Fa¨lle:
Fall 4.1: Sei
M4.1 := M4 ∩



 a b c0 d e
0 0 g

 |

 1 0 00 1 0
c
a
f 4 0 1

 ist nicht in der Iwahorigruppe

 .
Dann ist
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Q(M4.1, hf , s) =
∫
χ(adg)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)ψ(d
b
)ψ((e− cd
b
)c−1)ψ( e
c
)
× w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 0 0
0 d e 0
0 0 g 0
0 0 0 1




0 0 c
a
0
0 1 0 0
a
c
0 0 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




× v



 0 0 10 1 0
1 0 0



 a 0 00 d e− cd
b
0 0 g



 0 0 ca0 1 0
a
c
0 0



 0 ba 0a
b
0 0
0 0 1




× | adg |s− 12 | a |−1| d |−2| g |−3 dadbdcdddedg
=
∫
χ(adg)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)
× w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 0 0
0 d e 0
0 0 g 0
0 0 0 1




0 0 c
a
0
0 1 0 0
a
c
0 0 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




× v



 0 0 10 1 0
1 0 0



 a 0 00 d e− cd
b
0 0 g



 0 0 ca0 1 0
a
c
0 0



 0 ba 0a
b
0 0
0 0 1




× | adg |s− 12 | a |−1| d |−2| g |−3 dadbdcdddedg .
Es gilt nun:

 1 0 00 1 e
d
0 0 1



 0 0 ca0 1 0
a
c
0 0



 0 0 f−20 1 0
f 2 0 0

 =
=

 0 0 ca0 1 0
a
c
0 0



 0 0 f−20 1 0
f 2 0 0



 1 0 00 1 ae
cd
f−2
0 0 1


und

 1 0 00 1 e
d
− c
b
0 0 1



 0 0 ca0 1 0
a
c
0 0



 0 ba 0a
b
0 0
0 0 1

 =
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=
 0 0 ca0 1 0
a
c
0 0



 0 ba 0a
b
0 0
0 0 1



 1 ba( becd − 1) 00 1 0
0 0 1


und also sind vier weitere Unterfa¨lle zu betrachten:
Fall 4.1.1: Sei
M4.1.1 := M4.1 ∩



 a b c0 d e
0 0 g

 |

 1 0 00 1 ae
cd
f−2
0 0 1

 und

 1 ba( becd − 1) 00 1 0
0 0 1

 sind in der Iwahorigruppe

 .
Dann ist
Q(M4.1.1, hf , s) =
∫
M4.1.1
χ(adg)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)
× w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 0 0
0 d 0 0
0 0 g 0
0 0 0 1




0 0 c
a
0
0 1 0 0
a
c
0 0 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




× v



 0 0 10 1 0
1 0 0



 a 0 00 d 0
0 0 g



 0 0 ca0 1 0
a
c
0 0



 0 ba 0a
b
0 0
0 0 1




× | adg |s− 12 | a |−1| d |−2| g |−3 dadbdcdddedg
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=
∑
−∞<i<∞
χ(pi)
∫
Z
×
p
χ(g) dg
∫
χ(ad)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)
× w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 0 0
0 d 0 0
0 0 pi 0
0 0 0 1




0 0 c
a
0
0 1 0 0
a
c
0 0 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




× v



 0 0 10 1 0
1 0 0



 a 0 00 d 0
0 0 pi



 0 0 ca0 1 0
a
c
0 0



 0 ba 0a
b
0 0
0 0 1




× | adg |s− 12 | a |−1| d |−2| pi |−3 dadbdcddde
= 0
da das zweite Integral nicht von g abha¨ngt und
∫
Z×p
χ(g) dg = 0
ist.
Fall 4.1.2: Sei
M4.1.2 := M4.1 ∩



 a b c0 d e
0 0 g

 |

 1 0 00 1 ae
cd
f−2
0 0 1

 ist in der Iwahorigruppe und

 1 ba( becd − 1) 00 1 0
0 0 1

 ist nicht in der Iwahorigruppe

 .
Dann ist
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Q(M4.1.2, hf , s) =
∫
M4.1.1
χ(adg)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)ψ(g(e− cd
b
)−1)
× w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 0 0
0 d 0 0
0 0 g 0
0 0 0 1




0 0 c
a
0
0 1 0 0
a
c
0 0 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




× v



 0 0 10 1 0
1 0 0



 a 0 00 d 0
0 0 g



 1 0 00 0 e
d
− c
b
0 ( e
d
− c
b
)−1 0



 0 0 ca0 1 0
a
c
0 0



 0 ba 0a
b
0 0
0 0 1




× | adg |s− 12 | a |−1| d |−2| g |−3 dadbdcdddedg
Nach der Variablentransformation e
d
− c
b
→ e gilt wie im Fall 3.3, dass
Q(M4.1.2, hf , s) =
=
∑
−∞<i<∞
∑
−∞<j<∞
χ(pi+j)
∫
Z×p ×Z×p
χ(g)ψ(g
e
pj−i)dedg
∫
χ(ad)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)ψ(d
b
)
w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 0 0
0 d 0 0
0 0 g 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




v



 0 0 10 1 0
1 0 0



 a 0 00 d 0
0 0 g



 1 0 00 0 pi
d
0 d
pi
0



 0 ba 0a
b
0 0
0 0 1



 | adpj |s− 12
× | a |−1| d |−2| pj |−3 dadbdcdd
ist und analog also
∫
Z×p ×Z×p
χ(g)ψ(g
e
pj−i)dedg = 0 fu¨r j − i > −r , und
∫
Z×p ×Z×p
χ(g)ψ(
g
e
pj−i)dedg = c ·G(χ)
∫
Z×p
χ(e)de = 0 .
fu¨r j − i ≤ −r .
Hierbei ist c wieder eine Konstante und G(χ) die u¨bliche Gaußsumme zum Charakter
χ . Insgesamt folgt also, dass das Integral Null ist.
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Kommen wir nun zu
Fall 4.1.3: Sei
M4.1.3 := M4.1 ∩



 a b c0 d e
0 0 g

 |

 1 0 00 1 ae
cd
f−2
0 0 1

 ist nicht in der Iwahorigruppe und

 1 ba( becd − 1) 00 1 0
0 0 1

 ist in der Iwahorigruppe

 .
Dann gilt:
Q(M4.1.3, hf , s) =
∫
M4.1.3
χ(adg)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)ψ(g
e
)
× w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 0 0
0 d 0 0
0 0 g 0
0 0 0 1




1 0 0 0
0 0 e
d
0
0 d
e
0 0
0 0 0 1


×


0 0 c
a
0
0 1 0 0
a
c
0 0 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




× v



 0 0 10 1 0
1 0 0



 a 0 00 d 0
0 0 g



 0 0 ca0 1 0
a
c
0 0



 0 ba 0a
b
0 0
0 0 1




× | adg |s− 12 | a |−1| d |−2| g |−3 dadbdcdddedg
72
=
∑
−∞<i<∞
χ(pi)
∫
Z
×
p
χ(d) dd
∫
χ(ag)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)ψ(g
e
)
× w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 0 0
0 pi 0 0
0 0 g 0
0 0 0 1




1 0 0 0
0 0 e
pi
0
0 p
i
e
0 0
0 0 0 1


×


0 0 c
a
0
0 1 0 0
a
c
0 0 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




× v



 0 0 10 1 0
1 0 0



 a 0 00 pi 0
0 0 g



 0 0 ca0 1 0
a
c
0 0



 0 ba 0a
b
0 0
0 0 1




× | apig |s− 12 | a |−1| pi |−2| g |−3 dadbdcdddedg
= 0
wegen
∫
Z
×
p
χ(d) dd = 0 .
Weiter mit
Fall 4.1.4: Sei
M4.1.4 := M4.1 ∩



 a b c0 d e
0 0 g

 |

 1 0 00 1 ae
cd
f−2
0 0 1

 und

 1 ba( becd − 1) 00 1 0
0 0 1

 sind nicht in der Iwahorigruppe

 .
Hier ist
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Q(M4.1.4, hf , s) =
∫
M4.1.4
χ(adg)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)ψ(g
e
)ψ(g(e− cd
b
)−1)
× w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 0 0
0 d 0 0
0 0 g 0
0 0 0 1




1 0 0 0
0 0 e
d
0
0 d
e
0 0
0 0 0 1


×


0 0 c
a
0
0 1 0 0
a
c
0 0 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




× v



 0 0 10 1 0
1 0 0



 a 0 00 d 0
0 0 g



 1 0 00 0 e
d
− c
b
0 ( e
d
− c
b
)−1 0


×

 0 0 ca0 1 0
a
c
0 0



 0 ba 0a
b
0 0
0 0 1




× | adg |s− 12 | a |−1| d |−2| g |−3 dadbdcdddedg
=
∫
M4.1.4
χ(adg)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)ψ(−g cdeb
e− cd
eb
)
× w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 0 0
0 d 0 0
0 0 g 0
0 0 0 1




1 0 0 0
0 0 e
d
0
0 d
e
0 0
0 0 0 1


×


0 0 c
a
0
0 1 0 0
a
c
0 0 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




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× v



 0 0 10 1 0
1 0 0



 a 0 00 d 0
0 0 g



 1 0 00 0 e
d
− c
b
0 ( e
d
− c
b
)−1 0


×

 0 0 ca0 1 0
a
c
0 0



 0 ba 0a
b
0 0
0 0 1




× | adg |s− 12 | a |−1| d |−2| g |−3 dadbdcdddedg
= G(χ)
∑
−∞<i<∞
χ(pi)
∫
χ(ad)χ( eb
cd
− 1)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)
× w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 0 0
0 d 0 0
0 0 pi 0
0 0 0 1




1 0 0 0
0 0 e
d
0
0 d
e
0 0
0 0 0 1


×


0 0 c
a
0
0 1 0 0
a
c
0 0 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




× v



 0 0 10 1 0
1 0 0



 a 0 00 d 0
0 0 pi



 1 0 00 0 e
d
− c
b
0 ( e
d
− c
b
)−1 0


×

 0 0 ca0 1 0
a
c
0 0



 0 ba 0a
b
0 0
0 0 1




× | adg |s− 12 | a |−1| d |−2| pi |−3 dadbdcddde
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= G(χ)
∑
−∞<i<∞
χ(pi)
∫ ∑
−∞<j<∞
χ(pj)χ(a)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)
∫
Z
×
p
χ( eb
c
− d) dd
× w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 0 0
0 pj 0 0
0 0 pi 0
0 0 0 1




1 0 0 0
0 0 e
pj
0
0 p
j
e
0 0
0 0 0 1


×


0 0 c
a
0
0 1 0 0
a
c
0 0 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




× v



 0 0 10 1 0
1 0 0



 a 0 00 pj 0
0 0 pi



 1 0 00 0 e
pj
− c
b
0 ( e
pj
− c
b
)−1 0


×

 0 0 ca0 1 0
a
c
0 0



 0 ba 0a
b
0 0
0 0 1




× | adg |s− 12 | a |−1| pj |−2| pi |−3 dadbdcde
= 0 ,
wobei die letzte Gleichheit wegen
∫
Z
×
p
χ(
eb
c
− d) dd = 0
gilt.
Insgesamt folgt also, dass mit
M5 :=



 a b c0 d e
0 0 g

 |

 1 ba 00 1 0
0 0 1

 und

 1 0 ca0 1 0
0 0 1

 sind nicht in der
Iwahorigruppe und

 1 0 0b
a
f 2 1 0
0 0 1



 1 0 00 1 0
c
a
f 4 0 1

 sind in der Iwahorigruppe

 ,
das Integral Q(M c5 , h, f, s) = 0 ist.
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Wir mu¨ssen uns also jetzt noch um den Eintrag e ku¨mmern.
Fall 5.1: Sei
M5.1 := M5 ∩



 a b c0 d e
0 0 g

 |

 1 0 00 1 e
d
0 0 1

 ist in der Iwahorigruppe

 .
Dann ist auch

 1 0 0e
d
f 2 1 0
0 0 1

 in der Iwahorigruppe.
Außerdem ist

 a b c0 d e
0 0 g

 =

 a b c− bed0 d 0
0 0 g



 1 0 00 1 e
d
0 0 1

 und also gilt
Q(M5.1, hf , s) =
∫
M5.1
χ(adg)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)
× w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 0 0
0 d 0 0
0 0 g 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




× v



 0 0 10 1 0
1 0 0



 a b c− bed0 d 0
0 0 g




× | adg |s− 12 | a |−1| d |−2| g |−3 dadbdcdddedg
=
∫
M5.1
χ(adg)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)ψ(d
b
)
× w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 0 0
0 d 0 0
0 0 g 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




× v



 0 0 10 1 0
1 0 0



 a 0 c− bed0 d e− cd
b
0 0 g



 0 ba 0a
b
0 0
0 0 1




× | adg |s− 12 | a |−1| d |−2| g |−3 dadbdcdddedg
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Jetzt gibt es wieder vier Unterfa¨lle.
Fall 5.1.1: Sei
M5.1.1 := M5.1 ∩



 a b c0 d e
0 0 g

 |

 1 0 ba( ed − cb)0 1 0
0 0 1


und

 1 0 00 1 a
b
( c
a
− be
ad
)
0 0 1

 sind in der Iwahorigruppe

 .
Dann ist
Q(M5.1.1, hf , s) =
∫
M5.1.1
χ(adg)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)ψ(d
b
)
× w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 0 0
0 d 0 0
0 0 g 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




× v



 0 0 10 1 0
1 0 0



 a 0 00 d 0
0 0 g



 0 ba 0a
b
0 0
0 0 1




× | adg |s− 12 | a |−1| d |−2| g |−3 dadbdcdddedg
=
∑
−∞<i<∞
χ(pi)
∫
Z
×
p
χ(g) dg
∫
χ(ad)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)ψ(d
b
)
× w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 0 0
0 d 0 0
0 0 pi 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




× v



 0 0 10 1 0
1 0 0



 a 0 00 d 0
0 0 pi



 0 ba 0a
b
0 0
0 0 1




× | adpi |s− 12 | a |−1| d |−2| pi |−3 dadbdcddde
= 0
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wegen
∫
Z
×
p
χ(g) dg = 0.
Fall 5.1.2: Sei
M5.1.2 := M5.1 ∩



 a b c0 d e
0 0 g

 |

 1 0 ba( ed − cb)0 1 0
0 0 1

 ist in der Iwahorigruppe
und

 1 0 00 1 a
b
( c
a
− be
ad
)
0 0 1

 ist nicht in der Iwahorigruppe

 .
Dann ist
Q(M5.1.2, hf , s) =
∫
M5.1.2
χ(adg)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)ψ(d
b
)
× w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 0 0
0 d 0 0
0 0 g 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




× v



 0 0 10 1 0
1 0 0



 a 0 c− bed0 d 0
0 0 g



 0 ba 0a
b
0 0
0 0 1




× | adg |s− 12 | a |−1| d |−2| g |−3 dadbdcdddedg
=
∫
χ(adg)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)ψ(d
b
)
× w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 0 0
0 d 0 0
0 0 g 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




× v



 0 0 10 1 0
1 0 0



 1 0 00 1 0
g(c− be
d
)−1 0 1



 a 0 00 d 0
0 0 g


×

 0 0 a−1(c− bed )0 1 0
a(c− be
d
)−1 0 1



 0 ba 0a
b
0 0
0 0 1




× | adg |s− 12 | a |−1| d |−2| g |−3 dadbdcdddedg
79
=
∫
χ(adg)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)ψ(d
b
)
× w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 0 0
0 d 0 0
0 0 g 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




× v



 0 0 10 1 0
1 0 0



 a 0 00 d 0
0 0 g


×

 0 0 a−1(c− bed )0 1 0
a(c− be
d
)−1 0 1



 0 ba 0a
b
0 0
0 0 1




× | adg |s− 12 | a |−1| d |−2| g |−3 dadbdcdddedg
=
∑
−∞<i<∞
χ(pi)
∫
Z
×
p
χ(g) dg
∫
χ(ad)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)ψ(d
b
)
× w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 0 0
0 d 0 0
0 0 pi 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




× v



 0 0 10 1 0
1 0 0



 a 0 00 d 0
0 0 pi


×

 0 0 a−1(c− bed )0 1 0
a(c− be
d
)−1 0 1



 0 ba 0a
b
0 0
0 0 1




× | adpi |s− 12 | a |−1| d |−2| pi |−3 dadbdcdddedg
= 0
wieder wegen
∫
Z×p
χ(g) dg = 0 .
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Fall 5.1.3: Sei
M5.1.3 := M5.1 ∩



 a b c0 d e
0 0 g

 |

 1 0 ba( ed − cb)0 1 0
0 0 1

 ist nicht in der Iwahorigruppe
und

 1 0 00 1 a
b
( c
a
− be
ad
)
0 0 1

 ist in der Iwahorigruppe

 .
Dann ist
Q(M5.1.3, hf , s) =
∫
M5.1.3
χ(adg)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)ψ(d
b
)
× w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 0 0
0 d 0 0
0 0 g 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




× v



 0 0 10 1 0
1 0 0



 a 0 00 d e− cd
b
0 0 g



 0 ba 0a
b
0 0
0 0 1




× | adg |s− 12 | a |−1| d |−2| g |−3 dadbdcdddedg
=
∫
χ(adg)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)ψ(d
b
)
× w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 0 0
0 d 0 0
0 0 g 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




× v



 0 0 10 1 0
1 0 0



 1 0 00 1 0
0 g(e− cd
b
)−1 1



 a 0 00 d 0
0 0 g


×

 1 0 00 0 e
d
− c
b
0 d(e− cd
b
)−1 0



 0 ba 0a
b
0 0
0 0 1




× | adg |s− 12 | a |−1| d |−2| g |−3 dadbdcdddedg
81
=
∫
χ(adg)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)ψ(d
b
)ψ(g(e− cd
b
)−1)
× w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 0 0
0 d 0 0
0 0 g 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




× v



 0 0 10 1 0
1 0 0



 a 0 00 d 0
0 0 g


×

 1 0 00 0 e
d
− c
b
0 d(e− cd
b
)−1 0



 0 ba 0a
b
0 0
0 0 1




× | adg |s− 12 | a |−1| d |−2| g |−3 dadbdcdddedg
=
∫ ∑
−∞<i<∞
χ(pi)
∫
Z
×
p
χ(g)ψ(g(e− cd
b
)−1) dg χ(ad)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)ψ(d
b
)
× w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 0 0
0 d 0 0
0 0 pi 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




× v



 0 0 10 1 0
1 0 0



 a 0 00 d 0
0 0 pi


×

 1 0 00 0 e
d
− c
b
0 d(e− cd
b
)−1 0



 0 ba 0a
b
0 0
0 0 1




× | adpi |s− 12 | a |−1| d |−2| pi |−3 dadbdcddde
82
=
∫
G(χ)
∑
−∞<i<∞
χ(pi)
∫
χ(e− cd
b
) de χ(ad)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)ψ(d
b
)
× w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 0 0
0 d 0 0
0 0 pi 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




× v



 0 0 10 1 0
1 0 0



 a 0 00 d 0
0 0 pi


×

 1 0 00 0 e
d
− c
b
0 d(e− cd
b
)−1 0



 0 ba 0a
b
0 0
0 0 1




× | adpi |s− 12 | a |−1| d |−2| pi |−3 dadbdcdd
= 0
wegen
∫
χ(e− cd
b
) de = 0 .
Fall 5.1.4: Sei
M5.1.4 := M5.1 ∩



 a b c0 d e
0 0 g

 |

 1 0 ba( ed − cb)0 1 0
0 0 1

 und

 1 0 00 1 a
b
( c
a
− be
ad
)
0 0 1

 sind nicht in der Iwahorigruppe

 .
Dann ist
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Q(M5.1.4, hf , s) =
∫
M5.1.4
χ(adg)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)ψ(d
b
)
× w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 0 0
0 d 0 0
0 0 g 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




× v



 0 0 10 1 0
1 0 0



 a 0 c− bed0 d e− cd
b
0 0 g



 0 ba 0a
b
0 0
0 0 1




× | adg |s− 12 | a |−1| d |−2| g |−3 dadbdcdddedg
=
∫
M5.1.4
χ(adg)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)ψ(d
b
)
× w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 0 0
0 d 0 0
0 0 g 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




× v



 0 0 10 1 0
1 0 0



 1 0 0−d
b
1 0
g(c− be
d
)−1 0 1



 a 0 00 d e− cd
b
0 0 g


×

 0 0 a−1(c− bed )0 1 0
a(c− be
d
)−1 0 0



 0 ba 0a
b
0 0
0 0 1




× | adg |s− 12 | a |−1| d |−2| g |−3 dadbdcdddedg
84
=
∫
χ(adg)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)
× w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 0 0
0 d 0 0
0 0 g 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




× v



 0 0 10 1 0
1 0 0



 a 0 00 d e− cd
b
0 0 g


×

 0 0 a−1(c− bed )0 1 0
a(c− be
d
)−1 0 0



 0 ba 0a
b
0 0
0 0 1




× | adg |s− 12 | a |−1| d |−2| g |−3 dadbdcdddedg
Außerdem ist

 1 0 00 1 d−1(e− cd
b
)
0 0 1



 0 0 a−1(c− bed )0 1 0
a(c− be
d
)−1 0 0



 0 ba 0a
b
0 0
0 0 1


=

 0 0 a−1(c− bed )0 1 0
a(c− be
d
)−1 0 0



 0 ba 0a
b
0 0
0 0 1



 1 − ba 00 1 0
0 0 1


wobei

 1 − ba 00 1 0
0 0 1

 nach Voraussetzung nicht in der Iwahorigruppe liegt.
Somit gilt
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Q(M5.1.4, hf , s) =
∫
χ(adg)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)
× w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 0 0
0 d 0 0
0 0 g 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




× v



 0 0 10 1 0
1 0 0



 1 0 00 1 0
0 g(e− cd
b
)−1 1



 a 0 00 d 0
0 0 g


×

 1 0 00 1 d−1(e− cd
b
)
0 d(e− cd
b
)−1 1



 0 0 a−1(c− bed )0 1 0
a(c− be
d
)−1 0 0



 0 ba 0a
b
0 0
0 0 1




× | adg |s− 12 | a |−1| d |−2| g |−3 dadbdcdddedg
=
∫
χ(adg)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)ψ(g(e− cd
b
)−1)
× w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 0 0
0 d 0 0
0 0 g 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




× v



 0 0 10 1 0
1 0 0



 a 0 00 d 0
0 0 g



 1 0 00 1 d−1(e− cd
b
)
0 d(e− cd
b
)−1 1


×

 0 0 a−1(c− bed )0 1 0
a(c− be
d
)−1 0 0



 0 ba 0a
b
0 0
0 0 1




× | adg |s− 12 | a |−1| d |−2| g |−3 dadbdcdddedg
86
=
∫
χ(ad)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)
∑
−∞<i<∞
χ(pi)
∫
Z
×
p
χ(g)ψ(g(e− cd
b
)−1) dg
× w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 0 0
0 d 0 0
0 0 pi 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




× v



 0 0 10 1 0
1 0 0



 a 0 00 d 0
0 0 pi



 1 0 00 1 d−1(e− cd
b
)
0 d(e− cd
b
)−1 1


×

 0 0 a−1(c− bed )0 1 0
a(c− be
d
)−1 0 0



 0 ba 0a
b
0 0
0 0 1




× | adpi |s− 12 | a |−1| d |−2| pi |−3 dadbdcddde
=
∫
χ(ad)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)
∑
−∞<i<∞
χ(pi)G(χ)
∫
χ(e− cd
b
) de
× w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 0 0
0 d 0 0
0 0 pi 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




× v



 0 0 10 1 0
1 0 0



 a 0 00 d 0
0 0 pi



 1 0 00 1 d−1(e− cd
b
)
0 d(e− cd
b
)−1 1


×

 0 0 a−1(c− bed )0 1 0
a(c− be
d
)−1 0 0



 0 ba 0a
b
0 0
0 0 1




× | adpi |s− 12 | a |−1| d |−2| pi |−3 dadbdcdd
= 0
wegen
∫
χ(e− cd
b
) de = 0 .
87
Fall 5.2: Sei
M5.2 := M5 ∩



 a b c0 d e
0 0 g

 |

 1 0 0e
d
f 2 1 0
0 0 1

 ist nicht in der Iwahorigruppe

 .
Dann ist auch

 1 0 00 1 e
d
0 0 1

 nicht in der Iwahorigruppe.
Nach den vorhergehenden Fa¨llen wissen wir, dass
Q(M5, hf , s) =
∫
χ(adg)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)ψ(d
b
)ψ((e− cd
b
)c−1)
× w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 0 0
0 d e 0
0 0 g 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




× v



 0 0 10 1 0
1 0 0



 a 0 00 d e− cd
b
0 0 g



 0 0 ca0 1 0
a
c
0 0



 0 ba 0a
b
0 0
0 0 1




× | adg |s− 12 | a |−1| d |−2| g |−3 dadbdcdddedg
ist, und also
Q(M5.2, hf , s) =
∫
χ(adg)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)ψ( e
c
)ψ(g
e
)
× w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 0 0
0 d 0 0
0 0 g 0
0 0 0 1




1 0 0 0
0 1 e
d
0
0 d
e
1 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




× v



 0 0 10 1 0
1 0 0



 a 0 00 d e− cd
b
0 0 g



 0 0 ca0 1 0
a
c
0 0



 0 ba 0a
b
0 0
0 0 1




× | adg |s− 12 | a |−1| d |−2| g |−3 dadbdcdddedg
ist.
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Weiter ist

 1 0 00 1 e
d
− c
b
0 0 1



 0 0 ca0 1 0
a
c
0 0



 0 ba 0a
b
0 0
0 0 1


=

 0 0 ca0 1 0
a
c
0 0



 0 ba 0a
b
0 0
0 0 1



 1 b
2
ac
( e
d
− c
b
) 0
0 1 0
0 0 1


und also bleiben noch zwei Fa¨lle u¨brig, je nachdem, ob die Matrix

 1 b
2
ac
( e
d
− c
b
) 0
0 1 0
0 0 1


in der Iwahorigruppe ist oder nicht.
Fall 5.2.1: Sei
M5.2.1 := M5 ∩



 a b c0 d e
0 0 g

 |

 1 b
2
ac
( e
d
− c
b
) 0
0 1 0
0 0 1

 ist in der Iwahorigruppe

 .
Dann ist
Q(M5.2.1, hf , s) =
∫
χ(adg)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)ψ( e
c
)ψ(g
e
)
× w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 0 0
0 d 0 0
0 0 g 0
0 0 0 1




1 0 0 0
0 1 e
d
0
0 d
e
1 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




× v



 0 0 10 1 0
1 0 0



 a 0 00 d 0
0 0 g



 0 0 ca0 1 0
a
c
0 0



 0 ba 0a
b
0 0
0 0 1




× | adg |s− 12 | a |−1| d |−2| g |−3 dadbdcdddedg
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=
∑
−∞<i<∞
χ(pi)
∫
Z
×
p
χ(d) dd
∫
χ(ad)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)ψ( e
c
)ψ(g
e
)
× w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 0 0
0 pi 0 0
0 0 g 0
0 0 0 1




1 0 0 0
0 1 e
pi
0
0 p
i
e
1 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




× v



 0 0 10 1 0
1 0 0



 a 0 00 pi 0
0 0 g



 0 0 ca0 1 0
a
c
0 0



 0 ba 0a
b
0 0
0 0 1




× | apig |s− 12 | a |−1| pi |−2| g |−3 dadbdcdedg
= 0
wegen
∫
Z
×
p
χ(d) dd = 0 .
Fall 5.2.2: Sei
M5.2.2 := M5∩



 a b c0 d e
0 0 g

 |

 1 b
2
ac
( e
d
− c
b
) 0
0 1 0
0 0 1

 ist nicht in der Iwahorigruppe

 .
Dann ist
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Q(M5.2.2, hf , s) =
∫
χ(adg)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)ψ( e
c
)ψ(g
e
)ψ(g(e− cd
b
)−1)
× w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 0 0
0 d 0 0
0 0 g 0
0 0 0 1




1 0 0 0
0 1 e
d
0
0 d
e
1 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




× v



 0 0 10 1 0
1 0 0



 a 0 00 d 0
0 0 g



 1 0 00 1 e
d
− c
b
0 ( e
d
− c
b
)−1 1



 0 0 ca0 1 0
a
c
0 0



 0 ba 0a
b
0 0
0 0 1




× | adg |s− 12 | a |−1| d |−2| g |−3 dadbdcdddedg
=
∫
χ(adg)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)ψ( e
c
)ψ(−g cdbe
e− cd
b
)
× w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 0 0
0 d 0 0
0 0 g 0
0 0 0 1




1 0 0 0
0 1 e
d
0
0 d
e
1 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




× v



 0 0 10 1 0
1 0 0



 a 0 00 d 0
0 0 g



 1 0 00 1 e
d
− c
b
0 ( e
d
− c
b
)−1 1



 0 0 ca0 1 0
a
c
0 0



 0 ba 0a
b
0 0
0 0 1




× | adg |s− 12 | a |−1| d |−2| g |−3 dadbdcdddedg
=
∑
−∞<i<∞
χ(pi)
∫
χ(ad)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)ψ( e
c
)
∫
Z
×
p
χ(g)ψ(−g cdbe
e− cd
b
) dd
× w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 0 0
0 d 0 0
0 0 pi 0
0 0 0 1




1 0 0 0
0 1 e
d
0
0 d
e
1 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




× v



 0 0 10 1 0
1 0 0



 a 0 00 d 0
0 0 pi



 1 0 00 1 e
d
− c
b
0 ( e
d
− c
b
)−1 1



 0 0 ca0 1 0
a
c
0 0



 0 ba 0a
b
0 0
0 0 1




× | adpi |s− 12 | a |−1| d |−2| pi |−3 dadbdcddde
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= G(χ)
∑
−∞<i<∞
χ(pi)
∫
χ(ad)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)ψ( e
c
)χ(
e− cd
b
cd
be
)
× w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 0 0
0 d 0 0
0 0 pi 0
0 0 0 1




1 0 0 0
0 1 e
d
0
0 d
e
1 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




× v



 0 0 10 1 0
1 0 0



 a 0 00 d 0
0 0 pi



 1 0 00 1 e
d
− c
b
0 ( e
d
− c
b
)−1 1



 0 0 ca0 1 0
a
c
0 0



 0 ba 0a
b
0 0
0 0 1




× | adpi |s− 12 | a |−1| d |−2| pi |−3 dadbdcddde
= G(χ)
∑
−∞<i<∞
χ(pi)
∫
χ(ad)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)ψ( e
c
)χ( e
2b
cd
− e)
× w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 0 0
0 d 0 0
0 0 pi 0
0 0 0 1




1 0 0 0
0 1 e
d
0
0 d
e
1 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




× v



 0 0 10 1 0
1 0 0



 a 0 00 d 0
0 0 pi



 1 0 00 1 e
d
− c
b
0 ( e
d
− c
b
)−1 1



 0 0 ca0 1 0
a
c
0 0



 0 ba 0a
b
0 0
0 0 1




× | adpi |s− 12 | a |−1| d |−2| pi |−3 dadbdcddde
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= G(χ)
∑
−∞<i<∞
χ(pi)
∫
χ(a)ψ( a
f3
)ψ( b
f2
)ψ( c
f
)ψ( e
c
)χ(e)
∫
Z
×
p
χ( eb
c
− d) dd
× w




0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1




a 0 0 0
0 d 0 0
0 0 pi 0
0 0 0 1




1 0 0 0
0 1 e
d
0
0 d
e
1 0
0 0 0 1




0 0 f−2 0
0 1 0 0
f 2 0 0 0
0 0 0 1




× v



 0 0 10 1 0
1 0 0



 a 0 00 d 0
0 0 pi



 1 0 00 1 e
d
− c
b
0 ( e
d
− c
b
)−1 1



 0 0 ca0 1 0
a
c
0 0



 0 ba 0a
b
0 0
0 0 1




× | adpi |s− 12 | a |−1| d |−2| pi |−3 dadbdcde
= 0
wegen
∫
Z
×
p
χ(
eb
c
− d) dd = 0 .
Insgesamt folgt also, dass Q(Zc3, hf , s) = 0 ist und also ist das Lemma bewiesen. 
Auch hier ergibt sich das
Korollar 2.3. Fu¨r die Einbettung 3 ↪→ 4 ist Q(hf , s) = Q(B3, hf , s) = f−10G(χ)6 .
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3 Getwistete L-Reihen
Ab jetzt nehmen wir an, dass Q(Bn−1  Zn−1, hf,n, s) = 0 ist, und also die Aussage von
Satz 2.1 zutrift.
3.1 L-Reihen
Im folgenden bezeichne A den Adelring und Af den Ring der endlichen Adele von Q .
Seien π und σ cuspidale automorphe Darstellungen der GLn(A) bzw. der Gln−1(A) ,
die bei der Primzahl p unverzweigt sind. Fu¨r jede feste Primzahl q und jedes Paar von
Whittakerfunktionen (wq, vq) ∈ W(πq, ψq)×W(σq, ψq) zu einem additiven Charakter ψq
auf Qq und seinem Inversen ψq konvergiert das zugeho¨rige Zeta-Integral
Ψ(wq, vq, s) =
∫
Un−1(Qq)\GLn−1(Qq)
wq
(
g 0
0 1
)
vq(g) | det(g) |s− 12 dg
fu¨r Re(s) genu¨gend groß absolut. Diese Zeta-Integrale erzeugen im Ko¨rper C(qs) der
rationalen Funktionen in qs ein gebrochenes Ideal L(πq, σq, s) · C[qs, q−s] . Es gibt dann
ein eindeutig bestimmtes Polynom Q(X) ∈ C[X] mit Q(0) = 1 , sodass L(πq, σq, s) =
Q(q−s)−1 ist.
Nun betrachtet man globale Whittaker-Funktionen w und v auf GLn(A) und GLn−1(A) ,
die auf GLn(Af) bzw.GLn−1(Af ) als Produkt von lokalen Whittaker-Funktionen gegeben
sind, also w =
∏
q =∞
wq und v =
∏
q =∞
vq . Fu¨r jede Wahl von (w∞, v∞) ∈ W0(π∞, ψ∞) ×
W0(σ∞, ψ∞) erha¨lt man zugeho¨rige globale Whittaker-Funktionen aus GLn−1(A) bzw.
GLn(A) mit zugeho¨rigen automorphen Formen (φ, ϕ) , sodass
∏
q
Ψ(wq, vq, s) =
∫
φ
(
g 0
0 1
)
ϕ(g) | det(g) |s− 12 dg
gilt, wobei die Integration u¨ber GLn−1(Q)\GLn−1(A) la¨uft.
Die globale L -Reihe wird dann wie folgt deﬁniert:
L(π, σ, s) :=
∏
q
L(πq, σq, s)
Hierbei ist L(π∞, σ∞, s) wie in [Ja-P-S II] u¨ber die korespondierende Darstellung der
Weilgruppe deﬁniert.
Bei der ∞ -Stelle gibt es zu jedem Paar (w∞, v∞) von Whittaker-Funktionen eine ganze
Funktion P (X) , sodass
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P (s) · L(π, σ, s) = Ψ(w∞, v∞, s) ·
∏
q =∞
L(πq, σq, s)
ist. Siehe hierzu auch [K-M-Sch], Seite 112.
Fu¨r die globale L -Reihe gibt es endlich viele Paare (φj, ϕj) automorpher Formen, sodass
P (s) · L(π, σ, s) =
∑
j
∫
φj
(
g 0
0 1
)
ϕj(g) | det(g) |s− 12 dg
gilt, wobei die Integration wieder u¨ber GLn−1(Q)\Gln−1(A) la¨uft.
Es gilt nun
Satz 3.1. Sei p eine fest gewa¨hlte Primzahl. Seien (w∞, v∞) fest und (wp, vp) rechtsin-
variant unter der jeweiligen Iwahorigruppe und P , φ , ϕ die zugeho¨rige ganze Funktion,
bzw. die zugeho¨rigen automorphen Formen. Sei weiter χ =
∏
q
χq ein endlicher Idelklas-
sencharakter, sodass χp nicht-trivialen Fu¨hrer f = p
r hat, χ∞ trivial ist, alle χq fu¨r
q = p,∞ unverzweigt sind und hf,n =
{
hf,n bei der Stelle p
En sonst
in GLn(A) ist.
Dann gilt unter den Voraussetzungen von Satz 2.1:
wp(1) · vp(1) · cP (s)f
−
n−1P
k=1
k(n−k)
(G(χp))
n(n−1)
2 · L(π ⊗ χ, σ, s)
=
∑
j
∫
GLn−1(Q)\GLn−1(A)
χ(det(g))φj
((
g 0
0 1
)
hf,n
)
· ϕj(g) | det(g) |s− 12 dg
Hierbei ist c die Konstante aus Satz 2.1.
Beweis:
Der Beweis ist analog zu dem Beweis des Globalen Birch-Lemmas in [K-M-Sch],3.2. Der
einzige Unterschied besteht darin, dass das lokale Zetaintegral bei p den Wert
wp(1) · vp(1) · c · f
−
n−1P
k=1
k(n−k)
(G(χp))
n(n−1)
2
liefert. 
3.2 Perioden-Integrale
Wie oben seien π und σ cuspidale automorphe Darstellungen der GLn(A) bzw. der
GLn−1(A) , die unverzweigt bei p sind. Weiter sei f = pr . Fu¨r x ∈ Z×p bezeichne Cx ⊆
GLn−1(Q)\GLn−1(A) das Urbild von
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Q×\(Q× · (R>0 ×
∏
q =p,∞
Z×q × (x + fZp))) ⊂ Q×\A×
unter der Determinantenabbildung
det : GLn−1(Q)\GLn−1(A) −→ Q×\A× .
Weiter bezeichne tx ∈ GLn(A) das Element, das in der p -Komponente die Matrix
diag(x, 1, . . . , 1) ist und die Einheitsmatrix sonst.
Weiter seien, wie oben, φ bzw ϕ cuspidale automorphe Formen, die zu π und σ geho¨ren
und die rechtsinvariant unter der Iwahorigruppe bei der Stelle p sind.
Fu¨r die endlich vielen Paare (φj, ϕj) , die im vorherigen Abschnitt eingefu¨hrt wurden,
sollen nun sogenannten Periodenintegrale
Pj(h, f) :=
∫
C1
φj
((
g 0
0 1
)
h
)
ϕj(g)dg
fu¨r festes h ∈ GLn(A) betrachtet werden.
Es gilt folgender
Satz 3.2. Mit den Bezeichnungen wie oben gilt:
∑
x mod f
χ(x) ·
∑
j
Pj(txhf,n, f)
= c · P (1
2
) · f−
n−1P
k=1
k(n−k)
(G(χ))
n(n−1)
2 L(π ⊗ χ, σ, 1
2
)
Beweis: Da mit x auch die C1txhf,n ganz GLn−1(Q)\GLn−1(A) durchlaufen, folgt die
Behauptung, indem man in Satz 3.1 s = 1
2
setzt. 
Sei nun U
(0)
n := Un(Zp) und fu¨r r ∈ Z sei U (r)n := trU (0)n t−r , wobei t = diag(pn−1, pn−2, . . . , 1)
ist. Ist r = m , dann ist tr = diag(fn−1, fn−2, . . . , 1) . 
Fu¨r spa¨ter ist nun folgendes Korollar wichtig.
Korollar 3.1. Seien die Bezeichnungen wie oben. Bei geeigneter Wahl von (w∞, v∞) gilt
mit einer ganzen Funktion P :
P (
1
2
)G(χ)
n(n−1)
2 · L(π ⊗ χ, σ, 1
2
) = (U (0)n : U
(r)
n ) ·
∑
x mod f
χ(x) ·
∑
j
Pj(txhf,n, f)
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Beweis:
Die Wahl von (w∞, v∞) bewirkt eine A¨nderung der Funktion P . Bei entsprechender Wahl
la¨sst sich die Konstante c also auf 1 normieren. Weiter ist f
n−1P
k=0
k(n−k)
= (U
(0)
n : U
(r)
n )
woraus die Behauptung folgt. 
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4 Ein p-adisches Maß
Im Folgenden seien π und σ cuspidale automorphe Darstellungen der GLn(A) bzw.
GLn−1(A) , die in der Kohomologie auftauchen. Dies bedeutet, dass bei der Unendlichstelle
die Darstellungen π∞ und σ∞ Darstellungen mit nicht trivialer Liealgebren-Kohomologie
sind. Daraus ergibt sich, dass die Nullstellen λi bzw. αi der Heckepolynome bei p al-
gebraische Zahlen sind. Weiter wird angenommen, dass die unverzweigten lokalen Dar-
stellungen bezu¨glich einer fest gewa¨hlten Einbettung von Q in Qp die Nullstellen λi
und αj den p -adischen Absolutbetrag | λi |= p1−i bzw. | αj |= p1−j fu¨r eine geeig-
nete Nummerierung der Nullstellen haben. Mit anderen Worten, dass die πp und σp
ordina¨re Darstellungen sind. Wie in Theorem 4.16 in [K-M-Sch] werden die automor-
phen Formen (φi, ϕi) , die die Periodenintegrale Pj(h, f) deﬁnieren, etwas abgea¨ndert,
sodass die φj und ϕj Eigenformen unter der modiﬁzierten Heckealgebra bei p werden
(Proposition 4.2 in [K-M-Sch]). Speziell gilt fu¨r die modiﬁzierten Paare von Eigenformen
(φj, ϕj) nach einer Normierung durch einen geeignet gewa¨hlten skalaren Faktor das Ko-
rollar 2.8 aus [Sch]. Weiter folgt, da die Darstellungen ordina¨r sind, dass die Eigenwerte
ην(λ) := p
− ν(ν−1)
2 λ1 · · · · ·λν bzw ην(α) := p− ν(ν−1)2 α1 · · · · ·αν der zugeho¨rigen modiﬁzierten
Heckeoperatoren Vν p -adische Einheiten sind.
Im weiteren sei
κλ :=
n−1∏
ν=1
ην(λ) und κα :=
n−2∏
ν=1
ην(α) .
Außerdem seien An := (U
(0)
n : U
(1)
n ) und κ :=
An·An−1
κα·κλ .
Mit diesen Bezeichnungen gilt nun folgender
Satz 4.1. Sei f = pr eine nicht triviale Primzahlpotenz. Sei weiter fu¨r jede Nebenklasse
x + fZp ⊂ Z×p
µ(x + fZp) := κ
r ·
∑
j
Pj(txh, f).
Sind zusa¨tzlich die Voraussetzungen von Satz 2.1 erfu¨llt,dann definiert µ eine C -wertige
Distribution auf Z×p . Weiter gilt dann fu¨r einen Charakter χ von endlicher Ordnung und
mit Fu¨hrer f :
∫
Z
×
p
χ dµ = P (
1
2
) · ( κ
An
)r ·G(χ)n(n−1)2 · L(π ⊗ χ, σ, 1
2
).
98
Beweis:
Der Beweis verla¨uft analog zu dem Beweis von Theorem 3.1 in [Sch]. Nur dass mit Satz
2.1 anstelle von “Corollary 2.8” argumentiert wird. 
Fu¨r jedes feste Paar (φj, ϕj) deﬁniert man die gewichteten Perioden als
µj(x + fZp) := (
An ·An−1
κα · κλ )
r · Pj(txh, f) .
Weiter gilt wie in [Sch] folgender
Satz 4.2. Sind πp und σp beide ordina¨r, dann ist jede Distribution µj p -adisch be-
schra¨nkt, und also ein p -adisches Maß.
Beweis:
Zum Beweis vergleiche [Sch], Theorem 3.5.
Aus diesem Satz und aus Satz 2.1 folgt nun das folgende
Korollar 4.1. Sei χ ein Charakter auf Qp mit Fu¨hrer f = p
r . Dann gilt mit dem
p -adischen Maß µ :=
∑
j
µj :
∫
Zp
×
χ dµ = P∞(
1
2
) · ( κ
An
)r ·G(χ)n(n−1)2 · L(π ⊗ χ, σ, 1
2
)
mit einer ganzen Funktion P∞ .
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5 Anhang
5.1 Das Maß der Menge U(Zp)ωB(Zp)
Lemma 5.1. Sei ω0,n das lange Weylelement. Dann hat die Menge U(Zp)ω0,nB(Zp) ⊂
GLn(Qp) das Maß
(1−p−1)n
n−1Q
ν=0
(1−pν−n)
.
Beweis:
Sei b ∈ B(Zp) . Da det(b) ∈ Z×p ist, also
n∏
i=1
bii ∈ Z×p , mu¨ssen bereits die bii ∈ Zp× sein,
da sonst eines der bii von der Form p
−t mit  ∈ Z×p und t > 0 und also b /∈ GLn(Zp)
wa¨re.
Weiter la¨sst sich jede Matrix aus U(Zp)ω0,nB(Zp) eindeutig in der Form uω0,nb mit
u ∈ U(Zp) und b ∈ B(Zp) schreiben.
Da die Menge B(Zp)ω0,nB(Zp) = U(Zp)ω0,nB(Zp) in GLn(Qp) ein Maß ungleich Null
hat und U(Zp)ω0,nB(Zp) volles Urbild von U(Fp)ω0,nB(Fp) ist, ist das Maß der Menge
gleich
µ(U(Zp)ω0,nB(Zp)) = | U(Fp)ω0,nB(Fp) |:| GLn(Fp) |
= ((p− 1)npn(n−1)) : (pn2
n−1∏
ν=0
(1− pν−n)
= ((p− 1)npn2p−n) : (pn2
n−1∏
ν=0
(1− pν−n))
= (1−p
−1)n
n−1Q
ν=0
(1−pν−n)
.
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