The problem of approximating a matrix by another matrix of lower rank, when a modest portion of its elements are missing, is considered. The solution is obtained using Newton's algorithm to find a zero of a vector field on a product manifold. As a preliminary the algorithm is formulated for the well-known case with no missing elements where also a rederivation of the correction equation in a block JacobiDavidson method is included. Numerical examples show that the Newton algorithm grows more efficient than an alternating least squares procedure as the amount of missing values increases.
This amounts to computing a pair of subspaces that approximate the range spaces of A and A T . Just as in the eigenvalue problem there is an inherent non-uniqueness in the basis chosen for at least one of the subspaces. Our approach is to use Newton's method on the Grassmann manifold [8] .
Let the m × n matrix A be given, with singular value decomposition (SVD)
Our first problem is that of approximating A by a matrix of rank d:
It is well-known, see e.g. [10, Chap. 2] , that the solution of this problem is The problem (1.5) is overparameterized: this is easily seen by puttingX = XE,Ỹ = Y E −T , which will leave B = XY T =XỸ T unchanged for any nonsingular d × d matrix E. Therefore the problem (1.5) will not have an isolated local minimum, which will severely degrade the performance of standard optimization algorithms. For instance, in [3] it is demonstrated that Newton's method fails for a similar problem. Let the subspace spanned by the columns of X be denoted by [X] . The nonuniqueness of B = XY T comes from the fact that the elements of a row of Y are the coordinates of the corresponding column of B in the basis for [X] , and thus the coordinates depend on the choice of basis. This implicit independence of a particular basis for
