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Abstract
This work presents a review and perspectives on recent developments in the use of machine learning
(ML) to augment Reynolds-averaged Navier–Stokes (RANS) and Large Eddy Simulation (LES) models of
turbulent flows. Different approaches of applying supervised learning to represent unclosed terms, model
discrepancies and sub-filter scales are discussed in the context of RANS and LES modeling. Particular
emphasis is placed on the impact of the training procedure on the consistency of ML augmentations with
the underlying physical model. Techniques to promote model-consistent training, and to avoid the require-
ment of full fields of direct numerical simulation data are detailed. This is followed by a discussion of
physics-informed and mathematical considerations on the choice of the feature space, and imposition of
constraints on the ML model. With a view towards developing generalizable ML-augmented RANS and
LES models, outstanding challenges are discussed, and perspectives are provided. While the promise of
ML-augmented turbulence modeling is clear, and successes have been demonstrated in isolated scenar-
ios, a general consensus of this paper is that truly generalizable models require model-consistent training
with careful characterization of underlying assumptions and imposition of physically and mathematically
informed priors and constraints to account for the inevitable shortage of data relevant to predictions of in-
terest. This endeavor requires multi-disciplinary advances, and thus the target audience for this paper is the
fluid mechanics community, as well as the computational science and machine learning communities.
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I. INTRODUCTION
Over the past decade, with the availability of rich datasets from direct numerical simulations
(DNS) and experiments, there has been a rapid growth in the use of machine learning methods
in fluid mechanics [1]. The emergence of data science as a discipline in its own right, and broad
accessibility of essential machine learning tools has fostered these advances. While rapid progress
has been made in data-driven methods in areas such as flow decomposition [2], governing equa-
tion discovery [3] (for simple systems), and reinforcement learning [4] for flow control, predictive
modeling of turbulent flow has followed a data-enabled paradigm. This is mainly because of the
requirement of simulation models to be applicable across different flow regimes, geometric config-
urations, and the need to incorporate boundary conditions, all of which necessitate a coarse-grained
partial differential equation setting. This paper is thus specifically focused on recent developments
in the use of machine learning to augment Reynolds-averaged Navier–Stokes (RANS) and Large
Eddy Simulation (LES) models. While it is well-argued that data has always played an impor-
tant role in the development of models of turbulent flows, the past decade has witnessed attempts
towards a more comprehensive and formal use of data in model development [5].
The earliest application of formal machine learning in fluid mechanics is hard to ascertain. Teo
et al.’s [6] (1991) application to particle tracking and Milano et al.’s [7] (2002) application to near-
wall reconstruction appear to be among the first explorations in experimental and computational
fluid dynamics, respectively. In the context of predictive turbulence modeling, the use of ML has
its origins in the uptick in research activities in uncertainty quantification in physical modeling 15
years ago. A comprehensive review of uncertainty quantification (UQ) in RANS modeling can
be found in Ref. [8]. A notable UQ work from this era, and one that is relevant to the present
context is that of Oliver & Moser [9] (2011), who introduced a discrepancy to the Reynolds stress
predicted by a baseline RANS model, in the form of a spatially-dependent Gaussian random field.
Dow & Wang [10] (2011) applied a similar approach, augmenting the eddy-viscosity rather than
the Reynolds stress. In contrast to the representation of Oliver & Moser, however, Dow & Wang
assimilated data from multiple geometries rather than from a single geometry. Though these papers
do not involve ML, they are particularly relevant to the emergence of ML applications, because
they address model inadequacies in a non-parametric fashion, in contrast to earlier work which
was focused on parameter calibration.
The first wave of ML applications in RANS modeling can be tracked to Tracey et al. [11]
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(2013). In this work, supervised learning was performed in an a priori setting on DNS data,
with the goal of reconstructing discrepancies in the Reynolds stress anisotropy tensor. The key
advance from the UQ work was the transformation of model discrepancies from the spatial do-
main x to a feature space η(x), consisting of quantities such as mean velocity gradients. Vollant
et al. [12] (2014) applied similar feature space learning in an optimal estimation setting for sub-
grid scale modeling for LES. Further advances in enforcing consistency between the data and the
model [13, 14], embedded invariance [15], symbolic regression [16], etc. characterize the first
phase of research. In other early work in the field, Ma et al.[17, 18] (2016) used neural networks
to model the inter-phase mass and momentum fluxes in multiphase flow simulations. Since 2016,
this field has exploded in activity as a large number of researchers have pursued ML augmentation
and applications have expanded to LES, multiphase flows, and combustion modeling.
Section II establishes the problem statement of coarse-graining and closure modeling, and is
presented in a form that is also accessible to the computational science community. Section III
presents the ways in which model discrepancies have been represented via supervised learning
algorithms. This is the area that has seen the highest level of activity in the literature. Sec. IV
studies the process by which the models are trained. Particularly, the concept and importance of
achieving consistency between the learning and prediction environments is emphasized. Section V
details general principles relevant to the selection of an appropriate feature space. Section VI
discusses ways in which physics-informed constraints can be placed on the ML model and ML-
augmented models. Section VII presents additional challenges and perspectives towards the goal
of developing reliable and robust ML-augmented models for turbulence.
II. PROBLEM STATEMENT
Represent the highest fidelity simulation (e.g. Navier–Stokes equations, as solved by a direct
numerical simulation) in the form
R (q) = 0, (1)
where N is a PDE operator, and q are the state variables (pressure, velocity, energy, etc.). In
practical problems - such in an airplane wing or a gas turbine combustor - the level of spatial and
temporal resolution required is so high that direct simulations will be unaffordable for decades
to come. Thus, reduced-fidelity models are sought. In reduced-fidelity modeling using RANS &
LES, the state variables are decomposed into coarse-grained variables q˜ and unresolved variables
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qˆ = q− q˜. For example, in LES, the coarse-graining operation may represent implicit or explicit
low-pass filtering, and in RANS, it may represent ensemble averaging. Applying such a coarse-
graining operation to R (q) yields
R˜ (q) = 0→ R (q˜)+N (F(q˜, qˆ)) = 0, (2)
where, for instance, in incompressible single phase RANS, N () ≡ ∇ · (), and F(q˜, qˆ) ≡ (˜qˆ⊗ qˆ).
It is notable that Eq. 2 is not an approximation. While the form of the operator N is known, and
the quantity F is well-defined, the latter is not closed in the coarse-grained variables q˜. In this
work, the quantity F is used to generically represent unclosed terms such as the Reynolds stresses,
subgrid scale stresses, scalar fluxes, turbulence-chemistry interactions, etc.
To overcome the closure problem, Eq. 2 is approximated using a model of the form
R (q˜m)+N (Fm(q˜m, s˜m)) = 0, (3)
which seeks to obtain a solution in terms of a model of the coarse-grained variables q˜m (which
are an approximation to the true q˜ and some secondary variables s˜m, which may themselves in-
volve additional transport equations Gm(s˜m, q˜m) = 0. For example, q˜m can represent the modeled
ensemble averaged velocity and s˜m can represent the modeled dissipation rate of turbulent kinetic
energy.
The construction of Fm and Gm is a highly intricate process, evolving over several decades
through a combination of physical insight, mathematics and empiricism [19]. While data has al-
ways been an enabler of closure modeling, the ways in which data has been used thus far has
perhaps not been comprehensive. Partly as a consequence of this, many closure modeling ap-
proaches have saturated in accuracy [20, 21] over the past decade (or more).
In this review, we specifically discuss the use of ML in augmenting coarse-grained RANS
and LES models, and will use q˜, s˜ to denote coarse-grained quantities derived from a DNS or
experiment, and q˜m, s˜m will be modeled representations of the same quantities. Y (q˜),Y (q˜m) will
be used to represent observables of the resolved field (e.g. skin-friction coefficient on a wall).
The machine learning model will be generically represented by δm(η˜m;w), where η˜m are features
(inputs) and w are the hyperparameters of the learning representation.
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III. REPRESENTATION
Much of the research in ML-augmented turbulence modeling has gone towards different ways
of representing model inadequacy and embedding them appropriately in RANS and LES models.
It is not the intent of this section to cover all of the work in this area, but rather an attempt is
made at presenting a prototypical set of representations. This section is divided into two parts:
The first discusses techniques to model the impact of the unresolved physics on the coarse-grained
variables Fm(q˜m, s˜m), and the second part discusses techniques to model the unresolved quantities
qˆm directly.
A. Closure term & model inadequacy representations
Tracey et al. [11] represened the Reynolds stress tensor as
τm = 2k˜m
(
1
3
I+V˜m(Λ˜m+δm(η˜m;w)V˜ Tm )
)
,
where k˜m is the modeled turbulent kinetic energy, V˜m, Λ˜m are the eigenvectors and eigenvalues of
the modeled Reynolds stress anisotropy, respectively. δm(η˜m;w) is a Kernel regression-based ML
model that models the error in anisotropy via supervised learning on a DNS dataset. The features
η˜m include the eigenvalues of the anisotropy tensor, the ratio of the production-to-dissipation rate
(of turbulent kinetic energy) and a marker function that masks regions of thin shear layers from
augmentation. In a series of papers [22, 23], Xiao and co-workers expanded the description above
to include a more comprehensive perturbation of not just the eigenvalues, but also the eigenvectors
and the turbulent kinetic energy, and considered a broad range of features. Duraisamy et al. [13,
24, 25] applied similar feature-based augmentations to transport equations, rather than directly to
the Reynolds stress.
Ling and Templeton [26] proposed a neural network architecture to learn the coefficients of a
tensor basis expansion for the Reynolds stresses in the form
τm = 2km
(
1
3
I+
[
10
∑
n=1
δ(n)m (η˜m;w)T (n)(S˜m,Ω˜m)
])
, (4)
where T (n)(S˜m,Ω˜m) are the tensorial basis [27] (with respect to the strain rate and vorticity tensors)
and δ(n)m (η˜m;w) are the coefficients which are represented using neural networks. It is notable
that the features η˜m are taken to be five invariants based on S˜m and Ω˜m, and are objective by
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definition. This so-called tensor basis neural network has since been extended in application to
model turbulent heat fluxes [28] and scalar fluxes [29].
Approaches that are similar in spirit - from the viewpoint of constructing models for the
Reynolds stress anisotropy in terms of invariants of the velocity gradient tensor - are pursued in
[16, 30] using symbolic regression with genetic programming. Symbolic regression has the appeal
of explicit and interpretable model forms that are more amenable for analysis. Ref. [31] extends
the above invariant-based gene-expression approach to represent turbulent diffusivity. Beetham
and Capecelatro [32, 33] employ sparse linear regression (rather than neural networks or symbolic
regression) on a feature space composed of the aforementioned invariants. Beetham et al. [34] ex-
tend sparse linear regression to model drag production, drag exchange, pressure strain, and viscous
dissipation in RANS of multiphase flows.
Sarghini et al. [35] introduced the idea of using neural networks to aid subgrid scale modeling
in LES. The feature space included the resolved velocity gradients and stresses, and the output was
a Smagorinsky-stype viscosity coefficient. More recently, several researchers (e.g. [36–38]) have
used similar approaches to directly relate the subgrid scale stress tensor to a feature space which
includes the resolved velocity gradient tensor and mesh resolution. Notable work was performed
by Vollant et al. [12, 39], who used optimal estimation theory to separate subgrid scale modeling
error into parametric and model form components and neural networks to address each of the
components in isolation. Beck et al. [40] (using convolutional neural networks on the resolved
field), and Xie. et al. [41, 42] (using the resolved local flow gradients ) attempt to directly model
the subgrid scale forcing f ≈ ∇ · τm.
Over the past year, similar approaches to subgrid scale modeling have also been applied to
reacting flows and multiphase flows. As examples, Ref. [43] uses convolutional neural networks on
the full field of the resolved progress variable to construct subgrid flame density function estimates;
and Ref. [44] uses neural networks to learn the filtered progress variable source term.
B. Subgrid scale representations
The idea of approximate deconvolution as a path towards closure modeling was introduced
by Stolz & Adams [45] . The basic idea revolves around reconstructing sub-filter contributions
qˆm from filtered quantities q˜m. Once such an approximation is constructed, the sub-grid scale
stresses can be approximated as τm = q˜m⊗ q˜m−˜qm⊗qm. While the original idea of approximate
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deconvolution was based on analytically inverting a known filtering kernel, [46, 47] employ a
neural network to represent the deconvolution qˆm = δm(q˜m;w), based on a localized stencil of
inputs. Note that unlike in the classical approximate deconvolution strategy, the filtering kernel is
not assumed a priori.
A related idea to deconvolution is super-resolution. While deconvolution is aimed at modeling
sub-filter quantities on the same discretization as the resolved quantities, super-resolution targets
the extraction of a finer resolution field - for instance, extracting finer mesh quantities or a higher-
order accurate solution. Inspired by advances in imaging, [48, 49] introduced the idea of super-
resolution to fluid mechanics by leveraging neural networks to represent the mapping from the
coarse field to the fine field. [50] extended applications to the spatio-temporal setting, where given
a coarse field at two time instances t and t+∆t, super-resolved spatio-temporal fields are generated
at many smaller time instances in the interval [t..t + ∆t]. Refs. [51] and [52] use variants of
Generative Adversarial Networks (GAN) for super-resolution. Though these models have mostly
been evaluated in an a priori sense, these approaches are highly expressive, and present promise
for online modeling.
In Ref. [53], a GAN is trained to super-resolve a coarse solution (filtered DNS) to a fine solution
(DNS). The resolution (image pixels) of input and output are kept fixed. The model is used to
obtain fine-scales from the coarse LES solution, which is used to compute the subgrid terms (in
the momentum and scalar equations).
DNS of dispersed multiphase flow is expensive since the field around each particle needs to be
resolved leading to a large number of variables. Ref. [54] uses a GAN to generate the velocity
field around a group of particles in a small section of the domain locally, which is then applied
patchwise over the entire domain.
IV. TRAINING & CONSISTENCY
The previous section was focused on the representation of the unclosed terms, i.e. on how
to specify the model form of the closure. In this section, we study the process by which these
models are extracted from data. The concept of consistency between the learning and prediction
environments is explored. To simplify notations, we will use δm(η˜m;w) to represent the ML mod-
els, and Ra(q˜m, s˜m,δm(η˜m;w)) = 0 to represent all of the transport equations of machine learning
augmented model. Such a definition is used to exemplify all of the representations in Section III
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in a compact manner.
A. A priori training
In a majority of the references above (e.g. [11, 15, 16, 23, 34]), training is performed by
directly extracting δ (the target of the learning model) and η˜ (the input to the learning model) from
the DNS. Following this, one posits a ML model δm(·;w), and the following supervised learning
problem is posed:
min
w
L [δ,δm(η˜;w)], (5)
where L is a generic loss function that is a proxy for frequentist or Bayesian inference. For
instance, in sparse regression,
L [δ,δm(η˜;w)]≡ ||δ−δm(η˜;w)||22+λ||w||1.
After the training (and cross-validation) process is complete, the trained model δm(·;w) is em-
bedded in a baseline model in a predictive setting:
Ra(q˜m, s˜m,δm(η˜m;w)) = 0. (6)
This training approach is natural, non-intrusive (i.e. the solver is not involved), and provides op-
portunities to directly impose physics-based constraints. However, consistency with the model can
become a critical issue as has been pointed out in the context of RANS [5, 55, 56] and LES [57].
In short, a priori training establishes the consistency of the ML model with the DNS field, but does
not guarantee consistency with the RANS or LES environment. The following are some of the
main reasons for the loss of consistency:
• Feature mismatch between training and prediction: During the training process (Eq. 5), the
coarse-grained features η˜ from the DNS are used as inputs to the learning model, whereas in the
prediction process, coarse-grained model features η˜m are used. Thus, for this approach to work
well, the model has to predict the features η˜m very accurately (i.e. η˜m = η˜). This is typically
difficult to achieve because the features may depend on secondary variables which may not be
predicted well by the models. For instance, a feature S˜ kε may not equal S˜m
km
εm because km, εm can
be very different from k,ε even if S˜m is close to S˜. This is because models are typically constructed
to predict certain quantities (e.g. mean flow, Reynolds shear stress, etc.) well, but not all quantities.
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(a) Offline performance (a priori training) (b) On-line performance (prediction)
Figure 1: Impact of error accumulation in online simulations. Top row : coarse-grained field; Middle row
: fine field; Bottom row : fine scales.
This is especially true in RANS where several secondary quantities are used to provide length and
time-scales which should not be interpreted to have a one-on-one correspondence with the DNS
quantities.
• Accumulation of errors in prediction: Consider a super-resolution operation of going to a
fine field from a coarse field via a neural network. The results of such a process is shown in
Figure 1. The neural network is trained (offline) to represent u(t) = fNN(u˜(t);w), whereas when
it is embedded in the solver, it predicts um(t) = fNN(u˜m(t);w) = fNN(u˜(t)+ e(t);w). As the error
e(t) accumulates over time, the neural network is required to make predictions based on a field that
is corrupted by error, which becomes futile as seen by the lack of fine-scale structure at t∗ = 6.0 in
the on-line prediction. Such errors are typical of most practical LES computations because even
though one attempts to model only the unresolved scales, the scales that are barely larger than the
filter size are often very poorly resolved. Thus, the learning model has to consider the corruption
9
of the resolved scales.
• Balance between model terms: It is well-recognized in the turbulence modeling community
that successful a priori evaluation is neither a necessary (e.g. Smagorinsky model) nor a sufficient
condition for successful predictive models. Even second moment closure-based RANS models
are formulated such that the balance between model terms is managed in a manner that ensures
a degree of success in predictive outcomes. [58] calculated the working variables in turbulence
models using DNS and LES datasets for one and two-equation models and concluded that the use
of exact values of the turbulent kinetic energy and dissipation rate in the modeled eddy-viscosity
did not improve its performance. Ref. [59] showed that even substituting Reynolds stress fields
from reputable DNS databases may not lead to satisfactory velocity fields. Further, [60] investi-
gated potential conditioning problems that arise when explicitly trained ML models are injected
into existing turbulence models.
Another major impediment to the use of a priori techniques is that a full field of DNS data is
required to train the model. Since DNS data will not be available in practical regimes, this is a
major limitation.
In spite of the above challenges, good results have been reported in the literature. For the
purposes of generalization, it will be a good practice to ascertain the correlations between η˜ & η˜m
(beyond δ & δm) such that the degree of loss in consistency can be monitored.
B. Model-consistent training
The previous discussion highlights the importance of learning model augmentations in an (im-
perfect) modeled environment rather than the (perfect) environment of the coarse-grained DNS
field. Enforcing consistency, however, requires the solution of inverse problems that minimize
a discrepancy between the model output and the data. Thus, the model Ra(·) is involved in the
training process in contrast to a a priori training.
Given a sparse dataset Y˜ i from experiments or DNS, the so-called field inversion ap-
proaches [10, 13, 61] seek the spatio-temporal model augmentation field δim(x, t) via the following
PDE-constrained inverse problem:
min
δim
L []Y i,Y im(δim)], s.t. Ra(q˜m, s˜m,δm(η˜m;w)) = 0, (7)
Such an augmentation is consistent with the underlying model, and unlike the a priori approach
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which requires δi (rather than Y i) from a detailed DNS field, this approach - in principle - can
assimilate information from available and potentially sparse data. In practice, one has to ensure
that the data Y i is informative of the underlying model discrepancy.
The field inversion (FI) approach has been pursued in the context of augmentation of eddy
viscosity [10], transport equation terms [61–63], Reynolds stresses [64, 65], and in the mean
flow momentum equation [66]. Given a dataset Y i, the FI approach yields δim, which is a spatio-
temporal field, and is thus problem-specific. To convert this into a generalizable augmentation, FI
is performed on k datasets that are presumably informative of the model discrepancy, following
which a set of targets δ∗m = {δ1m, ...,δkm} and features η˜∗m = {η˜1m, ..., η˜km} are collected. Supervised
learning can then be performed:
min
w
L [δ∗m,δm(η˜∗m;w)]. (8)
In contrast to Eq. 5 in which coarse-grained DNS data is used to train the model, Eq. 8 creates
data from the model outputs to train a generalized augmentation. This combination of FI and ML
as given in equations 7 and 8 has been pursued by several researchers [14, 25, 55, 62, 63, 67] in
various applications in turbulence and transition modeling.
While the aforementioned FIML approach promotes consistency between the model outputs
and the learning environment, imperfections in the learning process (Eq. 8) can introduce a degree
of inconsistency between the learning and prediction environments. This remaining inconsistency
can be eliminated by integrating the inference step with the learning step in the form:
min
w
L [Y,Ym(δ(η˜m;w))], s.t. Ra(q˜m, s˜m,δm(η˜m;w)) = 0. (9)
In this approach, the ML output is first fed into the model, and the model output is used in the
loss function. Notably, both of these steps are integrated within a single optimization step that
updates the weights of the ML model. This tightly coupled approach has recently been employed
in the context of RANS [68, 69] and LES [57], and ensures full consistency between the learning
and prediction environments. Figure 2 exemplifies the importance of consistent training.
It has to be mentioned that one minor drawback of the integrated approach (Eq. 9) is that
features have to be selected before the inference, whereas separation of the FI (Eq. 7) and ML
(Eq. 8) stages yields more flexibility.
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Figure 2: Comparison of apriori-trained subgrid scale closure and model consistent learning/inference
(DPM) applied to LES of homogeneous isotropic turbulence (Ref. [57]) .
It is notable that model-consistent training involves large scale inverse problems, typically ne-
cessitating the use of adjoint-driven [70] optimization techniques [14, 57, 69]. Given the intrusive
nature of adjoints, this presents major challenges to development, and has proven to be a barrier
for researchers to develop model-consistent ML augmentations. This is especially a challenge in
tightly coupled approaches, as the optimization considers the scale and non-linearities of the PDE
and highly non-convex loss function landscapes of neural networks. An additional challenge in
LES is that chaoticity can lead to unstable adjoint solutions that require special treatment [71, 72].
To circumvent the complexity of the afore-mentioned tightly coupled optimization problems,
weakly coupled techniques such as ‘embedded learning’ [68], ‘iterative machine learning’ [73] ,
’CFD-driven machine learning’ [74], and ‘closed loop training’ [56] have been proposed. While
some of these approaches still require a full field of DNS data as in a priori training, these tech-
niques represent a movement towards establishing model consistency without the need for com-
plex adjoint-driven machinery, thus reducing barriers to development of ML-based turbulence
models.
Convergence characteristics of all the methods mentioned in this section have to be studied in
a mathematically rigorous fashion, and will be fruitful research direction. The choice of the loss
function is also a topic that has not been studied in earnest.
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V. FEATURE SELECTION
The ML models discussed above are based on regression and are meant to be interpolative in
feature space ηm. However, if features are properly selected, and the feature space is adequately
populated, embedding the output of these regression models within a suitable physics-based model
Ra(q˜m, s˜m,δm(η˜m;w)) = 0 can yield better predictive properties on unseen geometries and flow
configurations.
In the limit of the availability of an infinite amount of data, feature selection can be posed as an
unsupervised learning problem. In a practical turbulence modeling scenario, however, selection
of features should be guided by turbulence modeling principles [23] as well as by the amount and
type of available data. The following are general guidelines based on prevailing practices:
• Local non-dimensionalization: To ensure applicability across different problems, the fea-
tures should be locally non-dimensionalized [15, 75]. For instance, if the strain-rate tensor S˜ is
used as a feature, non-dimensionalization with respect to a local time scale (e.g.S˜k/ε) offers a
greater possibility to generalize across different configurations, when compared to global non-
dimensionalization.
• Invariance considerations: As in traditional turbulence modeling [20], ideal features should
satisfy rotational, reflectional and frame-invariance properties. This aspect is discussed in detail
in [15, 23]. This should apply to both the selected features and variables used for local non-
dimensionalization.
• Local vs non-local features: From the viewpoints of generalizability and implementation, it
is desirable to have local features (such as S˜k/ε). In practice, wall-distance [22, 23] and wall-stress-
based measures [25] appear to be important. The use of local pressure-gradient-based features [23]
have also been used as a surrogate for non-local information.
• Data considerations: Feature selection is a well-studied topic in the machine learning com-
munity and a comprehensive summary can be found in Ref. [76]. Wang et al. [22] use random
forest regression on 47 features and rank them in order of importance (Fig. 3). Such tools can
be used as a guide to narrow down to a smaller set, with the caveat that limited data might bias
the choice of features and impact model reliability. Indeed, constructing a model with d features
requires enough data to populate a d-dimensional feature space.
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Figure 3: Ranking important features using two different representations of model discrepancy(Ref. [22]) .
VI. CONSTRAINTS
The general philosophy of combining ML models with physics-based models relies on the
notion that physics information will complement the information contained in the data to yield
generalizable predictions. The imposition of constraints can effectively reduce the search space of
ML models to lower dimensional manifolds consistent with the physics. In the present context of
data-augmented turbulence modeling, constraints can take several forms, including:
• Input constraints on the ML model: As discussed in Section V, the feature space η˜m can be
constrained to a manifold that satisfies invariance properties.
• Output constraints on the ML model: The output of the learning model may also be con-
strained. For instance, if the output corresponds to a Reynolds stress perturbation to a baseline
model (represented by a subscript b), i.e. τm = τb + δ(η˜m;w) realizability constraints could be
enforced on δ(η˜m;w). Additional examples include the case in which ML outputs correspond to
quantities that are reflectionally or rotationally invariant. This can be addressed - for instance - via
data-augmentation [15].
• Constraints on the outputs of the physics model: In model-consistent training, relevant equal-
ity and inequality constraints can be imposed on observables of the output of the physics model.
For instance, in a combustion modeling setting, even if the local heat release rate is not used in
the loss function, the model output can be constrained to match the integrated heat release in the
experiment (or DNS) during the training stage.
• Constraint satisfaction via priors: In the case of Bayesian inference, physical and mathemat-
ical information can be used to enforce priors on the parameters and outputs.
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Ref. [56] also presents additional perspectives on compatibility and physics-based constraints.
VII. ADDITIONAL CHALLENGES & PERSPECTIVES
Turbulence modeling is a peculiar endeavor, with competing philosophies and paradoxes [21].
For instance, it is often not clear as to what type of physical information - however elegant it may
appear - is useful for predictive outcomes. In fact, Ref. [20] goes on to say that : “ The central
role of creativity and free intuition introduces a danger of proliferation. Any type of new term
can be proposed, and many will satisfy the consensus constraints such as Galilean invariance, so
that rejecting them becomes a matter of opposing intuition.” It has to be recognized that ML aug-
mentations are being introduced to a scenario which is already extremely complex, and sometimes
counter-intuitive. Thus underlying intricacies and the Occam’s Razor must be appreciated. We
begin this section by outlining additional challenges, and then offer some perspectives towards the
development of generalizable ML-augmented models.
Irrecoverable model discrepancies: Coarse-grained simulations of turbulence - as in the context
of RANS and LES - have to contend with irrecoverable loss of information which is a consequence
of the fact that, at any given instant in time, there are infinite realizations of velocity fields that
are compatible with the coarse-grained field. Thus, each of these realizations might evolve dy-
namically in different ways, which can only be captured in an average sense in a coarse-grained
model [77]. Further, the modeling structure by itself (e.g. Single-point closure [5], Markovian
closures [78], etc.) may introduce errors not addressable by the ML augmentation.
Identifiability: As a consequence of the fact that a) the model inadequacy cannot be fully ad-
dressed by the ML augmentation alone, and b) the available data may not be sufficient to learn the
true model form, the augmentation may not be identifiable. Figure 4 illustrates the latter aspect. A
model-consistent perturbation to the Reynolds stress anisotropy tensor based on the mean velocity
was found to yield highly accurate mean velocity and Reynolds shear stress predictions, but the
anisotropy was not predicted accurately. This could indeed be remedied if the entire Reynolds
stress tensor was used as the data. This example, however, is used a proxy for the lack of data
for practical configurations: DNS would be infeasible, and experimental methods will offer sparse
measurements of certain field quantities.
Impact of discretization error: The augmentation of LES models is complicated by the fact that
the resolved scales are seldom free of numerical errors, and thus disambiguating numerical errors
15
Figure 4: Model-consistent inference based on velocity data in Channel flow. Blue: Anisotropy predicted
by DNS; Red: Anisotropy predicted by the inferred model.
from modeling errors is a challenge. This is especially true when explicit filtering [79, 80] is not
employed. Thus, ascertaining what exactly has to be represented by the ML algorithm is typically
unclear. Model-consistent training can account for the impact of numerical errors in a precise
manner, at least as far as reconstructing the training data is concerned. Much further research is
required towards the end of generalizable ML-augmented models for LES.
Interpretability: Interpretable ML models are desirable from the viewpoint of analysis, im-
plementation, reproducibility, and wider use. Models based on symbolic regression [16, 31] are
appealing in this regard. Ref. [81] offers a survey of recent research on the interpretability of a
broader range of ML models. It should be mentioned that while interpretable models are desirable,
they do not automatically become applicable beyond the scenarios in which they were trained.
As with the development of an ML-based models, careful considerations should be given to pre-
dictive capabilities beyond the training set. While the topics discussed in this paper present some
directions towards achieving generalization, the author’s perspective is that ML-augmentation
should be considered as just another tool in turbulence modeling. Judicious use of supervised
and unsupervised learning, grounded by physical and mathematical rigor and an understanding
the information (and lack thereof) contained in the available data is required to derive generaliz-
able models.
A schematic of a comprehensive approach towards developing ML-augmented models is shown
16
Figure 5: Schematic representing key layers in the comprehensive development of ML-augmented models.
in Figure 5. Since every step of the modeling process involves assumptions, quantifying the impact
of these assumptions in the form of distributions, and formally accounting for them in inverse and
forward modeling will add robustness to model development. Over the past decade, uncertainty
quantification formalisms have been applied to turbulence models [8, 9, 82]. While the treatment
of parametric uncertainties is well-established and is purely a matter of applying scalable com-
putational algorithms, addressing model form uncertainties continues to present an open topic in
computational science.
It is the author’s opinion that the promise of ML-augmented turbulence modeling is clear. Pre-
liminary successes have been demonstrated by small groups of individuals in isolated scenarios.
True progress requires the community to move beyond the publication of journal articles, and es-
tablish standards/benchmarks and foster a collaborative ecosystem. ML (and artificial intelligence
in general) have revolutionized certain fields rapidly, mainly because of a) wide use of real-world
benchmarks (e.g. ImageNet), b) standardizing evaluation and accessibility of underlying tools,
and c) promoting reproducibility of research.
As a final point, throughout the history of turbulence (and combustion) modeling, the desire
for deterministic models has resulted in developers presenting “unique” model parameters and
model forms, after balancing many considerations. Documentation of candidate model forms and
parameter ranges can help inform rigorous priors and greatly benefit data-driven modeling.
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