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COMPACTNESS OF A RESTRICTED X-RAY TRANSFORM
CHANDAN BISWAS
Abstract. We show that the X-ray transform restricted along the moment
curve possesses extremizers and that Lp-normalized extremizing sequences are
pre-compact modulo symmetry.
1. Introduction
Given a suitable function function f on Rd and a line l in Rd, the X-ray transform
of f at l is defined to be the integral of f over l with respect to Lebesgue measure.
Introduced by Fritz [10], it is of paramount importance in integral geometry [9] and
the study of PDE’s. For d ≥ 3 it is overdetermined as the dimension of the set of
all lines in Rd is 2(d − 1). Thus we restrict the X-ray transform to the set of all
lines whose directions are given by a fixed a curve γ and is defined by
Xγf(t, y) :=
∫
R
f(s, y + sγ(t)) ds, γ : R→ Rd−1.
It is known ([12], [19]) that the mixed norm bound for Xγ (‖Xγf‖LqtLry ≤ Cγ‖f‖Lp)
implies the Kakeya Conjecture ([11], [18]). Here
‖g‖LqtLry :=
(∫
R
( ∫
Rd−1
g(t, y)r dy
) q
r dt
) 1
q
.
As a result establishing mixed norm bounds for Xγ has a long history and has at-
tracted persistent attempts for several decades (see [15] and the references therein).
In this article we consider Xγ when γ is the moment curve in R
d−1, γ(t) =
(t, t2, ..., td−1). Even for this model case the end point mixed norm bound is not
known. For simplicity we denote the X-ray transform in Rd restricted to the direc-
tions parametrized by the moment curve by X and thus is defined by
Xf(t, y) :=
∫
R
f(s, y + s(t, t2, ..., td−1))ds, (t, y) ∈ R× Rd−1.
Theorem 1.1. (Christ, Erdogan [5], Dendrinos, Stovall [7], Erdogan [8],
Laghi [13]) For d ≥ 3 X maps Lp(Rd) into LqtL
r
y if for some θ ∈ [0, 1)(1
p
,
1
q
,
1
r
)
=
( 1
pθ
,
1
qθ
,
1
rθ
)
:=
(
1− θ +
θd
d+ 2
,
θ d
d+ 2
, 1− θ +
θ(d2 − d− 2)
d2 + d− 2
)
and the restricted weak type bound holds for X at the other end point i.e. at θ = 1.
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We shall obtain refinements of these estimates. Note that for θ = θ0 :=
d2+d−2
d2+d
one has qθ0 = rθ0 and thus the corresponding mixed norm space becomes regular
Lp space. We say {fn}n is an extremizing sequence of X at θ if each fn has unit Lpθ
norm and limn→∞ ‖Xfn‖Lqθt L
rθ
y
= Aθ := ‖X‖Lpθ→Lqθt L
rθ
y
and f is an extremizer
of X at θ if ‖f‖Lpθ = 1 and ‖Xf‖Lqθt L
rθ
y
= Aθ. Our main goal in this article is
to obtain information about the compactness of X and the presence of any sort of
structure in an extremizing sequence of X .
Our motivation for investigating the compactness of the X-ray transform orig-
inated partly due to the results in [1]. There the author was examining similar
questions for a different operator known as an averaging operator or generalized
Radon transform in recent literature. The averaging operator along the moment
curve in Rd is defined by
Tf(x) :=
∫
R
f(x+ (t, t2, ..., td)) dt.
In addition to establishing existence of extremizers of T : Lp → Lq for certain
ranges of p, the author proved the following theorem.
Theorem 1.2. (Biswas [1]) At least one of the following must hold:
• (A) There exists an extremizer of T : Lq
′
θ0 → Lp
′
θ0 ; or
• (B) There exists an extremizer of X : Lpθ0 → L
qθ0
t L
qθ0
y = Lqθ0 .
However it was not known which one of the two possesses extremizers. Our main
result is the following.
Theorem 1.3. For d ≥ 3 there exist extremizers of X : Lpθ → Lqθt L
rθ
y for each θ ∈
(0, 1). Additionally for any nonnegative extremizing sequence {fn}, of X : L
pθ →
L
qθ
t L
rθ
y , there exists a sequence of symmetries (diffeomorphisms of R
d, preserving
Lpθ norm of f), {φ∗n}, such that a subsequence of {φ
∗
n(fn)} converges in L
pθ to an
extremizer of X : Lpθ → Lqθt L
rθ
y .
Note that every nonnegative f is an extremizer of X : Lp0 → Lq0t L
r0
y .
1.1. Summary of Proof. Following [3] it suffices to show that for a function, f , to
be a near extremizer of X , it is necessary that f can not take arbitrary large values
(upto scaling). We prove this in Lemma 3.1. Additionally we need to show that
f can not have large Lp-masses over distant pieces in the physical space. This is
proved in Lemma 3.2. Our proof of these lemmas is based on the method introduced
by Christ in [3] to prove existence of extremizers for the Lp → Lq bound for the
averaging operator over the paraboloid in Rd. However substantial work is needed
to apply the argument of Christ to the X-ray transform. This is reflected primarily
in two ways. First contrary to the Lp → Lq bounds the restricted weak type bounds
do not imply strong type bound at an intermediate point for the mixed type bounds,
Lp → LqtL
r
y. To overcome this issue we use ideas in [7] to first characterize near
extremizers for the restricted strong type bounds to establish Lorentz space bounds
for X . Secondly unlike in the case of regular Lp spaces, elementrary examples show
that in mixed norm space LqtL
r
y, two functions g1, g2 having disjoint supports might
not enjoy the property that ‖g1‖
q
L
q
tL
r
y
+‖g2‖
q
L
q
tL
r
y
= ‖g1+g2‖
q
L
q
tL
r
y
. This phenomenon
makes it rather difficult to prove that a near extremizer forX at a fixed value of t can
not have large masses over distant pieces in y. We overcome this by first carefully
using a “dyadic like decomposition” of f in the variable t and then another dyadic
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decomposition in the y variable. Finally, our hope is that the proof of the Lorentz
space bound for X in this article might shed light into establishing the conjectured
end point bound for X at θ = 1.
1.2. Notation. Most of the notations are quite standard. C, c denotes large and
small positive constant respectively which will depend only on the dimension d of
R
d and may change from line to line. Likewise Cθ, cθ will be used to denote large
and small positive constant respectively which depend on the dimension d and θ.
For two quantities A,B we write A ∼ B to denote cA ≤ B ≤ CA. We define the
projection π : Rd → R by π(t, y) = t.
For functions f, g we write X (f, g) :=
∫
Rd
Xf(t, y)g(t, y)dtdy. When f, g are
characteristic functions of set we write X (E,F ) := X (χE , χF ). When f = χE we
write X (E, g) := X (χE , g), likewise for X (f, F ). For f ∈ Lp we write f =
∑
j 2
jfj
where fj ∼ χEj with {Ej}j a mutually disjoint collection of sets in R
d. For a
function g ∈ LqtL
r
y we write g =
∑
l g
l where gl := gχ{t:2l≤
∫
gr(t,y)dy<2l+1}. When
g = χF we write g
l =: χF l . Additionally for g ∈ L
q
tL
r
y we write g =
∑
k 2
kgk =∑
l g
l =
∑
klm 2
kgmkl where gk ∼ χFk({Fk} a mutually disjoint collection of sets in
R
d), gmkl ∼ χFmkl with F
m
kl := Fk ∩ π
−1({t : 2l ≤
∫
gr(t, y)dy < 2l+1}) ∩ π−1({2m ≤∫
χFk(t, y)dy < 2
m+1}). Finally for the rest of this article we only consider d ≥ 3
and all functions will be nonnegative.
2. Symmetry
Let Σ be the incidence manifold
Σ = {((s, x), (t, y)) ∈ R× Rd−1 × R× Rd−1 : x = y + sγ(t)}.
There are diffeomorphisms of Rd × Rd which preserve the incidence manifold. We
denote the set of all such diffeomorphisms by Gd×d and we call an element of
Gd×d a symmetry of X . The following pairs and their composition are examples of
symmetries of X .
• (φ(0,v)(s, x), ψ(0,v)(t, y)) := ((s, x + v), (t, y + v));
• (φ(α,β)(s, x), ψ(α,β)(t, y)) := ((αs, αSβ(x)), (βt, αSβ(y));
• (φ(s0,t0)(s, x), ψ(s0,t0)(t, y)) := ((s+s0, Gt0(x)+(s+s0)γ(t0))), (t+t0, Gt0(y−
s0γ(t));
where Gt0 is the linear operator defined on R
d−1 associated to the (d− 1)× (d− 1)
matrix
Gt0 =


1 0 0 . . . 0
2t0 1 0 . . . 0
3t20 3t0 1 . . . 0
...
... . . . 0(
m
1
)
tm−10
(
m
2
)
tm−20 . . . 0
...
... . . . 0(
d−1
1
)
td−20
(
d−1
2
)
td−30 . . . 1


.
and Sβ(x) := (βx1, β
2x2, ..., β
d−1xd−1). Note that γ(t+ t0) = Gt0(γ(t)) + γ(t0) for
all t, t0 ∈ R.
In addition to the above examples there might be other members in Gd×d. But
since for our analysis it is enough to study the above examples and their com-
positions, from now on by a symmetry of X we will mean an element of Gd×d
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coming from these examples and their compositions. For notational convenience
we will denote a symmetry, (φ, ψ) ∈ Gd×d, simply by φ ∈ Gd := {φ : (ψ, φ) ∈
Gd×d for some ψ}.
For each φ ∈ Gd with ψ(t, y) = (ψ1(t), ψ′(y)), we define the associated operators
φ∗ : Lp → Lp by (φ∗f)(t, y) = J
1
p
φ f(φ(s, x)) and (ψ
∗g)(t, y) = ψ′1(t)
1
q′ Jψ′(y)
1
r′ g(ψ(t, y)).
Then
‖φ∗(f)‖Lp = ‖f‖Lp, X (φ
∗f, ψ∗g) = X (f, g). (2.1)
3. Existence and norm convergence
In this section we will prove Theorem 1.3. We will assume the following two
lemmas which will be proved in subsequent sections.
Lemma 3.1. (Frequency Localization) Let θ ∈ (0, 1). For each δ > 0 and
for every X (f, g) ≥ (1 − δ)Aθ with ‖f‖Lpθ = ‖g‖
L
q′
θ
t L
r′
θ
y
= 1 there exist j0, k0 ∈ Z
such that for f˜ =
∑
|j−j0|<Cθδ
−Cθ
2jfj ≤ f and g˜ =
∑
|k−k0|<Cθδ
−Cθ
2kgk ≤ g with
fj ∼ χEj and gk ∼ χFk for pairwise disjoint collection of sets {Ej}j and {Fk}k we
have X (f˜ , g˜) ≥ (1 − 2δ)Aθ.
Lemma 3.2. (Localization for X) Let θ ∈ (0, 1). For each ǫ > 0 there exist
δ > 0 and R <∞ such that for each f satisfying ‖Xf‖Lqθt L
rθ
y
≥ Aθ(1 − δ)‖f‖Lpθ ,
there exists a symmetry φ (depending only on f) such that
‖φ∗f‖
Lpθ
(
{|(s,x)|>R}∪{|φ∗(f)|>R‖f‖Lpθ }
) < ǫ‖f‖Lpθ .
Let {(fn, gn)}n be an extremizing-pair sequence ofX at θ. By Banach Alaoglu we
can assume (replacing {fn} by a subsequence if necessary) fn converges weakly to
f ∈ Lpθ and gn converges weakly to g ∈ L
q′θ
t L
r′θ
y . Thus ‖f‖Lpθ ≤ 1 and ‖g‖
L
q′
θ
t L
r′
θ
y
≤
1. For a function F and R < ∞ we define FR(z) := F (z)χ(|z|<R)χ(|F |<R). For
any smooth compactly supported function η the operator g 7→ ηX∗(ηg) maps L2
to the Sobolev space Hs for some s > 0 (Theorem 8.11[6]). Thus for each fixed R,
X (fnR, gnR) converges to X (fR, gR).
On the other hand, let ǫ > 0 andNǫ be such that for all n ≥ Nǫ, X (fn, gn) ≥ Aθ−
ǫ. By Lemma 3.2 there exists R = Rǫ such that for all n ≥ Nǫ, X (fnR, gn) ≥ Aθ−2ǫ
(replacing fn by φ
∗(fn) if necessary). Additionally by Lemma 3.1, for all n ≥ Nǫ,
X (fnR, gnχ(|gn|<R)) ≥ Aθ − 3ǫ. Thus
Aθ − 3ǫ ≤ X (fnR, gnχ(|gn|<R))
=
∫
|z|≤CR
X(fnR)gnχ(|gn|<R) +
∫
|z|>CR
X(fnR)gnχ(|gn|<R)
≤
∫
|z|≤CR
X(fnR)gnχ(|gn|<R) +
∫
|z|>CR
X(Rχ(|z|<R))gnχ(|gn|<R).
Thus by choosing CR large enough (and replacing R by CR) we can assume that
X (fnR, gnR) ≥ Aθ − 4ǫ for all n ≥ Nǫ. This in conjunction with the previous para-
graph implies X (f, g) ≥ X (fR, gR) ≥ Aθ − 4ǫ. This happens for all ǫ > 0 and thus
(f, g) is an extremizer-pair of X . Now since Aθ = X (f, g) ≤ Aθ‖f‖Lpθ‖g‖
L
q′
θ
t L
r′
θ
y
≤
Aθ, we have ‖f‖Lpθ = 1 and ‖g‖
L
q′
θ
t L
r′
θ
y
= 1. Now we apply Theorem 2.11 in [14] to
conclude that {fn} converges to f in L
pθ . The same reasoning implies for θ = θ0,
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{gn} converges to g in L
q′θ0
t L
r′θ0
y = L
q′θ0 . For θ 6= θ0, we have to proceed differ-
ently. Applying Theorem 3.13 in [16] there exists {g˜n :=
∑n
i=1 cingi}n with cin ≥ 0
and
∑n
i=1 cin = 1 such that {g˜n}n converges in L
q′θ
t L
r′θ
y to the dual extremizer g.
Note that since ‖g˜n‖
L
q′
θ
t L
r′
θ
y
≤ 1, { g˜n‖g˜n‖
L
q′
θ
t
L
r′
θ
y
}n is another extremizing sequence for
X∗ which converges in L
q′θ
t L
r′θ
y . Thus the sequence of extremizing-pair {(fn, g˜n)}n
converges in norm to the extremizer-pair (f, g).
Remark 3.3. We have however the following open problem: Given an extremizing
sequence for X∗ : L
q′θ
t L
r′θ
y → Lp
′
θ , is it true that a subsequence should converge
in L
q′θ
t L
r′θ
y (after modifying the sequence by applying symmetry if necessary) when
θ 6= θ0?
4. Lorentz Space bound and Frequency Localization
Our goal in this section is to prove the Lemma 3.1. We start with the following
lemma (Lemma 6.3 in [7]). Similar to the analysis in [7], the exponent θ0 plays a
crucial role in our analysis. The following lemma roughly says: for a certain types
of g, in order for a pair (χE , g) to be near extremizer-pair of X at θ ∈ (0, 1), θ 6= θ0,
g is “almost” constant and (χE , g) is “close” to being a near extremizer of X at θ0.
Lemma 4.1. (Dendrinos, Stovall [7]) Let L be a positive operator that satisfies
the restricted weak type bound
L(E,F ) ≤ Cj |E|
1
sj ‖χF‖
L
u′
j
t L
v′
j
y
for j = 0, 1 and 1 < sj , uj , vj < ∞. Let θ ∈ (0, 1) and
(
1
sθ
, 1
uθ
, 1
vθ
)
= (1 −
θ)
(
1
s0
, 1
u0
, 1
v0
)
+ θ
(
1
s1
, 1
u1
, 1
v1
)
. Let g =
∑
k 2
kgk, gk ∼ χFk with ‖g(t, y)‖
v′θ
L
v′
θ
y
∼
AχT (t) for some T ⊂ R and A > 0. Then for all sets E ⊂ Rd satisfying L(E, g) ≥
ǫC1−θ0 C
θ
1 |E|
1
sθ ‖g‖
L
u′
θ
t L
v′
θ
y
, there exists k0 :=
1
1− v
′
v′0
[
θLog(C1
C0
) + ( u
′
u′0
− v
′
v′0
)Log(A) +
(1
s
− 1
s0
)Log(|E|) + (1− u
′
u′0
)Log(‖g‖
Lu
′
t L
v′
y
)
]
such that for all 0 < η ≤ ǫ
L(E, g) ≤ (1 + η)L(E,
∑
|k−k0|≤CθLog(1+η−1)
2kχFk)
and for each j = 0, 1 and |k − k0| ≤ CθLog(1 + η
−1)
L(E,Fk) ≥ cθǫ
CθCj |E|
1
sj ‖χFk‖
L
u′
j
t L
v′
j
y
.
Additionally for each such Fk and j = 0, 1 we have
cθǫ
Cθ
(
C1
C0
)aj
Ab|E|cj‖g‖
u′dj
Lu
′
t L
v′
y
≤ ‖χFk‖
L
u′
j
t L
v′
j
y
≤ Cθǫ
−Cθ
(
C1
C0
)aj
Ab|E|cj‖g‖
u′dj
Lu
′
t L
v′
y
where
aj =
1
v′j
(
1
v′0
− 1
v′1
) , b = u
′
(
1
v′0u
′
1
− 1
u′0v
′
1
)
1
v′1
− 1
v′0
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cj =
1
s0
− 1
s1
v′j
(
1
v′1
− 1
v′0
) dj = 1
u′j
−
1
u′1
− 1
u′0
v′j
(
1
v′1
− 1
v′0
) .
Corollary 4.2. Let 0 < θ < 1 and E,F be subsets of Rd with ‖χF (t, y)‖
r′θ
L
r′
θ
y
∼
AχT (t) for some T ⊂ R and A > 0. If X (E,F ) ≥ ǫ|E|
1
pθ ‖χF ‖
L
q′
θ
t L
r′
θ
y
, then
|E|
1
pθ0 |F |
1
q
θ′0
|E|
1
pθ ‖χF ‖
L
q′
θ
t L
r′
θ
y
≤ Cθǫ
−Cθ .
Proof. We note that this is trivially valid when θ = θ0. For θ0 < θ < 1 we apply
the above lemma to the tuple (s0, u0, v0) = (pθ0 , qθ0 , rθ0), (s1, u1, v1) = (p1, q1, r1)
to get
Aθ|E|
1
pθ ‖χF‖
L
q′
θ
t L
r′
θ
y
≥ X (E,F ) ≥ cθǫ
CθCθ|E|
1
pθ0 ‖χFk‖
L
q′
θ0
t L
r′
θ0
y
.
For 0 < θ2 < θ < θ0 we apply the above lemma to the tuple (s0, u0, v0) =
(pθ2 , qθ2 , rθ2), (s1, u1, v1) = (pθ0 , qθ0 , rθ0) to get the desired bound. 
The next lemma is key to our analysis and will be used several times in our
analysis. It roughly says: if the image of two sets under X act “strongly” on the
same part of Rd, then they must have “same” volume upto a factor which depends
on the “strength” of their action.
Lemma 4.3. Let E1, E2, F be subsets of R
d with ‖χF (t, y)‖
r′θ
L
r′
θ
y
∼ AχT (t) for some
A > 0 and T ⊂ R satisfy X(χE1) ≥ ǫ|E1|
1
pθ ‖χF‖
L
q′
θ
t L
r′
θ
y
|F |−1 and X(χE2) ≥
ǫ|E2|
1
pθ ‖χF ‖
L
q′
θ
t L
r′
θ
y
|F |−1 on F˜ ⊂ F with |F˜ | ≥ cθǫCθ |F |. Then cθǫCθ |E1| ≤ |E2| ≤
Cθǫ
−Cθ |E1|.
Proof. We will give the proof for d = 2D, an even number, for the odd case being
identical. WLOG we assume that |E2| ≥ |E1|. Let α1 := ǫ|E1|
1
pθ ‖χF‖
L
q′
θ
t L
r′
θ
y
|F |−1,
α2 := ǫ|E2|
1
pθ ‖χF‖
L
q′
θ
t L
r′
θ
y
|F |−1 and β := X (E1,F˜ )2|E1| ≥
cθǫ
Cθ
2 |E1|
1
pθ
−1
‖χF‖
L
q′
θ
t L
r′
θ
Y
. The
method of refinement [2] gives rise to (s0, x0) ∈ E1 and a set Ω ⊂ Rd with |Ω| ≥
cαD−11 β
Dα2 such that for every (s1, t1, ..., sD, tD) ∈ Ω,
• Φ((s1, t1, ..., sD, tD)) := (sD, x0 −
∑D
j=1(sj−1 − sj)γ(tj)) ∈ E2;
• |sj − sj−1| ≥ cα1 for all 1 ≤ j ≤ D − 1;
• |sD − sD−1| ≥ cα2;
• |ti − tj | ≥ cβ for all 0 ≤ i 6= j ≤ D.
Since JΦ =
∏D
i=1 |si − si−1|
∏
1≤j 6=i≤D |ti − tj |
2 (Proposition 4.1 [7]),
|E2| ≥ |Φ(Ω)| ≥ c(α
D−1
1 β
Dα2)β
2D(D−1)αD−11 α2.
Substituting the values of α’s and β and a bit of arithmetic this is equivalent to
|E2|
|E1|
≤ Cθ
[(
|E1|
1
pθ0
− 1
pθ
‖χF‖
L
q′
θ
t L
r′
θ
y
|F |
1
q′
θ0
) pθ(d2+d)
2
ǫ−
Cθpθ(d
2+d)
2
] 1
2−pθ
.
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At this point we apply Corollary 4.2 to get the desired bound, thus completing the
proof. 
We shall now perform our first step in proving Lemma 3.1. The following propo-
sition loosely says that if all the “dyadic pieces” of f have small mass or if their
image under X act “weakly” with g, then the total number of insidences between
f and g is “small” too provided we restrict ourselves to certain types of g. Thus
this proves part of the Lemma 3.1 where we can restrict a near extremizer to have
only “large dyadic pieces”.
Proposition 4.4. Let θ0 < θ < 1. Let f =
∑
j 2
jfj , fj ∼ χEj and g be such that
for all j, η ≤ 2jpθ |Ej | < 2η and δ|Ej |
1
pθ ‖g‖
L
q′
θ
t L
r′
θ
y
≤ X (Ej , g) < 2δ|Ej |
1
pθ ‖g‖
L
q′
θ
t L
r′
θ
y
with ‖g(t, y)‖
r′θ
L
r′
θ
y
∼ AχT (t) for some T ⊂ R and A > 0. Then
X (f, g) ≤ Cθ(ηδ)
cθ‖f‖Lpθ‖g‖
L
q′
θ
t L
r′
θ
y
.
Proof. For θ0 < θ < 1 we have
q′θ
r′
θ
> 1. For g =
∑
k 2
kgk, gk ∼ χFk define F
l
k :=
Fk ∩ π−1({t : 2l ≤
∫
χFk(t, y)dy < 2
l+1}). Let us assume that for each j, k, l we
have δ1|Ej |
1
pθ ‖χF l
k
‖
L
q′
θ
t L
r′
θ
y
≤ X (Ej , F lk) < 2δ1|Ej |
1
pθ ‖χF l
k
‖
L
q′
θ
t L
r′
θ
y
for some δ1 > 0.
WLOG we can assume ‖f‖Lpθ = 1. We define
F lkj := {(t, y) ∈ F
l
k : XχEj (t, y) ≥
X (Ej , F
l
k)
2|F lk|
}
so that X (Ej , F lk) ∼ X (Ej , F
l
kj). In a moment we will prove the following.
Claim :
∑
j
|F lkj | ≤ CθLog(1 + δ
−Cθ
1 )|F
l
k| For each k, l. (4.1)
Let us assume the claim for now and proceed. We have
X (f, g) ∼
∑
j
2jX (Ej , g) ≤ 2δ
∑
j
2j |Ej |
1
pθ ‖g‖
L
q′
θ
t L
r′
θ
y
≤ Cθδη
1
pθ
−1
‖g‖
L
q′
θ
t L
r′
θ
y
. (4.2)
Additionally, by the above claim and since for a fixed j, {F lkj ⊂ F
l
k}kl is a mutually
disjoint collection of sets
X (f, g) ∼
∑
jkl
2jX (Ej ,
∑
kl
2kχF l
kj
) ≤ Cθ
∑
j
2j|Ej |
1
pθ ‖
∑
kl
2kχF l
kj
‖
L
q′
θ
t L
r′
θ
y
≤ Cθ
(∑
j
(2j |Ej |
1
pθ )qθ
) 1
qθ
(∑
j
‖
∑
kl
2kχF l
kj
‖
q′θ
L
q′
θ
t L
r′
θ
y
) 1
q′
θ
≤ Cθη
1
pθ
− 1
qθ
(∑
j
∫ (∑
lk
2kr
′
θ
∫
χF l
kj
(t, y) dy
) q′θ
r′
θ
dt
) 1
q′
θ
≤ Cθη
1
pθ
− 1
qθ
(
A
q′
θ
r′
θ
−1∑
lkj
2kr
′
θ
∫ ∫
χF l
kj
(t, y) dydt
) 1
q′
θ
∼ Cθη
1
pθ
− 1
qθ
(
A
q′
θ
r′
θ
−1∑
lkj
2kr
′
θ |F lkj |
) 1
q′
θ
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≤ Cθη
1
pθ
− 1
qθ Log(1 + δ−Cθ1 )
1
q′
θ
(
A
q′
θ
r′
θ
−1∑
lk
2kr
′
θ |F lk|
) 1
q′
θ
∼ Cθη
1
pθ
− 1
qθ Log(1 + δ−Cθ1 )
1
q′
θ ‖g‖
L
q′
θ
t L
r′
θ
y
. (4.3)
Interpolating 4.2 and 4.3 and then taking sum over dyadic values of δ1 we get the
desired bound provided δ1 ≥ cθδCθ which is the conclusion of the next lemma.
Lemma 4.5. Let θ0 < θ < 1. Let E ⊂ Rd and g =
∑
k 2
kgk, gk ∼ χFk satisfies
‖g(t, y)‖
r′θ
L
r′
θ
y
∼ AχT (t) for some T ⊂ R and A > 0. Define F lk := Fk ∩ π
−1({t : 2l ≤∫
χFk(t, y)dy < 2
l+1}). Assume that for each k, l η‖g‖
q′θ
L
q′
θ
t L
r′
θ
y
≤ ‖2kχF l
k
‖
q′θ
L
q′
θ
t L
r′
θ
y
<
2η‖g‖
q′θ
L
q′
θ
t L
r′
θ
y
and δ1|E|
1
pθ ‖χF l
k
‖
L
q′
θ
t L
r′
θ
y
≤ X (E,F lk) < 2δ1|E|
1
pθ ‖χF l
k
‖
L
q′
θ
t L
r′
θ
y
. If X (E, g) ≥
δ|E|
1
pθ ‖g‖
L
q′
θ
t L
r′
θ
y
then
X (E, g) ≤ Cθ(ηδ1)
cθLog(1 + δ−Cθ )|E|
1
pθ ‖g‖
L
q′
θ
t L
r′
θ
y
.
Proof. For θ0 < θ < 1, we apply Lemma 4.1 with (s0, u0, v0) = (pθ0 , qθ0 , rθ0) and
(s1, u1, v1) = (p1, q1, r1) so that X (E, g) ≤ CθX (E,
∑
|k−k0|<CθLog(1+δ
−Cθ ) 2
kχFk)
for some k0 ∈ Z. We fix a k with |k − k0| ≤ CθLog(1 + δ−Cθ). It suffices to prove
that
X (E,Fk) ≤ Cθ(ηδ1)
cθ |E|
1
pθ ‖χFk‖
L
q′
θ
t L
r′
θ
y
. (4.4)
This has been established in the proof of Proposition 7.1 in [7] where we simply
apply the proof with g = χFk , so we omit the details. 
Now we turn to the proof of Claim 4.1. We will use an argument which originated
in [3] and used in related context in [1, 7, 13]. We note that for each j,
Aθ0 |Ej |
1
pθ0 |F lkj |
1
q
θ′0 ≥ X (Ej , F
l
kj) ∼ δ1|Ej |
1
pθ ‖χF l
k
‖
L
q′
θ
t L
r′
θ
y
.
Applying Corollary 4.2 gives for each j
|F lkj | ≥ cθδ
Cθ
1 |F
l
k|.
It suffices to prove that ∑
j∈J
|F lkj | ≤ Cθ|F
l
k|
where for all j1 6= j2 ∈ J , |j1 − j2| > Log(1 + δ
−Cθ
1 )
Cθ . By Cauchy-Schwartz
(
∑
J
|F lkj |)
2 ≤ |F lk|
( ∫
F l
k
∑
J
χF l
kj
+
∑
j1 6=j2
∫
χF l
kj1
χF l
kj2
)
= |F lk|
(∑
J
|F lkj |+
∑
j1 6=j2∈J
|F lkj1 ∩ F
l
kj2
|
)
.
Thus if the claim is not valid then
cθδ
Cθ
1 |J |
2|F lk| ≤ |J |
2 max
j1 6=j2
|F lkj1 ∩ F
l
kj2
|.
Thus there exist j1 6= j2 ∈ J such that |F lkj1 ∩F
l
kj2
| ≥ cθδ
Cθ
1 |F
l
k|. An application of
Lemma 4.3 to the tuple (E1, E2, F ) := (Ej1 , Ej2 , F
l
kj1
∩ F lkj2 ) implies cθδ
Cθ
1 |Ej1 | ≤
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|Ej2 | ≤ Cθδ
−Cθ
1 |Ej2 |. This is equivalent to 2
|j1−j2| ≤ Cθδ−Cθ but this contradicts
that j1, j2 ∈ J . This completes the proof. 
The following proposition extends Proposition 4.4 to all g, but now we have to
restrict ourselves for f to be of constant valued.
Proposition 4.6. Let θ0 < θ < 1. Let g =
∑
k 2
kgk, gk ∼ χFk be such that for
all l, η ≤ ‖gl‖
qθ′
L
q′
θ
t L
r′
θ
y
< 2η and δ|E|
1
pθ ‖gl‖
L
q′
θ
t L
r′
θ
y
≤ X (E, gl) < 2δ|E|
1
pθ ‖gl‖
L
q′
θ
t L
r′
θ
y
.
Then
X (E, g) ≤ Cθ(ηδ)
cθ |E|
1
pθ ‖g‖
L
q′
θ
t L
r′
θ
y
.
In addition, there exists {El ⊂ E}l such that X (E, g
l) ∼ X (El, g
l) and
∑
l |El| ≤
CθLog(1 + δ
−1)Cθ |E|.
Proof. This was proved in the proof of Proposition 7.1 in [7]. 
With ‖f =
∑
j 2
jfj, fj ∼ χEj‖Lp,s :∼ (
∑
j(2
j|Ej |
1
p )s)
1
s we have the following
Lorentz Space estimate.
Theorem 4.7. For 0 < θ < 1, X maps Lpθ,s into Lqθt L
rθ
y for every pθ < s < qθ.
Proof. First we consider the case θ0 < θ < 1. Let us assume that for each j, η ≤
2jpθ |Ej | < 2η with
∑
j(2
j |Ej |
1
pθ )s = 1 and δ|Ej |
1
pθ ‖χFm
kl
‖
L
q′
θ
t L
r′
θ
y
≤ X (Ej , Fmkl ) <
2δ|Ej|
1
pθ ‖χFm
kl
‖
L
q′
θ
t L
r′
θ
y
where g ∼
∑
k 2
kgk, gk ∼ χFk and F
m
kl := Fk ∩ π
−1({t : 2l ≤∫
gr
′
θ(t, y)dy < 2l+1}) ∩ π−1({t : 2m ≤
∫
χFk(t, y)dy < 2
m+1}). As in the proof of
Proposition 4.4 we have
X (Ej , F
m
kl ) ∼ X (Ej , F
m
klj) satisfying
∑
j
|Fmklj | ≤ CθLog(1 + δ
−Cθ)|Fmkl |.
This implies with glj :=
∑
km 2
kgkχFm
klj
for each l,
∑
j ‖g
l
j‖
q′θ
L
q′
θ
t L
r′
θ
y
≤ CθLog(1 +
δ−Cθ)‖gl‖
q′θ
L
q′
θ
t L
r′
θ
y
. For fixed j, {glj}l have disjoint supports in t, and so
∑
l ‖g
l
j‖
q′θ
L
q′
θ
t L
r′
θ
y
=
‖
∑
l g
l
j‖
q′θ
L
q′
θ
t L
r′
θ
y
. Thus we have
X (f, g) ∼
∑
j
2jX (Ej ,
∑
l
glj)
≤ Cθ
∑
j
2j |Ej |
1
pθ ‖
∑
l
glj‖
L
q′
θ
t L
r′
θ
y
≤ Cθ(
∑
j
(2j |Ej |
1
pθ )qθ )
1
qθ (
∑
j
‖
∑
l
glj‖
q′θ
L
q′
θ
t L
r′
θ
y
)
1
q′
θ
≤ Cθη
1
pθ
(1− s
qθ
)
Log(1 + δ−Cθ). (4.5)
On the other hand by Lemma 4.5 for each j, X (Ej , gl) ≤ Cθδcθ |Ej |
1
pθ ‖gl‖
L
q′
θ
t L
r′
θ
y
and thus by Proposition 4.6, X (Ej , g) ≤ Cθδ
cθ |Ej |
1
pθ ‖g‖
L
q′
θ
t L
r′
θ
y
. This yields
X (f, g) ∼
∑
j
2jX (Ej , g) ≤ Cθδ
cθη
1−s
pθ . (4.6)
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Interpolating these two bounds and taking sum over dyadic values of η, δ ∈ (0, Cθ)
finishes the proof for θ0 < θ < 1. For 0 < θ ≤ θ0 we choose a θ0 < θ′ < 1 and apply
real interpolation to the trivial L1 → L∞t L
1
y and the already established Lorentz
Space bound at θ′ (section 1.18.4− 1.18.6 [17]). 
With ‖g =
∑
l g
l‖Lq,st Lry ∼ (
∑
l ‖g
l‖s
L
q
tL
r
y
)
1
s similar argument gives the following.
Theorem 4.8. For every 0 < θ 6= θ0 < 1, X maps Lpθ into L
qθ,s
t L
rθ
y for every
pθ < s < qθ and X : L
pθ0 → Lqθ0 ,s for every pθ0 < s < qθ0 .
The proof of Theorem 4.7 and Theorem 4.8 immediately implies the following.
In a sense it says that for a pair (f, g) to be near-extremizer pair of X at any value
of θ ∈ (0, 1), we can discard all “dyadic pieces” of f (and of g) which have either
small mass or their image under X act “weakly” with each “dyadic piece” of g.
Proposition 4.9. Let (f, g) be an ǫ-quasiextremal pair of X at θ ∈ (0, 1) with
f =
∑
j 2
jfj, fj ∼ χEj and g ∼
∑
k 2
kgk, gk ∼ χFk , where both {χEj}j and {χFk}k
are pairwise disjoint collection of sets, then there is a cθǫ
Cθ -quasiextremal pair
(Ej , F
m
kl ) with ‖2
jχEj‖Lpθ ≥ cθǫ
Cθ‖f‖Lpθ and ‖2kχFm
kl
‖
L
q′
θ
t L
r′
θ
y
≥ cθǫCθ‖g‖
L
q′
θ
t L
r′
θ
y
.
Now we are finally ready to prove Lemma 3.1.
Proof of Lemma 3.1. We will adapt an argument of Christ [3], however
we must make modifications to deal with the differences in the operators and the
presence of the mixed norm for θ 6= θ0. As before let f =
∑
j 2
jfj , fj ∼ χEj and g =∑
k 2
kgk, gk ∼ χFk and F
m
kl := Fk ∩ π
−1({t : 2l ≤
∫
gr
′
θ(t, y)dy < 2l+1}) ∩ π−1({t :
2m ≤
∫
χFk(t, y)dy < 2
m+1}). By Theorem 4.7 as ‖
∑
2jpθ |Ej |<η1
2jfj‖Lpθ,s ≤
η
1
pθ
− 1
s
1 we have
X (
∑
2jpθ |Ej|<η1
2jfj, g) ≤ Cθ‖
∑
2jpθ |Ej|<η1
2jfj‖Lpθ,s ≤ Cθη
1
pθ
− 1
s
1 .
Thus with f˜ :=
∑
j∈S 2
jfj where S := {j : 2jpθ |Ej | > η1} and so |S| ≤ η
−1
1 , we
have
X (f˜ , g) ≥ (1− δ − Cθη
cθ
1 )Aθ.
Likewise by Theorem 4.8 with G1 :=
∑
l∈L g
l where L := {l : ‖gl‖
q′θ
L
q′
θ
t L
r′
θ
y
> η2} and
so |L| ≤ η−12 , we have
X (f˜ , G1) ≥ (1 − δ − Cθη
cθ
1 − Cθη
cθ
2 )Aθ.
Additionally with G2 :=
∑
l∈L
‖2kχFm
kl
‖
q′
θ
L
q′
θ
t
L
r′
θ
y
<η2η3
2kχFm
kl
by Lemma 4.5 X (Ej , G2) ≤
Cθη
cθ
3 |Ej |
1
pθ ‖G2‖
L
q′
θ
t L
r′
θ
y
for each j ∈ S. Applying the proof of Theorem 4.7, we get
X (f˜ , G2) ≤ Cθη
cθ
3 . Now we define g˜ :=
∑
(k,l,m)∈K 2
kgmkl where g
m
kl ∼ χFmkl and
K := {(k, l,m) : ‖2kχFm
kl
‖
q′θ
L
q′
θ
t L
r′
θ
y
> η2η3 and l ∈ L} and so |K| ≤ (η2η3)
−1. Now we
have
X (f˜ , g˜) ≥ (1− δ − Cθ(η
cθ
1 + η
cθ
2 + η
cθ
3 ))Aθ .
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We choose η1 = η2 = η3 =: η ∼ cθδCθ so that for f˜ =
∑
j∈S 2
jfj and g˜ =∑
(k,l,m)∈K 2
kgmkl with ‖2
jfj ∼ 2jχEj‖
pθ
Lpθ ≥ η and ‖2
kgmkl ∼ 2
kχFm
kl
‖
q′θ
L
q′
θ
t L
r′
θ
y
≥ η for
each j ∈ S and (k, l,m) ∈ K, X (f˜ , g˜) ≥ (1− 2δ)Aθ and |S|+ |K| ≤ Cθη−Cθ . Thus
‖f − f˜‖Lpθ + ‖g − g˜‖Lqθt L
rθ
y
< Cθη
cθ .
We shall first prove that |j1 − j2| < Cθη−Cθ for all j1, j2 ∈ S. Let D =
maxj1,j2∈S |j1 − j2| and N = |S| + |K| ≤ Cθη
−Cθ . We write S = SL ⊔ SR
where for each (j1, j2) ∈ SL × SR we have |j1 − j2| ≥
D
N
. Now we write each
Fmkl = F
mL
kl ⊔ F
mR
kl ⊔ F
ms
kl where
FmLkl := {(t, y) ∈ F
m
kl : XχEj(t, y) ≥ η
C |Ej |
1
pθ ‖χFm
kl
‖
L
q′
θ
t L
r′
θ
y
|Fmkl |
−1 and
|{y : (t, y) ∈ Fmkl andXχEj(t, y) ≥ η
C |Ej |
1
pθ ‖χFm
kl
‖
L
q′
θ
t L
r′
θ
y
|Fmkl |
−1}| ≥ ηC2m
for some j ∈ SL},
FmRkl := {(t, y) ∈ F
m
kl : XχEj(t, y) ≥ η
C |Ej |
1
pθ ‖χFm
kl
‖
L
q′
θ
t L
r′
θ
y
|Fmkl |
−1 and
|{y : (t, y) ∈ Fmkl andXχEj(t, y) ≥ η
C |Ej |
1
pθ ‖χFm
kl
‖
L
q′
θ
t L
r′
θ
y
|Fmkl |
−1}| ≥ ηC2m
for some j ∈ SR} ∩ π
−1(π(Fmkl ) \ π(F
mL
kl )).
We define
fL =
∑
j∈SL
2jfj , fR =
∑
j∈SR
2jfj
and
gL =
∑
klm
2kgmklχFmL
kl
, gR =
∑
klm
2kgmklχFmR
kl
, gs =
∑
klm
2kgmklχFmskl .
Now for each j ∈ S and (k, l,m) ∈ K
X (2jχEj , 2
kχFms
kl
)
≤ Cθη
C2j |Ej |
1
pθ 2k‖χFm
kl
‖
L
q′
θ
t L
r′
θ
y
+ 2j+kX (χEj , F
ms
kl ∩ π
−1({t : |{y : (t, y) ∈ Fmkl and
XχEj(t, y) ≥ η
C |Ej |
1
pθ ‖χFm
kl
‖
L
q′
θ
t L
r′
θ
y
|Fmkl |
−1}| ≤ ηC2m}))
≤ Cθη
C + Cθ2
j|Ej |
1
pθ ηC2k‖χFm
kl
‖
L
q′
θ
t L
r′
θ
y
≤ Cθη
C .
Thus since there are only N2 ≤ Cθη−Cθ many such pairs for large C we have
X (f, gs) < Cθη
Cθ .
Now by Holders Inequality with 1
pθ
+ 1
q′
θ
= 1
sθ
X (fL, gL) + X (fR, gR) ≤ Aθmax(‖fL‖Lpθ , ‖fR‖Lpθ )
1−sθ .
Thus we have
X (fL, gR) + X (fR, gL) ≥ cθη
Cθ . (4.7)
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WLOG we assume that X (fL, gR) ≥ cθηCθ . Therefore there is a tuple (j, k, l,m)
with j ∈ SL such that
X (Ej , F
mR
kl ) ≥ η
Cθ |Ej |
1
pθ ‖χFm
kl
‖
L
q′
θ
t L
r′
θ
y
.
Thus
XχEj ≥ cη
Cθ |Ej |
1
pθ ‖χFmR
kl
‖
L
q′
θ
t L
r′
θ
y
|FmRkl |
−1 on F ⊂ FmRkl
where |F | ≥ ηq
′
θ |FmRkl |. On the other hand since there are only N many Ej ’s we
can assume (by replacing F by a large subset) there is a j′ ∈ SR such that
XχEj′ ≥ η
Cθ |Ej′ |
1
pθ ‖χFmR
kl
‖
L
q′
θ
t L
r′
θ
y
|FmRkl |
−1 on F.
Since for every t ∈ π(FmRkl ),
∫
χFmR
kl
(t, y)dy ≥ ηC2m we can assume (by increasing
the power of η in the previous two inequalities) that
∫
χFmR
kl
(t, y)dy = Bχπ(FmR
kl
)(t)
for some B > 0 and |F | ≥ ηCθ |FmRkl |. Now we apply Lemma 4.3 to deduce that
cθη
Cθ |Ej | ≤ |Ej′| ≤ Cθη
−Cθ |Ej |. This in conjunction with the fact that 2
j|Ej | ≥ η
for all j implies |j − j′| ≤ CθLog(η−Cθ). Therefore since (j, j′) ∈ SL × SR we
have |j1 − j2| ≤ Cθη−Cθ for all j1, j2 ∈ S. Identical argument implies for θ = θ0,
|k1−k2| < Cθη−Cθ , so we omit the details. Now the corresponding result for K and
θ 6= θ0, due to the mixed norm nature of the range we have to proceed differently.
Let θ0 < θ < 1. By Lemma 4.1 with (s0, u0, v0) = (pθ0 , qθ0 , rθ0) and (s1, u1, v1) =
(p1, q1, r1), we have for each j, l there exists kjl such that∑
|j−j0|<Cθη
−Cθ
∑
l
X (2jfj ,
∑
|k−kjl |<Cθη
−Cθ
2kgkl) ≥ Aθ(1− 2δ − Cθη
cθ )
where gkl ∼ χFkl . Additionally for each fixed l, |kjl − kj0l| ≤ Cθ(|j0 − j| +
Log(η−1)) < Cθη
−Cθ . Thus with kl := kj0l we have
X (
∑
|j−j0|<Cθη
−Cθ
2jfj ,
∑
l
∑
|k−kl|<Cθη
−Cθ
2kgkl) ≥ Aθ(1 − 2δ − Cθη
cθ). (4.8)
Again by Lemma 4.1 there exist Mθ, Nθ such that |kl −Mθl +Nθ| < CθLog(η−1).
Thus it suffices to prove that |l − l0| < Cθη−Cθ for some integer l0 in bound (4.8).
As before we write L = LL ⊔ LR where for (l1, l2) ∈ LL × LR we have |l1 − l2| ≥
maxl,l′ |l−l
′|
N
. We write each Ej = E
L
j ⊔E
R
j ⊔ E
s
j where
ELj := ∪l∈LL{X
∗gl ≥ η
C |Ej |
1
pθ
−1
‖gl‖
L
q′
θ
t L
r′
θ
y
} ∩ Ej ;
and
ERj := ∪l∈LR{X
∗gl ≥ η
C |Ej |
1
pθ
−1
‖gl‖
L
q′
θ
t L
r′
θ
y
} ∩ (Ej \ E
L
j ).
We define
gL =
∑
l∈LL
gl, gR =
∑
l∈LR
gl
and
fL =
∑
j
2jfjχEL
j
, fR =
∑
j
2jfjχER
j
.
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Similar argument as in (4.7) implies X (fL, gR) + X (fR, gL) ≥ cθηC . Thus WLOG
we assume that X (fR, gL) ≥ cθηC . Thus there is l ∈ LL such that for some j
X (ERj , g
l) ≥ cθη
Cθ |Ej |
1
pθ ‖gl‖
L
q′
θ
t L
r′
θ
y
.
Applying Lemma 4.1 X (ERj , Fkl) ≥ cθη
Cθ |ERj |
1
pθ0 |Fkl|
1
q
θ′0 with cθη
Cθ‖gl‖
L
q′
θ
t L
r′
θ
y
≤
2l|Fkl|
1
q
θ′
0 ≤ Cθη
−Cθ‖gl‖
L
q′
θ
t L
r′
θ
y
. Thus there is a set E ⊂ ERj with |E| ≥ η
2pθ |ERj |
such that on E,
X∗(χFkl) ≥ cη
Cθ |ERj |
1
pθ0
−1
|Fkl|
1
q
θ′0 ≥ cηCθ |E|
1
pθ0
−1
|Fkl|
1
q
θ′0 . (4.9)
On the other hand as there are only N(≤ Cθη−Cθ ) many l′ ∈ LR, we can assume
there exists l′ ∈ LR such that on E (or a large subset of E)
X∗gl
′
≥ ηCθ |Ej |
1
pθ
−1
‖gl
′
‖
L
q′
θ
t L
r′
θ
y
≥ ηCθ |E|
1
pθ
−1
‖gl
′
‖
L
q′
θ
t L
r′
θ
y
.
Thus
X (E, gl
′
) ≥ cθη
Cθ |E|
1
pθ ‖gl
′
‖
L
q′
θ
t L
r′
θ
y
.
An application of Lemma 4.1 produces X (E,Fk′ l′) ≥ cθηCθ |E|
1
pθ0 |Fk′l′ |
1
q
θ′
0 with
cθη
Cθ‖gl
′
‖
L
q′
θ
t L
r′
θ
y
≤ 2l
′
|Fk′l′ |
1
q
θ′0 ≤ Cθη−Cθ‖gl
′
‖
L
q′
θ
t L
r′
θ
y
. Thus on E (or a large subset
of E) we have
X∗(χFk′l′ ) ≥ cθη
Cθ |E|
1
pθ0
−1
|Fk′l′ |
1
q
θ′0 . (4.10)
Combining bounds (4.9) and (4.10), the proof of Lemma 4.3 (see also Lemma
7.3 in [7]) implies that cθη
Cθ |Fkl| ≤ |Fk′l′ | ≤ Cθη−Cθ |Fkl|. As ‖gl‖
L
q′
θ
t L
r′
θ
y
≥ η for
all l, this in turn implies |l − l′| ≤ CθLog(η−Cθ). Therefore |l1 − l2| ≤ Cθη−Cθ for
all l1, l2 ∈ L. This completes the proof for θ0 < θ < 1. Identical argument gives
the proof when 0 < θ < θ0 by applying Lemma 4.1 with (s0, u0, v0) = (pθ2 , qθ2 , rθ2)
and (s1, u1, v1) = (pθ0 , qθ0 , rθ0). This completes the proof of Lemma 3.1.
The proof of the previous lemma motivates the following potentially useful the-
orems which we note below.
Theorem 4.10. Let 1 < p < q < ∞. Let T be a positive operator such that
T : Lp,1 → Lq,s and T : Lp,s → Lq,∞ for some p < s < q then T : Lp → Lq.
Proof. Let f =
∑
j 2
jfj ∈ Lp, fj ∼ χEj with
∑
j 2
jp|Ej | = 1 and g =
∑
k 2
kgk ∈
Lq
′
, gk ∼ χFk with
∑
k 2
kq′ |Fk| = 1. Then∑
j:2jp|Ej|∼η1
k:2kq
′
|Fk|∼η2
2j+kT (Ej , Fk) ≤
∑
j
2j|Ej |
1
p (
∑
k
(2k|Fk|
1
q′ )s
′
)
1
s′ ≤ η
1
p
−1
1 η
1
s
− 1
q
2 .
Similarly∑
j:2jp |Ej|∼η1
k:2kq
′
|Fk|∼η2
2j+kT (Ej , Fk) ≤
∑
k
2k|Fk|
1
q′ (
∑
j
(2j|Ej |
1
p )s)
1
s ≤ η
1
p
− 1
s
1 η
− 1
q
2 .
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Interpolation gives∑
j:2jp |Ej|∼η1
k:2kq
′
|Fk|∼η2
2j+kT (Ej , Fk) ≤ η
θ( 1
p
−1)+(1−θ)( 1
p
− 1
s
)
1 η
θ( 1
s
− 1
q
)−(1−θ) 1
q
2 ≤ η
a
1η
b
2
for some a, b > 0 if
s
q
<
1
p
− 1
s
1 − 1
s
.
Writing 1
s
= 1−δ
q
+ δ
p
for some 0 < δ < 1 this is equivalent to after some arithmetic
(δ −
1
2
)2 −
1
4
−
pq(p+ 1)
(q − p)2
< 0
which trivially holds for all 0 < δ < 1. Summing over dyadic values of η1, η2 ∈ (0, 1)
completes the proof. 
The previous argument with replacing 2kχFk by g
k = gχ{t:2k≤‖g(t,y)‖r
Lry
<2k+1}
gives the following.
Theorem 4.11. Let 1 < p < q < ∞. Let T be a positive operator such that
T : Lp,1 → Lq,st L
r
y and T : L
p,s → Lq,∞t L
r
y for some p < s < q then T : L
p → LqtL
r
y.
Analogous statement holds for p = q.
Theorem 4.12. Let 1 < p <∞. Let T be a positive operator such that T : Lp,1 →
Lp,s2 and T : Lp,s1 → Lp,∞ for some s2 < p < s1 then T : Lp → Lp.
Proof. Let f =
∑
j 2
jfj ∈ Lp, fj ∼ χEj with
∑
j 2
jp|Ej | = 1 and g =
∑
k 2
kgk ∈
Lp
′
, gk ∼ χFk with
∑
k 2
kp′ |Fk| = 1. Then∑
j:2jp|Ej |∼η1
k:2kq
′
|Fk|∼η2
2j+kT (Ej , Fk) ≤
∑
j
2j|Ej |
1
p (
∑
k
(2k|Fk|
1
p′ )s
′
2)
1
s′
2 ≤ η
1
p
−1
1 η
1
s2
− 1
p
2 .
Similarly∑
j:2jp |Ej|∼η1
k:2kq
′
|Fk|∼η2
2j+kT (Ej , Fk) ≤
∑
k
2k|Fk|
1
p′ (
∑
j
(2j|Ej |
1
p )s1 )
1
s1 ≤ η
1
p
− 1
s1
1 η
− 1
p
2 .
Interpolation gives∑
j:2jp|Ej |∼η1
k:2kq
′
|Fk|∼η2
2j+kT (Ej , Fk) ≤ η
θ( 1
p
−1)+(1−θ)( 1
p
− 1
s1
)
1 η
θ( 1
s2
− 1
p
)−(1−θ) 1
p
2 ≤ η
a
1η
b
2
for some a, b > 0 if
s2
p
<
1
p
− 1
s1
1− 1
s1
.
Writing 1
p
= 1−δ
s1
+ δ
s2
for some 0 < δ < 1 this is equivalent to after some arithmatic
δ(
1
s2
−
1
s1
) <
1
s2
− 1
s1
1− 1
s2
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which is valid for all 0 < δ < 1. Summing over dyadic values of η1, η2 ∈ (0, 1)
completes the proof. 
Likewise we have the following.
Theorem 4.13. Let 1 < p <∞. Let T be a positive operator such that T : Lp,1 →
L
p,s2
t L
r
y and T : L
p,s1 → Lp,∞t L
r
y for some s2 < p < s1 then T : L
p → LptL
r
y.
5. Localization for X
The goal of this section is to prove Lemma 3.2. We begin by identifying a class
of “natural near-extremizers” of X , similar to the ones introduced in [6].
5.1. Paraballs and Quasiextremizer pairs.
Definition 5.1. Let B(0, 0, 0, 1, 1) := {(s, x) ∈ R× Rd−1 : |s| < 1, |xj | < 1 for 1 ≤
j ≤ d − 1} and B∗(0, 0, 0, 1, 1) := {(t, y) ∈ R × Rd−1 : |t| < 1, |yj| < 1 for 1 ≤ j ≤
d− 1}. We define the paraball
B(s0, t0, y¯, α, β) := φ(0,y¯) ◦ φ(s0,t0) ◦ φ(α,β)
(
B(0, 0, 0, 1, 1)
)
,
and the corresponding dual paraball
B∗(s0, t0, y¯, α, β) := ψ(0,y¯) ◦ ψ(s0,t0) ◦ ψ(α,β)
(
B∗(0, 0, 0, 1, 1)
)
.
We also define a scaling of a paraball by
λB(s0, t0, y¯, α, β) = B(s0, t0, y¯, λα, λβ). (5.1)
Note that this does not correspond to a symmetry of X .
For example B(s0, t0, y¯, α, β) is the set of points (s, x) ∈ R× R
d−1 satisfying
• |s− s0| < α;
• |
∑m
i=1
(
m
i
)
(−t0)
m−i
(xi−x¯i)+(−t0)m(s+s0)| ≤ βmα for all 1 ≤ m ≤ d−1,
where x¯ = y¯ + s0γ(t0) and B
∗(s0, t0, y¯, α, β) is the set of points (t, y) ∈ R × Rd−1
satisfying
• |t− t0| < β;
• |
∑m
i=1
(
m
i
)
(−t0)
m−i
(yi − y¯i) + s0(tm + (−t0)m)| ≤ βmα for all 1 ≤ m ≤
d− 1.
Theorem 5.2. For every pair (B,B∗)and for every θ ∈ (0, 1), we have
X (B,B∗) ≥ c|B|
1
pθ ‖χB∗‖
L
q′
θ
t L
r′
θ
y
.
Proof. The proof follows immediately from the property (2.1) and and the fact
|B| = Jφ(0,y¯)Jφ(s0,t0)Jφ(α,β) and ‖χB∗‖Lq
′
θ
t L
r′
θ
y
= β
1
q′
θ (αd−1β
d(d−1)
2 )
1
r′
θ . 
We say (f, g) is an ǫ-quasiextremal pair of X at θ if X (f, g) ≥ ǫ‖f‖Lpθ‖g‖
L
q′
θ
t L
r′
θ
y
.
Theorem 5.3. Let θ ∈ (0, 1). For every ǫ-quasiextremal pair, (χE , χF ), of X at θ
there exists a paraball B such that
X (E ∩B,F ∩B∗) ≥ cθǫ
CθX (E,F )
with
|B| ≤ |E| and ‖χB∗‖
L
q′
θ
t L
r′
θ
y
≤ ‖χF ‖
L
q′
θ
t L
r′
θ
y
.
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Proof. The following proof is adaptation of an argument which originated in [4] and
used in similar arguments in [1]. We give the proof for the case when d = 2D+1 ≥ 3
is odd, for the other case being identical. Let β|E| := X (E,F ) = ǫ|E|
1
pθ ‖χF ‖
L
q′
θ
t L
r′
θ
y
.
We shall break the proof into two parts. We first consider the case when θ0 ≤ θ < 1
and for this range of θ we have 1
q′
θ
− 1
r′
θ
≤ 0. We begin by modifying E. Let
E1 := {(s, x) ∈ E : X∗χF (s, x) > (Cǫ
−1)pθβ}. Then
(Cǫ−1)pθβ|E1| < X (E1, F ) ≤ β|E|.
Thus |E1| < (C
−1ǫ)pθ |E| and so by choosing C large enough by Theorem 1.1
X (E1, F ) ≤
Cθ
2
|E1|
1
pθ ‖χF ‖
L
q′
θ
t L
r′
θ
y
<
ǫ
2
|E|
1
pθ ‖χF ‖
L
q′
θ
t L
r′
θ
y
=
X (E,F )
2
.
Thus without loss we can assume that X∗χF (s, x) ≤ (Cǫ
−1)pθβ for all (s, x) ∈ E.
For similar reasons we can assume cθβ ≤ X∗χF (s, x) ≤ (Cθǫ
−1)pθβ for all (s, x) ∈ E.
Thus
(s, x) ∈ E implies cθβ ≤ |T(s,x) := {t : x− sγ(t) ∈ F}| ≤ Cθǫ
−pθβ.
By Lemma 5.4 in [7] fixing δ ∈ (0, 1), for every T(s,x) there exists an interval, I(s,x),
of length ǫ−m(s,x)β with the following property:
for every subinterval I ′ of I(s,x) of length
ǫ−m(s,x)β
2
, |(I(s,x) \ I
′)∩ T(s,x)| ≥ ǫ
δm(s,x)β.
We define Em := {(s, x) ∈ E : m ≤ m(s,x) < m + 1} and E
m
j := {(s, x) ∈ E
m :
I(s,x) ⊂ J
m
j } where J
m
j := ∪
j+1
k=j−1[kǫ
−mβ, (k+1)ǫ−mβ]. We define Fmj := {(t, y) ∈
F : t ∈ Jmj }. The following is Lemma 5.5 in [7].
Lemma 5.4. (Dendrinos, Stovall [7]) For every δ ∈ (0, 1) there exists Cδ such
that for every ǫ-quasiextremal pair, (χE , χF ), of X at θ ∈ (0, 1)
X (Emj , F
m
j ) ≤ Cδǫ
m
(
1+ (d+2)(d−1)2 (
1
θ
−1)−δ(d−2)
)(
1
pθ
− 1
rθ
)
|Emj |
1
pθ |Fmj |
1
r′
θ |Jmj |
1
q′
θ
− 1
r′
θ .
By choosing δ = δθ :=
1
d−2
( (d+2)(d−1)
2
)
(1
θ
− 1) in Lemma 5.4,
∞∑
m=n
X (Em, F ) ≤
∞∑
m=n
∑
j
X (Emj , F ) ∼
∞∑
m=n
∑
j
X (Emj , F
m
j )
≤
∞∑
m=n
∑
j
Cθǫ
m( 1
pθ
− 1
rθ
)
|Emj |
1
pθ ‖χFm
j
‖
L
q′
θ
t L
r′
θ
y
≤
∞∑
m=n
Cθǫ
m( 1
pθ
− 1
rθ
)
(
∑
j
|Emj |)
1
pθ (
∑
j
‖χFm
j
‖
p′θ
L
q′
θ
t L
r′
θ
y
)
1
p′
θ
≤
∞∑
m=n
Cθǫ
m( 1
pθ
− 1
rθ
)
(
∑
j
|Emj |)
1
pθ (
∑
j
‖χFm
j
‖
q′θ
L
q′
θ
t L
r′
θ
y
)
1
p′
θ sup
j
(‖χFm
j
‖
L
q′
θ
t L
r′
θ
y
)
p′
θ
−q′
θ
p′
θ
≤
∞∑
m=n
Cθǫ
m( 1
pθ
− 1
rθ
)
|Em|
1
pθ ‖χF‖
L
q′
θ
t L
r′
θ
y
≤ Cθǫ
n( 1
pθ
− 1
rθ
)
(
∑
m
|Em|)
1
pθ ‖χF ‖
L
q′
θ
t L
r′
θ
y
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≤ Cθǫ
n( 1
pθ
− 1
rθ
)
|E|
1
pθ ‖χF ‖
L
q′
θ
t L
r′
θ
y
. (5.2)
This enables us to assume that for every (s, x) ∈ E, |I(s,x)| ≤ Cθǫ
− C1
pθ
−
1
rθ β without
any loss. We write Ej := E
C
1
pθ
−
1
rθ
j and Fj := F
C
1
pθ
−
1
rθ
j . We claim that we can
assume each pair (χEj , χFj ) is an cǫ quasiextremal pair. Otherwise if J< := {j :
X (Ej , Fj) < cǫ|Ej |
1
pθ ‖χFj‖
L
q′
θ
t L
r′
θ
y
}, then
∑
j∈J<
X (Ej , F ) =
∑
j∈J<
X (Ej , Fj) < cǫ
∑
j
|Ej |
1
pθ ‖χFj‖
L
q′
θ
t L
r′
θ
y
≤ cǫ(
∑
j
|Ej |)
1
pθ (
∑
j
‖χFj‖
p′θ
L
q′
θ
t L
r′
θ
y )
)
1
p′
θ
≤ cǫ|E|
1
pθ sup
j
‖χFj‖
1−
q′
θ
p′
θ
L
q′
θ
t L
r′
θ
y
‖χF‖
q′
θ
p′
θ
L
q′
θ
t L
r′
θ
y
(5.3)
≤ cX (E,F ).
Furthermore
ǫ|E|
1
pθ ‖χF ‖
L
q′
θ
t L
r′
θ
y
= X (E,F ) ≤
∑
j
X (Ej , Fj)
≤ Aθ
∑
j
|Ej |
1
pθ ‖χFj‖
L
q′
θ
t L
r′
θ
y
≤ Aθ(
∑
j
|Ej |
qθ
pθ )
1
qθ (
∑
j
‖χFj‖
q′θ
L
q′
θ
t L
r′
θ
y
)
1
q′
θ
≤ CAθ(sup
j
|Ej |
1
pθ
− 1
qθ )|E|
1
qθ ‖χF‖
L
q′
θ
t L
r′
θ
y
.
Thus there is one Ej such that |Ej | ≥ (cθǫ)
1
1
pθ
−
1
qθ |E|. Now corresponding to this
Ej we have
Aθ|E|
1
pθ ‖χFj‖
L
q′
θ
t L
r′
θ
y
≥ X (E,Fj) ∼ X (Ej , Fj)
≥ cβ|Ej | ≥ cβ(cθǫ)
1
1
pθ
−
1
qθ |E|
∼ c(cθǫ)
1
1
pθ
−
1
qθ ǫ|E|
1
pθ ‖χF ‖
L
q′
θ
t L
r′
θ
y
.
Thus there is a pair (Ej , Fj) such that
• X (Ej , Fj) ≥ cǫ|Ej|
1
pθ ‖χFj‖
L
q′
θ
t L
r′
θ
y
≥ cθǫ
2
pθ
+ 1
q′
θ
1
pθ
−
1
qθ X (E,F );
• |Ej | ≥ cθǫ
1
pθ
1
pθ
−
1
qθ |E|;
• ‖χFj‖
L
q′
θ
t L
r′
θ
y
≥ cθǫ
1
pθ
+ 1
q′
θ
1
pθ
−
1
qθ ‖χF ‖
L
q′
θ
t L
r′
θ
y
;
• π(Fj) ⊂ J
Cθ
j ;
• for every (s, x) ∈ Ej , I(s,x) ⊂ J
Cθ
j .
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Let us fix one such pair (Ej , Fj). Additionally there exist (t0, y¯) ∈ Fj and
(s0, x¯) ∈ Ej with x¯ = y¯ + s0γ(t0) with the following properties.
There exists Ω1 ⊂ Rd such that for each (s1, t1, ..., , tD, sD+1) ∈ Ω1 with C˜ :=
Cθǫ
− C1
pθ
−
1
rθ and α|Fj | := X (Ej , Fj)
• (sD+1, y¯ + s1γ(t0)−
∑D
j=1(sj − sj−1)γ(tj)) ∈ Ej ;
• |si − si−1| < C˜α;
• |tj − ti| < C˜β;
• |tD+1 − t0| < C˜β;
• |sD+1 − s0| < C˜α.
Similarly there exists Ω2 ⊂ Rd such that for each (t1, s1, ..., , sD, tD+1) ∈ Ω2
• (tD+1, x¯−
∑D
j=1(sj−1 − sj)γ(tj)− sDγ(tD+1)) ∈ Fj ;
• |si − si−1| < C˜α;
• |tj − ti| < C˜β;
• |tD+1 − t0| < C˜β;
• |sD − s0| < C˜α.
The proof of this observation is similar to that of Lemma 5.6 in [7] and also to
part of the proof of Lemma 7.2 in [1], so we omit the details.
We shall now prove that for every (s1, t1, ..., , tD, sD+1) ∈ Ω1, (sD+1, y¯+s1γ(t0)−∑D
j=1(sj − sj−1)γ(tj)) ∈ B(s0, t0, y¯, Cθǫ
−Cθα,Cθǫ
−Cθβ) ∩ Ej . The corresponding
result for F follows similarly. WLOG by applying symmetry we can assume that
ǫ = 1, s0 = t0 = 0 and y¯ = x¯ = 0 ∈ Rd−1. If (s, x) = (sD+1, s1γ(t0) −
∑D
j=1(sj −
sj−1)γ(tj)) then
|s| = |sD+1| < Cθα
and for every 1 ≤ m ≤ d− 1
|xm| = |
D∑
j=1
(sj − sj−1)t
m
j | < Cθαβ
m.
An application of Lemma 5.6 finishes the proof when θ0 ≤ θ < 1.
Now we turn to the case of 0 < θ < θ0. At these values of θ we have
1
q′
θ
− 1
r′
θ
> 0
and so inequality (5.2) does not follow directly from Lemma 5.4. To overcome this
we shall first modify F . Let F k := {(t, y) ∈ F : 2k ≤ ‖χF (t, .)‖
r′θ
L
r′
θ
y
< 2k+1}. We
begin with the following lemma which follows from the proof of Proposition 4.9.
Lemma 5.5. Let θ ∈ (0, θ0) and X (E,F ) = ǫ|E|
1
pθ ‖χF ‖
L
q′
θ
t L
r′
θ
y
. Then there exists
F k such that ‖χFk‖
L
q′
θ
t L
r′
θ
y
≥ cθǫCθ‖χF‖
L
q′
θ
t L
r′
θ
y
and X (E,F k) ≥ cθǫCθX (E,F ).
Now we fix one such F k and observe that ‖χFk‖
L
q′
θ
t L
r′
θ
y
∼ |F k|
1
r′
θ |π(F k)|
1
q′
θ
− 1
r′
θ .
As in the case of θ0 ≤ θ < 1, we construct Emj and F
km
j with β = βk :=
X (E,Fk)
|E| .
We apply Lemma 5.4 to the pair (Emj , F
km
j )
X (Emj , F
km
j ) ≤ Cθǫ
m
(
1+ (d+2)(d−1)2 (
1
θ
−1)−δ(d−2)
)
( 1
pθ
− 1
rθ
)
|Emj |
1
pθ |F kmj |
1
r′
θ |Jmkj |
1
q′
θ
− 1
r′
θ
≤ Cθǫ
m
[(
1+
(d+2)(d−1)
2 (
1
θ
−1)−δ(d−2)
)
( 1
pθ
− 1
rθ
)−( 1
q′
θ
− 1
r′
θ
)
)]
|Emj |
1
pθ ‖χFkm
j
‖
L
q′
θ
t L
r′
θ
y
.
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Note that for (pθ, qθ, rθ) as in Theorem 1.1,
(
1+ (d+2)(d−1)2 (
1
θ
−1)
)
( 1
pθ
− 1
rθ
)−( 1
q′
θ
− 1
r′
θ
)
is positive exactly when 0 < θ < θ0. Thus for every 0 < θ < θ0, we can choose
δ = δθ such that
X (Emj , F
km
j ) ≤ Cθǫ
cθm|Emj |
1
pθ ‖χFkm
j
‖
L
q′
θ
t L
r′
θ
y
.
First summing over j and then over m ≥ n as in 5.2 yields
∞∑
m=n
X (Em, F k) ≤ Cθǫ
cθn|E|
1
pθ ‖χFk‖
L
q′
θ
t L
r′
θ
y
.
Now we proceed as in the case of θ0 ≤ θ < 1. 
Lemma 5.6. There exist absolute constants N,C <∞ with the following property.
For each paraball B and given any 0 < δ ≤ 1, there exists a family of paraballs
{Bl : l ∈ L} with the following properties,
• B ⊂ ∪l∈LBl;
• B∗ ⊂ ∪l∈LB∗l ;
• |L| ≤ Nδ−C;
• |Bl| ∼ δ|B| for all l;
• ‖χB∗
l
‖
L
q′
θ
t L
r′
θ
y
∼ δ‖χB∗‖
L
q′
θ
t L
r′
θ
y
for all l.
Proof. WLOG we can assume that B = B(0, 0, 0, 1, 1). Let us fix η2, to be chosen
precisely momentarily. Let η1 be such that η
d
1η
d(d−1)
2
2 = δ. Let us select a maximal
η1η
d
2 -separated subset of the unit ball in R
d−1 with respect to the regular Euclidean
distance. Let us denote this set by {y¯i) : i ∈ I}. Then |I| ≤ C(η1η2)−C . Now we
choose two maximal η1 and η2-seperated subsets of [−1, 1]. Let us denote these
by {sj : j ∈ J} with s1 = 0 and {tk : k ∈ K} with t1 = 0 respectively. Then
|J |+ |K| ≤ C(η1η2)−1.
Now we define Bi,j,k = B(s
j , tk, y¯i, 2η1, 2η2). Then |Bi,j,k| ∼ ηd1η
d(d−1)
2
2 ∼ δ|B|
and ‖χB∗
i,j,k
‖
L
q′
θ
t L
r′
θ
y
∼ η
1
q′
θ
2 (η
d−1
1 η
d(d−1)
2
2 )
1
r′
θ . We choose η
1
q′
θ
+ d−1
2r′
θ
2 := δ
1
rθ
+ 1
r′
θ
d so that
‖χB∗
i,j,k
‖
L
q′
θ
t L
r′
θ
y
∼ δ‖χB∗‖
L
q′
θ
t L
r′
θ
y
. By definition 5.1 we have
B ⊂ ∪i,kB(0, t
k, y¯i, 2η1, 2η2) ⊂ ∪i,j,kB(s
j , tk, y¯i, 2η1, 2η2)
and
B∗ ⊂ ∪i,jB
∗(sj , 0, y¯i, 2η1, 2η2) ⊂ ∪i,j,kB
∗(sj , tk, y¯i, 2η1, 2η2).
This completes the proof. 
An application of Theorem 5.3 in conjunction with Proposition 4.9 implies the
following.
Theorem 5.7. For every θ ∈ (0, 1), if f is an ǫ-quasiextremal of X at θ with a
rough level set decomposition f ∼
∑
j 2
jfj , fj ∼ χEj , then there is an index j and
a paraball B such that
‖2jχEj∩B‖Lpθ ≥ cθǫ
Cθ‖f‖Lpθ and |B| ≤ |Ej |.
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5.2. Mock-distance. We are now almost ready to prove Lemma 3.2. To finish
the proof we need to prove that two paraballs which are “far” from each other in
the physical space act on “disjoint” parts of the physical space. To accomplish
this we introduce a notion of “distance” on the set of all paraballs similar to the
pseudo-distance introduced in [3].
Definition 5.8. We define a mock-distance function between two paraballs Ba =
B(sa, ta, y¯
a, αa, βa) and B
b = B(sb, tb, y¯
b, αb, βb) by
d(Ba, Bb) :=
max
(
αaβaαaβa
2...αaβ
d−1
a , αbβbαbβb
2...αbβ
d−1
b
)
min
(
αaβaαaβa
2...αaβ
d−1
a , αbβbαbβb
2...αbβ
d−1
b
) + (αa
αb
+
αb
αa
)
+
(βa
βb
+
βb
βa
)
+ |sa − sb|
(
1
αa
+
1
αb
)
+ |ta − tb|
(
1
βa
+
1
βb
)
+
d−1∑
m=1
|
∑m
i=1
(
m
i
)
(−ta)
m−i
(x¯bi − x¯
a
i ) + (−ta)
m(sb + sa)|
αaβma
+
d−1∑
m=1
|
∑m
i=1
(
m
i
)
(−tb)
m−i(x¯ai − x¯
b
i ) + (−tb)
m(sa + sb)|
αbβ
m
b
+
d−1∑
m=1
|
∑m
i=1
(
m
i
)
(−sa)
m−i(y¯bi − y¯
a
i ) + sa(t
m
b + (−ta)
m)|
αaβma
+
d−1∑
m=1
|
∑m
i=1
(
m
i
)
(−sb)
m−i(y¯ai − y¯
b
i ) + sb(t
m
a + (−tb)
m)|
αbβ
m
b
.
(5.4)
We make a few comments on d. Note that it is not a distance on the set of
paraballs as for any paraball B, d(B,B) = 5. But this is of less significance for our
analysis as we are primarily interested in the behavior of two distant paraballs under
X . As it is not a pseudo-distance either we shall call it a mock-distance for lack of
a better word. The first term compares the (d− 1)-dimensional volume of the cross
section of the paraballs. The second and the third term compares the length of the
base of the paraballs and the dual paraballs respectively. The fourth term measures
the distance between the first coordinates of the paraballs, likewise the fifth term
for the dual paraballs. The sixth and the seventh term measure the distance of the
center of one paraball from the other paraball and likewise the eighth and the ninth
term corresponding to the dual paraballs. We shall observe in a moment that the
third, eighth and the ninth terms are redundant as these are essentially dominated
by the first and second, sixth and the seventh terms respectively. However we will
still include these terms to ensure d is symmetric i.e. d(Ba, Bb) = d(Ba∗, Bb
∗
)
which will be useful in our analysis.
This mock-distance has the following immediate properties. For the elementary
proof of these properties we direct the reader to a similar proof in section 5 of [1].
(1) For every pair of paraballs (Ba, Bb) and symmetry φ ∈ Gd
d(Ba, Bb) = d(φ∗(Ba), φ∗(Bb));
(2) There exists a constant C <∞ such that for any three paraballs Ba, Bb, Bc
we have
d(Ba, Bb) ≤ C
(
d(Ba, Bc)C + d(Bb, Bc)C
)
; (5.5)
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(3) There exists a constant C <∞ such that for any two paraballs Ba, Bb we
have
Ba ⊂ C(d(Ba, Bb))CBb. (5.6)
In addition to the above mentioned properties the mock-distance also has the
following nontrivial property: if two paraballs of same volume are far with respect
to d then they must have small intersection regardless of their width.
Proposition 5.9. There exists a constant C <∞ such that for any two paraballs
Ba, Bb
d(Ba, Bb) ≤ C
(
max
(
|Ba|, |Bb|
)
|Ba ∩Bb|
)C
.
Proof. The proof will be an adaptation from the argument in [3], however one must
make changes to care for the differences of the specific terms. We have
|Ba ∩Bb| ≤ min(αaβaαaβ
2
a..αaβ
d−1
a , αbβbαbβ
2
b ...αbβ
d−1
b )min(αa, αb)
≤
min(αaβaαaβ
2
a..αaβ
d−1
a , αbβbαbβ
2
b ...αbβ
d−1
b )
max(αaβaαaβ2a..αaβ
d−1
a , αbβbαbβ
2
b ...αbβ
d−1
b )
max(|Ba|, |Bb|).
Thus the desired bound follows if the first term dominates d(Ba, Bb).
Now we consider the second term.
|Ba ∩Bb| ≤
|(sa − αa, sa + αa) ∩ (sb − αb, sb + αb)|
max(αa, αb)
max(|Ba|, |Bb|)
≤
min(αa, αb)
max(αa, αb)
max(|Ba|, |Bb|)
∼
(
αa
αb
+
αb
αa
)−1
max(|Ba|, |Bb|). (5.7)
Thus we have the required inequality if the second term dominates d(Ba, Bb).
Now we will prove that the third term is dominated by the first and the second
terms. WLOG we assume that αa ≤ αb. Let us assume that the first two terms
are small.
•
max(αaβaαaβ
2
a..αaβ
d−1
a ,αbβbαbβ
2
b ...αbβ
d−1
b
)
min(αaβaαaβ2a..αaβ
d−1
a ,αbβbαbβ
2
b
...αbβ
d−1
b
)
≤ cd(Ba, Bb)c;
• αa
αb
+ αb
αa
≤ cd(Ba, Bb)c.
Thus αa ≤ αb ≤ cd(Ba, Bb)cαa. Therefore(
βa
βb
+
βb
βa
) d(d−1)
2
∼
max(βa, βb)
d(d−1)
2
min(βa, βb)
d(d−1)
2
≤
max
(
αbβaαbβa
2...αbβ
d−1
a , αbβbαbβb
2...αbβ
d−1
b
)
min
(
αaβaαaβa
2...αaβ
d−1
a , αaβbαaβb
2...αaβ
d−1
b
)
≤ (cd(Ba, Bb))C
max
(
αaβaαaβa
2...αaβ
d−1
a , αbβbαbβb
2...αbβ
d−1
b
)
min
(
αaβaαaβa
2...αaβ
d−1
a , αbβbαbβb
2...αbβ
d−1
b
) .
Now we consider the fourth term. Since
|(sa − αa, sa + αa) ∩ (sb − αb, sb + αb)| ≤ C
[
|sa − sb|
(
1
αa
+
1
αb
)]−1
max(αa, αb)
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one has as in (5.7)
|Ba ∩Bb| ≤ C
[
|sa − sb|
(
1
αa
+
1
αb
)]−1
max(|Ba|, |Bb|).
Thus we have the desired bound if the fourth term dominates d(Ba, Bb).
Now we consider the fifth term in Definition 5.8. Suppose that |ta − tb| ≥
cd(Ba, Bb)βa. If (s, x) ∈ R × Rd−1 belongs to Ba ∩ Bb, then one has |x1 − x¯a1 −
ta(s+ sa)| ≤ αaβa and |x1 − x¯b1 − tb(s+ sb)| ≤ αbβb. Subtracting gives us
|s(ta − tb) + e| ≤ 2max(αaβa, αbβb),
where e = x¯a1 − x¯
b
1 + sata − sbtb. Since |ta − tb| ≥ cd(B
a, Bb)βa, this implies∣∣{s ∈ (sa − αa, sa + αa) : |s(ta − tb) + e| ≤ 2max(αaβa, αbβb)}∣∣ ≤ Cd(Ba, Bb)−1αa
uniformly for all e ∈ R. Thus we have the required upper bound on |Ba ∩Bb|.
Next let us consider the sixth term and assume that for some m with 1 ≤ m ≤
d− 1, we have
|
∑m
i=1
(
m
i
)
(−ta)
m−i
(x¯bi − x¯
a
i ) + (−ta)
m(sb + sa)|
αaβma
≥ cd(Ba, Bb).
We define polynomials Qaj and Q
b
j on R
d by
Qaj (s, x) =
j∑
i=1
(
j
i
)
(−ta)
j−i
(xi − x¯
a
i ) + (−ta)
j(s+ sa)
and
Qbj(t, y) =
j∑
i=1
(
j
i
)
(−tb)
j−i(xi − x¯
b
i ) + (−tb)
j(s+ sb)
for each 1 ≤ j ≤ d − 1. For z ∈ R we define x(z) ∈ Rd−1 so that Qbj(z, y(z)) = 0
for each j. Now we define a one variable polynomial P (z) = Qam(z, y(z)). Observe
that
|P (z)| > αaβ
m
a + αbβ
m
b implies B
a ∩Bb ∩ ({z} × Rd−1) = ∅.
Note that P (sb) ≥ cd(B
a, Bb)αaβ
m
a . Let
ǫ =
3max(αaβ
m−1
a , αbβ
m
b )
d(Ba, Bb)αaβma
≤ d(Ba, Bb)−
1
2 .
Then for all z ∈ (sb − αb, sb + αb) we have
P (z) ≥ ǫd(Ba, Bb)αaβ
m
a = 3max(αaβ
m
a , αbβ
m
b ) ≥ αaβ
m
a + αbβ
m
b
except on a set of measure smaller than Cǫcαb. Therefore one has
|Ba ∩Bb| ≤ Cǫc|Bb| ≤ Cd(Ba, Bb)−c|Bb|.
Similarly the required inequality follows if the seventh term dominates d(Ba, Bb).
Now let us consider the eighth term and assume that for some 1 ≤ m ≤ d − 1
we have
|
∑m
i=1
(
m
i
)
(−sa)
m−i
(y¯bi − y¯
a
i ) + sa(t
m
b + (−ta)
m)|
αaβma
≥ cd(Ba, Bb),
and all the previous terms are smaller than c′d(Ba, Bb) where c′ is a small positive
number to be chosen precisely momentarily. We will show that this implies the
sixth term too dominates d(Ba, Bb) and thus produces a contradiction. Due to
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symmetry we can assume that Ba = B(0, 0, 0, 1, 1) and Bb = B(sb, tb, y¯
b, αb, βb).
This implies
|y¯bm| > cd(B
a, Bb) (5.8)
and
• |sb| < c′d(Ba, Bb);
• |tb| < c
′d(Ba, Bb)
1
m ;
• |x¯bm| < c
′d(Ba, Bb).
Thus
|y¯bm| = |x¯
m
b − sbt
m
b | < Cc
′d(Ba, Bb).
We choose c′ small enough such that this contradicts (5.8).
Similarly the required inequality follows if the ninth term dominates d(Ba, Bb).
This completes the proof. 
We are finally ready to prove Lemma 3.2. This follows easily from the argument
for a similar result in Lemma 11.2 in [1]. For the sake of completeness we give a
very brief sketch of the argument here. Let θ ∈ (0, 1) and ǫ > 0. By Lemma 3.1
there exists δ > 0 such if ‖f‖Lpθ = 1 and ‖Xf‖Lqθt L
rθ
y
≥ (1−δ)Aθ then there exists
f˜ with rough level set decomposition f˜ =
∑
j∈S 2
jfj , fj ∼ χEj satisfying
0 ≤ f˜ ≤ f,
‖Xf˜‖Lqθt L
rθ
y
≥ (1− ǫ)Aθ
and there exists j0 ∈ S and a paraball Bj0 such that
|j − j0| ≤ Cθǫ
−Cθ for all j ∈ S.
Thus it suffices to show that for all j ∈ S,
Ej ⊂ Cθǫ
−C
Cθǫ
−Cθ
θ Bj0 .
The proof of Lemma 11.1 in [1] implies there exists paraballs {Bij}i∈Nj with |Nj | ≤
Cθǫ
−Cθ such that Ej ⊂ ∪i∈NjBij for all j ∈ S. Thus by property (5.6) it suffices
to prove that for all (i1, j1), (i2, j2)
d(Bi1j1 , Bi2j2) ≤ Cθǫ
−C
Cθǫ
−Cθ
θ .
We write {Bij} = {Bk}k∈M with |M | ≤ Cθǫ−Cθ . Let us assume if possible
M = M1 ⊔M2 where for (k1, k2) ∈ M1 ×M2 we have d(Bk1 , Bk2) ≥ Cǫ
−C . The
proof of frequency localization of a near-extremizer, f , in Lemma 3.1 together with
Proposition 4.9 and Theorem 5.3 implies the existence of (i1, i2) ∈ M1 ×M2 such
that cǫC |Bi1 | ≤ |Bi2 | ≤ Cǫ
−C |Bi1 | and |Bi1 ∩ Bi2 | ≥ cǫ
C |Bi1 |. Proposition 5.9
implies this is not possible if C is chosen large enough depending on θ. This
completes the proof.
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