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Abstract This paper focuses on the new representation of Gru¨nwald–Letnikov
discrete fractional calculus. By resorting the classical nabla Taylor series,
the series representation of Gru¨nwald–Letnikov difference/sum is established.
Changing the expanded point from the initial instant to the current time, an-
other series like representation is developed. To improve the practicability, the
results are extended to the variable order case and the fixed memory step case.
With the new representations, the corresponding Leibniz rules are built sub-
sequently. Simulation study clearly illustrates the effectiveness and efficiency
of the proposed theory.
Keywords Discrete fractional calculus · Gru¨nwald–Letnikov definition ·
Series representation · Short memory principle · Variable order case.
1 Introduction
Discrete fractional calculus is an area of mathematics that deals with difference
and sum from non-integer orders [1,2,3]. As a generalization of the traditional
discrete calculus, it leads to similar concepts and tools, but with a much wider
applicability [4]. This is mainly due to the fact that fractional operators take
into consideration the evolution of the practical system, by taking the global
correlation, and not only local property. In the last two decades, discrete frac-
tional calculus has attracted the attention of many mathematicians, but also
some researchers in other areas like physics, chemistry, finance and engineer-
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ing. For more details, the reader can refer to some excellent monographs [5,6,
7] and the references cited therein.
With regard to the definitions of discrete fractional calculus, it can date
back to 1974, Diaz and Osler introduced an infinite series form for the α-th
difference operation [8]. To avoid the calculation of infinite series, Granger
and Joyeux proposed a more useful version of discrete fractional calculus in
[9], where the infinite series was replaced by a finite one. On this basis, the
Gru¨nwald–Letnikov definition was presented in [7]. With the similar method
with the continuous case, the Riemann–Liouville definition and the Caputo
definition were constructed [5,6]. By introducing the sampling period, the
Gru¨nwald–Letnikov like h-difference operator was developed [10], which can
be regarded as the bridge from the continuous case to the discrete case [11].
Combining with the idea of weighted shifted Gru¨nwald difference and or-
thogonal spline collocation method, a new numerical approximation scheme
was established [12]. Besides, many solid work has been done regarding to
Gru¨nwald–Letnikov definition [13,14,15,16]
Taylor series is an effective tool in conventional calculus, which plays an
essential role in function description and originates many other related applica-
tions. Likewise, the nabla discrete Taylor series was defined in [6]. However, this
convenient tool never gained deserved attention from fractional order commu-
nity until the work in [17] reported. It considered both the Riemann–Liouville
definition and the Caputo definition. However, the Gru¨nwald–Letnikov dif-
ference/sum has not associated with the Taylor series, which greatly limits
its capability. Besides, the existing results in [17] only considered the discrete
fractional calculus when the order α is a constant during the process, while
it is shown that the variable order case demonstrates the nonlocal properties
better and has broader application prospect [18]. Motivated by the these dis-
cussions, this study dedicates to tying the nabla discrete Taylor series to the
discrete Gru¨nwald–Letnikov fractional calculus.
Notation. R, N, Z and Z+ represent the real number set, the natural number
set, the integer number set and the positive integer number set, respectively.
Na , {a, a+ 1, a+ 2, · · ·} and Za , {· · · , a − 1, a, a + 1, · · · } are defined
for subsequent definitions with a ∈ R. The generalized binomial coefficient( p
q
)
, Γ (p+1)Γ (q+1)Γ (p−q+1) . The Gamma function Γ (x) ,
∫ +∞
0
ettx−1dt. The rising
function tr , Γ (t+r)Γ (t) , t ∈ N, r ∈ R.
2 Preliminaries
This section reviews the definitions on the classical backward difference and
the Gru¨nwald–Letnikov difference/sum.
Definition 1 The n-th integer order backward difference of a function f :
N1−n → R is defined as [7]
∇nf (k) ,∑nj=0(−1)j( nj )f (k − j) , (1)
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where k ∈ Z+ and n ∈ Z+.
Definition 2 The α-th Gru¨nwald–Letnikov difference/sum of a function f :
Na → R can be defined by [7]
G
a∇αkf (k) ,
∑k−a
j=0 (−1)j
( α
j
)
f (k − j), (2)
where α ∈ R, a ∈ R and k ∈ Na+1.
Notably, when k = a, Definition 2 becomes Ga∇αkf (k) |k=a , f (a) which
has nothing to do with the order α. As a consequence, we assume k ∈ Na+1
here instead of k ∈ Na.
For convenience, the formula in (2) can be equivalently expressed as
G
a∇αkf (k) =
∑k−a
j=0
(j+1)−α−1
Γ (−α) f (k − j)
=
∑k
j=a
(k−j+1)−α−1
Γ (−α) f (j),
(3)
where (k−j+1)
−α−1
Γ (−α) is usually known as the fractional discrete Taylor monomial
for j = a and α /∈ N.
3 Main Results
This section ties the nabla Taylor formula and the nabla Taylor series to
Gru¨nwald–Letnikov difference/sum including the general case, the variable
order case and the fixed memory case.
3.1 General case
Before deriving the new result, some relevant lemmas are provided here.
Lemma 1 If ∇if (a− 1) and ∇K+1f (j) finitely exist for i = 0, 1, · · · ,K,
j = a, a+ 1, · · · , k, the nabla Taylor formula holds [6]
f (k) =
∑K
i=0
(k−a+1)i
i! ∇if (a− 1) +
∑k
j=a
(k−j+1)K
K! ∇K+1f (j), (4)
where f : Na−K−1 → R, K ∈ N, a ∈ R and k ∈ Na+1.
Lemma 2 Let α, ν ∈ R and ν /∈ Z−. Then, one has [19]
G
a∇αk (k − a+ 1)ν = Γ (ν+1)Γ (ν+1−α) (k − a+ 1)ν−α, (5)
where a ∈ R and k ∈ Na+1.
Lemma 3 For arbitrary real numbers α1, α2 ∈ R and α2 /∈ Z+, the following
formula is developed [19]
G
a∇α1k Ga∇α2k f (k) = Ga∇α1+α2k f (k) , (6)
where a ∈ R and k ∈ Na+1.
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Theorem 1 Assuming that function f : Na−K−1 → R can be expressed by the
nabla Taylor formula in (4), then one has
G
a∇αkf (k) =
∑K
i=0
(k−a+1)i−α
Γ (i−α+1) ∇if (a− 1) +R1, (7)
where α ∈ R, K ∈ N, a ∈ R, k ∈ Na+1 and R1 =
∑k
j=a
(k−j+1)K−α
Γ (K−α+1) ∇K+1f (j).
Proof Applying Lemma 1 yields
G
a∇αkf (k)
= Ga∇αk
∑K
i=0
(k−a+1)i¯
i! ∇if (a− 1) + Ga∇αk
∑k
j=a
(k−j+1)K¯
K! ∇K+1f (j)
=
∑K
i=0
G
a∇αk (k−a+1)i¯
i! ∇if (a− 1) + Ga∇αkGa∇−K−1k ∇K+1f (k) .
(8)
By using Lemmas 2 and 3, it follows
G
a∇αkf (k)
=
∑K
i=0
(k−a+1)i−α
Γ (i−α+1) ∇if (a− 1) + Ga∇α−K−1k ∇K+1f (k)
=
∑K
i=0
(k−a+1)i−α
Γ (i−α+1) ∇if (a− 1) +
∑k
j=a
(k−j+1)K−α
Γ (K−α+1) ∇K+1f (j) ,
(9)
which has completed the proof.
Definition 3 If the function f : Za → R can be expressed as a nabla Taylor
series at a− 1, then the following equation holds [6]
f (k) =
∑+∞
i=0
(k−a+1)i
i! ∇if (a− 1), (10)
where ∇if (a− 1) are finite for i ∈ N and k ∈ Na+1.
Theorem 2 Assuming that function f : Za → R can be expressed by the nabla
Taylor series in (10), then one has
G
a∇αkf (k) =
∑+∞
i=0
(k−a+1)i−α
Γ (i+1−α) ∇if (a− 1), (11)
where α ∈ R, a ∈ R and k ∈ Na+1.
Proof Applying the Lemma 2 and Definition 3, the following equation
G
a∇αkf (k) = Ga∇αk
∑+∞
i=0
(k−a+1)i
i! ∇jf (a− 1)
=
∑+∞
i=0
G
a∇αk (k−a+1)i
i! ∇if (a− 1)
=
∑+∞
i=0
(k−a+1)i−α
Γ (i−α+1) ∇if (a− 1),
(12)
can be derived directly.
Note that the aforementioned nabla Taylor formula and nabla Taylor series
only applicable for n ≥ a. To extend the applicability, the following lemma is
introduced firstly.
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Lemma 4 If ∇if (k) are finite for i = 0, 1, · · · , k − j, k ∈ Na+1, j ∈ Na+1
and k ≥ j, one has [5]
f (j) =
∑k−j
i=0
(j−k)i
i! ∇if (k), (13)
Theorem 3 Assuming that function f : Za → R, then one has
G
a∇αkf (k) =
∑k−a
i=0 (
α
i )
(k−i−a+1)i−α
Γ (i−α+1) ∇if (k), (14)
where α ∈ R, α /∈ Z+, a ∈ R and k ∈ Na+1.
Proof Applying formulas (3) and (13), it becomes
G
a∇αkf (k) =
∑k
j=a
(k−j+1)−α−1
Γ (−α) f (j)
=
∑k
j=a
(k−j+1)−α−1
Γ (−α)
∑k−j
i=0
(j−k)i
i! ∇if (k).
(15)
Because Ga∇αkf (k) exists and f(k) can be expressed by a nabla Taylor
series, then
G
a∇αkf (k) =
∑k−a
i=0
∇if(k)
Γ (−α)Γ (i+1)
∑k
j=a
Γ (k−j−α)Γ (j−k+i)
Γ (k−j+1)Γ (j−k)
=
∑k−a
i=0
(−1)i∇if(k)
Γ (−α)Γ (i+1)
∑k
j=a
Γ (k−j−α)
Γ (1−j+k−i)
=
∑k−a
i=0 (
α
i )∇if (k)
∑k
j=a
(1−j+k−i)i−α−1
Γ (i−α)
=
∑k−a
i=0 (
α
i )∇if (k)
∑k
j=a∇1 (1−j+k−i)
i−α
Γ (i−α+1) ,
(16)
where Γ (x)Γ (1− x) = pisin(xpi) is adopted too.
By using some basic mathematical operation, one has∑k
j=a∇1 (1−j+k−i)
i−α
Γ (i−α+1) =
∑k
j=a
[ (1−j+k−i)i−α
Γ (i−α+1) − (−j+k−i)
i−α
Γ (i−α+1)
]
= (1−j+k−i)
i−α
Γ (i−α+1)
∣∣
j=a
− (−j+k−i)i−αΓ (i−α+1)
∣∣
j=k
= (k−a−i+1)
i−α
Γ (i−α+1) − (−i)
i−α
Γ (i−α+1)
= (k−a−i+1)
i−α
Γ (i−α+1) ,
(17)
where the convention 1Γ (−κ) = 0, κ ∈ N is exploited here.
By substituting (17) into (16), the desirable result in (14) follows immedi-
ately. The proof is thus completed.
Remark 1 Theorem 1-Theorem 3 propose the new representation framework of
Gru¨nwald–Letnikov difference/sum. Specifically, Theorem 1 gives the Taylor
formula expanded at the initial instant a − 1. Theorem 2 gives the Taylor
series expanded at a− 1, too. Theorem 3 is the result expanded at the current
time k (see the continuous case [20]). Notably, the newly presented results in
Theorems 1-3 share a similar form with the Riemann–Liouville case in (20),
(27), (42) of [17], respectively. It is believed that these representations could
greatly enrich the comprehension of Gru¨nwald–Letnikov discrete fractional
calculus and facilitate its applications.
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Theorem 4 Assuming function f : Za → R, g : Na → R, the Leibniz rule
associated with the Gru¨nwald–Letnikov definition satisfies
G
a∇αk {f (k) g (k)} =
∑k−a
i=0 (
α
i )∇if (k)Ga∇α−ik−ig (k − i) , (18)
where α ∈ R, α /∈ Z+, a ∈ R and k ∈ Na+1.
Proof By the aids of Theorem 3 and the Leibniz rule of the classical backward
difference, one has
G
a∇αk {f (k) g (k)}
=
∑k−a
i=0 (
α
i )
(k−i−a+1)i−α
Γ (i−α+1) ∇i{f (k) g (k)}
=
∑k−a
i=0 (
α
i )
(k−i−a+1)i−α
Γ (i−α+1)
∑i
j=0
(
i
j
)∇jf (k)∇i−jg (k − j) . (19)
Using
∑k−a
i=0
∑i
j=0 =
∑k−a
j=0
∑k−a
i=j and introducing l = i − j, the formula
(19) becomes
G
a∇αk {f (k) g (k)}
=
∑k−a
j=0
∑k−a
i=j
(
α
i
)(
i
j
) (k−i−a+1)i−α
Γ (i−α+1) ∇jf (k)∇i−jg (k − j)
=
∑k−a
j=0
∑k−a−j
l=0
( α
l+j
)(
l+j
j
) (k−l−j−a+1)l+j−α
Γ (l+j−α+1) ∇jf (k)∇lg (k − j) .
(20)
Applying
( α
j
)(
α−j
l
)
=
( α
l+j
)(
l+j
j
)
, one has
G
a∇αk {f (k) g (k)}
=
∑k−a
j=0
∑k−a−j
l=0
( α
j
)(
α−j
l
) (k−l−j−a+1)l+j−α
Γ (l+j−α+1) ∇jf (k)∇lg (k − j)
=
∑k−a
j=0
( α
j
)∇jf (k)∑k−a−jl=0 ( α−jl ) (k−l−j−a+1)l−αΓ (l+j−α+1) ∇lg (k − j)
=
∑k−a
j=0
( α
j
)∇jf (k)Ga∇α−jk−j g (k − j) ,
(21)
where Theorem 3 is adopted again. This proof is thus completed.
Remark 2 When a = 0 and α < 0, Theorem 4 reduces to Theorem 7.7
of [5]. With the adoption of Ga∇α−ik−ig (k − i), the presented result in (18) is
more clear than the existing one. Due to the duality, an alternative formula
G
a∇αk {f (k) g (k)} =
∑k−a
i=0 (
α
i )∇ig (k)Ga∇α−ik−if (k − i) can be obtained. Com-
pared with the Riemann–Liouville case (see Theorem 14 of [17]), only the
upper bound of the sum k − a − 1 is replaced by k − a. Additionally, if k is
given in a closed subset, f (k)Ga∇αk g (k) + g (k)Ga∇αkf (k) can be adopted to
approximate Ga∇αk {f (k) g (k)}. A similar operation in the continuous case can
be found in [21].
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3.2 Variable order
The aforementioned order α is assumed to be constant. Intuitively, one wants
to know whether those results apply to the variable order case and this just
motivates the following discussion.
Definition 4 The α(k)-th Gru¨nwald–Letnikov difference/sum of a function
f : Na → R can be defined by [22]
G
a∇α(k)k f (k) ,
∑k−a
j=0 (−1)j
(
α(k)
j
)
f (k − j), (22)
where α(k) ∈ R, a ∈ R and k ∈ Na+1.
With the provided definition, the nabla Taylor formula on Ga∇α(k)k f (k) can
be obtained as follow.
Theorem 5 Assuming that function f : Na−K−1 → R can be expressed by the
nabla Taylor formula in (4), then one has
G
a∇α(k)k f (k) =
∑K
i=0
(k−a+1)i−α(k)
Γ (i−α(k)+1) ∇if (a− 1) +R2, (23)
where α(k) ∈ R, K ∈ N, a ∈ R, k ∈ Na+1 and the sum remainder term
R2 =
∑k
j=a
(k−j+1)K−α(k)
Γ (K−α(k)+1) ∇K+1f (j).
Proof Recalling Definition 4, yields
G
a∇α(k)k (k − a+ 1)ν =
∑k−a
j=0 (−1)j
(
α(k)
j
)
(k − j − a+ 1)ν
= Γ (ν + 1)
∑k−a
j=0 (−1)j
(
α(k)
j
)(
k−a+ν−j
ν
)
= Γ (ν + 1)
∑k−a
j=0
(−α(k)+j−1
j
)( k−a+ν−j
k−a−j
)
= Γ (ν + 1)
(
k−a+ν−α(k)
k−a
)
= Γ (ν+1)Γ (ν−α(k)+1) (k − a+ 1)ν−α(k),
(24)
for α(k) ∈ R and ν /∈ Z−. Similarly, when α(k) ∈ R and v /∈ Z+, Lemma 3
leads to the following result
G
a∇α(k)k Ga∇vkf (k) = Ga∇α(k)k
∑k−a
j=0
(j+1)−v−1
Γ (−v) f (k − j)
=
∑k−a
i=0
(i+1)−α(k)−1
Γ (−α(k))
∑k−i−a
j=0
(j+1)−v−1
Γ (−v) f (k − i− j)
=
∑k−a
i=0
(i+1)−α(k)−1
Γ (−α(k))
∑k−a
l=i
(l−i+1)−v−1
Γ (−v) f (k − l)
=
∑k−a
l=0 f (k − l)
∑l
i=0
(l−i+1)−v−1
Γ (−v)
(i+1)−α(k)−1
Γ (−α(k))
=
∑k−a
l=0 f (k − l)G0 ∇α(k)l
∑l
i=0
(l+1)−v−1
Γ (−v)
=
∑k−a
l=0
(l+1)−v−α(k)−1
Γ (−v−α(k)) f (k − l)
= Ga∇α(k)+vk f (k) .
(25)
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Applying Lemma 1 and Definition 4, the following equation
G
a∇α(k)k f (k) = Ga∇α(k)k
∑K
i=0
(k−a+1)i
i! ∇if (a− 1)
+Ga∇α(k)k
∑k
j=a
(k−j+1)K
K! ∇K+1f (j)
=
∑K
i=0
G
a∇α(k)k (k−a+1)i
i! ∇if (a− 1)
+Ga∇α(k)k Ga∇−K−1k ∇K+1f (k)
=
∑K
i=0
(k−a+1)i−α(k)
Γ (i−α(k)+1) ∇if (a− 1)
+Ga∇α(k)−K−1k ∇K+1f (k)
=
∑K
i=0
(k−a+1)i−α(k)
Γ (i−α(k)+1) ∇if (a− 1) +R2,
(26)
can be derived directly.
Corollary 1 Assuming that function f : Za → R can be expressed by the
nabla Taylor series in (10), then one has
G
a∇α(k)k f (k) =
∑+∞
i=0
(k−a+1)i−α(k)
Γ (i+1−α(k)) ∇if (a− 1), (27)
where α(k) ∈ R, a ∈ R and k ∈ Na+1.
Theorem 5 and Corollary 2 are derived from the nabla Taylor formula ex-
panded at a−1. By applying the one expanded at k, a resulting representation
can be deduced as Theorem 6.
Theorem 6 Assuming that function f : Za → R, then one has
G
a∇α(k)k f (k) =
∑k−a
i=0
(
α(k)
i
) (k−i−a+1)i−α(k)
Γ (i−α(k)+1) ∇if (k), (28)
where α(k) ∈ R, α(k) /∈ Z+, a ∈ R and k ∈ Na+1.
Proof Considering that α(k) can be regarded as constant for i or j, then
Definition 4 leads to
G
a∇α(k)k f (k) =
∑k
j=a
(k−j+1)−α(k)−1
Γ (−α(k)) f (j)
=
∑k
j=a
(k−j+1)−α(k)−1
Γ (−α(k))
∑k−j
i=0
∇if(k)
i! (j − k)i
=
∑k−a
i=0
∇if(k)
Γ (−α(k))Γ (i+1)
∑k
j=a
Γ (k−j−α(k))Γ (j−k+i)
Γ (k−j+1)Γ (j−k)
=
∑k−a
i=0
(−1)i∇if(k)
Γ (−α(k))Γ (i+1)
∑k
j=a
Γ (k−j−α(k))
Γ (1−j+k−i)
=
∑k−a
i=0
(
α(k)
i
)∇if (k)∑kj=a (1−j+k−i)i−α(k)−1Γ (i−α(k))
=
∑k−a
i=0
(
α(k)
i
)∇if (k)∑kj=a∇1 (1−j+k−i)i−α(k)Γ (i−α(k)+1)
=
∑k−a
i=0
(
α(k)
i
)∇if (k) (k−i−a+1)i−α(k)Γ (i−α(k)+1) ,
(29)
where the similar skills like the proof of Theorem 4 are adopted here. This
proof is thus completed.
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With the well established representation in Theorem 6, the Leibniz rule for
Gru¨nwald–Letnikov fractional difference/sum can be developed.
Theorem 7 Assuming function f : Za → R, g : Na → R, the Leibniz rule
associated with the Gru¨nwald–Letnikov definition satisfies
G
a∇α(k)k {f (k) g (k)} =
∑k−a
i=0
(
α(k)
i
)∇if (k)Ga∇α(k)−ik−i g (k − i) , (30)
where α(k) ∈ R, α(k) /∈ Z+, a ∈ R and k ∈ Na+1.
Proof By the aids of Theorem 6 and the Leibniz rule of the classical backward
difference, one has
G
a∇α(k)k {f (k) g (k)}
=
∑k−a
i=0
(
α(k)
i
) (k−i−a+1)i−α(k)
Γ (i−α(k)+1) ∇i{f (k) g (k)}
=
∑k−a
i=0
(
α(k)
i
) (k−i−a+1)i−α(k)
Γ (i−α(k)+1)
∑i
j=0
(
i
j
)∇jf (k)∇i−jg (k − j)
=
∑k−a
j=0
∑k−a
i=j
(
α(k)
i
)(
i
j
) (k−i−a+1)i−α(k)
Γ (i−α(k)+1) ∇jf (k)∇i−jg (k − j)
=
∑k−a
j=0
∑k−a−j
l=0
( α(k)
l+j
)(
l+j
j
) (k−l−j−a+1)l−α(k)
Γ (l+j−α(k)+1) ∇jf (k)∇lg (k − j)
=
∑k−a
j=0
(
α(k)
j
)∇jf (k)∑k−a−jl=0 ( α(k)−jl ) (k−l−j−a+1)l−α(k)Γ (l+j−α(k)+1) ∇lg (k − j)
=
∑k−a
j=0
(
α(k)
j
)∇jf (k)Ga∇α(k)−jk−j g (k − j) .
(31)
This completes this proof.
Remark 3 Subsection 3.2 can be regarded as a natural generalization of sub-
section 3.1, while several difficulties and challenges have been overcome when
deriving the desirable results, for example, the coupling problem. Another
difficult issue that usually arises when dealing with variable order fractional
operators, is the extreme difficulty in solving analytically such problems. The
developed results surely open a new avenue for constructing an effective nu-
merical approximation.
3.3 Fixed memory
In previous subsections, the Gru¨nwald–Letnikov difference/sum with fixed ini-
tial instant has been analyzed. Inspired from the short memory principle [23],
this section will study the fixed memory step case.
Definition 5 The α-th Gru¨nwald–Letnikov difference/sum with fixed mem-
ory step N of a function f : Na+1−N → R is defined by
G
k−N∇αkf (k) ,
∑N
j=0 (−1)j
( α
j
)
f (k − j), (32)
where α ∈ R, N ∈ Z+, k ∈ Na+1 and a ∈ R.
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Although the continuous time case [24] and the discretization of continuous
time case [25] have been reported, Definition 5 defines the discrete Gru¨nwald–
Letnikov difference/sum with fixed memory step for the first time. Note that
the condition f : Na+1−N → R is given here, since when k ∈ Na+1 is adopted
for (32), f (a+ 1) , f (a) , · · · , f (a+ 1−N) are needed here. If we insist on
using f : Na → R and k ∈ Na+1 simultaneously, an alternative solution is to
modify the definition as Gk−N∇αkf (k) ,
∑min{k−a,N}
j=0 (−1)j
( α
j
)
f (k − j). To
facilitate the analysis and avoid conflicts, formula (32) is applied in this work.
Without loss of generality, when α = 0, Gk−N∇αkf (k) equals to the original
function f (k). When α > 0, Gk−N∇αkf (k) represents the difference. When
α < 0, Gk−N∇αkf (k) represents the sum.
Theorem 8 Assuming that function f : Na−K−N → R can be expressed by
the nabla Taylor formula in (4), then one has
G
k−N∇αkf (k) =
∑K
i=0
(N+1)i−α
Γ (i−α+1)∇if (k −N − 1) +R3, (33)
where α ∈ R, K ∈ N, N ∈ Z+, k ∈ Na+1, a ∈ R and the sum remainder term
R3 =
∑k
j=k−N
(k−j+1)K+α
Γ (K+α+1) ∇K+1f (j).
Proof When α = 0, setting k−N = a, the formula (33) reduces to (4). When
α 6= 0, Definition 5 leads to
G
k−N∇−αk f (k)
=
∑k
j=k−N
(k−j+1)α−1
Γ (α) f (j)
=
∑k
j=k−N ∇1 (k−j+1)
α
Γ (α+1) f (j)
=
∑k
j=k−N [
(k−j+1)α
Γ (α+1) − (k−j)
α
Γ (α+1) ]f (j)
=
∑k
j=k−N
(k−j+1)α
Γ (α+1) ∇1f (j) +
∑k
j=k−N
(k−j+1)α
Γ (α+1) f (j − 1)
−∑kj=k−N (k−j)αΓ (α+1)f (j)
=
∑k
j=k−N
(k−j+1)α
Γ (α+1) ∇1f (j) + (N+1)
α
Γ (α+1) f (k −N − 1)− 0
α
Γ (α+1)f (k)
=
∑k
j=k−N
(k−j+1)α
Γ (α+1) ∇1f (j) + (N+1)
α
Γ (α+1) f (k −N − 1) ,
(34)
which means that (33) holds for K = 1. By applying the mathematical induc-
tion method, the remainder proof has been completed successfully. To avoid
redundancy, it is omitted here.
Additionally, when the remainder term tends to zero as K → +∞, one ob-
tains the following corollary immediately and can be regarded as an extension
of Theorem 2 to the fixed memory case.
Corollary 2 The Gru¨nwald–Letnikov fractional calculus with fixed memory
step N can be expressed as
G
k−N∇αkf (k) =
∑+∞
i=0
(N+1)i−α
Γ (i−α+1)∇if (k −N − 1), (35)
where α ∈ R, α /∈ Z+, a ∈ R, N ∈ N+ and k ∈ Na+1.
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Theorem 9 The Gru¨nwald–Letnikov difference/sum with fixed memory step
N can be expressed as
G
k−N∇αkf (k) =
∑N
i=0 (
α
i )
(N−i+1)i−α
Γ (i−α+1) ∇if (k), (36)
where α ∈ R, α /∈ Z+, a ∈ R, N ∈ N+ and k ∈ Na+1.
Proof According to Lemma 4, one has
G
k−N∇αkf (k) =
∑N
j=0
(j+1)−α−1
Γ (−α) f (k − j)
=
∑k
j=k−N
(k−j+1)−α−1
Γ (−α)
∑k−j
i=0
(j−k)i
i! ∇if (k)
=
∑N
i=0
∇if(k)
i!Γ (−α)
∑k
j=k−N
Γ (k−j−α)
Γ (k−j+1)
Γ (j−k+i)
Γ (j−k)
=
∑N
i=0
(−1)i∇if(k)
i!Γ (−α)
∑k
j=k−N
Γ (k−j−α)
Γ (1−j+k−i)
=
∑N
i=0 (
α
i )∇if (k)
∑k
j=k−N
(k−j−i+1)i−α−1
Γ (i−α)
=
∑N
i=0 (
α
i )∇if (k)
∑k
j=k−N ∇ (k−j−i+1)
i−α
Γ (i−α+1)
=
∑N
i=0 (
α
i )∇if (k)
[ (N−i+1)i−α
Γ (i−α+1) − (−i)
i−α
Γ (i−α+1)
]
=
∑N
i=0 (
α
i )∇if (k) (N−i+1)
i−α
Γ (i−α+1) ,
(37)
which completes the proof.
With the newly developed description, the related Leibniz rule can be
derived immediately.
Theorem 10 The Gru¨nwald–Letnikov difference/sum with fixed memory step
N can be expressed as
G
k−N∇αk {f (k) g (k)} =
∑N
i=0 (
α
i )∇if (k) Gk−N∇α−ik−ig (k − i) , (38)
where α ∈ R, α /∈ Z+, a ∈ R, N ∈ N+ and k ∈ Na+1.
Proof According to Theorem 9, one has
G
k−N∇αk {f (k) g (k)}
=
∑N
i=0 (
α
i )
(N−i+1)i−α
Γ (i−α+1) ∇i{f (k) g (k)}
=
∑N
i=0 (
α
i )
(N−i+1)i−α
Γ (i−α+1)
∑k
j=0
(
i
j
)∇jf (k)∇i−jg (k − j)
=
∑N
i=0
∑k
j=0
(
α
i
)(
i
j
) (N−i+1)i−α
Γ (i−α+1) ∇jf (k)∇i−jg (k − j)
=
∑N
j=0
∑N−j
k=0
( α
j+i
)( j+i
j
) (N−i−j+1)i+j−α
Γ (i+j−α+1) ∇jf (k)∇ig (k − j)
=
∑N
j=0
( α
j
)∇jf (k)∑N−ji=0 ( α−ji ) (N−i−j+1)i+j−αΓ (i+j−α+1) ∇ig (k − j)
=
∑N
j=0
( α
j
)∇jf (k) Gk−N∇α−jk−j g (k − j) ,
(39)
where similar skills in the proof of Theorem 4 are adopted.
As is known that Gru¨nwald–Letnikov fractional difference/sum of a non-
constant periodic function is non-periodic, while the fixed memory case could
maintain the periodicity.
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Theorem 11 The fixed memory Gru¨nwald–Letnikov difference/sum (if ex-
ists) of a nonconstant periodic function is still periodic with the same period.
Proof Assume f : Na+1−N → R is periodic function, which means there exist
a nonzero T satisfying
f (k) = f (k + T ), (40)
where a ∈ R, N ∈ N+ and k + T ∈ Na+1. Hence, the difference/sum of
f (k + T ) can be expressed as
G
k+T−N∇αk+T f (k + T ) =
∑N
j=0 (−1)j ( αj ) f (k + T − j)
=
∑N
j=0 (−1)j ( αj ) f (k − j)
= Gk−N∇αkf (k) ,
(41)
which reveals the periodicity.
Remark 4 It is known that the memory length of Ga∇αkf (k) will increases
with time and lead to the complication in computation. To solve this prob-
lem and enhance the practicability, the short memory principle is introduced
for Gru¨nwald–Letnikov difference/sum firstly. By definition, three equivalent
descriptions have been derived in Theorems 8-9 and Corollary 2. Afterwards,
the corresponding Leibniz rule and the periodicity analysis have been proposed
and can be very helpful to further applications. Note that these results are dif-
ferent from that of [25], since this study deals with difference/sum directly, not
discretizes the derivative/integral.
3.4 Numerical implementation
In Subsection 3.3, the fixed initial instant a is replaced by a time varying one
k − N . In this case, the memory length is no increasing but remains constat
for any k. However, from the perspective of the new representation in (33)
and (35), there are still infinite terms regarding to the desired Gk−N∇αk {f (k)}.
Consequently, an effective approximation with high accuracy is expected for
Gru¨nwald–Letnikov difference/sum.
In general, Gru¨nwald–Letnikov difference/sum can be calculated analyti-
cally via Definition 2, Definition 4 and Definition 5. However, it will encounter
a big problem when computing the binomial coefficient ( αj ) =
Γ (α+1)
Γ (j+1)Γ (α−j+1) .
The reason why the computation of the binomial coefficient becomes impossi-
ble is due to Gamma function. It has been confirmed that the value of Γ (x)
will beyond the computation of computer when x > 171.6, more specifically,
Γ (171.6) = 1.5859e + 308, Γ (171.7) = Inf in MATLAB. For ease of calcula-
tion, define two functions as follows
σ (j, α) =
( α
j
)
, (42)
ρ (κ, j, α) = (κ+1)
j−α
Γ (j−α+1) . (43)
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with j ∈ N and κ ∈ N. To avoid this trouble, the following recursive formulas
are adopted to update the two functions
σ (j, α) = α−j+1j σ (j − 1, α) , (44)
ρ (κ, j, α) = κ+j−ακ ρ (κ− 1, j, α) , (45)
ρ (κ, j, α) = κ+j−αj−α ρ (κ, j − 1, α) , (46)
with the initial values σ (0, α) = 1 and ρ (0, 0, α). To avoid the singular situa-
tion, ρ (κ, j, α) = (−1)
κΓ (α−j)
Γ (α−j−κ)Γ (κ+1) is adopted for the case of α ∈ N.
According to the previous discussion, the following approximation formulas
are constructed
G
a∇αkf (k) ≈
∑K
j=0 ρ (k − a, j, α)∇jf (a− 1), (47)
G
a∇α(k)k f (k) ≈
∑K
j=0 ρ (k − a, j, α(k))∇jf (a− 1), (48)
G
k−N∇αkf (k) ≈
∑K
j=0 ρ(N, j, α)∇jf (k −N − 1), (49)
G
a∇αkf (k) ≈
∑min{k−a,K}
j=0 σ (j, α) ρ (k − a− j, j, α)∇jf (k), (50)
G
a∇α(k)k f (k) ≈
∑min{k−a,K}
j=0 σ (j, α(k)) ρ (k − a− j, j, α(k))∇jf (k), (51)
G
k−N∇αkf (k) ≈
∑min{N,K}
j=0 σ (j, α) ρ (N − j, j, α)∇jf (k), (52)
where α ∈ R, α(k) ∈ R, N ∈ N+, K ∈ N, a ∈ R and k ∈ Na+1.
For the approximation schemes in (47)-(49), the approximation error will
become smaller with the increase of K. With regard to (50) and (51), when
K approaches k − a, the approximation accuracy gets better and better. The
scheme in (52) has a similar performance as K gets close to N .
4 Simulation Study
In this section, three examples are given to demonstrate the applicability and
accuracy of our method.
Consider the following function
f (k) = 1
(1−λ)k , (53)
which is the so-called discrete exponential function satisfying ∇f (k) = λf (k).
Set λ = 0.2 and a = 1 in this section. For ease of comparison, the error rate is
defined as δ =
‖y−yˆ‖2
‖y‖2 , where yˆ is the approximation of y.
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Fig. 1 Analytic solution versus numerical approximation for Ga∇αk f (k).
Example 1 Let α = 0.5 and calculate the value of Ga∇αkf (k) by applying for-
mulas (2) and (42). Two following cases based on the developed approximation
schemes are adopted{
case 1: calculating via formula (47),
case 2: calculating via formula (50).
(54)
The analytic solution and the numerical solution with K = 10 are shown
in Fig. 1. One can observe that both the two approximation solutions are
acceptable. Note that case 2 performs better than case 1.
To further check the approximation effect on the parameter K, different
values of K are selected for the previous two cases. The corresponding results
are given in Fig. 2. It is clearly seen that the approximation accuracy increase
gradually with the increase of K. Additionally, case 2 outperforms case 1 for
each K, which coincides with the results in Fig. 1.
Example 2 Calculate the value of Ga∇α(k)k f (k) by applying formulas (22) and
(42). Two following cases are considered{
case 1: calculating via formula (48),
case 2: calculating via formula (51).
(55)
With α(k) = 1+sin(k)2 and K = 10, the related results can be obtained as
Fig. 3, which clearly illustrates that both case 1 and case 2 performs well. By
comparison, we can find that the method in case 2 is more excellent, too. Under
the given conditions, a comparable performance is achieved as the constant
order situation in Example 1.
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Fig. 3 Analytic solution versus numerical approximation for Ga∇α(k)k f (k).
Similarly, different values are chosen for K, leading to the result shown as
Fig. 4. It indicates that the larger the value of K, the higher the approximation
accuracy. Compared with Example 1, the elaborated approaches do slightly
better for the variable order, especially in case 2.
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Fig. 4 The approximation effect on different K.
Example 3 Let α = 0.5 calculate the value of Gk−N∇αkf (k) by applying formu-
las (32) and (42). Let us consider the following approximation cases{
case 1: calculating via formula (49),
case 2: calculating via formula (52),
(56)
and set K = 5, N = 3, the simulation results are provided in Fig. 5, which
vividly verifies the validity of the presented approaches.
To show the influence of various parameters on the results more clearly,
different values are configured for K, N and α, respectively. The resulting
curves for the error rate are obtained in Fig. 6-Fig. 8.
All the three figures show the superiority of case 2. Moreover, the error
rate decreases as K increases while it will increase with the increase of N or
α. Notably, with the same K and α, the approximation accuracy is higher
than that in Example 1.
Remark 5 This manuscript was first completed in 2017. To facilitate academic
exchange, it is attached in arXiv platform. Once it was accepted by some
journal, it will be removed here.
5 Conclusions
In this paper, several useful representations of Gru¨nwald–Letnikov discrete
fractional calculus have been investigated for the first time. The nabla Taylor
series has been tied to Gru¨nwald–Letnikov difference/sum from two aspects.
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Fig. 5 Analytic solution versus numerical approximation for Gk−N ∇αk f (k).
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Fig. 6 The approximation effect on different K.
With the help of the proposed representation, the Leibniz rule has been de-
duced. To avoid intensive computation that may occur in the practical appli-
cations, the fixed memory step principle and the fixed item number principle
have been proposed systematically. It is believed that this work provides a
fresh perspective for analysis and synthesis for such discrete fractional cal-
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Fig. 8 The approximation effect on different α.
culus. Future scope of research can be directed towards establishing the link
between the variable operators in time and frequency domains.
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