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Abstract—Action repetition counting is to estimate the occurrence times of the repetitive motion in one action, which is a relatively
new, important but challenging measurement problem. To solve this problem, we propose a new method superior to the traditional
ways in two aspects, without preprocessing and applicable for arbitrary periodicity actions. Without preprocessing, the proposed model
makes our method convenient for real applications; processing the arbitrary periodicity action makes our model more suitable for the
actual circumstance. In terms of methodology, firstly, we analyze the movement patterns of the repetitive actions based on the spatial
and temporal features of actions extracted by deep ConvNets; Secondly, the Principal Component Analysis algorithm is used to
generate the intuitive periodic information from the chaotic high-dimensional deep features; Thirdly, the periodicity is mined based on
the high-energy rule using Fourier transform; Finally, the inverse Fourier transform with a multi-stage threshold filter is proposed to
improve the quality of the mined periodicity, and peak detection is introduced to finish the repetition counting. Our work features
two-fold: 1) An important insight that deep features extracted for action recognition can well model the self-similarity periodicity of the
repetitive action is presented. 2) A high-energy based periodicity mining rule using deep features is presented, which can process
arbitrary actions without preprocessing. Experimental results show that our method achieves comparable results on the public datasets
YT Segments and QUVA.
Index Terms—Action repetition counting, Deep ConvNets, Fourier transform with multi-stage threshold Filter
F
1 INTRODUCTION
V Isual action repetition in real life appears in manyapplications, such as sports, music playing and man-
ufacturing assembly. It is important to count the repetition
of a specific motion in videos, which can be used for
video question answering [1], action classification [2] [3] [4],
segmentation [5] [6] [7], 3D reconstruction [8] [9], motion
tracking [10] and motion planning of robots [11]. Due to
the diversity of motion patterns and the limitations in
video capturing(e.g.,camera movement), the development
of an universal solution for counting the repetitive actions
remains under-explored.
To count the action repetition, early methods usually as-
sumed that repetitive motions occurred in fixed scenes
with regular periodicity. With this assumption, traditional
features were used to analyze the action repetition, in-
cluding human skeleton obtained by sensor device [8] [9],
the wavelength spectrum [12]. However, the actions to be
counted are usually captured in complex dynamic scenes
and have variable periodicity over different periods, making
the traditional features not suitable for the counting tasks.
To tackle this complexity involved in real circumstances,
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two methods have been proposed in recent years. In [13],
multiple repetitive motion modes are simulated to con-
struct the periodicity of the repetitive actions to realize the
counting. Because the simulated motion modes are fixed,
the algorithm can handle the specified modes well. But the
performance significantly decreases for actions with other
repetitive modes [14]. In [14], a counting method based on
the detection of the moving area is proposed to achieve
an improved performance. However, this method relies on
additional preprocessing steps to detect the moving area. In
sum, the methods based on the simulated action modes are
not effective to count the varied types of repetitive motions,
and the moving-area methods are highly dependent on the
preprocessing performance. This motivates us to find an
action repetition counting scheme that can work for unspec-
ified motion modes without relying on extra detection steps.
There are many challenges in action repetition counting for
unconstrained videos. In the unconstrained videos, besides
the interested repetitive action, there exists other motion
information such as changes in the background, actions of
the false objects and other unrelated movements. How to
distinguish the periodic actions from these various irrele-
vant signals is prerequisite problem to address for counting
the repetitive action. Moreover, action repetition modes
are very different in different actions. For example, the
repetition mode can be rotation, swinging, translation, and
other modes. How to discover the relationship between
the periodicity and various repetition modes is the another
challenge. Additionally, the amplitude and the frequency of
the repetition within the same action can also be different.
Therefore, even for the same action, how to discover the
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2features to count the repetition is an additional challenge.
Although the repetition counting is very important, because
of the aforementioned difficulties, the research progress on it
is relatively slow in recent years. In contrast, great advances
have been achieved by using deep learning methods for
action recognition [15] [16] [17], which opens up new possi-
bilities to propose new solutions for repetition counting. It
has been proven that deep ConvNet can capture versatile
and robust action features for action recognition, which
illustrates that the deep features contain rich information
of the action. For repetition counting, there is an important
clue that the self-similarity periodic dynamics is the key.
Accordingly, we propose in this paper that the deep features
are helpful for mining the self-similarity periodicity of the
action and can be used to count the repetition. This insight
relieves us from the preprocessing and helps in addressing
the challenges of modeling the periodicity of the uncon-
strained videos.
Although deep features may include periodic rules, the high
dimension of the feature space makes it difficult to discover
the self-similarity modes. In order to mine the repetitive
rules from the deep features, we use Principal Component
Analysis (PCA) to reduce the high dimension of the deep
features. And we found that the non-stationary repetitive
signals frequently appear in the first-dimensional principal
component. This is an important insight for modeling the
action repetition. Using PCA, the high dimensional deep
features can be converted to a one-dimension waveform.
In a word, the periodic signal can be generated combining
deep features and PCA.
For the video including the repetitive action, most of the en-
ergy of the video usually comes from the repetitive motions
due to the repetition. From this perspective, once we obtain
the waveform that contains the periodic motions, we can
locate the periodic motion using the highest energy rules.
In detail, frequency analysis is used to locate the signals
with highest energy corresponding to the repetitive action
automatically, and then we can finish counting based on the
located signal.
The framework of our method is shown in Fig. 1. Our
framework includes four steps. At first, deep features are
extracted using two-stream deep ConvNets, generating
spatial and temporal features separately. Secondly, one-
dimensional periodic signal is generated based on the deep
features using PCA. Corresponding to the spatial and tem-
poral features, there are two one-dimensional periodic sig-
nals. For simplicity, we only show the periodic signal of
the spatial features in Fig. 1. Thirdly, the periodicity of the
repetitive action is mined based on the highest energy rules
using Fourier transform, filtering and inverse Fourier trans-
form. Finally, peak detection is used to finish the repetition
counting.
In this paper, a new action repetition counting method
is proposed for solving the unconstrained action repetition
counting in videos, and main contributions are summarized
as follows. (1) We propose an energy-based action repetition
counting method without extra preprocessing, which can be
used to effectively count the repetition of the action with
arbitrary periodic motions for unconstrained videos. (2) We
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Fig. 1. The framework of action repetition counting in this paper.
give an important insight that the periodic self-similarity
movement information can be well modeled by the deep
features of the action used in action recognition. (3) We
propose the Fourier transform with Multi-stage threshold
Filter (FMF) scheme to automatically mine the interesting
repetitive action and remove noises to improve the repeti-
tion counting performance.
The remainder of the paper is organized as follows. The
next section investigates the related work. Section III dis-
cusses our algorithm in detail. The datasets and evaluation
criteria are described in Section IV. Experimental results and
analysis are illustrated in Section V. We conclude our paper
in Section VI.
2 RELATED WORK
Action repetition counting is usually realized by converting
the video into a one-dimensional waveform with the
repetitive motion structures [8] [9] and then analyzing the
spectral or frequency component by Fourier transform or
wavelet analysis. Waveform analysis is also widely used
in the periodic movement analysis [18] [19], which is very
related to the repetition counting. At the same time, as
discussed in the Introduction, the action feature is another
important problem for counting. Therefore, we will review
the related work from the following two aspects: periodic
movement analysis and deep features for action analysis.
32.1 Periodic movement analysis
The existing methods have achieved remarkable results
in video action periodic analysis tasks. Burghouts et al.
[12] proposed a spatiotemporal filter bank for estimating
of action repetition, which could work online. But it was
limited to the motion of stationary scenes, and the filter
bank was manually adjusted. Laptev et al. [20] used a
matching method for action counting, whose primary
work is to detect and segment repetitive motions using
the geometrical constraints generated by the same motion
repeatedly when the viewpoint changes. Ormoneit et al.
[10] used functional analysis to represent cyclic movement.
Ribnick et al. [8] [21] found that it is possible to reconstruct
accurately periodic movements in 3D from a single camera
view. Based on this research, they applied 3D reconstruction
to gait recognition. Ren et al. [22] and Li et al. [23] developed
two autocorrelation counting systems based on matching
visual descriptors. Although both systems completed the
repetition counting, they are postprocessing methods,
which are only applicable to specific domains of restricted
video. Pogalin et al. [18] get the information of a certain part
of the body by tracking the object of interest, then performs
pPCA and spectral analysis followed by detection and
frequency measurement. But its purpose is to estimate the
degree of periodic motion but not to count the repetition.
Based on the human skeleton points captured by Kinect,
Wang et al. [7] proposed an unsupervised repetitive motion
segmentation algorithm based on the frequency analysis
of the motion parameter, zero-velocity cross detection and
adaptive k-means clustering. Although the above methods
lay the foundation for the video repetitive counting task,
they only realized the simple repetitive motion estimation
of a fixed scene and had a poor performance on the
diversity and non-stationary motion, which commonly exist
in the real applications.
In recent years, Kumdee et al. [3] used the image self-
similarity measure as the input of the multi-layer the
perceptron neural network to determine whether the input
video is a repetitive action. This method is relatively
stable to image changes, noise, and low-resolution images.
However, they focus on classifying that the video is a
repetitive video or not but not counting. Levy et al. [13]
proposed a method to count the repetitive action of the
videos using the convolutional neural network. They
used synthetic data to simulate four motion types for the
periodic motion and carried out network training and
prediction. In the test, the region of interest was calculated
through the motion threshold for the test data. The motion
cycle was classified through the classification network to
complete the repetitive counting task. The method showed
excellent performance on YT Segments dataset. However,
their algorithm decayed a lot when there are actions with
different repetitive modes from the trained modes. The
wavelet transform was presented in [14] to better deal
with more complex and diverse video dynamics. From
the flow field and its differentials, they derived 18 totally
different repetitive perception. Based on the gradient,
curl and divergence, a motion foreground segmentation
representation based on flow was realized, and remarkable
results were obtained. However their methods needs
the foreground segmentation, which is also a difficult
problem. Therefore, we propose a method without extra
preprocessing.
2.2 Deep features for action analysis
CNNs have been widely used in action recognition. Some
of these CNNs use deep architectures with 2D convolutions
to extract translation-invariant features in the video frames
[15]. Specifically, Karpathy et al. [15] first introduced a
CNN based method for action recognition and organized a
large-scale sports video dataset (i.e., Sports-1M dataset) for
training deep CNNs. To model the temporal information
of the action, two-stream based CNN learning framework
[16] [17] has been proposed. The two streams mean the
spatial stream represented by RGB values and the temporal
stream represented by pre-computed optical flow features.
Because of the excellent balance between efficiency and
effectiveness, the BN-Inception Network [24] is used as the
backbone of the framework. The prominent characteristic
of BN-Inception network is the Inception module, which
carries out multi-scale processing and fusion of image fea-
tures to extract better feature representation. Moreover, it
is well known that the 3*3 convolution kernel has the
best performance in VGG [25], and a very effective Batch
Normalization(BN) method has been proposed to accelerate
the learning of data distribution during training, making
the accuracy of the classification improve significantly. In
addition, the deep ConvNets can take pictures of any form
as input to extract features. The training of deep ConvNets
requires a large number of training samples to achieve
good performance in action modeling. Nowadays, a large
number of publicly available video datasets provide great
convenience. Therefore, we extract the deep features of
our experimental data using BN-Inception Network in this
paper.
3 ACTION REPETITION COUNTING
In this part, we will discuss the proposed algorithm.
As shown in Fig. 1, our algorithm includes four steps.
Firstly, deep features of the unconstrained videos are ex-
tracted using deep ConvNets. Secondly, based on the high-
dimensional deep features, the periodic signal is generated
using PCA, and can obtain a one-dimensional waveform
reflecting the repetitive changes of the videos. Thirdly, the
action repetition rules are extracted based on the highest
energy rules extracted from the 1D waveform, combining
Fourier analysis, a new proposed multi-stage threshold
filter, and the inverse Fourier transform. Finally, using the
waveform, peak detection is used to count the repetition.
3.1 Deep Feature Extraction based on BN-Inception
ConvNets
The Inception v2 based on Batch Normalization network
[15] is used to obtain the features of the action, as shown
in Fig. 2. It was trained on the large public Kinetics dataset
[26], which contains 300,000 clip videos from real scenes,
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Fig. 2. The framework of BN-Inception Network
Fig. 3. The structure for spatiotemporal features extraction. The input
modalities of BN-Inception are the RGB images and optical flow fields
(x, y directions).
including 400 action categories, which is the largest action
recognition dataset by far. The model we used is the best
network trained in [25].
Two networks are used to extract robust action features,
operating on two components, spatial and optical flow
separately. The spatial flow network operates on the RGB
image, which extracts spatial features describing the scene
and object information. The optical flow network takes the
pre-computed optical flow images as the input to extract the
temporal features, which describe the motion information of
the video. Robust spatiotemporal features are extracted by
this method. Fig. 3 is a structure for feature extraction of the
action.
Clipping and rotation of training images, to decrease the
influence of the noise and increase the stability of features,
are used to get the image set. In the process of feature
extraction, we take the image set as network input and
get the features in the avg pool layer. Then the summation
and the average features are computed in each dimension.
Finally, the spatial features, denoted by Staticfea, and tem-
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Fig. 4. The visualization of deep features
poral features, denoted byDynamicfea are extracted for the
single image, respectively. Due to the designed structure of
the network, the dimension of the feature vector is 1024, as
shown in equations (1) and (2).
Staticfea = (s1, s2, . . . , s1024) (1)
Dynamicfea = (d1, d2, . . . , d1024) (2)
As discussed above, deep features can be obtained using
the pre-trained models and we do not need to retrain the
model using repetitive actions. The extracted deep features
of the video is visualized in Fig. 4, where RGB features
are given in Fig. 4(a) and optical flow features are given
in Fig. 4(b). From the visualization results, although we can
find some specified patterns; it is difficult for us to find the
periodic rules using this high-dimension features. Therefore,
we need some other methods to mine the periodicity of the
repetitive action.
3.2 Periodic Signal Generation
To extract the periodicity information, we mine the hidden
periodic action rules from two different features, spatial
features(Staticfea) and temporal features(Dynamicfea).
The mining method for these two features are the same;
therefore, we take spatial features Staticfea as an example
to explain our extraction method. Although deep features
can classify the actions well, the counting of the repetition
of the action is totally different from the classification of
the action. For classification, one action is considered as a
whole, and it focuses on the difference between different
actions. On the contrary, action repetition counting focuses
on locating the repetition of the same motion pattern.
Therefore, the deep features extracted directly for action
recognition may not be suitable for counting. We transform
the high-dimensional features into an intuitive waveform
by extracting the primary component of its covariance
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Fig. 5. Periodicity visualization of the repetitive action
matrix.
For simplicity, we represent the static features Staticfea of
the ith frame as fi = Staticfea, where i is the frame index
ranging from 1 to N . Therefore, for every action video, its
features can be represented by the features of all its frames,
denoted by F = [f1, f2, . . . , fN ], where F is a 2D matrix
with dimensions of N × D, N is the total number of the
frames in a video, D is the dimension of the spatial features,
1024. The detailed process is as follows.
Firstly, for the feature matrix F , we preprocess its
ith components using f¯i =
fi
D , where, i = 1, 2 . . . , N .
Then we obtain the mean matrix according to the formula
F¯ =
[
f¯1, f¯2 · · · f¯N
]
. Then the transformation matrix Fˆ is
computed using Fˆ = F − F¯ . Finally, the covariance matrix
is calculated according to equation (3).
COV =
1
D
Fˆ FˆT = V ΛV T (3)
We also can compute the eigenvalues and eigenvec-
tors of the covariance matrix. The corresponding results
are separately denoted by their matrix form as Λ =
diag (λ1, λ2 · · · · · ·λD) and V = [µ1, µ2 · · ·µN ], where each
µi is a vector with 1 × D. We arrange Λ according to the
value of its eigenvalue from large to small. And according
to the new order of eigenvalues, we rearrange V to V ′
in columns. Then, we reserve the first eigenvector to get
the transformation matrix V ′1 . The size of V
′
1 is D × 1.
Therefore the mapped matrix P = (p1, p2, p3 . . . pN ) can be
computed according to formula (4), where pi is the principal
component of ith frame of the videos, i = 1, 2, . . . N . The
size of Pi is N × 1, by which the high-dimensional video
features are transformed into the new space constructed by
1D waveform, as shown in Fig. 5.
pi = V
′
1fi (4)
In this paper, the extracted spatial and temporal features
are analyzed separately, and the mapping matrix P is ob-
tained after the PCA transformation. To analyze the effect
of different principal components, we also compute the
first 10-dimensional principal component transformation
matrix V ′10, the size is D × 10. For each dimension, we
get the mapped vector separately, the visualization results
are shown in Fig. 5. From this figure, we can see that the
first-dimensional feature includes more information on the
motion characteristics of repetitive actions. Therefore, in this
paper, the first-dimensional principal component is used to
count the repetitive action.
3.3 Periodicity Mining and Repetition Counting
Due to the complexity and diversity of the videos captured
in the real scene and the non-standardization during the
action execution, the principal component contains lots of
noises. As shown in Fig. 5(a), although there are some
repetitive motion rules in the figure, the lower peak and
the noises may lead to poor performance when counting.
To locate the repetitive action, we need to distinguish the
interesting actions from the unrelated noises. As discussed
above, the interesting repetitive actions usually have two
features. One is that it usually carries more energy than
the other movement. The other is that it usually has a
relatively higher frequency compared with the occasional
camera motion. Therefore, we propose a high-energy-based
repetitive action location method. And the counting is re-
alized using the location results. In order to locate the
high-energy repetitive action, we first give the frequency
analysis of the repetitive action and then design a multi-
stage filtering scheme.
3.3.1 Frequency Analysis of the repetitive action
We use the Fourier transform to analyze the repetition of
the action. Fourier transform is usually used to estimate
the power spectrum. Specifically, the time-varying signal is
decomposed into the superposition of the components in
the frequency domain by Fourier transform. The vibration
frequency of the signal is separated to get the spectrum
by equation (5),where Pu is the first-dimensional principal
component of the uth frame, N is the total number of
frames for a video.
X(k) =
∑N
u=1
Pu ∗ exp
(
−j ∗ 2pi ∗ (k − 1) ∗ u
N
)
(5)
X(k)threshold≤k≤(L−threshold) = 0 (6)
Pu =
1
N
∑N
k=1
X(k) ∗ exp
(
j ∗ 2pi ∗ (k − 1) ∗ u− 1
N
)
(7)
Fig. 6 is the visualization of the principal component
of a repetitive action video, where Fig. 6(a) is the first
dimensional principal component reflecting the repetitive
motion, and Fig. 6(b) gives its corresponding Fourier results.
From Fig. 6(a), we can see that there are lots of noises in
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Fig. 6. Repetitive action characteristics over time
the 1D waveform. In other words, there are some other
signals besides repetitive actions. Obviously, there are some
unrelated actions or other motions in the video. To locate
the repetitive action, we use the coefficients of the different
frequency components to determine the filtered frequency
band, and set the values of their corresponding frequency
domain to 0, as in equation (6). Then the original signal
Pu is obtained through the inverse Fourier transform by
the equation (7). The above method is used to filter the
signal noise, so that the frequency graph has a smooth
trajectory with repetitive motion rules, as shown in Fig. 6(c).
Finally, the counting results can be obtained by simple peak
detection.
3.3.2 Fourier Transform with Multi-stage Threshold Filter-
ing Analysis
In order to find the irrelevant frequency band discussed in
the above section, we propose a filtering scheme, Fourier
transform with Multi-stage threshold Filtering(FMF). To ob-
tain the periodic waveform well reflecting the times of the
repetitive action, we need to filter the noises and unrelated
actions. The key is to locate the interesting frequencies and
delete the unrelated frequencies. The difference between the
interested repetitive motion and the unrelated motion lies
in its frequency and its corresponding energy. Obviously,
the noise often has high frequency and low energy, while
the interested repetitive action may often have a relatively
low frequency and large energy. However, different repet-
itive actions may have different frequencies. Therefore, the
filtering algorithm must adaptively adjust the filtering fre-
quency threshold according to the motion characteristics of
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Fig. 8. The multistage thresholds
different frequencies, and we name our filtering algorithm
as FMF. In order to do this, the number of the high-pass
frequency band is calculated based on the first-dimensional
principal component, as shown in Fig. 7. And according to
the number, different thresholds are selected using different
thresholds shown in Fig. 8, which is empirically obtained
by analyzing the effect of different motions on noises and
uses different thresholds according to different frequencies
of motions. Then the noise is removed by the spectrum
obtained by the inverse Fourier transform, like 6(c). By the
multi-stage benchmark, we modify the motion waveform
and make the repetitive motion have obvious temporal
periodic characteristics, which is useful to the counting of
repetitive actions.
4 EXPERIMENTS
YT Segments [13] and QUVA [14] datasets from Youtube
are used to evaluate our algorithm. These data are diverse
and challenging, and they also include the camera and
background movement. The repetitive actions have varying
lengths and complex appearance patterns.
4.1 Datasets
YT Segments.: It contains 100 videos with repetitive ac-
tions, including exercise, cooking, architecture, biology, and
so on. To create a clean benchmark from very diverse videos,
which are pre-split and only contain repetitive actions. The
number of repetitive actions is pre-labeled per video. The
7smallest and largest numbers of the repetition are 4 and 50,
respectively. The average duration of one video is 14.96s.
Meanwhile, there are 30 videos with varying degrees of
camera movement.
QUVA.: It’s also made up of 100 videos and shows various
kinds of repetitive video dynamics, including swimming,
stirring, cutting, carding, and music-making. Compared
with the YT Segments dataset, it has more challenges in
cycle length, motion appearance, camera motion, and back-
ground complexity. Therefore, the dataset is a more realistic
and challenging benchmark for estimating repetitive action.
4.2 Evaluation Metrics and Baselines
Metrics. We use the same evaluation criteria [13] as those
that used in the baselines as the metric for this task. For
every video, the percentage of the absolute difference be-
tween ground truth G and the predicted value R is used:
|G−R|
G × 100. For N videos, we calculate the Mean Absolute
Error(MAE) ± standard deviation (σ) [13] as the evaluation
metrics, where
MAE =
1
N
N∑
i=1
|Gi −Ri|
Gi
(8)
σ2 =
1
N
∑N
i=1
(G−R)2
Baselines. We compare our method with one classical
method [18] and two recent methods in [13] [14]. When
reporting the results, we directly make use of the results
provided in the paper [14].
4.3 Results
Different thresholds and FMF. Using spatial features,
we test the repetition counting results with different
thresholds and FMF. At first, we test the results of different
thresholds, as shown in Table 1. We set the different
thresholds empirically as α = 10, 15, 20, 25, 30, 35, · · ·. On
the YT Segments dataset, the action repetition counting
experimental results are shown in Table 1. From Table
1, we can see that the results of the single threshold are
much worse than the multi-stage thresholds. Because the
repetitive actions have different frequencies, the interested
frequency in one video may become noise frequency in
the other video. And we can also find that the relatively
higher accuracy can be obtained by threshold 15. We think
the possible reason is that lots of actions may have this
frequency. However, for some high-frequency actions, this
threshold will filter the interested frequency out, which
makes that the multi-stage threshold performs better.
Using spatial features, temporal features and the fu-
sion features of spatial and temporal features, we further
compare the repetition counting performance using FMF
module and without FMF, as shown in Table 2. And the
influence of FMF module of our method is also analyzed..
From Table 2, we can see that the accuracy is improved
significantly by adding FMF module on the YT Segments
dataset. It also shows that the spatial features based on RGB
achieve the highest accuracy on the YT Segments dataset.
TABLE 1
Comparative Results of different thresholds
α MAE
10 23.3 ± 63.4
15 19.9 ± 42.8
20 30.9 ± 38.14
25 44.6 ± 42.8
30 56.0 ± 62.7
35 67.2 ± 91.6
multi-stage α 8.7 ± 3.9
TABLE 2
Experimental Results Comparison about Whether Remove FMF on
YT Segments Dataset
MAE Without FMF MAE With FMF
RGB FLOW RGB FLOW RGB FLOW RGB FLOW
13.7± 6.2 29.2± 21.3 18.2 ± 9.4 8.7±3.9 21.9± 12.7 15.8± 6.6
Comparisons with state-of-the-art baselines. We compare
the performance of our method with state-of-the-art base-
lines. For YT Segments and QUVA, the spatial features and
temporal features are used separately. At the same time,
for convenience of comparison, we give the average of the
methods on YT Segments and QUVA, and we name it Over-
all. The quantitative comparisons are presented in Table 3.
Compared with the existing baselines, our method achieves
comparable performance without extra preprocessing. For
the YT Segments dataset, the method of [13] performs best
with the MAE of 6.5. The MAE in [14] is 10.3, which is better
than the article [18]. Our method is superior to articles [18]
[14] with the MAE of 8.7, but the standard error achieves the
best performance compared with the above methods, which
illustrates that the worst performance of our method is the
best in all the methods. Moreover, the results also show
that our method can achieve good performance under the
static background. In the more challenging QUVA dataset,
our experimental results also achieved decent performance.
The method [13] performed the worst with the MAE of
48.2, because their network considered only four types of
action during training. The method of [18] was 38.5. In [14],
the MAE was 23.2. The performance of our method also
comes in the second place, which is very close to the best
performance. And the standard error is also the least. These
results show that our method can also adapt well to the
dynamic background. In summary, compared to the above
methods, we get the best standard error on the two public
datasets. At the same time, we get the MAE very close to the
state-of-the-art baseline. The results show that our method
can achieve comparable results in counting action repetition
for unconstrained videos with a decent framework, not
relying on preprocessing.
Detailed results and analysis. To further validate our con-
tribution, on YT Segments and QUVA, we give the counting
results in detail, as shown in Fig. 9.
From Fig. 9(a), we can see that the counting results of most
of the actions are very close to their groundtruth and the
differences cluster around positive or negative 1. Our peak-
8TABLE 3
Comparisons with the state-of-the-art baselines
Methods
Datasets YT Segments QUVA Overall
Pogalin et al. [18] 21.9± 30.1 38.5± 37.6 30.2±33.9
Levy & Wolf [13] 6.5 ±9.2 48.2±61.5 27.4±35.4
Runia &Snoek [14] 10.3±19.8 23.2±34.4 16.8±27.1
Ours 8.7±3.9 25.1±26.3 16.9± 10.4
detection counting scheme can well explain this. Because
we use the number of the peaks as the counting results,
it is slightly different from the repetitive case, where the
repetition is, in fact, a cycle. Therefore, using more detailed
cycle detection may solve this problem. In addition, there
is only 1 sample (video 11) whose error is relatively large,
and the corresponding video is a repetitive action with the
sub-movements of the left-arm and right-arm. Our method
regards one repetitive action, which includes the repetitive
motion of the left-arm and right-arm as once. However,
the groundtruth regards that the motion of the left-arm
and right-arm arm are twice. We think our result is inter-
pretable because these two movements are, in fact, two sub-
movements of one movement. From this point, although our
performance is not good enough, but the actual performance
of our method is largely better than we gave.
From Fig. 9(b), besides the above mentioned negative and
positive 1 difference problem, there are also other problems.
Some groundtruth results are almost twice as our results, for
example, video 34. We found this error occurs because those
actions often include two coupled actions; for example, in
video 34, the whole action includes the left leg and right
leg sub-movements. This will contribute 2 times of 1 action
in our algorithm. The other error is due to the changing of
the view angles of the action, like video 31. For these two
problems, we think they can be solved using more advanced
signal processing methods. And we will focus on it in our
future work.
In summary, the main error of our method lies in two
aspects. One is the difference between the peak and the
cycle. The other is the coupled submovements in action.
Both kinds of errors become from the processing of the deep
features. Therefore, this also validates our insight that the
1D principle component of the deep features can well model
the periodicity of the repetitive action.
Feature analysis. Fig. 10 shows the visualization results
of different features by our method on YT Segments and
QUVA datasets. Only three parts are shown here, and the
first part is the input data to get the deep features by
BN-Inception Network, the second part is the sequence
waveform of action obtained by PCA when k = 1, and
the third part is the final result for counting. The exper-
imental results indicate that static features achieve better
results in a relatively clean background, and results are
poorer with serious background interference. However, the
method based on optical flow features achieved prominent
results. They demonstrate the effectiveness of the proposed
method in this paper. Moreover, we also can find that
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Fig. 10. The comparison of counting results based on RGB features
and optical flow features, where 1D PC is the first dimensional principal
component by PCA and the corresponding result by FMF based on the
1D PC over the time sequence. The position of Red star indicates the
optimal detection result.
the 1D principal component of the deep features includes
good periodic information of the action. If we can further
improve the signal processing after the periodicity mining,
the performance can improve further.
95 CONCLUSIONS
We propose an important insight that the periodicity of the
action can be well modeled by the deep features extracted
from the action recognition task. We think this insight is very
important for repetition counting due to two reasons. On
the one hand, the repetition counting method can borrow
the state-of-the-art results or experiences from action recog-
nition, which decreases the gap between the development of
action recognition and the repetition counting. On the other
hand, this insight can simplify the repetition counting task
from the trivial preprocessing or synthetic mode generation.
Based on this insight, we propose a new counting method
using high energy rules for unconstrained video. Due to
the introduction of energy, our method can solve uncon-
strained action modes in unconstrained videos. In detail,
by using the training model based on Kinetics, we extract
reliable deep features, including the temporal evolution
characteristics of video actions and the unique appearance
and spatiotemporal characteristics of motion patterns by
deep ConvNets. Then, the periodic movement information
can be obtained by the PCA based on the deep features of
the action. Besides, we compute the frequency spectrum by
Fourier transform to remove noise information by multi-
stage threshold filtering. Then, the time sequence waveform
is smoothed, and the action repetition counting task is com-
pleted according to peak detection. Extensive experimental
results show the effectiveness of our method.
Compared with the existing methods, our method is simple
and flexible without preprocessing. However, it still has
poor performance when there is interference or chaotic
background in the motion, especially when there are cou-
pled repetitive actions and continuous changing of the
viewpoints. These non-periodic interference motions make
it impossible to analyze the motion characteristics of the
target object accurately. We will focus on these problems in
the future.
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