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AFFINE QUANTUM SCHUR ALGEBRAS AND AFFINE HECKE
ALGEBRAS
QIANG FU
Abstract. Let F be the Schur functor from the category of finite dimensional H△(r)C-modules
to the category of finite dimensional S△(n, r)C-modules, where H△(r)C is the extended affine
Hecke algebra of type A over C and S△(n, r)C is the affine quantum Schur algebras over C. The
Drinfeld polynomials associated with F(V ) were determined in [5, 7.6] and [7, 4.4.2] in the case
of n > r, where V is an irreducible H△(r)C-module. We will generalize the result in [loc. cit.]
to the case of n 6 r. As an application, we will classify finite dimensional irreducible S△(n, r)C-
modules, which has been proved in [7, 4.6.8] using a different method. Furthermore we will use
it to generalize [9, (6.5f)] to the affine case.
1. Introduction
It is well known that finite dimensional irreducible modules for quantum affine algebras were
classified by Chari–Pressley in terms of Drinfeld polynomials (cf. [2, 3, 4, 6]). Finite dimensional
irreducible modules for H△(r)C were classified in [13, 12], where H△(r)C is the extended affine
Hecke algebra of type A over the complex field C with a non-root of unity. The category of finite
dimensional H△(r)C-modules and the category of finite dimensional UC(ŝln)-modules which are
of level r are related by a functor F , which was defined in [5, 4.2]. Here UC(ŝln) is quantum
affine sln over C. Chari–Pressley proved in [loc. cit.] F is an equivalence of categories if n > r.
Furthermore the Drinfeld polynomials associated with F(V ) were determined in [loc. cit. 7.6]
in the case of n > r, where V is an irreducible H△(r)C-module.
Let UC(ĝln) be quantum affine gln over C. In [8], finite dimensional irreducible polynomial
representations of UC(ĝln) were classified. It was proved in [7, 3.8.1] that the natural algebra
homomorphism ζr from UC(ĝln) to the affine quantum Schur algebra S△(n, r)C is surjective.
Every S△(n, r)C-module can be regarded as a UC(ĝln)-module via ζr. Let F be the Schur functor
from the category of finite dimensional H△(r)C-modules to the category of finite dimensional
S△(n, r)C-modules. It was proved in [7, 4.1.3 and 4.2.1] that F is an equivalence of categories in
the case of n > r and F(V )|
UC(ŝln)
is isomorphic to F(V ) for any H△(r)C-module V . Furthermore,
using [5, 7.6], the Drinfeld polynomials associated with F(V ) were determined in [7, 4.4.2] in the
case of n > r, where V is an irreducible H△(r)C-module. We will generalize [5, 7.6] and [7, 4.4.2]
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to the case of n 6 r in 4.9. Using this result, we will prove in 4.10 the classification theorem
of finite dimensional irreducible S△(n, r)C-modules, which was established in [7, 4.6.8]. Finally,
we will relate the parametrization of irreducible S△(N, r)C-modules, via the functor G defined in
(4.10.1), to the parametrization of irreducible S△(n, r)C-modules in 4.11. This result is the affine
version of [9, (6.5f)].
2. Quantum affine gln
Let v ∈ C∗ be a complex number which is not a root of unity, where C∗ = C\{0}. Let (ci,j)
be the Cartan matrix of affine type An−1. We recall the Drinfeld’s new realization of quantum
affine gln as follows.
Definition 2.1. The quantum loop algebra UC(ĝln) (or quantum affine gln) is the C-algebra
generated by x±i,s (1 6 i < n, s ∈ Z), k
±1
i and gi,t (1 6 i 6 n, t ∈ Z\{0}) with the following
relations:
(QLA1) kik
−1
i = 1 = k
−1
i ki, [ki, kj] = 0,
(QLA2) kix
±
j,s = v
±(δi,j−δi,j+1)x±j,ski, [ki, gj,s] = 0,
(QLA3) [gi,s, x
±
j,t] =


0, if i 6= j, j + 1;
±v−js [s]
s
x
±
j,s+t, if i = j;
∓v−js [s]
s
x±j,s+t, if i = j + 1,
(QLA4) [gi,s, gj,t] = 0,
(QLA5) [x+i,s, x
−
j,t] = δi,j
φ+
i,s+t−φ
−
i,s+t
v−v−1
,
(QLA6) x±i,sx
±
j,t = x
±
j,tx
±
i,s, for |i− j| > 1, and [x
±
i,s+1, x
±
j,t]v±cij = −[x
±
j,t+1, x
±
i,s]v±cij ,
(QLA7) [x±i,s, [x
±
j,t, x
±
i,p]v]v = −[x
±
i,p, [x
±
j,t, x
±
i,s]v]v for |i− j| = 1,
where [x, y]a = xy − ayx, [s] =
vs−v−s
v−v−1
and φ±i,s are defined via the generating functions in
indeterminate u by
Φ±i (u) := k˜
±1
i exp
(
±(v − v−1)
∑
m>1
hi,±mu
±m
)
=
∑
s>0
φ±i,±su
±s
with k˜i = ki/ki+1 (kn+1 = k1) and hi,±m = v
±(i−1)mgi,±m − v
±(i+1)mgi+1,±m (1 6 i < n).
The algebra UC(ĝln) has another presentation which we now describe. Let D△,C(n) be the
double Ringel–Hall algebra of the cyclic quiver △(n). By [7, 2.3.1], the algebra D△,C(n) has the
following presentation.
Lemma 2.2. The double Ringel–Hall algebra D△,C(n) of the cyclic quiver △(n) is the C-algebra
generated by Ei, Fi, Ki, K
−1
i , z
+
s , z
−
s , for 1 6 i 6 n, s ∈ Z
+, and relations:
(QGL1) KiKj = KjKi, KiK
−1
i = 1;
(QGL2) KiEj = v
δi,j−δi,j+1EjKi, KiFj = v
−δi,j+δi,j+1FjKi;
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(QGL3) EiFj − FjEi = δi,j
K˜i−K˜
−1
i
v−v−1
, where K˜i = KiK
−1
i+1;
(QGL4)
∑
a+b=1−ci,j
(−1)a
[
1− ci,j
a
]
Eai EjE
b
i = 0 for i 6= j;
(QGL5)
∑
a+b=1−ci,j
(−1)a
[
1− ci,j
a
]
F ai FjF
b
i = 0 for i 6= j;
(QGL6) z+s z
+
t = z
+
t z
+
s ,z
−
s z
−
t = z
−
t z
−
s , z
+
s z
−
t = z
−
t z
+
s ;
(QGL7) Kiz
+
s = z
+
s Ki, Kiz
−
s = z
−
s Ki;
(QGL8) Eiz
+
s = z
+
s Ei, Eiz
−
s = z
−
s Ei, Fiz
−
s = z
−
s Fi, and z
+
s Fi = Fiz
+
s ,
where 1 6 i, j 6 n, s, t ∈ Z+ and
[
c
a
]
=
∏a
s=1
vc−s+1−v−c+s−1
vs−v−s
for c ∈ Z. It is a Hopf algebra with
comultiplication ∆, counit ε, and antipode σ defined by
∆(Ei) = Ei ⊗ K˜i + 1⊗ Ei, ∆(Fi) = Fi ⊗ 1 + K˜
−1
i ⊗ Fi,
∆(K±1i ) = K
±1
i ⊗K
±1
i , ∆(z
±
s ) = z
±
s ⊗ 1 + 1⊗ z
±
s ;
ε(Ei) = ε(Fi) = 0 = ε(z
±
s ), ε(Ki) = 1;
σ(Ei) = −EiK˜
−1
i , σ(Fi) = −K˜iFi, σ(K
±1
i ) = K
∓1
i ,
and σ(z±s ) = −z
±
s ,
where 1 6 i 6 n and s ∈ Z+.
Let UC(ŝln) be the subalgebra of D△,C(n) generated by Ei, Fi, K˜i, K˜
−1
i for i ∈ [1, n]. Beck
[1] proved that UC(ŝln) is isomorphic to the subalgebra of UC(ĝln) generated by all x
±
i,s, k˜
±1
i and
hi,t. The following result extends Beck’s isomorphism..
Lemma 2.3 ([7, 4.4.1]). There is a Hopf algebra isomorphism
f : D△,C(n) −→ UC(ĝln)
such that
K±1i 7−→ k
±1
i , Ej 7−→ x
+
j,0, Fj 7−→ x
−
j,0 (1 6 i 6 n, 1 6 j < n),
En 7−→ vX k˜n, Fn 7−→ v
−1k˜−1n Y, z
±
s 7−→ ∓sv
±sθ±s (s > 1),
where θ±s = ∓
1
[s]q
(g1,±s + · · · + gn,±s), X = [x
−
n−1,0, [x
−
n−2,0, · · · , [x
−
2,0, x
−
1,1]v−1 · · · ]v−1 ]v−1 and
Y = [· · · [[x+1,−1, x
+
2,0]v, x
+
3,0]v , · · · , x
+
n−1,0]v .
We now review the classification theorem of finite dimensional irreducible polynomial UC(ĝln)-
modules. We first need to introduce the elements Qi,s ∈ UC(ĝln), which will be used to define
pseudo-highest weight modules. For 1 6 i 6 n and s ∈ Z, define the elements Qi,s ∈ UC(ĝln)
through the generating functions
Q
±
i (u) := exp
(
−
∑
t>1
1
[t]
gi,±t(vu)
±t
)
=
∑
s>0
Qi,±su
±s ∈ UC(ĝln)[[u, u
−1]].
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For a representation V of UC(ĝln), a nonzero vector w ∈ V is called a pseudo-highest weight
vector if there exist some Qi,s ∈ C such that
(2.3.1) x+j,sw = 0, Qi,sw = Qi,sw, kiw = v
λiw
for all 1 6 i 6 n and 1 6 j 6 n− 1 and s ∈ Z. The module V is called a pseudo-highest weight
module if V = UC(ĝln)w for some pseudo-highest weight vector w. We also write the short form
Q
±
i (u)w = Q
±
i (u)w for the relations Qi,sw = Qi,sw (s ∈ Z), where
Q±i (u) =
∑
s>0
Qi,±su
±s.
Let V be a finite dimensional polynomial representation of UC(ĝln) of type 1. Then V =
⊕λ∈NnVλ, where
Vλ = {x ∈ V | kjx = v
λjx, 1 6 j 6 n},
and, since all Qi,s commute with the kj, each Vλ is a direct sum of generalized eigenspaces of
the form
(2.3.2) Vλ,γ = {x ∈ Vλ | (Qi,s − γi,s)
px = 0 for some p (1 6 i 6 n, s ∈ Z)},
where γ = (γi,s) with γi,s ∈ C. Let Γ
±
i (u) =
∑
s>0 γi,±su
±s.
A finite dimensional UC(ĝln)-module V is called a polynomial representation if the restriction
of V to UC(gln) is a polynomial representation of type 1 and, for every weight λ = (λ1, . . . , λn) ∈
Nn of V , the formal power series Γ±i (u) associated to the eigenvalues (γi,s)s∈Z defining the
generalized eigenspaces Vλ,γ as given in (2.3.2), are polynomials in u
± of degree λi so that the
zeroes of the functions Γ+i (u) and Γ
−
i (u) are the same.
Following [8], an n-tuple of polynomials Q = (Q1(u), . . . , Qn(u)) with constant terms 1 is
called dominant if, for each 1 6 i 6 n− 1, the ratio Qi(v
i−1u)/Qi+1(v
i+1u) is a polynomial. Let
Q(n) be the set of dominant n-tuples of polynomials.
For g(u) =
∏
16i6m(1− aiu) ∈ C[u] with constant term 1 and ai ∈ C
∗, define
(2.3.3) g±(u) =
∏
16i6m
(1− a±1i u
±1).
For Q = (Q1(u), . . . , Qn(u)) ∈ Q(n), define Qi,s ∈ C, for 1 6 i 6 n and s ∈ Z, by the following
formula
Q±i (u) =
∑
s>0
Qi,±su
±s,
where Q±i (u) is defined using (2.3.3). Let I(Q) be the left ideal of UC(ĝln) generated by
x+j,s, Qi,s −Qi,s, and ki − v
λi , for 1 6 j 6 n − 1, 1 6 i 6 n and s ∈ Z, where λi = degQi(u),
and define
M(Q) = UC(ĝln)/I(Q).
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Then M(Q) has a unique irreducible quotient, denoted by L(Q). The polynomials Qi(u) are
called Drinfeld polynomials associated with L(Q).
Theorem 2.4 ([8]). The UC(ĝln)-modules L(Q) with Q ∈ Q(n) are all nonisomorphic finite
dimensional irreducible polynomial representations of UC(ĝln).
If Q,Q′ ∈ Q(n) is such that Qj(v
j−1u)/Qj+1(v
j+1u) = Q′j(v
j−1u)/Q′j+1(v
j+1u) and
degQj(u) − degQj+1(u) = degQ
′
j(u) − degQ
′
j+1(u) for 1 6 j 6 n − 1, then by [7, 4.7.1 and
4.7.2], we have L(Q)|
UC(ŝln)
∼= L(Q′)|UC(ŝln)
. Thus we may denote L(Q)|
UC(ŝln)
by L¯(P), where
P = (P1(u), . . . , Pn−1(u)) with Pj(u) = Qj(v
j−1u)/Qj+1(v
j+1u).
Let P(n) be the set of (n − 1)-tuples of polynomials with constant terms 1. The following
result is due to Chari–Pressley (cf. [2, 3, 4]).
Theorem 2.5. The modules L¯(P) with P ∈ P(n) are all nonisomorphic finite dimensional
irreducible UC(ŝln)-modules of type 1.
3. Affine quantum Schur algebras
In this section we collect some facts about extended affine Hecke algebras and affine quantum
Schur algebras, which will be used in §4. The extended affine Hecke algebra H△(r)C is defined
to be the algebra generated by
Ti, X
±1
j (1 6 i 6 r − 1, 1 6 j 6 r),
and relations
(Ti + 1)(Ti − v
2) = 0,
TiTi+1Ti = Ti+1TiTi+1, TiTj = TjTi (|i− j| > 1),
XiX
−1
i = 1 = X
−1
i Xi, XiXj = XjXi,
TiXiTi = v
2Xi+1, XjTi = TiXj (j 6= i, i+ 1).
Let Sr be the symmetric group with generators si := (i, i + 1) for 1 6 i 6 r − 1. Let
I(n, r) = {(i1, . . . , ir) ∈ Z
r | 1 6 ik 6 n, ∀k}. The symmetric group Sr acts on the set I(n, r)
by place permutation:
iw = (iw(k))k∈Z, for i ∈ I(n, r) and w ∈ Sr.
Let ΩC be a vector space over C with basis {ωi | i ∈ Z}. For i = (i1, . . . , ir) ∈ Z
r, write
ωi = ωi1 ⊗ ωi2 ⊗ · · · ⊗ ωir = ωi1ωi2 · · ·ωir ∈ Ω
⊗r
C .
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The tensor space Ω⊗rC admits a right H△(r)C-module structure defined by

ωi ·X
−1
t = ωi1 · · ·ωit−1ωit+nωit+1 · · ·ωir , for all i ∈ Z
r;
ωi · Tk =


v2ωi, if ik = ik+1;
vωisk , if ik < ik+1; for all i ∈ I(n, r),
vωisk + (v
2 − 1)ωi, if ik+1 < ik,
where 1 6 k 6 r − 1 and 1 6 t 6 r.
The algebra
S△(n, r)C := EndH△(r)C(T△(n, r))
is called an affine q-Schur algebra, where T△(n, r) = Ω
⊗r
C . Let Ωn,C be the subspace of ΩC
spanned by ωi with 1 6 i 6 n and H(r)C be the subalgebra of H△(r)C generated by Tk for
1 6 k 6 r − 1. Then the algebra S(n, r)C := EndH(r)C(T (n, r)) is called a q-Schur algebra,
where T (n, r) = Ω⊗rn,C.
The algebras UC(ĝln) and S△(n, r)C are related by an algebra homomorphism ζr, which we
now describe. For i ∈ Z, let i¯ denote the integer modulo n. The complex vector space ΩC is a
natural D△,C(n)-module with the action
(3.0.1)
Ei · ωs = δi+1,s¯ωs−1, Fi · ωs = δ¯i,s¯ωs+1, K
±1
i · ωs = v
±δi¯,s¯ωs,
z
+
t · ωs = ωs−tn, and z
−
t · ωs = ωs+tn.
The Hopf algebra structure induces a D△,C(n)-module Ω
⊗r
C . By [7, 3.5.5], the actions of D△,C(n)
and H△(r)C on Ω
⊗r
C are commute. We will identify D△,C(n) and UC(ĝln) via the algebra isomor-
phism f defined in 2.3. Consequently, there is an algebra homomorphism
ζr : UC(ĝln) = D△,C(n) −→ S△(n, r)C.
It is proved in [7, 3.8.1] that ζr is surjective. Let UC(gln) be the subalgebra of D△,C(n) generated
by Ei, Fi, Kj, K
−1
j for 1 6 i 6 n− 1 and 1 6 j 6 n. The restriction of ζr to UC(gln) induces
a surjective algebra homomorphism ζr : UC(gln) −→ S(n, r)C (cf. [10]). Every S△(n, r)C-module
(resp., S(n, r)C-module) will be inflated into a UC(ĝln)-module (resp., UC(gln)-module) via ζr.
The following easy lemma relates Ω⊗rC with Ω
⊗r
n,C.
Lemma 3.1 ([7, 4.1.1]). There is a UC(gln)-H△(r)C-bimodule isomorphism
Ω⊗rn,C ⊗H(r)C H△(r)C
∼
−→ Ω⊗rC , x⊗ h 7−→ xh.
The irreducible H△(r)C-modules were classified in [13, 12], which we now describe. For a =
(a1, . . . , ar) ∈ (C
∗)r, let Ma = H△(r)C/Ja, where Ja is the left ideal of H△(r)C generated by
Xj − aj for 1 6 j 6 r.
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A segment s with center a ∈ C∗ is by definition an ordered sequence
s = (av−k+1, av−k+3, . . . , avk−1) ∈ (C∗)k.
Here k is called the length of the segment, denoted by |s|. If s = {s1, . . . , sp} is an unordered
collection of segments, define ℘(s) to be the partition associated with the sequence (|s1|, . . . , |sp|).
That is, ℘(s) = (|si1 |, . . . , |sip |) with |si1 | > · · · > |sip |, where |si1 |, . . . , |sip | is a permutation of
|s1|, . . . , |sp|. We also call |s| := |℘(s)| the length of s.
Let Sr be the set of unordered collections of segments s with |s| = r. Then Sr =
∪µ∈Λ+(r)Sr,µ, where Sr,µ = {s ∈ Sr | ℘(s) = µ} and Λ
+(r) is the set of partitions of r.
If w = si1si2 · · · sim is reduced let Tw = Ti1Ti2 · · · Tim. For p > 1 let
(3.1.1) Λ(p, r) = {µ ∈ Np |
∑
16i6p
µi = r}
For µ ∈ Λ(p, r) let Sµ be the corresponding standard Young subgroup of the symmetric group
Sr, and let Dµ = {d ∈ Sr | ℓ(wd) = ℓ(w) + ℓ(d) for w ∈ Sµ}. For µ ∈ Λ(p, r) let
(3.1.2) Iµ = H(r)Cyµ,
where yµ =
∑
w∈Sµ
(−v2)−ℓ(w)Tw ∈ H(r)C. For s = {s1, . . . , sp} ∈ Sr,µ, let a(s) = (s1, . . . , sp) ∈
(C∗)r be the r-tuple obtained by juxtaposing the segments in s. Let ι : H(r)C → Ma(s) be the
natural H(r)C-module isomorphism defined by sending h to h¯. Let
I¯µ = ι(Iµ) = H(r)Cy¯µ = H△(r)Cy¯µ.
Then,
(3.1.3) H(r)Cyµ ∼= Eµ ⊕ (
⊕
ν⊢r,ν⊲λ
mν,µEν),
where Eν is the left cell module defined by the Kazhdan–Lusztig’s C-basis [11] associated with
the left cell containing w0,ν .
Let Vs be the unique composition factor of the H△(r)C-module H△(r)Cy¯µ such that the multi-
plicity of Eµ in Vs as an H(r)C-module is nonzero.
The following classification theorem is due to Zelevinsky [13] and Rogawski [12].
Theorem 3.2. The modules Vs with s ∈ Sr are all nonisomorphic finite dimensional irreducible
H△(r)C-modules.
Let S△(n, r)C-mod (resp., H△(r)C-mod) be the category of finite dimensional S△(n, r)C-modules
(resp., H△(r)C-modules). The categories S△(n, r)C-mod and H△(r)C-mod are related by the Schur
functor F, which we now define. Using the S△(n, r)C-H△(r)C-bimodule Ω
⊗r
C , we define a functor
(3.2.1) F = Fn,r : H△(r)C-mod −→ S△(n, r)C-mod, V 7−→ Ω
⊗r
C ⊗H△(r)C V.
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Let
S
(n)
r = {s = {s1, . . . , sp} ∈ Sr, p > 1, |si| 6 n, ∀i}.
The following classification theorem is given in [7, 4.3.4 and 4.5.3].
Lemma 3.3. For s ∈ Sr we have F(Vs) 6= 0 if and only if s ∈ S
(n)
r . Furthermore, the set
{F(Vs) | s ∈ S
(n)
r }
is a complete set of nonisomorphic finite dimensional irreducible S△(n, r)C-modules.
The following result, which will be used in 4.9, is taken from [5, 7.6] and [7, 4.4.2 and 4.6.5].
Lemma 3.4. Assume n > r. Let s = (av−r+1, av−r+3, · · · , avr−1) be a single segment and
µ = ℘(s) = (r). Then Vs = I¯µ and F(Vs) ∼= L(Q), where Q = (Q1(u), · · · , Qn(u)) with
Qn(u) = (1− av
−n+1u)δn,r and Qi(uv
i−1)
Qi+1(uvi+1)
= (1− au)δi,r for 1 6 i 6 n− 1.
4. Identification of irreducible S△(n, r)C-modules
In this section we will prove that F(I¯℘(s)) is isomorphic to the tensor product of irreducible
S△(n, r)C-modules for s ∈ S
(n)
r and F(I¯℘(s)) = 0 for s 6∈ S
(n)
r in 4.6. Using this result, we will
relate the parametrization of irreducible H△(r)C-modules, via the functor F defined in (3.2.1),
to the parametrization of finite dimensional irreducible polynomial representations of UC(ĝln)
in 4.9. As applications, we will classify finite dimensional irreducible S△(n, r)C-modules in 4.10,
and generalize [9, (6.5f)] to the affine case.
To compute F(I¯℘(s)), we need a result of Rogawski [12, 4.3], which we now describe. For
1 6 j 6 p, let Hµ,j be the subalgebra of H(r)C generated by Ti with si ∈ Sµ(j) , where
µ(j) = (1µ[1,j−1] , µj , 1
r−µ[1,j]),
and µ[1,j] = µ1 + µ2 + · · · + µj. Since Hµ,j ∼= H(µj)C for 1 6 j 6 p and Ω
⊗µj
n,C is a right
H(µj)C-module, Ω
⊗µj
n,C can be also regarded as a right Hµ,j-module.
Recall the notation Iµ defined in (3.1.2). For µ ∈ Λ(p, r) and 1 6 j 6 p let
Jµ =
⋂
si∈Sµ
16i6r−1
H(r)CCi, Jµ,j =
⋂
si∈Sµ(j)
16i6r−1
Hµ,jCi and Iµ,j = Hµ,jyµ(j) .
where Ci = v
−1Ti − v and yµ(j) =
∑
w∈S
µ(j)
(−v2)−ℓ(w)Tw. By [12, 4.3] we have the following
result.
Lemma 4.1. We have Iµ = Jµ, Iµ,j = Jµ,j for µ ∈ Λ(p, r) and 1 6 j 6 p.
Lemma 4.2. Assume I is a left ideal of H(r)C. Then Ω
⊗r
n,C ⊗H(r)C I
∼= Ω⊗rn,CI.
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Proof. Since H(r)C is semisimple, there exist a left ideal J of H(r)C such that H(r)C = I ⊕ J .
Then Ω⊗rn,C
∼= Ω⊗rn,C ⊗H(r)C H(r)C
∼= Ω⊗rn,C ⊗H(r)C I ⊕ Ω
⊗r
n,C ⊗H(r)C J . Thus the natural linear
map f : Ω⊗rn,C ⊗H(r)C I → Ω
⊗r
n,C defined by sending w ⊗ h to wh is injective. Consequently,
Ω⊗rn,C ⊗H(r)C I
∼= Im(f) = Ω⊗rn,CI. 
By 3.1, 4.1 and 4.2 we conclude that F(I¯µ) ∼= Ω
⊗r
n,C ⊗H(r)C J¯µ
∼= Ω⊗rn,CJµ, where µ = ℘(s) for
some s ∈ Sr. We now compute Ω
⊗r
n,CJµ.
Lemma 4.3. For µ ∈ Λ(p, r), we have
Ω⊗rn,CJµ = Ω
⊗µ1
n,C Jµ,1 ⊗ · · · ⊗Ω
⊗µp
n,C Jµ,p.
Proof. Since Jµ = ∩16j6pJµ(j) we have Ω
⊗r
n,CJµ ⊆
⋂
16j6p
(
Ω⊗rn,CJµ(j)
)
. Furthermore by 4.1 we
have Jµ(j) = Iµ(j) = Xµ,jIµ,j = Xµ,jJµ,j where Xµ,j = span{Tw | w ∈ D
−1
µ(j)
}. This implies that
Ω⊗rn,CJµ(j) = Ω
⊗r
n,CJµ,j = Ω
µ1
n,C ⊗ · · · ⊗ Ω
µj−1
n,C ⊗ Ω
⊗µj
n,C Jµj ⊗ Ω
⊗µj+1
n,C ⊗ · · · ⊗ Ω
⊗µp
n,C
for 1 6 j 6 p. Thus,
Ω⊗rn,CJµ ⊆
⋂
16j6p
(
Ωµ1n,C⊗· · ·⊗Ω
µj−1
n,C ⊗Ω
⊗µj
n,C Jµj⊗Ω
⊗µj+1
n,C ⊗· · ·⊗Ω
⊗µp
n,C
)
= Ω⊗µ1n,C Jµ,1⊗· · ·⊗Ω
⊗µp
n,C Jµ,p.
On the other hand, we assume w1h1 ⊗ · · · ⊗ wphp ∈ Ω
⊗µ1
n,C Jµ,1 ⊗ · · · ⊗ Ω
⊗µp
n,C Jµ,p, where wj ∈
Ω
⊗µj
n,C and hj ∈ Jµ,j. Since hkhl = hlhk for any k, l and hj ∈ Jµ,j, we have h1h2 · · · hp =
(h1 · · · hj−1hj+1 · · · hp)hj ∈ H(r)CJµ,j ⊆ H(r)CCi for 1 6 i 6 r − 1, 1 6 j 6 p with si ∈ Sµ(j) .
This implies that h1h2 · · · hp ∈ Jµ. It follows that w1h1⊗· · ·⊗wphp = (w1⊗· · ·⊗wp)h1 · · · hp ∈
Ω⊗rn,CJµ. The assertion follows. 
For µ ∈ Λ(p, r) and 1 6 j 6 p, let H˜µ,j be the subalgebra of H△(r)C generated by Ti and
Xµ[1,j−1]+1, · · · ,Xµ[1,j] with si ∈ Sµ(j) . Since H˜µ,j
∼= H△(µj)C and Ω
⊗µj
C is a right H△(µj)C-
module, Ω
⊗µj
C can be regarded as a right H˜µ,j-module.
For s = {s1, . . . , sp} ∈ Sr,µ, let a = (s1, . . . , sp) ∈ (C
∗)r be the r-tuple obtained by juxtaposing
the segments in s. For 1 6 j 6 p let Iµ,j be the left ideal of H˜µ,j generated by Xk − ak for
µ[1,j−1] + 1 6 k 6 µ[1,j]. Let ιj : Hµ,j → H˜µ,j/Iµ,j be the natural Hµ,j-module isomorphism
defined by sending h to h¯. Let
I¯µ,j = ιj(Iµ,j) = Hµ,j y¯µ(j) = H˜µ,j y¯µ(j) .
By 4.3 we have the following corollary.
Corollary 4.4. Maintain the notation above. There is a UC(gln)-module isomorphism
ϕ : (Ω⊗µ1C ⊗H˜µ,1 I¯µ,1)⊗ · · · ⊗ (Ω
⊗µp
C ⊗H˜µ,p I¯µ,p)→ F(I¯µ)
such that ϕ(w1 ⊗ h1 ⊗ · · · ⊗ wp ⊗ hp) = w1 ⊗ · · · ⊗ wp ⊗ h1 · · · hp for wj ∈ Ω
⊗µj
n,C and hj ∈ Iµ,j
with 1 6 j 6 p.
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Proof. Combining 3.1, 4.1 with 4.2 yields F(I¯µ) ∼= Ω
⊗r
n,C⊗H(r)C J¯µ
∼= Ω⊗rn,CJµ and Ω
⊗µj
C ⊗H˜µ,j I¯µ,j
∼=
Ω⊗
µj
n,C ⊗Hµ,j J¯µ,j
∼= Ω⊗
µj
n,C Jµ,j for 1 6 j 6 p. This, together with 4.3, implies the assertion. 
We now prove that ϕ is in fact a UC(ĝln)-module isomorphism.
Lemma 4.5. The map ϕ is a UC(ĝln)-module homomorphism.
Proof. Let u ∈ UC(ĝln) and w = w1⊗h1⊗· · ·⊗wp⊗hp ∈ (Ω
⊗µ1
C ⊗H˜µ,1I¯µ,1)⊗· · ·⊗(Ω
⊗µp
C ⊗H˜µ,pI¯µ,p),
where wi ∈ Ω
⊗µi
n,C and hi ∈ Iµ,i for 1 6 i 6 p. Assume ∆
(p−1)(u) =
∑
(u) u1 ⊗ · · · ⊗ up, uiwi =∑
ki
wi,kigi,ki and gi,kihi =
∑
ji
gi,ki,jiXji , where wi,ki ∈ Ω
⊗µi
n,C , gi,ki ∈ H˜µ,i, and gi,ki,ji ∈ Hµ,i,
Xji ∈ H˜µ,i. Then
gi,ki(ιi(hi)) = gi,kihi =
∑
ji
ajigi,ki,ji.
Hence,
uw =
∑
(u)
u1w1 ⊗ h1 ⊗ · · · ⊗ upwp ⊗ hp
=
∑
(u)
∑
k1,··· ,kp
w1,k1 ⊗ g1,k1h1 ⊗ · · · ⊗ wp,kp ⊗ gp,kphp
=
∑
(u)
∑
k1,··· ,kp
j1,··· ,jp
aj1 · · · ajpw1,k1 ⊗ g1,k1,j1 ⊗ · · · ⊗ wp,kp ⊗ gp,kp,jp.
Since g1,k1 · · · gp,kph1 · · · hp = g1,k1h1 · · · gp,kphp =
∑
j1,··· ,jp
aj1 · · · ajpg1,k1,j1 · · · gp,kp,jp, we con-
clude that
ϕ(uw) =
∑
(u)
∑
k1,··· ,kp
j1,··· ,jp
aj1 · · · ajpw1,k1 ⊗ · · · ⊗ wp,kp ⊗ g1,k1,j1 · · · gp,kp,jp
=
∑
(u)
∑
k1,··· ,kp
w1,k1 ⊗ · · · ⊗ wp,kp ⊗ g1,k1 · · · gp,kph1 · · · hp
=
∑
(u)
u1w1 ⊗ · · · ⊗ upwp ⊗ h1 · · · hp
= u(w1 ⊗ · · · ⊗ wp ⊗ h1 · · · hp)
= uϕ(w).
The proof is completed. 
We can now describe F(I¯℘(s)) as follows.
Proposition 4.6. Let s = {s1, . . . , sp} ∈ Sr,µ. Then F(I¯µ) = 0 for s 6∈ S
(n)
r and F(I¯µ) ∼=
L(Q1) ⊗ · · · ⊗ L(Qp) for s ∈ S
(n)
r , where Qi = (Qi,1(u), · · · , Qi,n(u)) with Qi,n(u) = (1 −
aiv
−n+1u)δµi,n and
Qi,j(uvj−1)
Qi,j+1(uvj+1)
= (1− aiu)
δj,µi for 1 6 i 6 p and 1 6 j 6 n− 1.
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Proof. Since I¯µi
∼= Vsi for 1 6 i 6 p, by 4.4 and 4.5 we conclude that F(I¯µ) = Fn,r(I¯µ)
∼=
Fn,µ1(Vs1) ⊗ · · · ⊗ Fn,µp(Vsp). If s 6∈ S
(n)
r , then there exist 1 6 k 6 p such that |sk| = µk > n.
By 3.3 we have Fn,µk(Vsk) = 0 and hence F(I¯µ) = 0. If s ∈ S
(n)
r , then by 3.4 we have
Fn,µi(Vsi)
∼= L(Qi) for 1 6 i 6 p. Consequently, F(I¯µ) ∼= L(Q1)⊗ · · · ⊗ L(Qp). 
We now turn to studying F(Vs) for s ∈ S
(n)
r . To compute F(Vs), we need to generalize
[5, 7.2] to the case of n 6 r. Recall the notation Λ(n, r) defined in (3.1.1). Let Λ+(n, r) =
Λ(n, r) ∩ Λ+(r). For λ ∈ Nn let L(λ) be the irreducible UC(gln)-module with highest weight λ.
For 1 6 i 6 n, let ki = ζr(Ki) and[
ki; 0
t
]
=
t∏
s=1
kiv
−s+1 − k−1i v
s−1
vs − v−s
.
For µ ∈ Nn let kµ =
[
k1;0
µ1
]
· · ·
[
kn;0
µn
]
. The following result is the generalization of [5, 7.2].
Lemma 4.7. Let µ ∈ Λ+(r). Then Ω⊗rn,C ⊗H(r)C Eµ 6= 0 if and only if µ
′ ∈ Λ(n, r), where µ′ is
the dual partition of µ. Furthermore if µ′ ∈ Λ+(n, r), then Ω⊗rn,C ⊗H(r)C Eµ
∼= L(µ′).
Proof. We choose N such that N > max{n, r}. Let e =
∑
µ∈Λ(n,r) kµ ∈ S(N, r)C. It is well
known that for µ ∈ Λ+(N, r), eL(µ) 6= 0 if and only if µ ∈ Λ(n, r) (cf. [9, 6.5(f)]). Furthermore
by [7, 4.3.3] and [5, 7.2] we have Ω⊗rn,C ⊗H(r)C Eµ
∼= e
(
Ω⊗rN,C ⊗H(r)C Eµ
)
∼= e(L(µ′)). Thus
Ω⊗rn,C ⊗H(r)C Eµ 6= 0 if and only if µ
′ ∈ Λ(n, r). If µ′ ∈ Λ+(n, r), then Ω⊗rn,C ⊗H(r)C Eµ
∼=
e(L(µ′)) ∼= L(µ′). 
In the case of n > r, the Drinfeld polynomials associated with F(Vs) were calculated for
s ∈ S
(n)
r in [5, 7.6] and [7, 4.4.2]. We are now prepared to use 4.6 and 4.7 to generalize [loc.
cit.] to the case of n 6 r in 4.9.
Let Q(n)r = {Q ∈ Q(n) |
∑
16i6n degQi(u) = r}. For s = {s1, . . . , sp} ∈ S
(n)
r with
si = (aiv
−µi+1, aiv
−µi+3, . . . , aiv
µi−1) ∈ (C∗)µi ,
define Qs = (Q1(u), . . . , Qn(u)) by setting Qn(u) =
∏
16i6p
µi=n
(1− aiuv
−n+1) and
Qi(u) = Pi(uv
−i+1)Pi+1(uv
−i+2) · · ·Pn−1(uv
n−2i)Qn(uv
2(n−i))
for 1 6 i 6 n− 1, where
Pi(u) =
∏
16j6p
µj=i
(1− aju).
Then ∑
16i6n
degQi(u) = n degQn(u) +
∑
16i6n−1
idegPi(u) =
∑
16i6p
µi = r.
So Qs ∈ Q(n)r. Consequently, we obtain a map ∂n,r : S
(n)
r → Q(n)r defined by sending s to
Qs.
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Lemma 4.8. The map ∂n,r : S
(n)
r → Q(n)r is bijective.
Proof. It is clear that ∂n,r is injective. Let Q = (Q1(u), . . . , Qn(u)) ∈ Q(n)r and let λ ∈ Λ(n, r),
with λi = degQi(u). For 1 6 j 6 n− 1 let
Pj(u) =
Qj(uv
j−1)
Qj+1(uvj+1)
and νj = degPj(u) = λj − λj+1. We write, for 1 6 i 6 n− 1,
Pi(u) = (1− aν1+···+νi−1+1u)(1− aν1+···+νi−1+2u) · · · (1− aν1+···+νi−1+νiu),
and Qn(u) = (1− b1u) · · · (1− bλnu). Let p
′ =
∑
16i6n−1 νi and p = p
′+λn. Let s = {s1, . . . , sp},
where
si =

(aiv
−µi+1, aiv
−µi+3, . . . , aiv
µi−1) for 1 6 i 6 p′
(bi−p′ , bi−p′v
2, · · · , bi−p′v
2(n−1)) for p′ + 1 6 i 6 p
and (µ1, . . . , µp′) = (1
ν1 , . . . , (n− 1)νn−1). Since∑
16i6p
|si| =
∑
16j6p′
µj + nλn =
∑
16i6n−1
iνi + nλn =
∑
16i6n
λi = r,
we have s ∈ S
(n)
r . It is easy to see that ∂n,r(s) = Q. Thus ∂n,r is surjective. 
Theorem 4.9. For s = {s1, . . . , sp} ∈ S
(n)
r with si = (aiv
−µi+1, aiv
−µi+3, . . . , aiv
µi−1), we have
F(Vs) ∼= L(Qs), where Qs = ∂n,r(s). In particular we have F(Vs)|UC(ŝln)
∼= L¯(P), where
Pi(u) =
∏
16j6p
µj=i
(1− aju).
for 1 6 i 6 n− 1.
Proof. Let W = F(I¯µ). By 4.6 we have W ∼= L(Q1) ⊗ · · · ⊗ L(Qp), where Qi =
(Qi,1(u), · · · , Qi,n(u)) with Qi,n(u) = (1− aiv
−n+1u)δµi,n and
Pi,j(u) :=
Qi,j(uv
j−1)
Qi,j+1(uvj+1)
= (1 − aiu)
δj,µi
for 1 6 i 6 p and 1 6 j 6 n − 1. We will identify W with L(Q1) ⊗ · · · ⊗ L(Qp). Let
w = w1⊗· · ·⊗wp ∈W , where wi is the pseudo-highest weight vector in L(Qi). Then by [5, 6.3]
and [8, 4.1] we conclude that w is the pseudo-highest weight vector in W such that kiw = v
λiw
and Q±i (u)w = Q
±
i (u)w for 1 6 i 6 n, where λi = degQ
+
i (u),
Q±n (u) =
∏
16i6p
Q±i,n(u) =
∏
16i6p
(1− (aiu)
±1v±(−n+1))δµi,n =
∏
16i6p
µi=n
(1− (aiu)
±1v±(−n+1))
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and
P±j (u) :=
Q±j (v
j−1u)
Q±j+1(v
j+1u)
=
∏
16i6p
P±i,j(u) =
∏
16i6p
(1− (aiu)
±1)δj,µi =
∏
16i6p
µi=j
(1− (aiu)
±1)
for 1 6 j 6 n − 1. By definition we have Qs = (Q
+
1 (u), · · · , Q
+
n (u)). Since λj = degQ
+
j (u) =
λn+
∑
j6s6n−1 degP
+
s (u) = |{1 6 i 6 p | µi > j}| for 1 6 j 6 n, we have λ = (λ1, · · · , λn) = µ
′.
Let L = F(Vs). Since Vs is a semisimple H(r)C-module, by 3.1 and 4.7 we have [L : L(λ)] =
[L : Ω⊗rn,C ⊗H(r)C Eµ] = [Ω
⊗r
n,C ⊗H(r)C Vs : Ω
⊗r
n,C ⊗H(r)C Eµ] = [Vs : Eµ] = 1. Thus
(4.9.1) dimLλ = 1.
Since Vs is the irreducible subquotient of I¯µ, there is a surjective UC(ĝln)-module homomor-
phism f : M → L, where M is a certain submodule of W . Since 1 = dimLλ 6 dimMλ 6
dimWλ = 1, we conclude that dimMλ = dimWλ = 1. Hence Mλ = Wλ = span{w} and
Lλ = span{f(w)}. By (4.9.1) we have f(w) 6= 0. Since f is a UC(ĝln)-module homomor-
phism, f(w) is the pseudo-highest weight vector in L such that kif(w) = f(kiw) = v
λif(w) and
Q±i (u)f(w) = f(Q
±
i (u)w) = Q
±
i (u)f(w) for 1 6 i 6 n. This implies that L is the irreducible
quotient module of M(Qs) and hence L ∼= L(Qs). 
Combining 3.3, 4.8 with 4.9 yields the following classification theorem of irreducible S△(n, r)C-
modules, which was proved in [7, 4.6.8] using a different approach.
Corollary 4.10. The set {L(Q) | Q ∈ Q(n)r} is a complete set of nonisomorphic finite dimen-
sional irreducible S△(n, r)C-modules.
Finally we will use 4.9 to generalize [9, (6.5f)] to the affine case in 4.11. Assume N > n.
Let e =
∑
λ∈Λ(n,r) kλ ∈ S△(N, r)C. Then eS△(N, r)Ce
∼= S△(n, r)C. Consequently, the categories
eS△(N, r)Ce-mod and S△(n, r)C-mod may be identified. With this identification, we define a
functor
(4.10.1) G = GN,n,r : S△(N, r)C-mod −→ S△(n, r)C-mod, V 7−→ eV.
Then by definition we have GN,n,r ◦ FN,r = Fn,r. For Q = (Q1(u), · · · , Qn(u)) ∈ Q(n)r let
Q˜ = (Q1(u), · · · , Qn(u), 1, · · · , 1) ∈ Q(N)r. Let Q˜(n)r = {Q˜ | Q ∈ Q(n)r} ⊆ Q(N)r. Clearly,
by definition, we have
(4.10.2) ∂N,r(s) = ∂˜n,r(s).
for s ∈ S
(n)
r .
Theorem 4.11. Assume N > n. Then G(L(Q˜)) ∼= L(Q) for Q ∈ Q(n)r. In particular we have
dimL(Q˜)α = dimL(Q)α for α ∈ Λ(n, r). Furthermore, for Q
′ ∈ Q(N)r, G(L(Q
′)) 6= 0 if and
only if Q′ ∈ Q˜(n)r.
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Proof. IfQ ∈ Q(n)r then by 4.8 we conclude that there exist s ∈ S
(n)
r such thatQ = ∂n,r(s). By
4.9 and (4.10.2) we have L(Q˜) ∼= T△(N, r)⊗H△(r)C Vs. So by [7, 4.3.3] and 4.9 we have G(L(Q˜))
∼=
(eT△(N, r))⊗H△(r)C Vs
∼= T△(n, r)⊗H△(r)C Vs
∼= L(Q). By [9, 6.2(g)], the set {G(L(Q′)) 6= 0 | Q′ ∈
Q(N)r} forms a complete set of non-isomorphic irreducible S△(n, r)C-modules. This together
with 4.10 implies that {G(L(Q′)) 6= 0 | Q′ ∈ Q(N)r} = {G(L(Q˜)) | Q ∈ Q(n)r}. Consequently,
G(L(Q′)) 6= 0 if and only if Q′ ∈ Q˜(n)r. 
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