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PINNING WITH A VARIABLE MAGNETIC FIELD OF THE TWO
DIMENSIONAL GINZBURG-LANDAU MODEL
K. ATTAR
Abstract. We study the Ginzburg-Landau energy of a superconductor with a variable mag-
netic field and a pinning term in a bounded smooth two dimensional domain Ω. Supposing
that the Ginzburg-Landau parameter and the intensity of the magnetic field are large and of
the same order, we determine an accurate asymptotic formula for the minimizing energy. This
asymptotic formula displays the influence of the pinning term. Also, we discuss the existence
of non-trivial solutions and prove some asymptotics of the third critical field.
1. Introduction
We consider a bounded, open and simply connected set Ω ⊂ R2 with smooth boundary.
We suppose that Ω models an inhomogeneous superconducting sample submitted to an applied
external magnetic field. The energy of the sample is given by the so called pinned Ginzburg-
Landau functional,
Eκ,H,a,B0(ψ,A) =
∫
Ω
(
|(∇− iκHA)ψ|2 + κ
2
2
(a(x, κ)− |ψ|2)2
)
dx+ κ2H2
∫
Ω
| curlA−B0|2 dx .
(1.1)
Here κ and H are two positive parameters such that κ describes the properties of the material,
and H measures the variation of the intensity of the applied magnetic field. The modulus |ψ|2 of
the wave function (order parameter) ψ ∈ H1(Ω;C) measures the density of the superconducting
electron Cooper pairs. The magnetic potential A belongs to H1div(Ω) where
H1div(Ω) = {A = (A1,A2) ∈ H1(Ω)2 : divA = 0 in Ω , A · ν = 0 on ∂Ω } , (1.2)
with ν being the unit interior normal vector of ∂Ω.
The function κH curlA gives the induced magnetic field.
When ψ ≡ 0 and (ψ,A) is a minimizer or a critical point of the functional, we call this pair
normal state. In our case it is easy to see normal minimizers (if any) are necessarily in the form
(0,A) with A in H1div(Ω) such that curlA = B0. This solution is unique and denoted by F. A
natural question will be to determine under which condition this normal solution is a minimizer.
The function B0 ∈ C∞(Ω) is the intensity of the external magnetic field which is variable in
our problem. Let
Γ = {x ∈ Ω : B0(x) = 0} . (1.3)
We assume that either Γ is empty or that B0 satisfies :{ |B0|+ |∇B0| > 0 in Ω
∇B0 × ~n 6= 0 on Γ ∩ ∂Ω . (1.4)
The assumption in (1.4) implies that for any open set ω relatively compact in Ω, Γ ∩ ω is either
empty, or consists of a union of smooth curves.
The energy Eκ,H,a,B0 considered here is slightly different from the classical Ginzburg-Landau
energy in the sense that there is a varying term denoted by a(x, κ) penalizing the variations
of the order parameter ψ and called the pinning term. This term arises also naturally in the
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microscopic derivation of the Ginzburg-Landau theory from BCS theory (see [17]) without any
a priori assumption on the sign of a.
In this paper, we will assume that the pining term a satisfies:
Assumption 1.1. The function a(x, κ) is real, defined on Ω× [κ0,+∞), and satisfies for some
κ0 > 0 the following assumptions:
(A1)
∀κ ≥ κ0 , a(·, κ) ∈ C1(Ω) . (1.5)
(A2)
sup
x∈Ω, κ≥κ0
|a(x, κ)| < +∞ . (1.6)
(A3)
sup
x∈Ω, κ≥κ0
|∇x a(x, κ)| < +∞ . (1.7)
(A4) There exists a positive constant C1, such that,
∀κ ≥ κ0 , L (∂{a(x, κ) > 0}) ≤ C1 κ 12 , (1.8)
where L is the "length" of ∂{a(x, κ) > 0} in Ω in a sense that will be explained in (3.1).
Let us introduce for later use,
L(κ) = sup
x
|∇x a(x, κ)| , (1.9)
a = sup
x∈Ω, κ≥κ0
a(x, κ) (1.10)
and
a = inf
x∈Ω, κ≥κ0
a(x, κ). (1.11)
The assumption in (A3) gives a uniform control for any κ of the oscillation of a(., κ) which will
be made precise later by an assumption on L(κ). Notice that the normal state (0,F) is a critical
point of the functional in (1.1). It is standard, starting from a minimizing sequence, to prove the
existence of minimizers in H1(Ω;C) ×H1div(Ω) of the functional Eκ,H,a,B0 . A minimizer (ψ,A)
of (1.1) is a weak solution of the Ginzburg-Landau equations,
−(∇− iκHA)2ψ = κ2 (a(x, κ)− |ψ|2)ψ in Ω (a)
−∇⊥ curl(A− F) = 1
κH
Im(ψ (∇− iκHA)ψ) in Ω (b)
ν · (∇− iκHA)ψ = 0 on ∂Ω (c)
curlA = curlF on ∂Ω (d) .
(1.12)
Here, curlA = ∂x1A2 − ∂x2A1 and ∇⊥ curlA = (∂x2(curlA),−∂x1(curlA)).
Let us introduce the magnetic Schrödinger operator in an open set Ω˜ in R2:
P Ω˜A,V = −(∇− iA)2 + V (x) , (1.13)
where A ∈ H1div(Ω˜) and V is a continuous function bounded from below.
The form domain of P Ω˜A,V is
V(Ω˜) = {u ∈ L2(Ω˜) , (∇− iA)u ∈ L2(Ω˜) , (V + C) 12u ∈ L2(Ω˜)} ,
and its operator domain is given by
D(P Ω˜A,V ) := {u ∈ V(Ω˜) , P Ω˜A,V u ∈ L2(Ω˜), ν · (∇− iA)u = 0 on ∂Ω˜} .
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Then, (1.12)a,c reads
PΩA,V ψ = −κ2 |ψ|2ψ ,
with A = κHA, ψ ∈ D(PΩA,V ) and V = −κ2 a .
There are many papers on the Ginzburg-Landau functional with a pinning term, most of
them study the influence of the pinning term on the location of vortices, i.e. the zeros of the
minimizing order parameter. For the functional without a magnetic field (i.e. B0 = 0 in (1.1)),
the influence of the pinning term is studied in [28] and more recently in [32] and the references
therein. The pinning term (i.e. the function a) in [28] is a step function independent of κ; more
complicated κ-dependent periodic step functions are considered in [32]. The magnetic version of
the functional in [28] is studied in [25, 26].
In [2], Aftalion, Sandier and Serfaty considered a smooth and κ-dependent pinning term a
satisfying:
(H1) L(κ) κH.
(H2) There exist a continuous function a(x), a positive constant a0 and, for all κ ≥ 0, there
exist two functions σ(κ) = o
((
ln
∣∣ln 1κ ∣∣)− 12) and β(x, κ) ≥ 0 such that,
min
B(x,σ(κ))
β(x, κ) = 0 , a(x, κ) = a(x) + β(x, κ) , and 0 < a0 ≤ a(x) ≤ 1 .
The study contains the case when a(x, κ) = a(x) (β = 0) but also cases with a κ- control of the
x-oscillation of β(·, κ) which could increase with κ. In the scales of this paper, the results in [2]
are valid when the parameter H is of order | lnκ|κ as κ −→ +∞.
Extending the discussion, the functional in (1.1) is close to models of Bose-Einstein condensates
(see e.g. [1, 3]).
In this paper, we will analyze how the pinning term appears in the asymptotics of the energy
in the presence of a strong external variable magnetic field (see Theorem 1.2 below). Also, we
discuss the influence of the pinning on the asymptotic expression of the third critical field HC3
(see Theorems 1.6 and 1.7).
We focus on the regime of large values of κ, κ → +∞ and we study the ground state energy
defined as follows,
Eg(κ,H, a,B0) = inf
{Eκ,H,a,B0(ψ,A) : (ψ,A) ∈ H1(Ω;C)×H1div(Ω)} . (1.14)
More precisely, we give an asymptotic estimate which is valid in the simultaneous limit κ −→ +∞
and H(κ) −→ +∞ with the constraint that H(κ)κ remains asymptotically of uniform size, that is
satisfying
λmin ≤ H(κ)
κ
≤ λmax (κ ≥ κ0) , (1.15)
where λmin, λmax are positive constants such that λmin < λmax.
The behavior of Eg(κ,H, a,B0) involves a function fˆ : [0,+∞) −→ [0, 12 ] introduced in [5,
Theorem 2.1]. The function fˆ is increasing, continuous and fˆ(b) = 12 , for all b ≥ 1.
Theorem 1.2. Suppose that Assumption 1.1 and (1.15) hold, and
L(κ) = O(κ 12 ) as κ→ +∞ . (1.16)
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The ground state energy in (1.14) satisfies
Eg(κ,H, a,B0) = κ
2
∫
{a(x,κ)>0}
a(x, κ)2 fˆ
(
H
κ
|B0(x)|
a(x, κ)
)
dx
+
κ2
2
∫
{a(x,κ)≤0}
a(x, κ)2 dx+ o
(
κ2
)
, as κ −→ +∞ . (1.17)
When Ω ∩ {a(x, κ) > 0} = ∅, we obtain directly from (1.14)
Eκ,H,a,B0(ψ,A) ≥
κ2
2
∫
Ω
a(x, κ)2 dx = Eκ,H,a,B0(0,F) .
Hence the minimizer of Eκ,H,a,B0 is the normal state. In physical terms, this case corresponds to
the case when we are above the critical temperature.
We will describe later cases when the remainder term in (1.17) is indeed small compared with
the leading order term (see Section 6).
The assumptions in Theorem 1.2 contain the case when the function a is constant and equals 1,
which was proved in [4] under Assumption (1.15).
Along the proof of Theorem 1.2, we obtain an estimate of the ‘magnetic energy’ as follows:
Corollary 1.3. Under the assumptions of Theorem 1.2, we have
(κH)2
∫
Ω
| curlA−B0|2 dx = o(κ2) , as κ −→ +∞ . (1.18)
If D is a domain in Ω, we introduce the local energy in D of (ψ,A) ∈ H1(Ω;C)×H1div(Ω) by:
E0(ψ,A; a,D) =
∫
D
|(∇− iκHA)ψ|2 dx+ κ
2
2
∫
D
(a(x, κ)− |ψ|2)2 dx . (1.19)
The next theorem gives an estimate of the local energy E0(ψ,A; a,D).
Theorem 1.4. Under the assumptions of Theorem 1.2, if (ψ,A) is a minimizer of (1.1) and D
is regular set such that D ⊂ Ω, then
E0(ψ,A; a,D) = κ2
∫
D∩{a(x,κ)>0}
a(x, κ)2 fˆ
(
H
κ
|B0(x)|
a(x, κ)
)
dx
+
κ2
2
∫
D∩{a(x,κ)≤0}
a(x, κ)2 dx+ o
(
κ2
)
, as κ −→ +∞ . (1.20)
Theorem 1.4 will be useful in the proof of the next theorem which gives the asymptotic behavior
of the order parameter ψ, when (ψ,A) is a global minimizer.
Theorem 1.5. Under the assumptions of Theorem 1.2, if (ψ,A) is a minimizer of (1.1) and D
is a regular set such that D ⊂ Ω, then∫
D
|ψ(x)|4 dx = −
∫
D∩{a(x,κ)>0}
a(x, κ)2
{
2fˆ
(
H
κ
|B0(x)|
a(x, κ)
)
− 1
}
dx+ o (1) , as κ −→ +∞ .
(1.21)
Formula (1.21) indicates that ψ is asymptotically localized in the region where a > 0. When
a(x, κ) = 1, Theorem 1.5 was proved in [4].
The techniques that we are going to use here are inspired from those of [4] and [5] (where
the case a = 1 was treated). At a technical level, our proof is slightly different than the proofs
in [4, 14, 36] since we do not use the uniform elliptic estimates. These important estimates are
frequently used in the papers about the Ginzburg-Landau functional (see [13]) with a constant
pinning term. They appeared first in [30] and were then extended to the full regime in [12].
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Compared with other papers studying the pinned functional, one novelty here is that the
pinning term has no definite sign, another one being the consideration of a variable (and a
potentially vanishing) applied magnetic field.
The rest of this paper is devoted to the study of third critical field, i.e. the field above which
the normal state (0,F) is the only critical point of the functional in (1.1), in the case when the
pining term a is independent of κ (i.e. a(x, κ) = a(x)). We define the set:
N cp(κ) = {H > 0 : Eκ,H,a,B0 has a non-normal critical point} . (1.22)
Notice that the above set is bounded (see Theorem 8.5). We also introduce the two sets:
N (κ) = {H > 0 : Eκ,H,a,B0 has a non-normal minimizer} . (1.23)
N loc(κ) = {H > 0 : µ1(κ,H) < 0} . (1.24)
Here, µ1(κ,H) is the ground state energy of the semi-bounded quadratic form
QΩκHF,−κ2a(φ) =
∫
Ω
(|(∇− iκHF)φ|2 − κ2 a(x, κ)|φ|2) dx , (1.25)
i.e.
µ1(κ,H) = inf
φ∈H1(Ω)
φ 6=0
(QΩκHF,−κ2a(φ)
‖φ‖2
L2(Ω)
)
. (1.26)
Note that µ1(κ,H) is the lowest eigenvalue of PΩκHF,−κ2a. Here, we refer to [9, 27, 33, 34] for
previous contributions.
We introduce the following critical fields (cf. e.g.[11, 30]) .
H
cp
C3(κ) = sup N cp(κ) , HcpC3(κ) = inf (R+ \ N cp(κ)) , (1.27)
HC3(κ) = sup N (κ) , HC3(κ) = inf (R+ \ N (κ)) , (1.28)
H
loc
C3(κ) = sup N loc(κ) , H locC3(κ) = inf (R+ \ N loc(κ)) . (1.29)
Below HC3 , normal states will loose their stability and above HC3 , the normal state is (up to
a gauge transformation) the only critical point of the functional in (1.1).
Our aim is to determine the asymptotics of all the critical fields as κ −→ +∞. This involves
spectral quantities related to three models depending on Γ being empty or not.
Let us introduce
Θ0 = inf
ξ∈R
µ(ξ) ,
where µ is the lowest eigen value of the operator
hN,ξ := − d
2
dt2
+ (t+ ξ)2 in L2(R+) ,
subject to the Neumann boundary condition u′(0) = 0.
Theorem 1.6. Suppose that Γ = {x ∈ Ω : B0(x) = 0} = ∅ and that a ∈ C1(Ω) satisfies
{a > 0} 6= ∅. Then, as κ −→ +∞, all the six critical fields satisfy an asymptotic expansion in
the form:
HC3(κ) = max
(
sup
x∈Ω
a(x)
|B0(x)| , supx∈∂Ω
a(x)
Θ0|B0(x)|
)
κ+O(κ 12 ) . (1.30)
We introduce
λ0 = inf
τ∈R
λ(τ) , (1.31)
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where λ(τ) is the lowest eigenvalue of the selfadjoint realization of the differential operator
M(τ) = − d
2
dt2
+
1
4
(t2 + 2τ)2 in L2(R) . (1.32)
We consider, for any θ ∈ (0, pi) the bottom of the spectrum λ(R2+, θ) of the operator
P
R2+
Aapp,θ,0
with Aapp,θ = −
(
x22
2
cos θ,
x21
2
sin θ
)
. (1.33)
Theorem 1.7. Suppose that Γ = {x : B0(x) = 0} 6= ∅, that (1.4) holds and that a ∈ C1(Ω)
satisfies {a > 0} 6= ∅. As κ −→ +∞, the six critical fields in (1.27)-(1.29) satisfy the asymptotic
expansion:
HC3(κ) = max
 sup
x∈Γ∩Ω
a(x)
3
2
λ
3
2
0 |∇B0(x)|
, sup
x∈Γ∩∂Ω
a(x)
3
2
λ(R2+, θ(x))
3
2 |∇B0(x)|
 κ2 +O (κ 74) .
Here θ(x) denotes the angle between ∇B0(x) and the inward normal vector −ν(x).
Organization of the paper. The rest of the paper is split into twelve sections. Section 2
analyzes the model problem with a constant magnetic field and a constant pinning term. Section 3
establishes an upper bound on the ground state energy. Section 4 contains useful estimates on
minimizers. The estimates in Section 4 are used in Section 5 to establish a lower bound of the
ground state energy and to finish the proof of Theorem 1.2, Corollary 1.3 and Theorem 1.4. In
Section 6, we discuss the conclusion in Theorem 1.2 by providing various examples of pinning
terms obeying Assumption 1.1. Section 7 is devoted to the proof of Theorem 1.5. Section 8
generalizes a theorem of Giorgi-Phillips concerning the breakdown of superconductivity under a
large applied magnetic field. Sections 9 and 10 are devoted to the proof of Theorem 1.6. The
proof of Theorem 1.7 is the purpose of Sections 11 and 12.
Notation. Throughout the paper, we use the following notation:
• If b1(κ) and b2(κ) are two positive functions on [κ0,+∞), we write b1(κ)  b2(κ) if
b1(κ)/b2(κ)→ 0 as κ→∞.
• If b1(κ) and b2(κ) are two functions with b2(κ) 6= 0, we write b1(κ) ∼ b2(κ)
if b1(κ)/b2(κ)→ 1 as κ→∞.
• If b1(κ) and b2(κ) are two positive functions, we write b1(κ) ≈ b2(κ) if there exist positive
constants c1, c2 and κ0 such that c1b2(κ) ≤ b1(κ) ≤ c2b2(κ) for all κ ≥ κ0.
• Let a+(x˜0, κ) = [a(x˜0, κ)]+ and a−(x˜0, κ) = [a(x˜0, κ)]− where, for any x ∈ R, [x]+ =
max(x, 0) and [x]− = max(−x, 0).
• Given R > 0 and x = (x1, x2) ∈ R2, QR(x) = (−R/2 + x1, R/2 + x1) × (−R/2 +
x2, R/2 + x2) denotes the square of side length R centered at x = (x1, x2) and we write
QR = QR(0).
2. A reference problem
The reference problem is obtained by freezing the pinning term and the magnetic field. This
approximation will appear to be reasonable in squares avoiding the boundary and the zero set Γ
of the magnetic field B0.
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2.1. A useful function. Consider R > 0, b > 0, ζ ∈ {−1,+1} and α ∈ R . We define the
following Ginzburg-Landau energy with constant magnetic field on H1(QR) by
u 7→ F ζ,αb,QR(u) =
∫
QR
(
b|(∇− iζA0)u|2 + 1
2
(
α− |u|2)2) dx , (2.1)
where
A0(x) =
1
2
(−x2, x1) , ∀x = (x1, x2) ∈ R2 . (2.2)
We have two cases according to the sign of α :
Case 1. α > 0:
We notice that
F ζ,αb,QR(u) = α
2F ζ,1
b˜,QR
(u˜) , (2.3)
where
b˜ =
b
α
and u˜ =
u√
α
. (2.4)
We introduce the two ground state energies
eN (b, R, α) = inf
{
F+1,αb,QR (u) : u ∈ H1(QR;C)
}
(2.5)
eD(b, R, α) = inf
{
F+1,αb,QR (u) : u ∈ H10 (QR;C)
}
. (2.6)
As F+1,αb,QR (u) = F
−1,α
b,QR
(u), it is immediate that,
inf F+1,αb,QR (u) = inf F
−1,α
b,QR
(u) . (2.7)
Using (2.5) and (2.6), we get from (2.3)
eN (b, R, α) = α
2 eN
(
b
α
,R, 1
)
= α2 eN
(
b
α
,R
)
, (2.8)
and
eD(b, R, α) = α
2 eD
(
b
α
,R, 1
)
= α2 eD
(
b
α
,R
)
. (2.9)
As a consequence of (2.3) and (2.4), u˜ is a minimizer of F ζ,1
b˜,QR
if and only if u is a minimizer of
F ζ,αb,QR . In particular any minimizer of F
ζ,α
b,QR
satisfies
|u| ≤ √α . (2.10)
Recall from [14, Theorem 2.1] that,
fˆ (b) = lim
R−→∞
eD(b, R)
R2
. (2.11)
The next proposition was proved in [5, Lemma 2.2, Proposition 2.4] in the case α = 1. It’s
present form can be deduced immediately from (2.8).
Proposition 2.1. For all M > 0, there exist universal constants CM and RM such that ∀R ≥
RM , ∀ b > 0, ∀α > 0 such that 0 < b
α
≤M , we have
eN (b, R, α) ≥ eD (b, R, α)− CMα2R
(
b
α
) 1
2
(2.12)
α2fˆ
(
b
α
)
≤ eD(b, R, α)
R2
≤ α2fˆ
(
b
α
)
+ CM
α
3
2
√
b
R
. (2.13)
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Case 2. α ≤ 0 :
When α ≤ 0, we write α = −α0, α0 ≥ 0 and (2.1) becomes
F ζ,αb,QR(u) =
∫
QR
(
b|(∇− iζA0)u|2 + 1
2
(
α0 + |u|2
)2)
dx . (2.14)
It is clear that,
F ζ,αb,QR(u) ≥
1
2
α20R
2 and F ζ,αb,QR(0) =
1
2
α20R
2 .
As a consequence, we have
1
2
α20R
2 ≤ eD(b, R, α) ≤ F ζ,αb,QR(0) =
1
2
α20R
2 .
When α = 0, it is easy to show that
F ζ,αb,QR(u) = 0 .
Notice that the only minimizer of F ζ,αb,QR is u = 0 . Thus, for any α ≤ 0 , we obtain
eD(b, R, α)
R2
=
1
2
α2 . (2.15)
3. Upper bound of the energy
The aim of this section is to give an upper bound of the ground state energy Eg(κ,H, a,B0)
introduced in (1.14) under Assumption (1.15). For this we cover Ω by (the closure of) disjoint
open squares (Q`(γ))γ whose centers γ belong to a square lattice Γ` = `Z× `Z.
We will get an upper bound by matching together approximate minimizers, in each square
Q`(γ) contained in Ω, obtained by freezing the pinning term and the magnetic field at a suitable
point γ˜. The size ` of the square will be chosen as a function of κ. We start with estimates in a
given square Q`(x0) and will take later x0 = γ .
About Assumption (A4).
We first explain what was meant in Assumption (A4). By L(∂{a > 0}) ≤ C1κ 12 we mean the
existence of C2 > 0 and κ0 such that:
∀κ ≥ κ0 , ∀` ≤ C2κ− 12 , card {γ ∈ Γ` ∩ Ω with Q`(γ) ∩ ∂{a > 0} ∩ Ω 6= ∅} ≤ C1κ
1
2 `−1 . (3.1)
Using Assumption (1.9), for any x˜0 ∈ Q`(x0) and κ ≥ κ0, we observe that,
|a(x, κ)− a(x˜0, κ)| ≤
(
sup
x
|∇x a(x, κ)|
)
|x− x0| ≤ `√
2
L(κ) , ∀x ∈ Q`(x0) . (3.2)
Definition 3.1 (ρ-admissible). Let ρ ∈ (0, 1). We say that triple (`, x0, x˜0) is ρ-admissible if
Q`(x0) ⊂ {|B0| > ρ} ∩ Ω and x˜0 ∈ Q`(x0). In this case, we also say that the pair (`, x0) is
ρ-admissible and the corresponding square Q`(x0) is ρ admissible.
We recall from [5, Section 3] the definition of the test function,
w˜`,x0,x˜0(x) =
{
eiκHϕx0,x˜0 u˜R
(
R
` (x− x0)
)
if x ∈ Q`(x0) ⊂ {B0 > ρ} ∩ Ω
eiκHϕx0,x˜0 u˜R
(
R
` (x− x0)
)
if x ∈ Q`(x0) ⊂ {B0 < −ρ} ∩ Ω ,
(3.3)
where u˜R ∈ H10 (Ω) is a minimizer of F+1,1b,QR satisfying by (2.10) |u˜R| ≤ 1 and ϕx0,x˜0 is the function
introduced in [4, Lemma A.3] that satisfies
|F(x)−B0(x˜0)A0(x− x0)−∇ϕx0,x˜0(x)| ≤ C `2, ∀x ∈ Q`(x0) . (3.4)
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Here B0 = curlF and A0 is the magnetic potential introduced in (2.2).
Let us introduce the function:
w`,x0,x˜0(x) =
√
a+(x˜0, κ) w˜`,x0,x˜0(x) , ∀x ∈ Q`(x˜0) . (3.5)
Using the bound |w˜`,x0,x˜0 | ≤ 1, which is immediately deduced from the bound of |u˜R|, we get
from (3.5),
|w`,x0,x˜0 |2 ≤ a+(x˜0, κ) . (3.6)
Proposition 3.2. Under Assumptions (1.4)-(1.7), there exist positive constants C and κ0 such
that if κ ≥ κ0, ` ∈ (0, 1), δ ∈ (0, 1), ρ > 0, `2κHρ > 1 and (`, x0, x˜0) is a ρ-admissible triple,
then,
1
|Q`(x0)|E0(w`,x0,x˜0 ,F; a,Q`(x0)) ≤ (1 + δ)κ
2
[
a+(x˜0, κ)
2fˆ
(
H |B0(x˜0)|
κ a+(x˜0, κ)
)
+
1
2
a−(x˜0, κ)2
]
+ C
(
1
κ`
+ δ−1`2L(κ)2 + δ−1κ2`4
)
κ2 . (3.7)
Proof.
Let
R = `
√
κH|B0(x˜0)| and b = H |B0(x˜0)|
κ
. (3.8)
First we estimate κ
2
2
∫
Q`(x0)
(a(x, κ)−|w`,x0,x˜0 |2)2 dx from above. Using (3.2), we get the existence
of a constant C > 0 such that for any δ ∈ (0, 1) and any κ ≥ κ0,
κ2
2
∫
Q`(x0)
(
a(x, κ)− |w`,x0,x˜0 |2
)2
dx ≤ (1 + δ)κ
2
2
∫
Q`(x0)
(
a(x˜0, κ)− |w`,x0,x˜0 |2
)2
dx
+ (1 + δ−1)
κ2
2
∫
Q`(x0)
(a(x˜0, κ)− a(x, κ))2 dx
≤ (1 + δ)κ
2
2
∫
Q`(x0)
(
a(x˜0, κ)− |w`,x0,x˜0 |2
)2
dx
+ Cδ−1κ2`4L(κ)2 .
(3.9)
The estimate of
∫
Q`(x0)
|(∇−iκHF)w`,x0,x˜0 |2 dx from above is the same as in [5, Proposition 3.1].
We have∫
Q`(x0)
|(∇− iκHF)w`,x0,x˜0 |2 dx
≤ (1 + δ)
∫
Q`(x0)
∣∣(∇− iκH(B0(x˜0)A0(x− x0) +∇ϕx0,x˜0))w`,x0,x˜0∣∣2 dx
+ Cδ−1κ4`6|w`,x0,x˜0 |2 . (3.10)
From (1.10), by collecting (3.9), (3.10) and (3.6), we find that,
E0(w`,x0,x˜0 ,F; a,Q`(x0)) ≤ (1 + δ)E0
(
w`,x0,x˜0 , B0(x˜0)A0(x− x0) +∇ϕx0,x˜0 ; a(x˜0, κ), Q`(x0)
)
+ Cδ−1(κ2`4L(κ)2 + κ4`6 a+(x˜0, κ)) . (3.11)
As we did in [5], we use the change of variable y = R` (x− x0) and obtain
E0
(
w`,x0,x˜0 , B0(x˜0)A0(x− x0) +∇ϕx0,x˜0 ; a(x˜0, κ), Q`(x0)
)
=
∫
QR
[
a+(x˜0, κ)
∣∣∣∣(R` ∇− iR` ζ`A0(y)
)
u˜R(y)
∣∣∣∣2 + κ22 (a(x˜0, κ)− a+(x˜0, κ) |u˜R(y)|2)2
]
`2
R2
dy.
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Here, we denote by ζ` the sign of B0(x0).
We distinguish between two cases:
Case 1: When a(x˜0, κ) > 0, we get
E0
(
w`,x0,x˜0 , B0(x˜0)A0(x− x0) +∇ϕx0,x˜0 ; a(x˜0, κ), Q`(x0)
)
=
a(x˜0, κ)
2
b
F ζ`,1b/a(x˜0,κ),QR(u˜R) .
From (2.7) and (2.8), we obtain,
E0
(
w`,x0,x˜0 , B0(x˜0)A0(x− x0) +∇ϕx0,x˜0 ; a(x˜0, κ), Q`(x0)
)
=
1
b
eD(b, R, a(x˜0, κ)) . (3.12)
As a consequence of the upper bound in (2.13), the ground state energy eD(b, R, a(x˜0, κ)) in
(3.12) is bounded for all b > 0 and R ≥ 1 by:
eD(b, R, a(x˜0, κ)) ≤ a(x˜0, κ)2R2 fˆ
(
b
a(x˜0, κ)
)
+ CMa(x˜0, κ)
3
2 R
√
b . (3.13)
With the choice of R in (3.8), we have effectively R ≥ 1 which follows from the assumption
R ≥ `√κHρ > 1.
We get from (3.12) and (3.13) the estimate
E0(w`,x0,x˜0 , ζ`|B0(x˜0)|A0(x− x0) +∇ϕx0,x˜0 ; a(x˜0, κ), Q`(x0)) ≤ a(x˜0, κ)2
R2
b
fˆ
(
b
a(x˜0, κ)
)
+ CM
a(x˜0, κ)
3
2 R√
b
, (3.14)
with (b, R) defined in (3.8).
By collecting the estimates in (3.11)-(3.14) we get,
E0(w`,x0,x˜0 ,F; a(x˜0, κ), Q`(x0)) ≤ (1 + δ) a(x˜0, κ)2
R2
b
fˆ
(
b
a(x˜0, κ)
)
+ CM
a
3
2 R√
b
+ Cδ−1(κ2`4L(κ)2 + κ4`6a) . (3.15)
Here, we have used the fact that a(x˜0, κ) ≤ sup
x∈Ω, κ≥κ0
a(x, κ) = a .
Case 2: When a(x˜0, κ) ≤ 0 , we have,
E0(w`,x0,x˜0 ,F; a(x˜0, κ), Q`(x0)) =
κ2
2
∫
Q`(x0)
a(x, κ)2 dx .
From (3.2), we get the existence of a constant C > 0 such that for any δ ∈ (0, 1),
E0(w`,x0,x˜0 ,F; a(x˜0, κ), Q`(x0)) ≤ (1 + δ)
κ2
2
a(x˜0, κ)
2`2 + C δ−1 κ2`4L(κ)2 . (3.16)
The results of cases 1-2, we obtain,
E0(w`,x0,x˜0 ,F; a(x˜0, κ), Q`(x0)) ≤ (1 + δ)κ2
[
a+(x˜0, κ)
2fˆ
(
H |B0(x˜0)|
κ a+(x˜0, κ)
)
+
1
2
a−(x˜0, κ)2
]
`2
+ C
(κ
`
a
3
2 + δ−1κ2`2L(κ)2 + δ−1κ4`4 a
)
`2 , (3.17)
which finishes the proof of Proposition 3.2. 
Application 3.3.
We select `, ρ, δ and the constraint on L(κ) as follows:
` = κ−
7
12 , ρ = κ−
17
24 , L(κ) ≤ C κ 12 . (3.18)
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and
δ = κ−
1
12 (3.19)
Under Assumption (1.15), this choice permits to verify the assumptions in Proposition 3.2 and
to obtain error terms of order o(κ2). We have indeed as κ −→∞
κ
`
= κ
19
12  κ2 ,
δ−1κ2`2 L(κ)2 ≤ κ 2312  κ2 ,
δ−1κ4`4 = κ
21
12  κ2 ,
`2κHρ = κ
3
24  1 .
Theorem 3.4. Under Assumptions (1.4)-(1.8), if (1.15) holds and L(κ) ≤ C κ 12 , then, the
ground state energy Eg(κ,H, a,B0) in (1.14) satisfies
Eg(κ,H, a,B0) ≤ κ2
∫
{a(x,κ)>0}
a(x, κ)2 fˆ
(
H |B0(x)|
κ a(x, κ)
)
dx
+
κ2
2
∫
{a(x,κ)≤0}
a(x, κ)2 dx+ o(κ2) , as κ −→∞ . (3.20)
Proof. Let ` ∈ (0, 1), δ and ρ be chosen as in (3.18) and (3.19). We consider the lattice Γ` :=
`Z× `Z and write, for γ ∈ Γ`, Qγ,` = Q`(γ). In the next decomposition we keep the ρ-admissible
boxes Q`(γ) in Ω which in addition are either contained in {a > 0} or in {a ≤ 0}. Hence we
introduce
I+`,ρ =
{
γ; Qγ,` ⊂ Ω ∩ {|B0| > ρ ; a > 0}
}
, I−`,ρ =
{
γ; Qγ,` ⊂ Ω ∩ {|B0| > ρ ; a ≤ 0}
}
, (3.21)
and
N+ = card I+`,ρ , N− = card I−`,ρ . (3.22)
Under Assumption (1.8), we have,
N+ +N− = |Ω|`−2 +O(κ 12 `−1 + `−1 + ρ`−2) , as κ→ +∞ . (3.23)
In (3.23), κ
1
2 `−1 appears when treating the boundary of the set {a(x, κ) > 0} (using Assumption
(A4) as explained in (3.1)), `−1 appears in the treatment of the boundary and ρ`−2 appears when
treating the neighborhood of Γ.
In each ρ-admissible Q`(γ), we consider some γ˜ (to be chosen later) such that (`, γ, γ˜) be a
ρ-admissible triple. We consider w`,γ,γ˜ and extend it by 0 outside of Qγ,`, keeping the same
notation for this extension. Then we define
s(x) =
∑
γ∈I+`,ρ∪I−`,ρ
w`,γ,γ˜(x) . (3.24)
We compute the Ginzburg-Landau energy of the test configuration (s,F) in Ω. Since curlF = B0 ,
we get,
Eκ,H,a,B0(s,F,Ω) =
∑
γ∈I+`,ρ∪I−`,ρ
E0(w`,γ,γ˜ ,F; a(γ˜, κ), Qγ,`) . (3.25)
Notice that for any γ˜ ∈ Qγ,` , a(γ˜, κ) satisfies (3.2) with x = γ and x˜0 = γ˜ , and B0(γ˜) satisfies
(3.4). We recall that fˆ is a continuous, non-decreasing function (see [5, Theorem 2.1]) and that
B0 and a(·, κ) are in C1. Then, in each box Qγ,`, we select γ˜ ∈ Qγ,` such that
|a(γ˜, κ)|2 fˆ
(
H B0(γ˜)
κ a(γ˜, κ)
)
= inf
γ̂∈Qγ,`
|a(γ̂, κ)|2 fˆ
(
H B0(γ̂)
κ a(γ̂, κ)
)
(if γ ∈ I+`,ρ)
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and
|a(γ˜, κ)|2 = inf
γ̂∈Qγ,`
|a(γ̂, κ)|2 (if γ ∈ I−`,ρ) .
Using Proposition 3.2 and noticing that |Qγ,`| = `2, we get the existence of C > 0 such that, for
any δ ∈ (0, 1)∑
γ∈I+`,ρ∪I−`,ρ
E0(w`,γ,γ˜ ,F; a(γ˜, κ), Qγ,`) ≤ κ2(1 + δ)
∑
γ∈I+`,ρ
inf
γ̂∈Qγ,`
[a(γ̂, κ)]2+ fˆ
(
H B0(γ̂)
κ a(γ̂, κ)
)
`2
+ κ2(1 + δ)
∑
γ∈I−`,ρ
inf
γ̂∈Qγ,`
[a(γ̂, κ)]2−
2
`2 + C
∑
γ∈I+`,ρ∪I−`,ρ
(κ
`
+ δ−1κ2`2L(κ)2 + δ−1κ4`4
)
`2 . (3.26)
We recognize the lower Riemann sum of the function x 7−→ [a(x, κ)]2+ fˆ
(
H B0(x)
κ a(x,κ)
)
in (∪γ∈I+`,ρQγ,`)
and the function x 7−→ [a(x, κ)]2− in (∪γ∈I−`,ρQγ,`) . Notice that {∪γ∈I`,ρQγ,`} ⊂ Ω. Thanks to
Application 3.3, using (3.23) and the non negativity of fˆ , we get by collecting (3.25)-(3.26) that,
Eκ,H,a,B0(s,F,Ω) ≤ κ2
∫
{a(x,κ)>0}
a(x, κ)2fˆ
(
H
κ
|B0(x)|
a(x, κ)
)
dx+
κ2
2
∫
{a(x,κ)≤0}
a(x, κ)2 dx+C κ
23
12 .
(3.27)
Since (ψ,A) is a minimizer of the functional Eκ,H,a,B0 in (1.1), we get
Eg(κ,H, a,B0) ≤ Eκ,H,a,B0(s,F,Ω) .
This finishes the proof of Theorem 3.4. 
4. A priori estimates of minimizers
The aim of this section is to give a priori estimates for the solutions of the Ginzburg-Landau
equations (1.12). In the case when a(x, κ) = 1 the starting point is an L∞ estimate of ψ. This
estimate can be easly extended in the general case considered in this paper when (1.12)a and
(1.12)c hold. Let us introduce:
a(κ) = sup
x∈Ω
a(x, κ) . (4.1)
Proposition 4.1. Let κ > 0; if (ψ,A) is a critical point (see (1.12)), then,
|ψ(x)|2 ≤ max {a(κ), 0} , ∀x ∈ Ω . (4.2)
Proof. We distinguish between two cases:
Case 1: a(κ) ≤ 0 .
Multiplying the equation for ψ in (1.12)a by ψ and integrating over Ω, we get∫
Ω
|(∇− iκHA)ψ|2 dx = κ2
∫
Ω
(a(x, κ)− |ψ|2)|ψ|2 dx . (4.3)
Since (a(x, κ)− |ψ|2) ≤ −|ψ|2, we obtain that |ψ|2 = 0 almost everywhere.
Case 2: a(κ) > 0 .
We will show that ψ ∈ C0(Ω). In fact, (ψ,A) satisfies (1.12)a, ψ ∈ Lp(Ω) for all 2 ≤ p < +∞ and
A ∈ H1div(Ω) ↪→ Lp(Ω). Thus, ψ ∈ W 2,q(Ω) for all q < 2. As a consequence of the continuous
Sobolev embedding of W j+m,q(Ω) into Cj(Ω) for any q > 2m , we obtain that ψ ∈ C0(Ω). Define
for any κ > 0 the following open set:
Ω+ =
{
x ∈ Ω : |ψ(x)| >
√
a(κ)
}
, (4.4)
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and the following functions on Ω+
φ =
ψ
|ψ| , ψ̂ =
[
|ψ| −
√
a(κ)
]
+
φ .
It is clear that
∇
[
|ψ| −
√
a(κ)
]
+
= 1Ω+∇
(
|ψ| −
√
a(κ)
)
= 1Ω+∇|ψ| .
Notice that ψ ∈ H1(Ω), so applying [13, Proposition 3.1.2], we get the property that
∇
[
|ψ| −
√
a(κ)
]
+
∈ L2(Ω), which implies that
[
|ψ| −
√
a(κ)
]
+
∈ H1(Ω).
We introduce an increasing cut-off function χ ∈ C∞(R) such that,
χ(t) =
{
0 for t ≤ 14
√
a(κ)
1 for t ≥ 34
√
a(κ) ,
(4.5)
and define
φ̂ = χ(|ψ|) ψ|ψ| . (4.6)
Since χ(|ψ|) ψ|ψ| is smooth with bounded derivatives and ψ ∈ H1(Ω), the chain rule gives that
φ̂ ∈ H1(Ω) . Furthermore,
(∇− iκHA)ψ̂ = 1Ω+ φ̂∇|ψ|+
[
|ψ| −
√
a(κ)
]
+
(∇− iκHA)φ̂. (4.7)
Using (4.5) and (4.6), we get
1Ω+(∇− iκHA)ψ = 1Ω+(∇− iκHA)(|ψ|φ̂) = 1Ω+{φ̂∇|ψ|+ |ψ|(∇− iκHA)φ̂} . (4.8)
We have on Ω+ that |φ| = |φ̂| = 1 . Therefore
φ∇φ+ φ∇φ = φ∇φ+ φ∇φ
= ∇|φ|2
= 0 .
So, Re(1Ω+φ∇φ) = 0 . This implies by using (4.7) and (4.8) that
Re
{
(∇− iκHA)ψ̂ · (∇− iκHA)ψ
}
= 1Ω+
(
|∇|ψ||2 +
(
|ψ| −
√
a(κ)
)
|ψ||(∇− iκHA)φ̂|2
)
.
Multiplying (1.12)a by ψ̂ and using (1.12)c, it results from an integration by parts over Ω that
0 = Re
{∫
Ω
(∇− iκHA)ψ̂(∇− iκHA)ψ + ψ̂(|ψ|2 − a)ψ dx
}
≥ Re
{∫
Ω
(∇− iκHA)ψ̂(∇− iκHA)ψ + ψ̂ (|ψ|2 − a(κ))ψ dx}
≥
∫
Ω+
|∇|ψ||2 + (|ψ| − a(κ)) |ψ||(∇− iκHA)φ̂|2
+
(
|ψ|+
√
a(κ)
)(
|ψ| −
√
a(κ)
)2 |ψ| dx .
Since the integrand is non-negative in Ω+, we easily conclude that Ω+ has measure zero, and
consequently, we get that |ψ| ∈ L∞(Ω) .
Since Ω+ has measure zero and ψ ∈ C0(Ω), we get
|ψ(x)|2 ≤ a(κ) , ∀x ∈ Ω .

14 K.ATTAR
Corollary 4.2. Let κ > 0; If (ψ,A) ∈ H1(Ω;C)×H1div(Ω) is a critical point, we have,
|ψ(x)|2 ≤ max {a, 0} , ∀x ∈ Ω , (4.9)
where a = supκ a(κ) was introduced in (1.10).
The following estimates play an essential role in controlling the errors resulting from various
approximations (see Section 5). These estimates are simpler than the delicate elliptic estimates
in [12] and [30].
Proposition 4.3. Suppose that (1.15) holds. Let β ∈ (0, 1). There exist positive constants κ0
and C such that, if κ ≥ κ0 and (ψ,A) is a minimizer of (1.1), then
‖ curl(A− F)‖L2(Ω) ≤
C
H
. (4.10)
‖A− F‖H2(Ω) ≤
C
H
, (4.11)
‖A− F‖C0,β(Ω) ≤
C
H
. (4.12)
Here we recall that F is the magnetic potential defined by
curlF = B0 , F ∈ H1div(Ω) . (4.13)
Proof. Under Assumption (1.15), Theorem 3.4 yields
‖ curl(A− F)‖L2(Ω) ≤
1
κH
Eg(κ,H, a,B0)
1
2
≤ 1
κH
(
κ2
∫
{a(x,κ)>0}
a(x, κ)2fˆ
(
H
κ
|B0(x)|
a(x, κ)
)
dx+
κ2
2
∫
{a(x,κ)≤0}
a(x, κ)2 dx
) 1
2
.
(4.14)
Using (1.6) and the bound fˆ(b) ≤ 12 , we get,
‖ curl(A− F)‖L2(Ω) ≤
C
H
. (4.15)
As in [5, Proposition 4.1], we prove that
‖A− F‖H2(Ω) ≤
C
H
. (4.16)
Now, the estimate in C0,β-norm is a consequence of the continuous Sobolev embedding of H2(Ω)
in C0,β(Ω). 
5. Lower bounds for the global and local energies
In this section, we suppose that D is an open set with smooth boundary such that D ⊂ Ω (or
D = Ω). We will give a lower bound of the ground state energy Eg(κ,H, a,B0) introduced in
(1.14).
Proposition 5.1. Under Assumptions (1.4)-(1.7), there exist for all β ∈ (0, 1) positive constants
C and κ0 such that if κ ≥ κ0, ` ∈ (0, 12), δ ∈ (0, 1), ρ > 0, `2κHρ > 1, (ψ,A) is a minimizer of
(1.1), h ∈ C1(Ω), ‖h‖∞ ≤ 1 and (`, x0, x˜0) is a ρ-admissible triple, then,
1
|Q`(x0)|E0(hψ,A; a,Q`(x0)) ≥ (1− δ)κ
2
{
a+(x˜0, κ)
2fˆ
(
H
κ
|B0(x˜0)|
a+(x˜0, κ)
)
+
1
2
a−(x˜0, κ)2
}
− Cκ2
(
δ−1`2L(κ)2 + δ−1κ2`4 + δ−1`2β + (κ`)−1 + ` L(κ)
)
, (5.1)
where L(κ) is introduced in (1.9).
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Proof. We distinguish between two cases according to the sign of a(x˜0, κ).
We begin with the case when a(x˜0, κ) ≤ 0 . We have,
E0(hψ,A; a,Q`(x0)) =
∫
Q`(x0)
|(∇− iκHA)hψ|2 dx+ κ
2
2
∫
Q`(x0)
(a(x, κ)− |hψ|2)2 dx
≥ κ
2
2
∫
Q`(x0)
a(x, κ)2 dx− κ2
∫
Q`(x0)
a(x, κ)|hψ|2 dx .
Using (3.2), (4.9) and the assumptions on h, the simple decomposition a(x, κ) = a(x˜0, κ) +
(a(x, κ)− a(x˜0, κ)) yields for any δ ∈ (0, 1)
κ2
2
∫
Q`(x0)
a(x, κ)2 dx ≥ (1− δ)κ
2
2
∫
Q`(x0)
a(x˜0, κ)
2 dx
+ (1− δ−1)κ
2
2
∫
Q`(x0)
(a(x, κ)− a(x˜0, κ))2 dx
≥ (1− δ) κ
2
2
a(x˜0, κ)
2 |Q`(x0)| − Cδ−1κ2`2L(κ)2 |Q`(x0)| , (5.2)
and
−κ2
∫
Q`(x0)
a(x, κ)|hψ|2 dx ≥ −κ2
∫
Q`(x0)
a(x˜0, κ)|hψ|2 dx− C `L(κ)κ2 |Q`(x0)|
≥ −C `L(κ)κ2 |Q`(x0)| . (5.3)
Collecting (5.2) and (5.3), we get,
1
|Q`(x0)|E0(hψ,A; a,Q`(x0)) ≥ (1− δ)
κ2
2
a(x˜0, κ)
2 − Cδ−1κ2`2L(κ)2 − C ′ ` L(κ)κ2 . (5.4)
Now, we treat the case when a(x˜0, κ) > 0 . Let φx0(x) = (A(x0) − F(x0)) · x, where
F is the magnetic potential introduced in (4.13). Using the estimate of ‖A − F‖C0,β(Ω) given
in Proposition 4.3, we get for any β ∈ (0, 1) the existence of a constant C such that for all
x ∈ Q`(x0),
|A(x)−∇φx0 − F(x)| ≤ C
`β
H
. (5.5)
Let x˜0 ∈ Q`(x0) and ϕ = ϕx0,x˜0 + φx0 with ϕx0,x˜0 satisfying (3.4). We define the function in
Q`(x0),
u(x) = e−iκHϕhψ(x) . (5.6)
Similarly to (3.9), we have, for any δ ∈ (0, 1),
κ2
2
∫
Q`(x0)
(
a(x, κ)− |hψ|2)2 dx ≥ (1− δ)κ2
2
∫
Q`(x0)
(
a(x˜0, κ)− |hψ|2
)2
dx− Cδ−1κ2`4L(κ)2 .
(5.7)
Using the same techniques as in [4, Lemma 4.1], we get, for any β ∈ (0, 1),∫
Q`(x0)
|(∇−iκHA)hψ|2 dx ≥ (1−δ)
∫
Q`(x0)
|(∇−iκH(ζ`|B0(x˜0)|A0(x−x0)+∇ϕ(x)))hψ|2 dx
− Cδ−1(κH)2
(
`4 +
`2β
H2
)∫
Q`(x0)
|hψ|2 dx . (5.8)
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Thus, by collecting (5.7) and (5.8), using (1.7), (4.9) and ‖h‖L∞(Ω) ≤ 1, we get
E0(hψ,A; a(x˜0, κ), Q`(x0)) ≥ (1− δ)E0(e−iκHϕhψ(x), ζ`|B0(x˜0)|A0(x− x0); a(x˜0, κ), Q`(x0))
− Cδ−1κ2`4L(κ)2 − C1δ−1κ2H2
(
`4 +
`2β
H2
)
`2 . (5.9)
Let R and b be as in (3.8). Let us introduce the function v`,x0,x˜0 in QR as follows:
v`,x0,x˜0(x) =
{
u
(
`
Rx+ x0
)
if x ∈ QR ⊂ {B0 > ρ} ∩ Ω
u
(
`
Rx+ x0
)
if x ∈ QR ⊂ {B0 < −ρ} ∩ Ω ,
(5.10)
where u is defined in (5.6).
Similarly to (3.12), we use the change of variable y = R` (x− x0) and get
E0(e−iκHϕhψ(x), ζ` κH|B0(x˜0)|A0(x− x0); a(x˜0, κ), Q`(x0)) = 1
b
F
+1,a(x˜0,κ)
b,QR
(v`,x0,x˜0) , (5.11)
where F+1,a(x˜0,κ),b,QR is introduced in (2.1).
Since v`,x0,x˜0 ∈ H1(QR) then, using (2.12) and (2.13), we get
1
b
F
+1,a(x˜0,κ)
b,QR
(v`,x0,x˜0) ≥
1
b
eN (b, R, a(x˜0, κ))
≥ 1
b
eD (b, R, a(x˜0, κ))− CM a(x˜0, κ) 32 R√
b
≥ a(x˜0, κ)2R
2
b
fˆ
(
b
a(x˜0, κ)
)
− ĈM R√
b
. (5.12)
Inserting (5.12) into (5.11), we get
E0(e−iκHϕhψ(x), ζ` κH|B0(x˜0)|A0(x− x0); a(x˜0, κ), Q`(x0)) ≥ a(x˜0, κ)2R
2
b
fˆ
(
b
a(x˜0, κ)
)
− ĈM R√
b
. (5.13)
Having in mind (3.8) and (5.13), we get from (5.9),
1
|Q`(x0)|E0(hψ,A; a(x˜0, κ), Q`(x0)) ≥ (1− δ)κ
2a(x˜0, κ)
2fˆ
(
H
κ
|B0(x˜0)|
a(x˜0, κ)
)
− Cδ−1κ2`2L(κ)2 − C1δ−1κ2H2
(
`4 +
`2β
H2
)
− C2κ
`
. (5.14)
The estimates in (5.4) and (5.14) achieve the proof of Proposition 5.1. 
Application 5.2. We keep the same choice of `, ρ, L(κ) and δ as in (3.18), (3.19) and choose:
β =
3
4
. (5.15)
This choice and Assumption (1.15) permit to have the assumptions in Proposition 5.1 satisfied
and make the error terms in its statement of order o(κ2). We have as κ −→∞ ,
δ−1κ4`4 = κ
21
12  κ2 ,
δ−1κ2`2β = κ
29
24  κ2 ,
δ−1κ2`2L(κ)2 = κ
23
12  κ2 ,
κ
`
= κ
19
12  κ2 ,
` L(κ)κ2 = κ
23
12  κ2 ,
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`2κHρ = κ
3
24  1 .
The next theorem presents a lower bound of the local energy in a relatively compact smooth
domain D in Ω. We deduce the lower bound of the global energy by replacing D by Ω.
Theorem 5.3.
Under Assumptions (1.4)-(1.8), if (1.15) holds, L(κ) ≤ C κ 12 with C > 0, h ∈ C1(Ω), ‖h‖∞ ≤ 1,
(ψ,A) is a minimizer of (1.1) and D an open set in Ω, then as κ −→ +∞,
E(hψ,A; a,B0,D) ≥ E0(hψ,A; a,D) ≥ κ2
∫
D∩{a(x,κ)>0}
a(x, κ)2fˆ
(
H
κ
|B0(x)|
a(x, κ)
)
dx
+
κ2
2
∫
D∩{a(x,κ)≤0}
a(x, κ)2 dx+ o
(
κ2
)
. (5.16)
Proof. The proof is similar to the one in Theorem 3.4 and we keep the same notation. Let
D+`,ρ = int
(
∪γ∈I+`,ρQγ,`
)
and D−`,ρ = int
(
∪γ∈I−`,ρQγ,`
)
,
where γ ∈ I+`,ρ and γ ∈ I−`,ρ are introduced in (3.21).
Thanks to Proposition 5.1, we can easily prove the existence of positive constant C such that for
any δ ∈ (0, 1) and β ∈ (0, 1),
E0(hψ,A; a,D) ≥ κ2(1− δ)
{∫
D+`,ρ∩{a(x,κ)>0}
a(x, κ)2fˆ
(
H
κ
|B0(x)|
a(x, κ)
)
dx
+
1
2
∫
D−`,ρ∩{a(x,κ)≤0}
a(x, κ)2 dx
}
− C r(κ, `, δ, ρ, L(κ), β) ,
where
r(κ, `, δ, ρ, L(κ), β) = κ2`+ κ2ρ+
κ
`
+ δ−1κ2`2L(κ)2 + δ−1κ4`4 + δ−1κ2`2β + ` L(κ)κ2 . (5.17)
Notice that using the regularity of ∂D, (1.4) and (1.8) (see (3.1)), we get the existence of constants
C1 > 0 and C2 > 0 such that,
∀` ≤ C2 κ− 12 , ∀ρ ∈ (0, 1) , |D \ D+`,ρ|+ |D \ D−`,ρ| ≤ C1(κ
1
2 `+ ρ) . (5.18)
This implies by using (1.7) and the upper bound fˆ ≤ 12 ,∫
D+∩{a(x,κ)>0}
a(x, κ)2fˆ
(
H
κ
|B0(x)|
a(x, κ)
)
dx ≥
∫
D+`,ρ∩{a(x,κ)>0}
a(x, κ)2fˆ
(
H
κ
|B0(x)|
a(x, κ)
)
dx
− 1
2
a |D \ D`,ρ| (5.19)
and
1
2
∫
D−∩{a(x,κ)≤0}
a(x, κ)2 dx ≥ 1
2
∫
D`,ρ∩{a(x,κ)≤0}
a(x, κ)2 dx− 1
2
a |D \ D−`,ρ| , (5.20)
where a is introduced in (1.10).
Collecting (5.19) and (5.20), using Assumptions (1.6) and (5.18), we find that,
E0(hψ,A; a,D) ≥ κ2(1− δ)
{∫
D∩{a(x,κ)>0}
a(x, κ)2fˆ
(
H
κ
|B0(x)|
a(x, κ)
)
dx
+
1
2
∫
D∩{a(x,κ)≤0}
a(x, κ)2 dx
}
− C rˆ(κ, `, δ, ρ, L(κ), β) , (5.21)
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where rˆ(κ, `, δ, ρ, L(κ), β) satisfies (5.17).
Under Assumption (1.15), the choice of the parameters ρ, `, L(κ) in (3.18), δ in (3.19) and β in
(5.15), implies that all error terms are of lower order compared to κ2.
As a consequence of (1.15), the inequality (5.21) becomes as κ −→ +∞
E0(hψ,A; a,D) ≥ κ2
{∫
D∩{a(x,κ)>0}
a(x, κ)2fˆ
(
H
κ
|B0(x)|
a(x, κ)
)
dx+
1
2
∫
D∩{a(x,κ)≤0}
a(x, κ)2 dx
}
+ o(κ2) . (5.22)
Moreover, we know that
E(hψ,A; a,B0,D) ≥ E0(hψ,A; a,D) .
This achieves the proof of Theorem 5.3. 
As we now show, Theorem 5.3 permits to achieve the proof of two statements presented in the
introduction:
Proof of Corollary 1.3.
If (ψ,A) is a minimizer of (1.1), we have
Eg(κ,H) = E0(ψ,A; a,Ω) + (κH)2
∫
Ω
| curl (A− F)|2 dx , (5.23)
where E0(ψ,A; a,Ω) is defined in (1.19).
Using (1.17) and (5.22) (with D = Ω), then under Assumption (1.15) as κ −→ +∞
E0(ψ,A; a,Ω) = κ2
∫
{a(x,κ)>0}
a(x, κ)2 fˆ
(
H
κ
|B0(x)|
a(x, κ)
)
dx+
κ2
2
∫
{a(x,κ)≤0}
a(x, κ)2 dx+ o
(
κ2
)
.
(5.24)
Putting (5.24) and (1.17) into (5.23), we finish the proof of Corollary 1.3. 
Proof of Theorem 1.4.
Noticing that (5.22) is valid when h = 1 and D replaced by Dc := Ω \ D for any open domain
D ⊂ Ω with smooth boundary, then we get:
E0(ψ,A; a,Dc) ≥ κ2
{∫
Dc∩{a(x,κ)>0}
a(x, κ)2fˆ
(
H
κ
|B0(x)|
a(x, κ)
)
dx
+
1
2
∫
Dc∩{a(x,κ)≤0}
a(x, κ)2 dx
}
+ o(κ2) . (5.25)
We can decompose E0(ψ,A; a,D) as follow:
E0(ψ,A; a,D) = E0(ψ,A; a,Ω)− E0(ψ,A; a,Dc) .
Using (5.24) and (5.25), we get
E0(ψ,A; a,D) ≤ κ2
{∫
D∩{a(x,κ)>0}
a(x, κ)2fˆ
(
H
κ
|B0(x)|
a(x, κ)
)
dx+
1
2
∫
D∩{a(x,κ)≤0}
a(x, κ)2 dx
}
+ o(κ2) . (5.26)

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6. study of examples
In this section, we will describe situations where the remainder term in (1.17) is indeed small
as κ→ +∞ compared with the leading order term
ELg (κ,H, a,B0) := κ
2
(∫
{a(x,κ)>0}
a(x, κ)2 fˆ
(
σ
|B0(x)|
a(x, κ)
)
dx+
1
2
∫
{a(x,κ)≤0}
a(x, κ)2 dx
)
,
(6.1)
where,
σ =
H
κ
. (6.2)
Note that 0 < λmin ≤ σ ≤ λmax, so that σ will be considered as an independent parameter in
[λmin , λmax].
We will also explore, case by case how one can verify Assumption (A4) as formulated precisely
in (3.1).
6.1. The case of a κ-independent pinning.
Proposition 6.1. Suppose (1.4) and (1.15) hold. Let a(x, κ) = a(x) where a(x) ∈ C1(Ω) is a
function independent of κ and satisfies,
{x ∈ Ω : a(x) > 0} 6= ∅ ,
or
{x ∈ Ω : a(x) < 0} 6= ∅ .
(6.3)
There exist positive constants C and κ0 such that,
∀κ ≥ κ0 , ELg (κ,H, a,B0) ≥ C κ2 .
Proof. Since a(x, κ) = a(x), the energy ELg becomes:
ELg (κ,H, a,B0) := κ
2
(∫
{a(x)>0}
a(x)2 fˆ
(
σ
|B0(x)|
a(x)
)
dx+
1
2
∫
{a(x)≤0}
a(x)2 dx
)
.
Each term being positive, it is clear that the leading term is positive if {x ∈ Ω : a(x) < 0} 6= ∅.
If {x ∈ Ω : a(x) < 0} = ∅ and {x ∈ Ω : a(x) > 0} 6= ∅, there exist ρ0 > 0, a0 > 0 and a disk
D(x0, r0) such that
D(x0, r0) ⊂ {a(x) > a0} ∩ {|B0| > ρ0} .
Using the monotonicity of fˆ and the bound of a(x) in (1.6), we may write∫
{a(x)>0}
a(x)2 fˆ
(
H
κ
|B0(x)|
a(x)
)
dx ≥
∫
D(x0,r0)
a(x)2 fˆ
(
σ
|B0(x)|
a(x)
)
dx
≥ pi r20 a20 fˆ
(ρ0
a
σ
)
, (6.4)
where a is introduced in (1.10).
In particular, when (1.15) is satisfied, there exists κ0 > 0 such that
∀κ ≥ κ0 ,
∫
{a(x)>0}
a(x)2 fˆ
(
H
κ
|B0(x)|
a(x)
)
dx ≥ pi r20 a20 fˆ
(ρ0
a
λmin
)
. (6.5)

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Figure 1. Schematic representation of Ω with pinning term independent of κ
and with variable magnetic field.
Proposition 6.2 (Verification of (A4)). Suppose that the function a satisfies (see Fig.1),{ |a|+ |∇a| > 0 in Ω ,
∇a× ~n 6= 0 on Γ˜ ∩ ∂Ω , (6.6)
where Γ˜ defined as follows:
Γ˜ = {x ∈ Ω : a(x) = 0} . (6.7)
Then Assumption (A4) is satisfied.
Proof. From (6.6), we observe that,
card {γ ∈ Γ` ∩ Ω with Q`(γ) ∩ ∂{a > 0} 6= ∅} = card {γ ∈ Γ` ∩ Ω with Q`(γ) ∩ Γ˜ 6= ∅} .
Let  ∈ (0, 1), we introduce the domain
D = {x ∈ Ω : dist(x, Γ˜) ≤ } .
Now we give a rough upper bound for the area of D.
By assumption Γ˜ consists of a finite number of connected curves, which are either closed in Ω
or join two points of ∂Ω. Let us consider the first case, we denote by Γ˜(1) such a curve. We
can parametrize this curve using the standard tubular coordinates (s, t), where s measures the
arc-length in Γ˜(1) and t measures the distance to Γ˜(1) (see [13, Appendix F] for the detailed
construction of these coordinates).
In the neighborhood of Γ˜(1), we choose one point γ0 on Γ˜(1) corresponding to (0, 0). Let N ∈ N
and L the length of Γ˜(1). We consider for i = 0, ..., N , si = iN L (modulo LZ) and γi = (si, 0).
Notice that, there exists a positive constant C such that,
| dist(γi, γi+1)| = (1 + i)|si − si+1| ,
(
−C
N
≤ i < 0
)
.
Thus, ∣∣∣∣{x ∈ Ω : dist(x, Γ˜(1)) ≤ LN
}∣∣∣∣ ≤∑
i
∣∣∣Q L
N
((si, 0))
∣∣∣ .
Coming back to our problem, we select N =
[L

]
and we note that
L
N + 1
≤  ≤ L
N
,
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which implies that,
|D| ≤ L
2
N
(
1 +O
(
1
N
))
≤ L 
(
1 +O
(
1
N
))
= L(1 +O()) .
Hence we have shown that,
lim sup
→0
|D|

≤ L .
In a similar fashion, we prove that
lim inf
→0
|D|

≥ L .
and, as a consequence, we end up with the following conclusion:
lim
→0
|D|

= L . (6.8)
Coming back to Assumption (A4), we now observe that all the Q`(γ) touching Γ˜ are inside
D√2`, hence we get, by comparison of the area
`2card {γ ∈ Γ` ∩ Ω with Q`(γ) ∩ Γ˜ 6= ∅} ≤ C ` ,
and consequently, there exist positive constants C1, C2 and κ0 such that
∀κ ≥ κ0 , ∀` ≤ C2κ− 12 , card {γ ∈ Γ` ∩ Ω with Q`(γ) ∩ ∂{a > 0} 6= ∅} ≤ C1 `−1 ,
which is a stronger form of (A4). 
6.2. The case with a κ-dependent oscillation.
6.2.1. Preliminaries. We start with two lemmas which are standard in homogenization theory
(see [8, Section 16-17])
Lemma 6.3. Let D ⊂ R2 be a bounded open set and ϕ be a ΓT1,T2-periodic continuous function
in R2 with ΓT1,T2 = T1Z× T2Z. There exists a positive constant M0 such that if M ≥M0, then,∫
D
ϕ(Mx) dx =
|D|
T1T2
∫ T1
0
∫ T2
0
ϕ(t1, t2)dt1dt2 +O(M−1) .
Lemma 6.4. Let D ⊂ R2 be a bounded open set and φ : R2×D −→ R2 be a continuous function
satisfying:
φ(t+ T, x) = φ(t, x) , ∀T ∈ T1Z× T2Z , (6.9)
and uniformly Lipschitz, i.e. with the property that there exist constants C > 0 and 0, such that,
|φ(t, x)− φ(t, x˜)| ≤ C |x− x˜| , ∀t ∈ R2 , ∀x, x˜ ∈ D, s.t. |x− x˜| < 0 . (6.10)
There exists a positive constant M0 such that if M ≥M0, then,∫
D
φ(Mx, x) dx =
∫
D
φ(x) dx+O(M−1) ,
where,
φ(x) =
1
T1T2
∫ T1
0
∫ T2
0
φ((t1, t2), x) dt1dt2 . (6.11)
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6.2.2. First example:
Proposition 6.5. Suppose that (1.4) and (1.15) hold. Let a(x, κ) = α(κ
1
2 x) where α(·) ∈ C1(Ω)
is a ΓT1,T2-periodic function
1. Then the leading order term ELg defined in (6.1) satisfies,
ELg (κ,H, a,B0) = κ
2
∫
Ω
φ+(x) dx+ κ
2|Ω|φ− + o(κ2) , as κ→ +∞ .
Here,
φ+(x) =
1
T1T2
∫ T1
0
∫ T2
0
α+(t1, t2)
2 fˆ
(
σ
|B0(x)|
α+(t1, t2)
)
dt1dt2 ,
and
φ− =
1
T1T2
∫ T1
0
∫ T2
0
α−(t1, t2)2 dt1dt2 .
Proof.
We first estimate the second term in (6.1). We apply Lemma 6.3 with D = Ω, M = κ
1
2
and ϕ = α2−, we obtain,∫
Ω
a−(x, κ)2 dx =
|Ω|
T1T2
∫ T1
0
∫ T2
0
α−(t1, t2)2 dt1dt2 +O(κ− 12 ) ,
and consequently,
κ2
∫
{a(x)≤0}
a(x, κ)2 dx = κ2
|Ω|
T1T2
∫ T1
0
∫ T2
0
α−(t1, t2)2 dt1dt2 +O(κ 32 ) .
Now, we estimate the first term in (6.1). We first prove that fˆ is a Lipschitz function in
[b0, 1] with b0 ∈ (0, 1). We consider this restriction because when b→ 0+ (see [5, Theorem 2.1]),
fˆ satisfies,
fˆ(b) =
b
2
ln
1
b
(1 + o(1)) , (6.12)
and fˆ is not a Lipschitz function at 0. We recall the definition of fˆ
fˆ (b) = lim
R−→∞
eD(b, R)
R2
(∀b ∈ [0, 1]) ,
where
eD(b, R) = inf
u
F+1,+1b,QR (u) := infu
∫
QR
(
b|(∇− iA0)u|2 + 1
2
(
1− |u|2)2) dx .
From the definition, we can conclude that fˆ is concave and hence locally Lipschitz in (0,+∞)
(see [18, Theorem 2.35]). For completion we write below a proof making explicit the Lipschitz
constant. For b′ > 0, let ub′,R ∈ H10 (QR) be a minimizer of F+1,+1b′,QR . Then for all b ∈ (0, 1), we
have,
eD(b, R) ≤ F+1,+1b,QR (ub′,R) ≤ eD(b′, R) + ‖(∇− iA0)ub′,R‖2L2(QR)|b− b′| .
Now, we estimate ‖(∇− iA0)ub′,R‖2L2(QR) from above. Coming back to the definition, we get the
existence of a positive constant C, such that for any b ∈ [b0, 1] and for any b′ ∈ [b0, 1],
‖(∇− iA0)ub′,R‖2L2(QR) ≤
eD(b
′, R)
b′
.
This implies that,
eD(b, R) ≤ eD(b′, R) + eD(b
′, R)
b′
|b− b′| .
1see Fig. 2
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Dividing by R2 and taking the limit as R→ +∞, we obtain
fˆ(b) ≤ fˆ(b′) + |fˆ(b
′)|
b′
|b− b′| .
Using the asymptotic behavior of fˆ in (6.12) as b′ → 0+, we finally obtain the existence of C
such that
fˆ(b) ≤ fˆ(b′) + C
(
log
1
b0
)
|b− b′| , ∀b, b′ with 1 > b > b0 and 1 > b′ > b0 .
Exchanging b and b′, we have proved the
Lemma 6.6. fˆ is locally Lipschitz in (0,+∞). More precisely, there exists C such that for any
b0 > 0,
|fˆ(b)− fˆ(b′)| ≤ C
(
log
1
b0
)
|b− b′| , ∀b, b′ with 1 > b > b0 and 1 > b′ > b0 . (6.13)
In addition, we have
|fˆ(b)− fˆ(b′)| ≤ 2 |b− b′| , ∀b, b′ with b > 1
2
and b′ >
1
2
. (6.14)
To continue, we consider
R2 × Ωρ 3 (t, x) 7→ φ(t, x) = α+(t)2 fˆ
(
σ
|B0(x)|
α+(t)
)
,
where, Ωρ := Ω ∩ {|B0| > ρ}.
The periodicity condition in (6.9) is clear. Let us verify the Lipschitz property. Let
b0 =
λmin
α0
ρ ,
where, λmin is introduced in (1.15) and α0 = supα+(t).
Let  > 0, I+ = {t ∈ R : α+(t) ≥ } and I− = {t ∈ R : α+(t) ≤ }, we distinguish between
two cases:
Case 1: (α+(t) ≥ ). We observe that for (x, t) ∈ Ωρ × I+, we have
b0 ≤ σ |B0(x)|
α+(t)
≤ σ |B0(x)|

.
Thus, for any t ∈ I+ and for any x, x′ ∈ Ωρ, we get∣∣∣∣α+(t)2 fˆ (σ |B0(x)|α+(t)
)
− α+(t)2 fˆ
(
σ
|B0(x′)|
α+(t)
)∣∣∣∣ = α+(t)2|fˆ (b)− fˆ (b′) |
≤ C
(
log
1
ρ
) ∣∣∣|B0(x)| − |B0(x′)|∣∣∣ . (6.15)
Therefore, using also the Lipschitz property for x 7→ |B0(x)|, we get that Ωρ 3 x 7→ φ(t, x) is
uniformly Lipschitz for t ∈ I+.
Case 2: (α+(t) ≤ ). We observe that for (x, t) ∈ Ωρ × I−,
σ |B0(x)|
α+(t)
≥ σ |B0(x)|

.
We note that fˆ(b) = 12 , ∀b ≥ 1 (see [14, Theorem 2.1]). For this reason we choose
 =
λmin
2
ρ ,
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which implies that for (x, t) ∈ Ωρ × I−,
σ |B0(x)|
α+(t)
≥ 2 and fˆ
(
σ
|B0(x)|
α+(t)
)
=
1
2
.
Thus, for any t ∈ I− and for any x, x′ ∈ Ωρ, we get∣∣∣∣α+(t)2 fˆ (σ |B0(x)|α+(t)
)
− α+(t)2 fˆ
(
σ
|B0(x′)|
α+(t)
)∣∣∣∣ = ∣∣∣∣α+(t)22 − α+(t)22
∣∣∣∣
= 0 . (6.16)
Hence we get that Ωρ 3 x 7→ φ(t, x) is uniformly Lipschitz for t ∈ I− .
Now, we apply Lemma 6.4 with D = Ωρ and M = κ
1
2 and we obtain,∫
Ωρ
a+(x, κ)
2 fˆ
(
σ
|B0(x)|
a+(x, κ)
)
dx =
∫
Ωρ
φ(x) dx+Oρ(κ− 12 ) , (6.17)
where φ is introduced in (6.11).
Coming back to the integral over Ω, we get, for any ρ ∈ (0, ρ0) and for any κ ≥ κ0 with ρ0 small
enough and κ0 large enough,∫
Ω
a+(x, κ)
2 fˆ
(
σ
|B0(x)|
a+(x, κ)
)
dx =
∫
Ω
φ(x) dx+O(ρ) +Oρ(κ− 12 ) . (6.18)
Here, we have used the fact that φ is a bounded function in Ω. Let us show that the remainder
term s(κ) in the right hand side in (6.18) is o(1). The remainder term has the form s1(κ)+s2(κ)
with s1(κ) = O(ρ) and s2(κ) = Oρ(κ− 12 ). Let us show that it is o(1). Given ε > 0, there exists
ρε > 0 such that |s1(κ)| ≤ ε2 , for all κ ≥ κ0. Then, ρ = ρε being chosen, we can find κε ≥ κ0
such that, for any κ ≥ κ, |s2(κ)| ≤ ε2 .
Figure 2. Schematic representation of a domain with a κ-dependent oscillation
pinning and with vanishing magnetic field along Γ.

Proposition 6.7 (Verification of (A4)). Suppose that the function α defined in Proposition 6.5
satisfies
|α|+ |∇α| > 0 in R2 . (6.19)
Then Assumption (A4) is satisfied.
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Proof. Using (6.19), a change of variable y = κ
1
2 x and γ′ = κ
1
2 γ yields,
card {γ ∈ Γ` ∩ Ω with Q`(γ) ∩ ∂{x ∈ Ω : a(x, κ) > 0} 6= ∅}
= card {γ′ ∈ Γ
κ
1
2 `
∩ κ 12Ω with Q
κ
1
2 `
(γ′) ∩ Γ̂ 6= ∅} ,
where,
Γ̂ = {y ∈ R2 |α(y) = 0} .
Let  ∈ (0, 1), we introduce the domain
D̂,M = {y ∈M · Ω : dist(y, Γ̂) ≤ } .
Thanks to (6.8) and the periodicity assumption, we get the existence of positive constants C,
M0 and 0 such that, for any  ∈ (0, 0), M ≥M0
|D̂,M | ≤ CM  .
In the sequel, we choose M = κ
1
2 and  = M
√
2 `. We note that, there exist constants c > 0
and κ0 > 0 such that,
∀κ ≥ κ0 , ∀` ≤ c κ− 12 , 0 <  ≤ 0 .
We now observe that all the Q
κ
1
2 `
(γ) touching Γ̂ are inside D̂
κ
1
2
√
2 `,κ
1
2
, hence we get, by com-
parison of the areas
κ `2card {γ′ ∈ Γ
κ
1
2 `
∩ κ 12Ω with Q
κ
1
2 `
(γ′) ∩ Γ̂κ 6= ∅} ≤ C
√
2κ ` .
There exist positive constants C1 and C2, such that,
∀κ ≥ κ0 , ∀` ≤ C2κ− 12 , card {γ ∈ Γ` ∩ Ω with Q`(γ) ∩ ∂{x ∈ Ω : a(x, κ) > 0} 6= ∅} ≤ C1 `−1 .

6.2.3. Second example. This example was considered by Aftalion, Sandier and Serfaty (see (H2)).
Proposition 6.8. Suppose that (1.4) and (1.15) hold. Let a(x, κ) = a(x)+β(x, κ), where β(x, κ)
is a nonnegative function and {a > 0} ∩ Ω 6= ∅, (see Fig. 3). There exist positive constants τ1
and κ0 such that,
∀κ ≥ κ0 , ELg (κ,H, a,B0) ≥ τ1 κ2 .
Proof. We can write,
κ2
∫
{a(x,κ)>0}
a(x, κ)2 fˆ
(
H
κ
|B0(x)|
a(x, κ)
)
dx ≥ κ2
∫
{a(x)>0}
a(x, κ)2 fˆ
(
H
κ
|B0(x)|
a(x, κ)
)
dx
≥ κ2
∫
{a(x)>0}
a(x)2 fˆ
(
H
κ
|B0(x)|
a
)
dx . (6.20)
Here we have used that fˆ is increasing, the nonnegativity of β to get a(x, κ) ≥ a(x), Assumption
(A2) to estimate fˆ from below, and {a(x) > 0} ⊂ {a(x, κ) > 0}.
Proceding like in (6.4), there exist τ1 > 0 and κ0 > 0 such that,
∀κ ≥ κ0 , κ2
∫
{a(x,κ)>0}
a(x, κ)2 fˆ
(
H
κ
|B0(x)|
a(x, κ)
)
dx ≥ τ1 κ2 . (6.21)

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Figure 3. Schematic representation of some domain with pinning term depen-
dent of κ and with vanishing magnetic field along Γ.
6.2.4. Third example: This example is similar to the previous example, but here we suppose that
β(x, κ) = α(κ
1
2x) ,
where α(·) is a ΓT1,T2-periodic positive function in R2.
Proposition 6.9. Suppose that (1.4) and (1.15) hold. Let a(x, κ) = a(x) + α(κ
1
2x), where α(·)
is a ΓT1,T2-periodic positive bounded function in R2, a(·) ∈ C1(Ω) and {a < 0} ∩ Ω = ∅. Then
the leading order term ELg defined in (6.1) satisfies,
ELg (κ,H, a,B0) = κ
2
∫
Ω
φ(x) dx+ o(κ2) , as κ→ +∞ .
Here,
φ(x) =
1
T1T2
∫ T1
0
∫ T2
0
(a(x) + α(t1, t2))
2 fˆ
(
σ
|B0(x)|
a(x) + α(t1, t2)
)
dt1dt2 .
The proof of Proposition 6.9 is similar to that of Proposition 6.5.
6.3. Upper bound of the main term.
It is easy to show that ELg is less than Cκ2 for some C > 0. Indeed, using the bound of a in
(1.6) and the bound fˆ(b) ≤ 12 , we have,
κ2
∫
{a(x,κ)>0}
a(x, κ)2 fˆ
(
H
κ
|B0(x)|
a(x, κ)
)
dx ≤ Cκ2 ,
and
κ2
2
∫
{a(x,κ)≤0}
a(x, κ)2 dx ≤ Cκ2 .
7. Proof of Theorem 1.5
The technique that will be used in this proof has been introduced by Helffer-Kachmar in [21]
for the case a(x, κ) = 1. The proof is decomposed into three steps:
Step 1: Case D = Ω .
Let (ψ,A) be a solution of (1.12). Thanks to (4.3), we have,
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∫
Ω
|(∇− iκHA)ψ|2 dx = κ2
∫
Ω
(a(x, κ)− |ψ|2)|ψ|2 dx
=
κ2
2
∫
Ω
(a(x, κ)2 − |ψ(x)|4) dx− κ
2
2
∫
Ω
(a(x, κ)− |ψ|2)2 dx .
Having in mind the definition of E0(ψ,A; a,Ω), we get,
κ2
2
∫
Ω
(a(x, κ)2 − |ψ(x)|4) dx = E0(ψ,A; a,Ω) . (7.1)
Using (5.24), we get that as κ −→ +∞
κ2
2
∫
Ω
(a(x, κ)2 − |ψ(x)|4) dx = κ2
∫
{a(x,κ)>0}
a(x, κ)2fˆ
(
H
κ
|B0(x)|
a(x, κ)
)
dx
+
κ2
2
∫
{a(x,κ)≤0}
a(x, κ)2 dx+ o
(
κ2
)
. (7.2)
Notice that ∫
Ω
a(x, κ)2 dx =
∫
{a(x,κ)≤0}
a(x, κ)2 dx+
∫
{a(x,κ)>0}
a(x, κ)2 dx .
Therefore, dividing (7.2) by κ2, we get∫
Ω
|ψ(x)|4 dx = −
∫
{a(x,κ)>0}
a(x, κ)2
{
2fˆ
(
H
κ
|B0(x)|
a(x, κ)
)
dx− 1
}
dx+ o (1) . (7.3)
Step 2: Upper bound.
Let D ⊂ Ω be a regular domain and, for ` ∈ (0, 1),
D` = {x ∈ D : dist(x, ∂D) ≥ `} . (7.4)
We introduce a cut-off function χ` ∈ C∞c (R2) such that
0 ≤ χ` ≤ 1 in R2 , suppχ` ⊂ D , χ` = 1 in D` and |∇χ`| ≤ C
`
in R2 , (7.5)
where C is a positive constant. We multiply both sides of (1.12)a by χ
2
`ψ. It results from an
integration by parts that∫
D
(|(∇− iκHA)χ`ψ|2 − κ2aχ2` |ψ|2 + κ2χ2` |ψ|4) dx = ∫
D
|∇χ`|2 |ψ|2 dx
= O(`−1) . (7.6)
Here, we have used the fact that |∇χ`|2 = O(`−2), |D`| = O(`) and the bound of ψ in (4.9).
We notice that χ4` ≤ χ2` ≤ 1. We add to both sides the term κ
2
2
∫
D a
2 dx to obtain,∫
D
(
|(∇− iκHA)χ`ψ|2 + κ
2
2
a2 − κ2a |χ` ψ|2 + κ2|χ` ψ|4
)
dx ≤ C `−1 + κ
2
2
∫
D
a2 dx .
This implies that
E0(χ`ψ,A; a,D) ≤ κ
2
2
∫
D
(a2 − χ4` |ψ|4) dx+ C `−1 .
Using (7.5), we get ∫
D
|ψ|4 dx =
∫
D
χ4` |ψ|4 dx+
∫
D
(1− χ4` )|ψ|4 dx
≤
∫
D
χ4` |ψ|4 dx+ C ′ ` , (7.7)
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and consequently,
E0(χ`ψ,A; a,D) ≤ κ
2
2
∫
D
(a2 − |ψ|4) dx+ C(`−1 + `) . (7.8)
Using (5.22) with h = χ` and taking the choice of ` defined in (3.18), we get, as κ→ +∞,
κ2
2
∫
D
(a2−|ψ|4) dx ≥ κ2
∫
D∩{a(x,κ)>0}
a(x, κ)2fˆ
(
H
κ
|B0(x)|
a(x, κ)
)
dx+
κ2
2
∫
D∩{a(x,κ)≤0}
a(x, κ)2 dx
+ o
(
κ2
)
. (7.9)
Notice that, ∫
D
a(x, κ)2 dx =
∫
D∩{a(x,κ)≤0}
a(x, κ)2 dx+
∫
D∩{a(x,κ)>0}
a(x, κ)2 dx .
Therefore,
− κ
2
2
∫
D
|ψ|4 dx ≥ κ2
∫
D∩{a(x,κ)>0}
a(x, κ)2fˆ
(
H
κ
|B0(x)|
a(x, κ)
)
dx− κ
2
2
∫
D∩{a(x,κ)>0}
a(x, κ)2 dx
+ o
(
κ2
)
. (7.10)
Dividing both sides by −κ22 , we obtain, as κ −→ +∞ ,∫
D
|ψ|4 dx ≤ −
∫
D∩{a(x,κ)>0}
a(x, κ)2
{
2fˆ
(
H
κ
|B0(x)|
a(x, κ)
)
− 1
}
dx+ o (1) . (7.11)
Remark 7.1. We can replace D by Dc such that the estimate in (7.11) is still true. That is:∫
Dc
|ψ|4 dx ≤ −
∫
Dc∩{a(x,κ)>0}
a(x, κ)2
{
2fˆ
(
H
κ
|B0(x)|
a(x, κ)
)
− 1
}
dx+ o (1) . (7.12)
Step 3: Lower bound.
We can decompose
∫
D |ψ|4 dx as follows:∫
D
|ψ|4 dx =
∫
Ω
|ψ|4 dx−
∫
Dc
|ψ|4 dx
Thanks to Remark 7.1, using the asymptotics in (7.3) obtained in Step 1 when D = Ω and the
upper bound in Step 2 , we get∫
D
|ψ|4 dx ≤ −
∫
D∩{a(x,κ)>0}
a(x, κ)2
{
2fˆ
(
H
κ
|B0(x)|
a(x, κ)
)
− 1
}
dx+ o (1) . (7.13)
8. Extension of the Giorgi-Phillips Theorem
In this section we extend a result of Giorgi-Phillips [19], in the two cases when the external
magnetic field B0 is variable (i.e. Γ 6= ∅) and when the external magnetic field B0 is constant
(i.e. Γ = ∅), with a pinning term. We recall that the normal solution (0,F) is a trivial solution
of the Ginzburg-Landau system (1.12). We will show that this solution is a global minimizer,
when κ and H are sufficiently large. We first establish a priori estimates for a critical point
(ψ,A) of the G-L-functional.
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8.1. Estimates of A and of ‖(∇− iκHF)ψ‖.
We need the following estimates on A and on ‖(∇ − iκHF)ψ‖ which are independent of the
assumption of Γ.
Theorem 8.1. There exist positive constants C1, C2 and C3 such that, if (1.6) hold, κ > 0,
H > 0 and (ψ,A) is a solution of (1.12), then,
‖(∇− iκHA)ψ‖L2(Ω) ≤ C1 κ ‖ψ‖L2(Ω) , (8.1)
‖ curl(A− F)‖L2(Ω) ≤
C2
H
‖ψ‖L2(Ω)‖ψ‖L4(Ω) , (8.2)
‖(∇− iκHF)ψ‖L2(Ω) ≤ C3 κ ‖ψ‖L2(Ω) . (8.3)
Proof. We first prove (8.1). In the case when a ≤ 0 with a introduced in (1.10), we get using
(4.9) that ψ = 0 and hence (8.1) is proved.
In the case when a > 0, thanks to (4.9), we have,
0 ≤ (a− |ψ|2) ≤ a . (8.4)
We recall that if (ψ,A) is a solution of (1.12) then, (see (4.3))∫
Ω
|(∇− iκHA)ψ|2 dx = κ2
∫
Ω
(a(x, κ)− |ψ|2)|ψ|2 dx .
Using (1.6) and (8.4), we obtain (8.1).
Now, we prove (8.2). We obtain from the equation in (1.12)b the following estimate (see [13,
Equation (11.9b)]):
κH
∫
Ω
| curl(A− F)|2 dx ≤ ‖(∇− iκHA)ψ‖L2(Ω) ‖(A− F)ψ‖L2(Ω) .
Using (8.1) and applying Ho¨lder’s inequality, we get
κH
∫
Ω
| curl(A− F)|2 dx ≤ C κ ‖ψ‖L2(Ω)‖ψ‖L4(Ω) ‖A− F‖L4(Ω) .
We get by regularity of the curl-div system (see [13, A.7]),
‖A− F‖H1(Ω) ≤ C‖ curl(A− F)‖L2(Ω) , (8.5)
where C is a positive constant.
By the Sobolev embedding theorem, we get,
‖A− F‖L4(Ω) ≤ CSob ‖A− F‖H1(Ω)
≤ Ĉ ‖ curl(A− F)‖L2(Ω) . (8.6)
Consequently,
κH
∫
Ω
| curl(A− F)|2 dx ≤ κ ‖ψ‖L2(Ω)‖ψ‖L4(Ω)‖ curl(A− F)‖L2(Ω) ,
which leads to (8.2).
Finally, we prove (8.3). Using (8.2) and (8.6), Hölder’s inequality gives,
‖(A− F)ψ‖2L2(Ω) ≤ ‖A− F‖2L4(Ω)‖ψ‖2L4(Ω)
≤ C
′
H2
‖ψ‖4L4(Ω)‖ψ‖2L2(Ω) , (8.7)
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Using (8.1), (8.7) and the bound of ψ above, Young’s inequality gives,
‖(∇− iκHF)ψ‖2L2(Ω) ≤ 2‖(∇− iκHA)ψ‖2L2(Ω) + 2 (κH)2‖(A− F)ψ‖2L2(Ω)
≤ 2C ′′ κ2‖ψ‖2L2(Ω) . (8.8)

8.2. The case Γ = ∅.
For ξ ∈ R, we consider the Neumann realization hN,ξ in L2(R+) associated with the operator
− d2
dt2
+ (t+ ξ)2, i.e.
hN,ξ := − d
2
dt2
+ (t+ ξ)2 , D(hN,ξ) = {u ∈ B2(R+) : u′(0) = 0} , (8.9)
where,
B2(R+) = {u ∈ L2(R+) : tpu(q) ∈ L2(R+),∀p, q ∈ N s.t. p+ q ≤ 2} .
M. Dauge and B. Helffer [10] (see also Fournais-Helffer [13, Proposition 4.2.2]) have proved that
the lowest eigenvalue µ of hN,ξ admits a minimum Θ0, which is attained at a unique point ξ0 < 0,
and satisfies:
Θ0 = inf
ξ
µ(ξ) = µ(ξ0) < 1 . (8.10)
Moreover
Θ0 = ξ
2
0 . (8.11)
We introduce the notation:
inf
x∈Ω
|B0(x)| = b0 and inf
x∈∂Ω
|B0(x)| = b′0 . (8.12)
We denote by µN (BF; Ω) the lowest eigenvalue of the Schro¨dinger operator PΩBF,0 (see (1.13))
with Neumann condition in L2(Ω):
µN (BF; Ω) = inf
ψ∈H1(Ω)
ψ 6=0
〈PΩBF,0 ψ,ψ〉
‖ψ‖2
L2(Ω)
. (8.13)
In [13], it is proved that
Theorem 8.2. Suppose that Ω ⊂ R2 is an open bounded set with smooth boundary and Γ = ∅.
Then,
lim
B−→+∞
µN (BF,Ω)
B = min(b0,Θ0 b
′
0) . (8.14)
In the next theorem, we give a simple proof of the result which says that (0,F) is the unique
minimizer of the functional when H is sufficiently large and when the magnetic field B0 is
constant with pinning term.
Theorem 8.3. Let Ω ⊂ R2 be a smooth, bounded, simply-connected open set and Γ = ∅. Then,
there exist positive constants C and κ0, such that, if
H ≥ Cκ , κ ≥ κ0 ,
then (0,F) is the unique solution to (1.12).
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Proof. We assume that we have a non normal critical point (ψ,A) for Eκ,H,a,B0 . This means
that (ψ,A) ∈ H1(Ω)×H1div(Ω) is a solution of (1.12) and∫
Ω
|ψ|2 dx > 0 . (8.15)
Therefore, we get from (4.9) that,
|ψ(x)|2 ≤ a ∀x ∈ Ω ,
where a is introduced in (1.10).
Let
B = κH . (8.16)
Theorem 8.1 tells us that,
‖(∇− iBF)ψ‖2L2(Ω) ≤ C κ2 ‖ψ‖2L2(Ω) .
Since ψ satisfies (8.15), this implies by assumption that the lowest Neumann eigenvalue
µN (BF; Ω) of PΩBF,0 in L2(Ω) satisfies,
µN (BF; Ω) ≤ C κ2 . (8.17)
Thanks to Theorem 8.2, we get the existence of a constant C > 0, such that, if H ≥ C κ, then
(0,F) is the unique solution to (1.12). 
8.3. The case Γ 6= ∅.
We recall the definition of λ0 in (1.31), the definition of Γ in (1.3) and for any θ ∈ (0, pi) we recall
that λ(R2+, θ) is the bottom of the spectrum of the operator P
R2+
Aapp,θ,0
, with
Aapp,θ = −
(
x22
2
cos θ,
x21
2
sin θ
)
.
Define
α1(B0) = min
{
λ
3
2
0 min
x∈Γ∩Ω
|∇B0(x)|, min
x∈Γ∩∂Ω
λ(R2+, θ(x))
3
2 |∇B0(x)|
}
. (8.18)
In [34], it is proved that
Theorem 8.4. Suppose that (1.4) holds and Γ 6= ∅. Then
lim
B−→+∞
µN (BF,Ω)
B 23
= α1(B0)
2
3 . (8.19)
In the next theorem, we give a simple proof of the result which says that (0,F) is the unique
minimizer of the functional when H is sufficiently large and when B0 is variable. This result was
obtained in [19] for the case with constant magnetic field and with a constant pinning term.
Theorem 8.5. Let Ω ⊂ R2 be a smooth, bounded, simply-connected open set, the pinning term a
satisfying (1.6), and the magnetic field B0 satisfying (1.4). Then, there exist positive constants
C and κ0, such that, if
H ≥ Cκ2 , κ ≥ κ0 .
Then (0,F) is the unique solution to (1.12).
Proof. Similarly to the proof of Theorem 8.3, we assume that we have a non normal critical
point (ψ,A) for Eκ,H,a,B0 .
Therefore, we get from (8.3) that,
µN (BF; Ω) ≤ C κ2 (B = κH) .
Thanks to Theorem 8.4, we get a contradiction, if H ≥ Cκ2 and C is sufficiently large. 
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9. Asymptotics of µ1(κ,H): the case with non vanishing magnetic field
The aim of this section is to give an estimate for the lowest eigenvalue µ1(κ,H) of the operator
PΩκHF,−κ2a (see (1.26)) in the case when Γ = ∅ with a κ-independent pinning (i.e. a(x, κ) = a(x)).
Recall that the set Γ is introduced in (1.3).
9.1. Lower bound.
Without loss of generality we suppose that B0 > 0 in Ω. Our results will be formulated by
introducing:
Λ1(B0, a, σ) = min
{
inf
x∈Ω
{σ B0(x)− a(x)} , inf
x∈∂Ω
{Θ0 σ B0(x)− a(x)}
}
, (9.1)
where σ is a positive constant.
In the case when the pinning term is constant (i.e. a(x) = a0), (9.1) becomes as follows:
Λ1(B0, a, σ) = σmin
{
inf
x∈Ω
{B0(x)} ,Θ0 inf
x∈∂Ω
{B0(x)}
}
− a0 .
This case was treated by Pan and Kwek [29].
Let QΩBF,−B
σ
a
be the quadratic form of PΩBF,−B
σ
a
, i.e.
QΩBF,−B
σ
a
(ψ) =
∫
Ω
(
|(∇− iBF)ψ|2 − B
σ
a(x)|ψ|2
)
dx . (9.2)
Proposition 9.1. Let Ω ⊂ R2 be an open bounded set with smooth boundary, I a closed interval
in (0,+∞) and Γ = ∅. There exist positive constant C and B0 such that if σ ∈ I, B ≥ B0,
ψ ∈ H1(Ω) \ {0} and a ∈ C1(Ω), then,
QΩBF,−B
σ
a
(ψ)
‖ψ‖2
L2(Ω)
≥ B
σ
Λ1(B0, a, σ)− C B 34 . (9.3)
Proof. The proof is a consequence of the following inequality that we take from [13, Prop. 9.2.1],
∀ ψ ∈ H1(Ω) ,
∫
Ω
|(∇− iBF)ψ|2 dx ≥
∫
Ω
(
U(x)− C¯B3/4)|ψ|2 dx ,
where
U(x) =
{ BB0(x) if dist(x, ∂Ω) ≥ B−3/8 ,
Θ0BB0(x) if dist(x, ∂Ω) < B−3/8 , (9.4)
B ≥ B¯0, B¯0 and C¯ are two constants independent of B.
Clearly, there exist two constants C ′ > 0 and B0 > 0 such that, for all σ ∈ I, we have,
U(x)− B
σ
a(x) ≥ B
σ
Λ1(B0, a, σ)− C ′B3/4 .

Coming back to our initial parameters κ and H, we obtain:
Theorem 9.2. Let Ω ⊂ R2 be an open bounded set with smooth boundary and Γ = ∅. Suppose
that (1.15) holds and a ∈ C1(Ω), then,
µ1(κ,H) ≥ κ2 Λ1
(
B0, a,
H
κ
)
+O(κ 32 ) , asκ→ +∞ .
Here, Λ1 is introduced in (9.1).
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Proof. We apply Proposition 9.1 with
B = κH , σ = H
κ
and I = [λmin, λmax] .
Let us verify that the conditions of the proposition are satisfied for this choice.
It is trivial that σ ∈ I. Now, as κ→ +∞, we have,
B = σ κ2 → +∞ .
This implies that, as κ→ +∞,
µ1(κ,H) ≥ κ2 Λ1
(
B0, a,
H
κ
)
+O(κ 32 ) .
This finishes the proof of the theorem. 
9.2. Upper bound.
Proposition 9.3 (Upper bound in the bulk). Suppose that Ω ⊂ R2 is an open bounded set with
smooth boundary ∂Ω, λmax > 0 and Γ = ∅. For any x0 ∈ Ω, there exist positive constants C
and B0 such that, if σ ∈ (0, λmax], B ≥ B0 and a ∈ C1(Ω), then,
µB,σ ≤ B
σ
{σ B0(x0)− a(x0)}+ C B 12 . (9.5)
Here,
µB,σ = inf
ψ∈H1(Ω)\{0}
QΩBF,−B
σ
a
(ψ)
‖ψ‖2
L2(Ω)
, (9.6)
where QΩBF,−B
σ
a
is introduced in (9.2).
Proof. Thanks to (9.2), we have,
QΩBF,−B
σ
a
(u) =
∫
Ω
|(∇− iBF)u(x)|2 dx− B
σ
∫
Ω
a(x)|u(x)|2 dx .
The upper bound of the first term in the right hand side above is based on the construction of
Gaussian quasi-mode (see [13, Subsection 2.4.2] for the case with constant pinning) centered at
x0 ∈ Ω,
ϕ1(x) = e
iB φ0 χ
(
B+ 12 (x− x0)
)
u
(√
BB0(x0) (x− x0)
)
.
Here, χ is a cut-off function equal to 1 in a neighborhood of 0 such that suppχ ⊂ D(0, 1), the
function φ0 satisfies (3.4) and the function u defined as follows:
u(x) =
pi−
1
4√
2
e−
|x|2
2 .
We note that suppϕ1 ⊂ Ω for B large enough. As in [13, (2.35)], we get the existence of a
positive constant B0 such that, for any B ≥ B0,∫
Ω |(∇− iBF)ϕ1(x)|2 dx∫
Ω |ϕ1(x)|2 dx
≤ BB0(x0) +O(B 12 ) . (9.7)
To derive the upper bound for the second term, we use Taylor’s formula for the function a near
x0,
|a(x)− a(x0)| ≤ C B− 12 ,
(
x ∈ D
(
x0,B− 12
))
. (9.8)
Using (9.8), since suppϕ1 ⊂ D
(
x0,B− 12
)
, we get,
−
∫
Ω
a(x)|ϕ1(x)|2 dx ≤ −a(x0)
∫
Ω
|ϕ1(x)|2 dx+ C B− 12
∫
Ω
|ϕ1(x)|2 dx , (9.9)
34 K.ATTAR
and consequently
− B
σ
∫
Ω a(x)|ϕ1(x)|2 dx∫
Ω |ϕ1(x)|2 dx
≤ −B
σ
a(x0) + C B 12 . (9.10)
Collecting (9.7) and (9.10), we finish the proof of Proposition 9.6. 
Remark 9.4. When
inf
x∈Ω
{σ B0(x)− a(x)} < inf
x∈∂Ω
{Θ0 σ B0(x)− a(x)} ,
we notice that, if the infimum of σ B0(x)− a(x) was attained on ∂Ω, (i.e. there exists x0 ∈ ∂Ω
such that infx∈Ω {σ B0(x)− a(x)} = σ B0(x0)− a(x0)), we would have,
σ B0(x0)− a(x0) < Θ0 σ B0(x0)− a(x0) ,
which is impossible, since Θ0 < 1. Hence, we can choose x0 ∈ Ω, such that,
σ B0(x0)− a(x0) = inf
x∈Ω
{σ B0(x)− a(x)} ,
and we apply Proposition 9.3 with
B = κH and σ = H
κ
.
Thus, we get the existence of a positive constant κ0 such that, if,
κ ≥ κ0 and κ0 κ−1 < H < λmax κ , (9.11)
then,
µ1(κ,H) ≤ κ2 inf
x∈Ω
{
H
κ
B0(x)− a(x)
}
+O(κ) , asκ→ +∞ . (9.12)
Proposition 9.5 (Upper bound near the boundary). Suppose that Ω ⊂ R2 is an open bounded
set with a smooth boundary, λmax > 0 and Γ = ∅. For any x0 ∈ ∂Ω and for any σ ∈ (0, λmax],
we have,
µB,σ ≤ B
σ
(
σΘ0B0(x0)− a(x0)
)
+O(B 12 ) , as B → +∞ . (9.13)
Here, Θ0 is introduced in (8.10).
Proof. We recall the definition of µB,σ as follows:
µB,σ = inf
u∈H1(Ω)\{0}
(∫
Ω |(∇− iBF)u(x)|2 dx∫
Ω |u(x)|2 dx
− B
σ
∫
Ω a(x)|u(x)|2 dx∫
Ω |u(x)|2 dx
)
.
The first term in the right hand side is studied by Helffer-Morame (see [23, Theorem 9.1] with
h = B−1 and µB,σ = µ
(1)(h)
h2
) or Fournais-Helffer (see [13, Section 9.2.1]). They proved for any
x0 ∈ ∂Ω the existence of B0 such that for B ≥ B0 one can construct a trial function û such that,∫
Ω |(∇− iBF)û(x)|2 dx∫
Ω |û(x)|2 dx
≤ BΘ0B0(x0) +O(B 12 ) , as B → +∞ .
The estimates of the second term in the right hand side are just as in (9.10) and this achieves
the proof of the proposition. 
Remark 9.6. ∂Ω being compact, we can choose x0 ∈ ∂Ω, such that,
σΘ0B0(x0)− a(x0) = inf
x∈∂Ω
{σΘ0B0(x)− a(x)} ,
and we apply Proposition 9.5 with
B = κH and σ = H
κ
,
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which implies under Assumption 9.11 that,
µ1(κ,H) ≤ κ2 inf
x∈∂Ω
{
H
κ
Θ0B0(x)− a(x)
}
+O(κ) , asκ→ +∞ . (9.14)
Remarks 9.4 and 9.6 lead to the conclusion in:
Theorem 9.7. Let Ω ⊂ R2 is an open bounded set with a smooth boundary and Γ = ∅. Suppose
that (9.11) hold and a ∈ C1(Ω), we have
µ1(κ,H) ≤ κ2 Λ1
(
B0, a,
H
κ
)
+O(κ) , asκ→ +∞ .
Here, Λ1 is introduced in (9.1).
Notice that the conclusion in Theorem 9.7 is valid under the assumption κH ≥ B0 with B0 > 0
sufficiently large. Lemma 9.8 below takes care of the regime where κH = O(1).
Lemma 9.8. Let Cmax > 0. Suppose that {a > 0} 6= ∅. There exists a constant κ0 > 0 such
that, if
κ ≥ κ0 and 0 ≤ H ≤ Cmaxκ−1 ,
then
µ1(κ,H) < 0 .
Remark 9.9. The conclusion in Lemma 9.8 is valid in both cases where Γ = ∅ and Γ 6= ∅.
Proof of Lemma 9.8.
Let ` > 0. Choose x0 ∈ Ω such that a(x0) > 0. We introduce a cut-off function χ` ∈ C∞c (R2)
satisfying:
0 ≤ χ` ≤ 1 in R2 , suppχ` ⊂ B(x0, `) , χ` = 1 in B (x0, `/2) and |∇χ`| ≤ C
`
. (9.15)
The min-max principle yields,
µ(1)(κ,H)‖χ`‖2L2(Ω) ≤
∫
Ω
|(∇− iκHF)χ`|2 dx− κ2
∫
Ω
a(x)|χ`(x)|2 dx .
Using the assumptions on χ` and the fact that F ∈ C∞(Ω), a trivial estimate is,∫
Ω
|(∇− iκHF)χ`|2 dx =
∫
B(x0,`)
|∇χ`(x)|2 dx+ κ2H2
∫
B(x0,`)
|Fχ`(x)|2 dx
≤ C (1 + (κH `)2) . (9.16)
We write by Taylor’s formula applied to the function a near x0,
− κ2
∫
Ω
a(x)|χ`(x)|2 dx ≤ −a(x0)κ2 `2 + C κ2 `3 . (9.17)
Collecting (9.16) and (9.17), we obtain,
µ(1)(κ,H)‖χ`‖2L2(Ω) ≤ −a(x0)κ2 `2 + C(κ2 `3 + 1 + (κH `)2) .
We select ` = κ−
1
2 and note that κH < Cmax. We find that,
µ(1)(κ,H)‖χ`‖2L2(Ω) ≤ −a(x0)κ+ C
(
κ
1
2 + 1 + C2maxκ
−1
)
.
Since χ` 6= 0 and a(x0) > 0, we deduce that, for κ sufficiently large,
µ(1)(κ,H) < 0 .

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10. Proof of Theorem 1.6
10.1. Analysis of H locC3 and H
loc
C3 .
In this subsection we give a lower bound of the critical field H locC3 (see (1.29)) and we give an
upper bound of the critical field H locC3 in the case when the magnetic field B0 is constant with a
pining term.
Proposition 10.1. Suppose that {a > 0} 6= ∅ and Γ = ∅. There exist constants C > 0 and
κ0 ≥ 0 such that if
κ ≥ κ0 , H ≤ κ max
(
sup
x∈Ω
a(x)
B0(x)
, sup
x∈∂Ω
a(x)
Θ0B0(x)
)
− C κ 12 , (10.1)
then,
µ1(κ,H) < 0 .
Moreover,
κ max
(
sup
x∈Ω
a(x)
B0(x)
, sup
x∈∂Ω
a(x)
Θ0B0(x)
)
− C κ 12 ≤ H locC3 .
Proof. To apply the previous results, we take
λmax = max
(
sup
x∈Ω
a(x)
B0(x)
, sup
x∈∂Ω
a(x)
Θ0B0(x)
)
+ 1 .
We have two cases:
Case 1. If
sup
x∈Ω
a(x)
B0(x)
> sup
x∈∂Ω
a(x)
Θ0B0(x)
.
then, there exists x0 ∈ Ω (the supremum of a(x)B0(x) can not be attained on the boundary, since
a(x)
Θ0B0(x)
> a(x)B0(x)), such that,
sup
x∈Ω
a(x)
B0(x)
=
a(x0)
B0(x0)
.
If (10.1) is satisfied for some C > 0, then,
H
κ
≤ a(x0)
B0(x0)
− C κ− 12 ,
that we can write in the form,
κ2
(
H
κ
B0(x0)− a(x0)
)
≤ −CM κ 32 ,
where M > 0 is a constant independent of C.
Suppose that κH ≥ B0 where B0 is selected sufficiently large such that we can apply Remark 9.4.
(Thanks to Lemma 9.8, µ1(κ,H) < 0 when κH < B0).
Remark 9.4 tells us that there exist positive constants C1 and κ0 such that, for κ ≥ κ0,
µ1(κ,H) ≤ κ2 inf
x∈Ω
(
H
κ
B0(x)− a(x)
)
+ C1 κ
≤ κ2
(
H
κ
B0(x0)− a(x0)
)
+ C1 κ
3
2 (10.2)
≤ (C1 − CM)κ 32 . (10.3)
By choosing C such that CM > C1, we get,
µ1(κ,H) < 0 .
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Case 2. Here, we suppose that
sup
x∈∂Ω
a(x)
Θ0B0(x)
≥ sup
x∈Ω
a(x)
B0(x)
.
By compactness, there exists x′0 ∈ ∂Ω, such that,
sup
x∈∂Ω
a(x)
Θ0B0(x)
=
a(x′0)
Θ0B0(x′0)
If (10.1) is satisfied for some C > 0, then,
κ2
(
H
κ
Θ0B0(x
′
0)− a(x′0)
)
≤ −CM ′ κ 32 .
Thanks to Remark 9.6, we get the existence of positive constants C2 and κ0 such that, for κ ≥ κ0,
µ1(κ,H) ≤ κ2 inf
x∈∂Ω
(
H
κ
Θ0B0(x)− a(x)
)
+ C2 κ
≤ κ2
(
H
κ
Θ0B0(x
′
0)− a(x′0)
)
+ C2 κ
3
2 (10.4)
≤ (C2 − CM ′)κ 32 . (10.5)
By choosing C such that CM ′ > C2, we get,
µ1(κ,H) < 0 .
This finishes the proof of the proposition. 
Proposition 10.2. Suppose that {a > 0} 6= ∅, λmax > 0 and Γ = ∅. There exist constants
C > 0 and κ0 > 0 such that if
κ ≥ κ0 , λmax κ ≥ H > κ max
(
sup
x∈Ω
a(x)
B0(x)
, sup
x∈∂Ω
a(x)
Θ0B0(x)
)
+ C κ
1
2 , (10.6)
then,
µ1(κ,H) > 0 .
Moreover,
H
loc
C3 ≤ κ max
(
sup
x∈Ω
a(x)
B0(x)
, sup
x∈∂Ω
a(x)
Θ0B0(x)
)
+ C κ
1
2 .
Proof. To apply the previous results, we take
λmin =
1
2
max
(
sup
x∈Ω
a(x)
B0(x)
, sup
x∈∂Ω
a(x)
Θ0B0(x)
)
.
If (10.6) holds for some C > 0, then, for any x ∈ Ω, we have,
H
κ
B0(x)− a(x) ≥ C κ− 12 , (10.7)
and, for any x′ ∈ ∂Ω, we have,
H
κ
Θ0B0(x
′)− a(x′) ≥ C κ− 12 . (10.8)
Having in mind the definition of Λ1 in (9.1), the estimates in (10.7) and in (10.8) give us that
for κ large enough,
Λ1
(
B0, a,
H
κ
)
≥ C κ− 12 .
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Thanks to Theorem 9.2, we get the existence of positive constants C ′ and κ0 such that, for
κ ≥ κ0,
µ1(κ,H) ≥ κ2 Λ1
(
B0, a,
H
κ
)
− C ′ κ 32
≥ (C − C ′)κ 32 . (10.9)
To finish this proof, we choose C > C ′. 
As a consequence, we have proved Theorem 1.6 for H locC3 and H
loc
C3
10.2. Analysis of HcpC3 and H
cp
C3.
In this subsection we give a lower bound of the critical field HcpC3 (see (1.27)) and we give an
upper bound of the critical field HcpC3 in the case when the magnetic field B0 is constant with
a pining term. We start with a proposition which measures the effect of the localization at the
boundary when H is sufficiently large.
Proposition 10.3. Suppose that Γ = ∅ and (10.6) holds. There exists a positive constant C,
such that if (ψ,A) is a solution of (1.12), then the following estimate holds:
‖ψ‖2L2(Ω) ≤ C κ−
3
8 ‖ψ‖2L4(Ω) . (10.10)
Proof.
The techniques that will be used in this proof are similar with the ones in [14, Lemma 2.6]. If
H satisfies (10.6) for some C > 0, then, for any x ∈ Ω, we have.
κH B0(x)− κ2 a(x) ≥ C κ 32 . (10.11)
First, we let χ ∈ C∞(R) be a standard cut-off function such that
χ = 1 in [1,∞] and χ = 0 in ]−∞, 1/2] . (10.12)
Next, we define λ = κ−
3
4 , and χκ as follows:
χκ(x) = χ
(
dist(x, ∂Ω)
λ
)
, ∀x ∈ Ω . (10.13)
Referring to (7.6), we have∫
Ω
(|(∇− iκHA)χκψ|2 − |∇χκ|2|ψ|2) dx = κ2 ∫
Ω
|χκ|2(a(x)− |ψ|2)|ψ|2 dx . (10.14)
We estimate
∫
Ω |(∇− iκHA)χκψ|2 dx from below. As in [21, Proposition 6.2], we can prove that,∫
Ω
|(∇− iκHA)χκψ|2 dx ≥ κH
∫
Ω
curlF |χκψ|2 dx− κH‖ curl(A− F)‖L2(Ω)‖χκψ‖2L4(Ω) .
Noticing that curlF = B0(x) and ‖ curl(A− F)‖L2(Ω) ≤
c
H
‖ψ‖L2(Ω), we have,∫
Ω
|(∇− iκHA)χκψ|2 dx ≥ κH
∫
Ω
B0(x) |χκψ|2 dx− c κ ‖ψ‖L2(Ω)‖χκψ‖2L4(Ω) .
Implementing a Cauchy-Schwarz inequality, we get∫
Ω
|(∇− iκHA)χκψ|2 dx ≥ κH
∫
Ω
B0(x) |χκψ|2 dx− c2 ‖ψ‖2L2(Ω) − κ2‖χκψ‖4L4(Ω) . (10.15)
Inserting (10.15) into (10.14), we obtain,∫
Ω
(
κH B0(x)− κ2 a(x)
) |χκψ|2 dx ≤ c2 ∫
Ω
|ψ|2 dx+
∫
Ω
|∇χκ|2|ψ|2 dx−κ2
∫
Ω
(
χ2κ − χ4κ
) |ψ|4 dx .
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As a consequence of (10.11), the inequality above becomes,
C κ
3
2
∫
|χκψ(x)|2 dx ≤ c2
∫
Ω
|ψ|2 dx+
∫
Ω
|∇χκ|2|ψ|2 dx− κ2
∫
Ω
(
χ2κ − χ4κ
) |ψ|4 dx .
Notice that −κ2 ∫Ω (χ2κ − χ4κ) |ψ|4 dx ≤ 0 .
Decomposing the integral
∫
Ω
|ψ|2 dx =
∫
Ω
|χκψ|2 dx +
∫
Ω
(1 − χ2κ)|ψ|2 dx, using (10.11) and
choosing C such that C ≥ 2c2, we get,
1
2
C κ
3
2
∫
|χκψ(x)|2 dx ≤
(
c2 + ‖χ′‖2L∞(R) λ−2
)∫
{x∈Ω: dist(x,Γ)≤λ}
|ψ|2 dx .
Recall that λ = κ−
3
4 , we observe that,∫
|χκψ(x)|2 dx ≤ 4‖χ′‖2L∞(R)
∫
{x∈Ω: dist(x,Γ)≤λ}
|ψ|2 dx ,
and consequently, we get,∫
|ψ(x)|2 dx ≤
(
4‖χ′‖2L∞(R) + 1
)∫
{x∈Ω: dist(x,Γ)≤λ}
|ψ|2 dx .
By choosing C = max
(
2 c2, 4‖χ′‖2L∞(R) + 1
)
, we obtain,
‖ψ‖2L2(Ω) ≤ C κ−
3
8 ‖ψ‖2L4(Ω) .

Theorem 10.4. Supose that Γ = ∅ and {a > 0} 6= ∅. There exists C > 0 and κ0 such that, if
H satisfies
H > κ max
(
sup
x∈Ω
a(x)
B0(x)
, sup
x∈∂Ω
a(x)
Θ0B0(x)
)
+ C κ
1
2 , (10.16)
then (0,F) is the unique solution to (1.12).
Moreover,
H
cp
C3 ≤ κ max
(
sup
x∈Ω
a(x)
B0(x)
, sup
x∈∂Ω
a(x)
Θ0B0(x)
)
+ C κ
1
2 .
Proof. We first observe that it results from Giorgi-Phillips like Theorem 8.3 that it remains
only to prove the theorem under the stronger Assumption (10.6). Suppose now that (ψ,A) is a
solution of (1.12) with ψ 6= 0, we observe that,
0 < κ2‖ψ‖4L4(Ω) = −
∫
Ω
(|(∇− iκHA)ψ|2 − κ2a(x)|ψ|2) dx := > . (10.17)
We can write,
−> ≥ (1−
√
>κ−1)
∫
Ω
|(∇− iκHF)ψ|2 dx− κ2
∫
Ω
a(x)|ψ|2 dx− (κH)
2
√>κ−1
∫
Ω
|(A− F)ψ|2 dx
≥ µ1(κ,H) ‖ψ‖2L2(Ω) −
√
>κ−1‖(∇− iκHF)ψ‖2L2(Ω) −
(κH)2√>κ−1 ‖(A− F)ψ‖
2
L2(Ω) . (10.18)
We reffer to (8.3) and (8.7), we have,
−> ≥ µ1(κ,H) ‖ψ‖2L2(Ω) − C
√
>κ ‖ψ‖2L2(Ω) . (10.19)
Thanks to Proposition 10.3, using (10.17), we get,
‖ψ‖2L2(Ω) ≤ C κ−
11
8
√
> . (10.20)
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As a consequence of (10.20), (10.19) becomes,
−> ≥ µ1(κ,H) ‖ψ‖2L2(Ω) − C ′ κ−
3
8 > . (10.21)
Having in mind that ψ 6= 0 and > > 0 (see (10.17)), we deduce for κ sufficiently large µ1(κ,H) <
0, which is in contradiction with Proposition 10.2. Therefore, we conclude that ψ = 0, which is
what we needed to prove. 
Proposition 10.5. Supose that Γ = ∅ and {a > 0} 6= ∅. There exists C > 0 and κ0 such that,
if H satisfies
H ≤ κ max
(
sup
x∈Ω
a(x)
B0(x)
, sup
x∈∂Ω
a(x)
Θ0B0(x)
)
− C κ 12 , (10.22)
then there exists a solution (ψ,A) of (1.12) with ‖ψ‖L2(Ω) 6= 0.
Moreover,
κ max
(
sup
x∈Ω
a(x)
B0(x)
, sup
x∈∂Ω
a(x)
Θ0B0(x)
)
− C κ 12 ≤ HcpC3 .
Proof. We use (tψ∗,F), with t sufficiently small and ψ∗ an eigenfunction associated with µ1(κ,H),
as a test configuration for the functional (1.1), i.e.∫
Ω
(|(∇− iκHF)ψ∗|2 − κ2 a(x)|ψ∗|2) dx = µ1(κ,H)‖ψ∗‖2L2(Ω) .
Proposition 10.1 tells us that there exists a constant C such that, under Assumption (10.22),
µ1(κ,H) < 0 .
Therefore,
C1(κ,H) :=
∫
Ω
(|(∇− iκHF)ψ∗|2 − κ2 a(x)|ψ∗|2) dx < 0 .
We can write,
Eκ,H,a,B0(tψ∗,F) = t2
∫
Ω
(|(∇− iκHF)ψ∗|2 − κ2 a(x)|ψ∗|2) dx+ t4 κ2
2
∫
Ω
|ψ∗|4 dx+ κ
2
2
∫
Ω
a(x) dx
= t2
(
C1(κ,H) + t
2 κ
2
2
∫
Ω
|ψ∗|4 dx
)
+ Eκ,H,a,B0(0,F) .
We choose t such that,
C1(κ,H) + t
2 κ
2
2
∫
Ω
|ψ∗|4 dx < 0 .
Thus, we get
Eκ,H,a,B0(tψ∗,F) < Eκ,H,a,B0(0,F) .
Hence a minimizer, which is a solution of (1.12), will be non-trivial. 
10.3. End of the proof of Theorem 1.6. First, we will prove the following inclusion,
N loc(κ) ⊂ N (κ) .
We see that if H /∈ N (κ), then (0,F) is a local minimizer of Eκ,H,a,B0 . Thus, the Hessian of the
functional Eκ,H,a,B0 at the normal state (0,F) should be positive.
For every (φ˜, A˜) ∈ H1(Ω)×H1div(Ω) we have,
Eκ,H,a,B0(tφ˜,F+ tA˜) = t2
[
QΩκHF,−κ2a(φ˜) + (κH)2
∫
Ω
| curl A˜|2 dx
]
+O(t3) .
This implies that the Hessian of the functional Eκ,H,a,B0 at the normal state (0,F) can be written
as follows:
Hess(0,F)[φ˜, A˜] = QΩκHF,−κ2a(φ˜) + (κH)2
∫
Ω
| curl A˜|2 dx .
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Since Hess(0,F)[φ˜, A˜] ≥ 0, we get that µ1(κH) ≥ 0 , and consequently H /∈ N loc(κ). Hence we
obtain the above inclusion.
On the other hand, if (ψ,A) is a minimizer of the functional in (1.1) with ψ 6= 0, then (ψ,A) is
a solution of (1.12), and we have the following inclusion,
N (κ) ⊂ N cp(κ) ,
and consequently,
N loc(κ) ⊂ N (κ) ⊂ N cp(κ) . (10.23)
Having in mind the definition of all the critical fields in (1.27), (1.28) and (1.29), we deduce that,
H
loc
C3(κ) ≤ HC3(κ) ≤ H
cp
C3(κ) , (10.24)
Using (10.23), we observe that,
R+ \ N cp(κ) ⊂ R+ \ N (κ) ⊂ R+ \ N loc(κ) .
From the definition of all the critical fields, we conclude that,
H locC3(κ) ≤ HC3(κ) ≤ HcpC3(κ) . (10.25)
We note that H locC3 ≤ H
loc
C3 and H
cp
C3
≤ HcpC3 . Therefore, all the critical fields are contained in the
interval [H locC3 , H
cp
C3 ].
By Proposition 10.1 and Theorem 10.4, we get the existence of positive constants C and κ0, such
that for κ ≥ κ0,
κ max
(
sup
x∈Ω
a(x)
B0(x)
, sup
x∈∂Ω
a(x)
Θ0B0(x)
)
− C κ 12 ≤ H locC3 ≤ H
cp
C3
≤ κ max
(
sup
x∈Ω
a(x)
B0(x)
, sup
x∈∂Ω
a(x)
Θ0B0(x)
)
+ C κ
1
2 . (10.26)
As a consequence, we have proved Theorem 1.6 for the six critical fields.
Remark 10.6. As in [13], it would be interesting to show that all the critical fields coincide when
κ is large enough.
11. Asymptotics of µ1(κ,H): the case with vanishing magnetic field
In this section we give an estimate for the lowest eigenvalue µ1(κ,H) of the operator PΩκHF,−κ2a
(see (1.26)) in the case when Γ = ∅ with a κ-independent pinning, i.e. a(κ, x) = a(x). The
results in this section are valid under the assumption Γ 6= ∅, where the set Γ is introduced in
(1.3). Let
B = κH and σ̂ = H
κ2
. (11.1)
We observe that,
PΩκHF,−κ2a = P
Ω
BF,−(Bσ̂ )
2
3 a
.
We will give an estimate for the lowest eigenvalue µB,σ̂ of PΩ
BF,−(Bσ̂ )
2
3 a
. After a change of notation,
we deduce an estimate for µ1(κ,H).
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11.1. Lower bound. In the absence of a pinning term, that is when a = 1, Pan and Kwek
[34] gave the lower bound for the lowest eigenvalue µ(BF) of PΩBF,0 when B → +∞. In this
subsection, we determine a lower bound for µ1 when κ→ +∞ and the pinning term is present.
We first recall the definition of λ0 in (1.31), the definition of Γ in (1.3) and for any θ ∈ (0, pi) we
recall that λ(R2+, θ) is the bottom of the spectrum of the operator P
R2+
Aapp,θ,0
, with
Aapp,θ = −
(
x22
2
cos θ,
x21
2
sin θ
)
.
We then define for any σ̂ > 0,
Λ̂1(B0, a, σ̂) = min
{
inf
x∈Γ∩Ω
{
λ0
(
σ̂ |∇B0(x)|
) 2
3 − a(x)
}
,
inf
x∈Γ∩∂Ω
{
λ(R2+, θ(x))
(
σ̂ |∇B0(x)|
) 2
3 − a(x)
}}
. (11.2)
Here, for x ∈ Γ ∩ ∂Ω, θ(x) denotes the angle between ∇B0(x) and the inward normal vector
−ν(x).
We start with a proposition that states a lower bound of µ1(κ,H) in the case when Γ 6= ∅.
Proposition 11.1. Let I be a closed interval in (0,∞). There exist two positive constants B0 > 0
and C > 0 such that if B ≥ B0, σ̂ ∈ I, ψ ∈ H1(Ω) \ {0} and a ∈ C1(Ω), then,
QΩ
BF,−(Bσ̂ )
2
3 a
(ψ)
‖ψ‖2
L2(Ω)
≥
(B
σ̂
) 2
3 (
Λ̂1(B0, a, σ̂)− CB− 118
)
. (11.3)
Proof. Let ` = B−7/29. We define the following sets,
D1 = {x ∈ Ω : dist(x,Γ) < 2 `} , D2 = {x ∈ Ω : dist(x,Γ) > `} .
Let hj be a partition of unity satisfying
2∑
j=1
h2j = 1 ,
2∑
j=1
|∇hj |2 ≤ C `−2 = CB14/29 and supphj ⊂ Dj (j ∈ {1, 2}) .
There holds the following decomposition,
QΩ
BF,−(Bσ̂ )
2
3 a
(ψ) = QD1
BF,−(Bσ̂ )
2
3 a
(h1ψ) +QD2
BF,−(Bσ̂ )
2
3 a
(h2ψ)−
2∑
j=1
∫
Ω
|∇hj |2|ψ|2 dx
≥ QD1
BF,−(Bσ̂ )
2
3 a
(h1ψ) +QD2
BF,−(Bσ̂ )
2
3 a
(h2ψ)− CB14/29
∫
Ω
|ψ|2 dx . (11.4)
We cover the curve Γ by a family of disks
D(ωj , `) ⊂ {x ∈ R2 : dist(x,Γ) ≤ 2`} and D1 ⊂
⋃
j
D(ωj , `) (ωj ∈ Γ) .
Consider a partition of unity satisfying∑
j
χ2j = 1 ,
∑
j
|∇χj |2 ≤ C `−2 and suppχj ⊂ D(ωj , `) .
Moreover, we can add the property that:
either suppχj ∩ Γ ∩ ∂Ω = ∅ , either ωj ∈ Γ ∩ ∂Ω .
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We may write,
QD1
BF,−(Bσ̂ )
2
3 a
(h1ψ) =
∑
int
QD1
BF,−(Bσ̂ )
2
3 a
(χjh1ψ)+
∑
bnd
QD1
BF,−(Bσ̂ )
2
3 a
(χjh1ψ)−
∑
j
∫
D1
|∇χj |2|h1ψ|2 dx ,
(11.5)
where ‘int’ is in reference to the j’s such that ωj ∈ Γ∩Ω and ‘bnd’ is in reference to the j’s such
that ωj ∈ Γ ∩ ∂Ω.
For the last term on the right side of (11.5), we get using the assumption on χj :∫
D1
|∇χj |2|h1ψ|2 dx ≤ C `−2
∫
D1
|h1ψ|2 dx = C B14/29
∫
D1
|h1ψ|2 dx . (11.6)
We have to find a lower bound for QD1
BF,−(Bσ̂ )
2
3 a
(h1ψ) for each j such that ωj ∈ Γ ∩ Ω and for
each j such that ωj ∈ Γ ∩ ∂Ω. Thanks to [33], we have,∫
Ω
|(∇− iBF)χjh1ψ|2 dx ≥ B 23
∫
Ω
(
(λ0 |∇B0(ωj)|
) 2
3 − CB−1/18
)
|χjh1ψ|2 dx .
Using Taylor’s formula, we can write in every disk D(wj , `),
|a(x)− a(wj)| ≤ C` = CB−7/29 ≤ CB−1/18 . (11.7)
In that way, we get,∑
int
QD1
BF,−(Bσ̂ )
2
3 a
(χjh1ψ)
≥
∑
int
(B
σ̂
) 2
3
(
λ0
(
σ̂ |∇B0(ωj)|
) 2
3 − a(ωj)− CB−1/18
)∫
|χjh1ψ|2 dx
≥
(B
σ̂
) 2
3
(
inf
x∈Γ∩Ω
{
λ0
(
σ̂ |∇B0(x)|
) 2
3 − a(x)
}
− CB−1/18
)∑
int
∫
|χjh1ψ|2 dx . (11.8)
In a similar fashion, the analysis in [33] and (11.7) yields,∑
bnd
QD1
BF,−(Bσ̂ )
2
3 a
(χjh1ψ)
≥
∑
bnd
(B
σ̂
) 2
3
(
λ(R2+, θ(ωj))
(
σ̂ |∇B0(ωj)|
) 2
3 − a(ωj)− CB−1/18
)∫
|χjh1ψ|2 dx
≥
(B
σ̂
) 2
3
(
inf
x∈Γ∩∂Ω
{
λ(R2+, θ(x))
(
σ̂ |∇B0(x)|
) 2
3 − a(x)
}
− CB−1/18
)∑
bnd
∫
|χjh1ψ|2 dx .
(11.9)
We insert (11.8), (11.9) and (11.6) into (11.5) to obtain,
QD1
BF,−(Bσ̂ )
2
3 a
(h1ψ) ≥
(B
σ̂
) 2
3 (
Λ̂1(B0, a, σ̂)− CB−1/18
) ∫
|h1ψ|2 dx . (11.10)
Now, we will bound
∫
Ω |(∇− iBF)h2ψ|2 dx from below. Let `1 < `, we cover D2 by a family
of disks
D(ω′j , `1) ⊂ {x ∈ R2 : dist(x,Γ) ≥ `1}
(
ω′j ∈ Ω
)
.
Consider a partition of unity satisfying∑
j
χ2j = 1 ,
∑
j
|∇χj |2 ≤ C `−21 and suppχj ⊂ D(ω′j , `1) .
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There holds the decomposition formula,∫
Ω
|(∇− iBF)h2ψ|2 dx =
∑
j
∫
Ω
|(∇− iBF)χj h2ψ|2 dx−
∑
j
∫
Ω
|∇χj |2|h2ψ|2 dx
≥
∑
j
∫
Ω
|(∇− iBF)χj h2ψ|2 dx− C`−21
∫
Ω
|h2ψ|2 dx , (11.11)
We observe that there exists a gauge function ϕj satisfying (see [4, Equation (A.3)]),∣∣F(x)− (B0(ω′j)A0(x− ω′j) +∇ϕj)∣∣ ≤ C `21 in D(ω′j , `′1) .
Using Cauchy-Schwarz inequality, we may write,∫
Ω
|(∇− iBF)χj h2ψ|2 dx ≥ 1
2
∫
Ω
|(∇− iBB0(ω′j)A0(x− ω′j))e−iBϕjχj h2ψ|2 dx
− C B2 `41
∫
Ω
|χj h2ψ|2 dx .
We are reduced to the analysis of the Neumann realization of the Schrödinger operator with a
constant magnetic field equal to BB0(ω′j) in our case.
Notice that by the assumption on h2, there exist constants M > 0 and B0 > 0 such that, for all
j, |B0(ω′j)| ≥M ` in the support of h2. Thus,
∀j, B|B0(ω′j)| ≥M B ` = MB22/29  1 .
Moreover, the magnetic potentials A0(x) and A0(x− ω′j) are gauge equivalent since
A0(x− ω′j) = A0(x)−A0(ω′j) = A0(x)−∇(A0(ω′j) · x) .
Thanks to Theorem 8.2, there exists a constant B0 such that, for any B ≥ B0, we write by the
min-max principle,∑
j
∫
Ω
|(∇− iBF)χj h2ψ|2 dx ≥
Θ0B |B0(ω′j)|
2
∑
int
∫
Ω
|χj h2ψ|2 dx− C B2 `41
∑
int
∫
Ω
|χj h2ψ|2 dx
≥
(
MΘ0
2
B `− CB2 `41
)∑
j
∫
Ω
|χj h2ψ|2 dx
=
(
MΘ0
2
B `− CB2 `41
)∫
Ω
|h2ψ|2 dx . (11.12)
Putting (11.12) into (11.11), we obtain
QD2
BF,−(Bσ̂ )
2
3 a
(h2ψ) =
∫
Ω
|(∇− iBF)h2ψ|2 dx−
(B
σ̂
)2/3 ∫
Ω
a(x)|h2ψ|2 dx
≥
(
MΘ0
2
B `− CB2 `41 − C`−21
)∫
Ω
|h2ψ|2 dx−
(B
σ̂
)2/3 ∫
Ω
a(x)|h2ψ|2 dx .
(11.13)
We choose `1 = B−ρ and 922 < ρ <
11
29 . We observe that,
B2 `41 = B2−4ρ  B22/29 = B ` , `−21 = B2ρ  B ` , B2/3  B22/29 = B ` .
In this way, we infer from (11.13), that there exists a constant c > 0 such that, for B sufficiently
large,
QD2
BF,−(Bσ̂ )
2
3 a
(h2ψ) ≥ cB22/9
∫
Ω
|h2ψ|2 dx ≥
(B
σ̂
) 2
3
Λ̂1(B0, a, σ̂)
∫
Ω
|h2ψ|2 dx . (11.14)
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Collecting (11.4), (11.10) and (11.14), we finish the proof of Proposition 11.1.

Theorem 11.2 is valid under the assumption that,
λ̂min ≤ H
κ2
≤ λ̂max , (11.15)
where 0 < λ̂min < λ̂max <∞ are constants independent of κ and H.
Theorem 11.2. Let Ω ⊂ R2 is an open bounded set with a smooth boundary and Γ 6= ∅. Suppose
that (11.15) hold and a ∈ C1(Ω), we have
µ1(κ,H) ≥ κ2 Λ̂1
(
B0, a,
H
κ2
)
+O(κ 116 ) , asκ→ +∞ .
Here, Λ̂1 is introduced in (11.2).
Proof. We apply Proposition 11.1 with
B = κH , σ̂ = H
κ2
and I = [λ̂min, λ̂max] .
Let us verify that the conditions of the proposition are satisfied for this choice. Thanks to (11.15),
σ̂ ∈ I. Now, as κ→ +∞, we have,
B = σ̂ κ3 → +∞ .
This implies that, as κ→ +∞,
µ1(κ,H) ≥ κ2 Λ̂1
(
B0, a,
H
κ2
)
+O(κ 116 ) .
This finish the proof of the theorem. 
11.2. Upper bound.
The next theorem is a generalization of the results in [34] and [33] valid when the pinning
term a(κ, x) = a(x) is independent of κ and non-constant.
We denote by µB,σ̂ the lowest eigenvalue of the operator PΩ
BF,−(Bσ̂ )
2
3 a
i.e.
µB,σ̂ = inf
ψ∈H1(Ω)\{0}
QΩ
BF,−(Bσ̂ )
2
3 a
(ψ)
‖ψ‖2
L2(Ω)
.
Proposition 11.3. Suppose that Γ 6= ∅ and λ̂max > 0. There exist positive constants C and B0
such that, for σ̂ ∈ (0, λ̂max], a ∈ C1(Ω) and B ≥ B0, we have,
µB,σ̂ ≤
(B
σ̂
) 2
3 (
Λ̂1(B0, a, σ̂)− CB− 118
)
. (11.16)
Proof. Let x0 ∈ Γ. In [34, 33], a quasi-mode u(B, x0;x) is constructed such that, suppu(B, x0; ·) ⊂
Ω ∩B(0,B−1/18) and,
∀ B ≥ B0 ,
∫
Ω
|(∇− iBF)u(B, x0;x)|2 dx∫
Ω
|u(B, x0;x)|2 dx
≤ B 23
(
Λ(x0) + CB−1/18
)
,
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where B0 and C are constants independent of the point x0 and the parameter B, and
Λ(x0) =
{
λ0 |∇B0(x0)| 23 if x0 ∈ Γ ∩ Ω ,
λ(R2+, θ(x0)) |∇B0(x0)|
2
3 if x0 ∈ Γ ∩ ∂Ω .
Using the smoothness of the function a(·), we get in the support of u(B, x0; ·),
|a(x)− a(x0)| ≤ CB−1/18 .
Thus, we deduce that,
QΩ
BF,−(Bσ̂ )
2
3 a
(u(B, x0; ·)
‖u(B, x0; ·)‖2L2(Ω)
≤
(B
σ̂
) 2
3 (
σ̂
2
3Λ(x0)− a(x0) + CB−1/18
)
.
Thanks to the min-max principle, we deduce that,
µB,σ̂ ≤
(B
σ̂
) 2
3 (
σ̂
2
3Λ(x0)− a(x0) + CB−1/18
)
.
Since this is true for all x0 ∈ Γ, we deduce that,
µB,σ̂ ≤
(B
σ̂
) 2
3 (
Λ̂1(B0, a, σ̂) + CB−1/18
)
,
where Λ̂1(B0, a, σ̂) is introduced in (11.2). 
Proposition 11.3 permits to obtain:
Theorem 11.4. Let λ̂max > 0. Suppose that Γ 6= ∅ and a ∈ C1(Ω). There exist two constants
C1 > 0 and κ0 > 0 such that, if,
κ ≥ κ0 , and κ0κ−1 < H < λ̂maxκ2 (11.17)
then
µ1(κ,H) ≤ κ2 Λ̂1
(
B0, a,
H
κ2
)
+ C1κ
11
6 , asκ→ +∞ .
Proof. To apply the results of Proposition 11.3, we take B = κH and σ̂ = H
κ2
. We see for κ
sufficiently large that σ̂ ∈ (0, λ̂max) and B large. 
Theorem 11.4 is valid when κH ≥ κ0 and κ0 is sufficiently large.
12. Proof of Theorem 1.7
12.1. Analysis of H locC3 and H
loc
C3 .
In this subsection we will prove Theorem 1.7 for H locC3 and H
loc
C3 . We first recall some useful results
from [34] about the relation between the eigenvalues λ0 and λ(R2+, θ), introduced in (1.31) and
in (1.33).
Theorem 12.1.
(i) λ(R2+, 0) = λ0 .
(ii) If 0 < θ < pi, then λ(R2+, θ) < λ0.
The next proposition gives the region where µ1(κ,H) < 0 that allows us to obtain an infor-
mation about H locC3 (see (1.29)) in the case when the magnetic field B0 is constant with a pining
term.
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Proposition 12.2. Suppose that {a > 0} 6= ∅ and Γ 6= ∅. There exist constants C > 0 and
κ0 ≥ 0 such that if
κ ≥ κ0 , H ≤ max
 sup
x∈Γ∩Ω
a(x)
3
2
λ
3
2
0 |∇B0(x)|
, sup
x∈Γ∩∂Ω
a(x)
3
2
λ(R2+, θ(x))
3
2 |∇B0(x)|
 κ2−C κ 116 , (12.1)
then,
µ1(κ,H) < 0 .
Moreover,
max
 sup
x∈Γ∩Ω
a(x)
3
2
λ
3
2
0 |∇B0(x)|
, sup
x∈Γ∩∂Ω
a(x)
3
2
λ(R2+, θ(x))
3
2 |∇B0(x)|
 κ2 − C κ 116 ≤ H locC3 .
Proof. We have two cases:
Case 1. Here, we suppose that,
sup
x∈Γ∩Ω
a(x)
3
2
λ
3
2
0 |∇B0(x)|
> sup
x∈Γ∩∂Ω
a(x)
3
2
λ(R2+, θ(x))
3
2 |∇B0(x)|
.
Thanks to the assumption in (1.4), we have, for all x ∈ Γ ∩ ∂Ω, 0 < θ(x) < pi. Theorem 12.1
then tells us that,
∀ x ∈ Γ ∩ ∂Ω , a(x)
3
2
λ(R2+, θ(x))
3
2 |∇B0(x)|
>
a(x)
3
2
λ
3
2
0 |∇B0(x)|
.
Thus, there exists x0 ∈ Ω∩Γ such that (the supremum of a(x)
3
2
λ
3
2
0 |∇B0(x)|
in Γ∩Ω can not be attained
on the boundary),
sup
x∈Γ∩Ω
a(x)
3
2
λ
3
2
0 |∇B0(x)|
=
a(x0)
3
2
λ
3
2
0 |∇B0(x0)|
.
If (12.1) is satisfied for some C > 0, then,
H
κ2
≤ a(x0)
3
2
λ
3
2
0 |∇B0(x0)|
− C κ− 16 ,
that we can write in the form,
κ2
(
λ0
(
H
κ2
|∇B0(x0)|
) 2
3
− a(x0)
)
≤ −CM κ 116 , (12.2)
where M > 0 is a constant independent of C.
Suppose that κH ≥ B0 where B0 is selected sufficiently large such that we can apply Theo-
rem 11.4. (Thanks to Lemma 9.8, µ1(κ,H) < 0 when κH < B0).
By Theorem 11.4, there exist positive constants C1 and κ0 such that, for κ ≥ κ0,
µ1(κ,H) ≤ κ2 inf
x∈Γ∩Ω
(
λ0
(
H
κ2
|∇B0(x)|
) 2
3
− a(x)
)
+ C1 κ
11
6
≤ κ2
(
λ0
(
H
κ2
|∇B0(x0)|
) 2
3
− a(x0)
)
+ C1 κ
11
6
≤ (C1 − CM)κ 116 . (12.3)
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By choosing C such that CM > C1, we get,
µ1(κ,H) < 0 .
Case 2. Here, we suppose that
sup
x∈Γ∩∂Ω
a(x)
3
2
λ(R2+, θ(x))
3
2 |∇B0(x)|
≥ sup
x∈Γ∩Ω
a(x)
3
2
λ
3
2
0 |∇B0(x)|
.
The assumption in (12.1) and the upper bound in Theorem 11.4 give us, for all κ ≥ κ0, κH ≥ B0
and B0 a sufficiently large constant,
µ1(κ,H) ≤ (C1 − C M˜)κ 116 .
where M˜ > 0 is a constant independent of C. By choosing C such that C M˜ > C1, we get,
µ1(κ,H) < 0 .
This finishes the proof of the proposition. 
The next proposition gives us a lower bound of H locC3 (see (1.29)). This is obtained by localizing
the region where µ1(κ,H) > 0 holds.
Proposition 12.3. Suppose that {a > 0} 6= ∅, λ̂max > 0 and Γ = ∅. There exist constants
C > 0 and κ0 > 0 such that if
κ ≥ κ0 , λ̂max κ ≥ H
> max
 sup
x∈Γ∩Ω
a(x)
3
2
λ
3
2
0 |∇B0(x)|
, sup
x∈Γ∩∂Ω
a(x)
3
2
λ(R2+, θ(x))
3
2 |∇B0(x)|
 κ2 + C κ 116 ,
(12.4)
then,
µ1(κ,H) > 0 .
Moreover,
H
loc
C3 ≤ max
 sup
x∈Γ∩Ω
a(x)
3
2
λ
3
2
0 |∇B0(x)|
, sup
x∈Γ∩∂Ω
a(x)
3
2
λ(R2+, θ(x))
3
2 |∇B0(x)|
 κ2 + C κ 116 .
Proof. Having in mind the definition of Λ̂1 in (11.2), under the assumption in (12.4), we get for
κ large enough,
Λ̂1
(
B0, a,
H
κ2
)
≥ CM κ− 16 , (12.5)
where M > 0 is a constant independent of the constant C.
Thanks to Theorem 11.2, we get the existence of positive constants C ′ and κ0 such that, for
κ ≥ κ0,
µ1(κ,H) ≥ (CM − C ′)κ 116
To finish the proof, we choose C sufficiently large such that CM > C ′. 
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12.2. Analysis of HcpC3 and H
cp
C3.
Proposition 12.4 below is an adaptation of an analogous result obtained in [21] for the func-
tional in (1.1) with a constant pinning term. Proposition 12.4 is valid when Γ 6= ∅. Proposi-
tion 12.4 says that, if (ψ,A) is a critical point of the functional in (1.1) and H is of order κ2,
then |ψ| is concentrated near the set Γ.
Proposition 12.4. Let ε > 0. There exist two positive constants C and κ0 such that, if
κ ≥ κ0 , H ≥ ε κ2 , (12.6)
and (ψ,A) is a solution of (1.12), then
‖ψ‖2L2(Ω) ≤ C κ−
1
4 ‖ψ‖2L4(Ω) . (12.7)
Proof. Let λ = κ−
1
2 and Ωλ = {x ∈ Ω : dist(x, ∂Ω) > λ & dist(x,Γ) > λ}. We introduce a
function h ∈ C∞c (Ω) satisfying
0 ≤ h ≤ 1 in Ω , h = 1 in Ωλ , supph ⊂ Ωλ/2 ,
and
|∇h| ≤ C
λ
in Ω ,
where C is a positive constant.
Using (8.2), we can prove that (see the detailed proof in [21, Eq. (6.6)] when a is constant),
κH
∫
Ω
|B0(x)| |hψ|2 dx− c κ ‖ψ‖L2(Ω)‖hψ‖2L4(Ω) ≤
∫
Ω
|(∇− iκHA)hψ|2 dx .
Now, the Cauchy-Schwarz inequality yields,
c κ ‖ψ‖L2(Ω)‖hψ‖2L4(Ω) ≤ c2‖ψ‖2L2(Ω) + κ2‖hψ‖4L4(Ω) ,
which implies that∫
Ω
(
κH |B0(x)| − κ2 a(x)
) |hψ|2 dx ≤ ∫
Ω
|(∇− iκHA)hψ|2 dx− κ2
∫
Ω
a(x) |hψ|2 dx
+ c2‖ψ‖2L2(Ω) + κ2‖hψ‖4L4(Ω) .
We may use a localization formula as the one in (10.14) (but with χκ = h) to write,∫
Ω
(
κH |B0(x)| − κ2 a(x)
) |hψ|2 dx ≤ c2 ∫
Ω
|ψ|2 dx+
∫
Ω
|∇h|2|ψ|2 dx+ κ2
∫
Ω
(h4 − h2)|ψ|4 dx
≤ c2
∫
Ω
|ψ|2 dx+
∫
Ω
|∇h|2|ψ|2 dx .
Here, we have used the fact that h4 ≤ h2 since 0 ≤ h ≤ 1.
By assumption (1.4), |∇B0| does not vanish on Γ, hence
|B0(x)| ≥ 1
M
κ−
1
2 in {dist(x,Γ) ≥ λ} , (12.8)
for some constant M > 0.
Thus, by using (1.10) and (12.6), we get,( ε
M
κ
5
2 − κ2 a
)∫
Ω
|hψ|2 dx ≤ c2
∫
Ω
|ψ|2 dx+
∫
Ω
|∇h|2|ψ|2 dx .
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Writing
∫
Ω
|ψ|2 dx =
∫
Ω
|hψ|2 dx+
∫
Ω
(1− h2)|ψ|2 dx and using the assumption on h, we have,( ε
M
κ
5
2 − κ2 a− c2
)∫
Ω
|hψ(x)|2 dx ≤ (c2 + C κ)
∫
Ω\Ωλ
|ψ|2 dx .
For κ large enough, εM κ
5
2 − κ2 a− c2 ≥ ε2M κ
5
2 and∫
Ω
|hψ(x)|2 dx ≤ 2M
ε
C κ−
3
2
∫
Ω\Ωλ
|ψ|2 dx .
Thanks to the assumption on the support of h, we get further,∫
Ω
|ψ(x)|2 dx ≤
(
2
M
ε
C κ−
3
2 + 1
)∫
Ω\Ωλ
|ψ|2 dx .
Recall that λ = κ−
1
2 . The Cauchy Schwarz inequality yields,∫
Ω\Ωλ
|ψ(x)|2 dx ≤ |Ω \ Ωλ|1/2
(∫
Ω\Ωλ
|ψ|4 dx
) 1
2
≤ C κ− 14
(∫
Ω
|ψ|4 dx
) 1
2
.
This finishes the proof of the proposition. 
Now, we can give an upper bound of the critical field HcpC3 in the case when Γ 6= ∅ and with
a pining term.
Theorem 12.5. Supose that Γ 6= ∅ and {a > 0} 6= ∅. There exists C > 0 and κ0 such that, if
H satisfies
H > max
 sup
x∈Γ∩Ω
a(x)
3
2
λ
3
2
0 |∇B0(x)|
, sup
x∈Γ∩∂Ω
a(x)
3
2
λ(R2+, θ(x))
3
2 |∇B0(x)|
 κ2 + C κ 116 , (12.9)
then (0,F) is the unique solution to (1.12).
Moreover,
H
cp
C3 ≤ max
 sup
x∈Γ∩Ω
a(x)
3
2
λ
3
2
0 |∇B0(x)|
, sup
x∈Γ∩∂Ω
a(x)
3
2
λ(R2+, θ(x))
3
2 |∇B0(x)|
 κ2 + C κ 116 .
Proof. In light of the result in Theorem 8.5, we may assume the extra condition that H ≤ λmaxκ2
for a sufficiently large constant λmax.
We take the constant C in (12.9) as in Proposition 12.3. In that way, under the assumption
in (12.9), we have
µ1(κ,H) < 0 . (12.10)
Suppose now that (ψ,A) is a solution of (1.12) with ψ 6= 0. Similarly, as in the proof of
Theorem 10.4, we have,
−> ≥ µ1(κ,H) ‖ψ‖2L2(Ω) − C
√
>κ ‖ψ‖2L2(Ω) , (12.11)
where > = κ2‖ψ‖4L4(Ω) is introduced in (10.17).
To apply the result of Proposition 12.4, we take
ε =
1
2
max
 sup
x∈Γ∩Ω
a(x)
3
2
λ
3
2
0 |∇B0(x)|
, sup
x∈Γ∩∂Ω
a(x)
3
2
λ(R2+, θ(x))
3
2 |∇B0(x)|
 ,
and get,
‖ψ‖2L2(Ω) ≤ C κ−
1
4 ‖ψ‖2L4(Ω) = Cκ−
5
4
√
> . (12.12)
2D GINZBURG-LANDAU FUNCTIONAL 51
Putting (12.12) into (12.11), we obtain,
−> ≥ µ1(κ,H) ‖ψ‖2L2(Ω) − C ′ κ−
1
4 > .
We conclude that, for κ ≥ κ0 and κ0 a sufficiently large constant, µ1(κ,H) < 0, which is in
contradiction with (12.10). Therefore, we conclude that ψ = 0. 
Following the argument given in Proposition 10.5, we get:
Proposition 12.6. Supose that Γ 6= ∅ and {a > 0} 6= ∅. There exists C > 0 and κ0 such that,
if κ ≥ κ0 and H satisfies
H ≤ max
 sup
x∈Γ∩Ω
a(x)
3
2
λ
3
2
0 |∇B0(x)|
, sup
x∈Γ∩∂Ω
a(x)
3
2
λ(R2+, θ(x))
3
2 |∇B0(x)|
 κ2 − C κ 116 , (12.13)
then there exists a solution (ψ,A) of (1.12) with ‖ψ‖L2(Ω) 6= 0.
Moreover,
max
 sup
x∈Γ∩Ω
a(x)
3
2
λ
3
2
0 |∇B0(x)|
, sup
x∈Γ∩∂Ω
a(x)
3
2
λ(R2+, θ(x))
3
2 |∇B0(x)|
 κ2 − C κ 116 ≤ HcpC3 .
End of the proof of Theorem 1.7. All the critical fields are contained in the interval
[H locC3 , H
cp
C3 ] (the proof of this statement is exactly as the one given for (10.24) and (10.25)).
By Proposition 12.2 and Theorem 12.5, we get the existence of positive constants C and κ0, such
that for κ ≥ κ0,
max
 sup
x∈Γ∩Ω
a(x)
3
2
λ
3
2
0 |∇B0(x)|
, sup
x∈Γ∩∂Ω
a(x)
3
2
λ(R2+, θ(x))
3
2 |∇B0(x)|
 κ2 − C κ 116 ≤ H locC3 ≤ HcpC3
≤ max
 sup
x∈Γ∩Ω
a(x)
3
2
λ
3
2
0 |∇B0(x)|
, sup
x∈Γ∩∂Ω
a(x)
3
2
λ(R2+, θ(x))
3
2 |∇B0(x)|
 κ2 + C κ 116 . (12.14)
As a consequence, we have proved that the asymptotics in Theorem 1.7 is valid for for the six
critical fields in (1.27), (1.28) and (1.29).
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