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Abstract– In recent years, researches on autonomous mobile robots that work in unknown
environments such as exploration robots and rescue robots are actively conducted. These robots
need to recognize the external environment in order to autonomously select appropriate behav-
iors. Many of the previous studies use external sensors to recognize the environment. How-
ever, the external sensors are often unreliable in dusty, snowy and sandy environments where
autonomous mobile robots are much needed. The purpose of this study is to develop a wheel-
legged robot that acquires appropriate behavior in unknown environments with Reinforcement
Learning using only information obtained from internal sensors. This study particularly focuses
on utilizing the displacement of robot calculated from data of an acceleration sensor, a gyro-
scope and any other internal sensors for reward in Reinforcement Learning. To investigate the
performance of the proposed positional estimation method and the learning method, a realistic
simulation of 6 wheel-legged was constructed using ROS simulation platform (Gazebo). Exper-
iments of the robot running through bumpy, slippery, and hilly environments were conducted.
By the simulations, it was found that the proposed method could improve locational accuracy
and the performance of movement.
Keywords: Wheel-legged robot, Reinforcement Learning, Environmental adaptation, Internal
sensor, Self-localization
概 要: 近年，探査ロボットやレスキューロボット等の，未知環境で作業を行うロボットの研究
が盛んに行われている．これらのロボットは，適切な行動を自律的に選択するために，外部環境を
認識する必要がある．先行研究の多くでは外界センサを利用して環境認識を行っているが，これに
は外乱の影響を受けやすいという問題がある．本研究では，内界センサから得られた情報のみを利
用して，未知環境における適切な行動を強化学習によって獲得する多脚車輪型ロボットの開発を行
う．評価のために，ROSおよび物理シミュレータである Gazebo上に 6脚車輪型ロボットを作成
した．段差，すべり面，斜面等の人工環境を用意して実験を行った結果，位置情報の推定および到
着目標への接近のいずれもある程度達成されることを確認できた．
キーワード: 多脚車輪型ロボット, 強化学習, 環境適応, 内界センサ, 自己位置推定
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第1章 緒言
この章では，本研究の背景および目的を述べる．
1.1 背景
近年，地震等の災害発生時の救助活動や惑星探査のために，ロボットを利用する場面が
多く見られる．これらのロボットは，レスキューロボットや探査ロボットと呼ばれ，不整地
に対する走破性の高い移動機構を有していることが多い [1]．しかしながら，外部環境は一
般に多種多様であり，通常の移動方法だけでは障害物等に対するスタック状態に陥る可能
性がある．実例としては，図 1.1に示す無人火星探査車である「Mars Exploration Rover
A（MER-A）」が，火星探査中に砂地でスタックしたことが挙げられる [2]．こうした問題
に対処するためには，人間がロボットを遠隔操作するか，もしくは自律的に環境に適応し
た行動を獲得可能なロボットを設計する必要がある．前者の場合，主に無線通信による遠
隔操作が考えられるが，障害物による通信への干渉や妨害等の問題，あるいはオペレータ
の操作ミス等の人為的な問題が発生する可能性がある．そのため，これらの問題が起き得
ない後者に優位性があると考えられる．
自律移動ロボットに関する研究は盛んに行われており，その多くではカメラやGPS等の
外界センサが利用されている．しかしながら，これらの外界センサには外乱の影響を受け
やすいという問題がある．例えば，カメラは可視光や飛砂等の影響を受けやすく，GPSは
トンネル内や森林では受信が困難となるといったことが挙げられる．実際の災害救助等で
利用されるロボットは，未知の多様な環境を安定して移動可能であることが求められるた
め，外乱の影響を受けづらく，常に安定して取得可能なロボットの内部状態のみを利用す
る設計が望ましい．ロボットの内部状態を取得するセンサとしては，加速度センサやジャ
イロセンサ等が挙げられ，これらは内界センサと呼ばれている．こういった内界センサの
みを利用した自律移動ロボットは重要な研究課題であると考えられるが，研究例が少ない
のが現状である．
したがって，内界センサのみを用いて自律的に環境に適応した行動を獲得可能な移動ロ
ボットの設計例を示すことにより，外乱に対する頑健性の高いシステムを提案する必要が
あると考えられる．
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図 1.1: Mars Exploration Rover A（MER-A）[2]
1.2 目的
本研究では，内界センサのみから得られた情報を利用して，未知環境においても適切な
行動を獲得することのできるシステムの開発を目的とする．これにより，従来の外界セン
サを搭載したロボットが外乱の影響によって行動が困難となるような状況下でも，安定し
て利用可能なシステムの設計例を示すことができると考えられる．
本研究で提案するシステムでは，適切な行動の獲得のために強化学習を利用する．その
際，行動に対する適切な報酬を定義することが必要となる．そこで本システムでは，内界
センサのみから取得されたロボットの変位をベースとした報酬関数を設計する．しかしな
がら，内界センサにはノイズ等の問題があるため，結果として得られる変位等には誤差が
累積してしまい，正常な行動評価を実現することが容易ではない．そこで，まずは多様な
環境における変位の計測を高精度で行うための手法の検討を重点的に行う．また，短時間
ならば累積誤差が比較的小さいことに着目し，本システム全体としては，一般的なレス
キューロボット等が一時的に外界センサを利用できない場合にも安定して進行可能なシス
テムを設計することを目的とする．
ここで，外界センサの利用が困難となる例を図 1.2に示す．
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図 1.2: 路面が不整地のトンネル
この例では，路面環境が瓦礫等の散乱している不整地であり，内部に光源を有さない暗
いトンネルを表している．このような環境にロボットが侵入した場合，光量の不足により
通常のカメラは利用が困難となり，さらに衛星からの電波が遮断されることにより GPS
も利用がほぼ不可能となる．しかしながら，こういった状況に陥った場合でも目的地がそ
の先にある場合には，ロボットは確実に進行する必要がある．
そこで，内界センサの情報のみを利用することが考えられる．先にも述べた通り，内界
センサは外乱の影響を受けづらいため図 1.2のような状況下でも内部情報を安定して取得
可能であり，ロボットの確実な進行に非常に有用な情報となり得る．また，内界センサに
は誤差の問題があるものの，例えば，トンネルを抜けるまでといった比較的短時間の利用
であれば，大きな問題とはならない可能性も高い．したがって，内界センサのみを利用し
て環境適応が行えるシステムが設計可能であると考えられるため，本稿において手法の提
案を行う．
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第2章 関連研究
この章では，提案システムに関連する研究例を挙げ，その問題点に対する指摘を行う．
特に，本研究は環境適応，および自己位置推定の双方の技術を内包しているため，それぞ
れについての研究例を示すこととする．
2.1 移動ロボットの環境適応に関する研究
この節では，自律移動ロボットの環境適応に関する研究例を示す．環境適応を行うため
には，ロボットは地形や障害物等の外部環境を認識する必要がある．この環境認識のステッ
プにおいて，一般的には外界センサを用いることが多い．しかしながら，外界センサは外
乱の影響に弱いという問題を有する．そのため，この問題の解決を目的として，内界セン
サのみを用いた研究も存在する．これらを踏まえ，以下に環境適応に関する研究例を示す．
2.1.1 外界センサと強化学習を用いた手法
港，浅田（2000）は，外界センサを搭載した移動ロボットに対して強化学習を適用する
ことにより，ロボットに静止障害物を回避させる手法を提案した [3]．具体的には，ロボッ
トが過去に獲得した方策を新たな環境でもタスクが達成可能なように修正することで環境
に適応させることを目的としており，その結果として，実ロボットに静止障害物を回避さ
せて目標物のもとへ到達させることに成功している．この研究では，ロボットには左右輪
を独立して駆動可能な独立二輪操舵機構を採用しており，外界センサとしてカラー CCD
カメラ，および環状に配置された 12個の超音波センサを有している．ロボットの概要を
図 2.1aに，行動中の様子を図 2.1bに示す．
(a) 車輪型ロボットの概要 (b) 行動中の様子
図 2.1: 車輪型ロボットの環境適応に関する研究 [3]
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この研究の問題点としては，環境の動的な変化やセンサに対する外乱の影響について考
慮されていないことが挙げられる．
2.1.2 内界センサと強化学習を用いた手法
西村，三上（2018）は，多脚車輪型ロボットに内界センサの情報に基づいて強化学習を
適用することにより，スタック状態のロボットに適切な脱出行動を獲得させる手法を提案
した [4]．具体的には，脚に掛かる負荷の変化から周囲の環境を認識することによって環
境適応を可能とし，さらにオンライン学習の手法を用いることで，事前に想定していない
環境におけるリアルタイムでの適応を実現した．この研究では，ロボットには不整地の走
破性が高い 6脚車輪型移動機構を採用しており，脚に掛かる負荷はモータに流れる電流値
から取得している．多脚車輪型ロボットの概要を図 2.2aに，強化学習中のロボットの様子
を図 2.2bに示す．
(a) 多脚車輪型ロボットの概要 (b) 学習中の様子
図 2.2: 多脚車輪型ロボットの環境適応に関する研究 [4]
この研究の問題点としては，強化学習の報酬としても脚に掛かる負荷の情報を利用して
いるため，氷上や粉粒体環境等の脚に掛かる負荷の変化が生じづらい環境においては学習
が困難であることが挙げられる．
2.2 移動ロボットの自己位置推定に関する研究
この節では，自律移動ロボットの自己位置推定に関する研究例を示す．自己位置推定と
はロボットの位置や姿勢を推定することを指し，環境認識の場合と同様に，外界センサが
用いられることが多い．特に，内界センサと外界センサが併用される場合が多く見られ，
内界センサによって生じた累積誤差を外界センサの情報で補正するというアプローチが一
般的である．しかしながら，これには外界センサが利用不能となった場合に補正が困難と
なり，結果として環境によっては推定の精度が大幅に悪化する可能性がある．そのため，
こういった問題の解決を目的として，内界センサのみによる自己位置推定の研究も盛んに
行われている．これらを踏まえ，自己位置推定に関する研究例を以下に示す．
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2.2.1 内界センサと外界センサを併用した手法
Chilian，Hirschmu¨ller，Go¨rner（2011）は，内界センサ，および外界センサの情報を併
用することによって，6脚歩行ロボットの位置推定を高精度で行う方法を提案した [5]．こ
の研究では，ロボットの内界情報として慣性センサから取得された加速度，角速度，およ
び脚の関節角度とトルクから計算された脚のオドメトリを利用し，外界情報としてステ
レオカメラから取得されたカメラ画像を利用している．具体的な手法としては，これらの
データを情報フィルタを用いて融合することにより，図 2.3aに示すようなカメラに外乱の
影響がある場合でも精度を低下させずに位置推定を行うことに成功している．ロボットの
概要を図 2.3bに，情報フィルタによるセンサフュージョンの概要を図 2.3cに示す．
(a) 強い光の存在する環境，およびその環境における位置推定結果
(b) 6脚ロボットの概要 (c) 情報フィルタの概要
図 2.3: 6脚歩行ロボットの位置推定に関する研究 [5]
この研究の問題点としては，限定的な環境でしか実験が行われておらず，起伏や障害物
の多い環境に関しては考慮されていないことが挙げられる．したがって，障害物への乗り
上げ等によって内界情報に大きな誤差が発生し，さらにカメラにも外乱が加わっているよ
うな状況では，正常な位置推定が行えない可能性が残されている．
2.2.2 内界センサのみを用いた手法
Simanek，Reinstein，Kubelka（2015）は，内界センサの情報から移動ロボットの位置
推定を高精度で行う手法を提案した [6]．この研究では，ロボットはスキッドステア型移
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動機構を利用し，内界センサとしては車輪のエンコーダ，および慣性センサを搭載してい
る．研究の具体的な内容としては，これらの内界センサから得られた情報に対する拡張カ
ルマンフィルタを用いたデータの融合を行う際，4種類の推定アーキテクチャの比較を行っ
ており，結果として非線形モデルと相補フィルタの組み合わせを利用する場合が性能，お
よび計算負荷の観点から最適であることを示している．ここで，ロボットの概要を図 2.4a
に，データ融合の概要を図 2.4bに示す．
(a) ロボットの概要 (b) データ融合の概要
図 2.4: 内界センサのみを用いた位置推定に関する研究 [6]
この研究の問題点としては，砂地等の粉粒体環境について考慮されていないことが挙げ
られる．
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第3章 関連技術・手法
この章では，本研究で利用する技術に関する説明を行う．まず，ロボットハードウェア
に用いる多脚車輪型移動機構について述べ，次に行動選択のための手法として用いる強化
学習について述べる．さらに，姿勢推定のためのセンサフュージョンに用いられるアルゴ
リズムとしての相補フィルタや，3次元シミュレーションに用いるロボット用フレームワー
ク，および動力学シミュレータについても説明を行う．
3.1 多脚車輪型移動機構
脚車輪型移動機構とは，脚型移動機構の脚の先端部分に能動車輪を搭載したものであり，
不整地における高い走破性を有する．
これは，脚の持ち上げ動作によって起伏等の複雑な地形に対する適応力の高い脚型と，
平坦な地形における高速かつ効率的な移動が可能な車輪型の双方の移動機構の利点を有す
るためである．さらに，瓦礫の散乱しているような段差の多い地形においては，適切な脚
の持ち上げと車輪の回転を同時に行うことによって，脚型移動機構よりも効率的に走破す
ることが可能となる．
3.2 強化学習
本研究では，ロボットに自律的に最適な行動を獲得させるために，機械学習の一手法で
ある強化学習 [7]を利用する．以下に，強化学習についての説明を行う．
3.2.1 概要
強化学習とは，学習を行う主体であるエージェントが環境との相互作用を通し，目標状
態へ到達するための行動を獲得するための手法である．この際，環境等に関する先験的な
知識は必要なく，各状態，および行動に対して評価を与えることにより，エージェントは
学習を進めることが可能である．こういった特徴を有するため，事前にモデルを設計する
ことが困難な問題に対する適用例が多く見られる．
ここで，強化学習における要素である「状態」，「行動」，「報酬」についての説明を行う．
まず，「状態」はエージェントがセンサ等から観測した外界情報，あるいは内界情報を指し，
時刻 tにおける状態を stと表す．次に，「行動」はエージェントが環境に対して行う動作を
指し，時刻 tにおける行動を atと表す．最後に，「報酬」はある状態においてエージェント
が行動した際に得られる評価値を指し，状態 stにおいて行動 atが選択され，状態が st+1
に遷移した際に得る報酬を rt+1と表す．以上を踏まえ，強化学習の概要を図 3.1に示す．
8
BA Thesis at Future University Hakodate, 2019 Haruto SUGAWARA
Learning Adaptation Method for Robust Wheel-Legged Robot Using Internal Sensors





図 3.1: 強化学習の概要
また，強化学習は報酬の累積値を最大化するような方策 piの獲得，および将来的に得ら
れる報酬の予測精度である行動価値関数 Qの改善をオンラインで行うことを主たる目的
としている．エージェントの行動は方策 piを基に決定され，この方策 piを改善するために
は行動価値関数Qを改善することが有用である．その一方で，行動価値関数Qを改善す
るためには，方策 piを改善することが有用である．そこで，最適な方策の獲得に向けて，
多様な行動を選択することによる探索，および累積価値の向上を目的とした既存の方策の
利用をバランス良く行う必要がある．
3.2.2 行動選択アルゴリズム
エージェントの行動は，その時点における行動価値関数を基に決定される．以下に，代
表的な行動選択アルゴリズムに関する説明を行う．
グリーディ法
グリーディ法とは，ある時刻 tにおける最大の行動価値を有する行動を選択するアルゴ
リズムである．ゆえに，行動価値関数に完全に従って行動が選択されることとなり，行動
価値の低い行動を選択することによる探索が行われない．このことから，局所解に陥り易
いという欠点がある．
ε-グリーディ法
ε-グリーディ法は，グリーディ法を基として ε(0 < ε < 1)の確率でランダムな行動を選
択することによって，グリーディ法における局所解に陥り易いという欠点を解決したアル
ゴリズムである．このアルゴリズムは，最適解を発見した場合でも，εの一定確率でラン
ダムな行動を選択してしまうという欠点がある．そのため，時間経過に伴って εの値を減
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少させていく等の処理を実装することが望ましい．
ソフトマックス法
ソフトマックス法は，ε-グリーディ法のようにランダム行動の選択確率が一定ではなく，
行動価値に基づいた値とするアルゴリズムである．この際の行動選択確率は，Boltzmann
分布（Gibbs分布）に基づいて求められる．また，調整が必要なパラメータとして，正定
数である温度定数 τ が存在する．τ を大きな値にするほど行動選択は等確率なものに近づ
き，一方で τ → 0の極限ではグリーディ手法と同様の結果となる．
このアルゴリズムでは，行動価値に重み付けを行ったものに対し，さらにルーレット選
択等のアルゴリズムを用いることによって確率的に行動を選択可能である．しかしながら，
温度定数 τ の設定に関して，ε-グリーディ手法における εの設定と比較すると直感性に欠
けるという問題点がある．
3.2.3 行動価値関数の更新手法
本研究では，ロボットが未知環境においてもリアルタイムで行動を獲得可能である必要
がある．そこで，行動価値関数の更新手法としてオンライン学習を採用する．オンライン
学習では，学習のためにエピソードの終了を待つ必要がなく，各時間ステップにおいて状
態，および行動を観測した時点で逐次的に学習を行うことが可能である．オンラインの強
化学習手法の代表的なものとしては，Q学習が挙げられる．したがって，本研究ではQ学
習を利用する．ここで，以下にQ学習の概要に関する説明を行う．
Q学習
Q学習は，方策に依存しない学習手法である．この手法では，ある状態において，そ
の状態で理論的に最適な行動価値を用いて行動を選択することで学習を進めてゆく．した
がって，次の時刻における状態，および行動の結果を得ずとも学習を進めることが可能な
ため，行動価値の更新が遅延しないという特徴がある．
また，本手法は学習率 α，および割引率 γという調整の必要なパラメータを有する．こ
れらに関して簡潔に説明を行うと，まず，学習率 α(0 ≦ α ≦ 1)は，行動価値の更新の緩
急を決定するためのパラメータである．すなわち，α = 0とすると新たに得た知識を学習
せず，既存の知識のみを利用することとなり，α = 1とすると，既存の知識を全て破棄し，
新たに得た知識のみを利用することとなる．次に，割引率 γ(0 ≦ γ ≦ 1)は，時系列的に
古い経験の重視の度合いを決定するパラメータである．すなわち，γ = 0とすると，過去
の経験による情報は一切利用せず，γ = 1とすると，過去の経験による情報を全て利用す
ることとなる．
ここで，時刻 tにおける状態を st，行動を at，報酬を rtとして，Q学習における行動価
値関数の更新式を式 (3.1)に示す．
Q(st, at)← Q(st, at) + α
[
rt+1 + γmax
a
Q(st+1, a)−Q(st, at)
]
(3.1)
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3.3 センサフュージョン
本研究では，内界センサのみを用いた姿勢推定を行う．しかしながら，内界センサには
誤差の問題があるため，センサフュージョンと呼ばれる手法を用いる．
ここで，センサフュージョンとは，異なる種類のセンサを組み合わせることによって，
単一のセンサを用いるよりも値の推定精度を高めるための手法を指し，一般的にはカルマ
ンフィルタ，パーティクルフィルタ，相補フィルタ等が用いられることが多い．本研究で
は，提案システムの要求精度，およびパラメータ調整等の容易性を考慮して相補フィルタ
を利用するため，ここではその概要の説明を行う．
3.3.1 相補フィルタ
相補フィルタとは，有効周波数の異なるセンサ出力に対して，それぞれの信頼性の高い
帯域を利用して相補的に足し合わせることによって，センサ単体よりも計測精度を向上さ
せる手法である．特に，本研究では 1次の相補フィルタを利用するため，それぞれのセン
サ出力に対して重み付けを行い，足し合わせる方法を用いる．
本手法は，全てのセンサ出力の信頼性が低い帯域が存在する場合には推定精度が低下す
るという欠点がある一方，他のセンサフュージョンのアルゴリズムと比較してパラメータ
調整や実装が容易であるという利点を有する．
3.4 仮想環境
本研究では，主にシミュレータ内の仮想環境を用いて理論の構築を行う．そこで，その
ために利用するシステムに関する説明を行う．
3.4.1 Robot Operating System
Robot Operating System（以下，ROS）とは，ロボット用のフレームワークの一種で
あり，主にUbuntu等の Linux OS向けオープンソースソフトウェアとしてOpen Source
Robotics Foundationによって開発されている．ROSは現在，世界で最も使われているロ
ボット用ソフトウェアであり，知能ロボットの開発には不可欠な存在となっている [8]．ま
た，ROSの特徴は多岐に渡るが，代表的なものとしては分散型システムを採用している
こと，利便性の高い各種ツールが存在すること，複数のプログラミング言語に対応してい
ること等が挙げられる．ここで，これらに関して説明を行う．
まず，ROSにおける分散型システムとは，各機能を有するソフトウェアを，ROSプロ
グラムの最小単位であるノードとして実行し，それらが双方向で通信するものである．こ
の利点としては，ソフトウェアの再利用性が向上するということや，プロセス間通信が容
易に行えること等が挙げられる．さらに，こういったノード等をパッケージとしてまとめ
ることが可能であり，世界中の研究者等と共有することも容易である．
次に，各種ツールに関しては，RViz等の可視化ツールや，後述の Gazebo等のシミュ
レータといったものが存在し，複雑なソースコードの記述を行わずともツールを利用可能
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である．この利点としては，比較的容易にロボットの状態等を可視化できるといったこと
が挙げられる．
最後に，ROSが対応しているプログラミング言語としては，Python，C++，C#，Java，
Lisp，Lua，Ruby等が挙げられ，開発者はノードごとに異なる言語で実装することも可
能である．また，製品に利用することやリアルタイム制御への対応等を目的として開発さ
れたROS 2.0がリリースされているが，本研究では学術分野での利用を主な目的として開
発されたROS 1.0を利用する．
3.4.2 Gazebo
Gazeboとは，ロボット用の 3次元の動力学シミュレータであり，ROSと同様にオープ
ンソースソフトウェアとして公開されている [9]．ROSの開発，普及を主導しているOpen
Roboticsが開発を行っていることから，ROSとの親和性が高く，この 2つが合わせて利用
されることが多い．また，アメリカ国防総省の機関である国防高等研究計画局（DARPA）
が主催する災害救助用のロボット競技大会のDARPA Robotics Challenge [10]でGazebo
が採用されたこともあり，シミュレータの信頼性も高いといえる．
ここで，Gazeboの主な特徴について簡潔に説明を行う．まず，複数の物理エンジンに
対応していることが挙げられる．具体的には，ODE，Bullet，Simbody，およびDARTに
対応している．次に，3Dグラフィックスが高品質であることが挙げられる．Gazeboでは
OGRE（Object-Oriented Graphics Rendering Engine）を採用しており，光，影，テクス
チャ等をより写実的に表現できる．最後に，ロボットや地形のモデルを SDF，あるいは
URDFというフォーマットで記述可能なことが挙げられる．特に，Gazeboは SDFを標
準フォーマットとしているため，他の研究者等と作成したモデルを共有することも容易で
ある．
本研究においては，ROS側の対応状況等を考慮し，物理エンジンとしてはODEを利用
し，モデルの記述フォーマットとしてはロボットモデルには URDFを，地形モデルには
SDFを利用する．
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第4章 提案手法の概要
この章では，本研究で提案するシステムの概要を説明する．したがって，各々の手法の
具体的な内容に関しては，他章で詳細に論じることとする．
4.1 6脚車輪型ロボット
本研究では，3.1節で述べた特徴を有する多脚車輪型移動機構を採用する．特に，制御
の容易性と筐体の安定性を考慮し，6脚車輪型ロボットとする．3次元シミュレータ上で
作成したモデルを図 4.1に示す．なお，本モデルには内界センサとして，3軸加速度セン
サ（以下，加速度センサ），3軸ジャイロセンサ（以下，ジャイロセンサ），および 3軸ト
ルクセンサ（以下，トルクセンサ）が搭載されている．
図 4.1: Gazebo内における 6脚車輪型ロボットの 3次元モデル
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4.2 内界センサを用いたロボットの自己位置推定
本研究では，ロボットの行動評価のために，内界センサのみを用いて計測された変位，
および姿勢を用いる．しかしながら，内界センサから取得された情報をそのまま利用する
と，ノイズや誤差の累積等によって非常に低精度な情報しか得られず，正常な行動評価が
困難であるということが問題点として挙げられる．そこで，行動評価をある程度正確に行
えるようにするため，自己位置推定を高精度化する手法を以下に提案する．但し，厳密な
自己位置推定を目的とするわけではなく，本システムに必要な精度を達成することに着目
した手法を提案する．
4.2.1 センサ
本研究では自己位置推定のために，加速度センサ，ジャイロセンサ，およびトルクセン
サを利用する．
4.2.2 変位および方位の算出
基本的には，変位は加速度の 2階積分によって算出し，方位はジャイロセンサから得ら
れたヨー軸周りの角速度の積分値であるヨー角を利用して算出する．
4.2.3 Rawデータの平滑化
特に加速度センサ，トルクセンサから得られたデータには，筐体の振動等によるノイズ
が含まれる．そこで，データの平滑化を行うことによって，ノイズをある程度除去する．
4.2.4 重力成分の除去
加速度センサから得られたデータには重力成分が含まれるため，特にロボットが傾斜し
ているような状況では，加速度の 2階積分によって求められた変位には大幅な誤差が生じ
る．ここで，斜面上でロボットを発進させた場合の加速度に対する重力加速度の影響に関
する概要を，図 4.2に示す．
14
BA Thesis at Future University Hakodate, 2019 Haruto SUGAWARA
Learning Adaptation Method for Robust Wheel-Legged Robot Using Internal Sensors

図 4.2: センサ軸の傾斜による重力加速度の影響
このように，ロボットが傾斜している場合には正常な加速度が得られなくなる．そこで，
筐体のピッチ角の情報を利用して，加速度データから重力成分の除去を行う．
4.2.5 ピッチ角の推定
ジャイロセンサから得られたピッチ軸周りの角速度を積分すると，ピッチ角が得られる．
しかしながら，ジャイロセンサには時間経過に伴ってゼロ点が自己変動するドリフトと呼
ばれる性質があり，結果として積分値に誤差が累積するという問題点を有する．
そこで，ドリフトを防ぐために，加速度センサを用いて計算されたピッチ角の情報を併
用する．但し，加速度データに基づいて計算されたピッチ角は，加速度の 3軸方向のベク
トルのユークリッドノルムが重力加速度と概ね一致しているとき，すなわち，並進加速度
の影響が殆どないときにしか正しい値とならない．並進加速度が生じない状況の代表例は
ロボットの静止時であり，その状況下でピッチ角の補正を行うのが最適と考えられる．そ
のため，ロボットの静止を判定する処理が必要となる．
4.2.6 ロボットの静止判定
基本的にはロボットは停止制御を行うと静止するが，路面環境や地形によってはその限
りではない．例えば，図 4.3に示すような凍結している路面上で停止制御を行うと，静止す
る前に短時間のスリップが発生する．スリップ中，すなわち非静止状態ではセンサデータ
に変動が発生し易いため，先述の角度補正等の処理が正常に行えない．したがって，補正
処理等を正常に行うためには，静止まで待機する必要がある．そこで本手法では，ロボッ
トが静止できているかを判定する処理を提案する．具体的には，非静止状態では静止状態
よりも加速度に大きな分散が生じることに着目し，閾値を基にした判定を行う．
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図 4.3: 停止制御後にスリップが発生する例
16
BA Thesis at Future University Hakodate, 2019 Haruto SUGAWARA
Learning Adaptation Method for Robust Wheel-Legged Robot Using Internal Sensors
4.2.7 ロボットの振動判定
ロボットが障害物に乗り上げ，スタックしている状況等では，動作方法によっては筐体
が振動することがある．この際，加速度データにも激しい変化が発生し，場合によっては
変位の算出値が異常なものとなる．すなわち，ロボットの行動評価に甚大な悪影響を及ぼ
し得る．そこで，本手法では，筐体の振動中は，非振動中と比較して加速度に大きな分散
が生じること，および振動が生じ易い場面はスタック中，すなわち脚に一定以上のトルク
が掛かり続けているときであることに着目し，閾値を基にした判定を行う．
4.3 強化学習による環境適応
本研究では，ロボットが脚に掛かるトルクの情報を基に周囲の環境を認識し，適切な行
動を選択することによって環境に適応可能な手法を提案する．ここで，対象とするのは未
知の多様な環境であるため，その全ての環境に対する行動を事前にモデル化することは困
難であるという問題点を有する．したがって，未知環境にも臨機応変に適応するためには，
リアルタイムで適切な行動を獲得しなければならない．これらの問題点を解決するため，
本研究では強化学習を利用する．以下に本システムにおける強化学習の各要素の定義につ
いて説明を行う．
4.3.1 状態
脚に掛かるトルクの情報を基に状態の定義を行う．ロボットが平坦かつ摩擦が十分にあ
る路面で通常走行している際にはトルクは小さく，一方で障害物に対してスタックしてい
るような状況ではトルクは増大する．したがって，脚に掛かるトルクの情報を基に周囲の
環境を認識することが可能であると考えられる．なお，動作方法によって生じるトルクが
変化し得るため，状態の取得のための動作は予め定義された 1つの動作パターンを利用す
る．また，学習の収束性を考慮し，センサから得られたトルク値は閾値に基づいて離散化
を行う．
4.3.2 行動
学習の収束性を考慮し，事前に数種類の動作パターンを行動として定義する．本システ
ムで採用する 6脚車輪型移動機構は，脚の持ち上げによる歩行動作，車輪の回転による
車輪動作，およびそれらを組み合わせた脚車輪動作が可能である．そこで，安定した歩容
形態として知られている数種類の歩容，および車輪動作による数種類の組み合わせを利用
する．
4.3.3 報酬
1回の行動によって得られたロボットの変位，および方位の変化を基に報酬の定義を行
う．基本的には，得られた変位が大きく，なおかつ方位の変化が少ないほどに報酬値を高
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くする．また，本研究ではロボットの方位が可能な限り変化しないように前進させること
を重視しているため，行動の結果として方位に大きな変化があった場合には，変位が大き
く場合であっても低い報酬値を与える．
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第5章 3次元動力学シミュレーションによる
仮想環境の構築
この章では，本研究で構築した仮想環境に関する説明を行う．
5.1 開発環境
本研究では，3.4.1節で述べたロボット用フレームワークであるROS(Ver. Kinetic Kame)，
および 3.4.2節で述べた 3次元の動力学シミュレータであるGazebo(Ver. 7.0)を利用する．
なお，ROSの各ノードに関しては，プログラミング言語である Python(Ver. 2.7.12)を用
いて記述を行う．また，オペレーティングシステムにはUbuntu(Ver. 16.04)を利用する．
5.2 ロボットモデル
本研究で用いる 6脚車輪型のロボットモデルに関して，各関節の軸等を可視化したもの
を図 5.1に示す．
図 5.1: ロボットモデルの詳細（軸等は RViz上で可視化）
本モデルは，筐体の中心部分に加速度センサ，およびジャイロセンサを搭載し，各脚に
トルクセンサを搭載している．これらのセンサのサンプリング周波数は，全て 20[Hz]であ
る．また，本モデルの俯瞰図を図 5.2に，前面図を図 5.3に示す．さらに，これらのリン
クのサイズ，重量，および摩擦係数に関して，表 5.1に示す．
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図 5.2: ロボットモデルの俯瞰図
図 5.3: ロボットモデルの前面図
表 5.1: ロボットモデルの各種パラメータ
リンク名 縦 [m] 横 [m] 高さ [m] 半径 [m] 幅 [m] 重量 [kg] 摩擦係数
lb 0.45 0.08 0.02 – – 0.4 0.9
l0 0.02 0.02 0.02 – – 0.01 0.9
l1 0.02 0.13 0.02 – – 0.05 0.9
l2 0.02 0.02 0.1 – – 0.05 0.9
lw – – – 0.025 0.035 0.05 0.9
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また，本モデルの各関節の制御方法に関しては，脚の関節は力制御，車輪の関節は速度
制御を利用している．
5.3 地形モデル
5.3.1 強化学習における訓練環境
主に強化学習に利用する不整地環境として用いる地形モデルを図 5.4に示す．
図 5.4: 仮想環境上に構築した不整地環境
この地形上には異種の障害物による 3つの領域が存在し，図 5.4の手前から順に瓦礫の
散乱を想定した領域，連続的な地形の隆起を想定した領域，凍結した路面を想定した領域
となっている．ここで，これらに関する説明を行う．
まず，瓦礫を想定した障害物の詳細を図 5.5に示す．なお，オブジェクトの摩擦係数は
1としている．
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(a) 瓦礫 パターン I (b) 瓦礫 パターン II
図 5.5: 瓦礫を想定した 2種類の障害物モデル
この 2つのパターンの障害物を地形モデルの読み込み時にランダムに配置することによ
り，瓦礫の散乱を再現している．この領域では，車輪動作のみではスタックしてしまい，
前進することが困難となるように障害物の高さ等が設定されている．そのため，ロボット
は脚の持ち上げを利用した動作を獲得する必要がある．
次に，地形の隆起を想定した障害物の詳細を図 5.6に示す．なお，オブジェクトの摩擦
係数は 1としている．
図 5.6: 隆起した地形を想定した障害物モデル
この障害物も先と同様に，地形モデルの読み込み時にランダムに配置することにより，
比較的複雑な地形の隆起を再現している．なお，オブジェクトの形が円柱型であるため，
全体の約半分を路面に埋没させることで，ロボットが走破可能な障害物としている．この
領域では，脚動作のみでは接地した脚が滑って前進できず，走破することが困難となって
いる．また，脚車輪動作であっても，脚の持ち上げの順番によっては滑りや転倒が発生す
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るため，ロボットは車輪動作のみ，あるいは特定の脚車輪動作を獲得する必要がある．
最後に，凍結した路面を想定した障害物の詳細を図 5.7に示す．
図 5.7: 凍結した路面を想定したモデル
この障害物に関しては，通常路面との間に高低差が生じないようにするため，通常路面
の高さや幅に合わせて敷き詰めている．この領域では，脚を用いた動作を行うと激しくス
リップし，動作方法の組み合わせによっては方位が大幅に変化するような路面環境とする
ため，0.027という非常に低い摩擦係数が設定されている．したがって，ロボットは可能
な限り車輪動作のみを獲得することが望ましい．
なお，障害物の存在していない通常路面，すなわちコンクリートのテクスチャで表現さ
れている路面に関しては，起伏がなく平坦であり，なおかつ摩擦係数が 1の路面である．
5.3.2 評価実験用の環境
主に学習後の評価実験のための不整地環境を図 5.8a，および図 5.8bに示す．なお，本
地形モデルは 5.3.1節で示した全ての種類の障害物を混在させたものである．
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(a) 評価実験用の地形の俯瞰図
(b) 評価実験用の地形の側面図
図 5.8: 瓦礫を想定した 2種類の障害物モデル
5.3.3 自己位置推定の実験環境
主に自己位置推定の精度に関する実験を目的とした斜面のモデルを図 5.9に示す．実験
で利用する際には，斜面のサイズや角度，および摩擦係数を適宜変更する．
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図 5.9: 斜面のモデル
5.4 コントローラ
本研究では自己位置推定の実験のため，ロボットモデルに対して任意の制御を行える必
要がある．そこで，図 5.10に示すようなコマンドベースのコントローラを作成した．な
お，各制御項目には後述の強化学習における行動の内容に準じたものに加え，それをベー
スとして改良した動作等が含まれている．
図 5.10: コントローラの操作画面
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第6章 内界センサのみを用いた自己位置推定
この章では，内界センサのみを用いた自己位置推定のための手法に関する説明を行う．
特に，6脚車輪型ロボットを対象として，4.2節の内容を中心に詳細な説明を行う．さら
に，自己位置推定の精度に関する実験を行い，その結果に関する考察も行う．なお，本章
における実験では，ROSおよびGazeboを用いて構築した仮想環境を利用する．
6.1 センサの座標系
本研究で利用するロボットの 3次元モデルに搭載された各センサの座標系を図 6.1に
示す．
図 6.1: 各センサの座標系
ここで，自己位置推定のために利用する軸について説明を行う．まず，加速度に関して
は，変位の計算のための 2階積分を行う値として x軸方向のものを利用する．また，後述
の姿勢推定の際には，全ての軸方向の値を利用する．続いて，ジャイロセンサに関しては，
重力加速度の除去等の目的には y軸周りの値（ピッチ角速度）を利用し，ロボットの方位
の算出の目的には z軸周りの値（ヨー角速度）を利用する．最後に，トルクセンサに関し
ては，y軸周りの値のみ，すなわち図 6.2の向きに掛かる値のみを利用する．なお，y軸周
りの値を利用する理由としては，障害物との接触や路面の傾斜等によって最も影響を受け
る値であることが挙げられる．
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図 6.2: 脚に生じる y軸周りのトルクの方向
6.2 変位の算出
ロボットに搭載された加速度センサから得られた値に対し，そのまま 2階積分を行うと
非常に低精度な変位しか得られない．この理由としては，(1)筐体の傾斜時に x軸方向の
加速度が重力成分による影響を受けていること，(2)センサ特性や筐体の振動等によるセ
ンサ値の大きな変動，およびセンサノイズの影響を受けていること等が考えられる．した
がって，実用的な推定精度を得るためには，これらの問題に対処する必要がある．
6.3 Rawデータの平滑化
加速度センサから得られたデータには，主にセンサ特性や筐体の振動等に起因するノイ
ズが含まれる．また，トルクセンサから得られたデータには，主に筐体の構造や振動等に
よるノイズが含まれる．そこで，これらのデータに対し，ローパスフィルタを利用して平
滑化を行う．時刻 tにおける平滑化後の値を yt，センサ値を xt，定数を βlpf (0 ≦ βlpf ≦ 1)
として，フィルタを式 (6.1)に示す．
yt = βlpfyt−1 + (1− βlpf )xt (6.1)
但し，変位を算出するために利用する加速度データに対しては，平滑化を行わない．こ
の理由としては，ノイズだけではなく，ロボットの行動によって生じた急峻かつ大きな加
速度までもが平滑化されることにより，動作方法等によっては正常な変位が得られないこ
とが挙げられる．したがって，ローパスフィルタはピッチ角の推定に利用するための加速
度データ，およびトルクデータに対してのみ適用し，本研究では βlpf = 0.8とする．平滑
化による効果に関して，ロボットを平坦な地形上で静止させた際の加速度データの波形を
例として，図 6.3に示す．
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図 6.3: ローパスフィルタによる平滑化の効果
グラフより，ノイズが低減されていることが明らかである．
6.4 重力成分の除去
図 4.2に示したように，ロボットの傾斜時には重力加速度の影響が発生してしまう．そ
こで，この問題を解決するために，重力成分の除去を行う．ロボットの x軸方向の加速度
を a′，ピッチ角を θ，重力加速度を gとして，重力成分を除去した x軸方向の加速度 aを
式 (6.2)に示す．
a = a′ + g sin θ (6.2)
6.5 ピッチ角の推定
4.2.5節で述べた通り，ピッチ角はピッチ角速度の積分によって得られるが，ドリフト現
象が発生する．この現象に関して，ロボットを平坦な地形上で静止させ続けた際の，ピッ
チ角速度の積分のみによるピッチ角の推定値と真値の比較を図 6.4に示す．
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図 6.4: ジャイロセンサの特性によるドリフト現象
グラフより，時間経過と共に誤差が増大することが明らかである．このようにピッチ角
の推定値に大幅な誤差が生じると，先述の重力成分の除去に悪影響が及ぼされ，結果とし
て変位の推定値に大幅な誤差を発生させ得る．そこで，この問題を解決するために，ピッ
チ角の推定に加速度センサを併用する．まず，加速度センサからピッチ角を求める式につ
いて，加速度から求めたピッチ角を θ′，3軸方向の加速度をそれぞれ ax，ay，az として，
式 (6.3)に示す [11]．なお，象限等を考慮し，4象限に対応した 2変数逆正接関数である
atan2(y, x)を用いる．
θ′ = −atan2
(
ax,
√
a2y + a
2
z
)
(6.3)
但し，加速度から角度を求める場合，重力加速度の向きを基準として判断しているため，
並進加速度が生じている状況では正常な値を得られない．したがって，概ね正確な値を得
るためには加速度データが以下の条件に合致する必要がある．√
a2x + a
2
y + a
2
z ≒ g (6.4)
そこで，加速度センサとジャイロセンサの双方の出力に対して，3.3節で述べたセンサ
フュージョンのアルゴリズムを利用する．特に，本研究では提案システムに必要な最低限
の精度を得られれば良いため，パラメータ調整や実装の容易性を重視して，3.3.1節で述
べた特徴を有する相補フィルタを利用する．また 4.2.5節で述べた通り，角度の補正はロ
ボットの静止時に行うのが望ましい．そこで，ロボットの静止時に角度を加速度センサの
値のみを用いて補正する．よって，これらの処理をまとめたものを，時刻 tにおけるピッ
チ角の推定値を θt，ピッチ角速度を gy，微小時間を∆t，定数を βcf (0 ≦ βcf ≦ 1)，静止
状態に関する判定の結果を Stillness として，式 (6.5)に示す．なお，後述の加速度の分散
による静止判定が真であり，かつ加速度の 3軸方向のベクトルのユークリッドノルムの値
が g ± 0.05の場合を Stillness が真であると定義する．
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θt =
βcf (θt−1 + gy∆t) + (1− βcf )θ′t if Stillness is False,θ′t if Stillness is True. (6.5)
なお，本研究では βcf = 0.998とする．以上より推定されるピッチ角に関して，ロボッ
トを平坦な地形上で静止させた場合の精度の比較を図 6.5に示す．
図 6.5: 静止時におけるピッチ角の推定精度
グラフより，ドリフト現象が抑制されていることが明らかである．また，本手法による
推定値の急激な変化の繰り返しは加速度センサのノイズに起因すると考えられるが，変化
の範囲が非常に小さいため，姿勢推定には大きな影響を及ぼなさい可能性が高い．さらに
別の条件による実験として，ロボットを 5.3.3節で述べた斜面（上りの角度を 0.38[rad]，下
りの角度を 0.56[rad]，摩擦係数を 1とする）に対して車輪動作で走破させた場合の精度の
比較を図 6.6に示す．
図 6.6: 斜面走行時におけるピッチ角の推定精度
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グラフより，このような短時間の動作であっても，角速度積分のみで算出した推定値より
も精度が向上していることが明らかである．以上より，本手法は有効であると考えられる．
6.6 ロボットの静止判定
木山，高橋，祖父江，相川 (2014)によれば，∆t秒間の自動車の静止を判定する場合，
自動車の加減速，あるいは路面凹凸や振動ノイズによって∆tが十分に大きい場合には加
速度の分散を 0にすることは難しいため，∆tおよび分散の閾値を適切に設定することで
自動車が停止状態か，あるいは等速移動状態かを区別できるという [12]．
そこで本研究では，加速度の分散を利用してロボットの静止判定を行う．ここで，ロボッ
トを 5.3.3節で述べた斜面（傾斜角度を 0.25[rad]，摩擦係数を 0.25とする）の上部の平
坦部分で発進させたのち，下り部分に差し掛かった際に停止制御を行った場合の加速度の
Rawデータの波形を図 6.7に示す．なお，本実験ではロボットは停止制御後，斜面を下り
終えるまで滑り落下を続けた．
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図 6.7: 滑り落下中の加速度の波形
グラフより，滑り落下中，すなわち非静止中は静止中よりも加速度の変動が大きいこと
が明らかであるため，分散にもある程度の差が存在すると考えられる．したがって，加速
度分散の閾値によって静止を判定することが可能と考えられる．
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続いて，本手法の具体的な処理に関する説明を行う．本手法では，ロボットに停止制御
を行った直後から∆t秒間ずつ判定を行い，∆t秒間の加速度の分散が閾値以下となった時
に静止と判定する．但し，ロボットに停止制御を行った直後には，停止制御自体による加
速度の大幅な変化が生じるため，初回の判定時のみ∆tsd−delay 秒遅らせてから，∆t秒間
の判定を開始する．また，確実にロボットを静止させる場合には，静止と判定されるまで
判定を続けるべきであるが，これによってロボットの進行に悪影響を及ぼす可能性がある．
例えば，摩擦の比較的低い斜面を上る際，毎回の行動後に静止するまで判定が為されてし
まうと，結局斜面の開始地点に滑り落下し終えるまで次の行動への待機時間が生じてしま
い，走破不可能となること等が挙げられる．そこで，この問題を改善するために，本研究
では判定の最大繰り返し数に上限を設け，これを imax回とする．もしも imax回で静止と
判定されなければ，先述の角度補正の処理等を行わずに次の動作の実行へ移る．
ここで，本手法の有効性を検証するため，静止と判定された場合に変位の計測を停止す
る処理を一時的に導入する．図 6.7で示した実験と同条件で実験を行った際の変位の推定
値に関して，静止判定を実装していない場合を図 6.8aに，実装した場合を図 6.8bに示す．
また，この時の各種パラメータを表 6.1に示す．
(a) 静止判定を行わない場合 (b) 静止判定を行う場合
図 6.8: 静止判定の有無による変位推定値の精度比較
表 6.1: 静止判定の実験における各種パラメータ
パラメータの種類 単位 数値
加速度分散の閾値 (m/s2)2 0.025
判定時間 (∆t) s 0.5
初回の判定開始遅延時間 (∆tsd−delay) s 0.5
判定の最大繰り返し数 (imax) times 3
グラフより，静止判定を実装していない場合には斜面を下り終えた際に変位の異常な減
少が発生しているが，静止判定を実装した場合にはその問題を改善できていることが明ら
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かである．なお，判定の実装前後で斜面を下っている最中の変位の推定精度に差が発生し
ていることに関しては，判定処理ではなくセンサノイズ等に起因するものと考えられる．
また，今回は斜面の長さが短かったために imax回の静止判定のうちに静止状態に達し
たが，より長距離で非静止状態である場合には，非静止判定のまま imax回の判定が終了
する可能性がある．したがって，本手法は判定の回数に関する問題点を有しており，判定
回数による判定の確実性と次の行動までの待機時間がトレードオフとなってしまう．ゆえ
に，状況に応じて判定回数や閾値を適切な値に設定すれば本手法は有効となり得るが，改
善の余地を残していると考えられる．
6.7 ロボットの振動判定
4.2.7節で述べたように，ロボットの動作方法と障害物の組み合わせによってはスタック
して振動することがある．例えば，図 6.9に示すように，障害物に乗り上げた状態で車輪
動作のみを行い続けると，前進できずに筐体が振動してしまう．
図 6.9: ロボットが障害物にスタックしている様子
なお，この障害物は 5.3.1節の図 5.5aである．これによって加速度データも激しく変動
するため，変位に大幅な誤差を生じさせることがある．図 6.9に示した状況における加速
度のRawデータを図 6.10に示す．
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図 6.10: 振動中の加速度の波形
グラフより，振動発生中は加速度に大きな変動があることが明らかであり，それに伴っ
て加速度の分散が増大していると考えられる．また，この時の変位の推定値と真値の比較
を図 6.11に示す．
図 6.11: 振動発生時の変位の推定精度（振動判定なし）
グラフより，変位には大幅な誤差が生じていることが明らかである．以上より，ロボッ
トの振動発生時に大きな変位の誤差が生じないようにする処理が必要であると考えられる．
そこで，加速度分散の閾値に基づいた振動判定を行い，ロボットが振動中ならば変位の
計測を一時停止するという処理を実装する．しかしながら，加速度分散のみを用いた振動
判定には次の 2点の問題が存在する．1点目は，脚を用いた動作の場合には，その動作自
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体によって生じる加速度の変動も大きいため，振動中と分散に差が出づらく，判別が難し
いという問題である．2点目は，障害物との組み合わせによっては振動時に生じる加速度
の分散が異なるため，閾値の定義が困難であるという問題である．すなわち，閾値を小さ
くすれば多様な振動に対する汎用性は向上するが，非振動時にも振動と判定される場合が
増加し得る．一方，閾値を大きくすれば振動の誤判定は減少するが，多様な振動に対する
汎用性は低下し，有用性が悪化する．
これらの問題を解決するため，(1)に関しては暫定的に車輪動作のみを対象とし，(2)に
関しては脚のトルク値の併用を行う．脚のトルク値の併用に関して具体的に説明すると，
ロボットが振動する場合は主に何らかの障害物にスタックしている時であると考えられ，
なおかつその場合には実際に変位は生じないため，一定時間以上いずれかの脚に大きなト
ルクが生じ続けた場合にも振動と判定する．
また，トルクに関しては，斜面上では筐体重量や角度等に応じた値が生じるため，斜面
を走行中は常にスタック中，すなわち振動中と誤判定される可能性がある．そこで，斜面
によって生じるトルクを推定し，除去する必要がある．斜面によって生じるトルクの推定
値 Tslopeは，トルクを測る脚のリンク長を l，ロボットの筐体重量をm，筐体のピッチ角
を θ，接地している脚（以下，立脚）の数を nとすると，式 (6.6)で表される．
Tslope =
lmg sin(θ)
n
(6.6)
この値を立脚に生じているトルクから減算することによって，斜面上であっても路面が
平坦であれば脚のトルク値は概ね 0となる．
ここで，上記の処理を実装した後の，図 6.9に示した状況における平滑化後の 6脚トル
クデータを図 6.12に示す．
図 6.12: 振動発生時の 6脚のトルク値
グラフより，振動発生中にはそれぞれの脚に大きなトルクが生じ続けていることが明ら
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かであるため，トルク情報を併用した判定が可能であると考えられる．以上を踏まえ，本
手法の具体的な処理の説明を行う．
本手法では，ロボットが車輪動作を行っている時にのみ，1回あたり∆t秒間の判定を行
い続ける．∆t秒間の加速度分散が閾値以上，またはいずれかの脚のトルクに対して，そ
のトルクが閾値以上であり，かつ 1ステップ前のトルクとの絶対値の差が閾値以下，すな
わちトルクが殆ど変化していない場合には振動と判定する．但し，スタックし続けている
場合には∆t秒間の判定を待たず，即座に変位の計測を一時停止するため，振動と判定さ
れた動作の次の車輪動作実行時には，最初の∆t秒間は変位を反映せずに内部的に保持す
る．その後，非振動と判定されてから，変位の反映を再開し，保持していた値を加算する．
なお，発進時の加速度を除外するため，初回行動時には∆tod−delay 秒間遅らせてから∆t
秒間の判定を開始する．
本手法の効果に関して，図 6.9に示した状況において振動判定を行った場合の変位の推
定値と真値の比較を図 6.13に示す．また，この時の各種パラメータを表 6.2に示す．
図 6.13: 振動判定実装後の変位の推定精度
表 6.2: 振動判定の実験における各種パラメータ
パラメータの種類 単位 数値
加速度分散の閾値 (m/s2)2 7.0
十分に大きいと見做すためのトルクの閾値 N・m 0.3
1ステップ前と現在のトルク差の閾値 N・m 0.075
判定時間 (∆t) s 0.5
初回の判定開始遅延時間 (∆tod−delay) s 0.65
グラフより，変位の大幅な誤差の発生が抑えられていることが明らかであるため，本手
法は有効であると考えられる．しかしながら，現状では車輪動作以外には対応していない
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ため，脚を用いた動作で振動した場合には変位の誤差を防ぐことが不可能である．また，
振動と判定されるタイミングによっては，図 6.13のように真値と推定値に若干の差が生
じたまま，変位の計測が停止されることがある．本手法はこれらの問題点を有しているた
め，今後はパラメータ等を改善する必要があると考えられる．
6.8 変位計測の一時停止処理
6.3節から 6.7節までの処理等の実装後に，平坦な地形上でロボットに車輪動作，およ
び停止を 4回ずつ行わせた際の変位の推定値と真値の比較を図 6.14に示す．
図 6.14: 車輪動作時の変位の推定値（変位計測の一時停止処理なし）
グラフより，主に停止制御後に変位に大幅な誤差が生じる場合があることが明らかであ
る．これは主に，動作中と停止時の加速度の合計が非零であり，ノイズや動作方法等の状
況によっては停止制御後にも比較的大きな速度が誤差として残るためであると考えられる．
この問題に対する解決策としては，(1)ロボットの静止判定の結果を利用し，停止制御
後であっても静止と判定されるまでは変位計測を続けること，(2)ロボットに停止制御を
行った際に，変位計測も停止すること等が考えられる．(1)に関しては，自己位置推定を
可能な限り正確に行うことを目的とするならば必要であるが，本研究で提案するシステム
においては必須ではなく，寧ろ静止判定に時間が掛かることによって推定精度が悪化する
可能性がある．したがって，(2)を採用する．
この処理の実装後に，図 6.14と同様の条件で実験を行った際の変位の推定値と真値の比
較を図 6.15に示す．
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図 6.15: 車輪動作時の変位の推定値（変位計測の一時停止処理あり）
グラフより，停止制御後の変位の変動が改善され，変位の推定精度が向上することが明
らかである．ゆえに，本研究においては本手法は有効であると考えられる．
6.9 変位推定実験
6.3節から 6.8節までの処理を実装した上で，平坦な地形上を各種動作方法で走行した
際の変位の推定結果について述べる．なお，ここで行う動作方法としては，後述の強化学
習における行動として定義されているものを利用する．
各種動作を行った際の変位の推定結果について，図 6.16から図 6.24に示す．
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図 6.16: 車輪動作を行った際の変位推定値
　　
　　
図 6.17: トライポッド歩容 Iを行った際の変位推定値
　　
　　
図 6.18: トライポッド歩容 IIを行った際の変位推定値
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図 6.19: トライポッド歩容 Iと車輪動作の組み合わせを行った際の変位推定値
　　
　　
図 6.20: トライポッド歩容 IIと車輪動作の組み合わせを行った際の変位推定値
　　
　　
図 6.21: クロール歩容 Iと車輪動作の組み合わせを行った際の変位推定値
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図 6.22: クロール歩容 IIと車輪動作の組み合わせを行った際の変位推定値
　　
　　
図 6.23: ウェーブ歩容 Iと車輪動作の組み合わせを行った際の変位推定値
　　
　　
図 6.24: ウェーブ歩容 IIと車輪動作の組み合わせを行った際の変位推定値
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グラフより，いずれの動作方法においても，短時間ならばある程度の精度で変位を推定
できていることが明らかである．したがって，本研究においては，自己位置推定に関する
提案手法は有効となり得ると考えられる．
しかしながら，6.7節で述べたように，脚を利用する動作を行った際に振動が発生する
と変位の推定精度が大幅に悪化する可能性は残っている．提案システムは不整地環境での
利用を想定しているため，この問題には必ず対処しなければならない．ゆえに，自己位置
推定の手法に関しては，未だ改善の余地を残していると考えられる．
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第7章 強化学習
この章では，強化学習の各要素の定義，およびパラメータの設定等に関する説明を行う．
特に，6脚車輪型ロボットを対象として，4.3節の内容を中心に詳細な説明を行う．なお，
本研究では強化学習のためのアルゴリズムとして，3.2.3節で述べた特徴を有するQ学習
を利用する．
7.1 状態
4.3.1節で述べた通り，脚のトルクデータを基に状態の定義を行う．まず，状態の取得を
行うため，脚のトルクを計測する手順を以下に示す．ここで，図 4.1に示したロボットの
状態を初期状態とする．
1. 初回起動時，あるいは行動の実行後にロボットを初期姿勢とする．
2. 全ての車輪を一定の低い速度で，0.04秒間回転させる．
3. 取得したそれぞれの脚のトルクを絶対値に変換したのち，左右 3脚ずつのトルク合
計値を保持する．
4. 手順 2-3を 3回連続で行う．
5. 左 1脚あたり，および右 1脚あたりのトルク平均値を求める．
以上の手順で求められた左脚に掛かるトルク，および右脚に掛かるトルクについて，表
7.1に示すように離散化を行い，その結果の組み合わせによって状態を決定する．よって，
左右の脚それぞれのトルクに対する 6段階の離散化を行うため，状態の総数は 36となる．
表 7.1: 取得されたトルクの離散化
トルクデータの区間 [N ·m] 状態
[0, 0.005) 0
[0.005, 0.015) 1
[0.015, 0.05) 2
[0.05, 0.1) 3
[0.1, 0.15) 4
[0.15,∞) 5
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7.2 行動
基本的には，障害物に対するスタックの状況等に応じて，脚の持ち上げ数を最小とする
ような動作等を行うのが最も効率的である．しかしながら，図 5.2および図 5.3で示した
ように，本研究で利用する 6脚車輪型ロボットの可動部位は多いため，動作の組み合わせ
数は膨大となる．そのため，可能な全ての動作から行動を獲得することを目的とすると，
学習が収束しない等の問題が生じる可能性が高い．このような問題を防ぐため，本研究で
は事前に数種類の行動の定義を行う．具体的には，脚のみ用いた動作，および車輪のみを
用いた動作をそれぞれ定義し，それらの組み合わせを行動とする．以下に脚，および車輪
による動作について詳細な説明を行う．
脚の動作としては，図 7.1に示すような 7通りを定義する．ここで，図 7.1における番
号は，脚を動作させる順番を表している．また，車輪の動作としては，図 7.2に示すよう
な 2通りとし，動作させる場合は全ての車輪を前進方向に一律の速度で，一定時間回転さ
せるものとする．これらの動作の組み合わせを行動として定義するが，クロール歩容，お
よびウェーブ歩容のみの動作は行動から除外する．この理由としては，これらの歩容で動
作した場合，非常に短い距離しか前進することができず，後述の報酬が殆ど得られないた
めである．また，脚および車輪のいずれも動作させない組み合わせに関しても，行動とし
ての意味を成さないため除外する．よって，行動の総数は 9となる．この行動の一覧につ
いて，表 7.2に示す．
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図 7.1: 脚の動作パターン
図 7.2: 車輪の動作パターン
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表 7.2: ロボットの行動一覧
行動 脚動作 車輪動作
1 動作なし ON
2 トライポッド歩容 I OFF
3 ON
4 トライポッド歩容 II OFF
5 ON
6 クロール歩容 I ON
7 クロール歩容 II ON
8 ウェーブ歩容 I ON
9 ウェーブ歩容 II ON
なお，これらの全ての行動に関して，平坦な地形上で行った場合に得られる変位が概ね
1[m]程度となるように車輪の回転時間や脚の動作回数を設定している．
7.2.1 行動選択手法
本研究では，3.2.2節で示したソフトマックス法を用いて行動を選択する．ここで，ある
時刻 tにおける各行動 aの選択確率 P (a)を，時刻 tにおける状態を st，行動価値関数を
Q，エージェントの行動空間をA，集合Aに属する要素を a′，正定数である温度定数を τ
として，式 (7.1)に示す．
P (a) =
e
Q(st,a)
τ∑
a′∈A e
Q(st,a
′)
τ
(7.1)
以上の確率を基に，ルーレット選択によって行動を選択する．なお，本研究では τ = 1
とする．
7.3 報酬
第 6章で述べた方法を利用して取得したロボットの変位，およびジャイロセンサから得
られたヨー角速度の積分値であるヨー角を基にして報酬を定義する．具体的には，ある環
境において変位が多く得られ，なおかつ方位の変化が少ない行動を高く評価するような報
酬関数を設計する．但し，変位および方位は内界センサのみから取得しているため，累積
した誤差を補正する手段が存在せず，長時間計測を続けると精度が非常に低下する．
そこで本研究では，変位に関してはロボットの 1回の行動によって得られた値を利用し，
方位に関しては 1回の行動による差を利用する．ここで，m回目の行動による変位を∆dm，
行動後のヨー角の累積値をψm，定数を βr(0 ≦ βr ≦ 1)として，報酬 rmを式 (7.2)に示す．
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rm = ∆dm − βr|∆dm(ψm − ψm−1)| (7.2)
なお，βrの値によって，方位の変化による報酬の低下の度合いが決定される．本研究で
は，ロボットの方位が可能な限り変化しないように進行させることを重視しているため，
βr = 0.75とすることで，方位の変化による報酬の減少率を高く設定している．
また，6.7節で述べたように，脚を用いた動作を行った際に振動が発生し，変位に大幅
な誤差が発生した場合には現段階では対処が不可能である．そのため，取得された変位が
2[m]を超えた場合，あるいは−0.5[m]を下回った場合には異常値と見做し，強制的に変位
を 0とすることで，暫定的な対処を行う．
7.4 学習率・割引率の設定
Q学習を利用するにあたり，式 (3.1)における学習率 α，および割引率 γを定義する必
要がある．そこで，本研究では α = 0.1，γ = 0.99と設定する．
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第8章 仮想環境における実験
この章では，仮想環境上で行った実験の結果を述べる．特に，強化学習を行わせた際の
結果や，その評価のための実験に関して説明を行う．
8.1 実験概要
仮想環境上に構築された不整地環境内でロボットを走行させることにより，実験を行う．
具体的な実験の手順を以下に示す．
1. 不整地環境内において，ロボットに行動を学習させる．
2. 学習結果の有効性を確認するため，障害物の配置を変化させた不整地環境内で評価
実験を行う．
8.2 実験環境
行動の学習，および評価実験は，図 5.4に示したような仮想空間上の不整地環境を利用
して行う．また，コース上から脱した場合や転倒した場合には，ロボットを初期姿勢とし
てコースのスタート地点に移動させており，特に学習を行う際には報酬値を 0とする処理
も併せて行っている．
8.3 不整地環境における行動の学習
先に示した環境を利用して，ロボットに学習を行わせる．学習の各要素に関しては第 7
章に示した通りであるため，ロボットは 1回の行動ごとに報酬を得る．すなわち，提案シ
ステムにおける学習方式は非エピソード型である．ここで，提案システムの学習フローを
図 8.1に示す．また，このフローに従って 1500回の学習を行った際の，ロボットが獲得し
た方策を図 8.2に，報酬値の推移を図 8.3に示す．
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図 8.1: 提案システムにおける非エピソード型学習のフロー図
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図 8.2: ロボットが獲得した方策
図 8.3: 報酬値の推移
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方策のグラフより，状態番号１程度の平坦かつ摩擦の高い路面環境では，主に車輪動作
による行動の価値が最も高まっていることが明らかである．また，状態番号 2以降である
比較的大きな脚トルクが取得された場合には，脚車輪動作やトライポッド歩容による行動
の価値が高まっていることが明らかである．ここで，この理由についての考察を行う．ま
ず，トルク値の小さい状態に関しては，障害物のない環境では車輪動作が最も安定して変
位を取得可能であり，なおかつ方位の変化が起こりづらいことから，価値が高まったと考
えられる．次に，トルク値の大きい状態に関しては，障害物への乗り上げ等が必要な場合
が多いため，脚の持ち上げを行う脚車輪動作やトライポッド歩容の価値が高まったと考え
られる．
また，報酬値のグラフにおいては，特に 10区間の移動平均に着目すると，ロボットは
学習回数に依らず常に概ね 0.5から 1程度の報酬を得ていることが明らかである．この理
由としては，今回実験に用いた地形では，いずれの行動を選択してもある程度は進行可能
であるためと考えられる．さらに，学習回数が増加しても 0程度，あるいは負の報酬を取
得する場合が存在していることが明らかである．この理由としては，(1)変位の推定精度
が低いため，正しい変位を取得できていないこと，(2)脚を用いた動作時に振動等が発生
することで，強制的に変位が 0となっていること，(3)実験用の地形では平坦な地形と障
害物が交互に配置されているために，行動中に障害物に接した場合にはその時点でスタッ
クし得ること等が考えられる．したがって，今後は自己位置推定や学習用の訓練環境の改
善を行う必要があると考えられる．
8.4 不整地環境における評価実験
図 5.8に示した評価実験用の不整地環境を用いて，獲得した方策の有効性を検証する．
具体的な評価実験の手順を以下に示す．
1. 図 8.4に示すように，ロボットの前輪を障害物に接触させた状態とする．
2. 獲得した方策を利用してロボットを行動させ，ゴールに到達するまでの行動回数，お
よびコースアウト回数を計測する．
3. 比較のため，ロボットにランダムな行動のみを選択させた場合にゴールに到達する
までの行動回数，およびコースアウト回数を計測する．
なお，本実験におけるゴール，およびコースアウトに関しては，ロボットの 6脚全てが
図 5.8aで示したゴール地点，およびコース外の領域に到達した場合と定義する．
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図 8.4: 評価実験用の不整地環境におけるスタート地点
8.4.1 評価実験の結果
先述の評価実験用の不整地環境を学習前後のロボットに走破させることによって評価を
行う．なお，評価はロボットがスタート地点からゴール地点に達するまでを 1試行とし，
これを 5回行うものとする．まず，学習前後におけるロボットが環境を走破するまでの行
動回数の平均値を図 8.5に，5試行における行動回数の箱ひげ図を図 8.6に示す．なお，学
習前のロボットは完全にランダムな行動を選択するものとする．
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図 8.5: 学習前後におけるロボットの行動回数の平均値
図 8.6: 学習前後におけるロボットの行動回数の箱ひげ図
この行動回数の平均値に対して，独立した標本の t検定を行った．その結果，学習後の
行動回数（M = 8.6, SD = 2.79）は学習前の行動回数（M = 23.6, SD = 10.55）と比較
して有意に少なくなっていることが明らかとなった（t(8) = −3.07, p < 0.05,片側検定）．
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次に，学習前後におけるロボットが環境を走破するまでのコースアウト回数の平均値を
図 8.8に，5試行におけるコースアウト回数の箱ひげ図を図 8.8に示す．
図 8.7: 学習前後におけるロボットのコースアウト回数の平均値
図 8.8: 学習前後におけるロボットのコースアウト回数の箱ひげ図
このコースアウト回数の平均値に対して，先と同様に独立した標本の t検定を行った．そ
の結果，学習後の行動回数（M = 0.6, SD = 0.89）は学習前の行動回数（M = 3.4, SD =
1.67）と比較して有意に少なくなっていることが明らかとなった（t(8) = −3.3, p < 0.05,
片側検定）．
以上より，学習後は学習前と比較して行動回数，コースアウト回数ともに減少している
ことが明らかであるため，提案手法の有効性が示唆された．
しかしながら，本実験では限定的な不整地環境のみを用いて評価を行っているため，十
分な評価が行えていない可能性が高い．したがって，今後は評価用の地形モデルの種類を
さらに増やし，より多様な不整地環境における実験を行う必要がある．
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第9章 結言
9.1 結論
本研究では，自律移動ロボットの環境適応に関して，外界センサを利用すると外乱の影
響を受け易くなることによってシステム全体の安定性が低下することを問題と捉え，これ
を解決するための手法を提案した．提案手法では内界センサのみを利用し，周囲の環境の
認識や自身の位置姿勢の推定を行うことで，未知の多様な環境を走破可能なシステムの設
計を目指した．この際，内界センサの情報と周囲の環境の対応を事前にモデル化すること
は困難であることから，強化学習を利用することで未知環境に対するリアルタイムでの適
応を可能とした．また，ロボットハードウェアの機構自体の不整地環境に対する走破性が
高いことも重要であると考え，6脚車輪型ロボットを採用した．
強化学習を利用するにあたり，各要素を定義する必要がある．そこで本研究では，状態
を脚のトルクに基づいて取得し，行動を事前に定義した数種類の脚および車輪を用いた
動作とし，報酬をロボットの変位および方位に基づくものと定義した．報酬の定義にあた
り，内界センサのみから計測された変位，および姿勢を利用することとしたが，これらの
情報には誤差の累積等の発生が避けられないという問題がある．そのため，本研究では特
に，提案システムにおいて必要にして十分な精度でのロボットの自己位置推定を行うため
の手法について重点的に検討を行った．具体的には，センサノイズやドリフトの抑制，静
止時における姿勢補正，および静止や振動の判定等の処理を提案し，仮想環境上での実験
を行った．その結果，推定精度が向上することが明らかとなり，提案システムにおける有
用性が示唆された．
提案システム全体の有効性については，主にシミュレーションを用いて仮想環境におけ
る実験を行うことによって示した．仮想環境上では数種類の障害物を混在させた不整地環
境を構築し，その環境を走破するまでの行動数，およびコースアウト数を計測することで
提案システムの有効性を評価した．その結果，学習後は学習前よりも行動数，コースアウ
ト数ともに有意に少なくなった．したがって，限定的な環境においては，提案システムの
有効性が示唆された．
9.2 今後の課題
本研究では，内界センサのみを用いた 6脚車輪型ロボットの自己位置推定，および強化
学習を利用した環境適応に関する理論を提案したが，このそれぞれの理論について幾つか
の課題が残っている．
まず，自己位置推定に関しては，主にロボットの静止判定および振動判定において，解
決すべき課題が存在する．静止判定に関しては，判定に掛かる時間や閾値の定義をより適
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したものにするか，あるいはこれらの考慮が不要であるような別の手法を考案することに
よって，待機時間や汎用性を改善する必要がある．振動判定に関しては，現状では車輪動
作のみの場合にしか対応していないものの，脚動作においても振動は発生し得るため，全
ての動作に対応させる必要がある．
次に，環境適応に関しては，主に実験環境，および強化学習の要素を改善する必要があ
る．実験環境に関しては，本研究では限定的な地形や障害物を用いて実験を行ったため，
提案システムの汎用性を示すには十分ではないと考えられる．そこで，より多様な環境を
準備することで，さらに正確な評価を行う必要がある．強化学習の要素に関しては，ロボッ
トの方位の変化をさらに抑制させるための改善を行う必要がある．具体的には，状態の定
義に直前の行動によるヨー角の変化量を離散化したものを含めることや，報酬関数に方位
の変化の補正に関わる計算を含めること等が考えられる．
また，本研究ではシミュレーションを用いて理論を構築するに留まったが，今後は実機
を用いた実環境における実験を行う必要がある．そのためには，実機の製作や実機への
理論の適用，および実環境の準備を行う必要がある．さらに，実環境においては，シミュ
レータ上では実験が困難であったような粉粒体環境等も準備し，実験を行うことを考えて
いる．
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