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Resumen
La monitorización de la salud estructural de los puentes implica el almacena-
miento y análisis de grandes cantidades de datos provenientes de sensores asocia-
dos a variables específicas tomadas en los mismos, las cuales dan un buen indicio
para describir la condición general de cada estructura. Normalmente la labor de
monitorizar estructuras no es simple y requiere de la integración de varias herra-
mientas que permitan un análisis integral de los datos.
En general la condición de los puentes de Costa Rica es regular, por lo que son es-
tructuras que requieren de la atención tanto de la población como de las autorida-
des. Con la finalidad de apoyar la prevención de desastres naturales o estructurales
en los puentes de Costa Rica, durante la realización de esta tesis, se ha desarrollado
el prototipo de red de sensores colaborativa, que utiliza la altura libre inferior como
variable de demostración de funcionamiento.
En este contexto, este trabajo tiene como objetivo principal: el desarrollo de una
red colaborativa de sensores para monitorizar puentes, buscando poner a disposi-
ción tecnología que permita dar algún nivel de autonomía a las estructuras puente
en caso de emergencia, mediante la capacidad de los nodos sensor de colaborar
entre si para realizar un razonamiento del estado actual de la estructura a la que
pertenecen e incluso de estructuras relacionadas entre sí, apoyando así la preven-
ción de desastres en los puentes. Además se brinda un fácil acceso a los analistas de
estructuras, encargados de mantenimiento, encargados de puentes e incluso inves-
tigadores; a la información en plazos de tiempo relativamente cortos entre la toma
de los datos y la visualización en la interfaz web.
Palabras clave: monitorización, puente, red colaborativa, nodo sensor, RESTful.
III
Agradecimientos
Especialmente, quiero dar las gracias a mi asesor Prof. Dr. -Ing. César Garita, quien
me impulsó a realizar este proyecto y quien me dió la oportunidad de incursionar en
investigación y publicación de artículos científicos. Además a todos los profesores
que tuve durante la maestría.
Mis más sincero agradecimiento a todo el equipo del CIVCO y especialmente a la
M. Sc.-Ing. Giannina Ortiz Quesada por todo su soporte tanto técnico como finan-
ciaero para la ejecución de la tesis.
Gracias a los asistentes del proyecto de investigación e-Bridge David Gómez Var-
gas, Steven Sánchez González y Marcelo Sánchez Solano, por toda la ayuda con di-
versas tareas y que con gran esfuerzo hicieron sus labores.
Un gran agradecimiento a toda mi familia y especialmente a Luisita Montoya mi
especial compañera de todo, que con gran cariño me toleraron y soportaron en mo-
mentos difíciles, los quiero mucho.




1.1. Descripción General . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2. Antecedentes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2.1. Monitorización de salud estructural (SHM) . . . . . . . . . . . . 2
1.2.2. e-Bridge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3. Definición del problema . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4. Justificación del proyecto . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4.1. Innovación . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4.2. Impacto . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.4.3. Profundidad . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.4.4. Hipótesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.5. Objetivos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.5.1. Objetivo General . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.5.2. Objetivos Específicos . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.6. Organización del documento . . . . . . . . . . . . . . . . . . . . . . . . . 8
2. Trabajos Relacionados 9
2.1. Antecedentes y trabajo relacionado . . . . . . . . . . . . . . . . . . . . . 10
2.1.1. Trabajos relacionados en monitoreo . . . . . . . . . . . . . . . . . 10
2.1.2. Trabajos relacionados en redes colaborativas y arquitecturas REST-
ful . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2. Monitoreo de salud estructural SHM . . . . . . . . . . . . . . . . . . . . 12
2.2.1. Variables de medición en SHM para puentes . . . . . . . . . . . . 13
2.2.2. Tecnologías utilizadas en sistemas de SHM para puentes . . . . 13
2.3. Redes colaborativas(CN), conceptos y aplicaciones . . . . . . . . . . . . 14
2.3.1. Aplicaciones de redes colaborativas . . . . . . . . . . . . . . . . . 14
2.3.2. Importancia de la colaboración . . . . . . . . . . . . . . . . . . . 15
2.4. Internet de las cosas (IoT) . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.4.1. Modelos de comunicación del IoT . . . . . . . . . . . . . . . . . . 16
2.4.1.1. Patrón de communicaciones Device-To-Device . . . . . 17
2.4.1.2. Patrón de comunicación Device-To-Cloud . . . . . . . . 17
2.4.1.3. Modelo Device-to-Gateway . . . . . . . . . . . . . . . . . 18
2.4.1.4. Modelo Back-End Data-Sharing . . . . . . . . . . . . . . 19
V
VI ÍNDICE GENERAL
2.4.2. Arquitectura orientada a los recursos(ROA) para la Web de las
cosas(WoT) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.4.3. Definición de requerimientos y criterios para la implementa-
ción de servicios web en IoT . . . . . . . . . . . . . . . . . . . . . 20
2.4.4. Mejores prácticas de en servicios web en IoT . . . . . . . . . . . . 21
2.5. Redes de sensores . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.5.1. Redes de sensores inalámbricos(WSN) . . . . . . . . . . . . . . . 22
2.5.1.1. Comunicaciones en una WSN . . . . . . . . . . . . . . . 22
2.5.2. Redes de sensores inalámbricas(WSN) para SHM . . . . . . . . . 24
2.5.2.1. Consideraciones de un SHM con WSN . . . . . . . . . . 25
2.5.2.2. Requerimientos y criterios para SHM en implementa-
ción como WSN . . . . . . . . . . . . . . . . . . . . . . . 26
2.5.2.3. Mejores prácticas para SHM en implementación como
WSN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.5.2.4. Implementaciones reales de tecnologías de sensores /
redes inalámbricos . . . . . . . . . . . . . . . . . . . . . . 27
2.5.3. Redes colaborativas de sensores . . . . . . . . . . . . . . . . . . . 27
2.5.3.1. Modelo de servicio Web colaborativo . . . . . . . . . . . 27
2.5.3.2. Requerimientos y criterios para el diseño del protocolo
de comunicación entre nodos sensor en una red cola-
borativa . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.5.3.3. Mejores prácticas en una red colaborativa de sensores . 29
2.5.3.4. Redes Grid y P2P . . . . . . . . . . . . . . . . . . . . . . . 29
2.5.4. Servicios Web en redes colaborativas de sensores . . . . . . . . . 29
2.5.4.1. Generalidades de la interacción Web . . . . . . . . . . . 30
2.5.4.2. Algoritmos y generalidades de implementaciones . . . 31
2.6. Proyecto e-Bridge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.6.1. Enfoque e impacto de e-Bridge . . . . . . . . . . . . . . . . . . . . 33
2.6.2. Etapas y actualidad del proyecto . . . . . . . . . . . . . . . . . . . 33
2.6.3. Logros del proyecto . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3. Análisis de Requerimientos 35
3.1. Diagrama de contexto . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2. Requerimientos funcionales del prototipo desarrollado . . . . . . . . . 37
3.2.1. Creación y operación de la red colaborativa de alerta . . . . . . . 38
3.2.1.1. Servidor de Aplicaciones . . . . . . . . . . . . . . . . . . 39
3.2.2. Monitorización de la estructura puente . . . . . . . . . . . . . . . 41
3.2.3. Gestión de alarmas . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.2.4. Administración de la configuración . . . . . . . . . . . . . . . . . 44
3.2.4.1. Determinación de nodo maestro en una estructura puen-
te . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.2.5. Análisis de los datos del sistema . . . . . . . . . . . . . . . . . . . 47
3.3. Modelo de datos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.3.1. Mediciones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
ÍNDICE GENERAL VII
3.4. Requerimientos técnicos de componentes del prototipo . . . . . . . . . 50
3.4.1. Sensor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.4.2. Empotrado . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.4.3. Módulo de conexión local . . . . . . . . . . . . . . . . . . . . . . . 52
3.4.4. Módulo de conexión a la red global . . . . . . . . . . . . . . . . . 52
3.4.5. Servidor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.4.6. Red inalámbrica . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4. Diseño 54
4.1. Diseño de la arquitectura de la red . . . . . . . . . . . . . . . . . . . . . . 54
4.1.1. Configuraciones de puentes . . . . . . . . . . . . . . . . . . . . . 56
4.1.2. Arquitectura del servidor en la nube . . . . . . . . . . . . . . . . . 56
4.1.3. Nodo sensor de medición y conexión a la red . . . . . . . . . . . 57
4.2. Diseño del protocolo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.2.1. Estructura de datos . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.2.1.1. Modelo Conceptual de la base de datos . . . . . . . . . . 58
4.2.1.2. Modelo Entidad-Relación de la base de datos . . . . . . 59
4.2.2. API e-Bridge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.2.2.1. Login . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.2.2.2. Registro . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.2.2.3. Configuración . . . . . . . . . . . . . . . . . . . . . . . . 63
4.2.2.4. Puentes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.2.2.5. Dispositivo . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.2.2.6. Reportes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.2.3. Protocolo y mensajería del Hardware . . . . . . . . . . . . . . . . 67
4.2.3.1. Comunicación entre Raspberry Pi 3 y sensor SRF-08 . . 67
4.2.3.2. Comunicación entre Raspberry Pi 3 y módulo xBee S2C 68
4.2.4. Sistema de alertas . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.2.4.1. Alertas Locales . . . . . . . . . . . . . . . . . . . . . . . . 69
4.2.4.2. Alertas Globales . . . . . . . . . . . . . . . . . . . . . . . 69
4.3. Principales funciones y algoritmos . . . . . . . . . . . . . . . . . . . . . . 71
4.3.1. Filtro de mediana móvil . . . . . . . . . . . . . . . . . . . . . . . . 71
4.3.2. Falsos positivos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.3.3. Determinación de mejor señal . . . . . . . . . . . . . . . . . . . . 72
4.4. Configuración del sistema . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.4.1. Configuración de dispositivos . . . . . . . . . . . . . . . . . . . . 73
4.4.2. Configuración de redes . . . . . . . . . . . . . . . . . . . . . . . . 74
4.4.3. Creación de puentes . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.5. Mapa o plano general del sitio . . . . . . . . . . . . . . . . . . . . . . . . 75
4.6. Wireframe de la página principal . . . . . . . . . . . . . . . . . . . . . . . 76
5. Implementación 78
5.1. Descripción de los ambientes de programación y software . . . . . . . 78
VIII ÍNDICE GENERAL
5.1.1. Sistemas operativos . . . . . . . . . . . . . . . . . . . . . . . . . . 78
5.1.2. Lenguajes de programación . . . . . . . . . . . . . . . . . . . . . . 79
5.1.3. Scripts de arranque de empotrados . . . . . . . . . . . . . . . . . 81
5.2. Servidor en la nube, módulos y clases . . . . . . . . . . . . . . . . . . . . 82
5.2.1. Servidor de aplicaciones . . . . . . . . . . . . . . . . . . . . . . . . 83
5.2.2. Servidor Web . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
5.2.3. Base de datos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
5.3. Nodo sensor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.3.1. Flujo, clases y paquetes . . . . . . . . . . . . . . . . . . . . . . . . 86
5.3.2. Protocolo de alertas . . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.3.3. Protocolo de comunicación . . . . . . . . . . . . . . . . . . . . . . 88
5.3.3.1. Servicios Web . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.3.3.2. Comunicación entre nodos sensor por medio de SMSs 89
5.3.3.3. Xbee . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
5.3.4. Filtro y toma de mediciones . . . . . . . . . . . . . . . . . . . . . . 90
5.4. Repositorio en GitHub . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
6. Validación y Pruebas 94
6.1. Escenarios de prueba . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
6.1.1. Escenario de demostración para redes en un puente . . . . . . . 95
6.1.2. Escenario de demostración para redes de varios puentes . . . . 96
6.2. Pruebas funcionales . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
6.2.1. Pruebas de altura libre para escenario de un puente . . . . . . . 97
6.2.2. Pruebas de altura libre para escenario de varios puentes . . . . . 102
6.2.3. Protocolo de comunicación para estructuras - local . . . . . . . . 108
6.2.4. Protocolo de comunicación para redes de estructuras- global . . 110
6.2.5. Generación de alertas para estructuras . . . . . . . . . . . . . . . 113
6.2.6. Protocolo de alertas para redes de estructuras . . . . . . . . . . . 114
6.3. Pruebas de rendimiento . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
6.3.1. Tiempos de propagación de alertas . . . . . . . . . . . . . . . . . 116
6.3.2. Costos operativos entre SMS vs REST por unidad de tiempo . . . 119
6.3.3. Tiempos de autonomía con baterías ICR18650 4400mAh 3.7V . . 120
6.4. Consulta y validación con expertos . . . . . . . . . . . . . . . . . . . . . 120
6.5. Análisis de resultados . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
7. Conclusiones 124
7.1. Conclusiones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
7.1.1. Conclusiones sobre trabajos relacionados . . . . . . . . . . . . . 124
7.1.2. Conclusiones sobre el análisis de los requerimientos . . . . . . . 125
7.1.3. Conclusiones sobre el diseño . . . . . . . . . . . . . . . . . . . . . 125
7.1.4. Conclusiones sobre la implementación . . . . . . . . . . . . . . . 126
7.1.5. Conclusiones sobre las pruebas . . . . . . . . . . . . . . . . . . . 126




2.1. Operaciones HTTP/REST(CRUD) . . . . . . . . . . . . . . . . . . . . . . 20
2.3. Requerimientos de tasa de transferencia en nodos sensor, para toma
de datos de valores físicos comunes en SHM. Tomado de [68] . . . . . . 25
3.1. Definición de alarmas de emergencia para nivel de agua bajo el puente 42
4.1. Método y URL en el login . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.2. Parámetros por método en el Login . . . . . . . . . . . . . . . . . . . . . 61
4.3. Respuesta por código en el Login . . . . . . . . . . . . . . . . . . . . . . . 62
4.4. Método y URL en el Registro . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.5. Parámetros por método en el Registro . . . . . . . . . . . . . . . . . . . . 62
4.6. Respuesta por código en el Registro . . . . . . . . . . . . . . . . . . . . . 63
4.7. Método y URL en la Configuración . . . . . . . . . . . . . . . . . . . . . . 63
4.8. Parámetros por método en la Configuración . . . . . . . . . . . . . . . . 63
4.9. Respuesta por código en la Configuración . . . . . . . . . . . . . . . . . 64
4.10.Método y URL para Puentes . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.11.Parámetros por método para Puentes . . . . . . . . . . . . . . . . . . . . 64
4.12.Respuesta por código para Puentes . . . . . . . . . . . . . . . . . . . . . 65
4.13.Método y URL para Dispositivos . . . . . . . . . . . . . . . . . . . . . . . 65
4.14.Parámetros por método para Dispositivos . . . . . . . . . . . . . . . . . 65
4.15.Respuesta por código para dispositivos . . . . . . . . . . . . . . . . . . . 66
4.16.Método y URL para Reportes . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.17.Parámetros por método para Reportes . . . . . . . . . . . . . . . . . . . 66
4.18.Respuesta por código para reportes . . . . . . . . . . . . . . . . . . . . . 67
4.19.Parámetros para comunicación de hardware . . . . . . . . . . . . . . . . 68
4.20.Algunos escenarios del Protocolo para Alertas Locales . . . . . . . . . . 69
4.21.Algunos escenarios del Protocolo para Alertas Globales . . . . . . . . . 71
6.1. Mediciones de red local - Un solo puente . . . . . . . . . . . . . . . . . . 98
6.2. Variables estadísticas de los datos tomados para el escenario de red
colaborativa de un sólo puente, cuadro 6.1 . . . . . . . . . . . . . . . . . 101
6.3. Mediciones de red global - redes de varios puentes . . . . . . . . . . . . 102
6.4. Variables estadísticas de los datos tomados para el escenario de varios
puentes, cuadro 6.3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
X
ÍNDICE DE CUADROS XI
6.5. Mensajes transmitidos entre nodos sensor maestro y esclavo para el
escenario de un solo puente y su hora de propagación . . . . . . . . . . 109
6.6. Mensajes transmitidos entre nodos sensor maestro para el escenario
de varios puentes y su hora de propagación . . . . . . . . . . . . . . . . 111
6.7. Mediciones de red local con alarma - un solo puente . . . . . . . . . . . 113
6.8. Mediciones de red global con alarma - varios puentes . . . . . . . . . . 114
6.9. Mensajes transmitidos entre puentes por medio de tecnología SMS . . 117
6.10.Mensajes transmitidos entre puentes por medio de tecnología REST . . 118
6.11.Costos de operación para las redes colaborativas con diferentes tecno-
logías . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
6.12.Comparación entre tecnologías para las redes colaborativas con dife-
rentes tecnologías . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
Índice de figuras
1.1. Topología general de la red de sensores colaborativa. . . . . . . . . . . . 4
2.1. Diagrama de la taxonomía de la investigación. . . . . . . . . . . . . . . . 9
2.2. Patrón de comunicación Dispositivo-Dispositivo. . . . . . . . . . . . . . 17
2.3. Patrón de comunicación Dispositivo-Nube. . . . . . . . . . . . . . . . . 18
2.4. Patrón de comunicación Dispositivo-Gateway. . . . . . . . . . . . . . . 18
2.5. Patrón de comunicación Back-End Data-Sharing. . . . . . . . . . . . . . 19
2.6. Modelos de representación ROA para WoT. . . . . . . . . . . . . . . . . . 20
2.7. Topología Single-Hop[66]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.8. Topología Multi-Hop[66]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.9. Puertos de usuario y de recursos de un servicio web[29]. . . . . . . . . . 28
2.10.Condición General de los puntes en Costa Rica - proyecto e-Bridge. . . 33
2.11.Diagrama de desarrollo general del proyecto e-Bridge. . . . . . . . . . . 34
3.1. Diagrama de contexto. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.2. Diagrama de casos de uso para la red colaborativa de prevención de
desastres. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.3. Diagrama de secuencia para la creación y operación de la red colabo-
rativa de sensores. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.4. Diagrama de secuencia del Servidor de Aplicaciones. . . . . . . . . . . . 40
3.5. Casos de uso del Servidor de Aplicaciones. . . . . . . . . . . . . . . . . . 41
3.6. Diagrama de secuencia para monitorizar la estructura puente. . . . . . 42
3.7. Casos de uso para la obtención de los datos en los nodos sensor. . . . . 43
3.8. Diagrama de secuencia para la gestión de alarmas. . . . . . . . . . . . . 44
3.9. Casos de uso de la gestión de alarmas. . . . . . . . . . . . . . . . . . . . . 45
3.10.Casos de uso para la administración de la configuración. . . . . . . . . 46
3.11.Casos de uso para selección del nodo de enlace a la red colaborativa. . 47
3.12.Diagrama de secuencia de la selección del nodo de enlace a la red co-
laborativa. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.13.Casos de uso para el análisis de los datos. . . . . . . . . . . . . . . . . . . 49
3.14.Diagrama de secuencia para el análisis de los datos del sistema. . . . . 50
3.15.Estructura del esquema de la base de datos del sistema. . . . . . . . . . 51
3.16.Tabla de Mediciones. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
XII
ÍNDICE DE FIGURAS XIII
4.1. Diseño general de la red. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.2. Servidor en la nube. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.3. Nodo sensor Maestro-Esclavo. . . . . . . . . . . . . . . . . . . . . . . . . 58
4.4. Diagrama conceptual de la base de datos. . . . . . . . . . . . . . . . . . 59
4.5. Diagrama relacional de la base de datos - Notación Crowsfoot. . . . . . 60
4.6. Diagrama de módulos del API. . . . . . . . . . . . . . . . . . . . . . . . . 61
4.7. Ejemplo de alerta global. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.8. Interfaz web. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.9. Interfaz para crear dispositivos . . . . . . . . . . . . . . . . . . . . . . . . 73
4.10.Configuración de dispositivos. . . . . . . . . . . . . . . . . . . . . . . . . 73
4.11.Interfaz para crear redes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.12.Configuración de redes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.13.Interfaz para crear puentes . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.14.Plano general del Sitio. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.15.Boceto de la interfaz web, Wireframe. Notación tomada de [54]. . . . . 77
5.1. Respuesta a comandos l sb_r elease −a y hostnamectl . . . . . . . . . 79
5.2. Versión de Raspbian para dispositivos empotrados. . . . . . . . . . . . . 79
5.3. Arquitectura general del sistema a base de componentes de software. . 80
5.4. Versión de servidor de Node.js, NPM y Express. . . . . . . . . . . . . . . 80
5.5. Versión de servidor de Angular y Typescript. . . . . . . . . . . . . . . . . 81
5.6. Sitio web de e-Bridge. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.7. Script de arranque de los dispositivos empotrados(Nodo Sensor). . . . 82
5.8. Diagrama de clases del servidor de aplicaciones. . . . . . . . . . . . . . 83
5.9. Diagrama de módulos de la página web. . . . . . . . . . . . . . . . . . . 84
5.10.Script de deployment de la base de datos “ebridge”. . . . . . . . . . . . . 85
5.11.Diagrama de flujo de empotrados. . . . . . . . . . . . . . . . . . . . . . . 86
5.12.Diagrama de clases del empotrados. . . . . . . . . . . . . . . . . . . . . . 87
5.13.Diagrama de paquetes del empotrados. . . . . . . . . . . . . . . . . . . . 87
5.14.Implementación del protocolo de alertas. . . . . . . . . . . . . . . . . . . 88
5.15.Implementación de servicios web en estructura RESTful. . . . . . . . . 89
5.16.Implementación de funciones para mensajería SMS entre dispositivos
de diferentes estructuras puente. . . . . . . . . . . . . . . . . . . . . . . . 89
5.17.Implementación de Xbee. . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
5.18.Filtrado de los datos mediante media y mediana móvil. . . . . . . . . . 91
5.19.Repositorio principal de la red colaborativa de sensores de e-Bridge. . 91
5.20.Repositorio del servidor de aplicación de la red de sensores e-Bridge. . 92
5.21.Repositorio del servidor web de la red de sensores e-Bridge. . . . . . . . 93
6.1. Escenario de demostración del protocolo para una estructura puente. 95
6.2. Configuración de nodos para escenario de un solo puente. . . . . . . . 96
6.3. Configuración de nodos para escenario de varios puentes. . . . . . . . . 96
6.4. Escenario de demostración del protocolo global para varios puentes. . 97
XIV ÍNDICE DE FIGURAS
6.5. Gráfico de la distribución normal de los datos del cuadro 6.1. . . . . . . 102
6.6. Gráfico de la distribución normal de los datos del cuadro 6.3 para el
puente llamado “PuenteEntrada”. . . . . . . . . . . . . . . . . . . . . . . 108
6.7. Gráfico de la distribución normal de los datos del cuadro 6.3 para el
puente llamado “PuenteResidencias”. . . . . . . . . . . . . . . . . . . . . 109
6.8. Medición manual de la altura de cada puente. . . . . . . . . . . . . . . . 111
6.9. Costo de kB vs SMS para la operadora Kolbi. . . . . . . . . . . . . . . . . 119
6.10.Datos de consumo de datos del dispositivo 22. . . . . . . . . . . . . . . . 120
6.11.Medición de duración de batería 4400mHh. . . . . . . . . . . . . . . . . 121
6.12.Resumen de las respuestas obtenidas en la consulta a expertos. . . . . 122
Capítulo 1
Introducción
En este documento se presenta la realización de tesis de posgrado para optar por
el grado de Magister Scientae en Ciencias de la Computación del Instituto Tecnoló-
gico de Costa Rica. El tema propuesto se relaciona con en el paradigma de ciencia
de diseño[2] y corresponde a la elaboración de una red de sensores colaborativos
inteligentes para la monitorización de puentes en Costa Rica.
La monitorización para salud de estructuras viales se ha convertido en prioridad
para muchos países alrededor del mundo, cuyo propósito es el de reducir vulnerabi-
lidades y mejorar la protección y mantenimiento a estructuras críticas contra desas-
tres naturales, e incluso, ante otros acontecimientos dados en la actualidad como lo
son los ataques terroristas.
El prototipo desarrollado pretende a largo plazo concentrar y facilitar la informa-
ción generada por varios tipos de sensores que forman parte del proyecto e-Bridge
en un sólo sistema, poniendo a disposición de las diferentes entidades invoulcra-
das (MOPT, CONAVI, CIVCO, etc), una estructura computacional colaborativa en
función de la determinación del estado de salud de las estructuras. Los recursos
computacionales utilizados, permiten habilitar la comunicación entre dispositivos
que normalmente no son capaces de hacerlo.







En esta sección se presenta una introducción al marco general de la investiga-
ción propuesta, enfocándose en los conceptos básicos de monitorización de salud
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estructural y del proyecto e-Bridge, dentro del cual se desarrolla este trabajo. En el
capítulo 2, se profundizará en otros aspectos de antecedentes y trabajos relaciona-
dos.
1.2.1. Monitorización de salud estructural (SHM)
La monitorización de la salud estructural es un campo emergente en ingeniería
civil que tiene el potencial para la evaluación continua y periódica de la seguridad
e integridad de la infraestructura civil. El objetivo de SHM es conocer la condición
de la estructura y así llevar a cabo ciertas medidas preventivas para prolongar la
vida útil de una estructura, además de prevenir fallas catastróficas. Los parámetros
están asociados a cualquier variable de la que se obtienen valores a través de un
sensor, como lo sería la medición del nivel del agua del río que pasa por debajo de
un puente[12][14]
Mediante el conocimiento de la condición de las estructuras puente, se pueden
llevar a cabo ciertas medidas preventivas para prolongar la vida útil de las mismas y
prevenir fallas catastróficas. Las estrategias de detección de daños pueden, en últi-
ma instancia, reducir el costo del ciclo de vida. En cuanto a estructuras de ingeniería
civil se define como daño a toda acción que deteriora el rendimiento de la estruc-
tura; por ejemplo, los cambios en los materiales, las conexiones, las condiciones de
contorno, etc[14][31].
Todo sistema diseñado para monitorizar salud estructural, debe contemplar la
integración de tres subsistemas principales para poder cumplir con los requisitos
de un sistema SHM y poder organizar las actividades de monitoreo. Los tres sub-
sistemas son: el subsistema de detección y adquisición de datos, el subsistema de
gestión, y el subsistema de acceso y recuperación de datos[1].
Al desarrollar soluciones para SHM se debe tomar en cuenta las limitaciones que
tienen ciertas tecnologías; algunos desarrollos recientes incluyen tecnología de sen-
sores y mejoras de las capacidades informáticas y de redes; han permitido la insta-
lación de redes de sensores in-situ, que son responsables de la supervisión de es-
tructuras. Sin embargo; muchas de estas técnicas son costosas y en muchos casos
no son viables para SHM, ya que tienen varios requisitos para su instalación; lo que
limita su aplicación a un pequeño número de puentes[42][6][12][14].
El daño estructural en puentes puede ser causado de varias maneras; situación
que es inherente a todo tipo de estructura. Desde las actividades normales que in-
troducen desgaste, hasta corrosión y el envejecimiento. El tráfico y las cargas de
viento causan los principales daños en los puentes. La naturaleza y funcionalidad
de cada tipo de estructura establece el tipo de variables que se deben monitorizar.
Existen datos, mediciones e implementaciones sobre varias tecnologías utilizadas
en SHM, entre las cuales se encuentran: fotogrametría, radares en general, georrada-
res, radares interferométricos, tecnologías de monitorización de corrosión, termo-
grafía infrarroja, efecto Doppler acústicos (ADCP), velocímetros gráficos de partícu-
las a gran escala (LSPIV), medición de vibraciones mediante filtros y transformada
rápida de Fourier, entre otras[42][6][12][14][16][15][26].
Diversos diseños, prototipos y experimentos con WSN para SHM se han propues-
to, implementado y llevado a cabo tanto en el ámbito académico como en el comer-
cial, algunos proyectos de los que se tiene evidencia son: Wisden, en Los Ángeles,
California, EE.UU. [52][62]; sistema WSN que se implementó en el puente Golden
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Gate en San Francisco, EE.UU; WISAN (Sistema Inteligente Inalámbrico Sensor y
Actuador) para detectar daños y localizar estructuras [25]; BriMon en Malasia; entre
otros.
Los puentes representan uno de los elementos más críticos de la infraestructura
vial. Son de suma importancia para la calidad de vida general de las personas y para
actividades económicas como el turismo, el transporte de mercancías y las empre-
sas. En el caso particular de Costa Rica, la mayoría de las estructuras de puentes se
construyeron hace más de 30 años y la inversión en el mantenimiento adecuado ha
sido mínima. Actualmente, el programa e-Bridge del Instituto Tecnológico de Cos-
ta Rica (TEC) está realizando un inventario nacional de puentes en conjunto con el
Consejo Nacional de Carreteras[16]. El proyecto e-Bridge ha adquirido con el paso
del tiempo, un nivel de importancia alto en esferas incluso políticas de Costa Rica,
debido a que sus propios datos han hecho de dominio público el estado real de la
infraestructura de puentes en el país.
1.2.2. e-Bridge
El estado actual de la infraestructura vial en Costa Rica es una gran debilidad de la
economía y los puentes presentan un porcentaje significativo en condición prome-
dio o crítica. E-Bridge nace como un proyecto en respuesta a la problemática, que
es parte del Centro de Investigación en Vivienda y Construcción (CIVCO) del Insti-
tuto Tecnológico de Costa Rica[16][15]. Esta tesis se desarrolla dentro del contexto
del proyecto e-Brige.
Se destaca que al pasar del tiempo, el proyecto ha adquirido una gran relevancia
en el ámbito gubernamental de Costa Rica, parte de las razones de su éxito es que
los datos recopilados y mediciones realizadas han sobre-justificado la razón de su
existencia. En el ámbito académico su éxito es indiscutible, donde se puede apre-
ciar a nivel de referencias en este documento, que la cantidad de publicaciones al
respecto y salidas del proyecto, es basta.
La predicción remota de fallas en puentes surge como el enfoque de la investiga-
ción en desarrollo, bajo ciertas condiciones de requerimiento como adaptabilidad,
bajo costo de implementación, dispositivos , fácil instalación, entre otras. E-Bridge
cuenta con el soporte del TEC, el CONICIT, el MOPT y el CONAVI. El principal ob-
jetivo de este proyecto es el de diseñar y desarrollar soluciones tecnológicas para la
monitorización de salud estructural de puentes en Costa Rica.
El proyecto de investigación del CIVCO, e-Bridge está definido por las siguien-
tes etapas: e-Bridge 1.0 (2011), como proyecto inicial; E-Bridge 2.0 (2013), etapa del
proyecto de integración de información e E-Bridge 3.0 (2016) de diseño de prototi-
pado para análisis de riesgos ambientales, características de diagnóstico y técnicas
de inteligencia.
La reducción en el costo de implementación de un sistema SHM con el uso de
tecnología WSNs, fomenta su utilización en la infraestructura pública y privada; si-
tuación que ha generado un incrementando en su uso para aplicaciones de moni-
torización estructural debido a que tienen un menor plazo de instalación[8].
La monitorización de la salud estructural debe tener consideraciones tales co-
mo sensores comunes, parámetros comúnmente medidos y detección de daños y
algoritmos de localización. Los principales desafíos son la escalabilidad, la sincro-
nización de tiempo, la optimización de ubicación de sensores y el procesamiento de
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datos[8].
Es importante mecionar que los resultados preliminares de esta investigación han
sido publicados y presentados en el congreso 2018 IEEE Central America and Pana-
ma Convention [41], cuyo artículo ha sido indexado en SCOPUS.
1.3. Definición del problema
En esta sección se introduce la definición del problema en investigación, su ni-
vel de innovación e importancia. Se explica de manera resumida, algunos factores
que resaltan la complejidad del mismo o bien justifican el carácter específico del
problema.
La mala condición de los puentes en Costa Rica, aunado a la cantidad de desas-
tres naturales relacionados con lluvias, inundaciones y otros eventos naturales; ha-
cen que las estructuras de puentes sean objeto sensible para las autoridades en caso
de emergencia. En nuestro país todavía existen comunidades que están comunica-
das entre sí por un único puente, por lo que quedar incomunicados es un riesgo
inminente.
El entorno que envuelve a la estructura vial de nuestro país genera la necesidad
de monitorizar la salud de las estructuras, como lo son los puentes (1395 puentes en
2016[23]). Una gran cantidad de los puentes en Costa Rica ha alcanzado edades con-
siderables y un nivel de mantenimiento mínimo o nulo durante su uso, por lo que
su monitorización constante podría evitar o anticipar un colapso estructural, que
puede ser provocado ya sea por una emergencia ambiental o por envejecimiento
per se.
Figura 1.1: Topología general de la red de sensores colaborativa.
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Surge también la necesidad de establecer un medio que permita dar soporte en
escenarios de colaboración para alertas como las establecidas por la Comisión Na-
cional de Emergencias(CNE), que involucre a diferentes actores tales como senso-
res, equipo instalado en general y a organizaciones encargadas de velar por la po-
blación; para las cuales es de gran apoyo el contar con soporte que facilite su labor.
En la figura 1.1 se muestra la arquitectura general del sistema requerido para con-
frontar el problema planteado. Se observa como cada estructura puente es capaz de
enlazarse con la red; permitiendo la transmisión datos y colaboración en caso de
emergencia. Cada estructura puente puede tener más de un nodo o sensor, donde
la transmisión de datos a la red estará en función del que mejor disposición tenga
para hacerlo. Es posible pensar que en caso de emergencia, un puente aguas arriba
es capaz de transmitir su estado de alerta a la red, para que así se tomen medidas
preventivas e incluso de evacuación o clausura de las estructuras aguas abajo; es im-
portante recalcar que el escenario no es limitado, ya que podría establecerse alguna
estrategia de sectorizado (áreas cercanas), dónde no necesariamente debe ser para
estructuras aguas abajo (mismo río) sino más bien dentro del mismo sector o área.
1.4. Justificación del proyecto
Con el fin de justificar la propuesta expuesta en este documento de investigación
se presenta la misma en tres dimensiones. Primeramente, la innovación, luego el
impacto y finalmente la profundidad de la misma, en la que se especifica la manera
en que será tratado el tema o problema.
1.4.1. Innovación
Las tareas de análisis de SHM generalmente implican la integración de diferen-
tes herramientas que pueden ser altamente heterogéneas, autónomas y estar física-
mente distribuidas entre las diferentes organizaciones; como parte de estos com-
ponentes están los computacionales, que en general existen o han sido desarro-
llados previamente por diferentes organizaciones y dicho sea de paso exhiben un
alto grado de heterogeneidad en cuanto a los modelos de datos y el software que
utilizan[14][12].
Por definición una red colaborativa es donde los módulos en un nodo y los nodos
de sensor en las redes se comunican y cooperan para una tarea específica[67]. En el
presente trabajo de investigación se busca establecer un protocolo de red de senso-
res de bajo costo, donde se plasme una filosofía colaborativa; cuyo ámbito le permi-
ta funcionar tanto a nivel de una sola estructura, como entre estructuras diferentes;
la filosofía colaborativa debe establecerse para fines de prevención de emergencias;
donde además de un mejor manejo de los recursos, se tenga puntos de alarma para
desastres naturales y emergencias bien definidos en un protocolo de red WSN pa-
ra SHM. El enfoque basado en redes colaborativas busca promover la colaboración
entre diferentes entes incluyendo sistemas, organizaciones y personas para proveer
una solución al monitoreo de salud estructural de puentes.
La revisión de trabajos relacionados tanto a nivel académico como industrial per-
mite visualizar el estado del arte desde varios puntos de vista. En la actualidad pre-
valece un enfoque del problema espléndido económicamente y simplificado a gran-
des estructuras; con el objetivo de satisfacer necesidades a nivel de salud estructural
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con cierta inclinación hacia el ámbito de seguridad. En este sentido, la innovación
de esta investigación radica en los siguientes elementos:
Focalización en la búsqueda de opciones de bajo costo que cumplan los re-
querimientos necesarios a nivel de hardware en un sistema SHM. Situación
que adquiere una gran importancia en el contexto nacional e investigativo del
proyecto.
Inclusión de una capa de interoperabilidad entre dispositivos por medio de un
protocolo computacional inteligente. De esta manera, se puede generalizar el
tipo de nodo incorporado a la red, la variable a medir y además la estructura
en la que se conecte dicho nodo (Ver figura 1.1).
Inclusión de un sistema que permitiría a la comisión Nacional de Emergencias
obtener datos con alguna antelación, ante situaciones de emergencia debido
ya sea a desastres naturales ó a eventos humanos premeditados ó inespera-
dos.
1.4.2. Impacto
En el mercado existe una gran variedad de equipos y sensores comerciales para
realizar monitorización de salud de estructuras que funcionan de forma adecuada
en países industrializados (ver [69][12][45]. Los sistemas comerciales implican un
alto costo de instalación y mantenimiento; por otro lado las inspecciones constantes
durante un largo periodo de tiempo normalmente se ven restringidas, en muchos
casos los datos obtenidos son tomados de forma manual de los equipos para luego
realizar un análisis detallado.
El impacto que esta investigación puede generar, está directamente relacionado
con las instituciones que podrían hacer uso de un sistema de este tipo. Entre las
instituciones que podrían verse beneficiadas están la Comisión Nacional de Emer-
gencias (CNE), el Gobierno central de Costa Rica, municipalidades, Ministerio de
Obras Públicas y Transportes, CONAVI, empresas contratistas de obra civil, Labora-
torios y Centros de Investigación como el CIVCO, e incluso ciudadanos en general
que podrían obtener información de la red de monitoreo.
Actualmente no se cuenta con ningún sistema similar que cubra siquiera par-
cialmente con las funciones que podría cubrir un SHM adaptado a las necesidades
nacionales; donde se considere tanto el tipo de estructuras como su estado actual,
esto último en función de la imposibilidad de instalar sistemas comerciales que re-
quieren de una configuración previa, que incluye el trazado de cableado durante la
construcción de la estructura per se.
1.4.3. Profundidad
Desde el punto de vista de la profundidad de la investigación, se destaca que el
enfoque principal se centrará en el desarrollo del prototipo de red inalámbrica para
monitorizar salud estructural de puentes, donde la definición del protocolo compu-
tacional de comunicación entre nodos de la red, formará parte esencial del proto-
tipo. Las variables implicadas en el diseño se comprenderán en la naturaleza del
entorno.
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Mediante una revisión de trabajos relacionados, se definirá el estado el arte; para
luego llevar a cabo un análisis de requerimientos que describa el escenario y señale
aspectos diferenciadores obtenidos con esta investigación. Posteriormente se plan-
teará el diseño de prototipo de acuerdo al escenario y requerimientos identificados,
para luego desarrollar el prototipo funcional y ejecutar su validación de funciona-
miento.
En la sección de metodología se detallará la inclusión de pruebas repetitivas para
determinar el comportamiento tanto del protocolo propuesto como del prototipo
realizado.
1.4.4. Hipótesis
El prototipo de una red inalámbrica colaborativa para monitorización de salud
estructural en puentes de Costa Rica basada en Servicios Web, apoya la prevención
de desastres naturales relacionados con el nivel de caudal de agua bajo un puente.
1.5. Objetivos
Esencialmente un proyecto de investigación tiene como núcleo a los objetivos.
En torno a los mismos se establecen los entregables, las actividades a realizar y el
cronograma a seguir.
A continuación se describen tanto el objetivo general y como los objetivos espe-
cíficos de la propuesta de tesis.
1.5.1. Objetivo General
Desarrollar un prototipo de una red inalámbrica colaborativa para realizar moni-
torización de salud estructural de puentes en Costa Rica.
1.5.2. Objetivos Específicos
Realizar una revisión del estado del arte de trabajos relacionados con el tema
propuesto.
Llevar a cabo un análisis de requerimientos que permita describir un escena-
rio particular de monitorización de puentes e identificar las funcionalidades
requeridas para el diseño del prototipo.
Diseñar una red inalámbrica colaborativa que permita realizar monitoriza-
ción de puentes según el escenario y los requerimientos identificados.
Desarrollar un prototipo funcional del diseño de la red inalámbrica colabora-
tiva.
Validar el funcionamiento del prototipo desarrollado.
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1.6. Organización del documento
La información contenida en este documento está estructurada en los siguientes
capítulos:
Capítulo 1 Introducción: que contiene una descripción general del documen-
to, los antecedentes; la definición del problema, justificación del proyecto en
función de innovación, impacto y profundidad; objetivos general y específi-
cos; el alcance y por último los entregables.
Capítulo 2 Trabajos Relacionados: también conocido como marco concep-
tual, en éste capítulo se describen los conceptos, definiciones, métodos y pro-
cedimientos que permiten abordar y comprender de una mejor manera el ám-
bito del proyecto, además de determinar el estado del arte.
Capítulo 3 Análisis de Requerimientos: en éste se describe el proceso y los
resultados de la investigación, es donde se compila la información necesaria
para comprender el contexto de la red diseñada. Se aborda inicialmente un
diagrama de contexto general, posteriormente se profundiza en los requeri-
mientos funcionales y la estructura de datos, finalizando con los requerimien-
tos técnicos de componentes.
Capítulo 4 Diseño de la Red: en éste se describe el proceso de diseño de la ar-
quitectura de la red colaborativa, donde se incorpora las estrategias propues-
tas en el capítulo anterior.
Capítulo 5 Implementación de Prototipo: en éste se describe el proceso de im-
plementación del diseño de la red, la configuración necesaria y el desarrollo
que se plantea para lograr la implementación del diseño del prototipo plan-
teado en el capítulo anterior.
Capítulo 6 Validación y Pruebas: donde se describe la validación de la pro-
puesta de la arquitectura de información así como la implementación del di-
seño, con el fin de valorar el nivel de aceptación y el cumplimiento de los ob-
jetivos que se plantean. En el análisis de resultados se describe el producto
generado; se estudian, identifican y contrastan los resultados obtenidos.
Capítulo 7: Conclusiones: presenta un resumen con los descubrimientos más
relevantes del capítulo anterior y se discute si se lograron los objetivos pro-
puestos, así como si se cumplieron los entregables definidos y además se in-




La infraestructura vial forma una parte importante de la economía y es de suma
importancia para la calidad de vida en general de las personas y para las diversas
actividades económicas del país[18]. Los puentes representan uno de los elementos
más críticos, ya que por la naturaleza del país son en muchas ocasiones el único
punto de unión entre dos comunidades e incluso provincias.
En Costa Rica, la mayoría de las estructuras de puentes se construyeron hace más
de 30 años y la inversión en el mantenimiento adecuado ha sido mínima[16]. E-
Bridge del Instituto Tecnológico de Costa Rica (TEC) está realizando un inventario
nacional de puentes junto con el Consejo Nacional de Carreteras. De entre lo que se
ha podido ingresar al inventario hasta el momento, se ha detectado que un porcen-
taje significativo de puentes muestra una condición regular o crítica.
En un país en desarrollo como Costa Rica, la priorización de los proyectos de in-
fraestructura vial es esencial para las instituciones de gobierno correspondientes.
Sin embargo, para poder priorizar las inversiones de recursos, antes es necesario
conocer de forma precisa la condición de vías y puentes[18].
En e-Bridge 3.0 se plantea generar un prototipo que permita tomar datos en los
puentes, considerando que son estructuras que no contemplan la instalación de sis-
temas tradicionales de monitoreo.
Figura 2.1: Diagrama de la taxonomía de la investigación.
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Se plantea parametrizar un prototipo colaborativo de monitoreo de salud estruc-
tural con tecnología inalámbrica y uso de servicios web (ver figura 2.1). El prototipo
propone solucionar el hecho de que las estructuras puente de Costa Rica no están
diseñadas para albergar un cableado para los sensores, además de hacer uso de tec-
nologías de código abierto y en la medida de lo posible hardware de bajo costo. En
este capítulo se presenta el marco del contexto de la investigación propuesta. Se
considera en la implementación del prototipo el uso de redes de sensores inalám-
bricos en estructuras RESTful que permitan la escalabilidad del sistema, y algo de
procesamiento a nivel de nodos sensor tal y como se especifica en la literatura, men-
cionado tanto para estructuras en REST(Representational State Transfer, REST por
sus siglas en inglés), como en Internet de las Cosas, dicha característica incrementa
la capacidad de procesamiento global del sistema[68].
2.1. Antecedentes y trabajo relacionado
E-Bridge 3.0 es ya la tercera etapa del mapa de ruta establecido por un grupo de
investigación del TEC sobre monitoreo de la salud estructural en puentes. Este gru-
po de investigación nace en 2011 con la colaboración de varias escuelas, entre ellas:
Ingeniería de la Construcción, Informática, Electrónica, Ingeniería de Producción
Industrial e Ingeniería Forestal. Forma parte también de un programa de e-Ciencia
y mantiene fuertes colaboraciones con organizaciones relacionadas de usuarios fi-
nales, tales como el Ministerio de Transporte de Costa Rica, el Consejo Nacional de
Carreteras y las unidades del gobierno local. El objetivo general del grupo de inves-
tigación es generar herramientas para analizar la condición y el comportamiento
de las estructuras de puentes y así apoyar mejor las actividades de planificación y
mantenimiento[17].
2.1.1. Trabajos relacionados en monitoreo
Proyectos e iniciativas existentes relacionados con sistemas de monitoreo de puen-
tes, se pueden encontrar varios informes que analizan varias herramientas y pla-
taformas disponibles[17][41]. Los sensores de nivel de ríos instalados en puentes
(BMRSS, por sus siglas en inglés para “Bridge-Mounted River Stage Sensors”), son
uno de los principales referentes para el proyecto en cuestión, ya que realizan ac-
ciones como la medición y el análisis de variables como nivel del agua, humedad
y temperatura, envío de datos a un servidor y respaldo de información en caso de
errores en la transmisión[41].
Algunos de los sistemas propietarios más completos incluyen BRIMOS y SHM Li-
ve[17]. BRIMOS es un sistema de monitoreo de puentes, que ofrece un método para
la detección de daños en estructuras civiles, basado principalmente en el monitoreo
de vibraciones; además admite diferentes tipos de aplicaciones de monitoreo, inclu-
yendo monitoreo de punto caliente, permanente y de cable. SHM Live por su parte,
es un sitio web que administra y muestra datos sobre estructuras monitoreadas en
tiempo real en cualquier parte del mundo; permite la configuración en tiempo real
de las alarmas de eventos y ofrece diferentes opciones de visualización de datos.
En [17] se prevé que miles de millones de dispositivos y redes inteligentes, como
las redes de sensores inalámbricos ó WSN(Wireless Sensor Network, WSN por sus
siglas en inglés), no se aislarán, sino que se conectarán e integrarán con redes de
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computadoras en el futuro Internet of Things (IoT). Para mantener bien esos dispo-
sitivos sensores, a menudo es necesario evolucionar los dispositivos para que fun-
cionen correctamente al permitir que las entidades de administración de dispositi-
vos (DM) monitoreen y controlen dispositivos de forma remota sin consumir recur-
sos significativos. Para manejar la cantidad de sensores proponen un enfoque ligero
del servicio web RESTful(WS) para permitir la gestión de dispositivos de sensores
inalámbricos.
En relación con e-Bridge en [46], se describe el proceso de diseño de prototipos
y el desarrollo de un sistema integrado inalámbrico, que utiliza sensores específi-
cos tipo acelerómetro para generar datos relevantes en el monitoreo de la salud de
puentes (vibraciones en este caso). Su contenido se basa en el análisis de requisitos,
el diseño y la implementación de un prototipo de sistema que utilice principalmen-
te tecnologías gratuitas o de bajo costo. Además se habla de incluir una interfaz web
que permita el análisis de los datos, entre otras características.
Para finalizar en [47], se describe el diseño y desarrollo de una red inalámbrica de
sensores por medio de un dispositivo embebido que se encarga de la transferencia
de datos para realizar tareas de monitoreo y toma de datos según los requerimientos
identificados mediante reuniones que se realizaron con ingenieros e investigadores
con el fin de obtener un conjunto de requerimientos y especificaciones. Los reque-
rimientos extraídos se clasificaron en aquellos asociados al dispositivo embebido y
en aquellos asociados a servicios web.
2.1.2. Trabajos relacionados en redes colaborativas y arquitectu-
ras RESTful
El sistema integrado para la determinación del desempeño de estructuras de Puen-
tes desarrollado en [4], es un prototipo de una red inalámbrica de sensores que apo-
ya tareas relacionadas con el monitoreo de salud de estructuras de puentes en Costa
Rica. La red fue diseñada utilizando sistemas tipo PC-Duino con una versión de Li-
nux. El diseño realizado presenta ventajas específicas con respecto a sistemas pro-
pietarios existentes pues permite construir redes inalámbricas abiertas, escalables,
de bajo costo y consumo de energía, que se adaptan bien a los requerimientos de
escenarios de monitoreo remoto de estructuras civiles. Los Gateways en este caso
funcionan como un punto de agregación de los sensores a la red.
En [9] se propone un método de diseño e implementación de gateways para WSN
con estructura RESTful utilizando un framework basado en Javascript, donde No-
de.js utiliza un modelo de programación asíncrono, que puede manejar una gran
cantidad de conexiones de red simultáneamente. El gateway está diseñado como un
dispositivo empotrado con Linux y que maneja múltiples accesos tanto de los senso-
res como de los servidores en la nube. Todos los APIs de comunicación que residen
en el gateway, son diseñados para comunicarse con los servidores en la nube por
medio de APIs RESTful, HTTP y con los sensores por medio de un CoAP(Constrained
Application Protocol, CoAP por sus siglas en inglés).
Otro trabajo desarrollado en [3], son los servicios de ubicación RESTful de Open
Mobile Alliance (OMA) con servicios web RESTful estándar para ubicación de termi-
nales. Son independientes de la tecnología de ubicación y permiten la portabilidad y
la interoperabilidad de las aplicaciones. Los sensores inalámbricos son dispositivos
electrónicos que pueden detectar el contexto: espacio, medio ambiente y fisiología.
Los sensores inalámbricos pueden detectar la ubicación con alta precisión y que
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otras tecnologías no pueden proporcionar.
En la sección de redes colaborativas se desarrolla de forma más amplia el tema de
redes colaborativas.
2.2. Monitoreo de salud estructural SHM
El monitoreo de la salud estructural es un campo emergente en ingeniería civil
que tiene el potencial para la evaluación continua y periódica de la seguridad e inte-
gridad de la infraestructura civil. El objetivo de SHM(Structural Health Monitoring,
SHM por sus siglas en inglés) es conocer la condición de la estructura, que permi-
ta llevar a cabo medidas preventivas para prolongar la vida útil de una estructura,
además de prevenir fallas catastróficas. En síntesis, el monitoreo de salud estructu-
ral (SHM) se refiere al almacenamiento y análisis de grandes cantidades de datos de
sensores asociados a variables específicas; el registro permanente, continuo o pe-
riódico de parámetros indica la condición y el rendimiento de una estructura civil,
como por ejemplo, un puente en una vía de transporte público[12][14][19]. Los pa-
rámetros están asociados a cualquier variable de la que se obtienen valores a través
de un sensor, como lo es la medición del nivel del agua del río que pasa por debajo
de un puente.
Las estrategias de detección de daños pueden, en última instancia, reducir el cos-
to total del ciclo de vida de las estructuras. En términos generales, el daño puede
definirse como el cambio introducido en un sistema que afecta negativamente su
desempeño (Farrar et al., 1999). En cuanto a estructuras de ingeniería civil se define
como daño a toda acción que deteriora el rendimiento de la estructura; por ejemplo,
cambios en los materiales, conexiones, condiciones de contorno, etc[14][31].
El daño estructural puede ser causado de varias maneras. Las actividades norma-
les pueden introducir daño a la estructura. Las estructuras pueden dañarse debido
a la corrosión, el envejecimiento y las actividades diarias; como por ejemplo, el trá-
fico y las cargas de viento, que causan daños en los puentes. Por otro lado, las cargas
excesivas producidas por tornados, huracanes y terremotos también pueden causar
daños en estructuras[31]. Propiamente, las crecidas expontáneas constituyen otro
fenómeno natural que afecta a las estructuras de puentes en Costa Rica, incremen-
tando los niveles de caudal, aguas abajo en poco tiempo y causando gran destruc-
ción en las estructuras y zonas aledañas; muchas veces con repercusión en vidas
humanas, flora y fauna.
Todo sistema diseñado para evaluar salud de estructuras(SHM), debe contem-
plar la integración de tres subsistemas principales; etapa de detección y adquisición
de datos, etapa de gestión, y etapa de acceso y recuperación de datos. El compo-
nente de adquisición de datos, incluye sensores para obtener datos bajo diversas
condiciones ambientales, así como un sistema de comunicación de datos para la
transmisión de los datos medidos a un servidor en tiempo real. El diseño de este
componente tiene implicaciones sobre los módulos de detección en la estructura,
tales como: su elección, el número de módulos requeridos y su ubicación[1].
El subsistema de gestión de datos consiste en técnicas de recopilación de datos,
almacenamiento de datos y su procesamiento; haciendo posible proporcionar una
evaluación del estado de la estructura. Las tareas de procesamiento de datos son
fundamentales para extraer la característica que permite la identificación del daño,
o su ausencia, en una estructura[1].
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Por último, el acceso y recuperación de datos se basa en el control y acceso a da-
tos, en línea, o fuera de línea. En esta etapa del sistema, el propósito es que el análisis
e interpretación de los datos permita proporcionar información útil para la toma de
decisiones. Una implementación satisfactoria de esta etapa, permitirá al usuario ver
los resultados del análisis de los datos de forma remota a través de Internet.[1].
A la hora de desarrollar soluciones para SHM, es importante tomar en cuenta las
limitantes del uso de ciertas tecnologías; algunos desarrollos recientes que inclu-
yen diversas tecnologías de sensores y mejoras de las capacidades informáticas y de
redes, han permitido la instalación de redes de sensores in-situ; dichas redes son
responsables de la supervisión de parámetros tales como, tensión y deformación de
las estructurales, agrietamiento de la cubierta de concreto, entre otros. Sin embargo,
las técnicas de toma de datos, son costosas y en muchos casos no son viables para
SHM, ya que requieren de una instalación en lugares difíciles de alcanzar o deben
ser colocadas durante la construcción de la estructura; lo que limita su aplicabilidad
a tan solo el número de puentes que se construye hoy en día, en comparación con
la población actual de puentes en servicio[42][6][12][14].
Tomar en cuenta las lecciones aprendidas y la información disponible en materia
de SHM, permite evitar la reproducción de errores fatales, que afectan la calidad de
los datos y por ende complican el análisis a la hora de enfrentar un problema en este
área[42].
2.2.1. Variables de medición en SHM para puentes
El daño estructural en puentes puede ser causado de varias maneras -inherente
a todo tipo de estructura-, desde las actividades normales que introducen desgaste,
hasta la corrosión y envejecimiento. El tráfico y las cargas de viento, son las princi-
pales causas de daño en los puentes. La naturaleza y funcionalidad de cada tipo de
estructura establece el tipo de variables que se debe monitorear.
Investigaciones previas han generado tecnologías y datos de medición, relaciona-
dos a diversas variables que se consideran importantes de medir en SHM ; algunas
infieren sobre estructuras en general y algunas sobre puentes, específicamente. En-
tre las variables consideradas importantes, se encuentran: grietas en el concreto,
carga del viento, vibraciones, nivel del agua, precipitaciones, velocidad del viento,
tensión estructural, deformación estructural, flujo vehicular, entre otras[42][6][12][14][16][15].
2.2.2. Tecnologías utilizadas en sistemas de SHM para puentes
El estado del arte refleja que existen, datos, mediciones e implementaciones sobre
varias tecnologías utilizadas en SHM. Entre las cuales se encuentran: fotogrametría,
radares en general, geo-radares, radares interferométricos, tecnologías de monito-
reo de corrosión, termografía infrarroja, efecto Doppler acústicos (Acoustic Doppler
current profiler, ADCP1 por sus siglas en inglés), velocímetros gráficos de partículas a
gran escala (Large-Scale Particle Image Velocimetry, LSPIV 2 por sus siglas en inglés),
1Sistema y método para medir velocidades de corrientes utilizando señales acústicas de banda ancha
de pulso codificado.[33]
2PIV refiere al diagnósticos de flujo óptico que se basan en refracción, absorción o dispersión, de la
luz (visible) en medios no homogéneos, por ejemplo Imágenes de la superficie del río muestreadas con
una cámara[37][39].
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medición de vibraciones mediante filtros y transformada rápida de Fourier, entre
otras[42][6][12][14][16][15][26].
Los ingenieros encargados del análisis de salud estructural utilizan diferentes ti-
pos de sensores para monitorear estructuras, entre ellos: sensores de desplazamien-
to, medidores de tensión, acelerómetros, entre otros. A manera de ejemplo los ace-
lerómetros miden las aceleraciones de la superficie sobre la que están montados.
Las aceleraciones se traducen en cambios en la capacitancia o en otras propiedades
eléctricas y dichas señales analógicas se muestrean a una frecuencia específica.
Para el desarrollo de métodos de detección y localización de daños, los expertos
se basan en amplios conjuntos de datos de respuesta estructural, dichos conjun-
tos de datos pueden ayudar a validar, comparar y proporcionar intuición para tales
métodos. Hoy en día los datos se SistInfoIntegrecopilan mediante costosos sistemas
electrónicos cableados (o sistemas inalámbricos one-hop -una sola ruta-) y sistemas
de adquisición muy poderosos[42][52].
2.3. Redes colaborativas(CN), conceptos y aplicaciones
Una red colaborativa o CN(Collaborative Network, CN por sus siglas en inglés)
es una alianza constituida por varias entidades (e.g. organizaciones, sistemas y per-
sonas) de carácter autónomo, geográficamente distribuidas y heterogéneas en tér-
minos de su ambiente operativo y metas, pero que interactúan entre sí de forma
cooperativa para poder alcanzar metas comunes, y cuyas interacciones son apoya-
das por redes de computadores [38][12][10]. Organizaciones virtuales, clústeres de
industrias, comunidades virtuales profesionales, laboratorios virtuales, equipos vir-
tuales, cadenas de abastecimiento, gobierno virtual, entre otros, son ejemplos de
clases de redes colaborativas. En este contexto, las entidades colaboran estrecha-
mente, por ejemplo para ofrecer productos y servicios por parte de la red colabo-
rativa, que son llevados a cabo por medio de procesos desarrollados en varias or-
ganizaciones o por diversas personas. El paradigma de redes colaborativas ha sido
aplicado exitosamente a dominios muy variados[12].
La monitorización de salud de estructuras de puentes puede verse como un caso
específico de red colaborativa. Para realizar monitorización en una zona particular,
se debe contar con una red de entidades autónomas, distribuidas y heterogéneas
que consisten de organizaciones (municipalidades, ministerios, laboratorios, uni-
versidades), personas (ingenieros, investigadores, ciudadanos), sensores de varia-
bles (vibración, precipitación, altura libre inferior,etc), sistemas empotrados y sis-
temas de información que deben colaborar estrechamente para lograr una meta
común[14]. Por ejemplo, la meta puede ser apoyar la prevención de desastres me-
diante la generación de alertas de incrementos alarmantes en niveles de agua bajo
puentes de una zona geográfica determinada. En este caso, se deben definir mode-
los y protocolos de comunicación entre todas las entidades que permitan manejar
adecuadamente las alertas detectadas. Según este concepto, en el país podrían de-
finirse varias redes colaborativas según áreas de interés estratégico.
2.3.1. Aplicaciones de redes colaborativas
En [11] se describe la estructura detallada de un curso de Organizaciones Virtua-
les o VO(Virtual Organization, VO por sus siglas en inglés), que se imparte en pro-
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gramas de licenciatura y maestría de Informática en el TEC. Además del análisis y la
integración adecuada de componentes tecnológicos, definen y desarrollan arquitec-
turas de referencia generales y herramientas genéricas para admitir diferentes tipos
de escenarios de VO colaborativos. Se definen escenarios de colaboración entre or-
ganizaciones siguiendo el paradigma VO, para el entendimiento de los estudiantes.
En el sector turismo una VE(Virtual-enterprise, VE por sus siglas en inglés) puede
definirse como un consorcio temporal de organizaciones de proveedores de servi-
cios (agencias de viajes, proveedores de alojamiento, etc)[32], que se unen para for-
talecer sus habilidades y recursos para ofrecer servicios integrados. En [13] se des-
cribe el diseño e implementación de un componente del Catálogo de Definiciones
de Interfaz de Servicio destinado a apoyar la interoperabilidad de los servicios en las
VE de turismo. El soporte para servicios de valor agregado o VAS(Value-Added Ser-
vices, VAS por sus siglas en inglés) es un ejemplo de estos escenarios avanzados de
colaboración.
2.3.2. Importancia de la colaboración
Un sistema con sentido colaborativo puede ser tratado como una gran empre-
sa y debe de ser lo suficientemente flexible como para usar múltiples estrategias
concurrentes. Estas estrategias deben ser eficientes dada la variedad de usuarios y
elementos que lo componen. Una colaboración estrecha es, por lo tanto, un impe-
rativo para mejorar la organización y el rendimiento en general de un sistema[21].
El desafío en un sentido colaborativo está en: el grado de colaboración al que se
desea llegar, la cantidad de elementos involucrados, su duración y la naturaleza de
los procesos; los anteriores no son fáciles de definir. Sin embargo, al crear ambientes
de este tipo, la confiabilidad de los elementos es un requisito previo.
2.4. Internet de las cosas (IoT)
Internet de las cosas (IoT) se puede definir como un sistema global basado en el
conjunto de protocolos de Internet, en el que los objetos equipados con sensores,
etiquetas RFID (Radio Frequency Identification, RFID por sus siglas en inglés) que
consisten en pequeños transpondedores unidos a objetos físicos[5] o códigos de ba-
rras que tienen una identidad única; operan en un entorno inteligente y se integran
perfectamente en la red de información mediante el uso de interfaces inteligentes;
generalmente se refiere a escenarios donde la conectividad de red y la capacidad
de computación se extiende a elementos cotidianos, que normalmente no se consi-
deran computadoras, lo que permite que estos dispositivos generen, intercambien
y consuman datos con una mínima intervención humana. Sin embargo; no existe
una definición única y universal[1][49].
La idea de combinar computadoras, sensores y redes para monitorear y controlar
dispositivos ha existido por décadas. La reciente confluencia de varias tendencias
del mercado tecnológico, sin embargo, está acercando el Internet de las cosas a su
realidad generalizada, incluyendo: conectividad ubicua, adopción generalizada de
redes basadas en IP, economía informática, miniaturización, avances en análisis de
datos y aumento de la computación en la nube.
El IoT está forzando a un cambio en el pensamiento, donde la interacción con
Internet providente del compromiso pasivo con objetos conectados en un entorno,
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es cada vez más común, ayudando a tener datos derivados e intercambiados a partir
de esa interacción. La realización potencial de este resultado es un mundo hiper-
conectado, que no impone limitaciones inherentes a las aplicaciones o servicios que
pueden hacer uso de la tecnología.
Como resultado del acelerado desarrollo de las tecnologías de detección, tales co-
mo la auto-identificación por radiofrecuencia (RFID), los sensores y la convergencia
de las tecnologías de la información como la comunicación inalámbrica e Internet;
IoT emerge como una tecnología importante para los sistemas de monitoreo. La
cantidad de datos generados por los dispositivos de detección es voluminosa y más
rápida que antes de IoT ; se utilizan soluciones de Big Data para tratar la compleja y
gran cantidad de datos recopilados de los sensores instalados en las estructuras.
La computación en la nube es un paradigma informático en el que los recursos,
como los servidores, el almacenamiento y las aplicaciones, se pueden aprovisionar
y acceder en tiempo real a través de redes de comunicación avanzadas. En la era de
IoT y Big Data, la computación en la nube se ha desarrollado ampliamente en mu-
chas aplicaciones industriales que implican un gran volumen de datos. El desplie-
gue a largo plazo de un sistema de monitoreo de salud estructural (SHM), incurriría
en una cantidad significativa de datos de diferentes tipos[1][49][59].
El desarrollo de sistemas IoT depende en gran medida de baterías estándar y de
protocolos disponibles para interconectar dispositivos de baja y pequeña poten-
cia, así como de un intermediario de datos o de una aplicación. Muchas tecnolo-
gías están involucradas en el paradigma de IoT e incluyen protocolos tales como:
NFC(Near-Field Communication, NFC por sus siglas en inglés) para áreas muy pe-
queñas de hasta 4 centímetros[7], RFID y WSN ; que se usan ampliamente para va-
rios objetos de IoT. Hoy en día y debido a la necesidad y su constante uso, se están
estableciendo diferentes estándares para IoT para hacer frente a los problemas de
interoperabilidad, sin embargo, los estándares existentes que se usan ampliamente
para lograr el intercambio de datos entre dispositivos IoT, son IEEE 802.15.4 e IEEE
802.11[1]. Más recientemente uno de los protocolos en WSN más populares que está
siendo utilizado se conoce como ZigBee.
En vista de las facilidades disponibles para el acceso al internet en la actualidad
y a la capacidad que tienen las arquitecturas IoT, en esta investigación se pretende
hacer uso de dicha tecnología para convertir nuestros nodos de sensores en objetos
con capacidad de envío de información, con lo cual se pretende realizar una recolec-
ción de datos para dar lugar a futuras investigaciones en áreas tales como servicios
como el Big Data, Machine Learning y otras tecnologías relacionadas con el análisis
de datos.
2.4.1. Modelos de comunicación del IoT
Desde una perspectiva operativa, se sabe cómo se conectan y comunican los dis-
positivos de IoT en términos de sus modelos de comunicación técnica. En el marco
de comunicaciones comunes, utilizados por los dispositivos de IoT, se definen cua-
tro modelos de comunicación, especificados en el Documento Guía de Arquitectura
para Redes de Objetos Inteligentes (RFC 7452) 39, lanzado en marzo de 2015, por In-
ternet Architecture Board (IAB)[34][49].
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2.4.1.1. Patrón de communicaciones Device-To-Device
Al tener dos o más dispositivos conectados directamente, comunicándose entre
sí, sin necesidad de hacerlo a través de un servidor de aplicaciones intermediario,
se define un enlace tipo dispositivo a dispositivo. Estos dispositivos se comunican a
través de muchos tipos de redes, incluidas las redes IP o Internet.
En imagen de la figura 2.2 se observa un ejemplo de comunicación, entre un mo-
nitor de ritmo cardíaco y un cadence sensor, donde los dispositivos son manufactu-
rados por fabricantes distintos y establecen una comunicación directa por medio
de una red inalámbrica, que representa un patrón de comunicación dispositivo-
dispositivo[34][49].
Figura 2.2: Patrón de comunicación Dispositivo-Dispositivo.
Para poder cumplir con el propósito de que los dispositivos de diferentes fabri-
cantes puedan comunicarse de manera inmediata, los proveedores deben estable-
cer un acuerdo sobre un stack de protocolos a soportar. Por ejemplo aspectos de di-
seño de protocolos, tales como: la capa física (Bluetooth Smart, IEEE 802.15.4, etc),
capa de transporte (UDP, etc), arquitecturas de comunicación, modelo de los datos,
modelo de información, entre otros[34][49].
2.4.1.2. Patrón de comunicación Device-To-Cloud
El dispositivo IoT se conecta directamente a un servicio de nube de Internet co-
mo un proveedor de servicios de aplicaciones para intercambiar datos y controlar
el tráfico de mensajes. Con este enfoque a menudo se aprovechan mecanismos de
comunicación existentes, como las conexiones tradicionales por cable o Wi-Fi, para
establecer una conexión entre el dispositivo y la red IP, que en última instancia se
conecta al servicio en la nube.
En la imagen de la figura 2.3 se ilustra un patrón de comunicación para cargar
datos de sensores a un servidor de aplicaciones. A menudo, el proveedor de servi-
cios de aplicaciones (ejemplo.com) también vende objetos inteligentes. En cuyo ca-
so, toda la comunicación ocurre internamente al proveedor y no surge la necesidad
de interoperabilidad. Sin embargo, es útil para ejemplo.com reutilizar las especifi-
caciones existentes para reducir el esfuerzo de diseño, implementación, prueba y
desarrollo [34][49].
La interfaz de protocolo utilizada para comunicarse con la infraestructura del ser-
vidor debe estar disponible, y hay varios estándares que lo permiten, tales como
CoAP[9], Seguridad de la capa de transporte de datagramas (DTLS), UDP, IP, etc.,
como se muestra en la figura 2.3.
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Figura 2.3: Patrón de comunicación Dispositivo-Nube.
2.4.1.3. Modelo Device-to-Gateway
En el típicamente conocido como modelo device-to-application-layer gateway (ALG),
el dispositivo IoT se conecta a través de un servicio ALG como un conducto para
llegar a un servicio en la nube. Es decir que existe un software de aplicación que
opera en un dispositivo gateway local, que actúa como un intermediario entre el
dispositivo y el servicio en la nube, proporciona seguridad y otras funciones, como
la traducción de datos o protocolos (Ver imagen de la figura 2.4).
Figura 2.4: Patrón de comunicación Dispositivo-Gateway.
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El modelo funciona correctamente si se utiliza tecnología de radio que se imple-
menta ampliamente en el mercado, como el Wi-Fi basado en IEEE 802.11, en ocasio-
nes, se requiere de tecnologías de radio menos disponibles (como IEEE 802.15.4) o
se debe proporcionar una funcionalidad de capa de aplicación especial (autentica-
ción y autorización local) o se necesita interoperabilidad con dispositivos heredados
que no están basados en IP[34][49].
2.4.1.4. Modelo Back-End Data-Sharing
Se refiere a una arquitectura de comunicación que permite a los usuarios exportar
y analizar datos de objetos inteligentes de un servicio en la nube, en combinación
con datos de otras fuentes. Los dispositivos IoT cargan datos a un único proveedor
de servidor de aplicaciones. Sin embargo, los usuarios a menudo exigen la capaci-
dad de exportar y analizar datos en combinación con datos de otras fuentes. Por
lo tanto, surge la necesidad de otorgar acceso a los datos de sensores desde terce-
ros(Ver imagen de la figura 2.5)[34][49].
Figura 2.5: Patrón de comunicación Back-End Data-Sharing.
2.4.2. Arquitectura orientada a los recursos(ROA) para la Web de
las cosas(WoT)
En el entorno de WoT(Web of Things, WoT por sus siglas en inglés) se espera que
una “cosa” se comunique con otra “cosa” a través de la web, eventualmente por sí
misma. Lo que indica que cada elemento puede ser indistintamente sujeto u ob-
jeto para realizar sus propias tareas. De acuerdo con la arquitectura web de estilo
REST(estilo arquitectónico para sistemas distribuidos altamente escalables, men-
cionado por primera vez en la disertación de Fielding[63][48]), cada cosa puede re-
presentarse a sí misma como recursos web que se identifican con los URI[63][51].
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WoT integra “cosas” inteligentes con tecnologías well-known de la web. Los ele-
mentos habilitados para la web pueden interoperar libremente a través de la Web
utilizando los estándares abiertos.
La arquitectura ROA(Resource-oriented Architecture, ROA por sus siglas en inglés)
se aplica en WoT mediante el uso de tres modelos de representación de recursos(ver
figura 2.6) y el uso de los cuatro métodos básicos HTTP/REST para las operaciones
CRUD(Create, Read, Update, and Delete) a los recursos REST mostrados en el cuadro
2.1 [63][51].






En la figura 2.6 se muestran los modelos de representación de la arquitectura,
donde a) indica que un recurso tiene un URI único e información de atributos, en
b) y en C) se indica que un grupo de recursos también puede ser representado como
un tipo de recurso[63][51].
Figura 2.6: Modelos de representación ROA para WoT.
2.4.3. Definición de requerimientos y criterios para la implemen-
tación de servicios web en IoT
La falta de un protocolo común dificulta la logística de la comunicación dispositivo-
dispositivo y aumenta la complejidad de las redes. El paradigma web de las cosas
(WoT), donde los dispositivos utilizan HTTP como protocolo de comunicación, pre-
senta una solución al problema de la interoperabilidad de las cosas. Es decir donde
todas las “cosas inteligentes” tienen una representación y una presencia en internet,
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requiriendo una intervención humana mínima para generar, intercambiar y consu-
mir datos; su conectividad permite la toma remota de datos.
La evolución de las redes IoT conduce a un mundo conectado, automóviles, ca-
sas, máquinas y diferentes dispositivos interrelacionándose con algún nivel de au-
tonomía, desatando una ola de nuevas posibilidades para la recolección de datos,
análisis predictivo, y automatización del entorno. En el paradigma cada dispositivo
individual tiene acceso a Internet. El mayor desafío o requerimiento se da al inter-
conectar una variedad de dispositivos individuales diversos en una red flexible y
efectiva.
La conectividad entre los dispositivos (o nodos) y la aplicación, y entre los dispo-
sitivos y el usuario final, se utiliza para que la capa de toma de decisiones funcione.
De acuerdo a los principios del paradigma WoT, se utiliza un protocolo RESTful y
un servidor HTTP para configurar a los dispositivos y colocar la información pro-
porcionada por ellos en una estructura tipo path, donde los recursos están dispo-
nibles tanto para la aplicación, como para el usuario. La arquitectura REST para
sistemas distribuidos se basa en una comunicación sin estado que emplea datos
self-explanatory y una estructura cliente-servidor. Sus principales ventajas son la
escalabilidad y la compatibilidad.[24][49].
2.4.4. Mejores prácticas de en servicios web en IoT
Los sistemas RESTful deben ser centrados en los recursos, que en el caso de una
red inalámbrica serían los nodos, los recursos se representan mediante un URI(útilies
para su manejo). En una red que utilice el protocolo RESTful, se recomienda que los
nodos se conviertan en los recursos del sistema y que se ordenen en una jerarquía
similar a la de un sitio web. El sistema debe estar basado en un servidor HTTP, que
actúa como la interfaz principal, de forma tal que se pueda cumplir con la premisa
de generalidad de las interfaces. El servidor HTTP debe poder acceder y tener per-
misos de modificación sobre los recursos, además puede proporcionar información
de estado a cualquier dispositivo (ó nodo) que lo solicite.
Un sistema construido alrededor del servidor, permite cumplir con la premisa
de la independencia en la implementación de dispositivos, porque los dispositivos
simplemente están conectados al servidor, pero a su vez tienen la capacidad de ha-
blarse entre sí, ya que se trata de un ambiente de red colaborativo. Mientras que la
escalabilidad se logra gracias a que el servidor es HTTP, por lo cual puede admi-
nistrar cualquier número de dispositivos, ya que el sistema URI adoptado permite
agregar cualquier número de dispositivos adicionales. El acceso a los dispositivos a
través del servidor hace que el sistema sea más rápido, pero eso sacrifica algo de se-
guridad que se puede ganar mediante una cadena de componentes conectados en
secuencia, en este punto dependerá de cual de los dos criterios es más importante
en el tipo de aplicación.
El hecho de utilizar una arquitectura RESTful en una red IoT implica trabajar con
un protocolo HTTP, que proporciona un paralelismo intuitivo y eficiente entre el
modo de acceso a un sitio web común y cualquier dispositivo en la red. La forma en
que se envían los datos, la estructura del Path y los comandos (si es que los hay), son
los tres componentes del protocolo particular[24][49][1][24][35].
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2.5. Redes de sensores
Sistemas de adquisición de datos estructurales y redes de sensores inalámbricos,
son las opciones de redes de sensores entre las que se decide a la hora de realizar
un diseño de sistemas para monitoreo de salud estructural. En redes inalámbricas
los nodos sensor tienen libertad de cableado y a la vez restricciones de colocación
asociadas, que algunas veces dictan una pauta en el diseño. Esto, junto con el enru-
tamiento de múltiples saltos, permite una infraestructura de instrumentación muy
flexible. Por otro lado, varias limitaciones de las redes de sensores hacen que sea di-
fícil diseñar un sistema de adquisición de datos estructurales inalámbricos. El más
importante de estos es la energía: no solo la comunicación inalámbrica consume
mucha energía, sino que también el procesamiento de los datos consume una parte
significativa de la energía en nodos sensor inalámbricos[52].
2.5.1. Redes de sensores inalámbricos(WSN)
Muchos sensores se conectan a controladores y estaciones de procesamiento di-
rectamente (por ejemplo, mediante redes de área local), sin embargo en la actuali-
dad un número creciente de sensores realiza su comunicación para envío de datos
recopilados de forma inalámbrica a una estación de procesamiento centralizada.
Una arquitectura de sensores inalámbrica adquiere importancia para muchas apli-
caciones de red que requieren cientos o miles de nodos sensores, a menudo imple-
mentados en lugares remotos y áreas inaccesibles.
Cuando muchos sensores monitorean cooperativa-mente grandes entornos físi-
cos, forman una red de sensores inalámbricos ó WSN. Los nodos son sensores y se
comunican no solo entre sí, sino también con una estación base (BS) utilizando su
capacidad de comunicación inalámbrica, permitiendo difundir sus datos medidos a
sistemas remotos de procesamiento, visualización, análisis y almacenamiento[66].
Las capacidades de los nodos sensores en una WSN pueden variar ampliamen-
te, mientras nodos sensores simples pueden monitorear un solo fenómeno físico;
los dispositivos más complejos pueden combinar muchas técnicas de detección di-
ferentes (por ejemplo, acústica, óptica, magnética). Las capacidades de los nodos
sensores pueden diferir en términos de comunicación también, por ejemplo, me-
diante el uso de tecnologías de ultrasonido, Wi-Fi, infrarrojo o radio frecuencia, que
a su vez tienen velocidades y latencias de datos variables. Si bien los sensores sim-
ples solo pueden recopilar y comunicar información sobre el entorno observado, los
dispositivos más potentes también pueden realizar funciones extensas de procesa-
miento y agregación[66][1].
2.5.1.1. Comunicaciones en una WSN
La tecnología de red inalámbrica más común para sistemas móviles es la familia
de estándares IEEE 802.11, que fue ratificada en 1997 por el Instituto de Ingenie-
ros Eléctricos y Electrónicos (IEEE). La familia de estándares utiliza diferentes ban-
das de frecuencia, por ejemplo, la banda de 2.4 GHz es utilizada por IEEE 802.11b
y IEEE 802.11g, mientras que el protocolo IEEE 802.11a usa la banda de frecuencia
de 5 GHz. IEEE 802.11 se utilizó en gran medida en las primeras redes de sensores
inalámbricos, que aún se puede encontrar en las redes actuales cuando las deman-
das de ancho de banda son altas.
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Sin embargo, el consumo de potencia de las redes basadas en IEEE 802.11 hacen
que este estándar no sea adecuado para redes de sensores de baja potencia. Esto ha
llevado al desarrollo de una variedad de protocolos que satisfacen mejor la necesi-
dad de las redes de bajo consumo de energía y bajas tasas de datos. Por ejemplo, el
protocolo IEEE 802.15.4 ha sido diseñado específicamente para comunicaciones de
corto alcance en redes de sensores de baja potencia y es compatible con la mayoría
de los nodos de sensores académicos y comerciales.
Cuando los rangos de transmisión de todos los nodos sensores son muy grandes y
los sensores transmiten sus datos directamente a la estación base, se establece una
topología en estrella como se muestra en la figura 2.7, donde cada nodo sensor se
comunica directamente con la estación base mediante con un Single-Hop (un sólo
paso).
Figura 2.7: Topología Single-Hop[66].
Por otro lado las redes de sensores a menudo cubren grandes áreas geográficas
y la potencia de transmisión debe mantenerse al mínimo para conservar energía;
en consecuencia, la comunicación Multi-Hop (de múltiples saltos) es el caso más
común para las redes de sensores (Ver imagen de la figura 2.8). En esta topología
tipo malla, los nodos sensores no solo deben capturar y difundir sus propios da-
tos, sino que también deben servir como medio de transmisión para otros nodos
sensores(nodos de agregación), es decir, deben colaborar para propagar los datos
del sensor hacia la estación base o para propagar información importante para la
red[66][1]. Una excelente estrategia para maximizar el uso de energía, es que en no-
dos de agregación se cambie de tecnología inalámbrica a una de menor consumo
energético, por ejemplo ZigBee.
ZigBee es un protocolo de baja potencia en redes de área personal inalámbrica,
que está basado en el estándar IEEE 802.15.4 y que es adecuado para redes de sen-
sores ubicuas. Si se comparan las tecnologías Wi-Fi vs ZigBee, ZigBee trabaja a baja
velocidad de transmisión de datos, pero la mayor ventaja es el bajo consumo de
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Figura 2.8: Topología Multi-Hop[66].
energía ya que los dispositivos tienen una batería limitada[1].
2.5.2. Redes de sensores inalámbricas(WSN) para SHM
SHM puede considerarse como la integración de los siguientes sistemas: sistema
sensorial, sistema de adquisición de datos, sistema de comunicación, sistema de
procesamiento de datos y sistema de detección y modelado de daños. Por lo tanto, la
investigación en SHM abarca detección, comunicación, procesamiento de señales,
gestión de datos, tecnología de la información y modelado de sistemas.
La mayoría de los sistemas SHM utiliza redes de sensores cableadas (general-
mente fibras ópticas) para recopilar información sobre estructuras, sin embargo,
los cambios o reconfiguraciones en una red cableada, es en la mayoría de los ca-
sos, engorroso, costoso y difícil de mantener. En redes de sensores inalámbricas,
una reconfiguración o reubicación de algún(os) nodo(s) es menos complejo de im-
plementar, incluso es más fácil de mantener en el tiempo, independientemente de
la magnitud de la estructura en cuestión[68].
El monitoreo de la salud de estructuras usando WSN ha ganado interés de in-
vestigación debido a la habilidad para reducir costos asociados a la instalación y
mantenimiento de sistemas SHM. Típicamente, los sistemas SHM han utilizado re-
des de sensores cableadas; pero, la alta confiabilidad y los bajos costos de instala-
ción y mantenimiento de las WSN, las han convertido en una plataforma alternativa
atractiva. Debido a sus altos costos de instalación, las redes de sensores cableados
generalmente solo son factibles para aplicaciones de SHM a largo plazo donde la
salud de la estructura es de vital importancia.
La reducción en el costo de implementación de un sistema SHM con el uso de
tecnología WSN, fomenta su utilización en la infraestructura pública y privada; si-
tuación que ha generado un incremento en su uso para aplicaciones de monitoreo
estructural debido a que tienen un menor plazo de instalación. Dichos sistemas po-
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drían extender la vida útil de numerosas estructuras al permitir la detección tem-
prana de daños, eliminar el costo de las inspecciones de rutina y lo más importante
de todo, mejorar la seguridad pública.
En las WSN para SHM, los nodos sensor se implementan en varios lugares a lo
largo de una estructura para recopilar información sobre su entorno, por ejemplo
aceleración, vibración ambiental, carga y estrés a frecuencias de muestreo superio-
res a 100 Hz. Los nodos de sensor transmiten los datos detectados al receptor direc-
tamente o reenviando los paquetes de los demás. La agregación y el procesamiento
de datos son necesarios para la detección y localización de daños estructurales y
pueden ocurrir en diferentes ubicaciones (por ejemplo, nodos, cabezales de clúster
y / o servidor central) dependiendo de la topología de la red[8].
2.5.2.1. Consideraciones de un SHM con WSN
Los sistemas SHM han venido siendo utilizados en estructuras para mejorar la
seguriad pública y reducir las perdidas económicas. Sin embargo en algunos siste-
mas WSN diseñados para SHM, se ha pasado por alto algunos requerimientos de
sistema; superponiendo la necesidad de realizar un análisis de requerimientos ne-
cesarios en WSN para SHM. Los requisitos de sistemas planteados para aplicaciones
de SHM han de ser considerados para plantear los protocolos en un WSN para SHM.
El diseño de la red de sensores inalámbricos para SHM debe estar estrechamen-
te relacionado con el diseño de la metodología de monitoreo y no necesariamente
debe estar ligado al concepto formulado por otras aplicaciones. La mayoría de sis-
temas existentes contemplan la medición de una única cantidad física, lo cual no
se ajusta a las necesidades reales de un SHM, por lo que debe de ser considerado
un protocolo de comunicación que sea capaz de manejar diferentes tipos de medi-
ción, es decir que sea transparente a la cantidad física medida. Otra consideración
importante es que la tasa de transferencia de la red de comunicación subyacente,
debe poder manejar la enorme cantidad de datos generados por los nodos sensores
comunes en SHM, tal y como se desarrolló en [68](Ver cuadro 2.3).
Por otro lado y a pesar de los grandes beneficios que acarrea utilizar una WSN en
SHM, la naturaleza inalámbrica de la red plantea un nuevo y complejo conjunto de
desafíos para los investigadores; latencia, seguridad de la comunicación, concurren-
cia, enrutamiento efectivo y escalabilidad de la red, son algunos de ellos. Debido a
que los sensores deben ser alimentados por una fuente de energía externa, un gran
desafío en la red inalámbrica es la escasez de energía, que se utiliza para la detec-
ción, el procesamiento y la comunicación[68].
Cuadro 2.3: Requerimientos de tasa de transferencia en nodos sensor, para toma de
datos de valores físicos comunes en SHM. Tomado de [68]





Velocidad del viento 3,2kbps
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La monitorización de la salud estructural debe tener consideraciones tales co-
mo sensores comunes, parámetros comúnmente medidos y detección de daños y
algoritmos de localización. Los principales desafíos son la escalabilidad, la sincro-
nización de tiempo, la optimización de ubicación de sensores y el procesamiento de
datos. Es de suma importancia tomar en cuenta que, el monitoreo de salud estruc-
tural es una aplicación de WSN con requisitos de sistema únicos[8][68].
2.5.2.2. Requerimientos y criterios para SHM en implementación como WSN
Tal y como se comenta en la sección “Consideraciones de un SHM con WSN”, los
requisitos de sistemas "wired" desarrollados para trabajar en SHM, han de ser con-
siderados también para plantear los protocolos de comunicación en un WSN para
SHM, sin embargo en la actualidad se sabe que la comunicación inalámbrica para
comunicación de gama baja (tráfico relativamente bajo de datos, ej.: nodo sensor)
brinda amplios beneficios en términos de facilidad y aplicabilidad, permitiendo así
su instalación en estructuras catalogadas como antiguas, así como en estructuras
modernas.
Emergen además nuevos desafíos y retos con este paradigma de comunicación
inalámbrica para los nodos sensor, tales como: latencia y seguridad de comunica-
ción, acceso justo al medio, efectividad de enrutamiento y escalabilidad de la red. En
una red inalámbrica, los nodos sensor no están físicamente atados a la red eléctrica
del resto del sistema, por lo que requieren de una fuente de poder independiente
para su energización y por lo tanto otro gran desafío, que además afecta negativa-
mente la capacidad de procesamiento y el tamaño de la memoria de un nodo sensor
inalámbrico.
En redes de sensores inalámbricos se utilizan bandas de radio frecuencia que for-
man parte del ISM (Industrial, Scientific and Medical) de licencia gratuita, que es
ampliamente utilizado para fines industriales y de investigación. Un protocolo de
comunicación debe incluir medidas que consideren la inminente interferencia cau-
sada por otras fuentes cercanas de radio frecuencia que trabajen en bandas ISM[68].
2.5.2.3. Mejores prácticas para SHM en implementación como WSN
El procesamiento de los datos a nivel de nodo y la compresión de datos son téc-
nicas aplicadas para reducir la cantidad de transmisiones de datos, que están di-
rectamente asociadas al consumo energético del nodo sensor, además de facilitar el
manejo de la cantidad de datos que se generan en los sistemas SHM.
Las topologías basadas en cluster con comunicación multi-hop(en varios saltos),
han sido documentadas e implementadas en redes de espacio distribuido con el
fin de realizar monitorización estructural a gran escala, el procesamiento de datos
queda entonces distribuido a nivel de cluster. Para el manejo del acceso al medio
común, se utilizan protocolos basados en reservas que eliminan el Iddle listening,
mejorando la transmisión de datos, el consumo energético y reduciendo las retrans-
misiones. Los problemas de interferencia se afrontan con el uso de tecnología de
amplio espectro(Spread spectrum), es decir con un ancho de banda deliberadamen-
te más amplio de lo común[68].
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2.5.2.4. Implementaciones reales de tecnologías de sensores /redes inalámbri-
cos
Diversos diseños, prototipos y experimentos con redes de sensores inalámbricos
(WSN) para SHM se han propuesto, implementado y llevado a cabo, tanto en el ám-
bito académico, como en el comercial. Se tiene registro de hace mas de 14 años don-
de por ejemplo se diseñó una red de sensores inalámbricos llamada Wisden; para la
adquisición de datos estructurales en una estructura de prueba. Este sistema se uti-
lizó luego en dos entornos reales; una estructura de prueba sísmica y un edificio de
oficinas abandonado en Los Ángeles, California, EE.UU. [52][62].
Un sistema WSN que se implementó en el puente Golden Gate en San Francisco,
EE.UU, es también un ejemplo de implementación de WSN para SHM[60]. Además
el sistema WSN llamado WISAN (Sistema Inteligente Inalámbrico Sensor y Actua-
dor) para detección de daños y su localización en estructuras [25]. Un sistema sobre
el que también se tiene información, es el implementado para probar un puente de
hormigón pretensa-do, en Malasia. Otro diseño integral para SHM es BriMon; don-
de se tiene el diseño de un sistema de sensores inalámbricos, para el monitoreo de
puentes ferroviarios a largo plazo[62].
2.5.3. Redes colaborativas de sensores
Por su siglas en el idioma inglés una red inalámbrica colaborativa de sensores
(CWSN), es una tecnología de colaboración en WSN para hacer que los módulos en
un nodo y los nodos de sensado en las redes, se comuniquen y cooperen entre sí,
para llevar a cabo una tarea específica. Debido a que en una red inalámbrica de sen-
sores, los nodos tienen recursos limitados de energía, capacidad de cómputo y de
medición de variables; la colaboración se torna muy importante para poder llevar
a cabo aplicaciones con éxito. Las investigaciones en este área pueden ser estrate-
gias de colaboración, arquitecturas, algoritmos y aplicaciones, entre otros[67]. En
esta investigación se busca una idear una estrategia de colaboración basada en un
nuevo protocolo de comunicación, que permita cubrir las necesidades de SHM para
puentes en Costa Rica.
La clave en este tipo de investigaciones es cómo diseñar modos de colaboración
de acuerdo con las ventajas de WSN en la detección distribuida (adquisición de da-
tos de variables) y los recursos de red; de modo tal que las tareas puedan asignarse
de manera razonable y todos los recursos -incluidos los nodos- se puedan sincro-
nizar. Existe tres tipos de CWSN desde el punto de vista de su colaboración; el tipo
cooperación, que significa que todos los nodos funcionan de manera cooperativa
según sus propios grados de contribución a los objetivos, como por ejemplo la de-
tección cooperativa; tipo competencia, que significa que un recurso participa en
la colaboración de acuerdo con su fuerza competitiva, como la programación de
recursos; y tipo auto-organización, lo que significa que el estado cooperativo está
controlado y mejorado por la detección instantánea en un entorno especial[67]. Es-
te enfoque perfila una investigación tipo cooperación[53] [71].
2.5.3.1. Modelo de servicio Web colaborativo
Para describir una colaboración de enfoque general, debemos asumir que cada
servicio Web tiene uno o más puertos en cada una de las categorías que se muestran
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en la figura 2.9. Aprovechamos el hecho de que el estado y los resultados de cada
servicio web están completamente definidos por los mensajes en estos puertos. La
primera categoría son los puertos (orientados a recursos) que suministran la infor-
mación necesaria para definir el estado del servicio web; dichos puertos pueden ser
aumentados, de forma tal que el usuario no tenga problema en pasar la informa-
ción de control a la aplicación. Los puertos de salida, que son orientados al usuario,
proporcionan la información necesaria para construir la interfaz de usuario[29].
Figura 2.9: Puertos de usuario y de recursos de un servicio web[29].
En este modelo, la aplicación reside tanto el maestro como los otros clientes y los
archivos se comparten, dichos archivos se descargan en los hosts de los clientes de
antemano, y se implementan en directorios consistentes entre el cliente maestro y
los participantes. El cliente maestro captura los mensajes de eventos. Envía estos
mensajes de eventos a todos los clientes participantes para su respectiva actuali-
zación mientras hace uso de los mismos. Todos pueden compartir los archivos de
forma de forma síncrona[29].
2.5.3.2. Requerimientos y criterios para el diseño del protocolo de comunica-
ción entre nodos sensor en una red colaborativa
Al referirse a modelos y protocolos colaborativos, se debe tener claro su diferen-
cia respecto a modelos y protocolos que no lo son. En un modelo no colaborativo
los nodos transmiten su información directamente al destino por medio de algún
método de división de recursos, como lo pueden ser TDMA(Time Division Multiple
Access, TDMA por sus siglas en inglés) ó FDMA(Frequency Division Multiple Access,
FDMA por sus siglas en inglés). Mientras que en un modelo de protocolo colabora-
tivo un nodo transmite su mensaje a otro nodo que lo decodifica, añade su propio
mensaje y lo vuelve a codificar para hacerle broadcast [58].
La colaboración entre nodos ha demostrado aumentar la tasa de transferencia,
disminuir el gasto energético ó reducir la necesidad de recursos. En una red colabo-
rativa la mayoría de nodos tienen información propia que enviar al resto de la red.
Las aplicaciones de ambientes colaborativos modernos están basadas en tecnología
inalámbrica, categorizadas en dos tipos: redes de sensores inalámbricos basados en
colaboración, que utilizan la teoría y el método de colaboración para los proble-
mas clave de WSN incluido el protocolo de comunicación; y colaboración basada
en WSN, que investiga cómo usar WSN para monitorear y controlar objetos de for-
ma cooperativa[68][58].
El protocolo de comunicación de los nodos de un WSN se debe diseñar conside-
rando un ambiente distribuido, dinámico y complejo. Teórica y metodológicamente
la filosofía de colaboración debe cumplir con requisitos especiales para ser aplicada
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en WSN. Cada nodo debe ser pequeño y eficiente para que necesite menos recursos
informáticos y de memoria, además debe de ser consciente de la energía para evitar
el consumo de energía adicional y debe ser adaptable a los cambios de la topología
de WSN y del entorno[58][67].
2.5.3.3. Mejores prácticas en una red colaborativa de sensores
Las teorías de colaboración tradicionales[58] [70], no se pueden trasplantar a WSN
tal cuales. Se debe considerar que la red escala en gran medida, la topología es di-
námica y la comunicación es estocástica. Además, el código de cada nodo debe ser
muy compacto y eficiente. Tener alguna estrategia de consenso permite el control
de los nodos, mientras que la inteligencia de enjambre (Swarm intelligence) implí-
cita, donde los nodos son simples y con algún nivel de inteligencia y autonomía,
permite que la red tenga gran nivel de inteligencia global. Los algoritmos de enjam-
bre son al final métodos de colaboración, que se ecuentran bajo investigación como
soluciones de adaptabilidad en WSN.
El problema de localización de nodos desconocidos en una WSN se afronta con
la implementación de algoritmos colaborativos, explicado a fondo en [67]. Energy
aware es la propia consciencia de los nodos acerca de su nivel de energético, en su
diseño se incluye una optimización en el número de transmisiones; transmitir y pro-
cesar un mensaje según su importancia y el nivel energético de un nodo. Los men-
sajes importantes se enviarán a todos los nodos, pero los mensajes menores solo se
transmitirán a los nodos con alta energía o al concentrador de datos directamente.
Colaboración en tareas de la red implica descripción, descomposición, asignación,
calendarización y ejecución de las tareas entre todos los nodos de la red[67][68][29]
[58].
2.5.3.4. Redes Grid y P2P
Las redes tipo Grids y P2P están asociadas con entornos de colaboración. Las re-
des P2P comenzaron con comunidades ad-hoc, como las que comparten archivos
MP3; mientras que las Grids iniciaron como soporte de virtual para empresas u or-
ganizaciones. Hoy en día es posible discutir sin ambigüedad sus diferencias, simili-
tudes y lo que significa integrarlas en ambientes colaborativos, para lograr objetivos
específicos y con enfoques colaborativos; ambas son adaptables a ambientes con-
trolados por sensores[29].
2.5.4. Servicios Web en redes colaborativas de sensores
Con el fácil acceso a la nube y la mayor capacidad de procesamiento de los servi-
dores en la nube o algún tipo de servidor por medio de internet, es posible recopilar
datos de redes de sensores en diferentes ubicaciones y procesar grandes cantidades
de datos. El monitoreo y control de dispositivos físicos y sensores a través de In-
ternet, es cada vez más popular, debido a factores tales como: recientes mejoras de
conectividad a Internet(Servicios Web), dispositivos electrónicos de bajo consumo
energético y los métodos de comunicación inalámbrica; uno de los protocolos de
comunicación más utilizados en dichas redes es el denominado protocolo de aplica-
ción restringida (CoAP que hace que la comunicación entre sensores inalámbricos
a través de Internet sea más interactiva[43]).
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Existen dos paradigmas principales de servicios web: arquitectura orientada a
servicios (Service-Oriented Architecture, SOA por sus siglas en inglés) y arquitectu-
ra orientada a recursos (ROA, donde el URI es único para los recursos e información
de atributos[63]). El paradigma SOA se basa en protocolos de servicios web estándar,
como el Protocolo simple de acceso a objetos (SOAP), el Lenguaje de descripción de
servicios web (WSDL) y el Lenguaje de ejecución de procesos comerciales (BPEL).
Debido a su confiabilidad y a su seguridad a nivel de mensaje, SOA es el paradigma
que más se usa en aplicaciones empresariales; sin embargo, la complejidad de los
protocolos lo hace menos atractivo para la integración básica y ad-hoc de servicios.
Por otro lado ROA, se basa en REST de facto [63][48]. REST se ha convertido en un
enfoque preferible debido a su arquitectura simple y liviana, fácil acceso y escala-
bilidad. Los servicios web RESTful (servicios web basados en REST) se desarrollan
para proporcionar interfaces estándar[22][35][64][59].
Los servicios web se consideran un "sistema de software diseñado para admitir la
interacción interoperable de máquina a máquina a través de una red". Se caracteri-
zan por permitir el intercambio de datos y la integración de aplicaciones a través de
la red, dando lugar a poder soportar el uso de datos de varios dispositivos (por ejem-
plo: en la nube, computadora local, micro-computadora y dispositivos móviles) y
plataformas (por ejemplo: diferentes sistemas operativos). Es importante emplear
un protocolo de servicio web ampliamente adoptado y soportar además consultas
condicionales ya que estas son inherentes en aplicaciones de SHM (por ejemplo,
consulta de rango para datos de series de tiempo).
REST significa transferencia de estado representacional en el idioma español, pe-
ro toma su nombre por sus siglas el idioma inglés. REST es una arquitectura basa-
da en estándares Web y utiliza protocolo HTTP para la transferencia de datos. Ade-
más mejora la escalabilidad mediante la distribución del estado de la aplicación de
los servidores a los clientes. El estilo de la arquitectura REST tiene seis restriccio-
nes. Estas restricciones, aplicadas a la arquitectura, fueron originalmente comuni-
cadas por Roy Fielding en su disertación doctoral (Architectural Styles and the De-
sign of Network-based Software Architectures). Las restricciones dadas son interfaz
uniforme, sin estado, cacheable, cliente-servidor, sistema en capas y código bajo
demanda[65][64][36].
Los servicios web RESTful tienen un rendimiento rápido y una gran escalabilidad,
lo cual sugiere que su implementación permite cumplir con los requisitos de un
sistema SHM. Cabe señalar que existen otros protocolos de comunicación livianos,
como el protocolo MQTT; si bien dichos protocolos tienen ventajas sobre la comu-
nicación en tiempo real mediante mensajes de publicación/suscripción; RESTful
presenta grandes ventajas en capacidades de consulta que manejan eficientemente
los patrones de uso de datos típicos comúnmente vistos en aplicaciones SHM (por
ejemplo: consulta de rango para datos de series de tiempo)[59][50].
Con el propósito de estandarizar los protocolos de comunicación a utilizar y que
los mismos sean de carácter gratuito y abierto, se busca utilizar durante la ejecución
de esta investigación el uso de servicios Web RESTFul, debido a que se adaptan bien
a sistemas SHM[35][43].
2.5.4.1. Generalidades de la interacción Web
La Web moderna utiliza HTTP/TCP/IP como base de su protocolo fundamental.
El protocolo HTTP además de llevar datos de contenido, define una gama amplia
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de meta-datos para solicitudes y respuestas. Como parte del protocolo de mensa-
jería, los meta-datos son transportados en los encabezados HTTP, además pueden
ser: información sobre la propia aplicación del cliente, información acerca de los
idiomas de contenido aceptables y codificaciones de los datos.
Muchas de las aplicaciones Web utilizan el paradigma de transacción REST. Una
solicitud REST completa es autónoma, es decir que contiene la información nece-
saria para que un servicio procese la solicitud. Sin el contexto del cliente, un servicio
RESTful podría no ser capaz de funcionar en absoluto. Una parte muy importante
del protocolo HTTP es el cookie HTTP, que es una forma simple de contexto dis-
tribuido, donde el servicio lo utiliza para transmitir tokens -a menudo indiferentes
para sus clientes-, los tokens son típicamente únicos para cada cliente, permitiendo
al servicio asociar múltiples solicitudes de un cliente determinado.
La utilidad de las aplicaciones distribuidas depende de la latencia3 entre la soli-
citud de acción y la representación de un resultado, la Web está compuesta de múl-
tiples servicios altamente distribuidos por lo que la latencia tiene una importancia
considerable en el diseño de un sistema de este tipo. Navegadores modernos y otras
aplicaciones han evolucionado para ser cada vez más eficientes en la forma en que
usan los datos, almacenando en caché el contenido localmente y reutilizando la in-
formación del DNS y las conexiones TCP.
La comunicación HTTP/RESTful implica que: los clientes tengan datos que en-
viar, las solicitudes de clientes sean únicas y estén íntimamente ligadas a los datos
de contexto de los clientes asociados consigo mismos, y que se tome en cuenta la
latencia como medida de la eficiencia y de la capacidad de respuesta[36].
2.5.4.2. Algoritmos y generalidades de implementaciones
Se esta sección se describen algunas implementaciones de REST sobre redes co-
laborativas. MANET es un modelo para nodos de redes móviles ad-hoc y actuadores
en redes inalámbricas de sensores de colaboración para optimizar el procesamiento
de datos en áreas donde ocurren eventos, tales como lugares donde se requiere pre-
venir incendios. Para este modelo se desarrolló un algoritmo llamado Distribuido.
En el algoritmo distribuido cada nodo necesita información global y centraliza-
da sobre las ubicaciones de todos los demás nodos; así como las rutas más cortas
entre sí. Además, también se requiere información sobre los eventos. Sin embargo,
en los escenarios de red reales, dicha información no está disponible, por lo que el
algoritmo heurístico distribuido hace que cada nodo MANET recopile información
parcial a través de las comunicaciones, logrando el mismo objetivo. Se utilizan dos
fases: configuración y negociación.
La fase de configuración se utiliza para distribuir el número de nodos MANET
entre los eventos detectados en las áreas correspondientes, logrando un valor pro-
porcional ponderado max-min (WPMM), como criterio de equidad. Se busca: un
número fijo de nodos, y el tiempo de procesamiento para cada evento detectado
que es proporcional a su importancia y escala. Las redistribuciones posteriores de
los nodos en cada ciclo utilizan el algoritmo en la fase de negociación, que es basada
en una tecnica de mercadeo, es decir, un nodo tiende a moverse hacia el área más
cercana para procesar los eventos detectados, mientras que otro nodo indica a los
3Tiempo de viaje ida y vuelta dentro del transporte o el protocolo de aplicación, de forma más general
es el tiempo de retardo entre la causa y el efecto.[36].
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más cercanos que se muevan a su área para realizar el procesamiento de eventos
detectados y la comunicación entre nodos es realizada por medio de servicios Web
REST [56].
Con un problema muy similar al del estado de los puentes en Costa Rica, en la
universidad de Carleton, Ottawa, CANADA; se realiza la investigación de una ar-
quitectura Middleware4 para el manejo de la infraestructura de puentes basado en
sensores[61], donde en 2005 el US bridges [ASC 2005] reportó un 27% de puentes
en estado estructuralmente deficiente, además de tener un 40% de la totalidad de
puentes en Canadá con más de 40 años de edad. Antes del proyecto el problema
fue abordado por separado, creando un entorno fragmentado y una gran comple-
jidad, el enfoque propuesto pretende la integración basada en la red para conectar
las piezas.
El proyecto de Middleware se basa en una arquitectura configurable, donde di-
ferentes tipos de servicios se pueden gestionar, de diferentes maneras. Es posible
tener un enfoque centralizado para algunos nodos, mientras que a su vez se puede
tener un enfoque distribuido para otros nodos. Cada uno de los sitios que partici-
pan en la administración de la infraestructura del puente forma un nodo y todos los
nodos están interconectados por la red para formar un sistema distribuido con N
nodos.
La arquitectura además posee módulos cuya función es la de desacoplar a otros
módulos sin afectación en el desempeño de la red, permitiendo la integración de
nuevos servicios sin interrumpirse entre sí. Algunos recursos están asociados con
dos tipos de servicio, uno que es basado en SOAP, mientras que el otro tipo de re-
curso utiliza REST de peso ligero. Los servicios Web RESTful utilizan un protoco-
lo de peso ligero y, por lo tanto, son utilizados en aplicaciones que requieren ba-
ja latencia. Para aplicaciones más generales, se utilizan servicios Web basados en
SOAP, debido a que REST no tiene protocolos estandarizados para funciones como
la seguridad[61].
2.6. Proyecto e-Bridge
En general el estado actual de la infraestructura vial en Costa Rica es una debili-
dad de la economía del país. Los puentes representan un componente fundamental
de la infraestructura vial de cualquier país. Daños y deficiencias en puentes pueden
tener un impacto directo en la ejecución de actividades socio-económicas de la po-
blación en general, la infraestructura vial es una de las tres debilidades más fuertes
que el país viene arrastrando desde hace más de trece años[20][18].
Un porcentaje significativo de puentes nacionales muestra una condición pro-
medio o crítica respecto a algunas partes de su estructura, específicamente 62%
muestra condición regular y un 34% condición crítica (Ver imagen de la figura 2.10),
razón por la cual nace e-Bridge como proyecto de investigación en el Centro de In-
vestigación en Vivienda y Construcción (CIVCO) del Instituto Tecnológico de Costa
Rica[16][15]. Esta tesis es desarrollada en el contexto de investigación del proyecto
e-Bridge, para dar apoyo en la generación de prototipos de redes de sensores que
permiten la toma y gestión de datos en puentes.
4Software especialista que actúa como conexión entre un sistema operativo o base de datos y apli-
caciones, especialmente en una red.[40].
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Figura 2.10: Condición General de los puntes en Costa Rica - proyecto e-Bridge.
2.6.1. Enfoque e impacto de e-Bridge
El enfoque de investigación del proyecto e-Bridge es el de la predicción remota de
fallas en puentes. Surge como un primer proyecto nacional en el área y cuenta con
el aporte económico del TEC y del Consejo Nacional para Investigaciones Científi-
cas y Tecnológicas (CONICIT), además del soporte en el suministro de información
por parte del MOPT y el Consejo Nacional de Vialidad (CONAVI). El objetivo prin-
cipal de este proyecto es el de diseñar y desarrollar soluciones tecnológicas para el
monitoreo de salud estructural de puentes en Costa Rica.
La infraestructura de carreteras y puentes es crucial para la economía costarri-
cense, ya que promueve actividades como el turismo y el comercio. La planificación
adecuada y la priorización de proyectos de infraestructura es de gran importancia
para las instituciones gubernamentales relacionadas con e-Bridge[17].
2.6.2. Etapas y actualidad del proyecto
El proyecto de investigación e-Bridge, está definido por varias etapas(Ver imagen
de la figura 2.11). Inicialmente e-Bridge 1.0, 2011-2012; destinada principalmente al
desarrollo de capacidades básicas de SHM en el ITCR. Posteriormente E-Bridge 2.0,
2013-2015, donde el objetivo primordial fue la integración de información. E-Bridge
3.0, 2016-2017, da lugar al diseño de varios prototipos SHM para puentes con meto-
dologías de evaluación, análisis de riesgos ambientales, características de diagnós-
tico y técnicas de inteligencia empresarial, para respaldar el análisis de desempeño
del puente[17] y así apoyar en la toma de decisiones por parte de diversos actores e
instituciones en el área de gestión vial.
Actualmente, resultados de las investigaciones de las diferentes etapas de e-Bridge
están siendo aplicados y transferidos por medio del proyecto de extensión “Priori-
zación de intervención de estructuras de puentes mediante el uso de indicadores de
desempeño. Plan piloto: Municipalidad de El Guarco de Cartago” del ITCR. Este pro-
yecto tiene como objetivo brindar a una municipalidad particular herramientas de
apoyo a la priorización de las intervenciones requeridas para los puentes que deben
monitorear y mantener.
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Figura 2.11: Diagrama de desarrollo general del proyecto e-Bridge.
2.6.3. Logros del proyecto
Varias publicaciones, entre ellas las expuestas en [46][17][18][14][19][47][20][15]
[16][30][41] y algunos prototipos de sistema, son parte del palmarés de e-Bridge.
De los prototipos construidos algunos son utilizados para obtener mediciones de
diversas variables relacionadas a salud estructural de puentes y otros son para redes
de comunicación.
Como antecedente del presente trabajo, en el año 2016, a manera de proyecto ex-
ploratorio y con un alcance más limitado, el Centro de Investigaciones en Compu-
tación (CIC) y el grupo de investigación e-Bridge 3.0., en conjunto; realizan una in-
vestigación preliminar para la utilización de un dispositivo empotrado que gestiona
un conjunto de sensores para la obtención de datos, el trabajo realizado contem-
pla variables tales como: vibración, deformación y desplazamiento de puentes. Las
capacidades de dicho dispositivo son de conexión inalámbrica y ejecución de una
versión especializada para dispositivos embebidos del sistema operativo GNU/Li-
nux.
Dicho dispositivo posee la capacidad de realizar una conexión a un servidor de
tipo FTP, para colocar datos o bien ejecutar servicios web en un servidor de aplica-
ciones, al que tienen acceso ingenieros encargados de interpretar los datos y con el
fin de apoyarse en los datos para la toma de decisiones. Además cuenta con un ser-
vicio web por el cual las personas interesadas en el proyecto pueden tener un acce-
so directo al dispositivo para su configuración, para la visualización de notificacio-
nes y para el despliegue y tratamiento de la información generada por el dispositivo
empotrado[44][15][16].
El presente trabajo contempla una revisión exhaustiva del estado del arte del en-
foque que se le da al monitoreo de salud estructural (SHM) en la actualidad, visto
desde una perspectiva colaborativa que fue utilizada en los 2000 para suplir necesi-
dades comerciales de empresas como paradigma computacional [13] y que por sus
cualidades filosóficas y funcionales, hoy en día se aplica a varios ámbitos de situa-
ciones humanas, como por ejemplo desastres naturales. Además se integra a la in-
vestigación, tecnología de plataforma abierta de software plasmada en paradigmas
computacionales de tendencia como lo son IoT y RESTful, tecnología inalámbrica
para sensores (WSN); y tal y como se abarcó en [41], hardware de bajo costo como
lo son algunos sensores digitales, y dispositivos empotrados con sistemas operati-
vos Linux que son plataformas de alta eficiencia, estos últimos postrados como una
tendencia en la solución de problemas cotidianos. Dicha recopilación representa
un aporte teórico importante y no disponible hasta el momento, es una base bien
fundamentada para la presente investigación y para la generación de trabajo futuro.
Capítulo 3
Análisis de Requerimientos
En este capítulo se presenta la definición de requerimientos que fueron estableci-
dos mediante reuniones con el Dr. Cesar Garita sobre lo que debe cumplir el proto-
colo de comunicación y la red colaborativa para monitoreo de salud estructural de
puentes en Costa Rica. Se incluye; un diagrama de contexto que describe el funcio-
namiento general del sistema diseñado e implementado, los requerimientos funcio-
nales del sistema mediante diagramas de casos uso y de secuencia, el modelo de los
datos y finalmente los requerimientos técnicos de los componentes que lo confor-
man.
3.1. Diagrama de contexto
En la Figura 3.1, se muestra un diagrama de contexto de la solución implementa-
da. El sistema consiste de un conjunto de sensores que son colocados en las distin-
tas estructuras puente, cada sensor es a su vez conectado a un dispositivo embebido
que se encarga de su gestión. Un dispositivo que se enlaza por primera vez a la red, lo
hace mediante una pre-configuración que le permite auto-identificarse con el resto
de la red y así definir su propia dirección IP, la configuración de arranque utiliza los
parámetros definidos por el usuario para realizar lecturas de la información prove-
niente de los sensores.
Los nodos de red realizan en primera instancia un análisis constante de los da-
tos obtenidos de los sensores, en busca de definir en cual de los rangos estipulados
en la pre-configuración se encuentra la alerta (verde, amarillo ó rojo), las alarmas
son explicadas con más detalles posteriormente; en segunda instancia cada cierto
periodo de tiempo realiza una consulta al servidor web ó a través del nodo maestro
(dependiendo del rol del nodo) en búsqueda de actualizaciones, además de enviar
el promedio de los datos estables para su registro. El dispositivo embebido maestro
se encarga de enviar y solicitar información por medio de una conexión a internet.
El usuario puede interactuar con la red por medio de la interfaz web ó directa-
mente a la base de datos; en ambos casos están disponibles los datos de cada nodo
sensor, la configuración actual bajo la que trabajan los nodos sensor, la definición
de redes colaborativas, la definición de puentes, el estado actual de alerta de cada
red colaborativa y el tiempo de propagación de alarma entre nodos; incluyendo a los
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Figura 3.1: Diagrama de contexto.
que componen redes locales. Una opción mucho más limitada, es el uso de algunas
consultas predefinidas, que básicamente permiten saber como están definidas las
redes colaborativas en el sistema. Los roles de usuario se definen por medio de su
función, por ejemplo un acceso al servidor donde reside el servidor de base de da-
tos permite un análisis de raw data para investigación, por otro lado la interfaz web
permite al encargado del CNE/MOPT/CONAVI tomar una decisión inmediata, con
base a lo que puede ver desde su teléfono celular, computador personal ò cualquier
dispositivo con conexión a internet.
El protocolo de red contempla diferentes niveles de colaboración entre nodos, el
nivel más básico de colaboración es el local (por ejemplo P1 en la figura 3.1), donde
todos los nodos sensor se hablan entre sí para definir un estado unificado de cada
puente, solamente uno de ellos transmite el dato de alerta del puente a la red cola-
borativa a la que pertenece y los datos de cada nodo al servidor de base de datos.
La red colaborativa, es un nivel más alto donde se colabora entre puentes, que com-
parten entre sí su estado de alerta, permitiendo unificar un estado de alerta por red
colaborativa, la cuál toma como estado global el el peor de los casos de los puentes
que la conforman; a manera de ejemplo en la figura 3.1 podría definirse a P1 y a P2
como una red colaborativa 1 y a su vez P3 podría pertenecer a otra red colaborativa.
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3.2. Requerimientos funcionales del prototipo desarro-
llado
En términos generales esta investigación genera como principal resultado el dise-
ño e implementación del protocolo y prototipo de una red de sensores colaborativas
para monitorizar puentes en Costa Rica, con el objetivo de prevenir que el efecto de
los desastres naturales en afecte en gran medida a dichas estructuras y a sus usua-
rios. En la figura 3.2 se muestra el diagrama de casos de uso general para lograr dicho
objetivo.
Figura 3.2: Diagrama de casos de uso para la red colaborativa de prevención de
desastres.
El caso de Creación y Operación generaliza la preparación de la red, que incluye
parámetros de funcionamiento, la creación de la bases de datos, la carga de datos y
la generación y definición de su ontología. Monitorizar comprende toda acción que
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toma la red para inquirir datos y utilizarlos en la definición de estados de alerta en
el caso de Gestión de Alarmas ó para envío de información interpretada a la base de
datos en el caso Análisis de Datos. Cada elemento que participa en la red requiere del
caso Administración de Configuración como vía autenticación y rol de desempeño,
que a su vez es utilizado por todo aquel usuario que requiera de hacer cambios en
el modo de funcionamiento ya sea de los nodos o redes colaborativas.
3.2.1. Creación y operación de la red colaborativa de alerta
El flujo de los datos mostrado en la figura 3.3, se utiliza para la determinación del
estado de alarma, tanto local (en una estructura puente determinada), como glo-
bal(varias estructuras puente con algún vínculo entre sí), se inicia con la toma de
datos, que para el prototipo de prueba es mediante un sensor infrarrojo que deter-
mina el nivel del agua bajo el puente. En este punto, la complejidad de cada estruc-
tura puente, estará en función de cuantos nodos sensor sean requeridos para poder
realizar la determinación de la variable medida. A mayor número de unidades re-
queridas, más compleja será la red colaborativa local, de la cual saldrá un único
punto de conexión a la red telefónica, para enlazarse a la estructura a la red colabo-
rativa global.
Figura 3.3: Diagrama de secuencia para la creación y operación de la red colaborati-
va de sensores.
A nivel de red colaborativa local, se define tanto el concepto de nodo sensor maes-
tro, como el de nodo sensor esclavo. Un nodo sensor es aquel que toma mediciones
de la(s) variable(s) bajo escrutinio (ej: nivel del agua bajo el puente), hace un aná-
lisis estadístico que corrige la toma de mediciones fuera de rango (propias de los
sensores de bajo costo) y finalmente transmite su dato final a otro nodo, ya sea al
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más cercano de los nodos esclavo o al nodo maestro, dicha comunicación se hace
a través del nodo de comunicación local (NCL(Z)), comunicación que es realiza-
da con tecnología que permite trasegar datos a nivel local. Por otro lado un nodo
maestro realiza las mismas funciones que un nodo esclavo, pero además determina
mediante una comparación entre los datos de todos los nodos locales, si existe un
falso positivo de parte de alguno de los puntos de toma de datos, incluso respecto a
sí mismo. Cada nodo sensor promedia los últimos diez valores más estables que ha
tomado, antes de transmitir su propio dato a la red colaborativa local. Finalmente
el nodo maestro transmite los datos de todos los nodos de la estructura al servidor
de aplicaciones y su nivel de alerta a todas las redes colaborativas globales a las que
pertenece.
Un falso positivo se refiere a un valor estadísticamente determinado por un nodo
sensor, que no es cercano al de sus vecinos; a nivel de red colaborativa local el nodo
maestro es quien se encarga de determinar si un nodo está o no reportando un falso
positivo. Para el caso específico de la altura del nivel del agua, podría indicar que
hay algún objeto bajo el puente que obstruye el paso del agua en un sector y que es
el que genera una medición diferente respecto a los demás puntos de medición, por
lo que sería descartable para determinar la alerta local, en el caso de variables físicas
diferentes al nivel del agua, dicha funcionalidad podría ser muy útil, más su análisis
sería diferente. La detección de un falso positivo no altera las alarmas globales de la
red, genera una notificación y depende completamente de tener más de un punto
de medición en una sola estructura puente para poder funcionar correctamente, en
el caso de tener únicamente una unidad de medición no será posible determinar un
falso positivo.
Como se ha mencionado antes en este documento, cada nodo sensor maestro
tiene la tarea de ser el punto de conexión con el resto de la red, tanto a nivel de
servidor como de redes colaborativas globales, por lo tanto debe de transmitir un
dato final de la(s) variable(s) física(s) medida(s) por cada nodo, al servidor web y a
su vez debe de enviar su estado o nivel de alerta a todos los nodos que formen parte
de su(s) red(es) colaborativa(s). Un puente puede formar parte de más de una red
colaborativa, ya que puede inferir en mas de una cuenca, pero solamente a una ruta.
De esta forma todos los nodos maestro de una red colaborativa se comunican con
el fin de generalizar el estado de alerta, que afecta a puentes diferentes del que da
origen al disparo de la alarma, incluso podría propagarse a otra red colaborativa en
caso de que un puente pertenezca a más de una red. Una vez que el dato y el estado
de alarma es recibido por el servidor web, este se encarga de actualizar al servidor
de aplicación, que a su vez incorpora ó actualiza la base de datos. El resultado final,
que se compone de datos medidos y estado de las alarmas, puede ser visualizado en
corto tiempo en la interfaz web del sistema.
3.2.1.1. Servidor de Aplicaciones
En el Backend se atienden las solicitudes realizadas al servidor de aplicaciones.
Una solicitud debe de hacerse a través del Servidor Web y puede realizarse tanto
por los nodos maestro, como por el Frotend desde la página web. La solicitud bien
puede ser para adquirir información almacenada en la base de datos ó bien para so-
licitar el almacenamiento de nueva información en la misma. Cada solicitud HTTP
es manejada por el Backend y respondida hacia el Frotend o nodo maestro(ver figura
3.4).
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Figura 3.4: Diagrama de secuencia del Servidor de Aplicaciones.
Una solicitud que proviene de un nodo maestro, utiliza “Petición” para interactuar
con el servidor de aplicaciones y obtener ya sea una actualización de su configura-
ción o ingresar datos de mediciones tomadas a la base de datos. La información de
la red colaborativa que tiene que ver con el estado de alerta, también será almace-
nada, pero no necesariamente como una prioridad ya que se priorizará propagarla a
otros nodos de la red global. En la figura 3.5 se puede apreciar que toda solicitud, in-
dependientemente de quien la haya realizado, se realiza a través de “Consulta Base
de Datos”.
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Figura 3.5: Casos de uso del Servidor de Aplicaciones.
3.2.2. Monitorización de la estructura puente
En la figura 3.6 se detalla la parte del protocolo que se encarga de la toma de datos.
En el diagrama de secuencia de los datos se indica que los empotrados solicitan
una lectura y el sensor responde de vuelta con el dato medido en ese momento;
el nodo maestro procesa el dato, determina si existe algún falso positivo y transmite
un paquete de datos al Servidor Web que interpreta los datos para que el Servidor de
Aplicaciones los utilice. La toma del dato es procesada por el empotrado de forma tal
que se eliminan los valores fuera de rango, que son causados por utilizar sensores de
bajo costo, sin embargo es una medida que no afecta a sensores de mayor calidad,
debido a que lo que se hace es una desestimación de los valores más lejanos a los
más estables que se han tomado, hasta contar diez.
Dentro de los requerimientos de diseño del sistema que han sido especificados
por los expertos en el área de estructuras tipo puente del TEC, se debe tomar en
cuenta en el procesamiento de datos, el uso de recursos(incluyendo sensores) de
bajo costo y dispositivos de código abierto, lo cual favorece su instalación en estruc-
turas pequeñas sin incurrir en un alto costo, pero aún siendo capaces de dar una
buena medición de las variables físicas evaluadas. Como parte también del proce-
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Figura 3.6: Diagrama de secuencia para monitorizar la estructura puente.
samiento de los datos en el nodo maestro, se hace un análisis sobre el estado local
de alarmas y en caso de que haya un disparo de alarma, se envía el nuevo estado a
todos los nodos que pertenecen a la misma red colaborativa a la que pertenece el
nodo que generó el disparo.
Principalmente se requiere prevenir desastres naturales, razón por la cual se im-
pregna en el diseño el sentido colaborativo entre estructuras lejanas (dos o más
puentes distintos que mantienen algún vínculo territorial), es decir que un nodo
maestro actualiza a otro nodo maestro(maestro externo), con los cambios de estado
de alarma y el maestro externo toma el nuevo estado de alarma como suyo en una
variable global que a su vez tiene una prioridad más alta que el estado de alerta lo-
cal; el sistema se caracteriza por seguir la misma estructura de alarmas que define la
Comisión Nacional de Emergencias (CNE), es decir estado verde, amarillo o rojo; la
definición de cada alarma utilizada en la implementación del prototipo se aprecia
en el cuadro 3.1.
Cuadro 3.1: Definición de alarmas de emergencia para nivel de agua bajo el puente





Los casos de uso para la obtención de datos por parte de los nodos sensor com-
plementan al diagrama de secuencia y se especifican en la figura 3.7. Entre los ca-
sos definidos para el sistema, se encuentran “Monitoreo de estructura”, que permite
tanto a “Subir Datos al Servidor” como a “Actualizar Alarma Global”, para que pue-
dan ser utilizados para tomar acciones inmediatas de prevención o de clausura de
estructuras en riesgo inminente.
3.2. REQUERIMIENTOS FUNCIONALES DEL PROTOTIPO DESARROLLADO 43
Figura 3.7: Casos de uso para la obtención de los datos en los nodos sensor.
3.2.3. Gestión de alarmas
La generación de alamas habilita la toma de decisiones a mediano o corto plazo,
e incluso de forma inmediata. Clausurar un puente en uso, podría salvar vidas. En
la figura 3.8 se muestra el diagrama de secuencia de la forma en que se generan las
alarmas como parte del protocolo de emergencias definido.
Un nodo sensor, ya sea esclavo o maestro puede generar un cambio de estado
en las alarmas después de haber promediado los diez valores más estables y si el
valor final altera el estado actual de la alarma local de la estructura (ver cuadro 3.1),
entonces dicho nodo propondrá a los demás nodos sensor un cambio de estado de
alerta, sin embargo ese dato deberá ser validado por medio de comparación con sus
propios valores por el resto de nodos y sentenciado por el nodo maestro, quien será
al final quien determine si se pronuncia un nuevo estado de alerta al resto de la(s)
red(es) cooperativa(s) a las que pertenece dicho puente, o por el contrario reporta al
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Figura 3.8: Diagrama de secuencia para la gestión de alarmas.
servidor web que persiste un falso positivo en el nodo que reporta un dato diferente
al resto de nodos de la estructura puente.
En el diagrama de la figura 3.9 se observa que los casos de “Reporta Alarma a
Maestro” y “Lectura de Variable” son los que le permiten a un nodo esclavo deter-
minar que debe de reportar una alarma al maestro (cumpliendo con la premisa de
realizar algún nivel de procesamiento en los nodos establecida en el análisis del es-
tado del arte). Mientras que el caso de “Analiza Alarma” es quien decidirá si debe
enviar un mensaje que actualice tanto al servidor como a sus nodos maestros veci-
nos. La notificación vía mensaje de texto (SMS) queda sujeta al modo de operación
del empotrado, será posible notificar si se trabaja a bajo nivel, es decir con coman-
dos AT, este escenario de prueba será profundizado en capítulos posteriores.
3.2.4. Administración de la configuración
Cada nodo que sea añadido a la red requiere de una pre-configuración antes de
su instalación, pero además puede ser actualizado por parte del usuario mediante la
interfaz Web, dentro de los parámetros que pueden ser modificados se encuentran:
el puente al que pertenece un nodo, el rol del nodo (maestro-esclavo), el tiempo
de muestreo, el tipo de variable a medir y las redes colaborativas a las que el nodo
pertenece. Se ha dotado a su vez al sistema con una funcionalidad de auto-medición
de la intensidad de señal telefónica por parte de cada nodo sensor, proveyendo al
encargado de monitorización o encargado de puentes con una herramienta muy
útil para la instalación y ubicación a lo largo de una estructura puente para los nodos
sensor.
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Figura 3.9: Casos de uso de la gestión de alarmas.
En la figura 3.10 se muestra el diagrama de casos de uso para realizar el manejo de
la configuración de la red, donde se incluye nodos, puentes y redes colaborativas. El
caso Petición Web es el caso que permite acceder a la base datos, ya sea para hacer
un cambio en la configuración por parte del encargado de puentes o del encargado
de monitorización o para notificar a los nodos acerca de cambios en la configura-
ción. Por otro lado el caso de Notificación de Cambio es quien indica a los nodos
sensor que deben de recibir una actualización para modificar su configuración.
3.2.4.1. Determinación de nodo maestro en una estructura puente
Es común que en una misma estructura puente se requiera de más de un punto de
toma de datos, donde probablemente algunos de ellos no son buenos puntos para
conectarse a la red telefónica. Es posible realizar una verificación del nivel de la señal
que determine cual de las unidades está mejor ubicada para convertirse en el punto
46 CAPÍTULO 3. ANÁLISIS DE REQUERIMIENTOS
Figura 3.10: Casos de uso para la administración de la configuración.
de integración a la red, sin embargo dicha funcionalidad esta limitada al número de
entradas/salidas del empotrado, si el puerto utilizado para adquirir internet cubre
las disponibles, entonces no será posible medir la intensidad simultáneamente.
En el caso de estar trabajando como servidor, no hay acceso al control de bajo
nivel del hardware (Comandos AT para un Raspberry), entonces deberá limitarse a
una asignación manual y aleatoria del dispositivo maestro en una sola estructura,
alternativamente puede realizarse la medición con el empotrado funcionando sin
ser servidor para saber cual posición esta mejor ubicada y posteriormente hacer
una reconfiguración del dispositivo en campo. La figura 3.11 muestra el diagrama
de casos de uso de la determinación del nodo máster por medio de medición de
señal de conexión a la red telefónica.
En el diagrama de secuencia de la figura 3.12 se despliega la asignación automá-
tica del nodo maestro en una estructura puente, acción que se realiza por medio de
la medición de la intensidad de la señal percibida por los dispositivos. La asignación
automática del nodo maestro utiliza al mejor postor.
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Figura 3.11: Casos de uso para selección del nodo de enlace a la red colaborativa.
3.2.5. Análisis de los datos del sistema
La autonomía por estructura puente que ofrece la filosofía cooperativa de la red
del sistema, permite tomar acciones automáticas con variables físicas como el nivel
de agua del puente por ejemplo cerrar una aguja de paso o controlar un semáforo
de acceso al puente (no implementado en el prototipo); sin embargo uno de los
requerimientos más importantes establecidos y que además es conocido que debe
de estar disponible para sistemas SHM, es que sea posible realizar análisis de datos,
ya que existen variables físicas que generan alteraciones en estructuras a mediano y
largo plazo, como por ejemplo la vibración.
El encargado de monitorización, es el actor más importante en el análisis de da-
tos, ya que es quien hace uso de las herramientas que provee el sistema. En la figura
3.13, se puede observar que el encargado utiliza el caso "Petición Web"para inter-
actuar con la estructura de despliegue de datos, que le permite hacer análisis de
los mismos. Por medio de la página web y “Consulta HTTP” se utiliza el servidor de
aplicaciones para consultar la base de datos. Algunas herramientas como gráficos, o
selecciones inteligentes de datos, podrían implementarse como parte de la interfaz
Web actual, en el caso de necesitar los datos para su uso en Excel, se cuenta con una
herramienta de exportación del Raw Data en dicho formato.
La secuencia para realizar una petición web y obtener información desde la base
de datos por medio del motor de la misma es mostrada en la figura 3.14. Una peti-
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Figura 3.12: Diagrama de secuencia de la selección del nodo de enlace a la red cola-
borativa.
ción web es trasladada a una consulta HTTP por parte de la página web, que a su vez
interactúa con el servidor de aplicaciones para hallar el dato solicitado ó actualizar
uno existente en la base de datos.
3.3. Modelo de datos
El motor de la base de datos soporta y contiene a la base de datos del sistema,
cuya estructura es mostrada en la figura 3.15.
En la tabla Devices se almacenan los datos acerca de nodos sensor, donde se al-
macena además que tipo de nodo sensor es cada uno; esclavo o maestro, así como
una relación a los respectivos archivos de configuración, ubicados en la tabla Con-
figurations, tales datos pueden ser modificados por el usuario mediante la interfaz
web, dando entonces una gran flexibilidad y adaptabilidad a cualquier cambio re-
querido en la toma de datos o situación de emergencia, tal y como se estipula en la
sesión de requerimientos para sistemas basados en IoT.
La independencia de la red local, que a su vez es colaborativa también, indepen-
diza el funcionamiento del puente en caso de perder comunicación con el resto de
la(s) red(es) colaborativa(s), una re-conexión del nodo a la red permite la actualiza-
ción de los datos que son almacenados en la tabla Reports, misma tabla donde es
almacenada la información regularmente en comunicación constante con la red de
sensores. Los datos relacionados con puentes se almacenana en la tabla Structures.
Los datos utilizados en la lógica de redes colaborativas residen en las tablas Nets y
DeviceInNets. En la primera se definen las redes existentes y en la segunda se definen
las asociaciones de pertenencia de los nodos en cada red colaborativa, toda confi-
guración almacenada en estas tablas puede ser ingresada y modificada por medio
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Figura 3.13: Casos de uso para el análisis de los datos.
de la interfaz gráfica. Para su consulta se pre-definen algunas consultas que le darán
al usuario una forma amigable de saber cual es la configuración actual.
Las estructuras de datos dados en Routes y Basins son dadas para la recolección
de información que puede ser importante para investigación por parte de los encar-
gados de puentes y de monitorización.
3.3.1. Mediciones
En la Figura 3.16 se muestra la estructura de la tabla de mediciones, donde se
muestran los datos tomados por todos los nodos sensor, sin importar el tipo de nodo
sensor que sea.
Cada columna de la tabla contiene un dato diferente de cada medición. Iniciando
de izquierda a derecha, “Reporte” organiza los datos del más reciente al más antiguo,
“Dispositivo” y “Puente” identifican al nodo sensor y al puente al que pertenece la
medición respectivamente, posteriormente se dan la fecha y hora de la toma del da-
to, “Distancia” indica el valor medido del sensor que en este caso es distancia y está
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Figura 3.14: Diagrama de secuencia para el análisis de los datos del sistema.
dado en centímetros, “Alerta” indica el estado del puente reportado de acuerdo al
criterio establecido por criterio experto, “Alerta Global” indica el estado de alarma
de la red colaborativa correspondiente y finalmente uno de los datos que revela bue-
na información en referencia al desempeño de la red es el “Tiempo de propagación”,
que determina el momento en el que el nodo sensor hace su cambio de estado, ya
sea por inducción de la red colaborativa a la que pertenece o por sus propias medi-
ciones.
3.4. Requerimientos técnicos de componentes del pro-
totipo
Los componentes del prototipo se subdividen en cinco secciones: sensor, empo-
trado, módulo de conexión local, módulo de conexión a la red global y servidor con-
centrador de datos. A continuación se presentan los requerimientos ordenados bajo
esta división.
3.4.1. Sensor
El sensor debe ser un dispositivo que permita medir la variable física de distancia
a bajo costo. Además debe permitir la corrección de malas mediciones por medio de
software, mediante técnicas estadísticas de promedio y comparación contra valores
previos. La ganancia se debe poder ajustar y al igual que su rango de ubicación. Así,
se puede encontrar una ganancia que pueda medir distancias que cubran el 75% de
diez metros, que es la distancia máxima establecida para las estructuras a evaluar
con el prototipo.
3.4.2. Empotrado
Se escoge el sistema empotrado basándose en las siguientes métricas de diseño:
Bajo consumo de potencia
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Figura 3.15: Estructura del esquema de la base de datos del sistema.
Capacidad para USB










Conexión a internet por Ethernet o Wifi
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Figura 3.16: Tabla de Mediciones.
3.4.3. Módulo de conexión local
Se debe utilizar alguna tecnología de corto alcance que permita la conexión punto
a punto, en la cual la información es transmitida desde un nodo sensor a otro con-
figurado como coordinador. La conexión entre ambos dispositivos se debe realizar
ajustando algún parámetro de identificación, tal como la dirección MAC, donde el
coordinador se conozca en la configuración.
3.4.4. Módulo de conexión a la red global
Este módulo debe de ser un protocolo de comunicación de nivel 3, de acuerdo al
modelo interconexión de sistemas abiertos por capas de OSI, que permita la cone-
xión a la red telefónica para comunicar estructuras que se encuentren muy lejanas
entre sí y que no pueden ser cubiertas por tecnologías de corto alcance, además de
no generar dependencia de alguna estructura de comunicación en radio frecuencia
que esta fuera del alcance del proyecto de investigación.
3.4.5. Servidor
El servidor físico es donde residen: el Servidor de Aplicaciones, el Servidor Web
y el concentrador datos, para lo cual se establece que los requerimientos mínimos
son los siguientes:
SO soportado en plataforma Linux
Capacidad para USB
Capacidad para HDMI o VGA
Varios Cores
RAM mayor a 8GB
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HD no menor a 128GB
Licencia del hardware
Soporte
Maquina virtual o física
Conexión a internet por Ethernet o Wifi
3.4.6. Red inalámbrica
Se considera red inalámbrica a toda tecnología que tenga como función la trans-
ferencia de datos que utilice la red colaborativa. Tanto la comunicación punto a
punto de una estructura puente, como la colaborativa global requieren del envía
de información relacionada al protocolo de prevención de desastres. La red utiliza
tecnología de corto alcance hasta donde es posible, sin embargo el trasiego de datos
entre estructuras es posible con la estructura actual por medio de la red de telefonía
celular, por lo que se requiere que dicha red forme parte de la red inalámbrica del




En este capítulo se describe la fase de diseño del prototipo de red de sensores y
el servidor de recolección de datos; el servidor recibe reportes de los nodos sensor
maestro de cada estructura puente, o los de la red colaborativa a la que pertenece.
Esta fase tiene como fin definir el diseño del prototipo antes de su desarrollo.
Un proceso de investigación exhaustivo y de pruebas preliminares ha permitido
realizar la implementación de un sistema mínimo de red colaborativa que cumple
con las especificaciones para SHM y redes inalámbricas de sensores, con la inten-
ción de sobrellevar las situaciones de emergencia en estructuras tipo puente.
La fase de diseño tiene como propósito definir los planos de construcción del sis-
tema de sensores, el protocolo de comunicación entre ellos y el envío de datos hacia
la estructura en la nube del servidor principal. Es muy importante que el diseño esté
bien definido, logrando cubrir las necesidades actuales y futuras de los entes rela-
cionados, que al final son los usuarios del entorno. Esta fase es de gran impacto y
determina la efectividad de un sistema como producto final del diseño.
La composición de este capítulo está basada en:
Diseño de la arquitectura de la red.
Diseño del protocolo.
Principales funciones y algoritmos.
Configuración del sistema.
Wireframe de la página principal.
Mapa o plano general del sitio.
4.1. Diseño de la arquitectura de la red
La arquitectura mostrada en la figura 4.1 muestra el diagrama de diseño general
de la red de sensores, donde se aprecia que pueden darse diversas configuraciones
de nodo sensor en cada estructura puente. La cantidad de nodos sensor en un puen-
te es la que determina su configuración local. A nivel de semántica de la red, se tiene
una combinación entre dos modelos: cliente-servidor y sistema distribuido.
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En la red todo nodo sensor es un cliente que realiza peticiones al servidor en la
nube, el servidor las procesa y luego envía la respuesta al cliente; las peticiones pue-
den ser con el objetivo de obtener actualizaciones para su configuración o bien de
las redes colaborativas; estructura que se replica entre nodos sensor maestros, para
compartir estados de alerta.
Periódicamente, cada nodo sensor maestro realiza peticiones para actualizar da-
tos de mediciones de cada puente, en la base de datos del servidor en la nube. Los
conceptos de diseño del nodo sensor maestro y nodo sensor esclavo, se desarrollan
durante el capítulo con una mayor profundidad.
Figura 4.1: Diseño general de la red.
La filosofía de red colaborativa en esta aplicación, se plasma en la colaboración
que realizan los nodos sensor entre sí, la cual se efectúa de dos formas (local y glo-
bal), tal y como se ha mencionado en capítulos anteriores. Cada nodo sensor, en un
mismo puente, colabora entre sí para determinar un valor y estado general, cuya
interacción da como resultado un estado de alerta general confiable.
Por otro lado, cada nodo sensor definido como maestro comparte su estado gene-
ral de alerta con los nodos sensor maestro de otros puentes, para definir así el estado
de alerta global de la red colaborativa, todo por medio de la estructura RESTful.
La aplicación es de ejecución continua y los datos en tiempo real pueden ser vi-
sualizados a través de un navegador web, así como un cambio de configuración pue-
de ser efectuado también por medio de la interfaz. Otro factor importante dentro de
la arquitectura es la versatilidad del servidor en la nube, al cual se le puede distribuir
aun más y a quien el uso de una estructura RESTful faculta con una escalabilidad e
interoperabilidad amplia.
A continuación se presenta con más detalle cada uno de los componentes de la
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arquitectura de la red de sensores de la figura 4.1:
4.1.1. Configuraciones de puentes
La representación del “puente A” de la figura 4.1, muestra una de las posibilidades
de configuración que se vislumbra como la opción a utilizar mayoritariamente, es
decir, con un nodo maestro y un nodo esclavo; lo anterior debido a que se ha notado
que su interacción es suficiente para determinar un estado de alerta.
En el mejor de los casos, todo nodo sensor, sin importar su rol, podría tener acceso
a la red global para solicitar actualizaciones para sí mismo al servidor en la nube,
por lo que la configuración del “puente A” podría tener la ventaja de poder realizar
actualizaciones de configuraciones por medio de cualquiera de sus nodos; a su vez
presenta la desventaja de ser más costoso que una configuración donde no todos
los nodos tengan dicha capacidad.
Una comparación entre los resultados de un “Filtro de mediana móvil” mitiga la
necesidad de instalar más de dos unidades por estructura puente para obtener una
medición aceptable en términos de precisión, y a su vez seguir siendo capaces de
detectar “falsos positivos” con dos unidades (comunicación local Xbee).
La configuración de “puente B” y la de “puente C”(figura 4.1) son posibles pe-
ro menos recomendadas. En orden de prioridad, se prefiere tener la configuración
plasmada en “puente C”(dos esclavos y un maestro) ya que permite implementar
detección de “falsos positivos”. La configuración del “puente B” (un solo nodo maes-
tro) es la de mejor esfuerzo,
4.1.2. Arquitectura del servidor en la nube
El servidor permite el correcto funcionamiento de la red de la figura 4.1, ya que
además de almacenar los datos crudos, actúa como canal de agregación a la red glo-
bal. En él, también reside la interfaz web que permite que los usuarios generen sus
credenciales de sistema, visualicen los datos y realicen ajustes a redes colaborativas
existentes o creen nuevas redes colaborativas.
Cabe resaltar que la interfaz web maneja concurrencia de usuarios, las peticio-
nes o acciones de cada usuario se verán reflejadas en la red en función del tiempo
de propagación promedio para servidor-nodo, que será definido en el capítulo de
validación.
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Figura 4.2: Servidor en la nube.
En la Figura 4.2 se muestra el diseño del servidor en la nube, cuya arquitectura
tiene como requisito ser simple, de código abierto y extensible. Para cumplir con
estos requerimientos se utiliza el entorno de ejecución de JavaScript, Node.js, para
las secuencias del lado del Back End del servidor de aplicaciones, integradas poste-
riormente del lado del cliente en el navegador web, que constituye parte del Front
End.
El Front End es manejado por medio del framework Express.js, que es diseñado
para aplicaciones web y creación de APIs. Se plantea la creación de un API mediante
framework RESTful en el servidor de la nube que permita relacionar datos con los
nodos sensor. La estructura RESTful es lo suficientemente escalable y de desarrollo
en Java.
En el servidor residen los datos, las configuración y parte del protocolo distribui-
do de comunicación. El último bloque de la arquitectura del servidor en la nube
es el motor de base de datos, que se alinea a los requisitos planteados para todo
el servidor. El sistema utilizado es PostgreSQL, que también es de código abierto y
además es un sistema muy estable con más de tres décadas de desarrollo activo y
buen desempeño. Todos los datos crudos son almacenados por medio del motor de
PostgreSQL y se dividen en datos de mediciones y datos de configuración de la red.
4.1.3. Nodo sensor de medición y conexión a la red
En la figura 4.3 se muestra la arquitectura de un nodo sensor estándar como com-
ponente más básico de la arquitectura de la figura 4.1, cuya configuración determina
su rol en las redes colaborativas.
La configuración del nodo sensor en la interfaz gráfica, cuenta con un checkbox
que se marca para definirlo como nodo maestro, lo que significa que el nodo que
sea definido como tal, será el encargado de transferir los datos de todos los demás
nodos sensor de un puente, al servidor de aplicaciones.
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Figura 4.3: Nodo sensor Maestro-Esclavo.
Un nodo sensor maestro actúa como concentrador de datos en un puente, lo que
le permite determinar el estado de alarma del puente y mediante el módulo SIM900
realiza la transferencia del mensaje a sus redes colaborativas. Solamente se define
un nodo sensor como maestro por estructura puente, mientras que es posible defi-
nir más de un nodo esclavo por estructura; un nodo esclavo también debe ejecutar
el muestreo de datos y además debe transferir sus datos de medición al nodo maes-
tro por medio del módulo Xbee S2C.
4.2. Diseño del protocolo
En esta sección se presentan los detalles de diseño de la red colaborativa de senso-
res. Inicialmente se describe la estructura de los datos, posteriormente se desarrolla
el API creado para la red de sensores e-Bridge, en la siguiente sub-sección se descri-
be la composición del hardware a nivel de protocolos y su mensajería, finalizando
con el protocolo que se encarga de manejar las alertas.
4.2.1. Estructura de datos
La forma en que se organizan los datos ha sido considerada dentro de la etapa de
diseño también debido a los requerimientos del sistema, el principal requerimiento
es el de la capacidad de manejar relaciones entre grupos de puentes, razón por la
cual se incorpora el concepto de redes colaborativas globales.
A nivel de base de datos se manejan asociaciones de puentes por medio de redes
colaborativas. Existe una configuración tanto de puentes como de dispositivos, que
permiten su manejo como entes independientes que pueden o no tener relación a
una red colaborativa.
Por la naturaleza de la investigación, se incluyen tablas para reportes, que son
esenciales para el análisis de los datos.
A continuación se describen los modelos conceptual y de entidad-relación de la
base de datos utilizada.
4.2.1.1. Modelo Conceptual de la base de datos
El diseño conceptual parte de las especificaciones de requisitos de usuario, re-
sultando en el esquema conceptual de la base de datos. El diagrama conceptual es
una descripción de alto nivel de la estructura de la base de datos, a este nivel no
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importa cual motor de base de datos se utilice, se debe mantener la estructura de
los datos. En esta sección se ilustran y comentan únicamente las entidades o tablas
principales.
En la figura 4.4 se muestra el esquema conceptual del sistema como un conjunto
de representaciones lingüísticas y gráficas tomadas a partir del diagrama del esque-
ma entidad-relación dado en la figura 4.5.
Figura 4.4: Diagrama conceptual de la base de datos.
Toda tabla se representa en forma de bloques, cuyos atributos se representan por
óvalos y su relación de contenido mediante rombos. Es notorio como la tabla Device
es una de las entidades más importantes, puesto que entrelaza mediante alguna
relación a Configurations, Nets y Reports.
4.2.1.2. Modelo Entidad-Relación de la base de datos
Todos los datos del sistema son representados en tablas, tal y como se muestra en
el diagrama relacional de la base de datos de la figura 4.5. DeviceinNet contiene las
relaciones de redes y dispositivos que pertenecen a una red colaborativa definida, la
relación entre tablas se establece por medio de IdNet e IdDevice. En esta sección se
ilustra y comenta a los entes más importantes únicamente.
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Figura 4.5: Diagrama relacional de la base de datos - Notación Crowsfoot.
Configurations almacena los datos ingresados por el usuario para determinar la
forma de ingresar tanto estructuras puente como dispositivos, la entidad relación se
hace por medio de IdStructure e IdDevice. Por otro lado Reports utiliza las mismas
relaciones para la extracción de información respecto a la operación de dispositivos
y mediciones. Users es la única tabla sin relación con los datos de la red, en vista de
que es la que almacena credenciales para ingresar a la interfaz web.
4.2.2. API e-Bridge
Como parte de la definición del protocolo de red, se ha definido un API con el
objetivo de que las aplicaciones definidas accedan a las funciones o datos y así es-
tandarizar todo tipo de acción. En el proyecto se sigue el modelo general post/get/-
put/delete de webservices, basado en una estructura RESTful.
Cada módulo tiene una función asociada en Javascript, que funciona como una
interfaz de relación ente el API ebridge diseñado para este proyecto y cada acción es
manejada como un reporte a nivel de base de datos. Si un cliente solicita actualizar
sus mediciones al servidor, se maneja como un reporte.
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Figura 4.6: Diagrama de módulos del API.
En el diagrama de módulos de la figura 4.6, se muestra la estructura del API desa-
rrollado durante este proyecto, cada módulo muestra las acciones CRUD que es po-
sible ejecutar con el módulo, por ejemplo en Configuration es posible realizar, toda
acción (POST, GET, PUT, DELETE).
En las siguientes sub-secciones se detallan los módulos más importantes del dia-
grama de la figura 4.6, entre las cuales están: petición y respuesta del API por login,
registro, configuración, puente, dispositivo y reporte.
4.2.2.1. Login
Cada usuario requiere identificarse para entrar a la interfaz web, para lo cual se
ha definido tanto una forma estándar de solicitud de entrada como una respuesta
en el API. A continuación se desarrolla la parte de Petición en el Login.
Cuadro 4.1: Método y URL en el login
Método URL
POST api/ebridge/login/
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Respuesta en el Login.





" status " : ‘ ‘ success ’ ’ ,
" data " : <auth_key > ,
"mesage " : ‘ ‘ Login successful ’ ’
}
400 POST
{ " error " : ‘ ‘ Please provide
username . ’ ’ }
400 POST
{ " error " : ‘ ‘ Please provide
password . ’ ’ }
401 POST
{ " error " : ‘ ‘ Incorrect username or
password . ’ ’ }
4.2.2.2. Registro
El sistema permite la creación de usuarios nuevos mediante un registro, la defini-
ción de una forma estándar de solicitud de registro como una respuesta en el API se
presentan a continuación. Petición en el Registro:
Cuadro 4.4: Método y URL en el Registro
Método URL
POST api/ebridge/user/
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Respuesta en el Registro:




" status " : ‘ ‘ success ’ ’ ,
"mesage " : ‘ ‘ Inserted one user ’ ’
}
400 POST { " error " : ‘ ‘ Incomplete data . ’ ’ }
4.2.2.3. Configuración
Todo dispositivo, red colaborativa y puente, debe de ser previamente configurada
en el el sistema para poder operar correctamente dentro del protocolo de la red,
petición y respuesta también han sido contemplados dentro del API. A continuación
se desarrolla petición en la Configuración:














Respuesta en la Configuración:
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" status " : ‘ ‘ success ’ ’ ,
" data ": < configuration > ,





" status " : ‘ ‘ success ’ ’ ,





" status " : ‘ ‘ success ’ ’ ,













" error " : ‘ ‘ Inval id data . ’ ’ ,
}
4.2.2.4. Puentes
Cada puente debe de ser identificado como único en el sistema para poder operar
correctamente dentro del protocolo de la red, petición y respuesta también han sido
contemplados dentro del API. En los cuadros 4.10 y 4.11 se desarrolla petición.
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La respuestas se desarrollan en el cuadro 4.12.




" status " : ‘ ‘ success ’ ’ ,
" data ": < bridge > ,




" status " : ‘ ‘ success ’ ’ ,








" error " : ‘ ‘ Inval id data . ’ ’ ,
}
4.2.2.5. Dispositivo
La petición para dispositivos ha sido definida en los cuadros 4.13 y 4.14.




Cuadro 4.14: Parámetros por método para Dispositivos




La respuestas se desarrollan en en el cuadro 4.15.




" status " : ‘ ‘ success ’ ’ ,
" data ": < device > ,




" status " : ‘ ‘ success ’ ’ ,








" error " : ‘ ‘ Inval id data . ’ ’ ,
}
4.2.2.6. Reportes
Un sistema de información para prevención de desastres debe de contar con un
sistema de reportes, el API E-Bridge contempla la petición y respuesta para reportes.
La petición se desarrolla en los cuadros 4.16 y 4.17.




Cuadro 4.17: Parámetros por método para Reportes








La respuestas se desarrollan en en el cuadro 4.18.




" status " : ‘ ‘ success ’ ’ ,
" data ": < report > ,




" status " : ‘ ‘ success ’ ’ ,








" error " : ‘ ‘ Inval id data . ’ ’ ,
}
4.2.3. Protocolo y mensajería del Hardware
Esta sub-sección describe tanto la estructura del mensaje entre piezas de hard-
ware como el protocolo utilizado.
4.2.3.1. Comunicación entre Raspberry Pi 3 y sensor SRF-08
El envío se realiza por medio de comunicación serial con el protocolo I 2C (Inter-
Integrated Circuit, I2C), en la dirección 0x70. La transmisión de mensajes se realiza
con el protocolo en su forma estándar, utilizando únicamente la dirección dada an-
teriormente, se sabe que inicia con una condición de Start, luego un bit de lectura-
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escritura, dos Data Frames separados por bits de acknowladge(ack/nack) y un bit de
parada para cerrar el mensaje.
La escritura al dispositivo se realiza por medio de un controlador que actualiza el
valor del archivo /dev/serial0 y es leído por el programa en cada medición.
4.2.3.2. Comunicación entre Raspberry Pi 3 y módulo xBee S2C
El envío entre estos elementos también se realiza por medio de comunicación
serial, pero con el protocolo SPI (Serial Peripheral Interface, SPI por sus siglas en
inglés). Dicho protocolo en su forma estándar, establece una red de un sólo máster
y un solo esclavo de memoria a memoria para transmitir el mensaje, la transmisión
es sincronizada por SCLK (Serial Clcok).
La escritura al dispositivo se realiza por medio de un controlador que actuali-
za el valor del archivo /dev/ttyUSB0 y es leído por el módulo xBee para enviarlo al
dispositivo correspondiente. Para la comunicación entre módulos Xbee se utiliza el
formato JSON con los mensajes que se muestran en el cuadro 4.19.



















Consulta de cuál dispositivo
tiene mejor señal móvil














4.2.4. Sistema de alertas
Una parte fundamental del protocolo de red colaborativa para prevención de desas-
tres es la definición sobre como funciona el sistema de alertas, como se ha explicado
en capítulos anteriores para esta investigación se ha definido “Verde”, “Amarillo” y
“Rojo” como los tres tipos de estados de alarma, más solamente dos de ellos son aler-
tas, es decir, “Amarillo” y “Rojo”. La alerta “Amarillo” en el caso de la variable nivel de
agua bajo el puente es la primera alerta de que no se está en condiciones normales
y fue definida en el capítulo de requerimientos en un 50% por criterio experto, por
otro lado la alerta “Rojo” se disparará cuando el nivel del aga alcance un 75% del
valor nominal de la estructura puente (Nivel del agua en condiciones normales).
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Dicho lo anterior el protocolo define dos formas de propagación de alertas a tra-
vés de la red de sensores, Las “Alertas Locales” y las “Alertas Globales”.
4.2.4.1. Alertas Locales
Se refieren al resultado de la interacción entre nodos sensor de un solo puente,
donde de forma conjunta toman la decisión sobre cual es el estado de alerta de un
puente, la decisión de cambio de estado debe de ser una decisión unánime, con
algún porcentaje de tolerancia definido por criterio experto y que es configurable
(ver sub-sección “Configuración de dispositivos”). En el caso de que la decisión no
sea unánime, se valora la presencia de un falso positivo (ver sub-sección de “4.3.2.
Falsos Positivos” en la sección de “4.3. Principales funciones y algoritmos”).
La decisión funciona como una función “AND” excepto para falsos positivos; es
decir:
Aler t aLocal = Puente1 AN DPuente2 AN D...AN DPuenten
Algunos escenarios de decisión entre nodos sensor, sin importar quien tiene el rol
de maestro, muestran que son decisiones con unanimidad (ver cuadro 4.20).
Cuadro 4.20: Algunos escenarios del Protocolo para Alertas Locales




























Falso Positivo en 2
Verde
4.2.4.2. Alertas Globales
Para las alertas globales primero es necesario definir el concepto de red colabora-
tiva global, que es un grupo de puentes determinado estratégicamente por criterio
experto, como puentes que tienen alguna inferencia sobre los demás, ya sea por que
se ubican en la misma ruta o son parte aguas abajo de la misma cuenca tal y como
se ilustra en el caso hipotético de la figura 4.7.
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Figura 4.7: Ejemplo de alerta global.
Puede existir más de una red colaborativa global y debe de ser configurada me-
diante la interfaz web (ver sub-sección “4.5.2. Configuración de redes” en la sección
de “4.5. Configuración del sistema”).
Una “Alerta Global” se refiere al resultado de la interacción entre nodos sensor
maestro de una sola red colaborativa global, donde de forma conjunta toman la de-
cisión sobre cual es el estado de alerta de un puente. El criterio de decisión entre
nodos sensor, esta dado en el cuadro.
La decisión funciona por prioridades; es decir:
Aler t a_Gl obal = Aler t a_Puenten_mayor _pr i or i d ad
donde:
Aler t a_Puenten =V er de <
Aler t a_Puenten = Amar i l l o <
Aler t a_Puenten = Ro j o
Los escenarios de decisión entre nodos sensor maestro, con una o más medicio-
nes de peso en una red colaborativa, cambia(n) el estado de la red, en el cuadro 4.21)
se muestran algunos escenarios hipotéticos de prueba para fines ilustrativos, donde
cada fila es un escenario. Por ejemplo en la primera fila del cuadro, se muestra el
caso en que el nodo sensor n presenta una alarma de estado “Rojo” en la columna
“Alerta de Puente”, lo cual altera la alerta global de la red colaborativa a la que perte-
nece, que es la que se presenta en la última columna del cuadro (Alerta de Red).
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Cuadro 4.21: Algunos escenarios del Protocolo para Alertas Globales
























4.3. Principales funciones y algoritmos
A continuación se presenta con más detalle cada uno de los componentes funcio-
nales y algorítmicos del protocolo:
4.3.1. Filtro de mediana móvil
Como parte de los requisitos del sistema se debía de trabajar con sensores de bajo
costo, que siempre presentan espurios debidos al ruido inherente de los ambientes
de medición. Dicho requerimiento se cumple en la implementación y se ha trata-
do de amortiguar su impacto en los datos medidos, mediante el uso de un método
numérico-algorítmico conocido, Filtro de mediana móvil.
Dicho método no considera a valores extremos causados por el sensor, es un ins-
trumento muy útil y ampliamente empleado en electrónica. Muy utilizados en sis-
temas de adquisición de datos y captación de sensores para la eliminación de ruido.
Para su utilización se define una ventana de N elementos, que recolecta las ultimas
N mediciones, descartando a las que están muy alejadas de la mediana estadística.
Como parte del método empleado, el empotrado reporta su medición hasta cumplir
con los requisitos del filtro y obtener diez (ventana definida) mediciones cercanas a
la mediana.
4.3.2. Falsos positivos
Un falso positivo se define como el escenario en que uno de los nodos sensor,
de una estructura puente, genera una medición distinta al resto de nodos sensor
instalados en ese puente. Sugiriendo así, estar en presencia de un objeto bajo el
puente que no refleja el nivel del agua bajo el mismo.
Mediante una comparación constante entre las mediciones de los nodos sensor
de una misma estructura puente y a su vez una comparación contra el histórico de
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mediciones del nodo sensor en cuestión (buscando un cambio abrupto), se deter-
mina si el valor que se está midiendo es o no es un valor real de altura del puente.
Para este algoritmo es importante hacer ver que el parámetro de configuración lla-
mado Tolerancia, es el que determina si el cambio o la diferencia de mediciones es
o no abrupta.
4.3.3. Determinación de mejor señal
Mediante el uso del comando ’commandAT(’AT+CSQ’,100,2)’ que genera de res-
puesta por parte del SIM900, el nivel de potencia de su señal de comunicación a
la red telefónica, la Raspberry Pi comparte dicho dato por medio del módulo Xbee
entre los nodos sensor de una misma estructura puente, se hace la comparación y
quien tenga la señal más alta, gana la disputa.
Mediante variables del programa se estipula cual de los nodos sensor llevará el rol
de maestro en la estructura, y se le declara al resto de nodos como nodos esclavos,
cuya función principal será la de muestreo de datos. La configuración también ofre-
ce la opción de configurar a alguno de los nodos directamente como nodo maestro,
para ofrecer versatilidad al sistema.
4.4. Configuración del sistema
Todas las opciones de configuración del sistema se muestran en la Figura 4.8. A
continuación se desarrolla cada una de las opciones por dispositivo, red colaborati-
va y puente.
Figura 4.8: Interfaz web.
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4.4.1. Configuración de dispositivos
Inicialmente se debe crear el dispositivo para luego poder asociarlo tanto a un
puente, como a una red colaborativa. En la Figura 4.9 se muestra la interfaz que le
permite al usuario crear un dispositivo, únicamente requiere de asignarle un identi-
ficador y pulsar el botón de aceptar para almacenarlo en la base de datos.
Figura 4.9: Interfaz para crear dispositivos
Para configurar a un dispositivo utilizable en la red de sensores, debe de existir
previamente un puente en la base de datos a la cual ligarlo, además debe existir
el dispositivo per se, y se requiere agregar la frecuencia de tiempo con la que se
realizará el muestreo de medición (dado en minutos), el periodo de tiempo con el
que se quiere enviar que en la mayoría de los casos se utiliza igual que el periodo
de muestreo, la altura nominal del puente, la tolerancia de medición con que se
permitirá medir y por último la dirección MAC del dispositivos Xbee a utilizar.
Figura 4.10: Configuración de dispositivos.
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4.4.2. Configuración de redes
Todo dispositivo debe de pertenecer a alguna red colaborativa. En la Figura 4.11 se
muestra la interfaz que le permite al usuario crear una red colaborativa, requiere de
asignar un identificador y pulsar el botón de aceptar para que la red sea almacenada
en la base de datos.
Figura 4.11: Interfaz para crear redes
La configuración de redes colaborativas se hace por medio de la interfaz de la
Figura 4.11, al igual que para dispositivos debe de existir previamente la red per se en
la base de datos, además debe existir el dispositivo para ligarlo a la red colaborativa
mediante el botón de aceptar, un mensaje de confirmación aparece en forma de
popup para su confirmación.
Figura 4.12: Configuración de redes.
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4.4.3. Creación de puentes
En la Figura 4.13 se muestra la interfaz mediante la cual el usuario puede crear
puentes que pertenecen a una red colaborativa, requiere de asignar un identificador,
definir su altura nominal, el nombre del puente y por último su ubicación, al pulsar
el botón de aceptar se almacena en la base de datos.
Figura 4.13: Interfaz para crear puentes
4.5. Mapa o plano general del sitio
En esta sección se define la navegación en el sitio web del sistema de monito-
rización, además se aclara hasta donde se puede llegar desde la página principal.
También es importante mencionar que no se tiene un componente de búsqueda ya
que al ser un sitio de visualización de datos en tiempo real, se trata de un sitio de
actualización constante, para lo cual se ha facultado con la posibilidad de bajar los
datos a un archivo con formato de Excel.
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Figura 4.14: Plano general del Sitio.
Por otro lado el sitio contiene componentes de configuración de la red, por lo que
se trata de tener todo disponible a un solo clic, mientras que la parte de visualiza-
ción de datos en tiempo real fue diseñada para mostrar los datos mas recientes de
forma inmediata y pertenece a la plantilla principal donde todas los demás páginas
se conectan. La Figura 4.14 ilustra el plano general del sitio, cuya notación ha sido
tomada de [54].
4.6. Wireframe de la página principal
En el Wireframe de la interfaz de mediciones para e-Bridge, se pretende dar a co-
nocer el prototipo o boceto, donde se representa visualmente, de una forma muy
sencilla y esquemática, la estructura de la interfaz web. Dicho Wireframe se presen-
ta en la figura 4.15.
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Figura 4.15: Boceto de la interfaz web, Wireframe. Notación tomada de [54].
El objetivo este tipo de boceto es definir el contenido y la posición de los diversos
bloques, los menús de navegación, bloques de contenido, etc. En la columna de la
izquierda se presenta todas las opciones de acceso directo a otra sub-página diferen-
te a la principal. El diseño pretende que de entrada el sistema despliegue los datos




En este capítulo se presentan los detalles de programación y sus ambientes, ade-
más los sistemas operativos utilizados en el desarrollo de la aplicación. Se muestra
también, la implementación del diseño de la red colaborativa de sensores como pro-
totipo preliminar, para el cual se implementan tanto nodos sensor como el servidor
en la nube, y a su vez el entorno de comunicación entre ellos.
Este capítulo se estructura de la siguiente forma:
Descripción de los ambientes de programación y software.
Servidor en la nube, módulos y clases.
Nodos Sensor.
Repositorio en GitHub.
5.1. Descripción de los ambientes de programación y
software
El proyecto mantiene una filosofía colaborativa a través de toda la implementa-
ción. A continuación se describe la implementación de cada parte del proyecto, en
función de los elementos de software que las componen.
5.1.1. Sistemas operativos
Con una distribución basada en Debian, Ubuntu 16.04.6 ofrece un sistema opera-
tivo efectivo para ambientes de desarrollo y programación. Además es gratuito, con
naturaleza de código abierto y con amplio soporte.
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Figura 5.1: Respuesta a comandos l sb_r elease −a y hostnamectl .
En la figura 5.1 se muestran los detalles de versión del sistema operativo utilizado
en la máquina virtual del servidor en la nube. La información mostrada fue obteni-
da por medio de la Terminal de Ubuntu, mediante un acceso remoto por ssh y los
comandos l sb_r elease −a y hostnamectl .
Figura 5.2: Versión de Raspbian para dispositivos empotrados.
La selección del Raspberry como dispositivo empotrado para la implementación
de nodos sensor, se utiliza Raspbian Stretch with desktop, que es una plataforma ba-
sada en Debian, hecha a la medida para manejar todo el hardware de un Rapsberry
Pi. En la figura 5.2 se muestra la versión de sistema operativo utilizada en todos los
dispositivos empotrados que actúan como nodos sensor de medición de la red.
5.1.2. Lenguajes de programación
Para cada elemento que compone al sistema, se ha utilizado un lenguaje de pro-
gramación que se adapta a cada circunstancia, además de que la implementación
de las diferentes partes de la red, se realiza en función de sus requerimientos.
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Figura 5.3: Arquitectura general del sistema a base de componentes de software.
En la figura 5.3 se muestra la arquitectura del sistema en términos de componen-
tes de software, que esencialmente se puede subdividir en cuatro partes: servidor
de aplicación, servidor web, base de datos y nodo sensor. Cuya implementación es
brevemente descrita a continuación y profundizada a través del capítulo.
Figura 5.4: Versión de servidor de Node.js, NPM y Express.
El BackEnd del servidor de aplicación ha sido implementado en el entorno de
ejecución de JavaScript orientado a eventos asíncronos, Node.js [27] y el framework
Express 6.4.1 para la creación de APIs y enlace de aplicación web. La versión de No-
de.js utilizada es parte de V8 tal y como se muestra en la figura 5.4, la documentación
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de V8 se puede encontrar en [28].
Figura 5.5: Versión de servidor de Angular y Typescript.
El servidor Web del cual forma parte el FrontEnd del servidor, está implemen-
tado mediante Angular 7.1.0 y su parte funcional en Typescript 3.1.6 tal y como
se muestra en la figura 5.5. La página web puede ser accedida por medio del url:
http://201.207.53.225:4200/login (ver figura 5.6)
Figura 5.6: Sitio web de e-Bridge.
La base de datos está implementada en PostgresSQL 9.5.14 y el programa de no-
dos sensor se desarrolló en Python 2.7. Ambos componentes de la red, son profun-
dizados en el desarrollo del capítulo.
5.1.3. Scripts de arranque de empotrados
La naturaleza de la red y su posible implementación en ambientes reales, genera
la necesidad de que los nodos sensor sean capaces de inicializarse de forma auto-
mática en campo. Cada nodo sensor debe ser capaz de convertirse en nodo maestro
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de ser requerido, por lo que su conexión a internet debe de ser también automática,
su implementación les permite funcionar como módem a través de pppd.
Figura 5.7: Script de arranque de los dispositivos empotrados(Nodo Sensor).
En la figura 5.7 se muestra la implementación del script de arranque, mediante el
archivo rc.local del sistema operativo Raspbian, dicho archivo es parte de los archi-
vos de arranque y es tradicionalmente ejecutado después de que todos los servicios
normales del sistema operativo han sido inicializados [57].
Mediante experimentación de campo, se ha determinado la necesidad de un tiem-
po de sleep al arrancar al dispositivo empotrado (45 segundos o más, ver la figura
5.7). Un tiempo de espera, permite al dispositivo inicializar correctamente el pppd,
dicha tarea se ejecuta por medio del comando sudo pon rnet.
Como detalle relevante de instalación de los nodos sensor, se debe mencionar
que el módulo GPRS debe de ser manualmente encendido antes de que el sistema
operativo del Raspberry inicie por completo, dicha tarea recae por completo en el
ingeniero de campo o encargado de puentes, quien debe de asegurarse que los leds
presetan iluminación de color verde; uno de ellos fijo y el otro intermitente.
Una vez establecida la conexión al internet de la red telefónica, se arranca el pro-
grama device.py del nodo sensor y se crea un archivo llamado log.txt que permite
dar seguimiento a la operación del nodo.
5.2. Servidor en la nube, módulos y clases
La implementación del servidor estuvo principalmente definida por el manejo de
Node.js y su framework Express, Angular y TypeScript, respectivamente para Bac-
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kend y Frontend.
La base de datos por su parte tiene se conecta con el entorno por medio de An-
gular y esta construida completamente con PostgreSQL, debido a dos razones esen-
cialmente; como primera razón no se manejan meta-datos(por el momento); co-
mo segunda razón se desea mantener compatibilidad con otras bases de datos de
desarrollos que forman parte del proyecto e-Bridge; sin embargo no se descarta una
migración como trabajo futuro.
5.2.1. Servidor de aplicaciones
El diagrama de clases que se muestra en la figura 5.8 corresponde a la implemen-
tación del servidor de aplicaciones. Sus principales funciones son la del manejo de
datos tanto de medición de todas las redes colaborativas (por nodo sensor), como
datos de configuración de nodos sensor y redes colaborativas; también se adminis-
tran los datos por estructura puente y sus respectivas configuraciones.
Figura 5.8: Diagrama de clases del servidor de aplicaciones.
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Todo elemento de la red, en algún momento debe de transferir sus datos y pro-
bablemente los de otros elementos al servidor de aplicaciones, para que estos sean
ingresados a la base de datos. Su independencia como sistema distribuido se da a
la hora de toma de decisiones, donde los nodos sensor tienen capacidad de pro-
cesamiento a la hora de enfrentar estados de emergencia y lo hacen a través de su
filosofía colaborativa inherente.
5.2.2. Servidor Web
El servidor en la nube también alberga su propia interfaz de servidor web, utili-
zada para la comunicación con nodos sensor, tanto para configuración, como para
recolección de datos cuando los mismos trabajan en estructura RESTful.
Figura 5.9: Diagrama de módulos de la página web.
Una de las principales funciones del servidor web es atender solicitudes de la pá-
gina web, portal que se utiliza para varios propósitos, entre ellos configurar nodos
sensor, puentes, redes colaborativas y para definición de roles; ya sea de nodo escla-
vo o de nodo maestro. En la figura 5.9 se proporciona una descripción por módulos
del sitio web implementado, que está disponible en la url:http://201.207.53.225:4200.
5.2.3. Base de datos
La base de datos en el servidor de aplicaciones tiene el nombre de “ebridge” y es-
tá compuesta por un total de 9 tablas, mencionadas a continuación: Routes, Basins,
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Structures, Devices, Reports, Configurations, Users, Nets y DeviceInNet, y su imple-
mentación está realizada en la versión 9.5.14 de PostgresSQL.
La creación de la base de datos “ebridge” en el servidor en la nube, se realiza por
medio de un archivo llamado “bridge.sql”, el cual se encuentra disponible en el re-
positorio git en la ruta: “Anibalru/E-Bridge”. El script de creación de “ebridge” se
muestra en el figura 5.10.
Figura 5.10: Script de deployment de la base de datos “ebridge”.
5.3. Nodo sensor
A continuación se presenta con más detalle cada uno de los componentes fun-
cionales y algorítmicos del protocolo desde la perspectiva del nodo sensor. La des-
cripción completa de diagrama de flujo, clase y paquetes, además se detalla la im-
plementación del protocolo de alarmas y su manejo en la toma de decisiones, en la
sub-sección de protocolo de comunicación se describe a todos los niveles la forma
de interacción entre elementos de la red de sensores, finalizando con la implemen-
tación del filtro de mediciones.
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5.3.1. Flujo, clases y paquetes
En la figura 5.11 se establece el diagrama de flujo que siguen los dispositivos nodo
sensor dentro de la red. Se aprecia que antes de iniciar el proceso de medición y
generación de reportes, se inicializa un hilo para la temporización, otro hilo para la
comunicación con el módulo xBee, además se valida el rol de maestro o esclavo y se
hace la conexión a la red telefónica; es en esta parte del proceso que se inicializan
las mediciones de campo.
Figura 5.11: Diagrama de flujo de empotrados.
A nivel de clases se describe al nodo sensor como se muestra en la figura 5.12,
donde es claro que únicamente se definen dos clases, una de manejo del dispositivo
llamada device y otra para el manejo de solicitudes por http.
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Figura 5.12: Diagrama de clases del empotrados.
El manejo de paquetes de datos a nivel se nodos sensor es bastante interesante,
ya que es una de las partes donde se refleja la mezcla entre un sistema distribuido y
un sistema maestro-esclavo. En un solo puente se podría tener el escenario donde
varios nodos, sean nodos sensor esclavo y haya comunicación entre ellos, incluso
transmisión de datos de un nodo esclavo a otro nodo esclavo, para realizar una re-
transmisión al nodo maestro. El diagrama de paquetes se muestra en la figura 5.13.
Figura 5.13: Diagrama de paquetes del empotrados.
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5.3.2. Protocolo de alertas
Las alertas contemplan el estado tanto de la red local como de la red global a la
que pertenece la estructura, tal y como se ha descrito en el capítulo anterior. En
la figura 5.14 se muestra su implementación en Python, la cual es ejecutada de la
misma forma en todos los nodos que componen la red colaborativa de sensores.
Figura 5.14: Implementación del protocolo de alertas.
5.3.3. Protocolo de comunicación
En un nodo sensor de maneja comunicación de tres formas distintas; por radio
frecuencia con otros nodos sensor locales (mediante el módulo XbeeS2C), mediante
mensajes de texto SMS, ó por medio de la estructura de servidor web, que maneja a
cada nodo sensor en estructura RESTful.
5.3.3.1. Servicios Web
REST es esencialmente un conjunto de convenciones útiles para estructurar una
API web. Es decir una API con la que se interactúa a través de HTTP, utilizando esta
estructura se realizan solicitudes a direcciones URL específicas, que a menudo son
contestadas con datos relevantes [55]. En la figura 5.15 se muestra la implementa-
ción en Python del servicio web de los nodos sensor.
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Figura 5.15: Implementación de servicios web en estructura RESTful.
5.3.3.2. Comunicación entre nodos sensor por medio de SMSs
En la actualidad los módulos GPRS se han tornado muy comunes en proyectos
de investigación, debido a que la tecnología SMS ha bajado significativamente de
costo. Se ha planteado la comparación de la eficiencia entre tecnologías, mediante
una implementación que permita trabajar bajo condiciones muy similares e incluso
con la misma arquitectura.
Figura 5.16: Implementación de funciones para mensajería SMS entre dispositivos
de diferentes estructuras puente.
Mediante el uso de comandos AT (parte de la tecnología GSM) y una conexión a
través de un puerto serial del Raspberry, se ha implementado la comunicación para
la red global (redes colaborativas definidas por el usuario) a través de mensajes de
texto plano (SMS), con el fin de realizar una comparación de desempeño contra una
estructura meramente implementada en estructura REST. Los principales metodos
implementados se muestran en el figura
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5.3.3.3. Xbee
En el caso de comunicación local, se realiza el manejo de comunicación e iden-
tificación por medio de la dirección MAC del dispositivo Xbee, que es tratado como
una variable del programa y obtenido como parte de la configuración del dispositivo
que envía el servidor en la nube a cada dispositivo nodo.
Figura 5.17: Implementación de Xbee.
En la figura 5.17 se muestra el método de recepción de datos que forma parte de la
comunicación Xbee, que se ejecuta en uno de los hilos del programa. Es importante
mencionar que el código fuente debe incluir la biblioteca xbee.python2to3, que ya
proporciona una API que facilita el trasiego de información entre dispositivos. Una
vez recibida la información de algún vecino, se decodifica la información para ser
tratada a nivel de alarma local.
5.3.4. Filtro y toma de mediciones
Como se ha mencionado en capítulos anteriores, el uso de sensores de bajo costo
implica un tratamiento de los datos medidos por software. El objetivo es el de miti-
gar el efecto especialmente de los espurios o el ruido sal y pimienta (puntos que van
al mínimo o máximo posible) que ofrecen los datos cuando un sensor no es de alta
calidad, sin embargo mediante la implementación de técnicas conocidas como el
filtro de media y mediana móvil, es posible realizar mediciones bastante aceptables
estadísticamente hablando.
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Figura 5.18: Filtrado de los datos mediante media y mediana móvil.
En la figura 5.18 se muestra el método utilizado tanto para la implementación del
filtro tanto mediana como media móvil, los cambios de uno respecto al otro, serían,
la ventana (N par para media móvil, N impar para mediana móvil) y la función utili-
zada (mean, median).
5.4. Repositorio en GitHub
La red colaborativa de sensores del proyecto e-Bridge posee su propio reposito-
rio en Github, donde se mantiene y da seguimiento de toda versión y cambio en el
código de cada módulo del proyecto. En la figura 5.19 se muestra la estructura del
repositorio, que se divide principalmente en servidor, página web y código de los
dispositivos empotrados.
Figura 5.19: Repositorio principal de la red colaborativa de sensores de e-Bridge.
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El repositorio del servidor se muestra en la figura 5.20. Entre los principales archi-
vos está el app.js que es el archivo de configuración principal para una aplicación
elaborada en Express, en él se define la url y puerto del servidor del sitio web. Ade-
más se definen los queries a utilizar en el archivo queries.js, tales como insertar,
crear, borrar, actualizar, entre otras acciones.
Figura 5.20: Repositorio del servidor de aplicación de la red de sensores e-Bridge.
Los archivos de configuración y código agregado al servidor y sitio web, se en-
cuentran en el repositorio EBridgeWebPage como se muestra en la figura 5.21.
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Figura 5.21: Repositorio del servidor web de la red de sensores e-Bridge.
Capítulo 6
Validación y Pruebas
En este capítulo se presenta la especificación de pruebas realizadas al prototi-
po de sistema, el proceso de validación aplicado ha sido definido a partir de varias
pautas, entre las cuales destacan: pruebas piloto durante la implementación, crite-
rio experto del personal del CIVCO, investigación de trabajos relacionados, prácticas
comunes en redes de sensores, pruebas de filosofía colaborativa, entre otras.
El propósito principal de las pruebas de validación del prototipo, es el de verifi-
car el funcionamiento correcto de acuerdo a lo esperado en el diseño. A través del
capítulo se incluyen cuadros que muestran los resultados obtenidos y el análisis de
los mismos. La variable medida de puentes para el proceso de validación es la altura
libre inferior de cada estructura puente.
Dentro de los datos tomados más importantes, están: el escenario de colabora-
ción entre nodos sensor de un solo puente, el escenario de colaboración entre no-
dos sensor de varios puentes y los datos obtenidos al comparar al prototipo contra
si mismo; este último, utilizando dos tecnologías de comunicación distintas entre
nodos sensor de redes colaborativas y definidas por el usuario, es decir entre varios
puentes. Para un caso se utiliza estructura RESTful y para el otro, mensajes SMS.
Para el escenario de varios puentes, los nodos sensor transmiten mensajes entre sí
para compartir el estado de alerta de cada estructura puente; en caso de emergencia,
un puente en riesgo debe influir sobre el estado de todos los puentes relacionados
por una red colaborativa.
6.1. Escenarios de prueba
Con base en los requisitos generales establecidos en capítulos anteriores y la ma-
nera en que la plataforma del prototipo construido los aborda; este capítulo preten-
de demostrar y validar sus resultados. Debido a que se tienen dos tipos de colabora-
ción entre redes, en el proceso se han establecido dos escenarios de prueba para el
prototipo.
Como resultado de la investigación en ciencia del diseño[2], se han definido los
escenarios que permiten abordar un problema organizativo importante. Con el ob-
jetivo de demostrar su aplicabilidad, se han tomado datos de su salida ante un grupo
de entradas definidas, es decir pruebas de artefacto o prototipo como caja negra.
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El primer escenario que es para redes locales en un sólo puente, tiene como fun-
ción validar el correcto funcionamiento de la red colaborativa local en una estruc-
tura puente, para lo cual se define a uno de sus nodos sensor, como nodo maestro y
al resto, se les define como nodos sensor tipo esclavo. En una estructura es posible
instalar n nodos sensor.
Por otro lado, el segundo escenario es más bien el que busca validar el protocolo
de comunicación y alarmas entre estructuras distintas, donde los puentes están re-
lacionados entre sí y dicha relación es determinada por la red colaborativa común a
la que pertenecen.
Es importante hacer notar que en general, de escenario a escenario el hardwa-
re no varía mayormente, y específicamente para el escenario de demostración para
redes de varios puentes; todas las pruebas se realizan sin ninguna variación de hard-
ware.
Durante el desarrollo del capìtulo se realiza la validación del funcionamiento del
protocolo de alertas para prevención de desastres en ambos escenarios; por otro
lado y para el escenario de varios puentes, se emplean dos tecnologías de comuni-
cación distintas entre sí, que implican protocolos de comunicación diferentes para
la red colaborativa global, es importante resaltar que la configuración de los nodos
maestros es la que varía.
6.1.1. Escenario de demostración para redes en un puente
La figura 6.1 muestra la parte de la arquitectura del prototipo, que representa al
escenario para redes locales de cada estructura puente; donde en una red local cada
puente debería de contar con al menos los elementos que se presentan en la figura,
es decir: n nodos sensor, un enlace de comunicación entre los nodos del puente y
un enlace al exterior.
Figura 6.1: Escenario de demostración del protocolo para una estructura puente.
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Para la realización de experimentos en este escenrio se tomó el puente vehicular
de la entrada norte del TEC y se instrumentó con dos nodos sensor, las pruebas se
hicieron con cada uno de los nodos sensor midiendo la distancia entre el puente
y el nivel del agua, cerca de uno de los extremos del puente. Todo en condiciones
soleadas durante aproximadamente dos horas.
Figura 6.2: Configuración de nodos para escenario de un solo puente.
Una configuración común de entradas para el escenario de un solo puente, se
muestra en la figura 6.2, para el cual la red es conformada de manera local mediante
la definición de uno de los empotrados como nodo sensor maestro, mientras que
el resto de los nodos sensor son parte de la red, pero sin dicha etiqueta. El puente
es previamente medido de forma manual(ver imagen 6.8) para definir el parámetro
altura.
6.1.2. Escenario de demostración para redes de varios puentes
En la figura 6.4 se presenta el escenario de demostración del protocolo en fun-
cionamiento para varias estructuras puente, que es utilizado para la validación del
protocolo de red global. Una red colaborativa de puentes puede traslaparse con otra
red distinta, y formar una gran red de puentes.
Figura 6.3: Configuración de nodos para escenario de varios puentes.
Para ejemplificar el escenario, podría definirse una “Red colaborativa 1” para ana-
lizar un escenario de riesgo suponiendo que dos puentes están cerca de una ciudad
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que podría quedar incomunicada; se define otra “Red colaborativa 2” para otro es-
cenario donde hay riesgo de sobrecarga de capacidad hidráulica de puentes y de
subsecuente inundación de áreas a lo largo del cauce de un río, por lo que se quiere
monitorizar el nivel de agua con el fin de poder generar alertas a comunidades río
abajo.
Figura 6.4: Escenario de demostración del protocolo global para varios puentes.
La configuración típica de este escenario con entradas definidas se muestra en
la figura 6.3, donde ambos nodos pertenecen a la misma red colaborativa global
(Red 8) y a diferentes puentes, que a su vez son medidos manualmente con alturas
diferentes (ver imagen 6.8).
6.2. Pruebas funcionales
En esta sección se presentan los resultados obtenidos a partir del criterio de caja
negra, donde se especifica cuales son las salidas ante entradas específicas del siste-
ma. Los casos de uso son puestos a prueba mediante el planteamiento de resultados
bajo condiciones definidas en los casos.
6.2.1. Pruebas de altura libre para escenario de un puente
Las mediciones tomadas con el caso de uso descrito en la sección 6.1.1. son mos-
tradas en el cuadro 6.1 (SA se debe interpretar como el estado “Sin Alarma”).
98 CAPÍTULO 6. VALIDACIÓN Y PRUEBAS
Cuadro 6.1: Mediciones de red local - Un solo puente
Nodo Puente Hora Fecha M(cm) Alerta Al. Global
100 PuenteEntrada 14:38:34 22/5/2019 433 SA SA
102 PuenteEntrada 14:37:51 22/5/2019 422 SA SA
100 PuenteEntrada 14:38:06 22/5/2019 434 SA SA
102 PuenteEntrada 14:37:09 22/5/2019 423 Falso-Positivo SA
100 PuenteEntrada 14:37:40 22/5/2019 67 Rojo Rojo
100 PuenteEntrada 14:37:30 22/5/2019 67 Rojo Rojo
102 PuenteEntrada 14:36:28 22/5/2019 420 Falso-Positivo SA
100 PuenteEntrada 14:36:50 22/5/2019 67 Rojo Rojo
100 PuenteEntrada 14:36:23 22/5/2019 67 Rojo Rojo
102 PuenteEntrada 14:35:45 22/5/2019 421 Falso-Positivo SA
100 PuenteEntrada 14:35:58 22/5/2019 67 Rojo Rojo
100 PuenteEntrada 14:35:34 22/5/2019 67 Rojo Rojo
102 PuenteEntrada 14:35:04 22/5/2019 423 Falso-Positivo SA
100 PuenteEntrada 14:35:16 22/5/2019 67 Rojo Rojo
100 PuenteEntrada 14:34:46 22/5/2019 67 Rojo Rojo
102 PuenteEntrada 14:34:08 22/5/2019 421 Falso-Positivo SA
100 PuenteEntrada 14:34:31 22/5/2019 67 Rojo Rojo
100 PuenteEntrada 14:33:58 22/5/2019 67 Rojo Rojo
102 PuenteEntrada 14:33:12 22/5/2019 429 Falso-Positivo SA
100 PuenteEntrada 14:33:34 22/5/2019 67 Rojo Rojo
100 PuenteEntrada 14:33:06 22/5/2019 67 Rojo Rojo
102 PuenteEntrada 14:32:30 22/5/2019 422 Falso-Positivo SA
100 PuenteEntrada 14:32:42 22/5/2019 67 Rojo Rojo
100 PuenteEntrada 14:32:19 22/5/2019 67 Rojo Rojo
102 PuenteEntrada 14:31:46 22/5/2019 426 Falso-Positivo SA
100 PuenteEntrada 14:31:58 22/5/2019 67 Rojo Rojo
100 PuenteEntrada 14:31:31 22/5/2019 67 Rojo Rojo
102 PuenteEntrada 14:31:03 22/5/2019 423 Falso-Positivo SA
100 PuenteEntrada 14:31:15 22/5/2019 68 Rojo Rojo
100 PuenteEntrada 14:30:44 22/5/2019 67 Rojo Rojo
102 PuenteEntrada 14:30:22 22/5/2019 420 Falso-Positivo SA
100 PuenteEntrada 14:30:34 22/5/2019 67 Rojo Rojo
102 PuenteEntrada 14:29:40 22/5/2019 420 Falso-Positivo SA
100 PuenteEntrada 14:29:52 22/5/2019 193 Amarillo Amarillo
100 PuenteEntrada 14:29:42 22/5/2019 198 Amarillo Amarillo
102 PuenteEntrada 14:28:57 22/5/2019 421 Falso-Positivo SA
100 PuenteEntrada 14:29:32 22/5/2019 207 Amarillo Amarillo
102 PuenteEntrada 14:28:12 22/5/2019 421 SA SA
100 PuenteEntrada 14:29:21 22/5/2019 434 SA SA
100 PuenteEntrada 14:28:53 22/5/2019 432 SA SA
102 PuenteEntrada 14:27:29 22/5/2019 423 SA SA
100 PuenteEntrada 14:28:13 22/5/2019 440 SA SA
100 PuenteEntrada 14:27:47 22/5/2019 437 SA SA
102 PuenteEntrada 14:26:47 22/5/2019 421 SA SA
100 PuenteEntrada 14:27:09 22/5/2019 433 SA SA
102 PuenteEntrada 14:25:52 22/5/2019 420 SA SA
100 PuenteEntrada 14:26:34 22/5/2019 434 SA SA
100 PuenteEntrada 14:26:31 22/5/2019 436 SA SA
102 PuenteEntrada 14:25:11 22/5/2019 420 SA SA
100 PuenteEntrada 14:25:50 22/5/2019 432 SA SA
Continúa en la siguiente página
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Cuadro 6.1 – continuación de mediciones de red local - Un solo puente
Nodo Puente Hora Fecha M(cm) Alerta Al. Global
102 PuenteEntrada 14:24:28 22/5/2019 421 SA SA
100 PuenteEntrada 14:25:32 22/5/2019 431 SA SA
100 PuenteEntrada 14:25:18 22/5/2019 438 SA SA
102 PuenteEntrada 14:23:44 22/5/2019 422 SA SA
100 PuenteEntrada 14:24:44 22/5/2019 432 SA SA
102 PuenteEntrada 14:23:01 22/5/2019 421 SA SA
100 PuenteEntrada 14:24:17 22/5/2019 435 SA SA
100 PuenteEntrada 14:24:08 22/5/2019 434 SA SA
102 PuenteEntrada 14:22:19 22/5/2019 423 SA SA
100 PuenteEntrada 14:23:34 22/5/2019 439 SA SA
102 PuenteEntrada 14:21:36 22/5/2019 422 SA SA
100 PuenteEntrada 14:23:16 22/5/2019 434 SA SA
100 PuenteEntrada 14:23:01 22/5/2019 439 SA SA
102 PuenteEntrada 14:20:53 22/5/2019 421 SA SA
100 PuenteEntrada 14:22:30 22/5/2019 437 SA SA
102 PuenteEntrada 14:20:08 22/5/2019 421 SA SA
100 PuenteEntrada 14:22:06 22/5/2019 439 SA SA
100 PuenteEntrada 14:21:52 22/5/2019 437 SA SA
102 PuenteEntrada 14:19:26 22/5/2019 421 SA SA
100 PuenteEntrada 14:21:22 22/5/2019 431 SA SA
102 PuenteEntrada 14:18:42 22/5/2019 422 SA SA
100 PuenteEntrada 14:21:05 22/5/2019 436 SA SA
100 PuenteEntrada 14:20:37 22/5/2019 432 SA SA
102 PuenteEntrada 14:17:56 22/5/2019 421 SA SA
100 PuenteEntrada 14:20:16 22/5/2019 437 SA SA
102 PuenteEntrada 14:17:14 22/5/2019 421 SA SA
100 PuenteEntrada 14:19:54 22/5/2019 430 SA SA
102 PuenteEntrada 14:16:30 22/5/2019 425 SA SA
100 PuenteEntrada 14:19:36 22/5/2019 430 SA SA
100 PuenteEntrada 14:19:23 22/5/2019 438 SA SA
102 PuenteEntrada 14:15:47 22/5/2019 424 SA SA
100 PuenteEntrada 14:19:19 22/5/2019 435 SA SA
102 PuenteEntrada 14:15:00 22/5/2019 423 SA SA
100 PuenteEntrada 14:18:38 22/5/2019 430 SA SA
100 PuenteEntrada 14:18:16 22/5/2019 440 SA SA
102 PuenteEntrada 14:14:16 22/5/2019 420 SA SA
100 PuenteEntrada 14:17:56 22/5/2019 438 SA SA
102 PuenteEntrada 14:13:33 22/5/2019 421 Falso-Positivo SA
100 PuenteEntrada 14:14:19 22/5/2019 443 SA SA
102 PuenteEntrada 14:12:50 22/5/2019 421 SA SA
100 PuenteEntrada 14:13:57 22/5/2019 438 SA SA
100 PuenteEntrada 14:13:46 22/5/2019 437 SA SA
102 PuenteEntrada 14:12:07 22/5/2019 426 SA SA
100 PuenteEntrada 14:12:27 22/5/2019 433 SA SA
102 PuenteEntrada 14:11:25 22/5/2019 423 SA SA
100 PuenteEntrada 14:12:11 22/5/2019 439 SA SA
100 PuenteEntrada 14:12:10 22/5/2019 436 SA SA
102 PuenteEntrada 14:10:43 22/5/2019 423 SA SA
100 PuenteEntrada 14:11:34 22/5/2019 433 SA SA
100 PuenteEntrada 14:11:07 22/5/2019 433 SA SA
102 PuenteEntrada 14:09:57 22/5/2019 422 SA SA
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Cuadro 6.1 – continuación de mediciones de red local - Un solo puente
Nodo Puente Hora Fecha M(cm) Alerta Al. Global
100 PuenteEntrada 14:10:27 22/5/2019 436 SA SA
100 PuenteEntrada 14:10:12 22/5/2019 439 SA SA
102 PuenteEntrada 14:09:12 22/5/2019 423 SA SA
100 PuenteEntrada 14:09:36 22/5/2019 435 SA SA
100 PuenteEntrada 14:09:09 22/5/2019 435 SA SA
102 PuenteEntrada 14:08:30 22/5/2019 423 SA SA
100 PuenteEntrada 14:08:45 22/5/2019 438 SA SA
102 PuenteEntrada 14:07:46 22/5/2019 427 SA SA
100 PuenteEntrada 14:08:23 22/5/2019 431 SA SA
100 PuenteEntrada 14:07:57 22/5/2019 437 SA SA
102 PuenteEntrada 14:07:02 22/5/2019 425 SA SA
100 PuenteEntrada 14:07:41 22/5/2019 436 SA SA
102 PuenteEntrada 14:06:19 22/5/2019 7 Falso-Positivo Rojo
100 PuenteEntrada 14:07:21 22/5/2019 434 SA SA
100 PuenteEntrada 14:06:58 22/5/2019 433 SA SA
100 PuenteEntrada 14:05:59 22/5/2019 7 Rojo Rojo
102 PuenteEntrada 14:05:37 22/5/2019 8 Rojo Rojo
100 PuenteEntrada 14:05:49 22/5/2019 7 Rojo Rojo
102 PuenteEntrada 14:04:56 22/5/2019 10 Rojo Rojo
100 PuenteEntrada 14:05:08 22/5/2019 7 Rojo Rojo
100 PuenteEntrada 14:04:55 22/5/2019 5 Rojo Rojo
102 PuenteEntrada 14:04:14 22/5/2019 14 Rojo Rojo
100 PuenteEntrada 14:04:33 22/5/2019 8 Rojo Rojo
102 PuenteEntrada 14:03:21 22/5/2019 429 Falso-Positivo SA
100 PuenteEntrada 14:04:23 22/5/2019 7 Rojo Rojo
100 PuenteEntrada 14:04:07 22/5/2019 7 Rojo Rojo
102 PuenteEntrada 14:02:35 22/5/2019 429 SA SA
100 PuenteEntrada 14:03:14 22/5/2019 435 SA SA
100 PuenteEntrada 14:02:51 22/5/2019 439 SA SA
102 PuenteEntrada 14:01:53 22/5/2019 421 SA SA
100 PuenteEntrada 14:02:11 22/5/2019 433 SA SA
102 PuenteEntrada 14:01:07 22/5/2019 426 SA SA
100 PuenteEntrada 14:01:53 22/5/2019 436 SA SA
100 PuenteEntrada 14:01:43 22/5/2019 430 SA SA
102 PuenteEntrada 14:00:20 22/5/2019 422 SA SA
100 PuenteEntrada 14:00:50 22/5/2019 435 SA SA
100 PuenteEntrada 14:00:33 22/5/2019 434 SA SA
102 PuenteEntrada 13:59:37 22/5/2019 426 SA SA
100 PuenteEntrada 13:59:55 22/5/2019 435 SA SA
100 PuenteEntrada 13:59:35 22/5/2019 435 SA SA
102 PuenteEntrada 13:58:51 22/5/2019 424 Falso-Positivo SA
100 PuenteEntrada 13:59:02 22/5/2019 7 Rojo Rojo
102 PuenteEntrada 13:58:01 22/5/2019 428 Falso-Positivo SA
100 PuenteEntrada 13:58:22 22/5/2019 7 Rojo Rojo
100 PuenteEntrada 13:58:21 22/5/2019 7 Rojo Rojo
100 PuenteEntrada 13:57:32 22/5/2019 8 Rojo Rojo
102 PuenteEntrada 13:57:10 22/5/2019 423 Falso-Positivo SA
100 PuenteEntrada 13:57:22 22/5/2019 8 Rojo Rojo
102 PuenteEntrada 13:56:25 22/5/2019 428 Falso-Positivo SA
100 PuenteEntrada 13:56:45 22/5/2019 8 Rojo Rojo
100 PuenteEntrada 13:56:35 22/5/2019 9 Rojo Rojo
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Cuadro 6.1 – continuación de mediciones de red local - Un solo puente
Nodo Puente Hora Fecha M(cm) Alerta Al. Global
102 PuenteEntrada 13:55:35 22/5/2019 423 Falso-Positivo SA
100 PuenteEntrada 13:56:25 22/5/2019 8 Rojo Rojo
100 PuenteEntrada 13:55:42 22/5/2019 433 SA SA
102 PuenteEntrada 13:54:52 22/5/2019 422 SA SA
100 PuenteEntrada 13:55:15 22/5/2019 436 SA SA
102 PuenteEntrada 13:54:10 22/5/2019 423 SA SA
100 PuenteEntrada 13:54:52 22/5/2019 434 SA SA
100 PuenteEntrada 13:54:39 22/5/2019 431 SA SA
102 PuenteEntrada 13:53:19 22/5/2019 426 SA SA
100 PuenteEntrada 13:53:58 22/5/2019 432 SA SA
100 PuenteEntrada 13:53:42 22/5/2019 433 SA SA
102 PuenteEntrada 13:52:34 22/5/2019 422 SA SA
100 PuenteEntrada 13:52:55 22/5/2019 435 SA SA
100 PuenteEntrada 13:52:18 22/5/2019 434 SA SA
102 PuenteEntrada 13:51:49 22/5/2019 426 SA SA
100 PuenteEntrada 13:52:06 22/5/2019 438 SA SA
102 PuenteEntrada 13:51:02 22/5/2019 429 SA SA
100 PuenteEntrada 13:51:26 22/5/2019 434 SA SA
100 PuenteEntrada 13:51:02 22/5/2019 437 SA SA
102 PuenteEntrada 13:50:19 22/5/2019 422 SA SA
100 PuenteEntrada 13:50:41 22/5/2019 437 SA SA
100 PuenteEntrada 13:50:06 22/5/2019 436 SA SA
102 PuenteEntrada 13:49:32 22/5/2019 424 SA SA
100 PuenteEntrada 13:49:56 22/5/2019 437 SA SA
102 PuenteEntrada 13:48:48 22/5/2019 423 SA SA
En el cuadro 6.2 se muestran los datos obtenido mediante los cálculos realizados
por medio del script llamado “LatexTableMakerV10.py”, cuya entrada es el archivo
“DatosEscenrio1PuenteCajaNegra.txt”.
Cuadro 6.2: Variables estadísticas de los datos tomados para el escenario de red co-
laborativa de un sólo puente, cuadro 6.1










Las variables moda, promedio y media son agregadas para su valoración y análi-
sis, que además son los resultados de la implementación de filtro de mediana móvil
dado en el capítulo de implementación.
La desviación estándar es de 6.56, ignorando cualquier valor menor a 420 cm,
puesto que son discontinuidades provocadas para alterar las entradas del sistema y
generar cambios de alerta.
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La distribución normal de los datos se muestra en la figura 6.5, donde se aprecia
que el prototipo realiza una medición de distancia donde la mayor parte de los datos
se concentra entre −1σ(424,437952145) y 1σ(437,562047855).
Figura 6.5: Gráfico de la distribución normal de los datos del cuadro 6.1.
Es posible concluir de esta prueba que el artefacto o caja negra, responde ante
estímulos externos que varían la distancia medida entre la estructura y el nivel del
agua que pasa bajo el puente, respondiendo así con la activación del protocolo de
alertas para emergencias, lo anterior se aprecia con el cambio de SA a otro estado en
el cuadro 6.1.
6.2.2. Pruebas de altura libre para escenario de varios puentes
Al igual que para el escenario de un solo puente, las pruebas realizadas consisten
en evaluar el escenario de varios puentes como artefacto [2] por método de obser-
vabilidad; estas pruebas sugiere un apoyo desde otra arista a la hipótesis planteada
al inicio de la investigación, donde la filosofía de colaboración entre nodos se usa
para detectar desastres naturales.
Los resultados de medición de altura libre para el escenario para varios puentes se
muestran en el cuadro 6.3. Para esta prueba los resultados corresponden a la toma
de datos del escenario ante entradas definidas de la misma forma que se muestra en
la configuración típica dada en 6.1.2.
Cuadro 6.3: Mediciones de red global - redes de varios puentes
Nodo Puente Hora Fecha M(cm) Alerta Al. Global
62 PuenteEntrada 13:40:28 18/5/2019 427 Sin-Alarma Sin-Alarma
62 PuenteEntrada 13:39:20 18/5/2019 428 Sin-Alarma Sin-Alarma
Continúa en la siguiente página
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Cuadro 6.3 – continuación de mediciones de red local - Un solo puente
Nodo Puente Hora Fecha M(cm) Alerta Al. Global
62 PuenteEntrada 13:38:14 18/5/2019 429 Sin-Alarma Sin-Alarma
62 PuenteEntrada 13:37:16 18/5/2019 427 Sin-Alarma Sin-Alarma
62 PuenteEntrada 13:36:23 18/5/2019 426 Sin-Alarma Sin-Alarma
62 PuenteEntrada 13:35:10 18/5/2019 426 Sin-Alarma Sin-Alarma
62 PuenteEntrada 13:34:07 18/5/2019 425 Sin-Alarma Sin-Alarma
62 PuenteEntrada 13:33:12 18/5/2019 426 Sin-Alarma Sin-Alarma
62 PuenteEntrada 13:32:16 18/5/2019 427 Sin-Alarma Sin-Alarma
60 PuenteResidencias 13:31:33 18/5/2019 395 Sin-Alarma Sin-Alarma
62 PuenteEntrada 13:31:09 18/5/2019 426 Sin-Alarma Sin-Alarma
60 PuenteResidencias 13:30:45 18/5/2019 394 Sin-Alarma Sin-Alarma
62 PuenteEntrada 13:30:06 18/5/2019 426 Sin-Alarma Sin-Alarma
60 PuenteResidencias 13:29:56 18/5/2019 394 Sin-Alarma Sin-Alarma
62 PuenteEntrada 13:29:18 18/5/2019 425 Sin-Alarma Sin-Alarma
60 PuenteResidencias 13:29:13 18/5/2019 394 Sin-Alarma Sin-Alarma
60 PuenteResidencias 13:28:29 18/5/2019 394 Sin-Alarma Sin-Alarma
62 PuenteEntrada 13:28:21 18/5/2019 426 Sin-Alarma Sin-Alarma
60 PuenteResidencias 13:27:34 18/5/2019 394 Sin-Alarma Sin-Alarma
62 PuenteEntrada 13:27:25 18/5/2019 425 Sin-Alarma Sin-Alarma
60 PuenteResidencias 13:26:44 18/5/2019 394 Sin-Alarma Sin-Alarma
62 PuenteEntrada 13:26:19 18/5/2019 427 Sin-Alarma Sin-Alarma
60 PuenteResidencias 13:25:44 18/5/2019 393 Sin-Alarma Sin-Alarma
60 PuenteResidencias 13:24:46 18/5/2019 393 Sin-Alarma Sin-Alarma
62 PuenteEntrada 13:24:54 18/5/2019 427 Sin-Alarma Sin-Alarma
60 PuenteResidencias 13:24:02 18/5/2019 393 Sin-Alarma Sin-Alarma
62 PuenteEntrada 13:24:03 18/5/2019 428 Sin-Alarma Sin-Alarma
60 PuenteResidencias 13:23:14 18/5/2019 394 Sin-Alarma Sin-Alarma
62 PuenteEntrada 13:23:09 18/5/2019 426 Sin-Alarma Sin-Alarma
60 PuenteResidencias 13:21:21 18/5/2019 394 Sin-Alarma Sin-Alarma
62 PuenteEntrada 13:22:10 18/5/2019 428 Sin-Alarma Sin-Alarma
62 PuenteEntrada 13:21:07 18/5/2019 426 Sin-Alarma Sin-Alarma
60 PuenteResidencias 13:20:01 18/5/2019 393 Sin-Alarma Sin-Alarma
62 PuenteEntrada 13:20:20 18/5/2019 426 Sin-Alarma Sin-Alarma
60 PuenteResidencias 13:19:11 18/5/2019 394 Sin-Alarma Sin-Alarma
62 PuenteEntrada 13:19:20 18/5/2019 427 Sin-Alarma Sin-Alarma
60 PuenteResidencias 13:18:23 18/5/2019 394 Sin-Alarma Sin-Alarma
62 PuenteEntrada 13:18:28 18/5/2019 426 Sin-Alarma Sin-Alarma
60 PuenteResidencias 13:17:35 18/5/2019 394 Sin-Alarma Sin-Alarma
62 PuenteEntrada 13:17:26 18/5/2019 429 Sin-Alarma Rojo
60 PuenteResidencias 13:16:48 18/5/2019 60 Rojo Rojo
62 PuenteEntrada 13:16:33 18/5/2019 427 Sin-Alarma Rojo
60 PuenteResidencias 13:15:59 18/5/2019 60 Rojo Rojo
60 PuenteResidencias 13:15:08 18/5/2019 60 Rojo Rojo
62 PuenteEntrada 13:14:33 18/5/2019 426 Sin-Alarma Rojo
60 PuenteResidencias 13:14:21 18/5/2019 60 Rojo Rojo
60 PuenteResidencias 13:13:32 18/5/2019 60 Rojo Rojo
62 PuenteEntrada 13:13:24 18/5/2019 431 Sin-Alarma Rojo
60 PuenteResidencias 13:12:46 18/5/2019 61 Rojo Rojo
60 PuenteResidencias 13:11:58 18/5/2019 61 Rojo Rojo
62 PuenteEntrada 13:12:01 18/5/2019 426 Sin-Alarma Amarillo
60 PuenteResidencias 13:11:02 18/5/2019 152 Amarillo Amarillo
62 PuenteEntrada 13:11:00 18/5/2019 426 Sin-Alarma Amarillo
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Cuadro 6.3 – continuación de mediciones de red local - Un solo puente
Nodo Puente Hora Fecha M(cm) Alerta Al. Global
60 PuenteResidencias 13:10:13 18/5/2019 151 Amarillo Amarillo
62 PuenteEntrada 13:10:05 18/5/2019 427 Sin-Alarma Amarillo
60 PuenteResidencias 13:09:24 18/5/2019 171 Amarillo Amarillo
60 PuenteResidencias 13:08:39 18/5/2019 188 Verde Verde
62 PuenteEntrada 13:08:37 18/5/2019 426 Sin-Alarma Amarillo
60 PuenteResidencias 13:07:52 18/5/2019 151 Amarillo Amarillo
62 PuenteEntrada 13:07:41 18/5/2019 426 Sin-Alarma Amarillo
60 PuenteResidencias 13:07:06 18/5/2019 152 Amarillo Amarillo
62 PuenteEntrada 13:06:46 18/5/2019 426 Sin-Alarma Amarillo
60 PuenteResidencias 13:06:16 18/5/2019 170 Amarillo Amarillo
62 PuenteEntrada 13:05:44 18/5/2019 426 Sin-Alarma Amarillo
60 PuenteResidencias 13:05:29 18/5/2019 147 Amarillo Amarillo
60 PuenteResidencias 13:04:43 18/5/2019 222 Verde Verde
62 PuenteEntrada 13:04:43 18/5/2019 427 Sin-Alarma Verde
60 PuenteResidencias 13:03:55 18/5/2019 222 Verde Verde
62 PuenteEntrada 13:03:52 18/5/2019 426 Sin-Alarma Verde
60 PuenteResidencias 13:03:08 18/5/2019 221 Verde Verde
62 PuenteEntrada 13:02:52 18/5/2019 425 Sin-Alarma Verde
60 PuenteResidencias 13:02:21 18/5/2019 221 Verde Verde
62 PuenteEntrada 13:02:00 18/5/2019 425 Sin-Alarma Verde
60 PuenteResidencias 13:01:34 18/5/2019 222 Verde Verde
62 PuenteEntrada 13:01:03 18/5/2019 427 Sin-Alarma Sin-Alarma
60 PuenteResidencias 13:00:46 18/5/2019 393 Sin-Alarma Sin-Alarma
60 PuenteResidencias 13:00:03 18/5/2019 393 Sin-Alarma Sin-Alarma
62 PuenteEntrada 13:00:01 18/5/2019 426 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:59:20 18/5/2019 393 Sin-Alarma Sin-Alarma
62 PuenteEntrada 12:58:54 18/5/2019 427 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:58:32 18/5/2019 393 Sin-Alarma Sin-Alarma
62 PuenteEntrada 12:57:50 18/5/2019 426 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:57:49 18/5/2019 393 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:57:06 18/5/2019 393 Sin-Alarma Sin-Alarma
62 PuenteEntrada 12:57:04 18/5/2019 426 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:56:23 18/5/2019 393 Sin-Alarma Sin-Alarma
62 PuenteEntrada 12:56:11 18/5/2019 427 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:55:40 18/5/2019 394 Sin-Alarma Sin-Alarma
62 PuenteEntrada 12:55:13 18/5/2019 426 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:54:53 18/5/2019 394 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:54:05 18/5/2019 393 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:53:18 18/5/2019 393 Sin-Alarma Sin-Alarma
62 PuenteEntrada 12:53:22 18/5/2019 426 Sin-Alarma Rojo
60 PuenteResidencias 12:52:31 18/5/2019 10 Rojo Rojo
62 PuenteEntrada 12:52:22 18/5/2019 427 Sin-Alarma Rojo
60 PuenteResidencias 12:51:44 18/5/2019 11 Rojo Rojo
62 PuenteEntrada 12:51:28 18/5/2019 427 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:50:57 18/5/2019 393 Sin-Alarma Sin-Alarma
62 PuenteEntrada 12:50:29 18/5/2019 425 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:50:13 18/5/2019 393 Sin-Alarma Sin-Alarma
62 PuenteEntrada 12:49:30 18/5/2019 426 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:49:30 18/5/2019 393 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:48:47 18/5/2019 393 Sin-Alarma Sin-Alarma
62 PuenteEntrada 12:48:23 18/5/2019 426 Sin-Alarma Sin-Alarma
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Cuadro 6.3 – continuación de mediciones de red local - Un solo puente
Nodo Puente Hora Fecha M(cm) Alerta Al. Global
60 PuenteResidencias 12:48:04 18/5/2019 393 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:47:16 18/5/2019 393 Sin-Alarma Sin-Alarma
62 PuenteEntrada 12:46:59 18/5/2019 427 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:46:27 18/5/2019 393 Sin-Alarma Sin-Alarma
62 PuenteEntrada 12:45:50 18/5/2019 425 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:45:44 18/5/2019 393 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:44:56 18/5/2019 393 Sin-Alarma Sin-Alarma
62 PuenteEntrada 12:44:44 18/5/2019 426 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:44:13 18/5/2019 393 Sin-Alarma Sin-Alarma
62 PuenteEntrada 12:43:31 18/5/2019 425 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:43:30 18/5/2019 393 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:42:47 18/5/2019 393 Sin-Alarma Sin-Alarma
62 PuenteEntrada 12:42:41 18/5/2019 425 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:42:04 18/5/2019 393 Sin-Alarma Sin-Alarma
62 PuenteEntrada 12:41:44 18/5/2019 427 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:41:21 18/5/2019 392 Sin-Alarma Sin-Alarma
62 PuenteEntrada 12:40:50 18/5/2019 427 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:40:33 18/5/2019 393 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:39:50 18/5/2019 392 Sin-Alarma Sin-Alarma
62 PuenteEntrada 12:39:47 18/5/2019 425 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:39:07 18/5/2019 393 Sin-Alarma Sin-Alarma
62 PuenteEntrada 12:38:55 18/5/2019 425 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:38:24 18/5/2019 392 Sin-Alarma Sin-Alarma
62 PuenteEntrada 12:38:02 18/5/2019 428 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:37:40 18/5/2019 393 Sin-Alarma Rojo
62 PuenteEntrada 12:36:58 18/5/2019 5 Rojo Rojo
60 PuenteResidencias 12:36:53 18/5/2019 393 Sin-Alarma Rojo
60 PuenteResidencias 12:36:10 18/5/2019 393 Sin-Alarma Rojo
62 PuenteEntrada 12:35:56 18/5/2019 6 Rojo Rojo
60 PuenteResidencias 12:35:14 18/5/2019 393 Sin-Alarma Rojo
62 PuenteEntrada 12:35:02 18/5/2019 7 Rojo Rojo
60 PuenteResidencias 12:34:26 18/5/2019 393 Sin-Alarma Sin-Alarma
62 PuenteEntrada 12:34:20 18/5/2019 426 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:33:34 18/5/2019 393 Sin-Alarma Sin-Alarma
62 PuenteEntrada 12:33:35 18/5/2019 426 Sin-Alarma Sin-Alarma
62 PuenteEntrada 12:32:43 18/5/2019 425 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:32:41 18/5/2019 393 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:31:52 18/5/2019 393 Sin-Alarma Sin-Alarma
62 PuenteEntrada 12:31:55 18/5/2019 426 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:31:04 18/5/2019 393 Sin-Alarma Sin-Alarma
62 PuenteEntrada 12:31:06 18/5/2019 427 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:30:21 18/5/2019 393 Sin-Alarma Sin-Alarma
62 PuenteEntrada 12:30:20 18/5/2019 426 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:29:33 18/5/2019 393 Sin-Alarma Sin-Alarma
62 PuenteEntrada 12:29:29 18/5/2019 426 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:28:50 18/5/2019 393 Sin-Alarma Sin-Alarma
62 PuenteEntrada 12:28:32 18/5/2019 428 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:28:07 18/5/2019 393 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:27:19 18/5/2019 392 Sin-Alarma Sin-Alarma
62 PuenteEntrada 12:27:19 18/5/2019 427 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:26:36 18/5/2019 393 Sin-Alarma Sin-Alarma
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Cuadro 6.3 – continuación de mediciones de red local - Un solo puente
Nodo Puente Hora Fecha M(cm) Alerta Al. Global
62 PuenteEntrada 12:26:24 18/5/2019 426 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:25:48 18/5/2019 393 Sin-Alarma Sin-Alarma
62 PuenteEntrada 12:25:29 18/5/2019 426 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:25:05 18/5/2019 393 Sin-Alarma Sin-Alarma
62 PuenteEntrada 12:24:40 18/5/2019 429 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:24:17 18/5/2019 393 Sin-Alarma Sin-Alarma
62 PuenteEntrada 12:23:49 18/5/2019 425 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:23:29 18/5/2019 391 Sin-Alarma Sin-Alarma
62 PuenteEntrada 12:22:59 18/5/2019 426 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:22:46 18/5/2019 392 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:22:04 18/5/2019 393 Sin-Alarma Sin-Alarma
62 PuenteEntrada 12:22:00 18/5/2019 427 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:21:21 18/5/2019 391 Sin-Alarma Rojo
62 PuenteEntrada 12:21:03 18/5/2019 10 Rojo Rojo
60 PuenteResidencias 12:20:39 18/5/2019 393 Sin-Alarma Rojo
62 PuenteEntrada 12:20:15 18/5/2019 10 Rojo Rojo
60 PuenteResidencias 12:19:56 18/5/2019 392 Sin-Alarma Sin-Alarma
62 PuenteEntrada 12:19:18 18/5/2019 426 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:19:08 18/5/2019 393 Sin-Alarma Amarillo
60 PuenteResidencias 12:18:24 18/5/2019 391 Sin-Alarma Amarillo
62 PuenteEntrada 12:17:39 18/5/2019 180 Amarillo Amarillo
60 PuenteResidencias 12:17:42 18/5/2019 391 Sin-Alarma Amarillo
60 PuenteResidencias 12:16:54 18/5/2019 392 Sin-Alarma Sin-Alarma
62 PuenteEntrada 12:16:42 18/5/2019 429 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:16:11 18/5/2019 393 Sin-Alarma Sin-Alarma
62 PuenteEntrada 12:15:55 18/5/2019 427 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:15:23 18/5/2019 393 Sin-Alarma Sin-Alarma
62 PuenteEntrada 12:14:46 18/5/2019 427 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:14:40 18/5/2019 393 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:13:57 18/5/2019 392 Sin-Alarma Sin-Alarma
62 PuenteEntrada 12:13:57 18/5/2019 428 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:13:14 18/5/2019 392 Sin-Alarma Sin-Alarma
62 PuenteEntrada 12:13:06 18/5/2019 426 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:12:32 18/5/2019 392 Sin-Alarma Sin-Alarma
62 PuenteEntrada 12:12:20 18/5/2019 425 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:11:44 18/5/2019 393 Sin-Alarma Sin-Alarma
62 PuenteEntrada 12:11:32 18/5/2019 428 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:10:54 18/5/2019 393 Sin-Alarma Sin-Alarma
62 PuenteEntrada 12:10:42 18/5/2019 426 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:10:06 18/5/2019 392 Sin-Alarma Sin-Alarma
62 PuenteEntrada 12:09:55 18/5/2019 425 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:09:23 18/5/2019 393 Sin-Alarma Sin-Alarma
62 PuenteEntrada 12:08:55 18/5/2019 431 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:08:37 18/5/2019 393 Sin-Alarma Sin-Alarma
62 PuenteEntrada 12:08:06 18/5/2019 430 Sin-Alarma Rojo
60 PuenteResidencias 12:07:50 18/5/2019 81 Rojo Rojo
62 PuenteEntrada 12:07:14 18/5/2019 427 Sin-Alarma Rojo
60 PuenteResidencias 12:07:03 18/5/2019 81 Rojo Rojo
62 PuenteEntrada 12:06:24 18/5/2019 426 Sin-Alarma Rojo
60 PuenteResidencias 12:06:15 18/5/2019 81 Rojo Rojo
62 PuenteEntrada 12:05:08 18/5/2019 426 Sin-Alarma Rojo
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Cuadro 6.3 – continuación de mediciones de red local - Un solo puente
Nodo Puente Hora Fecha M(cm) Alerta Al. Global
60 PuenteResidencias 12:05:18 18/5/2019 82 Rojo Rojo
60 PuenteResidencias 12:04:31 18/5/2019 82 Rojo Rojo
62 PuenteEntrada 12:04:21 18/5/2019 426 Sin-Alarma Rojo
60 PuenteResidencias 12:03:44 18/5/2019 82 Rojo Rojo
62 PuenteEntrada 12:03:36 18/5/2019 426 Sin-Alarma Rojo
60 PuenteResidencias 12:02:49 18/5/2019 78 Rojo Rojo
62 PuenteEntrada 12:02:45 18/5/2019 427 Sin-Alarma Verde
60 PuenteResidencias 12:01:59 18/5/2019 278 Verde Verde
62 PuenteEntrada 12:01:48 18/5/2019 427 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:00:56 18/5/2019 394 Sin-Alarma Sin-Alarma
62 PuenteEntrada 12:00:48 18/5/2019 429 Sin-Alarma Sin-Alarma
60 PuenteResidencias 12:00:13 18/5/2019 281 Sin-Alarma Sin-Alarma
62 PuenteEntrada 12:00:01 18/5/2019 427 Sin-Alarma Sin-Alarma
60 PuenteResidencias 11:59:25 18/5/2019 280 Sin-Alarma Sin-Alarma
62 PuenteEntrada 11:59:14 18/5/2019 427 Sin-Alarma Sin-Alarma
60 PuenteResidencias 11:58:39 18/5/2019 290 Sin-Alarma Sin-Alarma
60 PuenteResidencias 11:57:55 18/5/2019 273 Verde Verde
Las mediciones, mostradas en el cuadro 6.3 se analizan de forma separada por
puente. De la misma forma que se hizo para el escenario de un puente, se cuen-
ta con una forma automática de calculo de las variables estadísticas de los datos,
medinante el script: “LatexTableMakerV10.py”.
Para el puente denominado en la configuración como “PuenteEntrada”, se mues-
tra la distribución normal de sus mediciones en la figura 6.6. Para el puente “Puen-
teResidencias” es en la figura 6.7 que se proporciona la gráfica normal de los datos
adquiridos en el escenario de varios puentes.
En el cuadro 6.4 se muestran los datos obtenido mediante el script llamado “La-
texTableMakerV10.py”, cuya entrada es el archivo “DatosEscenarioVariosPuentes-
CajaNegra.txt”. Para ambos puentes se tiene que el prototipo realiza mediciones con
distribución normal, la mayor parte de los datos se concentra entre −1σ (424,762
para PuenteEntrada y 392,273 para PuenteResidencias) y 1σ (427,238 para Puen-
teEntrada y 393,727 para PuenteResidencias).
Cuadro 6.4: Variables estadísticas de los datos tomados para el escenario de varios
puentes, cuadro 6.3
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Figura 6.6: Gráfico de la distribución normal de los datos del cuadro 6.3 para el puen-
te llamado “PuenteEntrada”.
Cada puente fue medido manualmente como se muestra en la figura 6.8, con el
fin de establecer su distancia entre la estructura y el nivel del agua del río al menos
una vez con el fin de establecer una referencia por puente y así poder configurar el
parámetro de altura para cada puente.
La medición manual se ha tomado durante las pruebas para la configuración del
parámetro de altura de los puentes, que a su vez es utilizado por el sistema para
realizar los cálculos del 25%, 50% y 75% que define a los estados de alerta de cada
puente, tal y como se solicitó por parte del grupo de expertos del CIVCO.
Es posible espetar respecto a esta prueba sobre el artefacto, que también hay una
respuesta ante estímulos externos de variación de la altura libre de los puentes, que
activa el protocolo de alertas y a su vez hay una propagación mediante el cambio
de estado de Alerta Global en puentes ajenos al disparo de alerta local pero que
conforman la misma red colaborativa (ver cuadro 6.3.
6.2.3. Protocolo de comunicación para estructuras - local
Esta prueba, se realiza con el objetivo de comprobar el funcionamiento del pro-
tocolo de comunicación entre nodos sensor de una sola estructura puente. Todos
los nodos sensor instalados y configurados en un puente, deben compartir sus me-
diciones, así también como sus estados de alerta individuales, de forma tal que se
pueda establecer una alerta global conjunta para el puente.
La prueba se basa en trasegar el envío de información entre puntos de medición,
además de la comprobación de una toma de decisiones conjunta entre los mismos.
El envío de la información en una red local, se realiza por medio de los módulos
Xbee.
6.2. PRUEBAS FUNCIONALES 109
Figura 6.7: Gráfico de la distribución normal de los datos del cuadro 6.3 para el puen-
te llamado “PuenteResidencias”.
En el cuadro 6.5 se muestra la secuencia de estados de alerta, transmitidos a tra-
vés de la comunicación de red local (Xbee), junto con su hora de propagación. Esta
última de suma importancia, puesto que es la que indica el momento en que un no-
do sensor recibe un mensaje por parte de otro. El lector debe interpretar los datos
de la columna H.P. como “Hora de Propagación”
Cuadro 6.5: Mensajes transmitidos entre nodos sensor maestro y esclavo para el es-
cenario de un solo puente y su hora de propagación
Nodo Puente Hora Fecha M(cm) Alerta Al. Global H.P.
100 PuenteEntrada 14:37:40 22/5/2019 67 Rojo Rojo 14:30:34
100 PuenteEntrada 14:37:30 22/5/2019 67 Rojo Rojo 14:30:34
100 PuenteEntrada 14:36:50 22/5/2019 67 Rojo Rojo 14:30:34
100 PuenteEntrada 14:36:23 22/5/2019 67 Rojo Rojo 14:30:34
100 PuenteEntrada 14:35:58 22/5/2019 67 Rojo Rojo 14:30:34
100 PuenteEntrada 14:35:34 22/5/2019 67 Rojo Rojo 14:30:34
100 PuenteEntrada 14:35:16 22/5/2019 67 Rojo Rojo 14:30:34
100 PuenteEntrada 14:34:46 22/5/2019 67 Rojo Rojo 14:30:34
100 PuenteEntrada 14:34:31 22/5/2019 67 Rojo Rojo 14:30:34
100 PuenteEntrada 14:33:58 22/5/2019 67 Rojo Rojo 14:30:34
100 PuenteEntrada 14:33:34 22/5/2019 67 Rojo Rojo 14:30:34
100 PuenteEntrada 14:33:06 22/5/2019 67 Rojo Rojo 14:30:34
100 PuenteEntrada 14:32:42 22/5/2019 67 Rojo Rojo 14:30:34
100 PuenteEntrada 14:32:19 22/5/2019 67 Rojo Rojo 14:30:34
100 PuenteEntrada 14:31:58 22/5/2019 67 Rojo Rojo 14:30:34
100 PuenteEntrada 14:31:31 22/5/2019 67 Rojo Rojo 14:30:34
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Cuadro 6.5 – continuación de mensajes transmitidos - un solo puente
Nodo Puente Hora Fecha M(cm) Alerta Al. Global H.P.
100 PuenteEntrada 14:31:15 22/5/2019 68 Rojo Rojo 14:30:34
100 PuenteEntrada 14:30:44 22/5/2019 67 Rojo Rojo 14:30:34
100 PuenteEntrada 14:30:34 22/5/2019 67 Rojo Rojo 14:30:34
100 PuenteEntrada 14:29:52 22/5/2019 193 Amarillo Amarillo 14:29:32
100 PuenteEntrada 14:29:42 22/5/2019 198 Amarillo Amarillo 14:29:32
100 PuenteEntrada 14:29:32 22/5/2019 207 Amarillo Amarillo 14:29:32
102 PuenteEntrada 14:06:19 22/5/2019 7 Falso-Positivo Rojo 14:04:14
100 PuenteEntrada 14:05:59 22/5/2019 7 Rojo Rojo 14:04:07
102 PuenteEntrada 14:05:37 22/5/2019 8 Rojo Rojo 14:04:14
100 PuenteEntrada 14:05:49 22/5/2019 7 Rojo Rojo 14:04:07
102 PuenteEntrada 14:04:56 22/5/2019 10 Rojo Rojo 14:04:14
100 PuenteEntrada 14:05:08 22/5/2019 7 Rojo Rojo 14:04:07
100 PuenteEntrada 14:04:55 22/5/2019 5 Rojo Rojo 14:04:07
102 PuenteEntrada 14:04:14 22/5/2019 14 Rojo Rojo 14:04:14
100 PuenteEntrada 14:04:33 22/5/2019 8 Rojo Rojo 14:04:07
100 PuenteEntrada 14:04:23 22/5/2019 7 Rojo Rojo 14:04:07
100 PuenteEntrada 14:04:07 22/5/2019 7 Rojo Rojo 14:04:07
100 PuenteEntrada 13:59:02 22/5/2019 7 Rojo Rojo 13:56:25
100 PuenteEntrada 13:58:22 22/5/2019 7 Rojo Rojo 13:56:25
100 PuenteEntrada 13:58:21 22/5/2019 7 Rojo Rojo 13:56:25
100 PuenteEntrada 13:57:32 22/5/2019 8 Rojo Rojo 13:56:25
100 PuenteEntrada 13:57:22 22/5/2019 8 Rojo Rojo 13:56:25
100 PuenteEntrada 13:56:45 22/5/2019 8 Rojo Rojo 13:56:25
100 PuenteEntrada 13:56:35 22/5/2019 9 Rojo Rojo 13:56:25
100 PuenteEntrada 13:56:25 22/5/2019 8 Rojo Rojo 13:56:25
De acuerdo a los resultados del cuadro 6.5 se puede afirmar que la comunicación
de red local se da entre nodos sensor, puesto que hay una toma de decisión con-
sensuada por ambos nodos sensor tanto para determinar el estado de Alerta Global
del puente, como para un Falso-Positivo. Es importante entender que en este caso,
Alerta Global es el estado definitivo del puente.
6.2.4. Protocolo de comunicación para redes de estructuras- glo-
bal
Esta prueba se realiza con el objetivo de comprobar el funcionamiento del proto-
colo de comunicación entre nodos sensor maestros. Los estados de alerta deben ser
compartidos entre puentes por medio de su nodo sensor maestro.
En el caso de uso de varios puentes, la prueba consiste en hacer un rastreo del
trasiego de mensajes entre nodos sensor maestro de cada puente, donde se espera
que los puentes que sean parte de una misma red colaborativa sean los que compar-
tan información y modifiquen el estado de los demás en función de la generación
de alertas.
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Figura 6.8: Medición manual de la altura de cada puente.
Cuadro 6.6: Mensajes transmitidos entre nodos sensor maestro para el escenario de
varios puentes y su hora de propagación
Nodo Puente Hora Fecha M(cm) Alerta Al. Global H.P.
62 PuenteEntrada 13:17:26 18/5/2019 429 SA Rojo 13:12:03
60 PuenteResidencias 13:16:48 18/5/2019 60 Rojo Rojo 13:11:58
62 PuenteEntrada 13:16:33 18/5/2019 427 SA Rojo 13:12:03
60 PuenteResidencias 13:15:59 18/5/2019 60 Rojo Rojo 13:11:58
60 PuenteResidencias 13:15:08 18/5/2019 60 Rojo Rojo 13:11:58
62 PuenteEntrada 13:14:33 18/5/2019 426 SA Rojo 13:12:03
60 PuenteResidencias 13:14:21 18/5/2019 60 Rojo Rojo 13:11:58
60 PuenteResidencias 13:13:32 18/5/2019 60 Rojo Rojo 13:11:58
62 PuenteEntrada 13:13:24 18/5/2019 431 SA Rojo 13:12:03
60 PuenteResidencias 13:12:46 18/5/2019 61 Rojo Rojo 13:11:58
60 PuenteResidencias 13:11:58 18/5/2019 61 Rojo Rojo 13:11:58
62 PuenteEntrada 13:12:01 18/5/2019 426 SA Amarillo 13:09:31
60 PuenteResidencias 13:11:02 18/5/2019 152 Amarillo Amarillo 13:09:24
62 PuenteEntrada 13:11:00 18/5/2019 426 SA Amarillo 13:09:31
60 PuenteResidencias 13:10:13 18/5/2019 151 Amarillo Amarillo 13:09:24
62 PuenteEntrada 13:10:05 18/5/2019 427 SA Amarillo 13:09:31
60 PuenteResidencias 13:09:24 18/5/2019 171 Amarillo Amarillo 13:09:24
60 PuenteResidencias 13:08:39 18/5/2019 188 Verde Verde 13:08:39
62 PuenteEntrada 13:08:37 18/5/2019 426 SA Amarillo 13:05:34
60 PuenteResidencias 13:07:52 18/5/2019 151 Amarillo Amarillo 13:05:29
62 PuenteEntrada 13:07:41 18/5/2019 426 SA Amarillo 13:05:34
60 PuenteResidencias 13:07:06 18/5/2019 152 Amarillo Amarillo 13:05:29
62 PuenteEntrada 13:06:46 18/5/2019 426 SA Amarillo 13:05:34
60 PuenteResidencias 13:06:16 18/5/2019 170 Amarillo Amarillo 13:05:29
62 PuenteEntrada 13:05:44 18/5/2019 426 SA Amarillo 13:05:34
60 PuenteResidencias 13:05:29 18/5/2019 147 Amarillo Amarillo 13:05:29
60 PuenteResidencias 13:04:43 18/5/2019 222 Verde Verde 13:01:34
62 PuenteEntrada 13:04:43 18/5/2019 427 SA Verde 13:04:01
Continúa en la siguiente página
112 CAPÍTULO 6. VALIDACIÓN Y PRUEBAS
Cuadro 6.6 – continuación de mensajes entre de varios puentes y su hora de propagación
Nodo Puente Hora Fecha M(cm) Alerta Al. Global H.P.
60 PuenteResidencias 13:03:55 18/5/2019 222 Verde Verde 13:01:34
62 PuenteEntrada 13:03:52 18/5/2019 426 SA Verde 13:03:13
60 PuenteResidencias 13:03:08 18/5/2019 221 Verde Verde 13:01:34
62 PuenteEntrada 13:02:52 18/5/2019 425 SA Verde 13:02:26
60 PuenteResidencias 13:02:21 18/5/2019 221 Verde Verde 13:01:34
62 PuenteEntrada 13:02:00 18/5/2019 425 SA Verde 13:01:40
60 PuenteResidencias 13:01:34 18/5/2019 222 Verde Verde 13:01:34
62 PuenteEntrada 12:53:22 18/5/2019 426 SA Rojo 12:51:50
60 PuenteResidencias 12:52:31 18/5/2019 10 Rojo Rojo 12:51:44
62 PuenteEntrada 12:52:22 18/5/2019 427 SA Rojo 12:51:50
60 PuenteResidencias 12:51:44 18/5/2019 11 Rojo Rojo 12:51:44
60 PuenteResidencias 12:37:40 18/5/2019 393 SA Rojo 12:35:10
62 PuenteEntrada 12:36:58 18/5/2019 5 Rojo Rojo 12:35:02
60 PuenteResidencias 12:36:53 18/5/2019 393 SA Rojo 12:35:10
60 PuenteResidencias 12:36:10 18/5/2019 393 SA Rojo 12:35:10
62 PuenteEntrada 12:35:56 18/5/2019 6 Rojo Rojo 12:35:02
60 PuenteResidencias 12:35:14 18/5/2019 393 SA Rojo 12:35:10
62 PuenteEntrada 12:35:02 18/5/2019 7 Rojo Rojo 12:35:02
60 PuenteResidencias 12:21:21 18/5/2019 391 SA Rojo 12:20:17
62 PuenteEntrada 12:21:03 18/5/2019 10 Rojo Rojo 12:20:15
60 PuenteResidencias 12:20:39 18/5/2019 393 SA Rojo 12:20:17
62 PuenteEntrada 12:20:15 18/5/2019 10 Rojo Rojo 12:20:15
60 PuenteResidencias 12:19:08 18/5/2019 393 SA Amarillo 12:17:41
60 PuenteResidencias 12:18:24 18/5/2019 391 SA Amarillo 12:17:41
62 PuenteEntrada 12:17:39 18/5/2019 180 Amarillo Amarillo 12:17:39
60 PuenteResidencias 12:17:42 18/5/2019 391 SA Amarillo 12:17:41
62 PuenteEntrada 12:08:06 18/5/2019 430 SA Rojo 12:02:53
60 PuenteResidencias 12:07:50 18/5/2019 81 Rojo Rojo 12:02:49
62 PuenteEntrada 12:07:14 18/5/2019 427 SA Rojo 12:02:53
60 PuenteResidencias 12:07:03 18/5/2019 81 Rojo Rojo 12:02:49
62 PuenteEntrada 12:06:24 18/5/2019 426 SA Rojo 12:02:53
60 PuenteResidencias 12:06:15 18/5/2019 81 Rojo Rojo 12:02:49
62 PuenteEntrada 12:05:08 18/5/2019 426 SA Rojo 12:02:53
60 PuenteResidencias 12:05:18 18/5/2019 82 Rojo Rojo 12:02:49
60 PuenteResidencias 12:04:31 18/5/2019 82 Rojo Rojo 12:02:49
62 PuenteEntrada 12:04:21 18/5/2019 426 SA Rojo 12:02:53
60 PuenteResidencias 12:03:44 18/5/2019 82 Rojo Rojo 12:02:49
62 PuenteEntrada 12:03:36 18/5/2019 426 SA Rojo 12:02:53
60 PuenteResidencias 12:02:49 18/5/2019 78 Rojo Rojo 12:02:49
62 PuenteEntrada 12:02:45 18/5/2019 427 SA Verde 12:02:06
60 PuenteResidencias 12:01:59 18/5/2019 278 Verde Verde 12:01:59
La comunicación en este caso de uso, es mediante estructura RESTful, que utiliza
el protocolo http para establecer la red de nodos sensor. La hora de propagación,
al igual que en el caso de uso de la sección anterior, indica el momento en que un
nodo sensor maestro recibe un mensaje por parte de otro nodo sensor maestro ubi-
cado en otro puente de su misma red colaborativa. Los datos para este escenario se
localizan en el cuadro 6.6
Se puede concluir de esta prueba que el protocolo de comunicación se estable-
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ce entre nodos sensor maestro. Cada nodo sensor maestro propaga el estado local
del puente al que pertenece, para así determinar conjuntamente cual será la Alerta
Global de la red colaborativa.
6.2.5. Generación de alertas para estructuras
El parámetro de altura de cada puente, que se define en “Configuración de dis-
positivos” por medio de la página web, es el que determina la forma en que se ge-
neran las alarmas por estructura. La medición de una estructura indica un estado
“Sin_Alarma” cuando se encuentra entre, el parámetro definido y su 25%, mien-
tras que una alerta “Verde” es la que se encuentra entre 25%−50%, “Amarilla” entre
50%−75% y “Roja” entre 75%−100%.
En el cuadro 6.7 se muestran varios casos de alerta en las pruebas del escenario
de un solo puente, con un parámetro de altura definido en 450cm.
Todas las mediciones mostradas en el cuadro fueron provocadas intencionalmen-
te de forma manual durante la operación del artefacto como caja negra, acortando
la distancia ya sea con objetos o moviendo los nodos sensor hacia los extremos del
puente que tienen menor distancia respecto a la estructura, para así emular un in-
cremento del nivel del agua.
Cuadro 6.7: Mediciones de red local con alarma - un solo puente
Nodo Puente Hora Fecha M(cm) Alerta Al. Global
100 PuenteEntrada 14:37:40 22/5/2019 67 Rojo Rojo
100 PuenteEntrada 14:37:30 22/5/2019 67 Rojo Rojo
100 PuenteEntrada 14:36:50 22/5/2019 67 Rojo Rojo
100 PuenteEntrada 14:36:23 22/5/2019 67 Rojo Rojo
100 PuenteEntrada 14:35:58 22/5/2019 67 Rojo Rojo
100 PuenteEntrada 14:35:34 22/5/2019 67 Rojo Rojo
100 PuenteEntrada 14:35:16 22/5/2019 67 Rojo Rojo
100 PuenteEntrada 14:34:46 22/5/2019 67 Rojo Rojo
100 PuenteEntrada 14:34:31 22/5/2019 67 Rojo Rojo
100 PuenteEntrada 14:33:58 22/5/2019 67 Rojo Rojo
100 PuenteEntrada 14:33:34 22/5/2019 67 Rojo Rojo
100 PuenteEntrada 14:33:06 22/5/2019 67 Rojo Rojo
100 PuenteEntrada 14:32:42 22/5/2019 67 Rojo Rojo
100 PuenteEntrada 14:32:19 22/5/2019 67 Rojo Rojo
100 PuenteEntrada 14:31:58 22/5/2019 67 Rojo Rojo
100 PuenteEntrada 14:31:31 22/5/2019 67 Rojo Rojo
100 PuenteEntrada 14:31:15 22/5/2019 68 Rojo Rojo
100 PuenteEntrada 14:30:44 22/5/2019 67 Rojo Rojo
100 PuenteEntrada 14:30:34 22/5/2019 67 Rojo Rojo
100 PuenteEntrada 14:29:52 22/5/2019 193 Amarillo Amarillo
100 PuenteEntrada 14:29:42 22/5/2019 198 Amarillo Amarillo
100 PuenteEntrada 14:29:32 22/5/2019 207 Amarillo Amarillo
102 PuenteEntrada 14:06:19 22/5/2019 7 Falso-Positivo Rojo
100 PuenteEntrada 14:05:59 22/5/2019 7 Rojo Rojo
102 PuenteEntrada 14:05:37 22/5/2019 8 Rojo Rojo
100 PuenteEntrada 14:05:49 22/5/2019 7 Rojo Rojo
102 PuenteEntrada 14:04:56 22/5/2019 10 Rojo Rojo
Continúa en la siguiente página
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Cuadro 6.7 – continuación de mediciones de red local con alarma - un solo puente
Nodo Puente Hora Fecha M(cm) Alerta Al. Global
100 PuenteEntrada 14:05:08 22/5/2019 7 Rojo Rojo
100 PuenteEntrada 14:04:55 22/5/2019 5 Rojo Rojo
102 PuenteEntrada 14:04:14 22/5/2019 14 Rojo Rojo
100 PuenteEntrada 14:04:33 22/5/2019 8 Rojo Rojo
100 PuenteEntrada 14:04:23 22/5/2019 7 Rojo Rojo
100 PuenteEntrada 14:04:07 22/5/2019 7 Rojo Rojo
100 PuenteEntrada 13:59:02 22/5/2019 7 Rojo Rojo
100 PuenteEntrada 13:58:22 22/5/2019 7 Rojo Rojo
100 PuenteEntrada 13:58:21 22/5/2019 7 Rojo Rojo
100 PuenteEntrada 13:57:32 22/5/2019 8 Rojo Rojo
100 PuenteEntrada 13:57:22 22/5/2019 8 Rojo Rojo
100 PuenteEntrada 13:56:45 22/5/2019 8 Rojo Rojo
100 PuenteEntrada 13:56:35 22/5/2019 9 Rojo Rojo
100 PuenteEntrada 13:56:25 22/5/2019 8 Rojo Rojo
Se puede decir que el protocolo de alarmas está funcionando como se esperaba,
puesto que toma el valor configurado para el dispositivo como altura (450cm) y ges-
tiona su sistema de alertas con base en el porcentaje que tiene asignado cada uno
de los estados.
6.2.6. Protocolo de alertas para redes de estructuras
En el cuadro 6.8 se muestra la secuencia de alertas trasegadas entre los puentes
“PuenteEntrada” y “PuenteResidencias” que definen la forma en que interactúan los
nodos sensor maestro de estructuras que pertenecen a una misma red colaborativa
global.
Cuadro 6.8: Mediciones de red global con alarma - varios puentes
Nodo Puente Hora Fecha M(cm) Alerta Al. Global
62 PuenteEntrada 13:17:26 18/5/2019 429 SA Rojo
60 PuenteResidencias 13:16:48 18/5/2019 60 Rojo Rojo
62 PuenteEntrada 13:16:33 18/5/2019 427 SA Rojo
60 PuenteResidencias 13:15:59 18/5/2019 60 Rojo Rojo
60 PuenteResidencias 13:15:08 18/5/2019 60 Rojo Rojo
62 PuenteEntrada 13:14:33 18/5/2019 426 SA Rojo
60 PuenteResidencias 13:14:21 18/5/2019 60 Rojo Rojo
60 PuenteResidencias 13:13:32 18/5/2019 60 Rojo Rojo
62 PuenteEntrada 13:13:24 18/5/2019 431 SA Rojo
60 PuenteResidencias 13:12:46 18/5/2019 61 Rojo Rojo
60 PuenteResidencias 13:11:58 18/5/2019 61 Rojo Rojo
62 PuenteEntrada 13:12:01 18/5/2019 426 SA Amarillo
60 PuenteResidencias 13:11:02 18/5/2019 152 Amarillo Amarillo
62 PuenteEntrada 13:11:00 18/5/2019 426 SA Amarillo
60 PuenteResidencias 13:10:13 18/5/2019 151 Amarillo Amarillo
62 PuenteEntrada 13:10:05 18/5/2019 427 SA Amarillo
Continúa en la siguiente página
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Cuadro 6.8 – continuación de medición de red global con alarma - varios puentes
Nodo Puente Hora Fecha M(cm) Alerta Al. Global
60 PuenteResidencias 13:09:24 18/5/2019 171 Amarillo Amarillo
60 PuenteResidencias 13:08:39 18/5/2019 188 Verde Verde
62 PuenteEntrada 13:08:37 18/5/2019 426 SA Amarillo
60 PuenteResidencias 13:07:52 18/5/2019 151 Amarillo Amarillo
62 PuenteEntrada 13:07:41 18/5/2019 426 SA Amarillo
60 PuenteResidencias 13:07:06 18/5/2019 152 Amarillo Amarillo
62 PuenteEntrada 13:06:46 18/5/2019 426 SA Amarillo
60 PuenteResidencias 13:06:16 18/5/2019 170 Amarillo Amarillo
62 PuenteEntrada 13:05:44 18/5/2019 426 SA Amarillo
60 PuenteResidencias 13:05:29 18/5/2019 147 Amarillo Amarillo
60 PuenteResidencias 13:04:43 18/5/2019 222 Verde Verde
62 PuenteEntrada 13:04:43 18/5/2019 427 SA Verde
60 PuenteResidencias 13:03:55 18/5/2019 222 Verde Verde
62 PuenteEntrada 13:03:52 18/5/2019 426 SA Verde
60 PuenteResidencias 13:03:08 18/5/2019 221 Verde Verde
62 PuenteEntrada 13:02:52 18/5/2019 425 SA Verde
60 PuenteResidencias 13:02:21 18/5/2019 221 Verde Verde
62 PuenteEntrada 13:02:00 18/5/2019 425 SA Verde
60 PuenteResidencias 13:01:34 18/5/2019 222 Verde Verde
62 PuenteEntrada 12:53:22 18/5/2019 426 SA Rojo
60 PuenteResidencias 12:52:31 18/5/2019 10 Rojo Rojo
62 PuenteEntrada 12:52:22 18/5/2019 427 SA Rojo
60 PuenteResidencias 12:51:44 18/5/2019 11 Rojo Rojo
60 PuenteResidencias 12:37:40 18/5/2019 393 SA Rojo
62 PuenteEntrada 12:36:58 18/5/2019 5 Rojo Rojo
60 PuenteResidencias 12:36:53 18/5/2019 393 SA Rojo
60 PuenteResidencias 12:36:10 18/5/2019 393 SA Rojo
62 PuenteEntrada 12:35:56 18/5/2019 6 Rojo Rojo
60 PuenteResidencias 12:35:14 18/5/2019 393 SA Rojo
62 PuenteEntrada 12:35:02 18/5/2019 7 Rojo Rojo
60 PuenteResidencias 12:21:21 18/5/2019 391 SA Rojo
62 PuenteEntrada 12:21:03 18/5/2019 10 Rojo Rojo
60 PuenteResidencias 12:20:39 18/5/2019 393 SA Rojo
62 PuenteEntrada 12:20:15 18/5/2019 10 Rojo Rojo
60 PuenteResidencias 12:19:08 18/5/2019 393 SA Amarillo
60 PuenteResidencias 12:18:24 18/5/2019 391 SA Amarillo
62 PuenteEntrada 12:17:39 18/5/2019 180 Amarillo Amarillo
60 PuenteResidencias 12:17:42 18/5/2019 391 SA Amarillo
62 PuenteEntrada 12:08:06 18/5/2019 430 SA Rojo
60 PuenteResidencias 12:07:50 18/5/2019 81 Rojo Rojo
62 PuenteEntrada 12:07:14 18/5/2019 427 SA Rojo
60 PuenteResidencias 12:07:03 18/5/2019 81 Rojo Rojo
62 PuenteEntrada 12:06:24 18/5/2019 426 SA Rojo
60 PuenteResidencias 12:06:15 18/5/2019 81 Rojo Rojo
62 PuenteEntrada 12:05:08 18/5/2019 426 SA Rojo
60 PuenteResidencias 12:05:18 18/5/2019 82 Rojo Rojo
60 PuenteResidencias 12:04:31 18/5/2019 82 Rojo Rojo
62 PuenteEntrada 12:04:21 18/5/2019 426 SA Rojo
60 PuenteResidencias 12:03:44 18/5/2019 82 Rojo Rojo
62 PuenteEntrada 12:03:36 18/5/2019 426 SA Rojo
60 PuenteResidencias 12:02:49 18/5/2019 78 Rojo Rojo
Continúa en la siguiente página
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Cuadro 6.8 – continuación de medición de red global con alarma - varios puentes
Nodo Puente Hora Fecha M(cm) Alerta Al. Global
62 PuenteEntrada 12:02:45 18/5/2019 427 SA Verde
60 PuenteResidencias 12:01:59 18/5/2019 278 Verde Verde
Se puede decir que el protocolo de alertas toma el estado más critico, de entre los
estados de puentes que forman parte de la red colaborativa, para determinar cual es
el estado global de la misma.
6.3. Pruebas de rendimiento
Como parte del proceso de validación de un sistema o metodología, se requiere
analizar y caracterizar el rendimiento del mismo. Con el objetivo de generar datos
que permitan analizar su viabilidad y mejor enfoque, mediante parámetros conside-
rados importantes ante eventualidades naturales, se realiza una comparación entre
tecnologías de comunicación para nodos maestro.
En esta sección se muestran datos que se han tomado, para dos casos del escena-
rio de varios puentes. El primer caso es en el cual se propaga el mensaje de cambio
de alerta entre nodos maestro, por medio de mensajes de texto SMS(Short Message
Service, SMS por sus siglas en inglés).
Con el fin de medir el impacto de utilizar una arquitectura completamente ba-
sada en servicios web, se plantea el segundo caso de uso, cuya arquitectura se basa
completamente en servicios web, de protocolo RESTful para el trasiego de mensajes
de alerta entre nodos sensor tipo maestro.
Entre los parámetros a comparar entre ambos casos, se encuentran: tasas de trans-
ferencia, tiempo de propagación de las alertas, costo de transmisión por unidad de
tiempo (KB usados en el mismo periodo de funcionamiento) y duración de la ba-
tería. Los parámetros mencionado,s permiten definir si hay beneficios sustanciales
de rendimiento al utilizar una estructura REST para comunicación con el servidor y
entre nodos maestros.
Además de comparar el desempeño contra una arquitectura similar, pero sin ser-
vicios web, se busca caracterizar al prototipo, para lo cual se propone añadir medi-
ciones de: comunicación nodo-nodo, comunicación nodo-servidor, configuración
de operación desde interfaz web (nodo maestro, nodo esclavo) y el protocolo de
prevención de emergencias.
6.3.1. Tiempos de propagación de alertas
El escenario de varios puentes se utilizó con ambas tecnologías, ambas pruebas
fueron realizadas en laboratorio y ambas se cronometraron en una 1h con 40 minu-
tos. Los resultados obtenidos son utilizados, tanto en esta sub-sección como en la
posterior.
La comparación realizada en esta prueba, fue para determinar que tan rápido se
trasiegan los mensajes entre nodos sensor maestro de estructuras que pertenecen
a una misma red colaborativa global, utilizando mensajes de texto plano o SMS,
contra REST.
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El cuadro 6.9 muestra los resultados obtenidos para el escenario de varios puen-
tes, donde el caso de uso establece un rango de latencia de propagación de mensajes
utilizando estructura SMS. Se puede observar que el mayor tiempo de propagación
alcanzado es de 00:02:53 en la medición de las 21:36:56.
Los datos resaltados en color azul para la columna H.P., representan el momento
en que el nodo sensor detecta la emergencia, mientras que los datos en color verde
representan el momento en que se propaga el mensaje de alerta en el nodo sensor
maestro que se localiza en otro puente que pertenece a la misma red colaborativa.
Cuadro 6.9: Mensajes transmitidos entre puentes por medio de tecnología SMS
Nodo Puente Hora Fecha M(cm) Alerta Al. Global H.P.
31 PuenteDelTec 22:27:01 14/5/2019 82 SA Rojo 22:24:25
30 PuentePrueba1 22:25:27 14/5/2019 13 Rojo Rojo 22:23:28
31 PuenteDelTec 22:25:16 14/5/2019 82 SA Rojo 22:24:25
30 PuentePrueba1 22:23:28 14/5/2019 13 Rojo Rojo 22:23:28
30 PuentePrueba1 22:11:30 14/5/2019 83 SA Verde 22:07:13
30 PuentePrueba1 22:09:47 14/5/2019 83 SA Verde 22:07:13
31 PuenteDelTec 22:08:40 14/5/2019 53 Verde Verde 22:06:33
30 PuentePrueba1 22:08:05 14/5/2019 83 SA Verde 22:07:13
31 PuenteDelTec 22:06:33 14/5/2019 53 Verde Verde 22:06:33
31 PuenteDelTec 21:41:06 14/5/2019 50 Verde Verde 21:36:56
30 PuentePrueba1 21:40:41 14/5/2019 81 SA Verde 21:39:49
31 PuenteDelTec 21:39:01 14/5/2019 50 Verde Verde 21:36:56
31 PuenteDelTec 21:36:56 14/5/2019 50 Verde Verde 21:36:56
30 PuentePrueba1 21:16:44 14/5/2019 81 SA Rojo 21:12:23
31 PuenteDelTec 21:15:01 14/5/2019 16 Rojo Rojo 21:10:47
30 PuentePrueba1 21:14:59 14/5/2019 83 SA Rojo 21:12:23
31 PuenteDelTec 21:12:54 14/5/2019 16 Rojo Rojo 21:10:47
30 PuentePrueba1 21:13:15 14/5/2019 83 SA Rojo 21:12:23
30 PuentePrueba1 21:11:30 14/5/2019 83 SA Verde 21:07:14
31 PuenteDelTec 21:10:47 14/5/2019 16 Rojo Rojo 21:10:47
30 PuentePrueba1 21:09:48 14/5/2019 83 SA Verde 21:07:14
31 PuenteDelTec 21:08:40 14/5/2019 42 Verde Verde 21:00:17
30 PuentePrueba1 21:08:05 14/5/2019 83 SA Verde 21:07:14
31 PuenteDelTec 21:06:33 14/5/2019 42 Verde Verde 21:00:17
30 PuentePrueba1 21:06:21 14/5/2019 83 SA Verde 21:05:29
31 PuenteDelTec 21:04:28 14/5/2019 42 Verde Verde 21:00:17
30 PuentePrueba1 21:04:37 14/5/2019 83 SA Verde 21:03:45
30 PuentePrueba1 21:02:52 14/5/2019 83 SA Verde 21:02:00
31 PuenteDelTec 21:02:23 14/5/2019 42 Verde Verde 21:00:17
31 PuenteDelTec 21:00:17 14/5/2019 42 Verde Verde 21:00:17
31 PuenteDelTec 20:56:46 14/5/2019 85 SA Amarillo 20:50:40
31 PuenteDelTec 20:55:01 14/5/2019 85 SA Amarillo 20:50:40
30 PuentePrueba1 20:53:46 14/5/2019 41 Amarillo Amarillo 20:49:49
31 PuenteDelTec 20:53:16 14/5/2019 85 SA Amarillo 20:50:40
30 PuentePrueba1 20:51:47 14/5/2019 41 Amarillo Amarillo 20:49:49
31 PuenteDelTec 20:51:32 14/5/2019 85 SA Amarillo 20:50:40
En el cuadro 6.10 se muestran los resultados obtenidos para la prueba realizada al
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escenario de varios puentes, en contra-parte a la mencionada anteriormente; este
caso de uso establece un rango de latencia de propagación de mensajes entre nodos
sensor utilizando estructura SMS de servicios web. Se puede observar que el evento
que más tiempo tardó es de 5 segundos, en el evento de las 14:21:29 de la columna
H.P.
Cuadro 6.10: Mensajes transmitidos entre puentes por medio de tecnología REST
Nodo Puente Hora Fecha M(cm) Alerta Al. Global H.P.
22 PuentePrueba2 14:41:17 6/5/2019 88 SA Rojo 14:21:34
25 PuentePrueba1 14:40:42 6/5/2019 6 Rojo Rojo 14:21:29
22 PuentePrueba2 14:40:05 6/5/2019 89 SA Rojo 14:21:34
25 PuentePrueba1 14:39:25 6/5/2019 6 Rojo Rojo 14:21:29
22 PuentePrueba2 14:38:54 6/5/2019 88 SA Rojo 14:21:34
25 PuentePrueba1 14:38:08 6/5/2019 6 Rojo Rojo 14:21:29
22 PuentePrueba2 14:37:42 6/5/2019 89 SA Rojo 14:21:34
25 PuentePrueba1 14:36:52 6/5/2019 6 Rojo Rojo 14:21:29
22 PuentePrueba2 14:36:31 6/5/2019 88 SA Rojo 14:21:34
25 PuentePrueba1 14:35:34 6/5/2019 6 Rojo Rojo 14:21:29
22 PuentePrueba2 14:35:19 6/5/2019 88 SA Rojo 14:21:34
25 PuentePrueba1 14:34:19 6/5/2019 6 Rojo Rojo 14:21:29
22 PuentePrueba2 14:34:02 6/5/2019 89 SA Rojo 14:21:34
25 PuentePrueba1 14:33:03 6/5/2019 6 Rojo Rojo 14:21:29
22 PuentePrueba2 14:32:50 6/5/2019 89 SA Rojo 14:21:34
25 PuentePrueba1 14:31:47 6/5/2019 6 Rojo Rojo 14:21:29
22 PuentePrueba2 14:31:38 6/5/2019 89 SA Rojo 14:21:34
25 PuentePrueba1 14:30:30 6/5/2019 6 Rojo Rojo 14:21:29
22 PuentePrueba2 14:30:26 6/5/2019 89 SA Rojo 14:21:34
25 PuentePrueba1 14:29:10 6/5/2019 6 Rojo Rojo 14:21:29
22 PuentePrueba2 14:29:10 6/5/2019 88 SA Rojo 14:21:34
25 PuentePrueba1 14:27:53 6/5/2019 6 Rojo Rojo 14:21:29
22 PuentePrueba2 14:27:58 6/5/2019 88 SA Rojo 14:21:34
22 PuentePrueba2 14:26:46 6/5/2019 89 SA Rojo 14:21:34
25 PuentePrueba1 14:26:36 6/5/2019 6 Rojo Rojo 14:21:29
22 PuentePrueba2 14:25:34 6/5/2019 89 SA Rojo 14:21:34
25 PuentePrueba1 14:25:20 6/5/2019 6 Rojo Rojo 14:21:29
22 PuentePrueba2 14:24:23 6/5/2019 88 SA Rojo 14:21:34
25 PuentePrueba1 14:24:04 6/5/2019 6 Rojo Rojo 14:21:29
22 PuentePrueba2 14:23:11 6/5/2019 88 SA Rojo 14:21:34
25 PuentePrueba1 14:22:46 6/5/2019 6 Rojo Rojo 14:21:29
22 PuentePrueba2 14:21:59 6/5/2019 89 SA Rojo 14:21:34
25 PuentePrueba1 14:21:29 6/5/2019 6 Rojo Rojo 14:21:29
22 PuentePrueba2 14:20:47 6/5/2019 89 SA Amarillo 14:19:01
25 PuentePrueba1 14:20:13 6/5/2019 21 Amarillo Amarillo 14:18:57
22 PuentePrueba2 14:19:35 6/5/2019 88 SA Amarillo 14:19:01
25 PuentePrueba1 14:18:57 6/5/2019 21 Amarillo Amarillo 14:18:57
22 PuentePrueba2 14:18:23 6/5/2019 88 SA Verde 14:17:46
25 PuentePrueba1 14:17:40 6/5/2019 46 Verde Verde 14:15:08
22 PuentePrueba2 14:17:11 6/5/2019 88 SA Verde 14:16:29
25 PuentePrueba1 14:16:24 6/5/2019 46 Verde Verde 14:15:08
22 PuentePrueba2 14:15:59 6/5/2019 88 SA Verde 14:15:12
25 PuentePrueba1 14:15:08 6/5/2019 46 Verde Verde 14:15:08
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Cuadro 6.10 – continuación de mensajes transmitidos entre puentes por medio de tecnología REST
Nodo Puente Hora Fecha M(cm) Alerta Al. Global H.P.
25 PuentePrueba1 14:04:54 6/5/2019 19 Rojo Rojo 14:03:33
25 PuentePrueba1 14:03:33 6/5/2019 19 Rojo Rojo 14:03:33
25 PuentePrueba1 14:02:16 6/5/2019 39 Amarillo Amarillo 14:02:16
22 PuentePrueba2 13:28:30 6/5/2019 87 SA Verde 13:27:41
25 PuentePrueba1 13:27:39 6/5/2019 53 Verde Verde 13:26:23
22 PuentePrueba2 13:27:18 6/5/2019 87 SA Verde 13:26:25
25 PuentePrueba1 13:26:23 6/5/2019 53 Verde Verde 13:26:23
6.3.2. Costos operativos entre SMS vs REST por unidad de tiempo
Esta sección expone la comparación realizada de costo de operación, donde se
tiene datos, tanto para la estructura SMS, como la de RESTful. Las pruebas fueron
realizadas bajo casi las mismas condiciones para ambas tecnologías y durante un
tiempo aproximado de 1 hora y 40 minutos para cada caso de uso.
A fin de tener referencias de costos de operación por mensaje transmitido entre
los nodos sensor maestro y para cada uno de los casos de uso; se realiza una revisión
actual de los precios por mensaje de texto y precio por kB consumido para compañía
telefónica costarricense, Kolbi; cuyos datos se exponen en la figura 6.9.
Figura 6.9: Costo de kB vs SMS para la operadora Kolbi.
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En el cuadro 6.11. En la estructura SMS el costo se calcula por mensaje, dado las
compañías telefónicas establecen un precio por mensaje en la mayoría de los casos.
En REST se establecen los precios por kB consumido.
Figura 6.10: Datos de consumo de datos del dispositivo 22.
En la figura 6.10 se aprecia que durante el periodo de funcionamiento de la prue-
ba, el empotrado tuvo un consumo de 196 kbytes totales, durante el mismo periodo
de una hora con cuarenta minutos.
Cuadro 6.11: Costos de operación para las redes colaborativas con diferentes tecno-
logías
Variable Cantidad Costo por unidad Total (1h y 40 minutos)
Mensaje 103 3 109 colones
kByte 193 0,008588 colones 1.6575 colones
6.3.3. Tiempos de autonomía con baterías ICR18650 4400mAh 3.7V
Mediante el uso de baterías de Ion de Litio de 4400mAH se ha establecido un pe-
riodo de duración de aproximadamente dos horas de duración para un nodo sensor
en estructura REST en constante comunicación con otro nodo sensor.
La prueba se hizo en laboratorio y se simuló un situación similar a la del escenario
de varios puentes, donde se provocan varias situaciones de cambio de estado de las
alertas (ver figura 6.11).
6.4. Consulta y validación con expertos
Para validar el funcionamiento general del prototipo con expertos del CIVCO, su
nivel de adaptabilidad y utilidad; se siguió una metodología de consulta participati-
va involucrando usuarios y expertos tanto internos como externos al proyecto.
En particular, se organizó una demostración de funcionamiento con 6 personas
expertas en el tema de puentes. En la imagen de la figura 6.12 se da un resumen
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Figura 6.11: Medición de duración de batería 4400mHh.
de las respuestas obtenidas, donde el instrumento de consulta se basa en los ítemes
mostrados a la izquierda de la imagen y a su derecha barras que indican el promedio
de calificación obtenido.
Se aprecia que a criterio de expertos, resta trabajo específicamente en términos
de rendimiento de la red y claridad de funcionalidad. Rendimiento es referido al
tiempo que tarda en conectarse un nodo sensor de red local y en claridad de funcio-
nalidad al factor de como usar el sistema.
Respecto a rendimiento se proyecta mejorar el tiempo de conexión de redes cola-
borativas locales por debajo de los umbrales de timeout, ya sea por medio de Xbee,
como se encuentra actualmente, o incluso realizar la valoración de adaptabilidad
en otra tecnología. Lo anterior puede ser en modalidad de tesis o trabajo de gradua-
ción.
Para mejor entendimiento de la funcionalidad y uso se ha generado un manual
de configuración, que incluyen los dos escenarios disponibles para este proyecto y
una breve explicación de los mismos.
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Figura 6.12: Resumen de las respuestas obtenidas en la consulta a expertos.
6.5. Análisis de resultados
En las secciones anteriores se han compilado datos como parte del proceso de
validación de un sistema o metodología, que permite analizar y caracterizar el ren-
dimiento del mismo.
Se proporcionan los resultados de funcionalidad y rendimiento obtenidos para
dos diferentes escenarios y varios casos de uso descritos, con el objetivo de generar
datos que permitan analizar su viabilidad y mejor enfoque; lo anterior, mediante
parámetros considerados importantes ante eventualidades naturales, apoyando así
a la hipótesis planteada.
Es importante analizar que los tiempos de respuesta son un factor a tomar en
cuenta a la hora de trabajar con sistemas SHM, puesto que está relacionado de forma
prácticamente directa con el rescate de vidas e incluso de estructuras.
Entre los parámetros más interesantes se plantean los tiempos de propagación
de los mensajes de alerta a través de las redes colaborativas, así como los costos de
operación de los dos casos de uso planteados, donde su filosofía de operación es la
misma pero la tecnología de transmisión es una diferente.
En el cuadro 6.12 se encuentra un resumen de los datos de comparación entre
tecnologías que sugiere que una estructura REST es buena opción para implementar
un sistema SHM para prevención de desastres en una red colaborativa de sensores.
Cuadro 6.12: Comparación entre tecnologías para las redes colaborativas con dife-
rentes tecnologías
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Tecnología Costo #Mensajes Tiempo Propagación
SMS 54.5 col/nodo Menos mensajes Máximo 00:02:53
REST 3.315 col/nodo N Mensajes Máximo 00:00:07
Los resultados sugieren un mejor desempeño de los sistemas basados en estruc-
tura RESTful tanto en tiempo de respuesta como en costo de operación. Lo anterior
se considera de alto valor, puesto que son datos obtenidos bajo circunstancias muy
similares, más no determinantes; se recomienda realizar variantes filosóficas e in-
cluso tecnológicas en las pruebas, que permitan validar el comportamiento obteni-
do en esta investigación.
Por otro lado la validación de los protocolos tanto local como global de colabo-
ración, muestran el comportamiento esperado al menos en los escenarios plantea-
dos. Donde se propaga un evento anormal, en un tiempo relativamente corto de 7
segundos como máximo en tecnología y estructura de servicios web, RESTful. Para
ver el detalle referirse a los cuadros 6.10 y tab:MedRedGlobalAlarmasYPropagacion.
Sin embargo el escenario es limitado y se propone para trabajo futuro la implemen-
tación de un escenario más complejo.
El uso de filosofía colaborativa tanto en diseño como en implementación de sis-
temas distribuidos, tomando en cuenta los datos de esta investigación; sugiere ser
una excelente opción para abordar problemas de interés público, donde con alguna
capacidad de procesamiento de datos y algún nivel de autonomía de ejecución en
puntos estratégicos, es posible tomar decisiones inmediatas que pueden cambiar el
cause de grandes problemas, como lo es por ejemplo un desastre natural.
Lo anterior establece un precedente para la hipótesis planteada, donde se sugiere
la posibilidad de utilizar una red colaborativa para detectar desastres naturales en
estructuras puente utilizando RESTful.
La funcionalidad y aceptabilidad del prototipo construido después del proceso de
investigación de esta tesis, sugiere además, que faltan pruebas de estrés al protocolo




En este capítulo se presentan las principales conclusiones que se han obtenido
durante la investigación realizada, dirigidas al cumplimiento de los objetivos plan-
teados desde la propuesta de tesis. Estas conclusiones se distribuyen en dos grupos:
Conclusiones generales.
Trabajo Futuro.
A continuación se incluyen las conclusiones generales del proyecto.
7.1. Conclusiones
En esta sección se describen las conclusiones generales más relevantes que se
obtuvieron durante la realización de los objetivos del proyecto. Las conclusiones se
agrupan de acuerdo a las fases que se realizadas en la metodología de desarrollo de
la información seguida en esta tesis.
7.1.1. Conclusiones sobre trabajos relacionados
Estas conclusiones se refieren al capítulo 2 de trabajos relacionados y anteceden-
tes, donde se obtuvo la base de trabajo de la tesis, que permite posicionarse en el
contexto de los temas desarrollados. Las conclusiones más generales del capítulo a
continuación:
Las implementaciones exitosas de sistemas SHM actuales requieren de plani-
ficación estructural previa en los puentes para el trazado de la estructura de
comunicación de los sensores.
Se prevé que las WSN para SHM en el futuro no sean aisladas sino que más
bien se integren a estructuras inteligentes de computadores IoT.
Para manejar la cantidad de sensores IoT se propone un enfoque ligero de




Para controlar el crecimiento y manejo de IPs se propone un método de diseño
e implementación de gateways para las WSN con estructura RESTful utilizan-
do un framework basado en Javascrip.
Los sistemas SHM deben contemplar tres etapas como mínimo: detección y
adquisición de datos, gestión de plataforma y acceso y recuperación de datos.
Para realizar el monitorización en una zona particular, una CN debe contar
con una red de entidades autónomas, distribuidas y heterogéneas, que con-
sisten de organizaciones, entre ellos los sensores de variables con algún nivel
de capacidad de procesamiento.
En una CN las entidades colaboran estrechamente, para ofrecer productos y
servicios por parte de la red colaborativa, por ejemplo la detección de desas-
tres natural en estructuras puente.
Conjuntar CN, WSN y SHM requiere del desarrollo de un protocolo de comu-
nicación flexible por medio de que permita el crecimiento a gran escala de
nodos sensor, por ejemplo HTTP en estructura REST.
En una CWSN los módulos en un nodo y los nodos de recolección de datos en
las redes deben comunicarse y cooperar entre sí, para llevar a cabo una tarea
específica.
7.1.2. Conclusiones sobre el análisis de los requerimientos
El análisis de requerimientos realizado en el capítulo 3, también ha aportado una
serie de conclusiones generales, dadas a continuación:
El protocolo de red requerido contempla al menos dos niveles de colabora-
ción para poder cubrir las necesidades de SHM, tanto a nivel de la estructura
como de la red de estructuras.
Un nivel básico de poder de toma de decisiones, da una autonomía necesa-
ria a cada estructura puente en caso de emergencia, que es manejada por un
nodo sensor maestro.
La generación y gestión de alamas a un nivel local, posibilita la toma de de-
cisiones a mediano o corto plazo, e incluso de forma inmediata. De la misma
forma la capacidad de discernimiento entre una alarma real y un falso positi-
vo, permite evitar incurrir en un estado de alerta innecesario.
Es importante que el encargado de monitorización, el investigador, el estu-
diante; o cualquier tipo de usuario, pueda realizar configuración de dispositi-
vos, redes o puentes de forma simple y ágil, incluso desde su móvil.
7.1.3. Conclusiones sobre el diseño
En la fase de diseño plasmada en el capítulo 4 de la tesis, se concluye que:
La estructura del prototipo permite realizar validación del proceso en el que
se conjuntan varios conceptos de las etapas de investigación y de análisis de
requerimientos, lo cual permite ubicar aspectos de tecnologías conocidas y
además la tropicalización de un problema.
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La filosofía de colaboración en las redes que definen al diseño, son quienes re-
futan o aprueban su viabilidad como posible solución a la temática de puentes
en Costa Rica. La arquitectura experimental definida permite crear y modifi-
car redes de colaboración tanto locales como globales para estructuras puen-
te.
Es posible reutilizar el prototipo creado en futuras validaciones. Los códigos
fuente y documentación sobre configuración y software están disponibles en
el proyecto GitHup de la investigación.
La filosofía colaborativa del enfoque de solución propuesto para esta tesis, fo-
menta la característica de división de tareas a través de la red de sensores que
resuelve una problema de mayor escala como lo son los desastres naturales.
El uso de redes colaborativas a dos niveles en un sistema distribuido con ser-
vicios web para SHM, agrega un factor de innovación alto, capaz de dar un
enfoque IoT a la solución de un problema de carácter público.
7.1.4. Conclusiones sobre la implementación
Respecto al capítulo 5 de implementación, se concluye que:
Se logra satisfacer el objetivo de implementar un prototipo de red inalámbri-
ca colaborativa enfocado a la monitorización de salud en estructuras puente,
mediante el uso de herramientas de software libre, hardware de toma de datos
de bajo costo y dispositivos empotrados de alta disponibilidad y costo mode-
rado.
Las herramientas de software libre favorecen la realización del proyecto a ba-
jo costo con una alta capacidad de procesamiento de datos. Raspbian; provee
todas las características de una plataforma Debian en un dispositivo peque-
ño y manejable como lo es una Raspberry.Python y sus bibliotecas de manejo
de servicios web y matemática, proveen a cada nodo sensor, de un gran po-
der de comunicación y procesamiento de datos a un bajo costo, energético y
computacional.
El servidor del prototipo se compone de un conglomerado de paquetes de
software libre. Iniciando por el Backend con Node.js y Express, que permitie-
ron la creación del API de ebridge, cuya principal característica es la dispo-
nibilidad a través de cualquier navegador, facilitando así el uso y análisis de
los datos. Angular y Typescript dan vida al Frontend, que también proveen al
usuario de una herramienta de monitorización y configuración, que hace que
el prototipo sea utilizable y accesible.
7.1.5. Conclusiones sobre las pruebas
Del capítulo 6 de referente a validación y pruebas, se extrae que:
La validación de ambos escenarios; el de un solo puente y el de varios puen-
tes, en ambos casos tanto el protocolo de comunicación entre nodos sensor,
como el protocolo de alertas, sugieren ser viable en términos de transmisión
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de mensajes, factibilidad, adaptabilidad. En ambos casos se obtuvieron res-
puestas y un funcionamiento de caja negra esperado y dentro de un rango
de tiempo que podría adaptarse al enfrentamiento de una situación real de
desastre natural a nivel de estructuras puente.
Es claro que para una implementación real debe de haber de por medio, un
proceso de pruebas de escalamiento a nivel de nodos sensor, además de co-
rrección de situaciones inesperadas y un mejoramiento estructural de los dis-
positivos de toma de datos, es decir que sean adaptables a las condiciones
adversas del clima y robo por su disposición en lugares públicos.
Los tiempos de propagación obtenidos en este proyecto para una implemen-
tación en estructura RESTful dan un indicio muy positivo, respecto a la po-
sibilidad de ser un sistema efectivo en términos de tiempo de respuesta ante
posibles eventualidades naturales en puentes.
El trasiego de datos entre nodos sensor sugiere ser muy alentador, no se regis-
tran perdidas de datos en las pruebas realizadas, ni a nivel de laboratori, ni a
niel de capo hasta el momento.
Entre las debilidades de este tipo de tecnología se encuentra su dependencia
a la conectividad a internet por algún medio, a pesar de su alta disponibilidad
en la actualidad podría ser ese aspecto uno de los que ofrezcan mayor desafío
a la hora de garantizar efectividad ante una eventualidad a gran escala.
En términos energéticos se puede decir que el sistema es ineficiente ya que su
nivel de autonomía eléctrica demostró ser insuficiente para sostenerse en el
tiempo como un sistema que requiera poca o nula intervención humana para
desempeñarse correctamente durante un espacio prolongado.
Respecto a la consulta con expertos del CIVCO se tiene un nivel de aceptación
general y tomando todos los rubros valorados del 93.3%, donde uno de los
ítemes a mejorar alcanzó un 3/5 y el otro un 4/5 en promedio, el resto son 5/5.
Como conclusión general de la investigación y posterior a la implementación
del prototipo, el desarrollo metodológico de una arquitectura de de redes co-
laborativas con más de un nivel de colaboración, sugiere tener grandes im-
pactos en una organización como el MOPT, COSEVI, municipios e incluso Go-
bierno central de la república, en vista de que no se cuenta con algún sistema
similar al propuesto, con un alto grado de adaptabilidad tanto social como
económica.
7.2. Trabajo Futuro
Como elementos de trabajo futuro se contemplan los siguientes:
A nivel de sistema se web debe de haber mejoras de implementación, el servi-
cio principal de muestra de datos carece de un refrescamiento automático de
los datos entrantes.
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La implementación de una estructura Gateway para el manejo, asignación y
re-asignación de IPs, es una recomendación establecida para otras aplicacio-
nes que podría ser muy útil en este trabajo. Un enfoque más simplista es el
de limpiar simplemente los IPs por dispositivo a nivel de base de datos, sin
embargo y a pesar de ser bastante útil también le resta dinamismo a la re-
incorporación de nodos sensor desconectados.
Surge un posible proyecto de graduación para un(a) estudiante de la carre-
ra de Diseño Industrial, para la creación y constante mejora del cobertor para
exteriores que utiliza un nodo sensor. Lo anterior representa un desafío intere-
sante puesto que debe proteger la circuitería pero a su vez no debe interferir
entre las comunicaciones inalámbricas inherentes del dispositivo. Adicional-
mente se le podría agregar una característica de permitir su instalación en
lugares de difícil acceso en puentes para evitar su robo.
Surge un posible proyecto de graduación para un(a) estudiante de la(s) carre-
ra(s) de Ingeniería Electrónica, Mecatrónica o Computadores, que caracterice
y optimice la comunicación de la red local en puentes, además de conside-
rar y comparar otras opciones de comunicación además de Xbee, con el fin
de determinar cual posee una mejor adaptabilidad al problema. No debe de
omitirse la caracterización e incluso optimización del módulo de software en-
vuelto.
Se recomienda la realización de pruebas de alto estrés para la red colaborativa
global, con un número más alto de nodos sensor maestro, puentes y redes
colaborativas globales; que permitan determinar e identificar los limites de la
misma, que incluyan numero de nodos máximo soportado por el protocolo y
número máximo de redes colaborativas que se pueden traslapar.
Se recomienda la caracterización del tamaño máximo del reporte enviado en
estructura RESTful entre nodos, de forma tal que se identifique información
que eventualmente pueda ser suprimida de los reportes enviados entre nodos
sensor; en función del trafico de datos de la red y con el objetivo de enviar
únicamente la información estrictamente necesaria en momentos de alta de-
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