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a b s t r a c t
An improved Fuzzy Min-Max (FMM) neural network with a K-nearest hyperbox expansion rule is
proposed in this paper. The aim is to reduce the FMMnetwork complexity for undertakingpattern classiﬁ-
cation tasks. In the proposed model, a useful modiﬁcation to overcome a number of identiﬁed limitations
of the original FMM network and to improve its classiﬁcation performance is derived. In particular, thevailable online 6 December 2016
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K-nearest hyperbox expansion rule is formulated to reduce the network complexity by avoiding the cre-
ation of toomany small hyperboxeswithin the vicinity of thewinning hyperbox during the FMM learning
stage. The effectiveness of the proposed model is evaluated using a number of benchmark data sets. The
results compare favorably with those from various FMM variants and other existing classiﬁers.
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