Abstract-This paper presents an approach and a systematic design methodology to adaptive motion control based on neural networks (NNs) for high-performance robot manipulators, for which stability conditions and performance evaluation are given. The neurocontroller includes a linear combination of a set of off-line trained NNs (bank of fixed neural networks), and an update law of the linear combination coefficients to adjust robot dynamics and payload uncertain parameters. A procedure is presented to select the learning conditions for each NN in the bank. The proposed scheme, based on fixed NNs, is computationally more efficient than the case of using the learning capabilities of the neural network to be adapted, as that used in feedback architectures that need to propagate back control errors through the model (or network model) to adjust the neurocontroller. A practical stability result for the neurocontrol system is given. That is, we prove that the control error converges asymptotically to a neighborhood of zero, whose size is evaluated and depends on the approximation error of the NN bank and the design parameters of the controller. In addition, a robust adaptive controller to NN learning errors is proposed, using a sign or saturation switching function in the control law, which leads to global asymptotic stability and zero convergence of control errors. Simulation results showing the practical feasibility and performance of the proposed approach to robotics are given.
I. INTRODUCTION

I
N recent years, much attention has been paid to neural-network (NN)-based controllers. The nonlinear mapping and learning properties of NNs are key factors for their use in the control field. These types of controllers take advantage of the capability of an NN for learning nonlinear functions and of the massive parallel computation, required in the implementation of advanced control algorithms. This learning capability of NNs is used to make the controller learn a certain function, highly nonlinear, representing the direct dynamics, inverse dynamics or any other characteristics of the system. This is usually performed during a normally long training period when commissioning the controller in a supervised or unsupervised manner [30] . If the learning capability of the NN is not switched off after the training phase, once the controller is commissioned, the NN-based controller works as an adaptive controller.
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This paper deals with a neural network-based controller for motion dynamic control of robot manipulators. The dynamical behavior of a rigid manipulator can be characterized by a system of highly coupled and nonlinear differential equations. The nonlinear effects are emphasized for robots working at high speeds with direct drive motors or low ratio gear transmissions. Advanced control strategies [4] , [36] , and [38] , generally based on an exact cancellation of the nonlinear dynamics have to be used for these types of robots. The uncertainties on the robot dynamic parameters, such as inertia and payload conditions, have motivated the design of adaptive controllers [17] , [25] , [37] . This type of controller is designed by assuming an exact knowledge about the structure of the robot dynamic model without including dynamic effects, such as complex nonlinear frictions, elasticity of joints and links, backlash and so on, excepting in cases as in [39] in which the control scheme is robust to arbitrary uncertain inertia parameters of the manipulator, and electrical parameters of the actuators.
As mentioned previously, NNs have the capability of learning a nonlinear model without an a priori knowledge of their parameters and structure [22] , [24] , through experimental data. These attributes have been used to design nonadaptive and adaptive controllers for robot manipulators [11] , [15] , [16] , [26] , particularly in feedback adaptive structures in [7] , [19] , [23] , and [43] . However, most of proposed schemes in the literature have been presented without stability analysis and without a rigorous analysis that evaluates the influence of NN learning errors on control errors as an explicit function in terms of the NN learning error and design parameters. Excepting in certain cases as in [2] , [3] , [27] , and [28] in the robotic and [29] and [34] in the control fields. The book [10] provides a good review of neural networks for robot control, which includes proofs of stability properties. This paper presents a feedback adaptive neurocontroller for robots which combines feedforward neural networks with adaptive and robust control techniques. An inverse-dynamics modelbased control structure is considered [27] . The neurocontroller is based on a set of fixed NNs, that is, a bank of NNs trained off-line, with each NN representing the robot inverse model for a specified and adequate payload condition. This manner of representing the inverse model of robot manipulators has been previously proposed by the authors in [2] , [3] , and [27] . In the present paper we also propose a procedure to select the learning conditions for the set of NNs. A stable controller-parameter adjustment mechanism, which is determined using the Lyapunov theory, is constructed to adjust the coefficients of a linear combination of NN outputs to uncertain dynamic parameters, such as link inertia or payloads. This approach allows to minimize the on-line computing time because the number of parameters to be adapted is small. Hence, the adaptation to changes in robot parameters is faster than for the case where the learning capability of full NN is used for the adaptation task. Due to the NN learning error, a practical stability result for the neurocontrol systems is given. That is, the control error converges asymptotically to a neighborhood of zero, whose size is evaluated and depends on the approximation error degree of the NN bank.The analysis also allows for a control error evaluation as an explicit function of the NN learning errors and design parameters. In all design and analysis of NN-based control systems, it is important to take into account the NN learning error and its influence on the control error of the plant. In addition, the neurocontroller is modified to build a robust adaptive controller to NN learning errors, which leads to reach a global asymptotic stability and zero convergence of control errors. In order to verify the stability properties and performance of proposed control schemes, simulation studies were carried out using a PUMA-560 model robot. Simulation results showing the practical feasibility and performance of the proposed approach to robotics are given.
This paper is organized as follows. Section II presents the modeling of the inverse robot dynamics by a bank of NNs and a procedure for selecting the learning conditions. In Section III, the problem of motion adaptive control of rigid robot manipulators is stated and formulated, and the proposed neural network-based feedback adaptive and feedback robust adaptive controllers are given. Section IV describes the used NN structure, and a method for training is proposed. Section V presents the stability results for NN-based controllers, including the NN learning errors. Finally, Section VI shows the simulation results for the tracking adaptive control problem. Conclusions are given in Section VI.
II. MODELING THE INVERSE ROBOT DYNAMICS BY A SET OF NNs
A. Dynamic of Rigid Robots
The joint-space (robot coordinate) inverse dynamics of an -link rigid robot manipulator can be written as (1) where denotes the vector of joint displacements in robot coordinates, is the vector of applied joint torques or forces (vector of control inputs in robot coordinates), is the symmetric and positive definite manipulator inertia matrix, is the vector of centripetal and Coriolis torques, is the vector of gravitational torques and is a vector representing the dynamic effects as nonlinear frictions, small joint and link elasticities, backlash and bounded torque disturbances.
This dynamic model can be expressed as a linear function [18] of a suitably selected set of robot and load parameters (2) where is a function matrix, is a function vector of robot parameters-which may be unknown or uncertain, is a vector representing dynamics independent of unknown parameters, is the regressor, and is an extension of the unknown parameter vector.
The manipulator model described by (1) and (2) is considered to be nonredundant. It is also assumed that the robot is equipped with joint position and velocity sensors at their joints. Some fundamental properties of the robot dynamic model used in the stability analysis can be seen in [25] and [36] .
B. NN-Based Inverse Robot Dynamics
In [5] , [9] , [12] and other works it is shown that any wellbehaved nonlinear function can be approximated to any desired accuracy by a two-layer NN with a sufficiently large number of neurons, over a compact domain of a finite dimensionally normed space. In [24] , it is shown that neural networks can be used for both identification and control of nonlinear dynamical systems. In this work, the nonlinear mapping capability of NNs is used for inverse robot model in order to develop an adaptive control scheme for robot manipulators.
Consider a set of feedforward neural networks, each one representing the inverse robot dynamics for a determined payload condition characterized by a value of the parameters. Taking into account the linear parameterization property of the robot model and assuming that each element of the NNs represents the inverse robot dynamics exactly for each payload condition, it can be written (3) where with and . Now, let us consider a particular robot payload condition, characterized by a value of an unknown parameter vector , and assume it is expressed as a linear combination of the values (4) Hence, as the last component of vector is equal to one it must be verified that . Then, the inverse robot dynamics for a particular payload condition characterized by can be expressed as (5) Now, by substituting (3) into (5), the inverse robot dynamics can be interpolated for any payload condition by a NN bank as (6) Equation (4) can be written in matricial form as (7) or (8) When analyzing (8) , if and is nonsingular, there is a unique solution for , given by . Now, if the columns of do not form a basis, because or the training conditions have been chosen in such a way as to make some columns of be linearly dependent on the rest, then only an approximative value can be found for any using any fitting algorithm such as least squares. Finally, it is the case when the columns of form a basis for which the whole space can be generated and a set of parameters can be found for all . That is, the inverse robot dynamics can be approximated by the set of NN (bank of NNs) for any uncertainty value, such as payload and link inertia, parameterized in . Therefore, this bank of NNs, each one under off-line training for an adequate load state, models the inverse robot dynamics in a sort of look-up table approach, which lets us make interpolation between the models corresponding to particular load conditions at any payload condition.
The following examples illustrate the above concepts. Consider a case for the second and third joints (shoulder and elbow) of a PUMA-560 robot. Assuming uncertainty for the payload grasping-center-point (gcp), a robot parametrization can be accomplished with a three-component vector, , with , the position of the mass center of load on the -axis of the last link-fixed system, . and , any vector can be approximated as on the plane generated by . For three learned conditions any vector can be exactly represented. Now, assuming payload uncertainty, a parametrization of the robot can be achieved with a two-component vector, , with , the payload mass. Fig. 1(b) shows the set of vectors in space, assuming admissible values for ranging from 0 Kg to 20 Kg. In this case, for two learned conditions and , any vector can be exactly represented.
In order to select the learning conditions , the following criterium associated to the geometrical surface of vectors is proposed. 1) Choose as the maximum length vector on the parameters' surface. 2) Choose as the point on the surface having maximum distance to the subspace generated by . 3) Choose as the point on the surface having maximum distance to the subspace generated by . 4) Continue likewise for choosing .
This criterium maximizes the angle between vectors, optimizing the linear independency of vectors.
Remark 1: To model the inverse robot dynamics by neural networks, it is needed to train a bank of NNs, each one for a different payload condition. The learning error is defined as (9) where . Then, the approximation error can be bounded by , being the learning error of each NN of the bank-which depends on how well and accurately the NNs were trained-and on the absolute values of parameters .
III. NN-BASED MOTION ADAPTIVE CONTROL
A. Statement of the Robot Motion Adaptive Control Problem
The motion adaptive control problem of robot manipulators can be formulated as follows. For a desired motion trajectory, specified in joint-space and characterized by , let us consider the robot model as given in (1) or (2), the dynamic parameter vector of the manipulator, the payload is constant but unknown, and the regressor known. Then, under conditions of uncertainty in these parameters, it should be found: 1) an adaptive control law , thas is, the vector of torques or forces to be applied at each articulation; and 2) a parameter update law , which estimates the vector of parameters uncertainty or unknown, in such a way that the tracking motion objective is asymptotically attained, i.e., as . If this objective is verified at all times, it means that the manipulator is displaced asymptotically, thus accomplishing the desired motion trajectory.
As a solution to the above problem, an NN-based motion adaptive controller is presented, which was originally inspired on the controller proposed in [17] . It consists of a computed torque plus compensation control law structure that avoids acceleration measurement. In this work, we present two feedback adaptive controllers for robot motion control, which combine a bank of NNs trained off-line with adaptive and robust control techniques. The control objective is accomplished by reaching a sufficiently small tracking motion error, keeping bounded all others internal signals of the controller. In addition, for the other NN-based motion robust adaptive controllers proposed, the tracking of the desired motion function is attained asymptotically with all other signals kept bounded.
B. Neural Network-Based Feedback Adaptive Controllers 1) Feedback Adaptive Controller:
Considering the inverse robot dynamics described in the Section II, and the control law (10) where have the same functional form as , respectively, with estimated parameters , and is a feedback PD control action plus given by (11) with diagonal positive definite gain matrices; and is an auxiliary signal defined by (12) From a practical point of view, can be implemented as which does not require to measure the joint acceleration . Now, using the robot parametrization property of (2), (10) can be written as Considering the inverse robot dynamics modeling of (5), the NN-based feedback control law can be expressed by (13) with where . An adequate structure for the NN bank, , as well as the learning method used during off-line training are explained in detail in Section V.
In order to obtain the vector in (13), the following parameter update law is used, which is a -modification-type law [14] (14) where is the same vector as defined in (13), and are positive definite gain matrices.
Considering (9) and , (13) can be written as (15) where is the approximation error-NN bank learning errorwhose th component is which is bounded by .
2) NN-Based Feedback Robust Adaptive Control:
Here a robust adaptive controller for the NN learning error is proposed, including a sign or a saturation switching function included in the control law (9) , which leads to a globally asymptotic stability and zero convergence of the control errors. This NN-based motion robust adaptive controller can be classified into the group of variable structure robust controllers [13] .
The proposed feedback robust adaptive control is made up of the original control law plus a nonlinear term, a sign or a saturation switching function (16) or with , a constant diagonal matrix; and , the sign function.
By considering the inverse robot dynamics modeling as given by (5), the NN-based feedback robust adaptive control law can be expressed as (17) where , and . To find in (17), the following parameter update law is used, which is a gradient-type law: (18) where is the same function as defined for (13), and is a diagonal positive definite gain matrix.
Likewise, the control law for this controller can be expressed in terms of the NN-learning error as (19) where is the approximation error of the NN bank, whose th component is given by , and bounded by . The structure of the NN-based feedback adaptive control system is shown in Fig. 2 .
IV. NN STRUCTURES AND TRAINING STRATEGY
This section describes the NN structure that allows to implement functions of the control law of (10) and (17), as well as to find a procedure for training each NN of the bank. Each net in the NN bank of Fig. 2 has the structure shown in Fig. 3 where both blocks represent NNs. The upper block models the nonlinear elements of matrix, and the lower one models the function (see (10) and (17)). The outputs of each NNs are the components of matrix of (10) and (17) . The proposed learning strategy for training one NN of the bank, is made up of three phases. The first learning phase-the general learning structure given in [8] and shown in Fig. 4 -is used to obtain on-line (or off-line) first approximation to the inverse dynamic model (or theoretical model) of the robot. In the second phase, the feedback error learning structure [16] is applied (as shown in Fig. 5 ) where the signals are fed to the inputs and , respectively. The following analysis justifies this learning procedure. The control action is stated by , with . Then, . Now, when tends to tends to zero, and the approximates the robot inverse dynamics. This means that is an appropriate training signal. In the third phase, the specialized learning architecture [8] is considered, which allows a fine tuning with input signals within the operative domain, Fig. 6 . Here, the signals and are fed to the inputs and , respectively. For this struc- ture, by equating the robot inverse dynamics to the output, there results Then, through the definition for the signal as stated in (11) Here, when the learning error tends to zero, tend to zero too, and also does as well. This means that is an appropriate training signal for this learning structure. The backpropagation learning rule is used to adjust any parameter of the NN. defines the connection weight from neuron th to neuron th of the th layer. The backpropagation rule is based on the gradient descendent for some performance function with respect to such as where , the step size, is a suitably chosen constant, and denotes the nominal value of for which the gradient is computed. In this work, the performance criterion is defined as where , for both structures described above. Then, the gradient of in the parameter space is obtained by with where is the state of the th processing element, is the th element output of the layer, and is the sigmoid function for neurons in the hidden layers as well as the linear function for the output layer.
For the particular NN structure of Fig. 3 , is evaluated as where and can be computed at every instant using conventional static backpropagation.
V. STABILITY ANALYSIS
In this section, a practical stability analysis for the neurocontrol systems is given, considering [29] and [3] as main references.
Theorem 1 (Stability With Controller III-B1):
Suppose that the control law is given by (13) and the parameter updating law is given by (14) . Then, the entire system denoted by (20) has strong practical stability (see [20] ) under a certain perturbation as . Proof: System (20) under perturbation (closed-loop equation) is described by (21) Consider the following positive definite function: (22) in which is a diagonal positive definite matrix and , where is the optimal parameter vector as defined before. We need to show that the derivative of along the solutions of the system (21) satisfies the condition of the Lemma given in Appendix I. Define , where denotes the minimum singular value.
can be bounded both below and upper by (23) with and . The time derivative of , evaluated along the trajectories of the system (21) By considering the robot model structure (1), the control law (10) can be rewritten as where have the same functional form as , respectively, as regards the estimated parameters . Then, the closed-loop equation in terms of the error model is (24) By substituting from (24) into (21), and considering the robot model property, (see [25] ) as well as the parameter update law (14) , it can be obtained (25) Then, substituting into (25) and assuming (where is a positive constant value) (25) becomes (26) Recalling that bilinear terms can be expressed as for some , (26) can be rewritten as (27) with and . Equivalently, (27) can be expressed as (28) with . Let us choose , i.e., , and consider (29) for some . Equation (28) (28) on can be bounded by as , and the supremum of the bound on can be determined as (29) Now, by taking into account (23), both and can be evaluated as explicit functions of the NN learning error and design parameter as
In addition, from (12) considering the following transfer function matrices: (30) and evaluating the induced norm of linear mappings and as (see [6] ), can be bounded by (31) Then, taking into account (29) and (31), the motion control errors can be evaluated as an explicit function of the NN learning error and design parameters as (32) Note that the control errors, , are bounded by an explicit function of the learning error and the design parameters, as .
Theorem 2 (Stability With Controller III-B2):
Consider the control law equation (16) , with the parameter updating law (18) , in closed loop with the robot manipulator equation (1) . Then, the following holds:
Proof: Consider the control law equation (16), written as (17) . By substituting for and combining it with (1), the closed-loop system equation can be obtained as (33) Now, let us consider the following nonnegative function:
The time derivative of evaluated along the trajectories of (33) can be substituted from (33) , considering the robot model property for an appropriate definition of (see [25] ) , and the parameter update law equation, (18) , it results (35) The second and third terms of (35) can be expressed as By choosing the gain diagonal matrix large enough so as to have its elements verify where is a safety factor. Then, (34) can be rewritten as (36) From (34) and (36), it results that (see [20] ). Also, by time-integrating the (36), it is concluded that . Now, from (11) (37)
Since
, and (35) representing an exponentially stable and strictly proper linear system, from Theorem 6 [6, pp. 59] it is concluded that and as . Assuming that , and since are bounded, then and are bounded too. Besides, there exists a positive constant such that, so that exists (see [25] ). Then, from (35) , hence
. Now, by applying Barbalat's Lemma (see [35] ), one can be concluded that the tracking motion errors asymptotically converge to zero, that is , as .
Remark 4:
As , from (12) converges to a constant value. Remark 5: The sign switching function in the control law (16) may cause an undesirable chattering. To prevent it, a saturation function can be used, as proposed in [42] . In this case, the ultimate boundedness for control errors can be proved.
VI. SIMULATION STUDIES
To show the feasibility and performance of the proposed neural network-based feedback adaptive controllers, as well as the stability properties obtained in the preceding theoretical development, a simulation study has been carried out for the PUMA-560 robot. The mathematical model used is given in [40] with a gear ratio of 30 (Fig. 7) . The simulation setup was as follows.
Controllers were designed for controlling the dynamic motion of two joints (2 and 3). It was assumed a payload uncertainty, so the robot model parametrization, (2) , is accomplished with a vector of two components, where is the payload mass. The component 1 is included to consider a part of robot dynamics which is independent of the parametric uncertainty. Admissible values are also considered for , ranging from 0 Kg to 20 Kg. The geometrical surface, representing possible values of , is shown in Fig. 1(b) .
A set of NNs is used to compensate the inverse dynamics of the robot. Each NN has eight inputs (equal to the dimension of the vector), two hidden layers of 90 and 45 neurons, and one output layer of two neurons corresponding to the dimension of vector . The NNs were trained for the following conditions of payload : 20 Kg and 0 Kg, following the criterium proposed in Section II-B. The reference signal used and the desired motion trajectory for the training process consisted on the random position, velocity and acceleration levels linked by fifth-order polynomial interpolation. In all phases, the NNs were trained using the backpropagation learning rule, with fuzzy set theory-based variable learning rate, similarly as is proposed in [8] , which allows to accelerate the learning time and to avoid falling into a local minimum. , and . Update gains were fixed to and . The payload, set initially to 0 kg, was changed to 15 kg at 15 s and finally to 0 kg, again, at s. The evolution of the desired and output signals of the system, and , is presented in Fig. 8 . The control errors, , can be seen in Fig. 9 , and the estimated parameters in Fig. 10 . It can be observed that, due to the adaptation, the parameters are adjusted to the new payload pattern, thus allowing to maintain a good performance in spite of changes in payload (see Fig. 10 ). It can be observed as well that the motion control error remains within calculated bounds, as is shown in Fig. 11 .
To show the advantage of the adaptive controller, the adaptive coefficients were given the values corresponding to the 0 kg payload condition and kept constant while the payload was changed as the previous case. Fig. 12 shows the evolution of and , and Fig. 13 shows the tracking motion errors. As it can be seen, the control performance is degraded when a fixed controller is used.
With the aim of testing the tracking performances of the NN-based motion robust adaptive controller, the same simulation setup previously planed was developed. Design parameters for this controller were selected as follows: Feedback PD gains, ; also, , and adaptation gains . The payload change sequence in the motion desired trajectory was set initially to 0 kg, and changed to 15 kg at 10 s, and finally to 0 kg, again at s. Fig. 14 shows the evolution of desired values of and . Fig. 15 presents the control errors , and Fig. 16 the estimated parameters . In this case, two facts can be observed: 1) due to adaptation of parameters, the controller keeps good behavior in spite of changes in payload and 2) due to the algorithm robustness the motion control errors converge to zero. However, as shown in Fig. 17 , an undesirable chattering control input may occur due to the sign switching function. From an implementation point of view, it is practically impossible to achieve a high switching control. To prevent this, the following saturation switching function can be used: , when , when and , when , with . Fig. 18 shows the evolution of the control action, and Fig. 19 the control errors, which do not converge to zero, but remain ultimately bounded.
VII. CONCLUSION
We have presented an approach and a systematic design methodology to a motion adaptive control based on NNs for high-performance robot manipulators, for which stability conditions and performance evaluation have been given. The neurocontroller includes a linear combination of a set of off-line trained NNs (bank of fixed neural networks), and an update law of the linear combination coefficients to adjust robot dynamics and payload uncertain parameters. A procedure has been proposed to select the learning conditions for each NN in the bank. The stable controller-parameter adjustment mechanism, which is determined using the Lyapunov theory, is constructed using a -modification-type updating law. This particular scheme, based on fixed NNs, is computationally more efficient than the case of using the learning capabilities of the neural network to be adapted, as that used in feedback structures that need to propagate back control errors through the model (or network model) to adjust the neurocontroller. A practical stability result for the neurocontrol system was given. That is, we proved that the control error converges asymptotically to a neighborhood of zero, whose size is evaluated and depends on the approximation error of the NN bank. An explicit evaluation of control error in terms of the NN learning error and design parameters was performed. In addition, a robust adaptive controller to NN learning errors was proposed, using a sign or saturation switching function in the control law, which leads to global asymptotic stability and zero convergence of control errors. To show the practical feasibility and performance of the NN-based adaptive control algorithms as well as stability properties obtained in the present work, a simulation study was carried out for motion control of a PUMA-560 robot. The results show the practical feasibility and good performance of the proposed approach to robotics.
APPENDIX I
Definition: Let a system be given by (20) , which has the equilibrium state at the origin for all . Let the perturbed system be given by (21) . Let be a set which is closed and bounded containing the origin and let be a subset of . Let be the solution of (21) satisfying . Let be the set of perturbations satisfying for all and for all , where
. If for each in , each in , and each is in for all , then, the equilibrium of (20) at the origin is said to be practically stable. In other words, practical stability of (20) implies that the solution of (21) which starts initially in remains thereafter in . In analogy to the classic asymptotic stability, we can consider a strong practical stability. For this case, given , if the origin is practically stable and if, in addition, we require that every solution of the system (21) for each be ultimately in , then we say that the system (20) has a strong practical stability. The following result is from [20] .
Lemma: ]Let be a scalar function which has continuous first partial derivative for all and with the property that as . Let denote the time derivative of along the solutions of system (21) . If for all in and all outside , then system (20) possesses strong practical stability.
