ABSTRACT Assume that a frame is given for encoding in a communication system. J. Leng et al. investigated its dual frames for signal decoding which minimize the maximal error when the probabilistic erasures occur in the transmission process. In this paper, we present a new sufficient condition such that the canonical dual is the unique probability optimal dual for erasures. The determination conditions in our results reduces the computational complexity. We also give a necessary and sufficient condition under which a kind of alternative dual frames are probability optimal dual, and study the relation between the optimal duals of equivalent frames. Moreover, we present several examples which show that the general optimal dual frame is not a probability optimal dual frame and compare the reconstruction effects when the general optimal dual frames, the new probability optimal, and the existing probability optimal dual frames are used for decoding.
I. INTRODUCTION
A frame is a generalization of a basis that includes redundancy. That is, frame representations are generalizations of basis representations providing redundancy. The redundancy property of frames makes the reconstruction problems in signal recovery more robust to erasures, quantizations and noises. Moreover, redundancy can provide us the flexibility for constructing various kinds of frames that are suitable for different applications. Therefore, in recent years lots of researchers have been interested in frame theory and its applications (see [2] , [4] , [16] , [18] , [19] ).
Recall that a sequence of vectors {f i } M i=1 ⊂ H is called a frame for an N -dimensional Hilbert space H , if there exist constants 0 < A ≤ B < ∞ such that
The constants A and B are called lower and upper frame bounds, respectively. If A = B, it is called an A-tight frame.
If A = B = 1, it is called a Parseval frame. A uniform frame is a frame when all the elements in the frame sequence have the same norm. An equiangular frame is a frame if it satisfies the condition that f i , f j is a constant for all i = j. Given a frame F = {f i } M i=1 , the linear operator F defined by
is called the analysis operator of F, where {e i } M i=1 is the standard orthonormal basis for 2 ({1, · · · , M }).
The frame operator S of F is given by
for all f ∈ H . Moreover, S is a self-adjoint positive invertible operator in H . The following reconstruction formula holds:
The family
is called the canonical dual of F, which is used to reconstruct the signal f with the encoding coefficient F f . In general, the frame G = {g i } M i=1 for H is called an alternate dual frame for F, or simply a dual frame if G satisfies the reconstruction formula
is a dual frame of F if and only if there exists a sequence
f , u i f i = 0, (or and g i = S −1 f i +u i for all f ∈ H , U is the analysis operator of U . For our convenience we will use the terminology (M , N )-frame to refer to a frame of M elements for an N-dimensional Hilbert space H . When M = N , the frame is a basis of H . For ensuring the redundancy for coding, we set M > N throughout this paper. In this case, besides the canonical dual, there also exist many (in fact, infinitely many) frames G = {g i } M i=1 for H which are the dual frames of
. In a signal communication system, the original signal vector f is encoded as
, and then F f is sent to a receiver for decoding to reconstruct the signal f . This last decoding process requires the dual frame G = {g i } M i=1 to do the job. If the communication channel is perfect, so that no transmission error can occur, then signal can be perfectly reconstructed. However, in a more realistic setting where the communication channel is not perfect, some of the coefficients in the encoded date F f may be lost in the transmission process.
Let
. Assume that { f , f i } i∈ are the lost data in the transmission process, where ⊂ {1, 2, · · · , M }. Then error operator is given by
It is shown that E largely depends on the choices of frames and their dual frames used in encoding and decoding. This stimulated lots of recent work on ''optimal Parseval frame'' (see [1] , [3] , [5] , [9] , [10] , [17] ) and ''optimal dual frames'' (see [4] , [7] , [8] , [11] - [14] , [20] ) for erasures. It is known that uniform Parseval frames are optimal for one erasure, and equiangular frames for two or more erasures (see [5] , [17] ). However, due to the nature of the applications, some very irregular (contrast to equiangular, uniform, Parseval etc.) frames may be better suitable for encoding. This leads to the question of selecting the ''optimal dual frames'' for a given frame that minimize the error when erasure occurs. When a frame is already chosen for encoding, a necessary and sufficient condition for the canonical dual to be optimal was obtained in [7] and [11] . Neyshaburi et al. [14] characterized extreme points in the set of all optimal duals for 1-erasure. Pehlivan et al. [15] considered the spectral radius of the error operator and established the connections between optimal dual frame and the so-called linear connectivity property of the frame.
In [8] , the second author of this paper and Han and Huang considered the optimal dual frame when the erasures occur with some probabilistic regularity in the transmission process. For instance, the probability of bad channel failure is usually larger than the probability of good channel failure [6] , [19] . In this case, Leng et al. [8] insert different weights q i for the coefficients of F f according to their degree of loss possibility, where p i is the probability of the ith erasure for i = 1, · · · , M and
with the following three features: 
We call this kind of matrix a probability error matrix. The number D m p (i, i) = q i expresses that the ith element of the transmitted vector F f has been lost with the probability p i but measured by q i . The probability error operator is given by
We define an objective function as follow
where G F denotes the set of all dual frames of F. And we call G the probability optimal dual frame of F for m erasures.
A dual frame G is called a probability optimal dual for one erasure if 1 (G) satisfies (2) , and it is called a probability optimal dual for m erasures if it is a probability optimal dual for m − 1 erasures and m (G) satisfies (2) . If we consider the error operator with uniform probability, that is,
Remark 2: If a dual is the probability optimal dual for 1-erasure, then it is the probability optimal dual for any m-erasures.
Leng et al. [8] proved that the canonical dual frame is the unique probability optimal dual for m erasures if and only if [10] studied the special case that one class of Parseval frames is probability optimal for erasures. This article is partly inspired by the results of [7] , [8] , [10] , and [14] . But in this paper, for a given frame
f i , and replace g i · f i by | g i , f i | in our results. These determination conditions are more general, and require lower computation complexity. The main purpose of this paper is to give a new characterization of frames with the property that the canonical dual frames are the probability optimal dual for erasures. Our results generalize the remarkable results obtained recently by Leng et al. [8] , [9] . We also give some conditions under which an alternate dual frame is either not probability optimal or is a non-unique probability optimal dual, and present a kind of alternative dual frames which are probability optimal dual for erasures. It is shown that the reconstruction error by using the probability optimal dual of this paper is smaller than that by using the probability optimal dual of [8] when two erasures occur in transmission process. VOLUME 7, 2019 
II. CANONICAL DUAL FRAMES FOR ERASURES
For a weight number sequence
be a weight number sequence given by (1) .
is the unique probability optimal dual for 1-erasure (and hence for all m-erasures).
Proof: From the Remark 1, it suffices to show that
is the unique probability optimal dual frame for one erasure.
is probability optimal dual for one erasure. Write g i = S −1 f i + u i . We only need to prove the
Hence, we have
Since {f i } i∈ 2 is linearly independent, we have f , u i = 0 when i ∈ 2 for all f ∈ H . And so the later implies that u i = 0 for all i ∈ 2 . We now need to show that u i = 0 for all i ∈ 1 . Note that
Since G is probability optimal dual frame for one erasure, we have
This implies that c 2
Thus Re u i , f i ≤ 0 and Im u i , f i ≤ 0 for all i ∈ 1 . We claim that Re u i , f i = 0 and Im u i , f i = 0 for all i ∈ 1 . In fact, if Re u i , f i < 0 for some i ∈ 1 , then there must be some j ∈ 1 such that
And then u i = 0 for all i ∈ 1 .
be a given (M,N)-tight frame for H and {q
is the unique probability optimal dual frame for 1-erasure (and hence for all m-erasures) if and only if 2 = ( is the empty set).
The next result is a special case when the frame is tight, which is given by [8] .
be a weight number sequence given by (1) . The unique probability optimal dual frame for 1- 
erasure (and hence for all m-erasures) if and only if
√ q i f i is a constant for all
be a tight frame with bound A, then S = AI . Assume that √ q i f i = C, then we have
Hence, we get the proof. Now, we consider a special case in which all numbers q i (i = 1, · · · , M ) given by (1) are equal, i.e., all elements of encoding vector F f are lost with the same probability (
is the unique probability optimal dual for 1-erasure.
Proof:
Thus,
From Equation (3), we have
The minimum of (5) among all dual frames G of F is
This together with (4) implies that
If not, there would be a j such that f i , u j < 0, i.e., f i , g j < N /M which contradicts with the fact in (6). Thus,
is the unique probability optimal dual for one erasure.
The next result demonstrates one class of frames for which the canonical dual is the probability optimal dual but not the only one for one-erasure.
Proposition 1: Let F = {f i } M i=1 be a given frame for H and
be a weight number sequence given by (1) . Assume that {f i } i∈ 1 is linearly independent and H 1 ∩ H 2 = {0}. Then the canonical dual is a probability optimal dual frame but not the unique one for 1-erasure.
It follows from the linearly independence assumption assumption on {f i } i∈ 1 that:
Then u i = 0 for all i ∈ 1 , which implies that
So the canonical dual is a probability optimal dual frame. We now prove the second part. In fact, we can find a dual frame
with u i = 0 when i ∈ 1 , and u i = 0 for some i ∈ 2 . Let |t| > 0 be small enough such that
for all i ∈ 2 . In fact, assume that
is also the probability optimal dual frame.
We now give one class of frames for which the canonical dual is not a probability optimal dual frame.
Proposition 2: Let F = {f i } M i=1 be a given frame for H and
be a weight number sequence given by (1) . Assume that M = N + 1, 1 has only one element, and {f i } i∈ 2 is linearly independent. Then the canonical dual frame is not a probability optimal dual for 1-erasure.
Proof: Without loose of generality, we can assume
be the standard orthonormal basis of R M and let P be the orthogonal projection from R M to F (H ), where F is the analysis operator of
. We now show P ⊥ e 1 = 0. If P ⊥ e 1 = 0, then Pe 1 = 0, thus e 1 ∈ F (H ). By Riesz representation theorem, there exists
Hence c 1 = 0 and c 2 = 0 because {f i } i∈ 2 is linearly independent. So c i = 0 for all 1 ≤ i ≤ M , which means
is linearly independent. It is a contradiction. Thus P ⊥ e 1 = 0. Let T be the linear operator from R M to H such that TP ⊥ e 1 = f 1 , and Tg = 0 when y ⊥ P ⊥ e 1 . Let
is an alternate dual frame with u 1 = x 1 = 0, and S −1 f 1 , u 1 = S −1/2 f 1 2 = 0. Let δ > 0 be small enough such that
and
for 2 ≤ i ≤ M when t < 0 and 0 < |t| < δ. Hence we have
Then the canonical dual is not a probability optimal dual frame.
III. THE PROBABILITY OPTIMAL ALTERNATE DUAL FRAMES
In this section, we study some conditions under which an alternate dual frame is an optimal dual for erasures. We first give some notations.
We first extend Proposition 7 for all dual frames with a similar approach.
, and let {q i } M i=1 be a weight number sequence given by (1) . Assume that {f i } i∈ 1 is linearly independent and H 1 ∩ H 2 = {0}. Then G is a probability optimal dual frame of F for 1-erasure, but not the unique one.
Next, we give a sufficient condition for frames, where the alternative dual is not probability optimal dual.
Proposition 4: Let F = {f i } M i=1 be a given frame for H and {q i } M i=1 be a weight number sequence given by (1). Let G = {g i } M i=1 be a dual of F such that {g i } i∈ 1 is linearly independent. If there exists a sequence of scalars {a
i } M i=1 such that M i=1 a i f i = 0 and a i = 0, for all i ∈ i . Then G
is not a probability optimal dual frame of F for 1-erasure (and hence for all m-erasures).
Proof: Since {g i } i∈ 1 is linearly independent, there exists h ∈ H such that a i g i , h < 0 for all i ∈ 1 . Without loss of generality, let 1 
is a dual of F. Let t > 0 small enough so that
is not a probability optimal dual of F for 1-erasure and so for any m-erasures by Remark 2.
The next result gives a necessary and sufficient condition for frames, where the alternative dual frames are probability optimal dual. Proof:
is a probability optimal dual of F such that g i = S −1
is probability optimal dual of F, we have
and consequently, for each 0 < t < 1,
for all i ∈ 1 . Moreover, one can easily see that there exists δ > 0, such that for 0 < λ < δ,
Consider ε = min{δ, 1}. Then for each 0 < t < δ, we obtain
thus the canonical dual is not probability optimal dual, which leads to a contradiction. Conversely, assume that {S
is not a probability dual frame of F, and
is a probability dual frame of F, then
Finally we give the relation between probability optimal duals of equivalent frames.
is a probability optimal dual of F if and only
for 1-erasures (and hence for all m erasures).
be a probability optimal of F and g i = S −1 F f i + u i . Since operator T is invertible, we have 2778 VOLUME 7, 2019 (T * ) −1 F is a frame for H with frame operator (T * ) −1 S F T −1 . Let F be the analysis operator of F and {e i } N i=1 be the orthonormal basis for H . For any f ∈ H , we have
and then * TU (T * ) −1 F = 0.
It follows that {TS −1
is a dual frame of (T * ) −1 F. We now show that {TS −1
is a probability optimal dual frame of (T * ) −1 F. Assume that {TS −1
is not probability optimal dual and {TS −1
And then
is a probability dual frame of F, this leads a contradiction. Conversely, let {Tg i } M i=1 be a probability optimal dual of (
is not probability optimal dual, then there exists a dual frame
And {TS −1
is also a dual of (T * ) −1 F, moreover,
which leads to a contradiction.
IV. EXAMPLES
In this section, we provide two examples to show our results.
Example 1: This example shows that the canonical dual frame is general optimal dual but not the probability optimal dual for one erasure. Consider (3,2)-frame given by
This is the well-known Mercedes-Benz frame. It is a uniform tight frame. The frame operator and its inverse are given by
where I is the 2×2 identity matrix, and so the canonical dual is {S −1 F} = 
be the standard orthonormal basis for R 2 . By letting f = µ 1 and f = µ 2 we get
and so all such {u i } must be of the form
Thus we have
Consider linear programming problem
We can find that only when the common point of the three equations is on the x axis and z 1 = z 2 = z 3 , i.e., a = 2 15 , b = 0, the maximum of z 1 , z 2 , z 3 can attain the minimum by linear programming analysis. Hence the unique probability optimal dual frame G = {g
In fact, it is easy to verify
then G is the unique probability optimal dual frame. 
is the probability optimal dual of F. Moreover, the another probability optimal dual frame of F in [8] is given by
We calculate the error caused by all cases of one erasure and two erasures by using the norm of the error operator when the frame F of example 2 is used to encoded and its canonical (general optimal) dual frame and probability optimal dual frame are used to decode. The results are listed in Table 1 . We note that the reconstruction results by using the probability optimal dual G are better when only the second coefficient or the third coefficient is lost. The obvious reason is that the probability of the second and third erasures are larger than the probability of the first erasure. And the reconstruction results by using our probability optimal dual G are better than the results by using probability optimal dual G of [8] when two coefficients are lost.
For simplicity, we consider that a random signal (see Fig. 1(a) or Fig. 2(a) ) will be transmitted from a sender to a receiver. Let the coordinate vectors of the random signal be the signal vectors which will be encoded, transmitted and reconstructed. We use the frame F to encode these vectors. Then we use the canonical dual frame {S −1 F} and probability optimal dual G and G to decode the received encoded vectors, respectively. We use the mean squared error (MSE) (see Table 2 ) to compare the reconstruction effects of the signal. Especially, one can compare the reconstruction effects of the signal when the second coefficient (or the first two coefficients) of every transmitted vector is (are) lost (see Fig. 1 (or Fig. 2) (b), (c) and (d) He has published many papers in SCI. His research direction is frame theory and wavelet analysis. Now, he mainly studies the application of framework theory in data loss, and completes several papers.
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