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この課題に対して，本研究室では CCN において帯域予約を実現するため，CCN において用いら
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この問題に対して，帯域予約 CCN 通信方式[5]が，CCN において用いられるパケットである 

















2. CCN 関連技術と関連研究 
2.1 CCNの概要 
Content-centric Network（CCN）：米国パロアルト研究所の Van Jacobsen が提案したコンテ
ンツの名前（ID）に基づいて通信を行うネットワークアーキテクチャである[7]．位置依存型アド
レス（IP アドレス）ではなく，コンテンツの名前（ID）を用いて通信する．CCN には Interest 
と Data の 2 種類のパケットが存在する．ユーザは Interest を接続しているノードにブロード











図 1 CCN の基本動作 
  

















CCN では，各ルータが Forwarding Information Base（FIB），Pending Interest Table（PIT），
Content Store（CS）という 3 つのデータ構造がある． 
 





FIB は，コンテンツ名に基づく Interest パケットの転送に使用するデータ構造である．FIB に
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はコンテンツ名のプレフィックスと，そのプレ フィックスに一致した Interest パケットの転送
方向のネットワークインタフェース（フェイスと呼ぶ）を示す情報の組が格納される． 
PIT は，Interest パケットが送られてきた方向を示すテーブルである．PIT には，到着した
Interest パケットのコンテンツ名と，その Interest パケットを受信したフェイスの組を格納する． 
以上の 3 つのデータ構造により，CCN ルータが INTEREST/DATA パケットを処理する． 
INTEREST パケットが到着するときに，各データ構造にルックアップ順序は，まず，CS，次
に PIT，最後は FIB である．マッチがあれば，以下の動作になる． 
CS：要求されたデータが持っているなら，すぐデータを返す． 
PIT：このデータがほかの face から要求されたということなので，今回の face 番号をエント










CCN では，データが各ノードの CS にキャッシュされている.キャッシュがコンテンツチャンク
という単位に分割されて管理される.CS にキャッシュできるチャンク数の上限値は設定される.デ
ータを転送したあとに，CCN がデータを CS にキャッシュする.有限のキャッシュサイズに有用の
データをキャッシュするため，CCN のネットワーク性能がキャッシュ置換方式に左右される[8]. 
良いキャッシング戦略は，ネットワークの効率を改善するための重要な手段である．キャッシ
ュ置換ポリシは，CCN の研究の重要な課題の一つである．TCP/ IP ネットワーク中のノードの最
























CCN には，使用されているキャッシュ置換ポリシに Least Frequency Used(LFU) や Least 






















することができる．ネットワークに QoS を適用する場合のモデルには IntServ，DiffServ，ベス









ベストエフォート: DiffServ や IntServ のアーキテクチャによる QoS が実装されていなかった
場合，パケットの内容やサイズに関係なく，先着順にパケットを送出していくベストエフォート
型 (=FIFO) が提供される． 
  
QoS の処理では，スイッチへ流入したパケットに対して優先順位を決めて，スイッチが，優先度















マーキング： マーキングでは，優先度に応じて IP パケットのなかに優先度を書き込んでいく作























2.6.1  CCNにおけるサービスをクラス分けする研究 
CCN においてサービスをクラス分けすることにで優先度の高いサービスの通信 品質を向上さ
せる研究として、Qian らによる QoCS(Quality of Cache Service)[10] がある。この研究では、
CCN ルータにおいて空間性, 一時性, 可用性の 3 つの制御を設けている  












2.6.2  関連研究の問題点 
 CCN はクライアント-サーバモデルとは異なる通信方式である。CCN において 通信品質は
ネットワークに残るキャッシュにおけるコンテンツチャンクの分布によって左右される。既存












3.1 帯域予約 CCN概要 
桑山ら[3]，[11]は，既存の CCN の通信方式では, 通信品質を保証できないという課題に対して, 
シグナリングにより通信経路上の帯域幅を予約する通信方式を提案した.この提案方式がCCN に

















(2) 資源予約パケットが帯域保証 CCN ルータに到着したとき， 
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(2-a) 受信した帯域保証 CCN ルータが予約された帯域幅に空きがある場合は，資源予約パケ
ットを元の方向へ転送する． 
(2-b) 受信した帯域保証 CCN ルータが予約された帯域幅に空きがない場合は，資源予約パケ
ットを破棄する． 
(3) 資源予約パケットがサーバに到着したとき， 
(3-a) 受信したサーバが予約された帯域幅に空きがある場合は，確保通知パケットを PIT に
よりユーザ方向へ返信する． 
(3-b) 受信した帯域保証 CCN ルータが予約された帯域幅に空きがない場合は，資源予約パケ
ットを破棄する． 
(4) 帯域保証 CCN ルータが確保通知パケットを受信したときに，PIT によりユーザへ送信して，














(2) 解放要求パケットが帯域保証 CCN ルータに到着すると 
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(2-a) 受信した帯域保証 CCN ルータが帯域幅を予約されている場合は，解放要求パケットを FIB
によりコンテン ツ方向へ転送する． 




資源解放パケットを PIT によりユーザ方向へ返信する． 
(3-b) 予約されていないもしくは予約された帯域幅が使用している場合は，解放要求パケットを破
棄する． 
(4) 帯域保証 CCN ルータが資源解放パケットを受信したときに，PIT に よりユーザ方向へ転送












作った．また CCN ルータにおいて帯域幅の確保が可能かどうか判断するために, コンテンツ転




図 11 帯域保証 CCN ルータのデータ構造 
 
図 11 の帯域保証 CCN ルータは予約リストに Uec/net/movie/c と Uec/net/picture/a が存在
しており, Uec/net/movie/c は face1 に 50Mbps, Uec/net/picture/a は face2 に 60Mbps 予約
されていることを表している. ここで, face1 から Uec/net/movie/c への資源予約パケットを受
信した場合,  FIB を参照した後新たなエントリに予約リストと PIT に追加する. また, face0 
から  Uec/net/picture/a への資源解放パケットを受信した場合 , 予約リストから  face2 の 
Uec/net/picture/a のエントリを削除し, face2 に資源解放パケットを転送する.   
図 3.4 中,予約リストはシグナリングの制御と, 確保した帯域幅による転送を制御する表である. 
帯域保証されたDATA を受信したとき, この表を参照することで帯域幅を予約されているか確認
後, パケットを帯域保証キューへ格納する. 帯域幅プールは予約可能な帯域幅である. 帯域幅が
予約された場合は, 帯域幅プールを減少させる. 帯域幅が解放された場合は, 帯域幅プールを増
加させる. 資源予約をするとき, この値を参照することで帯域幅が予約可能かどうかを判定する. 












１．帯域幅付き DATA パケットを受信すると， 
２．予約リストをルックアップする． 
















本研究室の先行研究において，帯域予約 CCN 通信方式が，CCN において用いられるパケット











とを提案する. 既存の帯域予約 CCN 通信方式に対して，Data パケットが到着するときに，キャ
ッシュ置換優先度を考えて提案する. 本提案方式では一般的な LRU ではなく，帯域予約されてい
るコンテンツと，予約されていないコンテンツを別々に対して優先度を決める. CS （Content 
Store）の中に格納しているすべてのコンテンツが予約されている状況避けるために，Guarantee











節 2.4 説明した本来の CCN キャッシュ管理方式より，提案方式が新た方式によって CCN ルー
タの CS を管理している．コンテンツパッケトを受信する時に，パッケトのパラメータを登録し，
提案方式により CS の中にキャッシュする. 
各種類のコンテンツのキャッシュを管理するため，新しいパラメータを作った（表 1）． 
 
表 1 提案方式の各作ったパラメータの説明 
パラメータ 意味 作用 















      
図 14 キャッシュ置換方式 
 














提案方式のフローチャートは図 15 のようになっている.  
 
 
図 15 提案方式のフローチャート 
（１） DATA パケットを受信． 
（２） パラメータ flag_for_lru と name_for_lru により，受信されたコンテンツが CS に存在す
るかどうかを判断して，(2-1)存在すれば，ノードをキャッシュの最初に移動することで，最
近参照時間を更新する． 
（３） 受信されたコンテンツが CS に存在しない場合は，パラメータ flag_for_lru と一定割合
により，CS に格納できるかどうかを判断して(3-1) ，格納できれば，直後に格納する． 
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図 16 ネットワークトポロジ 
  
 図 16 に示すネットワークトポロジは，Guarantee コンテンツを要求するユーザを１つ設置し
て，Default コンテンツを要求するユーザが 2 から n までを設置して評価実験を行う．本研究で
は，n の値は最大 7 になる．実験パラメータを表 4 に示す. 
 
表 4 実験パラメータ 
 
 
 表 4 のように実験パラメータを設定する．帯域幅を予約するコンテンツは Guarantee コンテン
ツ，帯域幅を予約しないコンテンツは Default コンテンツと呼ぶ.コンテンツサイズは index 単位
として，１index は 4096Byte である.総キャッシュサイズは 1000 index で，提案方式の実験する
ときに，Guarantee コンテンツの専用キャッシュサイズが 500 index として，Defualt コンテン











ではキャッシュサイズを 1000 index に設定し，提案方式では，キャッシュサイズを Guarantee
コンテンツが専有するサイズを 500 index，Default コンテンツが専有するサイズを 500 index に
設定した． Guarantee コンテンツが 5Mbps の帯域幅を占有して転送する．同時にダウンロード
している Default コンテンツは予約されていない帯域幅を使えるため，15Mbps から 20Mbps の
帯域幅を分けながら利用することになる．図 17〜24 にダウンロード時間の累積分布を示す． 




っており一方で最大値 1000 index まで使えるためである．そして，提案方式が，Guarantee コ
ンテンツのキャッシュサイズが 500 index に確保するため，速い部分のダウンロード時間が長く
なるが，ダウンロード時間のばらつきが小さくなり安定した通信が可能となる． 
図 19 と 20 は，Default コンテンツが 3 つ，Guarantee コンテンツが 1 つに設定した場合のダ
ウンロード時間を示す．チョウ方式の Default コンテンツのダウンロード時間が提案方式より早
いが，提案方式の Guarantee コンテンツのダウンロード時間が安定している． 




図 23 と 24 は，より Default コンテンツ数を 6 つ，Guarantee コンテンツが 1 つに設定した場
合のダウンロード時間を示す．提案方式の Default コンテンツのダウンロード時間と Guarantee
コンテンツのダウンロード時間がチョウ方式より短縮できることが分かる． 
























   
図 17 ダウンロード時間（チョウ方式，Cache 1000 index，要求間隔 32 秒，Default コンテン

























図 18 ダウンロード時間(提案方式，Guarantee cache 500 index，Default cache 500 index，要
求間隔 32 秒，Default コンテンツ数 2，Guarantee コンテンツ数 1) 
 
   
図 19 ダウンロード時間（チョウ方式,Cache 1000 index,要求間隔 32 秒，Default コンテンツ数














































図 20 ダウンロード時間(提案方式,Guanrantee cache 500 index,Default cache 500 index,要求
間隔 32 秒，Default コンテンツ数 3，Guarantee コンテンツ数 1) 
 
  
図 21 ダウンロード時間（チョウ方式,Cache 1000 index,要求間隔 32 秒，Default コンテンツ数
















































図 22 ダウンロード時間(提案方式,Guanrantee cache 500 index,Default cache 500 index,要求
間隔 32 秒，Default コンテンツ数 4，Guarantee コンテンツ数 1) 
 
 
図 23 ダウンロード時間（チョウ方式,Cache 1000 index, 要求間隔 32 秒，Default コンテンツ



















































図 24 ダウンロード時間(提案方式,Guarantee cache 500 index, Default cache 500 index,要求間






 本研究室の先行研究において帯域予約 CCN 通信方式が，CCN において用いられるパケット







































 本研究では，評価実験の Guarantee コンテンツと Default コンテンツのキャッシュサイズを 1:1
に固定しているが，Guarantee コンテンツのキャッシュを確保する量が最適かは明らかにできて
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