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a b s t r a c t
Two variants of the Computational Order of Convergence (COC) of an iterative method for
solving nonlinear equations are presented. Furthermore, the way to approximate the COC
and the new variants to the local order of convergence is analyzed. The new definitions
given here does not involve the unknown root. Numerical experiments using adaptive
arithmetic with multiple precision and a stopping criteria are implemented without using
any known root.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Iterative methods for solving a nonlinear equation f (x) = 0, where f : D ⊆ R → R, usually consider a sequence {xn},
defined by
xn+1 = φ(xn), n ≥ 0, (1)
where φ is the iteration function. A sequence {xn} is said to converge to α with order of convergence ρ ∈ R, ρ ≥ 1, if there
exists a constant C ∈ R \ {0} such that
lim
n→∞
en+1
eρn
= C,
where en = xn − α is the error in the nth iterate. For one-step methods, like the one given in (1), the error equation is:
en+1 = Ceρn + Deρ+1n + · · · , (2)
where C and D are real numbers. The nonzero constant C is said to be the asymptotic error. The order of convergence of an
iterative method is the order of the corresponding sequence. If it is ρ, then the method approximately multiplies by ρ the
number of correct decimals after each iteration.
Next, we give the definitions of Computational Order of Convergence (COC) [1, 2000], Approximated Computational Order
of Convergence (ACOC) and Extrapolated Computational Order of Convergence (ECOC).
Definition 1 (Computational Order of Convergence, COC). The computational order of convergence (COC) of a sequence
{xn}n≥0 is defined by
ρ¯n = ln |en+1/en|ln |en/en−1| , (3)
where xn−1, xn and xn+1 are three consecutive iterations near the root α and en = xn − α.
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After the work ofWeerakoon and Fernando [1], many other authors have considered the COC in their research. In [2–16] the
computation of COC is used in each of them. In all these papers the COC is used to test numerically the order of convergence
of the methods previously presented which order have been theoretically studied. One of the main drawback of the COC is
that it involves the exact root α, which in a real situation it is not known a priori. To avoid this, we introduce a variant of
COC, that does not use the exact root. Previously for several variables this concept was considered in [17,18].
Definition 2 (Approximated Computational Order of Convergence, ACOC). The approximated computational order of
convergence (ACOC) of a sequence {xn}n≥0 is defined by
ρˆn = ln
∣∣eˆn+1/eˆn∣∣
ln
∣∣eˆn/eˆn−1∣∣ , (4)
where eˆn = xn − xn−1.
Like in the ACOC to avoid formulae involving the exact root α, we begin with three consecutive iterates xn, xn−1, xn−2, and
using Aitken’s extrapolation procedure [19] we give the following approximation of α
α˜n = xn − (1xn−1)
2
12xn−2
, n ≥ 2, (5)
where 1 is the forward difference operator, 1xk = xk+1 − xk. Then, we can define a new approximation for the error
e˜n = xn − α˜n and a new computational order of convergence:
Definition 3 (Extrapolated Computational Order of Convergence, ECOC). The extrapolated computational order of convergence
(ECOC) of a sequence {xn}n≥0 is defined by
ρ˜n = ln
∣∣e˜n+1/e˜n∣∣
ln
∣∣e˜n/e˜n−1∣∣ , (6)
where e˜n = xn − α˜n and α˜n is given by (5).
As we show later, for all sequence {xn} converging to α, with a starting point x0 close enough to α, the values of ρ¯n, ρˆn and
ρ˜n converge, when n→∞, to ρ.
In numerical problems where a huge number of significant digits of the solution is needed it is required the use of methods
with a high order of convergence together with adequate arithmetics. There are different libraries in Fortran [20] or C [21]
working with a multiple precision arithmetic or symbolic manipulators, as Maple, that allow to work with an adaptive
arithmetic, that is to update the length of the mantissa at each step by means of the formula
Digits := [ρ × (− log |en| + j)] , (7)
whereρ is the order of convergence of themethod and [x] denotes the integer part of x. Notice that the length of themantissa
is increased approximately by the order of convergence ρ. We have numerically checked the value of j, by varying it between
1 and 5, in order to have enough accuracy in the computation of the iterates {xn}n≥0. We have realized that the minimum
value that guarantees all the significant digits required is j = 2. Consequently, hereof we consider j = 2 in formula (7).
In addition, to compute en, eˆn or e˜n with an appropriate number of figures, using Definitions 1, 2 or 3 wemust to enlarge the
mantissa in the computation of xn+1, xn, xn−1, . . .with at least four additional significant digits.
2. Computational Order of Convergence (COC)
A relationship between ρ¯n and ρ is derived. In fact, we prove that ρ¯n converges to ρ when en−1 → 0. That is ρ¯n ≈ ρ, in
the sense that limn→∞ ρ¯nρ = 1.
Proposition 2.1. If ρ¯n is the COC defined in (3) and ρ is the order of convergence, then
ρ¯n ≈ ρ
∣∣∣∣1− Nnρ(lnMn + Nn)
∣∣∣∣ , where Mn = ∣∣∣C eρ−1n−1 ∣∣∣ and Nn = ∣∣∣∣DC en−1
∣∣∣∣ (8)
and C and D are given in (2).
Proof. To prove (8) we express ρ¯n in terms of en−1. We denote Oq = O(eqn−1), and taking into account en+1 = Cρ+1eρ
2
n−1 +
ρ CρD eρ
2+1
n−1 + Oρ2+2, we have
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en+1
en
= C
ρeρ
2−ρ
n−1 + ρCρ−1D eρ
2−ρ+1
n−1 + Oρ2−ρ+2
1+ DC en−1 + O2
= Cρeρ2−ρn−1 + (ρ − 1) Cρ−1D eρ
2−ρ+1
n−1 + Oρ2−ρ+2, (9)
and
en
en−1
= Ceρ−1n−1 + D eρn−1 + Oρ+1. (10)
From (9), (10) and using the equivalence ln(1+ x) ≈ x, for x closer enough to zero, yields
ρ¯n = ln |en+1/en|ln | en/en−1| ≈ ρ
∣∣∣∣∣ lnMn +
ρ−1
ρ
Nn
lnMn + Nn
∣∣∣∣∣ ≈ ρ
∣∣∣∣ 1− Nnρ(lnMn + Nn)
∣∣∣∣ ,
whereMn and Nn are defined in (8). 
Notice that for the calculus of the COC (3) and for updating the adaptive arithmetic process (7) it is necessary to know the
exact root α. In this case the following stopping criteria is applied:
|en| = |xn − α| < 0.5 · 10−η, (11)
where η is the number of correct decimals and 0.5 · 10−η is the required accuracy.
3. Approximated Computational Order of Convergence (ACOC)
A relationship between ρˆn, and ρ is obtained. A new technique to update the number of significant digits in an adaptive
multi-precision arithmetic is given and a new stopping criteria is suggested.
Proposition 3.1. If we set en = xn − α and eˆn = xn − xn−1, then
en ≈ C1/(1−ρ)
(
eˆn
eˆn−1
)ρ2/(ρ−1)
, (12)
where ρ be the order of convergence and C is given in (2).
Proof. Now, we write eˆn/eˆn−1 in terms of en−2:
eˆn
eˆn−1
= en − en−1
en−1 − en−2 =
Cρ+1 eρ
2
n−2 − C eρn−2 + O
(
eρ+1n−2
)
C eρn−2 + O
(
eρ+1n−2
)
− en−2
= C eρ−1n−2 (1+ O (en−2)) . (13)
Putting
en−2 = C−(ρ+1)/ρ2e1/ρ2n
(
1+ O
(
e1/ρ
2
n
))
, (14)
and substituting (14) in (13) we have
eˆn
eˆn−1
= C1/ρ2e(ρ−1)/ρ2n
(
1+ O
(
e1/ρ
2
n
))
, (15)
that can be expressed by e(ρ−1)/ρ
2
n ≈ C−1/ρ2 eˆneˆn−1 , and the proof is completed. 
The result given in (12) allows us to substitute the error in (7) by a expression that does not involve the exact root. Indeed,
we implement the following adaptive multi-precision arithmetic scheme:
Digits :=
[
ρ3
ρ − 1 ×
(
− log
∣∣∣∣ eˆneˆn−1
∣∣∣∣+ 2)] . (16)
Moreover, from (12) we propose the following stopping criteria, instead of (11):∣∣∣∣ eˆneˆn−1
∣∣∣∣ < 0.5 · 10−η(ρ−1)/ρ2 . (17)
Next result shows the relationship between the ACOC and the order of convergence of a sequence (1).
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Proposition 3.2. If ρˆn is the ACOC defined in (4) and ρ is the order of convergence, then
ρˆn ≈ ρ
∣∣∣∣1− Nn−1ρ(lnMn−1 + Nn−1)
∣∣∣∣ , where Mn−1 = ∣∣∣C eρ−1n−2 ∣∣∣ and Nn−1 = ∣∣∣∣DC en−2
∣∣∣∣ (18)
and C and D are introduced in (2).
Proof. As in the proof of the previous proposition, we have
eˆn
eˆn−1
= en − en−1
en−1 − en−2 =
Cρ+1 eρ
2
n−2 + ρCρD eρ
2+1
n−2 + · · · − C eρn−2 − D eρ+1n−2 + O
(
eρ+2n−2
)
C eρn−2 + D eρ+1n−2 + O
(
eρ+2n−2
)
− en−2
= C eρ−1n−2 + D eρn−2 + O
(
eρ+1n−2
)
. (19)
In a similar way,
eˆn+1
eˆn
= Cρ eρ(ρ−1)n−2 + (ρ − 1)Cρ−1Deρ
2ρ+1
n−2 + O
(
eρ
2−ρ+2
n−2
)
. (20)
From (19) and (20) we have
ρˆn = ln
∣∣eˆn+1/eˆn∣∣
ln
∣∣eˆn/eˆn−1∣∣ ≈ ρ
∣∣∣∣∣ lnMn−1 +
ρ−1
ρ
Nn−1
lnMn−1 + Nn−1
∣∣∣∣∣ ≈ ρ
∣∣∣∣1− Nn−1ρ(lnMn−1 + Nn−1)
∣∣∣∣ ,
withMn−1 and Nn−1 defined in (18). This completes the proof. 
4. Extrapolated Computational Order of Convergence (ECOC)
A relationship between ρ˜n and ρ, a new technique to update the number of significant digits in an adaptive multi-
precision arithmetic and a new stopping criteria are given.
Proposition 4.1. If we put en = xn − α and e˜n = xn − α˜n, then
en ≈ Cσ e˜ρ2/(2ρ−1)n , where σ =
ρ − 1
2ρ − 1 . (21)
Proof. Taking into account en−2 = C−1/ρ e1/ρn−1(1+ O(e1/ρn−1)), we write e˜n in terms of en−1:
e˜n = (en − en−1)
2
en − 2en−1 + en−2 =
C2 e2ρn−1 − 2C eρ+1n−1 + e2n−1 + O(eρ+2n−1 )
C eρn−1 − 2en−1 + C−1/ρe1/ρn−1
(
1+ O(e1/ρn−1)
)
= C1/ρ e(2ρ−1)/ρn−1
(
1+ O(e2/ρn−1)
)
. (22)
Now, from (22) and en−1 = C−1/ρ e1/ρn (1+ O(e1/ρn )), we get
e˜n = C1/ρ
[
C−1/ρ e1/ρn
(
1+ O (e1/ρn ))](2ρ−1)/ρ · [1+ O ({C−1/ρ e1/ρn (1+ O (e1/ρn ))}2/ρ)]
= C (1−ρ)/ρ2e(2ρ−1)/ρ2n
(
1+ O
(
e(2ρ−1)/ρ
2
n
))
. (23)
From (23), we have e(2ρ−1)/ρ
2
n ≈ C (ρ−1)/ρ2 e˜n from which the proof immediately follows. 
Notice that (21) allow us to implement an iterative method (1) with a multi-precision adaptive arithmetic. We consider
instead of (7) the expression:
Digits :=
[
ρ3
2ρ − 1 ×
(− log |e˜n| + 2)] . (24)
In addition, as an alternative to (11), (21) provides the following stopping criteria
|e˜n| < 0.5 · 10−η(2ρ−1)/ρ2 . (25)
The following result shows the relationship between the ECOC and the order of convergence.
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Proposition 4.2. If ρ˜n is the ECOC defined in (6) and ρ ≥ 2 is the order of convergence, then
ρ˜n ≈ ρ
∣∣∣∣1+ (2 ρ − 3)Nn−1 + Pn−1lnQn−1
∣∣∣∣ , (26)
where Qn−1 = |C2ρ−1 e(2ρ−1) (ρ−1)n−2 |,Nn−1 =
∣∣D
C en−2
∣∣ , Pn−1 = ρ|C−1Dρ en−2 + 2 C eρ−1n−2 |, and C and D are given in (2).
Proof. Now, we write ρ˜nin terms of en−2. To do that, we express e˜n and e˜n+1 in terms of en−2.
e˜n = (en − en−1)
2
en − 2en−1 + en−2 =
C2 e2ρn−2 − 2C D e2ρ+1n−2 + O
(
e2ρ+2n−2
)
en−2 − 2 C eρn−2 + O
(
eρ+1n−2
)
= C2 e2ρ−1n−2 + 2 C D e2ρn−2 + O
(
e2ρ+1n−2
)
. (27)
Next, by (27) we deduce
e˜n+1 = C2 e2ρ−1n−1 + 2CDe2ρn−1 + O
(
e2ρ+1n−1
)
= C2ρ+1 e(2ρ−1) ρn−2 + C2ρ D e(2ρ−1) ρ+1n−2 + O
(
e(2ρ−1) ρ+2n−2
)
. (28)
From (27) and (28), we have
e˜n+1
e˜n
= C2ρ−1e(2ρ−1) (ρ−1)n−2 + (2ρ − 3) C2ρ−2 D e(2ρ−1) (ρ−1)+1n−2 + O
(
e(2ρ−1) (ρ−1)+2n−2
)
. (29)
Consequently,
e˜n−1 = (en−1 − en−2)
2
en−1 − 2en−2 + en−3 =
e2n−2 − 2 C eρ+1n−2 + O
(
eρ+1n−2
)
C−1/ρ e1/ρn−2 − 1/ρ C−1−2/ρ D e2/ρn−2 − 2 en−2 + O
(
eρn−2
) ,
and then
e˜n−1 = C1/ρ e(2ρ−1)/ρn−2 + 1/ρ C−1 D e2n−2 + 2 C2/ρ e3−2/ρn−2 + · · · . (30)
From (28) and (31), we get
e˜n
e˜n−1
= C (2ρ−1)/ρe(2ρ−1) (ρ−1)/ρn−2 − C (2ρ−2)/ρ D e(2ρ−1) (ρ−1)/ρ+1/ρn−2 − 2 C2 e2(ρ−1)n−2 + O
(
e(2ρ
2−2ρ+1)/ρ
n−2
)
. (31)
Finally, from (29) and (31), yields
ρ˜n = ln
∣∣e˜n+1/e˜n∣∣
ln
∣∣e˜n/e˜n−1∣∣ ≈ ρ
∣∣∣∣ lnQn−1 + (2 ρ − 3)Nn−1lnQn−1 − Pn−1
∣∣∣∣ ≈ ρ ∣∣∣∣1+ (2 ρ − 3)Nn−1 + Pn−1lnQn−1
∣∣∣∣ ,
and the proof is complete. 
We point out that COC can be compute if n ≥ 1, ACOC if n ≥ 2 and ECOC if n ≥ 3. If we have a method of higher order of
convergence thenmulti-precision arithmetics is required andwill be used in the casewere necessary to obtainmany correct
figures.
5. Iterative methods and numerical results
We consider in this section three iterative methods, g2, g3 and g4 with 2nd, 3rd and 4th local order of convergence
respectively. Thesemethods are called Newton’s method, Chebyshev’s method [13,22,23] and Schröder’s method [24]. They
are defined by:
g2(x) = x− u(x), (32)
g3(x) = g2(x)− 12 L(x)u(x), (33)
g4(x) = g3(x)−
(
1
2
L(x)2 −M(x)
)
u(x), (34)
M. Grau-Sánchez et al. / Applied Mathematics Letters 23 (2010) 472–478 477
Table 1
Test functions, their roots and their initial points.
Function α x0
f1(x) = x3 − 3x2 + x− 2 2.893289 2.5
f2(x) = x3 + cos x− 2 1.172578 1.5
f3(x) = 2 sin x+ 1− x 2.380061 2.5
f4(x) = (x+ 1) e−x − 1 0.557146 1.0
f5(x) = ex2+7x−30 − 1 3.0 2.94
f6(x) = e−x + cos(x) 1.746140 1.5
f7(x) = x− 3 ln x 1.857184 2.0
Table 2
Iteration number and higher bounds for ρ¯n−1, ρˆn and ρ˜n .
f1 f2 f3 f4 f5 f6 f7 1ρ¯ 1ρˆ 1ρ˜
g2 13 12 11 12 13 11 12 1.4 · 10−5 2.7 · 10−23 6.1 · 10−9
g3 9 8 7 8 9 7 8 1.3 · 10−7 2.7 · 10−34 4.2 · 10−12
g4 7 7 6 7 7 6 6 1.5 · 10−9 9.9 · 10−50 1.5 · 10−16
where
u(x) = f (x)
f ′(x)
, L(x) = f
′′(x)
f ′(x)
u(x) and M(x) = f
′′′(x)
3! f ′(x)u(x)
2.
We have tested the preceding methods on seven functions using the Maple computer algebra system. We have computed
the root of each function for the same initial approximation x0. Depending on the computational order of convergence used,
COC (3), ACOC (4) or ECOC (6), the iterative method was stopped when the condition (11), (17) or (25) is fulfilled. Note that
in all cases η = 2200.
The set of test functions presented here were previously considered in [25]. Table 1 shows the expression of these functions,
the initial approximation, which is the same for all the methods and the root with seven significant digits.
Table 2 shows, for each method and function, the number of iterations needed to compute the root to the level of precision
described. Note that independently of using (7), (16) or (24) the number of necessary iterations to get the desired precision
is the same. In addition, the last three columns show an average for the error bounds produced in the computation of the
corresponding Computational Orders of Convergence (COC, ACOC or ECOC). For instance, considering the COC and Newton’s
method g2, let us denote 1ρ¯k the error committed in the computation of the COC for each function fk, k = 1, . . . , 7. We
calculate the average of these error bounds,
1ρ¯ = 1
7
7∑
k=1
|1ρ¯k| = 1.4 · 10−5.
Then we can write the corresponding COC for Newton’s method: ρ¯n−1 = ρ ± 1ρ¯. The rest of the 8th column contains the
average of the error bounds for the COC and methods g3 and g4. The 9th column shows the error bounds for the ACOC and
each function gj, j = 2, 3, 4 and the 10th column shows the error bounds for the ECOC and each function gj, j = 2, 3, 4.
Notice that we have ρˆn = ρ ±1ρˆ for the ACOC and ρ˜n = ρ ±1ρ˜ for the ECOC.
From these numerical tests, we can conclude that the ACOC produces the best approximations of the theoretical order of
convergence of an iterativemethod. Aswe can see in Propositions 2.1 and 3.2, both COC and ACOC have the same asymptotic
behavior, but ACOC has the advantage that it does not involve the expression of the root α we want to approximate that, in
real problems, is not know in advance.
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