Numerous works in Statistical Machine Translation (SMT) have attempted to identify better translation hypotheses obtained by an initial decoding using an improved, but more costly scoring function. In this work, we introduce an approach that takes the hypotheses produced by a state-ofthe-art, reranked phrase-based SMT system, and explores new parts of the search space by applying rewriting rules selected on the basis of posterior phraselevel confidence. In the medical domain, we obtain a 1.9 BLEU improvement over a reranked baseline exploiting the same scoring function, corresponding to a 5.4 BLEU improvement over the original Moses baseline. We show that if an indication of which phrases require rewriting is provided, our automatic rewriting procedure yields an additional improvement of 1.5 BLEU. Various analyses, including a manual error analysis, further illustrate the good performance and potential for improvement of our approach in spite of its simplicity.
Introduction
The standard configuration of modern phrasebased Statistical Machine Translation (SMT) (Koehn et al., 2003) systems can produce very acceptable results on some tasks. However, early integration of better features to guide the search for the best hypothesis can result in significant improvements, an expression of the complexity of modeling translation quality. For instance, improvements have been obtained by integrating features into decoding that better model semantic coherence at the sentence level (Hasan and Ney, 2009) or syntactic well-formedness (Schwartz et al., 2011) . However, early use of such complex features typically comes at a high computational cost. Moreover, some informative features require or are better computed when complete translation hypotheses are available. This is addressed in numerous works on reranking of the highest scored sub-space of hypotheses, on so-called n-best lists Zhang et al., 2006; Carter and Monz, 2011) or output lattices (Schwenk et al., 2006; Blackwood et al., 2010) , where many works specifically target the inclusion of better language modelling capabilities, a well-known weakness of current automatic generation approaches (Knight, 2007) .
Another way to improve translation a posteriori can be done by rewriting initial hypotheses, for instance in a greedy fashion by including new models (Langlais et al., 2007; Hardmeier et al., 2012) , or by specifically modeling a task of automatic post-editing targeting a specific system (Simard et al., 2007; Dugast et al., 2007) . While such automatic post-editing may seem to be too limited, notably because of the limited initial diversity considered and the fact that it may be in some instances agnostic to the internals of the initial system, it has been shown to potentially improve accuracy of the new translation hypotheses (Parton et al., 2012) and to offer very high oracle performance (Marie and Max, 2013) .
However, an important issue for such approaches is their capacity to only rewrite incorrect parts of the translation hypotheses and to use appropriate replacement candidates. Many works have tackled the issue of word to n-gram confidence estimation in SMT output (Zens and Ney, 2006; Ueffing and Ney, 2007; Bach et al., 2011; de Gispert et al., 2013) , and some attempts have been made to exploit confidence estimates for lattice rescoring (Blackwood et al., 2010) or n-best reranking (Bach et al., 2011; Luong et al., 2014b) .
In this work, we present an approach in which new complete hypotheses are produced by rewriting existing hypotheses, and are scored using complex models that could not be used during the initial decoding. We will use as competitive baselines systems that rerank the output of an initial decoder using the complete set of available features, and will show that we manage to improve their translation. The difference between our approach and the reranking baseline lies in the manner in which we expand our training data, as well as in our use of high-confidence rewritings to obtain new translation hypotheses. Importantly, this work will only exploit simple confidence estimates corresponding to phrase-based posteriors, which do not require that large sets of human-annotated data be available as in other works (Bach et al., 2011; Luong et al., 2014b) . The remainder of this paper is organized as follows. Section 2 is devoted to the description of our approach, with details on our rewriting approach (2.1), additional features (2.2), rewriting phrase table (2.3), and training examples (2.4). Section 3 presents experiments. We first describe our experimental setup (3.1) and our baseline systems (3.2). We then report results when naive rewriting is performed and then with confidencebased rewriting (3.3). We next devote a significant part of the paper in section 4 to report further results and analyses: an analysis of the performance of our system depending on the quality of initial hypotheses (4.1); a semi-oracle experiment where correct phrases are known (4.2); an oracle experiment where only correct rewriting decisions are made (4.3); a manual error analysis of the main configurations studied in this work (4.4); and, finally, a study of the performance of our approach on a more difficult translation task (4.5). Related work is discussed in section 5 and we conclude and introduce our future work in section 6.
2 Description of the approach 2.1 Rewriting of translation hypotheses Langlais et al (2007) proposed a greedy search procedure to improve translations by reusing the same translation table and scoring function that were used during an initial phrase-based decoding. In our approach, we rewrite hypotheses by using the same greedy search algorithm, adding more complex models and using the most-confident biphrases according to the initial decoder's search space. To select the hypothesis to rewrite for each sentence, we produce a n-best list of the initial decoder and rerank this list with a new, better informed scoring function (see section 2.2). The one-best hypothesis obtained after reranking is then rewritten by our system (denoted as rewriter). In this way, we ensure that the hypothesis that was rewritten had been so far the best one according to the initial decoding best subspace and the new models used.
At each iteration, new hypotheses are obtained from a current hypothesis by applying one rewriting operation on bi-phrases. The set of all new hypotheses is called the neighborhood of the current hypothesis. Focusing in this work on local rewriting, we used the following set of operations (N denotes the number of bi-phrases, T the maximum number of entries per source phrase in a rewriting phrase table (see 2. 3), and S the average number of tokens per source phrase) 1 :
1. replace (O(N.T )): replaces the translation of a source phrase with another translation from the rewriting phrase table; 2. split (O(N.S.T 2 )): splits a source phrase into all possible sets of two (contiguous) phrases, and uses replace on each of the resulting phrases;
3. merge (O(T.N )): merges two contiguous source phrases and uses replace on the resulting new phrase. This rewriting algorithm is described in pseudocode in Algorithm 1.
Algorithm 1 rewriter Algorithm
Require: source a sentence to translate
The produced hypotheses are then ranked according to a new, better informed scoring function (see 2.2). At the next iteration, the hypothesis now ranked at the top of the list is rewritten, and search terminates when no better hypothesis is found.
Such a greedy search has several obvious limitations, in particular it can only perform a limited exploration of the search space, a situation that can be improved by using a beam (see Section 3.3). However, associated with a small and precise rewriting phrase table, this approach only visits small numbers of more-confident hypotheses, which is a critical property given the cost of computing the new scoring function used.
Reranking and features
The rerankings of the hypotheses sets describe in this work are all performed with kb-mira (Cherry and Foster, 2012) using the initial features set of the decoder in conjunction with the following additional features: 2
• SOUL models: SOUL models are structured output layer neural network language models (LMs) which have been shown to be useful in reranking tasks, for instance for WMT evaluations (Allauzen et al., 2013; Pécheux et al., 2014) . SOUL scoring being too costly to be integrated during decoding, it fits perfectly the reranker scenario, which furthermore enables to use larger contexts for n-grams. We used both monolingual (Le et al., 2011) and bilingual (Le et al., 2012 ) SOUL 10-gram models, which were trained on the WMT'12 data.
• POS language model: part-of-speech (POS) LMs have been shown to yield improvements in n-best list reranking (Carter and Monz, 2011) . In this work, we trained a 6-gram POS LM using Witten-Bell smoothing.
• IBM1 : the IBM1 scores (p(e|f ) and p(f |e)) of the complete hypothesis ).
• phrase-based confidence score : bi-phrases are associated to a posterior probability, inspired from n-gram posterior probability estimation as defined in (de Gispert et al., 2013) . Let E be the set of all hypotheses in the space of translation hypotheses defined by the n-best list used for source sentence f , and E α be the subset of E such that word alignments in sentence pairs (e , f ), ∀e ∈ E α , allow us to extract bi-phrase α. Let also H(e, f ) be the score assigned by a baseline decoder (denoted as 1-pass Moses henceforth) to sentence pair (e, f ). We use the following posterior probability for α:
Then, the logarithms of each phrase's confidence score are summed to use as a confidence score for the complete hypothesis.
Rewriting phrase table
Taking the whole translation Our second approach consists in extracting the rewriting phrase table containing bi-phrases that were the most probable according to the set of all models used in 1-pass Moses. Selection of biphrases for each sentence is done in a binary fashion, depending on their presence in k-best lists of 1-pass Moses for a given value of k. This configuration will be denoted confk.
Training examples
We tried several sets of examples to train the ranker of rewriter. We used the 1,000-best list of the development set produced by 1-pass Moses during its tuning. In other configurations we mixed a) the neighborhood of the reranker n-best hypotheses computed by our system on the development set using a rewriting phrase table containing the bi-phrases found in the k-best list produced by 1-pass Moses; and b) the neighborhood of the one-best hypotheses of reranker using a rewriting phrase table containing the 10-best translations from the 1-pass Moses translation table according to the direct translation model. Both neighborhoods are produced by a single iteration of rewriter. We denote respectively these sets of hypotheses n-bestNeigh and 10PefNeigh. Our intuition behind the constitution of these training sets is that the ranker of rewriter needs, in order to perform well, training examples that will be similar to hypotheses that it actually generates.
Experiments

Experimental setup
We used two datasets from two different domains: the data provided for the WMT'14 medical translation task 3 (Medical) and a smaller task using the TED talks 4 (TED Talks) data of the IWSLT evaluation campaigns. For the Medical task we used only the English to French translation direction, and both translation directions, English to French and French to English, for the TED Talks task. In this work, the main part of our experiments uses Medical, and TED Talks will be used at a later stage to study a lower-quality situation (cf. 4.5). For the Medical task, initial decodings were produced using a LM trained on all WMT'14 monolingual and bilingual medical data, while for the TED Talks task we used a much larger LM trained on all the data provided for WMT'13 5 . Both are 4-gram LMs estimated with Kneser-Ney smoothing (Chen and Goodman, 1998) . For the 6-gram POS LMs used (see 2.2), we used the same data as used for the token-based LM for Medical, and the concatenation of the News Commentaries and Europarl sub-parts of the WMT'13 data for TED Talks. Table 1 : Corpora used in this work.
We first built a state-of-the-art phrase-based SMT system using Moses (Koehn et al., 2003) with standard settings. We tuned its parameters towards BLEU (Papineni et al., 2002) on the tuning dataset using the kb-mira implementation available in Moses with default parameters.
Our results will be compared using BLEU and TER (Snover et al., 2006) to a) the initial best translation produced by the Moses decoder (1-pass Moses) and b) the best translation obtained by reranking the 1,000-best list of 1-pass Moses (reranker). Since reranker implements a well-documented approach and uses types of features commonly used in reranking tasks we will consider it as our main baseline. It was trained using kb-mira on the 1,000-best of the development data decoded by 1-pass Moses.
In our experiments, rewriter rewrites the one-best hypothesis 6 produced by reranker using the operators Replace, Split and Merge as described in section 2.1. Table 2 gives the results of the 1-pass Moses decoding for the Medical task and the reranking results of reranker applied to the 1-pass Moses 1,000-best list.
Baseline results
1-pass Moses obtains a score of 38.2 BLEU on the test set, which can be considered as a good baseline system. 7 reranker outperforms 1-pass Moses by 3.5 BLEU, indicating a strong performance of the features used on this task. In particular, SOUL is known to be a useful feature for reranking n-best lists on highlyinflected languages such as French. Note also that the SOUL models we used were trained on the WMT'12 monolingual and bilingual data and so were better informed than the models used during the 1-pass Moses decoding. 8 Moreover, as can be seen on Figure 1 , the 1,000-best oracle reveals a large potential for improvement over the one-best (+12.4 BLEU). We further observe that the reranked list of reranker shows a much faster potential for translation improvement. 
rewriter results
Results for the different rewriting phrase tables and training examples are given in Table 2 . First, concerning the rewriting phrase table, for the k=5 (rpt5pef) and k=10 (rpt10pef) configurations 9 a decrease of 0.7-0.8 BLEU over reranker is obtained. This illustrates that naive rewritings applied on the test set cannot be used with our training regime to improve translation quality.
In the next experiments, we used a confk rewriting table. Table 2 10 shows the results of rewriter when rewriting the one-best hypothesis from reranker for various values of k to define the k-best list from which the rewriting table is built. Various training sets are also considered in the table.
The 1-pass Moses 1,000-best configuration reused the same set of hypotheses used to train reranker. For this configuration, rewriter loses 2.6 BLEU over reranker on the test set with conf10k. Of course, this training data set is of a quite different nature compared to the hypotheses built by rewriter.
In the 10pefNeigh training, the ranker is trained with the neighborhoods produced by the first iteration of rewriter on the development set with a rewriting phrase table containing only the k-best translations for each source phrase according to the direct translation model. This configuration 9 We did not experiment with higher values of k because of the computationnal cost of the features used by reranker. Indeed, adding more phrase translations increases the size of the neighborhoods corresponding to many additional n-grams to score by SOUL, the most expensive model. 10 In Table 2 the number of unique bi-phrases for the rpt rewriting phrase tables is computed by considering only source phrases appearing in the test set, for the n-best Neighborhood configurations we merged the phrase tables of each sentence into one and count just as one unique entry biphrases appearing several times.
improves over the previous one by 1.7 BLEU, but is still 0.9 BLEU below reranker. Adding the neighborhoods of the reranker n-best hypotheses produced with a conf10k rewriting phrase table to the training data does not improve over the previous situation for n = 10, but increasing n to 30 and then 50 produces strong improvements on the test set (resp. +1.4 and +1.6 BLEU). Considering a larger neighborhood obtained by rewriting the best n = 90 hypotheses does not yield further gains. We denote from now on opti our best configuration thus far, considering the performance on the development set and having the largest confidence-based rewriting phrase table considered.
Letting rewriter perform a beam search on the 10-best hypotheses of the test set, further gains are obtained, corresponding now to an improvement of +1.9 BLEU over our reranker baseline, or +5.4 BLEU over 1-pass Moses. 11 Furthermore, although taking the bi-phrases from the 10,000-best is our best configuration, it is interesting to note that taking bi-phrases from the 10-best only already yields a moderate improvement of +0.6 BLEU over reranker. Figure 2a shows that up to k = 10, 000 higher value of k to extract the rewriting phrase table increase the BLEU score on the test set. 12 We did not experiment with higher values of k, but plan to use the output lattice produced by 1-pass Moses to compute efficiently posteriors for larger sets of bi-phrases (de Gispert et al., 2013) .
As illustrated on Figure 2b , rewriter mostly improves the BLEU score during the three first iterations and then converges at the ninth iteration. However, it is important to note that not all sentences are actually improved by our system. As illustrated on Figure 3a , opti improves 40.8% of the sentences of the test set but degrades 29.2% of them according to sentence-BLEU (Lin and . It is certainly the case that more informative confidence features may help idenfity more precisely which fragments of the translations should really undergo rewriting. We will investigate the exploitation of an oracle phrase-based confidence measure in Section 4.2.
11 Using a beam becomes quickly prohibitive: using 12 threads, 25 mn vs. 3h were needed for the test set for the configurations of size 1 and 10, respectively.
12 Note that even for k = 10, 000 the computed neighborhoods are still quite small with an average of 116 hypotheses for each hypothesis to rewrite per iteration, against an average of 788 hypotheses for the rpt10pef configuration. 4 Analysis of confidence-based rewriting
Performance of rewriter depending on the quality of initial hypotheses
The first question we address in our analysis of rewriter is whether its performance depends on the difficulty of each individual sentence. As a proxy of sentence difficulty we used sentence-BLEU of 1-pass Moses, and used it to divide the sentences of the test set into quartiles. Figure 4 shows that reranker improves more over 1-pass Moses and that at the same time rewriter improves more over reranker as the sentences are more difficult. In particular, rewriter obtains a 8.6 BLEU improvement over 1-pass Moses on the more difficult quartile, but only a 1.3 BLEU improvement on the least difficult quartile. We hypothesize that better performance may be achieved if adapting the training and rewriting of rewriter to sentences of varying quality, which may, for instance, be estimated with off-the-shelf estimators (Specia et al., 2013) .
Semi-oracle experiments: rewriting only incorrect fragments
We observed in section 3.3 that our opti configuration, which obtains strong improvements in translation quality (as given by corpus-BLEU), in fact degrades (as given by sentence-BLEU) a significant proportion of sentences. To further analyze these results, we simulate a situation where oracle confidence information is available at the phrase-level: in particular, rewriter is prevented from rewriting bi-phrases whose target phrase appears exactly in the reference transla- tion. 13 Furthermore, this "freezing" of bi-phrases can be repeated after each iteration of rewriter. Thus, we now have an oracle situation for choosing which source phrases may be rewritten, but the rest of the rewriting procedure is still fully automatic. Moreover, we purposefully did not adapt the training procedure to this new configuration, and reused opti as is. Results, reported in Table 3 , indicate that an additional 1.5 BLEU is obtained from opti, or 3.1 BLEU from reranker and 6.6 BLEU from 1-pass Moses. The use of a larger beam of size 10 did not improve those results any further. At the first iteration, rewriter "froze" approximatively 65.6% of the bi-phrases, and 70.5% at the last iteration, demonstrating the ability of rewriter to find good rewritings that match the reference translation. Looking at Figure 3b , we now find that, as expected, only a limited number of sentences are now degraded by rewriter. The large improvements obtained clearly underlines the important role that better confidence estimates could play in our framework. 
Oracle experiments: making only the correct decisions
We now turn to the situation where only rewritings that actually improve translation performance would be made. In practice, we use a simple solution: we resort to greedy oracle search (GOS) (Marie and Max, 2013) , where sentence-BLEU is maximized using rewritings from the opti phrase table. At each iteration the rewriting in the neighborhood that maximizes sentence-BLEU is selected until convergence. Results for this greedy search oracle appear in the last column of Table 2 and allow us to put in perspective the individual potential of the var-ious tested configurations. We can first notice that the rpt5pef phrase table allows the oracle to reach 50.6 BLEU, 8.1 BLEU below the oracle value obtained with conf10k, although rpt5pef contains twice as many bi-phrases. The same conclusion can be made about rpt10pef, which is 3.9 BLEU higher than rpt5pef but contains nearly twice as many bi-phrases. Finally, although conf10k contains approximatively four times fewer bi-phrases than rpt10pef, its oracle value is 4.2 BLEU higher. This points out the fact that conf10k is a lot more precise rewriting phrase table for the translations to rewrite, as well as the fact that rpt5pef and rpt10pef are much noisier and consequently difficult to use efficiently by our automatic rewriting procedure.
Manual error analysis
In the previous sections, we have shown that our automatic rewriting procedure can improve translation quality over both an initial Moses baseline, and a reranked baseline using the same features as our procedure. We have further shown in section 4.3 that much larger improvements could be obtained by using an oracle procedure.
We now focus on the four following configurations:
1-pass Moses, reranker, rewriter and GOS. Although this four configurations are well separated both in terms of BLEU and TER scores, it is informative to look more precisely into what makes their results different. We performed a small-scale manual error analysis of these four configurations. A French native speaker annotated 70 translation hypotheses using an error typology adapted from (Vilar et al., 2006) .
Results of the manual error analysis are reported in Table 4 . The most significant results are for the disamb(iguation) and form error types, the former being more related to translation accuracy, and the later to fluency. In both cases, we first observe a strong reduction of errors between 1-pass Moses and reranker, which demonstrates the positive impact of the features used on these levels. Then, another, similar reduction is obtained between reranker and rewriter, demonstrating that our reranking procedure manages to identify more precise and fluent hypotheses. Finally, a further reduction is found between rewriter and GOS, indicating that our proposed local, greedy rewriting can still be improved, notably by using more informative features and better confidence estimates.
The other types of error categories are less informative. We find no clear differences in error types attributable to style issues, which seem to be irrecoverable even for GOS. reranker and rewriter both improve on order-related errors over 1-pass Moses, but our local rewriting unsurprisingly did not fix any of these errors. Finally, reranker and rewriter decreased slightly the number of extra words from 1-pass Moses, while GOS sometimes artificially introduces extra words.
Lower-quality SMT experiments
We now turn to the question of how our rewriting system fares on a more difficult task, and used TED Talks, 6 BLEU below Medical for the English to French direction, for this purpose. In the same way as we did for Medical, we first tried to find the best training configuration for the ranker of the rewriting system. For this task, mixing the n-best neighborhood and 10pefNeigh with n=10 seemed to be sufficient to have no more improvement on the development set by increasing n for both language directions, so we used this training configuration. As for the rewriting phrase table used on the test set, we simply selected conf10k as in the Medical task. Results are reported in Table 5 for French to English and English to French.
We first observe that reranker performed similarly for the two translation directions, by improving 1-pass Moses by 0.5 BLEU. The smaller improvements may be partly attributed to the better LM used in 1-pass Moses, implying a better early modeling of grammaticality, but also by the fact that models such as SOUL and POS LMs rely on accurate contexts and are therefore more apt to help in choosing translations among generally better candidates.
Finally, rewriter obtains smaller but consistent improvements over reranker: +0.4 BLEU for translation into English, and +0.9 BLEU for translation into French. The smaller improvement in the former situation may be attributed to the nature of the target language which has a simpler agreement system. Consequently, the form-related errors discussed in Section 4.4 are possibly less subject to improvement here. Table 5 : Results for the baselines, our best configuration and the semi-oracle for the TED Talks.
Related work
Reranking of translation hypotheses n-best list reranking was extensively studied in , using features not used in the initial decoder such as IBM1 scores (which also proved useful for word-level confidence estimation (Blatz et al., 2004) ) and generative syntactic models. While the experiments in did not show any clear contribution of syntactic information used in this manner, the later work by Carter and Monz (2011) managed to successfully exploit syntactic features using discriminative language modeling for n-best reranking. Gimpel et al. (2013) outperformed n-best reranking by generating, with an expensive but simple method, diverse hypotheses used as training data. Recently, Luong et al. (2014b) reranked n-best lists using confidence scores at the hypothesis level computed from word-level confidence measures learnt from roughly 10,000 SMT system outputs annotated by humans. et al. (2007) described a greedy search decoder, first introduced in (Germann et al., 2001 ), able to improve translations produced by a dynamic programming decoder using the same scoring function and translation table. However, the more recent work by Arun et al. (2010) using a Gibbs sampler for approximating maximum translation decoding showed the adequacy of the approximations made by state-of-the-art decoders for finding the best translation in their search space. Other works were more directly targeted at automatic post-editing of SMT output, and approached the problem as one of second-pass translation between automatic predictions and correct translations (Simard et al., 2007; Dugast et al., 2007) . The recent work of Zhu et al. (2013) attempts to repair translations by exploiting confidence estimates for examples derived from the similarity between source words in the input text and in training examples. Luong et al. (2014a) obtained improvements by computing word confidence estimation, trained on human annotated data, and large sets of lexical, syntactic and semantic features, for the words in the n-best list produced during a first-pass decoding, and performing a second-pass decoding exploiting these new scores.
Rewriting of translation hypotheses Langlais
Confidence estimation of Machine Translation
The Word Posterior Probability (WPP) proposed by Ueffing and Ney (2007) , derived from information from the n-best list produced by a decoder, proved to be useful for estimating word-level confidence. Bach et al. (2011) worked on the issue of predicting sentence-level and word-level MT errors by using WPP and other features derived from the source context, the source-target alignment, and dependency structures, but relied on a significantly large manually annotated corpus of MT errors. De Gispert et al. (2013) calculate k-gram posterior probabilities from n-best lists or word lattices, and demonstrated that they were reasonably accurate indications of whether specific kgrams would be found or not in human reference translations. Finally, the work of Blackwood et al. (2010) proposed to segment translation lattices according to confidence measures over the maximum likelihood translation hypothesis to focus on regions with potential translation errors. Hypothesis space constraints based on monolingual coverage are then applied to the low confidence regions to improve translation fluency.
Conclusions and perspectives
In this paper, we have described an approach that improves translations a posteriori by applying simple local rewritings. We have shown that the quality of phrase-level confidence estimates has a direct impact of the amplitude of the improvements that can be obtained, as well as the initial quality of the rewritten hypotheses. We have used a very simple definition for confidence estimates under the form of phrase posteriors estimated from n-best lists from an initial decoder, which obtained good empirical performance, in spite of not requiring large human-annotated datasets as in other approaches (Bach et al., 2011; Luong et al., 2014b) .
Our work could be extended in several directions. First, we could use a larger set of rewriting operations (Langlais et al., 2007) , including the rewrite (sic) operation introduced in (Marie and Max, 2013 ) that paraphrases source phrases and then translates them.
We could also possibly consider any phrase segmentation compatible with a specific word alignment rather than rely on specific phrase segmentations. This would allow us to attain faster some rewritings that could otherwise require several rewriting iterations and may never be attained by the greedy procedure.
More features could also be used, for instance to model more fine-grained syntax (Post, 2011) or document-level lexical coherence (Hardmeier et al., 2012) . However, anticipating that some features might be very expensive to compute, we could adapt our procedure to work in several passes: initial passes would tend to restrict the search space more and more using an initial set of features, before a more expensive pass would concentrate on a limited number of hypotheses. Figure 1 indeed already showed a much faster oracle improvement between 1-pass Moses and reranker for n-best list of small sizes.
Another avenue for improvement lies in the possibility to perform the training of our rewriter by providing it with more reference translations. As these are typically not readily available, we could resort to targeted paraphrasing (Madnani and Dorr, 2013) to rewrite reference translations into acceptable paraphrases that reuse n-grams from the best hypotheses of the system so far. Contrarily to (Madnani and Dorr, 2013) , we could bias the paraphrasing table so that it only contains paraphrases that correspond to target phrases of high confidence values, which would add new n-grams likely of being produced by rewriter.
It is furthermore worth noticing that our work proposes a potential answer to an original question: contrarily to typical works on sub-sentencial MT confidence estimation, which predict whether a word or phrase is correct or not, our rewriter system could be used to determine automatically whether a rewriting system could (if asked to) attempt to improve locally a translation, or whether a human post-editor should already tackle working on improving it. As we showed in our manual error analysis in section 4.4, there are in fact many instances of errors that could not be recovered by our approach, be it because of its local rewriting strategy or of the bilingual resources or models used, so that some knowledge would have to be provided as hard constraints by a human translator, as hinted in (Crego et al., 2010) . We could then finally have our rewriter system work in a turn-based fashion in collaboration with a human translator, fixing errors or making improvements that are being made possible by the last edits from the translator.
