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This thesis discusses several aspects and possible improvements of equity momentum strate -
gies in finance. Equity momentum is the phenomenon that stocks that have recently outperform -
ed continue to outperform, while underperformers will continue to underperform. Equity strate -
gies that exploit this phenomenon by buying the recent outperformers and short-selling the
recent underperformers have proven to be profitable for investors. In his Nobel prize lecture in
2013 Eugene Fama referred to this performance of the momentum strategy as being the biggest
challenge for the efficient market hypothesis.
Nevertheless, equity momentum is also known for its crash risk, wiping out years of average
positive returns in just a few months, and the fact that its risk and returns vary over time. In this
thesis different hedging strategies are applied to reduce momentum’s crash risk and time varying
exposures without reducing its positive average returns. Furthermore, different recent improve -
ments of momentum are combined in a mean-variance optimization set-up. Optimization also re -
duces momentum’s crash risk and its time varying exposures. Moreover it improves momentum’s
Sharpe ratio for moderate transaction costs.
Finally, this thesis addresses momentum’s time varying risks and returns in a different way. A
Bayesian latent factor model where the number of latent factors is allowed to vary over time is
derived. Using the predictive likelihood approach this model is then applied to a residual industry
momentum strategy. In turbulent times, like the crisis that started in 2008, the Bayesian latent
factor model performs well in terms of risk and return characteristics.
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Chapter 1
Introduction
1.1 Motivation
Equity momentum is the phenomenon that the stocks that recently have outperformed
other stocks continue to outperform these stocks in the coming months. Likewise, stocks
that have underperformed continue to underperform in the coming months. Jegadeesh
and Titman (1993) show that a strategy that is long in the stocks that have recently
performed well and short in the stocks that have underperformed has positive average
returns.
Equity momentum has turned out to be a profitable strategy, available to many investors.
Using just historical returns of the stocks in one’s investment universe is sufficient to
exploit equity momentum. Academics struggle to explain momentum’s performance as a
reward for risk and as such equity momentum challenges the efficient market hypothesis.
Nobel laureate Eugene Fama even refers to momentum as the biggest challenge to market
efficiency1.
Despite momentum’s positive average returns, it exhibits substantial crash risk. A crash of
just several months wipes out years of positive average returns; in this sense, momentum
is not an attractive strategy for a risk-averse investor, or even any investor at all. Next
to this crash risk, momentum also exhibits time-varying risks and returns, in particular
over the business cycle.
1See, for example, http://www.nobelprize.org/nobel prizes/economic-sciences/laureates/
2013/fama-lecture.html for Eugene Fama’s Nobel prize lecture.
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All these aspects make momentum less attractive for investors and support the efficient
market hypothesis that momentum’s positive average returns are a compensation for
specific types of risks. In this thesis we explore several models and methods that are able
to reduce momentum’s crash risk as well as its time-varying risks and returns. Moreover,
these strategies are able to improve momentum’s performance by increasing the Sharpe
ratio. As such, results are interesting for practitioners as well as academics who study
momentum’s challenge of the efficient market hypothesis.
In the three essays in this thesis we look at equity momentum in different ways. In
Chapter 2 we compare and combine alterations of the equity momentum strategy, while in
Chapter 3 our approach is to leave the equity momentum strategy as it is and investigate
if, and how, hedging is able to improve momentum’s performance. Both chapters aim
at reducing momentum’s time-varying risks and returns as well as its crash risk while
improving, or at least maintaining, momentum’s returns. In Chapter 4 we look at the time
variation in the comovements of stock returns using a Bayesian latent factor model and
subsequently apply this model to a momentum strategy. This strategy performs relatively
well in times of market turbulence when equity momentum itself experiences negative
returns. As such, all essays address time variation in general, and that of momentum
more specifically, in different ways.
1.2 Summary of Methods and Results
Equity momentum thus exhibits substantial crash risk. Daniel and Moskowitz (2013)
and Daniel, Jagannathan, and Kim (2012) among others state that momentum’s average
positive returns are a compensation for its crash risk. In Chapter 2 and Chapter 3 we
show that optimization, combination and hedging strategies are able to substantially
reduce momentum’s crash risk without affecting its positive average returns. As such we
weaken this crash risk explanation of momentum.
Momentum’s crash risk is a consequence of its time-varying exposures. Grundy and
Martin (2001) show that, by construction, momentum has time-varying exposures to
the three Fama and French (1993) equity risk factors. Although momentum’s average
exposures to these risk factors are close to zero, the momentum strategy’s exposures to
these factors do vary substantially over time, depending on the recent returns on the equity
risk factors. If the recent returns on a particular factor have been negative, momentum
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is negatively exposed to this particular factor. If the return on this factor then reverses
to a positive return the momentum strategy suffers from its negative exposure to this
factor. Actually, momentum’s largest losses occurred in July 1932 and March 2009 after
equity markets strongly recovered from two of the largest losses on equity markets ever.
In Chapter 3 we show that hedging momentum’s time-varying exposures to the equity
risk factors indeed reduces momentum’s crash risk.
Another consequence of momentum’s time-varying exposures is that its performance varies
over the business cycle, as shown by Chordia and Shivakumar (2002). Momentum suffers
when the return on the equity risk factors reverses and these reversals occur more often
during specific stages of the business cycle. Most prominent are momentum’s large losses
at the end of recessions when equity markets already start to recover from their previous
losses, even before the real economy recovers and starts expanding again. Hedging
momentum’s time-varying exposures thus also reduces momentum’s return variation over
the business cycle, see Chapter 3.
The standard equity momentum strategy does not take into account the risks of the
constituent stocks; it is a strategy that simply attaches equal weights to the stocks in the
top and bottom of momentum’s ranking. It would be straightforward to apply Markowitz
(1952) mean-variance optimization to make a trade-off between the expected returns and
risks in the momentum strategy. However, several claim that mean-variance optimization
does not provide a better risk-adjusted performance. For example, Michaud (1989)
refers to mean-variance optimization as ’error maximization’ and DeMiguel, Garlappi,
and Uppal (2009) find that equally weighted equity portfolios outperform optimized
portfolios. Nevertheless, in Chapter 2 we find that applying mean-variance optimization
to the equity momentum strategy does improve momentum’s performance, in particular,
when combined with other improvements of equity momentum.
Momentum’s top-bottom phenomenon is key to take into account when applying standard
mean-variance optimization. The momentum phenomenon of continuing outperformance
of recent outperforming stocks only holds for the stocks that are ranked high according to
their recent performance. Stocks in the middle of momentum’s ranking actually do not
outperform other stocks in the middle of this ranking, although their recent performance
might be higher than that of other stocks in the middle of momentum’s ranking. Similarly,
only the lowest ranked stocks continue to underperform in the coming months. When
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using the stocks’ recent performance as input for the expected returns, mean-variance
optimization suffers since the differences in expected returns of stocks in the middle of
momentum’s ranking are not reflected in the stocks’ realized returns. In Chapter 2 we
find that taking into account momentum’s top-bottom phenomenon further improves
momentum’s performance.
Optimization of equity momentum also reduces momentum’s time-varying exposures
and thereby its crash risk and return variation over the business cycle. Mean-variance
optimization is a trade-off between the risks and returns of the stocks in the investment
universe. As such, it does take into account the risks associated with the stocks in the
momentum strategy; at times when the equally weighted momentum strategy is more
exposed to the equity risk factors, standard mean-variance optimization selects the stocks
with relatively less risk and less exposures to the equity risk factors. In Chapter 2 we
indeed find that the optimized momentum strategy has less time-varying exposures and
therefore also exhibits less crash risk and performs more stable over the business cycle.
Recent alterations of the equity momentum strategy have also improved momentum’s
performance. In particular, residual momentum by Blitz, Huij, and Martens (2011) and
constant-risk momentum by Barroso and Santa-Clara (2015) outperform the standard
momentum strategy. Residual momentum is also an equally weighted zero net-investment
strategy. Rather than ranking stocks on their recent total returns, residual momentum
ranks stocks on their residual returns from the regression of the stocks’ total returns
on the Fama and French (1993) equity risk factors. Constant-risk momentum adjusts
the exposure of the standard momentum strategy to address its time-varying risks. If
standard momentum’s recent returns have been volatile, constant-risk momentum reduces
the exposure to the standard momentum strategy, while it increases the exposure when
momentum returns have recently been less volatile. In Chapter 2 we compare these
alterations of equity momentum as well as our optimized momentum to the standard
momentum strategy. We find that residual momentum performs best in terms of Sharpe
ratio, but optimized momentum exhibits the least crash risk. In Chapter 2 we also show
that combining alterations of the equity momentum strategy outperforms both standard
momentum as well as our optimized and the residual and constant-risk alternatives, both
in terms of Sharpe ratio as in terms of crash risk. Using a bootstrap test on the differences
between the Sharpe ratios of the different strategies we find that the Sharpe ratio of the
combined strategy is also significantly higher than those of standard, optimized, residual
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and constant-risk momentum strategies over the full sample. Although mean-variance
optimization often increases transaction costs we find that the outperformance of specific
optimized and combined momentum strategies does not come at the cost of substantial
additional transactions compared to standard and residual momentum. The combined
strategies consistently outperform the standard and constant-risk momentum strategies
over different subsamples between 1929 to 2014, but the residual momentum strategy
performs best both in terms of Sharpe ratio and crash risk in the most recent subsample
starting in 1973; however, residual momentum’s Sharpe ratio is not significantly higher
than those of the combined strategies during these subsamples.
Throughout this thesis equity risk factors play a role in different places: in the factor
covariance matrix used for the optimization strategy, in the time-varying risks and
exposures of momentum and in the different altered and combined momentum strategies.
As such, we zoom also zoom on factor models in Chapter 4, in particular, on a Bayesian
latent factor model. We show that conditional posteriors of the latent factors and the
factor loadings are well-known distributions if we use flat or conjugate priors. We discuss
the well-known issue that the number of factors in a static factor model are typically
fixed. Using predictive likelihoods we are able to determine the optimal number of latent
factors. We find that the optimal number of latent factors varies considerably over time.
We also apply the Bayesian latent factor model in a momentum based strategy and
make use of the fact that this Bayesian model takes the uncertainty with respect to the
parameters and the unknown latent factors into account when forecasting. In particular,
we apply the Bayesian latent factor model to a momentum based strategy for ten industry
portfolios. We find that selecting the best industry every year from ranking the stocks on
their recent residuals from the latent factor model with time-varying number of factors
performs well, in particular in comparison to a similar strategy based on static latent
factors. We find that the choice for the size of the training sample is important for the
performance of the strategy.
The Bayesian latent factor model application to residual industry momentum particularly
outperforms other residual industry moment strategies in turbulent times, for example,
during the crisis that started in 2008. We hypothesize that a Bayesian latent factor model
adjust more quickly to big shocks than static models with known rather than latent factors,
like, for example, the Fama and French (1993) equity risk factor model. During the more
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quiet times, like in the nineties, the applications of other static models with known factors
also perform well. We therefore hypothesize that time-varying combinations of model
structures and momentum strategies improve momentum’s performance, though at the
cost of increased complexity.
1.3 Outline
This thesis consists of two parts. The first part consists of Chapter 2 and Chapter 3
and contains empirical research on the improvement of the equity momentum strategy.
Chapter 2 is based on Bas¸tu¨rk, Hoogerheide, Van Dijk, and Van Oord (2016). Chapter 3
has been published as Martens and Van Oord (2014). In these two chapters we explore
whether optimization and hedging as well as combining different momentum strategies
improve momentum’s performance. The second part, in Chapter 4, is based on Bas¸tu¨rk,
Grassi, Hoogerheide, Van Dijk, and Van Oord (2016) and it contains the derivation of a
Bayesian latent factor model and its application to a momentum based strategy on ten
industry portfolios.
The contribution of Chapter 2 is twofold: first, it shows the impact on momentum’s
performance if we apply mean-variance optimization and, secondly, it combines this opti-
mization together with other alterations of the equity momentum strategy like residual and
constant-risk momentum. We evaluate the performance of the optimized and combined
momentum strategies in terms of standard equity performance measures. like the Sharpe
ratio. as well as their crash risk characteristics. like the maximum monthly loss and the
maximum drawdown. The crash risk characteristics play an important role in evaluating
momentum strategies since standard momentum is known for its crash risk. With respect
to combining different momentum strategies into new strategies we find that specific
combinations outperform the standard momentum strategy as well as residual, constant-
risk and optimized momentum strategies, without significantly increasing transaction
costs.
Chapter 3 focuses on hedging momentum’s time-varying risks. We apply two feasible
hedging strategies to reduce momentum’s time-varying exposures to the equity risk
factors and as such aim at reducing momentum’s time-varying risks. Since standard
momentum’s time-varying exposures result in substantial crash risk as well as variation in
the performance over the business cycle we particularly focus on these characteristics after
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hedging. We indeed find that hedging the time-varying exposures of equity momentum
reduces its crash risk as well as its performance variation over the business cycle. It turns
out that a conditional hedging strategy using momentum’s recent time-varying returns
to estimate the time-varying exposures performs better than the commonly used hedging
strategy aggregating the individual stocks’ exposures that constituent the momentum
strategy at that particular moment.
The second part of this thesis consists of Chapter 4 and contains the derivation of a
Bayesian latent factor model. In particular, we focus on how to determine the optimal
number of factors in a latent factor model. We use the predictive likelihoods of the latent
factor models, that only differ in the number of factors applied, to determine the optimal
number of factors. We find that the optimal number of latent factors varies considerably
over time. We also apply the latent factor model to a residual momentum based strategy
of ten industry portfolios. Compared to static models with known factors the Bayesian
latent factor model performs particularly well in turbulent times.
1.4 Declaration of Contribution
In this section I declare my contribution to the different chapters of this thesis and
acknowledge the contributions of others.
Chapter 1: I have written this chapter independently and implemented feedback that
I received from my supervisor.
Chapter 2: This chapter is based on Bas¸tu¨rk, Hoogerheide, et al. (2016). The ideas
on mean-variance optimization of standard momentum and combining different strategies
were discussed in joint meetings, where I participated as a full member. I have performed
the data gathering, programming and much of the analyses of this chapter. The writing
is done in collaboration with my co-authors. I have implemented valuable comments from
the members of the doctoral committee which also inspired me to add further empirical
analyses. A modified version of this chapter will be submitted for publication in an
international journal.
Chapter 3: This chapter is based on Martens and Van Oord (2014) that appeared in
the Journal of Empirical Finance. Developing the ideas of this chapter was a joint project
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with the co-author, where I fully participated. I have programmed all analyses in this
chapter. The writing of this chapter is joint work with the co-author.
Chapter 4: This chapter is based on Bas¸tu¨rk, Grassi, et al. (2016). Preliminary ideas
were a continuation of a project of my co-authors on cointegration models. I fully
participated in the derivation and double checking of the new theoretical results. I have
participated in the writing jointly with my co-authors. I also contributed by implementing
the valuable comments that we received from the members of the doctoral committee. The
results of this chapter will be published in a book that will appear by Springer Verlag.
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Equity momentum strategies at work
∗
2.1 Introduction
Exploiting momentum in a portfolio of stocks has been a profitable and therefore popular
strategy among investors over a long period of time. At the same time, explaining
momentum’s positive performance in connection with the efficient market hypothesis has
turned out to be a great challenge for academics. Nobel laureate Eugene Fama refers to
momentum in his Nobel prize lecture as the biggest challenge to market efficiency 1.
The standard equity momentum strategy ranks stocks on their recent returns, skips a
particular short-term period to overcome short-term return reversals and then buys the
stocks in the top of the ranking and short-sells the stocks in the bottom of this ranking.
The strategy applies equal weights to the stocks. Jegadeesh and Titman (1993) show that
this zero net-investment strategy yields positive average returns.
In this chapter we explore the working of several extensions of standard momentum. We
start with mean-variance optimization of equity momentum with a focus on momentum’s
top-bottom phenomenon. This top-bottom phenomenon refers to the fact that stocks
in the top and bottom of momentum’s ranking out- and underperform the other stocks,
while stocks ranked in the middle do not outperform each other consistently over the total
∗This chapter is based on Bas¸tu¨rk, Hoogerheide, et al. (2016), see also Van Oord (2015)
1See http://www.nobelprize.org/nobel prizes/economic-sciences/laureates/2013/
fama-lecture.html for Eugene Fama’s Nobel Prize lecture
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time period considered.
Apart from the proposed mean-variance optimization we investigate two other recent
extensions of equity momentum: the residual momentum strategy by Blitz et al. (2011)
and, as we call it, the constant-risk momentum strategy by Barroso and Santa-Clara
(2015).
The working of these different momentum strategies is evaluated by using common return
characteristics like the average realized return, realized volatility and Sharpe ratio, but
also using several crash risk features. Equity momentum is well-known for its crash risk: in
1932 and 2009 this strategy lost 95 and 83 percent, respectively, in just three months. For
this reason, Daniel et al. (2012) and Daniel and Moskowitz (2013) state that momentum
fits the efficient market hypothesis as its performance is a reward for this crash risk.
A first conclusion from our empirical analysis is that the three suggested strategies
outperform standard momentum in terms of higher Sharpe ratios and less crash risk.
When one compares these strategies among each other a mixed result appears. In terms
of a higher Sharpe ratio residual momentum performs best, while in terms of crash risk,
the optimization strategy is best.
Therefore, we continue the analysis using several combinations of the mean-variance
optimized, residual and constant-risk momentum strategies. Empirical results indicate
further improvements in terms of return and crash risk characteristics for these combined
momentum strategies over the whole period 1929 - 2014.
Given these improvements in momentum’s Sharpe ratio, we also investigate whether
these improvements are statistically significant. We do not only test if a Sharpe ratio
is significantly larger than zero, but also whether the Sharpe ratio of each strategy is sig-
nificantly higher than the Sharpe ratios of standard momentum and other improvements
of momentum. The Sharpe ratios of thecombination strategies turn out to be higher while
they also havebetter performance in terms of crash risk. However, we note that this holds
forthe whole period considered.
In order to explore the effect of transaction costs, we check whether the different proposed
strategies and their combinations lead to an increase in the transaction costs that may
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adversely effect their profitability. We find that the performance of most strategies is not
very sensitive to reasonable changes in the amounts of transaction costs. Specifically, the
number and average size of the transactions of the different strategies do not substantially
increase compared to the standard momentum strategy, except for the constant-risk
strategies.
The results, described so far, hold for the whole period 1929 - 2014. A major concern with
respect to the performances of equity momentum strategies is their sensitivity to special
data features as turbulence and volatility that may occur in particular subperiods.
We explore the time variation in the exposures of the different strategies to the Fama
and French (1993) equity risk factors as already indicated by Grundy and Martin (2001).
Another concern is the variation in return over the business cycle. A reduction in the
time-varying exposures to the equity risk factors is obtained for the optimized momentum
and the combination strategies. This also implies lower variation in the returns over the
business cycle.
The sensitivity of the performance of the different strategies is also explored in a time
series and episode analysis. Here we investigate how the strategies differ over the pre-
World-War-II period where a major economic crisis occurred; over the post World-War-II
period where a restoration of the economies of the industrialized nations took place and
as a third episode we take the period after the first oil price shock in 1973.
Our results indicate that different strategies have different performances over these three
episodes. The Sharpe ratios of the combination strategies are rather robust for shocks
and turbulence and these strategies also exhibit less crash risk. The Sharpe ratio of
the combination strategies is also significantly higher than those of standard momentum
and other momentum improvements. For moderate transaction costs the combination
strategies also keep the highest Sharpe ratio. However, the residual momentum strategy
performsbest in terms of Sharpe ratio and several crash risk criteria in the thirdepisode
after the oil price shock in 1973, although its Sharpe ratio isnot significantly higher than
those of the combination strategies.
The contents of this chapter is organized as follows. Section 2.2 presents the data,
the standard equity momentum strategy and the stylized fact regarding momentum’s
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top-bottom phenomenon. Section 2.3 continues with different implementations of mean-
variance optimization of momentum taking account of this top-bottom phenomenon.
Section 2.4 contains a comparison of the performance of the optimized, residual and
constant-risk momentum strategies. Section 2.5 contains the results of several combination
strategies. In Section 2.6 we deal with the effect of introducing transaction costs.
Section 2.7 presents the analysis and results of the time-varying exposures of the different
strategies and Section 2.8 contains an analysis of the different momentum strategies over
three important episodes. Section 2.9 contains conclusions.
In the appendices we present some technical details and some robustness checks. Ap-
pendix 2.A contains the details of the closed form solution used in the mean-variance
optimization. In Appendix 2.B we discuss the robustness of the results if we use different
quantiles for the selection of the stocks in the top and bottom deciles of the momentum
strategies. Appendix 2.C describes a bootstrap test that we apply to the Sharpe ratios
of the different strategies as well as their differences. We make use of a block bootstrap
which is a simplification of the Ledoit and Wolf (2008) bootstrap test for Sharpe ratios.
We use this bootstrap rather than the Jobson and Korkie (1982) test with the Ledoit
and Wolf (2003) adjustment since this latter test is not valid for non-normally distributed
time series like we have.
The uncertainty of our results is an interesting issue. A major analysis of parameter
and model uncertainty and their effect on the performance of the different strategies is
outside the scope of this chapter. A first attempt to deal with this feature is presented
in Chapter 4. We take only an initial step in this direction by investigating whether the
Sharpe ratios of the different strategies are significantly larger than zero.
2.2 Data, standard momentum strategy and top-bottom
phenomenon
The data contain all monthly NYSE and AMEX common equity returns from the CRSP
database2 from January 1926 until December 2014. In addition we use the three Fama and
French (1993) equity risk factors: market, size and value, from July 1926 until December
2014 and the 1 month T-bill return from January 1926 until December 2014. Every
2Stocks with exchange code equal to 1 or 2 (NYSE and AMEX respectively) and share code equal to
10 or 11 (representing common shares and as such ruling out ADRs, REITs etc.)
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investment month the investment universe contains stocks that have a stock price higher
than 1$ to overcome possible noise from the relative large tick sizes for these stocks3. We
also require stocks to have at least a return history of 36 consecutive months as we require
36 months to estimate the stocks’ loadings on the Fama and French (1993) equity risk
factors.
The number of stocks included in the analysis varies over time. Figure 2.1 presents the
number of stocks at each time period, with and without the requirement of a 36 month
return history. Without adjusting the universe for the 36 month history the number of
available stocks runs from 484 in January 1926 to 1576 stocks in December 2014; when
adjusting the investment universe for a 36 month return history for each stock the number
of stocks runs from 418 in July 1929 to 1269 in December 2014.
Figure 2.1: Investment universe. Number of stocks in the investment universe after adjusting
for the 36 month return history requirement versus the total number of stocks from January
1926 - December 2014.
2.2.1 Standard momentum strategy
The standard momentum strategy we apply sorts the stocks in the investment universe
based on their past six months performance on returns, skips one month and subsequently
invests in the top decile of this ranking and short-sells the stocks in the bottom decile.
3We follow Pastor and Stambaugh (2003) who exclude stocks with prices lower than 5$; our results
are robust for the exclusion of stocks with prices below 5$, below 1$ or no exclusion at all.
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An equal weighting scheme is used for the stocks in the top and bottom deciles.
Table 2.1 presents the return and crash risk characteristics of this strategy between July
1929 and December 2014. The period of analysis starts in July 1929 since we require the
stocks in the investment universe to have at least 36 months of return history. Standard
equity momentum itself does not require a particular return history, but we do in order
to obtain a fair comparison with other strategies. Both mean-variance optimization and
residual momentum strategies require, for instance, the estimation of the stocks’ factor
loadings using the Fama and French (1993) equity risk factors and 36 months are required
to do so with sufficient accuracy. July 1929 is the first month that 36 months of equity
risk factor returns are available.
Table 2.1 displays several performance characteristics of the standard momentum strategy.
We specifically look into two types: standard characteristics and crash risk ones. Standard
performance characteristics are the annualized mean, annualized volatility and annualized
Sharpe ratio, which practitioners commonly use. Crash risk characteristics are particularly
important for the evaluation of equity momentum performance. Daniel and Moskowitz
(2013) and Cooper, Jr., and Hameed (2004) state, for instance, that equity momentum’s
performance is a reward for its crash risk. We make use of the following four crash risk
characteristics: largest monthly loss, defined as the largest loss in a single month over the
whole period; realized 1% shortfall, defined as the average loss over one percent of the
months with the worst returns (this reduces to the average over the 10 worst months of
our sample of 1026 months); maximum drawdown, defined as the largest cumulative loss
over the whole period; and finally, maximum recovery period, defined as the maximum
time, measured in months, that it takes to recover from a drawdown to the level of the
previous peak. The number of stocks in each case are in line with Figure 2.1.
Table 2.1 indicates that the obtained Sharpe-ratio is not very large, mainly due to the
large volatility and that standard equity momentum exhibits considerable crash risk. A
maximum drawdown of around 300 percent and a maximum recovery period of more
than 400 months, approximately 35 years, are clear indicators of crash risk. We note that
requiring a shorter return history for the stocks to be eligible for the momentum strategy
gave minor differences in terms of risk and return characteristics.
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These results are such that it appears worthwhile to investigate improvements over
standard equity momentum both from an academic and a practical perspective.
Table 2.1: Return and crash risk characteristics of the standard momentum strategy.
The return characteristics are the annualized mean, annualized volatility and annualized Sharpe
ratio over the period July 1929 to December 2014. The crash risk characteristics are the largest
loss in a single month, the maximum drawdown over the whole period and the maximum period
to recover from a drawdown to the level of the prior peak.
Characteristics Results
Annualized Mean 6.5%
Annualized Volatility 22.2%
Annualized Sharpe Ratio 29.3%
Largest Monthly Loss -57.3%
1% Expected Shortfall -38.1%
Full Period Maximum Drawdown 323.6%
Maximum Recovery Period in Months 430
2.2.2 Momentum’s top-bottom phenomenon
Momentum strategies are based on the expectation that past winners will continue to
be winners, and similarly, past losers will continue to be losers. The standard strategy
outlined in the previous paragraph is based on a top-bottom phenomenon, where the
relation between past and future returns are assumed for the top and bottom deciles.
A justification for using this top-bottom phenomenon is presented in Figure 2.2 for the
average monthly performance of ten deciles, where the averages of six months lagged
returns based on the past performance of stocks are shown. These may be labeled as
‘signals’ and are used as inputs for standard momentum strategy. For comparison, the
actual realized returns are also shown. The similarity between averages of past returns
and actual returns is seen at the top and bottom deciles: Decile 1 is clearly characterized
by relatively higher past returns and relatively higher actual returns. Similarly, decile
10 is characterized by relatively lower past returns and relatively lower actual returns.
Using the top and bottom deciles and the past performance of stocks are surely suitable
for portfolio construction.
However, Figure 2.2 further shows that all remaining deciles have a similar average realized
return of approximately 0.9 percent per month but the averages of the past returns
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have a typical decreasing pattern. This substantial difference between the averages of
past returns and actual returns for the stocks in deciles 2-9 may potentially have an
adverse effect on mean-variance optimization using all deciles. In the following sections,
we outline a methodology which incorporates momentum’s top-bottom phenomenon in
mean-variance optimization.
Figure 2.2: Actual versus lagged returns. Average six month lagged return signals (left
axis) used for standard momentum’s ranking and the actual realized returns after one skip
month (right axis) over July 1929 - December 2014.
We emphasize that this data feature holds for the period from July 1929 to December
2014. In Section 2.8 we investigate the robustness of this feature for particular subperiods.
2.3 Mean-variance optimization under the top-bottom
phenomenon
In this section we start with a brief description of standard mean-variance optimization.
Markowitz (1952) puts forward mean-variance optimization as a way to construct equity
portfolios that ex-ante trade-off the risks and returns of the stocks. This is different
from, for example, an equally weighting scheme like the standard equity momentum
strategy and in theory mean-variance optimization would yield better risk adjusted
returns. However, practitioners are not keen on mean-variance optimization as it results
in portfolios with extreme long and short positions in stocks with high and low expected
15A_Erim van Oord_StandV5.job
2.3 Mean-variance optimization under the top-bottom phenomenon 17
returns or attractive and unattractive risk characteristics. If a stock’s expected return is
over- or underestimated its weight in the optimized portfolio is also over- or understated.
Given this sensitivity to extreme observations, Michaud (1989), for example, refers to
mean-variance optimization as ’error maximization’. Since equity momentum appears
to be more or less right about the expected returns in the top and bottom deciles, we
explore whether mean-variance optimization with expected returns based on this data
feature results in better risk-adjusted returns.
2.3.1 Mean-variance optimization
This section presents mean-variance optimization for the construction of momentum
portfolios. Every month t, we construct a portfolio ht, a Nt × 1 vector of weights for
the Nt stocks in the investment universe at that time. These portfolios are based on
the mean-variance optimization taking account of the top-bottom phenomenon. The
constructed portfolios are long-short portfolios, where the sum of positive and negative
weights add up to one. We choose this restriction of 1$ long and 1$ short to have a fair
comparison with the standard momentum strategy outlined in Section 2.2.1, which is also
a long-short strategy with 1$ long and 1$ short exposure.
In order to ease the technical steps of the optimization, we first construct an initial
portfolio h∗t that does not satisfy the constraint that both positive and negative weights
add up to one. We find the initial portfolio h∗t by minimizing the portfolio variance given
unit exposure to the expected returns ft. The optimization problem is formulated as
follows
min
h∗t
{
h∗t
′Vth∗t
∣∣h∗t ′ι = 0, h∗t ′ft = 1} (2.1)
where Vt is theNt×Nt covariance matrix and ι is an Nt×1 vector of ones. In Appendix 2.A
we present the derivation of the following solution to this minimization problem
ĥ∗t =
V −1t ft − f ′tV −1t ι(ι′V −1t ι)−1V −1t ι
f ′tV
−1
t ft − (f ′tV −1ι)2(ι′V −1t ι)−1
=
V −1t (ft − C2,tι)
C1,t
(2.2)
where C1,t = f
′
tV
−1
t ft− (f ′tV −1t ι)2(ι′V −1t ι)−1 and C2,t = f ′tV −1t ι(ι′V −1t ι)−1 are time-varying
scalars.
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Equation 2.2 can be written as follows:
ĥ∗t = w1,t
(
V −1t ft − w2,tV −1t ι
)
(2.3)
where w1,t =
1
C1,t
and w2,t = C2,t. As such, the optimized portfolio is a weighted average of
scaled and demeaned expected returns ft where the weights depend on the inverse of the
variance-covariance matrix Vt. We note that V
−1
t ft refers to the vector of Sharp ratios of
returns and that V −1t ι refers to the inverse of the variance, that is, the precision of returns.
We transform the initial portfolios obtained from Equation 2.2 such that the optimized
long-short portfolios have 1$ long and 1$ short exposure:
ĥt =
2ĥ∗t∣∣∣∣∣∣ĥ∗t ∣∣∣∣∣∣
1
, (2.4)
We note that this scaling does not affect the zero net-investment constraint for a long-
short portfolio and also does not change its ex-ante Sharpe ratio.
An important concern in obtaining the weights using equation (2.2) is to ensure that
the covariance matrix Vt is invertible. Standard methods, such as obtaining Vt from the
historical sample covariance matrix, may fail to satisfy this condition. This is particularly
the case in our example with 36 monthly past returns and a large investment universe with
at least 400 and at most over 2000 stocks. See Ledoit and Wolf (2004) and DeMiguel et
al. (2009) for details on this invertibility problem. We use the following factor covariance
matrix using the Fama and French (1993) equity risk factors which ensures an invertible
covariance matrix
Vt = Γ
′
tVFF,tΓt +Δt (2.5)
where Γt is the 3 × Nt matrix with the three estimated equity risk factor loadings for
each of the Nt stocks in the investment universe for that investment month t, VFF,t is the
sample covariance matrix of the equity risk factors and Δt is an Nt ×Nt diagonal matrix
with the residual variances of the stocks. These residual variances are the variances of
the residuals from regressing the stock returns on the equity risk factors. We use the past
36 months for all estimations.
The covariance matrix Vt does not reflect the momentum phenomenon, but momentum
will be reflected in the remaining input parameter: the expected returns ft. In the next
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section we discuss in which ways these expected returns reflect momentum and its top-
bottom phenomenon.
2.3.2 Optimization strategies using the top-bottom phenomenon
In this section we present two mean-variance optimization procedures which differ in the
way they take into account momentum’s top-bottom phenomenon.
For convenience, we start to describe a straightforward way to apply mean-variance
optimization to equity momentum. In the previous section we already discussed the
problem set-up including the covariance matrix. It would be straightforward to make use
of the past six month average returns after a skip month for ranking the stocks in the
momentum strategy as expected returns in the mean-variance optimization:
fit =
t−2∑
t∗=t−7
rit∗∀i ∈ It. (2.6)
We will compare our results with this pure mean-variance optimization strategy, denoted
by ‘Full-data’.
We take the top-bottom phenomenon into account in two ways: by filtering the expected
returns or by reducing the investment universe to only the stocks in the top and bottom
decile.
The first method we propose, filtering returns, implies zero expected returns for stocks
that are ranked in the intermediate deciles, defines a value of 1 for stocks at the top
decile, and a value of −1 for stocks at the bottom decile. Intuitively, this approach
smooths extreme returns, and the portfolio constructed with filtered returns does not rely
on the returns of the stocks in the intermediate deciles. We denote this optimization
strategy as ‘101’ optimization and present details of the filtering procedure below.
The second method, reducing the investment universe, ensures that the optimization
algorithm does not select stocks from intermediate deciles. Discarding stocks from
these intermediate deciles is expected to improve the realized return of the strategy as
Figure 2.2 already showed that long and short positions in these stocks in the intermediate
deciles have a zero net return. We note that a disadvantage of reducing the investment
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universe according to this strategy is the reduction in diversification benefits. The stocks
in the top and bottom deciles keep their past six month average returns after a skip
month as expected returns. We denote this optimization strategy as ‘Top-Bottom-Data’
optimization.
The different optimized portfolio strategies can be summarized as follows:
• Full-data: This strategy uses mean-variance optimization to allocate all stocks in
a zero net investment long-short portfolio using the momentum signals used for
ranking the stocks in equation (2.6) as expected returns.
• Full-101 : The portfolio is optimized over all stocks, but past expected returns are
filtered to reflect momentum’s top-bottom phenomenon. This optimization results
in a minimum variance combination of all stocks. The expected returns of the stocks
in the top decile equal one, that of stocks in the bottom decile equal minus one and
that of the stocks in the intermediate deciles equal zero. This is also formulated in
equation (2.7). The rationale for using expected returns equal to plus and minus one
is that this results in minimum variance combinations of these stocks within the top
and bottom deciles. This reduces the ”error maximization problem” in wrongfully
estimated expected returns in mean-variance optimization by have equal expected
returns for the stocks in the top and bottom deciles. We use a zero expected
return for the stocks in the intermediate deciles to reflect momentum’s top-bottom
phenomenon that these stocks do not out- or underperform each other; allocating to
these stocks would not be beneficial from a return perspective. However, due to the
weighted average of returns in equation (2.2), optimized weights of returns within
the same decile can differ according to the correlation between stocks.
• Top-Bottom data: We reduce the investment universe to only the stocks in the top
and bottom decile of momentum’s ranking and use these stocks’ recent returns, their
momentum signals according to Equation 2.6, as expected returns. The portfolio is
constructed using mean-variance optimization on the reduced investment universe.
Filtering returns according to momentum’s top-bottom phenomenon The
methodology to filter past returns is as follows. We base the expected returns ft of the
stocks in a particular month in the investment universe It on the standard momentum
signals, the six month average realized returns, lagged by one month to deal with short-
term reversals as in equation (2.6). We then test if taking into account momentum’s
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top-bottom phenomenon is able to boost the performance. We change the expected
returns to plus one for the top decile, minus one for the bottom decile and zero for the
intermediate deciles.
The filtered or adjusted expected returns f ∗t become
f ∗it =
⎧⎪⎨⎪⎩
1 fit ≥ F−1t (0.1)
0 F−1t (0.1) < fit ≤ F−1t (0.9)
−1 fit ≤ F−1t (0.9)
(2.7)
where Ft is the sample cumulative distribution function of the momentum signals used
for investing in month t.
We emphasize that the covariance matrix is not based on filtered returns even when
past returns are adjusted according to equations (2.6) and (2.7). The obtained variances,
calculated from the Fama and French (1993) equity risk factors, are by construction
less volatile than returns. Given a single extreme observation, variances will not change
drastically, hence there is not a clear need to ‘filter’ variances. Strategy Full-101 benefits
from smoothing by filtering extreme returns to -1 and 1, and filtering intermediate returns
to 0. Still, the portfolio benefits from diversification since the weight of each stock is
determined by filtered returns but non-filtered variances in equation (2.2).
An illustrative example As an illustration, consider the investment universe of 20
stocks. The standard momentum strategy in Section 2.2.1 and the alternative momentum
strategies proposed above are as follows
• Strategy Standard momentum, presented in Section 2.2.1, takes the 2 best perform-
ing stocks and the 2 worst performing stocks according to the average returns in
the last 7 months. The return of the strategy is the equal weighted return of these
4 stocks.
• Strategy Full-data takes 20 stocks as investment universe. The choice of stocks
and the weights of stocks are determined using the mean-variance optimization and
the average past returns. The return of this strategy is a mean-variance optimized
weighted returns of all 20 stocks. No filtering is applied on returns.
• Strategy Full-101 takes 20 stocks as investment universe. Past performance of the
stocks are evaluated according to ‘filtered’ returns taking values −1, 0, 1, correspond-
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ing to bottom, intermediate and top deciles, respectively. The optimized portfolio of
this strategy is a mean-variance optimized weighted holding in all 20 stocks. Even
when stocks have equal filtered returns, e.g. for stocks with 0 filtered returns in
deciles 2 and 3, weights of stocks can be different due to the correlation structure.
Hence this strategy takes into account momentum’s top-bottom phenomenon, but
it does not simply reduce the investment universe to only four stocks.
• Strategy Top-Bottom data takes 4 stocks from the top and bottom deciles as
investment universe. The choice of stocks and the weights of stocks are determined
using the mean-variance optimization and the average past returns. The return of
this strategy is a mean-variance optimized weighted returns of 4 stocks. No filtering
is applied on returns.
2.3.3 Empirical results
We apply the proposed momentum strategies and the standard momentum strategy to the
data described in Section 2.2.1. Table 2.2 presents several results obtained from different
portfolio strategies including the annualized mean, volatility, Sharpe-ratio and the crash
risk characteristics. For all strategies, the investment universe consists of stocks with at
least 36 months from July 1929 until December 2014.
The first three rows of Table 2.2 indicate the standard mean-variance trade-off in portfolio
strategies. The standard strategy leads to a relatively high annualized mean, associated
with the highest volatility. Strategy Full-101 has a slightly lower annualized mean, but
a considerably lower volatility. The Sharpe-ratio takes account of this mean-variance
trade-off. The proposed two strategies, with results listed in the last two columns,
lead to a higher Sharpe-ratio than the standard strategy. Hence the return results are
improved by using Full-101 and Top-Bottom data, which take into account the top-bottom
phenomenon by filtering the expected returns (Full-101 ) or by reducing the investment
universe to only the stocks in the top and bottom decile (Top-Bottom data).
We next compare strategies Full-101 and Top-Bottom data with the pure mean-variance
optimization strategy Full-data. The former strategies take momentum’s top-bottom
phenomenon into account when applying mean-variance optimization. The strategy Full-
data, on the other hand, is only based on mean-variance optimization. Table 2.2 shows
that the proposed strategies Full-101 and Top-Bottom data perform better than the pure
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Table 2.2: Return and crash risk characteristics of standard and optimized momen-
tum. The optimized momentum strategies differ in two aspects. The Full strategies optimize
over all available stocks in the investment universe, while the Top-Bottom (T-B) data strategy
optimizes over just the stocks in the top and bottom decile of momentum’s ranking. The data
strategies use the unfiltered momentum signals as expected returns, while the 101 strategy
adjusts the expected returns to plus one for the stocks in the top decile of momentum’s ranking,
minus one for the stocks in the bottom decile and zero for the remaining stocks. The return and
crash risk characteristics cover the period from July 1929 to December 2014.
Std. Full Full T-B
Mom. Data 101 Data
Annualized Mean 6.5% 4.2% 6.1% 9.9%
Annualized Volatility 22.2% 10.2% 9.7% 17.1%
Annualized Sharpe-Ratio 29.3% 41.3% 63.6% 57.9%
Largest Monthly Loss -57.3% -23.7% -23.8% -40.6%
1% Expected Shortfall -38.1% -17.7% -15.1% -26.2%
Maximum Drawdown 323.6% 73.5% 44.3% 132.9%
Max. Recovery Period 430 202 197 239
mean-variance optimization strategy in terms of mean and Sharpe-ratio. Hence, both
taking the top-bottom phenomenon of momentum and mean-variance optimization im-
proves portfolio performance. Taking momentum’s top-bottom phenomenon into account
is beneficial since in this way the allocation to stocks in deciles 2 to 9 decreases. The
Full-data optimizes under the assumption that stocks in decile 2 will outperform all other
stocks, but the stocks in decile 1. Figure 2.2 has, however, shown that the stocks in decile
2 only outperform stocks in decile 10. As a consequence the Full-Data has long-short
positions in stocks in deciles 2 to 9 that are assumed to be beneficial, but in practice
are not. Both removing the stocks in the intermediate deciles in the Top-Bottom-Data
strategy and adjusting the expected returns of these stocks in these deciles in the Full-
101 strategy is beneficial. The Sharpe ratios of these latter strategies do not differ that
much. The Full-101 strategy has lower risk because of its diversification benefits from
optimizing over the full investment universe rather than only the stocks in the top and
bottom deciles and because of forming minimum variance combinations of the stocks in
the top and bottom deciles. The higher realized return of the Top-Bottom data strategy
stems from the fact that it allocates 100 percent to the top and bottom deciles and does
not ’suffer’ from allocating to stocks in the intermediate deciles that do not outperform
each other.
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In terms of crash risk characteristics, we conclude that optimization improves the results of
the standard momentum strategy substantially, as shown in the bottom panel of Table 2.2.
Within the optimized strategies, Full-101 performs best.
In Figure 2.3, we present the average monthly optimized weights for each decile for
two strategies, Full-data and Full-101, in order to clarify the effect of filtered returns
in mean-variance optimization. The Full-101 strategy is on average long 58.8 percent in
the top decile and short 68.2 percent in the bottom decile in comparison to 29.4 percent
long in the top decile and 30.0 percent short in the bottom decile for the Full-Data
strategy with the unadjusted momentum signals as expected returns. As such the Full-
101 strategy implicitly takes into account the top-bottom phenomenon of momentum.
The higher Sharpe ratio for Full-101 compared to Full-data in Table 2.2 is explained with
this exposure.
An interesting feature of these optimized weights is the slight increase in weights from
deciles 2 to 9 for strategy Full-101. Adjusted returns for all stocks in deciles 2 to 9 are 0,
but the covariance matrix Vt leads to different weights for each stock and thus each decile.
Therefore the optimized portfolio with filtered returns benefits from diversification. For
example, slightly low weights of stocks in decile 2 potentially result from the positive
correlation of these stocks with those in decile 1; mean-variance optimization typically re-
sults in offsetting positions in positively correlated stocks with different expected returns.
The increased allocation to the top and bottom deciles of the Full-101 strategy does
not come at the cost of higher risk; the Full-101 strategy has actually lower crash risk
properties than the strategy based on momentum signals as expected returns. We ascribe
this to the optimization of the stocks within the top decile: mean-variance optimization
loads on the input expected returns and within the top decile the Full-Data strategy
with unadjusted expected returns heavily loads on the few stocks with extremely high
and low returns. These stocks are likely the most risky ones within the top and bottom
deciles. The Full-101 strategy rather selects the less risky stocks within the top and
bottom deciles. In general, having equal expected returns, for example by adjusting the
expected returns to one, results in the minimum variance portfolio. In our case, adjusting
the expected returns to plus one and minus one results in minimum variance combinations
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Figure 2.3: Weights over deciles for optimized momentum. Average monthly weights
when the investment universe contains all stocks for the strategy that use the standard
momentum signals as expected returns (Full-Data) and the strategy that uses filtered returns
for momentum ranking (Full-101).
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of the stocks within the top and bottom deciles4. The outperformance of this Full-101
is in this way in line with the findings of Clarke, de Silva, and Thorley (2006) who also
find that the minimum variance portfolio outperforms the market value weighted portfolio.
Mean-variance optimization is known to often result in extreme weights. We deem
the minimum and and maximum weights of the Full-101 equity momentum strategy in
Figure 2.4 not to be extreme. We achieve these non-extreme weights by our problem set up
that restricts all weights to be between minus and plus 100 percent. This is comparable
to the solution Jagannathan and Ma (2003) come up with to prevent mean-variance
optimized portfolios to have extreme weights: by adding a no short-selling restriction
they ensure that all weights are between 0 and 100 percent. Without this restriction
standard fully-invested mean-variance optimized portfolios typically have long positions
in part of their stocks and short positions in stocks in the other part; for example all long
holdings add up to 500 percent and all short holdings add up to 400 percent.
Figure 2.4: Minimum and maximum weights of Full-101 optimized momentum strategy over
the period from July 1929 to December 2014.
Based on the presented results, we conclude that momentum improves by mean-variance
optimization and by accounting for the top-bottom phenomenon of momentum, either by
reducing the investment universe or by filtering past returns. According to the Sharpe
ratios and crash risk characteristics, strategy Full-101 is the best strategy from the
compared alternatives so far.
4Of course, the adjustment of the expected returns to plus and minus one also results in long-short
positions in highly correlated stocks with high versus low risk.
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2.4 Alternative momentum strategies: residual and
constant-risk
In this section we consider two recent alternative momentum strategies and compare their
performance with the proposed optimized momentum strategy, the standard momentum
strategy, as well as with each other. First, we consider residual momentum proposed by
Blitz et al. (2011), where stocks are ranked on the recent residual returns from regressing
the stocks’ total returns on the Fama and French (1993) equity risk factors. Second, we
consider the constant-risk momentum strategy put forward by Barroso and Santa-Clara
(2015) where the momentum strategy is leveraged to a strategy with constant risk over
time.
In the following tables and figures, we make use of the symbol ‘S’ for the standard
momentum strategy; the symbol ‘O’ for the Full-101 optimization strategy; the symbol
‘R’ for residual momentum and the symbol ‘C’ for constant-risk momentum.
Residual momentum (R) Residual momentum, proposed by Blitz et al. (2011), ranks
stocks based on their recent residual returns from regressing the stock returns on the
Fama and French (1993) equity risk factors rather than ranking stocks on their recent
total returns. Blitz et al. (2011) find that a strategy that is long in the top decile and
short in the bottom decile according to the ranking of these residual returns leads to a
higher Sharpe ratio compared to the standard momentum strategy.
The residual momentum strategy we apply first estimates the stocks’ equity risk factor
exposures over the months t−T to t− 1 where T equals 36 months. The average residual
returns from these regressions over t− 7 to t− 2 are then used for residual momentum’s
ranking. The average residuals returns used for ranking do not include the most recent
month t−1 for the same argument as for standard momentum: in order to overcome short-
term reversals in residual returns. The residual momentum strategy invests in month t in
the stocks in the top decile of the ranking on residual returns and short-sells the stocks
in the bottom decile of this ranking.
Unlike Blitz et al. (2011), we do not rank the stocks on the risk-adjusted residual returns
by normalizing recent average residual returns with the corresponding residual volatilities,
i.e. the standard errors of the regressions. We choose to do so to remain closer to the
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standard momentum strategy in which the total returns are also not divided by the total
volatility of the stocks. Dividing the residual, or total, returns used for momentum’s
ranking would add exposure to the low volatility effect as documented by Blitz and Vliet
(2007). Nevertheless, we note that our results are similar when we use average residual
returns or these normalized residual returns.
Column 3 in Table 2.3 confirms the results of Blitz et al. (2011) that residual momentum
outperforms standard momentum. Residual momentum’s Sharpe ratio is 77.9 percent in
comparison to 29.3 percent for standard momentum. Residual momentum also exhibits
less crash risk than standard momentum. Its largest monthly loss is 40.1 percent versus
57.3 for standard momentum and the maximum drawdown is 63.0 percent in comparison
to 323.6 percent for standard momentum. Moreover its maximum recovery period to
recover from a drawdown to the level of the previous peak is 84 months, 7 years, while
this is more than 430 months, 35 years, for the standard momentum strategy.
Constant-risk momentum (C) Barroso and Santa-Clara (2015) adjust the momen-
tum strategy in a different way. They find that leveraging the momentum strategy to a
strategy with constant risk over time outperforms standard momentum. This constant-
risk momentum strategy reduces the exposure of standard momentum when momentum’s
volatility has been high during the recent months. At times when momentum’s recent
volatility has been low, the strategy increases its exposure. At times of low volatility, the
total holdings in both the top and bottom decile add up to more than one, while these
holdings add up to less than one when the recent momentum returns have been volatile.
However, the constant-risk strategy still attaches equal weights to the stocks in the top
and bottom deciles. The holdings in the top and bottom decile of the standard momentum
strategy add up to one every month, irrespective of momentum’s recent volatility.
The constant-risk momentum strategy we apply estimates the volatility of the standard
momentum strategy over the past 6 months and then adjust the total, although still
equally weighted, holdings in the top and bottom deciles of momentum’s ranking. In
this way we differ from Barroso and Santa-Clara (2015) who use daily data to estimate
momentum’s volatility to adjust the leverage. Nevertheless, we do find that our variant
of constant-risk momentum also outperforms standard momentum. The total holdings in
the top and bottom are adjusted such that the momentum’s recent volatility times these
total holdings are constant over time. For a fair comparison with the other momentum
strategies that have total holdings in the top and bottom decile equal to one, we multiply
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the returns of the constant-risk momentum strategy afterwards, such that the constant-
risk strategy also has on average total holdings in the top and bottom deciles equal to
one.
Results All proposed alternative momentum strategies in the columns 2 to 4 of Table 2.3
outperform standard momentum, S, in terms of their Sharpe ratios which are higher than
standard momentum’s Sharpe ratio of 29.3 percent. Furthermore, their largest monthly
loss is lower, their maximum drawdown is much lower than standard momentum’s 323.6
percent and their maximum recovery period from a drawdown is well below the 430
months for standard momentum. In terms of Sharpe ratio, the residual momentum
strategy performs best with a Sharpe ratio of 77.9 percent and this strategy does not
take more than 84 months (7 years) to recover to the previous peak after a drawdown.
The second highest Sharpe ratio is obtained by the constant-risk strategy. In terms of
the risk indicators largest monthly loss and maximum drawdown, however, the proposed
optimized strategy outperforms the constant-risk and residual momentum strategies.
We conclude that the proposed optimized and alternative strategies outperform standard
momentum strategy in all risk and return characteristics, except that strategy O has a
slightly lower annualized mean (6.1 percent) than strategy S (6.5 percent). However, a
second conclusion is that none of the proposed three strategies outperforms the other two
strategies on all risk and return characteristics. In terms of a higher Sharpe ratio residual
momentum, R, performs best, while in terms of crash risk, the optimization strategy, O,
outperforms the other improvements mostly.
Table 2.3: Return and crash risk characteristics of four different momentum
strategies: Standard momentum (S), mean-variance optimization of momentum using filtered
data, earlier denoted by Full-101 and now as (O), residual momentum (R) and constant-risk
momentum (C). The results cover the period July 1929 to December 2014.
S O R C
Annualized Mean 6.5% 6.1% 10.3% 11.8%
Annualized Volatility 22.2% 9.7% 13.2% 18.0%
Annualized Sharpe-Ratio 29.3% 63.6% 77.9% 65.4%
Largest Monthly Loss -57.3% -23.8% -40.1% -35.0%
1% Expected Shortfall -38.1% -15.1% -22.7% -18.0%
Maximum Drawdown 323.6% 44.3% 63% 93.2%
Max. Recovery Period 430 197 84 198
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2.5 Combining momentum strategies
In the previous section we compared the three momentum strategies and found some
mixed results on the risk and return characteristics of the optimized (with filtered data),
residual and constant-risk momentum strategies. Optimization is better according to
largest monthly loss and maximum drawdown, while residual and constant-risk mo-
mentum are better in terms of Sharpe ratio. Therefore, it is natural to continue the
analysis using several combination strategies: pairwise as well as a joint strategy of using
optimized, residual and constant-risk momentum. In the following tables and figures, we
make use of an asterisk ’*’ to denote optimization strategies that use the Top-Bottom
data instead of the Full-101 method.
2.5.1 Combination strategies
Residual Optimized Momentum: R-O In order to investigate whether optimiza-
tion improves residual momentum, we first investigate whether residual momentum also
exhibits a top-bottom phenomenon. Figure 2.5 presents the average 6 month return signal
for residual momentum and the actual realized return in the investment month per decile.
Average returns obtained from residual momentum show a different pattern compared to
realized returns. Actual realized returns exhibit a different decreasing pattern between
deciles 2 to 9 than the residual momentum signals that by construction show a steady
decrease over these deciles. Like standard momentum, residual momentum seems to be
most pronounced in the top and bottom deciles of the ranking. This makes optimization
strategies that take account of this phenomenon also appropriate for optimizing residual
momentum. Similarly as for standard momentum we choose to apply the Full-101 strategy
to optimize residual momentum.
In Table 2.4 risk and return characteristics are presented when we apply mean-variance
optimization to residual momentum. This combined strategy is denoted by ‘R-O’. These
results confirm that optimization does not only work for standard momentum, but also for
residual momentum. Although the improvement in the Sharpe ratio and the reduction in
the crash risk characteristics are smaller than when optimizing the standard momentum
strategy. The results for the Top-Bottom data R-O strategy, not reported, are comparable
to those of the Full-101 R-O strategy. The Full-data R-O strategy, also not reported here,
performs less than these strategies that take the top-bottom phenomenon into account.
This is in line with the results when optimizing standard momentum. More details are
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Figure 2.5: Actual versus lagged residual returns. Average residual return signals over the
six month ranking period (left axis) and actual realized returns (right axis) for each decile from
July 1929 to December 2014.
discussed below.
Just like in Section 2.3, we consider in Figure 2.6 the average monthly weights of the
optimized strategies, but now for the residual momentum strategies. The pattern of
the weights for the optimized residual momentum strategies is similar to the pattern
of the weights of the optimized standard momentum strategies in Figure 2.3. The
optimized momentum Full-101 strategy using filtered returns, shown in Figure 2.3,
allocates approximately 60 percent of the portfolio to the top and bottom deciles, while
residual momentum with filtered returns, shown in Figure 2.6, allocates almost 80 percent
of the portfolio to the top and bottom deciles. A possible explanation for this finding is the
existence of more pronounced diversification benefits for residual momentum within the
top and bottom deciles. The top and bottom deciles of residual momentum are always
populated by stocks with both high and low factor loadings, irrespective of the factor
returns during momentum’s ranking period. The top and bottom deciles of standard
momentum are populated by just stocks with high or low factor loadings if the factor
returns have been highly positive or strongly negative during momentum’s ranking period.
This follows from the fact that if a factor return has been highly positive during the ranking
period the stocks with large loadings on this factor tend to end up in the top decile of
standard momentum as they profit from being largely exposed to a factor with a positive
22B_Erim van Oord_StandV5.job
32 Chapter 2
return. Residual momentum ranks stocks on their residual returns and as such stocks
with high and low factor loadings are equally likely to end up in the top and bottom
deciles, irrespective of the returns on these factors during momentum’s ranking period.
This phenomenon also relates to the time-varying exposures of the equity momentum
strategy that we discuss in Section 2.7.
Figure 2.6: Weights over deciles for optimized residual momentum. Average monthly
weights when the investment universe contains all stocks for the strategy that use the residual
momentum signals as expected returns (Full-Data) and the strategy that uses filtered returns
for momentum ranking (Full-101).
The allocation to the deciles in Figure 2.6 for residual momentum also exhibits the pattern
over the deciles 2 to 9 as the allocation of optimized standard momentum in Figure 2.3,
but to a lesser extent. This is also a consequence of ranking stocks on their residual
return rather than on their total return. When ranking stocks on their total returns
stocks with high or low factor loadings tend to end up in the top or bottom deciles
when the factor return during momentum’s ranking period has been highly positive. The
average factor loading of stocks in a particular decile in this situation declines from decile
1 to 10. As a consequence stocks in neighboring deciles tend to be more correlated
when the factor return has been highly positive or strongly negative during momentum’s
ranking period. Mean-variance optimization results in offsetting positions in stocks that
are highly correlated and that is why we find the increasing pattern in allocation to the
stocks in deciles 2 to 9 for standard momentum. Since residual momentum ranks stocks
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on their residual returns, stocks with high and low factor loadings are equally likely to be
in the different deciles and as such neighboring deciles are less correlated. Therefore we
find a smaller increasing pattern in the allocation from deciles 2 to 9 than for standard
momentum.
Optimized constant-risk momentum: O-C It is possible to apply the mean-
variance optimization in a constant-risk setting. Rather than scaling the solution to
the subproblem in equation 2.2 to a 1$ long and 1$ short exposure, one may scale the
optimal weights such that the long-short portfolio has constant risk over time:
ĥt = ĥ∗t
CR√
ĥ∗t
′
Vtĥ∗t
(2.8)
where CR is the ex-ante constant-risk the portfolio is scaled to. After constructing all
monthly portfolios ĥt we scale these weights again such that on average the optimized
constant-risk momentum strategy has unit long and unit short exposure. We do this for
a fair comparison of the different strategies. Note that this scaling does not affect the
Sharpe ratio or the time to recover from a large drawdown, but it does affect the crash
risk figures largest loss and maximum drawdown.
Optimized constant-risk momentum at lower costs: O-C* Since mean-variance
optimization typically increases the number of transactions we also apply the constant-
risk momentum strategy to just the stocks in the top and bottom deciles of momentum’s
ranking. Given that this optimized constant-risk at lower costs momentum strategy is only
long and short in the stocks in the top and bottom decile its number of transactions will
be lower than when optimizing over all available stocks. It is thus similar to the optimized
constant-risk momentum O-C strategy except that the strategy buys and short-sells less
stocks every investment month. The strategy is in that sense also similar to the Top-
Bottom data strategy in Section 2.3; it only differs from this strategy by keeping its
ex-ante risk constant over time.
Residual momentum with constant risk: R-C The constant-risk residual momen-
tum strategy is similar to the constant-risk momentum (C) strategy, but the risk adjust-
ment to achieve a constant-risk over time is now applied to the residual R momentum
strategy. The realized volatility over the past 6 months of residual momentum is used to
leverage and deleverage to a constant risk over time.
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Residual momentum optimized with constant risk: R-O-C The strategy with all
three improvements combined is the optimized constant-risk residual momentum strategy,
denoted by ’R-O-C’. It is similar to the optimized constant-risk momentum O-C strategy
but with the adjusted residual returns used as expected returns in the mean-variance
optimization.
Residual momentum optimized with constant risk at lower costs: R-O-C*
Similarly as for standard momentum we also test the performance of the optimization of
constant-risk residual momentum over just the stocks in top and bottom deciles of residual
momentum’s ranking. Given that this optimized constant-risk residual momentum at
lower costs strategy is only long and short in the stocks in the top and bottom decile its
number of transactions will be lower than when optimizing over all available stocks.
2.5.2 Summary of momentum strategies
In the next sections we compare all ten momentum strategies that we have discussed so
far. First, we briefly summarize all ten momentum strategies:
• S: The standard momentum strategy is long in the stocks ranked in the top
decile and short in the stocks in the bottom decile. The stocks are ranked on their
total return over the previous six months with a delay of one month to account for
short-term reversals.
• O: The optimized momentum strategy is the Full-101 strategy and uses mean-
variance optimization to construct portfolios that are 1$ long and 1$ short. The
expected returns are plus one for the stocks ranked in the top decile, minus one for
the stocks ranked in the bottom decile and zero for the remaining stocks.
• C: The constant-risk momentum strategy leverages and deleverages the standard
momentum S strategy such that its ex-ante risk is constant over time. The ex-ante
risk is determined as the realized volatility of standard momentum S over the past
six months. Afterwards the strategy is scaled such that its exposure is on average
1$ long and 1$ short.
• O-C: The optimized constant-risk momentum strategy is similar to the stan-
dard optimized O strategy, but constructs portfolios that have a constant ex-ante
volatility over time rather than portfolios that are 1$ long and 1$ short. Afterwards
the strategy is scaled such that its exposure is on average 1$ long and 1$ short.
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• O-C*: The optimized constant-risk momentum at lower costs strategy
is similar to the optimized constant-risk momentum O-C strategy, but does not
optimize over all available stocks with expected returns adjusted to plus one, minus
one and zero. This strategy is rather the Top-Bottom data optimization strategy
that applies mean-variance optimization to only the stocks in the top and bottom
deciles with the total returns over the previous six months as expected returns. The
strategy keeps the ex-ante risk constant over time; afterwards the strategy is scaled
such that its exposure is on average 1$ long and 1$ short.
• R: The residual momentum strategy is long in the stocks ranked in the top
decile and short in the stocks in the bottom decile. The stocks are ranked on their
residual return over the previous six months with a delay of one month to account
for short-term reversals. The residual returns stem from regressing the three equity
risk factors market, size and value on the past 36 months.
• R-O: The residual optimized momentum strategy is the Full-101 residual
momentum strategy and uses mean-variance optimization to construct portfolios
that are 1$ long and 1$ short. The expected returns are plus one for the stocks
ranked on their residual returns in the top decile, minus one for the stocks ranked
in the bottom decile and zero for the remaining stocks.
• R-C: The residual momentum with constant-risk strategy leverages and
deleverages the residual momentum R strategy such that its ex-ante risk is constant
over time. The ex-ante risk is determined as the realized volatility of residual
momentum R over the past six months. Afterwards the strategy is scaled such
that its exposure is on average 1$ long and 1$ short.
• R-O-C: residual optimized constant-risk momentum strategy is similar to
the optimized constant-risk momentum O-C strategy, but uses the ranking on the
residual returns instead of the ranking on total returns to determine the expected
returns of plus one, minus one and zero used for the mean-variance optimization.
• R-O-C*: The residual optimized constant-risk momentum at lower costs
strategy is similar to the optimized constant-risk momentum O-C* strategy, but
uses the residual returns instead of the total returns for the expected returns used
in the mean-variance optimization.
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2.5.3 Results
Table 2.4 shows the results for return and crash characteristics of the standard strategy,
the proposed individual and combined strategies. As stated above, the proposed individual
momentum strategies O, C, and R outperform standard momentum on all criteria, except
one case, see the results in columns 2-4 compared to the results in column 1. Applying
pairwise combination strategies gives improvements on the Sharpe ratios from R-O and
R-C and two of their crash risk characteristics.
Combining all proposed alternatives in the R-O-C strategy improves standard momen-
tum’s performance and reduces its crash risk substantially. The Sharpe ratio improves
from 29.3 percent to 100.3 percent. In addition, crash risk indicators like the largest
monthly loss, the maximum drawdown and the time to recover to the level of the previous
peak after a drawdown improve from, respectively, 57.3 percent, 323.6 percent and 430
months to 13.8 percent, 35.8 percent and 104 months. The R-O-C* strategy has a Sharpe
ratio of 106.6% that is even higher than that of the R-O-C strategy, but does exhibit
slightly more crash risk as shown by two criteria. Its higher volatility and the larger
crash risk are due to the fact that this strategy only optimizes over the stocks in the top
and bottom deciles and thus exhibits less diversification than the R-O-C strategy that
optimizes over all available stocks. On the other hand the R-O-C* strategy will likely profit
from imposing less transactions than the R-O-C strategy. We will look into transaction
costs in the next section. Both the R-O-C and R-O-C* strategies also outperform the
alternative momentum strategies, O, R and C in terms of Sharpe ratios and most crash
risk characteristics.
2.5.4 Statistical significance of Sharpe ratios
In this section we test whether the Sharpe ratios of the ten different strategies are signif-
icantly larger than zero and whether a Sharpe ratio of a specific strategy is significantly
higher than that of the other strategies. We do so by using the bootstrap method presented
in Appendix 2.C. Table 2.5 presents the p-values of the bootstrap test whether the Sharpe
ratio of a strategy is larger than zero. It is directly seen that the Sharpe ratios of all
momentum strategies have p-values equal to zero except for standard momentum with a
p-value of 1.04%. This indicates that all Sharpe ratios are significantly larger than zero
at the 5% confidence level and all but one are significant at the 1% confidence level.
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Table 2.4: Return and crash risk characteristics of different momentum strategies and
their combinations. The return and risk characteristics are as follows: Average annualized
returns, annualized volatility, annualized Sharpe ratio, the largest monthly loss (Lowest), the
1% expected shortfall (Shortfall), maximum drawdown (Drawdown) and the maximum period
to recover from a drawdown to the level of the prior peak (Recovery). See Section 2.5.2 for a
brief description of the strategies corresponding to the different abbreviations.
S O C R O-C O-C* R-O R-C R-O-C R-O-C*
Mean 6.5% 6.1% 11.8% 10.3% 6.5% 12.2% 7.9% 10.1% 8.7% 12.4%
Volatility 22.2% 9.7% 18.0% 13.2% 8.4% 15.8% 9.5% 11.8% 8.7% 11.7%
Sharpe 29.3% 63.6% 65.4% 77.9% 76.9% 77.6% 83.5% 86.0% 100.3% 106.6%
Lowest -57.3% -23.8% -35.0% -40.1% -17.3% -34.0% -24.0% -24.6% -13.8% -18.7%
Shortfall -38.1% -15.1% -22.7% -18.0% -10.8% -20.9% -12.9% -14.8% -9.8% -12.0%
Drawdown 323.6% 44.3% 93.2% 63.0% 29.9% 62.0% 70.3% 30.2% 35.8% 35.5%
Recovery 430 197 198 84 82 184 109 126 104 70
Table 2.5: Statistical significance Sharpe ratios. The p-value of the bootstrap test whether
a momentum strategy’s Sharpe ratio is larger than zero. See Section 2.5.2 for a brief description
of the strategies corresponding to the different abbreviations.
S O C R O-C O-C* R-O R-C R-O-C R-O-C*
Sharpe 29.3% 63.6% 65.4% 77.9% 76.9% 77.6% 83.5% 86.0% 100.3% 106.6%
p-value 1.04% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Table 2.6 shows the p-values of the bootstrap tests whether the Sharpe ratio of a specific
strategy is higher than those of the other strategies. The entries in Table 2.6 read as
follows. Consider the case of comparing strategy R versus strategy O, then the p-value
of the test that the Sharpe ratio of strategy R is higher than that of strategy O equals
92.64%. Obviously, the test whether the Sharpe ratio of R versus O is lower is then equal
to 7.36%. In Table 2.6 this is reflected by the fact that the sum of an entry and the
opposite entry along the diagonal add up to one.
Column 1 of Table 2.6 shows that the Sharpe ratios of all alternative and combined
momentum strategies are significantly higher than the Sharpe ratio of standard momen-
tum. Furthermore, it turns out that the highest Sharpe ratio of momentum strategy
R-O-C* is significantly higher than the Sharpe ratios of the other strategies at the 5%
significance level; it is also significantly higher at the 1% level for all strategies except for
the R-O-C strategy; this R-O-C strategy is similar to the R-O-C* strategy, but uses all
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Table 2.6: Statistical significance Sharpe ratio differences. The p-values of the bootstrap
test whether the Sharpe ratio of the momentum strategy in the particular row is higher than the
Sharpe ratio of the strategy in that particular column. See Section 2.5.2 for a brief description
of the strategies corresponding to the different abbreviations.
S O C R O-C O-C* R-O R-C R-O-C R-O-C*
S 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%
O 0.00% 59.51% 92.64% 99.99% 99.50% 99.37% 98.56% 100.00% 100.00%
C 0.00% 40.49% 85.70% 90.15% 93.25% 95.68% 97.61% 99.94% 100.00%
R 0.00% 7.36% 14.30% 47.04% 49.61% 77.62% 89.72% 99.87% 99.99%
O-C 0.00% 0.01% 9.85% 52.96% 56.92% 76.90% 81.21% 99.82% 100.00%
O-C* 0.00% 0.50% 6.75% 50.39% 43.08% 75.75% 80.61% 99.94% 100.00%
R-O 0.00% 0.63% 4.32% 22.38% 23.10% 24.25% 61.65% 100.00% 100.00%
R-C 0.00% 1.44% 2.39% 10.28% 18.79% 19.39% 38.35% 95.70% 99.69%
R-O-C 0.00% 0.00% 0.06% 0.13% 0.18% 0.06% 0.00% 4.30% 97.06%
R-O-C* 0.00% 0.00% 0.00% 0.01% 0.00% 0.00% 0.00% 0.31% 2.94%
available stocks. The Sharpe ratio of this strategy itself is also significantly higher than
any other strategy at the 5% significance level.
2.6 Transaction costs
So far, our analysis has not taken account of transaction costs, while mean-variance
optimization is known to increase the number of transactions compared to 1
N
strategies.
In our case this feature holds particularly true for the strategies where the optimization
is over all available stocks rather than only over the stocks in the top and bottom deciles.
The constant-risk strategies are also expected to increase the number of transactions, since
the leveraging and deleveraging in these strategies requires buying and selling additional
amounts of equities. In this section we investigate the effect of transaction costs. We
are interested for which level of transaction costs the Sharpe ratios remain positive and
whether the Sharpe ratio of a strategy remains higher than those of other strategies for
different levels of transaction costs. We also investigate the break-even transaction costs
for which the Sharpe ratio bootstrap test remains significantly higher than zero for the
5% significance level.
Number and size of transactions Table 2.7 presents the number and size of the
transactions for the ten momentum strategies. Standard momentum, for example, turns
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out to require on average 4248 transactions per year and the average size of all transactions
per year equals 20.3. This 20.3 is relative to being 1$ long and 1$ short and is the
consequence of rebalancing the portfolio to the 1
N
long and short portfolio 12 times a year.
Table 2.7: Average number and size of transactions plus break-even transaction costs.
The number of transactions in row Number presents the average number of transactions per year
for the different momentum categories; row Size contains the average size of all transactions per
year. The table also presents the break-even transaction costs in row BE SR>0 up to which
the Sharpe ratio would remain positive; row BE p(5%) presents the break-even transactions
up to which the Sharpe ratio would remain higher than zero at the 5% significance level (see
Appendix 2.C for the bootstrap method used). See Section 2.5.2 for a brief description of the
strategies corresponding to the different abbreviations.
S O C R O-C O-C* R-O R-C R-O-C R-O-C*
Sharpe 29.3% 63.6% 65.4% 77.9% 76.9% 77.6% 83.5% 86.0% 100.3% 106.6%
Number 4248 15497 4249 4345 15497 4227 15497 4346 15497 4322
Size 20.3 21.2 44.5 21.8 21.5 25.1 23.1 39.2 23.8 25.9
BE SR>0 0.32% 0.29% 0.26% 0.47% 0.30% 0.49% 0.34% 0.26% 0.36% 0.48%
BE p(5%) 0.10% 0.21% 0.19% 0.36% 0.23% 0.37% 0.26% 0.20% 0.29% 0.39%
Table 2.7 also shows a distinction between the strategies that only use stocks in the
top and bottom deciles and the strategies that optimize over all available stocks. The
number of transactions for the optimization strategies over all available stocks have on
average 15497 transactions per year, while the strategies that only use the stocks in the
top and bottom deciles have on average somewhere around 4300 transactions per year.
Although both strategies based on residual and standard momentum are invested in the
same number of stocks every month, their numbers of transactions slightly differ. This is
due to the fact that the number of stocks entering and leaving the top and bottom deciles
differs for these strategies. Given that the strategies based on residual momentum require
more transactions, residual momentum strategies’ turnover of this type is thus higher.
The size of the transactions for the different strategies is typically between 20$ and 25$
per year, relative to being 1$ long and 1$ short. However, the constant-risk strategies do
have much larger transactions with an average total transaction size of 39.2 for residual
constant-risk momentum and 44.5 for standard constant-risk momentum. Relative to the
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transactions for standard and residual momentum the constant-risk strategies typically
have larger transactions due to their leveraging and deleveraging in order to keep their risk
constant. The constant-risk optimized strategies do not exhibit these larger transactions;
this is probably due to the fact that the risk of the optimized strategies is based on 36
months of return history, while the constant-risk strategies themselves only use 6 month
of return history to estimate the volatility used for leveraging. This 6 month realized
volatility varies substantially over time and as a consequence these strategies require a
substantial amount of leveraging and deleveraging every month.
Statistical significance of Sharpe ratios under transaction costs Table 2.7
shows, first, in the row BE SR>0 that the transaction costs for which the Sharpe
ratio would still be positive ranges from 0.26% to 0.49%. As a consequence of their
relatively large transactions the Sharpe ratio of the constant-risk momentum strategies
only remains positive for transactions costs up to 0.26%. The strategies R, O-C* and
R-O-C* would keep a positive Sharpe ratio for transaction costs up to 0.47%, 0.48% and
0.49%, respectively. This is substantially higher than for the other strategies.
The last row of Table 2.7 presents the break-even transaction costs for which the Sharpe
ratio of the different strategies remains positive at the 5% level. These break-even costs
are obviously lower than those for the Sharpe ratio to remain just positive and range from
0.10% for standard momentum to 0.36%, 0.37% and 0.39% for the strategies R, O-C* and
R-O-C*.
Mutual outperformance and transaction costs So far, we have considered the
transaction costs in isolation for each momentum strategy and how these costs would
affect the Sharpe ratio and the significance of that Sharpe ratio of a specific strategy.
We now turn to testing for which transaction costs the different strategies outperform
each other. Table 2.8 shows for which ranges of transaction costs a particular strategy
outperforms another strategy in terms of Sharpe ratio and for which its own Sharpe ratio
is still positive. For example, the entry in column S and row C shows that the Sharpe ratio
of the constant-risk momentum strategy C has a higher Sharpe ratio than the standard
momentum strategy S as long as transaction costs are between 0.00% and 0.23%. Column
C and row S show that standard momentum’s Sharpe ratio is higher than that of constant-
risk momentum for transaction costs between 0.23% and 0.32%. An empty entry means
that the strategy in that row does not have a higher and still positive Sharpe ratio than
the strategy in the corresponding column for any, positive, range of transaction costs.
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Table 2.8: Transaction costs and mutual outperformance. The range of transaction costs
for which the strategy in the specific row has a higher, and still positive, Sharpe ratio than the
strategy in the specific column. If an entry is empty the strategy in that row does not outperform
the strategy in that column for a range of transaction costs for which its Sharper ratio would
still be positive. See Section 2.5.2 for a brief description of the strategies corresponding to the
different abbreviations.
S O C R O-C O-C* R-O R-C R-O-C R-O-C*
S 0.27%
0.32%
0.23%
0.32%
0.29%
0.32%
0.24%
0.32%
O 0.00%
0.27%
0.07%
0.29%
0.20%
0.29%
C 0.00%
0.23%
0.00%
0.07%
0.24%
0.26%
R 0.00%
0.47%
0.00%
0.47%
0.00%
0.47%
0.00%
0.47%
0.00%
0.06%
0.07%
0.47%
0.05%
0.47%
0.20%
0.47%
O-C 0.00%
0.29%
0.00%
0.30%
0.00%
0.30%
0.12%
0.30%
O-C* 0.00%
0.49%
0.00%
0.49%
0.00%
0.49%
0.06%
0.49%
0.00%
0.49%
0.07%
0.49%
0.05%
0.49%
0.20%
0.49%
0.46%
0.49%
R-O 0.00%
0.34%
0.00%
0.34%
0.00%
0.34%
0.00%
0.07%
0.00%
0.34%
0.00%
0.07%
0.03%
0.34%
R-C 0.00%
0.24%
0.00%
0.20%
0.00%
0.24%
0.00%
0.05%
0.00%
0.12%
0.00%
0.05%
0.00%
0.03%
R-O-C 0.00%
0.36%
0.00%
0.36%
0.00%
0.36%
0.00%
0.20%
0.00%
0.36%
0.00%
0.20%
0.00%
0.36%
0.00%
0.36%
R-O-C* 0.00%
0.48%
0.00%
0.48%
0.00%
0.48%
0.00%
0.48%
0.00%
0.48%
0.00%
0.46%
0.00%
0.48%
0.00%
0.48%
0.00%
0.48%
The results in Table 2.8 confirm our earlier results: The strategies R, O-C* and R-O-
C* outperform the other strategies for a wide range of transaction costs. It is interesting
that the constant-risk residual momentum strategy, R-C, also outperforms most other
strategies for relatively low transaction costs, but is itself outperformed by any other
strategy for relatively larger transaction costs. We ascribe this to its relatively large
average size of the transactions due to leveraging and deleveraging to a constant risk over
time. Finally, the optimized constant-risk residual momentum at lower costs strategy,
R-O-C*, outperforms all other strategies up to the level of its break-even transaction
costs of 0.48%, except for the optimized constant-risk momentum at lower costs strategy,
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O-C*, that has a higher Sharpe ratio for transaction costs between 0.46% and 0.49%.
Figure 2.7 shows the Sharpe ratios of the different momentum strategies for different
levels of transaction costs. This figure confirms that the three strategies R, O-C* and
R-O-C* have the highest Sharpe ratios for most levels of transaction costs. Strategy R-
O-C* has the highest Sharpe ratio up to 0.46% and beyond transaction costs of 0.49%
the Sharpe ratio of every strategy becomes negative.
Figure 2.7: Sharpe ratios of momentum strategies for varying transaction costs. The
annual Sharpe ratios of the different strategies over the period from July 1929 to December 2014
for transaction costs ranging from 0.00% to 0.50%. See Section 2.5.2 for a brief description of
the strategies corresponding to the different abbreviations.
Break-even transaction costs over time Although transaction costs nowadays might
be well below the break-even numbers we have presented in this section, these costs might
have been considerably larger in the past. Figure 2.8 shows the break-even transaction
costs per decade for the different momentum strategies. For example, the Sharpe ratio of
the standard momentum strategy, S, would be larger than zero for transaction costs below
0.78% in the period 1996 to 2005. As a consequence of the relatively poor performance of
all strategies until 1945 the break-even transaction costs are also relatively low or negative
in this period as holds particularly true for the standard momentum strategy S. Since 1946
the break-even transaction costs are positive for every strategy over all decades. Note that
the standard momentum strategy, S, has the highest break-even transaction costs during
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two of the post-war decades. This means that standard momentum does keep a positive
Sharpe ratio for relatively high transaction costs of, say, 0.70%, during these periods,
while all the other momentum strategies would then have a negative Sharpe ratio for
these transaction costs.
Figure 2.8: Break-even transaction costs over time. The break-even transaction costs for
different time spans are the transaction costs that would imply a Sharpe ratio of zero during
that specific time frame. See Section 2.5.2 for a brief description of the strategies corresponding
to the different abbreviations.
Transaction costs5 are an important aspect of the profitability of the different momentum
strategies; it depends on an investor’s actual costs if a specific momentum strategy is a,
significantly, profitable investment strategy. The analysis over the whole period from July
1929 to December 2014 indicates that most alternative and, in particular, the combined
momentum strategies have a higher Sharpe ratio than the standard momentum strategy,
also after correcting for transaction costs. However, during a few decades the Sharpe ratio
of the standard momentum strategy would be higher than that of any other momentum
strategy, but this only holds for relatively high transaction costs.
Our analysis shows that the number and size of the transactions of the combined equity
5An investor’s transaction costs do not only consist of brokerage fees, but also include the impact of
the bid-ask spread and the market impact of actually doing the transactions. Whereas brokerage fees
relatively decrease with the size of an investment, the market impact could increase substantially for
larger investments.
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momentum strategy, R-O-C*, are comparable to those of the standard and residual mo-
mentum strategies, S and R, and that this R-O-C* strategy outperforms those strategies
with a higher Sharpe ratio for a large range of transaction costs, while it possesses lower
crash risk characteristics. Moreover, we find that its Sharpe ratio is also significantly
higher than those of the other strategies. Thus, we conclude that this combined strategy
R-O-C* is worthwhile for an investor to explore.
2.7 Time-varying risks and returns
The standard equity momentum strategy is known for its time-varying risks and returns.
In this section we look into these features and investigate if the optimized momentum
strategy, O, the residual and constant-risk momentum strategies, R and C, as well as
their combinations are able to reduce momentum’s time-varying risks and returns.
First, we look at the strategies’ static exposures to the three Fama and French (1993)
equity risk factors. Then we test if the strategies also exhibit time-varying exposures to
these risk factors as put forward by Grundy and Martin (2001). Finally, we test if, and
by how much, the returns on all these momentum strategies vary over the business cycle
as Chordia and Shivakumar (2002) find for standard momentum.
Chan, Jegadeesh, and Lakonishok (1996) show that the three Fama and French (1993)
equity risk factors do not explain standard momentum’s performance. Table 2.9 confirms
that momentum’s exposures to the equity risk factors do not explain its returns: after
correcting for these risk factors a significantly positive alpha of 0.91 percent remains.
Nevertheless, standard momentum does negatively load on the three equity risk factors.
Table 2.9 also shows the exposures of the alternative and combined strategies. All
alternative and combined strategies are less exposed to the equity risk factors as can
be seen from the fact that the monthly volatility explained by the equity risk factors is
less than the 2.5 percentage points of the standard momentum strategy. For example,
the equity risk factors explain only 0.6 percentage points of the optimized constant-risk
residual momentum (R-O-C and R-O-C*) strategies.
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Table 2.9: Regression of momentum returns on three equity risk factors. The estimated
coefficient and t-statistics (in brackets), the standard deviation explained by these factors (Vol.
Explained), the total standard deviation (Vol. Total) and the R-squared of the regressions of
the returns of the different momentum strategies on the three equity risk factors market, size
and value from July 1929 to December 2014. See Section 2.5.2 for a brief description of the
strategies corresponding to the different abbreviations.
S O C R O-C O-C* R-O R-C R-O-C R-O-C*
Intercept
0.91% 0.70% 1.18% 0.95% 0.68% 1.25% 0.78% 0.92% 0.81% 1.12%
(4.90) (9.15) (7.48) (8.10) (9.64) (9.40) (9.40) (8.68) (10.47) (10.68)
Market
-0.22 -0.04 -0.07 -0.11 -0.02 -0.06 -0.09 -0.07 -0.06 -0.07
(-5.88) (-2.79) (-2.37) (-4.76) (-1.46) (-2.38) (-5.50) (-3.53) (-3.65) (-3.48)
Size
-0.26 -0.24 -0.18 0.01 -0.19 -0.29 -0.05 -0.04 -0.05 -0.05
(-4.30) (-9.47) (-3.44) (0.21) (-8.40) (-6.70) (-1.86) (-1.22) (-2.16) (-1.43)
Value
-0.43 -0.26 -0.27 -0.08 -0.18 -0.30 -0.12 -0.05 -0.09 -0.07
(-8.02) (-11.75) (-6.02) (-2.42) (-9.16) (-8.00) (-5.17) (-1.66) (-3.88) (-2.19)
Vol. Explained 2.5% 1.4% 1.4% 0.7% 1.0% 1.7% 0.8% 0.5% 0.6% 0.6%
Vol. Total 6.4% 2.8% 5.2% 3.8% 2.4% 4.5% 2.7% 3.4% 2.5% 3.4%
R-squared 15.1% 23.9% 7.1% 3.7% 16.8% 13.6% 8.4% 2.6% 4.9% 3.0%
2.7.1 Time-varying exposures
Grundy and Martin (2001) find that momentum has time-varying exposures to the Fama
and French (1993) equity risk factors. After a large positive return on a specific factor
during momentum’s ranking period the momentum strategy has a large positive exposure
to this factor. This is a consequence of ranking the stocks on their past returns in
the momentum strategy. If a factor return has been high during momentum’s ranking
period, stocks with the highest factor loadings on this factor tend to end up in the top
of momentum’s ranking as they profit from this high factor return. At the same time
stocks with the lowest loadings on this particular factor tend to populate the bottom of
the ranking as these stocks profit the least from this high factor return. The momentum
strategy then, being long in the stocks with high factor loadings and short in the stocks
with low factor loadings, is positively exposed to this particular factor. Equivalently,
momentum is negatively exposed to an equity risk factor when the return on that factor
has been negative during momentum’s ranking period.
Martens and Van Oord (2014) achieve a reduction in momentum’s time-varying exposures
by directly hedging these exposures. We do not consider hedging in our combined
strategies as optimization is supposed to take account of a reduction in the exposures
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to the equity risk factors as it penalizes these exposures via the factor covariance matrix.
Our approach is to determine momentum strategies’ time-varying exposures to the equity
risk factors by regressing momentum returns on conditional equity risk factors according
to the following model:
rMom i,t = α +
(
βdownD
MKT,down
t + βflatD
MKT,flat
t + βupD
MKT,up
t
)
rMKT,t
+
(
sdownD
SMB,down
t + sflatD
SMB,flat
t + supD
SMB,up
t
)
rSMB,t (2.9)
+
(
hdownD
HML,down
t + hflatD
HML,flat
t + hupD
HML,up
t
)
rHML,t + et
where Dt are the dummies that denote whether the market (MKT), the size factor (SMB)
or the book-to-market factor (HML) during the ranking period (t− 7 to t− 2) went down
by more than one standard deviation relative to the mean (down), or up by more than one
standard deviation relative to their mean (up) or stayed within one standard deviation
from their mean (flat). As such we estimate three coefficients per equity risk factor: one
for the situation where the factor returns have been highly positive during momentum’s
ranking period, one where they have been strongly negative and one where they are around
zero. This results in the estimation of ten coefficients since we also include a constant in
the estimation.
The first column in Table 2.10 confirms standard momentum’s time-varying exposures: for
the market, size and value factor the coefficients after ”Up” returns in the ranking period
are significantly positive, while they are significantly negative after ”Down” returns. The
significance of these time-varying exposures of momentum is clear from the R-squared of
46.4 percent of this regression, whereas the unconditional equity risk factors only explain
15.1 percent of standard momentum’s returns.
All alternative and combined momentum strategies have less time-varying exposure to
the equity risk factors than the standard momentum strategy. The time-varying equity
risk factors explain 4.4 percentage points of standard momentum’s monthly volatility of
6.4 percent. The time-varying exposures explain less for all alternative and combined
strategies. For example, these risk factors only explain 0.9 percentage points of the
optimized constant-risk residual momentum, R-O-C, strategy’s monthly volatility of
2.5 percent. The decrease in time-varying exposures of the alternative and combined
strategies is also clear from the coefficients being closer to zero.
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Table 2.10: Regression of momentum returns on time-varying equity risk factors.
The estimated coefficients and t-statistics (in brackets), the standard deviation explained by
these time-varying factors (Vol. Explained), the total standard deviation (Vol. Total) and
the R-squared of the regression of the returns of the different momentum strategies on the
time-varying equity risk factors market, size and value from July 1929 to December 2014. See
Section 2.5.2 for a brief description of the strategies corresponding to the different abbreviations.
S O C R O-C O-C* R-O R-C R-O-C R-O-C*
Intercept
0.74% 0.69% 1.09% 0.93% 0.67% 1.22% 0.73% 0.89% 0.77% 1.08%
(4.98) (9.34) (7.57) (8.32) (9.77) (9.50) (9.32) (8.71) (10.38) (10.63)
Market
Up
0.39 0.03 0.24 0.03 0.03 0.03 0.01 0.05 0.03 0.02
(4.32) (0.77) (2.76) (0.42) (0.74) (0.44) (0.11) (0.78) (0.71) (0.39)
Flat
0.06 0.01 0.06 -0.01 0.02 0.03 0.02 -0.01 0.02 0.01
(1.53) (0.40) (1.64) (-0.46) (1.06) (0.94) (0.77) (-0.28) (0.94) (0.36)
Down
-0.64 -0.11 -0.28 -0.25 -0.08 -0.19 -0.24 -0.17 -0.16 -0.19
(-13.48) (-4.86) (-6.14) (-7.04) (-3.58) (-4.61) (-9.46) (-5.31) (-6.90) (-6.02)
Size
Up
0.61 -0.08 0.60 0.24 -0.03 0.11 0.10 0.19 0.12 0.22
(5.80) (-1.59) (5.91) (2.99) (-0.65) (1.26) (1.88) (2.63) (2.37) (3.03)
Flat
-0.52 -0.36 -0.43 -0.22 -0.30 -0.48 -0.13 -0.20 -0.13 -0.17
(-8.13) (-11.28) (-6.96) (-4.54) (-10.21) (-8.74) (-3.81) (-4.48) (-4.11) (-3.94)
Down
-0.41 -0.08 -0.27 0.35 -0.08 -0.20 -0.01 0.13 -0.04 -0.01
(-4.18) (-1.65) (-2.80) (4.76) (-1.81) (-2.38) (-0.12) (1.83) (-0.77) (-0.15)
Value
Up
0.69 -0.02 0.20 0.21 -0.01 0.08 0.04 0.11 0.04 0.11
(6.53) (-0.38) (1.96) (2.61) (-0.23) (0.90) (0.74) (1.49) (0.69) (1.55)
Flat
-0.25 -0.23 -0.13 0.04 -0.17 -0.26 -0.02 0.05 -0.01 -0.01
(-4.45) (-8.24) (-2.38) (0.86) (-6.51) (-5.40) (-0.61) (1.19) (-0.51) (-0.30)
Down
-1.02 -0.39 -0.55 -0.39 -0.24 -0.44 -0.30 -0.25 -0.19 -0.12
(-10.78) (-8.30) (-5.91) (-5.46) (-5.59) (-5.37) (-6.08) (-3.79) (-3.95) (-1.78)
Vol. Explained 4.4% 1.5% 2.5% 1.4% 1.1% 2.1% 1.2% 1.0% 0.9% 1.0%
Vol. Total 6.4% 2.8% 5.2% 3.8% 2.4% 4.5% 2.7% 3.4% 2.5% 3.4%
R-squared 46.4% 30.1% 23.0% 14.0% 21.7% 20.4% 18.5% 9.1% 12.2% 8.7%
The reduction in the time-varying exposures in Table 2.10 for the optimized and residual
momentum strategy are perfectly understood from their construction. The residual
momentum, R, strategy ranks stocks on their recent residual returns rather than their
total returns. As such the equity risk factor loadings of the stocks in the top and bottom
of this ranking are independent of the factor returns during momentum’s ranking period,
whereas the top and bottom of standard momentum’s ranking are populated by stocks
with either high or low factor exposures if the factor return has been highly positive or
strongly negative. Consequently, residual momentum’s equity risk factor exposures are
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close to zero over time. The optimized (O) momentum strategy has, by construction, less
time-varying exposures but for different reasons. First and most importantly, the strategy
takes into account risk by applying mean-variance optimization: the optimization prefers
portfolios with less risk and as such more or less aims at long-short portfolios with zero
or small exposures to the equity risk factors. Secondly, although optimized momentum’s
expected returns are based on the recent total returns that do depend on the factor returns
over momentum’s ranking period we adjust the expected returns to plus one and minus
one for the stocks ranked in the top and bottom of momentum’s ranking. As such, after
highly positive or strongly negative factor returns during momentum’s ranking period all
stocks with either high or low factor loadings get an expected return of either plus one or
minus one. Using these equal expected returns puts more emphasis on the risks and factor
exposures of the stocks in the top and bottom of momentum’s ranking when optimizing.
For example, when we do not filter the expected returns to plus one, minus one and zero,
but use the stocks’ recent average returns as expected returns the time-varying factors
explain 1.9 percentage points of the monthly volatility (not reported in Table 2.10) versus
1.5 percentage points for the optimization using the filtered expected returns in column
2 of Table 2.10.
The constant-risk momentum (C) strategy has the largest time-varying exposures among
all alternative and combined strategies: the conditional model in Equation 2.9 still
explains 2.5 percentage points of its monthly volatility. We ascribe this to the fact that this
risk-adjusted momentum strategy responds somewhat delayed to changes in momentum’s
risk profile. Consider the case where factor returns have been relatively stable and positive
for some time including during momentum’s ranking period. In that case the standard
momentum strategy builds up a positive exposure to these risk factors. So far, the risk-
adjusted constant-risk strategy has not reduced the exposure to the standard momentum
strategy. If in the investment month the factor returns realize strongly negative returns the
standard momentum strategy realizes a relatively large loss. The risk-adjusted momentum
strategy then also realizes a large loss since it has not been adapted to these built-up large
factor exposures. Only after this realized loss, standard momentum’s realized volatility
increases and this constant-risk momentum strategy reduces its total exposures. In this
way the constant-risk momentum strategy only reduces its factor loadings after it has
already suffered from these large loadings.
Nevertheless, when adding the constant-risk constraint to the optimized standard and
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residual momentum strategies (O-C and O-C respectively) the time-varying risk factors
explain even less of these strategies’ volatilities: 1.1 and 0.9 percentage points of monthly
volatility is ascribable to the time-varying exposures versus 1.5 and 1.2 percentage points
for the optimized standard momentum (O) strategy in column 2 of Table 2.10 and
optimized residual momentum (R-O), respectively.
2.7.2 Variation over the business cycle
The fact that momentum has a positive factor loading after a positive factor return during
momentum’s ranking period also has the implication that it suffers when the factor return
is negative in the investment month. These factor return reversals occur, in particular, at
the end of recessions. We establish in this section that standard equity momentum loses
on average 2.1 percent per month in the second half of recessions while it earns on average
1.5 percent per month in the second half of expansionary periods when fewer factor return
reversals occur. The optimized strategy only loses 0.1 percent per month at the end of
recessionary periods while the combined strategies no longer experience losses in these
periods. Moreover, the monthly average returns over the business cycle vary less than 1.0
percent for the optimized and combined strategies while this number is 3.6 percent for
the standard momentum strategy.
The literature also points to these data features. Chordia and Shivakumar (2002)
show that momentum’s performance varies over the business cycle. Martens and Van
Oord (2014), see Chapter 3, explain that these time-varying exposures play a key role
in the time-varying performance over the business cycle. A consequence of the time-
varying exposures is that momentum’s returns vary over the business cycle. For example,
momentum’s performance suffers when a factor return has been strongly negative during
momentum’s ranking period and reverses to a positive return in the investment month;
momentum then suffers from its built-up negative exposure to this particular factor. For
the market risk factor these factor return reversals from negative to positive particularly
occur at the end of recessions when equity markets start to recover from previous large
losses, even before the real economy starts to recover. For example, momentum’s two
largest monthly losses occur in July 1932 and April 2009 when equity markets strongly
recover after their largest losses in history.
Table 2.11 shows the average returns during four different stages of the business cycle of
the different momentum strategies. These four stages of the business cycle are defined as
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Table 2.11: Return variation of different momentum strategies over the business
cycle. Average monthly returns during four different stages of the business cycle as well as
the overall monthly average and the maximum return difference between the different stages of
the business cycle. The four stages of the business cycle are based on the peaks and troughs of
the US economy as established by the NBER. Stage I contains the months in the first half of
expansionary periods and stage II contains the months in the second half of these expansionary
periods. Stage III contains the months in the first halfs of recessions and stage IV are the latter
halfs of recessions. See Section 2.5.2 for a brief description of the strategies corresponding to
the different abbreviations.
S O C R O-C O-C* R-O R-C R-O-C R-O-C*
Expansion
Stage I 0.2% 0.3% 0.5% 0.6% 0.3% 0.7% 0.4% 0.6% 0.5% 0.7%
Stage II 1.5% 0.8% 1.7% 1.3% 0.9% 1.6% 1.0% 1.3% 1.1% 1.4%
Recession
Stage III 0.8% 0.9% 1.8% 0.8% 0.8% 1.3% 1.2% 0.7% 1.1% 1.4%
Stage IV -2.1% -0.1% -0.7% 0.3% 0.0% -0.3% 0.2% 0.3% 0.2% 0.4%
Overall 0.5% 0.5% 1.0% 0.9% 0.5% 1.0% 0.7% 0.8% 0.7% 1.0%
Difference 3.6% 0.9% 2.5% 1.0% 0.9% 1.9% 1.0% 1.0% 0.9% 1.1%
follows: first, the months are classified in expansionary and recessionary periods according
to the NBER data on the US economy and secondly, these periods are split in two equal
halfs to end up with four stages. The results in Table 2.11 confirm that momentum’s
returns vary over the business cycle: during the second stage of the business cycle in
expansionary periods momentum earns on average 1.5 percent per month, while it loses
on average 2.1 percent per month during the second halfs of recessions. That is a return
difference of 3.6 percent per month over the business cycle.
The returns on all alternative and combined momentum strategies vary less over the
business cycle. The returns on the constant-risk (C) momentum strategy still vary over
the business cycle: the difference between its best and worst stages of the business cycle is
still 2.5 percent per month, while this difference reduces to 1.0 percent for optimized (O)
and residual (R) momentum and to 0.9 percent for the optimized constant-risk momentum
(O-C and R-O-C) strategies. This is in line with our findings in the previous section
that the constant-risk (C) strategy keeps the largest time-varying exposures, while the
optimized constant-risk strategies exhibit the least time-varying exposures.
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2.8 Episode analysis
In this section we look at the performance of different strategies over severalsubperiods of
our total ninety year period. One motivation to do so stems from the fact that we founda
rather constant return pattern for deciles 2 to 9 in Figure 2, while Jegadeesh and Titman
(1993) find a decreasing return pattern for these deciles. Figure 2.9 shows that this is
a consequence of the different time periods considered in the analyses: Jegadeesh and
Titman (1993) use data from 1965 to 1989 in which indeed a decreasing return pattern
exists, whereas we use July 1929 to December 2014 that also covers the periods 1929
to 1945 and 1995 to 2014. This might indicate that the performance of the different
strategies varies over time.
Figure 2.9: Average returns of different deciles of the equity momentum strategy during nine
decades from 1929-2014.
Another motivation for the episode analysis stems from analyzing some first results
for the nine decades for the case of the mean-variance optimized standard momentum
strategies of Section 2.3. Given that Figure 2.9 already showed that momentum’s top-
bottom phenomenon varies over time, it is clear that the Full-Data strategy will perform
better when momentum’s top-bottom phenomenon is increasing over all deciles rather
than that only stocks in decile 1 outperform and stocks in decile 10 underperform.
Figure 2.10 shows the Sharpe ratios of the three optimization strategies compared to
standard momentum for different decades and confirms the variation in the performance of
the different optimization strategies. The Full-Data strategy has indeed a higher Sharpe
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ratio than standard momentum, particularly between 1946 to 1975 when momentum’s
top-bottom phenomenon in Figure 2.9 is strictly decreasing. During these years the
optimization strategies Full-101 and Top-Bottom-Data that take account of momentum’s
top and bottom phenomenon over the whole period also perform relatively well in terms
of Sharpe ratio.
Figure 2.10: Sharpe ratios over time of different optimization strategies.
These results motivate us to explore the dynamic behavior of the risk and return char-
acteristics of the ten momentum strategies and to focus on particular episodes. We do
so in two different ways. We start to analyze the time series behavior of the average
returns, volatilities and Sharpe ratios for the ten strategies over the total period of 1929-
2014. Next, we specify three particular episodes, namely, (I) Pre-World-War-II period,
denoted by Pre-war, where an economic crisis occurred and the preparation for World
War II started; (II) Post-World-War-II, denoted by Post-war Restoration, since it may be
characterized as an economic restoration period, which lasted until the first oil crisis in the
early seventies; (III) Deregulation after the oil crisis, which is the period with economic
liberation and several economic shocks with the most recent one in 2008 as the most
severe. We investigate whether the return and crash risk characteristics and the possible
effects of transaction costs on Sharpe ratios are different during these three episodes.
33A_Erim van Oord_StandV5.job
2.8 Episode analysis 53
2.8.1 Dynamic patterns in average returns, volatilities and Sharpe
ratios over the period 1929-2014
The time series of the 10-year annualized means of the ten different momentum strategies
is shown in Figure 2.11. For the annualized volatilities it is shown in Figure 2.12,
while Figure 2.13 contains the derived time series of the annualized Sharpe ratios. We
summarize the major results as follows.
Means Strategy S performs poorly in the crisis period of the thirties with a substantial
negative mean return. Similarly, strategies C and R perform poorly, albeit less so. The
combination strategies R-O-C and R-O-C* do much better in terms of mean return
during this period. After World-War II, during the recovery period, all strategies improve
substantially in terms of mean return and show a more stable behavior. It is interesting
to observe that strategy C does well in quiet periods like the fifties and nineties but does
very poorly in turbulent times like the seventies and the recent crisis. This pattern is also
typical for several other strategies. However, the combination strategy R-O-C* shows a
rather robust behavior with respect to shocks and strategy R is a major component in
this combination. It is also interesting to observe that strategy R does best in the recent
period.
Volatilities There are three distinct periods of larger volatility and turbulence: the
economic crisis of the thirties, after the first oil price shock in 1973, and during the recent
crisis starting in 2008. It is seen that the individual strategies S, C and R are negatively
affected by the high volatility, although residual momentum (R) only exhibits this high
volatility in the beginning. The optimization strategy O copes better with volatility.
The combination strategies R-O-C and R-O-C* are also much less affected by shocks and
volatility. It is clear that during the relatively quiet periods in the fifties and early sixties
as well as in the nineties both strategies R and O positively contribute to the low volatility
of the combination strategies R-O-C and R-O-C*.
Sharpe ratios A first observation is that the Sharpe ratios appear as a rather non-
stationary series that vary much over time for all strategies with negative values in the
thirties for strategies S and C. A remarkable strong restoration process occurs until the
mid fifties. Next, a very good period comes along until the first oil price shock and after
that again a very good period over the nineties with a recent downturn that started already
before the crisis of 2008. Clearly, the observed time series patterns in the volatilities have
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strongly affected the more stationary behavior of the mean returns.
It is clear that strategy S does not do well in terms of Sharpe ratio over most decades
and, in particular, in the three periods of high volatility. Until 1945 most momentum
strategies have relatively low or even negative Sharpe ratios. During and after the first
oil price shock and during the years that cover the last financial crisis, 2008 to 2014, we
also observe relatively low Sharpe ratios for all strategies.
With respect to the group of residual momentum strategies we find that the R-O-C and
R-O-C* strategies have a higher Sharpe ratio than residual momentum over the decades
running up to the first oil price shock. During the decades thereafter strategy R ’catches
up’ with a higher Sharpe ratio in recent times. This might be a consequence of the
possibly increased comovements of the stock returns over time; in particular, the increase
in the comovements of the residual returns. Mean-variance optimization then becomes
less beneficial because of the decrease in the diversification benefits. It may require a
modeling approach using factor models like in Chapter 4 to support this line of reasoning.
We conclude that the combination strategies show better Sharpe ratios than individual
strategies and are robust in turbulent times. In quiet times an individual strategy like
strategy R performs well in terms of Sharpe ratio. We note that the combination strategies
also showed the best performance in terms of crash risk criteria in our earlier analysis,
which confirms our present conclusion.
2.8.2 Three episodes of return and crash risk characteristics for
all momentum strategies
In this section we investigate how the data features on annualized means, volatilities
and Sharpe ratios from the previous section translate into summary statistics for the
three episodes. These results are reported jointly with the results on the four crash risk
characteristics. Table 2.12 presents the main risk and return characteristics for three
different subperiods, namely, (I) Pre-war period, (II) Post-war restoration period, which
maybe characterized as a restoration period in industrialized countries that lasted until
the first oil crisis in the early seventies; (III) Deregulation, post oil shock.
Episode I: Pre-war In this episode all momentum strategies have their worst perfor-
mance as can be seen from the lowest, and even negative, Sharpe ratios as well as the
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Figure 2.11: Average returns over time. The annualized means of the ten different
momentum strategies over ten year moving windows between June 1939 to December 2014. See
Section 2.5.2 for a brief description of the strategies corresponding to the different abbreviations.
(a) All strategies
(b) Subset of five strategies
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Figure 2.12: Volatilities over time. The annualized volatilities of the ten different momentum
strategies over ten year moving windows between June 1939 to December 2014. See Section 2.5.2
for a brief description of the strategies corresponding to the different abbreviations.
(a) All strategies
(b) Subset of five strategies
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Figure 2.13: Sharpe ratios over time. The annualized Sharpe ratios of the ten different
momentum strategies over ten year moving windows between June 1939 December 2014. See
Section 2.5.2 for a brief description of the strategies corresponding to the different abbreviations.
(a) All strategies
(b) Subset of five strategies
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Table 2.12: Episode analysis. Annualized mean, volatility and Sharpe ratio as well as lowest
monthly return, realized 1% shortfall, maximum drawdown and maximum recovery period over
the whole period and three different subperiods.
Whole period: July 1929 - December 2014
S O C R O-C O-C* R-O R-C R-O-C R-O-C*
Mean 6.5% 6.1% 11.8% 10.3% 6.5% 12.2% 7.9% 10.1% 8.7% 12.4%
Volatility 22.2% 9.7% 18.0% 13.2% 8.4% 15.8% 9.5% 11.8% 8.7% 11.7%
Sharpe 29.3% 63.6% 65.4% 77.9% 76.9% 77.6% 83.5% 86.0% 100.3% 106.6%
Lowest -57.3% -23.8% -35.0% -40.1% -17.3% -34.0% -24.0% -24.6% -13.8% -18.7%
Shortfall -38.1% -15.1% -22.7% -18.0% -10.8% -20.9% -12.9% -14.8% -9.8% -12.0%
Drawdown 323.6% 44.3% 93.2% 63.0% 29.9% 62.0% 70.3% 30.2% 35.8% 35.5%
Recovery 430 197 198 84 82 184 109 126 104 70
Pre-war: July 1929 - December 1945
S O C R O-C O-C* R-O R-C R-O-C R-O-C*
Mean -15.2% 1.6% -0.9% 3.1% 1.2% 0.4% 5.5% 1.6% 3.9% 5.4%
Volatility 34.8% 14.2% 17.8% 21.0% 8.4% 14.4% 14.2% 12.1% 8.4% 9.7%
Sharpe -43.8% 11.3% -4.9% 14.8% 14.6% 2.6% 38.6% 13.0% 46.4% 56.2%
Lowest -54.8% -23.8% -29.0% -40.1% -16.2% -30.1% -24.0% -24.6% -13.2% -10.6%
Shortfall -54.8% -23.8% -29.0% -40.1% -16.2% -30.1% -24.0% -24.6% -13.2% -10.6%
Drawdown 323.6% 44.3% 93.2% 63.0% 18.6% 61.5% 70.3% 30.2% 35.8% 21.6%
Recovery 186 156 157 84 82 156 109 126 104 59
Post-war restoration: January 1946 - December 1972
S O C R O-C O-C* R-O R-C R-O-C R-O-C*
Mean 14.0% 7.4% 17.1% 13.1% 9.1% 18.5% 10.4% 15.6% 13.0% 18.5%
Volatility 14.3% 5.8% 17.9% 8.0% 7.1% 13.8% 5.9% 9.9% 7.3% 9.9%
Sharpe 97.3% 128.1% 95.7% 164.0% 126.9% 133.9% 176.7% 158.6% 179.6% 187.2%
Lowest -19.3% -6.1% -35.0% -5.6% -7.7% -17.0% -4.9% -8.1% -5.5% -8.4%
Shortfall -16.9% -5.4% -20.9% -5.2% -6.6% -14.0% -4.1% -7.4% -5.3% -7.3%
Drawdown 25.5% 8.6% 35.9% 8.2% 8.8% 17.0% 9.1% 11.8% 8.8% 10.6%
Recovery 29 21 29 10 21 9 13 10 13 11
Deregulation, post oil crisis: January 1973 - December 2014
S O C R O-C O-C* R-O R-C R-O-C R-O-C*
Mean 9.9% 7.0% 13.1% 11.2% 6.8% 12.7% 7.2% 9.8% 7.7% 11.1%
Volatility 19.8% 9.5% 18.0% 11.9% 9.1% 17.2% 9.2% 12.6% 9.5% 13.2%
Sharpe 50.0% 73.8% 72.7% 93.7% 74.5% 73.6% 78.9% 77.4% 80.8% 84.3%
Lowest -57.3% -18.4% -29.5% -17.8% -17.3% -34.0% -12.4% -23.8% -13.8% -18.7%
Shortfall -33.4% -13.0% -21.5% -12.8% -12.4% -23.9% -10.3% -16.4% -10.2% -14.3%
Drawdown 93.4% 56.8% 92.4% 41.4% 53.9% 62.0% 42.4% 43.0% 40.6% 40.7%
Recovery 112 117 117 58 116 78 81 58 71 70
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largest crash risk characteristics. The strategies that optimize residual momentum R-O,
R-O-C and R-O-C* have the highest Sharpe ratios, while the constant-risk optimized
residual momentum R-O-C and R-O-C* strategies also exhibit the least crash risk.
Episode II: Post-war, restoration This episode is characterized by the best per-
formance for all strategies in terms of Sharpe ratios as well as crash risks. The higher
average returns and lower volatilities result in the highest Sharpe ratios among the three
episodes. The relative performance in terms of Sharpe ratios, which strategies outperform
other strategies, is similar to that for the whole period. All strategies outperform standard
momentum S. Residual momentum R performs best among the three proposed alternative
momentum strategies and it is a major component in the combined strategies R-O-C and
R-O-C* that themselves perform best among all strategies.
Episode III: Deregulation, post oil crisis All momentum strategies still have
positive Sharpe ratios, but lower than during the episode leading up to the oil crisis.
All proposed individual and combined momentum strategies still outperform the stan-
dard momentum strategy in terms of higher Sharpe ratios and lower crash risks. The
performance of all proposed individual and combined momentum strategies is more or
less similar as over the whole period. It is noteworthy that the constant-risk standard
momentum strategies C and O-C* exhibit relatively large crash risk. Also the residual
momentum strategy R stands out: its Sharpe ratio of 93.7% over this episode is the
highest among all strategies, while its crash risk is close to the lowest crash risk among
the strategies. This is different from the previous episodes and the full period analysis. As
stated before in Section 2.8.1, the superior performance of the residual momentum strategy
R might be caused by the increased correlation of the residual returns of the stocks, since
increased correlations would reduce the diversification benefits from optimization.
The conclusion from this empirical analysis is that over different periods different strate-
gies perform well. More specifically, it is seen that combination strategies work well in long
periods of turbulent times, while it is noteworthy that the residual momentum strategy
does well in more quiet times and in recent decades.
2.8.3 Statistical significance of Sharpe ratios over three episodes
In this section we explore possible variations in the statistical significance of the Sharpe
ratios over the three episodes. We consider both the significance of the Sharpe ratios for
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each of the different strategies and, next, the significance of the differences in the Sharpe
ratios between different strategies.
Table 2.13 shows the statistical significance of the Sharpe ratios of the different strategies
for the whole period and the three episodes. The strategies’ worst performance in terms
of the lowest and even negative Sharpe ratios in the pre-war episode are also reflected in
Sharpe ratios that are not significantly larger than zero. In the pre-war episode only the
Sharpe ratios of the optimized constant-risk residual momentum (R-O-C and R-O-C*)
strategies are significantly larger than zero at the 5% significance level. During the post-
war restoration and deregulation episodes the Sharpe ratios of all momentum strategies
are significantly larger than zero with the p-values of all strategies equalling 0.0%. This
does not come as a surprise given the relatively high Sharpe ratios during these episodes.
Table 2.13: Episode analysis of statistical significance of Sharpe ratios.
Whole period: July 1929 - December 2014
S O C R O-C O-C* R-O R-C R-O-C R-O-C*
Sharpe 29.3% 63.6% 65.4% 77.9% 76.9% 77.6% 83.5% 86.0% 100.3% 106.6%
p-value 1.04% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Pre-war: July 1929 - December 1945
S O C R O-C O-C* R-O R-C R-O-C R-O-C*
SR -43.8% 11.3% -4.9% 14.8% 14.6% 2.6% 38.6% 13.0% 46.4% 56.2%
p-value 95.52% 30.27% 58.36% 29.99% 23.91% 46.01% 7.71% 31.31% 4.91% 1.40%
Post-war restoration: January 1946 - December 1972
S O C R O-C O-C* R-O R-C R-O-C R-O-C*
SR 97.3% 128.1% 95.7% 164.0% 126.9% 133.9% 176.7% 158.6% 179.6% 187.2%
p-value 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Deregulation, post oil crisis: January 1973 - December 2014
S O C R O-C O-C* R-O R-C R-O-C R-O-C*
SR 50.0% 73.8% 72.7% 93.7% 74.5% 73.6% 78.9% 77.4% 80.8% 84.3%
p-value 0.09% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Table 2.14 shows the statistical significance of the variation in the Sharpe ratios over the
three episodes. A first observation is that all strategies have a significantly higher Sharpe
ratio than standard momentum in any of the three different episodes at the 5% significance
level, except for the constant-risk momentum strategy C during the restoration period.
The relatively high and significantly positive Sharpe ratio of the strategy R-O-C* during
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the pre-war episode has also resulted in a significantly higher Sharpe ratio than the other
strategies at the 5% level, except when it is compared with the other two optimized
residual momentum strategies R-O and R-O-C. In the post-war restoration episode we
also find that the Sharpe ratio of this strategy is significantly higher than any other
momentum strategy except for the other two optimized residual momentum strategies.
During the deregulation and post oil crisis episode we find hardly any significantly higher
Sharpe ratios among the different strategies, apart from the significantly lower Sharpe
ratios for the standard momentum strategy S. This is a consequence of the level of the
Sharpe ratios being close to each other in this episode. The highest Sharpe ratio of
the residual momentum strategy R is not significantly higher than the Sharpe ratios of
the other strategies at the 5% level, except with respect to the constant-risk residual
momentum strategy R-C.
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Table 2.14: Episode analysis of statistical significance of Sharpe ratio differences.
Whole period: July 1929 - December 2014
S O C R O-C O-C* R-O R-C R-O-C R-O-C*
S 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%
O 0.00% 59.51% 92.64% 99.99% 99.50% 99.37% 98.56% 100.00% 100.00%
C 0.00% 40.49% 85.70% 90.15% 93.25% 95.68% 97.61% 99.94% 100.00%
R 0.00% 7.36% 14.30% 47.04% 49.61% 77.62% 89.72% 99.87% 99.99%
O-C 0.00% 0.01% 9.85% 52.96% 56.92% 76.90% 81.21% 99.82% 100.00%
O-C* 0.00% 0.50% 6.75% 50.39% 43.08% 75.75% 80.61% 99.94% 100.00%
R-O 0.00% 0.63% 4.32% 22.38% 23.10% 24.25% 61.65% 100.00% 100.00%
R-C 0.00% 1.44% 2.39% 10.28% 18.79% 19.39% 38.35% 95.70% 99.69%
R-O-C 0.00% 0.00% 0.06% 0.13% 0.18% 0.06% 0.00% 4.30% 97.06%
R-O-C* 0.00% 0.00% 0.00% 0.01% 0.00% 0.00% 0.00% 0.31% 2.94%
Pre-war: July 1929 - December 1945
S O C R O-C O-C* R-O R-C R-O-C R-O-C*
S 99.74% 99.95% 98.50% 99.65% 99.59% 100.00% 98.61% 100.00% 100.00%
O 0.26% 20.68% 56.03% 69.26% 27.99% 91.25% 53.92% 95.80% 98.25%
C 0.05% 79.32% 79.66% 82.62% 65.29% 98.30% 78.58% 99.29% 99.84%
R 1.50% 43.97% 20.34% 49.25% 26.70% 88.75% 43.21% 96.08% 99.58%
O-C 0.35% 30.74% 17.38% 50.75% 16.57% 86.80% 48.30% 94.33% 98.34%
O-C* 0.41% 72.01% 34.71% 73.30% 83.43% 97.05% 71.22% 99.56% 99.99%
R-O 0.00% 8.75% 1.70% 11.25% 13.20% 2.95% 10.13% 85.56% 89.04%
R-C 1.39% 46.08% 21.42% 56.79% 51.70% 28.78% 89.87% 97.02% 99.87%
R-O-C 0.00% 4.20% 0.71% 3.92% 5.67% 0.44% 14.44% 2.98% 81.80%
R-O-C* 0.00% 1.75% 0.16% 0.42% 1.66% 0.01% 10.96% 0.13% 18.20%
Post-war restoration: January 1946 - December 1972
S O C R O-C O-C* R-O R-C R-O-C R-O-C*
S 98.75% 46.07% 100.00% 99.00% 99.98% 100.00% 99.96% 100.00% 100.00%
O 1.25% 3.25% 96.57% 39.19% 75.01% 99.92% 93.85% 99.95% 100.00%
C 53.93% 96.75% 99.87% 96.90% 99.57% 100.00% 99.95% 100.00% 100.00%
R 0.00% 3.43% 0.13% 2.50% 4.08% 87.35% 33.23% 90.17% 98.44%
O-C 1.00% 60.81% 3.10% 97.50% 81.99% 99.94% 94.53% 99.98% 100.00%
O-C* 0.02% 24.99% 0.43% 95.92% 18.01% 99.94% 91.17% 99.98% 100.00%
R-O 0.00% 0.08% 0.00% 12.65% 0.06% 0.06% 13.23% 78.89% 94.78%
R-C 0.04% 6.15% 0.05% 66.77% 5.47% 8.83% 86.77% 91.60% 97.96%
R-O-C 0.00% 0.05% 0.00% 9.83% 0.02% 0.02% 21.11% 8.40% 91.40%
R-O-C* 0.00% 0.00% 0.00% 1.56% 0.00% 0.00% 5.22% 2.04% 8.60%
Deregulation, post oil crisis: January 1973 - December 2014
S O C R O-C O-C* R-O R-C R-O-C R-O-C*
S 99.27% 98.69% 100.00% 99.52% 99.81% 99.88% 97.71% 99.80% 99.92%
O 0.73% 47.98% 94.29% 59.03% 48.37% 70.64% 61.65% 75.85% 86.50%
C 1.31% 52.02% 90.03% 54.16% 51.04% 65.89% 61.87% 70.51% 77.82%
R 0.00% 5.71% 9.97% 6.90% 5.11% 6.18% 3.95% 9.64% 13.50%
O-C 0.48% 40.97% 45.84% 93.10% 42.60% 68.10% 58.95% 74.66% 85.98%
O-C* 0.19% 51.63% 48.96% 94.89% 57.40% 73.56% 61.45% 79.40% 90.64%
R-O 0.12% 29.36% 34.11% 93.82% 31.90% 26.44% 45.34% 72.77% 87.20%
R-C 2.29% 38.35% 38.13% 96.05% 41.05% 38.55% 54.66% 61.74% 74.00%
R-O-C 0.20% 24.15% 29.49% 90.36% 25.34% 20.60% 27.23% 38.26% 80.05%
R-O-C* 0.08% 13.50% 22.18% 86.50% 14.02% 9.36% 12.80% 26.00% 19.95%
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2.8.4 Transaction costs over three episodes
In this section we start to investigate the variation in the number and size of the
transactions over the three episodes. Next, we consider break-even transaction costs and
the transaction costs for which the Sharpe ratios of the strategies remain significantly
larger than zero at the 5% level. We then look at the level of the transaction costs for
which the different strategies outperform the other strategies in terms of a higher Sharpe
ratio.
Table 2.15 shows the number and size of the transactions for the different strategies.
Given that the number of stocks increases over time, the number of transactions for the
different strategies also increases over the three different episodes. However, the pattern
of the number of transactions over the different strategies does not change over the three
episodes. The size of transactions does change over the different episodes. In particular,
the strategies that involve the constant-risk setting have relatively smaller transactions
during the pre-war episode than in the other two episodes. This is due to the relatively
high volatility of the standard S and residual R strategies during this episode; these
constant-risk momentum strategies deleverage in this episode to get a constant-risk over
the full period and as such attach relatively small weights to all stocks in this episode.
Relatively smaller weights obviously also result in relatively smaller transactions. The
other strategies that do not have an ex-ante constant-risk setting over the whole period
have a relatively stable transaction size over the different episodes. This stems from the
fact that the standard S and residual R strategies as well as their optimized counterparts
O and R-O have a 1$ long and 1$ short exposure in every investment month; the weights
attached to the different stocks are of a similar magnitude in all episodes.
Given that the performance of the different strategies, in terms of Sharpe ratios, varies
over the three different episodes we also find that the break-even transaction costs vary
over these episodes. The break-even transaction costs in Table 2.15 are high during the
episodes that all momentum strategies perform well and low, and even negative for some
strategies, during the pre-war episode. This also holds for the break-even transaction
costs for which the strategies still have a significantly positive Sharpe ratio at the 5%
significance level. Only the optimized constant-risk residual momentum strategies R-O-
C and R-O-C* keep a significantly positive Sharpe ratio for positive transaction costs.
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Negative transaction costs indicate that an investor would have to get paid for doing
transactions in order to end up with a significantly positive Sharpe ratio. In the pre-
war episode transaction costs of up to 0.35% of the investment size are required in order
to have the best strategy R-O-C* keep its positive Sharpe ratio; it is questionable if
transaction costs were that low at that time. During the post-war restoration episode
all momentum strategies keep a, significantly, positive Sharpe ratio for relatively high
transaction costs; for transaction costs up to 0.33% all strategies keep a positive Sharpe
ratio and for standard momentum this is even the case for transaction costs up to 0.71%.
Finally, the lower Sharpe ratios during the deregulation post oil crisis episode are also
reflected in lower break-even transaction costs.
Table 2.15: Episode analysis of transaction costs.
Whole period: July 1929 - December 2014
S O C R O-C O-C* R-O R-C R-O-C R-O-C*
Sharpe 29.3% 63.6% 65.4% 77.9% 76.9% 77.6% 83.5% 86.0% 100.3% 106.6%
Number 4248 15497 4249 4345 15497 4227 15497 4346 15497 4322
Size 20.3 21.2 44.5 21.8 21.5 25.1 23.1 39.2 23.8 25.9
BE SR>0 0.32% 0.29% 0.26% 0.47% 0.30% 0.49% 0.34% 0.26% 0.36% 0.48%
BE p(5%) 0.10% 0.21% 0.19% 0.36% 0.23% 0.37% 0.26% 0.20% 0.29% 0.39%
Pre-war: July 1929 - December 1945
S O C R O-C O-C* R-O R-C R-O-C R-O-C*
Sharpe -43.8% 11.3% -4.9% 14.8% 14.6% 2.6% 38.6% 13.0% 46.4% 56.2%
Number 1977 7084 1982 1988 7084 1952 7084 1993 7084 1960
Size 22.4 22.2 27.3 23.0 15.3 16.5 23.6 25.1 15.3 15.4
BE SR>0 -0.68% 0.07% -0.03% 0.14% 0.08% 0.02% 0.23% 0.06% 0.25% 0.35%
BE p(5%) -1.48% -0.17% -0.30% -0.29% -0.11% -0.35% -0.04% -0.16% 0.00% 0.09%
Post-war restoration: January 1946 - December 1972
S O C R O-C O-C* R-O R-C R-O-C R-O-C*
Sharpe 97.3% 128.1% 95.7% 164.0% 126.9% 133.9% 176.7% 158.6% 179.6% 187.2%
Number 3765 13679 3765 3864 13679 3736 13679 3864 13679 3834
Size 19.7 20.3 51.1 21.7 25.3 30.0 22.9 47.7 28.4 31.8
BE SR>0 0.71% 0.37% 0.33% 0.60% 0.36% 0.61% 0.46% 0.33% 0.46% 0.58%
BE p(5%) 0.53% 0.28% 0.23% 0.48% 0.28% 0.50% 0.38% 0.26% 0.39% 0.49%
Deregulation, post oil crisis: January 1973 - December 2014
S O C R O-C O-C* R-O R-C R-O-C R-O-C*
Sharpe 50.0% 73.8% 72.7% 93.7% 74.5% 73.6% 78.9% 77.4% 80.8% 84.3%
Number 5429 19892 5430 5557 19892 5415 19892 5558 19892 5541
Size 19.9 21.3 46.7 21.5 21.4 25.1 23.0 39.0 23.9 26.2
BE SR>0 0.50% 0.33% 0.28% 0.52% 0.32% 0.50% 0.31% 0.25% 0.32% 0.43%
BE p(5%) 0.24% 0.22% 0.18% 0.38% 0.21% 0.33% 0.21% 0.17% 0.21% 0.29%
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Table 2.16 now presents the ranges of transaction costs for which a particular momentum
strategy outperforms the other momentum strategies over the three different episodes.
We find that during the pre-war episode the optimized constant-risk residual momentum
strategies R-O-C and R-O-C* outperform all other strategies for a range of transaction
costs for which these strategies keep a positive Sharpe ratio themselves, with the strategy
with lower costs R-O-C* performing best. This is mainly a consequence of the other
strategies having a relatively low Sharpe ratio during this episode. During the post-war
restoration episode we also find that the R-O-C* strategy outperforms all other strategies
for moderate transaction costs, up to a level around 0.50%. Still, the standard S, residual
R and optimized constant-risk at lower costs O-C* strategies outperform this strategy
for relatively high transaction costs above 0.50%, up to 0.71% for standard momentum.
In this episode the average size of the transactions of the R-O-C* strategy is relatively
large and as such these strategies with a relatively smaller size of the transactions are
able to outperform for relatively high transaction costs. During the deregulation post oil
crisis episode residual momentum R has a higher Sharpe ratio than any other momentum
strategy for transaction costs up to 0.52%. This is in line with its Sharpe ratio being the
highest in this episode, although not significantly higher than most other strategies.
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Table 2.16: Episode analysis of mutual outperformance for ranges of transaction
costs.
Whole period: July 1929 - December 2014
S O C R O-C O-C* R-O R-C R-O-C R-O-C*
S 0.27%
0.32%
0.23%
0.32%
0.29%
0.32%
0.24%
0.32%
O 0.00%
0.27%
0.07%
0.29%
0.20%
0.29%
C 0.00%
0.23%
0.00%
0.07%
0.24%
0.26%
R 0.00%
0.47%
0.00%
0.47%
0.00%
0.47%
0.00%
0.47%
0.00%
0.06%
0.07%
0.47%
0.05%
0.47%
0.20%
0.47%
O-C 0.00%
0.29%
0.00%
0.30%
0.00%
0.30%
0.12%
0.30%
O-C* 0.00%
0.49%
0.00%
0.49%
0.00%
0.49%
0.06%
0.49%
0.00%
0.49%
0.07%
0.49%
0.05%
0.49%
0.20%
0.49%
0.46%
0.49%
R-O 0.00%
0.34%
0.00%
0.34%
0.00%
0.34%
0.00%
0.07%
0.00%
0.34%
0.00%
0.07%
0.03%
0.34%
R-C 0.00%
0.24%
0.00%
0.20%
0.00%
0.24%
0.00%
0.05%
0.00%
0.12%
0.00%
0.05%
0.00%
0.03%
R-O-C 0.00%
0.36%
0.00%
0.36%
0.00%
0.36%
0.00%
0.20%
0.00%
0.36%
0.00%
0.20%
0.00%
0.36%
0.00%
0.36%
R-O-C* 0.00%
0.48%
0.00%
0.48%
0.00%
0.48%
0.00%
0.48%
0.00%
0.48%
0.00%
0.46%
0.00%
0.48%
0.00%
0.48%
0.00%
0.48%
Pre-war: July 1929 - December 1945
S O C R O-C O-C* R-O R-C R-O-C R-O-C*
S
O 0.00%
0.07%
0.00%
0.07%
0.00%
0.07%
0.03%
0.07%
C
R 0.00%
0.14%
0.00%
0.14%
0.00%
0.14%
0.00%
0.14%
0.00%
0.14%
0.00%
0.14%
O-C 0.00%
0.08%
0.00%
0.08%
0.00%
0.08%
0.00%
0.08%
0.00%
0.08%
O-C* 0.00%
0.02%
0.00%
0.02%
R-O 0.00%
0.23%
0.00%
0.23%
0.00%
0.23%
0.00%
0.23%
0.00%
0.23%
0.00%
0.23%
0.00%
0.23%
R-C 0.00%
0.06%
0.00%
0.03%
0.00%
0.06%
0.00%
0.06%
R-O-C 0.00%
0.25%
0.00%
0.25%
0.00%
0.25%
0.00%
0.25%
0.00%
0.25%
0.00%
0.25%
0.00%
0.25%
0.00%
0.25%
R-O-C* 0.00%
0.35%
0.00%
0.35%
0.00%
0.35%
0.00%
0.35%
0.00%
0.35%
0.00%
0.35%
0.00%
0.35%
0.00%
0.35%
0.00%
0.35%
Continued on next page
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Table 2.16 – Continued from previous page
Post-war restoration: January 1946 - December 1972
S O C R O-C O-C* R-O R-C R-O-C R-O-C*
S 0.14%
0.71%
0.00%
0.71%
0.49%
0.71%
0.14%
0.71%
0.45%
0.71%
0.32%
0.71%
0.18%
0.71%
0.32%
0.71%
0.49%
0.71%
O 0.00%
0.14%
0.00%
0.37%
0.00%
0.37%
0.23%
0.37%
C 0.32%
0.33%
R 0.00%
0.49%
0.00%
0.60%
0.00%
0.60%
0.00%
0.60%
0.00%
0.56%
0.11%
0.60%
0.00%
0.60%
0.13%
0.60%
0.46%
0.60%
O-C 0.00%
0.14%
0.00%
0.36%
0.24%
0.36%
O-C* 0.00%
0.45%
0.00%
0.61%
0.00%
0.61%
0.56%
0.61%
0.00%
0.61%
0.25%
0.61%
0.09%
0.61%
0.26%
0.61%
0.51%
0.61%
R-O 0.00%
0.32%
0.00%
0.46%
0.00%
0.46%
0.00%
0.11%
0.00%
0.46%
0.00%
0.25%
0.00%
0.46%
R-C 0.00%
0.18%
0.00%
0.23%
0.00%
0.32%
0.00%
0.24%
0.00%
0.09%
R-O-C 0.00%
0.32%
0.00%
0.46%
0.00%
0.46%
0.00%
0.13%
0.00%
0.46%
0.00%
0.26%
0.00%
0.46%
0.00%
0.46%
R-O-C* 0.00%
0.49%
0.00%
0.58%
0.00%
0.58%
0.00%
0.46%
0.00%
0.58%
0.00%
0.51%
0.00%
0.58%
0.00%
0.58%
0.00%
0.58%
Deregulation, post oil crisis: January 1973 - December 2014
S O C R O-C O-C* R-O R-C R-O-C R-O-C*
S 0.19%
0.50%
0.14%
0.50%
0.18%
0.50%
0.19%
0.50%
0.13%
0.50%
0.20%
0.50%
0.35%
0.50%
O 0.00%
0.19%
0.00%
0.33%
0.07%
0.33%
0.00%
0.00%
0.19%
0.33%
0.04%
0.33%
0.24%
0.33%
C 0.00%
0.14%
0.10%
0.28%
R 0.00%
0.52%
0.00%
0.52%
0.00%
0.52%
0.00%
0.52%
0.00%
0.52%
0.00%
0.52%
0.00%
0.52%
0.00%
0.52%
0.00%
0.52%
O-C 0.00%
0.18%
0.00%
0.07%
0.00%
0.32%
0.00%
0.01%
0.27%
0.32%
0.04%
0.32%
O-C* 0.00%
0.50%
0.00%
0.50%
0.00%
0.50%
0.01%
0.50%
0.05%
0.50%
0.02%
0.50%
0.07%
0.50%
0.21%
0.50%
R-O 0.00%
0.19%
0.00%
0.19%
0.00%
0.31%
0.00%
0.27%
0.00%
0.05%
0.00%
0.31%
R-C 0.00%
0.13%
0.00%
0.04%
0.00%
0.10%
0.00%
0.04%
0.00%
0.02%
R-O-C 0.00%
0.20%
0.00%
0.24%
0.00%
0.32%
0.00%
0.32%
0.00%
0.07%
0.00%
0.32%
0.00%
0.32%
R-O-C* 0.00%
0.35%
0.00%
0.43%
0.00%
0.43%
0.00%
0.43%
0.00%
0.21%
0.00%
0.43%
0.00%
0.43%
0.00%
0.43%
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2.9 Conclusions
In this chapter we investigate the working of several equity momentum strategies and
compare their performances in terms of return and crash risk characteristics. We use
data that contain all monthly NYSE and AMEX common equity returns from July 1929
until December 2014 from CRSP. Our conclusions are listed in two groups. The first
group is related to the whole period and the second one to three episodes that together
form the full period from July 1929 to December 2014.
For the whole period we find that basic mean-variance optimization, in particular, when
taking account of momentum’s top-bottom phenomenon, improves standard momentum’s
risk and return characteristics and reduces momentum’s time-varying exposures. This
top-bottom phenomenon is the fact that the stocks in the top of momentum’s ranking
outperform and that stocks in the bottom of the ranking underperform. The other
alternative momentum strategies, residual momentum by Blitz et al. (2011) and constant-
risk momentum by Barroso and Santa-Clara (2015) also outperform standard momentum.
No individual strategy is superior over the whole period in all characteristics. Mean-
variance optimization is best in crash risk reduction, while residual momentum is best in
Sharpe ratio improvement.
Combining all three alternative strategies in a joint strategy further improves momentum’s
performance and reduces its crash risk substantially. The Sharpe ratio improves from
29.3% to 106.6%, while crash risk indicators like the largest monthly loss, the maximum
drawdown and the time to recover to the level of the previous peak after a drawdown
improve from respectively 57.3%, 323.6% and 430 months for standard momentum to
18.7%, 35.5% and 70 months. The joint strategy is also able to outperform residual and
constant-risk momentum. The obtained results are statistically significant.
Although transaction costs play a key role in the performance of the momentum strategies,
the outperformance of standard momentum by other strategies is independent of the
transaction size. Combining the three individual strategies improves momentum’s perfor-
mance for a similar number of transactions while only slightly increasing the average size
of the transactions. For transaction costs up to 0.46% we find that this joint momentum
strategy outperforms any other momentum strategy, including residual and constant-risk
momentum.
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A second group of conclusions refers to how the results vary over time and in particular
episodes. A major concern with respect to the performance of equity momentum strategies
is their sensitivity to special data features as turbulence and shocks that may occur in
particular episodes.
We find that all three alternative momentum strategies, as well as the combined strategies,
reduce the time-variation in momentum’s exposures and returns. This also implies that
the returns become more stable over different stages of the business cycle.
Episode analysis shows that the performance of the different strategies varies substantially
over time. Nevertheless, the performance of our proposed optimized and combined
momentum strategies over standard momentum is robust for the choice of the episode,
also when moderate transaction costs are taken into account.
Episode analysis also shows reasonably stationary behavior of mean returns for all strate-
gies after the economic crisis of the thirties and turbulent behavior of the volatilities in
three subperiods: the crisis of the thirties, the oil price shock of 1973 and the recent
crisis since 2008. This strongly affects the dynamic pattern of the Sharpe ratios over
the three episodes. It leads to the conclusion that combined strategies work fine over
the whole period with very good performance during turbulent periods, whereas residual
momentum appears to be a good strategy in relatively quiet times. These results are
statistically significant and not sensitive for a reasonable range of transaction costs.
In general, we conclude that the proposed combination of equity momentum strategies
may provide practitioners with an attractive strategy with good performance in terms of
return and crash risk over a long period of time. Our second general conclusion is that
different strategies may perform better in different episodes depending upon the amount
and level of turbulence and volatility. The results presented in this chapter also indicate
that momentum’s improved performance is still a challenge for the concept of market
efficiency and this remains a topic for further academic research.
Some topics for further research Given the possible sensitivity of our results for the
chosen data, one may explore different data sets than the one we considered. That is,
data for different countries, like emerging markets, and data for particular sectors of the
economy.
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Searching for a causal explanation of the improved performance will require more detailed
and complex modeling.
Exploring the uncertainty in the results and connect this inferential uncertainty with
forecast and policy uncertainty and effectiveness in a coherent way remains a major
research topic. A very first methodological attempt is presented in Chapter 4.
Given that different strategies perform well in different time periods, exploring a weighted
time-varying combination of strategies where the weights depend on the past performance
of a strategy might be beneficial. For some first results on this topic we refer to Casarin,
Grassi, Ravazzolo, and Van Dijk (2015).
All these topics will require more data, better and more complex modeling and more
intense computational procedures where possibly parallel computing is needed. Connec-
tions between this financial econometric topic and the field of data science should be
fruitfully pursued.
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2.A Analytical Solution to the Mean-Variance Opti-
mization Problem
Every investment month we solve the following problem to form the optimized momentum
portfolios.
min
h∗
{
h∗′V h∗
∣∣h∗′ι = 0, h∗′f = 1} (2.10)
We use the Lagrange function
L (h∗, λ1, λ2) = h∗
′V h∗ − λ1h∗′ι− λ2
(
h∗′f − 1) (2.11)
and set its derivatives to zero
δL
δh∗
= 2V h∗ − λ1ι− λ2f = 0 (2.12)
δL
δλ1
= h∗′ι = 0 (2.13)
δL
δλ2
= h∗′f − 1 = 0 (2.14)
The optimal solution for h∗ becomes
h∗ =
1
2
V −1 (λ1ι+ λ2f) (2.15)
We then solve for λ1
h∗′ι =
1
2
V −1 (λ1ι+ λ2f)
′ ι =
1
2
(
λ1ι
′V −1ι+ λ2f ′V −1ι
)
= 0
λ1 =
−λ2f ′V −1ι
ι′V −1ι
(2.16)
and for λ2
h∗′f − 1 =
(
1
2
V −1 (λ1ι+ λ2f)
)′
f − 1 = 1
2
(
λ1ι
′V −1f + λ2f ′V −1f
)− 1 = 0
λ2 =
2− λ1ι′V −1f
f ′V −1f
(2.17)
42B_Erim van Oord_StandV5.job
72 Chapter 2
which results in the following solutions for λ1
λ1 =
−λ2f ′V −1ι
ι′V −1ι
=
−
[
2−λ1ι′V −1f
f ′V −1f
]
f ′V −1ι
ι′V −1ι
=
λ1ι
′V −1ff ′V −1ι− 2f ′V −1ι
f ′V −1fι′V −1ι
λ1 = −2 f
′V −1ι
f ′V −1fι′V −1ι− ι′V −1ff ′V −1ι (2.18)
and λ2
λ2 =
2− λ1ι′V −1f
f ′V −1f
=
2−
[
−2 f ′V −1ι
f ′V −1fι′V −1ι−ι′V −1ff ′V −1ι
]
ι′V −1f
f ′V −1f
λ2 = 2
1 + f
′V −1ιι′V −1f
f ′V −1fι′V −1ι−ι′V −1ff ′V −1ι
f ′V −1f
(2.19)
These Lagrange multipliers λ1 and λ2 then yield the following optimal solution
h∗ =
1
2
V −1 (λ1ι+ λ2f)
=
1
2
V −1
(
−2
[
f ′V −1ι
f ′V −1fι′V −1ι− ι′V −1ff ′V −1ι
]
ι
+2
[
1 + f
′V −1ιι′V −1f
f ′V −1fι′V −1ι−ι′V −1ff ′V −1ι
f ′V −1f
]
f
)
=
V −1f
f ′V −1f
+
f ′V −1ιι′V −1f
f ′V −1fι′V −1ι− ι′V −1ff ′V −1ι ×
V −1f
f ′V −1f
− f
′V −1ι
f ′V −1fι′V −1ι− ι′V −1ff ′V −1ιV
−1ι
=
f ′V −1fι′V −1ιV −1f − f ′V −1ιf ′V −1fV −1ι
f ′V −1f (f ′V −1fι′V −1ι− (f ′V −1ι)2)
=
ι′V −1ιV −1f − f ′V −1ιV −1ι
f ′V −1fι′V −1ι− (f ′V −1ι)2
=
V −1f − f ′V −1ι(ι′V −1ι)−1V −1ι
f ′V −1f − (f ′V −1ι)2(ι′V −1ι)−1
=
V −1 (f − C1ι)
C2
(2.20)
where C1 = f
′V −1ι(ι′V −1ι)−1 and C2 = f ′V −1f − (f ′V −1ι)2(ι′V −1ι)−1. I.e. the optimized
portfolio is a weighted average of demeaned returns f , and the weights are determined
according to inverse of the variance-covariance matrix V .
43A_Erim van Oord_StandV5.job
2.B Momentum strategies with different percentiles 73
2.B Momentum strategies with different percentiles
Throughout this chapter all strategies were based on dividing stocks over the top and
bottom deciles of the ranking on total or residual returns. In this appendix we consider
the dependence of the performance of the strategies on this choice for deciles by considering
other percentiles.
Table 2.B.1 presents the Sharpe-ratios of the momentum strategies if we use percentiles
other than deciles (tenth percentile). The 10 percent row in this table corresponds to
the Sharpe-ratios for the compared strategies in Table 2.3. For example, the standard
momentum (S) strategy would have a Sharpe ratio of 37.8% if only the stocks in the top
and bottom fifth percentile are used for the strategy. The increasing Sharpe ratios for
smaller percentiles of the standard momentum strategy reflects momentum’s top-bottom
phenomenon that is discussed in Section 2.2.2: using the stocks in the top and bottom
20% of momentum’s ranking results in a Sharpe ratio of 18.7% versus the Sharpe ratio of
29.3% when using deciles.
Table 2.B.1 also shows that the differences between the Sharpe ratios when using deciles
generally remains if we use other percentiles. The conclusions in this chapter thus do not
seem to depend on the percentile chosen. However, we note that Table 2.B.1 indicates that
most strategies have the highest Sharpe ratio around the fifth percentile; the performance
of these strategies could thus be improved by choosing this smaller percentile.
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Table 2.B.1: Sharpe ratios for different percentiles. The annualized Sharpe ratio of the
momentum strategies for different percentiles used to divide the stocks over the top and bottom
deciles. See Section 2.5.2 for a brief description of the strategies corresponding to the different
abbreviations.
S O C R O-C O-C* R-O R-C R-O-C R-O-C*
1% 43.1% 60.3% 55.2% 59.8% 73.5% 62.8% 68.3% 62.4% 78.2% 73.9%
2% 42.5% 64.1% 56.6% 72.3% 77.3% 69.4% 80.1% 82.5% 91.1% 93.4%
3% 36.4% 64.6% 60.0% 80.4% 81.5% 71.9% 82.3% 94.0% 94.6% 99.0%
4% 38.2% 62.6% 61.3% 86.6% 81.5% 75.1% 90.1% 95.2% 102.8% 106.5%
5% 37.8% 67.0% 63.9% 80.5% 86.0% 80.6% 86.8% 90.5% 101.6% 107.5%
6% 37.2% 68.8% 68.6% 78.4% 83.6% 79.7% 83.5% 86.8% 99.8% 109.6%
7% 34.8% 69.9% 67.4% 79.3% 83.6% 79.7% 85.3% 84.4% 101.5% 109.6%
8% 32.3% 64.9% 64.8% 77.5% 79.4% 78.9% 84.7% 85.2% 101.6% 109.9%
9% 30.0% 64.1% 64.6% 78.8% 77.7% 78.4% 85.1% 85.6% 101.8% 109.9%
10% 29.3% 63.6% 65.4% 77.9% 76.9% 77.6% 83.5% 86.0% 100.3% 106.6%
11% 26.7% 59.0% 65.7% 76.8% 72.6% 77.4% 80.8% 80.3% 97.6% 105.1%
12% 26.0% 58.8% 64.3% 75.7% 71.1% 76.0% 78.0% 81.5% 96.0% 103.5%
13% 25.1% 58.3% 65.1% 76.3% 70.6% 75.4% 78.0% 85.4% 95.3% 103.1%
14% 23.5% 54.4% 63.1% 72.4% 66.3% 74.1% 75.9% 82.8% 90.9% 99.9%
15% 22.2% 50.5% 61.8% 70.0% 62.5% 72.4% 70.7% 80.2% 86.5% 96.2%
16% 22.2% 49.9% 62.2% 66.2% 61.9% 71.2% 67.0% 77.4% 84.2% 96.0%
17% 21.1% 48.1% 61.5% 66.3% 60.2% 71.0% 66.6% 77.0% 82.4% 93.5%
18% 19.9% 44.2% 59.9% 68.2% 57.4% 70.0% 65.7% 76.1% 81.9% 93.4%
19% 19.0% 43.3% 61.0% 67.1% 56.8% 70.3% 63.9% 76.3% 80.4% 93.6%
20% 18.8% 42.0% 59.4% 66.2% 55.4% 69.2% 64.2% 74.8% 80.2% 93.4%
2.C Bootstrapping Sharpe ratios
In this section we present a bootstrap method to test whether a Sharpe ratio is significantly
larger than zero as well as a similar bootstrap method to test whether a Sharpe ratio of
a strategy is significantly higher than that of another strategy. We do so by applying
the circular bootstrap method by Politis and Romano (1992). Following Ledoit and
Wolf (2008), we do not use the Jobson and Korkie (1982) test with the Ledoit and Wolf
(2003) adjustment for differences between the Sharpe-ratios as it is not valid for non-
normal time series. Momentum returns are typically not normally distributed given
their relatively extreme drawdowns. Given these return characteristics the standard
bootstrap approach of sampling single observations in every bootstrap sample by Efron
(1979) is also inappropriate, because the bootstrap methodology should take into account
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autocorrelations in the first and second moments. Among others, Barroso and Santa-Clara
(2015) show that momentum returns have persistence in volatility.
Bootstrap method Several bootstrapping methods exist to take into account persis-
tence in the first and second order moments of the data. Equivalent to the circular
bootstrap are the moving block bootstraps by Liu and Singh (1992) and Kunsch (1989),
apart from their small sample behavior. The circular bootstrap solves that observations in
the beginning or at the end of a time series end up less frequently in the bootstrapped sam-
ples by having the last observations also in a continuing block with the first observations.6
Unlike Ledoit and Wolf (2008) we do not perform a two-sided test on the difference
between two Sharpe ratios, but simply test how many of the bootstrapped Sharpe ratio
differences are higher than that of the actual observed difference between the Sharpe ratios
of the two strategies. The p-value of this test if a strategy’s Sharpe ratio is higher than
that of another strategy is one minus the portion of bootstrapped samples for which their
bootstrapped difference is larger than their actual observed difference in Sharpe ratio. It
is key to sample the Sharpe ratios under H0 by demeaning the return series such that
the Sharpe ratio of the series becomes zero. Testing if a Sharpe ratio is different from
zero is equivalent; rather than comparing the actual difference between two ratios with
the bootstrapped differences, the actual Sharpe ratio is compared to the bootstrapped
Sharpe ratios. This method follows Ledoit and Wolf (2008) in that it does not sample
from the distribution under H0, but rather inverts a confidence interval; Ledoit and Wolf
(2008) refer to paragraph 1.8 in Politis, P.Romano, and Wolf (1999) to do so.
The bootstrap algorithm we apply to find the p-value of the Sharpe ratio test of return
series 1 r1 being larger than zero or being higher than the Sharpe ratio of return series 2
r2 is as follows:
1. Demean the return series r1 such that its Sharpe ratio becomes zero in order to
sample Sharpe ratios under H0. If testing the difference between two Sharpe ratios
also demean the return series r2 such that its Sharpe ratio becomes zero.
6Politisand and P.Romano (1994) have come up with a circular stationary bootstrap with random
block length to preserve the persistence in the bootstrapped samples. We do not see the advantages of
this stationary bootstrap over the non-random block length bootstraps and choose the regular circular
bootstrap, like Ledoit and Wolf (2008) use for their hypothesis testing on the difference between two
Sharpe ratios.
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2. Set i = 0, where i will count the number of times the bootstrapped Sharpe ratio of
series 1 is larger than the Sharpe ratio for the actually observed data, or the number
of times the difference between the bootstrapped Sharpe ratios is larger than the
difference between the Sharpe ratios for the actually observed data.
3. Determine the optimal block length size b, by either the algorithm in Ledoit and
Wolf (2008) or the corrected Politis and White (2004) optimal block length size in
Patton, Politis, and White (2009).
4. Sample l = T
b
 blocks of b random integers between 1 and T , where T equals the
length of the original return series. Following the circular bootstrap by Politis and
Romano (1992) a block that starts at the end of the series continues at the start of
the series until its length equals the block size b. The last sampled block l might
have more observations than required to have the series filled to length T ; in that
case the last observations of the last block l are thrown away.
5. Construct a single index series x that contains the subsequently sampled integers of
the l blocks in the previous step.
6. Construct the adjusted return series r∗1 and that has at time t the sampled obser-
vations r∗1 = r1 (xt); if applicable also construct r
∗
2 in a similar way r
∗
2 = r2 (xt).
7. Calculate the Sharpe ratios of the constructed series r∗1 and, if applicable, r
∗
2. If the
Sharpe ratio of the series r∗1 is larger than the Sharpe ratio for the actually observed
data or if the difference between the bootstrapped Sharpe ratios is larger than the
difference between the Sharpe ratios for the actually observed data, then i = i+ 1,
else i = i.
8. Repeat steps 3 to 6 M times
9. The p-value of the bootstrap test then equals i, the number of times the boot-
strapped Sharpe ratio of series 1 has been larger than the Sharpe ratio for the
actually observed data, or the number of times the difference between the boot-
strapped Sharpe ratios is larger than the difference between the Sharpe ratios for
the actually observed data, divided by the number of bootstrap samples M.
Bootstrap settings In this study we construct 10000 bootstrap samples from the
original observations; a Sharpe ratio is thus significantly higher at the 5 percent level
if 9500 of the bootstrapped Sharpe ratio differences are smaller than the actual difference.
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We choose a block length of 6 months as this is the optimal block length when we apply
the algorithm by Ledoit and Wolf (2008) for block lengths of 1, 3, 6, 10 and 15 months.
As such our methodology takes into account the optimal block length put forward by
Politis and White (2004)7 and corrects for the persistency in the first and second order
moments of the raw and optimized momentum returns.
Bootstrap test and transaction costs Not only the statistical significance is of
interest, but also if this significance would hold after transaction costs. We have therefore
more or less reversed the bootstrap test on the Sharpe ratios being larger than zero. Given
all bootstrapped Sharpe ratios for the original test on being different from zero we have
solved for the transaction costs that would lower the actual Sharpe ratio by an amount
such that a specific percentage, equal to the significance level, of the bootstrapped Sharpe
ratio would be higher. We have presented the results of this test for a significance level
of 5% in Table 2.7 in Section 2.6.
7Patton et al. (2009) have later corrected the formulas for the optimal block lengths
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Hedging the Time-Varying
Exposures of Equity Momentum∗
3.1 Introduction
Momentum is a strategy that ranks stocks on past performance, buys the past winners
and sells the past losers1. Kothari and Shanken (1992) and Grundy and Martin (2001)
show that the resulting momentum returns have time-varying exposures to the market
and all three Fama and French (1992) and Fama and French (1993) equity risk factors
respectively. In this study we show that an ex-ante feasible hedging strategy accounting
for these time-varying exposures outperforms the standard momentum strategy. The
hedged returns are larger, less risky, more stable over time and vary less over market
and economic conditions. The results weaken the crash risk explanation of momentum
returns in Daniel and Moskowitz (2013) and Daniel et al. (2012) as the average of the
twelve worst one-month losses is reduced by 60 percent. We show that the way of
hedging is important. Taking into account the momentum’s conditional factor exposures
outperforms both hedging based on the momentum’s unconditional factor exposures and
hedging based on the individual loadings of the constituents of the momentum strategy.
We also find that it is crucial to account for all three equity risk factors, not just the
market which has been the focus of recent studies.
∗This chapter is based on Martens and Van Oord (2014).
1See Jegadeesh and Titman (1993) and Jegadeesh and Titman (2001), among others.
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3.1.1 Time variation in the returns and exposures of the mo-
mentum strategy
The average factor exposures of momentum to the equity risk factors are all negative.
For example, the full-sample market beta is -0.25. These factor exposures, however, vary
substantially over time. If the market returns are positive (negative) during the ranking
period, the market beta of the zero-investment momentum strategy is 0.45 (-0.62). When
subsequently the market reverses in the investment period the strategy will lose due to its
adverse loading on the market factor. Moreover, if all three equity risk factors move in the
opposite direction in the investment period compared to the ranking period, momentum
on average loses 3.6 percent per month. On the contrary, momentum earns 3.5 percent
when the factors move in the same direction. These time-varying exposures of momentum
also result in variation of the returns over the business cycle: during the second half of
recessions momentum loses 2.1 percent per month on average, while it earns 1.5 percent
per month in the second half of expansions.
The reason for the time variation in the exposures is as follows: Consider the simplified
case that stock returns are governed by their market beta, the market return and a
residual return. If during the ranking period the market return is positive, the momentum
strategy tends to buy high beta stocks and sell low beta stocks. The resulting positive
beta exposure then positively contributes to the momentum return if the market return
is positive again in the investment period. In contrast, if during the investment period
the market return is negative, this positive beta exposure negatively contributes to the
return. In short, when the market factor moves in the same direction in both ranking
and investment period, it is beneficial for the momentum return. If, however, the market
factor moves in the opposite direction in the investment period, it is detrimental for the
momentum returns. The same arguments hold for the size and book-to-market factors.
3.1.2 Hedging the time-varying exposures of momentum
We investigate three different ways to hedge the time-varying risk exposures of momentum.
First, we use the common approach of regressing historical momentum returns for a
specific window on the three Fama and French (1993) equity risk factors. This mostly
corrects for the long-term negative factor loadings of momentum. This is a rather naive
strategy as it assumes the current momentum portfolio has the same factor loadings
as the past momentum portfolios, while the constituents of the strategy change rapidly
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over time. As a consequence, this hedging method still has strong time-varying factor
exposures. Therefore we consider two hedging methods that do take into account the
current factor exposures of momentum. First, we use individual historical betas of the
constituents of the momentum portfolio to estimate the exposures. Second, we capture
the time-varying patterns in the momentum exposures by regressing momentum returns
on the equity risk factors conditional on the factor returns in the ranking period of the
momentum strategy, as proposed by Grundy and Martin (2001).
Hedging based on either individual stock betas or the conditional factor model reduces
the volatility of the momentum strategy by about 25 percent. When all three equity risk
factor returns show a reversal from the ranking to the investment period, the hedge based
on individual betas gains 0.6 percent, and the hedge based on conditional momentum
loadings loses -0.4 percent, compared to -3.6 percent for the unhedged momentum strategy.
The hedge based on individual betas has an annual Sharpe ratio of 0.47 and the con-
ditionally hedged returns have a Sharpe ratio of 0.71 compared to a Sharpe ratio of
0.36 for unhedged momentum. These Sharpe ratios further improve to 0.63 and 0.75,
respectively, if we only take offsetting positions when the estimated factor exposures are
negative. These asymmetric hedges profit from the average positive factor returns and
reduce the overall negative loadings on the equity risk factors.
3.1.3 Crash risk as an explanation for momentum profits
Daniel and Moskowitz (2013) and Daniel et al. (2012) show that the momentum strategy
has many large monthly losses. As such they hypothesize that the momentum profits
are a compensation for crash risk. For our data we find that the average loss equals
36.8 percent for the twelve months where momentum loses more than 20 percent. The
conditional hedge reduces the losses in these months to an average loss of 14.8 percent.
We achieve this by understanding the time-varying exposures of momentum and only
using ex-ante available information. Hence these results substantially weaken the crash
risk explanation of momentum profits.
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3.1.4 Stability of hedged momentum returns over the business
cycle
Hedging also stabilizes the momentum returns over the different stages of the business
cycle. Similar to Chordia and Shivakumar (2002) we find that momentum returns are
on average higher periods of expansion (0.90 percent) than in periods of recession (-0.50
percent). For the conditionally hedged returns, however, we find average monthly returns
of 1.13 percent and 0.46 percent in periods of expansions and recessions, respectively.
Especially in the second half of recession periods, raw momentum suffers with an average
return of -2.09 percent per month. We find that this is mainly due to reversals in the
market, size and value-growth factors. Hedging reduces the adverse conditional loadings
on the equity risk factors and thereby improves performance in the latter stages of
recessions, from -2.09 percent to 0.05 percent per month.
Hedging also improves momentum returns after down markets. Cooper et al. (2004) find
substantial momentum losses after the 3-year market return is negative. The conditional
hedge improves momentum returns in down markets from -1.78 percent per month for
the unhedged strategy to 0.27 percent. Hence we attribute the differences between down
and up markets partly to time-varying risk exposures rather than only to overreaction
theories as Cooper et al. (2004) do.
3.1.5 Systematic under- and overestimation historical betas
The common approach to estimate a portfolio’s factor exposures by the historical betas
of its constituents leads to systematic over- and underestimation of the momentum
exposures2. After positive factor returns in the formation period momentum selects
stocks with high loadings on the winning factors. It turns out that these loadings are
overestimated. Hence the ex-ante hedge will ex-post turn out to be an over-hedge and
results in negative loadings on the equity risk factors. Following negative factor returns
the exposures of stocks with high loadings on a particular factor are underestimated, while
momentum is short in these stocks. It follows that the ex-ante hedge ratios will ex-post
turn out to be insufficient, leaving negative loadings on the equity risk factors. Thus both
after positive and after negative factor returns hedging based on individual stock betas
2Boguth, Carlson, Fisher, and Simutin (2011) find for ex-post betas of the momentum strategy a
negative correlation between beta biases and market returns. They, however, focus on estimating unbiased
alphas, not hedging.
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will leave on average negative exposures to the factors.
The remainder of this chapter is organized as follows. Section 3.2 describes the data.
Section 3.3 explains how we measure the ex-post exposures of momentum to the equity risk
factors and how the hedging methods work. Section 3.4 presents the key results. Section
3.5 describes the systematic under- and overestimation of the momentum exposures when
using the commonly used individual historical estimated betas. Finally, Section 3.6 will
conclude.
3.2 Data
Total monthly returns of all NYSE and AMEX common stocks in the CRSP database
are used3, covering the period 1926 to 2011. Stocks that have a stock price lower than $1
at the beginning of the investment period are excluded as also done by Amihud (2002)
and Pastor and Stambaugh (2003) for $5 stocks. Following Grundy and Martin (2001)
we use a six-month ranking period, wait for one month to avoid return reversals4, and
then go long in the 10 percent winners and short in the 10 percent losers for one month
assigning equal weight to each individual stock. We rule out those stocks that do not
exist in the whole six-month ranking period. With these criteria the first ranking period
is from January 1926 to June 1926 to invest in August 1926, and there are 44 stocks in
each decile at that time. The final ranking period is from April 2011 to October 2011 to
invest in December 2011, and by then there are 146 stocks in each decile.
Table 3.1 column 1 shows the sample characteristics of the standard momentum strategy
from February 1932 to December 2011. We leave out the data before February 1932 as for
the hedging strategies we require a burn-in period to estimate the first individual factor
loadings and the conditional model presented in section 3.35. The average return to the
momentum strategy is 0.67 percent per month with a volatility of 6.5 percent per month.
The worst month is April 2009 with a return of -60.5 percent, and the best month is
3Common AMEX and NYSE stocks with an exchange code equal to 1 or 2 and a share code equal to
10 or 11 during the investment month are eligible for the momentum strategy.
4See e.g. Jegadeesh and Titman (1993), Narasimhan Jegadeesh (1995), Lehmann (1990) and Lo and
MacKinlay (1990).
5Data on the Fama and French (1993) equity risk factors start in July 1926. Our conditional regressions
need these equity risk factor returns from t − 7 to t − 2 besides the skip month t − 1. Subsequently we
require at least 60 months for the estimation of the conditional regression presented in Section 3.3.
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March 1938 with a return of 23.0 percent. The final rows of Table 3.1 also show that
momentum on average has significant negative loadings on the market (-0.25), size (-0.25)
and HML (-0.42) factors.
Table 3.1: Sample statistics momentum strategy. Monthly sample statistics of investing
according to the regular momentum strategy (Unhedged), i.e. sort stocks based on their
performance from t − 7 to t − 2, skip month t − 1, and invest at time t in the top 10% of
the ranked stocks and short the bottom 10%. The next three columns show the same results
for the hedged momentum returns, where hedging takes place by taking positions in the equity
risk factor portfolios offsetting predicted exposures to these equity risk factors. These predicted
factor exposures are based on using past unconditional loadings on the three equity risk factors,
over the most recent 120 months (Hedge 1); using the average of the individual loadings of the
constituents of the momentum strategy using a maximum estimation window of 120 (Hedge 2);
or using past conditional loadings using Equation 3.1 (Hedge 3) estimated over the most recent
120 months. The final four rows show the results of regressing the (hedged) momentum returns
on the equity risk factors over the full sample. ***, ** and * denote significance at the 1%, 5%
and 10% significance levels, respectively. The sample period covers Febuary 1932 to December
2011 (959months).
Unhedged Hedge 1 Hedge 2 Hedge 3
Average return 0.67% 1.08% 0.68% 1.02%
Standard deviation 6.5% 6.1% 5.0% 5.0%
Minimum -60.5% -56.5% -42.9% -42.3%
Maximum 2.03% 22.1% 17.0% 23.6%
Alpha 1.10%*** 1.06%*** 1.04%*** 1.07%***
Market beta -0.25*** -0.06* -0.08*** -0.02
Size beta -0.25*** 0.05 -0.44*** -0.10**
HML beta -0.42*** 0.14*** -0.42*** 0.00
R-squared 15.5% 0.8% 23.2% 0.6%
3.3 Methods
Let ri,t be the return on stock i in month t. At the end of each month t − 1 all NYSE
and AMEX stocks are ranked on the basis of their cumulative returns over the formation
months t − 7 to t − 2. Note that month t − 1 itself is known as the skip month, and
is explicitly not used for the ranking to avoid mean-reversion in returns. Subsequently
equally weighted deciles are formed. The return differential between the winners’ portfolio
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(top ranked 10 percent stocks) and the losers’ portfolio is denoted by rWL,t. This is the
momentum return in month t.
3.3.1 Ex-post evaluation of the time-varying risks of the mo-
mentum strategy
Grundy and Martin (2001) estimate the conditional model in Equation 3.1, since regress-
ing the momentum returns on the equity risk factors ignores the time-variation in the
factor exposures of momentum:
rWL,t = α +
(
βdownD
MKT,down
t + βflatD
MKT,flat
t + βupD
MKT,up
t
)
rMKT,t
+
(
sdownD
SMB,down
t + sflatD
SMB,flat
t + supD
SMB,up
t
)
rSMB,t (3.1)
+
(
hdownD
HML,down
t + hflatD
HML,flat
t + hupD
HML,up
t
)
rHML,t + et
where Dt are the dummies to denote whether the market (MKT), the size factor (SMB)
or the book-to-market factor (HML) during the ranking period (t− 7 to t− 2) went down
by more than one standard deviation relative to the mean (down), up by more than one
standard deviation relative to their mean (up) or stayed within one standard deviation
from their mean (flat).
Consider for example the exposure to the market factor. If the market is up during the
ranking period only DMKT,upt ,up equals one. In that case the winners (losers) portfolio
will have more high (low) beta stocks and momentum will have a positive beta exposure.
Hence we expect βup to be larger than zero. For similar reasons we expect βdown to be
smaller than zero. Obviously similar arguments apply to the SMB and HML exposures.
It is these time-varying factor exposures that we would like to reduce with hedging. Hence
we evaluate the adequacy of hedging strategies by checking if the estimated conditional
betas in Equation 3.1 get closer to zero for the hedged return series. Using adequately
hedged momentum returns rHedge jWL,t+1 on the left-hand-side of Equation 3.1 should reduce
the regression R-squared of this conditional model.
3.3.2 Hedging strategies for the standard momentum returns
If we were to know the momentum factor exposures at the start of the investment month
we could hedge the momentum return by taking opposite positions in the market, the
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size and the value-growth factor6. We look at three different ways to hedge returns in
this way. They differ from each other in the way they estimate the factor exposures of
momentum. The hedged momentum returns become:
rHedge iWL,t+1 = rWL,t+1 −̂βHedge jW−L,t rMKT,t+1 −̂sHedge jW−L,t rSMB,t+1 −̂hHedge jW−L,t rHML,t+1 (3.2)
Using unconditional loadings of momentum returns (hedge 1)
The simplest approach is to regress the momentum returns in months tT to t1 on the
unconditional factor returns to find the loadings for month t,
rWL,t∗ = αt + βtrMKT,t∗ − strSMB,t∗ − htrHML,t∗ + et t∗ = t− T, ..., t− 1 (3.3)
The estimated betas can be used directly in Equation 3.2 to create a hedged version of
momentum.
Using individual factor loadings of the current constituents (hedge 2)
The composition of the momentum portfolio changes over time, while we are interested
in the loadings of the current portfolio. Hence a more logical approach to determine
a portfolio’s current exposures is to first compute the historical factor loadings of the
individual stocks that make up the current portfolio and then compute the factor loadings
of the portfolio. Hence each month t we estimate for each stock in the momentum portfolio
ri,t∗ = αt + βi,trMKT,t∗ − si,trSMB,t∗ − hi,trHML,t∗ + ei,t t∗ = t− T, ..., t− 1 (3.4)
for months tT to t1 (or less history when the stock does not exist for T months). Then
we compute the factor loadings of the momentum portfolio for month t as follows,
̂βHedge 2t =
Nt∑
i=1
wi,tβ̂i,t
̂sHedge 2t =
Nt∑
i=1
wi,tŝi,t
̂hHedge 2t =
Nt∑
i=1
wi,tĥi,t (3.5)
where wi,t is the weight of stock i in the momentum portfolio in month t. In our case
with equal weighting for the top and bottom decile the weights will be 10/Nt or −10/Nt
6We assume it is possible to do this. Daniel and Titman (1997) point to the efficacy of the approach
of trading offsetting portfolios of long-short positions that mimic the Fama and French (1993) factors. In
practice it could be difficult and costly to create short positions. As future research it will be interesting to
test hedging using recently launched futures on value, growth and small cap indices, including transaction
costs.
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respectively for the constituents of these deciles with Nt the number of stocks at time t;
stocks in deciles two to nine get a weight of zero.
Using conditional loadings of momentum returns (hedge 3)
Rather than estimating the individual exposures of the current constituents of the mo-
mentum strategy we directly take offsetting positions according to the current conditional
loadings. We only use in-sample data that is known prior to the investment month t to
estimate these conditional loadings. For that purpose we estimate Equation 3.1 for the
past T months up to t to determine the conditional loadings. Next we use the factor
returns in the formation period to establish for each factor whether we are in the up,
down or flat state and use the corresponding estimate for the offsetting positions. The
advantage of this approach over the individual hedge is that we do not have to assume that
individual stocks have constant loadings for a longer historical period. The disadvantage
is that we assume to know the functional form and the parameters of the conditional
model7.
3.4 Results
3.4.1 Sample characteristics of hedged momentum returns
Table 3.1 shows the sample characteristics of momentum and the three versions of hedged
momentum. We use T equal to 120 months for all hedge methods. In Section 3.5 we show
results for smaller T . First, as expected hedging reduces the volatility. The hedge based
on individual stock betas and the conditional hedge both have a standard deviation of 5.0
percent per annum, compared to 6.5 percent for unhedged momentum. The reduction in
risk is also visible in the minimum return, with the worst monthly loss reduced from 60.5
percent to less than 43 percent. In addition the hedge based on the conditional model in
Equation 3.1 provides a higher average monthly return of 1.02 percent, compared to 0.67
percent for both unhedged momentum and for hedged momentum based on individual
loadings. The unconditional hedge also increases the return to 1.09 percent but reduces
the volatility only to 6.1 percent and the max loss is still -56.5 percent. We will see in
the next section that the unconditional hedge is not effective in reducing the time-varying
7Jr. and Prinsky (2007) and Blitz et al. (2011) follow a completely different approach that aims at
avoiding the conditional factor loadings of momentum altogether. In particular the residual momentum
strategy looks at the past residual returns to form decile portfolios, based on the residuals from Equation
3.4. Here we take the positions of the total return momentum strategy as given
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exposures to the risk factors.
The final rows of Table 3.1 explain the return differences of the hedged momentum
strategies. Both the unconditional and conditional hedge on average increase the loadings
on the market, size and HML, three factors known to have on average a positive return.
For our sample the market excess return is 3.9 percent per annum, and the returns for size
and HML are respectively 2.9 and 4.6 percent per annum. In contrast the hedge based on
individual stock loadings still has negative loadings on all three factors. We investigate
this in more detail in Section 3.5.
3.4.2 Ex-post time-varying exposures
We started the hedging exercise with the objective to reduce the time-varying exposures
of momentum. These exposures are shown in column 1 of Table 2. The results are
comparable to those on page 47 in Grundy and Martin (2001). In particular we see that
momentum has a negative market beta (0.62) when the market return in the ranking
period is negative and a positive beta (0.45) after the market return is positive during
the ranking period. Similarly the momentum strategy has higher (lower) loadings to the
size and HML factors when these factor returns have been positive (negative) during
the ranking period. The conditional model explains 51.3 percent of the variation in the
momentum returns. This is in contrast with the unconditional equity risk factor model
that explains only 15.5 percent, see column 1 final row in Table 3.1.
All three hedging methods reduce the impact of the time-varying exposures to the
equity risk factors. The conditional hedge is the best method to reduce the time-varying
exposures. After hedging the regression R-squared is reduced to just 5.2
Column 2 in Table 3.1 shows the ex-post conditional factor exposures of the hedged
momentum returns, where the hedge parameters have been computed using the uncondi-
tional model in Equation 3.3. The unconditional hedge is the least effective in reducing
the time-varying risk exposures of momentum. Effectively this method most of the time
only adds the market, size and HML because the average loading of momentum to these
factors is negative (see Table 3.1 column 1). This is also visible from column 2 in Table
3.3 where for all three factors the loadings are higher in all three states. For example
the exposure to the market, after the market went up, has increased from 0.45 to 0.66.
And the exposure, after the market went down, has increased from 0.62 to 0.38. Both
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Table 3.1: Ex-post risk exposures of (hedged) momentum strategies. This table shows
the estimation results of the conditional equity three risk factor model in Equation 3.1, estimated
for February 1932 to December 2011 (959 monthly observations). The first column shows the
results for the original momentum strategy that ranks stocks based on their returns in the past
6 months, skips one month and then invests for one month. The next three columns show the
same results for the hedged momentum returns, where hedging takes place by taking positions
in the equity risk factor portfolios offsetting predicted exposures to these risk factors. These
predicted factor exposures are based on using past unconditional loadings on the three equity
risk factors, over the most recent 120 months (column 2); using the average of the individual
loadings of the constituents of the momentum strategy using a maximum estimation window of
120 (column 3); or using past conditional loadings using Equation 3.1 (final column) estimated
over the most recent 120 months.
Unhedged Hedge 1 Hedge 2 Hedge 3
Intercept
0.0095 0.0092 0.0103 0.0101
(6.42) (5.79) (7.42) (6.35)
MKT
Up
0.445 0.661 -0.075 0.108
(5.03) (6.94) (-0.90) (1.13)
Flat
0.067 0.195 0.058 0.075
(1.64) (4.42) (1.5) (1.7)
Down
-0.621 -0.384 -0.243 -0.094
(-12.43) (-7.13) (-5.17) (-1.74)
SMB
Up
0.537 0.837 -0.462 0.212
(5.47) (7.92) (-5.02) (2.01)
Flat
-0.58 -0.254 -0.645 -0.24
(-9.14) (-3.72) (-10.83) (-3.51)
Down
-0.422 -0.17 -0.023 -0.181
(-4.62) (-1.73) (-0.27) (-1.83)
HML
Up
0.687 1.249 -0.208 0.003
(6.66) (11.24) (-2.14) (0.03)
Flat
-0.129 0.376 -0.344 0.211
(-2.18) (5.87) (-6.16) (3.29)
Down
-1.048 -0.468 -0.534 -0.201
(-13.19) (-5.47) (-7.16) (-2.35)
R-squared 51.3% 37.8% 27.9% 5.2%
increases are not far away from the average (negative) 0.25 loading on the market for
momentum (see Table 3.1 Column 1). Hence the unconditional hedge is merely adding
betas to offset the average negative betas, but it is not providing a solution for the time-
varying exposures.
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Column 3 in Table 3.1 shows the results for the hedge based on individual stock loadings,
see Equations 3.4 and 3.5. The results show that this hedging approach partially succeeds
in reducing the time-varying risk exposures. For example the down market beta is still
0.24, and the down HML beta is still 0.53. Also in some instances the hedge ratio has been
overestimated, as e.g. the up market beta is 0.08 and the up size beta is even 0.46. The
regression R-squared of the conditional model is still 27.9 percent. Hence this hedging
approach improves over not hedging and the unconditional hedge, but there is room for
further improvement. Hence the hedge based on individual loadings does not work that
well, and we believe the main cause is estimation error. The estimated loadings of the
constituents of the momentum portfolio are, for example, biased upward after positive
factor returns during the formation period. We investigate this in more detail in Section
3.5 where we also motivate the choice for the 120 month window.
Column 4 in Table 3.1 shows the ex-post conditional factor exposures of the hedged
momentum returns, where the hedge parameters have been computed by applying the
conditional regression in Equation 3.1 to the past 120 momentum returns prior to
investing. The results show that this approach succeeds to a large extent in reducing
the time-varying risk exposures. All market betas are no longer significantly different
from zero at the 5 percent significance level. For the HML factor the loading in the up
state is no longer significant at the 5 percent level. This hedging method is the least
successful for the size factor, with the up state beta lowered to a still significant 0.21, a
flat beta of 0.24 and the down size beta still 0.18. The regression R-squared has been
substantially reduced from 51 percent to just 5 percent.
We therefore conclude on this criterion that the conditional hedge has the best hedging
performance than the hedge based on individual stock betas. Apparently imposing a prior
structure on the time-varying factor loadings improves their estimation substantially.
3.4.3 Momentum returns over factor return reversals
Table 3.2 shows the results when sorting the raw and hedged momentum returns based
on the factor returns during the ranking and investment period. This exercise can be
viewed as the non-parametric alternative to the regression-based analysis in the previous
section to analyze the consequences of the time-varying exposures to the factor loadings.
For each of the three equity risk factors we consider the case where the factor return
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moves in the same direction in ranking and investment period (same) or in the opposite
direction (reversal). This gives 8 possibilities. The raw momentum strategy earns on
average 3.5 percent per month when all factor returns have the same sign in the ranking
and investment period, whereas this is -3.6 percent when all factor returns have opposite
signs in the ranking and investment period, a difference of 7.1 percent.
Table 3.2: Momentum returns conditional upon factor returns. This table shows the
average monthly (hedged) momentum returns in 8 different states for February 1932December
2011 (959 monthly observations). If the factor returns have the same sign in the ranking period
(t− 7 to t− 2) and investment period (t) it is labeled Same. If the factor moves in the opposite
direction in ranking and investment period it is labeled Reversal. For the three equity risk
factors we thus get 8 possibilities. The second column (Unhedged return momentum) shows the
results for the original momentum strategy that ranks stocks based on their returns in the past
6 months, skips one month and then invests for one month. The next three columns show the
same results for the hedged momentum returns, where hedging takes place by taking positions in
the equity risk factor portfolios offsetting predicted exposures to these equity risk factors. These
predicted factor exposures are based on using past unconditional loadings on the three equity
risk factors, over the most recent 120 months (column 3); using the average of the individual
loadings of the constituents of the momentum strategy using a maximum estimation window of
120 (column 4); or using past conditional loadings using Equation 3.1 (final column) estimated
over the most recent 120 months.
MKT SMB HML Obs Unhedged Hedge 1 Hedge 2 Hedge 3
Same Same Same 188 3.5% 4.1% 0.6% 2.0%
Same Same Reversal 120 1.7% 2.5% 0.9% 1.4%
Same Reversal Same 119 1.6% 2.2% 0.6% 1.4%
Same Reversal Reversal 117 -0.3% -0.1% 1.0% 0.6%
Reversal Same Same 96 1.8% 2.4% 0.5% 1.3%
Reversal Same Reversal 78 -1.0% -1.2% 0.5% 0.1%
Reversal Reversal Same 116 -0.2% 0.2% 0.7% 1.1%
Reversal Reversal Reversal 125 -3.6% -3.5% 0.6% -0.4%
All 959 0.67% 1.08% 0.68% 1.02%
Hedge 2 based on individual stock betas reduces the impact of the time-varying factor
exposures. The range is reduced to 0.5 percent (best 1.0 percent, worst 0.5 percent). The
conditional hedge 3 is worse on this criterion with the range being reduced to 2.4 percent
(best 2.0 percent, worst -0.4 percent). The unconditional hedge 1 is clearly the worst.
The range between the best case at 4.1 percent and the worst case at -3.5 percent is 7.6
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percent, even larger than that of unhedged momentum. This illustrates once again that
the unconditional hedge is not effective in estimating the factor exposures of momentum
accurately at each moment in time.
3.4.4 Momentum crashes
Daniel and Moskowitz (2013) and Daniel et al. (2012) show that momentum crashes
occur following market declines, when market volatility is high, and contemporaneous
with market rebounds. We show that this is largely due to the time-varying exposures in
the factor loadings of momentum. When the market crashes, low beta stocks will lose less
than high beta stocks. Hence momentum will load on low beta stocks and short high beta
stocks, leading to a negative beta for the strategy. If subsequently the market rebounds,
the negative beta exposure leads to a loss.
Hedging this negative beta should reduce these losses; the better the ex-ante hedge the
larger this loss reduction. Table 3.3 shows that we manage to reduce the momentum
crashes quite substantially. Following Daniel and Moskowitz (2013) we look at 12
drawdowns, months in which WML loses 20 percent or more. The average loss of WML
in our case is -36.8 percent.
This reduces to -23.1 percent after the unconditional hedge, because in the market down
state the beta is -0.38 instead of -0.62 (Table 3.1 row labeled MKT down), reducing the
loss due to a market rebound. The hedge based on individual stock betas reduces the
average loss in the worst unhedged momentum return months to -24.2 percent. It also
has a less negative market beta in market down states. Finally the conditional hedge
manages to bring down the average loss to just -14.8 percent, a reduction of 60 percent
compared to the -36.8 percent for unhedged momentum. At the same time this hedging
method provides an even better average monthly return, up from 0.67 percent to 1.02
percent. Hence this makes a crash risk based explanation of momentum less likely8.
8Of course after hedging other months than the original twelve months could have greater losses. For
the conditional hedge the new twelve worst months have an average loss of 21.9 percent, substantially
lower than the worst twelve months of unhedged momentum at -36.8 percent. Also these losses will not
necessarily take place after market downturns and subsequent recoveries (see also 3.4.5 and 3.4.6), or
when market volatility is high.
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Table 3.3: Twelve largest monthly WML losses and these losses after hedging. The
table reports all momentum (unhedged column 2) losses in excess of 20 percent in a single month
from February 1932 to December 2011. The final three columns show the losses in the same
months for the hedged momentum returns, where hedging takes place by taking positions in the
equity risk factor portfolios offsetting predicted exposures to these equity risk factors. These
predicted factor exposures are based on using past unconditional loadings on the three equity
risk factors, over the most recent 120 months (column 3); using the average of the individual
loadings of the constituents of the momentum strategy using a maximum estimation window of
120 (column 4); or using past conditional loadings using Equation 3.1 (final column) estimated
over the most recent 120 months.
Rank Month Unhedged Hedge 1 Hedge 2 Hedge 3
1 Apr-09 -60.5% -56.5% -42.9% -42.3%
2 Sep-39 -57.7% -38.6% -37.9% -41.2%
3 Jul-32 -50.9% -24.0% -27.2% 1.6%
4 Apr-33 -44.6% -25.1% -4.3% 14.4%
5 Aug-32 -35.8% 9.6% -41.9% -5.2%
6 Jan-01 -35.4% -37.9% -33.3% -29.6%
7 Jan-75 -31.4% -24.3% -26.0% -13%
8 May-33 -28.9% -5.4% -11.5% -20.3%
9 Nov-02 -27.9% -26.9% -22.7% -23.5%
10 Jan-34 -25.6% -8.2% -14.7% -3.0%
11 Sep-70 -21.6% -24.3% -3.2% -4.5%
12 Jan-74 -20.8% -15.3% -24.4% -11.5%
Average -36.8% -23.1% -24.2% -14.8%
3.4.5 Stability of momentum returns over the business cycle
Momentum returns vary over the different stages of the business cycle; hedging the time-
varying exposures of momentum reduces this variation. The National Bureau of Economic
Research (NBER) defines expansions and recessions for the US economy, including specific
dates for troughs and peaks. Several studies (see e.g. MichaelDeStefano (2004)) use this
information to split the business cycle into four stages: Stage 1 starts in the month after
the trough (early expansion) with stage 2 ending at the peak (end of expansion). Stage 3
starts in the month after the peak (first part of recession period) and stage 4 ends with the
trough (end of the recession). Table 3.4 shows the average (hedged) momentum returns
during the various stages of the business cycle.
Momentum performs below par in stage 1 (early expansion) with an average return of
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Table 3.4: (Hedged) momentum returns over the business cycle. This table shows the
average monthly (hedged) momentum returns from February 1932 to December 2011 divided
over 4 stages of the business cycle between the peaks and troughs of the US economy as
established by the NBER. Stage 1 starts in the month after the trough with stage 2 ending
in the month of the peak, with months being equally divided between stages 1 and 2. Similarly
stage 3 starts in the month after the peak with stage 4 ending in the month with the trough,
with months being equally divided between stages 3 and 4. Hence stages 1 and 2 reflect the
different stages of the expansion, whereas stages 3 and 4 are the different stages of the recession.
The second column (Unhedged) shows the results for the original momentum strategy that ranks
stocks based on their returns in the past 6 months, skips one month and then invests for one
month. The next three columns show the same results for the hedged momentum returns, where
hedging takes place by taking positions in the equity risk factor portfolios offsetting predicted
exposures to these equity risk factors. These predicted factor exposures are based on using past
unconditional loadings on the three equity risk factors, over the most recent 120 months (column
3); using the average of the individual loadings of the constituents of the momentum strategy
using a maximum estimation window of 120 (column 4); or using past conditional loadings using
Equation 3.1 (final column) estimated over the most recent 120 months.
Obs Unhedged Hedge 1 Hedge 2 Hedge 3
Expansion
Stage 1 418 0.32% 0.75% 0.58% 0.83%
Stage 2 384 1.53% 2.02% 1.09% 1.46%
Recession
Stage 3 73 1.33% 1.11% 0.74% 0.94%
Stage 4 84 -2.09% -1.55% -0.77% 0.05%
All 959 0.67% 1.08% 0.68% 1.02%
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0.32 percent. In the second part of the expansion (stage 2) momentum performs better
with an average monthly return of 1.53 percent. The first part of recession periods (stage
3) is also good for momentum with an average return of 1.33 percent per month. In
contrast, in the latter stage of the recessions momentum is generating losses with an
average monthly return of -2.09 percent. Overall this means that momentum on average
loses during recession periods (on average -0.50 percent per month), as also reported
by Chordia and Shivakumar (2002). Our explanation for this is that there are more
market return reversals in stage 4 that are bad for momentum and these market returns
in reversal months are usually large; stage 4 typically contains the last part of recessions
where market returns are positive (and large) and lead the recovery in the coming period
of expansion. Hence momentum returns are unstable over the business cycle. Both the
hedge based on individual betas (hedge 2) and the conditional hedge (hedge 3) improve
the stability of returns over the business cycle, with the conditional hedge even posting
a tiny positive return of 0.05 percent during recession. This last result again provides
evidence against a crash risk explanation for momentum profits. The hedge based on
the unconditional loadings of momentum is less good in stabilizing the returns over the
business cycle, still posting a loss of 1.55 percent in stage 4.
3.4.6 Stability of momentum returns after up and down markets
Cooper et al. (2004) show that momentum profits depend on the state of the market. In
particular momentum is profitable after the market has been up in the past years and
loses money when the market has been down in the past years. For our sample period we
also find that when the market return has been positive in the past 3 years momentum
makes 1.23 percent per month, whereas momentum loses 1.78 percent per month when
the market return has been negative in the past 3 years, see Table 3.5.Cooper et al.
(2004) say that this is consistent with the overreaction models of Daniel, Hirshleifer, and
Subrahmanyam (1998) and Hong and Stein (1999).
Results are different when hedging momentum returns for time-varying exposures to the
equity risk factors. Again focusing on the most successful method, the conditional hedge,
we see that after up markets the average return is 1.19 percent, whereas after down
markets it is 0.27 percent, in sharp contrast with unhedged momentum returns. Hence
we attribute Cooper et al. (2004) results partly to time-varying risk exposures rather
than only to overreaction models. The small positive returns at 0.27 percent after 3-year
market losses also contradict the crash risk explanation of momentum returns after large
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Table 3.5: (Hedged) momentum returns after up and down markets. This table shows
the average monthly (hedged) momentum returns from February 1932 to December 2011 split
into up and down markets. The market is up if its return is positive in the past 36 months. The
market is down if its return is negative in the past 36 months. The second column (Unhedged )
shows the results for the original momentum strategy that ranks stocks based on their returns
in the past 6 months, skips one month and then invests for one month. The next three columns
show the same results for the hedged momentum returns, where hedging takes place by taking
positions in the equity risk factor portfolios offsetting predicted exposures to these equity risk
factors. These predicted factor exposures are based on using past unconditional loadings on the
three equity risk factors, over the most recent 120 months (column 3); using the average of the
individual loadings of the constituents of the momentum strategy using a maximum estimation
window of 120 (column 4); or using past conditional loadings using Equation 3.1 (final column)
estimated over the most recent 120 months.
Obs Unhedged Hedge 1 Hedge 2 Hedge 3
Up 782 1.23% 1.53% 0.99% 1.19%
Down 177 -1.78% -0.90% -0.72% 0.27%
All 959 0.67% 1.08% 0.68% 1.02%
market downturns.
The unconditional hedge improves both the Up and Down states. Most of the time
it simply adds market beta, which is beneficial both in the Up and in the Down state,
because irrespective of these states the market more often goes up than down. Hence the
unconditional hedge profits from its average positive loading on the market factor.
3.4.7 Only hedging negative loadings on the equity risk factors
The momentum strategy loads positively on the equity risk factors when the factor returns
are positive during the formation period, and negatively when the returns are negative
during the formation period. From a return perspective it should actually be beneficial
to have a positive exposure on average, because the equity risk factors each have positive
returns on average. On the other hand we have seen that loading negatively on factors
after they posted a negative return during the formation period, will be detrimental for
returns. Hence hedging should improve momentum returns in those cases.
We apply an asymmetric hedge to illustrate this point: We only take offsetting positions
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Table 3.6: Only hedging negative loadings on equity risk factors. This table shows the
average monthly (hedged) momentum returns, standard deviation and annualized Sharpe ratios
from February 1932 to December 2011 when hedging the exposures all the time or when hedging
only negative estimated loadings on the equity risk factors. The first column (Unhedged) shows
the results for the original momentum strategy that ranks stocks based on their returns in
the past 6 months, skips one month and then invests for one month. The next three columns
show the same results for the hedged momentum returns, where hedging takes place by taking
positions in the equity risk factor portfolios offsetting predicted exposures to these equity risk
factors. These predicted factor exposures are based on using past unconditional loadings on the
three equity risk factors, over the most recent 120 months (column 2); using the average of the
individual loadings of the constituents of the momentum strategy using a maximum estimation
window of 120 (column 3); or using past conditional loadings using Equation 3.1 (final column)
estimated over the most recent 120 months.
Unhedged Hedge 1 Hedge 2 Hedge 3
Always hedging
Return 0.67% 1.08% 0.68% 1.02%
St. dev 6.5% 6.1% 5.0% 5.0%
Sharpe ratio p.a. 0.36 0.61 0.47 0.71
Only hedging negative loadings
Return 1.1% 0.93% 1.14%
St. dev 6.1% 5.1% 5.3%
Sharpe ratio p.a. 0.63 0.63 0.75
when the estimated factor exposures are negative. The results are shown in Table 3.6.
As expected for the two hedging methods most accurately measuring the time-varying
factor exposures of momentum hedge 2 and hedge 3 only hedging negative loadings on
the equity risk factors yields a higher return and also a higher risk than hedging both
positive and negative exposures. The Sharpe ratio when only hedging negative exposures
improves.
On an annualized basis (times the square root of 12) the Sharpe ratio for the unhedged
momentum strategy is 0.36, and this increases to 0.47 for hedge 2 and 0.71 for hedge
3. Only hedging negative loadings further increases the Sharpe ratio to 0.63 for hedge 2
and 0.75 for hedge 3. Hence understanding the conditional risk exposures of the original
momentum strategy with a Sharpe ratio of 0.36 provides a (partially) hedged momentum
strategy that can (more than) double the Sharpe ratio to (0.71) 0.75. The results for the
unconditional hedge do not change a lot. This hedge estimates negative loadings for all
factors most of the time given the overall negative loading of momentum on these factors
(see Table 3.1). Hence, this hedge already frequently takes positive offsetting positions.
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3.5 Estimation windows and biases
In Section 3.4 we have used an estimation window of 120 months for all hedges. We do
this because we find worse hedging results for shorter estimation windows. In this section
we show results for these shorter estimation windows, and also compare ex-ante estimated
betas with ex-post realized betas of the momentum constituents. In Section 3.5.3 we look
at the importance of including size and HML when hedging.
3.5.1 Estimation windows
Shorter estimation windows reduce the risk reduction of the hedging strategies. Table
3.1 shows the average monthly returns, standard deviations and Sharpe ratios for shorter
estimation windows of 36 and 60 months. For all three hedges we see that the longer
the estimation window, the lower the remaining risk. For the conditional hedge 3 a short
estimation window even leads to hedged momentum having a higher standard deviation
than unhedged momentum. For this conditional hedge we find near-singularity issues
when estimating 10 parameters (a constant plus three betas for each factor return) on
just 36 months of momentum return history. This results in unstable estimated hedge
ratios and as a consequence an increase of the variance rather than a reduction. Hence it
is important to have a sufficiently large estimation window for the hedge ratios to reduce
the risk of the momentum strategy.
The final column of Table 3.1 shows the regression R-squared for Equation 3.1 applied to
unhedged and hedged momentum. This number corresponds to the explanatory power of
the time-varying risk exposures. Interestingly for the unconditional hedge we do find a
lower R-squared for the regression in Equation 3.1 when using shorter estimation windows.
By using shorter estimation windows the unconditional hedge will shift from simply
removing the average negative exposures to the equity risk factors to getting closer to
the actual exposures of momentum. As a result the R-squared drops from 37.8 to 32.5
percent.
In contrast the time-varying exposure to the equity risk factors decreases for longer esti-
mation windows for hedge 2 and hedge 3, especially for the conditional hedge. Although
the conditional hedge is much better in reducing the conditional risks of the momentum
strategy for the shorter estimation windows the reduction in R-squared decreases. For the
36-month estimation window the R-squared is still 17.9 percent, whereas it drops to 5.2
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Table 3.1: Performance and exposures for different estimation windows. This table
shows the monthly returns, standard deviation and annualized Sharpe ratio of momentum
(Unhedged) and hedged momentum where the hedge is based on unconditional momentum betas,
individual stock betas or conditional momentum betas from Equation 3.1 based on estimation
windows of the past 36, 60 or 120 months. The final column shows the R-squared from Equation
3.1 for unhedged momentum and the various hedges. The sample period covers February 1932
to December 2011 (959 months).
Window Return St. dev. Sharpe ratio R-squared
Unhedged 0.67% 6.5% 0.36 51.3%
Hedge 1
36 1.03% 6.3% 0.56 32.5%
60 1.09% 6.2% 0.60 35.3%
120 1.08% 6.1% 0.61 37.8%
Hedge 2
36 0.55% 5.6% 0.34 29.9%
60 0.62% 5.2% 0.42 28.1%
120 0.68% 5.0% 0.47 27.9%
Hedge 3
36 1.00% 7.1% 0.49 17.9%
60 0.91% 5.9% 0.54 10.5%
120 1.02% 5.0% 0.71 5.2%
percent when using the 120-month estimation window. This indicates for the conditional
hedge it is important to have sufficient data to estimate the long-run conditional exposures
of momentum.
3.5.2 Estimation error in individual stock betas
The hedge based on individual stock betas has a systematic bias: the hedge overestimates
momentum’s factor exposures after positive factor returns and underestimates momen-
tum’s factor returns after negative factor returns. The results in Table 3.1 in Subsection
3.4.2 already suggest this systematic bias since the positive exposures after positive factor
returns become negative after hedging, while the negative exposures after negative factor
returns in the ranking period remain negative. This phenomenon is further illustrated
in Table 3.2 by the comparison of the estimated ex-post realized momentum betas with
the ex-ante hedge ratios of the hedge methods after up and down factor returns in the
ranking period.
Table 3.2 shows the betas estimated for the individual hedge and the realized betas
of the momentum strategy after the market, size or value-growth factors posted a large
56B_Erim van Oord_StandV5.job
100 Chapter 3
Table 3.2: Bias in individual stock betas. The table shows the ex-post and ex-ante betas of
the hedged momentum strategy (WML) based on individual stock betas. WML is the top 10
percent minus bottom 10 percent portfolio based on stock returns from t− 7 to t− 2 to invest
in month t. The ex-post betas use the period t to t + 11. The ex-ante betas use the 36, 60 or
120 months preceding month t. All betas are conditional upon the market MKT, SMB or HML
having a return larger than one standard deviation above their mean (up) or smaller than one
standard deviation below their mean (down) in the ranking period from t − 7 to t − 2. The
sample period runs from February 1932 to January 2011 (948 months).
Ex-post betas Ex-ante betas
Window 12 36 60 120
MKT up 0.43 0.54 0.47 0.41
Top 1.24 1.33 1.30 1.27
Bottom 0.81 0.79 0.84 0.86
MKT down -0.51 -0.49 -0.41 -0.35
Top 0.87 0.81 0.86 0.88
Bottom 1.38 1.30 1.27 1.23
SMB up 0.69 1.47 1.23 1.09
Top 1.36 1.89 1.74 1.65
Bottom 0.67 0.42 0.50 0.56
SMB down -1.01 -1.03 -0.92 -0.76
Top 0.51 0.48 0.55 0.64
Bottom 1.52 1.51 1.47 1.40
HML up 0.44 1.33 1.11 0.88
Top 0.54 1.13 0.96 0.81
Bottom 0.09 -0.20 -0.15 -0.07
HML down -1.05 -1.09 -0.91 -0.70
Top -0.10 -0.24 -0.15 -0.04
Bottom 0.95 0.85 0.76 0.66
positive (up) or negative (down) return in the formation period. The realized betas are
approximated by the 12 month beta of the constituents of the momentum strategy over
months t to t+ 11. For example if the market return exceeds its average return plus one
standard deviation (MKT up) during the formation period of WML (t − 7 to t − 2) we
see that based on individual stock betas estimated over t to t+11 the WML portfolio has
an (ex-post) beta of 0.43. For hedge 2 we use the individual betas estimated over t − T
to t − 1 and find that these (ex-ante) betas are 0.54, 0.47 and 0.41 for the estimation
windows of 36, 60 and 120 months.
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Momentum’s market exposures are thus overestimated after positive factor returns in
the ranking period. This overestimation is also present for momentum’s exposures to the
size and value factor. These overestimated factor loadings after positive factor returns
in the formation period result in the change from a positive loading on the factors for
unhedged momentum in these situations to a negative exposure after hedging (as found
in Table 3.1).
When looking at the overestimation of momentum’s of factor loading after positive factor
loadings for the individual hedge in more detail we find that this overestimation decreases
for larger estimation windows. Table 3.2 also shows that the overestimation is mostly
caused by an overestimation of the high beta stocks after positive factor returns in the
top decile rather than an underestimation of the stocks in the bottom decile.
After down factor returns similar, but opposite results: the estimated factor loadings
of the individual hedge underestimate the realized betas for the coming 12 months.
These underestimated factor loadings then fail to fully hedge the negative loading of the
unhedged momentum strategy after negative factor returns leaving a negative exposure to
the three factors. Like the overestimation after positive factor returns the underestimation
after negative factor returns is mainly caused by the underestimation of the high beta
stocks. However, this underestimation increases with larger estimation windows contrary
to the decreasing overestimation after positive factor returns,
It is well-known that individual stock betas contain estimation errors and a common
solution is to apply Bayesian shrinkage to the individual estimates. This solution, however,
does not help when hedging the time-varying exposures of momentum. Shrinkage would
help to reduce the overestimation of the high betas in the top decile after up factor returns,
but would also increase the underestimation of the high betas in the bottom decile after
down factor returns. These two opposite effects result in a hedge performance similar to
the performance of the hedge with the original individual loadings.
Overall we find that using 120 months of history is best in reducing the bias in the
estimates of the momentum exposures. These results also explain why in Table 8 we
found that the hedge based on individual betas improves when moving from a 36-month
estimation window to the 120-month estimation window. This is an important finding
given that practitioners and academics often make use of the 36-month and 60-month
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window, respectively.
We believe that these results are related to the nature of the momentum strategy. Assume
the true stock market beta is 1. Suppose we look back 36 months and the market goes up
in each month and in addition the (true) residual return of this stock also goes up in each
month. In that case the market beta estimated over this period will be higher than 1, as it
is impossible to distinguish between systematic and stock specific returns. After a positive
market return in the ranking period the top portfolio is not only populated by high beta
stocks but also populated by stocks that posted high residual returns. Our example stock
would definitely be in the top 10 percent portfolio. Increasing the estimation window
decreases the possibility that residual returns are predominantly in the same direction as
the market return, and hence the bias is reduced. Obviously all of the above also holds
for the size and value factor.
3.5.3 The importance of hedging for all three equity risk factors
Recent studies on momentum only focus on the market exposures. We, however, find that
it is important to also take into account the size and HML exposures of momentum to
fully understand and hedge its exposures. In this section we provide a number of results
for the conditional hedge based on only the market factor, without repeating all the tables
in detail.
First, the conditional hedge based on only the market leaves on average negative exposures
to size and HML of -0.26. Also the worst loss is 52.9 percent compared to 42.3 percent
when hedging all three equity risk factors. The Sharpe ratio drops from 0.71 to 0.46.
Second, the conditional regression in Table 3.1 applied to the conditional hedge based
on just the market gives an R-squared of 29.4 percent, up from 5.2 percent when hedging
based on all three factors. Hence, only hedging out the market exposure leaves the time-
varying exposures to the size and HML factors.
Third, if we repeat the non-parametric analysis for the market factor we are left with just
two cases: The market moves in the same direction during the formation and investment
period, or it moves in the opposite direction. Unhedged momentum gains 1.9 percent per
month when the market continues in the same direction, and loses 0.9 percent when the
market reverses. Hence ignoring reversals in HML and size does not reveal the much wider
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gap of a gain of 3.5 percent per month when all factors continue in the same direction,
and a loss of 3.6 percent when all factors have a reversal.
Fourth, for the momentum crashes in Table 3.3 we find that the conditional hedge based
on just the market factor leads to an average loss of 24.8 percent, up from 14.8 percent
when also hedging for size and HML.
Fifth, in stage 4 of the business cycle (see Table 3.4 ) the conditional hedge earns 0.05
percent per month. The conditional hedge based on the market factor only leads to a loss
of -0.77 percent per month. Similarly, the conditional hedge using only the market loses
1.00 percent after a negative 3-year market return, compared to a gain of 0.27 percent
reported in Table 3.5 when hedging all three factors.
All results and conclusions improve when considering all three equity risk factors. We
therefore recommend not only focusing on just the market factor when investigating the
momentum strategy.
3.6 Conclusion
Selecting the past winners and selling the past losers result in time-varying exposures to
the Fama and French (1992), Fama and French (1993) equity risk factors. In particular
the exposures are higher after the factor returns went up during the ranking period. These
exposures lead to losses on the momentum strategy when factors move in the opposite
direction in the ranking and investment period.
We show that specifically accounting for the conditional pattern in the time-variation
of the exposures provides the best hedge. Hedging decreases the volatility of momentum
by about 25 percent and does not suffer from negative returns at turning points of the
factor returns as raw momentum does. Furthermore hedged momentum has more stable
returns over the business cycle, in contrast to raw momentum that suffers losses in the
latter part of recessions.
We also show that hedged momentum returns no longer suffer losses after the stock
market has shown a negative return in the recent years. This puts a different light on the
findings of Cooper et al. (2004) who claim that the negative returns after down markets
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and the positive returns after up markets for the raw momentum strategy support the
overreaction theories of Daniel et al. (1998) and Hong and Stein (1999). Also the crash
risk explanation of momentum by Daniel and Moskowitz (2013) and Daniel et al. (2012)
seems less likely as the ex-ante available hedged momentum reduces the loss of the 12
worst months from -36.8 to -14.8 percent.
For investors we have good news as well as an important warning; the latter is also
relevant for risk-management. Hedging momentum using conditional factor loadings
doubles the annualized Sharpe ratio from 0.36 to 0.71, but the common approach to
hedge using individual stock betas leads to systematic biases. Momentum’s ex-post factor
exposures are generally overestimated by the individual betas after positive factor returns
and underestimated after negative factor returns. This is mainly caused by the over- and
underestimation of the betas of high beta stocks after positive and negative factor returns
respectively. The overestimation of the betas of high beta stocks after positive factor
returns decreases when longer estimation windows are used, while the underestimation of
the betas of high beta stocks decreases when shorter estimation windows are used.
Hence using these individual betas leads to ex-post negative factor exposures where one
ex-ante expects to have zero exposures. Longer windows of 120 months rather than the
common 36 and 60 month windows reduce the estimation bias.
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Bayesian Factor Modeling with
Industry Momentum Strategies∗
4.1 Introduction
Financial and economic relations vary over time. One of these time varying relations is
the increase in the correlations between equities during market downturns. During equity
market crashes all stocks lose and diversification does not help much in reducing these
losses. In this chapter we analyze this time variation in the comovements of equity returns
with a Bayesian latent factor model. The model allows the number of latent factors to
vary over time; that is, during equity market downturns fewer latent factors are assumed
to be able to explain the same amount of variation in equity returns. We apply this
Bayesian latent factor model to evaluate risk and return properties of a residual industry
momentum strategy, which is a combination of residual momentum by Blitz et al. (2011)
and industry momentum by Moskowitz and Grinblatt (1999) and compare the results
with those obtained from using a Bayesian factor model with the three Fama and French
(1993) equity risk factors as explanatory variables.
The advantage of using a Bayesian approach in this context is that the uncertainty with
respect to the time varying latent factors is taken into account in a coherent way for
forecasting and decision analysis. For the theoretical model, we make use of a standard
static latent factor model where the factors are defined as latent variables. Our aim is
to let the information in the likelihood dominate the prior information and we therefore
use flat and weakly informative priors. We show that, under flat or conjugate priors,
∗This chapter is based on Bas¸tu¨rk, Grassi, et al. (2016).
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the conditional posteriors of the static factors and of the factor loadings are well-known
distributions. The marginal posteriors, however, do not have this property. The marginal
posteriors of the factors potentially have fat tails, but these densities are integrable due
to our ‘regularization’ of the likelihood information through weakly informative normal
prior distributions of factors and their loadings. Given our analytical results some basic
Markov Chain Monte Carlo methods can be used to numerically evaluate results.
In our Bayesian latent factor model we address the following well-known issue: The
number of factors in a static factor model cannot be easily treated as a model parameter
due to the identification assumptions of the model. As a consequence the number of
factors are often fixed prior to the analysis. This difficulty also presents itself if one wants
to allow for time variation in the number of factors by extending the standard factor
model. Neglecting this possibility of time variation may adversely affect model forecasts.
We present a method that accounts for time variation in the number of factors through a
moving window estimation. For each estimation, the optimal number of factors are chosen
according to the predictive likelihoods of models with a different number of factors. We
use the predictive likelihood approach instead of the marginal likelihood approach since
the former ensures that adequate priors are taken using the prior data sample. This also
refrains from the (Bartlett, 1957) paradox occurring under diffuse priors; see (Bas¸tu¨rk,
C¸akmaklı, Ceyhan, & Van Dijk, 2014) for a comprehensive discussion.
An important issue in predictive likelihood comparisons is the size of the training sample,
particularly as a ratio of the full sample size. We show the impact of the training sample
size using simulated data and find that the correct number of factors are obtained in
almost all simulated data sets, regardless of the training sample size.
One focus of this chapter is the derivation of a Bayesian time varying latent factor model
using the concept of predictive likelihoods. A second focus is to apply this modeling
approach to residual industry momentum; a regular application of residual industry
momentum is found in Hu¨hn (2015). Standard momentum strategies, see Jegadeesh
and Titman (1993), are long-short equity strategies that rank stocks on their recent total
returns, skip a short period and then buy the stocks in the top of this ranking and short-
sell the stocks in the bottom of this ranking. Residual momentum is different in the sense
that it ranks stocks on their recent residual returns from regressing the total stock returns
on the three Fama and French (1993) equity risk factors rather than ranking the stocks
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on their recent total returns. Industry momentum differs from standard momentum by
ranking industry portfolios rather than individual stocks. The main reason that we apply
all procedures using industry portfolios rather than individual stocks is that this reduces
the computational workload. For a large number of individual stocks the computational
workload of our procedures increases substantially.
The residual industry momentum strategy that we apply differs from the approach by
Blitz et al. (2011) and Hu¨hn (2015). Rather than using the static Fama and French
(1993) equity risk factors to compute residual returns we use a latent factor model in
which the number of factors varies over time. In our strategy the time varying latent
factors are not explicitly linked to the equity risk factors market, size and value. We
aim to let the basic data features ’speak’ for themselves. We compare the results of
our Bayesian time-varying latent factor modeling approach with the results from using
a Bayesian factor model that takes account of the three Fama and French (1993) equity
risk factors as explanatory variables.
Using US industrial portfolios over the period 1980-2015, our empirical results show that
the Bayesian time varying latent factor model applied to residual industry momentum
outperforms in terms of several return and risk characteristics a Bayesian factor model
with standard equity risk factors in turbulent times, in particular during the crisis that
started in 2008. We also find that the optimal number of latent factors varies substantially
over time and that the number of optimal factors indeed decreases when the equity markets
experience large losses.
An other empirical result is that in quiet times like in the nineties, the Fama and
French (1993) equity risk factor model has very good performance features. Thus a
major conclusion of our empirical analysis is that a time-varying combination of model
structures and momentum strategies may give overall superior performance.
The contents of this chapter is organized as follows. In Section 4.2, the standard static
latent factor model is presented. Section 4.3 and Section 4.4 contain our Bayesian
posterior analysis of the latent factor and the implied simulation technique is discussed.
In Section 4.5 the Bayesian factor model using the three Fama and French (1993) equity
risk factors is presented. The predictive likelihood approach to determine the optimal
number of factors is given in Section 4.6. In Section 4.7 empirical results are presented.
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Section 4.8 states conclusions and suggestions for further research.
We note that some of the theoretical results presented in this chapter are part of a larger
research project about Bayesian analysis of reduced rank econometric models. For some
proofs we refer, therefore, to Zellner, Ando, Bas¸tu¨rk, Hoogerheide, and Van Dijk (2014)
and Bas¸tu¨rk, Hoogerheide, Kleijn, and Van Dijk (2015).
4.2 A static factor model
Consider a time series of observations on p economic variables during the period t =
1, ..., T . A static factor model may be defined as:
y′t = f
′
tΛ + ε
′
t, (4.1)
f ′t = 0 + u
′
t, (4.2)
where y′t is a 1 × p vector of observations on the economic variables of interest, f ′t is
the 1 × r vector of the unobserved random factors, and Λ is a r × p matrix of unknown
random factor loadings. We assume that p >> r, that is the information in the p economic
variables of interest can be compressed to a much lower number of r unobserved random
factors. Deterministic factors, individual fixed effects and trends can be added to the
factor structure. For convenience of the analysis, we refrain from these latter extensions
of the factor model. For a background on factor models we refer to Lawley and Maxwell
(1971) and Anderson (1984).
The following distributional assumptions are made for the model in (4.1) and (4.2):
ut ∼ NID(0, Ir), cor(ut, εs) = 0, ∀s, t, (4.3)
εt ∼ NID(0,Σ), Σ =
⎛⎜⎜⎜⎜⎝
σ211 0 . . . 0
0 σ222 . . . 0
...
...
. . .
...
0 0 . . . σ2pp
⎞⎟⎟⎟⎟⎠ , (4.4)
where NID stands for indepently and normally distributed and the diagonal covariance
matrix assumption with respect to the disturbances εt implies that all cross-sectional
correlation is captured by the factors ft.
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The model introduced in (4.1) and (4.2) can be specified in matrix notation as follows:
Y = FΛ + E, (4.5)
F = 0 + U, (4.6)
where Y is the T ×p matrix of observations, F is the T ×r matrix of factors, Λ is the r×p
matrix of factor loadings, E is the T ×p matrix of disturbances and U is the T × r matrix
of disturbances. In addition, cor(U,E) = 0, E ∼ MN(0,Σ, IT ) and U ∼ MN(0, Ip, IT ).
In this notation, MN(X,Ω,Φ) denotes the matricvariate normal distribution with mean
M and scale parameters Ω,Φ, and Ik is the k × k identity matrix.
The identification problem of determining factors F and their loadings Λ in this model
stems from the following equality:
FΛ = FRR−1Λ,
for any r × r invertible matrix R, which has r2 free parameters. Hence at least r2
restrictions are needed for the model to be identified. In addition, matrix R can as
well be an r × r invertible rotation matrix, i.e. rotated factors and loadings provide the
same likelihood unless further restrictions are set Λ.
Several identification strategies can be followed using alternative restrictions on F and Λ.
We consider two types of linear normalization:
1. Linear normalization of Λ using a lower-triangular matrix, as in Geweke and Zhou
(1996) and Lopes and West (2004):
Λ =
(
Λ
(r×r)
1 Λ
(r×(p−r))
2
)
, Λ1 =
⎛⎜⎜⎜⎜⎝
λ11 0 . . . 0
λ21 λ22 . . . 0
...
...
. . .
...
λr1 λr2 . . . λrr
⎞⎟⎟⎟⎟⎠ (4.7)
where Λ2 is unrestricted.
2. Linear normalization of Λ with identity restrictions, as in Bai and Ng (2013):
Λ =
(
I(r×r) Λ(r×(p−r))2
)
, (4.8)
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where Λ2 is unrestricted.
We note that different normalizations exist in the literature. For a detailed discussion of
identification restrictions for the static factor model, see Bai and Ng (2013). We also refer
to Bas¸tu¨rk et al. (2015) for an extended discussion on possible identification restrictions
for a similar reduced rank model, namely the cointegration model. We follow the present
identification restrictions for ease of tractability in the posterior and predictive analysis.
4.3 Conditional Posterior densities of F,Λ, and Σ
In this section we derive conditional posterior densities of Σ, the factors F and their
loadings Λ. We analyze the existence of posterior moments for flat as well as normal
prior specifications in the next section. These results are important for the construction
of simulation algorithms for the numerical evaluation of the densities.
We start with the interpretation of the model in (4.5) and (4.6) as a model that includes
data augmentation with respect to the factors. That is, the factors are interpreted as
latent variables on which there is specified a normal distribution. The likelihood function
using data augmentation is as follows
p(Y | Λ,Σ) =
∫
p(Y |F,Λ,Σ)p(F | Λ,Σ)dF
∝
∫
|Σ|−T2 exp
(
−1
2
tr(F ′F )
)
× exp
(
−1
2
tr
(
Σ−1(Y − FΛ)′(Y − FΛ))) dF (4.9)
We consider the following flat prior for Λ,Σ:
p(Λ,Σ) ∝ |Σ|−h/2, h > 1, (4.10)
and we choose h = p+ 1 which implies that the information in the likelihood is the same
from a Bayesian or a Frequentist perspective at this stage of the analysis.
An alternative interpretation of prior and likelihood is to specify only the model given in
equation (4.1) or equation (4.5) and derive a likelihood function of the parameters F,Λ,Σ
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given the data Y :
p(F,Λ,Σ|Y ) = (2π)rT/2|Σ|−T2 exp
(
−1
2
tr
(
Σ−1(Y − FΛ)′(Y − FΛ))) (4.11)
where this likelihood is similar to (4.9) except that the normal prior on F is deleted and
no integration with respect to F takes place. Then we assume as prior:
p(F,Λ,Σ) ∝ exp
(
−1
2
tr(F ′F )
)
|Σ|−h/2, h = p+ 1. (4.12)
It is obvious that this Bayesian model yields the same posterior as the one with the
augmented likelihood and a flat prior on F . We will use both interpretations in subsequent
analysis.
Apart from the prior specifications on F we make use of prior specifications for Λ that are
similar. That is, for the prior of Λ both a flat and a normal prior will be used. This allows
us to investigate the prior effects on posterior moments in several cases by combining flat
and normal priors on F and on Λ and both on F and Λ.
We start with the joint posterior density for F,Λ,Σ. Using the likelihood in (4.11) and
the prior in (4.12), we obtain the following density:
p(F,Λ,Σ | Y ) ∝ |Σ|−T+p+12 exp
(
−1
2
tr(F ′F )
)
× exp
(
−1
2
tr
(
Σ−1(Y − FΛ)′(Y − FΛ))) . (4.13)
We note that the same result would be obtained by using the model with data augmen-
tation in (4.5) and (4.6), where the integration with respect to F is not yet performed.
Conditional posterior of Σ|F,Λ From (4.13), the conditional posterior of Σ|F,Λ, Y
is:
p(Σ | F,Λ, Y ) ∝ |Σ|−T+p+12 exp
(
−1
2
tr
(
Σ−1(Y − FΛ)′(Y − FΛ))) (4.14)
= |Σ|−T+p+12 exp
(
−1
2
tr
(
(Y − FΛ)′(Y − FΛ)Σ−1)) , (4.15)
∝ IW (Σ|(Y − FΛ)′(Y − FΛ), T ) (4.16)
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where IW(Σ|Ω, T ) denotes the inverted Wishart density with a p × p positive definite
symmetric scale matrix Ω and T degrees of freedom. For the factor model, this density
exists when the inner product Ω = (Y − FΛ)′(Y − FΛ) has full rank p and T > p − 1.
We assume that these conditions, which depend on the data Y and the sample size, hold.
Conditional posterior of F |Λ,Σ To derive the conditional posterior of F |Λ,Σ, we
complete the squares on F in (4.13):
p(F,Λ,Σ | Y ) ∝|Σ|−T+p+12 exp
(
−1
2
tr(F ′F )
)
× exp
(
−1
2
tr
(
Σ−1(Y − FΛ)′(Y − FΛ))) (4.17)
=|Σ|−T+p+12 exp
(
−1
2
tr
(
FF ′ + (Y − FΛ)Σ−1(Y − FΛ)′)) (4.18)
=|Σ|−T+p+12 exp
(
−1
2
tr
(
Y
(
Σ−1 − Σ−1Λ′(I + ΛΣ−1Λ′)−1ΛΣ−1)Y ′))
× exp
(
−1
2
tr
(
(F − Fˆ ) (I + ΛΣ−1Λ′) (F − Fˆ )′)) (4.19)
where Fˆ = Y Σ−1Λ′(Ir + ΛΣ−1Λ′)−1.
From (4.19), the conditional posterior of F |Λ,Σ is a matricvariate normal density, where
the latter is indicated by the symbol mn:
p(F | Λ,Σ, Y ) ∝ MN
(
F ;Y Σ−1Λ′(Ir + ΛΣ−1Λ′)−1, IT ,
(
I + ΛΣ−1Λ′
)−1)
, (4.20)
where the first scale parameter IT stems from the assumption on the distribution of
the disturbances εt ∼ NID(0,Σ). Using properties from the matricvariate normal
distribution, one can derive in a straightforward way that the marginal posterior density
of each column ft with t = 1, ..., T is also normal.
p(ft | Λ,Σ, yt) ∝ N
(
ft; (Ir + ΛΣ
−1Λ′)−1ΛΣ−1yt,
(
Ir + ΛΣ
−1Λ′
)−1)
, (4.21)
where the symbol N indicates the normal density function.
Conditional posterior of Λ|F,Σ For convenience we present results for the case of
linear normalization with identity restrictions as given in (4.8). The case of triangular
restrictions gives similar results but the derivations are more involved. We note that Λ1
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was defined as an identity matrix: Λ =
(
Λ
(r×r)
1 Λ
(r×(p−r))
2
)
=
(
I(r×r) Λ(r×(p−r))2
)
, where
Λ2 is unrestricted. This restriction implies that the posterior density is defined over the
matrix of parameters, Λ2, since Λ1 is now fixed. Thus the conditional posterior of Λ2 from
(4.13) is:
p(Λ2 | F,Σ, Y ) ∝ |Σ|−
T+p+1
2 exp
(
−1
2
tr
(
Σ−1(Y − FΛ)′(Y − FΛ))) . (4.22)
We next complete the squares on Λ in (4.22):
p(Λ2 | F,Σ, Y ) ∝ |Σ|−
T+p+1
2 exp
(
−1
2
tr
(
Σ−1(Y − FΛ)′(Y − FΛ))) (4.23)
= |Σ|−T+p+12 exp
(
−1
2
tr
(
Σ−1Y ′MFY
))
× exp
(
(−1
2
tr
(
Σ−1(Λ− Λˆ)′F ′F (Λ− Λˆ)
))
(4.24)
∝ exp
(
−1
2
tr
(
Σ−1(Λ− Λˆ)′F ′F (Λ− Λˆ)
))
, (4.25)
where Y ′MFY = Y ′Y − Y ′F (F ′F )−1F ′Y and Λˆ = (F ′F )−1F ′Y . The right-hand side
of (4.25) is for an unrestricted Λ proportional to a matricvariate normal density with
location Λˆ, and scale matrices Σ and (F ′F )−1. We restrict |F ′F | to be nonsingular for all
values of F except events with measure zero. We comment on this in the next section.
From (4.25), it is also seen that the conditional posterior Λ2|Λ1 = I has a conditional
matricvariate normal density with the following parameters:
p(Λ2 | Λ1, F,Σ, Y ) ∝ MN(Λ2; Λˆ2,Σ22, P2|1) (4.26)
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where the parameters of the matricvariate normal density are defined using the following
equations and matrix partitionings:
Λˆ = (F ′F )−1F ′Y =
(
Λˆ
(r×r)
1 Λˆ
r×(p−r)
2
)
Σ =
(
Σ
(r×r)
11 Σ
(r×(p−r))
12
Σ
((p−r)×r)
21 Σ
(p−r)×(p−r)
22
)
P = F ′F
P2|1 = P + (I − Λˆ1)′Σ11.2(I − Λˆ1)
Σ11.2 = Σ11 − Σ12Σ−122 Σ21.
We refer to Zellner (1971), appendix B.5 and Bauwens, Lubrano, and Richard (2000),
appendix A.2 for the details of this property. See also Bas¸tu¨rk et al. (2015) for an
extension to the conditionals of a matricvariate t density.
Under the fixed parameter assumption Λ1 = I, (4.26) is adjusted such that the conditional
posterior density is as follows:
p(Λ2 | F,Σ, Y ) ∝ MN(Λ2; Λˆ2,Σ22, P2|1) (4.27)
and this density is proper if Σ is positive definite and P = F ′F is positive definite for all
values of F . We investigate this latter condition in the next section.
We conclude that the conditional posterior distributions, with their corresponding density
functions, of each of the parameters F,Λ,Σ have known analytical forms that are given
as matricvariate normal and inverse Wishart distributions, and thus are integrable.
It appears, therefore, that a straightforward simulation algorithm, such as the Gibbs
sampler, can be used for posterior inference. However, this depends on whether the joint
and marginal posterior distributions exist with corresponding proper densities. We will
investigate this in the next section.
A second conclusion can also be derived. It follows rather directly from the analysis
of this section that a uniform prior on F or a normal prior on Λ2 or normal priors on both
parameters will yield the same results. That is, the conditional distributions of F,Λ,Σ
are all members of known classes of distributions only their parameters differ. Again,
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Gibbs sampling appears possible but depends on the existence of the joint and marginal
distributions, which we investigate next.
4.4 Marginal posterior densities of F and Λ and ex-
istence conditions for posterior moments
We start to derive the joint marginal posterior of (F,Λ) and then derive the individual
marginal posteriors of F and Λ by making use of the decomposition of a joint density into
a conditional density and a marginal density and by using properties of the multivariate
and matricvariate normal and t distributions.
Using an inverse Wishart integration step on Σ in (4.13), the joint marginal density
of F and Λ is given by:
p (F,Λ | Y ) ∝ exp
(
−1
2
tr(F ′F )
) ∣∣(Y − FΛ)′ (Y − FΛ)∣∣−T/2 , (4.28)
under the condition that (Y − FΛ)′ (Y − FΛ) is a PDS matrix for all values of Λ and F
and the sample size T was already restricted to T > p− 1.
4.4.1 Marginal posterior of F
As mentioned above, we make use of the decomposition of p (F,Λ | Y ) into the conditional
density p (Λ|F, Y ) and the marginal p (F | Y ). The steps of this derivation follow from
Bas¸tu¨rk et al. (2015), with slight changes in the notation.
We first rewrite (4.28) by completing the squares on F as follows:
p (F,Λ | Y ) ∝ exp
(
−1
2
tr(F ′F )
) ∣∣∣∣Y ′MFY + (Λ− Λˆ)′ F ′F (Λ− Λˆ)∣∣∣∣−T/2 (4.29)
where we use the earlier definitions of Λˆ and Y ′MFY and the earlier condition on F ′F .
Using the definition of the matricvariate t density the joint posterior density in (4.29)
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is:
p (F,Λ|Y ) ∝ exp
(
−1
2
tr(P )
) ∣∣∣∣Q+ (Λ− Λˆ)′ P (Λ− Λˆ)∣∣∣∣−T/2
∝ exp
(
−1
2
tr(P )
)
|P |− p2 |Q|−T−r2 pMt
(
Λ|Λˆ, P,Q, T
)
(4.30)
where we use the earlier definition P = F ′F and Q = Y ′MFY , which do not depend on
Λ, and pMt
(
Λ|Λˆ, P,Q, T
)
denotes the matricvariate t density function with location Λˆ,
scale parameters P,Q, and degrees of freedom T .
In case of no normalization for Λ, the matricvariate t density in (4.30) can, given F ,
be decomposed as follows:
p (Λ | F, Y ) = p (Λ2 | Λ1, F, Y )× p (Λ1 | F, Y ) (4.31)
and the conditional density of Λ2|Λ1 and the marginal density Λ1, both conditional upon
(F, Y ), are given as:
p (Λ2 | Λ1, F, Y ) =pMt
(
Λ2|MΛ2|Λ1 , PΛ2|Λ1 , Q22, T
)
(4.32)
p (Λ1 | F, Y ) =pMt (Λ1|MΛ1 , P,Q11.2, T − p+ r) (4.33)
where
MΛ2|Λ1 =Λˆ2 − (Λ1 − Λˆ1)Q12Q−122 , MΛ1 = Λˆ1 (4.34)
PΛ2|Λ1 =P + (Λ1 − Λˆ1)Q11.2(Λ1 − Λˆ1)′ (4.35)
Q11.2 =Q11 −Q12Q−122 Q21 (4.36)
Λˆ =(F ′F )−1F ′Y =
(
Λˆ
(r×r)
1 Λˆ
(r×(p−r))
2
)
(4.37)
Y ′MFY =Q =
(
Q
(r×r)
11 Q
(r×(p−r))
12
Q
((p−r)×r)
21 Q
(p−r)×(p−r))
22
)
(4.38)
see Dickey (1967), Zellner (1971), Bauwens et al. (2000) and Bas¸tu¨rk et al. (2015) for
details.
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Inserting (4.31)–(4.33) in (4.30) we obtain:
p (F,Λ|Y ) ∝ exp
(
−1
2
tr(P )
)
|P |− p2 |Q|−T−r2
× pMt
(
Λ2;MΛ2|Λ1 , PΛ2|Λ1 , Q22, T
)
× pMt (Λ1;MΛ1 , P,Q11.2, T − p+ r) . (4.39)
From (4.39), it is clear that the conditional density of Λ2|Λ1, F, Y is a matricvariate t
density, given all values of Λ1:
p (Λ2|Λ1, F, Y ) = pMt
(
Λ2;MΛ2|Λ1 , P,Q22, T
)
, (4.40)
and under the restriction Λ1 = I, this density is simply evaluated at Λ1 = I.
Marginal posterior density of F : We next derive the marginal posterior density
of F under the linear restriction on Λ. This density is obtained using (4.39) under the
restriction Λ1 = I:
p (F,Λ2|Λ1 = I, Y ) ∝ exp
(
−1
2
tr(P )
)
|P |− p2 |Q|−T−r2
× pMt
(
Λ2;MΛ2|Λ1=I , P,Q22, T
)
× pMt (Λ1 = I;MΛ1 , P,Q11.2, T − p+ r) (4.41)
where this density is now defined for F,Λ2, since Λ1 is fixed.
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From (4.41) we have:
p (F | Y ) ∝
∫
p (F,Λ2 | Y ) dΛ2 (4.42)
= exp
(
−1
2
tr(P )
)
|P |− p2 |Q|−T−r2
× pMt (Λ1 = I;MΛ1 , P,Q11.2, T − p+ r)
×
∫
pMt
(
Λ2;MΛ2|Λ1 , P,Q22, T
)
dΛ2 (4.43)
= exp
(
−1
2
tr(P )
)
|P |− p2 |Q|−T−r2
× pMt (Λ1 = I;MΛ1 , P,Q11.2, T − p+ r) (4.44)
∝ exp
(
−1
2
tr(P )
)
|P |− p2 |Q|−T−r2 |P |−T−p+r−r2 |Q11.2|− r2
× ∣∣P−1 + (I −MΛ1)Q−111.2(I −MΛ1)′∣∣−T−p+r2 . (4.45)
We next simplify (4.45) using the determinant equality |Q11.2| = |Q11 −Q12Q−122 Q21|:
p (F | Y ) ∝ exp
(
−1
2
tr(P )
)
|P |−T2 |Q|−T2 |Q22| r2
× ∣∣P−1 + (I −MΛ1)Q−111.2(I −MΛ1)′∣∣−T−p+r2 . (4.46)
Note that the marginal posterior in (4.46) is in line with the marginal posterior of the
adjustment parameters of a cointegration model given in Bas¸tu¨rk et al. (2015), with
different definitions of the positive definite symmetric matrices P and Q. These authors
further analyze the existence conditions of the factors and show that for any positive
definite symmetric matrix Q, the third and the fourth factors, |Q|−T2 |Q22| r2 in (4.46) are
bounded from above and below. Therefore the existence conditions of the density in (4.46)
do not depend on these terms.
Thus, the existence of the marginal distribution of F , with density in (4.46), depends
on the product of the first, second and fifth factor:
exp
(
−1
2
tr(F ′F )
)
|F ′F |−T2 ∣∣F ′F−1 + (I −MΛ1)Q−111.2(I −MΛ1)′∣∣−T−p+r2
≤ exp
(
−1
2
tr(F ′F )
)
|F ′F |− p−r2 . (4.47)
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We refer to Bas¸tu¨rk et al. (2015) where a proof is presented that |F ′F |−(p−r)/2 is integrable
in a finite area around the event F = 0 but that the function does not tend fast enough to
zero when the arguments tend to infinity in order to be integrable on the whole real space
of F . The argument is that |F ′F |−(p−r)/2 can be interpreted as indicating the limiting tail
behavior of a matricvariate t density of the matrix F with a degrees of freedom restriction
of r = 0 which implies non-regular tail behavior of the marginal posterior of F . However,
since the exponential factor tends to zero much faster and in a regular way, this first
factor is responsible for integrability of the marginal posterior of F .
For expository purpose, we present here the result for the case of p = 2 and r = 1,
where F = f is a T × 1 vector of latent observations on one factor with typical element
ft. In this case the following holds for the product of the first factor and the bounding
function in (4.46):
exp
(
−1
2
tr(F ′F )
)
= exp
(
−1
2
T∑
t=1
f 2t
)
(4.48)
|F ′F |−(p−r)/2 ≤
(
T∑
t=1
f 2t
)−1/2
(4.49)
where it is immediately clear that the exponential factor in (4.48) tends to zero much
faster than the third factor in (4.49).
For an illustration, consider the limit
∑T
t=1 f
2
t → ∞. The multiplication of the first
and the bounding function in the limit is:
lim∑T
t=1 f
2
t →∞
exp
(
−1
2
tr(F ′F )
)
|(F ′F )|−(p−r)
≤ lim∑T
t=1 f
2
t →∞
exp
(
−1
2
T∑
t=1
f 2t
)(
T∑
t=1
f 2t
)−1/2
= 0, (4.50)
and the left hand side of (4.50) is non-negative by definition, hence we have:
lim∑T
t=1 f
2
t →∞
exp
(
−1
2
tr(F ′F )
)
|F ′F |−(p−r)/2 = 0. (4.51)
From (4.46) and (4.51), we conclude that the marginal posterior of F under flat priors
has an asymptote when one or more of the factors approach infinity. Still, the density
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is integrable due to the first factor in (4.46), which comes from the normal prior on F .
Whether the prior for Λ2 is uniform or normal is not essential for these results. We note
again that all conditionals are integrable both under a normal and a uniform prior.
The results of this subsection are important for the construction of a Markov Chain Monte
Carlo method. Mechanical application of the Gibbs sampling method under a uniform
prior on F would lead to the situation where the sampler gets stuck at an absorbing state.
This situation of proper conditional densities but improper marginal densities is also been
analyzed by Zellner et al. (2014) and by Bas¸tu¨rk, Stefano, Hoogerheide, Opschoor, and
Van Dijk (2015) for another reduced rank model, i.e. the instrumental variables model,
and by Hobert and Casella (1998) for the hierarchical linear mixed model.
4.4.2 Marginal posterior of Λ2
In this subsection, we explore features of the marginal posterior of Λ2. For the general
case of a full covariance matrix Σ and flat priors on Λ2, this density is improper. However,
imposing a diagonal covariance matrix on Σ and making use of regularization (normal)
priors for Λ2 make the posterior of Λ2 proper and an easy simulation method is available
for computing the density. We start to consider a flat prior instead of (4.10). The joint
posterior in this case is similar to (4.19) except for the factor |Σ|− p+12 .
We integrate out F in the joint posterior (4.19), using the conditional posterior of F
in (4.20). We further use the identification restriction, hence only partition Λ2 of Λ is
stochastic:
p(Λ2,Σ | Y ) ∝
∫
|Σ|−T2 exp
(
−1
2
tr
(
Y
(
Σ−1 − Σ−1Λ′(I + ΛΣ−1Λ′)−1ΛΣ−1)Y ′))
× exp
(
−1
2
tr
(
(F − Fˆ ) (I + ΛΣ−1Λ′) (F − Fˆ )′)) dF (4.52)
∝|Σ|−T2 |I + ΛΣ−1Λ′|−T/2
× exp
(
−1
2
tr
(
Y
(
Σ−1 − Σ−1Λ′(I + ΛΣ−1Λ′)−1ΛΣ−1)Y ′)) (4.53)
∝|Σ|−T2 |(I + ΛΣ−1Λ′|−T/2 exp
(
−1
2
tr
(
Y (Σ + ΛΛ′)−1 Y ′
))
(4.54)
where the last line uses Woodbury’s identity, see, e.g., Seber (1984).
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Next, we use the matrix determinant properties to obtain:
p(Λ2,Σ | Y ) ∝|Σ|−T2
∣∣I + ΛΣ−1Λ′∣∣−T/2 exp(−1
2
tr
(
Y (Σ + ΛΛ′)−1 Y ′
))
(4.55)
=|Σ|−T2 |Σ|T2 |Σ + ΛΛ′|−T/2 exp
(
−1
2
tr
(
Y (Σ + ΛΛ′)−1 Y ′
))
(4.56)
= |Σ + ΛΛ′|−T/2 exp
(
−1
2
tr
(
Y (Σ + ΛΛ′)−1 Y ′
))
, (4.57)
The result is a density function that is proportional to an inverse Wishart density in the
sum Σ + ΛΛ′. For details on the required matrix determinant properties as well as for
the definitions of matricvariate densities, we refer to the appendix of Bas¸tu¨rk et al. (2015).
From (4.57) it is clear that only the sum Σ + ΛΛ′ is identified under a flat prior or a
normal prior on F for the special case of p = 1 and r = 1 and for the general case
where Σ is a full matrix. For example, the conditional posterior of Σ|Λ2, Y in (4.57) is a
‘shifted’ inverse Wishart density with a shift parameter of ΛΛ′. A similar conclusion holds
for the posterior of Λ2|Σ, Y , but these parameters are not jointly identified. This non-
identification of the joint posterior of (Λ2,Σ) implies that the marginal of Λ2 is also not
identified in the sense that the marginal posterior will be flat. Thus, posterior moments do
not exists and a uniform prior on F amplifies this problem. However, given that Σ = D a
diagonal matrix, the off-diagonal zero restrictions are sufficient for identification of the Σ
and Λ2 parameters when the number of variables p is greater or equal than two. Further,
when normal priors are adopted for F as well as for Λ, proper posteriors for all model
parameters are ensured. However, no analytical results exist like in the case of the lower
left hand entry of Table 1.
As a summary, we present results in a diagram in Table 4.1. Given that conditional
distributions and higher order moments of Λ2 and F exist, Gibbs sampling is possible for
cases I–IV, but only for case IV one obtains meaningful numerical results. The important
point is that a normal prior on F and a normal prior on Λ2 are sufficient to ensure
existence of the distributions and their higher order moments.
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Table 4.1: Prior choice and posterior existence
Λ2
Prior Flat Normal
F Flat
I III
No moments (F,Λ2) No moments for (F,Λ2)
Normal
II IV
No moments for (F,Λ2)
Marginal moment for F
Moments for F and Λ2, no an-
alytical results
4.4.3 Posterior sampler
Given the conditional densities in section 4.3, a straightforward sampler is the Gibbs
sampler. Gibbs sampler iteratively obtaining draws from:
p(Σ | Λ, F, Y ), p(Λ | F,Σ, Y ), p(F | Λ,Σ, Y ),
where the first conditional is a density with an inverse Wishart distribution, and the latter
are densities with matricvariate Normal distribution function.
We follow Lopes and West (2004) in specifying proper but vague priors for factors, factor
loadings as well as the variance parameters. The unrestricted elements of the factor
loading matrix Λ, have independent priors with λij ∼ N(0, 1) for i = j. The diagonal
elements of the loading matrix λii for i = 1, . . . , r have a standard normal distribution
truncated above from 0. For the variance parameter, σ2ii, i = 1, . . . , p, we use inverse
gamma priors with a shape parameter of ν = 5, and a scale parameter of η = 0.1. The
prior means and variances for the variance parameters based on these values are similar to
those of Lopes and West (2004), where a slightly different parametrization is used for the
inverse Gamma distribution. We note that the results are not sensitive to small changes
in parameters ν and η.
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4.5 A Bayesian Factor Model using the Fama-French
risk factors
In this section we present a brief analysis of a Bayesian Factor Model using the three
Fama and French (1993) equity risk factors as explanatory variables. Our analysis so far
was based on an unobserved factor structure. Given that the Fama-French risk factors
are “observed” (constructed) we are back in the multivariate regression model and the
factor model in (4.5) simplifies to a multivariate linear regression model, where
Y = XΛ + E, (4.58)
where Y is the T×pmatrix of observations, X is the T×r matrix of observable explanatory
variables, E is the T × p matrix of disturbances and E ∼ MN(0,Σ, IT ) with a positive
definite symmetric matrix Σ. We use the notation X for known factors in order to clarify
the distinction between this model and the unobserved factor models in earlier sections.
For the three risk factors, X in equation (4.58) is a T × 4 matrix of a constant in the
first column and three observed factors proposed by (Fama & French, 1992) and (Fama
& French, 1993). These factors relate to the overall market return (β), firm size (small
minus big capitalization), and book to market ratio (high minus low book-to-market ratio).
Using flat priors, the following equations provide the Gibbs sampling steps for parameters
Λ and Σ:
Λ|Σ, X, Y ∼ MN(Λˆ,Σ, (X ′X)−1) (4.59)
Σ|X, Y ∼ IW
((
Y −XΛˆ
)′ (
Y −XΛˆ
)
, v
)
, (4.60)
where Λˆ = (X ′X ′)−1X ′Y is the OLS estimate of Λ and v = T + p − r + 1. We refer to
(Anderson, 1958) and (Zellner, 1971) for the derivations of these distributions.
In addition, the marginal posterior of the parameters Λ in equation (4.58) is a matric-
variate student t density with mean equal to the least squares value:
E(Λ|X, Y ) = Λˆ = (X ′X)−1X ′Y. (4.61)
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under the condition that T + p− r > 1, see (Zellner, 1971) for details.
Given these results, we present two procedures for the computation of the implied
momentum strategies. The first is an exact analysis that uses Gibbs sampling and the
second one is an approximate analysis using the posterior mean of the residuals. The latter
approach is mathematically equivalent to the regression approach but the interpretation
of the results is different. It is based on a posterior analysis using one data set and not a
frequentist interpretation of the results.
The first approach uses the Gibbs sampling steps in equations (4.59) and (4.60)
to obtain draws from the model parameters. Given posterior draws Λ(m) for m =
1, . . . ,M , the investment strategy at time t is based on the expected “residual returns”,
equivalently, “excess returns”, in the last L periods calculated by
Eˆt =
1
ML
M∑
m=1
L∑
l=1
(
Yt−l −Xt−lΛ(m)
)
(4.62)
where Yt and Xt are row-vectors of dependent variable and the explanatory variables at
time t. The investment decision is then made based on the ranking of the values of Eˆt .
The second approach, i.e. the approximate analysis we present, uses the property in
equation (4.61) to obtain the expected “residual returns”:
Eˆt =
1
L
L∑
l=1
E(Et−l|Y,X) = 1
L
L∑
l=1
(Yt−l −Xt−lE(Λ|Y,X)) , (4.63)
i.e. the expected values of the posterior residuals equivalent to least squares residuals.
Thus the frequentist columns have a Bayesian interpretation under prior ignorance.
Similar to the full Bayesian analysis, the investment decision is then made based on
the sorted values of Eˆt .
4.6 Predictive analysis to determine the number of
factors
An important decision for the factor model is the number of factors, r, in the above
setting. The purpose in this section is to propose a ‘predictive likelihood’ approach to
assess the number of factors in the factor model.
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Predictive likelihood in order to determine a varying number of factors The
first step in such a predictive approach is to assess the number of factors, as in standard
Bayesian model comparison. The gain is the use of ‘prior data points’ to obtain model
probabilities (predictive model probabilities). In this approach, part of the data are used
to obtain ‘priors’, hence model selection or model weights are arguably less sensitive to
the prior. In the extreme case of diffuse priors, part of the data selected as the ‘training
sample’ regulates the diffuse priors. Further, predictive likelihoods evaluated at different
times (using different training samples) will provide time-varying model probabilities.
Any decision making based on these model weights, such as a momentum strategy, will
therefore be time-varying as well.
A predictive likelihood approach to obtain model probabilities Let Mr denote
the factor model with r << p factors for the factor model in (4.5) and (4.6). A predictive
likelihood for model Mr is computed by splitting the dataset as follows:
Y =
(
Yt0:t1
Yt1+1:t2
)
=
(
Y 
Y˜
)
(4.64)
where observations from t0 to t1 are defined as the ‘training sample’ and observations
from t1 + 1 to t2 are defined as the ‘hold-out sample’.
The predictive likelihood for the hold-out sample is then defined as:
p(Y˜ |Y ,Mr) = p(Y˜ , Y
|Mr)
p(Y |Mr) =
p(Y |Mr)
p(Y |Mr) (4.65)
Important notes:
1. The choice of the training and hold-out samples is important theoretically, and the
results may be sensitive to this choice.
2. The size of the hold-out sample is also important, especially for decision making.
Consider a time-varying momentum strategy based on rolling windows. If the hold-
out sample is very small, the decision of the momentum strategy will be heavily
affected by the training sample and not the hold-out sample (which is the most
recent and potentiality informative part of the sample). On the contrary, if the
hold-out sample is very large, information from this sample and the training sample
are potentially outdated, and momentum strategy will only have slight changes over
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time.
Equal training and hold-out sample sizes seem to be an intuitive choice. This way
both the ‘data based prior’ and the ‘posterior’ have similar effects on the momentum
strategy. Naturally, robustness checks should be performed to see the effect of this
training and hold out sample size selection.
Estimating predictive model probabilities A simple method to estimate model
probabilities is the harmonic mean estimator. Several alternatives exist, see e.g. Ardia,
Bas¸tu¨rk, Hoogerheide, and Van Dijk (2012). The harmonic mean estimator has the
advantage that it is easily estimated using n = 1, ..., N parameter draws from the posterior
distribution of parameters of model Mr, θr = {Λr, Fr,Σ}.
Calculation of the predictive likelihoods and predictive model probabilities using the
harmonic mean estimator is outlined as follows: Define the set of models, Mr for
r ∈ 1, . . . , p− 1.
1. For each model obtain draws from the posterior, obtain N draws of parameters θr
from the two posterior distributions for n = 1, . . . , N :
(a) θ
(f,n)
r from p(θr|Y,Mr), draws from the posterior distribution of modelMr given
all data points (including training and hold-out sample)
(b) θ
(,n)
r from p(θr|Y ,Mr), draws from the posterior distribution of model Mr
given the training sample only.
2. Using the harmonic mean estimator, calculate (approximate) two marginal likeli-
hoods for each model m, first for the whole sample, second for the training sample
using the exact likelihood:
p(Y | F,Λ,Σ) = (2π)−Tp2 |Σ|−T2 exp
(
−1
2
tr
(
Σ−1(Y − FΛ)′(Y − FΛ)))(4.66)
(a) Full sample marginal likelihood
p(Y |Mr)−1 =
∫
θr
p(Y |θr,Mr)−1p(θr|Mr)dθr ≈ 1
N
N∑
n=1
p(Y |θf,nr ,Mr)−1
where the likelihood is given in (4.66).
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(b) Training sample marginal likelihood
p(Y |Mr)−1 =
∫
θr
p(Y |θr,Mr)−1p(θr|Mr)dθr ≈ 1
N
N∑
n=1
p(Y |θ,nr ,Mr)−1
where the likelihood is given in (4.66).
3. Calculate predictive likelihoods for each model Mr using (4.65) and the approxi-
mated marginal likelihoods in step (2):
p(Y˜ |Y ,Mr) = p(Y |Mr)
p(Y |Mr) ≈
∑N
n=1 p(Y
|θ,nr ,Mr)−1∑N
n=1 p(Y |θf,nr ,Mr)−1
(4.67)
4. From the predictive likelihoods for each model in step (3), compute model proba-
bilities for Mr for r ∈ 1, . . . , p− 1:
p(Mr|Y ) = p(Y˜ |Y
,Mr)× p(Mr)∑p−1
r′=1 p(Y˜ |Y ,Mr′)× p(Mr′)
,
where p(Mr) is the prior model probability. An uninformative prior, such as p(Mr) =
1/(p− 1) is intuitive to use in this setting.
Based on the predictive likelihood calculation from a rolling window of predictive likeli-
hoods, an optimal model M for the momentum strategy can be chosen. Based on this
model, the momentum strategy can be applied. This will be pursued in the next section.
4.6.1 Simulated data experiments
For illustrative purposes we apply the predictive likelihood approach for the factor model
to simulated data. We consider a set simulated datasets with T = 100 and T = 250
observations. In order to see the effect of parameters p and r on the predictive likelihood
methodology, we consider r = 1, 2 common factors for p = 2, 4, 10, 20 data series. For each
simulation experiment, we apply the predictive likelihood approach with different sizes of
training samples, consisting of 5%, 10%, 20% and 50% of observations. In addition, we
replicate each simulation experiment 100 times to decrease the effect of simulation noise.
For all simulations, factors are generated from independent standard normal distributions.
Table 4.1 presents the posterior probabilities from all simulation experiments, where we
report the posterior model probabilities for different number of factors averaged over 100
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simulation experiments for each simulation setting. Posterior results are based on 4000
posterior draws, where the first 2000 draws are burn-in draws.
Table 4.1: Posterior probabilities. Average posterior probabilities from 100 simulation
replications with T observations, p variables and r factors. Highest probabilities are indicated
by boldface table entries.
5% training sample
T p r pr(r = 1) pr(r = 2) pr(r = 3) pr(r = 4) pr(r = 5) pr(r = 6)
100 2 1 1.00 0.00 - - - -
100 10 1 0.96 0.02 0.00 0.02 0.00 0.00
250 4 2 0.00 1.00 0.00 0.00 - -
250 20 2 0.00 1.00 0.00 0.00 0.00 0.00
10% training sample
T p r pr(r = 1) pr(r = 2) pr(r = 3) pr(r = 4) pr(r = 5) pr(r = 6)
100 2 1 1.00 0.00 - - - -
100 10 1 0.89 0.07 0.00 0.03 0.01 0.00
250 4 2 0.00 1.00 0.00 0.00 - -
250 20 2 0.00 1.00 0.00 0.00 0.00 0.00
20% training sample
T p r pr(r = 1) pr(r = 2) pr(r = 3) pr(r = 4) pr(r = 5) pr(r = 6)
100 2 1 1.00 0.00 - - - -
100 10 1 0.77 0.14 0.05 0.02 0.01 0.00
250 4 2 0.01 0.98 0.01 0.00 - -
250 20 2 0.00 0.95 0.01 0.00 0.03 0.01
50% training sample
T p r pr(r = 1) pr(r = 2) pr(r = 3) pr(r = 4) pr(r = 5) pr(r = 6)
100 2 1 1.00 0.00 - - - -
100 10 1 0.34 0.13 0.02 0.08 0.18 0.24
250 4 2 0.00 0.95 0.05 0.00 - -
250 20 2 0.00 0.88 0.02 0.02 0.01 0.07
The results in Table 4.1 indicate that the highest probabilities (indicated by boldface
entries) for each simulation experiment, indicated in rows, correspond to the true number
of factors. In most simulation studies, the posterior probability is very close to 1 for
the correct model specification. Hence the predictive likelihoods provide a clear choice
of models. Comparing the bottom panel of Table 4.1 with the other panels, we conclude
that the predictive likelihood approach with a smaller training sample than 50% provides
more clear indications of the correct number of factors, with posterior probabilities being
closer to 1 compared to the same simulation setting but a larger training sample (50%).
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Figure 4.1: Log-predictive likelihoods for different number of factors for two sets of simulated
data with T = 100 observations. The left panel corresponds to p = 2 series and r = 1 common
factor. The right panel corresponds to p = 10 series and r = 1 common factor. Each simulation
experiment is repeated 100 times, as shown in the x-axes. Predictive likelihoods are calculated
using 10 percent of the sample as the training sample.
Thus, the length of the training sample should not be chosen too large compared to the
total length of the sample and a sensitivity analysis with respect to the length of the
training sample will give more confidence in the results.
Figure 4.1 presents the details of predictive likelihoods for two sets of simulated data
and for each simulation. These data correspond to T = 100, p = 2, r = 1 on the left
panel of Figure 4.1 and T = 100, p = 10, r = 1 on the right panel of Figure 4.1. For both
simulation specifications, the correct number of factors r = 1, shown by the red lines in
the figure, has the highest posterior probability in almost all simulation replications. We
therefore conclude that the predictive likelihood approach accurately detects the number
of factors, even with a small sample size.
4.7 Application to ten industry portfolios
In the previous sections a Bayesian approach is outlined to choose the optimal number of
time-varying latent factors using the concept of predictive likelihood. In this section we
empirically evaluate the impact of modeling dynamic versus static factors as well as latent
factors versus Fama and French (1993) factors on the performance of a residual industry
momentum strategy. We use return data on ten industry portfolios between 1960M7 and
2015M6. The dataset, shown in Figure 4.1, includes monthly returns from each industry
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Figure 4.1: Monthly percentage returns for ten industry portfolios.
portfolio. The 10 industries are labeled as ‘non-durables’, ‘durables’, ‘manufacturing’,
‘energy’, ‘hi-tech’, ‘telecom’, ‘shops’, ‘health’, ‘utilities’ and the final category ‘others’ 1.
For convenience, we start to present results for a standard momentum strategy applied
to the ten industry portfolios. This strategy ranks the industries on their recent total
performance, skips a short period of time to overcome short-term return reversals and
subsequently buys the industry portfolio ranked first and short-sells the industry portfolio
ranked tenth. Jegadeesh and Titman (1993) find that this strategy is profitable when
applied to individual stocks and Chan et al. (1996) show that these standard momentum
returns cannot be fully explained by the Fama and French (1993) equity risk factors.
Moskowitz and Grinblatt (1999) find that the returns to this standard momentum strategy
applied to individual stocks are mainly ascribable to momentum in industry portfolios.
The empirical results of this standard industry momentum strategy are presented in the
top panel of Table 4.1b.
1These returns data are retrieved on 24.10.2015 from http://mba.tuck.dartmouth.edu/pages/
faculty/ken.french/ftp/10 Industry Portfolios CSV.zip. See http://mba.tuck.dartmouth.edu/
pages/faculty/ken.french/Data Library/det 10 ind port.html for definitions. The Fama and
French (1993) equity risk factors are also retrieved from this data library, see http://mba.tuck
.dartmouth.edu/pages/faculty/ken.french/data library.html
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Standard momentum’s risk and return vary over time as a consequence of the time-
varying exposures to the Fama and French (1993) equity risk factors, as documented by
Grundy and Martin (2001). (Hu¨hn, 2015) confirms this time variation in the exposures for
industry momentum. Recently, Blitz et al. (2011) have come up with residual momentum.
This strategy ranks stocks on their recent residual returns from the regression of the stock
returns on the Fama and French (1993) equity risk factors. By ranking the stocks on their
residual returns rather than their total returns Blitz et al. (2011) are able to reduce these
time-varying exposures to the equity risk factors.
The purpose of our Bayesian modeling approach is twofold. We investigate the effect on
momentum performance of dynamic factor modeling versus static modeling by assessing
the effect of moving window estimation instead of estimation with a fixed sample together
with assessing gains from using a time-varying number of latent factors compared to a
fixed number of latent factors. Second, we compare latent factors versus Fama and French
(1993) equity risk factors.
The proposed estimation procedure using a moving window is an additional contribution
of our Bayesian estimation of a factor model. In order to assess the effect of this analysis,
we estimate two sets of models, namely with a fixed and a moving window estimation
sample and evaluate model parameters at each decision time. We apply this approach
to the model with latent and the model with Fama and French (1993) factors. Results
are presented for the fixed sample case at the top panel of Table 3 and for the moving
estimation sample at the bottom panel.
In order to allow for changes in the number of factors, we apply the moving window
estimation method as follows. Within one estimation period, the static factor model is
estimated for r = 2, . . . , 5 factors, and the optimal number of factors is chosen based
on the predictive likelihoods. The moving window estimation is based on a sample of
T = 240 observations. We consider two cases for the predictive likelihood calculation
with a ‘small training sample’ and a ‘large training sample’, consisting of 10% and 20%
of the full moving window sample, respectively.
Every year in July we rank the ten industry portfolios on the residual returns in the
most recent 12 months. These residuals are constructed as follows:
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• Sample 4000 matrices of factors F , matrices of factor loadings Λ and matrices Σ for
different numbers of factors r = 2, ..., 5 using the conditional posterior densities in
Section 4.3.
• Use the matrices from the model with the number of factors r with the highest
predictive likelihood according to the method described in Section 4.6. Use the
first 1000 sampled matrices for the burn-in period and use the last 3000 sampled
matrices to construct the average of the current in-sample forecasts of the industry
returns Ŷ = FΛ.
• The residual returns are then Ê = Y − Ŷ .
The ten industry portfolios are then sorted on their mean residuals in the last twelve
months, where the mean residuals are calculated using the model and the posterior
draws using equation (4.62) with L = 12 observations. Our residual industry momentum
strategy is then long in the industry with the highest residual return and short in the
industry with the lowest residual return and holds this position for 12 months. The first
investment months is July 1980, since we require 240 months since 1960 for the first
estimation of the model parameters.
4.7.1 Optimal number of factors based on moving window esti-
mates and predictive likelihoods
We first analyze the evolution of the number of factors through the moving windows, for
two training sample percentages. In order to ensure the existence of posterior densities,
a normal prior is used for F and Λ. As stated in Section 4.4, we follow the identification
restrictions together with the priors as given in Lopes and West (2004). A sensitivity
analysis with respect to the choice of the prior parameters did not affect the results.
Figure 4.2 presents the number of factors with the highest predictive likelihood for
each estimation sample under two training sample choices, where 10% and 20% of the
total sample is used as training samples. Figure 4.2 shows that the model with r = 3
factors is the most frequently chosen model using both training samples. Despite this
high frequency, the optimal number of factors according to predictive likelihoods changes
substantially over time. The obtained number of factors in the left and right panels of
Figure 4.2 are different, in particular, at the end of the sample period. On the one hand,
this difference indicates that the training sample choice should be made with care in order
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Figure 4.2: Optimal number of factors for 10 industry portfolios. The figure presents the number
of factors with highest predictive likelihood at each estimation sample for two training sample
choices. X-axes correspond to the final month in the estimation sample.
1982.06 1987.06 1992.06 1997.06 2002.06 2007.06 2012.06
2
3
4
5
final estimation period
nu
m
be
r 
of
 fa
ct
or
s
1982.06 1987.06 1992.06 1997.06 2002.06 2007.06 2012.06
2
3
4
5
final estimation period
nu
m
be
r 
of
 fa
ct
or
s
10% training sample 20% training sample
73B_Erim van Oord_StandV5.job
134 Chapter 4
to find the appropriate number of factors. On the other hand, this variation in the number
of factors may influence the gains from a trading strategy, like momentum. For the latter
reason, we next report the gains from trading strategies using both training samples.
One would expect that the number of optimal factors varies with the performance of equity
markets, in particular fewer factors are present in the model during market declines. We
have two major market declines in our sample: 2000-2002 and 2008 where equity markets
lost 56 and 38 percent respectively. We indeed find that during the equity market losses
in 2000 to 2002 the optimal number of factors was 2. For the 2008 crash we do not find
that a smaller number of optimal factors. This may be due to our small sample. The
effect of the small sample size on our results is not easy to determine and needs to be
explored in further research.
4.7.2 Performance of residual industry momentum strategy
In this section we report the performance of a residual industry momentum strategy
which uses the proposed latent factor model with changing number of factors over time.
In addition, we compare these results with the standard industry momentum strategy and
a set of alternative residual industry momentum strategies. The alternative strategies we
consider aim to separate the gains from the three contributions of the proposed latent
factor model: defining latent factors instead of fixed, Fama and French (1993), factors,
allowing for time-varying number of factors and model estimation using moving estimation
samples.
The first three strategies we consider do not use an updated estimation sample to obtain
model parameters. These strategies are shown on the top-panel of Table 4.1b. The
‘standard strategy’ is descriptive and by definition does not depend on an underlying
model or an estimation sample. The ’F-F (approximate)’ and ’F-F (exact)’ strategies
denote the factor model with known factors, where the residuals are calculated using
(4.62) and (4.63), respectively. The known factors in these models are the three equity
risk factors of Fama and French (1993), as explained in Section 4.5. Parameters of each
model are estimated only prior to the first investment period, July 1980, over the sample
from July 1960 to June 1980.
In addition, we consider a set of residual momentum strategies which are based on moving
estimation windows to obtain model parameters and residuals. The results of these
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strategies, together with the proposed latent factor model with two different training
samples are shown in the bottom panel of Table 4.1b. Specifically, we report the results
of residual strategies based on the factor models of F-F (approximate) and F-F (exact)
using moving estimation windows at each portfolio decision time. The comparison of these
results with their fixed estimation sample counterparts highlights the effect of moving
window estimation on returns from the residual momentum strategy. Finally, we report
the results from a latent factor model, estimated with moving windows but with a fixed
number of 3 latent factors. The comparison of this model and the proposed latent factor
model provides the gains from allowing the number of factors to vary over time. Finally,
the comparison between the latent factor model with three factors and both F-F models
provides the gains from latent factor modeling.
In Table 4.1b, we report the following risk and return measures for the returns of
each strategy: mean return, volatility, Sharpe ratio, largest loss encountered, maximum
drawdown, all measured in percentages, and maximum recovery period measured in
months. We stress that these values are based on the realized returns of each investment
strategy.
The standard industry momentum strategy does not yield positive average returns; its
average annual return is minus 1.1 percent. This empirical result is not in line with the
typical positive returns on industry momentum as found by Moskowitz and Grinblatt
(1999). The difference stems from, among other things, from the fixed estimation sample,
from different sample periods, from using 10 rather than 20 industry portfolios, selecting
1 instead of 3 winners and loser industries, and from the fact that we use 12 monthly
returns to rank the industries and the fact that we update the strategy once per year
rather than every month. We have chosen to do so, because additional industry portfolios,
a longer horizon and more frequent updates of the strategy would substantially increase
the computational workload of our model. More generally, the results for the top and
bottom panel show the importance of taking account of dynamic factors: Moving window
results are all superior to results using a fixed window, except for the length of the recovery
period. For the dynamic case the 20 percent Bayesian Factor Model scores better in five
of six criteria compared to residual industry momentum strategies using the Fama and
French (1993) risk factors.
We conclude that a Bayesian latent factor model with a time-varying number of factors is
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Figure 4.3: Mean returns over time
Figure 4.4: Volatility of returns over time
Figure 4.5: Sharpe ratios of returns over time
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Figure 4.6: Cumulative returns over time
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Figure 4.7: Mean returns for two strategies
Figure 4.8: Volatility returns for two strategies
Figure 4.9: Sharpe ratios of returns for two strategies
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Table 4.1: Risk and return characteristics of momentum strategies based on different
model specifications.
(a) Results for strategies with fixed estimation sample
Standard F-F F-F
(approx. ) (exact)
mean -1.13 -2.23 -3.40
volatility 21.54 21.11 21.41
Sharpe ratio -0.05 -0.11 -0.16
Largest loss -68.52 -58.06 -68.52
Max. drawdown 135.3 154.88 191.31
Max. recovery 15 16 16
(b) Results for strategies with moving window estimation
F-F F-F Latent Factor Models
(approx. ) (exact) 10% 20% 3 factors
mean 4.09 3.81 2.82 3.75 0.28
volatility 18.91 20.69 20.16 12.56 19.22
Sharpe ratio 0.22 0.18 0.14 0.30 0.01
Largest loss -29.05 -46.04 -68.52 -20.95 -68.52
Max. drawdown 66.55 108.12 68.52 35.19 91.01
Max. recovery 11 18 9 9 15
able to outperform the traditional three factor equity risk model in this particular setting
for several criteria but not for all. We also emphasize that the Bayesian model with
a training sample of 20 percent outperforms in four criteria the model with 10 percent
training sample. This may be due to the more complex data structure than the one
encountered in the simulation study.
Given the overall results showing that dynamic modeling is important for the performance
of residual momentum strategies, we also explore the behaviour over time. Results are
shown in Figures 3-9. Figures 3-5 show that in the period considered, namely from July
1980 until June 2015, there are some clear subperiods. In the nineties most procedures
did well. The occurrence of the two crashes around 2000 and 2008 have an important
influence on the return and volatility and therefore the Sharpe ratio. Apparently, the
Bayesian time-varying latent factor model adjusts relatively better to big shocks than the
model with the Fama and French (1993) equity risk factors. This result is even more
pronounced in the right hand panel of Figure 6. Given that the Bayesian time-varying
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latent factor model and the Fama and French (1993) equity risk factor model are the best
performing strategies, we compare their performance on risk and returns in Figures 7-9.
It seems a fair conclusion that in quiet periods the Fama and French (1993) equity risk
factor model is good to use and that in more turbulent times the Bayesian time-varying
latent factor model performs better. This is particularly shown in Figures 7-9 for the
final years of our data. Thus a second conclusion is that a time-varying combination of
model structures may give overall superior performance. To explore this topic is outside
the scope of the present chapter and left for further research.
4.8 Conclusions
We have specified in this chapter a Bayesian latent factor model with weak prior infor-
mation that leads to proper posterior distributions of factors and their loadings. Using
the predictive likelihood concept a straightforward approach is constructed to account for
time variation in the number of factors.
We have applied the Bayesian time-varying latent factor model to residual industry
momentum for the period 1980 to 2015 and find that our application outperforms a
residual industry momentum strategy based on residual returns from the standard Fama
and French (1993) equity risk factors in terms of several risk and return characteristics.
Our application outperforms in particular in turbulent times, for example, during the
crisis that started in 2008. A possible explanation is that a Bayesian latent factor model
adjust more quickly to big shocks than a model with the Fama and French (1993) equity
risk factors. We find that the optimal number of latent factors varies substantially over
time and that the number of optimal factors indeed decreases when the equity markets
experience large losses.
It is also seen that in quiet times like in the nineties, the Fama and French (1993)
equity risk factor model is good to use. Thus a major conclusion is that a time-varying
combination of model structures and momentum strategies may give overall superior
performance.
There is considerable room for extensions of the approach presented. We mention here
only two. First, a more formal model with time-varying factors that require filter methods
from time series analysis may be very useful; we refer to Billio, Casarin, Ravazzolo, and
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van Dijk (2013) for more details. See also Casarin, Grassi, Ravazzolo, and Van Dijk (2013)
and for a forecasting application see Aastveit, Ravazzolo, and Van Dijk (2014). Secondly,
a large panel of individual financial assets, instead of a small number of industry portfolios,
that are clustered in smaller batches may yield additional good information and better
results. This requires intense and probably parallel computing. Some new approaches are
explored in Casarin et al. (2015) for large data sets. These extensions would be of interest
to practitioners as well as researchers.
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Summary and Conclusions
Summary
This section briefly summarizes in which way we have investigated momentum in this
thesis. In Chapter 2 we alter the momentum strategy to improve its performance, while in
Chapter 3 we leave the strategy as is, but aim at improving its performance by hedging. In
Chapter 4 we develop a Bayesian latent factor model and apply this model to momentum.
In Chapter 2 we apply mean-variance optimization to the equity momentum strategy
and compare its performance to other alterations of the momentum strategy. Next to
comparing these strategies we test if combining these alterations, including our mean-
variance optimization, is able to further improve momentum’s performance. We evaluate
whether the optimized and other altered momentum strategies as well as their combina-
tions reduce momentum’s crash risk and its time-varying risks and returns.
In Chapter 3 we hedge equity momentum’s time-varying exposures to the three equity
risk factors. We determine the hedge coefficients in two different ways. First, we use
the estimated factor loadings of each stock in the momentum strategy at that time to
determine momentum’s exposures. Secondly, we use a conditional factor model to estimate
momentum’s exposures using momentum’s recent returns. We test whether these hedging
strategies reduce momentum’s time-varying risks and returns as well as its crash risk.
Finally, we investigate whether the bias in the estimated factor loadings used for hedging
varies over time.
In Chapter 4 we use a Bayesian latent factor model to investigate the time variation in the
comovements of stocks. In particular, we investigate how the optimal number of latent
factors varies over time. We determine this optimal number of factors by comparing the
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predictive likelihoods for models with different numbers of latent factors. Subsequently,
we apply the model in a residual industry momentum strategy.
Conclusions
In this section we summarize the main conclusions of this thesis. In the first two essays
we use a range of strategies to improve equity momentum’s performance and reduce
its time-varying risks and returns as well as its crash risk. By doing so, we enhance
momentum’s challenge for market efficiency as we weaken the crash risk explanation of
the positive average returns on the momentum strategy. In the third essay, we find that
the comovements of stocks varies over time and that an application to residual industry
momentum performs particularly well in turbulent times.
In the first two chapters of this thesis we do not only aim to improve momentum’s
performance, but also implicitly and explicitly address momentum’s time-varying risks.
The equity momentum strategy has by construction time-varying risks; when a risk factor
return has been negative during momentum’s ranking period the strategy is negatively
exposed to this particular risk factor and vice versa when the risk factor return has been
positive. If the risk factor return then reverses from negative during the ranking period to
positive in the investment period, the strategy suffers from its negative exposure to this
risk factor. These time-varying exposures do not only cause momentum’s time-varying
risks, but also cause momentum’s crash risk. For example, momentum’s largest losses
occurred in 1932 and 2009 when the equity markets strongly recovered after their largest
losses over the last 100 years. Momentum suffered in these particular years from its
negative exposures to the recovering equity markets; the momentum strategy had built
up these negative exposures as a consequence of the preceding losses on the equity markets.
In Chapter 3 we conclude that hedging the time-varying exposures of the momentum
strategy indeed reduces these exposures and as such also reduces momentum’s crash
risk. Hedging using factor loadings estimated from a conditional factor model that
captures momentum’s time-varying exposures turns out to perform better than the more
common hedging strategy that uses the estimated factor loadings of the individual stocks.
This underperformance of this common hedging strategy based on factor loadings of
the individual stocks stems from a systematic bias in the estimation of these factor
loadings. This systematic bias also varies with the factor returns during momentum’s
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ranking period.
In Chapter 2 we find that applying standard mean-variance optimization to the equity
momentum strategy results in a significant higher Sharpe ratio and reduces momentum’s
time-varying exposures and crash risk. Although mean-variance optimization is known
for its so-called ’error maximization’ that results in extreme portfolio weights and bad
out-of-sample performance, applying mean-variance optimization does work for equity
momentum. We ascribe this to the fact that mean-variance optimization mainly suffers
from errors in the estimation of the expected returns, while momentum is quite right about
the relative expected returns. We find that the mean-variance optimization benefits from
taking into account momentum’s top-bottom phenomenon. This is the phenomenon that
only the stocks in the top and bottom of momentum’s ranking exhibit the momentum
effect and out- and underperform, while the stocks in the middle of momentum’s ranking
do not.
When comparing mean-variance optimization with other improvements of the equity
momentum strategy, like residual and constant-risk momentum, we find that residual
momentum performs best in terms of the highest Sharpe ratio. The mean-variance
optimized momentum strategy turns out to have the least crash risk. Combining mean-
variance optimized, constant-risk and residual momentum enables to further improve the
Sharpe ratio and further reduce crash risk. This improvement does not come at the cost
of a substantial increase in the transaction costs; for moderate transaction costs for which
the Sharpe ratios of standard and residual momentum are positive, the Sharpe ratio of
the combined strategy is always higher.
Our findings in Chapter 2 hold for the full sample running from July 1929 to December
2014. When looking at different subsamples during this period we find that that the best
performing models are different in the various subsamples. Since the oil crisis and the start
of the deregulation in 1973 the residual momentum strategy performs best in terms of a
higher Sharpe ratio and less crash risk; however, its Sharpe ratio is not significantly higher
than those of the combined strategies. With respect to transaction costs, we find that
in this subsample mean-variance optimized and combined strategies outperform standard
equity momentum up to moderate transaction costs; for relatively high transaction costs
standard momentum outperforms the optimized and combined momentum strategies.
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In Chapter 4 we find that the comovements of stocks vary over time. This follows
from our finding that the optimal number of latent factors in our Bayesian latent factor
model varies over time. Applying our Bayesian latent factor model to residual industry
momentum turns out to improve the Sharpe ratio and reduce crash risk, in comparison
to both standard and residual industry momentum. In this chapter we also find that the
best performing model differs from time to time. In relatively quiet periods standard and
residual industry momentum perform well, while in turbulent times our Bayesian latent
factor model performs better. The flexibility to allow the number of latent factors to vary
over time seems valuable in this particular application.
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(Summary in Dutch)
Inleiding en motivatie
Aandelen momentum is het fenomeen dat aandelen die recent beter dan andere aandelen
hebben gepresteerd, ook de komende maanden weer beter dan andere aandelen zullen
presteren. Net zo zullen aandelen die relatief minder hebben gepresteerd, de komende
maanden ook relatief minder goed presteren. Jegadeesh and Titman (1993) hebben laten
zien dat een strategie die de aandelen koopt die recent relatief goed hebben gepresteerd
en de aandelen (ongedekt) verkoopt die relatief slecht hebben gepresteerd gemiddeld een
positief rendement oplevert, zonder dat een netto investering vereist is. Academici hebben
moeite om dit positieve rendement te verklaren als een vergoeding voor risico en op die
manier past momentum niet binnen de efficie¨nte markthypothese. Nobelprijswinnaar Eu-
gene Fama noemt momentum zelfs de grootste uitdaging van de efficie¨nte markthypothese.
Momentum’s positieve rendementen gaan overigens gepaard met een substantieel risico
op een crash. Slechts in enkele maanden kunnen jaren aan positieve rendementen verloren
gaan. Naast dit crash risico varie¨ren de rendementen en risico’s van de momentum
strategie door de tijd, in het bijzonder over de verschillende fases van de conjunctuurcyclus.
Deze aspecten maken momentum onaantrekkelijk voor beleggers en zijn voor sommigen
het risico waar momentum’s gemiddelde positieve rendementen een vergoeding voor
ormen; op die manier zou momentum ook binnen de efficie¨nte markthypothese passen.
In dit proefschrift onderzoeken we verschillende methodes en modellen die het crash
risico en de variatie in de rendementen en risico’s van de momentum strategie weten
te reduceren. Deze strategiee¨n weten eveneens het voor risico gecorrigeerde rendement
te verbeteren. Onze resultaten zijn dus interessant voor beleggers en academici; voor
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laatstgenoemden omdat het reduceren van de risico’s de verklaring van momentum als
vergoeding voor deze risico’s binnen de efficie¨nte markthypothese verzwakt.
Samenvatting
We onderzoeken aandelen momentum op verschillende manieren in dit proefschrift . In
Hoofdstuk 2 vergelijken en combineren we verschillende aanpassingen aan de momentum
strategie en in Hoofdstuk 3 laten we de strategie onaangepast, maar dekken we de
risico’s van de strategie naderhand af. Beide hoofdstukken hebben als doel momentum’s
crash risico en tijdsvarie¨rende risico’s en rendementen te reduceren en tegelijkertijd het
positieve rendement te behouden of zelfs te verbeteren. In Hoofdstuk 4 onderzoeken we de
tijdsvariatie in de samenhang van aandelenrendementen met een Bayesiaans latent factor
model. Dit model passen we vervolgens ook toe in een momentum strategie die gebaseerd
is op aandelenportefeuilles van tien verschillende sectoren. Alle hoofdstukken gaan over
variatie in rendementen en risico’s in het algemeen en voor momentum in het bijzonder.
In Hoofdstuk 3 laten we zien dat het reduceren van momentum’s tijdsvarie¨rende bloot-
stellingen aan risicofactoren ook het crash risico en de variatie van de rendementen over
de conjunctuurcyclus reduceert, omdat dit crash risico en de variatie van de rendementen
juist een gevolg zijn van deze tijdsvarie¨rende blootstellingen. Hoewel de blootstellingen
van momentum aan de Fama and French (1993) aandelen risicofactoren gemiddeld onge-
veer nul zijn, varie¨ren deze blootstellingen met de rendementen van deze risicofactoren
over de recente maanden. Als het rendement op een van deze risicofactoren recent
hoog is geweest, dan heeft de momentum strategie een positieve blootstelling aan deze
risicofactor, en vice versa. Na bijvoorbeeld een crash van de aandelenmarkten heeft de
momentum strategie bijvoorbeeld een negatieve blootstelling aan de aandelenmarkten;
als de aandelenmarkten vervolgens herstellen dan verliest momentum aan deze negatieve
blootstelling. Momentum’s grootste verliezen hebben zich dan ook voorgedaan in juli
1932 en maart 2009 nadat de aandelenmarkten zich sterk herstelden van de twee grootste
crashes van de aandelenmarkten in de afgelopen honderd jaar. In het algemeen ondervindt
de momentum strategie dus nadeel van omkeringen in het rendement op de risicofactoren;
deze omkeringen, zoals na de twee grootste crashes van de aandelenmarkten, vinden veelal
plaats (aan het einde) van recessies als aandelenmarkten zich al weer herstellen van hun
verliezen, vooruitlopend op herstel in de ree¨le economie. Kortom, het afdekken van deze
tijdsvarie¨rende blootstellingen reduceert het crash risico en de variatie van momentum’s
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rendementen over de conjunctuurcyclus.
De standaard aandelen momentum strategie is een relatief simpele strategie die gelijke
gewichten toekent aan de aandelen die ten opzichte van andere aandelen recent relatief
goed en slecht hebben gepresteerd. Het ligt voor de hand om binnen deze aandelen
de aandelen met een lager risico of een hoger verwacht rendement een hoger gewicht
toe te kennen, zoals Markowitz (1952) al heeft voorgesteld voor aandelenportefeuilles
in het algemeen. Michaud (1989) beschrijft een dergelijke optimalisatiemethode als
’foutenmaximalisatie’ en DeMiguel et al. (2009) laten zien dat aandelenportefeuilles
met gelijke gewichten geoptimaliseerde portefeuilles juist verslaan. Desondanks blijkt
in Hoofdstuk 2 dat optimalisatie van de aandelen momentum strategie wel degelijk de
strategie met gelijke gewichten verslaat. Daarbij is het van belang rekening te houden
met momentum’s ’top-bottom’ fenomeen dat niet altijd alle aandelen met een hoger
rendement de aandelen met een lager rendement verslaan in de komende maanden; dit
geldt voornamelijk alleen voor de aandelen die recent relatief het best hebben gepresteerd.
Voor aandelen die recent slecht hebben gepresteerd geldt hetzelfde; alleen aandelen die
recent relatief het slechts hebben gepresteerd zullen in de komende periode ook weer
slecht presteren. We laten in dit hoofdstuk ook zien dat optimalisatie de tijdsvarie¨rende
blootstellingen van momentum reduceert, omdat de optimalisatie al lagere gewichten
toekent aan de risicovolle aandelen met hoge blootstellingen. Op die manier reduceert
optimalisatie van momentum ook het crash risico en de variatie van de rendementen over
de conjunctuurcyclus.
Er bestaan andere aanpassingen aan de momentum strategie die ook tot verbeteringen
hebben geleid, zoals residu momentum van Blitz et al. (2011) en constant risico momentum
van Barroso and Santa-Clara (2015). Residu momentum sorteert de aandelen op de
residue¨n van de regressie van de rendementen op de Fama and French (1993) risicofactoren
in plaats van op de totale rendementen zoals bij standaard momentum. Deze strategie
koopt vervolgens de aandelen met de hoogste recente residue¨le rendementen en verkoopt
(ongedekt) de aandelen met de laagste recente residue¨le rendementen. Constant risico
momentum past de blootstelling aan de standaard momentum strategie van tijd tot
tijd aan: als de rendementen van momentum recent volatiel zijn geweest dan verlaagt
deze strategie de blootstelling aan momentum en vice versa als de rendementen recent
minder volatiel zijn geweest. In Hoofdstuk 2 combineren we deze aanpassingen inclusief
optimalisatie tot verschillende momentum strategiee¨n. Een strategie die optimalisatie,
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residu momentum en constant risico momentum combineert leidt tot significant hogere,
voor risico gecorrigeerde, rendementen en reduceert het crash risico. Hoewel optimalisatie
over het algemeen het aantal transacties sterk doet toenemen, laat deze combinatie
strategie het aantal transacties ten opzichte van standaard momentum niet substantieel
toenemen. Deze gecombineerde strategie presteert ook beter dan standaard en constant
risico momentum in verschillende subperiodes. Sinds 1973 weet residu momentum ove-
rigens beter te presteren dan de gecombineerde strategie, hoewel deze verbetering niet
significant is.
In dit proefschrift vormt tijdsvariatie een rode draad en in Hoofdstuk 4 benaderen we
tijdsvariatie vanuit het perspectief van de samenhang van aandelenrendementen. Door
middel van een Bayesiaans latent factor model laten we zien dat het aantal latente factoren
dat deze samenhang beschrijft varieert door de tijd. Met dit model adresseren we het
probleem in de gebruikelijke modellen dat het aantal latente factoren vast staat; met
behulp van een analyse van de voorspelverdelingen zijn we in staat het optimale aantal
latente factoren te selecteren. Vervolgens passen we dit model toe in een residu momentum
strategie op basis van aandelenportefeuilles van verschillende sectoren. Het Bayesiaans
latent factor model is in staat om hogere, voor risico gecorrigeerde, rendementen te
realiseren en het crash risico te reduceren ten opzichte van standaard en standaard residu
momentum. De prestatie van deze verschillende sectormomentum strategiee¨n varieert
eveneens door de tijd. In de relatief rustige periodes in de jaren ’90 presteert de standaard
residu momentum strategie relatief goed, terwijl in de meer turbulente periodes sinds 2008
de toepassing van het Bayesiaans latent factor model beter presteert; de flexibiliteit om
het aantal latente factoren te laten varie¨ren door de tijd blijkt dus waardevol in deze
sectormomentum toepassing.
Conclusies
Het reduceren van momentum’s crash risico en de variatie van de rendementen en risico’s
door de tijd in Hoofdstuk 2 en Hoofdstuk 3 verzwakt de verklaring dat momentum een
vergoeding voor deze risico’s is. Om die reden blijft aandelen momentum een uitdaging
vormen voor de efficie¨nte markthypothese. De samenhang van aandelenrendementen
varieert door de tijd en in Hoofdstuk 4 blijkt een Bayesiaans latent factor model deze
variatie te beschrijven.
82A_Erim van Oord_StandV5.job
Summary in Dutch 151
De optimalisatie van momentum en de combinatie van verschillende momentum stra-
tegiee¨n in Hoofdstuk 2 weet niet alleen het crash risico te reduceren, maar verbetert
ook, statistisch significant, het voor risico gecorrigeerde rendement. De gecombineerde
strategie heeft een hoger voor risico gecorrigeerd rendement en minder crash risico dan
de afzonderlijke verbeteringen van momentum; deze verbetering gaat niet gepaard met
substantieel hogere transactiekosten. Deze conclusies gelden voor de volledige periode
van ons onderzoek van juli 1929 tot en met december 2014. Als we uitsluitend naar de
periode sinds de oliecrisis in 1973 kijken dan presteert de afzonderlijke residu momentum
strategie het best op de genoemde aspecten, maar dit verschil is niet statistisch significant.
Afzonderlijke optimalisatie of combinaties presteren wel beter dan standaard momentum
over deze periode.
Het direct afdekken van de tijdsvarie¨rende blootstellingen van de standaard momentum
strategie in Hoofdstuk 3 reduceert eveneens het crash risico van de momentum strategie en
verbetert het voor risico gecorrigeerde rendement. We concluderen dat de gebruikelijke
afdekkingsstrategie via de historische blootstellingen van individuele aandelen minder
goed presteert dan een afdekkingsstrategie op basis van een conditioneel model op basis
van de historische afhankelijkheid van momentum’s blootstellingen aan de aandelenrisico-
factoren. We schrijven dit toe aan een systematische afwijking van de geschatte historische
blootstellingen die eveneens varieert met de recente rendementen op de risicofactoren.
Hoofdstuk 4 laat zien dat het optimale aantal latente factoren in een Bayesiaans latent
factor model varieert door de tijd en dit bevestigt dat de samenhang tussen aande-
lenrendementen eveneens varieert door de tijd. Een toepassing van dit model in een
sectormomentum strategie heeft hogere voor risico gecorrigeerde rendementen en lager
crash risico dan toepassingen van standaard en residu sectormomentum. Hoewel de
traditionele, meer statische, toepassingen van standaard en residu momentum relatief
goed presteren in de relatief rustige jaren ’90, heeft het meer flexibele Bayesiaans factor
model in de turbulente tijden sinds de financie¨le crisis in 2008 juist toegevoegde waarde.
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This thesis discusses several aspects and possible improvements of equity momentum strate -
gies in finance. Equity momentum is the phenomenon that stocks that have recently outperform -
ed continue to outperform, while underperformers will continue to underperform. Equity strate -
gies that exploit this phenomenon by buying the recent outperformers and short-selling the
recent underperformers have proven to be profitable for investors. In his Nobel prize lecture in
2013 Eugene Fama referred to this performance of the momentum strategy as being the biggest
challenge for the efficient market hypothesis.
Nevertheless, equity momentum is also known for its crash risk, wiping out years of average
positive returns in just a few months, and the fact that its risk and returns vary over time. In this
thesis different hedging strategies are applied to reduce momentum’s crash risk and time varying
exposures without reducing its positive average returns. Furthermore, different recent improve -
ments of momentum are combined in a mean-variance optimization set-up. Optimization also re -
duces momentum’s crash risk and its time varying exposures. Moreover it improves momentum’s
Sharpe ratio for moderate transaction costs.
Finally, this thesis addresses momentum’s time varying risks and returns in a different way. A
Bayesian latent factor model where the number of latent factors is allowed to vary over time is
derived. Using the predictive likelihood approach this model is then applied to a residual industry
momentum strategy. In turbulent times, like the crisis that started in 2008, the Bayesian latent
factor model performs well in terms of risk and return characteristics.
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