Given a random vector (X , Y ), the conditional distribution of Y given X can be represented by either the conditional distribution function or the conditional quantile function. To these equivalent representations correspond two alternative approaches to estimation. The first, distributional regression, is based on direct estimation of the conditional distribution function; the second, quantile regression, is instead based on direct estimation of the conditional quantile function. To our knowledge, the link between the two approaches has not been explored so far. This paper aims at comparing the two approaches, with a particular emphasis on their relative efficiency under the linear location model and certain types of location-scale models.
Introduction
the link between the two approaches has not been explored in detail, although some considerations on the choice between them appear in Peracchi (2002) . The present paper aims at filling this gap by offering a better understanding of the strengths and weaknesses of the various methods, focusing on their asymptotic properties. These properties may prove useful, among other things, when analyzing the statistical properties of estimators of population parameters that can be represented as functionals of either the CDF or the CQF.
Of course, the choice between the two approaches may be based on other aspects than their asymptotic properties. One such aspect is interpretability. For example, if Y is household income and X is a binary indicator representing educational attainments (high or low), then the QR approach allows us to directly estimate the income of the upper p percent of individuals conditional on their education being high or low. On the other hand, the DR approach allows us to directly estimate the probability that their income is equal or below a fixed level y. If the purpose of the analysis is to estimate poverty rates among the two groups, then the DR approach offers an easier interpretation.
If the aim is instead to stress differences in income levels between the two groups ("do incomes of high educated people grow more than incomes of low educated people as we move from the top 10% to the top 1% of the distribution of income within each group?"), then the QR approach is perhaps easier to interpret.
One important property that characterizes the CDF F ( y | x) and the CQF Q(p | x) is monotonicity, in y and p respectively, for all x. Thus, a relevant issue for both the QR and the DR approach is how to impose monotonicity on the estimates. For the DR approach, Foresi and Peracchi (1995) proposed an easy to implement isotonic estimation procedure. For the CQF, the problem of nonmonotonicity of the estimates is particularly relevant and is known as the quantile crossing problem. Chernozhukov, Fernandez-Val and Galichon (2010) propose a method based on rearrangement of preliminary CQF estimates. A similar approach is followed by Dette and Volgushev (2008) , the main difference being that they simultaneously solve the problem of the estimation of a smooth monotonic (nonparametric) CDF and of its inversion. Thus, it can be included in the DR framework, in the broad sense mentioned earlier.
In an asymptotic perspective, the question of non-monotonicity becomes largely irrelevant, provided that both the DR and QR estimators are consistent for the CDF and CQF respectively. This gives us a justification for focusing here on non-isotonic QR and DR estimators.
The remainder of the paper is organized as follows. Section 2 introduces our basic statistical model, the linear location model. Section 3 compares the QR and DR estimators of the parameters of the linear location model to the standard OLS estimator, focusing on the asymptotic relative efficiency of the three estimators. Section 4 studies the asymptotic distribution of the QR and DR estimators of the CDF and the CQF, focusing on their asymptotic relative efficiency under the linear location model. Section 5 considers the more general class of location-scale models. Finally, Section 6 summarizes and offers some conclusions.
The linear location model
We begin by assuming that the available data {(X i , Y i ), i = 1, . . . , n} are a random sample from the linear location model
where β is a row vector of k parameters, ω is a strictly positive scale parameter, and U is a random error distributed independently of X with zero mean, unit variance and smooth distribution function G. Throughout the paper, parameters are defined as row vectors. Model (2.1) includes the case of a polynomial conditional mean function, which can be handled by simply redefining the set of regressors.
The CDF for this model is
where γ y = ( y − α)/ω and δ = β/ω, while the CQF is
where ψ p = α + ωG −1 (p). Notice that ψ p = α if G −1 (p) = 0. In particular, ψ 1/2 = α if the distribution of U is symmetric about zero. Also notice that, under (2.1),
where g(u) = G (u) is the density function of the error U. Thus, the linear location model implies the following relationship
for all x, y and p. If X is exogenous, this relationship justifies the common practice of focusing attention on the slope coefficient β, treating the intercept α as a nuisance parameter.
Two approaches to estimation are available. The first approach assumes that G is known and estimates F ( y | x), for a given cutoff y, by estimating the regression model
where D y = 1{Y ≤ y} is a 0-1 indicator. By varying the cutoff y, one obtains an estimator of the CDF (DR approach). Asymptotically efficient estimation is typically based on the method of maximum likelihood. When G is unknown, asymptotically efficient estimation may be based on the semi-parametric method proposed by Klein and Spady (1993) . The second approach obtains an estimatorQ(p | x) of the CQF by varying the quantile level p, and then estimates the CDF bỹ
Neither method gives monotonic estimates. The extension of the analysis to monotonic versions of these estimators, as in Foresi and Peracchi (1995) for the CDF estimation and Chernozhukov et al. (2010) , is beyond the scope of this paper.
Estimating the parameters of the linear location model
To simplify notation and without loss of generality, we confine attention to the case of a single regressor, as the extension to the case when X is vector-valued is straightforward. We assume throughout this section that ω is known, so the vector of parameters of interest reduces to θ = (α, β). Notice that the problem of estimating θ is better viewed as a preliminary step towards the final goal of estimating the conditional distribution of Y .
For a given cutoff y, the DR estimator of θ is denoted byθ y = (α y ,β y ) while, for a given quantile level p, the QR estimator of θ is denoted byθ p = (α p ,β p ). Unlike the model parameters α and β, which do not vary with y and p, the DR and QR estimatesθ y andθ p vary with y and p respectively, because they are the solutions to optimization problems that change with y and p.
DR approach
Assume that G is known. The value of the CDF at a given cutoff y may be estimated by fitting the binary response model E(D y | x) = G(γ y − δx), where γ y = ( y − α)/ω and δ = β/ω. The DR approach amounts to estimating the parameters γ y and δ of these binary response models for different values of y. Changing the cutoff y has the effect of changing the intercept of the linear index, not its slope.
Given ω and an estimatorθ y = (α y ,β y ) of θ , the CDF is estimated byF ( y | x) = G(γ y −δ y x),
A maximum likelihood estimator of θ maximizes the average log-likelihoodL
where
Under mild regularity conditions, the maximum likelihood estimatorθ y is consistent for θ if the model is correctly specified, and is asymptotically Gaussian.
As for its asymptotic variance, denoted by V D ( y) to stress its dependence on y, define the function
Then, for any cutoff y,
QR approach
For a given quantile level p, a linear QR estimator
is consistent for θ = (α, β) and asymptotically Gaussian with asymptotic variance equal to
where w(p) is defined in (3.1), X = (1, X ) and P X = E X X . Notice that ω 2 P −1 is the asymptotic variance of the OLS estimator of θ . Thus, the asymptotic variance of the QR estimator differs from that of the OLS estimator by a factor that depends only on p. This result, together with (3.2), justifies focusing on the case when ω = 1.
The matrices V D ( y) and V Q (p) look quite similar. The function w appears in both, but while V Q (p) depends on the constant weight w(p), V D ( y) depends on the stochastic weights w i ( y). When β = 0, the two matrices actually coincide, as w i ( y) = w(p) in this case.
Relative efficiency
Consider now the performance of the QR estimator of θ relative to the OLS and the DR estimators.
To simplify the notation, here and in the rest of this section we assume, without loss of generality, that ω = 1. Since OLS, DR and QR all lead to consistent and asymptotically Gaussian estimators, comparison may be based on asymptotic relative efficiency (ARE). Recall that ifθ 1 andθ 2 are two n-consistent and asymptotically Gaussian estimators of the same scalar parameter θ , that is, Because the asymptotic efficiency of QR relative to OLS depends only on the error distribution in (2.1) through the function w(p), it is natural to ask wether there are other error distributions for which QR is asymptotically more efficient than OLS, at least for some value of p. One example is the Laplace (double-exponential) distribution, under which QR is asymptotically more efficient than OLS if 1/3 < p < 1/6. Another example is the Generalized Tukey distribution (GTD). Following the parametrization in Ramberg et al. (1979) , its quantile function is The ARE of QR to DR depends not only on the error distribution in (2.1), but also on the distribution of the covariates. General results are not available, so we focus on a few specific examples.
We confine attention to the case of a single covariate X , and consider three distributions that are particularly relevant in empirical applications: binary, uniform and Gaussian.
1. Binary regressor. Despite its simplicity, this case deserves particular attention because of both its relevance in the empirical literature and the fact that it leads to a simple closed-form expression for the matrix V D . If X has a Bernoulli distribution with parameter µ X then, under the linear location model,
is the variance of X . Since G is assumed to have zero mean and unit variance, the ARE of QR to DR is
When y = y p , with
If the function w(p) is symmetric around p = 1/2 and nondecreasing in the interval (0, 1/2), then (3.5) implies that ARE(θ p ,θ y p ) > 1 if and only if β > 0 for p < 1/2, or β < 0 for p > 1/2.
As shown in Figure 1 , both the logistic and the Gaussian distributions satisfy this condition. A similar behavior is common to other distributions, such as Student's t, Laplace, Cauchy, and GTD for particular choices of the parameters.
To illustrate, consider the special case of unit logistic errors (the "logit link" case), where
with c = π/ 3. From (3.4), the determinant of the asymptotic variance ofθ y is
.
In particular, when y = y p we have
Therefore, the ARE of QR to DR equals
Applying Jensen's inequality to the convex function e x gives
Thus, QR is asymptotically more efficient than DR when The case when X is uniform on the interval (a, b) is one of the few cases of a closed-form expression for V D ( y), although the formula is not particularly illuminating. In the special case when α = 0 and X is uniform on the unit interval, this formula simplifies to
where Li 2 (x) is the dilogarithmic function, defined by Li 2 (x) = − although OLS always dominates the other two estimators, DR does better than QR when p is very close to 0 or 1, but does much worse than QR when p is close to .5. Figure 3 shows the contour plots of ARE(θ p ,θ y ) and ARE(β p ,β y ) as functions of both p and y. The white area represents all pairs (p, y) such that ARE(θ p ,θ y ) < 1, that is, QR is asymptotically less efficient than DR. The figure shows that the asymptotic efficiency of QR relative to DR tends to deteriorate when either p or 1 − p are small. On the other hand, the larger is y in absolute value, the larger is ARE(θ p ,θ y ) and therefore the higher is the asymptotic efficiency of QR relative to DR. Similar considerations hold for ARE(β p ,β y ).
As already pointed out, the behavior of QR and DR tends to converge as β, or equivalently the regression R 2 , tends to 0. This is highlighted in Figure 4 , where we plot ARE(θ p ,θ y ) for β = 0. The curves that separate the dark and the white areas, where QR and DR respectively are more efficient, satisfy ARE(θ p ,θ y ) = 1 and correspond to the equations
3. Gaussian regressor. When X is Gaussian, the asymptotic variance of DR has no closed-form expression, not even for the logit link. Figure 5 shows ARE(β p ,β y ) for X ∼ N (−2, 4) and high, medium and low values of the regression R 2 . Since the variance of X is fixed, we obtain different values of R 2 by changing the value of β. Results for this case are qualitatively very similar to those obtained when X is uniform.
Estimating the conditional distribution
In this section, we consider the statistical properties of the DR and QR approaches when the goal is estimating the conditional distribution of Y given X . As in the previous section, to simplify notation, we assume that the scale parameter ω is known and equal to one. To simplify notation, the main results of this section are stated for a simple linear regression model where X is a scalar random variable. The extension to a multiple regression model is straightforward.
Estimating the CDF

DR approach
For simplicity, we focus on the logit link. Let Λ(u) denote the unit logistic distribution function,
The DR estimator of the CDF at a given cutoff y ∈ R iŝ 
Note that Theorem 1 holds even if the linear location model is misspecified, the only difference being that the maximizer of l(ν; y) is no longer of the form ( y − α, δ) and both its components now depend, possibly nonlinearly, on y. Under the linear location model with logistic errors, the covariance function of the process in Theorem 1 simplifies to
denote the best logistic approximation to F ( y | x) in the Kullback-Leibler sense. If the logit link is correctly specified, then
] converges weakly to a zero-mean Gaussian process defined on R, with co-
Hence, under the linear location model with logistic errors, the asymptotic variance ofF
QR approach
A linear QR estimator of the CQF is of the formQ 
In the special case of a linear location model,
convenience of the reader, we restate the main result of Angrist et al. (2006) .
, n} is an iid sample from the joint distribution of (X , Y ); (ii) the conditional density f ( y | x) exists, and is bounded and uniformly continuous in y, uniformly in x over the support of X ; (iii) the matrix J(p)
and positive definite for all p in a closed interval [p, p] 
It follows from Theorem 2 that
If conditional quantiles are linear, that is, Q(p | x) = ψ p + β p x, then the covariance function (4.6) simplifies to
In particular, under the linear location model,
The QR approach to estimating F ( y | x) consists of invertingQ(p | x). The resulting estimator of
To derive the asymptotic distribution ofF we use the functional Delta-method.
Theorem 3 Suppose that the assumptions of Theorem 2 hold and let y
It follows from Theorem 3 that if Q(p | x) = ν Q (p) x for all p and all x, then
Under the linear location model,
where we used the fact that µ P −1
is asymptotically equivalent to the standard empirical process defined on the distribution of the random variable Y − α − βµ X . Note that, since in this
Estimating the CQF
The asymptotic properties of the QR estimatorQ(p | x) =ν(p) x are given by (4.7). As for the DR approach, letQ(p | x) be the estimator of the CQF obtained by inverting the estimatorF ( y | x) of the CDF, namelyQ(p | x) = min{ y :F ( y | x) ≥ p}, and let Q + (p | x) be the inverse of the best logistic
The asymptotic distribution ofQ can again be derived by a Delta-method argument.
Theorem 4 Suppose that the assumptions of Theorem 1 hold and let p
defined on [p, p] , with covariance function
It follows from Theorem 4 that, under the linear location model,
Relative efficiency under the linear location model
We now compare the two different methods of estimating F and Q under the assumption that the linear location model (2.1) holds. For a given quantile level p, the asymptotic variances of the QR and DR estimators of the CQF are, respectively,
where y p = α + β x + G −1 (p). Notice that while the asymptotic variance ofQ does not depend on the model parameters and varies only with p, the asymptotic variance ofQ(p | x) depends on both p and the model parameters. The ARE ofQ toQ is given by D has all eigenvalues smaller than one. A necessary, but not sufficient, condition, is that det(
As before, we consider the case of a binary, a uniform and a Gaussian regressor. We also assume that U has a unit logistic distribution, except in the binary regressor case.
1. Binary regressor. In this case the two approaches yield the same asymptotic variance. This is a surprising result, not true if the focus is instead on the asymptotic relative efficiency of alternative estimators of the slope parameter β in (2.1), as already pointed out in Section 3.3.
By using formula (3.4) and noticing that
we have that
2. Uniform regressor. If X is distributed uniformly on the unit interval, then the matrix V D ( y p ) takes the complicated expression (3.6). It is instead easy to compute x V Q (p)x , as
1 Note that positive definiteness is sufficient but not necessary for ARE(Q(p | x),Q(p | x)) ≥ 1 for all x, because x is not an arbitrary vector in R 2 , being x = (1, x). By using formula (4.4) and rewriting (4.10) as
where p y = G( y − α − β x), we get an expression similar to (4.12) for the relative efficiency of the estimators of the CDF based on the two approaches
(4.14)
This means that the two formulas ARE(F ( y | x),F ( y | x)) and ARE(Q(p | x),Q(p | x))
coincide. This is a consequence of the following result, proven in the Appendix. 
Theorem 5 LetF be a consistent estimator of a distribution function F with a continuous density f , let Q be a consistent estimator of the quantile function Q = F −1 and suppose that: (i) n(F − F ) converges weakly to a Gaussian process Z F , defined on a closed interval [ y, y] of the support of F , with variance function σ 2 F ; (ii) n(Q − Q) converges weakly to a Gaussian process Z Q , defined on a closed interval
ARE(F ( y),F ( y)) = ARE(Q(p),Q(p)), (4.15) for all p ∈ [p, p] and all y ∈ [ y, y] such that p = F ( y).
Notice that (4.15) requiresF andQ to be consistent for F and Q respectively. If they are not then, under the assumptions of Theorems 1 and 2, it follows from (.9) and (.10) that
and
ARE(Q(p),Q(p))
Thus, the two ARE coincide only if, at the same time, p = F * ( y | x) and y = Q + (p | x). Under the linear location model (2.1), this occurs if and only if F * = F + = F , namely both the DR and the QR models are correctly specified.
Location-scale models
The linear location model is one of the workhorses of empirical analysis, but is very restrictive because it implies that conditional quantiles have the same slope for all quantile levels p. It also implies that only the intercept γ y = y − α changes with the cutoff y in the binary response model underlying the DR approach.
One possible extension is a location-scale model where both the conditional mean and the conditional variance of Y are functions of the regressors, not necessarily linear. In this section we focus on the following subclass of location-scale models
where U is an error term with unit variance, Z is a random vector whose elements are functions of X and possibly other random variables, and η is a vector of parameters. Model (5.1) is sometimes referred to as a linear location-scale model (Koenker and Xiao 2002) . Note that when η = 0, we obtain the linear location model with regressor set Z .
Some of the most popular location-scale models can be written in the form (5.1). For example, model (5.1) includes the case when both the location and scale terms are polynomial functions of a regressor X , or the case of group heteroskedasticity which is treated in more detail at the end of this section.
The linear location-scale model with a single regressor,
has been discussed extensively by Koenker and Xiao (2002) . This model has an important limitation, namely the fact that if there is heteroskedasticity (η = 0) and X takes values over the whole real line, then the standard deviation ω + ηX takes negative values with positive probability. Here, we assume that the set of regressors Z includes X and possibly other variables, and satisfies the requirement that ω + η Z > 0. For example, if Z = (X , X 2 ), in model (5.1) the location and scale terms are polynomials of order two. Then, the constraint ω + η Z = ω + η 1 X + η 2 X 2 > 0 can be imposed by suitably restricting the parameter space.
QR approach
Although model (5.1) is linear in the parameters, the slope of the CQF is allowed to vary with the quantile level p. In fact, model (5.1) implies the following linear QR specification
The asymptotic distribution of the QR estimators, first derived by Koenker and Xiao (2002) , follows immediately from Theorem 2 after replacing X with Z and X with Z = (1, Z ) , and letting
] converges weakly to a zero-mean multivariate Gaussian process with covariance function
where P Z = E ZZ .
Theorem 3 also implies that, under model (5.1), the QR estimator of the CDF,F ( y | z), is consistent and asymptotically normal with asymptotic variance
where µ Z = E Z. In particular,
and therefore
Notice that by Cauchy inequality
DR approach
Under (5.1), the binary response model underlying the DR approach is 
is positive definite for all y. Thenν( y) is uniformly consistent for ν D ( y) and the process V
−1 D (·) n[ν(·) − ν D (·)] converges
weakly to a zero-mean multivariate Gaussian process B D (·) with covariance function
Σ D ( y 1 , y 2 ) = E F ( y 1 | Z)(1 − F ( y 2 | Z) R( y 1 | Z) R( y 2 | Z) , y 1 ≤ y 2 . (5.5) Moreover, for all z ∈ R k , the process n[F (· | z) − F (· | z)]
converges weakly to a Gaussian process with mean zero and covariance function w(F
It follows from Theorem 6 that the asymptotic variance ofF ( y | z) is equal to
Grouped heteroskedasticity
As a special case, suppose that the underlying population is stratified into two or more groups, and the conditional variance of Y is different between groups but constant within each group. To fix ideas, consider the case of a single regressor X and two groups, and write the model as
where D is a binary random variable equal to zero if a population unit belongs to the first group and to one if it belongs to the second group. The binary regressor D may be arbitrary or may be defined in terms of X (e.g., D = 1{X > 0}). Under model (5.7), the conditional variance of Y given
Thus, the parameter η is equal to the difference in the variance between the second and the first group.
Note that model (5.7) can be written as
where | x) ) depends on η, neither ω nor η are identifiable by QR estimation. Therefore, the formula of the asymptotic variance can be used for a comparative analysis of the asymptotic efficiency of the QR estimator, but to obtain a feasible estimate of V (Q(p | x)), η has to be estimated in some way.
We apply Theorem 6 to model (5.7), restricting the parameter space to
Therefore, even in a simple case as grouped heteroskedasticity, the expression for the ARE ofF ( y | z) toF ( y | z) is much more complex than in the case of the pure linear location model.
Conclusions
This paper compares two alternative approaches to estimating the conditional distribution of Y given X , the QR approach and the DR approach. While the QR approach gives a direct estimate of the CQF, the DR approach derives an estimate of the CQF by inverting the DR estimate of the CDF.
Similarly, while the DR approach gives a direct estimate of the CDF, the QR approach derives an estimate of the CDF by inverting the QR estimate of the CQF. If the estimators obtained from the two approaches are both consistent, their asymptotic variance may be compared.
If interest focuses on the parameters of the underling regression model for Y , then no approach dominates the other. The asymptotic efficiency of the DR estimator relative to the QR estimator depends on the cutoff y, the quantile level p, and the distribution of both the regression error and the covariates. In general, given y, the asymptotic relative efficiency (ARE) of the DR estimator tends to increase as we consider values of p close to 0 or 1. On the other hand, given p, the asymptotic relative efficiency of the DR estimator tends to increase as we consider values of y close to the median of Y . In the binary regressor case, the DR estimator is more efficient than the QR if p > 1/2 for β > 0, while QR is more efficient for p ≤ 1/2 (inequalities change if β < 0).
If interest focuses instead on estimating the conditional distribution, then the ARE criterion turns out to favor the QR approach in all the examples considered, except for the binary regressor case where we find that the ARE is equal to one. 
Proof of Theorem 1
Let ν D ( y) be the value that maximized the loglikelihood in Θ. The scheme of the proof is as follows:
we first establish the uniform consistency of the logit regression process y → (γ y ,δ( y)) and then we prove the asymptotic normality of n(ν − ν D ( y)) by a Bahadur representation.
Uniform consistency. Since E |X | 2 < ∞, then also
because of ln(1 + x) ≤ max(ln 2, ln (2x)). First of all we show that
uniformly in ( y, ν) ∈ (R, Θ). In fact, from the Khintchine law of large numbers, (.1) holds for all
This follows in particular because, for every (
where the last inequality follows from 
SinceL( y; ·) is concave, we get
and thus
Because of the uniform convergence proved above, for the right hand side we havē in y with probability growing to 1.
In fact, if this was not true, we could find, for some y and for some ,
for an arbitrarily large value of a/ , which contradicts the fact thatν( y) maximizesL( y; ·).
Asymptotic normality. The class of functions
is a VC-class of functions because the subgraphs are given by the set {(1, x) : γ − δx ≤ t} for t ∈ R and γ, δ ∈ Θ is a class of halflines and has VC-index equal to 3. This result extends to the multivariate case with VC-index k + 2, where k is the dimension of the vector of regressors (see Van der Vaart and Wellner, ch.2.6 Problems and Complements No.14) . Then, by Theorem 2.6.7 in Van der Vaart and Wellner, if F(x) is a square integrable envelope funciton for , the convering numbers of are bouded above by
where K ony depends on the dimension of x (one, in this case). This implies that the entropy
is satisfied and thus is a Donsker class.
Then, from Theorem 2.10.20 in Van der Vaart and Wellner (1996) , we conclude that the class φ( ) = e ν x /(1 + e ν x ), (γ, δ) ∈ Θ is also a Donsker class (the term c is irrelevant and we omit it).
Also the class of functions = {D y = {Y ≤ y}, y ∈ R} is a VC subgraph class and a bounded Donsker class. As a consequence, the class of functions Φ = { − φ( )} = {ϕ( y, ν)} and also {ϕX } are bounded Donsker (the latter with square integrable envelope 2|X |).
We now remark that the mapping ( y, ν) → n
is stocastically equicontinuous over R 3 with respect to the pseudometric
where X 0 = 1 and
Then, we can conclude that
with l ∞ (R) the set of uniformly bounded real functions on R. By writing down the Taylor expansion
>From the first order condition forν( y), and from E |X | 2+ < ∞, we get n
Because of positive definiteness of the matrix V D ( y), this implies
As a consequence, for every x ∈ R,
By a Taylor expansion ofF ( y | x) around G(γ y − δx), we obtain
and finally,
Proof of Theorem 3
The proof uses the functional Delta method. Let φ be a mapping between the two normed spaces
for all r n → 0 and Z n → Z such that H + r n Z n ∈ C for all n. Let the sequence of stochastic processes H n ∈ D and the function H ∈ C be such that such that r n (
In our case, for a given x, H n (p) = x ν(p) and
The function φ is the inverse map, mapping φ(H)(
Therefore φ is Hadamard differentiable, since ν Q (p) is differentiable in p and H is linear in x.
Its derivative at H, tangentially to C = C [a, b] , is
(see Lemma 3.9.23 in Van der Vaart and Wellner).
Moreover,
Proof of Theorem 4
The proof follows the same arguments of the proof of Theorem 3.
Here, we denote by
We consider the inverse map φ(
where Z x ( y) is the zero mean Gaussian process with covariance function given by (4.3) and where
Therefore,
It then follows that the covariance function of the process M D follows from
with H −1 (p) = y p .
In particular, under the linear location model, ν D ( y) depends on y only through γ y = ( y −α)/ω, and x ν ( y p ) = 1.
Moreover, ρ Q (p, p 1 ) = σ D ( y p , y p 1 ) simplifies to:
Therefore 
Proof of Theorem 5
The functional φ(F ) = F −1 is Hadamard differentiable since F is continuously differentiable. Then, 
Proof of Theorem 6
The proof follows by adapting the arguments of the proof of Theorem 1. In particular, the uniform consistency ofν( y) follows by noting that the process ( y, ν) →L( y; ν) = Then, we can conclude that
where l ∞ (R) is the set of uniformly bounded real functions on R.
