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A kockázatokat és bizonytalanságokat kezelo˝ preferenciastruktúrákat
széles körben alkalmazzák a különbözo˝ döntési problémák megol-
dása során. Ezek kidolgozásakor komoly figyelmet kapnak azok a
döntéshozói megfontolások, amelyek figyelmen kívül hagyják a hasz-
nosságelmélet Neumann-Morgenstern féle megalapozásának elveit,
így például a preferenciák tranzitivitása. Ez utóbbi modellek kidol-
gozása más megközelítést igényel mint a klasszikus hasznosságel-
mélet.A többtényezo˝s döntések elmélete a humán döntések model-
lezésére is szolgál és a szociológiai és pszichológiai vizsgálatok azt
mutatják, hogy humán viselkedés korlátozottan racionális. Például
az döntési eljárás eredménye sok esetben nemtranzitív. Fishburn [14]
konstruált elo˝ször a preferencia tranzitivitásának elvét elveto˝ hasz-
nosságelméleti modellt. Itt a preferenciát egy ferdén szimmetrikus
bilineáris funkcionállal adja meg.
A dolgozat elso˝ fejezetében megadjuk a nemtranzitív preferencias-
truktúrák általános jellemzését a Fishburn-féle modellben.
A lexikografikus döntési módszert nagyon elterjedt mivel a döntési
szabályok nagyon egyszeru˝ek és jól interpretálhatóak. Egyik alka-
lmazási területe pályázatok elbírálása [34], fo˝ tulajdonsága a döntési
sorrend gyors kialakíthatósága. A lexikografikus döntés koncepciója
a kritériumok rendezett halmazát feltételezi. A döntési alternatívákat
elo˝ször az elso˝ rendezésben legelso˝ kritérium alapján vizsgáljuk meg.
Ha alternatívák közötti preferencia sorrend ezen kritérium alapján
nem döntheto˝ el, akkor a rendezésben második kritérium alapján ha-
sonlítjuk össze. Ezt az eljárást folytatjuk míg az alternatívák a teljes
rendezését el nem érjük. A lexikografikus döntési módszert a "ren-
dezés az elso˝ differencia alapján" elvének is nevezzük. A dolgozat
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második fejezetében a lexikografikus döntési módszert egy általános
keretrendszerbe beágyazva konstruáljuk meg, amelyet Dombi [4][5]
adott meg az outranking módszerekre. Ebben a lexikografikus dön-
tést általános preferenciafüggvény és egy egyváltozós függvény sú-
lyozott kompozíciójával modellezzük, beillesztve így az outranking
módszerek közé.
A harmadik fejezetben a lexikografikus döntést vizsgáljuk [13]. A
többtényezo˝s optimalizálási modelleknél a kritériumok lineárisan ren-
dezettek, az optimális megoldást pedig a lehetséges megoldások le-
xikografikus rendezése alapján definiáljuk. Használják ezenkívül a
lineáris programozás módszerében a szimplex algoritmus egyik ha-
tékonyan alkalmazható változatában. A döntéstámogató modellek
és keretrendszerek [22][23][24][25][26][27][28] különféle paraméte-
rei esetében fontos ezen paraméterek pontos jelentése és könnyu˝ ke-
zelésének leheto˝sége a felhasználó számára. A lexikografikus döntés
a kritériumok lineáris sorrendjén alapul. A dolgozat harmadik fe-
jezetében arra adunk algoritmikus megoldást hogyan lehet megtan-
ulni a lexikografikus döntési módszer kritériumainak sorrendjét és
vizsgáljuk a tanulás feltételeit.
A kritikus út módszere (CPM) a projekttevékenységek ütemezésének
széles körben használatos algoritmikus megközelítése. A CPM mód-
szer a tevékenységek megvalósítási idejét és a tevékenységek egymás
közötti logikai kapcsolatait használja fel. Ezekbo˝l a paraméterekbo˝l
adható meg az ido˝beli ütemezést reprezentáló ütemterv háló. A folya-
mathálózatok módszertanát Friedler és mások [18][19] vezették be
vegyipari gyártási folyamatok modellezésére. A dolgozat második
felében megadjuk a CPM módszertan és a folyamathálózat módsz-
ertan közötti transzformációt, mellyel CPM problémák folyamath-
álózati reprezentációjának leheto˝ségét adjuk meg. Tevékenységekhez
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adunk meg alternatívát a CPM probléma folyamathálózatban történo˝
reprezentációjában, így a proléma kiterjesztését adjuk meg.
Megadunk ido˝optimális, költségoptimális, ido˝korlátos költségoptimá-
lis, költségkorlátos ido˝optimális matematikai modellt, melyeket egy
példán szemléltetünk.
A CPM problémákhoz hasonlóan a folyamathálózatokban is sok es-
etben kell kezelnünk bizonytalan ido˝ vagy költségparamétereket. A
bizonytalanság kezelésének a fuzzy elmélet jól kidolgozott és egyik
leggyakrabban használt módszere. Olyan területeken bizonyított az
alkalmazhatósága, hatékonysága mint az irányításelmélet [7]. Egy
új két lépéses fuzzy lineáris optimalizálási koncepció kidolgozásával
dolgozatunk ötödik fejezetében megmutatjuk, hogy a fuzzy elmélet
sikeresen alkalmazható bizonytalan ido˝ és költségparaméteru˝ folya-
mathálózatok optimalizális feladatainak megoldására.
Három különbözo˝ modell megadásával, a modelleken belül ido˝opti-
mális, költségoptimális, ido˝korlátos költségoptimális, költségkorlátos
ido˝optimális feladatok megoldásával egy konkrét példán mutatjuk be
a módszer hatékonyságát.
2 A disszertáció eredményei
2.1 Nem-tranzitív preferenciák általános reprezentá-
ciója
A Neumann-Morgenstern által kidolgozott hasznosságelméletben az
alternatívák rendezése mindig tranzitív. A nem-tranzitív struktúrák
megalapozása a klasszikus hasznosságelméletto˝l eltéro˝ megközelítést
igényel. Fishburn volt aki elo˝ször konstruált nem-tranzitív hasznossá-
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gon alapuló eljárást.
Ebben az koncepcióban Fishburn elveti a Neumann-Morgenstern hasz-
nosságelmélet néhány tulajdonságát. Bevezet egy φ(x, y) ferdén sz-
immetrikus bilineáris funkcionált(SSB) [15][16][17] ami preferenci-
aként értelmezheto˝. Az így kapott eredmények nem feltétlenül tranz-
itívak. Fishburn feltételezte, hogy a ferdén szimmetrikus bilineáris
funkcionál a következo˝ alakú φ(x, y) = h(x − y), x ≥ y, ahol
h, egyváltozós szigorúan monoton folytonos függvény, amely mint
már említettük preferenciát generál. Fishburn azt mutatta meg, hogy
speciális esetben ez az egyváltozós függvény ciklikus preferenciát
eredményez. Az azonban nyitott kérdés maradt hogy hogyan jelle-
mezheto˝k ezek a nem-tranzitív struktúrák a h függvény megválasztásá-
val. A dolgozat elso˝ fejezetében megadjuk a ciklikus preferenciák ál-
talános jellemzését a Fishburn-féle SSB hasznossági modellben. Azt
az esetet vizsgáljuk, amikor a döntési kimenetek X halmaza diszkrét
és azX-en megadott valószínu˝ségi mértékek kétértéku˝ek. Definiáljuk
a preferencia k-ciklikusságát minden pozitív egész k-ra és megmu-
tatjuk, hogy minden k-ra létezik k-ciklikus preferencia h megfelelo˝
választásaival. Megmutatjuk továbbá hogy a k-ciklikusság elo˝állítható
ha h konkáv, konvex, és egy lineáris függvényhez tetszo˝leges közeli ε
távolságra van. Az alábbi eredmények a következo˝ cikkben találhatók
[9].
Eredmények
1. Definíció Legyen X = {j, j + 1, ..., n}, j, n ∈ N+. A preferencia
X-en k−ciklikus, ha
[m, p(m)] < [m+ rk, p(m+ rk)]
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és
[m, p(m)] < [m+ i, p(m+ i)], ha i 6= rk
teljesül minden m, r, i ∈ N egészre, melyre
j ≤ m,m+ rk,m+ i ≤ n, k < n− j.
A dolgozatban a másodrendu˝ homogén differencia egyenletek elmé-
letének alapján a k-ciklikusságot megvalósító h függvényt az alábbi
egyenletbo˝l adjuk meg:
g(m+ 2)− sg(m+ 1) + g(m) = 0
speciális s paraméterre.
Megadjuk a preferenciát generáló h függvényt az egyenlet megoldá-
sából konkáv és konvex formában. Megmutatjuk, hogy k-ciklikusságot
nem generálhat lineáris h függvény, de megadható k-ciklikusságot
generáló lineárishoz tetszo˝legesen közeli h függvény. Ezért definiáljuk
az ε-linearitás fogalmát mint lineáris függvényto˝l való eltérés mértékét
("kvázi-linearitás"). Egy ilyen függvény nem lesz sem konvex sem
konkáv. Végezetül egy konkrét példán k-ciklikus preferenciát gen-
eráló h függvényt adunk meg konvex konkáv és 0.4-lineáris formában.
A preferenciát generáló h függvényt h(m) = v(m)g(m) formában
adjuk meg, ahol g(m) az alábbi függvény egyenlet rendszer megol-
dása:





, 1 ≤ m, i,m+ i ≤ n és g(m) > 0
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ha m ∈ {1, 2, ..., n}
Az F (m) definíciójában szereplo˝ v(m) függvényre teljesül, hogy
v(m) > 0 ha m ∈ {1, 2, ..., n} és
v(i) < v(m)v(m+ i) ha i 6= rk
v(i) > v(m)v(m+ i ha i = rk
(2)




, j ≤ m,m+ i, rk ≤ n
Az fejezet legfontosabb eredményét az alábbi tétel mondja ki:
1. Tétel: Minden k, n ∈ N -re amelyre 2k ≤ N és minden ε > 0-ra
létezik j ∈ N úgy hogy a preferencia k-ciklikus a [j, n] interval-
lumon és minden k-ra létezik olyan h(m) k-ciklikus preferenciafüg-
gvény amely felírható h(m) = g(m)v(m) alakban, ahol g(m) a (1)
olyan megoldása, ahol g(m) pozitív {1, 2, ..., n}-en és v(m) megol-
dása (2)-nek és h(m) lehet konkáv, konvex és ε-lineáris.
A tétel következménye, hogy k-ciklikus preferencia minden pozitív
egész k-ra létezik. egy rögzített k-ra preferenciát generáló h füg-
gvényre különbözo˝ függvényosztályokból adható megoldás.
2.2 Lexikografikus döntési függvény analitikus kon-
strukciója
A dolgozat második fejezetében a preferencia alapú döntésekkel fog-
lalkozunk (azaz az úgynevezett outranking modellekkel). Megmu-
tatjuk, hogy ha az alternatívák fölötti rendezés lexikografikus [13][35]
akkor ez a lexikografikus döntés megkapható az outranking eljárá-
sokra kidolgozott általános modell segítségével [4][5]. Azaz a lexi-
kografikus döntés is outranking eljárás. Ismeretes, hogy az minden
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outranking módszer egy rögzített preferenciafüggvény megfelelo˝ mó-
dosításával állítható elo˝. Megmutatjuk, hogy a lexikografikus döntés
megkapható egy speciális módosító függvény és a így kapott prefer-
enciák megfelelo˝ súlyozásával. Dolgozatunkban megmutatjuk, a sú-
lyok megválasztásának eljárását. Az alábbi eredmények a következo˝
cikkekben találhatók [10][11].
Eredmények
Legyen a = (x1, x2, ..., xn) és b = (y1, y2, ..., yn) két alternatíva, az
xk, yk hasznossági értékekkel megadva, és w1, w2, ..., wn súlyok. A






p(x, y) = y−x+12
és legyen τi : [0, 1] → [0, 1] egyváltozós monoton függvény az
alábbi:
τ(x) =






2 − δ ≤ x ≤ 12 + δ
1 ha 12 + δ < x ≤ 1
A fejezet legfontosabb eredményét mondja ki az alábbi tétel:
2. Tétel LegyenA = {a1, a2, · · · , am} az alternatívák halmaza,C =
{c1, c2, · · · , cn} a kritériumok halmaza, a döntéshozó által megadott
fontossági sorrend szerint. Jelölje xij az ai alternatíva cj kritérium
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szerinti kiértékelését (hasznosságát), és feltesszük, hogy a kiértékelés
értékei normáltak, azaz 0 ≤ xij ≤ 1.
Azaz a döntési mátrix:
c1 c2 . . . cn
a1 x11 x12 . . . x1n






am xm1 xm2 . . . xmn
A p(x, y) preferenciafüggvény és τ(x) módosító vagy küszöbérték
függvény legyen olyan, ahogyan azt fentebb megadtuk.











pozitív valós számhalmazra teljesül:
li > lj pontosan akkor ai <L aj .
A lexikografikus döntési függvény konstrukciójához egy súlyozás meg-
valósításával jutunk el, mely megtartja a a nem-kompenzatórikus tula-
jdonságot. Ezt a súlyozást a következo˝ként konstruáljuk meg: Legyen


















0 ha ai >
L aj
1 ha ai <
L aj
Ez a konstrukció leírja a PROMEETHE és ELECTRE [33][36] mód-










wkτ(p(xik, xjk))), i = 1, 2, ...,m
melyekre:
li < lj akkor és csak akkor ha ai >L aj .
Ezzel a konstrukcióval beillesztheto˝ a lexikografikus döntési függvény
az outranking módszerekre megkonstruált általános döntési keretrend-
szerbe.
2.3 A lexikografikus döntési eljárás tanulása
A dolgozat harmadik fejezetében a lexikografikus döntési eljárás ta-
níthatósága volt a célunk. Tanulás szempontjából ez a döntési kritéri-
umok rendezési sorrendjének - másképpen fogalmazva fontossági sor-
rendjének - megtanulását jelenti. A kritériumok fontossági sorrendjét
döntési minták alapján kaphatjuk meg. A konstrukció során feltesszük,
hogy a minták "excehange value (EV)" vektorok által adottak, ame-
lyek egy "excehange value evaluation (EVE)" függvény által kiértékel-
tek. Az EV vektor n-dimenziós és a vektor elemei +1, 0, -1 értéket
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vehetnek fel. A +1 az i-edik koordinátában azt jelenti hogy a tan-
ulás során az i-edik kritérium szerint javítjuk a döntési alternatívát,
az i-edik kritériumot tekintve, -1 azt jelenti, rontjuk a döntési alter-
natívát, az i-edik kritériumot tekintve, 0 azt jelenti nem változtatjuk
az alternatívát. Az EVE függvény egy EV vektoron +1 kiértékelési
értéket ad ha az EV vektor általi eredmény alternatíva megelo˝zi az
eredeti alternatívát a lexikografikus döntési sorrendben, ellenkezo˝ es-
etben -1-et. Az optimális eset vizsgálatánál két modellt adunk meg
és a megfelelo˝ EV vektorokat generáljuk. A dolgozatban megadunk
egy algoritmust amely legfeljebb n dlog2 ne − 2dlog2 ne + 1 EV vek-
tort használ. Legrosszabb eset elemzésekor foglalkoztunk az "ellen-
fél alapú" modellekkel. Ezeken a modellekben az EV vektorok listája
"ellenfél" által generáltak. Az Ellenfélnek az a célja hogy olyan a
leheto˝ leghosszabb listát generálja. Különbözo˝ tipusú "ellenfeleket"
vizsgálhatunk a használt távolságfogalmak alapján (a távolság az EV
vektorok halmazán értelmezett). Két EV vektor távolsága például
lehet a különbözo˝ komponensek száma. Továbbá definiálunk egy
megszorítást, a szigorú 4-távolságot, amely arra kényszeríti az "el-
lenfelet", hogy legfeljebb O(n2) hosszú EV vektor listát használjon.
Az alábbi eredmények a következo˝ cikkben találhatók [6].
Eredmények
A dolgozatnak ebben a részében egy minta kiértékelo˝ (Sample Evalu-
ation) algoritmust mutatunk be, amely megadja az EV vektorok soroza-
tának kiértékelését az EVE függvénnyel és eredményként kapjuk a
kritériumok fontossági sorrendjének meghatározását ha lehetséges,
vagy annak eldöntét, hogy a minta elégtelen ehhez (azaz más kritéri-
umsorrend által is generálható) vagy inkonzisztens (azaz nem kapható
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meg lexikografikus sorrend eredményeként). Az algoritmusnak n
fázisa van. Az i-edik fázisban a fontossági sorrendben i-edik kritérium
lesz meghatározva. Ha az i-edik lépésben nincs meghatározva az i-
edik kritérium akkor adódik a következtetés, hogy a minta elégtelen
vagy ellentmondásos. Az algorimust a következo˝kben írjuk le:
SamEv Algorithm
Initialization
S1 := {1 . . . , n}
Iteration part
for i = 1 to n do
S := Si,
for every pk ∈ L do
if i > 1 and pk(li−1) 6= 0 then
delete pk from L,
else if EV E(pk) = 1 then
delete each j with pk(j) = −1 from S,
else if EV E(pk) = −1 then
delete each j with pk(j) = 1 from S,
endfor
if |S| = 0 then
stop, the sample is inconsistent,
if |S| ≥ 2 then
note that the sample is not sufficient,
delete arbitrary |S| − 1 elements from S.
Let Si+1 := Si \ S,
let li be the index which is contained in S,
endfor
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Output: Egy fontossági sorrend l1, l2, ..., ln és ha valamely fázisnál
megjegyezzük, hogy ha a minta elégtelen, akkor más fontossági sor-
rendek is konzisztensek lehetnek a mintával.
3.Tétel Ha a SamEv algoritmus nem áll meg inkonzisztens mintá-
val, akkor a mintával konzisztens fontossági sorrendet ad eredményül.
Továbbá jól határozza meg azt, hogy a minta inkonzisztens, illetve azt
hogy a minta elégtelen.
A következo˝kben azt vizsgáljuk, hogy a legjobb esetben milyen hosszú
EV vektor lista kell a kritériumok fontossági sorrendjének megha-
tározásához. Ebben a modellben (Oracle modell) feltesszük, hogy
az EVE függvényt úgy tudjuk használni mint egy jóslót, azaz meg
tudjuk kérdezni egy általunk generált EV vektor kiértékelését. Meg
szeretnénk találni EV vektorok legrövidebb sorozatát ami meghatá-
rozza a kritériumok fontossági sorrendjét. Megadunk az EV vek-
torok sorozatának generálására egy algoritmust. Az i-edik lépésben
az ii-edik legfontosabb kritériumot határozzuk meg. Az algoritmus
leírásánál a következo˝ jelölést használjuk. A kritériumok tetszo˝leges
C1, C2 halmazainál azEV (C1, C2) jelöli azt az EV vektort, mely +1
a C1-beli koordinátákban, −1 a C2-beli koordinátákban és 0 bármely
más koordinátában.
EV sequence generating algorithm
for i := 1 to n
C := S
while |C| > 1 do
let C1 be the set of first b|C|/2c elements of C
let C2 be the set of the other elements of C
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let V = EV (C1, C2)
if EV E(V ) = +1 then C := C1
else C := C2
endwhile
C contains the i-th criterion in the importance order
delete the element of C from S
endfor
Az algoritmus mu˝veletigényéro˝l azt mondhatjuk, hogy legfeljebb:
dlog2 ne+dlog2(n− 1)e+ ...+dlog2 2e = n dlog2 ne−2dlog2 ne+1.
elemu˝ EV vektor listát használ.
A legrosszabb esetet is megvizsgáltuk. Vizsgálatunkban feltesszük,
hogy az EV vektorok listája "ellenfél" által generált, akinek célja,
hogy olyan hosszú listát generáljon, amilyet csak lehet. Az "ellenfél"
által generált EV vektor listára megszorításokat alkalmazunk. Elso˝
lépésben a redundáns vektorok generálásának leheto˝ségét tiltjuk meg.
Megtiltjuk egy már generált EV vektor ellentettjének generálását, egy
már generált EV vektorhoz képest minden komponensben legalább
olyan jó vektor generálását. Mivel minden nem olyan EV vektor
amely nem a zéró vektor és nem tartalmaz -1 komponenst, +1 kiérté-
kelést kap, azt a megszorítást tesszük, hogy -1-nek lennie kell a gen-
erált vektorban. Megmutatjuk, hogy ezen megszorítások mellett az
"ellenfél" tud exponenciális hosszú listát generálni. A továbbiakban
egy távolságfogalmat definiálunk és annak segítségével alkalmazunk
megszorításokat az "ellenfélre". A Hamming távolság általánosítását
tekintjük távolságfogalomnak, azaz két EV vektor távolsága a külön-
bözo˝ komponenseik száma. Gyenge 1-távolság megszorított sorozat-
nak nevezzük az olyan sorozatot, mely esetén az "ellenfél" által gen-
erált vektor az azt megelo˝zo˝to˝l 1 távolságra van. Megmutatható, hogy
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ezen megszorítás mellett az "ellenfél" tud exponenciális hosszú listát
megadni. Bevezetjük a szigorú k-távolság megszorított sorozat fo-
galmát, ami azt jelenti nincs a sorozatban két egymástól k-nál nagy-
obb távolságra lévo˝ vektor. Ekkor igazak a következo˝k:
4.Tétel Ha n > 3 nem létezik szigorú 1-távolság megszorított sorozat
mely elegendo˝ információt tartalmazna a fontossági sorrend megha-
tározásához. Ha n ≥ 6 nem létezik olyan szigorú 2-távolság megszorí-
tott sorozat mely elegendo˝ információt tartalmazna a fontossági sor-
rend meghatározásához. Ha n ≥ 8 nem létezik olyan szigorú 3-
távolság megszorított sorozat mely elegendo˝ információt tartalmazna
a fontossági sorrend meghatározásához. Tetszo˝leges n-re létezik olyan
szigorú 4-távolság megszorított sorozat mely elegendo˝ információt
tartalmaz a fontossági sorrend meghatározásához.
5.Tétel Egy szigorú 4-távolság megszorított vektorsorozat elemszáma
legfeljebb O(n2).
Megmutattuk, hogy létezik az "ellenfél" olyan megszorítása, a szig-
orú 4-távolság megszorítás, amely mellett legfeljebb O(n2) hosszú
sorozatot generálhat, és ez elegendo˝ a kritériumok fontossági sorrend-
jének meghatározásához.
2.4 Alternatívákkal bo˝vített CPM problémák megol-
dása folyamathálózatokban
Folyamathálózatok [1][12][21][29][30][31][32][37][38][40] döntési
problémáival foglalkozunk a továbbiakban. A dolgozat negyedik fe-
jezetében a kritikus út módszere (CPM) a projektmenedzsmentben,
tevékenységek egy halmazának ütemezésére bevezetett eljárás. A
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CPM módszertan a tevékenységek elvégzéséhez szükséges ido˝ mel-
lett azok logikai összefüggéseit is felhasználja és ezek alapján építi fel
a tevékenységek ütemterv hálóját [2]. A dolgozat negyedik fejezete
egy új módszert mutat be mely a CPM problémák kiterjesztését teszi
leheto˝vé. Megadjuk elso˝ lépésben a CPM probléma folyamathálóza-
tokra történo˝ transzformációját. Megmutatjuk, hogyan generálható a
folyamathálózatban a CPM problémát megoldó optimális struktúra.
Négy különbözo˝ modellt vizsgálunk, ido˝optimális, költségoptimá-
lis, ido˝korlátos költségoptimális, költségkorlátos ido˝optimális. Ha
egy adott problémát egynél több tevékenységgel vagy egynél több
tevékenységsorozattal lehet megoldani, ezek a tevékenységek vagy
tevékenységsorozatok mint egymás alternatívái jelennek meg. Mod-
ellünkben a megadott folyamathálózat további alternatívákkal bo˝ví-
theto˝. A folyamathálózat reprezentációban az alternatívák problémája
új élek hozzáadásával jelenik meg. Ebben a fejezetben példán mu-
tatjuk meg, hogy az alternatívákkal bo˝vített CPM probléma miként
jelenik meg a folyamathálózatokban. A példa jól szemlélteti a kidol-
gozott módszer hatékonyságát. Az alábbi eredmények a következo˝
cikkben találhatók [39].
Eredmények
Megadjuk a CPM probléma folyamathálózat reprezentációjának ma-
tematikai modelljét. LegyenekA,E,D véges halmazok, aholA jelölje
a tevékenységek halmazát, E jelölje az események halmazát és D
jelölje az élek halmazát.
A G(A,E,D) folyamathálózat gráfra teljesülnek az alábbi tulajdon-
ságok:
A ∩ E = ∅, D ⊆ (A× E) ∪ (E ×A).
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A = {i ∈ N} tevékenységek
E = {j ∈ N} események
Jelölje xi az i-edik tevékenységet a folyamathálózatban.
xi =
{
1 ha az i-edik tevékenység végrehajtódik
0 ha az i-edik tevékenység nem hajtódik végre
ti=a folyamat kezdo˝ ido˝pontjától az ii-edik esemény bekövetke-
zéséig eltelt ido˝
Ti=az i-edik tevékenység végrehajtási ideje
T=felso˝ korlát a folyamat(projekt) teljes idejére
Ci=az i-edik tevékenység költsége
C=felso˝ korlát a folyamat(projekt) teljes költségére
Mivel a projekt befejezo˝ eseménypontját két különbözo˝ tevékenység
elo˝zi meg, a projekt folyamathálózat modellezésében egy technikai
operációs egységet vezetünk be, melyet Close jelöl.
Az alternatívákkal bo˝vített CPM probléma ido˝optimális projektter-
vének matematikai programozási modelljét adjuk meg az alábbiak-
ban:
xClose = 1 Close ∈ A (3)∑
{i:i∈A (i,j)∈D}
xi = 1 ∀j ∈ E and j 6= Start (4)




xiTi ≤ tj ∀k, j ∈ E \ Start
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where ∃i : (k, i) and (i, j) ∈ D (6)
tEnd −→ min (7)
A matematikai programozási modell célja meghatározni a folyamath-
álózat struktúrából az ido˝optimális megoldást. Emellett megadunk
még költségoptimális, költségkorlátos ido˝optimális és ido˝korlátos
költségoptimális megoldást.
2.5 Folyamathálózatok optimalizálása új fuzzy line-
áris programozási eljárással
A folyamathálózatokban [18][19] sok esetben nem tudjuk meghatá-
rozni az ido˝ vagy költség paraméterek értékét. A fuzzy elmélet [20]
egyik legfontosabb fogalma a halmazhoz tartozási függvény, amivel
a fent megfogalmazott bizonytalanságot tudjuk modellezni. A hal-
mazhoz tartozási függvény a klasszikus "karakterisztikus függvény"
folytonos függvénnyel való helyettesítése. A bizonytalanság pedig a
halmazhoz tartozási függvény és a karakterisztikus függvény "távol-
sága" ami a fuzziság mértéke [3]. A fuzzy elmélet jól alkalmazható
amikor paraméterek bizonytalanságát modellezzük, ami egyben le-
heto˝séget teremt arra, hogy a folyamathálózatok paramétereinek bi-
zonytalanságát matematikailag egzakt módon kezeljük a folyamatok
ütemezésének és optimalizálási feladatainak megoldásaiban. A dol-
gozat ötödik fejezetében ezért új fuzzy lineáris programozási eljárást
vezetünk be a folyamathálózatok optimalizálási feladataihoz, mel-
lyel fuzzy ido˝ket és költségeket tudunk számítani. A bizonytalan-
ság csökkentésének eléréséhez a "legélesebb" (a karakterisztikus füg-
gvényhez legközelebbi) fuzzy megoldást keressük, azaz a legközelebb
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szeretnénk kerülni a klasszikus éles megoldáshoz. A dolgozatban
kifejtett eljárásban a tagsági függvények élessége megjelenik a célfüg-
gvényben. Modellünkben az egyszeru˝ség kedvéért trapezoid fuzzy
tagsági függvényt használunk, melyet bal és jobb oldali támasztó egye-
nesekkel írunk le. A trapezoid fuzzy tagsági függvények speciális
reprezentációját használjuk [7] normalizált vágófüggvénnnyel(amit
a szögletes zárójellel reprezentálunk).
L(x) =
[





mr(x− ar) + 1
2
]
A fuzzy tagsági függvények ezen reprezentációjában az al és az ar
paramétereket bal és jobb oldali közép paramétereknek nevezzük, az
ml és azmr paramétereket bal és jobb oldali tangens paramétereknek
nevezzük. A fuzzyság mértékét azml és az dmr paraméterek reprezen-
tálják. Az alábbiakban az új fuzzy optimalizációs módszer logikai
koncepcióját foglaljuk össze. A három új koncepcióban különbözo˝
fuzzy optimalizálási célfüggvényt használunk mind a négy optimal-
izálási modellre, ido˝optimalizálás, költségoptimalizálás, ido˝opti-
malizálás költségkorláttal és költségoptimalizálás ido˝korláttal. El-
so˝ként megadunk egy új két lépéses fuzzy lineáris optimalizálási kon-
cepciót. Elso˝ lépésben a fuzzy eseményido˝k baloldali és a jobboldali
közép paramétereinek optimalizálását végzi az algoritmus. A má-
sodik lépésben a fuzziságot minimalizáljuk azon optimális struktúrára
melyet az elso˝ lépéssel generáltunk. Második koncepciónkban mega-
dunk egy egylépéses fuzzy lineáris optimalizálási módszert, melyben
egy lépésben definiáljuk a közép és fuzziság paraméterekre a felada-
tot és a célfüggvényben a közép paraméterek átlagát mimimalizáljuk.
Harmadik koncepcióként megadunk egy kétlépéses fuzzy lineáris op-
timalizálási módszert új célfüggvénnyel. Ebben a koncepcióban a
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projektmenedzsment ütemezési problémájában alkalmazott standard
optimalizálási logikát követtük, annyiban, hogy az utolsó esemény
fuzzy idejére optimalizálunk, az új két lépéses módszer fuzzy opti-
malizálási logikáját követve. Végezetül példán illusztráljuk a módsz-
erek hatékonyságát és megmutatjuk, hogy az új kétlépéses módszer
adja a "legélesebb" megoldást. A kapott eredmények bizonytalansági
paraméterei mutatják, hogy az új kétlépéses fuzzy optimalizálási kon-
cepcióban megfogalmazott feltételek szigorúsága szükséges a "legéle-
sebb" megoldás megtalálásához. Az alábbi eredmények a következo˝
cikkben találhatók [8].
Eredmények
Ahhoz hogy leírjuk a folyamatot az alábbi jelöléseket használjuk.
A Ti fuzzy akitivitás ido˝ bal (jelölésben l) és jobb (jelölésben:r) közép
és tangens paramétereit jelölje:
aA,i,l, mA,i,l, aA,i,r, mA,i,r
A ti, fuzzy eseményido˝ bal (jelölésben l) és jobb (jelölésben:r) közép
és tangens paramétereit jelölje:
aE,i,l, mE,i,l, aE,i,r, mE,i,r
Az ii-edik tevékenység fuzzy költségének bal (jelölésben l) és jobb
(jelölésben:r) közép és tangens paramétereit jelölje:
aC,i,l, mC,i,l, aC,i,r, mC,i,r









xClose = 1 Close ∈ A (8)
∑
{i:i∈A (i,j)∈D}
xi = 1 ∀j ∈ E j 6= Start (9)




xiaA,i,l ≤ aE,j,l ∀k, j ∈ E j 6= Start




xiaA,i,r ≤ aE,j,r ∀k, j ∈ E j 6= Start






Az elso˝ lépésben a matematikai modell kiválasztja az optimális struk-
túra lehetséges alternatíváit. AT jelölje az output tevékenység hal-
mazt, DT az optimális struktúra élhalmazát. Az E eseményhalmaz
nem változott az elso˝ lépésben.
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Step 2.
xClose = 1 Close ∈ AT (14)
∑
{i:i∈AT (i,j)∈DT }
xi = 1 ∀j ∈ E j 6= Start (15)





∀k, j ∈ E j 6= Start




xi|MAT ,i,r| ≤ |ME,j,r|
∀k, j ∈ E j 6= Start







Három koncepciót adunk meg és mindhárom koncepción belül vizs-
gáljuk az ido˝optimalizálás, költségoptimalizálás, ido˝optimalizálás költ-
ségkorláttal és költségoptimalizálás ido˝korláttal modelleket. A "legéle-
sebb" megoldást keressük, és a modellekbo˝l kapott eredmények bi-
zonytalansági paraméterei mutatják, hogy az új kétlépéses fuzzy op-
timalizálási módszerben megfogalmazott feltételek szigorúsága szük-
séges a "legélesebb" megoldás megtalálásához.
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