The detection ability of detector is the key to the high detection performance of anomaly detection system based on artificial immune. 
Introduction
The anomaly detection problem can be stated as a two-class problem: given an element of the space, classify it as normal or abnormal [1] . There exist many approaches for anomaly detection which include statistical, machine learning, data mining and immunological inspired techniques [2, 3, 7] . The task of anomaly detection may be considered as analogous to the immunity of natural systems, while both of them aim to detect the abnormal behaviors of system that violate the established policy [4, 5] . Artificial immune systems (AIS) is a relatively new field that tries to exploit the mechanisms present in the biological immune system (BIS) in order to solve computational problems [6] . The negative selection algorithm (NSA) [7] is one of the major models among various mechanisms of AIS. This algorithm is inspired by the mechanism of T-cell maturation and self tolerance in the immune system, and believed to have distinct process from alternative methods and be able to provide unique results with better quality [8] .
Most works in NSA used the problem in binary representation [5, 6, 7] . Binary representation provides a finite problem space that is easier to analyze, and straightforward to use for categorized data. However, NSA in binary representation can hardly process many applications that are natural to be described in real-valued space [6] , and generates a higher false alarm rate when applied to anomaly detection for some data sets. A real-valued negative selection (RNS) [9] algorithm is designed to alleviate the scaling issues of binary representation. Real-valued representation provides some advantages such as increased expressiveness, the possibility of extracting high-level knowledge from the generated detectors, and, in some case, improved scalability [10] . Another important variation, based on RNS, is V-detector [11] , which uses variable sized detector and terminates training stage when enough coverage is achieved. However, the estimated coverage method of V-detector seems problematic in high-dimensional spaces [12] . To find the real problems, this work mainly focuses on the performance of detectors. We use classical generation-and-elimination strategy to generate detectors, so as to exclude other factors that affect the overall performance of RNS except the performance of detectors. Based on the preliminary experiments on KDD CUP 1999, when generating detectors to detect anomalies in 41-dimensional space, this paper presents some issues that affect the performance hypersphere detectors, such as the correlation among attributes, nearly the same radii and quite small recognition region of hypersphere detectors.
To solve these problems, this work proposes a principal components weighted real-valued negative selection algorithm (PCW-RNS). The PCW-RNS actually consist of two steps: the first step is to transform the shape-space using principal component analysis (PCA) from original high-dimensional space to lower-dimensional principal component (PC) space. The second is to measure the affinity between two elements using weighted Euclidean distance.
Issues about detection ability of hypersphere detectors
Different RNS algorithm is developed to generate one or other geometric shaped detectors (such as hypercubes [4] , hyperspheres [10, 11] and hyperellipses [14] ) for covering the non-self space. In [12] , Stibor et al. showed that V-detector has a very low detection rate and a very high standard deviation on KDD CUP 1999. It seems that the estimated coverage method is problematic in high-dimensional spaces. However, the later version of V-detector such as statistically more sophisticated estimate and boundary-aware RNS has solved the weakness of termination condition to a large extent [15] . Here, in order to find the issues that affect the detection ability of hypersphere detectors, as mentioned before, this work uses classical generation-and-elimination strategy to generate detectors.
Poor Detection Results on KDD CUP 1999
KDD CUP 1999 contains of connection-based intrusions and normal network traffic. The experiments are performed on 10% data set. Each discriminative symbolic string is mapped on to a natural number, i.e. tcp→0, udp→1, icmp→2, and so on. Additionally, before operating RNS, all the records should be normalized into the unitary hypercube [0, 1] n using the min-max normalization. All the normal connections are employed as training data, and meanwhile the radius of self sample is 0.1. Different amount of detectors are generated to test the performance of RNS on KDD CUP 1999 dataset. The detection results are shown in table 1. The detection results of classical generation-and elimination strategy only depend on the detection ability of hypersphere detectors, because this strategy does not have any distribution strategy of detectors. From table 1 one can see that the detection results are fairly unsatisfactory. Moreover, the detection rate is still very low and has little improvements even if more detectors are generated. The detection ability of detectors is an important key to improve the overall performance of RNS. Here, we divide the detection ability of hypersphere detectors into two parts: recognition ability and distribution ability. In subsequent section, we will discuss some issues that affect these abilities of hypersphere detectors.
Recognition Ability
The main factor that affects the recognition ability of detectors is the dimension of shapespace. It should be noted that this factor has been a hot issue in the field of artificial immune systems. It seems that many algorithms, such as classification, machine learning algorithm and so on, can not scale very well with the number of dimensions. For the poor recognition ability of hypersphere detectors in high dimensions, many researchers have reported their analysis results. In [13] , the author showed several undesirable properties of hyperspheres, especially when operating in high dimensions and discuss the problems of hyperspheres as recognition regions. Consider employing hyperspheres as antibody recognition regions, the recognition region of the detector is its volume. However, as dimension growth, the volume of hypersphere will approach to zero. In high dimensions points are predominately concentrated in a thin shell close to the surface of the hypersphere or, in other words, as dimension growth the outer shell of hypersphere will contain more and more volume of the entire hypersphere. Therefore, according to the analysis in [13] , the poor results of hypersphere detectors in high dimensions are ascribed to volume-losing of hypersphere detectors.
If volume-losing of hypersphere in high dimensions is the only reason that affects the performance of hypersphere detectors, to generate more detectors to cover the non-self region will be a good solution. However, according to the results shown in table 1, the detection rate has little improvement even if more detectors are generated. This shows that there is another issue limiting the detection ability of hypersphere detectors.
Distribution Ability
At present, most variations of RNS obtain the good distribution of detectors by means of distribution strategy [4, 11] . However, few of them think of it in term of distribution ability of detectors themselves. To discuss the distribution ability of detectors, we should start from the matching rule. As the real-valued shape-space is the n-dimensional Euclidean space Rn, the Euclidean distance d is the most common matching rule used in the RNS and is defined as:
Where x, y are any two vectors in Euclidean space Rn. The radii of detectors generated in low dimensions have a great difference, while the larger area of non-self space can be covered by bigger detectors, and at the same time, smaller ones can cover the holes. However, as dimension growth, the radii of hypersphere detectors are increasingly the same. Here, we employ the partial Euclidean distance to visualize this problem. The partial Euclidean distance is defined over some of the attributes of the vector. In other words, the distance is not calculated over all the attributes of the vector. Instead, only some attributes are used to calculate Euclidean distance over a low dimensions, similar to partial matching in string representation that only uses some bits. In our case, the attributes included in the distance measure are the first n attributes of the vector. The average Euclidean distance is employed to reveal the relative effects more clearly. Table 2 presents the means and standard deviations of the average radii of hypersphere detectors in different dimensions on KDD CUP 1999. From Table 2 one can see that the standard deviation decreases gradually as dimension growth and is much smaller than the mean when dimension is 41. That is to say that all the detectors have nearly the same radius along with the growth of dimension. Suffering from the less variability of radius, the detectors are not able to distribute nicely in non-self region. Therefore, even more detectors generated, the overall performance of RNS still has little improvement. The strong relationship between two attributes and squared Euclidean distance are the two main causes that result in the poor distribution ability of detectors.
The correlation coefficient which is the measure of linear association between two variables produces a number between -1 and 1. In the case where the coefficient is from 0.8 to 1.0, the relationship between these two variables is so strong that it could be described by a linear express. In our case, the linear association between two attributes of KDD CUP 1999 is very strong. Approximatively, we can use term (2) to describe the relationship between them,
To measure the distance on the same scale, the data is normalized first. 
From term (3) it can be said that some attributes with strong correlation association become the same after normalization. The fact that the attributes are measure on different scales is not meaningful, but due to the strong relationship between some attributes it is also unreasonable to measure the distance using normalized data with some almost the same attributes.
Normalizing the dataset whose attributes have strong relationship into the same scale makes some attributes become the same. In the meantime, moreover, the squared Euclidean distance employed as matching rule treats all the attributes as the same. Along with the growth of dimension, and in combination with the increase number of nearly the same attributes, the difference therefore among the radii of detectors becomes more and more indistinctive. Hence, detectors have nearly the same radius and great difficulty to distribute nicely in non-self region.
Here, we should also emphasize that it is not much reasonable to use the squared Euclidean distance to measure the affinity between two elements. The affinity states the similarity between the two elements, which can not simply be regarded as similar in distance, since normally various attributes have different importance. An assumption of squared Euclidean distance is that all the attributes of the vector are equally important, so measuring the similarity between detector and self sample with just squared Euclidean distance suffers limits on exactness. As a result, the squared Euclidean distance measure can lead to bias in the solution.
Time and Space Complexity
Complexity of an algorithm refers to the amount of time and space required to execute it in the worst case. Here, we will present the time and space complexity of the RNS with hypersphere as the recognition region. It is assumed that RNS can be divided into two pieces. One is the required memory of self set, and the other is the required memory of detector set. Hence, the space complexity of the RNS is
From the analysis of the time and space complexity one can see that the RNS is a time and space consuming algorithm. The time and space complexity increase along with the growth of the dimension of space. In addition, the ever-increasing needs of the detectors for covering the growing search space also increase the time and space complexity.
A principal component weighted real-valued negative selection algorithm
This paper proposes a principal component weighted real valued negative selection algorithm (PCW-RNS) to improve the detection ability of detector. Different from the RNS algorithm, this algorithm operates in a principal component (PC) weighted hyper-rectangle rather than the hypercube. The global structure of the algorithm is shown in figure 1 . The PCW-RNS primarily consists of two functions: SPACE-TRANSFORMATION, which transforms the high-dimensional original space to a lowerdimensional PC space without losing much information so as to increase the recognition ability of detectors; MEASURE-WEIGHTED-AFFINITY, which measures the affinity of detectors using weighted Euclidean distance to improve the distribution ability of detectors. The input to the algorithm is the self set, S ; the radius of self sample, s r ; and a set of parameters,  . The output of the algorithm is the mature detector set D. 
Transforming the Original Space to PC space
Starting from this point that the major factor that affects the recognition ability of detector is the dimension of shape-space, the degradation of dimension will be a good method to improve the recognition ability of detector. It should be noted that the partial Euclidean distance provides a method to calculate the affinity of detectors over a lower-dimensional space. This method however simply chooses some attributes of vector contiguously as in rcb rule or randomly to measure the distance between two elements. As a consequence, it would issue in the loss of information of original data and lead to a bias in the solution.
This function employs PCA to degrade the dimension of shape-space so as to improve the recognition ability of detector. PCA is a statistical technique that linearly transforms an original set of variables into a substantially smaller set of uncorrelated variables that represents most of the information in the original data set. PCA is a linear orthogonal transform from a l-dimensional input space to an m-dimensional feature space, m l  . The coordinates of the data in the new m-dimensional space are called principal components (PCs). Every PC is a linear combination of the original variables, and all the PCs are uncorrelated. The pseudocode of the function SPACE-TRANSFORMATION is shown in figure 2 . The function receives set of self samples S and the preset accumulative contribution rate ACRp. The second parameter ACRp is to determine the dimension of PC space. More precisely, the first m PCs whose accumulative contribution rate reaches ACRp are used to build the PC space.
Figure 2. Pseudocode for SPACE-TRANSFORMATION
Briefly, this function has three benefits: first, this function provides a simple method to improve the recognition ability of detectors. According to the property of hypersphere, the volume of hypersphere detectors increases due to the dimension degradation. Comparing with the partial Euclidean distance, this function does not lose much information throughout the whole degradation process. The loss of information, as the matter of fact, can be controlled by the parameter ACRp. Second, the PCs are uncorrelated, or in other words, there is no information overlap between them. This is helpful for improving the distribution ability of detectors because the attributes of dataset in PC space are totally different from each other after normalization. Also the uncorrelation relationship between the pairwise attributes can make the subsequent process less complicated. Finally, the time and space complexity of the PCW-RNS is much lower than the RNS. Notice that fewer detectors are needed to cover non-self region, in combination with the degradation of dimensionality of space, the time and space complexity of system can be brought down effectively.
Weighted Affinity Measure
Although the main objective of the second function of the PCW-RNS is as much training detectors as the training stage of the RNS, they could be very different from each other. The essential difference between them is the matching rule. In fact, besides Euclidean distance, there are still some other matching rules which have been successfully used in AIS, such as Manhattan distance, Minkowski distance and so on. However, the foundation of all these matching rules is squared Euclidean distance, or in other words, they treat all the attributes as the same. As previously analyzed, this could result in some problems, such as the poor distribution ability of detectors and the limits on exactness. To alleviate these problems, the second function employs weighted Euclidean distance to measure the affinity of detectors. The weighted Euclidean distance processes various kinds of similarity queries more efficiently than the Euclidean distance. In general, given two vectors x and y, the weighted Euclidean distance between them is characterized by the following equation:
Where, w is a vector representing relative weight. The choice of weights of the attributes is a tough task, which can not easily be accomplished by most variations of the RNS. However, the PCW-RNS can determine the weights of attributes readily. The weight of an attribute in PC space, in reality, is the contribution rate of that attribute which state the amount of information contained in it. The larger the contribution rate of a attribute is, the larger the weight of that attribute, also means more proportion it contribute to the affinity of detectors. In the case where the PCW-RNS takes contribution rates of the attributes of vector, the matching rule (affinity measure) is characterized as: 
Where, s is a self sample, d is a candidate detector and C is the contribution rates of attributes. We should also like to point out the effect of the weighted Euclidean distance in shape-space. Let's pay attention to equation (4) again. This equation can be expressed as:
From term (6) we can see that the second function of the PCW-RNS changes shape-space from a hypercube to a hyper-rectangle. After this, the volume of shape-space is:
and the average distance is calculated as: In summary, the PCW-RNS in fact transforms shape-space twice: the first one is from a highdimensional hypercube to a low-dimensional one; the second is from the low-dimensional hypercube to a hyper-rectangle. The objective of the first function is to improve the recognition ability of detectors, and the second function mainly focuses on the distribution ability.
Experiments and results
We use two datasets of different dimensions to test the performance of the algorithm presented in the previous section. Each data set is divided in two subsets: the training data set, which contains only normal samples, and the test data set, containing a mixture of normal and abnormal data. Because different algorithms are operating in different shape-space, to be fair, the average self radius of all the algorithms is equal to each other.
Fisher's Iris Dataset
Fisher's Iris dataset has been widely used for examples in discriminant analysis and cluster analysis. The sepal length, sepal width, petal length and petal width are measured in millimeters on fifty iris specimens from each of three species, Iris setosa, Iris versicolor and Iris virginica. The entire searching space is a 4-dimensional hypercube [0, 1] 4 . Table 3 provides the contribution rates associated to the eigenvalues corresponding to the principal components sorted in the decreasing order of their associated contribution rate. We use first 2 PCs to build the shape-space. Since the shape-space is a 2-dimensional space, it is plotted in figure 3 for more clear visualization. The results in table 4 show that, on the whole, PCW-RNS has better performance than other three methods presented in [11] . On the point of the overall performance, by far the worst one is MILA. The detection rate of MILA is the lowest among the four algorithms in every case, and the false alarm rate is relatively high in the case where the normal data are partially used to train the system. In the result cited here, MILA uses a sliding window of size 2, so the distance is defined in 2-dimensional space, but not the original 4-dimensional space. It seems that the MILA operates in the same dimensions as PCW-RNS does, but too much information is lost during the dimension degradation. Therefore the detection ability of MILA has not turn out to our satisfaction. Comparing with NSA and V-detector, PCW-RNS has comparable detection rate. It is because that the dimension of Fisher's data is not too high to affect the recognition ability of detectors. However, PCW-RNS has much lower false alarm rate in most case than other three methods, when the partial normal data are used to train system. Thus it can be said that PCW-RNS is more exact.
KDD CUP 1999 Dataset
As mentioned before, the detection performance of RNS on KDD CUP 1999 is quite unsatisfactory. In this section, we perform PCW-RNS on this dataset to compare the results presented in [15] . The experiments are performed on 10% dataset. However this dataset has too many records, so we sampled We chose 25%, 50% and 100% of all normal samples as the detector training set. 2000 detectors are generated to cover the non-self region. All the results are the average of several runs with the same control parameter. Table 6 shows the results. Comparing with the results shown in [15] , it can be said that PCW-RNS can obtain much better detection performance than all the variations of V-detector. The original version of V-detector can only obtain the detection rate around 1%. The detection performance of the later version, statistically more reliable termination, is still not satisfactory. The mean of detection rate is less than 30%. The best detection results shown in [15] are obtained by the boundary-aware version of V-detector. However, the detection performance is still worse than PCW-RNS. The PCW-RNS has a higher mean and lower standard deviation of detection rate than boundary-aware version of V-detector. This means that the PCW-RNS is more exactness than all the variation of V-detector. Figure 4 shows the average detector radius of RNS and PCW-RNS. Due to the smaller shape-space, the average detector radius of PCW-RNS is smaller than the RNS's. However, comparing with the mean of the average detector radius, the standard deviation of PCW-RNS is much higher. This means that PCW-RNS can generate hypersphere detectors with different radius to cover the non-self region, while the larger area of non-self space can be covered by bigger detectors, and at the same time, smaller ones can cover the holes. Figure 5 show the trends of detection rate and false alarm rate of RNS and PCW-RNS along with increase of average self radius. It should be noted that self radius is an important parameter which can balance the performance of algorithm. As average self radius growth, clearly the detection rate of both algorithm decreases. However, the false alarm rate decreases too. From figure 5 , it can also be said that PCW-RNS can improve the detection ability of detector so as to improve the overall performance of detection system. When the two algorithms have the same average self radius, PCW-RNS can obtain much higher detection rate and relatively lower false alarm rate.
Figure 5. Detection results of RNS and PCW-RNS
As analyzed before, RNS is a time-consuming algorithm. The main factor that leads to the high time and space complexity is the dimension of shape-space. Figure 6 shows the running time of RNS and PCW-RNS. From figure 6 we can see that PCW-RNS can bring down the time complexity effectively. The recognition region of a hypersphere detector is increased through the transformation. Fewer detectors are needed to cover the non-self region, so the running time of PCW-RNS is much lower than RNS's. 
