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Abstract 
We study the dual roles of the stability of an individual’s social network and social 
contagion on individual behavior in the mobile Internet setting. We use a panel dataset 
containing all mobile records for a sample of 3G mobile subscribers. Our data includes 
information about their frequency of mobile Internet usage, and their communication 
patterns across voice calls and messages, which allow us to map any dynamics in their 
social network. We find three main results. First, users with high network stability have 
a low intrinsic tendency to engage in content usage and generation on the mobile 
Internet. Second, the extent of positive social contagion effect is mitigated for users with 
stable networks. Third, we find that network stability is a significant predictor for 
individual behavior even after controlling for network closure. We discuss the 
implications of these findings for social network theory, social contagion and 
managerial practice. 
Keywords: Network Stability, Social Contagion, Mobile Internet 
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Introduction 
Marketers have become very keen on using on using individual-level data to better understand how peers 
affect individual behavior, especially in adoption and use of new services. Recent research has focused on 
documenting the presence of social contagion after controlling for potential confounds such as marketing 
effort, customer heterogeneity, and various contextual factors (Ghose and Han 2011a, Hill et al. 2006, 
Libai et al. 2010b, Oestricher-Singer and Sundararajan 2011, Van den Bulte and Lilien 2001). While such 
work provides evidence that peer effects are important for individual behavior, it typically assumes that 
the ties among individuals (i.e., who interacts with whom) are static or unchanging (e.g., Coleman et al. 
1966, Iyengar et al. 2011a). Such an assumption may be reasonable for some contexts (e.g., networks 
among firms in business to business settings) but may not be for many others. For instance, Aral et al. 
(2009) find that communication patterns among customers of a mobile service application are quite 
dynamic. Recognizing the importance of network dynamics, sociologists have been giving increasing 
attention to how structural properties, such as reciprocity, of networks change over time (Doreian and 
Stokeman 1997, Huisman and Snijders 2003, Snijders and Doreian 2010, Snijders et al. 2010).  
The stability of an individual’s social network is the extent of overlap in their contacts over time. At the tie 
level, network stability captures how often ties reappear in a network (Bien et al. 1991, Broese van 
Groneau et al. 1990). Thus, people with unstable networks may contact a diverse range of people over 
time and are likely to obtain information from non-redundant sources. Past research shows that such 
information acquisition from non-redundant sources can impact individual behavior (Tucker 2011). Our 
current research investigates the role of network stability on individual behavior by addressing two key 
questions. First, how does network stability affect individual behavior in managerially relevant contexts? 
Second, does it moderate the impact of peer effects on individual behavior? Understanding the role of 
stability is important not only theoretically but also managerially because which customers to target and 
which ties to activate using what message depends on it (Van den Bulte and Wuyts 2007).  
Network stability can impact individual behavior based on its relationship with another key structural 
property of networks - network closure. While network stability captures temporal changes to a social 
network, network closure describes cross-sectional relationships among network neighbors. In particular, 
network closure summarizes the extent to which two contacts within a network are reconnected by mutual 
third parties (Coleman 1990). According to Coleman (1988), networks with more closure – networks in 
which everyone is connected to each other – provide more benefits, such as access to information and 
trust within the network, compared to networks with less closure. For example, Aral and Van Alstyne 
(2011) emphasize that cohesive networks tend to have greater channel bandwidth, such that an individual 
can access more detailed information. Similarly, Coleman (1990, p. 306) notes that economic institutions 
such as rotating-credit associations operate only in environments with a high degree of trustworthiness, 
which is a result of high network closure among the members.  
While high closure in a network leads to trustworthiness, it also results in a high degree of redundancy in 
ties from a perspective of information transfer among members (Burt 1992, 2000). Similarly, Reagans 
and Zuckerman (2008) note that as the ties in a network become non-redundant, individuals can be 
expected to become more knowledgeable and more quickly. Whether trust versus non-redundancy in ties 
within a network is valued depends on the context. In contexts where there is significant perceived risk, 
high network closure, and the resulting high level of trust among members, is useful (Allcott et al. 2007). 
The earlier example of a rotating credit association is one such context. In contrast, in a context in which 
there is little risk, non-redundancy of ties and low network closure may be preferable as it provides 
individuals with access to more network neighbors. In sum, network closure plays an important role in 
how peers may impact individual behavior and how it does so depends on the application context.  
The relationship between network closure and network stability is not immediately obvious. Past research 
indicates that network closure is positively related to tie strength (typically based on volume of 
communications) among members - networks with high volume (or strong) ties in general have a high 
level of closure (Granovetter 1973, Onnela et al. 2007). This captures the notion that “my close friends are 
friends of one another”. Network stability, on the other hand, is related to incidence of communications, 
which can be thought of the rate at which members with whom one communicates changes over time. 
Thus, the relationship between network closure and network stability depends on whether stable ties 
(with high incidence) are also strong ties (high volume ties). The extent and directional nature of the 
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impact of network stability on social contagion then is an empirical question and depends on its 
relationship with network closure. 
While the concept of network stability and its impact on individual behavior is an intriguing question to 
investigate, it would be difficult to do so without having access to data that reliably captures the 
relationship among individuals in large scale realistic settings. Typically, social network analysis uses self-
report data from surveys to construct ties between network members (e.g., Bramoullé et al. 2009, 
Coleman et al. 1966, Conley and Udry 2010, Iyengar et al. 2011a). While a main benefit is that questions in 
a survey can be tailored such that they capture the type of tie that is of theoretical interest, self-reports can 
be limiting in terms of the breadth of the network being investigated. As a result, typically small, well-
bounded populations are examined in detail (Christakis and Fowler 2011).  
To address our research questions, we secured the cooperation of a telecommunications company that 
gave us access to all mobile records of a large sample of 180,000 subscribers over a five week period. For 
all users, our data includes information about their weekly frequency of mobile Internet usage, and their 
communication patterns across three modes, voice calls, short messaging service (SMS) and multimedia 
messaging (MMS), which allow us to map dynamics in their social network. We develop an econometric 
model to investigate whether customer-level mobile Internet usage can be explained in part due to their 
dynamic communication patterns and Internet usage of their network neighbors. The institutional details 
of our research context are such that there is unlikely to be any perceived risk for members.  
We find three main results. First, users with high network stability have a low intrinsic tendency to engage 
in content usage and generation on the mobile Internet. Second, the extent of positive social contagion 
effect is mitigated for users with stable networks. Speculatively, both these results are due to our context 
involving little perceived risk as well as stable networks showing significantly more network closure. 
Members within a more clustered social network are likely to receive more redundant information from 
their peers, and this is less likely to lead to any changes in individual behavior. This suggests that, all else 
being equal, network neighbors that one less frequently communicates with, and hence shares less 
information that is in common, are more likely to affect one’s usage decision more so than network 
neighbors that one more frequently communicates with in the network. Third, we find that network 
stability is a significant predictor for individual behavior even after controlling for network closure. We 
speculate that this is due to network instability leading individuals to be uncertain about their future 
communication patterns. 
Theory and Literature Review 
Numerous studies have documented evidence of positive social contagion in adoption and use of new 
services and products (Van den Bulte and Lilien 2001, Hill et al. 2006, Aral et al. 2009, Trusov et al. 
2009, Libai et al. 2010, Oestricher-Singer and Sundararajan 2011, Ghose and Han 2011), the switching 
from an existing service provider (Dasgupta et al. 2008), and the diffusion of content in online social 
network space (Susarla et al. 2010, Katona et al. 2011). More recent work has also begun investigating 
whether contagion is really at work to why it occurs (e.g., Iyengar et al. 2011b). Social contagion may 
occur for several reasons. In the context of new product adoption, these can be organized in five 
categories. The process may operate through (i) spreading awareness and interest, (ii) social learning 
leading one to change one’s beliefs about the product’s risks and benefits, (iii) social-normative influence 
increasing the legitimacy of the new product, (iv) concerns that not adopting may result in a competitive 
or status disadvantage, or (v) direct and indirect “network” or installed base effects (Van den Bulte and 
Lilien 2001).  
Understanding the mechanisms driving contagion is important not only theoretically but also 
managerially, because which customers to target as seeding points and which ties to activate using what 
message or appeal depends on what mechanism is at work (Van den Bulte and Wuyts 2007). For instance, 
if contagion works through spreading awareness and interest, then viral campaigns could be made more 
effective by making the message more “buzz-worthy” by focusing on unusual or otherwise remarkable 
content. Also, for such campaigns, reaching far into the network is the main objective so seeding people 
with great indirect coverage should be effective. If contagion operates through social learning, in contrast, 
the campaign should be designed quite differently. Mobilizing the expertise embedded in the network 
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should be a key campaign objective. So, a marketer should then focus on experts and favor people with 
many direct ties as opposed to people with great indirect coverage.  
This distinction in the mechanisms behind contagion also helps in reconciling the seemingly opposing 
ways in which some individual characteristics moderate social contagion. For example, in the context of 
the adoption of a risky drug, Iyengar et al. (2011a) find that the amount of social contagion is moderated 
by the volume of product usage of the contagion sources. Godes and Mayzlin (2009) focus on the adoption 
of a relatively safe product (a brewery chain) and, in contrast, find that light users may be more likely to 
generate extra adopters. Whether usage volume enhances or depresses the amount of social contagion 
exerted is likely to depend on whether contagion operates by boosting awareness or evaluation, the two 
key stages in the adoption process (e.g., Lin and Burt 1975). For products that do not benefit from 
marketing communication and that present little perceived risk such that no additional information is 
required in the evaluation stage, light users will be very effective sources of influence to spread awareness 
as heavy users tend to be connected mostly to people already predisposed to be early adopters. For 
products that are supported by a fair amount of standard marketing communication but pose significant 
perceived risk, in contrast, contagion operates at the evaluation stage rather than at the awareness stage, 
so heavy users are likely to be more effective sources of influence.  
The distinction between underlying mechanisms for contagion is also relevant for how network 
characteristics (e.g., network closure) may function as its moderators. For instance, in contexts where 
contagion spreads through awareness, low network closure is useful as it allows individuals with a wider 
indirect coverage. With low network closure, network ties are less redundant and information can spread 
faster (Burt 2000, Reagans and Zuckerman 2008). On the other hand, in more risky contexts where 
contagion operating at the evaluation stage, a dense network with high closure is more important (Allcott 
et al. 2007). In such situations, redundancy in the information from contacts may actually be desirable, 
since it is both reassuring and reaffirming one’s beliefs (e.g., Iyengar et al. 2011a). In certain instances, 
multiple doses of influence may actually even be necessary to change consumer behavior. For instance, 
Centola and Macy (2007) describe “complex contagions” as those that require multiple doses of influence 
and contrast it with “simple contagions” where a single source of information is enough for information to 
spread (e.g., rumors). In a similar vein, Aral and Van Alstyne (2011) contrast “wide bridges” with “thick 
bridges” and examine whether it is more important to have multiple reinforcing doses of influence from 
infrequent weak ties (wide bridges á la Centola and Macy) or rather few doses of influence from a few 
trusted strong tie that reside in a distant network neighborhood (thick bridges á la Aral and Van Alstyne). 
Understanding how network closure moderates contagion depending on the context is important for 
explaining the role of network stability. Past research indicates that tie strength among members is 
related to network closure - strong ties among individuals in general lead to a high level of closure in their 
network (Granovetter 1973, Onnela et al. 2007). If others that a focal customer calls regularly (stable ties) 
are those that he/she interacts most with as well (high volume ties), then network stability should 
moderate social contagion in a manner similar to network closure. Further, network stability may have an 
impact on individual behavior even after controlling for network closure. 
Research Setting 
To provide valid answers to our research questions the research setting should ideally satisfy several 
conditions. First, context should have characteristics making it theoretically justified to expect contagion 
to be at work. Second, one must have data on who can influence whom. Third, one must have data not 
only for each person whose behavior is analyzed, but also on the behavior on usage of others in their 
network. Fourth, any marketing efforts deployed must be observed or otherwise controlled for. 
We secured the cooperation of a telecommunications company to meet these conditions. The company, 
like many others in its industry, was interested in understanding how its customers use data-related 
services such as access to the Internet. In our context, although users can access to the entire Internet, 
there are two broad categories of websites that users access through their mobile phones: regular social 
networking websites and mobile carrier’s portals. Subscribers can either generate content and upload it 
on these websites or download multimedia content from these sites on their mobile phone. The former is 
termed as uploads while the latter are downloads. These websites are community-oriented sites that allow 
users to download and upload (to share with others) multimedia content like photos, music, videos, apps, 
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etc. Further, three modes of mobile communication – voice calls, short messaging service and multimedia 
messaging– allow consumers to interact with each other and become aware of the behavior of their 
network neighbors. We consider these channels as being proxies for social relationships and users can 
discuss their mobile content they download or upload through all manner of communication channels, 
but that connected users are more likely to do that than those who are not connected via these networks 
(i.e., voice, SMS, and MMS). In addition, the firm did not do any targeted marketing during our sampling 
period to promote their data related services.  
Our research setting allows us to model awareness based contagion operating through different members 
that a focal customer interacts with. As explained in greater detail in the subsequent sections, this is 
modeled as volume-weighted contagion operating over the three modes of communication. The 
institutional details of the research setting are such that other contagion mechanisms are very unlikely to 
be at work. Since there is little perceived risk in the usage of Internet over a mobile phone, contagion is 
unlikely to take place at the evaluation stage. There are also no competing standards for technology and 
hence the use of the Internet by individual member is independent of the size of the installed base. 
Finally, there is no reason to expect competitive contagion as the company does no targeted advertising. 
Data 
Our dataset contains mobile records for a sample of 180,000 3G mobile subscribers who used the services 
of this company between May 10, 2008 and June 15, 2008 (5 weeks). For these users, we have 
information on (i) weekly frequency of Internet content generation and usage (2.34 million records), (ii) 
voice calls with the sender and receiver identification numbers, which allow us to map their social 
networks (7 million records) and (iii) SMS and MMS communication data containing the sender and 
receiver identification numbers, which allow us to build alternative social networks (24 million SMS 
records and 0.5 million MMS records). Compared to the prior analysis by Ghose and Han (2011a) where 
only voice data was used to construct social networks, data item (iii) is new and makes it possible to 
construct alternative social networks including a different group of people a user may communicate with 
when using SMS or MMS services.  Social network variables in our sample correspond to the level of 
content activity (i.e., frequencies of content uploads and downloads) of network neighbors for each user in 
the sample. Table 1 shows the summary statistics for the key variables. As shown in Table 1, user content 
downloading in our data occurs more frequently than does user content uploading. 
Covariates 
Network Stability: We measure the ego-centric network stability for each user using the extent of 
overlap of their network neighbors between time t-1 and time t (Broese van Groneau et al. 1990, Bien et al. 
1991, Ferligoj and Hlebec 1999). For a given user i at time t, 
number of people user i contacted at both time t 1 and time tNetwork Stability .
, number of people user i contacted at time t 1i t
=
−
−
 
For example, if user i calls user A, B, and C at time t-1, and calls user A, B, D, and E at time t, then the 
network stability of user i at time t is computed as 2/3. Note that the metric of network stability only 
considers whether there is contact between users and ignores the volume of their interactions. Also we 
only consider a contact to be those a user called or sent messages to (not those a user received calls or 
messages from). We capture the strength of communication among users with social network weights, 
which are described later. 
Network Closure: Network closure measures the extent to which a network is directly or indirectly 
concentrated in a single contact (Burt 1992). Network closure/constraint is low for large networks of 
disconnected contacts and high in a small network of contacts densely connected to one another (Burt 
2000). Network closure for user i at time t, cit measures the extent of redundancy in a network 
neighborhood of user i as follows: 
2( ) ,
,
ijt iqt qjt
q
C p p pi t = +∑  
where q ≠ i, j and pijt is the proportion of user i calls made to user j during week t. 
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Table 1:  Summary Statistics 
Notes: Content generation and usage data is observed only when a user starts mobile Internet sessions; 
thus the number of uploading and downloading observations is lower than the number of session 
activations. SMS refers to short-messaging service, and MMS refers to multimedia-messaging service. 
 
Social Contagion: We operationalize the exposure to neighbors through network ties using lagged 
endogenous autocorrelation terms. The extent to which user i is exposed at time t-1 to neighbors is 
captured through the term Σj wijt-1 zjt-1 where wijt-1 captures how relevant each user j is to i at time t-1 
where zjt-1 is a variable capturing the behavior of j at time t-1. To address potential endogeneity issues, 
similar to past literature, we use a lagged social network variable (Nair et al. 2010) and a lagged social 
network weight (Ghose and Han 2011a).  The lagged social network weight wijt-1 can be constructed in 
various ways (e.g., Valente 1995). We use two metrics, call frequency and call duration, to capture the 
strength of the communication between a user and his/her network neighbors. We operationalize a 
normalized social network weight in the following manner: Based on call frequency, the lagged social 
network weight wijt-1 is determined as a fraction of call numbers from user i to user j in week t-1 with 
respect to the total call numbers originating from user i in week t-1. Similarly, based on call duration, the 
social network weight wijt-1 is determined as a fraction of call duration from user i to user j in week t-1 with 
respect to the total call duration originating from user i in week t-1. In addition, we capture the behavior 
of fellow users by using their level of Activity, which are either Uploads or Downloads. 1  Having 
operationalized both the social network weight wijt-1 and behavior zjt-1, we then calculate the extent of 
social network exposure that user i is experiencing at time t and create the following variable: 
( )
1
, , 1 , 1
( )
*  
,
t
i m t m t
m n i
w ActivitySocial Network Activityi t
−
− −
∈
= ∑
 
where Activity is either upload or download (see Table 2 for detailed description of notations) and nt-1(i) is 
user i’s social network neighbors based on voice call (or SMS or MMS) records in week t-1. To assess the 
                                                             
1 We also tested a “cross-network effect” in which one’s upload (download) activity is affected by network 
neighbors’ download (upload) activity. This can arise if there is social reciprocity or if there is some local 
social network supply and demand such that the content a focal user uploads is what is available to be 
consumed by their friends and the content they upload is consumed by the focal user. We find 
qualitatively the same results with and without this control. Details are available upon request. 
Variable Observations Mean Std. dev. 
Weekly, User-Specific Content Activity Data     
Mobile Internet Session Activation (1: Yes, 0: No) 900,000 0.27 0.44 
Number of Uploads 243,449 0.25 3.39 
Number of Downloads 243,449 22.31 88.41 
Weekly, User-Specific Communication Data    
Number of Voice Calls Made 900,000 11.88 16.32 
Voice Call Duration (Hours) 900,000 2.61 5.68 
Number of SMS made 900,000 40.20 97.10 
Number of MMS made 900,000 3.24 6.33 
Network Characteristics     
Network Stability by Voice Call 567,411 0.66 0.33 
Network Closure by Voice Call 622,153 0.69 0.30 
Network Stability by SMS 560,658 0.38 0.33 
Network Stability by MMS 159,049 0.17 0.31 
User Characteristics    
   Gender (1: Male, 0: Female) 180,000 0.53 0.50 
   User Age (Years) 180,000 30.13 5.91 
   Handset Age (Months) 180,000 9.63 3.97 
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extent to which network stability moderates the effect of this contagion variable, we also create the 
necessary interaction term (i.e., Network Stabilityit x Social Network Activityit). 
Table 2:  Notations and Variable Descriptions 
Upload
,i t  Number of times user i uploaded in week t 
SN_Upload
, 1i t−  Weighted number of times user i’s network neighbors uploaded in week t-1  
Download
,i t  Number of times user i downloaded in week t 
SN_Download
, 1i t−  Weighted number of times user i’s network neighbors downloaded in week t-1 
n ( )t-1 i  User i’s network neighbors based on voice call (or SMS or MMS) records in week t-1  
, , 1i m tw −  
Normalized number of calls user i made to user m in week t-1, that is, 
, , 1i m tw −  is a 
fraction of voice calls from user i to user m in week t-1 with respect to the total voice 
calls originated from user i in week t-1 
Stability
,i t  The extent of network stability of user i at week t 
Outdegree
,i t  The number of call (or message) receivers of user i at week t. The size of  n ( ).t-1 i  
Selection
,i t  Selection correction term for user i at week t 
g
,i t− , h ,i t−  
Mean uploading and downloading frequencies of all other users in user i’s billing 
(or calling) zip code area in week t, respectively 
tτ ,
φt  Time-period dummies for download and upload equations, respectively 
,i tε , 
ν
,i t  
Unobservable, user-specific, time-specific effect for download and upload 
equations, respectively, ( )2~ 0, νν , IINi t σ and ( )2~ 0,, IINi tε σε  
 
Other Communication Networks: Since a user may communicate with a different group of people 
when using SMS or MMS as opposed to voice calls, these two additional modes of communication allow 
us to capture a user’s alternative social networks. We use these alternative networks to check for the 
robustness of our main results based on voice call data. As shown in Table 1 Summary Statistics, the 
weekly average number SMS’s of a user are relatively higher than that for voice calls (i.e., 40.20 > 11.88). 
However, the weekly average number MMS’s of a user is relatively lower than that for voice calls (i.e., 3.24 
< 11.88). Further, the mean for the network stability based on SMS and MMS data is 0.36 and 0.16, 
respectively. Note that the mean for network stability based on voice calls is 0.66. Hence, our data 
suggests that on average, a voice network is relatively more stable than either SMS or MMS networks. 
Control Variables: To distinguish this spurious effect from the impact of social contagion, similar to 
Ghose and Han (2011a), we incorporate additional controls – (i) time-period fixed effects, (ii) location 
fixed effects, and (iii) time and location fixed effects. Time period fixed effects control for common factors 
or shocks to all individuals at a given time (e.g., the mobile company’s nationwide mobile marketing 
campaigns, such as free trial downloads of content). Location- fixed effects (i.e., zip code dummies) 
control for time-invariant, spatially correlated unobservables. For example, users in urban areas may be 
more tech-savvy and more prone to engaging in mobile Internet activities, compared to users in rural 
areas. Finally, time and location fixed effects (i.e., spatio-temporal effects) control for unobservables that 
correlate at the level of zip code and time. For example, celebrity sightings, social events, unusual street 
incidents, etc., may give people the opportunity to capture and share such moments with friends and 
families via their mobile phones. Hence, we include time- and location-specific mean content upload and 
download frequencies of all other users in the zip code area of user i, as denoted by g-it and h-it in the main 
equations, respectively. We also apply both billing zip code-based and calling zip code-based content 
activity variables. The former captures unobservables that correlate to a user’s time-invariant billing 
address, while the latter captures unobservables that correlate to a user’s time-varying travel locations. 
We also include a time-varying control for the outdegree of a user (i.e., consistent with the lagged 
endogenous variable, the number of call receivers or message receivers at time t-1). To account for any 
potential selection bias in who uploads and downloads content, we include selection correction terms. 
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Model 
We estimate an individual-level, simultaneous equations panel data model, using three-stage, least-
squares (3SLS) estimation. In the mobile Internet space where users generate and use content with their 
phones, users face a two-step decision-making process (Ghose and Han 2011): In Step 1, users decide 
whether to initiate a mobile Internet session by touching the mobile phone screen. In Step 2, once users 
have initiated a mobile Internet session, they determine how much data to upload (if any) and how much 
to download (if any). They can also engage in both uploading and downloading activities multiple times in 
a single given mobile Internet session. To incorporate the two-step decision-making process users 
undertake, we explicitly specify our econometric model by extending Verbeek and Nijman’s (1996) two-
step method. In Step 1, as related to the user’s decision made in Step 1, we run a random effect dynamic 
probit model for the user’s binary decision to initiate a mobile internet session or not initiate one during a 
given week. Estimates from Step 1 are then used to obtain a Heckman’s (1979) selection correction term. 
In Step 2, we insert that correction term into content usage and content generation equations, respectively, 
and estimate the two equations simultaneously, using the three-stage least-squares (3SLS) method. Our 
model consists of selection equations and main equations. Details about selection equations and the 
estimates of the selection equations are not reported only due to brevity. Notations and variable 
descriptions are in Table 2. 
Main Equations 
We include network stability in our main equations. To assess the extent to which ego-network stability 
moderates the social contagion effect, we also include interaction terms. We include the number of call 
receivers to control for the user’s range of social network. Finally we incorporate control variables, 
including user-specific dummies, time-period dummies, and time-period and location specific fixed 
effects at the user level to control for endogeneity from using a social network variable as a regressor.  
We take the logarithm for variables to control for their right-skewed nature. We implement 3SLS 
estimation on the first-differenced equations of log-transformed content usage and content generation 
frequencies. The simultaneous estimation method allows for efficiency gain as compared to the single 
equation estimation methods by taking into account the cross-equation error correlation. The first-
differencing transformation on each variable in the model alleviates the potential bias from the fixed- 
effect model (Wooldridge 2002) and difference out both observed and unobserved user-specific, time-
invariant variables (e.g., age, gender, job characteristics, prior mobile Internet experience). Although we 
find there is no serial correlation in the error term from the selection equation as well as in the error term 
from each of the main equations separately, we control for any potential serial correlation in the main 
simultaneous equations of content generation and usage by using the robust variance matrix estimator 
(Wooldridge 2002). The robust variance matrix estimator (Arellano 1987) is valid in the presence of serial 
correlation in error terms (Wooldridge 2002). To be specific, the first-differenced content usage 
frequency and generation frequency equations that we estimate are specified as follows, for t = 2, 3…T: 
( ) ( ) ( )1 2 3, , , , ,log log _ log _ *i t i t i t i t i tDownload SN Download Stability SN Download Stabilityγ γ γ+∆ ∆ ∆ ∆ ∆= +  
( )4 5 6, , ,Outdegre ,e log hi t i t i tSelectio tn t iετγ γ γ +∆ ∆ ∆ ∆ ∆−+ + + +                                           (1) 
( ) ( ) ( )1 2 3, , , , ,log log _ log _ *i t i t i t i t i tUpload SN Upload Stability SN Upload Stabilityβ β β+∆ ∆ ∆ ∆ ∆= +  
( )4 5 6, ,, ,Outdegree o φg νl tgi t i t i i ttSelectionβ β β +∆ ∆ ∆ ∆ ∆−+ + + +                                         (2) 
Identification 
We discuss two issues in the identification of our model: identifying the main equations and identifying 
the social contagion effect. For the main equations, we impose an exclusion restriction by including 
variables in the selection equations that are not included in the main equations. Such restrictions make 
the identification cleaner (Puhani 2000). We include a few time-invariant variables (e.g., age and gender) 
as well as a time-varying variable (e.g., mobile Internet session initiation by social network) only in the 
selection equation, but exclude these variables in the main equations. In addition, in the absence of better 
data, we use time-series-based instruments for identification in the main equations. Similar to Ghose and 
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Han (2011), content download and upload frequency variables in a given week are taken to be endogenous 
to the system of equations, whereas all other variables in the system are treated as exogenous to the 
system or predetermined. For example, in the content download equation, variables like lagged network 
stability and lagged social network are exogenous or predetermined. As a robustness check, we also 
include a non time-series-based variable as an instrument. In particular, we include the handset age 
variable as an additional instrument in the content generation equation, and exclude it from the content 
usage equation. The key assumption behind this argument is that the age of the handset is more likely to 
impede users from uploading multimedia content than downloading it. The qualitative nature of all 
results remains the same even with the inclusion of this variable as an instrument. 
Identifying peer influence is by itself difficult and the subject of a lot of scientific debate and criticism 
(Aral and Walker 2011). Previous research shows that correlated unobservables between a user and his or 
her network neighbors may impact individual behavior and will be confounded with the true contagion 
effect (e.g., Nair et al. 2010). Shalizi and Thomas (2011) claim that the identification of social influence is 
generically confounded without experiments. That said, to address the endogeneity issue of the social 
contagion effect, we adopt the identification strategy and modeling approach in accordance with prior 
work (e.g., Manski 1993, Hartman et al. 2008). We specifically control for each of three sources of 
spurious correlation: (1) endogenous group formation, (2) correlated unobservables, and (3) simultaneity. 
First, regarding endogenous group formation, the observed correlation in the behavior of an individual 
and other individuals in the social network could arise from omitted individual characteristics that 
correlate within the group. We include a user-specific random effect in the selection equations (see 
Appendix) and difference out a user-specific fixed effect in the main equations. Second, regarding 
correlated unobservables, some unobservables could impact the behavior of a focal individual and other 
individuals in their social network. We incorporate aforementioned three controls – time-period fixed 
effects, location fixed effects, and time and location fixed effects. Third, simultaneity can arise if network 
neighbors affect the user and the user, in turn, also affects them simultaneously. We use a lagged social 
network variable and a lagged social network weight. Nonetheless, we would like to be cautious in our 
interpretation on social contagion effects. In the absence of controlled variation using natural or field 
experiments during our sampling period, we interpret the social contagion effect in our paper as being 
one that establishes an upper bound on the causal effect of the social contagion. 
Results 
Correlation Results 
We find a correlation of 0.09 (p < 0.001) between network stability and network closure. The correlation 
is low but significant and positive. Given the positive correlation, network stability should moderate 
contagion in a manner similar to network closure. In particular, given the low perceived risk in our 
context and that contagion will operate at the awareness stage, low network stability should be better as it 
allows individuals with a wider indirect coverage. Note that the low correlation suggests that stability may 
still be an important predictor of individual behavior even after controlling for network closure. We 
further corroborate the relationship between network stability and information redundancy by 
considering its correlations with volume of interactions with network members. We find significant 
correlations of 0.19 (p < 0.001) and 0.12 (p < 0.001) between network stability and frequency and volume 
of communication with other members, respectively. Recall that strong ties are those characterized 
typically by high volume of interactions (Granovetter 1973, 1982). Thus, the positive correlations indicate 
that stable ties are also high volume ties. Put differently, high network instability leads to network 
diversity with weak tie relationships, which in turn provide non-redundant information. 
Model Estimates 
Table 3 shows the main results. The top (bottom) panel corresponds to the estimates for the download 
(upload) equation. In each panel, the first (last) two columns correspond to the estimates for frequency 
(duration) of a weighted social network. Further, the first and third (second and fourth) columns 
correspond to models with billing-based (calling-based) controls. Note that billing zip code-based controls 
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capture unobservables that correlate to a user’s time-invariant billing address, while calling zip code-
based controls capture unobservables that correlate to a user’s time-varying travel locations. 
Our results in Table 3 show that the relationship between content usage and generation behavior of users 
and their social networks is positive and statistically significant. As an example, the coefficient estimates 
are 0.165 and 0.298 in the download and upload equations, respectively, for the model with frequency-
based social contagion variables and calling-based spatio-temporal controls. We also find that our 
network stability metrics based on voice call data negatively associate with content usage and generation 
activities. For example, network stability associates with content usage and generation (the coefficient 
estimates are -0.076 and -0.019, respectively). This result suggests that users with high network stability 
have a lower intrinsic tendency to engage in content usage and generation. Interestingly, our results show 
that the interaction effect between network stability and social network variable is negative and 
statistically significant (for example, the coefficient estimates are -0.119 and -0.222, respectively). That is, 
ego-network stability negatively moderates the social contagion effect. Thus, the extent of positive social 
contagion effect is mitigated for those users with high network stability.   
Table 3:  Parameter Estimates for Main Model based on Voice Call Network Data 
Estimate 
Frequency-Weighted Voice Duration-Weighted Voice 
Independent Variable 
Billing-based 
Control 
Calling-based 
Control 
Billing-based 
Control 
Calling-based 
Control 
Download Equation    
Log SN Downloading 0.165  
(0.004)*** 
0.162  
(0.004)*** 
0.164  
(0.004)*** 
0.162  
(0.004)*** 
Network Stability  -0.076 
(0.010)*** 
-0.085 
(0.010)*** 
-0.077 
(0.010)*** 
-0.086 
(0.010)*** 
Log SN Downloading * Network Stability -0.119  
(0.014)*** 
-0.125  
(0.014)*** 
-0.118  
(0.014)*** 
-0.124  
(0.014)*** 
Log Out Degree  0.175 
(0.010)*** 
0.171 
(0.010)*** 
0.176 
(0.010)*** 
0.171 
(0.010)*** 
Billing-based Time and Location Effects 0.068 
(0.002)*** 
 0.068 
(0.002)*** 
 
Calling-based Time and Location Effects  0.183 
(0.002)*** 
 0.183 
(0.002)*** 
Selection Correction Term 0.120  
(0.041)*** 
0.120  
(0.041)*** 
0.121  
(0.041)*** 
0.121  
(0.041)*** 
Chi-square 37648.35 44121.22 37625.08 44097.03 
Upload Equation    
Log SN Uploading 0.298  
(0.005)*** 
0.298  
(0.005)*** 
0.292  
(0.005)*** 
0.292  
(0.005)*** 
Network Stability  -0.019 
(0.002)*** 
-0.019 
(0.002)*** 
-0.020 
(0.002)*** 
-0.020 
(0.002)*** 
Log SN Uploading * Network Stability -0.222  
(0.017)*** 
-0.223  
(0.017)*** 
-0.206  
(0.017)*** 
-0.208  
(0.017)*** 
Log Outdegree Degree  0.004 
(0.002)** 
0.004 
(0.002)** 
0.004 
(0.002)** 
0.004 
(0.002)** 
Billing-based Time and Location Effects 0.029 
(0.004)*** 
 0.029 
(0.004)*** 
 
Calling-based Time and Location Effects  0.074 
(0.004)*** 
 0.074 
(0.004)*** 
Selection Correction Term 0.020  
(0.010)** 
0.020  
(0.010)** 
0.020  
(0.010)** 
0.020  
(0.010)** 
Chi-square 4847.87 5213.73 4654.33 5019.72 
Notes: The dependent variables are log-transformed frequency of content downloading and uploading, 
respectively. SN refers to social network. Estimates for individual-specific dummies, time dummies, and 
indicators for missing network stability metrics are omitted. *** significant at 0.01, ** significant at 0.05. 
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Table 4: Results on Main Model using Unnormalized Weights based on Voice Network Data 
Estimate Independent Variable 
Frequency-Weighted Voice Duration-Weighted Voice      
Download Equation    
Log SN Downloading 0.123  
(0.004)*** 
0.122  
(0.003)*** 
0.039  
(0.001)*** 
0.038  
(0.001)*** 
Network Stability  -0.076 
(0.010)*** 
-0.086 
(0.010)*** 
-0.078 
(0.010)*** 
-0.088 
(0.010)*** 
Log SN Downloading * Network Stability -0.101  
(0.010)*** 
-0.106  
(0.010)*** 
-0.037  
(0.004)*** 
-0.039  
(0.004)*** 
Log Outdegree 0.177 
(0.010)*** 
0.173 
(0.010)*** 
0.184 
(0.010)*** 
0.179 
(0.010)*** 
Billing-based Time and Location Effects 0.068 
(0.002)*** 
 0.068 
(0.002)*** 
 
Calling-based Time and Location Effects  0.183 
(0.002)*** 
 0.183 
(0.002)*** 
Selection Correction Term 0.121  
(0.041)*** 
0.121  
(0.041)*** 
0.121  
(0.041)*** 
0.121  
(0.041)*** 
Chi-square 37461.14 43930.23 36833.64 43261.25 
Upload Equation    
Log SN Uploading 0.145  
(0.003)*** 
0.144  
(0.003)*** 
0.041  
(0.001)*** 
0.041  
(0.001)*** 
Network Stability  -0.020 
(0.002)*** 
-0.020 
(0.002)*** 
-0.020 
(0.002)*** 
-0.020 
(0.002)*** 
Log SN Uploading * Network Stability -0.149  
(0.010)*** 
-0.149  
(0.010)*** 
-0.039  
(0.003)*** 
-0.040  
(0.003)*** 
Log Outdegree 0.003 
(0.001)*** 
0.003 
(0.001)*** 
0.003 
(0.001)*** 
0.003 
(0.001)*** 
Billing-based Time and Location Effects 0.029 
(0.004)*** 
 0.029 
(0.004)*** 
 
Calling-based Time and Location Effects  0.074 
(0.004)*** 
 0.074 
(0.004)*** 
Selection Correction Term 0.020  
(0.010)** 
0.020  
(0.010)** 
0.020  
(0.010)** 
0.020  
(0.010)** 
Chi-square 3707.27 4070.85 3671.49 4032.77 
Notes: The dependent variables are log-transformed. SN refers to social network. Estimates for 
individual-specific dummies, time dummies and indicators for missing network stability metrics are 
omitted. *** denotes significant at 0.01, ** denotes significant at 0.05. 
Why is this happening? In our context, contagion most likely operates through awareness. Given the 
simple correlation result, individuals with networks that are stable also have networks that have high 
network closure. Within such clustered social networks, members are likely to receive more redundant 
information from their peers (Burt 2000). This redundancy in information, in turn, makes them less 
likely to be susceptible to their neighbors’ actions. We find there are statistically significant estimates for 
our control variables like time-period dummies, mean uploading and downloading frequency of all other 
users in billing- or call-based zip code areas and missing indicators for network stability measures. We 
also find the relationship between the outdegree of a user and his/her content usage and generation 
behavior is positive and statistically significant. Finally, the estimates for selection correction terms are 
positive and statistically significant for both equations, indicating that controlling for sample selection 
bias is crucial in our setting. 2 
                                                             
2 When users are more active on their mobile phones, they upload or/and download more frequently and 
they communicate with more people and more different people in successive time intervals. To control for 
the extent of activity of a user, we implemented all models with the number of calls made (or number of 
SMS/MMS sent). In the main results, we removed the outdegree of a user because it is positively 
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Robustness Checks 
Our results are quite robust to various changes in model structure. We present the results of several 
robustness checks using unnormalized social network weights, lagged dependent variable, count data 
estimation, a composite activity metric, and an alternative social contagion variable. 
Table 5: Results on Alternative Social Contagion Variable using Voice Network Data 
Estimate 
Frequency-Weighted Voice Duration-Weighted Voice 
Independent Variable 
Billing-based 
Control 
Calling-based 
Control 
Billing-based 
Control 
Calling-based 
Control 
Download Equation    
Log SN Downloading  0.116  
(0.021)*** 
0.113  
(0.021)*** 
0.110  
(0.021)*** 
0.112  
(0.021)*** 
Network Stability  -0.153 
(0.010)*** 
-0.166 
(0.010)*** 
-0.153 
(0.010)** 
-0.166 
(0.010)*** 
Log SN Downloading * Network Stability -0.165  
(0.074)** 
-0.130  
(0.073)* 
-0.159  
(0.074)** 
-0.128  
(0.072)* 
Log Outdegree (Voice) 0.051 
(0.010)*** 
0.049 
(0.010)*** 
0.051 
(0.010)*** 
0.049 
(0.010)*** 
Billing-based Time and Location Effects 0.066 
(0.002)*** 
 0.066 
(0.002)*** 
 
Calling-based Time and Location Effects  0.185 
(0.002)*** 
 0.185 
(0.002)*** 
Selection Correction Term 0.120  
(0.041)*** 
0.120  
(0.041)*** 
0.121  
(0.041)*** 
0.121  
(0.041)*** 
Chi-square 35284.34 41694.86 35281.21 41694.19 
Upload Equation    
Log SN Uploading  0.435  
(0.013)*** 
0.429  
(0.013)*** 
0.414  
(0.013)*** 
0.408  
(0.013)*** 
Network Stability  -0.022 
(0.002)*** 
-0.023 
(0.002)*** 
-0.023 
(0.002)*** 
-0.023 
(0.002)*** 
Log SN Uploading * Network Stability -0.186  
(0.047)*** 
-0.185  
(0.047)*** 
-0.121  
(0.017)*** 
-0.120  
(0.017)*** 
Log Outdegree (Voice) 0.004 
(0.002)** 
0.004 
(0.002)** 
0.004 
(0.002)** 
0.004 
(0.002)** 
Billing-based Time and Location Effects 0.025 
(0.004)*** 
 0.026 
(0.004)*** 
 
Calling-based Time and Location Effects  0.070 
(0.004)*** 
 0.070 
(0.004)*** 
Selection Correction Term 0.020  
(0.010)** 
0.020  
(0.010)** 
0.020  
(0.010)** 
0.020  
(0.010)** 
Chi-square 2481.42 2822.17 2389.17 2731.61 
Notes: We consider contagion variables not based on volume of activity but whether there was activity or 
not. The dependent variables are log-transformed frequency of content downloading and uploading, 
respectively. SN refers to social network.  Estimates for individual-specific dummies, time dummies and 
indicators for missing network stability metrics are omitted. *** significant at 0.01, ** significant at 0.05, 
* significant at 0.1. 
 
 
 
                                                                                                                                                                                                    
correlated with the extent of activity variable. We find qualitatively the same result with and without the 
extent of activity. Details are available upon request.   
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Table 6: Dynamic Panel Data Model Estimation Result 
Estimate 
Frequency-Weighted Voice Duration-Weighted Voice 
Independent Variable 
Billing-based 
Control 
Calling-based 
Control 
Billing-based 
Control 
Calling-based 
Control 
Download Equation    
Lagged Log Downloading 0.126  
(0.006)*** 
0.122  
(0.006)*** 
0.126  
(0.006)*** 
0.122  
(0.006)*** 
Log SN Downloading 0.089  
(0.007)*** 
0.088  
(0.007)*** 
0.089  
(0.007)*** 
0.088  
(0.007)*** 
Network Stability  -0.004 
(0.001)*** 
-0.004 
(0.001)*** 
-0.004 
(0.001)*** 
-0.004 
(0.001)*** 
Log SN Downloading * Network Stability -0.005  
(0.002)** 
-0.004  
(0.002)** 
-0.006  
(0.002)*** 
-0.005  
(0.012)** 
Log Outdegree  0.024 
(0.011)** 
0.023 
(0.011)** 
0.024 
(0.011)** 
0.024 
(0.012)*** 
Billing-based Time and Location Effects 0.017 
(0.007)** 
 0.017 
(0.008)*** 
 
Calling-based Time and Location Effects  0.069 
(0.009)*** 
 0.070 
(0.009)*** 
Wald Chi-square 1695.43 1759.34 1690.46 1754.38 
Upload Equation    
Lagged Log Uploading 0.107  
(0.004)*** 
0.105  
(0.004)*** 
0.107  
(0.004)*** 
0.106  
(0.004)*** 
Log SN Uploading 0.246  
(0.013)*** 
0.245  
(0.013)*** 
0.244  
(0.013)*** 
0.243  
(0.013)*** 
Network Stability  -0.004 
(0.002)** 
-0.004 
(0.002)** 
-0.004 
(0.002)** 
-0.004 
(0.002)** 
Log SN Uploading * Network Stability -0.069  
(0.022)*** 
-0.069  
(0.022)*** 
-0.077 
(0.022)*** 
-0.077  
(0.022)*** 
Log Outdegree  0.003 
(0.001)*** 
0.003 
(0.001)*** 
0.003 
(0.001)*** 
0.003 
(0.001)*** 
Billing-based Time and Location Effects 0.058 
(0.015)*** 
 0.058 
(0.015)*** 
 
Calling-based Time and Location Effects  0.173 
(0.019)*** 
 0.174 
(0.019)*** 
Wald Chi-square 1640.46 1818.01 1586.31 1764.00 
Notes: The dependent variables are log-transformed frequency of content downloading and uploading, 
respectively. SN refers to social network. Estimates for individual-specific dummies, time dummies and 
indicators for missing network stability metrics are omitted. *** significant at 0.01, ** significant at 0.05. 
An Unnormalized Social Network Weight Model: The social network weight can be constructed in 
various ways (e.g., Valente 1995). We used a normalized social network weight for the main model. We 
define an unnormalized lagged social network weight wijt-1, simply determined as the number of calls 
(frequency based) or the duration of calls (duration based) from user i to user j in week t-1. The estimates 
based on unnormalized social network weights are shown in Table 4. These results are qualitatively 
similar to the key results from our main model. 
The Alternative Social Contagion Variable: We also consider another contagion variable, based on 
whether fellow users show an activity or not, rather than their volume of activity. Table 5 shows these 
results. While the key results are qualitatively the same as from our main simultaneous equation model, 
this model has a slightly worse fit. This result suggests that the quantity of data network neighbors upload 
or download is more important than just the incidence. 
 The Dynamic Panel Data Model: We also incorporate dynamics for user content activities. Due to the 
evidence of positive state dependence from the selection equation results, we conduct tests to check the 
robustness of the results by estimating the main equations separately with a lagged dependent variable to 
control for state dependence. To be specific, we specify a linear dynamic panel-data model for each 
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equation (i.e., download and upload) and perform a generalized method of moments (GMM)-based 
estimation. Similar to our main model estimation, in the GMM-based dynamic panel data model 
estimation, we use exogenous and predetermined variables as instruments. We test the validity of the 
instruments using the Sargan Test and find that our instruments are valid. Table 6 shows that the results 
qualitatively remain the same as in our main equation estimation. 
Table 7: Results on Main Model based on SMS and MMS Network Data 
Estimate Independent Variable 
Frequency-Weighted SMS Frequency-Weighted MMS 
Download Equation   
Log SN Downloading 0.099  
(0.006)*** 
0.248  
(0.009)*** 
Network Stability -0.581 
(0.013)*** 
-0.616 
(0.020)*** 
Log SN Downloading * Network Stability -0.066  
(0.024)** 
-0.012 
(0.005)** 
Log Outdegree -0.005 
(0.006) 
0.017 
(0.015) 
Billing-based Time and Location Effects 0.011 
(0.003)*** 
0.068 
(0.002)*** 
Selection Correction Term 0.120  
(0.041)*** 
0.121  
(0.041)*** 
Chi-square 34414.06 29909.32 
Upload Equation   
Log SN Downloading 0.245  
(0.009)*** 
0.622  
(0.012)*** 
Network Stability -0.032 
(0.003)*** 
-0.022 
(0.004)*** 
Log SN Downloading * Network Stability -0.255  
(0.032)*** 
-0.027  
(0.015)* 
Log Outdegree -0.002 
(0.002) 
-0.004 
(0.003) 
Billing-based Time and Location Effects 0.026 
(0.004)*** 
0.031 
(0.004)*** 
Selection Correction Term 0.021  
(0.010)** 
0.020  
(0.010)** 
Chi-square 1629.21 4420.35 
Notes: Dependent variables are log-transformed. Estimates for individual-specific dummies, time dummies 
and indicators for missing network stability metrics are omitted. *** significant at 0.01, ** significant at 0.05. 
Other Communication Modes: We examine network stability metrics from other communications 
network data, such as SMS and MMS network data. If different types of relations are structured by 
different types of networks, then the multiplexity of relations among individuals may create systematic, 
important patterns of cross-cutting social circles (McPherson et al. 2001). All three network stability 
metrics from voice call, SMS, and MMS data are positively correlated. To be specific, the voice-call-based 
stability metric positively correlate with the SMS-based and MMS-based metrics (corr. = 0.18, p-value 
<0.001; corr. = 0.10, p-value < 0.001), respectively. The SMS-based and the MMS-based stability metrics 
also positively correlate (corr. = 0.15, p-value < 0.001). Estimates based on SMS and MMS social network 
data appear in Table 7. The estimates show that our key results are robust. For example, we find that 
network stability metrics negatively associate with content usage and generation activities (the coefficient 
estimates being -0.581 and -0.0616 in the content download equation and based on SMS and MMS data, 
respectively). Recall that the coefficient estimate in the content download equation based on voice data is 
-0.076. Hence, our results suggest that, on average, the magnitude of the impact of network stability is 
higher in SMS or MMS networks than in the voice network. Interestingly, our data also shows that on 
average SMS or MMS networks are less stable than are voice networks. Hence, these results further 
emphasize that users with less stable networks have a high intrinsic tendency to engage in content usage 
and generation in a mobile Internet setting. 
 Ghose et. al. / Network Stability and Social Contagion on Mobile Internet 
  
 Thirty Second International Conference on Information Systems, Shanghai 2011 15 
Additional Analyses 
Additional analysis results also suggest that network stability has an impact on individual behavior. We 
believe that these effects of network stability are a result of its relationship with network closure. Note, 
however, that while network stability is positively correlated with network closure, the correlation is low, 
which suggests that stability may still be an important predictor of individual behavior even after 
controlling for network closure. We test this here. Table 8 shows the results from a model that includes 
only the simple effect of network closure. The results show that even after controlling for network closure, 
stability is still an important predictor of individual behavior. We also extend the model by including the 
interaction of network closure with contagion. Table 9 shows the results. The results corroborate the 
importance of stability even after explicitly controlling for closure. 
Table 8:  Results for Main Model with only Closure based on Voice Call Network Data 
Estimate 
Frequency-Weighted Duration-Weighted 
Independent Variable 
Billing-based 
Control 
Calling-based 
Control 
Billing-based 
Control 
Calling-based 
Control 
Download Equation    
Log SN Downloading 0.200  
(0.004)*** 
0.202 
(0.004)*** 
0.199  
(0.004)*** 
0.202  
(0.004)*** 
Network Stability  -0.128 
(0.012)*** 
-0.136 
(0.012)*** 
-0.129 
(0.012)*** 
-0.136 
(0.012)*** 
Log SN Downloading * Network Stability -0.074  
(0.017)*** 
-0.078  
(0.017)*** 
-0.075  
(0.017)*** 
-0.079  
(0.017)*** 
Network Closure  
 
-0.080 
(0.023)*** 
-0.112 
(0.022)*** 
-0.080 
(0.022)*** 
-0.112 
(0.022)*** 
Log Out Degree  0.230 
(0.012)*** 
0.238 
(0.012)*** 
0.233 
(0.012)*** 
0.238 
(0.012)*** 
Billing-based Time and Location Effects 0.011 
(0.002)*** 
 0.011 
(0.002)*** 
 
Calling-based Time and Location Effects  0.137 
(0.003)*** 
 0.136 
(0.003)*** 
Selection Correction Term 0.122  
(0.041)*** 
0.122  
(0.041)*** 
0.122 
(0.041)*** 
0.122 
(0.041)*** 
Chi-square 35540.10 38817.13 35509.72 38786.15 
Upload Equation    
Log SN Uploading 0.309  
(0.005)*** 
0.309  
(0.005)*** 
0.302  
(0.005)*** 
0.302  
(0.005)*** 
Network Stability  -0.016 
(0.002)*** 
-0.016 
(0.002)*** 
-0.016 
(0.002)*** 
-0.017 
(0.002)*** 
Log SN Uploading * Network Stability -0.206  
(0.022)*** 
-0.208  
(0.022)*** 
-0.191  
(0.022)*** 
-0.192  
(0.022)*** 
Network Closure  
 
-0.008 
(0.004)** 
-0.009 
(0.004)** 
-0.008 
(0.004)** 
-0.009 
(0.004)** 
Log Outdegree Degree  0.004 
(0.002)** 
0.005 
(0.002)** 
0.005 
(0.002)** 
0.005 
(0.002)** 
Billing-based Time and Location Effects 0.023 
(0.004)*** 
 0.023 
(0.004)*** 
 
Calling-based Time and Location Effects  0.071 
(0.004)*** 
 0.004 
(0.0005)*** 
Selection Correction Term 0.020  
(0.010)** 
0.020  
(0.010)** 
0.020  
(0.010)** 
0.020  
(0.010)** 
Chi-square 4302.48 4632.94 4116.26 4446.41 
Notes: Dependent variables are log-transformed. Estimates for individual-specific dummies, time dummies, 
and indicators for missing network stability metrics are omitted. *** significant at 0.01, ** significant at 0.05. 
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Table 9: Results for Main Model with Closure and Contagion based on Voice Network Data 
Estimate 
Frequency-Weighted Duration-Weighted 
Independent Variable 
Billing-based 
Control 
Calling-based 
Control 
Billing-based 
Control 
Calling-based 
Control 
Download Equation    
Log SN Downloading 0.201  
(0.004)*** 
0.205 
(0.004)*** 
0.200 
(0.004)*** 
0.204  
(0.004)*** 
Network Stability  -0.126 
(0.012)*** 
-0.133 
(0.012)*** 
-0.127 
(0.012)*** 
-0.134 
(0.012)*** 
Log SN Downloading * Network Stability -0.083  
(0.018)*** 
-0.090  
(0.017)*** 
-0.084  
(0.018)*** 
-0.090  
(0.017)*** 
Network Closure  
 
-0.095 
(0.023)*** 
-0.132 
(0.022)*** 
-0.095 
(0.023)*** 
-0.132 
(0.023)*** 
Log SN Downloading * Network Closure 
 
-0.065 
(0.025)*** 
-0.084 
(0.025)*** 
-0.065 
(0.025)*** 
-0.084 
(0.025)*** 
Log Out Degree  0.230 
(0.012)*** 
0.238 
(0.012)*** 
0.233 
(0.012)*** 
0.238 
(0.012)*** 
Billing-based Time and Location Effects 0.011 
(0.002)*** 
 0.011 
(0.002)*** 
 
Calling-based Time and Location Effects  0.137 
(0.003)*** 
 0.138 
(0.003)*** 
Selection Correction Term 0.122  
(0.040)*** 
0.122  
(0.040)*** 
0.122 
(0.041)*** 
0.122 
(0.041)*** 
Chi-square 35547.42 38831.03 35516.28 38799.07 
Upload Equation    
Log SN Uploading 0.309  
(0.005)*** 
0.309  
(0.005)*** 
0.302  
(0.005)*** 
0.302  
(0.005)*** 
Network Stability  -0.016 
(0.002)*** 
-0.016 
(0.002)*** 
-0.016 
(0.002)*** 
-0.017 
(0.002)*** 
Log SN Uploading * Network Stability -0.207  
(0.022)*** 
-0.209  
(0.022)*** 
-0.191  
(0.022)*** 
-0.193  
(0.022)*** 
Network Closure  
 
-0.008 
(0.004)** 
-0.009 
(0.004)** 
-0.008 
(0.004)** 
-0.009 
(0.004)** 
Log SN Uploading * Network Closure 
 
-0.006 
(0.009) 
-0.006 
(0.009) 
-0.006 
(0.009) 
-0.007 
(0.009) 
Log Outdegree Degree  0.004 
(0.002)** 
0.005 
(0.002)** 
0.005 
(0.002)** 
0.005 
(0.002)** 
Billing-based Time and Location Effects 0.023 
(0.004)*** 
 0.023 
(0.004)*** 
 
Calling-based Time and Location Effects  0.071 
(0.004)*** 
 0.070 
(0.004)*** 
Selection Correction Term 0.020  
(0.010)** 
0.020  
(0.010)** 
0.020  
(0.010)** 
0.020  
(0.010)** 
Chi-square 4304.10 4634.98 4118.83 4448.39 
Notes: The dependent variables are log-transformed frequency of content downloading and uploading, 
respectively. SN refers to social network. Estimates for individual-specific dummies, time dummies, and 
indicators for missing network stability metrics are omitted. *** significant at 0.01, ** significant at 0.05, 
* significant at 0.1. 
Discussion and Implications 
We conducted a detailed study to understand the impact of network stability on individual usage of 
mobile Internet. In contrast to other studies that typically assume that ties among individuals are static or 
unchanging (e.g., Coleman et al. 1966), we find evidence that network dynamics are an important 
predictor of individual behavior. In particular, we find three main results: (1) users with high network 
stability have a low intrinsic tendency to engage in content usage and generation in the mobile internet 
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setting; (2) the extent of positive social contagion effect is mitigated for those users with high network 
stability and (3) stability impacts individual behavior even after controlling for closure. Collectively, these 
results indicate that users within a more constrained/clustered social network are more likely to receive 
redundant information from each other, hence, this will less likely to lead to individual behavior. 
The insights from this study have managerial implications. For example, the mitigating effect of network 
stability on social contagion can provide companies with further insight into how to influence user 
behavior in an interaction-intensive setting. To be specific, this result implies that less stable ties intensify 
the social contagion effect, whereas stable ties mitigate it. This finding complements past research, which 
suggests that quantity of influence or exposure is important in terms of network-based influence (Iyengar 
et al. 2011a). Our results suggest that it is important to consider the quality of influence (information or 
influence from non-redundant sources). Our research adds to the past work on tie strength (strong vs. 
weak ties) and its role in the diffusion of information within a network (Godes and Mayzlin 2009).  
Our research also generates a number of questions for future research. An interesting issue is to 
systematically investigate the effect of network stability, network closure and redundancy of information 
on consumer behavior in different contexts. For example, in contexts with reasonable perceived risk, 
redundancy in the information from contacts may actually be desirable, since it is both reassuring and 
reaffirms one’s beliefs (e.g., Iyengar et al. 2011a). In certain instances, multiple doses of influence may 
actually be necessary to change consumer behavior. For instance, Centola and Macy (2007) describe 
“complex contagions” as those that require multiple doses of influence and contrast it with “simple 
contagions” where a single source of information is enough for information to spread (e.g., rumors). It is 
plausible that more risky contexts are associated with complex contagions. In the context of less risky user 
decisions (e.g., in our mobile Internet setting), however, there is less need for redundant information. For 
example, arguably there is less risk in downloading or uploading information on a mobile phone, as 
opposed to investing in stocks based on new information from others.  
Another question regards the timeliness of information and how that aspect relates to the redundancy of 
contacts. The timeliness of information is important in a mobile Internet setting, as people like to obtain 
timely information using their mobile phones. No one wants to watch a viral video two weeks after it 
became popular. For instance, Buskens and Yamaguchi (1999) find that non-redundancy increases the 
speed at which an ego acquires information. A third question is to evaluate the kind of information being 
transferred with what type of communication channel (e.g., voice, SMS, MMS) and how that information 
impacts social contagion. For instance, Berger and Iyengar (2011) find that the drivers of word-of-mouth 
are different in online versus offline channels. While we did not have information about the specific type 
of content uploaded or downloaded, as more researchers do gain access to this type of data (e.g., Aral and 
Van Alstyne 2011), these questions can be investigated. A fourth question is to identify social contagion 
using more direct methods. For instance, Bramoullé et al. (2009) provide an identification strategy of 
peer effects through social networks. They use characteristics of network structure to identify contagion 
and influence. Also Aral et al. (2009) use dynamic matched sample estimation. Finally, we found that 
network stability in a significant predictor for individual behavior even after controlling for network 
closure. We speculate that this is the case as instability leads to uncertainty among individuals about their 
future interactions. Future studies can corroborate our hypothesis and also investigate other mechanisms 
at work. We hope that our study will generate increased interest in the emerging literature on social 
contagion and more broadly, on how network structure plays a key role in moderating individual behavior. 
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