Abstract. Inspired by a result of Galambos on Lüroth expansions we give a refinement of the famous Borel-Bernstein Theorem for continued fractions and -closely related to this -a Central Limit Theorem for counting large continued fraction digits. As a side result we determine the first φ-mixing coefficient φ (1) for the Gauss system.
Introduction and statement of results
We establish some 0-1 laws and a central limit theorem for the entries of continued fractions analogous to the work of Galambos in [Gal72] , who considered the independent case of entries of the classical Lüroth series.
Throughout the paper, for any irrational number x ∈ R \ Q we will denote its unique infinite regular continued fraction expansion by [a 0 (x); a 1 (x), a 2 (x) With G 0 := id and G n := G • G n−1 , n ≥ 1 we obtain the sequence of digits a n (x) := 1/G n−1 (x) , n ∈ N. The algorithm will terminate in n ∈ N only for rational numbers x, whenever G n (x) = 0 for the first time; in this way we obtain the finite continued fraction expansion of x ∈ Q.
The transformation G does not preserve the Lebesgue measure restricted to [0.1] denoted by λ (cf. [DK02, Chapter 1.3.3]). However, Gauss found a G-invariant measure m which is equivalent to λ with density h(x) = 1/((x + 1)log 2), x ∈ [0, 1] (cf. [IK09, Chapter 1.2.2]). The dynamical system ([0, 1], B, G, m) is in fact ergodic. Hence by the ergodic theorem, we have for any subset A of the natural numbers that Lebesgue almost everywhere lim n→∞ 1 n card {k ≤ n : a k ∈ A} = 1 log 2 a∈A log 1 + 1 a (a + 2) .
Here we used the fact that for all z > 0 we have that m (a n ≥ z) = 1 log 2ˆ1 /⌈z⌉ 0 1 1 + x dx = 1 log 2 · log 1 + 1 ⌈z⌉
and m (a n > z) = 1 log 2ˆ1 /⌊z⌋+1 0 1 1 + x dx = 1 log 2 · log 1 + 1 ⌊z⌋ + 1 .
In particular, every fixed digit k ∈ N will be realized for almost every continued fraction expansion infinitely often. This is no longer true for an increasing sequence k n of natural numbers such that a n ≥ k n infinitely often. In this paper we give a refinement of the following classical result due to Borel and Bernstein [Bor09, Ber12b, Ber12a] .
Theorem 1.1 (Borel-Bernstein Theorem) . Consider a sequence of positive reals (b n ). Then a n ≥ b n holds infinitely often with Lebesgue measure 0 or 1, according as the series n∈N 1/b n converges or diverges.
In fact we are going to prove the following theorem which has partly been considered for independent random variables in the context of Lüroth expansions by Galambos in [Gal72] giving us deeper insights into the growth property of the sequence of digits (a n ) n∈N . Theorem 1.2. Let (c n ) n∈N be a sequence of positive real numbers and (d n ) n∈N be a sequences of positive integers both tending to infinity. Then
holds infinitely often with Lebesgue measure 0 or 1, according as
is finite or not.
As a consequence of the above theorem -choosing e.g. c n := 2d n -we get the following corollary.
Corollary 1.3. Let (d n ) n∈N be a sequence of positive integers tending to infinity. Then a n = d n holds infinitely often with Lebesgue measure 0 or 1, according as
Remark 1.4 For d n := ⌊ n log(n)⌋ there are almost surely infinitely many values of n such that a n = d n and for e n := ⌊ √ n log(n)⌋ there are almost surely only finitely many values of n such that a n = e n .
Next we state a slightly different version of Theorem 1.2.
Theorem 1.5. Let (c n ) n∈N be a sequence of positive real numbers and (d n ) n∈N be a sequences of positive integers both tending to infinity. Then
As a second main result we give conditions for a central limit theorem (CLT) for a continued fraction counting process to hold. As a corollary ((A) in Corollary 1.9) we obtain a particular CLT connected to the Borel-Bernstein Theorem 1.1 generalizing the central limit theorem stated for the Lüroth coding in [Gal72, Theorem 1]. In Corollary 1.9 we obtain further CLTs connected to Theorem 1.2, Corollary 1.3, and Theorem 1.5. Theorem 1.6. Let (A n ) be a sequence of events such that A n ∈ σ (a n ) for all n ∈ N and define ρ := 1 − 1 − log 2 + log log 2 log 2 − 2 (π 2 log 2)/6 − 1
with θ defined in Lemma 2.2. Let (A n ) be such that there exists ǫ > 0 such that for only finitely many n ∈ N,
and suppose
Remark 1.7 We have by (2) that m (a n > 1) = 1 log 2 · log 1 + 1 2 < ρ.
Thus, if (A n ) is such that B n ⊂ {a n > 1} for all sufficiently large n, then the assumption (3) of the theorem is automatically fulfilled.
Remark 1.8 In order to compare the assumptions (3) and (4) in Theorem 1.6 under the extra condition of (X i := ½ Ai ) being a sequence of independent random variables (like for the Lüroth system), we make use of Lindeberg's condition to provide necessary conditions for the CLT to hold. That is we assume that for all ǫ > 0 we have
We find that this condition is in fact equivalent to
by noting that on the one hand condition (7) implies |X i − E (X i )| > ǫ · V (S n ) = ∅ for n sufficiently large and (6) clearly holds. On the other hand, if lim n→∞ V (S n ) < ∞, then there exists ǫ > 0 such that
> 0 for some i ∈ N and consequently (6) fails to hold.
Furthermore, we have that
where A c denotes the complement of the set A. This shows that the conditions (3) and (4) stated in the theorem imply condition (7) under the assumption of independence by observing that
However, the proof of the Gauss case needs some extra attention due to the lack of independence. In particular, we will provide the exact value of the first φ-mixing coefficient for the Gauss system improving an old result of Philipp [Phi88] who obtained 0.4 as an upper bound.
Combing Theorem 1.6 with the 0-1 laws stated above we obtain the following corollary.
Corollary 1.9. Let (b n ) and (c n ) n∈N be arbitrarily chosen sequences of positive real numbers and (d n ) n∈N be a sequences of positive integers such that (c n ) and (d n ) tend to infinity. Suppose that either
1.1. Khinchine's Theorem and related results. In this section we are going to state analogous results to the famous Khinchine 0-1-law for Diophantine approximation which can be stated as follows [Khi35] . Next, we define random variables that bridge the continued fraction digits (a n ) of an irrational number to its Diophantine properties (see e.g. [IK09, Chapter 1.2.1]).
p n := a n p n−1 + p n−2 , q n := a n q n−1 + q n−2 ,
we have
for n ∈ N, we have q n = y 1 · · · y n and y n = [a n ; a n−1 , . . . , a 1 ] = a n + y n−1 , n ∈ N. The random variable u n is crucial in the context of diophantine approximations. Recall the well-known estimate 1
For a comprehensive account we refer to [DK02, Chapter 5] or [IK09] .
As seen in the next lemma, the difference between the above defined variables and a n is bounded.
Lemma 1.12. Let (a n ) n ∈ N 0 denote the digits of the continued fraction expansion and let the random variables r n , y n , u n , n ∈ N 0 be defined as above. Then it holds that (A) a n ≤ r n < a n + 1, (B) a n ≤ y n < a n + 1, (C) a n < u n < a n + 2.
Proof. The inequalities (A) and (B) are immediate, (C) follows from Eq. (10).
Corollary 1.13. Let (c n ) n∈N be a sequence of real numbers and (d n ) n∈N be a sequence of natural numbers fulfilling the properties of Theorem 1.2 and such that
Then for the random variables, r n , y n , and u n , associated to the continued fraction digits, as defined in Lemma 1.11 and Eq. (8) and (9), we have that the inequalities
hold for infinitely many n ∈ N Lebesgue almost everywhere.
Proof. Assume that
, (y n )}, applying (A) and (B) of Lemma 1.12, we can conclude with the above theorem that d n < b n ≤ d n (1 + 1/c n ) + 1 infinitely often λ-almost everywhere (a.e.) and similarly, this time with (C) of Lemma 1.12, we get d n < u n ≤ d n (1 + 1/c n ) + 2 infinitely often λ-a.e.
Mixing properties
Our results will depend crucially on the mixing properties of the continued fraction digits. For this we first introduce the classical notion of φ-and ψ-mixing.
Definition 2.1 Let (Ω, A, P) be a probability space and C, D ⊂ A two σ-fields, then the following quantity measures the dependence of the sub-σ-fields.
With that the dependence coefficients are defined by
The sequence (X n ) is said to be φ-mixing or ψ-mixing if φ(n) → 0 or ψ(n) → 0 as n → ∞.
It follows easily that
for all n ∈ N. For more details about mixing conditions see [Bra05] .
Now we collect the necessary mixing properties of the continued fractions digits and state the following lemma from [IK09, Chapter 2.3.4].
Lemma 2.2. Let ψ = ψ m denote the ψ-mixing coefficient with respect to the continued fraction digits and the Gauss measure m. Then we have that
where ρ = π 2 log 2/6 − 1 and θ is some constant less than 0.30367, and ψ m (1) = 2 log 2 − 1, i.e. the digits of the continued fraction expansion are exponentially ψ-mixing.
In the next lemma we state the more involved direction of the 0-1 law.
To show this we make use of the mixing properties of the continued fractions using the following result of Chandra in [Cha08, Remark 1] for the reversed direction of the Borel-Cantelli Lemma.
Lemma 2.4. Let P be a probability measure and (C n ) n∈N be a sequence of measurable subsets such that
If there exists a function q : N → R >0 with ∞ m=1 q (m) < ∞ and such that for each i < j we have
Proof of Lemma 2.3. By Lemma 2.2 and by ψ m defined therein we have that
Thus,
Clearly,
Remark 2.5 The theorems from Section 1 use the ψ-mixing property of the continued fraction digits. The results could also be rephrased for a φ-mixing sequence of random variables. Indeed, if (X n ) is a φ-mixing sequence with summable φ-mixing coefficients, then we have for i > j that
implying the mixing condition in Lemma 2.4 also for the φ-mixing case.
We use Lemma 2.4 in particular to prove Theorems 1.2 and 1.5 and Corollary 1.3. For the proof of Theorem 1.6 we also use the mixing conditions in the proof of Lemma 5.2. In this case, φ-mixing with a sufficiently small mixing coefficient is sufficient as well.
Proofs of the 0-1 laws
Proof of Theorem 1.2. First we notice that (1) and (2) imply
To prove the first part we assume that
n < ∞ and notice that
By the Borel-Cantelli Lemma we conclude m (d n ≤ a n ≤ d n + d n /c n infinitely often) = 0.
For proving the second part we first show that n∈N 1/ (c n d n ) = ∞ is a sufficient condition. To show this we make use of the mixing properties of the continued fractions using Lemma 2.3. Clearly,
For this we come back to (12) and use this time
This together with (12) yields
Hence, using x log(2) ≤ log(1 + x) for all x ∈ I, we get
Next we assume that n∈N 1/d 2 n = ∞. Clearly, for all n ∈ N, we have
and since x log(2) ≤ log(1 + x) ≤ x for all x ∈ [0, 1], we obtain
Using Lemma 2.3 we conclude that d n ≤ a n ≤ d n (1 + 1/c n ) holds for infinitely many n ∈ N, λ-a.e. if
Proof of Theorem 1.5. First we notice that (2) implies
To prove the first part we assume that n : cn≤dn 1/ (c n d n ) < ∞. Applying (13) on (15) yields
Hence,
By the Borel-Cantelli Lemma we conclude m (d n < a n ≤ d n + d n /c n infinitely often) = 0.
For proving the second part we make use of an analogous statement as in the proof of Theorem 1.2.
With A n := {x : d n < a n (x) ≤ d n + d n /c n } ∈ σ (a n ) we have m(A n ) > 0 if and only if c n ≤ d n .
Hence, we are left to show that n∈N m (A n ) diverges if n : cn≤dn 1/ (c n d n ) does.
In the next steps let us assume that ⌊d n /c n ⌋ = 1. Then we have that
In the next steps we assume that d n /c n ≥ 2. Together with (14) and (15) this assumption yields
Hence, using x log 2 ≤ log(1 + x) for all x ∈ [0, 1], we get
Using Lemma 2.4 with P := m we conclude that d n < a n ≤ d n (1 + 1/c n ) holds for infinitely many n ∈ N, λ-a.e.
Extended random variables
For the proof of the Central Limit Theorem we make use of the natural extension and an associated auxiliary family of measure to be introduced next.
To construct a doubly infinite version of (a n ) n∈N under m we use the natural extension. We first define
It can be easily seen that
Then we define (a k ) k∈Z , where each a k : (0, 1) × I → N by
with a 1 (ω, θ) := a 1 (ω) . Lemma 4.2 (Brodén-Borel-Lévy formula, Proposition 1.3.8 of [IK09] ). For any a ∈ I we define s a 0 := a and s a n := 1/(s a n−1 + a n ). Then for any a ∈ I and n ∈ N we have that m a (G n < x : a 1 , . . . , a n ) = (s a n + 1) · x s a n x + 1 . Corollary 4.3 (Corollary 1.3.9 of [IK09] ). For any a, x ∈ I and n ∈ N we have that
For further investigations of the extended version of (a n ) see [IK09, Section 1.3].
Proof of of the central limit theorems
To prove Theorem 1.6 we start with two lemmas. In particular, Lemma 5.1 provides the exact value of φ (1). This improvemens a result by Philipp [Phi88, Lemma 2.1] who showed that φ (1) < 0.4.
Lemma 5.1. Let φ = φ m denote the φ-mixing coefficient for the Gauss system. Then we have that φ (1) = 1 − log 2 + log log 2 log 2 < 0.0861.
Proof. Let m a be the measure defined in (16) and let η := sup |m a (B) − m (B)| with the supremum taken over all a ∈ I and B ∈ B I . The proof of the lemma is separated into three parts, namely we show that (A) η = (1 − log 2 + log log 2) / log 2, (B) φ (1) ≤ η, and
The proofs of (B) and (C) are inspired by the proof for the ψ-mixing coefficient in [IK09] .
We have that f (a, ·) is the distribution function of a signed measure with density ∂f (a, x) /∂x. For each a ∈ I we obtain that max BI (m a (B) − m (B)) will be attained for B = {x : ∂f (a, x) /∂x > 0} and min m a (B) − m (B) will be attained for B c . In the following we will only calculate min m a (B) − m (B) since
and thus max a∈I m a (B) − m (B) = − min a∈I m a (B) − m (B)
In the next steps we calculate the zeros of ∂f (a, x) /∂x in dependency of a. We have that
.
From this we find that the two zeros are given by
With some further analysis we obtain that x a,1 ∈ I if and only if a ∈ [2 log 2 − 1, 1] and x a,2 ∈ I if and only if a ∈ [0, 1/ log 2 − 1].
We have that ∂f (a, x) /∂x changes sign from plus to minus in x = x a,1 for a ∈ [2 log 2 − 1, 1] and ∂f (a, x) /∂x changes sign from minus to plus in x = x a,2 for a ∈ [0, 1/ log 2 − 1].
We consider in the following three cases, namely (a) 0 ≤ a < 2 log 2 − 1, (b) 2 log 2 − 1 ≤ a ≤ 1/ log 2 − 1, and (c) 1/ log 2 − 1 < a ≤ 1.
ad (a): In this case we have that min B∈BI m a (B) − m (B) will be attained for
By determining the partial derivative of f with respect to a
we obtain that for all x ∈ I we have that ∂f (a, x) /∂a ≥ 0, i.e. for all x ∈ I, f is monotonically increasing in a. 
+ min b∈[2 log 2−1,1/ log 2−1]
For (18) we have by the monotonicity of f in a that the minimum will be attained for a = 2 log 2 − 1 in x 2 log 2−1,2 and for (19) we again have by the monotonicity of f in a that the minimum will be attained for a = 1/ log 2 − 1 in x 1/ log 2−1,1 .
Thus, on the one hand, min a∈[2 log 2−1,1/ log 2−1]
On the other hand, we have min b∈[2 log 2−1,1/ log 2−1]
Combining (18) and (19) with (20) and (21) = −f (1, 2 log 2 − 1) = 1 − log 2 + log log 2 log 2 .
Putting (17), (22), and (23) together yields the first statement.
ad (B): We define for n ∈ N and
and obtain from Lemma 4.3 and the fact that G is m-invariant that
where the supremum is taken over all B ∈ B ∞ k+n with m (B) > 0, i (k) ∈ N k , and k ∈ N.
Thus, if we set A :
and thus
By integrating the above inequality over a ∈ I with respect to m and considering that
we obtain φ (1) ≤ η.
ad (C): To prove the third part of the lemma we make use of the extended version of the Gauss system. We have that
where the supremum is taken over A ∈ σ (a n , a n+1 , . . .) and B ∈ σ (a 0 , a −1 , . . .) for which m B > 0. This follows directly from the definition of the biinfinite sequence (a n ) n∈Z and the definition of the φ-mixing coefficient.
Clearly, A = A × I and B = I × B, with A ∈ B ∞ 1 := B I and B ∈ B I . Thus,
with the supremum taken over A, B ∈ B I and m (A) > 0. Furthermore, we have that
for any A, B ∈ B I . It follows from (24) and the definition of η that
which completes the proof of (C).
Proof. We first notice that by Lemma 2.3 we have that (4) implies
Since {a n = 1} ⊂ A n {a n ∈ N} for only finitely many n ∈ N, say for no n greater than N ∈ N. Without loss of generality we assume that N = 1. We have that
Estimating the inner summands in (25) we first notice that
Cov ½ {ai∈N} , ½ Aj = 0.
Assume now that {a i = 1} ∩ A i = ∅. We always have that
) and for i > j we have that
which follows from (11).
Using the estimates of Lemma 2.2 and Lemma 5.1 we have that
Hence, we have for the sum in (25) that
Proof of Theorem 1.6. We use a Theorem by Neumann, see [Neu10, Theorem 2.1]:
Lemma 5.3. Let (X n,k ) n∈N,k≤n be a triangular array of random variables with zero expectation such that there exists ν 0 with n k=1 E X 2 n,k < ν 0 for all n ∈ N. Furthermore, we assume that
and for all ǫ > 0 it holds that
Moreover, we assume that there exists a summable sequence (θ r ) r∈N such that, for all u ∈ N and all indices 1 ≤ s 1 < s 2 < . . . < s u < s u + r = t 1 ≤ t 2 ≤ n, the following upper bounds for covariances hold true:
(A) for all measurable and quadratic integrable functions f : R u → R holds that |Cov (f (X n,s1 , . . . , X n,su ) , X n,t1 )| ≤ θ r · E (f 2 (X n,s1 , . . . , X n,su )) · max E X 2 n,t1 , n −1/2 , (27) (B) for all measurable and bounded functions f : R u → R holds that |Cov (f (X n,s1 , . . . , X n,su ) , X n,t1 · X n,t2 )| ≤ θ r · |f | ∞ · E X 2 n,t1 + E X 2 n,t2 + n −1 .
Then lim n→∞ n k=1 X n,k = N 0, σ 2 in distribution.
We apply this lemma to the random variables
, which are ψ-mixing since the continued fraction digits are ψ-mixing by Lemma 2.2. Since the (X n,k ) are centered, (26) follows immediately.
Since lim n→∞ V ( n i=1 ½ Ai ) = ∞ by Lemma 5.2 we obtain that for all ǫ > 0 there exists N ∈ N such that for all n ≥ N we have that ½ {|X n,k |>ǫ} = 0 and thus (26) follows. Setting r := s := 2, g := f (X n,s1 , . . . , X n,su ), and h := X n,t1 a straight forward application of Lemma 5.4 yields |Cov (f (X n,s1 , . . . , X n,su ) , X n,t1 )| ≤ 2φ (n) 1/2 · E (f 2 (X n,s1 , . . . , X n,su )) · E X 2 n,t1
≤ 2φ (n) 1/2 · E (f 2 (X n,s1 , . . . , X n,su )) · max E X 2 n,t1 , n −1/2 .
Furthermore, to prove (28) we use the following Lemma which is [Bil68, (20.28)].
Lemma 5.5. Let the assumption be as in Lemma 5.4. Then
Now, this lemma gives with g := X n,t1 · X n,t2 and h := f (X n,s1 , . . . , X n,su ) that |Cov (f (X n,s1 , . . . , X n,su ) , X n,t1 · X n,t2 )| ≤ 2φ (n) · |f | ∞ · E (|X n,t1 · X n,t2 |) ≤ 2φ (n) · |f | ∞ · E max X 2 n,t1 , X 2 n,t2
≤ 2φ (n) 1/2 · |f | ∞ · E X 2 n,t1 + E X 2 n,t2 + n −1 .
We have that φ (n) ≤ ψ (n) /2, see for example [Bra05, (1.11)], and by Lemma 2.2 it follows that ∞ n=1 2φ (n) 1/2 < ∞. Setting θ r := 2φ (r) 1/2 , (27) and (28) follow.
Hence, an application of Lemma 5.3 proves our central limit theorem.
