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Abstract
We study that over a certain type of trees (e.g., all trees or all binary trees) with a given number
of vertices, which trees minimize or maximize the total number of subtrees (or subtrees with at least
one leaf). Trees minimizing the total number of subtrees (or subtrees with at least one leaf) usually
maximize the Wiener index, and vice versa. In [L.A. Székely, H. Wang, Binary trees with the largest
number of subtrees, submitted for publication], we described the structure of binary trees maximizing
the total number of subtrees, here we provide a formula for this maximum value. We extend here the
results from [L.A. Székely, H. Wang, Binary trees with the largest number of subtrees, submitted for
publication] to binary trees maximizing the total number of subtrees with at least one leaf—this was
first investigated by Knudsen [Lecture Notes in Bioinformatics, vol. 2812, Springer-Verlag, 2003,
433–446] to provide upper bound for the time complexity of his multiple parsimony alignment with
affine gap cost using a phylogenetic tree.
Also, we show that the techniques of [L.A. Székely, H. Wang, Binary trees with the largest number
of subtrees, submitted for publication] can be adapted to the minimization of Wiener index among
binary trees, first solved in [M. Fischermann, A. Hoffmann, D. Rautenbach, L.A. Székely, L. Volk-
mann, Discrete Appl. Math. 122 (1–3) (2002) 127–137] and [F. Jelen, E. Triesch, Discrete Appl.
Math. 125 (2-3) (2003) 225–233].
Using the number of subtrees containing a particular vertex, we define the subtree core of the tree,
a new concept analogous to, but different from the concepts of center and centroid.
 2004 Elsevier Inc. All rights reserved.
✩ This research was supported in part by the NSF contracts DMS 0072187 and 0302307.
* Corresponding author.
E-mail addresses: szekely@math.sc.edu (L.A. Székely), hwang0@math.sc.edu (H. Wang).0196-8858/$ – see front matter  2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.aam.2004.07.002
L.A. Székely, H. Wang / Advances in Applied Mathematics 34 (2005) 138–155 139Keywords: Center; Centroid; Subtree core; Number of subtrees; Wiener index; Multiple parsimony alignment
with affine gap cost; Caterpillar; Binary tree; Tree
1. Terminology and notation
All graphs in this paper will be finite, simple and undirected. A tree T = (V ,E) is
a connected, acyclic graph. We refer to vertices of degree 1 of T as leaves. The unique
path connecting two vertices v, u in T will be denoted by PT (v,u). For a tree T and
two vertices v, u of T , the distance dT (v,u) between them is the number of edges on the
connecting path PT (v,u). For a vertex v of T , define the distance of the vertex as
gT (v) =
∑
u∈V (T )
dT (v,u),
the sum of distances from v to all other vertices. Let
σ(T ) = 1
2
∑
v∈V (T )
gT (v)
denote the Wiener index of T , which is the sum of distances for all unordered pairs of
vertices.
We call a tree (T , r) rooted at the vertex r (or denote just by T if it is clear what the
root is) by specifying a vertex r ∈ V (T ). For any two different vertices u, v in a rooted tree
(T , r), we say that v is a successor of u, if PT (r,u) ⊂ PT (r, v). Furthermore, if u and v
are adjacent to each other and dT (r, u) = dT (r, v)− 1, we say that u is a parent of v and v
is a child of u.
If v is any vertex of a rooted tree (T , r), let T (v), the subtree induced by v, denote the
rooted subtree of T that is induced by v and all its successors in T , and is rooted at v.
The height of a vertex v of a rooted tree T with root r is hT (v) = dT (r, v), and the
height of a rooted tree T is h(T ) = maxv∈T hT (v), the maximum height of vertices.
A binary tree is a tree T such that every vertex of T has degree 1 or 3. A rooted binary
tree is a tree T with root r , which has exactly two children, while every other vertex of T
has degree 1 or 3. A rooted binary tree T is complete, if it has height h and 2h leaves for
some h 0. In addition, we also take a single vertex to be a rooted binary tree of height 0.
A caterpillar tree is a tree, which has a path, such that every vertex not on the path is
adjacent to some vertex on the path. A binary caterpillar tree is a caterpillar tree, which is
also a binary tree.
For a tree T and a vertex v of T , let fT (v) denote the number of subtrees of T that
contain v, let F(T ) denote the number of non-empty subtrees of T .
2. Introduction
In [10] we characterized the binary tree on n vertices with the largest number of sub-
trees. We observe that the very same tree minimizes the Wiener index among binary trees
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that there is no monotone relationship between the number of subtrees and the Wiener in-
dex.
In [10] we did not give a formula for the largest number of subtrees that a binary tree on
n vertices can have. We provide now such a formula in Section 5. To give such a formula,
we had to introduce our alternative binary representation of integers in Section 4. The
sequence described by our formula seems not to be present in the On-Line Encyclopedia
of Integer Sequences [9].
In Section 6 we recall two basic lemmas from [10] and use these lemmas to show that
caterpillar trees on n vertices have the smallest number of subtrees among binary trees on
n vertices. These lemmas and their versions provide the most important tools for [10] and
also for the present paper.
In Section 7 we sketch that the cited results from [4,5] also can be obtained by a slight
variation of our method of [10].
Knudsen [7] provided a multiple parsimony alignment with affine gap cost using a phy-
logenetic tree. In bounding the time complexity of his algorithm, a factor was the number
of so-called “acceptable residue configuration”. In our terms, it is the number of subtrees
containing at least one original leaf vertex. Knudsen estimated the maximum number of
acceptable residue configurations among all binary trees. In Section 8 we show that the
binary trees which have the largest number of subtrees, also have the largest number of
acceptable residue configurations. We provide a formula this largest number, and also find
analogues for all earlier results on subtrees for subtrees with at lest one leaf vertex.
In Section 9 we introduce a new concept for the “middle of the tree”, the subtree core.
We show that it differs from the concept of center and centroid.
In Section 10 we discuss the possibility of a coherent theory generalizing the results
discussed in this paper.
3. Extremal trees for the number of subtrees
It is well known that the Wiener index among trees on n vertices is minimized by the star
K1,n−1 and is maximized by the n-vertex path Pn−1, see Entringer, Jackson, and Snyder
[3], or Lovász [8, 6.23]. We are going to show the counterparts of these simple results for
the number of subtrees.
Theorem 3.1. The n-vertex path Pn−1 has
(
n+1
2
)
subtrees, fewer than any other tree on n
vertices. The star K1,n−1 has 2n−1 +n−1 subtrees, more than any other tree on n vertices.
Proof. For T = Pn−1 (the path with n vertices), F(T ) is the number of ways to choose
a subpath (the number of ways to choose 2 out of n vertices as the end-vertices for the
subpath, allowing that the 2 vertices being the same), so F(Pn−1) =
(
n+1
2
)
.
For any n-vertex tree T , let V (T ) = {v1, v2, . . . , vn}. Then, for any 1  i  j  n,
PT (vi, vj ) is a subtree of T , so F(T )
(
n+1
2
)= F(Pn−1). If T is not a path, then it has a
vertex of degree  3. This vertex and its 3 neighbors define a subtree not counted by the
PT (vi, vj )’s, and therefore F(T ) >
(
n+1)
.2
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any non-star n-vertex tree T , F(K1,n−1) > F(T ). The base case n = 1 holds vacuously.
For any n  2, suppose the claim holds for trees with fewer than n vertices. Let T be
a tree that maximizes F(T ) among n-vertex trees. Consider 2 adjacent vertices x , y of T ,
let X, Y be the two components of T − xy after deleting the edge xy , such that x ∈ X
and y ∈ Y . Let us use the notation a = |V (X)|, b = |V (Y )|. Then we have a + b = n.
According to the decomposition,
F(T ) = F(X) + F(Y )+ fX(x)fY (y) F(K1,a−1)+ F(K1,b−1)+ 2a−1+b−1 (1)
 2a−1 + 2b−1 + n− 2 + 2n−2  2n−1 + 1 + n − 2 = F(K1,n−1), (2)
since the function 2x−1 + 2n−x−1 is maximized on the interval [1, n − 1] precisely in the
endpoints of that interval.
Equality holds in (1) and (2) if and only if a = 1 and Y is a star, or b = 1 and X is a star.
In both cases, T is a star as well. Thus, the induction step is completed. 
To present our main results, we have to give more definitions. Call a rooted binary tree
ordered, if for every k  1, the vertices at height k are put in a linear order, such that if u
and v are vertices at height k + 1, and they have distinct parents, then the order between u
and v at height k + 1 is the same as the order of their parents at height k.
A rooted binary tree is good, if
(i) the heights of any two of its leaf vertices differ by at most 1;
(ii) the tree can be ordered such that the parents of the leaves at the greatest height make
a final segment in the ordering of vertices at the next-to-greatest height.
For brevity, we often refer to such trees as rgood binary trees. A single-vertex rooted binary
tree is also rgood.
A binary tree is good, if it is obtained from two rgood binary trees T1 and T2 by joining
their roots with an edge, if
(i) for any two leaves, their respective heights in T1 and/or T2 differ by at most 1;
(ii) at least one of T1 and T2 is complete.
Note that good and rgood binary trees are unique in the following sense: if we have two
good (rgood) binary trees with same number of vertices, then we can label their vertices
such that they are isomorphic to each other. The concept of height can be naturally extended
to vertices of good binary trees, as shown on Fig. 1.
Fischermann, Hoffmann, Rautenbach, Székely, and Volkmann [4] proved:
Theorem 3.2. Among binary trees with n leaves, precisely the binary caterpillar tree max-
imizes the Wiener index.
Fischermann et al. [4], and independently Jelen and Triesch [5] proved:
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binary tree and of the two rgood parts of the good binary tree are shown on the line R× k.
Theorem 3.3. Among binary trees with n leaves, precisely the good binary tree minimizes
the Wiener index.
We proved in [10]:
Theorem 3.4. Among binary trees with n leaves, precisely the good binary tree maximizes
the number of subtrees.
We publish the proof of Theorem 3.4 in a separate paper because of its length. In this
paper we also solve the corresponding minimization problem:
Theorem 3.5. For any n 2, precisely the n-leaf binary caterpillar tree, which has 2n+1 +
2n−2 − n− 4 subtrees, minimizes the number of subtrees among n-leaf binary trees.
We postpone the proof of Theorem 3.5 to a later section.
We see here an amazing and not yet understood relationship between the Wiener index
and the number of subtrees. Unfortunately this relationship does not extend as expected.
After the results presented in this section, it might be natural to conjecture that “within
certain classes of trees of a fixed parameter, the smaller F(T ) is, the bigger σ(T ) is”.
However, using the tree in Fig. 2 we construct binary trees T ′ and T ′′, such that F(T ′) >
F(T ′′) and σ(T ′) > σ(T ′′).
In the binary tree T in Fig. 2, x and y are leaves; T1 − {v1} is a complete binary tree of
height 3 on 15 vertices; T2 − {v2} is a complete binary tree of height 2 on 7 vertices; T3 is
a binary caterpillar tree on 10 vertices; T4 is a binary caterpillar tree on 16 vertices.
Let Ai = fTi (vi), Bi = gTi (vi), Ni = |V (Ti)| for i = 1,2,3,4. Simple calculations
show that A1 = 677,A2 = 26,A3 = 47,A4 = 383, N1 = N4 = 16,N2 = 8,N3 = 10. It
is easy to verify that
fT (x) = 1 +A1 +A1A2 +A1A2A3 + 2A1A2A3A4,
fT (y) = 1 +A4 +A4A3 +A4A3A2 + 2A4A3A2A1,
Fig. 2. Constructing a counterexample.
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4∑
i=1
(Bi + iNi) = 126 +
4∑
i=1
Bi,
gT (y)=
4∑
i=1
(B5−i + iN5−i ) = 124 +
4∑
i=1
Bi,
and therefore gT (x) > gT (y). Also,
fT (x)− fT (y) = (A1 −A4)(1 +A2A3)+ (A1A2 −A3A4) = 359163 > 0.
Take any rooted binary tree X with root r , which has more than one vertex. Define T ′
as the union of T and X with x being identified with r , and define T ′′ be the union of T
and X with y being identified with r . Then we have the counterexample by
F
(
T ′
)−F (T ′′)= fX(r)(fT (x)− fT (y))> 0,
σ
(
T ′
)− σ (T ′′)= ∑
v∈V (X)
dX(v, r)
(
gT (x)− gT (y)
)
> 0.
4. Alternative binary representation of integers
To find a formula for the number of subtrees of rgood and good binary trees will require
a novel unique representation of the number n > 1 as a sum of powers of 2 that we will
write as
n =
l∑
i=1
2ki . (3)
We describe this representation recursively. We define k1 by the inequality 2k1  2n/3 <
2k1+1. If we have already defined k1, k2, . . . , ki−1 and
∑i−1
t=1 2kt < n, then ki is defined as
follows: if n −∑i−1t=1 2kt = 2m for some m, then ki = m and we have the terminal term in
the representation. Otherwise define ki by the inequality
2ki  2
3
(
n −
i−1∑
t=1
2kt
)
< 2ki+1.
The definition of k1 differs only in one aspect from the definition of the generic ki : in
the first step powers of two are split further, while in the generic step they are not. This
means in particular that for any n > 1, we have l  2. If l = 2, then k2 + 1 k1  k2  0,
and k1 = k2 if and only if n = 2k1+1. We always have k1 = log2(2n/3).
The representation is clearly unique and has the properties that the terms are decreas-
ing: k1  k2  · · ·; and that the representation is hereditary in the following sense: if n is
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∑l
i=1 2ki , then for all j  l − 1
l∑
i=j
2ki (4)
is the representation of the numerical value of the sum in (4).
We use a simple lemma from [10]:
Lemma 4.1. Assume that removing the root of a rooted binary tree T , we obtain two rgood
induced subtrees, T1 and T2. Assume further that T1 has no more leaves than T2. Now T is
rgood if and only if one of the following conditions hold:
(i) h(T1) = h(T2), and T2 is complete;
(ii) h(T1) = h(T2)− 1, and T1 is complete.
Lemma 4.1 immediately implies that the terms in the novel binary representation of n
correspond to the following procedure decomposing rgood binary trees into a sequence
of complete binary trees with the same total number of leaves. We give the decomposi-
tion recursively. In the first step, if the rgood binary tree T on n > 1 leaves is complete,
then the decomposition splits it into two isomorphic complete (and rgood) binary trees. In
later steps, if an emerging rgood binary tree is complete, we do not split it further. If the
emerging rgood binary tree is not complete, remove the root to obtain two induced rooted
binary trees T1 and T2. If (i) from Lemma 4.1 applies, write down T2 and consider T1 for
further splitting. If (ii) from Lemma 4.1 applies, write down T1 and consider T2 for further
splitting. It is clear that in any case the first complete binary tree in the decomposition has
at most 2/3 of the leaves of T , but has more than 1/3 of them.
There is another simple lemma in [10] describing the structure of good binary trees:
Lemma 4.2. Let us be given two rgood binary trees, T ′ and T ′′, such that h(T ′) h(T ′′).
Join with an edge the roots of T ′ and T ′′ to obtain the binary tree T . Now T is good if and
only if one of the following conditions hold:
(i) h(T ′) = h(T ′′), and at least one of T ′ and T ′′ is complete;
(ii) h(T ′) = h(T ′′)− 1, and T ′ is complete.
It is clear from Lemma 4.2 that the novel binary representation also describes numer-
ically splitting the good binary tree into two rgood binary trees by deleting the edge on
R× 0, and then splitting further the arising rgood binary trees as described above for the
decomposition of rgood binary trees.
5. Closed formula for the number of subtrees in good binary trees
An interesting question remaining after Theorem 3.4 is to calculate F(T ) when T is a
good binary tree with n leaves. This will be done by solving a number of recurrences. Let
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Rn is unique up to isomorphism.) Let fn denote the number of subtrees of Rn containing
the root, i.e., fn = fRn(r). Notice that we suppressed the root and the tree in the notation
fn. Observe the initial values f1 = 1, f2 = 4. Next, let Fn denote the total number of
subtrees in Rn, i.e., Fn = F(Rn). Observe the initial values F1 = 1, F2 = 6. Let Gn denote
the good binary tree on n leaves. The plan to compute F(Gn) is the following: we evaluate
f2k , F2k , Fn, and F(Gn) in this order.
Counting the empty subtree as well with fn + 1, it is not hard to see the following
recurrence relationship for all k  1:
(f2k + 1) = (f2k−1 + 1)2 + 1, (5)
and f1 = 1. Fortunately, Aho and Sloane [2] solved the recurrence relation (5) explicitly:
f2k =
⌊
q2
k+1⌋− 1 (6)
for k  0, where a is the floor function of a, and
q = exp
( ∞∑
i=0
2−i−1 ln
(
1 + 1
f2i
))
= exp
(
1
2
ln 2 + 1
4
ln
5
4
+ 1
8
ln
26
25
+ 1
16
ln
677
676
+ · · ·
)
.
Numerically q = 1.502837 . . . . For further details, see [2].
Observe that F1 = 1 and that for all k  1 the following recurrence relation holds:
F2k = 2F2k−1 + f2k = f2k + 2f2k−1 + 4f2k−2 + · · · + 2k−1f21 + 2kF1. (7)
Using (6), it is easy to solve (7) by
F2k =
k−1∑
i=0
2i
⌊
q2
k−i+1⌋+ 1. (8)
Next, we try to compute fn based on the representation of n in (3), using the following
more general version of (5):
(fn + 1) = (f2k1 + 1)(fn−2k1 + 1)+ 1. (9)
As we noted in Section 4, for every n > 1 we have l  2. Therefore, iterating (9) yields:
(fn + 1) =
l−2∑
i=1
i∏
j=1
(f2kj + 1)+
l∏
j=1
(f2kj + 1)+ 1
=
l−2∑ i∏⌊
q2
kj+1⌋+ l∏⌊q2kj+1⌋+ 1. (10)i=1 j=1 j=1
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obtain a recursion for Fn as well:
Fn = F2k1 + Fn−2k1 + fn. (11)
Solving (11) by iteration over the same decomposition, we obtain
Fn =
l∑
i=1
F2ki +
l−1∑
i=1
f∑l
j=i 2
kj =
l∑
i=1
(
ki−1∑
j=0
2j
⌊
q2
ki−j+1⌋+ 1
)
+
l−1∑
i=1
f∑l
j=i 2
kj . (12)
Notice that (12) still contains f -terms. Using (10) we substitute them by explicit terms for
i  l − 1:
f∑l
j=i 2
kj =
l−2∑
j=i
j∏
s=i
⌊
q2
ks+1⌋+ l∏
j=i
⌊
q2
kj+1⌋;
and then express explicitly Fn:
Fn =
l∑
i=1
(
ki−1∑
j=0
2j
⌊
q2
ki−j+1⌋+ 1
)
+
l−1∑
i=1
(
l−2∑
j=i
j∏
s=i
⌊
q2
ks+1⌋+ l∏
j=i
⌊
q2
kj+1⌋)
. (13)
Next, observe for all n > 1 the identity
F(Gn) = Fn − 1 − f2k1 − fn−2k1 (14)
holds, and gives an explicit formula to F(Gn) in view of (3), (6), (10), and (13). Indeed,
(14) is true for the following reason. Let r denote the root of Rn, let its neighbors be x and
y , such that x is the root of the subtree of 2k1 leaves. Categorise the subtrees of Rn by the
following cases:
(1) does not contain any of r, x, y;
(2) contains x but not r;
(3) contains y but not r;
(4) contains all of x, y, r .
(5) the one-vertex tree r;
(6) contains r and x but not y—there are f2k1 of them;
(7) contains r and y but not x—there are fn−2k1 of them.
Deleting r and joining x to y establishes a bijection between subtrees of Gn and subtrees
of Rn in the cases (1)–(4).
From the formula (14) and (16) one can obtain F(Gn) for small values of n as shown in
the table below. The table also includes F ∗(Gn), the number of subtrees of Gn containing
at least one leaf. Formula (16) will determine F ∗(Gn).
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fn 1 4 10 25 55 130 286
Fn 1 6 17 37 78 173 340
F(Gn) 3 11 28 63 143 304
F ∗(Gn) 3 10 25 57 132 287
6. Some proofs
The main goal of this section is to prove Theorem 3.5. We do not give however, the
simplest proof that we know. Instead, we prove two lemmas that we need in [10] to prove
Theorem 3.4. In Sections 7 and 8 we twist these lemmas further to adapt them for the
solution of two other extremal problems, also optimized by good trees among binary trees
with given number of vertices and leaves.
Consider the tree T in Fig. 3, with leaves x and y , and PT (x, y)= xx1 . . . xnzyn . . . y1y
(xx1 . . . xnyn . . . y1y) if dT (x, y) is even (odd), for any n 0.
After the deletion of all the edges of PT (x, y) from T , some connected components
will remain. Let Xi denote the component that contains xi , let Yi denote the component
that contains yi , for i = 1,2, . . . , n, and let Z denote the component that contains z. Set
ai = fXi (xi) and bi = fYi (yi) for i = 1, . . . , n, and c = fZ(z).
Lemma 6.1 [10]. In the situation described above, if ai  bi for i = 1,2, . . . , n, then
fT (x) fT (y). Furthermore, fT (x) = fT (y) if and only if n = 0 or ai = bi for all i .
If we have a tree T with leaves x and y , and two rooted trees X and Y , then we can
build two new trees, first T ′, by identifying the root of X with x and the root of Y with y ,
second T ′′, by identifying the root of X with y and the root of Y with x . Under the circum-
stances below we can tell which composite tree has more subtrees.
Lemma 6.2 [10]. If fT (x) > fT (y) and fX(x) < fY (y), then we have
F
(
T ′′
)
>F
(
T ′
)
.
We use Lemmas 6.1 and 6.2 to prove Theorem 3.5.
Proof. Let Cn denote the binary caterpillar with n  2 leaves as in Fig. 5. First we are
going to calculate F(Cn). We start with observing F(C2) = 3. For n  3 we have the
following recurrence relationship for F(Cn):
F(Cn) = F(Cn−1)+ 3fCn−1(vn−1)+ 2,
Fig. 3. Path PT (x, y) connecting leaves x and y.
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where F(Cn−1) is the number of subtrees of Cn which contain neither of vn nor un−1;
3fCn−1(vn−1) + 2 is the number of subtrees of Cn which contain un−1 but not vn, vn but
not un−1, or both un−1 and vn. Also, we have the following recurrence relationship for
fCn(vn):
fCn(vn) = 2fCn−1(vn−1) + 1,
since for each subtree S of Cn−1 counted in fCn−1(vn−1), T1 = S ∪ {vn} and T2 = S ∪
{vn}∪ {un−1} is each a subtree of Cn that contains vn. And 1 in the formula counts vn itself
as a subtree of Cn that contains vn.
It follows that fCn(vn) = 2n−1 +2n−2 −1, as fC2(v2) = 2. Thus, we can easily calculate
that F(Cn) = 2n+1 + 2n−2 − n− 4.
Let now T be a binary tree with n leaves that minimizes F(T ), and suppose (for con-
tradiction) that T is not a caterpillar. Note that this implies n 3.
Let P = vmvm−1 . . . v1y be a longest path in T . Clearly m 2. Then vm and y must be
leaves. Let ui be the neighbor of vi that is not on P , for i = 1,2, . . . ,m − 1. Note that the
ui ’s exist, since T is a binary tree. It is easy to see that um−1 and u1 must be leaves by the
choice of P . Let
i0 = min
{
i ∈ {1,2, . . . ,m− 1} s.t. ui is not a leaf
}
,
i0 exists since T is not a caterpillar tree, and we have T as shown in Fig. 6.
To use Lemma 6.1, substitute
x ← ui0 ; x1 ← vi0 ; y1 ← v1; . . . ,
then we have X,X1, . . . , Y,Y1, . . . (and Z if necessary) respectively as in Lemma 6.1.
Notice that we obtain Y ← {y}, a single vertex tree, and observe that fX(x) > fY (y), and
a1 > b1 = 2, ai = bi = 2 for all the other i . By Lemma 6.1, we have fS(x) > fS(y), where
S = (T \X) ∪ {x}.
Fig. 5. A caterpillar tree with n leaves.
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Hence, we can apply Lemma 6.2 and it follows that if we interchange X and Y (which is
actually moving X to y), we will decrease F(T ), while not changing the number of leaves
Thus, we have a contradiction, and hence T is a caterpillar. 
7. Further relation between F(T ) and σ(T )
Lemmas 6.1 and 6.2 have analogues, which we will outline below, which can be used
to prove Theorems 3.2 and 3.3. First, notice that for two rgood binary trees T and T ′ with
roots r and r ′ respectively, then one is always a subtree of the other. Therefore we have
gT (r) > gT ′
(
r ′
) ⇔ ∣∣V (T )∣∣> ∣∣V (T ′)∣∣ and
gT (r) = gT ′
(
r ′
) ⇔ ∣∣V (T )∣∣= ∣∣V (T ′)∣∣.
Consider now the same tree as in Lemma 6.1, shown at Fig. 3, and set a′i = gXi (xi), Ni =|V (Xi)| and b′i = gYi (yi), Mi = |V (Yi)| for i = 1,2, . . . , n, and c′ = gZ(z), N = |V (Z)|.
(Note that z and Z exist if and only if dT (x, y) is even.)
Lemma 7.1. If Ni Mi for i = 1,2, . . . , n, then gT (x)  gT (y). Furthermore, gT (x) =
gT (y) if and only if n = 0 or Ni = Mi for any 1 i  n.
Proof. If z and Z occur, then
gT (x) =
n∑
i=1
iNi + (n+ 1)N +
n∑
j=1
(2n+ 2 − j)Mj +
n∑
i=1
a′i +
n∑
j=1
b′j + c′ + 2n,
gT (y) =
n∑
i=1
iMi + (n+ 1)N +
n∑
j=1
(2n+ 2 − j)Nj +
n∑
i=1
a′i +
n∑
j=1
b′j + c′ + 2n,
and it is not hard to see that
gT (x)− gT (y) =
n∑
i(Ni −Mi) +
n∑
(2n+ 2 − j)(Mj −Nj )
i=1 j=1
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n∑
i=1
(2i − 2n− 2)(Ni −Mi) 0,
with strict inequality if Ni >Mi for any i ∈ {1,2, . . . , n}.
A similar argument works if z and Z do not occur. 
Consider the trees T ′ and T ′′ in Lemma 6.2. Then we have
Lemma 7.2. If gT (x) < gT (y) and |V (X)| > |V (Y )|, then σ(T ′′) > σ(T ′).
Proof. Similar to the proof of Lemma 6.2, we only need to consider the paths which con-
tain one and only one of x and y . For T ′, the sum of the lengths of the paths which contain
x but not y is
gX(x)
∣∣V (T )∣∣+ (gT (x)− dT (x, y))∣∣V (X)∣∣,
the sum of the lengths of the paths which contain y but not x is
gY (y)
∣∣V (T )∣∣+ (gT (y)− dT (x, y))∣∣V (Y )∣∣.
Similarly, for T ′′, these two numbers are
gY (y)
∣∣V (T )∣∣+ (gT (x)− dT (x, y))∣∣V (Y )∣∣,
and
gX(x)
∣∣V (T )∣∣+ (gT (y)− dT (x, y))∣∣V (X)∣∣.
Therefore
σ
(
T ′
)− σ (T ′′)= gT (x)∣∣V (X)∣∣+ gT (y)∣∣V (Y )∣∣− gT (x)∣∣V (Y )∣∣− gT (y)∣∣V (X)∣∣
= (gT (x)− gT (y))(∣∣V (X)∣∣− ∣∣V (Y )∣∣)< 0. 
Using arguments similar to those in the proofs of Theorems 3.5, 3.2 about the maxi-
mization of the Wiener index among binary trees can be proved using the lemmas above.
To obtain an alternative proof to Theorem 3.3 of Fischermann et al. [4] about the mini-
mization of the Wiener index among binary trees, one has to repeat, mutatis mutandis, the
proof of Theorem 3.4, as it is written in [10]. For guidance, we state below the most crucial
lemma. Before that, we have to make some additional definitions and conventions.
If T is a rooted binary tree with root r , and r1, r2 are the children of r , then we will
simply write T1 for T (r1) and T2 for T (r2). We assign the labels r1 and r2 according the
following rule: |V (T2)| |V (T1)|. Ti will be rooted at ri , i = 1,2. We define recursively
Ti1i2...ik1 and Ti1i2...ik2 to be the two rooted binary trees induced by the children of the root
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the labels ri1i2...ik1 and ri1i2...ik2 according the following rule:∣∣V (Ti1i2...ik2)∣∣ ∣∣V (Ti1i2...ik1)∣∣. (15)
We complete the recursive definition by letting ri1i2...ik be the root for Ti1i2...ik .
Lemma 7.3. Assume T is a binary tree that minimizes σ(T ) among n-leaf binary trees.
Assume that T is divided into two rooted subtrees T ′, T ′′ by the removal of the edge v′v′′
as shown in Fig. 4 in [10]. Then, if for all k  1 the inequalities∣∣V (T ′)∣∣> ∣∣V ((T ′′)2...21︸︷︷︸
k 2′s
)∣∣
hold, then T ′′ is rgood.
The complete proof is available in [12].
8. Subtrees with at least one leaf
Knudsen [7] provided a multiple parsimony alignment with affine gap cost using a phy-
logenetic tree. In bounding the time complexity of his algorithm, a factor was the number
of so-called “acceptable residue configuration”. In our terms, it is the number of subtrees
containing at least one leaf vertex. Knudsen estimated the maximum number of acceptable
residue configurations over all binary trees. Here we show that good binary trees have the
largest number of acceptable residue configurations and provide a formula to compute the
number of them. Knudsen’s estimate easily follows from the formula.
To complement our earlier results, we show that caterpillar trees minimize the number
of acceptable residue configurations, and also study Knudsen’s problem for arbitrary trees.
We give some formal definitions. For a tree T and a vertex v ∈ V (T ), let f ∗T (v) denote
the number of subtrees of T which contain v and at least one leaf different from v; and
let F ∗(T ) denote the number of subtrees of T which contain at least one leaf. If T is a
single-vertex tree, then f ∗T and F ∗ vanishes on it.
Theorem 8.1. Among trees on n  3 vertices, the path Pn−1 minimizes F ∗ with
F ∗(Pn−1) = 2n−1; while the star K1,n−1 maximizes F ∗ with F ∗(K1,n−1) = 2n−1 +n−2.
Proof. For T = Pn−1, F ∗(T ) = F(Pn−1)− F(Pn−3) = 2n− 1.
For any n-vertex tree T , let V (T ) = {v1, v2, . . . , vn}. Let v1, vn be two of the leaves
of T (since a tree T has at least 2 leaves for n  3). Then, for any 1  i  n, PT (v1, vi)
and PT (vn, vi) are subtrees of T that contain at least a leaf, so F ∗(T ) 2n−1 (PT (v1, vn)
was counted twice in the above analysis). If T is not a path, then it has at least another leaf,
say v2, then the single vertex v2 is not counted, and therefore F ∗(T ) > 2n− 1.
It is easy to see that F ∗(K1,n−1) = F(K1,n−1)− 1 = 2n−1 + n− 2.
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deleting all the leaves of T . We already know that F(T ) F(K1,n−1) = 2n−1 +n− 1. For
n 3, T have at least one vertex that is not a leaf, and hence F(H) 1. Thus, F ∗(T )
F(K1,n−1)− 1 = 2n−1 + n− 2.
Equality holds in the above if and only if T = K1,n−1. 
Theorem 8.2. If T is a binary tree that maximizes F ∗(T ) among n-leaf binary trees, then T
must be good.
Theorem 8.3. Among n-leaf binary trees, the caterpillar tree minimizes F ∗(T ).
We will publish the proof of Theorem 8.2, which is even more complicated than the
proof of Theorem 3.4 in [10], in a separate paper. The draft of the proof is already available
in [11]. The proof of Theorem 8.3 will be available in [12].
Using the notation Gn from Section 5, we have that
Theorem 8.4. The maximum value of F ∗(T ) among n-leaf binary trees is
F ∗(Gn) =
{
F(Gn)− F(Gn/2) if n even,
F(Gn)− 2F(G(n−1)/2)/3 − F(G(n+1)/2)/3 − 1/3 if n odd. (16)
Proof. The maximizing tree is good, so T = Gn, and F(Gn) counts all of its subtrees. If
n is even, then for correction, from F(Gn) we have to subtract the number of subtrees of
H , where H is the tree obtained from T deleting all leaves. If n is even, then H is also a
good binary tree, but on n/2 vertices.
If n is odd, then there is a problem: after the deletion of leaves the remaining tree is not
binary.
Make a drawing of Gn as described at the definition of goodness, and label the leaves
from left to right as v1, v2, . . . , vn. Let vk be the last leaf of height h(Gn)− 1. Then k must
be odd. Let x be the parent of vk and u be the other child of x . Observe that the children
of u are vk+1 and vk+2 (see Fig. 7). Again, let H be obtained from Gn by deleting all
leaves, and let G(n−1)/2 be obtained from H by deleting u. Then we have
F ∗(Gn) = F(Gn)− F(H) (17)
and
F(H) = F(G(n−1)/2) + 1 + fG(n−1)/2(x). (18)
Observe the identity
3fG(n−1)/2(x) = F(G(n+1)/2)− F(G(n−1)/2)− 2. (19)
We justify (19) with a case analysis referring to Fig. 7. A subtree of G(n+1)/2 = H ∪
{(x, vk)} can be a {u}, {vk}, a subtree of G(n−1)/2 = H \ {u}, or a subtree of G(n−1)/2 =
H \ {u} containing x with one or two elements of {u,vk} added.
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Now the second case of (16) follows from Eqs. (17), (18), and (19). 
9. The subtree core of a tree
Much research has been devoted to define the “middle part” of a tree. The first such
result is due to Jordan [6]. In a tree T , the branch weight of a vertex v, bw(v), is the max-
imum number of edges over all subtrees of T which contain v as a leaf. By definition, the
centroid C(T ) of T is the set of vertices minimizing the branch weight. Jordan [6] showed
that either C(T ) = {c}, and bw(c)  (n − 1)/2, or C(T ) = {c1, c2}, where c1 and c2 are
adjacent vertices with bw(c1) = bw(c2) = (n− 1)/2, and in both cases all other vertices
have branch weight strictly exceeding n/2. Zelinka [13] gave an alternative characteriza-
tion of the centroid: C(T ) contains exactly those vertices u of V (T ), which minimize the
distance function of vertices, i.e., gT (u) =∑v∈V dT (u, v).
Jordan [6] also defined the center of a tree T , as the set of vertices minimizing the
function eccentricity ecc(u) = maxv∈V (T ) dT (u, v), and showed that the center contains
one vertex or two adjacent vertices. (For a contemporary reference, see [8, 6.21 and 6.22].)
Ádám [1] studied further concepts of centrality in trees.
Here we are going to define the “middle part” of a tree in a new way. Recall that fT (v)
denotes the number of those subtrees of T , which contain v. Define the subtree core of T
as the set of vertices maximizing fT (v).
Theorem 9.1. The subtree core of any tree T contains one or two vertices, and if the
subtree core contains two vertices, then they must be adjacent.
Proof. First we are going to show that fT is strictly concave along any path of T , and
hence fT is maximized at a single vertex or two adjacent vertices on any path of T .
For any tree T (Fig. 8), consider three vertices x , y , z such that xy, yz ∈ E(T ). Let X,
Y , Z denote the components containing x , y , z after the removal of the edges xy and yz
from T . Observe the identities
Fig. 8. x, y, z are the roots of X, Y , Z respectively.
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fT (x) = fX(x)+ fX(x)fY (y)+ fX(x)fY (y)fZ(z),
fT (z) = fZ(z)+ fZ(z)fY (y)+ fZ(z)fY (y)fX(x),
fT (y) = fY (y)+ fX(x)fY (y)+ fZ(z)fY (y)+ fX(x)fY (y)fZ(z).
Comparing fT (x)+ fT (z) and 2fT (y), we obtain
2fT (y)− fT (x)− fT (z) = 2fY (y)+
(
fX(x)+ fZ(z)
)(
fY (y)− 1
)
> 0,
and therefore fT (.) is strictly concave along any path of T . If fT (v) were maximized in
3 different vertices of T , then any two of them must be consecutive on some path, which
yields a contradiction. 
Next, we are going to show that the concept of the subtree core differs from both of
the concepts of the center and centroid. Consider tree T0 in Fig. 9. The center is {x}, the
centroid is {y}, while the subtree core is {z}.
Similar to the subtree core, we define the f ∗-subtree core of a tree T as the set of
vertices maximizing f ∗T (v).
Theorem 9.2. Assume that the tree T has no vertices of degree 2. Then the f ∗-subtree core
of the tree T contains one or two vertices, and if the f ∗-subtree core contains two vertices,
then they must be adjacent.
Proof. As in the proof of Theorem 9.1, it is enough to show that f ∗T is strictly concave
along any path of T .
For any tree T (Fig. 8), consider three vertices x , y , z such that xy, yz ∈ E(T ). Let X,
Y , Z denote the components containing x , y , z after the removal of the edges xy and yz
from T . “Cancelling” with subtrees containing both x , y and a leaf (both y , z and a leaf),
we obtain the identities
f ∗T (y)− f ∗T (x) = f ∗Y∪Z(y)− f ∗X(x),
f ∗T (y)− f ∗T (z) = f ∗X∪Y (y)− f ∗Z(z).
Since the degree of x and y is not 2, Y \ {y} is not empty and hence f ∗Y∪Z(y) > f ∗Z(z) and
f ∗X∪Y (y) > f ∗X(x). Comparing f ∗T (x)+ f ∗T (z) and 2f ∗T (y), we obtain
2f ∗T (y)− f ∗T (x)− f ∗T (z) = f ∗Y∪Z(y)+ f ∗X∪Y (y)− f ∗X(x)− f ∗Z(z) > 0. 
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every non-leaf vertex is in the f ∗-subtree core.
10. Open problems
It is not difficult to design a recursive algorithm that would compute the number of
subtrees of a tree in a time bounded by a polynomial of n, the number of vertices. We
wonder if there is some kind of formula to compute the number of subtrees in a tree.
Let us restrict the discussion to binary trees. We conjecture that our results can be gen-
eralized for “subtrees with at least k leaves” for any fixed value of k. We conjecture that
“Wiener index” in our results can be substituted by “sum of interleaf distances” or “sum of
distances between leaves and internal vertices”. It looks like that all these problems must
be handled by exchanging branches of the tree, such that “heavy” parts move towards the
“middle”. Such arguments were explicitly present in [4]. However, a unified approach to
these solved and unsolved problems is still missing.
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