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Resume { Le present papier est consacre a l'etude du probleme de la separation aveugle d'un melange instantane de sources
gaussiennes autoregressives, sans bruit additif, par la methode du maximum de vraisemblance exact. La maximisation de la
vraisemblance est decomposee, par relaxation, en deux sous-problemes d'optimisation, egalement traites par des techniques de
relaxation. Le premier consiste en l'estimation de la matrice de separation a structure autoregressive des sources xee. Le second
est d'estimer cette structure lorsque la matrice de separation est xee. Le premier probleme est equivalent a la maximisation du
determinant de la matrice de separation sous contraintes non lineaires. Nous donnons un algorithme de calcul de la solution de
ce probleme pour lequel nous precisons les conditions de convergence. Puis nous analysons, par simulation, les performances de
l'estimateur ainsi deni et nous montrons l'amelioration qu'il apporte a la procedure de quasi-maximum de vraisemblance.
Abstract { This paper deals with the problem of blind separation of an instantaneous mixture of Gaussian autoregressive
sources, without additive noise, by the exact maximum likelihood approach. The maximization of the likelihood is divided, using
relaxation, into two sub-optimization problems, still solved by relaxation techniques. The rst one consists in the estimation of
the separation matrix when the autoregressive structure of the sources is xed. The second one aims to estimate this structure
when the separation matrix is xed. We show that the rst problem is equivalent to the determinant maximization of the
separation matrix under nonlinear constraints. We propose in this paper an algorithm to compute the solution of such a problem
and we look at its convergence properties. Then we study, by computer simulation, the performance of our estimator and show
the improvement of its achievements with respect to the quasi-maximum likelihood estimator.
1 Introduction
Nous considerons dans ce rapport le probleme de la se-
paration aveugle d'un melange instantane de sources colo-
rees sans bruit additif par des techniques du second ordre :
X(t) = AS(t): (1)
Plusieurs methodes ont ete proposees ([2],[4],[6],[8]). La
methode du Quasi-Maximum de Vraisemblance (QMV),
introduite par Pham et Garat [6], montre que la maxi-
misation d'une vraisemblance approchee equivaut a la re-
cherche de sources dont des versions ltrees soient decor-
relees entre elles. Les ltres optimaux sont lies a la struc-
ture temporelle des sources. Celle-ci etant inconnue, ils
sont remplaces par des ltres choisis a priori. Par ailleurs
Burg [3] a montre que le principe du maximum d'entro-
pie conduit a retenir la modelisation autoregressive dans
ce type de situation. Ce modele a d'ailleurs ete utilise re-
cemment par Amari [1] pour la construction d'un algo-
rithme adaptatif. Nous proposons donc de considerer la
vraisemblance exacte associee a un melange instantane
de sources gaussiennes autoregressives. La maximisation
est realisee par des techniques de relaxation. On maxi-
mise la vraisemblance de facon alternative par rapport a
chacun des deux parametres, l'autre etant alors xe, que
constituent la matrice de separation d'une part et la struc-
ture autoregressive des sources d'autre part. Chacune des
deux etapes de maximisation est egalement realisee par
relaxation. La seconde est une simple adaptation de la
methode du Maximum de Vraisemblance Exact (MVE)
pour le modele autoregressif de Pham [7]. Par contre, la
premiere equivaut au probleme geometrique P suivant :

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qui maximisent le volume du paral-
lepipede que forment ces vecteurs. Ce probleme apparem-
ment simple, n'entre pas dans le cadre de l'optimisation
convexe classique [9]. Nous donnons un algorithme de cal-
cul de la solution pour lequel nous precisons les proprietes
de convergence. Nous etudions egalement le probleme de
l'unicite et celui de l'existence de maxima locaux dans le
cas particulier ou les axes principaux des ellipsodes sont
colineaires aux vecteurs de base de IR
K
. Cette situation
correspond au comportement asymptotique de l'estima-
teur de la structure des sources.
2 Presentation de la methodeMVE
2.1 Hypotheses
{ La matrice A est carree (autant de sources que de
capteurs) et inversible




sont independantes 8 k 6= j =
1; : : : ;K
{ S
k






{ B = A
 1













= (X(1); : : : ; X(T )) est la matrice des observa-
tions (de taille (K;T ))
2.3 Indeterminations
La representation (1) n'est pas unique au sens ou nous
pouvons toujours ecrire :













ou D est une matrice diagonale a elements strictement po-
sitifs, E est une matrice signe (diagonale a elements egaux
a 1) et  est une matrice de permutation. An de xer la
parametrisation du modele, nous adoptons les conventions
suivantes : (i) la variance d'innovation de chaque source
S
k
(:) est xee a 1 (D), (ii) la premiere composante non
nulle de chaque ligne de B est positive (E), (iii) les lignes
de B sont rangees par ordre decroissant de leur premiere
composante non nulle ().
2.4 Fonction de vraisemblance
2.4.1 Choix du parametre global
Les sources S
k






) est parametre par ses autocor-
relations partielles 
k
(i); i = 1; : : : ; p
k
, car la variance
de l'innovation est xee egale a 1. Ce choix de norma-
lisation laisse libre le parametre A. On note  le para-
metre de la structure des sources constitue par l'ensemble
f
k
(i); i = 1; : : : ; p
k
; k = 1; : : : ;Kg. Rappelons que la
seule contrainte sur  est que chaque 
k
(i) est en mo-





k 6= j, c'est-a-dire que les modeles AR(p
k
) sont supposes
distincts pour garantir l'identiabilite de A. Chaque ordre
p
k
est xe a priori ou estime selon la procedure preconisee
par De Luna [5]. Le parametre global du probleme de la
separation sera constitue par le couple (B; ).
2.4.2 Fonction log-vraisemblance
L'expression de la fonction log-vraisemblance du pro-







































est la matrice de covariance de (S
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; k = 1; : : : ;Kg est la base canonique de IR
K
.
3 Algorithme de relaxation
On maximise la vraisemblance de facon alternative par
rapport a chacun des deux parametres, l'autre etant alors
xe, que constituent B et . Chacune des deux etapes de
maximisation est realisee par relaxation.
3.1 Maximisation de L
T
par rapport a ,
a B xee
La maximisation de L
T
par rapport a  est equivalente

























associe a chaque source. L'estimation du parametre 
k
(:)
d'un processus AR par par la methode MVE a ete etu-
diee par Pham [7]. Elle est realisee par relaxation sur les

k
(j); j = 1; : : : ; p
k
. Nous proposons une version adap-









i 6= j xes, le critere (2) admet un seul minimum dans
] 1; 1[. Ce minimumest determine par la resolution d'une
equation du troisieme degre.
3.2 Maximisation de L
T
par rapport a B,
a  xe
On demontre que la maximisation de L
T
par rapport a
B, a  xe, est equivalente aux deux problemes d'optimi-
sation suivants :
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volume du parallelepipede que forment ces vecteurs.
{ P
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= 1 k = 1; : : : ;Kg.
Ce probleme apparemment simple, n'entre pas dans le
cadre de l'optimisation convexe classique [9].
3.2.1 Principe de l'algorithme
La solution est recherchee par relaxation sur les lignes
de la matrice B. En eet, les expressions du gradient et
de la hessienne de la fonction L
T
par rapport a la k
eme











































est le vecteur forme par les cofac-
teurs d'ordre (k; j)
j=1:::K
de la matrice B. Ainsi, le gra-
dient de L
T
s'annule en un seul point (a un facteur signe
pres) et la hessienne est denie negative.
Theoreme 3.1

A structure autoregressive des sources -
xee, l'algorithme de construction de la matrice de separa-
tion converge sinon l'ensemble des points critiques de la
fonction log-vraisemblance a la puissance du continu.
3.2.2 Cas bidimensionnel: K = 2
Dans ce cas particulier, la solution est explicite et est ob-




; i = 1; 2. On demontre que les equations normales ad-
mettent deux solutions (a un facteur signe pres). L'une
correspond a un maximum
^




























nelles), W la matrice denie de facon unique (a un facteur


































































est une matrice diagonale telle que D
k
(k; k) = 1 <
D
k
(j; j) 8j 6= k = 1; : : : ;K.
Dans ce cas B = A
 1
est l'unique solution du probleme
P. Notons que toute matrice obtenue par permutation des
lignes de B est egalement solution des equations normales
et que certaines peuvent correspondre a des maxima lo-
caux. Ceci souligne la diculte du probleme global. Ce-
pendant l'etape d'estimation de la structure des sources
permet d'eviter les maxima locaux. Par ailleurs, on de-
montre que lorsque T tend vers +1, le critere (2) admet
un minimum unique atteint en 
k
.
3.3 Comparaison avec la procedure QMV
On montre que la vraisemblance approchee de la me-
thode QMV, lorsque la structure des sources est xee, est





< t  0). Elle peut donc e^tre resolue par re-
laxation pluto^t que par la methode de Newton, mal adap-
tee a la presence de solutions multiples aux equations nor-
males. Les resultats de simulations montrent en eet que
la methode MVE ameliore de facon tres sensible les per-
formances de la procedure QMV. Ceci est du^ bien su^r a
l'estimation de la structure des sources, mais aussi au fait
d'eviter le piege de solutions parasites gra^ce a la methode
de relaxation. Il faut d'ailleurs souligner que la methode
MVE s'accomode tres bien d'une estimation grossiere de
la structure des sources, par exemple en utilisant la me-
thode de Yule-Walker, ce qui lui conserve tout son intere^t
sur le plan pratique.
4 Resultats de simulation
Les simulations presentees dans cette partie concernent
l'etude des qualites de l'estimateur MVE et l'analyse de la
part de l'amelioration qu'il apporte a la procedure QMV
due a chacune des approximations que constituent le choix
des ltres, l'utilisation du prefene^trage et l'algorithme de
resolution des equations normales.
4.1 Modeles







sont autoregressifs denis par
les autocorrelations partielles . Le modele M
3
est une
moyenne mobile denie par ses parametres habituels b.
M
1
: 2 sources AR(2),  = f0:4;0:25; 0:6;0:8g
M
2
: 2 sources AR(3),  = f0:3;0:2;0:1; 0:4;0:6;0:8g
M
3
: 2 sources MA(2), b = f 0:3; 0:25; 0:12; 0:8g
M
4
: 3 sources AR(2);AR(3);AR(4), ou














4.2 Mesure de la qualite des estimateurs
An de comparer des estimateurs obtenus a partir de
procedures de separation utilisants des regles de normali-
sation dierentes, nous avons retenu deux criteres de com-
paraison (synthese du biais et synthese de la racine de
l'erreur quadratique moyenne) denis a partir de versions
normalisees des matrices A et
^
A selon les regles suivantes :
(i) les colonnes de A sont de norme 1, (ii) la premiere com-
posante non nulle de chaque colonne de A est positive,
(iii) les colonnes de A sont rangees par ordre decroissant
de leur premiere composante non nulle (ou des suivantes
en cas d'egalite). Soient T la longueur des sequences et r
































































4.3.1 Comparaison avec la procedure QMV
Les ltres arbitraires ou optimaux 	
p
utilises par la














(i + j) j =  p; : : : ; p: (3)
L'indice p dans F
p










= f1:0;1:0;1:0;1:0; 1:0; 1:0; 1:0;1:0; 1:0; 0:5;0:5;1:0g
F
4
= f1:0;1:0;1:0;1:0;1:0; 1:0; 1:0; 1:0; 1:0;1:0; 1:0;0:5; 1:0;0:5;1:0g.
Les ltres optimaux 	
p
sont ceux associes aux ltres 
p
des modeles autoregressifs des sources par l'algorithme de
Levinson-Durbin.
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Fig. 1: Comparaison des performances des procedures
MVE et QMV avec des ltres arbitraires
Tab. 1: Eet de l'algorithme de resolution des equations
normales : QMV avec ltres optimaux; MVE avec







MVEP QMV MVEP QMV MVEP QMV
SY N
b
0.0572 0.0728 0.0345 0.0482 0.0431 0.0702
SY N
EQM
0.1891 0.2041 0.1421 0.1686 0.1719 0.2313
4.3.2 Robustesse de l'estimateur MVE
Lorsqu'il n'est pas estime on utilise, dans les tableaux
ci-dessous, l'ordre autoregressif exact des sources.
Tab. 2: Substitution dans MVE de l'estimateur de la
structure des sources par celui de Yule-Walker (MVEY);







MVE MVEY MVE MVEY MVE MVEY
SY N
b
0.0650 0.0687 0.0290 0.0310 0.0446 0.0535
SY N
EQM
0.1921 0.2047 0.1485 0.1510 0.1729 0.1909
Tab. 3: Inclusion dans la procedure MVE de l'estimation







MVE MVEO MVE MVEO MVE MVEO
SY N
b
0.0043 0.0050 0.0023 0.0031 0.0031 0.0058
SY N
EQM
0.0913 0.0947 0.0767 0.0783 0.0283 0.0512
4.3.3 Commentaires
La gure 1 montre bien l'amelioration qu'apporte l'esti-
mation de la structure des sources. Nous remarquons que
l'EQM varie peu lorsque l'ordre d'approximation autore-
gressive des sources depasse l'ordre exact. Cette propriete
n'est pas veriee par l'estimateur QMV. Nous constatons
aussi que l'EQM atteint son minimum lorsque cet ordre
concide avec l'ordre exact. Celui-ci, etant inconnu dans
la pratique, pourrait e^tre estime. Le tableau 3 illustre la
robustesse de l'estimateur MVE vis a vis de cette esti-
mation (selon la procedure preconisee par De Luna [5]).
Par ailleurs, l'estimation de la structure autoregressive des
sources par la methode MVE est assez onereuse. Le ta-
bleau 2 montre que la methode MVE s'accomode tres bien
d'une estimation grossiere (Yule-Walker) de la structure
des sources. Le tableau 1, illustre la perte de la qualite
due a l'algorithme de resolution des equations normales
de la procedure QMV.
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