We propose a nonparametric estimation for a class of fractional stochastic differential equations (FSDE) with random effects. We precisely consider general linear fractional stochastic differential equations with drift depending on random effects and non-random diffusion. We build ordinary kernel estimators and histogram estimators and study their L p −risk (p = 1 or 2), when H > 1/2. Asymptotic results are evaluated as both T = T (N ) and N tend to infinity.
Introduction
Long-memory processes or stochastic models having long-range dependence phenomena have been paid much attention in view of their applications in a variety of different scientific fields, including (but not limited to) hydrology [19] , biology [6] , medicine [15] , economics [11] or traffic networks [33] . Perhaps the most popular approach for modeling long memory is the use of fractional Brownian motion (abbreviated as fBm) that has been verified as a good model to describe the long-memory property of some time process. As a consequence, in order to take into account long memory, it is natural to model the data exhibiting long-range dependence by fBm instead of the Brownian motion, known by the independence property of its increments. fBm's have been introduced to the statistics community by Mandelbrot et al. [18] . A normalized fBm with the Hurst index H ∈ (0, 1) is a centered Gaussian process W H t , t ≥ 0 having the covariance
Statistical inference for stochastic differential equations (hereafter SDEs) driven by fBm has progressed after the development of stochastic calculus with respect to the fBm. In modeling context, the problems of parameter inference are of particular importance, so the growing number of papers devoted to statistical methods for SDEs with fractional noise is not surprising. We mention only a few of them; further references can be found in [20, 28] . In [14] , the authors proposed and studied maximum likelihood estimators for fractional OrnsteinâĂŞUhlenbeck processes. Related results were obtained in [27] , where a more general model was considered. In [12] , the authors proposed a least squares estimator for fractional OrnsteinâĂŞUhlenbeck processes and proved its asymptotic normality. [13] and [31] deal with the whole range of Hurst index H ∈ (0, 1), while other papers cited here investigate only the case H > 1/2 (which corresponds to a long-memory process). Recall that in the case H = 1/2, we have a classical diffusion, and there is vast literature devoted to it (see, e.g. [16] , [17, Vol II] and [3] , for the review of the topic).
In the context of stochastic differential equation models with random effects (hereafter SDEMRE), which are increasingly used in the biomedical field and have proved to be adequate tools for the study of repeated measurements collected on a series of subjects, parametric inference has recently been investigated by many authors (see e.g. [10, 8, 25, 26, 21, 22, 23, 1] ). However, there is no reference at present related to inference for SDEMREs driven by fBm. The main contribution of this paper is to provide a series of nonparametric estimators of the common density f of the random effects φ i on R from the observations X i (t), 0 ≤ t ≤ T, i = 1, · · · , N , which are either kernel estimators or histogram estimators.
We focus on FSDEs of the form
where φ is a random variable with density f belonging to a specified class of functions, and W H is a normalized fBm with Hurst index H ∈ (1/2, 1), which may not be known. We study the L p -risk (p = 1 or 2) of the proposed estimators when a(·) is known or unkown. Asymptotic properties are evaluated as both T and N become large. To our knowledge, this problem has not been investigated in the context of FSDEs with random effects yet. This paper is organized as follows. In Section 2, we introduce the model and some notation. Section 3 is devoted to our main results and is split into two subsections. In Subsection 3.1 we build ordinary kernel estimators and study their L 2 -risk, while histogram estimators are given with their L 1 -risk in Subsection 3.2. Section 4 is devoted to numerical simulations. In Section 5, we give concluding remarks. The appendix section provides auxiliary computations and facts which are used in the proof of the main results.
Model and notation
Let Ω, F , (F i t ), P be a stochastic basis satisfying the usual conditions. The natural filtration of a stochastic process is understood as the P-completion of the filtration generated by this process. Let W 
where b(·) and σ(·) are known in their own spaces, but a(·) may be unknown. Let the random effects φ i be F i 0 -measurable with common density f belonging to a specified class of functions for each type of estimators. Sufficient conditions for the existence and uniqueness of solutions to (1) can be found in [20, p. 197] or [24] and references therein.
Throughout this paper, we write u v if an inequality holds up to a nonnegative multiplicative constant and u ∝ v if u equals v up to a non-negative multiplicative constant. We denote by o(·) and O(·) the usual small-oh and bigoh under the probability P, respectively. · will denote the L 2 -norm, unless we specify the norm as · p , p ≥ 1. E and −→ denote the expectation under the P and the simple convergence, respectively.
Main results

Ordinary kernel density estimators
It is well known that standard kernel density estimators for the unknown density f of φ i are given by
where K is an integrable kernel that has to satisfy some regularity conditions on f . The random effects φ i are not observed; it is natural to replace them by their estimators and prove the consistency of the proposed kernel estimators. We introduce some statistics which have a central role in the estimation procedure.
We know that V
Wiener integrals with respect to fBm. A sufficient condition (see [28, 20] ) for the integrals V
The following assumptions are needed to estimate the random effects φ i : 
T .
Proof. Equation (1) yields
We shall show that the expectations on the right hand side in (3) vanish as T tends to infinity. Applying results in [20, Corollary 1.92] and the Jensen inequality, respectively, we obtain
where C H is a non-negative constant due to the Hardy-Littlewood theorem (see, [20] ). Using the fact that |uv| ≤ 1 2
By choosing ε = √ T , we get the desired result and the proof of Proposition 3.1 is complete. Now, substituting φ i by its estimator φ i,T in (2), we obtain the kernel estimators
Proposition 3.2. Consider Equation (1) where a(·) is unknown and consider the estimator f
given by (4) . Assume that A 1 and A 2 are satisfied. If the kernel K is differentiable with
where
Proof. Simple computations show that
To complete the proof, we evaluate the last two terms in (5) .
, and with a change of variables x − φ 1,T h = y in the second inequality below, we get
There remains to find an upper bound of the middle term in (5). First, note
Taylor's theorem with integral remainder yields
The last inequality given above is justified by the generalized Minkowski inequality (see [30, Lemma A.1] ). By change of variables y = 1
which completes the proof (see the proof of Proposition 3.1).
We recall that a kernel of order l ≥ 1 (for the construction of such a kernel we refer to [30, p.10] ) satisfies
as the set of functions f : R −→ R, whose derivatives f (l) of order l = ⌊β⌋ exist and satisfy
where ⌊β⌋ denotes the greatest integer strictly less than the real number β. 
Corollary 3.4. Consider Equation (1) where a(·) is known. We introduce the estimators
T . Under the assumption A 1 , the estimators f
are consistent with the same optimal rate as for f (1) h . Remark 3.5. The assumption A 2 can be weakened as follows
Histogram estimators
Consider a sequence of partitions of R of the form P N = {A N j , j = 1, 2, · · · }, N ≥ 1, where all A N j 's are Borel sets with finite nonzero Lebesgue measure. We assume that the sequence of partitions is rich enough such that the class of Borel sets B is equal to
where we use the symbol σ here for the σ-algebra generated by a class of sets.
Given a sequence of i.i.d random variables X 1 , · · · , X N , with common density f , the histogram estimate is (as in [9] ) defined by
where λ denotes the Lebesgue measure. For our case, we will consider the following histogram estimators f
. If the density f of the random effects φ i has compact support, then a good estimator should have compact support as well. To guarantee such property we trim the proposed estimators by χ suppf . We consider the partitions A N j = [hj, h(j + 1)), j ∈ Z. The following special functions will be used later: 
Let
where d is some non-negative constant and
(ii) When a(·) is known, we may relax the assumption A 2 , and the same result holds for f (4) h . Proof. By virtue of [9, Theorem 6] , and for sufficiently small h such that N h → ∞, we have
Let ν(N, J, h) denote the last term in the last inequality above. The sequence φ i,T (N ) converges weakly to φ i , since it converges in L 2 -sense as N tends to infinity (say T (N ) → ∞). Thus, by using Lemma 5.2, we obtain
Let α ∈ (0, 1) to be specified later. We apply Lemma 5.1 to get
where d 1 is some non-negative constant (see the proof of Proposition 3.1) and
where we used the fact that
Proposition 3.7. We have
Proof. Let δ, δ * ∈ (0, 1) such that δ + δ * = 1. It is easy to see that
where h 0 is some non-negative number independent of i and j. Thereby,
, and set h ∝ N −δ ′′ .
As mentioned in [9, Theorem 6],
Fitting rates of convergence given in (6), (7) and (8) . In a similar fashion, we can prove that f (4) h as well as f (3) h have the same rates of convergence .
Numerical simulation
As an example, we consider the following Langevin equation as dynamics of the subject
where H > 1/2, λ, σ > 0 and φ i is a random variable such that
, for all t ≤ T . The common density f of φ i can be estimated by f (1) h and f (2) h , since both A 1 and A' 2 hold true. We shall only show that A' 2 holds:
is a solution to Equation (9). Set X is ergodic. Therefore, the ergodic theorem implies that 1
which in turn implies that
For illustration, we simulate model (9) with b(t) = σ = 1, estimate the densities of the random effects and compare these to the true data-generating density. In detail, we use up to 25 exact simulations with λ = 3 × 10 for different values of the Hurst index, H ∈ {0.25, 0.75, 0.85} and T = 100; 10. Improving the accuracy of our estimators requires that both N and T be sufficiently large. However, for T being only moderately large ( say T = 10 ) and/or H < 1/2 (which is not supported by our theoritical framework), the estimated curves match the theoretical curves satisfyingly well. The estimators
and f (4) h lead to similar results, thus we omitted them. However, for the current example where a(·) is known, f (1) h and f (3) h are recommended: For f ( 
2) h
and f (4) h , we may relax the assumptions A 2 and A' 2 , but the results are more time-consuming as we need to compute φ i,T and R
T , while f (1) h and f 
Concluding remarks
To summarize, we addressed the open research question of how to estimate the density of random effects in fractional stochastic diferential equations in a nonparametric fashion. To that end, we considered N i.i. h . The true density is shown in bold red, and an exact histogram for one sample of φ i 's (which is unobserved in a real-case scenario) in blue bold. We chose N = 1000 and T = 10. For more details, see Section 4.
T, i = 1, · · · , N , where the dynamics of X i was described by an FSDE including a random effect φ i . The nonparametric estimation of the density of φ i was investigated for a general linear model of the form dX t = (a(X t ) + φb(t)) dt + σ(t)dW H t , where b(·) and σ(·) were known functions, but a(·) was possibly unknown. We studied the asymptotic behavior of the proposed density estimators for the whole range H ∈ (1/2, 1), built kernel density estimators and studied their L 2 -risk as both N and T tended to infinity. We also provided histogram estimators in a specific case where f had compact support, which was for two reasons: First, we aimed to simplify technical computations, and cases where the random effects density f had unbounded support were less important, since data could always be mapped monotonically to [0, 1] . Second, densities with unbounded support occur less often in practice. For the proposed histogram estimators, we provided their L 1 -risk for both N and T = T (N ) tending to infinity.
Several interesting extensions of the present study are possible: A first direction would be to provide density estimators for short-range dependent models, that is H < 1/2. For such models one has to change the assumption A 1 since it provides lim inf Another direction would be to consider models with nonlinear drift. In this case, one has to face the problem of estimating random effects φ i . Methods of parametric estimation, such as the maximum likelihood technique, may help to estimate these random effects.
Lemma 5.2. Let (X n , n ≥ 0) be a random sequence that converges weakly to a random variable X. Let A be a Borel set such that P(X ∈ A) > 0 and P(X ∈ δA) = 0, where δA denotes the boundary of the set A. For sufficiently large n, we have
Proof. Simple computations yield
(10) is justified by the Cauchy-Schwarz inequality. Since {X n } n≥0 converges weakly to X, then by the Portmanteau lemma (see e.g. [32] ) we have
for all n ≥ n 0 , where n 0 is sufficiently large. The desired result follows from (10) and (11). 
