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INTRODUCTION
In the simplest location model where we observe a random sample on a variable Y having symmetric distribution F(y -V), a valuable approach to robust estimation of ,u has been to adapt the choice of estimator, ', to the shape of the empirical distribution function. This adaptation may involve a simple pretesting step, or relatively sophisticated density estimation techniques (see, e.g., Hogg 1972; Stone 1975) . The success of such methods in the location model raises several questions concerning analogous methods for general linear statistical models.
Are there reliable methods of estimating the shape of the error distribution for linear models? Can efficient estimates of the error density be constructed for adaptive estimation of linear models? Do analogs of tests of distributional hypotheses based on the empirical distribution function in location models exist for linear models? In this paper we take some tentative steps toward affirmative answers to some of these questions, employing analogs of the sample quantiles for linear models introduced in Koenker and Bassett (1978) .
The classical response to the questions raised above is based on the examination of residuals from preliminary estimation of the model, which is usually (under Gaussian assumptions) by least squares. The fundamental articles are Anscombe (1961) , Anscombe and Tukey (1963) , and Anscombe (1967) . See also the recent article by White and MacDonald (1980) and the comment of Weisberg (1980) . The appeal of adaptive estimators for linear models based on residuals from a preliminary fit is somewhat diminished by their dependence through the likelihood function of the preliminary estimate on an a priori notion of distributional shape. In contrast, our proposals do not rely on residuals from any preliminary estimate.
Instead we suggest a natural generalization to the linear * Gilbert Bassett, Jr. is Associate Professor of Economics, University of Illinois at Chicago Circle, Chicago, IL 60680. Roger Koenker is a member of the technical staff, Bell Laboratories, Murray Hill, NJ 07974. model of a little known one-parameter family of minimization problems that gives rise to the empirical quantile function in the location model.' Thus we believe that our approach opens a new and potentially quite fruitful line of inquiry to these and other questions.
The plan of the remainder of the article is as follows.
In Section 2 we define and state some fundamental properties of the regression quantile function. Section 3 is devoted to the asymptotic properties of the proposed estimator; consistency and finite-dimensional asymptotic Gaussianity are established. Section 4 compares procedures based on residuals from a preliminary fit of the model. Section 5 is devoted to an example involving the analysis of the well-known stackloss data of Brownlee.
An appendix is devoted to computational considerations. where xi denotes a row of the n x p design matrix X. We will assume throughout that the design contains an intercept, more explicitly that xi, = 1, for i = 1, . . , n. bEERP_iI_ whose p-dimensional solutions we call regression quantiles and have studied in Koenker and Bassett (1978) .
Least absolute deviation regression is an obviously important (median) special case (see Bassett and Koenker 1978) . We denote the potentially set-valued solutions to Bickel (1973) and Hogg (1975) for alternative approaches to L-estimators for linear models. Recently, Ruppert and Carroll (1980) have confirmed a conjecture appearing in Koenker and Bassett (1978) that trimmed least squares based on P(0) has asymptotic behavior analogous to ordinary trimmed means in the location model. Perhaps more surprisingly, Ruppert and Carroll also show that trimmed least squares based upon residuals from a preliminary estimate has a different and considerably less appealing asymptotic behavior.
In Figures 1 and 2 we illustrate the regression quantiles for a very simple bivariate example with only 5 observations consisting of (x, y) pairs (1, 3), (2, 2), (4, 7), (7, 8) , and (9, 6). all b E RP so with probability one (2.11) becomes nO -p < #{i I u(,B) < 0} < nO (2.12) for all p E B(O) and 0 E (0, 1). However, ns -< nt -p by hypothesis so B(s) n B(t) is empty with probability one, contradicting Ps E B(t).
Remark. It is tempting to conjecture that the subset of Under these assumptions we have the following result from Koenker and Bassett (1978) . We may now state the main result of this section. Proof. This is immediate from the definition of Q, Theorem 3. 1, and the identity xD -l ' = 1 which follows from the fact that 1 is in the column space of X.
Thus, Q(0 I x) is (weakly) consistent for Q(0 I x). In Bassett and Koenker (1982) we study the strong consist- Corresponding formulas for the covariance function of the empirical distribution function from M-estimator residuals appear in Bloomfield (1974) . Pierce and Kopecky (1979) treat the maximum likelihood case. Durbin (1973) provides very general treatment of the asymptotic behavior of empirical processes when parameters are estimated, but does not treat the regression case explicitly.
Note that adding e'58,, to both sides of (4.1) and denoting Qn*(0) = WM8) + e', l* gives based on a least squares preliminary estimate.
AN EXAMPLE
We now present a brief analysis of the well-known "stackloss" data of Brownlee (1965) . The data consist of 21 observations taken on successive days from a plant for the oxidation of ammonia to nitric acid. The dependent variable is the proportion of ammonia escaping unabsorbed. The independent variables are x1, the rate of air flow; x2, the inlet temperature of the cooling water;
and X3, the concentration of nitric acid in the absorbing liquid. For a detailed analysis of the data see Daniel and Wood (1971) . Subsequent analysis of the data has been made by Andrews (1974) , Cook (1979) , Denby and Mallows (1977) , Hettmansperger and McKean (1977) , and many others. Despite the intensive analysis the data have received, our methods reveal some new and rather surprising features.
In Table 1 22 -.03 9, 17, 19, 21 .124 .130 -36.08 .35 1.75 -.09 7, 17, 19, 21 .130 .275 -36.00 .50 1.00 .0 6, 7, 13, 14, 16, 17, 18, 19 .275 .331 -37.90 .76 .79 -.10 5, 7, 14, 17 .331 .375 -38.53 .84 .73 -.13 2, 7, 14, 17 .375 .392 -32.64 .83 .74 -.19 2, 7, 14, 18 .392 .409 -33.25 .85 .63 -.17 2, 7, 10, 18 .409 .490 -39.65 .83 .58 -.06 2, 8, 10, 18 .490 .565 -39.69 .83 .57 -.06 2, 8, 16, 18 .565 .592 -39.73 .83 .56 -.06 2, 8, 12, 18 .592 .604 -39.68 .84 .56 -.06 8, 12, 16, 18 .604 .620 -54.03 .87 .98 -.003 1,12, 16, 18 .620 .651 -54.06 .87 .98 -.002 1,10, 12, 18 .651 .690 -54.07 .87 .98 .002 1,10, 12, 19 .690 .762 -54.19 .87 .98 .0 1,10, 11, 19 .762 .768 -54.09 .86 1.00 .0 1,10, 11, 12 .768 .774 -54.34 .78 1.18 .02 1,10, 12, 15 .774 .777 -56.68 .78 1.25 .03 10, 12, 15, 20 .777 .814 -58.55 .80 1.27 .03 3, 10, 12, 20 .814 .834 -59.38 .80 1.25 .05 3, 10, 15, 20 .834 .913 -58.54 .79 1.30 .04 3, 10, 12, 15 . Andrews (1974) , which give probability plots of residuals from least squares and robust fits of the stackloss model.
A striking difference among the three estimates is the range of Q. As we would expect, the 11 range is somewhat larger than the 12 range since the latter estimate is extremely sensitive to outlying observations. However, the quantile regression estimate has considerably smaller range than either the l or 12 alternative; Why is this?
An answer is most easily provided by considering a simple artificial example. Confirmation of the hypothesis that the differences in observed ranges in Figures 4 through 6 can be attributed to heteroscedasticity in the stackloss data may be found in Table 1 . In a strictly iid case we would expect to find that the slope coefficients were essentially invariant to the quantile being estimated. In Koenker and Bassett (1982) we propose tests for heteroscedasticity based on the large-sample behavior of the regression quartiles With this significant degree of heteroscedasticity it is not surprising, in light of the preceding examples, that Q exhibits a smaller range than estimates based on residuals.
We have identified two important features of the stackloss data that have not been apparent in previous investigations. First, we have seen that the first quartile estimate fits a substantial fraction (more than a third) of the data "exactly" and may provide a reasonable alternative to robust fits proposed to date. Second, a significant degree of heteroscedasticity has been found to be associated with the rate of air flow. Clearly, min{uj+, uj-} = 0 at any solution. Barrodale and Roberts (1974) and Bartels and Conn (1980) have suggested computationally efficient methods of solving (A. 1) for the important case 0 = 2. Both algorithms are easily adapted to the general case. Two forms of the dual problem to (A. 1) are given in Koenker and Bassett (1978) . These kink points are points at which Qjumps; elsewhere it is flat. Fortunately, this mesh may be easily found by standard parametric linear programming techniques. A useful general reference to this subject is the recent book by Gal (1979) .
We will briefly describe the iterative process involved in identifying the mesh. Let N = {1, 2, . . . , n}, and H be the set of p-element subsets of N. Elements h E H and h N -h will be used to partition the sample obser- Thus once an initial solution is determined the entire function may be found with O(n) pivots.
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