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a b s t r a c t
A multi-population thermal lattice Boltzmann method (TLBM) is applied to simulate
incompressible steady flow and heat transfer in a two-dimensional constricted channel.
The method is validated for velocity and temperature profiles by comparing with a finite
element method based commercial solver. The results indicate that, at various Reynolds
numbers, the average flow resistance increases and the heat transfer rate decreases in a
constricted channel in comparison to a straight channel. The effect of the constriction ratio
is also investigated. The results show that the presented numerical model is a promising
tool in analyzing simultaneous solution of fluid flow and heat transfer phenomena in
complex geometries.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
The lattice Boltzmann method (LBM) has gained increasing popularity over the last decade as a new numerical method
to solve for isothermal flows in complex geometries [1,2]. The lattice Boltzmann method using the Bhatnagar–Gross–Krook
(BGK) collision model [3] became very popular due to its simplicity in coding, high computational efficiency and ability
to extend to multi-species and multi-component flows. However, the LBM with the BGK model had stability issues at
low viscosities, which brought attention to a more generalized approach called the multiple-relaxation-time (MRT) lattice
Boltzmann equation or the moment method [4], with a general framework for boundary conditions given by Ginsburg and
D’Humières [5].
Recently, there has been an effort to increase the capability of the lattice Boltzmann method in order to solve for fluid
flows including heat transfer [6,7]. There have been a variety of thermal lattice Boltzmann models (TLBMs) proposed in the
literature, namely the multi-speed approach, the passive-scalar approach and the double-populations approach using the
BGK model, and the hybrid thermal lattice Boltzmann equation (HTLBE) using the MRT approach [8]. Due to its enhanced
stability and capability to solve for viscous dissipation and compression work, the model developed by He et al. [9] has
gained themost popularity. In thismodel, the thermal lattice Boltzmann equationwas derived by discretizing the Boltzmann
equation for the internal energy distribution. As a result, the thermal energy and heat fluxwere able to be obtained by taking
the kinetic moments of the thermal energy distribution function.
Dixit and Babu [10] successfully applied this model in order to simulate the natural convection of a Boussinesq fluid in
a square cavity. It was demonstrated that for high Rayleigh numbers the TLBM results agreed well with other benchmark
numerical simulations. Tang et al. [11] proposed boundary conditions to improve the same model in order to solve for
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two-dimensional Poiseuille and Couette flow and verified the TLBM results with the finite volume method and analytical
solutions at various wall boundary conditions. D’Orazio and Succi [12] introduced a counter-slip internal energy boundary
condition for the TLBM model and obtained satisfactory results for hydrodynamically and thermally developed channel
flows heated at the inlet. In their simulations the TLBM was able to capture the effect of viscous dissipation which was
tested for thermal Couette flow at various Brinkmann numbers.
There have been a couple of studies that aimed to implement the TLBM in fluid flow and heat transfer in complex
geometries. Huang et al. [13] solved the natural convection in a concentric annulus involving circular solid boundaries. The
curved non-slip wall boundary treatment for isothermal LBM [14] was extended to treat the thermal curved solid boundary
in the two-population TLBM computations. Chen et al. [15] applied the same boundary condition for two-dimensional
solutions of backward-facing step flows with inclined plates positioned along the flow field at various angles.
The purpose of this study is to further investigate the capability of the TLBM in simultaneous simulation of incompressible
fluid flow and heat transfer in channels with an abrupt change in the cross-sectional area. Current simulations assume that
the viscous dissipation and compression work are negligible for steady incompressible flow.
The paper starts with a brief description of the governing equations and the numerical solution algorithm. The velocity
and temperature boundary conditions used for open and solid boundaries are introduced next. The results are then
presented and discussed in Section 3. The present TLBM method is validated for a constricted straight channel and the
results are compared with the steady state results of the finite element method (FEM) based commercial solver Comsol
Multiphysics [16]. Interactions of the inlet Reynolds number and the constriction ratio on the flow characteristics are also
studied. Finally, some conclusions are drawn in Section 4.
2. Mathematical formulation
Ignoring the viscous dissipation term, the thermal lattice Boltzmann equations proposed by He can be written as
f˜a(x+ ea∆t, t +∆t) = f˜a(x, t)− ∆t
τp + 0.5∆t
(
f˜a(x, t)− f eqa (x, t)
)
, (1)
g˜a(x+ ea∆t, t +∆t) = g˜a(x, t)− ∆t
τg + 0.5∆t
(
g˜a(x, t)− geqa (x, t)
)
(2)
where
f˜a(x, t) = fa(x, t)− ∆t2τp
(
f eqa (x, t)− fa(x, t)
)
, (3)
g˜a(x, t) = ga(x, t)− ∆t2τg
(
geqa (x, t)− ga(x, t)
)
. (4)
The equilibrium density distribution functions for f and g are given as follows:
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The weighting coefficients in Eqs. (5)–(8) are selected as w1−4 = 1/9, w5−8 = 1/36 and w9 = 4/9. The D2Q9 lattice
structure used in this study is shown in Fig. 1, where particles move along nine specific directions with speed
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
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c, a = 5− 8
(0, 0), a = 9.
(9)
The ninth velocity is zero, which stands for particles at rest. The length scale (1 lu) is fixed by the distance between nodes.
The macroscopic density ρ, velocity u, internal energy per unit mass e, heat flux q, are obtained by the following relations:
ρ =
∑
a
f˜a, (10)
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Fig. 1. The D2Q9 lattice structure.
ρu =
∑
a
ea f˜a, (11)
ρe =
∑
a
g˜a, (12)
q =
(∑
a
eag˜a − ρeu
)
τg
τg + 0.5dt . (13)
The kinematic viscosity is given by ν = τpRT0, and the thermal diffusivity is given by χ = 2τgRT0. The pressure is
related to the density by p = ρc2/3, where the particle streaming speed is taken as c = √3RTo, where To is the average
temperature. The internal energy is related to the temperature by ρe = ρRT in two dimensions. The relation between the
relaxation parameters is determined by the imposed Prandtl number, Pr = τp/2τg . The Reynolds number is defined as
Re = Uin(N − 1)/ν, where Uin is the inlet velocity and N is the number of nodes in the vertical direction.
2.0.1. Thermal LBM procedure
The solution of the TLB equations given by Eqs. (1) and (2) is carried out in two steps: (a) collision and (b) streaming. The
collision step calculates the right-hand side of Eqs. (1) and (2) and assigns the value to buffer parameters, f˜ ∗a and g˜∗a , by
f˜ ∗a (x, t) = (1− ωf )f˜a(x, t)+ ωf f eqa (x, t), (14)
g˜∗a (x, t) = (1− ωg)g˜a(x, t)+ ωggeqa (x, t), (15)
whereωf = ∆t/(τp+0.5∆t) andωg = ∆t/(τg+0.5∆t). The distribution functions at the new time level are then streamed
to the neighboring nodes in the streaming step by
f˜a(x+ ea∆t, t +∆t) = f˜ ∗a (x, t), (16)
g˜a(x+ ea∆t, t +∆t) = g˜∗a (x, t). (17)
The LBM simulation is initialized by using Eqs. (5)–(8) for the equilibrium distributions f˜ eqa and g˜
eq
a at all lattice nodes in the
domain using the initial velocity, density and temperature values. Then the effects of boundary conditions and forces (if any)
are incorporated in order to calculate the unknown buffer distributions, f˜ ∗a and g˜∗a , at the boundaries that are directed into
the flow domain. First the boundary conditions at the open ends are imposed according to the pressure and temperature
values specified at the inlet and outlet. Then, no-slip and constant temperature boundary conditions are applied at thewalls.
This is followed by the collision stepwhere the direction-specific density distributions are relaxed toward quasi-equilibrium
distributions. The equilibriumdistributions are recomputed by Eqs. (5)–(8) and the particles are streamed to the neighboring
nodes by Eqs. (16) and (17). Finally, themacroscopic flow properties are calculated at the next time step using Eqs. (10)–(13).
2.1. Velocity and thermal boundary conditions
2.1.1. Inlet and outlet boundaries
As shown in Fig. 2, at the inlet a constant velocity and temperature profile is assigned. At the inlet boundary the incoming
unknown thermal populations (g˜1, g˜5, g˜8) are assumed to be equilibrium distribution functions, with thermal energy density
imposed at the inlet.
The unknown exit thermal populations facing the flow domain are set equal to those of the nearest interior nodes. To
specify the velocity at the inlet, the idea of bounce-back of the non-equilibrium part of the particle distribution function
proposed by Zou and He [17] is used. The velocity component normal to the inlet boundary is assumed to be zero and the
density is to be determined. After streaming, at the inlet boundary, f˜1, f˜5 and f˜8 are unknown. Using Eqs. (10) and (11), the
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Fig. 2. Geometry of the constricted channel with symmetrical blocks at the top and bottom walls..
Fig. 3. Schematic plot of the unknown population directions at the corner of the lower wall block.
density at the inlet ρin and the unknown density functions are calculated as follows:
ρin = (f˜9 + f˜2 + f˜4 + 2(f˜3 + f˜6 + f˜7))
(1− uin) , (18)
f˜1 = f˜3 + 23ρinuin, (19)
f˜5 = f˜7 − 12 (f˜2 − f˜4)+
1
6
ρiuin, (20)
f˜8 = f˜6 + 12 (f˜2 − f˜4)+
1
6
ρiuin. (21)
In order to obtain the above equations, the bounce-back rule for the non-equilibrium part of the momentum density
population normal to the inlet is used: f˜1 − f˜ eq1 = f˜3 − f˜ eq3 .
At the outlet, the same procedure is followed by assigning the outlet velocity to the velocity profile at the neighboring
fluid zone.
2.1.2. Solid boundaries
For the thermal conditions at the solid nodes,we follow a similar approach to that of Tang et al. [11] here.Wedemonstrate
the procedure for the unknown energy distributions at the lower wall boundary depicted in Fig. 3. At the end of the collision
step the unknown momentum and thermal distributions at the lower wall boundary must be calculated by Eqs. (14) and
(15)in the directions e2, e3, e5, e6 and e7. However, the unknown distribution functions at the solid nodes need to be
determined first. The distribution function g˜a(xsolid, t) can be decomposed into its equilibrium and non-equilibrium parts
by
g˜a(xsolid, t) = geqa (xsolid, t)+ gneqa (xsolid, t), (22)
which is submitted into Eq. (15) in order to get
g˜∗a (xsolid, t) = (1− ωg)geqa (xsolid, t)+ ωggneqa (xsolid, t). (23)
In order to calculate the non-equilibrium term gneqa (xsolid, t), it is assumed that g
neq
a (xsolid, t) = g1a (xfluid, t) by using the
Chapman–Enskog method, where  is the expansion parameter. For the fluid nodes adjacent to the solid corner node in
Fig. 3, ga(xfluid, t) can be determined by Eq. (4) since g˜a(xfluid, t) is known after the streaming step. The computed value
of ga(xfluid, t) is used to find the non-equilibrium part of the distribution at the neighboring fluid node by g
neq
a (xfluid, t) =
g˜a(xfluid, t) − geqa (xfluid, t). This, in turn, is related to the non-equilibrium distribution at the solid node by gneqa (xsolid, t) =
g˜neqa (xfluid, t) + O(2). The solid node equilibrium distribution in Eq. (15) is calculated by Eqs. (6)–(8) using u = 0, v = 0
and e = ew since no-slip and Dirichlet temperature boundary conditions are applied at the solid walls whereas the density
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Fig. 4. Numerical error versus lattice spacing for the constricted channel flow at Re = 10.
(a) Re = 5.
(b) Re = 10.
(c) Re = 20.
Fig. 5. Velocity vectors in the constricted channel for (a) Re = 5, (b) Re = 10, (c) Re = 20. (Pr = 6, τp = 0.02, Grid: 91× 450)
value is obtained from the nearest fluid node. A similar procedure is followed for the no-slip velocity boundary condition at
the solid nodes using f˜a(x, t) instead of g˜a(x, t).
3. Results
Themethod is first verified for the test case of a constricted channel being cooled at the inlet and the results obtainedwith
the present method and with the FEM of Comsol Multiphysics [16] are compared. Then themethod is applied to analyze the
effects of the Reynolds number and the constriction ratio on the flow and heat transfer characteristics. Although themethod
is general and can handle various types of complex geometry, here only a simple constriction caused by placing rectangular
blocks in the channel is presented.
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(a) Re = 5.
(b) Re = 10.
(c) Re = 20.
Fig. 6. Contours of constant velocity in the constricted channel for (a) Re = 5, (b) Re = 10, (c) Re = 20. The top half of each plot presents the FEM solution
whereas the bottom part gives the TLBM solution. (Pr = 6, τp = 0.02, Grid: 91× 450)
The geometry of the verification case is given in Fig. 2. The channel width is H = 0.01 m, and the channel length is
L = 0.05 m; the height of each block is h = 3.22 × 10−3 m, which corresponds to a constriction ratio of 2h/H = 0.644.
The width of the constriction is l = 0.01 m. The working fluid for the present simulation is water, with constant properties
of fluid density ρw = 996.2 kg/m3, thermal conductivity kw = 0.5 W/mK, dynamic viscosity µw = 8.59 × 10−4 Pa s and
specific heat capacity Cpw = 4183.3 J/kgK. The Prandtl number for this fluid corresponds to Pr = µwCpw/kw = 6. The walls
of the constricted channel are kept at Twall = 350 K, and the incoming fluid has a uniform temperature profile at Tin = 300 K.
A uniform velocity profile at the inlet is assigned according to the desired Reynolds number (e.g. Uin = 8.62× 10−4 m/s for
Re = 2µwUinH/ρw = 20) while a no-slip velocity boundary condition is applied at the wall boundaries.
The effect of the change in viscositywith temperaturewas found to be negligible for the temperature field. Themaximum
deviation between the two solutions for centerline temperature variation along the vertical centerline in the channel was
found to be 0.1% for flow at Re = 20. On the other hand, the velocity field is found to be affected more. The centerline
velocity at the constriction obtained using a temperature dependent viscosity was found to be lower than the velocity value
calculated when the temperature variation of viscosity was neglected. The maximum error between the two solutions for
the centerline velocity profile was found to be 23%.
The FEM solution is obtained using the steady-state solver on a triangular mesh. The fluid flow is described by the
incompressible Navier–Stokes equations [16]:
∇ · u = 0, (24)
−∇ · µ (∇ · u+ (∇ · u)T)+ ρu · ∇ · u+∇p = 0. (25)
For the energy transport in the FEM solution, the energy balance equation is solved:
ρCpu · ∇T −∇ · (k∇T ) = 0. (26)
Since the transport properties are assumed to be constant, the above equations yield a one-way coupled problem where
only the energy field is dependent on the velocity field.
In order to evaluate the accuracy of the TLBM, different grid sizes are used to solve the constricted channel flow problem
at Re = 10 and Pr = 6. The number of nodes in the vertical direction is varied from N = 31 to N = 91. The temperature
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(a) Re = 5.
(b) Re = 10.
(c) Re = 20.
Fig. 7. Temperature contours in the constricted channel for (a) Re = 5, (b) Re = 10, (c) Re = 20. The top half part of each plot presents the FEM solution
whereas the bottom part gives the TLBM solution. (Pr = 6, τp = 0.02, Grid: 91× 450)
fields at different grid levels are used to obtain the relative global errors by
E =
√∑
i,j
|T − Ta|2√∑
i,j
|Ta|2
, (27)
where Ta represents the FEM solution [6]. The discretization error can be written in terms of lattice spacing as E = C(∆x)2;
then it can be shown that ln(E) = ln(C)+ nln(∆x) has a linear relationship with ln(∆x), where n is the order of accuracy of
the numerical model. In Fig. 4 this linearity is shown where the fitting curve has a slope of n = 2.0193, which implies that
the model is of second order in space.
In the rest of the TLBMsimulations, themomentum relaxation parameter is fixed to τp = 0.02while the energy relaxation
parameter is set to match the corresponding Prandtl number using the relation Pr = τp/2τg [12]. A uniform rectangular
grid of size 91× 450 is used in all of the following TLBM computations.
In Fig. 5, the velocity vector plots computedwith the TLBM are presented for inlet Reynolds number equal to 5, 10 and 20
for the validation geometry with a constriction ratio of 2h/H = 0.644. The magnitudes of the vectors are scaled according
to the maximum velocity obtained at Re = 20 given in Fig. 5(c). Recirculation zones are formed before and after the blocks,
as shown by the stream traces in Fig. 5. As expected, increasing the Reynolds number results in a reduction in the size of
the recirculation zone before the blocks and an increase in the size of the wake behind the blocks, i.e. the length of the
reattachment point.
Figs. 6 and 7 show the contour plots for the velocity and energy field for Reynolds number 5, 10 and 20. The contours at
the bottom half of the domain are plotted using the TLBM solutionwhile the top half of the domain shows the contours from
the FEM solution. It is observed in Fig. 6 that, when the velocity contours are plotted using the same corresponding velocity
limits at both solutions for the same number of contour levels, a successful agreement is achieved between the results of
both methods for the Reynolds numbers being tested.
A similar plot is presented in Fig. 7 for the constant temperature contours in the flow field for Reynolds number 5, 10
and 20. Inlet and wall temperature values are used as the minimum and maximum values for the temperature contours.
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(a) Re = 5. (b) Re = 10.
(c) Re = 20.
Fig. 8. Normalized velocity profiles along a channel with a single constriction at various axial cross sections for (a) Re = 5, (b) Re = 10, (c) Re = 20.
(Pr = 6, τp = 0.02, Grid: 91× 450)
Similar to the velocity contours, the bottom half of the domain shows the TLBM solution while the top part shows the
FEM computation. The TLBM results are in agreement with the FEM solution in predicting the enhancement of the heat
transfer with increasing Reynolds number. Fig. 7(a) shows that for Re = 5 the area after the constriction is barely affected
by the cooler stream, whereas in Fig. 7(b) and (c) it is observed that, at Reynolds number higher than 10, the area after the
constriction is managed to cool. It is also observed that the recirculation zones behind the blocks are the areas which cannot
be cooled even at higher Reynolds numbers. This indicates the dependence of the energy field on the velocity.
In order to exemplify the verification of TLBM resultswith FEMdata, the cross-sectional velocity and temperature profiles
are plotted in Figs. 8 and 9 for x/L locations 0.1, 0.4, 0.52 and 0.88. In Fig. 8, the axial velocity profiles are non-dimensionalized
with the inlet velocity. It is observed that a parabolic velocity profile is seen before the blockages at location x/L = 0.1,
whereas the maximum value of velocity at the centerline starts increasing as the flow goes through the constricted area
between the blocks at x/L = 0.4. The plots for x/L = 0.52 correspond to the recirculation zone after the blockage where
a mismatch in the maximum velocity value is observed between the TLBM and FEM solutions. This appears to be mainly
due to the difference between the solutions in the recirculation zone. A parabolic profile is maintained at x/L = 0.88 after
the blockages; however, the maximum velocity magnitude is higher than at x/L = 0.1 due to the acceleration of the flow
through the constriction. This increase ismostly apparent at Re = 20, whereas the velocity profiles at locations at x/L = 0.1,
x/L = 0.4 and x/L = 0.52 are found to be similar for different Reynolds number.
A similar comparison ismade for the temperature profiles in Fig. 9, which is plotted at the same axial locations as in Fig. 8.
The effect of Reynolds number is more evident since the ratio of temperature to inlet temperature approaches 1 at the same
axial locations for increasing Reynolds number. The TLBM results are in good agreementwith the FEMsolution. The parabolic
temperature profile at x/L = 0.1 becomes flatter at higher Reynolds numbers, which indicates a thinner thermal boundary
layer which is well predicted by the TLBM. The enhancement of cooling with increasing Reynolds number is also seen with
the reduction in core temperature values at the center of the constriction (x/L = 0.4), behind the blocks (x/L = 0.52)
and downstream the channel (x/L = 0.88). It is noteworthy to mention that the change in the temperature profiles in the
S. Gokaltun, G.S. Dulikravich / Computers and Mathematics with Applications 59 (2010) 2431–2441 2439
(a) Re = 5. (b) Re = 10.
(c) Re = 20.
Fig. 9. Normalized temperature profiles along a channel with a single constriction at various axial cross sections for (a) Re = 5, (b) Re = 10, (c) Re = 20.
(Pr = 6, τp = 0.02, Grid: 91× 450)
recirculation zones (0 < y/H < 0.3 and 0.7 < y/H < 1) is found to be less than the change observed in the core region of
the channel at the same location (x/L = 0.52).
The effect of the Reynolds number on the centerline velocity and bulk temperature for a constricted channel can be
seen in Fig. 10, where 65% of the channel cross section is constricted. In Fig. 10(a) it is observed that the centerline velocity
increases with increasing Reynolds number while the velocity after the blockages approaches the values obtained without a
constriction. The increase in the centerline velocity in the constricted region is more compared to the increase in a straight
channel. The recirculation zone after the blockage is found to increase with increasing Reynolds number. In Fig. 10(b) it
is shown that cooling is enhanced both for constricted and straight channels by increasing the Reynolds number. In the
constricted region the bulk temperature increases abruptly; however, the nonlinear rate of increase in temperature drops
after the constriction as compared to the rate of increase of temperature in a constricted channel. This can be observed at
all Reynolds numbers tested here.
The same analysis is carried out for the effect of the constriction ratio at Re = 20, as shown in Fig. 11. The effect of the
constriction ratio on the centerline velocity is found to be nonlinear in the constricted region, as plotted in Fig. 11(a). The
areas before and after the constriction are found not to be affected by the constriction ratio except in the recirculation zones
close to the blockages. In Fig. 11(b) the bulk temperature variation along the channel is plotted for various constriction ratios.
The bulk temperature profile approaches that of a straight channel as the constriction ratio is decreased.
In order to understand the effect of the constriction on the overall friction coefficient and heat transfer in the channel,
the average friction factors and average Nusselt numbers are plotted in Figs. 12 and 13. To calculate the average values
of Cf Re and Nu the local friction coefficient
(
Cf = µ(∂u/∂y)w0.5ρu2b
)
and Nusselt numbers
(
Nu = 2H(∂T/∂y)w
(Tw−Tb)
)
[18] are averaged
over the flow domain. Bulk velocity and bulk temperature values at a cross section are obtained by ub =
∫
A udA/
∫
A dA and
Tb =
∫
A ρuTdA/
∫
A ρudA. Fig. 12(a) shows that the overall heat transfer is enhanced by increasing the inlet flow rate for both
straight and constricted channels. The overall heat transfer is reduced at various Reynolds numbers when a constriction is
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(a) Centerline velocity. (b) Normalized bulk temperature.
Fig. 10. The effect of the Reynolds number on (a) the friction coefficient and (b) the Nusselt number.
(a) Centerline velocity. (b) Normalized bulk temperature.
Fig. 11. The effect of the constriction ratio on (a) the friction coefficient and (b) the Nusselt number.
a b
Fig. 12. (a) Average Nusselt number and (b) average CfRe number versus the Reynolds number for a constricted channel with constriction ratio 2h/H =
0.644.
introduced in the straight channel. In Fig. 12(b), a similar analysis is shown for the overall friction coefficient. The existence
of a constriction is found to affect the friction coefficient negatively compared to a straight channel.
The effect of the constriction area in the flow domain is further investigated by varying the constriction ratio between
2h/H = 0, which corresponds to a straight channel, and 2h/H = 0.644. Fig. 13 demonstrates the effect of the constriction
ratio on the average Nusselt number and the average friction factor. Although the friction factor tends to reduce as the
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a b
Fig. 13. (a) Average Nusselt number and (b) average CfRe number versus the constriction ratio (2h/H) for Re = 20.
constriction ratio is increased, the average Nusselt number approaches a limiting value of 5.27 as the height of the blocks is
increased.
4. Conclusions
The computations of incompressible flow and heat transfer in constricted channels are reported in this paper. The TLBM
is first validated for the case of a highly constricted channel with the wall temperatures kept at Twall = 350 K and the inlet
at Twall = 300 K by comparing the results with the computations obtained by the FEM solver implemented in commercial
Comsol Multiphysics software [16]. Then the method is successfully applied to analyze the effect of the Reynolds number
and the constriction ratio on the flow and heat transfer characteristics in the channel. It is found that the present method is
a viable tool to model incompressible flows in complex geometries including heat transfer.
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