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Paramagnetic, or open-shell, systems are often encountered in the context
of metalloproteins, and they are also an essential part of molecular magnets.
Nuclear magnetic resonance (NMR) spectroscopy is a powerful tool for chem-
ical structure elucidation, but for paramagnetic molecules it is substantially
more complicated than in the diamagnetic case. Before the present work, the
theory of NMR of paramagnetic molecules was limited to spin-1/2 systems
and it did not include relativistic corrections to the hyperfine e!ects. It also
was not systematically expandable.
The theory was first expanded by including hyperfine contributions up to
the fourth power in the fine structure constant !. It was then reformulated
and its scope widened to allow any spin state in any spatial symmetry. This
involved including zero-field splitting e!ects. In both stages the theory was
implemented into a separate analysis program. The di!erent levels of theory
were tested by demonstrative density functional calculations on molecules
selected to showcase the relative strength of new NMR shielding terms. The
theory was also tested in a joint experimental and computational e!ort to
confirm assignment of 11B signals.
The new terms were found to be significant and comparable with the
terms in the earlier levels of theory. The leading-order magnetic-field depen-
dence of shielding in paramagnetic systems was formulated.
The theory is now systematically expandable, allowing for higher-order
field dependence and relativistic contributions. The prevailing experimental
view of pseudocontact shift was found to be significantly incomplete, as it
only includes specific geometric dependence, which is not present in most of
the new terms introduced here. The computational uncertainty in density
functional calculations of the Fermi contact hyperfine constant and zero-
field splitting tensor sets a limit for quantitative prediction of paramagnetic
shielding for now.
Keywords: ESR, NMR, paramagnetic, DFT, molecular properties, mag-
netic properties
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The nuclei of most atoms can be described as magnets. Such nuclei are said
to have non-zero spin (see section 2.2). In analogy to a classical magnetic
dipole, in an external magnetic field the direction of the nuclear spin precesses
around the direction of the external field, and the average nuclear magnetic
moment is either parallel or antiparallel to the external field. Photons of a
radio frequency typical for the nucleus and also dependent on the strength of
the external magnetic field can excite the nuclei from a lower-energy state to
a higher-energy state. After a characteristic period of time (varying roughly
in the range of 10!11 s. . . 104 s), the excitation of the system relaxes and
photons are emitted. This phenomenon is called nuclear magnetic resonance
(NMR).
Usually, nuclei are surrounded by other nuclei and electrons. This changes
the resonance energy di!erence, and the nucleus is said to be shielded (for a
resonance at lower frequency than for a bare nucleus) or de-shielded (for a
resonance at higher frequency). The e!ective magnetic field BK interacting
with the nucleus K can be written as
BK = (1! !K) ·B0, (1.1)
where !K is the nuclear shielding tensor of nucleus K, usually measured in
parts per million (ppm) of the bare nucleus resonance frequency, and B0 is
the external magnetic field. Nuclear shielding is specific for di!erent nuclei in
1
2 Introduction
di!erent chemical compounds. Since its invention in 1946 by Felix Bloch and
Edward Purcell [1, 2, 3], NMR spectroscopy has become a powerful tool for
structure elucidation in chemistry [4]. Another important application of the
phenomenon is magnetic resonance imaging (MRI) [4], used in medicine and
materials science. In MRI, the di!ering spectroscopic properties of parts of
bulk matter are utilized to form images without the use of ionizing radiation
inherent in, e.g., X-ray imaging.
In a measurement of a macroscopic sample, the nuclear shielding ! is
motionally averaged. This includes tumbling of the molecules, rotation of
single bonds and internal vibrations. Due to this averaging, the observed
" in liquid or gaseous phase is a single, isotropic value for geometrically
equivalent atoms, e.g., the hydrogens in a methyl group. The anisotropy of
the shielding tensor can be measured for molecules suspended into solid phase
or liquid crystals. When the measured " is subtracted from the shielding of
the same atom species in a reference compound "ref, the result is called the




" "ref ! ", (1.2)
where the approximation holds when "ref is small. The origin of the chemical
shift scale is set to a specific NMR signal from the reference compound.
The most common chemical shift reference compound for 1H and 13C NMR
spectroscopy is tetramethylsilane [TMS, Si(CH3)4].
The nuclear magnetic moments also interact with each other, both di-
rectly and via the electronic structure. This coupling is weak compared to
the chemical shift, and it is mostly interesting due to the characteristic split-
ting of the spectral peaks it causes. For paramagnetic systems, the peaks are
usually so broad that their splitting structure cannot be observed [5], and thus
this work concentrates on the chemical shifts. Even for molecules as large
as proteins with thousands of atoms, meaningful measurements can be made
and it is in principle possible to find a one-to-one correlation between the
structure of the molecule and its NMR spectrum. This work often requires
both a lot of time and expensive machinery. To help make their use more e#-
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cient, methods for the prediction of an NMR spectrum based on a suggested
molecular structure have been developed. The methods for solving this in-
verse problem range from relatively simple lookup tables of chemical shifts
for functional groups and modifications to these shifts from the surround-
ing atoms [6], to computational methods based on first principles electronic
structure calculations [7, 8, 9], the topic of this work. First principles meth-
ods for spectral prediction try to achieve their goal with as few assumptions
as possible. These start from the basic postulates of quantum mechanics to
obtain the approximate electronic structure of the system. The laws defin-
ing the spectral parameters are formulated for a general, system-independent
case, and then the rules are applied on the approximate state obtained. From
these parameters, the NMR spectrum can be reconstructed. Obtaining NMR
properties from electronic structure calculation can give valuable insight to
the phenomenological basis behind the observed values. It can also act as a
way of calibrating the electronic structure calculation methods themselves,
to ensure they give correct results for the correct reason instead of relying
on error cancellation.
For diamagnetic systems, i.e., those without any unpaired electrons, the
methods for the prediction of chemical shifts are well-established and rea-
sonably reliable for even quantitative work [8, 9]. For paramagnetic systems,
such as main group radicals and most transition metal complexes, only re-
cently there has been a method [10] that would include more than the most
basic contributions as outlined by McConnell in 1958 [11, 12]. The existing
consistent theories including that developed by Moon and Patchkovskii [10]
were also limited to systems with only one unpaired electron (doublet sys-
tems), which further limited their usefulness.
As several important molecules, e.g., proteins and molecular magnets,
have one or more paramagnetic metal centres, a reliable method for the pre-
diction of paramagnetic NMR (pNMR) spectra would be useful. An example
of such a system is the four-manganese centre in the oxygen evolving complex
of photosystem II, which is responsible for the production of gaseous oxygen
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in cyanobacteria and green plants [13, 14]. The value is further increased
because unlike the most-used tool for protein structure determination, X-ray
crystallography, NMR can be used for proteins that are still active in the
aqueous phase [15]. Another important use for paramagnetic compounds is
as transition metal-containing catalysts in chemical industry [16].
The aim of this work is to improve the theoretical understanding of pNMR
shifts, to develop computational methods based on the new theoretical frame-
work created, and to apply them on representative molecules to demonstrate
the new shielding terms introduced by the changes to the theory. In Pa-
per I, the doublet theory was reformulated based on the work of Moon and
Patchkovskii [10], and a spin-orbit contribution to the hyperfine coupling was
added to the calculation. The computational methods were implemented
into the deMon suite of quantum chemistry software [17], and tested on a
main-group radical studied earlier by Rinkevicius et al. [18] and the first 3
cobalt group metallocenes (CoCp2, RhCp2, IrCp2), with comparison to ear-
lier experimental results [19, 20, 21, 22, 23, 24]. This was the first consistent
implementation of a theory based on the ideas of Moon and Patchkovskii, as
well as the first time that the hyperfine spin-orbit e!ects were consistently
included in chemical shift calculations.
In Paper II, the theory was further expanded to allow any spin state
of the molecule. A completely new program was written to allow the use
of any available property code to obtain the required orbital shielding and
electron spin resonance (ESR) property tensors. The program was tested
with the set of metallocenes also used by Hrobárik et al. [25] to test their
a posteriori theory for systems with more than one unpaired electron. The
theory presented by Hrobárik et al. used the magnetic susceptibility as an
intermediate variable to obtain the chemical shifts, as is the usual practice
in experimental studies. It was also limited to axially symmetric systems,
unlike the general theory presented in Paper II. The metallocene results were
compared to computational and experimental values listed in ref. [25]. In
Paper II the new theory was also tested on a chiral chromium complex,
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along with a formulation for the leading-order magnetic field-dependence of
NMR shielding.
In Paper III, a set of quinolyl-functionalized Cp chromium(III) complexes,
precursors of olefine synthesis catalysts, was studied with the methods of
Paper II and the results were compared with ones obtained without the
additions introduced in Papers I and II, and also with the experimental
results in ref. [16]. The chromium complexes in Papers II and III have total
electron spin S > 12 . These species are not axially symmetric so that the
magnitude of the new terms introduced in Paper II could be evaluated.
In Paper IV, a metallocarborane system was studied with the methods of
Paper I using the software developed in Paper II. First-principles results were
for the first time used to confirm the assignment of experimental paramag-
netic 11B signals. The e!ects of a non-static molecular geometry on the 11B
chemical shifts were estimated by a molecular dynamics (MD) simulation.




In the macroscopic scale, measured physical quantities can obtain any value
in a continuum. When observed on a small enough scale, these are quantized,
and can have only certain values dependent on the system. For example, the
electrons in an atom can only have certain energy levels. These systems
absorb and emit quanta of electromagnetic radiation, photons, in transitions
between these energy levels. For the same transition, the energy of these
photons and, thus, also their wavelength, is always the same. This idea of
quantization was first postulated by Planck in 1901 for the energy levels of
blackbody radiation [27], then expanded to electromagnetic radiation itself
by Einstein in his explanation of the photoelectric e!ect in 1905 [28]. In
1926, Schrödinger formulated this as the time-independent equation,
H! = E!, (2.1)
a stationary special case of his wave function formalism [29, 30, 31, 32]. It
states that the allowed energy levels of a system described by the operator
H , the Hamiltonian, are given as the eigenvalues E, when it operates on its
eigenfunctions !. In Heisenberg’s matrix mechanics formulation of quantum
mechanics, these are called the eigenstates [33, 34, 35]. In the Copenhagen
interpretation, the squared norm of the wave function is interpreted as a
6
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probability density. If a wave function describes an electron in an atom, its
squared norm integrated over a volume describes the probability of finding
the electron inside that volume at a given moment.
Any system is fully described by its Hamiltonian and the corresponding
solutions to Schrödinger’s equation. The only, and greatest hurdle, remaining
to this day is actually obtaining the solution of the equation, as famously
stated by Dirac already in 1929." [36]
2.2 Spin
Spin is one of the fundamental properties used to categorize particles. In the
atomic unit system† it obtains dimensionless values of zero or higher at 12 in-
tervals. It is a true quantum mechanical property, not found in macroscopic
objects, which behaves like an intrinsic angular momentum with an associ-
ated magnetic dipole. A particle with spin behaves like a rotating charged
object, hence the name "spin", but this picture of a rotating charge breaks
down for point-like particles such as the electron, for which the concept of
rotation is ill-defined. The interaction of a particle spin with an external mag-
netic field causes splitting of the energy levels in the system. This is called
the Zeeman e!ect, and it forms the basis for the NMR and ESR methods as
well as an integral part of Mössbauer spectroscopy. [37]
2.2.1 Nuclear magnetic resonance
The energy levels of a particle with spin s = n2 are Zeeman-split into n + 1
states each. These states have a magnetic spin quantum number ms ranging
from !n2 to
n
2 at unit intervals. Thus, a spin-
1
2 particle such as the proton or
!"The underlying physical laws necessary for the mathematical theory of a large part
of physics and the whole of chemistry are thus completely known, and the di!culty is only
that the exact application of these laws leads to equations much too complicated to be
soluble."
†In the SI-based atomic unit system, used throughout this work unless otherwise stated,
! = me = 4!"0 = e = 1, c = #"1 " 137.
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the electron has the spin states ms = 12 and ms = !
1
2 , usually labelled ! and
$. The energy di!erence between the states is "E = gµBB0 = gB0/2, where
g is the g-factor of the particle (for a free electron g = ge = 2.002319 [38],
for nuclei the absolute value of g is on the order of 10!4 . . . 10!2 ge [39]) and
µB = e!/2me = 1/2 is the Bohr magneton. For nuclei in atoms, solids and
molecular systems, the change in resonance frequency % from that of a bare
nucleus arises from interaction with the electron cloud a!ected by an external
magnetic field [actual shielding !, see Eq. (1.2)], interaction with other nuclei
in the system (spin-spin coupling) directly (DKL) and indirectly (JKL). In
the case of S > 1/2 nuclei, there is also interaction of the nuclear quadrupole
moment with the electric field gradient (quadrupole coupling B). [40]
2.2.2 Electron spin resonance
Electron Spin Resonance (ESR) is similar to NMR, but it deals with unpaired
electrons in addition to nuclei, usually in radicals and metal complexes [5]. It
is also called electron paramagnetic resonance (EPR) in the case of transition
metal complexes where spin-orbit e!ects are strong. The principal measured
quantities in ESR spectroscopy are the g-tensor of the e!ective electronic
spin [40] describing the coupling of the unpaired electron spin to the external
magnetic field, the hyperfine coupling AK of nuclear spin to the electron
spin, and zero-field splitting D, which arises from the coupling of e!ective
electron spin with itself. The di!erence of rotationally averaged isotropic
g value from the free electron value ge arises from interactions between the
e!ective electron spin and its surroundings. In the present approximation,
this includes the spin-orbit and orbital Zeeman e!ects as well as relativistic
kinetic energy corrections to the spin-Zeeman interaction, see section 3.2 for
details. The coupling AK measures the interaction of the e!ective electron
spin to the spin of the nucleus K. Zero-field splitting D parameterizes the
splitting of the electron spin states caused by the coupling of unpaired elec-
tron spins to each other. Unlike the splitting caused by A, the zero-field
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splitting is independent of the external magnetic field, hence the name.
2.3 Electronic structure calculations
Of the tools used to obtain approximate solutions of the Schrödinger equation
for chemical systems, one of the earliest, and still the one used most is the
Born-Oppenheimer approximation (BOA) [41]. The kinetic energy of the nu-
clei is estimated to be negligible by assuming the electron-nucleus mass ratio
to be very small. This allows the separation of the electronic wavefunction
!e from the nuclear one. In addition to making electronic structure calcula-
tions simpler, BOA allows tracing of potential energy surfaces by changing
the nuclear coordinates [42].
Approximate solutions of the Schrödinger equation for the electronic
Hamiltonian are often obtained by the Hartree-Fock (HF) method. It starts
by first factorizing the N -electron wave function # into a product of N one-
electron wave functions &i(x) = &i(r,!) in coordinates x which are com-
posed of spatial (r) and spin (!) parts. These wave functions are also called
molecular spin orbitals (MO). Then, an N#N determinant is formed, where
each of the one-electron wave functions is combined with each electronic co-
ordinate,













&1(x1) &2(x1) . . . &N(x1)
&1(x2) &2(x2) . . . &N(x2)
...
... . . .
...












This Slater determinant presentation of the wave function has the antisym-
metry properties required by the Pauli exclusion principle, which states that
the wave function should change sign but remain otherwise unchanged in the
exchange of two electrons. This corresponds to exchange of two rows in the
determinant. Also, two electrons cannot be in exactly the same state, as the
determinant would be zero. The electronic energy of the N -electron system
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can be written as





















































where J is the Coulomb operator, K is the exchange operator, # is the Slater
determinant and h is the one-electron operator including kinetic energy and
nuclear attraction. In the two-electron integrals r12 is the distance between
the spatial integration coordinates associated with electrons 1 and 2.
Introducing an infinitesimal variation to the MOs, &i ' &i + #&i, we can











%#&i |F |&i&+ c.c.
(2.4)
where the Fock operator F = h +
%
j(Jj ! Kj) and c.c. denotes complex
conjugate. According to the variational principle, to minimize the energy
with respect to changes in molecular orbitals, the variation in energy must
vanish. This implies that at the minimum energy,
%#&i |F |&i& = 0 (2.5)
for any variation that obeys the orthonormality constraint, %&i|&j& = #ij
where #ij is the Kronecker delta. When such a variation is expanded as
a linear combination of the MOs and the expansion coe#cient matrix is
diagonalized in the MO basis, we obtain the canonical HF equations,
F |&i& = 'i |&i& . (2.6)




Cji (j , (2.7)
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vide infra, p. 15. Because these basis functions are centred on the nuclei,
these functions are called atomic orbitals (AO), this is called the LCAO
(linear combination of atomic orbitals) expansion. Alternatively, plane waves
can be used for the expansion, and these are a popular choice for large and
periodic systems, especially in solid state physics and surface chemistry. In
the LCAO formalism, the Schrödinger equation is written in matrix form
with the expansion coe#cients as variables. These are called the Roothaan-
Hall equations [44, 45],
FC = SC". (2.8)
Here, F is the Fock matrix corresponding to the electronic Hamiltonian of the
system, C is the MO coe#cient matrix, S is the overlap matrix between the
atomic orbitals, and " is a diagonal matrix containing the MO energies. In the
self-consistent field (SCF) method, an initial guess of C is first constructed.
Then, cycles consisting of constructing the Fock matrix and diagonalizing it
to obtain a new set of coe#cients C are repeated until specified convergence
criteria are reached. Usually thresholds for both the change in the total
energy and the coe#cients are used. It should be noted that in the SCF
method the many-body problem of n electrons is turned into n one-body
problems, each of the electrons interacting with the average field of the nuclei
and the other electrons.
HF is the basis of most wave function-based methods for electronic struc-
ture calculations, but it lacks in its description an important phenomenon,
electron correlation. Electrons repel each other, both due to their electric
charge and due to purely quantum mechanical reasons. Hence, the proba-
bility densities of their locations are correlated. The HF method includes
Fermi correlation, which is caused by the non-Coulomb repulsion between
electrons with parallel spins, as per Pauli exclusion principle. As the HF
method only models average Coulomb repulsion between one-electron charge
distributions, Coulomb correlation caused by the electrostatic Coulomb re-
pulsion between electrons is not included. A direct consequence of electron
correlation is Hund’s rule [42]. It states that the configuration of electrons
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in a set of orbitals with equal (or nearly equal) energy should have as many
unpaired electrons spins as possible. This is necessary to obtain the lowest
energy due to reduced Coulomb repulsion between spatially dissimilar or-
bitals. A good example of this is the oxygen molecule, where the ground
state is a triplet, i.e., there are two unpaired electrons.
There are several means of including Coulomb correlation on top of the
HF method. The most common approaches are based on systematically im-
proving the description of the wave function, e.g., perturbation theory-based
methods (e.g., MP2 [46]), coupled cluster methods [e.g., CCSD, CCSD(T)]
and multiconfigurational methods (e.g., MCSCF). [47] What all these have
in common is the rapidly increasing computational cost. Whereas the cost of
the HF method scales as the fourth power of the number of basis functions,
O(N4)", the simplest correlated method, MP2, already scales as O(N5) and
CCSD(T) as O(N7). But even these methods are still approximations, so
clearly a more pragmatic approach should not be dismissed on mere philo-
sophical grounds. Instead, performance, both in speed and accuracy as ref-
erenced to the experiment, should be the first and foremost consideration
when choosing the method for solving a particular scientific problem.
2.3.1 Density functional theory
Density functional theory (DFT) is a way of including electron correlation
at a far lower computational cost than post-HF methods. The basis of DFT
was laid by Hohenberg and Kohn in 1964 [49]. They started by considering
inhomogeneous electron gas in an external potential V (r). Applying the
Born-Oppenheimer approximation, a chemical system can be described this
way with the Coulomb potential formed by the nuclei as V (r). They proved
that when the interaction of the electron gas and V (r) is written with the
help of a universal functional FHK[)(r)] independent of V (r), the total energy
!This is a formal statement – when using the direct SCF method developed by Almlöf
et al. [48], the HF method scales O(N2) at the limit of infinite system size.
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of the system becomes
E =
&
V (r))(r)dr + FHK[)(r)]. (2.9)
Here )(r) is the electron density at r and E is the ground-state energy of
the system corresponding to V (r). According to the variational principle, if
the energy can be minimized, the corresponding electron density is that of
the best approximation for the ground state of the system.
In 1965, Kohn and Sham [50] introduced the Kohn-Sham reference state, a
hypothetical non-interacting system of electrons which has the same electron
density as the real one. In the K-S reference, the density ) is exactly the sum





Next, they divided the functional FHK into three parts: Coulomb repulsion
between orbital densities, the kinetic energy of the K-S reference system, and
the exchange-correlation potential VXC . The latter describes the interaction
between electrons other than the Coulomb repulsion of the averaged charge
density, as well as the di!erence in the kinetic energy between the reference
and the real system. There are exact formulas for the first two parts, but the
exact form of VXC is unknown. This led to the Kohn-Sham equations, which
allow a self-consistent solution of the variational problem in the Hohenberg-
















&i(r1) = 'i&i(r1). (2.11)
Here, K is the nuclear index and ZK is the charge of nucleus K. The equation
is of similar form and purpose as the HF equations (2.6), although we can see
a di!erence between the wave function-based methods and DFT. Whereas in
the wave function methods the Hamiltonian is fixed and the description of the
wavefunction is systematically improved, in DFT it is the Hamiltonian that
becomes e!ectively changed by changing the exchange-correlation functional.
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This also leads to unsystematicity when trying to improve DFT results in
a series of calculations, as the connection between changes in VXC and an
improvement of the description is seldom clear.
The simplest choice for the functional VXC is the local density approxima-
tion (LDA) [51], where the electron density is assumed to only vary slowly,
and thus the energy depends on the local electron density similarly as in a
homogeneous electron gas, VXC = VXC [)(r)]. LDA was actually formulated
by Dirac [52] and Slater [51] before Hohenberg, Kohn and Sham gave DFT
its present-day form. The most common version of LDA in modern pro-
grams uses Slater’s exchange part of the functional with the correlation part
formulated by Vosko et al. in 1980 [53]. This is known as the Slater-Vosko-
Wilk-Nusair (SVWN) functional. As metals can be thought to consist of a
gas of mobile electrons (conduction band) in a potential formed by the core
electrons and the nuclei, this approximation works fairly well for describing
metallic systems, and is still used in solid-state physics. As the electron den-
sity in molecular systems can have steep changes, LDA does not work well
for them.
Generalized gradient approximation (GGA) functionals [54] were devel-
oped to improve the description of systems with non-uniform density. In a
GGA functional, the energy depends on the gradient of the density in addi-
tion to the density itself, VXC = VXC [)(r),()(r)].
When the exchange part of a functional is partially replaced by the HF
exact exchange, we obtain a hybrid functional [54]. Hybrid functionals are
used to improve DFT results by including some of the Fermi correlation in-
trinsic in HF, which is otherwise di#cult to model. As there is no unphysical
self-interaction present in HF, unlike pure DFT, hybrid functionals avoid
some of it.
In this work mostly GGA functionals are used. Although the basic elec-
tronic structure determination can be nearly as fast with hybrid functionals
as with GGA functionals when using the appropriate approximations, the
magnetic property calculation methods (section 3.2) used could not take
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advantage of such speedups. As a result, the computational cost of the prop-
erty calculation with hybrid functionals can be up to two orders of magnitude
higher than with a GGA functional." Thus, hybrid DFT was only used spar-
ingly, and mostly for comparison purposes, especially so since the results for
the systems in Papers I and II were not consistently improved by the hybrid
functionals.
2.3.2 Basis sets
Exact representation of the wavefunction in an arbitrary case would require
a set of basis functions that is complete. However, such set would be infinite
for a real system, and truncations are necessary. The first basis sets his-
torically used were composed of Slater functions, which correctly reproduce
the wave function cusp-condition at the nucleus, and also behave asymptot-
ically correctly at large distances [42]. The downside of these functions is
that their two-electron integrals are time-consuming to calculate, and con-
sequently computationally easier Gaussian type functions have been mostly
used [55]. Gaussian type functions do not behave correctly at either the
nucleus or at large distances, so recently Slater functions have regained pop-
ularity [56]. In this work, only Gaussian basis functions have been used.
There are several possible goals when constructing or choosing a basis set.
Amongst others, basis sets have been constructed to perform well with highly
correlated wave function methods [57] (requires inclusion of high angular
momentum functions), better reproduction of magnetic properties [58, 59, 60,
61] (the core region is emphasized in the span of Gaussian exponents) or based
on the completeness profile [62] of the basis set [63, 64]. The completeness
profile acts as a visual aid for estimating the completeness of a basis set.
For this work, the Huzinaga-Kutzelnigg IGLO basis sets [65, 58] (HII,
HIII and HIV) were used exclusively for the property calculations on first-
!This depends on the number of nuclei for which the properties are calculated, but as
an example of a medium-sized system, the property calculations for CrCp2 in Paper II
took 1.25 cpu-h with the PBE functional (GGA), but 90 cpu-h with the PBE0 functional
(hybrid).
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and second-row main-group atoms, as these had earlier proven to perform
well for the calculation of magnetic properties [66]. In Paper III, these were
augmented with tight s and p type functions for a better description of spin
density at and near the hydrogen nuclei. In Paper IV, di!use functions
were added with the "division-by-three" method." For the metals, varyingly
Faegri’s [67] or Munzarová and Kaupp’s [59] basis sets were used.
The computational cost of a DFT calculation is mostly determined by the
calculation of the Coulomb energy, which formally scales as O(N4), where
N is the number of basis functions. [54] To speed this up, density fitting
methods [68] can be used. These are based on first fitting the density into an
auxiliary basis, optimally 2-3 times larger than the original AO basis used
for the expansion of MOs [69, 70]. Then the Coulomb energy is rewritten
using this fitted density and applying resolution of identity to turn the four-
index integrals into three-index integrals. This brings the scaling to O(N3)
even at the small system limit. The resolution of identity is exactly true
only for a complete set of functions, but the error introduced by using it on
an incomplete auxiliary basis can be made negligible as compared to errors
from an incomplete orbital basis set in the first place. This method is called
RI-J DFT [69, 70]. With pre-screening of the integrals to avoid unnecessary
calculation of negligible contributions, the scaling can be further reduced
to O(N2). Advances have also been made with purely AO-based methods
that approach linear [O(N)] scaling at the limit of large systems, see, e.g.,
Ref. [71].
As the use of hybrid functionals requires separate calculation of the HF
exchange integrals in addition to the Coulomb integrals, the computational
cost is again O(N4) to start with, but with the so-called RI-JK approxi-
mation [72], similar to that used in RI-J DFT, the cost can be lowered to
O(N3). Kossmann and Neese [73] have compared the RI-JK approximation
with Neese’s alternate method [74] for speeding up hybrid functional calcu-
lations (RIJCOSX), which is faster than RI-JK for large systems. In Paper
!The smallest exponent in the basis is divided by three and a corresponding primitive
function is added to the original basis set.
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I, the RI-J approximation was not employed as the Kohn-Sham orbitals were
obtained from Gaussian03 [75], which does not include this method. In the
other Papers, the RI-J approximation was utilized.
2.3.3 Molecular dynamics
In molecular dynamics (MD), the time development of the nuclear locations is
studied by applying Newtonian mechanics on the nuclei in short time steps,
usually on the order of 1 fs. The forces are calculated either from a pre-
parametrized force field such as Amber [76], or by first-principles electronic
structure calculations, in ab initio MD (AI-MD) [77]. The initial speeds of
the nuclei are usually randomized from the Boltzmann distribution at the
desired temperature, optionally the speeds in consequent steps are scaled in
order to stabilize the speed distribution before the production phase of the
simulation. In this work, AI-MD was used in Paper IV, using RI-DFT with
a GGA functional for the electronic structure calculation.
2.3.4 E!ective core potentials
The inner core electrons do not contribute to the bonding properties of heavy
atoms nearly as much as the valence electrons. To reduce the number of basis
functions required for electronic structure calculation, the core electrons and
the nucleus can be replaced by an e!ective core potential (ECP) [78] obtained
from an accurate calculation of a single atom. This potential can even include
properties not present in a comparable all-electron calculation, if the single-
atom calculation is carried out with relativistic methods, as in the Stuttgart
group ECPs [79, 80] employed in Papers I and IV.
Chapter 3
Theory
3.1 NMR and ESR spin Hamiltonians
Spin Hamiltonians are e!ective expressions of energy formed by choosing
the experimental variables (such as spin and magnetic field) as the explicit
degrees of freedom, commonly in leading order only, and including the mea-
sured quantities (such as the shielding tensor !K) as parameters. Implicit
degrees of freedom, such as the positions of the nuclei and electrons, are in-
cluded in the parameters. The NMR spin Hamiltonian for a system of nuclei












IK · (DKL + JKL) · IL +
"
K
IK · BK · IK ,
(3.1)
where +K is the gyromagnetic ratio of K, IK is the nuclear spin, DKL and
JKL are the direct and indirect nuclear spin-spin coupling tensors, respec-
tively, and BK is the quadrupole coupling tensor.
Magnetic field and spin provide small, time-independent static perturba-
tions to the electronic ground state. Thus, the electronic energy of a system
can be written as a Taylor series of these perturbations '1, '2, ...,
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Here, the coe#cients En, Emn, . . . are the derivatives of energy with respect




















If IK and B0 are the perturbations, we obtain the field-independent part of












In the ESR spin Hamiltonian HESR, the true electron spin quantum num-
ber is replaced by an e!ective electron spin S, defined by requiring 2S+1 =
number of electron spin states. This introduces an error (assumed to be neg-
ligible) when the e!ective spin and the true spin di!er [40], such as when the
system has a near degeneracy between a singlet and a triplet state. For a








S ·AK · IK + S ·D · S,
(3.5)
where g is the electronic g-tensor, AK is the hyperfine coupling tensor, and
D is the zero-field splitting tensor. D is analogous to the sum of B over
the nuclei in the NMR spin Hamiltonian. Choosing as perturbations either
the external magnetic field and electron spin, nuclear spin and electron spin,
































3.2 Obtaining magnetic properties from DFT
As described in detail by, e.g., Neese in his 2009 review [81] on the prediction
of molecular properties and in Ref. [82], the coupled-perturbed KS (CPKS)
scheme is used for obtaining the derivatives required in their DFT calcula-
tion. For first-order properties, the perturbed state is not required and the






Pµ" %&µ |hem |&"& , (3.9)
where P is the density matrix.

















where the derivative of the density matrix is found by first solving the CPKS

















































Here, cHF is the coe#cient denoting the amount of exact exchange in the
functional and ) denotes the imaginary part of the following expression.
The solutions U%ia are the coe#cients when the first-order perturbed orbitals
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Now, it is obvious that the magnetic Hessian M is diagonal for cHF = 0. The
solutions are obtained trivially without calculating the N2#N2 two-electron
matrix elements (N is the number of basis functions). For a real perturbation,
M would be replaced by the electric Hessian, which requires these integrals
even for pure functionals. The second-order terms in this work are all purely
imaginary, and as such these can be obtained directly when using pure DFT
functionals. When using hybrid functionals the matrix equations are too
large to be solved directly. Iterative methods are required.
3.3 Breit-Pauli Hamiltonian
The Breit-Pauli (BP) Hamiltonian is a quasirelativistic operator describ-
ing a molecular system in the presence of electromagnetic fields. It is ob-
tained by reducing the fully relativistic Dirac-Coulomb-Breit (DCB) Hamil-
tonian [83] of an electron system into the two-component form with the Foldy-
Wouthuysen [84] transformation, and empirically adding nuclear charges,
magnetic dipole moments and electric quadrupole moments [40].
The terms of the BP Hamiltonian can be ordered according to increasing
even powers in the fine structure constant ! " 1/137, the higher-order terms
being decreasingly important due to the rapidly decreasing prefactor. The
quantity !2 appear as an expansion parameter during the Foldy-Wouthuysen
transformation of the DCB Hamiltonian into the Pauli Hamiltonian.
For the purposes of this work, the relevant terms of the BP Hamiltonian
are those that have a significant e!ect on the shielding of light atoms in
systems containing heavy atoms. This includes those contributing to orbital
shielding in the leading order (!2, vide infra, p. 37), and those required to
construct hyperfine shielding terms up to order of !4. For this, terms are
needed that contribute to the g-tensor to O(!2), hyperfine tensor of light
atoms to at most O(!4), and zero field splitting in the leading order, O(!4).
Such terms are also included that can be combined perturbatively to form
any of these.
The outlined procedure excludes all terms that are quadratic in the ex-
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ternal magnetic field (required, e.g., for the field-dependence of shielding,
see Paper II) or nuclear spin (the so-called pseudoquadrupolar terms [85]).
Additionally, most of the relativistic two-electron terms are excluded due to
their small e!ect on magnetic properties of light nuclei (in systems contain-
ing heavy nuclei) when compared to the corresponding one-electron terms.
In the presence of a vector potential A, defined as
A = A0 +AK , (3.15)
where A0 corresponds to the external homogeneous magnetic field B0 and
AK corresponds to the field from a point dipole at nucleus K, the considered
Hamiltonian becomes















Here, the dependence on nuclear spin or external magnetic field is denoted
with K or B0. Additionally, the terms (3.20 – 3.22) depend linearly on the
electron spin, apart from HSS, which is quadratic in it. For the explicit forms
of the terms, see Ref. [86].
The first three terms in (3.16 – 3.22) are the kinetic energy and Coulomb
attraction/repulsion interactions (NE term being the nucleus-electron attrac-
tion and EE the electron-electron repulsion) of the ordinary, unperturbed
nonrelativistic Hamiltonian.
The operator HDSK,B0 in (3.19) is the electron nuclear Zeeman coupling
term, HOZB0 in (3.17) is the orbital Zeeman interaction and H
PSO
K in (3.18) is
the orbital hyperfine interaction. These contributions arise from the coupling
of the nuclear spin angular momentum to the orbital angular momenta of
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the electrons, and the coupling of the combined angular momentum to the
external magnetic field. They can also be described as the interaction of the
nuclear magnetic moment with magnetic fields arising from currents induced
by the external magnetic field [42].
The operator HSO in (3.20) contains the interaction of electron spin
with the orbital angular momenta of electrons, including a single-electron
term (HSO(1)) and two-electron terms for both the same electron (HSSO(2))
and other electrons (HSOO(2)). The two-electron terms are computation-
ally expensive to evaluate [87, 88, 89] and therefore these are usually han-
dled with additional approximations, e.g., the atomic mean field (AMFI)
method [90, 91], as is also done in this work. The term HSS is the electron-
electron spin-spin interaction, including both contact (HSSC(2)) and dipolar
(HSSD(2)) terms, of which only the dipolar part is of importance for D.
The operator HSZB0 in (3.21) is the nonrelativistic spin-Zeeman interaction
of the electron spin and the external magnetic field, and HSZ-KEB0 is the rel-
ativistic "kinetic energy" [86] correction to it. The spin-Zeeman interaction
causes the field-induced electron spin polarization in a paramagnetic system,
and thus is indirectly responsible for the hyperfine shielding e!ects handled
in this work.
The operator HSOB0 describes the coupling of the electron spins to the
external magnetic field via their orbital angular momenta, it is also known
as the gauge-correction term in the context of g-tensor calculations. The
term HSOK is the corresponding coupling of electron spins to the magnetic
field of the nuclei. Both HSOB0 and H
SO
K arise from the SO interaction with
the magnetic field-dependent part of the generalized momentum
# = p+A, (3.23)
where A is the vector potential.
The operator HFCK in (3.22) is the Fermi contact coupling of electron spins
to the nuclear magnetic dipole, in basically just a product of the nuclear spin
and the electron spin density at the nucleus [92]. The term HSDK is the
interaction between the nuclear magnetic dipole and the magnetic field of
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the electron spins outside the nucleus.
The terms of the BP Hamiltonian used in this work are listed in Table 3.1.
3.3.1 Orbital shielding
The phenomenological basis of NMR shielding is the interaction between the
magnetic moment of a nucleus and the magnetic field. The standard theory
for the NMR shielding in diamagnetic molecules was laid down by Ram-
sey in a set of four seminal papers between 1950 and 1952 [93, 94, 95, 96].
There, he defined the shielding in Eq. (1.1) as consisting of the present-











† contributions. They are often called the diamagnetic and
paramagnetic shielding terms due to their positive and negative signs, re-
spectively. This terminology is not used in this work to avoid confusion with
other meanings of the words," and their sum will subsequently be only re-
ferred to as (the leading-order O(!2) part of) orbital shielding. These two
contributions form a gauge-invariant pair, i.e., their individual values depend
on the choice of the gauge origin of the vector potential, but their sum re-
mains constant. Thus, neither of them is an observable alone, only the sum
can be determined. In calculations, exact gauge invariance is only reached
at the limit of a complete basis set.
3.3.2 ESR properties
From Eq. (3.6) we can see that the presentation of the g-tensor in the response
theory formalism should include terms linear in both the electron spin and
the external magnetic field. In this work, the components of the g-tensor








where |m& are the excited states and Em are their energies.
!The division to paramagnetic and diamagnetic is in this work used for molecular
systems according to whether or not there are unpaired electrons. This should not be
confused with the classification of macroscopic substances based on their property to
either fortify or weaken the external magnetic field.













































































































































































































































































































































































































































The first term is proportional to !0 and actually reduces to the free electron
g-factor ge1, the rest are proportional to !2. In most cases, the g-tensor
symmetrized as
3
gTg is used instead of the full, usually" nonsymmetric
g-tensor, and this has also been done throughout the present work.
Likewise, we see from (3.7) that the presentation of hyperfine coupling





















where the last two terms are the spin-orbit (SO) contributions.
The SO terms were first implemented as a posteriori corrections in first-
principles calculations by Belanzoni et al. in 1995 [99]. The first implementa-










for the A tensor of light
nuclei allowing for spin polarization in the unrestricted KS framework was by
Arbuznikov et al. in 2004 [100]. In Paper I, the implementation of Ref. [100]




were omitted because their cal-
culation would have required information about the integration grid, which
could not be conveyed in the interfacing process between the two computer




term was not imple-
mented in the property code at all. In the usual approximation of point-like




terms have the problem that the integrals
are not defined for terms with the same nucleus both in the SO-operator and
the PSO-operator. The omission of the operator is not expected to create a




terms are important only for the heavy
nuclei.
In its general formulation [40], the zero-field splitting (ZFS) tensor con-










. This formulation, as implemented in the Orca
!Depending on the symmetry of the molecule.
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program [101, 102], is used for all the ZFS tensors in Papers II and III. It
is noteworthy that in a genuinely relativistic approach, SO e!ects would be
naturally included in the ground state wave function. The g and A tensors
then become explicitly first-order properties, and as such would not require
a coupled perturbed treatment when using a variational electronic structure
method.
3.4 Hyperfine shielding theory before present
work
The hyperfine shielding in paramagnetic molecules is caused by the interac-
tion of the nuclei with the electron cloud, which has been spin-polarized by
the external magnetic field. While Ramsey’s theory also applies to orbital
shielding in paramagnetic molecules [18], the magnetic moment of an elec-
tron is two to three orders of magnitude larger than that of nuclei. Thus, the
electron spin couples to the nuclear spins much stronger than the other nu-
clei, which induce only a small change in resonance frequencies via spin-spin
coupling. The electrons can also move close to the nuclei, with non-zero elec-
tron densities even at their exact locations [42]. In a diamagnetic molecule,
the e!ects from the two electrons with paired spins in each spatial orbital
closely cancel each other. Then, only contributions arising from triplet exci-
tations such as within nuclear spin-spin coupling [8, 9] and spin-orbit (SO)
corrections to Ramsey’s orbital shielding [103], are non-zero.
The first hyperfine e!ect in pNMR to be theoretically described was the
Fermi contact shielding, the direct coupling of the nuclear spin to the electron







where k is the Boltzmann constant, T is temperature, S is the electron
spin quantum number of the system, + is the nuclear gyromagnetic ratio




Figure 3.1: Geometry parameters in Kurland and McGarvey’s pseudocontact
shift. The vector r is defined as pointing from the electron spin (usually the
paramagnetic metal center) to the NMR nucleus.
hyperfine Fermi contact coupling constant (in Hz). In this theory, the pseu-
docontact (PC) shielding is defined as contribution to the isotropic " due
to the hyperfine pseudocontact coupling constant, APC = A! Acon [12]. He
defined the spin-dipole part of the shielding tensor, caused by the coupling
of the magnetic dipole of the nucleus to the magnetic field of the unpaired










where the Adip!' terms are the components of the dipolar hyperfine coupling






















These old versions of the shielding formulas are correct for the S = 1/2 case,
but they should be compared with the more general theory in Section 3.5.
In McConnell’s theory, the Fermi contact shift is purely isotropic, and the
dipolar part is purely anisotropic, while in the present work they are generally
sums of di!erent tensorial ranks due to zero-field splitting e!ects for S > 1/2.
In 1970, Kurland and McGarvey [104] defined the isotropic PC shielding
as resulting from the dipolar interaction between the electronic spin polariza-
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tion and the magnetic moment of a nucleus at a distance where the electron
spin density is negligible. Starting from the parallel (-$) and transverse (-%)
magnetic susceptibilities in a cylindrically symmetric case, they derived an
empirical formula where this part of shielding in paramagnetic molecules
mainly depends on the location of the NMR nucleus relative to a paramag-
netic metal centre as
"PC(B0) = (-$ ! -%)








In this equation, r is the distance between the NMR nucleus and the metal
centre, µ0 is the vacuum permeability, and . is the angle between the direction
of the spin magnetization of the centre (direction of B0) and the direction of
the NMR nucleus from the location of the assumed point-like electron spin
distribution, see Fig. 3.1. The two terms (last set of parenthesis) are the field-
independent and leading-order field-dependent parts. There is no first-order
(in B0) term because shielding is invariant in time reversal and B is time-
odd. This formula gives a simple geometric relation between the magnitude
of the pseudocontact shift of di!erent nuclei in a paramagnetic system and
their locations with respect to the (often) metal centre housing the electron
spin. PC-shift isosurfaces are for this reason often used in empirical NMR
spectroscopy of, e.g., metalloproteins [5]. Generally, in experimental work
the decomposition of the shift is performed as
#exp = #con + #PC + #orb, (3.30)
where the orbital shift term #orb includes the comparison to a diamagnetic
reference compound as per Eq. (1.2). Kurland and McGarvey’s formula still
dominates the field also in computational determination of the hyperfine
shielding, along with the idea that the orbital shielding a nucleus in a para-
magnetic compound is approximately equal to that experimentally measured
in a "corresponding"" diamagnetic compound [105].
!For metal complexes this is a closed-shell system, where either the central ion is in
a di"erent oxidation state, or it has been replaced by an element near it in the periodic
table to produce an isoelectronic orbital structure. For example, a possible diamagnetic
analogue for CoCp2 would be FeCp2.
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The next refinement of the McConnell theory was made by Rinkevicius et
al. in 2003 [18], when they formulated a systematic leading-order nonrelativis-
tic theory for the shielding in paramagnetic molecules, which includes Ram-
sey’s orbital shielding for the paramagnetic system proper, and McConnell’s
!con and !dip terms. This work was the first one to use the response theory
formulation [97] for hyperfine shieldings.
In 2004, Moon and Patchkovskii [10] published a general theory of para-
magnetic shielding for doublet (S = 12) systems, which for the first time
introduced the present notation leading to a scalar product of ESR g and
A tensors. They replaced the free-electron g factor ge by the g-tensor, giv-
ing rise to four new corrections to the leading-order contributions, "gisoAcon,
"g̃Acon, "gisoAdip and "g̃Adip, where "g is the g-shift tensor, the di!er-
ence between the full g-tensor and the isotropic free electron g-tensor. The
quantities "giso and "g̃ are the isotropic and anisotropic parts, respectively.
These are defined as
"g = g ! ge1 (3.31)
"giso = Tr("g)/3 (3.32)
"g̃ = "g !"giso1. (3.33)
The second new contribution ("g̃Acon) adds an anisotropic part to the Fermi
contact shielding and the fourth ("g̃Adip) adds an isotropic part to dipolar
shielding. This last term corresponds to the geometry-dependent definition
of the pseudocontact shielding. When this thesis work was started, the for-
mulation of Moon and Patchkovskii was the latest advancement in the field.
3.5 General theory of nuclear shielding for ar-
bitrary spin state
In the formulation of Moon and Patchkovskii [10] for the Cartesian '/ com-
ponent of the nuclear shielding tensor ! of nucleus K, the shielding term in
the NMR spin Hamiltonian is defined via the Boltzmann average of energy
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terms bilinear in B0 and IK ,








Here, the states n include the ground-state multiplet as well as low-lying
excited electronic states. The energies Wn are associated with the electronic
state manifold and the energies En with the nuclear spin Zeeman energetics.
They are separated for bookkeeping purposes so that the slightly di!erent
approximations for the two can be employed consistently.
The expectation value En = %n |E|n& is expanded in a power series of B0
and IK ,
































where m is the total number of di!erentiations. Only terms up to linear in
IK are shown, because the shielding term in the spin Hamiltonian depends
linearly on the nuclear spin in the present formulation. For Wn, a similar
expression can be written, and simplified by approximating that the tran-
sitions between the nuclear spin Zeeman states are much slower than those
between the electronic states. The electronic states can be thought to form
an equilibrium manifold with an averaged Curie spin. The interaction of the
nuclei with this averaged spin a!ects the energy levels between which the
nuclear spin Zeeman transitions take place. Thus, we can omit the terms
including IK from the expression for Wn,









E(µ",0)n B0,µB0," + . . .
(3.37)
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In Moon and Patchkovskii’s work [10] the shielding tensor ! was for the
S = 12 case defined as a derivative of the expectation value on the left-hand-




,2 %E (B0, IK)&
,IK,B0
, (3.38)
which works if the energies of the spin Zeeman states have linear dependence
on the magnetic field consistent with the shielding being independent of the
magnetic field. However, the actual observed ms *= 0 energy states in the
S > 1/2 case have a nonlinear dependence on the field, and thus if direct
derivation is used for the general case, it leads to unphysical complex values
for shielding. Therefore, our formulation as introduced in paper II defines
the LHS of Eq 3.34 as


















The field-independent leading-order term of Wn(B0, 0) is much larger than
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Next, "!' is also written as a power series in B0 to separate the field-








"(2)!'µ"B0,µB0," + . . . , (3.42)
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where only even powers appear, as justified on p. 29. It should be noted that
the prefactor of the leading-order field-dependent part is 1/3! because the
shielding term in the NMR spin Hamiltonian depends linearly on B0, which
brings the corresponding terms in the series expansion up by one step.
We can group the terms obtained by inserting the approximate expansions













































where "(n)!' are the '/ components of the coe#cients in (3.42), in terms that
depend on Bn0 . Now, we can apply the expansion in (3.35) to obtain for the


















































and equate the powers in B0 on both sides of the equation. Then, similarly
to Ref. [10], we can make use of the requirement of time-reversal symmetry
of the observable shielding to remove the time-odd terms, i.e., those with
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Boltzmann averages of terms that have an odd number of derivations wrt.
B0 and/or IK . The leading-order part can be be identified with the field-
































The energy derivatives in the expression for the shielding tensor can be ob-
tained from the ESR spin Hamiltonian, (3.5), used here as the e!ective energy
expression
W (!,') = H(!,')ESR = +"
orb
!' (3.47)








Hence, the temperature-independent part can be identified as Ramsey’s or-













g!aAb' %SaSb&0 , (3.50)
which depends on the ESR g and A tensors as well as the expectation value of
the dyadic of the e!ective electron spin operator with itself. This expectation
value should in the general case be taken in the manifold of zero-field split
states (vide infra).
In an S = 1/2 system, the electronic states are degenerate at the limit
of zero magnetic field, i.e., there is no zero-field splitting, and this becomes
simply the product %SaSb&0 = S2#ab/3 = S(S + 1)#ab/3 as in the formalisms
of both Rinkevicius et al. [18] and Moon and Patchkovskii [10]. This step
was also taken in Paper I.
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where P!µ" denotes the sum over all 6 permutations of the indices 'µ%. The
new derivatives compared to the field-independent case are:
• E(!)*,'), the B20 dependence of !orb
• E(!),'), the B20 dependence of A
• W (!)*,0), the B20 dependence of g
• W ()*,0), magnetizability
Of these, there are existing computational tools for the field dependence of
orbital shielding (for diamagnetic systems) [106, 107] and the magnetizability,
which at the zero-field limit is a standard molecular property, but in a finite
field has not been studied much [108, 109]. Additionally, "(2) depends on the
field-independent "(0).
In the S > 12 case, the states |n& over which the expectation value should
be taken as eigenfunctions of HZFS = S · D · S. This is obtained from the
ESR spin Hamiltonian by setting the magnetic field and the nuclear spin to
zero, in accordance with (3.46), and their energies as the eigenvalues W (0,0)n .
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A natural choice for the diagonalization of S ·D · S is to express the zero-






n CmSn %m&S |SaSb|mS& , (3.52)
where the matrix elements %m&S |SaSb|mS& dependend only on the total spin
of the system.
The above described formulation for paramagnetic shielding, introduced
in Paper II, is rigorous and applicable for the ground state of any open-shell
system, unlike any preceding formulation, which were limited either to the
doublet state such as that in Paper I and Ref. [10] or by symmetry as in
Ref. [25]. Furthermore, in contrast to the present work, Hrobárik et al. [25]
formulated the zero-field splitting e!ects as a posteriori corrections, and as
such the formulation was not equally rigorous. At the level applied in Papers
II and III, the present formulation only gives the shielding at the B0 = 0
limit, but if the terms in (3.51) are implemented, the leading-order magnetic
field dependence will be correctly included.
Thermally excited electronic states of di!erent spin multiplicity from the
ground state can be handled by adding these to the Boltzmann sum in (3.34),
so that the total shielding is the sum of the shieldings in the individual states
multiplied by their normalized Boltzmann weights.
3.5.1 Analysis of hyperfine shielding
To determine the paramagnetic shielding as per Eqs. (3.45) and (3.50), any
suitable quantum-chemical implementation of !orb, g, A and D can be used.
Preferably these should be obtained at a consistent level of theory. In Paper
I, the following break-downs were employed for g and A (with orders in the
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where "giso and "g̃ are the isotropic and anisotropic parts of the terms of
"g, see p. 30.
The further breakdown of ASO is defined in accordance with Eqs. (A.1 –
A.2) in Appendix A. As before, Acon is the isotropic Fermi contact part of
hyperfine coupling, APC is the isotropic spin-orbit term, Adip is the nonrel-
ativistic anisotropic spin-dipole part, and Adip,2 is now its symmetric spin-
orbit counterpart, and Aas is the remaining, antisymmetric anisotropic part
of ASO, which has no nonrelativistic counterpart. The ASO terms were for
the first time introduced in shielding calculations in Paper I. In the present
thesis, the hyperfine shielding terms were included up to !4, which means in
practice including the g-tensor up to !2 and A tensor up to !4 excluding,
however, the combinations of the terms that would lead to !6 contributions.
The orbital shielding, on the other hand, was included (somewhat inconsis-
tently) only up to !2 because there currently is no computational implemen-
tation available that includes the higher-order terms in open-shell systems.
In the paramagnetic case, the hyperfine shielding terms are so large that the
!4 orbital shielding terms would be small in comparison, especially for the
light nuclei, which are the primary target of pNMR studies [5].
When only the combinations up to !4 are included, there are nine terms
for the hyperfine shielding, as seen in Table 3.2. In the S = 12 case, as
described in Papers I and IV, only terms 1, 3, 6 and 9 contribute to the
isotropic shielding constant. When the zero-field splitting is included for
higher spin multiplicities, as in Papers II and III, all the terms except the
naturally anisotropic term 5 have an isotropic part, the dominating new
contribution being the O(!2) dipolar term 2.
The terms can be grouped according to either their phenomenological
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Table 3.2: Order in the fine structure constant ! and tensorial ranks of the
hyperfine shielding terms in paramagnetic substances in both doublet and
higher-multiplicity spin states.
Tensorial ranka
Number Term in "!' Symbol Order S = 1/2 S > 1/2
"orb orb O(!2) 0,2,1 0,2,1
1 geAcon %S!S' &0 con O(!2) 0 0,2
2 ge$bA
dip
b' %S!Sb&0 dip O(!2) 2 0,2,1
3 geAPC %S!S' &0 con,2 O(!4) 0 0,2
4 ge$bA
dip,2
b' %S!Sb&0 dip,2 O(!4) 2 0,2,1
5 ge$bAasb' %S!Sb&0 as O(!4) 1 2,1
6 "gisoAcon %S!S' &0 con,3 O(!4) 0 0,2
7 "giso$bA
dip
b' %S!Sb&0 dip,3 O(!4) 2 0,2,1
8 Acon$a"g̃!a %SaS' &0 con,aniso O(!4) 2,1 0,2,1
9 $ab"g̃!aA
dip
b' %SaSb&0 pc O(!4) 0,2,1 0,2,1
aRank-0, 2, and 1 contributions correspond to the isotropic shielding constant
and anisotropic symmetric as well as antisymmetric terms, respectively.
origin or interpretation of measurements. In their review of computational
pNMR spectroscopy, Kaupp and Köhler [110] labelled terms 1, 3 and 6 to-
gether as the contact shift in the S = 12 case, based on their dependence on
the isotropic spin density around the nucleus. Phenomenologically, terms 1
and 6 are caused by the Fermi contact interaction, depending only on the spin
density at the nucleus, mostly due to s orbitals. The term 3 depends on the
isotropic part of ASO, which vanishes for s orbitals. Thus, terms should be
grouped based on their tensorial transform properties instead, which groups
the terms 1, 3 and 6 together.
In experimental work, the paramagnetic centre is usually approximated
to have a point-dipole spin distribution [5]. This corresponds to the approxi-
mation of Kurland and McGarvey [104], Eq. (3.29). Only the present term 9
has the same kind of dependence on geometry as arises from this approxima-
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tion. When measured shifts are divided as per Eq. (3.30), #PC also includes
the isotropic part of the novel terms 2, 4, 7, 8 and 9. Thus, suspicion is
cast on whether the experimental view of pseudocontact shift is complete,
and therefore whether the obtained geometric parameters are accurate. This
was further explored in Paper III for a S = 3/2 system. In contrast, in the
doublet case, only term 9 contributes to the experimental isotropic shift, in




The studied molecules were mostly selected based on their suitability for
comparison with earlier computational and experimental results on 1H and
13C shieldings in paramagnetic systems (Paper I), and to demonstrate the
new contributions arising from the theory, in Papers II and III. The excep-
tion is the boron system in Paper IV, where the main motivation was the
joint experimental and computational e!ort to confirm the assignment of 11B
signals.
The nitroxide radical N6 (Fig. 4.1) had been studied experimentally
by Heise et al. in 1999 [111] and computationally by Rinkevicius et al. in
2003 [18], at the nonrelativistic Ramsey/McConnell level of shielding the-
ory which includes leading-order orbital shielding, the Fermi contact shift
and spin-dipole anisotropy, but does not include the e!ect of using the full
g-tensor instead of ge.
The metallocenes (Fig. 4.1) were chosen for study as quintessential or-
ganometallic compounds, with the added benefit of having 10 magnetically
equivalent nuclei of both carbon and hydrogen, which allows for averaging
pNMR shieldings over these centres. This method has an experimental jus-
tification, as the measured shieldings are ensemble averages over internal
molecular motion, and a calculation for a single nuclear position only probes
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Figure 4.1: Nitroxide radical N6 studied in Paper I (left), and the eclipsed
(centre) and staggered (right) conformations of a metallocene. In Paper I
M=Co, Rh, Ir; in Paper II, M=Ni, Cr, Mn, V.
a single value in the ensemble. The S > 1/2 metallocenes in Paper II were
computationally studied by Hrobárik et al. in 2007 employing a more limited,
a posteriori shielding theory [25].
The chromium complexes in Papers II (Fig. 4.2) and III (Fig. 4.2) show-
case the magnitude of the new contributions, introduced in Paper II, in
systems without any molecular symmetry higher than C1. In addition, the
systems in Paper III demonstrate a case where the usual experimentalist def-
inition of pseudocontact fails to include relevant physical e!ects present in
the system.
The metallocarborane system studied in Paper IV (Fig. 4.3) has metal-
locene-like bonding of the open 5-ring faces of the dicarbollide moieties to
the central iron atom. It was the first paramagnetic boron compound for
which the NMR properties were studied jointly with modern computational
methods and experiments.
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Figure 4.2: [Cr(en)2NH3Br]2+, the chromium complex studied in Paper
II(left) and the atom labelling scheme of the chromium complexes studied in
Paper III (right). In molecule 1 of that work, R=Cl; in molecule 4, R=Br.
Figure 4.3: Conventional atom numbering in [3-FeIII-(1,2-C2B9H11)2]!,
molecule 1 of Paper IV. Reproduced by permission of the PCCP owner soci-
eties.
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4.2 Computational methods
4.2.1 New programs
As there was no implementation available which had both the ASO tensors
required for the new shielding terms of Paper I and a robust, well-performing
SCF part, it was decided that the KS orbitals would be transformed to
deMon for property calculations using an interface parser programmed by
the present author. The deMon-ESR-NMR suite was, likewise, modified to
calculate the new shielding contributions from SO e!ects (terms 3-5, 8 and 9
in Table 3.2). Another interface program was made for conveying Acon and
Adip from Gaussian03 to deMon, for use with the GGAm method, see
Section 4.2.2.
To be able to calculate ZFS tensors for Paper II, the property code was
switched to Orca [102], which also allowed the use of hybrid functionals and
higher than d angular momenta. To obtain better results for !orb, Gaus-
sian03 was chosen for its implementation of the GIAO method. This re-
quired a new interface parser, and a separate shielding analysis program, as
there is no functionality for pNMR shieldings in Orca.
For Papers II, III and IV, the results from Orca [102] and Gaussian03
were parsed and the shielding terms constructed from these components with
programs made by the author. The parser is written in PERL and it is easily
expandable without low-level coding to obtain the required property tensors
from the output of di!erent codes, even from separate calculations. As a
demonstration of this ability, see Tables 4.8 and 4.9, where an experimental
D-value was used for a ZFS tensor instead of a calculated tensor.
The new programs perform well, and the preceeding quantum-chemical




In Paper I, the deMon-ESR-NMR program suite [17] was used for orbital
shielding and most of the hyperfine calculations. As hybrid functionals could
not be employed in deMon, the GGAm method was used instead. In this
method, the nonrelativistic hyperfine terms, Acon and Adip, were calculated
in Gaussian03 with the B3LYP [112, 113] functional and used to replace the
same in deMon property calculation using a GGA functional, while orbital
shielding was still calculated using deMon and GGA. The sensitivity of Acon
to the choice of functional had been explored before by Rinkevicius et al. [18],
and the aim was to obtain better results than with GGA functionals.
As f or higher angular momenta could not be used in either deMon
or its Master property code, pseudopotentials were used for the heaviest
central metals. For the pseudopotential property calculations, the Stuttgart
group scalar relativistic (SR) and SO pseudopotentials were used for the
metals [79, 114]. The SR pseudopotentials were chosen as they include part
of the relativistic e!ects otherwise absent at the 1-component level.
For Papers II, III and IV, !orb was obtained from Gaussian03; g, A
and D were calculated with Orca [102].
In deMon, the gauge-dependent part of !orb was calculated using the
individual gauge for the localized orbitals (IGLO) method [58], as opposed to
Gaussian03, which employs gauge-including atomic orbitals (GIAO) [115].
GIAO is generally perceived to perform better than IGLO, but as the para-
magnetic chemical shifts are mainly due to hyperfine e!ects, this was not
considered a central problem in this work.
The implementations of the nonrelativistic A terms are straightforward
as these are first-order properties and, as such, easy to calculate as expec-
tation values of the relevant operators over the occupied orbitals. In both
deMon [116, 117] and Orca, the SO part was approximated using mean-
field methods [74, 118].
The implementation of g-tensor in deMon did not have the two-electron
gauge correction terms, but Orca had a mean-field implementation. The rest
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of the !2 one- and two-electron terms were present in both programs. [82, 118]
The implementation of the D tensor in Orca is one of the few available,
it includes the spin-spin part rigorously, and the SO-part with the mean-
field approximation. [101, 119] The D-tensor is computationally di#cult,
especially with DFT, and there have been systematic errors in the imple-
mentations, compare the SO-part prefactors in Ref. [120] to those found in
Ref. [101], and see appendix B.
TMS has been used as the reference compound for the 1H and 13C nuclei
throughout this work. For the 11B shifts in paper IV, BF3·OEt2 was used to
set the origin of the scale in experimental work, but to obtain more reliable
computational results, B2H6 was used as an indirect reference by setting its
chemical shift to 16.6 ppm. Throughout the work, the orbital shieldings
for the reference compounds were obtained with methods similar to those
employed for the studied systems.
4.2.3 Partial geometry optimization
The NMR spectra of paramagnetic species are often recorded from solid-state
samples. As the molecular geometry in a crystal is a!ected by the matrix,
a geometry optimization in vacuo produces slightly di!erent results. The
customary experimental method of structural studies in crystalline solids is
X-ray spectroscopy. As the signal strength in an X-ray measurement de-
pends on nuclear charge, hydrogen atoms produce weak signals, and their
positions are usually not reported. In Paper III, alternative geometries were
obtained by starting from the X-ray structure reported by Refs. [16, 121] and
optimizing only the positions of the hydrogen atoms. This method produced
1H chemical shifts values generally better than those obtained with a fully
relaxed geometry.
4.2.4 Thermal and solvent e!ects
A quantum chemical calculation is usually performed in vacuo, ignoring also
any internal motion of the system, even the zero-point vibrations. As mag-
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netic properties are sensitive to both the electronic structure and nuclear
positions, these deviations from experiment should be accounted for.
In Paper IV, the thermally induced internal motion was estimated by tak-
ing snapshots from an MD simulation trajectory obtained using the leapfrog
algorithm [122] as implemented in Turbomole.
The solvent e!ects were estimated by performing additional property cal-
culations using the COSMO solvation model [26] with appropriate dielectric
constant values for the solvents used for the associated experimental work.
4.3 Chemical shifts
As shown in Section 3.5, accurate hyperfine tensors g, A and D are essen-
tial for quantitatively predicting chemical shifts in paramagnetic systems.
Calculations with highly correlated wave function methods have shown that
the basic physics behind g and A is well-understood, and the main problem
remaining is their calculation in large systems. If DFT is used, the choice of
functional is a pivotal question, both of the class (e.g. GGA or hybrid) of the
functional, and among the hybrid functionals, the fraction of exact exchange
included. For D, the problems are still at a more profound level, including
confusion on how it should be defined [123]. For systems with fourth-row
and heavier elements, another question to be considered is whether or not
the heavy atoms should be handled with pseudopotentials, when available in
the implementation.
4.3.1 S = 1/2 systems
Arbuznikov et al. had shown [100] that SO e!ects are important for A of
light elements in systems containing heavy elements. For this reason, they
were included in the definition of pNMR shielding in Paper I. The e!ect
of hybrid functionals was approximated with the GGAm method (p. 44).
The error due to using a pseudopotential was estimated by performing the
calculations for RhCp2 both as all-electron and with Stuttgart ECPs in both
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SCF (both SR and NR ECP) and property calculations (SO ECP). The
new SO shielding terms were found to be significant, up to about half of
!orb for RhCp2 and IrCp2. GGAm performed ambivalently, improving the
results for the nitroxide radical N6, but moving them outside the range of
experimental literature values for CoCp2. The pseudopotential calculations
showed a deviation of about 5–10% from all-electron results, vide infra for
details.
4.3.2 ZFS e!ects
The theory presented in Paper I was consistent for its handling of hyperfine
terms up to !4, but it was still limited to S = 1/2 systems. Meanwhile,
Hrobárik et al. presented their a posteriori method [25] of handling the ar-
bitrary spin state case, but in addition to not being a priori designed for
S > 1/2 systems, it was limited to systems with cylindrical symmetry.
In Paper II, a more flexible and general theory for hyperfine NMR shield-
ing was developed, allowing for arbitrary spin state and molecular symmetry,
and rigorously including the e!ect of zero-field splitting (ZFS). It turns pre-
viously isotropic or (symmetrically) anisotropic terms into mixed tensorial
rank forms. The new isotropic parts induced by ZFS (terms 2, 4, 7 and 8 in
Table 3.2) would in an experiment be included in the pseudocontact shift.
This conflicts with the usual experimental definition. As shown in Table 4.1,
the ZFS terms were indeed found to be of comparable magnitude as the
one that includes the experimentally defined pseudocontact, term 9, casting
suspicion on the validity of geometry determination based on pseudocontact.
Figure 4.4 shows a comparison of the calculated 13C and 1H chemical shifts
in metallocenes to experimental values of Refs. [19, 21, 23, 25, 124, 125, 126,
127]. The agreement is decent for the 13C shifts, but it is significantly better
for the 1H shifts. This is possibly due to better description of Fermi contact
contributions than of the other e!ects, of which SO e!ects are virtually non-
existent for hydrogen. The agreement of 13C results is also best for CoCp2,





















































Figure 4.4: Calculated 13C (above) and 1H (below) chemical shifts in stag-
gered geometry metallocenes (spin multiplicities in parenthesis), plotted
against the range and average of experimental values in references. At 298K,
with TMS as the reference compound. HIII basis set used for all calcula-
tions. PBE and PBE0 functionals used, except for the CoCp2 PBEm result,
where the isotropic Acon constants and the Adip tensors were calculated using
B3LYP and the rest of the calculation was done with PBE. The diagonal line
represents ideal agreement between calculated and experimental results.
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calculation of zero-field splitting.
A breakdown into terms (numbered as in Table 3.2) of the calculated
chemical shifts for selected representative nuclei in systems studied through-
out the work can be seen in Table 4.1. For the doublet systems, terms 2, 4,
7 and 8 do not have an isotropic part as there is no ZFS present. Nitroxide
radical N6 is a typical organic radical, where Fermi contact contribution (as
seen in term 1) can be dominating, but SO contributions (term 3) are rather
weak in comparison, as they are of relativistic origin, and there is no heavy
central ion present. In contrast to the main-group system N6, Mol. 1 of Paper
IV and CoCp2 are transition metal systems. Consequently, the SO terms are
stronger as compared to the Fermi contact contribution than in N6. CrCp2
has S = 1, but due to weak zero-field splitting, the new terms of Paper II
are nearly zero. In the chiral chromium system of Paper II, ZFS is stronger
and thus the new isotropic shielding terms (2, 4, 7 and 8) are comparable to
the traditional pseudocontact term 9. In Molecule 4 of Paper III, the sum of
these new pseudocontact terms is larger than term 9, which is often in exper-
imental work misinterpreted to form the whole of pseudocontact shift. It is
clear that neglecting the new terms introduced in Papers I and II introduces
large errors, in some cases larger than the orbital shift.
The general, rather large inaccuracy present in the DFT calculation of
D compared to experimental results prompted the authors of Ref. [110] to
request calculations on representative systems from Paper II using exper-
imental D-values", and the following results were communicated to them.
These are presented as Table 4.2 to show that even with any error in the D-
tensor eliminated, the new contributions still remain significant. The listed
terms are those defined as pseudocontact in the present work, namely the
new isotropic terms 2, 4, 7 and 8 introduced in Paper II; and term 9, which
is mixed-rank already at the theory level of Paper I. The isotropic part of
the contact terms 3 and 6 was not significantly a!ected by the changed D-
value. The other terms (orbital shift and isotropic part of term 1) do not
!The experimental D-value is the anisotropy of the D-tensor, defined as D = Dzz !
1
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Table 4.2: 13C and 1H total chemical shifts and shielding terms 2, 4, 7, 8 and
9 in ppm at 298 K calculated using the PBE0 functional and HII basis set
for the electronic structure and either calculated or experimental D-values.
% term
D (cm"1) 2 4 7 8 9 *
3NiCp2 Paper II 13C 104 196.2 3.4 4.2 -3.0 21.3 1401.2
Exp. D-value 13C 30 54.0 0.9 1.2 -0.8 22.8 1545.2
3CrCp2 Paper II 13C -2 0.3 -0.0 0.0 0.0 2.2 -215.9
Exp. D-value 13C -15 1.9 -0.1 0.1 2.2 2.2 -217.6
3NiCp2 Paper II 1H 104 0.2 0.2 0.0 0.5 0.0 -242.6
Exp. D-value 1H 30 0.1 0.1 0.0 0.1 0.0 -242.0
3CrCp2 Paper II 1H -2 -0.1 0.0 0.0 -0.0 -0.6 311.3
Exp. D-value 1H -15 -0.5 0.0 -0.0 -0.1 -0.6 311.8
vary with D at all. The di!erence in terms 2, 4, 7 and 8 is for the most part
approximately linear with the di!erence in D.
4.3.3 Choice of functional and basis
From the previous experience in Papers I and II, the hyperfine tensors were
known to depend heavily on whether or not the exchange-correlation func-
tional used had exact exchange or not. This raised the question of how
the amount of exact exchange would a!ect the results. Also, basis set ef-
fects were well-known for the orbital shift in diamagnetic compounds, but
no comprehensive study existed for paramagnetic systems. Additional tests
of the theory presented in Paper II were performed in Paper III on a set of
high-spin compounds without axial symmetry.
Table 4.3 shows the e!ect of functional choice on g- and D-tensor principal
values for Mol. 4 of Paper III. The general trend is towards decreasing g-shifts
and stronger zero-field splitting with increasing amount of exact exchange in
the functional.
The e!ect of the functional choice on the total chemical shifts in Paper
IV can be seen in Table 4.4. As seen before from Table 4.3, the ESR ten-
sors depend significantly on the amount of exact exchange in the functional.
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Table 4.3: g and D tensor principal values for Mol. 4 of Paper III. Calculated
using the HII basis set. D tensor values in cm!1.
Property Funct. Principal values
g PBEa 2.0087 2.0105 2.0256
PBE0a 1.9994 2.0040 2.0175
BLYPb 2.0100 2.0118 2.0275
B3LYPc 2.0021 2.0063 2.0206
BHandHLYPd 1.9928 1.9990 2.0129
D PBE -210.76 -207.08 -203.66
PBE0 -288.58 -272.59 -257.08
BLYP -210.23 -206.53 -202.83
B3LYP -263.74 -257.84 -244.94
BHandHLYP -371.42 -231.48 -218.37
aRef. [130]. bRefs. [128, 131]. cRefs. [112]. dRefs. [131, 132].
Table 4.4: E!ect of functional on chemical shift. At 298 K, in ppm. Shielding
reference compound is TMS for 13C shifts, B2H6 @16.6 ppm for 11B shifts.
Functional
System Paper Nucleus BP86a BP86mb PBEc PBE0d B3LYPe BHandHLYPf
2N6g I C2 -1884.9 -3714.5 -2036.4 - - -
2CoCp2g I C 550.8 678.9 586.1 - - -
3CrCp2g II C - - -102.0 -215.88 - -
2Mol. 1h IV B8/8! - - -457±7 -689±7 -620±7 -1030±7
aRefs. [128, 129]. bAcon and Adip calculated using B3LYP functional, everything else with BP86 func-
tional. cRef. [130]. dRef. [130]. eRef. [112]. fBecke’s half-and-half exchange functional [132] combined
with Lee-Yang-Parr correlation part [131]. gHIII basis set. hHII basis set with basis set correction to
HIII+d1 (one additional di!use valence function) calculated with PBE functional, error bars and correc-
tions obtained from MD and solvation e!ects estimated by the COSMO model.
As a direct consequence, similar dependence can be seen in total chemical
shifts constructed with them. This shows clearly the uncertainty in hyper-
fine properties due to choice of functional, despite the generally good DFT
results obtained in other properties such as molecular geometries and ener-
getics. This is possibly due to the generation process of functionals: For
example, error cancellation finely tuned by the optimization of the semi-
empirical parameters against total energy or geometry results (both dictated
by valence behaviour) does not work so well for the properties arising from
the core region (especially the Fermi contact interaction).
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The basis set dependence of chemical shifts in Mol. 1 of Paper III can
be seen in Table 4.5. The HIII basis set already produces results as good
as the largest basis sets tested, but this is likely due to error cancellation.
Compared to the error due to functional choice, as seen in Table 4.4 and
by comparing to experimental results in Table 4.5, it can be seen that the
basis set errors are insignificant already at the HIIIt3 level. This occurs
although the results obtained with Huzinaga-Kutzelnigg basis sets for the
separate hyperfine properties are not near basis set limit, and it is due to
error cancellation. The inaccuracy originating in the functionals further dis-
torts the results, causing the agreement with experimental results to be only
qualitative.
Table 4.5: E!ect of basis set used for main group elements on the 1H chemical
shift in Molecule 1 of Paper IV, S = 32 . At 298 K, in ppm, TMS as the
shielding reference compound. With the B3LYP functional.
Nucleus Exp.a HIIb HIIIb HIIIt1c HIIIt2 HIIIt3 HIIIt4 HIVb HIVt1 HIVt2
2 -78.0 -181.9 -167.7 -174.3 -177.9 -180.0 -181.1 -176.8 -178.0 -184.7
3 51.8 79.0 74.3 76.6 78.0 78.8 79.2 79.1 79.7 82.4
4 -56.0 -152.3 -134.9 -141.9 -143.9 -146.3 -146.7 -147.9 -148.8 -154.8
5 -15.8 -42.1 -37.1 -38.8 -39.8 -40.3 -40.6 -38.9 -39.7 -41.5
6 15.3 16.8 14.0 14.4 14.4 14.5 14.5 15.2 15.4 15.7
8/11 27.6 56.3 55.2 56.5 58.1 58.4 58.9 60.1 60.8 62.8
9/10 -41.1 -31.1 -29.3 -29.7 -30.7 -30.9 -31.2 -27.2 -27.8 -28.8
aRef. [16]. bRefs. [65, 58]. ctN basis sets have N sets of additional tight s and p type functions for the
hydrogens.
4.3.4 Vibrational and solvation corrections
In Paper IV, the emphasis was moved almost completely from the testing of
the theory itself to the e!ects of method choice (functional and basis) and
deviations from the static in vacuo picture. In addition, there was associ-
ated experimental work, the results of which were interpreted in the light of
the computational work. The corrections were estimated by calculating the
di!erence that these introduce to the results at a computationally cheap the-
ory level (HII/PBE), then these were considered as additivie corrections to
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Table 4.6: Combined e!ect of di!erent corrections on the 11B chemical shift
in Molecule 1 of Paper IV with HII basis set, S = 12 . Atoms numbered as in
Fig. 4.3. At 298 K, in ppm.a
Functional/Correction
Boron atom PBE PBE0 Basisb MDc COSMOd PBE+e PBE0+e
8,8’ -426.3 -657.9 12.6 -24 -20 -457±7 -689±7
4,7,4’,7’ -508.4 -718.8 12.5 36 -6 -464±5 -674±5
5,11,5’,11’ -15.6 -31.0 0.6 -26 -3 -20±3 -35±3
9,12,9’,12’ -20.4 -3.4 -0.5 8 -3 16±2 1±2
10,10’ -71.5 -79.2 1.6 -31 -1 -102±1 -110±1
6,6’ 5.9 46.3 -3.8 68 3 72±4 113±4
aShielding reference compound is B2H6 @16.6 ppm. bDi!erence between HIII+d1 (one additional di!use
valence function) and HII results, calculated with the PBE functional. cAverage of 20 MD snapshots com-
pared to optimized geometry. dSolvation corrections obtained by comparing HII results to ones calculated
with the COSMO solvation model. eSum of appropriate base results and corrections, with MD error bars.
the base calculations with HII and PBE/PBE0. The MD vibrational correc-
tions obtained here are smaller than would be expected from a QM analysis
of vibrational modes and related corrections to the probability distribution
of geometries in the ensemble, as zero-point vibration is not present in the
model. Likewise, the results obtained with a solvation model are only trend-
setting compared to an explicit solvent with dynamics. The corrections due
to di!erent computational method choices are shown in Table 4.6 for Mol.
1 of Paper IV. Generally, the vibrational corrections (as estimated by MD
methods) are larger than basis set errors or solvent e!ects (as estimated by
the COSMO model). However, while significant, all these are dwarfed, again,
by errors due to choice of functional. The basis set errors are largest for sites
near the metal centre.
4.3.5 Nuclear shielding anisotropies
Shielding anisotropy is measured from suspended (e.g., solid or liquid crys-
tal) samples as it provides additional information about the environment of
the nucleus. The anisotropies throughout this work are defined as "" =
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"zz ! 12("xx + "yy), where the "aa are the principal aa components of the
diagonalized shielding tensor. Table 4.7 shows a comparison of 13C shielding
anisotropies in metallocenes obtained with PBE and PBE0 functionals and
experimentally. The agreement with experiment is at least qualitative, but
once again, there is a large di!erence between the results of the GGA and
the hybrid functionals.
Break-downs of 13C and 1H shielding anisotropies in the group 9 metal-
locenes of Paper I are shown in Tables 4.8 and 4.9, respectively. The pseu-
dopotential calculations are not entirely comparable with the all-electron
ones due to approximated core region in ECP and lack of scalar relativis-
tic e!ects in all-electron calculations, but trends can be seen by comparing
them as separate pairs. The carbon shielding anisotropy is dominated by
the leading order spin-dipole contribution (term 2 in Table 3.2, with sizeable
contributions from orbital shielding and g-shift (terms 7–9). The isotropic
part of g-shift (term 7) becomes more important with a heavier metal cen-
tre. This is due to its dependence on the SO part of g-tensor. For hydrogen
shielding, g-shift (especially term 8) is the dominant term at the light end of
the group, while the dipolar term 2 reaches equal strength at the heavy end.
Table 4.7: 13C shielding anisotropies from all-electron calculations on metal-
locenes with the HIII basis set; and the corresponding experimental values
from literature. At 298 K, in ppm.
Functional
System PBE PBE0 Exp.a
2CoCp2(ecl) -658.9 -443
2CoCp2(stag) -653.2 -443
3NiCp2 -3901.47 -2509.73 -2855
3CrCp2 148.35 299.65




Table 4.8: Correcteda Table VI from Paper I, 13C shielding anisotropies of
metallocenes calculated with the PBE functional and HIII basis set, in ppm
at 298K.
Chemical shift termb
orb dip(2) dip,2(4) dip,3(7) c,aniso(8) pc(9) Sum
CoCp2(ecl) 83.24 -839.01 2.69 14.31 52.01 27.82 -658.94
CoCp2(stag) 84.07 -834.96 2.56 14.3 52.71 28.12 -653.2
RhCp2(ecl)AEc 91.7 -1353.35 -1.2 71.22 109.72 86.57 -995.35
RhCp2(stag)AE 92.2 -1351.53 -1.54 70.7 109.69 86.94 -993.55
RhCp2(ecl)PPd 89.2 -1295.34 -1.59 64.5 102.56 76.12 -964.55
RhCp2(stag)PP 89.82 -1293.56 -1.67 64.32 102.67 76.51 -961.92
IrCp2(ecl)PP 85.29 -1266.3 -2.28 86.09 81.26 46.52 -969.43
IrCp2(stag)PP 86.87 -1242.05 -2.2 102.74 109.56 59.51 -885.58
aAnisotropies from shielding tensors averaged for the ten equivalent nuclei after transforming the tensors
to same orientation. bLabelled as in table 3.2. cAll-electron calculation. dCalculation using the Stuttgart
group scalar relativistic pseudopotentials.
Table 4.9: Correcteda Table VII from Paper I, 1H shielding anisotropies of
metallocenes calculated with the PBE functional and HIII basis set, in ppm
at 298K.
Chemical shift termb
orb dip(2) dip,2(4) dip,3(7) c,aniso(8) pc(9) Sum
CoCp2(ecl) -1.57 -1.74 -2.3 0.05 -6.27 -0.08 -11.91
CoCp2(stag) -1.6 -2.19 -2.32 0.05 -6.34 -0.07 -12.47
RhCp2(ecl)AEc -1.12 -4.08 -4.29 0.18 -18.67 -0.01 -27.99
RhCp2(stag)AE -1.2 -4.16 -4.35 0.22 -18.74 -0.02 -28.25
RhCp2(ecl)PPd -1.37 -5.01 -0.45 0.25 -16.54 0.07 -23.05
RhCp2(stag)PP -1.46 -5.08 -0.45 0.26 -16.63 0.05 -23.31
IrCp2(ecl)PP -1.64 -10.44 -0.24 0.73 -10.7 -0.72 -23.01
IrCp2(stag)PP -1.62 -9.64 -0.26 0.79 -13.44 -0.27 -24.44
aAnisotropies from shielding tensors averaged for the ten equivalent nuclei after transforming the tensors
to same orientation. bLabelled as in table 3.2. cAll-electron calculation. dCalculation using the Stuttgart
group scalar relativistic pseudopotentials.
Chapter 5
Conclusions
The aim of this work was to present a rigorous theory for NMR shielding in
paramagnetic compounds, consistently including hyperfine shielding terms
arising from the BP Hamiltonian up to total order O(!4). A further goal
was to allow arbitrary spin state to replace the former theory which only
allowed for a doublet case. In paper I, hyperfine SO e!ects were added to
the earlier formulation of Moon and Patchkovskii, which was for the first
time consistently implemented in a quantum-chemical code. The theory was
reformalized to allow arbitrary spin state in Paper II, where the leading-order
magnetic field dependence of hyperfine shielding was also derived (but not im-
plemented). As a consequence of including ZFS e!ects, the previously purely
isotropic or (symmetric) anisotropic shielding terms were generalized to have
mixed tensorial rank, as shown in Table 3.2. The new theory was tested by
performing DFT property calculations on a representative set of compounds.
The group of new contributions to paramagnetic chemical shift has been
shown to be significant, of equal magnitude with the orbital shielding. In
some cases, especially further away from the paramagnetic centre, these can
even be equal to the usually dominant Fermi contact shift. Of special inter-
est is the observation that while the experimentalist view of pseudocontact
shift, based on the point-like dipole approximation of the spin distribution,
only consists of what is included in term 9 (actual pseudocontact) in this
work, in actual measurements consists of the isotropic part of terms 2 (non-
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relativistic dipolar term), 4 (SO correction to 2), 7 (isotropic g-shift/dipolar
hyperfine term), 8 (anisotropic g-shift/hyperfine contact term) and 9. As the
measured pseudocontact shift is used for the analysis of geometry, this flaw
in the definition can lead to erroneous results.
In general, the ESR property tensors, and as a result the chemical shift,
show a strong dependence on the amount of exact exchange in the exchange-
correlation functional used. The greatest dependence for DFT calculations
of hyperfine NMR shifts being calculating Acon and D. None of the func-
tionals tested have given reliable results for all of the required properties for
transition metal systems. This underlines the importance of seeking better
DFT functionals.
A moderate amount (25-30%) of exact exchange generally gives better
results (even if there is no specific amount that can be said to be optimal).
On the other hand, using a hybrid functional makes the scaling of computa-
tional e!ort much worse because iterative coupled-perturbed calculations are
required for each degree of freedom in the perturbation, 3 for g, D or !, and
3N for ASO (N is the number of nuclei for which the calculation is made).
As a result, the rather small basis set error from the HII or HIII basis set
may be a more than acceptable tradeo!.
At the most basic level, the theory of paramagnetic shielding presented
in this work only depends on the accuracy of the EPR tensors, and as such,
future e!orts should be concentrated on improving the methods for obtaining
them. Another direction for the next step ahead would be the additional




Some physical properties, such as the rest mass of an object, are independent
of the coordinate system in which we are observing them. These properties
are isotropic, and can be described by a single number, a scalar. Some,
such as momentum, also have a direction, so they have to be described by a
vector. Other properties, such as polarizability, couple a vector-represented
cause to a vector-represented e!ect (not necessarily in the same direction). "
Thus, they require a matrix for an adequate description. All these three are
examples of a more general concept of tensor, namely rank-0, rank-1 and
rank-2 tensors. The magnetic properties !, g, hyperfine coupling A and
zero-field splitting D handled in this work are treated as (matrix-formed)
tensors which can be divided into sums of terms up to second rank. The







(Txx + Tyy + Tzz). (A.1)
!Polarizability represents the dependence of the direction (and strength) of polarization
on the direction of the polarizing electric field, p = $E, where p is the polarization vector,
E is the electric field vector and $ is the polarizability tensor.
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The anisotropic remainder can be further divided into symmetric (s, rank-2)
and antisymmetric (as, rank-1) parts,
T = Tiso1+ T













Equation (6) is missing a factor of 3 from the denominator, this is a typo-









S(S + 1)g ·AK . (B.1)
For the less symmetric metallocenes (especially IrCp2, to some extent the
staggered conformation of RhCp2), the anisotropies and principal compo-
nents "nn of shielding listed in Tables VI and VII are incorrectly the results
of diagonalization of the averaged shielding tensors for the experimentally
equivalent nuclei. The correct method is to either transform the tensors
into the same orientation before averaging, or to diagonalize each tensor
separately and then to average the equivalent principal components. The
corrected tables are included as Tables 4.8 and 4.9. The method of trans-




Papers II and III
The versions of Orca [102] code used were reported in February 2011 to
have an error in the spin-spin part of D. This error a!ected calculations
at DFT level for systems with spin density on orbitals with d or higher
orbital angular momentum, e.g., complexes of d-block transition metals such
as studied in these papers. This mainly a!ects the results for shielding terms
2, 4, 7 and 8 in Table 3.2 which include isotropic parts only due to zero-field
splitting e!ects, as well as term 9 which always has mixed tensorial rank. In
transition metal compounds, as studied in this work, spin-orbit e!ects are
overwhelmingly dominant in zero-field splitting, and thus, this error should
not drastically change the results.
The author of the Orca code notified users about this error while this
summary was reaching its final version and complete corrected data are re-
grettably not available to be presented here.
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