We show that the probabilistic formalism of QM can be obtained as a special projection of classical statistical mechanics for systems with an infinite number of degrees of freedom. Such systems can be interpreted as classical fields. Thus in our approach QM is a projection of (prequantum) classical statistical field theory (PCSFT). This projection is based on the Taylor expansion of classical physical variables -maps f : Ω → R, where Ω is the infinite-dimensional Hilbert space. The space of classical statistical states consists of Gaussian measures on Ω having zero mean value and negligibly small dispersion. On one hand, the creation of such a prequantum model strongly supports attempts (first of all by Schrödinger and Einstein) to create purely field model of QM. On the other hand, it gives the possibility to go beyond QM. The main experimental prediction is that averages calculated in the mathematical formalism of QM (von Neumann's trace formula) are only approximative averages. If predictions of PCSFT are correct then it would be possible to find deviations of experimental averages from quantum ones.
Introduction
The problem of creation a prequantum classical statistical model has been discussed in hundreds of papers and books starting with the first days of creation of QM, see, e.g., [1] - [7] for detailed discussions. On one hand, permanent interest to this problem is induced by dissatisfaction by the orthodox Copenhagen interpretation of QM implying a rather specific picture of reality (with various mystical consequences for physics and even philosophy). We can, for example, mention the correspondence between A. Einstein and E. Schrödinger, see [8] , on this problem; see, e.g., L. Ballentine and W. De Muynck [5] on recent discussions. On the other hand, some physicists still do not believe in completeness of QM (e.g., discussions on the EPR-paradox [9] and the problem of hidden variables; e.g., Beltrametti and Cassinelli [3] for detailed analysis). There is still a strong will go beyond QM and reestablish realism and causality as well as find new experimental predictions. We can mention the pilot wave theory (L. De Broglie) and its modern variant -Bohmian mechanics, see, e.g., [10] , stochastic QM of Nelsson [11] , SED, see e.g. [12] , as well as recent investigations of G. 't Hooft [13] and Allahverdyan , Balian, Nieuwenhuizen [7] .
The model presented in this note is a combination of Schrödinger's wave mechanics [13] , Einstein's ideas on the purely field model of reality [14] , 't Hooft's ideas on QM as the result of factorization of ontic ("prequantum") states [15] (see also the recent work of P. beim Graben, H. Atmanspacher [16] ) and my own contextual probabilistic models for QM (that gives the possibility to represent QM as a projection of the classical probabilistic model [17] ). The crucial point is that QM is a projection of classical statistical mechanics on infinitedimensional the phase-space. Thus we can reestablish realism and causality, but the price is the infinite-dimension of the phase space! (if we realize this space as the space of square integrable functions we obtain the prequantum phase-space consisting of classical fields).
We show that it is possible to construct a natural map T establishing the correspondence between classical and quantum statistical models. The cornerstone of our approach is that the correspondence map T should approximately preserve averages up to fluctuations of the magnitude o(h) (where h → 0 is a small parameter of the model):
where ρ and f are, respectively, classical statistical states and variables. On the space of physical variables consisting of quadratic forms, we have the precise equality of classical and quantum averages:
and the correspondence between classical variables and quantum observables is one-to-one. For the space of analytic physical variables, we have only asymptotic equality (1) and the correspondence between classical variables and quantum observables is not one-to-one. We emphasize that by considering asymptotic equality of classical and quantum averages we escape all problems with "NO-GO" theorems (including Bell's theorem). Classical statistical states are given by Gaussian measures ρ on the space of classical fields (with zero mean value) having dispersion of the magnitude:
Quantum states (including pure states) are images of such Gaussian fluctuations (so in our model even "pure states" are, in fact, Gaussian statistical mixtures). Schrödinger's equation is represented as the complex form of the ordinary Hamiltonian equations (but on the infinite-dimensional phase-space). We show that the complex structure of QM is nothing else than the image of the symplectic structure on the infinite dimensional phase space. By using symplectic structure we find classes of classical physical variables and statistical states, namely symplectically invariant functions and Gaussian measures. We found the classical Hamiltonian dynamics on the phase space which induces the quantum state dynamics (Schrödinger's equation). The crucial point is that the classical Hamilton function H(ψ) should be symplectically invariant:
where ψ ∈ Ω = Q × P, Q = P = H and H is a real Hilbert space, and J : Q × P → Q × P is the symplectic operator.
Classical and quantum statistical models
The crucial point of our considerations is that classical and quantum models give us two different levels of description of physical reality: ontic and epistemic descriptions. The first describes nature as it is ("when nobody looks"). The second is an observational model. It gives an image of nature through a special collection of observables. QM is an example of an epistemic model of nature. This view to QM can be already found in papers of E. Schrödinger [14] , detailed account for such a viewpoint on QM can be found in [18] (our approach differs from [18] , because we consider statistical states even in the ontic model).
In any ontic ("realistic") model there are given the following sets: a) Ω -states; b) V (Ω) -physical variables. Elements of V (Ω) desribe objective properties. In general it is not assumed that they can be measured. We now discuss mathematical representations of ontic and epistemic models. Traditionally ontic models are represented as "classical statistical models": a) physical states ψ are represented by points of some set Ω (state space); b) physical variables are represented by functions f : Ω → R belonging to some functional space V ≡ V (Ω); c) statistical states are represented by probability measures on Ω belonging to some class S ≡ S(Ω); d) the average of a physical variable, a function f ∈ V (Ω), with respect to a statistical state, a probability measure ρ ∈ S(Ω), is given by
A classical statistical model is a couple M = (S, V ). We shall be interested in ontic models (which are mathematically represented as classical statistical models) inducing the quantum epistemic (observational) statistical model N quant . In the Dirac-von Neumann formalism [1] in the complex Hilbert space H c this model is described in the following way: a) physical observables are represented by operators A : H c → H c belonging to the class of bounded
1 To simplify considerations, we shall consider only quantum observables represented by statistical states are represented by density operators [1] (the class of such operators is denoted by D ≡ D(H c ) ; so D is mathematically represented by D); d) the average of a physical observable (which is represented by the operator A ∈ L s (H c )) with respect to a statistical state (which is represented by the density operator D ∈ D(H c )) is given by von Neumann's formula:
The quantum statistical model is the couple
3 Prequantum classical model
Phase-space
We choose the phase space Ω = Q × P, where Q = P = H and H is the infinite-dimensional real (separable) Hilbert space. We consider Ω as the real Hilbert space with the scalar product (ψ 1 , ψ 2 ) = (q 1 , q 2 ) + (p 1 , p 2 ). We denote by J the symplectic operator on Ω :
Let us consider the class L symp (Ω) of bounded (R)-linear operators A : Ω → Ω which commute with the symplectic operator:
This is a subalgebra of the algebra of bounded linear operators L(Ω).
We also consider the space of L symp,s (Ω) consisting of self-adjoint operators.
Space of classical physical variables
Let us consider the functional space V symp (Ω) consisting of real analytic functions 2 , f : Ω → R, such that:
bounded operators. To obtain the general quantum model with observables represented by unbounded operators, we should consider a prequantum classical statistical model based on the Gelfand triple:
We recall that a functions f : Ω → R is (real) analytic if it can be expanded into series: 
Here a) and b) are physical restrictions. By a) we are interested only in varaibles which could not produce any impact from vacuum; b) is the fundamental law of the prequantum classical field theory. But c) and d) are purely mathematical conditions: c) gives us the possibility to use the Taylor expansion and by d) functions belonging to V symp (Ω) are integrable with respect to any Gaussian measure on Ω.
The following trivial mathematical result plays the fundamental role in establishing classical → quantum correspondence: Let f be a smooth symplectically invariant function. Then
In particular, a quadratic form is symplectically invariant iff it is determined by an operator belonging to L symp,s (Ω).
Space of classical statistical states
We consider the space statistical states S h G,symp (Ω) consisting of measures ρ on Ω such that: a) ρ has zero mean value; b) it is a Gaussian measure; c) it is symplectically invariant; d) its dispersion has the magnitude 2h. Thus these are symplectically invariant Gaussian measures such that Ω ψdρ(ψ) = 0 and σ
All conditions a)-d) are physical. Such measures describe small Gaussian fluctuations of the vacuum field. We choose fluctuations having dispersion σ 2 (ρ) = 2h to obtain "pure states" corresponding to fluctuations with covariation matrices (which are of the size 2 × 2) having eigenvalues λ 1 = λ 2 = h. So in that case σ 2 (ρ) = 2h = Tr B = h + h.
The following trivial mathematical result plays the fundamental role in establishing classical → quantum correspondence: Let a measure ρ be symplectically invariant. Then its covariation operator B = cov ρ ∈ L symp,s (Ω).
Here
(By 1 , y 2 ) = (y 1 , ψ)(y 2 , ψ)dρ(ψ).
Complexification
We introduce on the phase-space Ω the complex structure: H c = Q ⊕ iP and the corresponding complex scalar product < ·, · >; here the symplectic operator J = −i. We remark that the class of operators L symp (Ω) is mapped onto the class of C-linear operators L(H c ). We also remark that, for any A ∈ L symp,s (Ω), real and complex quadratic forms coincide: (Aψ, ψ) =< Aψ, ψ > . We also define for any measure its complex covariation operator B c = cov c ρ by
We remark that for a symplectically invariant ρ we have B c = 2B.
Gaussian integral of a quadratic form
Let A ∈ L symp,s (Ω). Then (Aψ, ψ)dρ(ψ) = < Aψ, ψ > dρ(ψ) = Tr cov c ρ A.(6)
Classical model; classical → quantum correspondence
We consider now the classical statistical model:
Let us find the average of a variable f ∈ V symp (Ω) with respect to a statistical state ρ B ∈ S h G,symp (Ω) :
where the covariation operator of the scaling transformation ρ D of the Gaussian measure ρ B has the form:
Thus Tr D = 1. The change of variables (8) can be considered as rescaling of the magnitude of statistical (Gaussian) fluctuations. Fluctuations which were considered as very small,
(where h is a small parameter) are considered in the new scale as standard normal fluctuations. 3 By (8) we have:
We see that the classical average (computed in the model (7) by using measure-theoretic approach) is approximately equal to the quantum average (computed in the model
with the aid of the von Neumann trace-formula). Finally, we shall rewrite the formulas (10) and (11) in the complex form:
or
We pay attention that in (11) a trace is the trace with respect to the real scalar product and in (13) -with respect to the complex scalar product.
The last asymptotic equality induces the following classical → quantum correspondence map T :
Thus for the classical statistical model M there exists a map T, see (14), (15), performing classical → quantum correspondence which is one-to-one on the space of statistical states S h G,symp (Ω), but it has a huge degeneration on the space of physical variables V symp (Ω). Classical and quantum averages are in general not equal, but the asymptotic equality (13) holds.
Schrödinger dynanmics
States of systems with the infinite number of degrees of freedomclassical fields -are represented by points ψ = (q, p) ∈ Ω; evolution of a state is described by the Hamiltonian equations. We consider a quadratic Hamilton function: H(q, p) = 
From (16) we get
The map U t ψ is a linear Hamiltonian flow on the phase space Ω. Let us consider an operator H ∈ L symp,s (Ω):
This operator defines the quadratic Hamilton function
where R * = R, T * = −T (normalization by 2h is based on the correspondence map T, see (15)). Corresponding Hamiltonian equations have the formq = Rp − T q,ṗ = −(Rq + T p). We pay attention that for a symplectically invariant Hamilton function, the Hamiltonian flow U t ∈ L symp,s (Ω). By performing complexification of the infinite-dimenisonal phase space Ω we write the Hamiltonian equations (16) its solution has the following complex representation:
This is the complex representation of flows corresponding to quadratic symplectically invariant Hamilton functions.
By choosing H = L 2 (R n ) we see that the interpretation of the solution of this equation coincides with the original interpretation of Schrödinger -this is a classical field ψ(t, x) = (q(t, x), p(t, x).
5 Derivation of equations of Heisenberg and von Neumann
Lifting of point wise dynamics to spaces of variables and measures
Let (X, F ) be an arbitrary measurable space. So X is a set and F is a σ-field of its subsets. Denote the space of random variables (measurable maps f : X → R) by the symbol RV (X) and the space of probability measures on (X, F ) by the symbol P M (X). Consider a measurable map g : X → X. It induces maps
Now consider a dynamical system in X : x t = g t (x), where g t : X → X is an one-parametric family of maps (the parameter t is real and plays the role of time). By using lifting α and β we can lift this point wise dynamics in X to dynamics in RV (X) and M P (X), respectively:
f t = α gt f and µ t = β gt µ.
Lifting of Hamiltonian dynamics to the space of quadratic variables
Let us consider the Hamiltonian flow U t : Ω → Ω induced by an arbitrary quadratic Hamilton function. Let A : Ω → Ω be a continuous self-adjoint operator and f A = (Aψ, ψ). We have
This dynamics can be represented as the dynamics in the space of continuous linear symmetric operators
We remark that
For symplectically invariant quadratic variables we obtain the evolution equation:
Its complexification gives us the well known Heisenberg equation:
Thus this equation is just the image of the lifting of the classical quadratic Hamiltonian dynamics in the case of symplectically invariant variables. In the same way we derive the von Neumann equation for density matrix, by lifting dynamics to space of Gaussian measures (and considering the corresponding dynamics of covariation operators).
6 Gaussian measures inducing quantum pure states
Let ψ = u + iv ∈ Ω, so u ∈ Q, v ∈ P and let ||ψ|| = 1. Thus ψ represents a pure quantum state. Here the density matrix D ψ = ψ ⊗ ψ and, hence, the complex covariation operator B ψ = hD ψ . Thus the density matrix is the quantum image of the classical Gaussian statistical state ρ ψ having the complex covariation operator
This operator has two real eigenvectors corresponding to the eigenvalue λ = h :
Thus the Gaussian measure ρ ψ has the support in the plane
ψ : x j ∈ R} and dρ ψ (x 1 , x 2 ) = 1 πh e − x 2 1 +x 2 2 2h dx 1 dx 2 .
We remark that for two dimensional Gaussian distributions symplectic invariance is equivalent to coincidence of eigenvalues of the covariance matrix, i.e., (p ↔ q)− symmetry of Gaussian distribution. Example. Let us consider the classical statistical state ρ ≡ ρ ψ inducing the "pure quantum state" ψ ∈ Ω, ||ψ|| = 1. The ρ is concentrated on the plane Π ψ . Thus we can restrict our considerations to the phase space Ω = R × R and the measure dρ(q, p) = Now if one neglect terms of the order o(h), then he would get
This is the essence of quantum averaging. We pay attention that the term h 2 I 5 is not taken into account by quantum formalism. In principle, such deviations could be found in the experimental framework. Finally, we remark that, since our model reproduce asymptotically all quantum averages, we obtain in particular the Heisenberg uncertainty relation. But the right hand-side is perturbed by o(h), h → 0. Therefore, in principle there can be found experimental violations of this principle.
