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a b s t r a c t
Attoscience is the emerging field that accesses the fastest electronic processes occurring
at the atomic and molecular length scales with attosecond (1 as = 10−18 s) time resolu-
tion having wide ranging physical, chemical, material science and biological applications.
The quintessential and one of the most fundamental processes in this domain is the gen-
eration of phase locked XUV attosecond pulses. The theoretical approach to understand
the process incorporates a fully quantum or semi classical or relativistic description of
coherent charge dynamics in intense ultrashort electromagnetic fields driving a quantum
system (an atom, a molecule, solid band gap materials or surface plasmas). Modelling of
such physical and dynamical systems in science and also in many other branches often
leads to equations represented in terms of complex multi-dimensional integrals. These
integrals can often be solved using the stationary phase approximation, which leads
to a series of equations identifying the points in the multi-dimensional space, having
most significant contributions in their evaluation. These points are usually indicated as
saddle points. The description of the dynamics of quantum mechanical or relativistic
systems that results from such an approach enables near to classical physics intuitive
perceptions of the processes under investigation. Thus, the saddle point methods are
very powerful and valuable general theoretical tools to obtain asymptotic expressions
of such solutions and help also to gain physical insights on the underlying phenomena.
Such techniques developed in the past have been adapted to study the emission of as
pulses by different physical systems and have been widely employed in calculating and
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estimating the response of matter to intense electromagnetic pulses on ultrafast time
scales. Here we provide an extensive disposition of the saddle point approaches unifying
their ubiquitous applications within the domain of attoscience valid for simple atomic
to more complex condensed matter systems undergoing ultrafast dynamics and present
current trends and advancements in the field. In this review we would delineate the
methodology, present a synthesis of seminal works and describe the state of the art
applications. Finally we also address ultrashort time dynamics of novel materials that
have gained much attention recently, namely lower dimensional material systems and
micro-plasma systems.
© 2019 The Author(s). Published by Elsevier B.V. This is an open access article under the CC
BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Introduction
The quest for pursuing time-resolved investigation of the ultrafast dynamics of physical systems on their natural
timescales has driven the development of shorter and shorter optical pulses with higher and higher intensities. While
the advent of conventional ultrashort laser technology has allowed the opportunity to observe phenomena with unprece-
dented time resolution, due to the inherent limitations on bandwidth and photon energy imposed by the pulse generation
process, it has been impossible to directly employ these pulses to resolve phenomena that are several as brief. Attosecond
(as) physics or attoscience (Krausz and Ivanov, 2009; Chang, 2011) has enabled research in this domain through a synergy
of ultrafast lasers with nonlinear response of matter via strong field physics.
Attosecond pulses are the shortest light pulses generated so far in a controllable and reproducible way. Their generation
takes place over wide ranging intensities where light interacts nonlinearly with different phases of matter (Krausz and
Ivanov, 2009; Chatziathanasiou et al., 2017). Analysis of the general trend in the development of laser based coherent
radiation sources reveals as in Fig. 1(a), a striking linear correlation between pulse duration and intensity spreading over
18 orders of magnitude. Based on this observation in 2011 Gerard Mourou made the conjecture that states that stronger
fields are essential for generating ever shorter pulse durations (Mourou and Tajima, 2011). Investigations over the past
few decades have demonstrated and confirmed that a clever utilization of existing intense ultrashort pulses can stimulate
favourable extreme nonlinear response of matter that are essential for generating as pulses (dashed box region in Fig. 1(a)),
which usually manifest as high order harmonics of the driving fundamental frequency. This dashed region in Fig. 1(a) is
also remarkably distinct from the other at comparatively lower intensities in that here the physical phenomena start to
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be non-perturbative in nature. As demonstrated more recently, these interactions span over several orders of magnitude
in intensity and electron density (Fig. 1(b)) and involve matter in different forms necessitating diverse theoretical tools to
understand and perceive the relevant specific scenario. The higher photon energy range, coherent nature and as duration
of the resulting bursts in this regime provide unprecedented spatio-temporal resolution for investigating the ultrafast
dynamical processes (Fig. 1(c)) which hold the key to many potential applications and answers to many unresolved
questions. Under the current state of the art pulse durations down to 43 as in gas (Gaumnitz et al., 2017), 472 as (Garg
et al., 2016) in semiconductor and 900 as in plasma (Hörlein et al., 2010; Nomura et al., 2009) have been reported where
the photon energy can extend from UV to soft X-ray range (Popmintchev et al., 2012; Dromey et al., 2007) with significant
pulse energy (Sansone et al., 2011; Heissler et al., 2012b; Takahashi et al., 2013). Their impact on ultrafast science has been
remarkable as is evident from numerous significant results in domains spanning atomic, molecular, condensed matter and
biological systems (Chang, 2011; Reduzzi et al., 2015) culminating in attosecond light pulse facilities like ELI-ALPS (Kühn
et al., 2017; Charalambidis et al., 2017).
Except for one recent fully quantum mechanical treatment (Gonoskov et al., 2016; Tsatrafyllis et al., 2017) the
modelling of attosecond phenomena driven by strong fields is currently based on non-relativistic semi-classical models
(the strong classical electromagnetic field driving a non-relativistic quantum system) as well as those pertaining to
classical relativistic laser matter interaction (the strong classical electromagnetic field driving relativistic motion in the
model system). Within the scope of these models the electronic response under the influence of intense laser fields leads
to equations, which express the mean (expectation) value of the electron position in the form of a multi-dimensional
integral. These integrals are a consequence of complex path diversity allowed by the conservation laws under which the
light–matter interaction proceeds and takes the form of highly oscillatory integrals (OI). The most appropriate solution
approach remains specific to the particular problem under study and solutions can often be approximated using the tool-
set collectively called saddle point (SP) methods. The appeal of SP methods is that they not only provide semi-quantitative
solutions but also offer quintessential and intuitive physical insight into these intricate processes. Its usefulness in diverse
fields of science motivate the wide ranging interest in the topic. Another important aspect which emerged over the past
decade is that while there are diverse useful and quantitative computational tools to approach each separate problem
in this field, SP methods provide invaluable insight emphasizing the strong field nature and the commonalities of the
different scenarios of generating as pulses. Hence an understanding of existing SP methods in the context of attoscience
is essential and very timely.
In this review we present the recent advancements in understanding of dynamical systems encountered in attoscience
within the ambit of strong field physics through the application of SP methods. The relevance and strength of these
approaches is presented to a general reader from a physicist’s perspective and the developments related to the most
complex formulations are intentionally left untouched. Section 2 introduces the general concepts of SP techniques that
will be called upon in the following sections. In Section 3 the different assumptions that lead to meaningful quantum
approaches are introduced followed by practical applications of SP methods to the case of as pulse generation from
gases. In Subsection. 3.1 the foundation of the basic concepts and their development is laid. In Section 4 we approach
the complementary process of above threshold ionization (ATI). Section 5 extends to more difficult systems like graphene
to emphasize new possibilities and novel as phenomena. Attosecond dynamics in condensed matter phase has opened
up a whole new dimension in materials science studies and Section 6 discusses insights that have been attained using
SP methods in these bulk systems. Finally Section 7 summarizes the case when the driven system becomes relativistic
presenting the unique possibility of intense XUV as pulses. Atomic units are used throughout, unless otherwise specified.
2. The saddle point analysis
Standard integration approaches are not suitable for evaluation of OIs and special oscillatory quadrature meth-
ods (Wong, 2001) and asymptotic expansion techniques (Bleistein and Handelsman, 1975) are called for tackling
these challenges. OIs are ubiquitous in physics: asymptotic behaviour of diffraction theory (Cardin et al., 2014), an-
tenna physics (Conde et al., 2001), fluid dynamics (Kelbert and Sazonov, 1996; Sengupta, 2012; Frisch, 2012), plasma
transport (Isichenko, 1997), computational tomography (Kang et al., 2013), Bose–Einstein condensates (Holthaus and Kali-
nowski, 1999a,b), nuclear physics (Davies et al., 1988; Li et al., 2010), catastrophe theory for caustics in optics (Berry and
Howls, 2010) and mechanics (Lignos et al., 2002), quantum field theory (Schulman, 1996) and statistical mechanics (Pal
and Sabhapandit, 2013; Lee et al., 2013; Butler, 2007) just to name a few. The physical origin of OIs in general intrinsically
relates to the inherent nature of the underlying governing equations or extrinsically emerges as a consequence of a highly
oscillatory driving term as will be shown later.
The general form in the complex n-dimensional space for an OI is written as,
In(σ ) =
∫
C
f (z)eσϕ(z) dz (1)
where both ϕ(z) and f (z) are complex analytical functions of z = {z1, . . . , zn} and C is the path. The point z = zs
where ∇z ϕ(z)|zs= 0 is called a stationary point in phase. A stationary phase point is non-degenerate (Wong, 2001) if
det[ϕ′′n (zs)] =
∏n
k=1
√
µk ̸= 0, or degenerate otherwise (Knyazev, 2007) where µk are the eigenvalues of the n×n Hessian
matrix ϕ′′n (zs) = ∂zk∂zlϕ(z1, z2, . . . , zn)|zs , (k, l) = 1, . . . , n. It is important to note that it is the degeneracy of its solutions
that determines the correct mathematical approach to be taken in finding the asymptotics of integral In(σ ) Eq. (1).
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Fig. 1. (a) Correlation between pulse duration of emitted coherent light and the laser intensity. The representative entries encompass different
regimes of strong field interaction that exhibit molecular, bound atomic electron, relativistic plasma, ultra-relativistic, and vacuum nonlinearities.
Sky-Blue patches correspond to orders from experimental data until 2011; red patches indicate expectations based on simulation or theory. The figure
is from Mourou and Tajima (2011). Reprinted with permission from AAAS. (b) The strong field interaction in the intensity regime, I ∼ 1011–1021
W cm−2 with matter responsible for as emission spans several orders of magnitude in electron density. The material can be 0D atomic gases, 1D
molecules, 3D band gap materials or plasma targets and 2D nano materials as the most recent experiments demonstrate. (c) The overview of current
approaches of visualizing ultrafast dynamics. Application of attoscience enables dynamical studies with unprecedented spatio-temporal resolution
limited only by the Fourier condition. Figure adapted from ELI-ALPS (2015).
For the one-dimensional case, of a complex variable z = x + jy, x, y ∈ R the integrand in I1 is highly oscillatory for
large σ . The oscillation amplitude is dictated by f (z), whereas ϕ(z) = u(x, y)+ j v(x, y) represents the phase of oscillation,
where u and v are real valued functions and the Im(ϕ(z)) = v gives the oscillating part, while Re(ϕ(z)) = u contributes
to the amplitude.
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Fig. 2. The Saddle point behaviour for f (z) = 1 and ϕ(z) = jz2: (a–b) The SP solution at zs = 0 is a saddle point of v(x, y) = x2 − y2 (a) and
u(x, y) = −2xy (b). The black curve passing through zs is the one following the steepest descent of amplitude (u in this case) where the oscillatory
part of the integral I1 is stationary. The blue curve, for illustration, passes through the same point following the steepest descent of v along which
u is stationary making integrand in I1 highly oscillatory. (c) Re(ejσ z
2
)|x=0 along the blue path in (a–b) for two different values of σ = 2 (blue)
and 5 (grey). The oscillatory contribution increases with σ along this wrong path, but still the contribution from the saddle point is the strongest.
(d) Re(ejσ z
2
)|x=y along the black path in (a–b) for two different values of σ showing that with increasing σ a narrower region around the saddle
point makes most of the contributions. In this appropriate choice of path the evaluation of the oscillatory integral is converted to an equivalent
Gaussian form.
As a consequence of the Cauchy–Riemann equations, the gradients of u and v are orthogonal to each other, i.e
∇v · ∇u = ∂xu∂xv + ∂yu∂yv = 0. Thus, on a path following the gradient of v, u is a constant and vice versa. This means
that along the contour following ∇u on which the real part of ϕ(z) reaches an extremum, the imaginary part remains
stationary freezing the oscillations. At a zero-crossing of the first derivative of the phase ϕ′(zs) = 0 at zs = xs + iys, the
partial derivatives of u(xs, ys) and v(xs, ys) must also be equal to zero. Since v is a harmonic function and according to the
strong maximum (minimum) principle, it cannot have a true maximum (minimum) on its domain and (xs, ys) is the saddle
point of the function v (Berenstein and Gay, 2011) (Fig. 2(a–b)). Fig. 2 gives a nice intuitive illustration of these concepts
assuming a simple specific functional form.
In general in Eq. (1) the integration contour C can be deformed to follow an appropriate path through the critical
points of the integrand (i.e. the saddle points and the end points of integration) utilizing Cauchy–Goursat theorem without
changing the value of the integral. The choice of the integration path must take into account the analytical properties of the
function f(z) (see for example in section 6.3 in Milošević et al. (2006)). This allows one to make a very useful simplification
in calculating the integral of interest by expanding the exponential in the integrand into a truncated Taylor series around
the saddle point in which the term containing the first derivative vanishes. Using the generalized Riemann–Lebesgue lemma
(see for example Bochner and Chandrasekharan (1950)), the contributions for this type of integral comes predominantly
from the stationary points (zs) of the phase (and the end points), while the oscillatory parts of the integrand cancel out
for asymptotically large σ (Fig. 2(c–d)).
At this point a discussion on the contributions of the end points to the integral in question, becomes imperative. For
simplicity and to get an intuitive understanding, let us continue considering the one dimensional version of the integral
In(σ ) of the form, I1(σ ) =
∫ b
a f (z)e
jσφ(z)dz, where f (z) and φ(z) are smooth functions of z and φ′(z) ̸= 0 for z ∈ [a, b]
(where a and b mark the end points). The relative contribution of the end points to the total value of this integral can be
recognized by separating I1(σ ) into two terms by using the fundamental identity
∫
g(z)h′(z)dz = g(z)h(z)− ∫ g ′(z)h(z)dz,
I1(σ ) =
∫ b
a
f (z)ejσφ(z)dz
= 1
jσ
[
f (b)
φ′(b)
ejσφ(b) − f (a)
φ′(a)
ejσφ(a)
]
− 1
jσ
∫ b
a
[
d
dz
(
f (z)
φ′(z)
)]
ejσφ(z)dz
(2)
Applying the same principle on the second term, one can under appropriate conditions, obtain terms proportional
to σ−2. The integrand becomes highly oscillatory for σ ≫ 1 and since φ′(z) is nonzero, the contribution of terms of
O(σ−2) to I1 becomes negligible, making the end point contributions dominant. However when φ′(z0) becomes very small
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(φ′(z0) → 0) at some z = z0 ∈ (a, b), the second part in I1 would become dominant. When the condition φ′(z) ̸= 0 is
violated and the phase function φ(z) has local extrema (φ′(zs) = 0) at single or multiple z = zs points, Eq. (2) is not valid
but one can naively expect that in this case the regions in the vicinity of the multiple extrema will dominate the total
value of the integral (Smirnova and Ivanov, 2014), and the relative contribution from the end points will subsequently
diminish. In the subsequent sections we realize that this corresponds to the case where multiple cycles of the laser fields
are involved.
On a more rigorous note let us look deeper into the contributions to I1(σ ), depending upon the properties f (z) and
φ(z) under conditions such that both f (z) and φ(z) are smooth functions as described above. We discuss the following
four cases,
• Case I: φ(z) is a monotonic function of z with φ′(z) ̸= 0 (z ∈ [a, b]). Here the oscillatory integral I1(σ ), after recursively
applying integration by parts as in Eq. (2), can be expanded into the following asymptotic form (Iserles and Nørsett,
2005),
I1(σ ) ∼ −
∞∑
m=1
1
(−jσ )m
[
ρm−1[f ](b)
φ′(b)
ejσφ(b) − ρm−1[f ](a)
φ′(a)
ejσφ(a)
]
, (3)
where
ρ0[f ](z) = f (z),
ρk+1[f ](z) = ddz
ρk[f ](z)
φ′(z)
, k = 0, 1, . . . (4)
Eq. (3) is valid once the integral is highly oscillatory (σ ≫ 1). It can be shown that the truncation of the above
described asymptotic expansion even to the first term provides an efficient approximation to I1(σ ), while retaining
only end point contributions (Smirnova and Ivanov, 2014). Thus if the phase function is monotonically increasing or
decreasing such that φ′(z) ̸= 0, the contributions from the end points dominate the integral.
• Case II: A single isolated stationary point, φ′(zs) = 0 (zs ∈ [a, b]) appears in the interior of φ(z) where f (z) has a compact
support. In this case, in addition to the end point contributions mentioned before, the additional contribution of this
point to the integral is approximately (J. Chapman, 1992),(
2
jσ |φ′′(zs)|
) 1
2
f (zs)ξλ[jσφ(zs)], (5)
where λ is the sign of φ′′(zs) (λ ∈ {+,−}) and
ξ±[y] =
∫ +∞
−∞
ey±x
2
dx, (6)
provided that f (zs) and φ′′(zs) are not too small. The order of magnitude of the contribution in expression (5) is larger
by a factor of σ
1
2 than that of the contribution of end points from Eq. (3) discussed before. Thus in the asymptotic
limit σ ≫ 1, the stationary point z = zs gives the most dominant contribution to I1(σ ).
• Case III: A stationary point zs appears in the very close vicinity of one of the end points, therefore the contributions from
the two parts may overlap. Under these circumstances, a single unified formula can be constructed from Eq. (5) with
the modification that ξ±[y] is exchanged to ξ±[y, d], where
ξ±[y, d] =
∫ d
−∞
ey±x
2
dx, (7)
with d = 12σ |φ′′(zs)|
1
2 d0, in which d0 indicates the distance of the saddle point from the nearest boundary (J. Chap-
man, 1992). Eq. (6) is regained for d→∞ proving the consistency of the altered formula. Eq. (7) is generally useful,
when d0 < σ−
1
2 , i.e. when the number of oscillations between the end point and the stationary point are too less to
allow separate treatment of the two contributions. The limit case of φ′(zs = a) = 0 can also be described by extending
the generalized Filon method with the L’Hôpital rule showing a contribution similar to the case of a single distant
saddle point (Iserles and Nørsett, 2005) discussed before.
• Case IV: φ′(zs) = 0 at multiple isolated zs ∈ [a, b] where around each z = zs, f (z) has a compact support.
This is the situation when φ(z) forms a highly periodic function having local extrema for multiple zs values.
In this case the integration interval between a and b can be partitioned into a finite number of subintervals
in such a way that each subinterval includes only one single stationary point, allowing repeated application of
expression (5). The contribution of the newly generated internal end points (every end point except a and b) can
be cancelled out, while the saddle point contributions keep accumulating (Iserles and Nørsett, 2005). Here the
complete asymptotic expansion can be written as, I1(σ ) = I1(a,b)(σ )+∑s I1s(σ ) (Bjorn Engquist and Athanasios, 2009;
Deaño and Huybrechs, 2009), where I1(a,b)(σ ) corresponds to the contribution due to the end points and
∑
s I1s(σ )
the contributions from the stationary points. Thus for such situation, the regions in the vicinity of the multiple
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extrema have dominant contributions to the total value of I1(σ ), and the relative contribution from the end points
will subsequently become negligible.
Thus in general the end point contribution is connected to the oscillatory nature of the phase part φ(z) and the
behaviour of f (z) near the critical points. For example in the case of Keldysh-like transition amplitudes, it turns out that
this contribution is linked with the pulse shape (Becker et al., 2002; Milošević et al., 2006). For infinitely long periodic
fields, it can be shown that for the Keldysh-like transition amplitudes, this contribution is identically zero (Case IV ) (Becker
et al., 2002). On the other hand, in case of processes involving ultrashort pulses, the saddle point method proves to be
unreliable at low intensities, i.e. near the pulse ends. In this case, a modified saddle point method has to be applied, in
which one has to pay particular attention to the significant contribution of the end points, when integrating by part. A
nice more detailed discussion on the contribution of the previously discussed critical points in the context of saddle point
calculations for Keldysh-like transition amplitudes involving ultrashort pulses can be found in Milošević et al. (2006).
We refer to the expression ∇zϕ(z)|zs= 0 as the saddle point equation (correspondingly, zs is called the saddle point). For
large σ complex n-dimensional OIs with non-degenerate multiple isolated saddle points (index s) can be asymptotically
approximated as a sum of SP contributions:
In(σ ) ≈
∑
s
(
2π
σ
) n
2 f (zs)√
det(−ϕ′′n (zs))
eσϕ(zs) (8a)
≈
∑
s
√
(2π j)n
det[φ′′n (zs)]
f (zs)ejφ(zs) (8b)
where, form in Eq. (8b) is obtained with the substitution ϕ(z) = jφ(z)/σ . Eq. (8) is called the saddle point approximation
(SPA). Reduction of the integral form in Eq. (1) to a discrete sum over all the contributions at which the phase ϕ(z) is
stationary has significant physical implications depending on what ϕ(z) represents. The physics of the microcosm is well
described by quantum mechanics and in most of the cases of high order harmonic generation (HHG) ϕ(z) represents the
action in the OI. In this context we would see that turning the OI into a discrete summation in SPA is akin to focusing
on the most important contributions. The success and validity of the application of SPA rests on the phase part of the
integrand getting large increasing the oscillatory nature of the integrand and also on a careful analysis of the solutions of
the saddle point equations.
In the degenerate case a general approach is missing and specific methods addressing the particular nature of the
integral is required. One of such cases deal with the scenario of coalescing saddle points where a finite number of saddle
point solutions merge with each other under particular circumstances. In these cases quite often the solutions can be
written in a form involving Airy functions. Such cases would be touched up briefly in Sections 3 and 7 under relevant
context. Although these aspects have received tremendous attention recently a general mathematical framework is still
under investigation and their sound applications in the context of attosecond strong field interaction is an evolving topic
and is beyond the scope of this review.
3. HHG from gas targets
In 1988 M. Ferray and co-workers (Ferray et al., 1988) focused an infrared laser to a peak intensity∼ 1013–1014 W cm−2
in a cloud of noble gas atoms. They observed the presence of directed, odd multiples of the fundamental radiation, up to
the 33rd harmonic. Being a non-perturbative nonlinear optical process, HHG in gases can provide a broadband spectrum
with a definite spectral phase, and therefore ultrashort optical pulses in the form of attosecond pulse trains (APT) (Krausz
and Ivanov, 2009) or even single attosecond pulses (SAP) (Carrera et al., 2006; Goulielmakis et al., 2008). Since then,
isolated XUV pulse durations have reached 43-67 as forming a XUV supercontinuum covering a wide spectral range (Zhao
et al., 2012; Chini et al., 2014; Gaumnitz et al., 2017). The exceptionally short pulse duration permits an unprecedented
temporal resolution in pump-probe experiments and the associated increase in peak intensity offers access to nonlinear
processes occurring in the XUV domain (Tzallas et al., 2003; Agostini and DiMauro, 2004; Tzallas et al., 2011; Carpeggiani
et al., 2014).
The understanding of the nonlinear process that lies behind HHG became an intense effort. One of the breakthroughs
has come in the form of the semiclassical ‘‘three-steps’’ model introduced by Corkum, Kulandar and Schafer (Corkum,
1993; Kulander et al., 1993; Schafer et al., 1993). These works drew on relevant ideas developed earlier in the so called
‘‘atomic antenna’’ model (Kuchiev, 1987) and concepts elaborated in other efforts (Corkum et al., 1989; Brunel, 1987, 1990;
Krause et al., 1992). In this model the three steps for HHG are: (i) atom ionization by the strong laser field with ionization
rates determined by Ammosov–Delone–Krainov (ADK) theory (Ammosov et al., 1986) or similar theories, (ii) propagation
and acceleration of the laser-driven freed electron using Newton’s equations ignoring electron–ion interactions and
(iii) ultimately recollision and recombination of the electron with the parent ion to produce a dipole responsible for
the generated XUV field. The ‘‘three-steps’’ model provides a compelling intuitive picture of high harmonic generation
from atomic targets and it was simplistic enough to earn the name ‘‘Simple man’’ model. It is able to predict pertinent
features like the spectrum and, in particular, the highest generated photon energies known as the cutoff with reasonable
accuracy.
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Fig. 3. Extracted ionization and recollision times from two colour (main pulse with λ = 800 nm and intensity, I ≃ 3.8 × 1014 W cm−2 and a
second harmonic at 1% of I) experimental measurements with helium atoms (red dots) with pink shaded areas representing the uncertainty in the
extraction method. The extracted times are compared to the calculated times according to the semiclassical three-steps model (grey curves) and the
quantum stationary solution (black curves).
Figure reprinted by permission from Springer Nature Shafir et al. (2012).
In a remarkable experiment performed recently in Shafir et al. (2012) two colour fields were used to demonstrate
how the three-steps really take part during HHG processes. The grey curves in Fig. 3 show the results obtained from
three steps model and calculations match quantitatively with recollision time measurements, whereas it does not predict
the measured ionization times well. As observed a better agreement is arrived at with quantum stationary calculations
which is the topic of the current review. Thus the three-steps or Simple man model gives an insight into the electron
dynamics in an intense laser field, and provides good agreement for many experimentally determined features of HHG
and the harmonic spectrum. However, being classical, all phenomena of quantum mechanical origin are not described.
Motivated by this a more advanced model, inspired by the Simple man model, has been proposed in 1994 by Lewenstein
et al. (1994). This is based on the Time Dependent Schrödinger Equation (TDSE) to which a number of approximations are
applied. An interpretation of the dynamics involves the partial tunnelling of the bound electron wave packet, its evolution
in the laser field and the evolution of dipole interaction as the tunnelled portion interferes with the bound portion during
recollision. The next section summarizes the developments in these approximations which are essential for obtaining a
simplified expression for the HHG dipole.
3.1. The fundamental approximations and the high harmonic dipole
The average oscillation energy acquired by a free electron in the plane wave field of a laser (called its quiver energy or
ponderomotive energy) scales linearly with its intensity I and is given by, Up [eV] = 9.34× 10−14 × I[W cm−2](λ[µm])2.
The Coulomb field acting on the electron in a hydrogen atom which has the smallest atomic radius is approximately
given by, 5.1×109 V cm−1 ≃ 514 V nm−1. This atomic field corresponds to an equivalent intensity of, I ≃ 3.51×1016 W
cm−2. The corresponding ponderomotive energy would be, Up ≃ 2098 eV requiring an estimated ∼1362 photons working
together at λ = 800 nm. Thus, as laser fields start to have strengths that cannot be neglected compared to the Coulomb
field experienced by an atomic electron or equivalently when the ponderomotive energy Up starts to be comparable or
more than the ionization energy Ip of an atom, the interaction becomes highly non-linear and one enters the square-dashed
region in Fig. 1(a) which is the so called strong field regime. HHG processes relevant for as pulse generation takes place
in this regime of interaction.
For this article we are interested in the non-perturbative domain of the strong field interaction. Within the standard
tunnelling theories of strong field ionization (Keldysh, 1965; Nikishov and Ritus, 1966; Perelomov et al., 1966; Ammosov
et al., 1986; Popov, 1999) the parameter that distinguishes the perturbative interaction regime from the non-perturbative
one is the Keldysh parameter, γ = √Ip/2Up = (ω/√I)√2Ip. Within this framework, perturbative tunnelling ionization
prevails for γ ≪ 1 and non-perturbative multiphoton ionization occurs when γ ≫ 1. Consequently, whether the
interaction is perturbative or not depends both on the frequency and the incident intensity of light as well as the binding
energy of electrons in the driven system. In the transition regime around γ ∼ 1 tunnelling theory has been successful in
interpreting experimental observations (Eckle et al., 2008; Meckel et al., 2008). But numerical simulations have revealed
that additional considerations are needed apart from γ (Hao et al., 2016) to identify the non-perturbative character
of the interaction. In general four energies play crucial role in defining the interaction during strong field ionization:
ponderomotive energy Up, ionization potential Ip, photon energy ω and the rest mass energy of the electron mc2. Thus
three independent dimensionless parameters can be constructed and their values identify the specific regime of the strong
field processes (Reiss, 2008; Yakaboylu et al., 2013) and γ is just one of them.
In order to obtain the harmonic spectrum, one has to solve the TDSE (Lewenstein et al., 1994; Sansone et al., 2004a)
for a system (an atom in this particular case) interacting with a laser field F(r, t). Under the Coulomb gauge divergence
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of the vector potential A(r, t) is taken as, ∇ · A(r, t) = 0 and in the atomic units the electric field is linked to the vector
potential by F(t) = −∂tA(t). The temporal evolution of an atomic system is described by the following TDSE:
j∂t |Ψ (t)⟩ = [
Hˆ0  
Tˆ + Vˆa(rˆ)+VˆL(rˆ, t)]  
Hˆ
|Ψ (t)⟩ (9)
where Hˆ0 is the electronic field-free Hamiltonian, Tˆ and Vˆa(rˆ) are the operators representing the kinetic energy and atomic
potential respectively and VˆL(rˆ, t) represents the interaction of the electron described by its state vector |Ψ (t)⟩ with the
laser field F(r, t). Eq. (9) can be solved numerically by using well known algorithms (Leforestier et al., 1991; Lin and
Muckerman, 1991; van Dijk et al., 2011).
Albeit numerical solution of TDSE is the most rigorous approach to date to track a system in strong field physics, this
approach becomes numerically prohibitive with increasing system size. Additionally within this standard mathematical
formulation it sacrifices classical intuition completely. In the alternative description of quantum mechanics one can use
the Feynman path integral formalism (Feynman, 1948) which allows a closer link to the familiar notion of classical action
of an orbit in space–time. In this framework the probability amplitude of the process is obtained from a coherent weighted
superposition of contributions from all possible paths in space–time connecting the initial and the final state of the system
under consideration, the weights being complex numbers with phases equal to the classical actions along the relevant
paths. Here the difficulty lies in identifying and calculating contributions from all the possible paths. Thus simplifications
are essential in both approaches in order to conceptualize and understand the underlying physical processes while
identifying and retaining the most important aspects of the interaction.
In summary solving the electron dynamics under strong field is a difficult task and the benefits of a semi-analytic
simplified approach have been well understood in time focusing significant attention to it. The key ingredients enabling
this simplification, which also defines its validity and success partially rests on the following approximations:
• The Single active Electron Approximation (SAE) (Kulander et al., 1992, 1993; Schafer et al., 1993; Watson et al., 1997;
Muller and Kooiman, 1998): All electron–electron correlations are neglected in Hˆ . This implies that only one electron
actively participates in ionization while other electrons screen the nucleus constructing an effective single electron
potential.
• The Electric Dipole Approximation (EDA) (Wolter et al., 2015): The driving field is spatially homogeneous over the
spatial length scale relevant for the interacting system (for instance, λ≫ x˜ where x˜ is the size of the driven atomic
system; implying that the phase of the propagating field would change only slightly over a distance of x˜), as a
consequence we also have VˆL(rˆ, t)→ VˆL(t).
• No Resonances (NR): Only the ground atomic state and the continuum states of the ionized atom are considered.
Transitions between other bound states or between continuum states are neglected. This means that the ionization
potential Ip must be much larger than the photon energy ω0 of the driving field, Ip ≫ ω0.
• The Strong Field Approximation (SFA) (Lewenstein and L’Huillier, 2009): The electron propagating in the continuum
interacts only with the laser field and the parent ion’s potential is neglected. When the field is applied, the effect of
the atomic core potential Vˆa(r) on the continuum states is negligible (Fig. 5). (This implies, Up > Ip or γ < 1, where
γ is the Keldysh parameter (Keldysh, 1965; Le et al., 2016)).
• The Quasi-Static Approximation (QSA): The field frequency is assumed low enough to apply the static tunnelling
formalism. In this regime multiphoton ionization can be ignored and tunnelling dominates the ionization step.
• TheWeak Ionization Limit (WIL): Most of the electron population stays in the bound state at all times. Thus, the bound
and continuum states amplitudes are decoupled. This is also called the condition of no depletion and mathematically
this means the driving laser intensity I is less that the saturation intensity Isat of the driven system, I < Isat . Here
Isat represents the intensity at which a sample of atoms is mostly ionized (Krause et al., 1992; Sanpera et al., 1995).
In general SAE is valid in cases where multielectron excitation energies are significantly larger than the single-electron
excitation energies. These conditions are met mostly by small atoms, small molecules and noble gases and hence SAE has
been extremely successful in these cases. Even in alkaline metal atoms with nonlocal modifications of the single-electron
potential SAE is shown to work reasonably (Sheehy et al., 1999; Gaarde et al., 2000). In polyatomic systems, when charge-
transfer excitations are energetically close to the ground electronic state, SAE fails (Lezius et al., 2001; Markevitch et al.,
2003; Stolow and Underwood, 2008).
The fundamental validity of EDA has been a traditionally debated topic, although its application has held well and
has shown remarkable success in the description of strong field processes within the most commonly accessible laser
wavelength and intensity space (Becker et al., 2002; Milošević et al., 2006; Amini et al., 2018). The breakdown of the
EDA towards short wavelengths can clearly be expected when the λ becomes comparable to the relevant length scales,
but interestingly it also breaks down in the long wavelength limit (Reiss, 2008, 2013, 2014) in an intensity dependent
way (Ludwig et al., 2014). The reason for this upper wavelength limit is that under EDA the vector potential describing
the laser field is assumed to be spatially homogeneous, i.e., Aλ(r, t) ≃ Aλ(0, t) = A(t) which is equivalent to ignoring
the magnetic field contribution of the laser field. In reality, this assumption is violated whenever electrons gather very
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Fig. 4. The wavelength–intensity parameter space in strong-field ionization emphasizing the limits of validity of EDA. The green dotted area marked
‘dipole oasis’ contains the region where EDA is considered valid (Ludwig et al., 2014). The short-wavelength dipole limit arises for wavelengths of the
order of the atomic scale, i.e., for λ = 1 au. The long-wavelength limit manifests due to the laser magnetic field effects (Reiss, 2008, 2014) (brown
dashed line). The limits when the other non-dipole effects like radiation pressure plays a role (green dashed line) or when the interaction starts to
become relativistic (blue dashed line) is also marked. The parameter, ΓR(Up, Ip, ω0) ≥ 1 indicates the limit where the spatially spread electron wave
packet essentially misses the ion core in the rescattering process under the influence of the laser magnetic field (Palaniyappan et al., 2006).
The figure is reprinted with permission from Ludwig et al. (2014). Copyright (2014) by the American Physical Society.
Fig. 5. Partitioning of the Hamiltonian and its associated propagator and eigenstates. The propagator link states at different times under the action
of the related Hamiltonian. The last line refers to the Hamiltonian of a free electron in the laser field, which is the core of the SFA.
high kinetic energy during the interaction. Since the magnetic component of the Lorentz force depends on the electron’s
velocity, the magnetic field effects cannot be ignored anymore in such cases and EDA falls short. Within EDA an electron
performs quiver motion exclusively along the laser polarization direction. Thus non-dipole effects can be envisioned as
multipole effects that introduce additional motion along the laser propagation direction (Walser et al., 2000). Alternatively
one can also visualize that at any given radiation wavelength there would be a threshold intensity beyond which the
deflection due to Lorentz force would play stronger role in rescattering processes by affecting the returning electron flux
to the core (Palaniyappan et al., 2006). The validity regime of EDA along with the above mentioned limits within the
wavelength–intensity space is summarized in Fig. 4.
As we see later, SFA allows for the exact continuum states of the system to be replaced by the Gordon–Volkov states.
However SFA does not deal with the ionization process correctly and treats electron motion in the continuum only
under the laser field thereby ignoring the effect of weak electron–ion interaction which can become important in certain
circumstances. Finally in the recombination step SFA approximates the continuum electron by a plane wave for calculating
the transition dipole matrix element. Hence of course several corrections and improvements have been proposed (Le et al.,
2016; Reiss, 2019) which are beyond the scope of this review.
The above set of approximations enables one to simplify and reduce the formal integral solutions of the TDSE to a
sequence of events with already known solutions. Below we present expressions with their forms in length and velocity
gauge descriptions.
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The formal solution (Ivanov et al., 2005; Smirnova and Ivanov, 2014; Ivanov, 2014) of Eq. (9) under SAE, NR in
propagator form can be written as:
|Ψ (t)⟩ ≈ Uˆ0(t, t0)|g⟩
− j
∫ t
t0
dt ′ Uˆ(t, t ′)VˆL(t ′)Uˆ0(t ′, t0)|g⟩.
(10)
Here Uˆ0(t ′, t0)|g⟩ = e−j
∫ t′
t0
Ebdt |g⟩ is the evolution of the ground state (Eb = −Ip is the binding energy of the system).
Eq. (10) states that |Ψ (t)⟩ evolves as a superposition of the unperturbed ground state |g⟩ (first term on right side) and
a part which is exposed to the action of the laser field at time t ′. Prior to t ′ (at any time origin t0) this second part also
evolves as an unperturbed state. At time t ′ the action of VˆL(t ′) creates a superposition of all states that are accessible by
the interaction term. Fig. 5 elaborates the physical situation pictorially. Free electron in the laser field under EDA is given
by eigen states of HˆGV called the Gordon–Volkov states |ΨGV (t)⟩ (Gordon, 1926; Wolkow, 1935):
|ΨGV (t ′)⟩ = e−jSGV (p,t ′,t0)|π(t ′)⟩, (11)
where, SGV (p, t ′, t0) =
∫ t ′
t0
dt ′′ [p+A(t
′′)]2
2 is the quasiclassical action and |π(t)⟩ denotes the plane wave states ⟨r | π(t)⟩ =
(2π )−3/2ejπ·r. |π(t)⟩ takes the form |p + A(t)⟩ in length gauge (LG) and |p⟩ in velocity gauge (VG) (p being the canonical
momentum).
Invoking SFA, the full propagator Uˆ(t, t ′) in Eq. (10) (connected to Hˆ) is replaced with the Gordon–Volkov propagator
UˆGV (t, t ′) (Fig. 5). Using the closure relation I =
∫
dπ |ΨGV (t ′)⟩⟨ΨGV (t ′)| and |ΨGV (t)⟩ = UˆGV (t, t ′)|ΨGV (t ′)⟩ Eq. (10) can now
be rewritten as:
|Ψ (t)⟩ ≈ Uˆ0(t, t0)|g⟩ − j
∫ t
t0
dt ′
∫
dπ |ΨGV (t)⟩
× ⟨ΨGV (t ′)|VˆL(t ′)Uˆ0(t ′, t0)|g⟩
= Uˆ0(t, t0)|g⟩ − j
∫ t
t0
dt ′
∫
dπ ejIp(t
′−t0))
× e−jSGV (p,t,t ′)|π(t)⟩⟨π(t ′)|VˆL(t ′)|g⟩.
(12)
The interaction operator VˆL(t) has gauge dependent forms:
VˆL(t)LG =F(t) · rˆ (13a)
VˆL(t)VG =A(t) · pˆ+ A2(t)/2. (13b)
Finally the non-linear dipole response D(t) is obtained from Chang (2011) and Le et al. (2016) the dipole operator Dˆ
(Dipole moment, Dipole velocity or Dipole acceleration). The generalized equation will be of the form:
D(t) = ⟨Ψ (t) | Dˆ | Ψ (t)⟩
≈ −j
∫ t
t0
dt ′
∫
dp e−j
∫ t
t′ dτ [ [p+A(τ )]
2
2 +Ip]
⟨g|Dˆ|π(t)⟩ ⟨π(t ′)|VˆL(t ′)|g⟩ + c.c. (14)
At this point a discussion of the implications of gauge on the calculations becomes imperative. In general quantum
dynamics is gauge invariant. This means that when the scalar and vector potentials representing the electromagnetic
fields are linked through gauge transformations, the exact solutions of the TDSE, i.e., the quantum mechanical wave
functions known in their closed forms in the two gauges, are related through a unitary transformation determined by the
generating function of the gauge. Thus all physically relevant quantities like expectation values of observables, transition
probabilities, etc. are invariant under gauge transformation (Kobe and Wen, 1982). Conversely when the exact solution
(complete solution) of the TDSE is known in analytical form, it is possible to move from one gauge to the other by a gauge
transformation (Jackson, 2002), all formulations would yield the same physical result. Under such instances the choice of
gauge is simply made on the basis of the ease of solving the particular TDSE. But in most of the situations of practical
relevance, the TDSE is either solved completely numerically or semi-analytically through simplified modelling. In either
scenario the gauge dependent solutions are estimated with some degree of error (either due to the numerical methods
and/or induced by the approximations) affecting the gauge invariance of the physical observables in question. It has been
seen both in the context of ATI (Cormier and Lambropoulos, 1996) and HHG (Han and Madsen, 2010) that in numerical
solutions of the TDSE Eq. ((9)) a proper choice of gauge can lead to faster convergence or higher accuracy (Bandrauk et al.,
2013; Scrinzi, 2014). In polar coordinates velocity gauge needs lesser angular momentum states and usually have better
computational convergence properties (Cormier and Lambropoulos, 1996) and is also more efficient in higher dimensional
calculations (Han and Madsen, 2010) or extended systems (Dong et al., 2014). The reasons of this gauge dependent
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numerical convergence lies within the different physical meaning of the operators appearing in the Hamiltonian under
different gauges and is beautifully explained in Cormier and Lambropoulos (1996).
On the other hand approximate formulations has shown different behaviours in LG and VG (Bauer et al., 2005; Bergues
et al., 2007; Bauer, 2016; Dong et al., 2014; Dick, 2016; Földi, 2017). While applying SFA based semianalytical formalism, in
literature a judicious approach is usually called for choosing the appropriate gauge for a particular system. In single atoms,
LG is seen to be more suitable (Krausz and Ivanov, 2009; Bauer et al., 2005), since in this case the bound state remains a
physical solution without any modification. However, in a multiatomic structure where the ionization and recombination
occur at different atomic sites as shown in trajectory of Fig. 15(a) later in Section 5, LG results in unphysical scenario of
HHG cutoff increasing monotonically with interatomic separation (Chirilă and Lein, 2006; Lein, 2007). Thus VG description
is usually used for HHG from an extended systems (Section 5). The general problem of gauge invariant formulation of
SFA based schemes or the appropriateness of a particular gauge in SFA is not completely settled yet. In a recent article
this question is examined in detail through a reformulation of SFA (Galstyan et al., 2016) for hydrogen-like systems. For
simplicity in this review article that illustrates the saddle point approaches we would skip a detailed discussion of these
issues.
In the single atom case with dipole operator Dˆ = −rˆ and t0 → −∞ as the initial time, the induced dipole can be
written as:
D(t) ≈ j
∫ t
−∞
dt ′
∫
dp
Recombination  
e−jIptd∗[p+ A(t)]
× e−j SGV (p,t,t ′)  
Propagation
ejIpt
′
F(t ′)d[p+ A(t ′)]  
Ionization
+ c.c.
(15)
Here d[p + A(t ′)] = ⟨p + A(t ′)|rˆ|g⟩ and d∗[p + A(t)] are the dipole matrix elements with A(t ′) and A(t) being the
vector potentials at the instant of ionization and recombination, respectively. Physically, the integral Eq. (15), called the
‘‘Lewenstein integral’’, represents the continuous summation of contributions to the induced dipole at time t including
ionization at all possible times t ′ when an electron accesses states with all allowed canonical momenta p under the vector
potential A(t ′).
Electromagnetic sources are linked with the acceleration of charges (or dipoles) in the framework of Maxwell’s
equations. The spectral intensity from the semi-classical dipole is subsequently obtained from Fourier transform of the
dipole acceleration1: I(ωn) ∝
⏐⏐F(D¨x(t))(ωn)⏐⏐2 and is given (Burnett et al., 1992) by:
I(ωn) ∝ ω4n
⏐⏐⏐D˜(ωn)⏐⏐⏐2 , (16)
where ωn is in this case the angular frequency of the emitted photon and n signifies the harmonic number, i.e. ωn = nω0.
Hence in order to calculate the HHG spectrum one needs to evaluate the Fourier transform of D(t). Thus the ‘‘Lewenstein
integral’’ in spectral domain becomes:
D˜(ωn) ≈ j
∫ ∞
−∞
dt
∫ t
−∞
dt ′
∫
dp d∗[p+ A(t)]
× F(t ′)d[p+ A(t ′)]
× exp[−jS(p, t, t ′)+ jωnt] + c.c. (17)
The phase of the bound state is included into S(p, t, t ′) = SGV (p, t, t ′) + Ip × (t − t ′), which will from now on be
referred to as the quasi-classical action following standard nomenclature (Smirnova and Ivanov, 2014; Sansone, 2009).
Eq. (17) manifests the qualitative features of the high harmonic spectrum, but a quantitative agreement with experiments
demand an improved model (Ivanov et al., 1996; Le et al., 2009; Smirnova and Ivanov, 2014) along with incorporation of
propagation effects (Balcou et al., 1997; Constant et al., 1999) for HHG from an ensemble of atoms. However, the phase
behaviour is in good agreement with the experiment.
3.2. Saddle point equations for gas HHG
Eq. (17) is a 5-D OI in p, t and t ′ and its total phase term is given by:
Θ(p, t, t ′) = ωnt − S(p, t, t ′).
= ωnt −
∫ t
t ′
dτ
( [p+ A(τ )]2
2
+ Ip
)
. (18)
Before proceeding any further, one can examine behaviour of the phase in the simplest case of an intense monochro-
matic, linearly polarized laser field, F(t) = F0 cos(ω0t). The momentum can be separated into parallel p∥ and perpendicular
1 Using the relation F(f (k))(ξ ) = −2π (jξ )kF(f )(ξ ).
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p⊥2 components with respect to the laser field direction. The associated vector potential (t) can also be separated into
A∥(t) = − F0ω0 sin(ω0t) and A⊥(t) = 0. Hence with change of integration variable, τ → φ = ω0τ , the phase Θ can be
rewritten as:
Θ(p, t, t ′) = ωnt −
∫ ω0t
ω0t ′
( [p∥ − F0ω0 sin(φ)]2
2
+ Ip
)
dφ
ω0
.
= ωnt − F
2
0
2ω30
∫ ω0t
ω0t ′
[ω0p∥
F0
− sin(φ)]2dφ + Ip
ω0
(ω0t − ω0t ′).
= ωnt − 2Up
ω0
∫ ω0t
ω0t ′
[ω0p∥
F0
− sin(φ)]2dφ + Ip
ω0
(ω0t − ω0t ′). (19)
where, Up = F
2
0
4ω20
is the ponderomotive energy of the electron under the action of laser field and Ip
ω0
is the number of
photons necessary to ionize the target atom. The applicability of SPA to Eq. (17) demands that the real part of Θ(p, t, t′)
is sufficiently large as explained in Section 2. As evident from Eq. (19) this condition is met for large values of 2Up
ω0
and Ip
ω0
.
Hence for HHG in gases it is the combination of both the strong field amplitude and the low oscillation frequency that
allows to approximate the solution of Eq. (17) with saddle point method.
The differentiation of Eq. (18) for a laser field yields the three saddle point equations:
∂tΘ(p, t, t ′)|tr=ωn −
[ps + A(tr )]2
2
− Ip = 0 (20a)
∂t ′Θ(p, t, t ′)|ti=
[ps + A(ti)]2
2
+ Ip = 0 (20b)
∇pΘ(p, t, t ′)|ps=ps(tr − ti)+
∫ tr
ti
A(t ′) dt ′ = 0 (20c)
Applying the SPA on the parallel component leads to Eq. (20c), while the perpendicular one gives the condition ps⊥ = 0.
The variables ps, ti and tr are the stationary values of p, t , t ′ respectively. The electron trajectories that satisfy the set
of saddle point equations Eq. (20) are named quantum orbits (Salières et al., 2001; Kopold et al., 2002; Becker et al.,
2002; Sansone et al., 2004a). The SP equations can be physically interpreted: Eq. (20a) and (20b) conserve energy at
recombination and at ionization respectively. Eq. (20c) ensures electron’s return to the parent ion at tr when its sojourn
started at time ti.
One important aspect of saddle point solutions is the complex values associated with them. The description of quantum
processes by classical like trajectories necessitates complex variables. In order to reconcile with the imaginary quantities,
one can find a plausible physical justification in Ivanov (2014) and Smirnova and Ivanov (2014). Eq. (20b) which describes
the tunnelling process shows that the electron kinetic energy at ionization time ti is negative. The negative under-the-
barrier energy implies a complex velocity during tunnelling. Requiring a real displacement all along this process calls for
a complex ionization time ti. Since the photon energy must be real, from Eq. (20a) a complex recombination time tr is
needed to rule out the imaginary momentum during recombination. From practical point of view, only observable end
points of the process must be ‘‘physical’’ while trajectories may remain ‘‘unobservable’’.
3.3. Quantum trajectories and saddle point solutions
The parallel component of stationary momentum ps has magnitude ps (dropping the notations ∥ and ⊥ from subscripts
for convenience) for linearly polarized electric field. Rearranging the above equations:
ps = ±
√
2(ωn − Ip)− A(tr ) (21a)
A(ti) = ±j
√
2Ip − ps (21b)
0 = ps[tr − ti] +
∫ tr
ti
A(t ′) dt ′ (21c)
The saddle point variables ps = p′s+jp′′s , ti = t ′i+jt ′′i and tr = t ′r+jt ′′r are complex-valued leading to six coupled equations
with six unknowns. Here primed and double primed variables denote the real and imaginary values respectively. There
are different approaches in which the solutions can be found and a comment on the (±) sign in Eqs. (21a) and (21b) will
be made in this context later in this section. Each set of variables {ps, ti, tr} in Eq. (21) defines a possible quantum path
that results in a contribution to the dipole with a certain phase and amplitude. It reflects the fact that most of the possible
paths do not add up with a similar phase thus leading to a weak dipole. There may, however, be sets of variables, where
2 Here p⊥ is taken as zero. Otherwise contribution of nonzero p⊥ can be included by replacing Ip with Ip + p
2⊥
2 (Ivanov, 2014).
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neighbouring paths have similar phases resulting in constructive interference. It is these sets that define the quantum
trajectories (or orbits) leading to the dominant contributions to the HHG dipole.
Finding the SP solutions from Eq. (21) needs the description of the field F(t). In the adiabatic limit one can use the laser
field described previously. In the non-adiabatic (or pulsed) case, the electric field transient introduces more complexity
in the solution of the SP equations. Nevertheless, all the concepts still apply for a pulsed field. Applying sequentially the
SPA on p in Eq. (17) and then on {t, t ′} and using Hessians Θ ′′|ps and Θ ′′|{ti,tr },
det[Θ ′′|ps ] =(t − t ′)3 (22a)
det[Θ ′′|{ti,tr }] =
(ps + A(tr ))(ps + A(ti))F (tr )F (ti)
(tr − ti)
×
[
(ps + A(ti))
F (ti)
− (ps + A(tr ))
F (tr )
− (tr − ti)
]
, (22b)
the 5-D integral Eq. (17) is approximated as a sum over the different saddle point contributions (quantum orbits), labelled
by the index k:
D˜(ω) ≈
∑
k
[
π
ϵ + j(t (k)r − t (k)i )/2
]3/2
2π j√
det[Θ ′′|(k){ti,tr }]
× F (t (k)i ) d∗(p(k)s + A(t (k)r )) d(p(k)s + A(t (k)i ))
× exp(jωt (k)r − jS(p(k)s , t (k)r , t (k)i )), (23)
where ϵ is a small regularization constant, avoiding the divergence at ti = tr . Reducing the integral expression of
Eq. (17) into a discrete summation of Eq. (23) through application of SPA works in the spirit of Feynman integral
formulation (Salières et al., 2001). Thus SFA enables one to identify the most important contributions to the process
that sums over only a few quantum orbits among all possible paths. The expression in square brackets corresponds to the
quantum diffusion of the electron wave packet in the continuum (Smirnova and Ivanov, 2014). With increasing excursion
time τ = (tr − ti), this contribution reduces as even smaller part of the original, localized electron wave packet can
recombine with the parent ion (Ivanov et al., 2005), attenuating the dipole amplitude for trajectories with long travel
times as τ−3/2.
It is worth mentioning that for harmonics at and below the ionization threshold (ωn < Ip), the model which is based
on the approximations presented in Subsection. 3.1 itself is inadequate. For the specific cases of a zero-range potential
the SPA can also be applied in this photon energy range. A procedure to obtain semi-classical solutions in the presence
of a non-zero range potential for below-cutoff harmonics is presented in Hostetter et al. (2010).
Following (Smirnova and Ivanov, 2014) for above-threshold harmonics of order n, both ps and ti are expressed as a
function of tr using Eq. (21a) and (21b), reducing the number of unknowns from 6 to 2. Zeros of the right-hand side of
Eq. (21c) are obtained using minimization routines either graphically or using any root-finding algorithm. Here steps of
the former solution approach is presented:
• A function Z(t ′r , t ′′r ) = ps[tr − ti] +
∫ tr
ti
A(t ′) dt ′ is defined such that the zeros of it signifies that the electron starting
from the atom at time ti evolves under the influence of A(t) and returns back to the parent ion at time tr .
• An initial guess for tr = t ′r + jt ′′r is chosen on a 2D grid and the canonical momentum is obtained as a function of tr ,
from Eq. (21a)
ps(t ′r , t
′′
r ) = Γn − A(t ′r , t ′′r )
= Γn + F0
ω0
sin[ω0(t ′r + jt ′′r )] (24)
where Γn = ±
√
2(ωn − Ip) (considering ωn > Ip for above threshold harmonics, Γn is a real quantity).
• The corresponding ionization time is retrieved from Eq. (21b) as:
A(t ′i , t
′′
i ) = Γ − ps(t ′r , t ′′r )
ti(t ′r , t
′′
r ) = ω−10 arcsin
(
ω0
F0
[−Γ + ps(t ′r , t ′′r )]
)
(25)
where Γ = ±j√2Ip. This equation gives the mapping between ionization and recombination times. Through the
laser field periodicity (T0), one ionization instant corresponds to a multitude (only if ps is zero there will be an
infinity of recollisions) of recombination times, separated by one laser period. Thus, owing to the form of Eq. (25),
the ionization instant will remain in the same ‘‘first’’ cycle.
• Eq. (24) and (25) are substituted in right hand side of (21c) which takes the form:
Z(t ′r , t
′′
r ) = ps[tr − ti] −
F0
ω20
[cos(ω0ti)− cos(ω0tr )] (26)
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Fig. 6. (a) Imaginary part of the ionization time as a function of the real part of the same time, for both short and long trajectories. Each harmonic
(not necessarily an integer value at this point), corresponds to one position on each curve. On the colorbar the red label denotes the cutoff 68th
(b) Electric field of the fundamental with the associated time stamps for ionization and recombination. (c) Representation of the logarithm of⏐⏐Z(t ′r , t ′′r )⏐⏐2 for 60th harmonic. The two minima in the surface are the two solutions of the saddle point equations for the considered harmonic. The
two curves correspond to the solutions for all the harmonic orders, referenced by a dedicated colour. The simulation conditions are : λ = 800 nm,
I = 4× 1014 W cm−2 , Ip = 21.56 eV (neon atom).
The roots of this function are the saddle points. This function is also time periodic, following the laser field periodicity.
Moreover Z(t ′r , t ′′r ) = 0 yields a pair of solutions per half cycle of the laser field. These are the two dominant types
of orbits that the electron takes in time, depending on the time spent by the electron in the continuum the orbits
are either called short or long.
It is more convenient to consider the real valued function |Z |2 which has the same roots as Z . This function has pairs
of minima separated by one half period of the laser field. Reasonable assumptions are imposed in order to keep only
the most meaningful solution. The first one is t ′r > t ′i , namely the electron can recombine only after being sent into the
continuum. The second one constrains the electron travelling time in the continuum t ′r− t ′i < T0. This assumption is based
on the wave packet spreading, which causes the contribution of the trajectories longer than one optical cycle to be only
relevant in the lower-plateau spectral region. SP solutions with (t ′r − t ′i ) > 3T0 can be completely neglected for the whole
spectral range (Sansone et al., 2004b). However, in certain cases this assumption is invalid, as very long trajectories can
have a rather strong influence on the harmonic spectrum (Milošević and Becker, 2002).
Fig. 6(a–c) depict the real and imaginary parts of ionization and recombination times for the different harmonic
contributions on a temporal clock set by the laser electric field. For the case of an electric field as shown in Fig. 6(b)
(from −0.5 to 0.5 laser cycle), it can be shown that the right signs are Γ = −j√2Ip and Γn = +√2(ωn − Ip). When the
electric field changes sign each half cycle, the signs of Γn and Γ are flipped to apply the procedure. Also, owing to the
square root operation, the sign of Γ and Γn have to be properly chosen (Ivanov, 2014).
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Fig. 7. Motion of the electron in the continuum, as given by Eq. (27). The thick red line represents the normalized laser field, the colour code refers
to the energy of the emitted photon for each trajectory with the cutoff value given by the Lewenstein model highlighted in red. Inset: Zoom on
the start of the trajectories from −0.5 to −0.3 laser cycle and a displacement from 5 to 10 a.u., displaying the main effect of tunnel ionization (the
electron is freed not at the position of the parent ion).
Fig. 6(c) shows the behaviour of the function |Z(t ′r , t ′′r )|2 near the minima representing the two saddle points. The
behaviour of the solution with increasing harmonic order (the two coloured lines, one for each trajectory) is also depicted.
The retrieved ionization times using Eq. (25), are presented in Fig. 6(a).
The short trajectories have later ionization and earlier recombination times with respect to the longer trajectories.
Lower ionization probability is reflected in higher values of t ′′i Fig. 6(a). One can also observe that the t
′′
i for short
trajectories varies substantially with the harmonic order leading to a reduced contribution for lower harmonics. This
behaviour is similar for the t ′′r , without cancelling completely the ‘‘imaginary’’ time acquired during tunnelling.3 Above
the cutoff, both |t ′′i | and |t ′′r | increase quickly leading short trajectories to a non-physical solution, as explained later in
this section.
Another approach to find solutions of the saddle point equations would use the results of fully classical ‘‘three-steps’’
model for a root-finding algorithm. For above threshold harmonics below the cutoff, the ionization and recombination
times obtained from the classical model matches the real part of the corresponding SP solutions (Lewenstein et al., 1994;
Smirnova and Ivanov, 2014). This allows to search the solutions of the SP equations at low harmonics by using them as
starting points. For higher harmonics the classical and the semi-classical approaches begin to diverge. The previous SP
solutions at a slightly lower ωn may be substituted as initial values for the solver to improve stability. The validity of the
real parts of the ionization and recombination times obtained from the SP method can be verified by considering Ip = 0.
In this case the quantum effects vanish and the real part of the ionization and the recombination times coming from
both methods should overlap. Although both these approaches are equally reliable, for ultrashort pulses the results of the
classical model to solve directly the set of Eqn. (20) becomes more efficient. Also, since the root-finding algorithm solves
Eq. (20) directly, the sign problem resulting from taking the square-root of Eqs. (20a) and (20b) does not appear.
A very appealing feature of the SPA is that it provides all variables of motion for all the distinct quantum path solutions.
Thereby the real-space excursion of the electron can be directly evaluated. It is given by Sansone (2009) and Milošević
and Becker (2002):
r(t) = Re
{∫ t
ti
ps + A(t ′′) dt ′′
}
= p′′s t ′′i + p′s(t − t ′i )
+ F0
ω20
(cos(ω0t)− cos(ω0t ′i ) cosh(ω0t ′′i )). (27)
The results for both short and long trajectories are presented in Fig. 7, where for convenience, only one ionization–
recombination set is plotted. The electron position in the continuum as a function of time as given by Eq. (27) is plotted
along with one cycle of driving laser field in Fig. 7. The harmonic orders associated with the trajectories in the colourmap
emphasize that corresponding to each harmonic order there is a pair of trajectories and for the highest harmonics near
the cut off the long and short trajectories tend to merge. One of the most striking effects of the quantum nature of HHG
comes from tunnel ionization, which introduces a displacement in the electron birth position in the continuum from the
atom position, as shown in Milošević and Becker (2002). These quantum effects are visible during ionization (inset of
Fig. 7) showing that electrons are liberated at different positions from the parent atom depending on the field strength.
As observed this feature is also more pronounced for the short trajectories, with an initial position (highlighted in black in
3 The non-compensated part is taken by the momentum, which acquires a non-zero imaginary part.
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Fig. 8. Comparison between the solution of the Lewenstein integral by numerical integration and by the SPA. The colour plot is the result of
application of the Gabor transform to the nonlinear dipole while the yellow lines represent the SPA solutions (dotted for the short trajectories, full
lines for the long ones). The colorbar represent HHG intensity in arbitrary units. The electric field is depicted in red. In this case, direct integration
is made with the lower bound equal to t − T , in order to avoid quantum interferences between trajectories coming from different half-cycles of the
laser field.
the inset) varying with the harmonic order. This displacement is almost negligible in the case of recombination. Another
important aspect is the spectral dependence of the electron flight time within the cycle which introduces a chirp of the
generated attosecond pulse, named the atto chirp (Varjú et al., 2005). It has an opposite sign for the short and long
trajectories and is the main contribution for the attosecond pulse chirp. Such distinctive responses of the long and the
short trajectories to the driving field can be utilized to control the spatio-spectral features of the generated high harmonic
beams (He et al., 2009; Chatziathanasiou et al., 2019).
3.4. The high harmonic spectrum
The validity of SPA and the quantum orbit description in Eq. (23) can be confirmed in two ways. The first one concerns
the instantaneous dipole frequency, obtained as ω(t) directly in the SPA, and extracted from Eq. (15) by applying the
Gabor transform, i.e. a time windowed Fourier transformation (Gabor, 1946). The instantaneous dipole spectrum relates
to the recombination times, as depicted in Fig. 8. The second comparison is the intensity of harmonic spectrum with the
numerical evaluation of the Lewenstein integral and the SPA case, as shown in Fig. 9.
Note for the integration of Eq. (15), or (17), usually the lower integration limit over t ′ can be terminated at about
t − 5T (instead of −∞) where T is the laser period. Changing this lower limit allows a control over the calculation of
the interferences between the trajectories coming from different half-cycles of the laser. Secondly, the integral Eq. (17) in
general is 3D over p which can be difficult. In order to ease the calculation, the SPA is applied on p, which introduces a
scaling factor in the obtained spectrum (Le et al., 2016). The comparison between the direct time integration of Eq. (17)
and the use of the SPA (Eq. (23)) is shown on Fig. 8 for the adiabatic case. In all the calculations the dipole matrix element
dx is calculated considering a Gaussian type bound state dx(p) = j
( 1
πα
) 3
4 p
α
exp
(
− p22α
)
, with α = 0.8Ip4 (Lewenstein et al.,
1994). The same analysis can be extended for the non-adiabatic case (Sansone et al., 2004a).
Fig. 9(a) shows the HHG spectra from the numerical integration of Lewenstein integral in Eq. (17) and the discrete
summation in Eq. (23) for SPA in the case of adiabatic driving field. The behaviour of the two solutions are similar. In
both cases the cut-off is located around the harmonic 68, which is larger than the classical cut-off given by the formula
EXUV = Ip + 3.17Up (Krause et al., 1992; Corkum, 1993). This difference arises from tunnel ionization and the electron
wavepacket spreading in space during propagation (Lewenstein et al., 1994). These two elements modifies the cutoff law
as EXUV = F (Ip/Up)Ip+3.17Up, with F (Ip/Up) a function varying from 1.32 to 1.2 for Ip/Up varying from 0 to 4 (Lewenstein
et al., 1994). Fig. 9(b) presents the harmonic spectrum obtained when a non-adiabatic pulsed field is applied. Here also the
agreement is good (up to a scaling factor) between the two approaches. A good disposition of quantum trajectories in the
case of non-adiabatic driving fields through application of SPA is provided in the few cycle (Sansone et al., 2004a; Sansone,
2009) and multi-cycle regime (Sansone et al., 2004b). Compared to the adiabatic case, harmonics are much broader for
an ultrashort pulse. This comes from the fact that the incoming pulse has a broad spectrum.
In the non-adiabatic case additional phase effects become relevant. One important parameter is the carrier envelop
phase (CEP) of ultrashort pulses. When the pulse contains few cycles, the field peak modification introduced by CEP
variation is large enough to modify the generation conditions affecting the harmonic spectrum (Sansone et al., 2004a).
4 The value of α is linked to the width of the ground state fitted by the Gaussian wavefunction.
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Fig. 9. (a) Harmonic spectrum obtained for a monochromatic field by numerical evaluation of Eq. (15) over 10 cycles in blue, and by application
of the SPA in grey over the same number of cycles. In the case of saddle point approach, the short trajectory contribution divergence has been
addressed by discarding the non-physical solutions as explained in Section 3.3. (b) Harmonic spectrum obtained in the case of a pulsed field, with
τp = 6 fs. For both cases, the simulation parameters are : λ = 800 nm, I = 4× 1014 W cm−2 , Ip = 21.56 eV.
Another important effect is frequency dependent spectral phase of the attosecond pulses. This can be either due to the
use of a chirped laser pulse (Salières et al., 1998; Chang et al., 1998; Lee et al., 2001; Mauritsson et al., 2004), or as a result
of the temporal phase evolution of the induced dipole or attosecond pulse during propagation in the medium (Mauritsson
et al., 2004; Varjú et al., 2005; Lara-Astiaso et al., 2016; Holgado et al., 2016). This harmonic chirp is quite different in
nature compared to the atto-chirp described in Section 3.3, being more an ‘‘envelope’’ effect, while atto-chirp is intrinsic
to the three-step model.
The saddle point approximation works well with harmonics located in the plateau region as is evident from Fig. 9.
For harmonics above the cutoff, both saddle points possess the same real part for ionization and recombination time. The
absolute value of the imaginary part of both ti and tr grows quickly, as observed in Fig. 6(a) and 6(c). This effect is also
evident from Fig. 7 which shows that both the long and the short trajectory solutions tend to coalesce near cut off. The
effect of this merging manifest also in the saddle point evaluation of the Lewenstein integral (yellow lines near cut off
harmonics) as in Fig. 8. The result of this is a non-physical divergence of the harmonic spectrum beyond the cutoff when
both the trajectories are coherently summed in the standard SPA. In Fig. 9 while calculating HHG spectrum this is avoided
by including ad hoc the contributions only from long trajectories beyond the cutoff. However as one can see from Fig. 7
colourmap that the complete solution of the Lewenstein integral does not suffer from these issues.
Tackling these divergences demand that the SPA approach needs to be properly adapted to take into account the
degeneracy of the solutions discussed previously in Section 2. Physically as HHG frequency approaches cutoff the two
quantum orbits that form a pair become more and more identical and if there were no quantum tunnelling to start with
they would have coalesced completely (Kopold et al., 2000). Coalescing saddle points can been addressed in two ways:
(i) using a regularization procedure compensating the divergence by applying a decaying factor (Berry, 1989) and (ii) by
making higher order corrections to SP approximations, also known as the uniform approximations (Figueira de Morisson
Faria et al., 2002; Milošević and Becker, 2002).
It is to be pointed out that in the three-steps like process of HHG from gas atoms the third step of recollision
does not always lead to recombination and rescattering can take place leading to other effects as illustrated in the
schematic in Fig. 10. One such important strong field phenomena that has been investigated well applying SPA is
Above-Threshold-Ionization which is the topic of the next section.
4. Applications to Above Threshold Ionization
Above-Threshold-Ionization (ATI) (Agostini et al., 1979; Fabre et al., 1982; Kruit et al., 1983; Yergeau et al., 1986; Petite
et al., 1987; Bashkansky et al., 1987; Paulus et al., 1994; Nandor et al., 1999) is the process where ionization takes place
with the absorption of more photons than the minimum required for it. In this case the electron moves away from the
atom with kinetic energy (N+n)h¯ω0−|Ip| (where n is the excess number of photons absorbed) resulting in a photoelectron
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Fig. 10. A simplified illustration of the recollision process for the description of ATI in the strong-field ionization regime. Ip is the ionization
potential of the atom. ti , tr , denote the ionization time and recollision time respectively. The two processes related to ATI, namely the zero order
direct mechanism ATI 0 (also HHG), and the first order re-scattering process ATI 1.
spectrum which consists of peaks separated by the laser photon energy. Although the process is non-perturbative, low-
order ATI photoelectron peaks observed for Keldysh parameter γ > 1 have been explained in the context of low
order perturbation theory (Gontier and Trahin, 1980), and have been recently observed in the XUV (Miyamoto et al.,
2004; Heissler et al., 2012b) and used for temporal characterization of XUV pulses (Nabekawa et al., 2006). However,
the inconsistency between experiment and perturbative approach emerged when a clear suppression of the low-order
and enhancement of the high-order peaks was observed in the spectra recorded at higher laser intensities (for which
γ < 1) (Yergeau et al., 1986; Petite et al., 1987; Bashkansky et al., 1987). In this regime the photoelectron spectra display
a structure similar to the one observed for HHG, i.e. the presence of a plateau in the high-order photoelectron peaks (Paulus
et al., 1994; Nandor et al., 1999).
Although a quantitative description of ATI requires consideration of the laser bandwidth, a full quantum model and
propagation effects in the medium, fundamental properties of the interaction can be adequately explored with the single-
colour, single-atom interaction with the semi-classical three-step model (Lewenstein et al., 1994, 1995; Suárez et al.,
2015). In the three-step picture as illustrated in Fig. 10, the electron tunnels out from the distorted atomic potential, then
accelerates in the laser field from which it gains kinetic energy and then it may recollide elastically or inelastically with
the parent ion. The non-recolliding electrons and those that recollide elastically with the parent ion contribute to the ATI
spectrum, while inelastic recollision leads to HHG and multiply charged ions.
In the next sections a brief description of semi-classical model is provided, then we concentrate on the saddle-point
approach used in order to obtain the probability amplitudes with the semi-classical approach.
4.1. ATI probability amplitude
The semi-classical description of ATI involves similar steps as the model describing HHG, the main difference being
the end-state, in ATI the electron final state is in the continuum. Following the approximations summarized in Section 3
the state ket |Ψ (t)⟩ in Eq. (10) can be rewritten in wavefunction form as follows (Lewenstein et al., 1994, 1995; Suárez
et al., 2015):
|Ψ (t)⟩ = ejIp·t
[
α(t)|0⟩ +
∫
b(v, t)|v⟩ d3v
]
(28)
where α(t) ≈ 1 (WIL), b(v, t) = b0(v, t)+ b1(v, t) and b0(v, t)≫ b1(v, t) are the ground and continuum states amplitudes
respectively. The continuum states are eigenstates of the free Hamiltonian which correspond to the outgoing electrons
with kinetic momentum v i.e.
[− 12∇2 + V (x)] |v⟩ = υ22 |v⟩. Substituting Eq. (28) in the TDSE (Lewenstein et al., 1995):
b0(p, t) =j
∫ t
0
dti F(ti) · d(p− A(ti)) · e−jS(p,t,ti) (29a)
b1(p, t) =−
∫ t
0
dtr e−jS(p,t,tr )F(tr )
∫ tr
0
dti
∫
d3p′
× g[p− A(tr ), p′ − A(tr )]
× F(ti) · d[p′ − A(ti)] · e−jS(p′,tr ,ti) (29b)
Here, d(v) = ⟨0|x|v⟩ denotes the dipole matrix element for the continuum-ground state transition and g(v, v′) =
⟨v′|V (x)|v⟩ includes the elastic scattering amplitude of the electron by the atomic potential V (x), b0(v, t) corresponds
to the zero-order SFA and describes the transition amplitude of the electrons that never recollide elastically with the
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parent ion and b1(v, t) corresponds to the first-order SFA and describes the transition amplitude of electrons elastically
recolliding once with the parent ion during propagation in the continuum. p = v+ A(t) is the canonical momentum.5
In Eq. (29a) the electron appears in the continuum at ti with momentum v(ti) = vf + A(t) − A(ti), where vf is the
final kinetic momentum of the electron at detection time denoted as t = tD, which corresponds to the laser pulse end.
S(p, t, ti) =
∫ t
ti
dt ′
[
(p− A(t ′))2/2+ Ip
]
is the quasi-classical action which describes the electron motion in the continuum
from ti until tD and provides information about the phase accumulated by the electron wave packet during its flight time.
In Eq. (29b) tr corresponds to the elastic scattering time; F(ti) · d[p′ − A(ti)] reflects the ionization probability amplitude
for an outgoing electron momentum v′ = p′ − A(ti); S(p′, tr , ti) is the quasi-classical action which describes the electron
motion in the continuum from ti until tr . The term g[p − A(tr ), p′ − A(tr )] describes the elastic scattering leading to
momentum change from p′ − A(tr ) to p− A(tr ) at time t = tr , while the term S(p, t, tr ) provides the accumulated phase
after scattering until detection at t = tD for an electron of momentum p (Suárez et al., 2015). In order to take into account
both quasi-classical actions, we define the total action as Stot = S(p, t, tr )+ S(p′, tr , ti). Using above expressions, the ATI
spectrum can be obtained from the coherent sum of b0(p, t) and b1(p, t):
|b(p, tD)|2 = |b0(p, tD)+ b1(p, tD)|2. (30)
Eqs. (29a) and (29b) can be integrated numerically. However, SPA provides a richer insight and is also expected to
be efficient since the quasi-classical actions in Eqs. (29a) and (29b) are proportional to Ip, Up, p2 etc., and the factors
exp(−jS) are rapidly oscillating. The method will be applied separately to each term in the next section.
4.2. SPA for the estimation of the direct ATI
From Eq. (29a) we note that the action S depends on the variables p and ti (tD is a parameter which can be considered
as tD →∞6). The saddle-point equation for ti reads,
∂tiS(p, tD, ti) = (p− A(ti))2/2+ |Ip| = 0. (31)
Since |Ip| ̸= 0, all trajectories are complex and Eq. (31) solutions are pairwise conjugated. For a linearly polarized
monochromatic field A(t) = A0 cos(ωt) eˆx, with ponderomotive energy Up = ⟨A2(t)⟩t/2 = A20/4, the electron is emitted
along the polarization direction, i.e p = peˆx. The solution of Eq. (31) is,
ωtsi = ± arccos
[
1√
4Up
(
p∓ j√2|Ip|)] . (32)
For each p, tsi belongs to four families: ωt
s
i +2πk,−ωtsi +2πk, ωts∗i +2πk and−ωts∗i +2πk. k is an integer which depicts
the consecutive optical cycles of the driving IR laser field. For a sinusoidal field with k = 0, the four families correspond to
electrons that are ionized at phase φ(π/2+ε) = π/2+ε, φ(π/2−ε) = π/2−ε, φ(−π/2+ε) = −π/2+ε and φ(−π/2−ε) = −π/2−ε,
respectively. Each family satisfies Eq. (31), but only two of the four families can give a physically acceptable solution (a
positive imaginary part of the action results to a non-physical exponential increase of b0(p, t)). These two families are
φ(π/2−ε) and φ(−π/2+ε) (in other words −ωtsi and ωts∗i ) and represent the electron trajectories emitted within the driving
field half-cycle.
The electrons ionized at φ(−π/2+ε) depart in the opposite direction compared to the electrons ionized at φ(π/2−ε), but this
changes shortly after ionization and finally both propagate in the same direction. Thus, within one cycle of the laser field
there are two quantum electron trajectories reaching the detector. This results in the appearance of quantum interference
effects. The photoelectron yield (presented in Fig. 11(a)) is given by the absolute square of the following equation:
b0(p) ∝
2∑
s=1
(
2π j
S ′′p (tsi )
)1/2
F(tsi ) · d(p− A(tsi ))
× e−jS(p,tD,tsi ). (33)
In Eq. (33) the transition amplitude b0(p, t) is represented as the coherent sum over all saddle-points tsi within
the driving field period, S ′′p denotes the second derivative of the action with respect to time, which in this case is
S ′′p = −(p−A(tsi )) ·A′(tsi ). The calculations for illustration have been performed when Neon gas is interacting with 4-cycles
infrared (λ = 800 nm) laser field with intensity 1015 W cm−2 neglecting the significant depletion of the ground state of
the atoms which takes place in this intensity regime. To extract accurate quantitative information the depletion effects
need to be taken into account at these intensities which is possible to do as a simple extension (Sansone et al., 2006) to
what is presented.
5 In this section we follow the sign convention of Lewenstein et al. (1994, 1995) and Sansone (2009).
6 This assumption is safe since the detection of the electron takes place a long time after the interaction.
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Fig. 11. (a) One-cycle ATI spectrum using the saddle-point approximation for the transition amplitude |b0(p)|2 along the laser polarization direction.
(b) ATI spectrum for 4 field-cycles using the same parameters as (a). Up is ponderomotive energy. Here λ = 800 nm, a laser intensity IL = 1015
W·cm−2 , Ip = −21.56 eV (Neon gas), an energy grid length 12Up and δEp = 0.012Up . For the multi-cycle case we set k = 0 to 4. The ground state
depletion effects which are not taken into account in this illustration can be incorporated with a simple extension as in Sansone et al. (2006).
When additional cycles are included the above equation becomes:
b0(p) ∝
∑
k
2∑
s=1
(
2π j
S ′′p (tsi )
)1/2
F(tsi ) · d(p− A(tsi ))
× e−jS(p,tD,tsi ). (34)
It is worth noting that the electron emission follows the field periodicity. This results in a photoelectron spectrum (see
Fig. 11(b)) consisting of peaks located at energy values p2/2m = Nh¯ω0+ Ip+Up (N is the number of IR photons absorbed).
Practically for the calculation of Eqs. (33) and (34) the following steps can be considered: (i) Define a photoelectron
energy grid and step-size δEp. The energy values Ep can be normalized to Up i.e. p2/2Up. (ii) For each energy, extract the
corresponding electron momentum, p = √2EpUp, and calculate the ionization times using Eq. (32). (iii) Using the two
contributing families as constraint, one can compute the transition amplitude with Eq. (33).
When considering additional cycles of the field, an extra iteration over k is needed in order to include the coherent
sum of all laser-cycles. Then transition amplitudes can be computed with the help of Eq. (34). In the calculations shown
in Fig. 11, a zero-range binding potential of the form F(tsi ) · d(p′s − A(tsi )) ≈ − (2|Ip|)
1/4
2π is used.
For multi-cycle monochromatic driving field with k ≫ 1 Eq. (34) can be represented as a coherent sum over all
saddle-points within one cycle of the driving field, i.e.
b0(p) ∝
∑
N
2∑
s=1
(
2π j
S ′′p (tsi )
)1/2
F(tsi ) · d(p− A(tsi ))
× e−jS(p,tD,tsi )δ(p2/2− Nω0 − Ip − Up). (35)
We note here that the saddle-point equations for the re-scattering term (Eq. (36)) do not incorporate the shape of the
potential, while they take into account electrons starting from and returning only to the re-scattering centre. The potential
shape enters via the factors F(ti) · d(p′ − A(ti)) through the expressions of the zero and first-order transition amplitudes
b0(p, t) and b1(p, t), (Eq. (29)), which have been expanded in terms of an arbitrary binding potential. A zero-range binding
potential ensures the applicability of the SFA which is valid when the electron’s oscillation amplitude in the field is so
large that most of its orbit is outside the range of the binding potential (Becker et al., 2002; Figueira de Morisson Faria
et al., 2002; Kopold et al., 2000).
4.3. SPA for the estimation of first order ATI
An analysis similar to the above can be performed for the first order ATI amplitude b1(p, t). In this case the saddle-point
method is applied on the total action Stot . This gives 3 equations for the ionization time ti, the rescattering time tr and
the canonical momentum p′:
∂tiStot =
(p′s − A(ti))2
2
+ Ip = 0 (36a)
∇p′Stot =
∫ tr
ti
dt ′[p′s − A(t ′)] = 0 (36b)
∂tr Stot =
(p− A(tr ))2
2
− (p
′
s − A(tr ))2
2
= 0 (36c)
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Fig. 12. Upper panel: Ionization and recombination times of the trajectories with respect to the laser field. The calculation was done with the same
parameters as in Fig. 11. Lower panel: Results of the numerical determination of recombination (right lower panel) and ionization (left lower panel)
times for L1, S1 (red line), L2, S2 (blue line), L3, S3 (green line), L4, S4 (purple line) trajectories based on Eqs. (37) and (38).
The physical explanation of these equations is as follows: Eq. (36a) describes electrons that leave the nucleus at time
ti with canonical momentum p′s; Eq. (36b) shows that electrons that leave the atomic core at time ti with canonical
momentum p′s will return to it at tr ; Eq. (36c) states the energy conservation in the elastic scattering process which
occurs at time tr .
Note that the solution of Eq. (36c) results in, p−A(tr ) = ±(p′s−A(tr )). The solution with a minus sign corresponds the
backscattering process, where the electron immediately after the re-scattering at time tr moves in the opposite direction
with velocity p−A(tr ) = −(p′s−A(tr )). In this case multiple ti along the field periods of the driving laser share tr belonging
to a time interval within the same cycle of the field. Fig. 12 (upper panel) shows schematically how all the dashed-lines
originating at different ti close to the field maxima/minima of the first four half cycles of the field, can cross the last half
cycle of the field. The plus sign corresponds to the forward scattering process where p = p′s. Although for this case the
analysis is similar, here we consider only the backscattering case for the purpose of illustration (Milošević, 2014; Becker
et al., 2014; Milošević, 2016).
For these calculations here we adopted a zero range scattering potential which reproduces many of the experimentally
observed ATI spectral features. In experiments the long range Coulomb scattering potential as well as the divergence of
this potential at the origin plays its role. Intuitively from the Rutherford scattering formula, the re-scattering cross section
is high at small energies (true for forward and back scattered low energy electrons) and low scattering angles (satisfied
only for forward scattered returning electrons). This implies that at low energies and specially for forward scattering the
scattering potential would have significant role. This also demands a careful treatment of the singularity related to the
divergence of Rutherford scattering in the forward direction. It has been observed that the electron energy distribution
along the field polarization direction exhibits low energy structures (Blaga et al., 2009; Quan et al., 2009; Wu et al., 2012)
which have been attributed to the forward scattering of the returning electrons by the binding potential (Guo et al.,
2013). To our knowledge there is no quantitative study showing the applicability of the saddle-point approach towards
this direction. Additionally, fully numerical treatment of strong-field laser–matter interactions taking into account higher
order transition amplitudes to the continuum (compared to the first and second order considered in Eq. (29)) can provide
additional details of the strong-field electron dynamics (Galstyan et al., 2016).
In order to obtain the solutions, one can combine Eqs. (36a) and (36c) into Eq. (36b), leading to one equation for tsr ,
which for a sinusoidal field is[
ωtsr ∓ arccos
(
2 cos(ωtsr )+ δ ∓ jγ
)] (
2 cos(ωtsr )+ δ
)
±
√
1− (2 cos(ωtsr )+ δ ∓ jγ )2 − sin(ωtsr ) = 0, (37)
where δ = √p2/4Up and γ = √|Ip|/2Up. After finding tsr from Eq. (37) one can obtain tsi from the following equation:
ωtsi = ∓ arccos(2 cos(ωtsr )+ δ ∓ jγ ), (38)
Since Ip ̸= 0, tsi , tsr and p′s are complex valued quantities. Also, the combination of Eqs. (37) and (38) leads to pairwise
complex conjugated families of solutions for tsi and t
s
r . Again, as in case of b0, the physically acceptable solutions are those
that result in a negative imaginary part of the action Stot . It can be found that for a given momentum p two pairs of
families are physically acceptable solutions. For each pair, the electron trajectories have slightly different travelling times
τ (= tsr − tsi ) before rescattering. Depending on the value of travelling time, and in order to follow the HHG terminology,
the trajectory with short travelling time can be named ‘‘Short" trajectory (S), while the other can be called ‘‘Long" (L)
trajectory. Fig. 12 depicts tsi and t
s
r for these trajectories as a function of kinetic energy.
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Fig. 13. (a) Transition amplitude b1 for the individual contributions of |LX + SX |2 , (X from 1 to 4) trajectories (The curves are vertically shifted
for clarity, otherwise are comparable in strength). (b) Coherent sum of the above. The occasional small spikes are artifacts of the SPA due to the
exponential increase of one of the trajectories after the cut-off region (as pointed in other sections). The calculation has been performed for the
same parameters as in Fig. 11 with F(tsr ) · g[p− A(tr ), p′s − A(tr )] ≈ 1/(2π )2
√|Ip|.
The photoelectron yield, presented in Fig. 13, is the absolute square of:
b1(p) ∝
∑
s=L,S
(
(2π j)5
det[S ′′tot ]
)1/2
F(tsi ) · d(p′s − A(tsi ))
× F(tsr ) · g[p− A(tr ), p′s − A(tr )]e−jStot . (39)
In our case, det[S ′′tot ] = (tsr − tsi )3[ps − A(tsi )] · A′(tsi )[(p− A(tsr )) · A′(tsr )− (ps − A(tsr )) · A′(tsr )]. As can be seen in Figs. 12 and
13 the cut-off energy value for the trajectories L1 + S1 is in agreement with the value obtained by the classical theory,
i.e. ≈10Up (Corkum, 1993; Kulander et al., 1993). These trajectories have the main contribution to the photoelectron
spectrum. The cut-off energy of the less contributing L2+ S2, L3+ S3 and L4+ S4 trajectories is located around ≈ 8Up.
Fig. 13(b) shows the total photoelectron yield resulting from the coherent sum of the above |L1+ S1+ · · · L4+ S4|2.
When additional cycles of the driving field are taken into account, the total photoelectron yield depicts a series of
peaks located at energy values p2 = Nh¯ω0 + Ip + Up. The analog of Eq. (35) for b1 becomes
b1(p) ∝
∑
N
∑
s=L,S
F(tsi ) · d(p′s − A(tsi ))
× F(tsr ) · g[p− A(tr ), p′s − A(tr )]e−jStot
× δ(p2/2− Nω − Ip − Up) (40)
and the result is depicted in Fig. 14.
For the evaluation of Eq. (40), the following steps can be followed: (i) Follow the first two steps as in case of calculating b0.
(ii) Find the corresponding tsr from Eq. (37). Numerically solving Eq. (37) is not an easy task as available numerical routines
(e.g Newton–Raphson method) require a good initial guess. To find this guess, one needs to systematically search the
region for tsi and t
s
r in the restricted time interval. Nevertheless, the electric field periodicity allows us to restrict our
attention to the time-interval 0 ⩽ Re[tsr ] ⩽ TL. (iii) Use these solutions to compute the ionization times from Eq. (38).
There are typically two starting times from the time-interval −TL/2 ⩽ Re[tsi ] ⩽ 0, two from the earlier time-interval−TL ⩽ Re[tsi ] ⩽ −TL/2 and so on (constrained also to Re[tr ] > Re[ti] ). (iv) From those, evaluate the transition amplitude
with Eq. (39). For the case of a multi-cycle field, the same procedure as for b0 can be used.
Both HHG and ATI in atomic systems described in the last two sections depict strong field phenomena where both the
ionization and subsequent recollision(s) occurs at a single atomic site in space. The situation is prominently different when
the photo excited electron is under the influence of a quasiperiodic potential, as exists in a low-dimensional material.
This requires separate treatment compared to the single atom case that needs to take into account the effect of structural
periodicity and the possibility of recollision at multiple sites. In the next section we discuss the recent advancements
using SPA in this direction.
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Fig. 14. (a) ATI spectrum for one rescattering event using the saddle-point approximation for the transition amplitude |b0(p)+ b1(p)|2 of Eq. (30)
along the laser polarization direction, for the same parameters as Fig. 11. (b) ATI spectrum for additional rescatterings.
5. HHG from novel lower dimensional materials
Lower dimensional structures are of unique interest to attoscience since they retain characteristics that are inter-
mediate between molecular (Ishikawa, 2010; Roberts et al., 2011a) and solid state (Slepyan et al., 2001; O’Hare et al.,
2012; Al-Naib et al., 2014) systems and allow for new possibilities like plasmon-enhanced harmonic generation (Cox
et al., 2017) which might lead to tunable HHG source. One of the limiting factors of attosecond pulses from gas targets
discussed in Section 3 is the difficulty in controlling the XUV polarization and other pulse characteristics as is possible in
free electron lasers (Ferrari et al., 2015). This entails complex schemes for controlling these parameters. Lower dimensional
materials like graphene (Gierz et al., 2015; Yoshikawa et al., 2017) and carbon nanotubes have shown potential in terms
of novel attosource design opening up new possibilities (Son et al., 2010; Strelkov et al., 2011; Fleischer et al., 2014).
Moreover since lower dimensional materials can easily be adhered to bulk surfaces, HHG emanating from quasi two
dimensional materials can be a unique probe of attosecond surface science (Seres et al.). In addition enhanced photo-
thermionic electron emission capabilities recently predicted in quasi two dimensional materials (Madas et al., 2019) have
the potential to add unique controls for as pulse generation from such media. Here we would mention the current trends
and new directions to address the possibility of generating XUV attosecond pulses from quasi two dimensional materials.
For this purpose we would focus on the strong field interaction with a representative quasi two dimensional material
graphene.
5.1. Ultrafast dynamics in 2D system: graphene
Graphene, the single-atom thick two dimensional allotrope of carbon with hexagonal, honeycomb structure, demon-
strates many fascinating electrical, mechanical and nonlinear optical properties (Semnani et al., 2016). Fig. 15(a) and
15(b) show the structure of a planar mono-layer graphene in the direct and reciprocal space respectively. The planar
structure, with substitution of particular hexagons with pentagons, can be transformed to a closed hollow cage structure
of buckyballs or fullerene, and can be rolled to form one-dimensional structures like carbon nanotubes (Kahaly and
Waghmare, 2008) allowing for many possibilities. Graphene is characterized by Dirac cones in its band structure which
originate from the overlap of atomic pz out of plane orbitals seen in Fig. 15(a). Within each Dirac cone that appears in
each K point, the resulting conical valence and conduction bands meet at single point in momentum space (i.e. zero band
gap the Dirac crossing Fig. 15(c) and 15(d) and its band structure can be easily engineered by selective control of carrier
concentration (Husakou et al., 2015; Bignardi et al., 2014) ). Since there is no band gap between the conduction and
valence bands at the Dirac point in graphene (shown in Fig. 15(c)), transitions between the two bands can be driven by
strong fields ranging from IR optical (Yoshikawa et al., 2017) down to terahertz (THz) frequencies and below (Paul et al.,
2013; Schubert et al., 2014; Chizhova et al., 2017). Thus graphene, the parent two dimensional structure of many low
dimensional carbon systems, would be a suitable choice for the present discussion. The general conclusions arrived in
this section apply to other quasi two dimensional materials as well.
Formulating a general approach for exact solution and complete understanding of the electron dynamics in strongly
driven lower dimensional materials is a challenging task and is under active continuous development. Several inves-
tigations over the last decade reveal that depending upon irradiance conditions (laser intensity, carrier frequency and
polarization state mainly) HHG in an atomically thin layer such as this has been usually treated from three different
perspectives:
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Fig. 15. (a) Pristine graphene in xy plane, exposed to a linearly polarized laser pulse with polarization vector in the xz plane, at an angle θ
with respect to the z-axis. (b) The corresponding reciprocal lattice (in lightest shade) for pristine graphene with reciprocal vectors G1 and G2 ,
the first Brillouin zone (darker grey), and the irreducible Brillouin zone (in darkest shade). (c) The band structure along the high symmetry path
Γ → K → M → Γ , corresponds to the electronic bands near the Dirac point which lies on the Fermi level (set at 0 eV). Electronic densities of
states (DOS, red curve) consist of filled bands (grey) and empty conduction states (above 0 eV) calculated using DFT simulations. (d) The linear band
dispersion around the Fermi level is zoomed to demonstrate interband (grey arrow) and intraband transitions (green arrow) and also the case of
ionization (dark blue arrow).
Figure (a) reprinted with permission from Sørngård et al. (2013). Copyright (2013) by the American Physical Society.
• The first approach involves the non-linear band dynamics (incorporating, interband and intraband transitions (Taucer
et al., 2017), as shown in Fig. 15(d)) (Cox and Javier Garcia de Abajo, 2014; Liu et al., 2016; Cox et al., 2017; Zurrón
et al., 2017) utilizing semiconductor Bloch equations (Vampa et al., 2015a; McDonald et al., 2015; Ndabashimiye
et al., 2016), under conditions when ionization is quenched. The non-perturbative spectral features are addressed
either using density matrix formalism (Dimitrovski et al., 2017) or by integration of TDSE depending on driving field
configurations (Zurrón et al., 2018). This would partially be discussed and illustrated in Section 6 on solids.
• The most general approach for computing HHG from these systems ab initio is by using Time Dependent Density
Functional Theory (TDDFT) (Tancogne-Dejean et al., 2017a,b) to perform numerical experiments. In this approach one
can relax many assumptions introduced in Subsection. 3.1. These techniques additionally provide useful benchmarks
for testing the validity of computationally cheaper saddle point calculations in complex systems.
• Alternatively, when strong field induced ionization dynamics predominate akin to the gas case a three-step model
can be envisioned in the case of graphene allowing for utilization of SP methods (Sørngård et al., 2013; Simonsen
et al., 2014; Taucer et al., 2017; Zurrón et al., 2018) similar to the gas case with additional attention being paid to
multicenter effects.
Although TDDFT has prominent advantages, depending on the band structure of the material (for example, when the
Dirac singularity needs to be included) and the nature of the driving field it can become computationally very expensive.
Particularly, in the case of graphene the mesh-grid (Taucer et al., 2017) requirements become computationally prohibitive
and a simplified semi analytical approach of HHG is well appreciated. The saddle point approach becomes very useful for
HHG from two dimensional (2D) materials, can actually capture the fundamental characteristics of the harmonic emission
process (Zurrón et al., 2018).
Recently based on the TDDFT analysis of HHG from 2Dmaterials (Tancogne-Dejean and Rubio, 2018), atomic like HHG is
shown to be possible under certain irradiation conditions. This work demonstrates that the same quasi 2D material, under
strong field irradiation, can behave in a bulk like manner or follow atom like HHG process depending on the polarization
direction of light. Thus under appropriate conditions, real space trajectory picture as in Section 3 can be envisioned for
HHG from 2D materials. In these TDDFT calculations the approximations introduced in Subsection. 3.1 are relaxed and
a full description including electron–electron and electron–ion interaction are taken into account. Although simulations
are carried out for the case of hexagonal boron nitride, the findings are generally applicable to all quasi 2D materials
including graphene (Tancogne-Dejean and Rubio, 2018).
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Fig. 16. (a) Time–frequency analysis (using Gabor transform with a window of 0.25 fs) of the HHG in the quasi 2D material hexagonal boron
nitride computed using TDDFT. Inset shows the vector potential of the laser representing an out-of-plane driving electric field with a wavelength
of λ = 1600 nm, an intensity of I0 = 1014 W cm−2 in vacuum, and a pulse duration of 15-fs FWHM. Red dashed lines indicate the half-cycle
energy cutoffs. (b) Evolution of the induced electronic density calculated using time dependent density functional theory, averaged in the plane of
the monolayer (xy plane) and taken along the out-of-plane direction (z direction), for the same laser parameters.
Figures are from Tancogne-Dejean and Rubio (2018). Reprinted with permission from AAAS.
Indeed the time–frequency analysis shown in Fig. 16(a) shows periodic sub-cycle emission features as seen previously
in Fig. 8 obtained from the Lewenstein integral. Under the condition of grazing incidence when the polarization is out of
the 2D plane, in every half cycle, electrons are plucked out and pushed back for recollision as is evident from the evolution
of the induced electronic density in Fig. 16(b) which has features in striking resemblance to the quantum trajectories
presented previously in Fig. 7. While in the other instance of normal incidence of laser it is shown that a trajectory
analysis in k-space can be performed and HHG is observed due to bulk like motion across the anharmonic potential of
the Dirac cone (Baudisch et al., 2018). This intriguing feature can be understood simply from the fact that the Dirac cones
that originate from overlap of pz orbitals in graphene are coupled for irradiation with light polarization parallel to the
graphene sheet. Hence an in-plane polarization for HHG reveals more solid like behaviour compared to an out of plane
polarization (Tancogne-Dejean and Rubio, 2018) for a quasi 2D material like graphene. This implies that depending upon
the angle of incidence for a linearly polarized strong field driver the same system can behave akin to gas atoms (Section 3)
for normal incidence and like bulk material (Section 6) for grazing incidence providing a potential experimental bridge
between the two different domains (Vampa and Brabec, 2017).
Thus the validity of the SP approach is supported by the computational results under the conditions of grazing
incidence. In the following we discuss the third case applying SPA techniques developed for HHG in graphene.
5.2. The graphene high harmonic dipole
Compared to the atomic case discussed in Section 3 the graphene HHG dipole involves additional multicenter effects
because of its in-plane symmetry and the ordered structure of the highest occupied pz-like molecular orbitals (Fig. 15(a)).
Choice of gauge affects the numerical calculations of dynamical optical properties of graphene and it has been identified
that the velocity gauge can explain experimental results more accurately for ultrafast optical response in graphene (Dong
et al., 2014). As explained in Section 3, for multiatomic structures, the length gauge gives unphysical HHG spectra as a
result of the approximations (Chirilă and Lein, 2006; Lein, 2007). Hence for graphene, the velocity gauge (Simonsen et al.,
2014) is usually used. In velocity gauge using the dipole velocity operator (Baggesenn and Madsen, 2011; Pérez-Hernández
and Plaja, 2012) Dˆ = −pˆ in Eq. (14),
Dp(t) =⟨Ψ (t)|Dˆ|Ψ (t)⟩VG
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≈2 Re
[ ∫ t
0
dt ′
∫
dp e−j[SGV (p,t,t
′)+Ip(t−t ′)]
×
∫
dr e−j(p.r)[−jA(t ′) · ∇r + A2(t ′)/2]Ψb(r)  
dion
×
∫
dr Ψ ∗b (r)∇r ej(p.r)  
drec
]
. (41)
Here, the ground state wavefunction Ψb(r) = ⟨r|g⟩ of the system is chosen to be a multicenter wavefunction distributed
on a two dimensional grid, Ψb(r) = 1√N
∑m=N
m=1 φ(rm), N being the number of atoms in the molecular system. For graphene
like systems, site specific functions φ(rm) are pz Gaussian type orbitals (GTOs) centred at Rm, φ(rm) = z exp(−α(r−Rm)2)
with α = 0.37 for graphene pz orbitals (Simonsen et al., 2014). The linearly polarized laser electric field (Fig. 15) can be
written as, F(t) = F0f (t) sin(ω0t)(xˆ sin θ + zˆ cos θ ) and the vector potential, A(t) = −
∫ t
0 F(t
′)dt ′.
Hence, ionization and recombination matrix elements in Eq. (41) reduces to,
dion(p, t ′) =
∫
dr e−j(p.r)
[
−jA(t ′).∇r + A
2(t ′)
2
]
1√
N
∑
m
φ(rm)
=
[
j2αAx(t ′)χ−1 (α, px)χ
−
0 (α, py)χ
−
1 (α, pz)
− jAz(t ′)χ−0 (α, px)χ−0 (α, py)
× {χ−0 (α, pz)− 2αχ−2 (α, pz)}
+ A
2(t ′)
2
χ−0 (α, px)χ
−
0 (α, py)χ
−
1 (α, pz)
]
× 1√
N
∑
m
exp(−jp.Rm)
=β ion(p, t ′)
∑
m
exp(−jp.Rm) (42a)
drec(p, t) = 1√
N
∫
dr
∑
l
φ(rl)∇r exp(jp.r)
= jp√
N
χ+0 (α, px)χ
+
0 (α, py)χ
+
1 (α, pz)
×
∑
l
exp(jp.Rl′ )
=βrec(p, t)
∑
l
exp(jp.Rl) (42b)
where, β ion(p, t ′) and βrec(p, t) are the pre-exponential factors in the respective equations. The integrals over products of
GTOs and plane waves are simplified using, χ±n (a, u) =
∫∞
−∞ dν ν
ne−aν2e±iuν = (±)n√ πa n!2nan/2 e−u2/4a∑[n/2]k=0 (−1)kk!(n−2k)! ( u√a )n−2k
(Gradshteyn and Ryzhik, 2007; Olver et al., 2010). Note here that the ionization dipole matrix element Eq. (42a) is a scalar
while the recombination dipole matrix element Eq. (42b) is a vector and both expressions acquire extra phase due to the
nuclear coordinates (Rm,Rl) emphasizing the intrinsic structure of graphene with multiple recombination centres (Fig. 15)
for each single ionization. Thus Eq. (41) can be simplified as,
Dp(t) ≈2 Re
[ ∫ t
0
dt ′
∫
dpβ ion(p, t ′)βrec(p, t ′) (43)
×
∑
m,l
e{−j[SGV (p,t,t
′)+Ip(t−t ′)+p.(Rm−Rl)]}
]
implying that for an extended molecule, consisting of more than one atomic centres, the spatial structure results in
additional phases depending on the momentum and nuclear coordinates. The associated quasiclassical action takes the
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form:
S(p, t, t ′) = SGV (p, t, t ′)+ p.(Rm − Rl)+ Ip(t − t ′) (44)
5.3. Saddle point analysis and polarization dependent HHG from graphene
These additional phase factors play important role during the evaluation of the momentum integral in the saddle
point approximation. Taking into account Eqs. (42a) and (42b), applying the multicenter stationary-phase condition on
the momentum ∇pS(p, t, t ′)|ps= 0 in Eq. (44) the corresponding stationary points are:
p(m,l)s (t, t
′) = − 1
t − t ′
[
Rm − Rl +
∫ t
t ′
dt ′′ A(t ′′)
]
(45)
Thus for each pair of m and l (m, l = 1...N), there is a stationary point.
At this point let us comment on the physical meaning of the additional phase factors dependent on momentum and
nuclear coordinates in multicenter graphene that appears in Eq. (43) (or inside Eq. (44)). There are two ways in which
these factors can be understood.
Gathering terms dependent on the nuclear coordinates within the integrand of the time dependent dipole in Eq. (43),
we get a factor gN (p) given by,
gN (p) =
N∑
m=1,n=1
e−j[p.(Rm−Rn)]
=
N∑
m=1
e−j[p.Rm]
N∑
n=1
ej[p.Rn]
= [ N∑
m=1
e−j[p.Rm]
][ N∑
m=1
e−j[p.Rm]
]∗
(For real p)
= |
N∑
m=1
e−j[p.Rm]]|
2
≤ N2
(46)
This factor thus changes depending on the geometry of the crystal and its size (N). In the density matrix formulation of
HHG from gapped graphene, it is shown that these summations that come from the geometry of the location of interaction
cites contribute to the off diagonal terms in the tight binding Hamiltonian and decide the strengths of the inter and
intraband dipole matrix elements (Dimitrovski et al., 2017). The gN factor has a form similar to the crystal structure factor
of a perfect crystal with identical scattering centres. In such a case the structure factor is simply the squared modulus of
the Fourier transform of the lattice, and encodes the directions in which scattering can lead to non-zero intensity (Makarov
et al., 2018). The additional phase factor due to nuclear coordinates in multicentre structure relates to the structure factor
of the crystal (graphene in this case) and its maximum value scales as N2, (N is the number of atomic centres in the crystal
considered), representative of coherent processes.
The other interpretation emerges by observing the saddle point solutions given by Eq. (45). Physically Eq. (46) implies
that the saddle point solutions and resulting HHG spectrum would be dependent on (i) the graphene crystal size and also
geometry, (ii) crystal orientation with respect to the incident pulse (which in turn determines the direction of p). Thus the
polarization the incident pulse with respect to graphene plane and the crystal size in a multicentre case should be suitably
incorporated to estimate correct spectrum. Using the angle of incidence as the control parameter between the two limiting
cases of in-plane and out-of-plane electric field, graphene (or similar 2D systems) offers the opportunity to investigate both
bulk and atomic HHG (note the resemblance of 2D electron density evolution in Fig. 16(b) with the quantum trajectories of
electron in continuum under one cycle driving laser field in Fig. 7). For single centre case (Eq. (45)), we can take Rm = Rn
to estimate contributions from saddle points. For multicentre case, Rm−Rnt−t ′ relates to average momentum change due to
separated location for ionization and recombination.
The dipole velocity thus becomes,
Dp(t) ≈2 Re
∫ t
0
dt ′
√
2π
(ε + j(t − t ′))3/2
∑
m,l
e−jS(p
(m,l)
s ,t,t ′)
× β ion(p(m,l)s , t ′) βrec(p(m,l)s , t) (47)
ε appearing in Eq. (47) is an ad hoc parameter that prevents the integral from diverging. The value of this parameter has
a very low impact on the resulting HHG spectrum. Note that with N increasing more stationary points contribute to the
integral. The HHG spectrum I(ω) along the direction of observation n is obtained from the Fourier transform of the dipole
velocity of the graphene system:
I(ω) = |n.
∫ ∞
−∞
dt eiωtDp(t)|
2
(48)
A. Nayak, M. Dumergue, S. Kühn et al. / Physics Reports 833 (2019) 1–52 29
Fig. 17. HHG power spectrum as a function of harmonic order for a circular graphene sheet of 343 atoms (lower, blue line), 954 atoms (middle,
green line) and 2918 atoms (upper, red lines). Upper inset: Zoomed region of the spectra. Lower inset: Cutoff harmonic order as a function of
polarization angle in the case of a linearly polarized field irradiating a circularly shaped graphene layer composed of 552 atoms, with a diameter of
4.1 nm.
Figures are reprinted from Sørngård et al. (2013). Copyright (2013) by the American Physical Society.
The HHG spectrum calculated for a six-cycle plane wave driving laser field with trapezoidal envelope f (t), central
frequency ω0 = 0.057 a.u. (λ = 800 nm) and amplitude E0 = 0.114 a.u. (peak intensity = 4.6 × 1014 W cm−2) (Sørngård
et al., 2013) is shown in Fig. 17.
The intensity of the harmonic spectrum reduces with increasing harmonic order for any size of finite graphene sheet
and the HHG cutoff is found to be very sensitive towards the system size. For a particular harmonic order, the intensity
increases with increase in number of atoms in the graphene sheet (upper inset in Fig. 17). Thus, the more extended is the
molecular structure (i.e., higher number of atoms), the larger is the area exposed to the incident laser pulse; and, in effect,
stronger is the signal strength at the cutoff. This shows prominent utility of extended molecules with periodic structures
towards high harmonic generation. The cutoff is also sensitive to the polarization angle between the z-axis and the plane
of the electric field (see the lower inset in Fig. 17).
Multicenter effects manifest also through polarization angle dependence. For a particular size of the graphene molecule,
up to approximately, 20◦, this dependence is weak (possibly, due to the dominant process of ionization and recombination
at the same atom). For larger polarization angles, greater number of recombination sites are accessible, thereby enhancing
the cutoff harmonic order. Note that the stationary phase approximation tends to lose its validity for pz orbitals, with the
polarization angle approaching towards 90◦ (thus a saturation regime above 80◦ is observed in the lower inset in Fig. 17,
depicting a limitation of the method). The SPA method can also be utilized to obtain the HHG spectrum of fullerene
molecules (Ciappina et al., 2013).
Very recent work on graphene system has tested calculations from SPA with numerical integration of the TDSE using
nearest neighbour tight binding description of the graphene band structure (Zurrón et al., 2018). In this approach the solid
state features of the quasi two dimensional system is utilized along with implementation of SPA. The results show the
remarkable strength of saddle point analysis in providing intuitive and at the same time quantitative description revealing
HHG mechanism in extended two dimensional systems. Fig. 18(a) shows map of energy gaps at a time t at which a high
harmonic photon may be emitted as a function of the time tDk in the strong field (I = 5× 1011 W cm−2) interaction of a
8 cycle laser having λ centred at 3 µm with graphene. The time tDk is defined as the moment when an electron with an
initial position in the Brillouin zone (k) crosses the Dirac point and is promoted to the conduction band leaving a hole
in the valence band. Thus tDk is the instant when an electron–hole pair is created from an electron having an initial k. .
The red points on the colourmap correspond to (t, tDk ) where an electron–hole pair created at t
D
k are driven by the laser
field to overlap in the same real space unit cell at time t leading to emission of high harmonic photon in compliance
with the saddle point equations both in momentum and time on the corresponding HHG dipole phase. Thus t (emission
time) and tDk (the time when electron–hole pair is created) in this case are conceptually reminiscent of the real parts
of ‘‘recombination time’’ and ‘‘ionization time’’ in the atomic case respectively and the red points demarcate the saddle
point solutions. The maximum high harmonic photon energy in this analysis is given by the maxima of the energy map of
Fig. 18(a) constrained on the red points which correspond to trajectories leading with electron–hole intersection with a
possible recombination and photon emission. With increasing intensity at I = 1× 1013 W cm−2 as observed in Fig. 18(b)
the topology of the energy map and the condition for electron–hole overlap at emission time becomes more complex in
nature and the same harmonic now might be emitted by more than two trajectories within a half cycle of the drive laser
field. Fig. 18(b) identifies more than three path combinations that contribute to cut off frequency which is in contrast
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Fig. 18. (a–b) Energy maps for the high harmonic emission from graphene calculated using SPA, for a 8 cycle driving pulse with wavelength,
λ = 3 µm at two different intensities, I = 5 × 1011 W cm−2 and I = 1 × 1013 Wcm−2 respectively. The portions highlighted in red indicate the
points corresponding to intersecting electron–hole trajectories at time t . (c–e) High harmonic cutoff scalings for graphene with intensity for a 8
cycle pulse for different central wavelengths (a) 3 µm, (b) 1.6 µm and (c) 0.8 µm. Here the blue diamonds correspond to the results obtained from
numerical integration of the TDSE. The red circles are points given by the semiclassical model under SPA. Shaded areas mark intensities that are
above the expected damage fluence threshold of 150 mJ cm−2 from Roberts et al. (2011a).
The figures are reprinted from Zurrón et al. (2018). c⃝IOP Publishing. Reproduced with permission. All rights reserved.
to the cutoff harmonics in atomic case discussed previously where a single electron trajectory contributes to the cutoff
harmonic. Fig. 18(c–e) summarizes the scaling of the high harmonic cutoff with laser intensity at different laser wave
lengths. The matching of saddle point analysis with TDSE calculations is striking revealing nontrivial cutoff dependence
on I .
5.4. A discussion of damage threshold for strong field interaction in graphene
An extremely important question while working with quasi two dimensional materials under strong field irradiation
is the damage threshold of such systems. This has significant implications in terms of determining the experimental
potential of graphene or graphene like systems. A theoretical understanding is also essential to put the strengths of the
appropriate modelling under proper perspective on one side and also to guide pathways for experimental investigations
by unravelling irradiation conditions that allows for interaction with higher and higher laser intensities. Although it does
not directly affect the saddle point analysis which is the topic of this review article, a discussion of damage threshold for
lower dimensional materials and the state of the art in understanding is very relevant for putting these calculations in
proper context.
The experimentally measured single shot fluence damage threshold of graphene irradiated with an ultrashort pulse
at normal incidence is demonstrated to be FTh ∼ 200 mJ/cm2 (Roberts et al., 2011b). This fluence value compares
quite well with the theoretically predicted value of 250 mJ/cm2 (Jeschke et al., 2001). FTh is the fluence level at which
graphene suffers irreversible structural damage. The single shot intensity damage threshold dramatically enhances in
the fs regime of interaction (increases from 106 W/cm2 for CW laser (Krauss et al., 2009) to 2.7×1012 W/cm2 at 50 fs
pulse duration (Roberts et al., 2011a)). The survivability and endurance of graphene sheet to short intense light pulses is
experimentally also demonstrated to depend on the substrate materials for the growth, the method of synthesis (Roberts
et al., 2011a).
In the ab initio TDDFT simulations carried out for HHG from quasi two dimensional h − BN material in the strong
field regime (Tancogne-Dejean and Rubio, 2018), it is identified that in plane component of light polarization drive bulk
like strong field behaviour while the out of plane component excite atomic GHHG like process and the strength of the
in plane component of the field contributes sensitively in determining the damage threshold. The estimated intensity of
damage threshold is ∼7.95 × 1012 W cm−2 for pulse duration of 15 fs FWHM and λ = 1.5 µm. Damage threshold is
A. Nayak, M. Dumergue, S. Kühn et al. / Physics Reports 833 (2019) 1–52 31
Fig. 19. Schematic band diagram in 1D (with k the crystal momentum and a the lattice constant), showing only the valence (green) and the first
conduction (yellow) bands. The vertical arrows visualize transitions leading to the interband current, while blue arrows correspond to field-driven
intraband motion giving rise to intraband current, and the dotted yellow line highlights dynamical Bloch oscillations occurring for strong laser fields.
further affected by the angle of incidence of the light (Tancogne-Dejean and Rubio, 2018), in case of graphene and similar
low-dimensional materials and is supposed to increase with grazing incidence.
In Fig. 18(c–e) the shaded region indicates values of intensities that give rise to a fluence value larger than 150 mJ/cm2.
This also indicates that higher λ values are better for interaction with stronger fields without inducing damage. In the
SPA analysis the calculations presented in Fig. 17 is performed at a higher intensity (Sørngård et al., 2013). In a real
experimental scenario the conditions can be optimized considering all these observations to allow an interaction at a
high field strength. Even in the situation of single shot damage, on a sub-cycle temporal scale where HHG takes place
recombination can always occur before the damage has happened. These aspects need further investigation and would
be important for understanding the HHG from lower dimensional materials in general.
While the electron dynamics change with the dimensionality of the system (Osika et al., 2017; Vampa and Brabec,
2017), major features of the recollision based HHG can still be captured by a possible extension of more familiar SPA
method based models for atoms and low dimensional materials. In crystalline solids, the initial state of an electron lies
in its valence band, a continuum of states; this formation of bands is contrary to the atomic case, and originates from
de-localization of electrons over the lattice. Below we discuss the current understanding of attopulse generation in 3D
bulk semiconductors.
6. HHG from solid bandgap materials
The first experimental demonstration of HHG form bulk semiconductors illuminated by strong, short near infrared
pulses (Ghimire et al., 2011) followed more than a decade after the proposals implying that coherent X-ray radia-
tion (Kálmán and Brabec, 1995) and attosecond pulses (Faisal and Kamiński, 1996) can originate in these materials.
This opened up the recent field of bandgap dynamics (Schultze et al., 2014; Luu et al., 2015; Garg et al., 2016) having
consequences for high speed solid state electronics.
However a clear understanding of solid-phase HHG which involves ultrafast nonlinear many-body dynamics in a
strong field is yet to emerge. Currently the physical processes of strong field-driven electron dynamics in solids, is
understood by solving either: (i) The TDSE with the crystal potential approximated as an effective one-electron periodic
potential (Hawkins et al., 2015; Wu et al., 2015; Kruchinin et al., 2013; Higuchi et al., 2014; Tamaya et al., 2016),
(ii) The semi-conductor Bloch equations resulting from the application of the density matrix formalism to the crystal (Földi
et al., 2013; Schubert et al., 2014; Hohenleutner et al., 2015a; Vampa et al., 2015b; Luu and Wörner, 2016), (iii) Using the
density functional theory along with non-local pseudo-potentials to take into account electron–electron correlations in
the system (Nicolas et al., 2017).
In an intuitive simplistic visualization HHG in solids can be interpreted in terms of the nonlinear current dynamics
engaging the accessible band structure of the solid. This involves different contributions to the current as illustrated in
Fig. 19: (i) the interband current jer arising from the polarization buildup between valence (v) and conduction band (c)
and (ii) the intraband current jra originating from the laser-driven motion of both electron and hole in their own bands.
This simple distinction is, however, not quite correct, at least because the intraband current also takes into account the
field-induced population transfer between the bands.
The theory of HHG in solids presented below follows the approach of solving semiconductor Bloch equations (Vampa
et al., 2015b). Using this approach, the SPA can be applied in order to get a similar picture as the atomic case.
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6.1. The semiconductor HHG current density
Similar to the case of HHG in gas phase, understanding the interaction dynamics between a strong laser field and a
solid system requires calculation of the time dependent dipole moment. A simplified model is considered, where a linearly
polarized laser field interacts under SEA and EDA with a three dimensional infinite crystal whose band diagram is reduced
to only two active bands (the valence and conduction bands in Fig. 19).
Two paths are possible to derive the time evolution of the system. One of them would be the one used by Lewenstein
et al. (Lewenstein et al., 1994) expanding the wave function on the basis of the solutions of the field-free Hamiltonian. The
second way is to follow the density matrix formalism (Krieger and Iafrate, 1987). The second approach allows to introduce
the dephasing of both interband polarization and many-body interactions. However, apart from this the two approaches
are identical (see the supplementary information of Vampa et al. (2015b)). In that framework, the time evolution of the
system is given by the following set of equations (Hartmut Haug, 2009; Feldmann et al., 1992; Vampa et al., 2015c, 2014):
π˙ (K, t) = −π (K, t)
T2
+ jΩ∗(K, t)w(K, t) ejS(K,t) (49a)
n˙m(K, t) = jsmΩ(K, t)π (K, t)e−jS(K,t) + c.c. (49b)
where, nm(K, t) are the populations of each band (m = v or c), π (K, t) is the off-diagonal element of the density matrix,
also called coherence term between the two bands. The dephasing is introduced in the interband polarization Eq. (49a)
within the relaxation-time approximation through T2, which is called the dephasing time. The dephasing time relates
to the time scale within which the coherence decays over time due to scattering, and phenomenologically takes into
account the electron–phonon and electron–electron scattering processes in the solid (Du et al., 2018). Here it is taken as
a parameter in the simulations and its effects on the high harmonic spectrum are investigated in Vampa et al. (2015c) and
discussed latter in this section.w = nv−nc is the population difference between the two bands, sm = −1, 1 for respectively
the valence and conduction band. S(K, t) = ∫ t−∞ dt ′εg (K + A(t ′)) is the classical action, with εg (K) = Ec(K) − Ev(K) the
momentum dependent bandgap and K = k − A(t) is the crystal momentum7 under the presence of laser field. Finally,
Ω(K, t) = F(t) · d[K+ A(t)] is the Rabi frequency (Schülzgen et al., 1999). The dipole transition element d[K+ A(t)] can
be calculated using the density functional theory (Vampa et al., 2014).
It can be shown that the transition dipole can be split in an intraband and interband contribution respectively (Blount,
1962). Physically, the intraband contribution is a consequence of the nonlinear electron and hole motion inside the non-
parabolic bands, whereas the interband contribution arises from an induced polarization between the bands. In the time
domain the intraband and interband currents (Blount, 1962) are represented as Haug and Koch (1994):
jra(t) =
∑
m=c,v
∫
BZ
vm[K+ A(t)] nm(K, t) d3K (50a)
jer(t) = ddt
∫
BZ
d[K+ A(t)]π (K, t)e−jS(K,t) d3K
+ c.c. (50b)
where vm(k) = ∇kEm(k) is the particle (electron or hole) velocity for the band m, and Em(k) the band dispersion, the
integration being carried out over the whole first Brillouin zone (BZ).
Under WIL most of the electrons remain in the valence band. Thus, w(t) ≈ 1 (Keldysh, 1965), decoupling the set of
Eq. (49). Inserting Eq. (49) in the definitions of currents (50), and taking their Fourier transform (FT) provides,
jra(ω) =
∑
m=c,v
sm
∫ ∞
−∞
dt e−iωt
[∫
BZ
d3k vm(k)
×
∫ t
−∞
dt ′ F (t ′)d∗(κt′ )
∫ t ′
−∞
dt ′′ F (t ′′)d(κt′′ )
× ejS(k,t ′′,t ′)−(t ′−t ′′)/T2
]
+ c.c. (51a)
jer(ω) =ω
∫ ∞
−∞
dt e−iωt
[∫
BZ
d3k d∗(K)
×
∫ t
−∞
dt ′ F (t ′)d(κt ′ )
× ejS(k,t ′,t)−(t−t ′)/T2
]
+ c.c. (51b)
7 A change in crystal momentum also affects the integration boundaries. Hence, the Brillouin zone is shifted to BZ = BZ− A(t).
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Fig. 20. High harmonic spectrum coming from interband (blue) and intraband currents (red) in a ZnO crystal for a field strength F0 = 0.003 a.u.,
and a carrier frequency ω0 = 0.014 a.u. which corresponds to a laser period T0 = 2π/ω0 = 10.9 fs. (a) and (b) show dephasing times of T2 = ∞
and T2 = T0/4, respectively. The laser polarization is considered along the Γ −M direction.
Reprinted with permission from Vampa et al. (2015c). Copyright (2015) by the American Physical Society.
where S(k, t ′, t) = ∫ tt ′ εg(κτ ) dτ is the semi-classical action function and κt ′ = k+A(t ′)−A(t). A(t ′) and A(t) are the laser
vector potentials at birth time t ′ and re-collision time t respectively.
Although the high harmonics spectrum can in principle be calculated by numerically solving Eq. (51), in the following
it is calculated by evaluating Eq. (50) directly (Fig. 20). As observed in Vampa et al. (2015c), above the bandgap the
major contribution to the signal comes from interband harmonics, whereas below the bandgap both interband and
intraband harmonics are of comparable strength (see Fig. 20). However, it has been shown that in the case of longer
driver wavelength, the intraband current becomes the dominant contributor to the HHG spectrum (Schubert et al., 2014;
Hohenleutner et al., 2015b), in agreement with the theoretical prediction (Vampa et al., 2015b). A short (T2 = 3–5 fs)
dephasing time is necessary to recover a clear harmonic spectrum as found in experiments (Ghimire et al., 2011). Although
dephasing times as short as 5 fs are consistent with electron scattering times at 10 eV energies (Vampa et al., 2015b),
it is possible that the harmonic beam propagation in space may suppress the interfering contributions, like in gas phase
experiments, where long-trajectory harmonics diverge more than the short-trajectory ones, thereby leading to reduced
spectral interference.
6.2. Saddle point approximation and trajectory analysis
The previous section made clear that for wavelengths in the MIR region the interband current is the dominant
contributor to HHG in solids above the bandgap. jer allows a three-step like interpretation discussed in Section 3: first
the electron is promoted in the conduction band, leaving a hole in the valence band. Then the electron–hole pair acquires
higher momentum by interacting with the laser field. Upon field reversal, the electron and hole will move back to each
other and may recombine with non-zero momentum, leading to emission of one harmonic photon (Fig. 19). In a similar
fashion as atomic HHG, the SPA can help us obtain deeper understanding of the whole process.
Applying SPA to the phase term, Θ = S(k, t ′, t)− ωt − (t − t ′)/T2 of Eq. (51b) yields three saddle point equations:
∇kΘ =
∫ t
t ′
v(k− A(t)+ A(t ′′)) dt ′′ = 0 (52a)
∂t ′Θ = εg[k− A(t)+ A(t ′)] + jT2 = 0 (52b)
∂tΘ = εg(k)− ω − jT2 = 0 (52c)
Here, v(k) = ∇kεg(k) = vc−vv is the electron — hole velocity difference in their respective bands. In the following, we
consider T2 →∞ since it does not change the qualitative understanding down to T2 ≈ 1 fs. The resulting saddle points
for k, t and t ′ are functions of harmonic frequency ω. They give an intuitive semiclassical interpretation of interband
harmonics, which can be described in the following way:
• Eq. (52a) or ∇kΘ = ∆xc − ∆xv = 0 states that total distance travelled by both electron and hole are equal.
Since the electron and hole are born at the same position, it implies also that harmonics are emitted only upon
the electron–hole re-encounter.
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Fig. 21. (a–c) [left panels] Harmonic order as a function of recollision time for ZnO. The dash–dot line is the maximum bandgap. (b–d) [right panels]
Simulated harmonic spectral intensity as a function of harmonic order and recollision time for the same field strengths.
Reprinted from Vampa and Brabec (2017). c⃝IOP Publishing. Reproduced with permission. All rights reserved.
• Since εg (k) ≥ Eg ≥ 0, the electron–hole birth time has to be complex-valued in order for Eq. (52b) to have a solution.
This is a signature of the tunnelling process (Lewenstein et al., 1994).
• Eq. (52c) obeys the law of conservation of energy. When the electron–hole re-collision takes place, a photon of energy
ω is emitted, ω being equal to the bandgap for the momentum k at the time of recollision: ω = εg [A(t)− A(t ′)].
As pointed out above, since Eg > 0, the SPA results in complex-valued solutions for t ′st , tst and kst . However, it is possible
to separate Eg from the momentum dependent ‘‘bandgap" as εg (k) = Eg + h(k), with h(k) expressing the ‘‘curvature" of
the two bands. Eq. (52b) thus becomes:
h(k− A(t)+ A(t ′)) = −Eg
The classical approximation sets Eg = 0, meaning that ionization by tunnelling, and all its effects are completely
disregarded here. Consequently the equation has a real solution, and in the case of direct bandgap crystal (like ZnO)
becomes k = A(t)− A(t ′)).
Fig. 21 shows the trajectory analysis outcome using the classical approximation (panels (a) and (c)), and a windowed
Fourier transform of the numerical solution shown in Fig. 20 for two different field strengths, with same parameters as
in Fig. 20. A good agreement is found between both approaches. On the left side, trajectory analysis highlights different
recollision instants for a single harmonic, labelled with the different colours. The first recollision branch in blue has also
similar shape as the recollision time obtained for the atomic case (in light green, with cutoff normalization). On panels
(b) and (d), recollisions having a travel time longer than one cycle are discarded in order to keep a clear representation of
the trajectories. Similar to the atomic case, two types of trajectories recombining within one optical cycle, separated by
the cutoff energy, are present (Vampa et al., 2015c): the long trajectories, born at an instant between the field maximum
and the cutoff trajectory birth time, and the short trajectories, born after them. The small difference in the cutoff position
between the two solutions results from the classical approximation neglecting ionization contribution. At increased field
intensity (Fig. 21(c–d)), the harmonic order curve is distorted due to the periodic dispersion relation near the maximum
bandgap limiting the extension of the cutoff with field strength.
However, for higher field strength, both electron and hole have the possibility to cross the BZ limit, as shown in Fig. 19.
This phenomenon is called Bloch oscillation, and is the topic of next section.
6.3. Multiple plateau in HHG from solids
If the field strength is high enough to push electrons to the BZ edge, new possibilities open up. First, the electron can
make transition to the higher bands through interband Zener tunnelling (Zener, 1934) or multiphoton process. Second, the
electron can stay in the same band and can have a periodic motion repeatedly crossing the BZ boundaries, a motion called
Bloch Oscillation (Bloch, 1929; Földi et al., 2013; Ghimire et al., 2014; Luu et al., 2015) depicted in Fig. 19. This mechanism
leads to the extension of the cutoff beyond the maximum bandgap. Although this mechanism has been traditionally
assigned to the intraband current through the term vm(K, t) in Eq. (50a), we now show that Bloch-like emission arises
from the interband polarization, thereby blurring the clear-cut assignment of physical process to source term. Solving
interband Bloch emission requires the use of SPA in a way that is atypical in the context of HHG. The interband spectrum
from a two-band model of ZnO at two different field strengths is shown in Fig. 22 At high field strength, a second plateau
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Fig. 22. High harmonic spectrum of ZnO crystal for interband current corresponding to field strengths F0 of 0.007 a.u. (blue) and 0.01 a.u. (red),
with λ = 3.25 µm. The dephasing time is T2 = 5.4 fs.
Reprinted with permission from McDonald et al. (2015). Copyright (2015) by the American Physical Society.
Fig. 23. (a) Normalized field. (b) Evolution of the integrand of Ig with respect to time. Each nodal point in the field corresponds to a saddle point;
(c) Value of the integral Ig (t). The stair case structure in the plot is a consequence of the addition of all the saddle points prior to t .
Reprinted with permission from McDonald et al. (2015). Copyright (2015) by the American Physical Society.
develops beyond the 33rd harmonic order. Using SPA on the interband current, McDonald et al. (McDonald et al., 2015)
have shown that Bloch oscillations are also responsible of this new behaviour. This part follows their derivation.
Starting from the interband current expression (51b), and keeping only exponential accuracy under the Bloch oscillation
limit – this approximation states that the electron (respectively the hole) crosses the BZ limit many times during
interaction – the interband current becomes:
jer(ω) ≈
∑
tst
Q (tst )
∫ ∞
−∞
dt ej(ωt−S(tst ,t)) + c.c. (53a)
≈
∑
tst
Q (tst )
∫ ∞
−∞
dt ej(ωt−(Eg+∆)(t−tst ))ejIg (tst ,t)∆ (53b)
where, S(tst , t) =
∫ t
tst
εg [A(t ′′) − A(tst )] dt ′′ is the semi-classical action after application of (52b) (Vampa et al., 2015c),
tst is the birth time of the electron and all pre-exponential factors are factorized in the term Q (tst ). The bandgap is
approximated as εg [A(t ′′) − A(tst )] = Eg + ∆{1 − cos[a(A(t ′′) − A(tst ))]}, a being the lattice constant, T2 = ∞ and
Ig (tst , t) =
∫ t
tst
cos[a(A(t ′′)− A(tst ))] dt ′′.
Fig. 23 presents the plot of laser field F , the integral Ig (tst , t) and the integrand of Ig i.e εg as a function of time. From
the plot it is clear that εg is a rapidly oscillating function with time, meaning the SPA can be applied. Applying SPA on
φ(tst , t) = a[A(t)− A(tst )] for t = ts leads to,
∂tφ = aF (ts) = 0 (54)
This implies that the saddle points are located at each nodal point of the laser field (when the vector potential is
maximum), i.e. ts = nπ/ω0, where n ∈ Z, as can be seen in Fig. 23(b). Approximating Ig (tst , t) around each saddle point
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as explained in McDonald et al. (2015), its dominant contribution is linear in time (also apparent in Fig. 23(c)). Hence,
keeping only the linear term, Ig reduces to I
(s)
g ≈ cos[φ(tst , ts)](t − tst ).
The Fourier integral on the current Eq. (53b) becomes:
ȷer (ω) ∝
∏
ts
∫ ∞
−∞
dt exp
(−j(Eg +∆− ω)(t − tst ))
× exp (jI (s)g ∆) (55)
Integration of Eq. (55) over t gives a delta function. Thus, the cutoff law becomes ω = Eg +∆(1−∑n cos[φ(tst , ts)]).
Maximum ionization points occur when A(tst ) = 0. Adding N saddle points, one obtains:
ω = Eg +∆ (1− N cos[aA(ts)]) (56)
Then, ω is maximum when the last term in Eq. (56), namely cos[aA(ts)] is equal to unity. This condition is fulfilled
when the laser is strong enough to give electrons a momentum leading to the BZ edge, i.e. for F0 ≥ Fb = πω0/a, with
Fb the Bloch field strength. For ZnO considered here, a = 5.32 a.u. and ω0 = 0.014 a.u., resulting as Fb ≈ 0.008 a.u. For
F = Fb a single saddle point (N = 1) can produce cut-off harmonics equal to the fundamental plateau. The addition of
the second saddle point (N = 2) will lead to the presence of a second plateau, and so on. Fig. 22 depicts the harmonic
spectrum simulated using Eq. (51b) under high intensity conditions corroborating this. Using the SPA, it can be revealed
that all harmonics in the second plateau are emitted in phase since a single recombination time ts corresponds to multiple
birth times tst leading to different harmonics.
The SPA has been applied on the interband current, leading to a similar interpretation as gas HHG in terms of
trajectories (Vampa et al., 2015a; Osika et al., 2017). However, owing to the band structure of the crystal, the boundary
on the maximum momentum the electron (hole) can acquire in a single band (the maximum bandgap) gives a limit on
the highest harmonic order reachable by increasing intensity (Vampa et al., 2015c). Other mechanisms can appear at the
same time when the field strength is high enough. One of them is the interband Bloch oscillation, enabling the possibility
to extend the harmonic spectrum beyond the maximum bandgap, although with much weaker intensity (McDonald et al.,
2015). Dynamics involving higher lying bands, not discussed here, can also extend the HHG spectrum (Wu et al., 2015,
2016; Hawkins et al., 2015; Ndabashimiye et al., 2016). In a recent study quantum optical nature of the driving electric
field has been invoked and signatures of strong field quantum electrodynamics is demonstrated in the context of HHG
from band-gap materials (Tsatrafyllis et al., 2019). It remains to be seen whether SPA methods can be developed and
extended further to include these class of observations as well.
Under conditions where the interacting strong field is significantly higher than the what any solid density material
medium can sustain, the matter breaks down and forms plasma. In this phase of matter generic plasma features govern
the charge dynamics rather than specific properties of the medium. In the next section the recent developments on the
interaction of an ultrashort intense pulse with solid density plasma medium will be discussed in the context of saddle
point approach.
7. HHG from relativistic plasma mirrors
An incident laser pulse having intensity high enough in its rising edge (typically Iλ2 > 1014 W µm2 cm−2) can
instantly ionize an optically flat solid surface, the remaining part of the pulse thereby interacts with the plasma layer
thus formed. When the pulse duration is short enough to induce electron dynamics before ions can respond, the pulse
undergoes specular reflection from the ensuing plasma surface called the plasma mirror (PM) (Kapteyn et al., 1991; Backus
et al., 1993; Dromey et al., 2004; Doumy et al., 2004). Since plasma does not suffer from limitations imposed by optical
damage threshold, PMs can inherently support very high intensities and in addition act as ultrahigh intensity nonlinear
optical elements (Thaury et al., 2007; Vincenti et al., 2014; Leblanc et al., 2015). When the intensities go even higher
the interaction moves towards the top-left corner of the dipole oasis plot shown in Fig. 4. Thus for typical ultrashort
Ti:Sapphire lasers, which is prevalent in this intensity regime, with λ = 800 nm, the EDA is not valid anymore and laser
magnetic field effects become a significant influence on the dynamics of the interaction.
At Iλ2 > 1016 W µm2 cm−2 electrons in the laser driven PM initiate complex oscillatory motion inducing sub-cycle
distortions in the reflected optical field in the time domain which manifest as high-order harmonics in its spectral
content (Teubner and Gibbon, 2009; Thaury and Quéré, 2010). Being a surface process, the generated harmonics are
inherently phase locked (Nomura et al., 2009; Hörlein et al., 2010), and are thus free from the requirements of phase
matching considerations during beam propagation within the generation medium, a prerequisite for GHHG (Popmintchev
et al., 2009; Heyl et al., 2016; Porat et al., 2018). This allows for the possibility of utilizing surface-HHG (SHHG) processes to
develop an attosecond source (Tsakiris et al., 2006). SHHG sources have features that are complementary to those based
on GHHG (see Section 3.5.2. in Kühn et al. (2017) for a nice comparative summary) and uniquely allow experimental
access to relativistic sub-cycle plasma dynamics which is at root of any ultra-short intense laser matter interaction .
An understanding of this topic is crucial from fundamental and application perspective. Recent advancements in high
rep-rate PM technology (Borot et al., 2011; Bierbach et al., 2012), in sub-wavelength plasma gradient optimization
techniques (Kahaly et al., 2013; Dollar et al., 2013) and the progress achieved in controlling few cycle relativistic laser fields
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for SHHG experiments (Heissler et al., 2012a; Rivas et al., 2017; Mitrofanov et al., 2018) have enabled researchers to come
very close to generating high brightness isolated attosecond pulses without any gating techniques (Kormin et al., 2018;
Jahn et al., 2019). In addition, with the technology of replenishable, flat, ultrathin and low cost liquid targets making rapid
progress (Ekimova et al., 2015; Galinis et al., 2017; Koralek et al., 2018; Morrison et al., 2018; George et al., 2019) and user
oriented surface plasma based attosource beamlines being implemented in large scale facilities like ELI (Charalambidis
et al., 2017; Mondal et al., 2018) the future looks extremely promising for ‘ultra-strong field science’.
The nonlinear sub-cycle electron dynamics which is responsible for SHHG depends primarily on incident laser
properties, plasma characteristics and the irradiation geometry. There are different ways in which high order harmonics
can be generated from plasma surface. One crucial parameter that controls the electron dynamics and determines the
interaction regime of the HHG processes is the dimensionless vector potential, a0 = eE0/meω0c = 8.85 × 10−10 ×
(I0 [W cm2]λ[µm]2)1/2, where e,me, ω0, c , I0, E0 and λ are the electronic charge and mass, fundamental laser frequency, the
speed of light, the peak intensity, peak electric field and the central wavelength of the driving laser respectively. Indeed
a0 takes the role of ponderomotive energy Up described before (Subsection. 3.1). At a0 ∼ 1 the electron quiver energy or
ponderomotive energy Up becomes comparable with its rest mass energy mec2, making electron dynamics relativistic in
the PM. Hence the value of a0 separates the non-relativistic (a0 < 1) regime from the relativistic (a0 ≳ 1) one. Another
important parameter that influences SHHG process is the gradient scale length, L = |ne/(∇ne)|, where ne is the electron
density. L determines the sharpness of plasma expansion profile and for mirror like reflection the gradient scale length,
L≪ λ.
There are several mechanisms that concomitantly play a role in the SHHG process, the relative preponderance of which
depends on the specific interaction conditions (Tarasevitch et al., 2007; Kahaly et al., 2013). The distinct signature of a
particular SHHG process is usually encoded within the harmonic spectral shapes (I(n) ∝ n−p, where p is the scaling
parameter and n is the harmonic order) (Teubner and Gibbon, 2009; Thaury and Quéré, 2010; Boyd and Ondarza-Rovira,
2010; an der Brügge and Pukhov, 2010). In the sub-relativistic (a0 < 1) coherent wake emission (CWE) (Quéré et al., 2006)
is efficient. CWE is dominant when the electron bunches periodically pulled out of the plasma surface by component of the
laser field normal to the surface, gain energy by accelerating along the laser field and return vigorously to excite plasma
waves in its wake across the sharp density gradient. Finally energy is coherently re-emitted as bursts of attosecond pulses
from the wake excited plasma volume once each cycle (Thaury and Quéré, 2010), in a three-step process akin to the GHHG
case discussed in Section 3. In the strongly relativistic regime (a0 ≫ 1) electron bunches are pulled out of the plasma
surface gaining relativistic speed within fraction of a laser period and during each excursion they release energy in the
form of attosecond pulses.
Let us consider SHHG in the relativistic regime (a0 > 1) for an obliquely incident p polarized laser (λ = 1 µm) cycle
interacting with a slab plasma (i.e., L = 0). Fig. 24(a) shows the ratio δ of the net energy lost by the PM within one laser
cycle to the incident energy, for a wide range of plasma electron densities and laser peak intensities. The two extreme
limiting values of δ → 0 and δ → 1 respectively correspond to the two situations where the plasma does not accumulate
any energy for re-emission and the case where it stores all the incident energy for re-emitting later (Gonoskov et al., 2011).
It means that the generic relativistic SHHG mechanism is conceptualized in the form of a relativistic electron spring (RES)
which can store energy and re-emit in the form of attosecond bursts of XUV radiation (Gonoskov et al., 2011; Gonoskov,
2018). Fig. 24(b) colourmap shows the amplification of the reflected peak field (ag ) compared to the incident one. The
correlation is clear where δ → 0, the peak field values does not change ag/a0 → 1. On the other hand in some cases,
ag/a0 ≫ 1 implying emission of accumulated energy.
Thus depending on the bunch dynamics the SHHG process can either be visualized as Doppler upshift induced on the
reflected laser field (ag/a0 ∼ 1) in the form of phase distortions, which is embodied in the oscillating mirror model (OMM
in Fig. 24) (Bulanov et al., 1994; Lichters et al., 1996) or as radiations emanating from electron nanobunches as described
within the framework of coherent synchrotron emission (CSE) (Mikhailova et al., 2012; Dromey et al., 2012; Cousens et al.,
2016). Various interpretations resembling OMM such as relativistic oscillating mirror (ROM) (Baeva et al., 2006; Mourou
et al., 2006; Dromey et al., 2006, 2007; Bulanov et al., 2013, 2016), relativistic electron mirror (Kiefer et al., 2013) and
self induced oscillatory flying mirror (Kim et al., 2012) etc. have been investigated both theoretically and experimentally.
Since the validity of OMM based interpretations rests on the assumption of local (in time) energy conservation as we
would see later, they describe well SHHG interactions where plasma energy build up can be neglected. On the other hand
emission based models like CSE can reproduce SHHG observations where the conditions are such that PM can build up
energy efficiently within a laser cycle. In this spirit a basic distinction can be made between OMM and CSE over a wide
range of the (ne, I) parameter space accessible to SHHG. Thus the reflection based models are justifiable in the region
δ ≪ 1 marked OMM whereas CSE is efficient for δ ∼ 1 marked RES in Fig. 24(a). RSIT in the same figure represents
relativistic self induced transparency regime of laser plasma interaction, where the plasma becomes transparent to the
laser. Fig. 24(b) from Gonoskov et al. (2011) corroborates the fact that the stored energy is emitted back enhancing the
generated attopulses in the CSE (RES) regime. While for OMM ag/a0 ∼ 1, CSE (marked RES in Fig. 24(b)) under optimal
conditions can be much more efficient with ag/a0 ∼ 10.
It is evident from Fig. 24, that when a0 ≫ 1 an important parameter that plays a significant role in deciding the
specific regime of SHHG (e.g. whether ROM or CSE) is the relativistic similarity parameter, S = ne
a0nc
where nc is the
critical plasma density (Pukhov et al., 2004; Gordienko and Pukhov, 2005). In both these regimes (ROM and CSE) saddle
point approaches (Baeva et al., 2006; Cherednychek and Pukhov, 2016a) have been successfully employed for having a
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Fig. 24. The different relativistic interaction regimes of SHHG. (a) Fraction δ of incident laser energy dynamically accumulated by plasma in one
cycle that is later re-emitted. (b) Ratio of the reflected normalized peak electric field ag with respect to the incident one a0 . δ and ag/a0 in (a) and
(b) are obtained from PIC simulations performed for the case of an obliquely incident p polarized laser (λ = 1 µm) interacting with a slab plasma
for different values of (I, ne).
Figures reprinted with permission from (Gonoskov et al., 2011). Copyright (2011) by the American Physical Society.
Fig. 25. (a) Reflection of high intensity short pulse laser from plasma mirror. The reflection includes as pulses along with fundamental pulse. The
laser propagates in the +x direction incident normally on a plasma slab. (b–c) LPIC ++ simulation revealing the complex electron density dynamics
for normal and oblique incidence. (d) Qualitative representation of tangential electron momentum py , velocity of the plasma surface vx , relativistic
γ -factor near γ -spike (γs = γ (ts)).
simplified understanding of the particular SHHG process and also for predicting the high harmonic spectral shapes. The
CSE scenario is extremely sensitive to the particular experimental conditions and a strong theoretical basis providing
complete understanding is yet to emerge. As an illustration of SP analysis here we discuss ROM.
7.1. Surface plasma high harmonic field
In order to probe laser interaction with the PM taking place in the OMM region of Fig. 24(a–b) we carry out fully
relativistic Particle In Cell (PIC) simulations under different interaction conditions, but both corresponding to the same
value of the relativistic similarity parameter S ≃ 1.67.
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A schematic of a high intensity laser pulse incident on a plasma mirror is shown in Fig. 25(a). For illustration, we
perform 1D3V PIC simulation (LPIC++ (Lichters et al., 1996)) for two different angles of incidence at 0o and 45◦. A
p-polarized (in xy plane in Fig. 25(a)) Gaussian laser pulse (a0 = 60 and end to end pulse duration of 10 cycles) interacts
with a preformed plasma with an exponential density profile having gradient scale length, L = 0.1λ and peak electron
density ne = 100nc (λ = 800 nm). The simulations are performed with a resolution of 1500 cells/λ and 1000 particles per
cell with mobile ions. Fig. 25(b–c) shows PIC simulation results for evolution of plasma electron density in the two cases.
The sub-cycle electron density oscillations responsible for SHHG are clearly visible. The electrons on the plasma surface
oscillate under the action of the driving optical field (Chen et al., 2016; Debayle et al., 2015) and the restoring force coming
from the ions. The reflected electromagnetic field from the relativistic PM surface acquires phase distortions due to the
complex, ultrafast motion of the PM in 25(b–c). This periodic phase distortions in the reflected field is an essential aspect
of the OMM region and results in sub-cycle redistribution of energy without changing the peak amplitude in the pulse,
i.e. ag/a0 ≃ 1 in Fig. 24(b).
Under this condition of relativistic interaction at a certain instant ts the tangential electron momentum py vanishes and
vx smoothly approaches c making the Lorentz factor γ = 1/
√
1− v2/c2 of the plasma surface (γs) very large as illustrated
in Fig. 25(d). Thus, while vx changes smoothly (Mikhailova et al., 2012), γ shows a spike (maximum value, γs = γ (ts)) like
behaviour and this leads to HHG (Cherednychek and Pukhov, 2016b). Physically this means that the high-order harmonics
are generated by the collective motion of fast electron bunches which are moving normal to the surface (Baeva et al., 2006).
From the symmetry of the problem this process happens twice every cycle for normal incidence which breaks down for
oblique incidence (visible from the number of spikes in Fig. 25(b–c) in each cycle).
A simple one dimensional model of ROM capitalizes on: (i) ultra relativistic intensities, (ii) the assumption of the
existence of an apparent reflection point (ARP), (iii) an ultra-steep density overdense plasma and (iv) linearly polarized
quasi-monochromatic field (Baeva et al., 2006). For simplification in mathematical calculation, normal incidence is
assumed. The results can be extended to oblique incidence by transforming to appropriate Lorentz boosted frame where
the laser is always normally incident (Bourdier, 1983; Gibbon et al., 1999). An optical pulse is reflected from a plasma
slab positioned at xv(t) from the left side as shown in Fig. 25(a). Restricting the calculation to 1D, the wave equation for
electromagnetic potential in Coulomb gauge (∇ · A = 0) is,8
∂2x A(x, t)−
1
c2
∂2t A(x, t) = −
4π
c
j⊥(x, t) (57)
where A(x, t) is the tangential component of vector potential of an electromagnetic pulse incident normally on the plasma
mirror and j⊥(x, t) is the transverse current density on the target surface. The boundary condition is set such that there
is no electromagnetic field at x = +∞ (Gordienko et al., 2004) and the solution of Eq. (57) can be written as:
A(x, t) = 4π
∫∫
dx′dt ′j⊥(x′, t ′)
1
2
[
H
(
t − t ′ − |x− x
′|
c
)
− H
(
t − t ′ − x− x
′
c
)]
, (58)
where H is the Heaviside step function (Arfken et al., 2012). Using ∂tH(t − a) = δ(t − a), the transverse electric field,
E⊥(x, t) = −1c ∂tA
= 2π
c
∫ ∞
−∞
dx′
[
j⊥(x′, t − x− x
′
c
)− j⊥(x′, t + x− x
′
c
)
]
(59a)
= Ei
(
t − x
c
)
+ Er
(
t + x
c
)
(59b)
For 1D case, the electric field of the incident and reflected electromagnetic radiation does not change in vacuum and they
are function of only one variable t ± x/c which in Eq. (59a) represents the advanced and retarded times.
7.2. Apparent reflection point (ARP) and reflected field
The ARP is the point in vacuum where an external observer sees that the tangential component of total optical field,
i.e. the sum of tangential component of incident and reflecting field becomes zero. Hence at ARP:
Ei[t − xARP (t)c ] + Er [t +
xARP (t)
c
] = 0 (60)
where, Ei and Er denote the incident and reflected optical fields. xARP (t) is the instantaneous coordinate of the apparent
reflection point (Baeva et al., 2006; Bulanov et al., 2016). Thus in a qualitative way Eq. (60) extends the boundary condition
at the surface of a perfect fixed mirror, to the case of an ARP at the moving PM which then in effect induces a simple
8 We have chosen to use the Gaussian units in this section.
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phase modulation on the reflected beam. At xARP the incident and reflected field interfere destructively and the total field
is given by Eq. (60). This approach allows to investigate HHG while not involving into the details and complexities of the
interaction of high intensity femtosecond lasers with PM. This is probably why there was problem in physical realization
of apparent reflection point (ARP) over the last decade and this model has been criticized in several articles (Thaury and
Quéré, 2010; Boyd and Ondarza-Rovira, 2008, 2010).
The spectral envelope of the reflected radiation from plasma mirror is obtained by the Fourier transform of Er (τ ) (where
τ = t + xARP (t)/c) in Eq. (60).
Er (ω) = − 1√
2π
∫ ∞
−∞
dτ Ei
(
τ − 2xARP (τ )
c
)
eiωτ
= − 1√
2π
∫ ∞
−∞
dt
(
1+ x˙ARP
c
)
Ei
(
t − xARP
c
)
× eiω(t+xARP /c) (61)
The incident laser pulses are mathematically defined as a highly oscillating electric field inside a slowly varying envelope
as, Ei(t) = g(t)sin(ω0t) = g(t)[eiω0t − e−iω0t ]/2i, where g(t) is a slowly varying Gaussian envelope function in general
g(t) = E0e−t2/2τ2p (τp is 1/e width in intensity). Eq. (61) can be rearranged:
Er (ω) = E+ − E− (62a)
where,
E± = ∓ E0
2i
√
2π
∫ ∞
−∞
f (t)eiψ±(t)dt (62b)
f (t) =
(
1+ x˙ARP
c
)
e−
(
t− xARPc
)2
/2τ2p (62c)
ψ±(t) = (ω ± ω0)t + (ω ∓ ω0)xARPc (62d)
Finally high-order harmonic intensity for a frequency ω can be obtained
I(ω) ≃ |Er (ω)|2 = |E+(ω)− E−(ω)|2 (63)
For further calculation, one requires a functional form of xARP which is found by expanding velocity around the time
ts when it is maximum (γ spike). Without loss of generality ts is taken as 0 in the following. PIC simulation shows that
around the γ spike the velocity can be expanded as a parabolic function, vγ (t) ≈ −v + αt2 + O(t3) (Mikhailova et al.,
2012) providing the instantaneous position of ARP through integrating over time (Baeva et al., 2006; Gordienko et al.,
2004),
xARP
c
≈ −vt + αt
3
3
+ O(t4) (64)
This allows for non-linear time dependence of xARP in Eq. (62d) around each γ spike leading to HHG from small confined
regions of individual optical cycles (Gordienko et al., 2004). The harmonic spectrum can then be synthesized by adding
the contributions coherently.
Consequently both f (t) and ψ(t)± become slowly varying smooth functions. As described in Section 2 since for large
ω the oscillating parts, eiψ(t)± vary rapidly one might envision direct application of SP methods and Eq. (8) for evaluating
the integral in Eq. (62b).
7.3. Calculation of high harmonic spectra
Hence we evaluate ψ±(tsp), ψ ′′±(tsp) and f (tsp) in the vicinity of ts where tsp are the stationary points of ψ±(t). Utilizing
Eq. (64) SP equations are,
∂tψ±(tsp) =
(
αt2sp − v
)
(ω ∓ ω0)+ (ω ± ω0) = 0 (65)
providing the solutions,
tp1,2 = ±
√
v(ω − ω0)− (ω + ω0)
α(ω − ω0) (66a)
tm1,2 = ±
√
v(ω + ω0)− (ω − ω0)
α(ω + ω0) (66b)
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Fig. 26. (a) Behaviour of saddle point solutions tsp in the vicinity of ts (0 here), with harmonic order n. The imaginary parts are plotted against
corresponding real parts, light and dark grey part denoting two branches of the solutions. (b) HHG spectrum obtained from PIC simulations (LPIC++)
at normal and oblique (45◦) incidence and scaling obtained from different approaches. The black vertical line is the roll-over order obtained from
the predictions of the BGP model (Baeva et al., 2006).
where, the superscripts p and m on t correspond to the solutions of ∂tψ+(tsp) = 0 and ∂tψ−(tsp) = 0 respectively. In
order to evaluate E± for a harmonic of frequency ω following the standard non-degenerate saddle point ansatz presented
in Eq. (8b), one needs to evaluate ψ+(t → tp1,2), ψ−(t → tm1,2), ψ ′′+(t → tp1,2), ψ ′′−(t → tm1,2), f (t → tp1,2). But prior to that it
is useful to check the behaviour of the solutions presented in Section 2. Fig. 26(a) shows dependence of the SP solutions
on the harmonic order n. The SHHG spectrum calculated from the contributions of SP solutions using a coherent sum in
the form presented in Eq. (66) is shown in the dashed green curve of Fig. 26(b). The spectrum diverges (in Fig. 26(b)) as
the real solutions merge near the spike (in Fig. 26(a)). This feature is akin to the gas case (Fig. 6) for harmonics above
cutoff. The spectral intensity in this case diverges near harmonic order 100 as seen in Fig. 26(b). As Fig. 26(b) shows, at
this point the saddle point solution tm1,2 transforms from pure real to pure imaginary.
In this case the asymptotic behaviour of the integral near the stationary points can be represented by the Airy function
as we will see in the following part. A modified saddle point analysis should be applied and described in detail as below.
This approach of SHHG was first reported by Baeva, Gordienko and Pukhov and sometimes also referred as the BGP
theory (Baeva et al., 2006). Using Eqs. (62)–(64) for single colour field (τp → ∞) and using variable transformation,
t = y/ 3√α(ω ∓ ω0), ξ± = [(1− v)ω ± (1+ v)ω0]/ 3√α(ω ∓ ω0) and a(ω) = E0/2i
√
2π 3
√
α(ω − ω0),
E±(ω) ≈ ∓a(ω)
[∫ ∞
−∞
(1− v) exp
[
i
(
ξ±y+ y
3
3
)]
dt
+ α
( 3
√
ω ∓ ω0)2
∫ ∞
−∞
y2 exp
[
i(ξ±y+ y
3
3
)
]
dy
]
(67a)
≈ ∓a(ω)
[
(1− v)Ai(ξ±)− αAi
′′(ξ±)
( 3
√
ω ∓ ω0)2
]
(67b)
where Ai(x) is the Airy function of 1st kind. Using A′′(x) = xA(x) the equation above simplified to, E±(ω) ≈
√
2πE0Ai(ξ±)/
[i 3√α(ω ∓ ω0)4/3], yielding the reflected field,
Er (ω) = E+(ω)− E−(ω)
=
√
2πE0
i 3
√
α
[
Ai(ξ+)
(ω − ω0)4/3 +
Ai(ξ−)
(ω + ω0)4/3
]
(68)
The intensity of the harmonics in the reflected electromagnetic wave can be written as
I(ω) = |Er (ω)|2 ∝ ω−8/3 (69)
This gives an I(n) ∼ n−8/3 scaling law in the ROM model. Yellow solid line in Fig. 26(b) plots HHG spectrum |Er (ω)|2
using complete Airy function solution in Eq. (68). The grey dashed line in Fig. 26(b) denotes the I(n) ∼ n−8/3 scaling.
The HHG spectrum obtained from PIC simulations corresponding to the two cases presented in Fig. 25(b–c) is shown
in Fig. 26(b) (the orange and blue spectra). The numerical simulations show that oblique incidence geometry generates
more harmonic orders compared to the normal incidence case. Fig. 26(b) also demonstrates that Eq. (69) exhibits a better
agreement with harmonic spectral shape in the oblique incidence case.
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In reality the interaction of electromagnetic radiation inside the plasma skin layer is complex and involves several
physical processes that occur simultaneously (Kahaly et al., 2009; Mondal et al., 2010; Chopineau et al., 2019). Ignoring
spatial features of SHHG (Vincenti et al., 2014; Monchocé et al., 2014; Leblanc et al., 2015, 2017) and lumping plasma
parameters within the assumption of ARP might lead to an oversimplification of reality (Thaury and Quéré, 2010;
Boyd and Ondarza-Rovira, 2008, 2010). Nevertheless considering the simplicity of this model it is remarkable that
it identifies and predicts some universal aspects of HHG spectrum (Bulanov et al., 2016) which have been observed
experimentally (Dromey et al., 2006, 2007).
8. Conclusion
In principle a rigorous description of macroscopic light–matter interaction requires complete solution of TDSE coupled
with Maxwell solvers for quantum systems, or ab-initio TDDFT techniques, or a PIC approach coupled with hydrodynamic
codes to take care of material aspects for classical plasmas. These computational tools allow for spatio-temporal analysis
which has important consequences for tightly focused intense fs lasers (Kahaly et al., 2014; Gallet et al., 2014; Pariente
et al., 2016) responsible for generation of attopulses. These could be essential for addressing inherent spatio-temporal
features of ultrafast processes (Dubrouil et al., 2014; Kim et al., 2013). However, although indispensable, in reality carrying
out simulations with the above computational tools is very time-consuming, resource intensive and specialized. Saddle
point approaches on the other hand can provide significant insights on the inherent physics revealing a microscopic
picture of the interaction at a much reduced computational cost. For example, in the gas cases, comparison of HHG
and propagation within the medium (Gaarde et al., 2008) with realistic experimental conditions would require such
simulations to be carried over a prohibitively large parameter space (Tosa et al., 2008). Coupling saddle point solution
approaches with macroscopic electromagnetic wave propagation techniques in the medium can be a very efficient tool
for reconstructing the spatio-temporal features of generation of as pulses in a much more tractable manner.
The applicability of the approach has been extensively studied in atomic and molecular systems shedding light on the
underlying physics in the context of recollision processes. The saddle-point method is at the core of the semi-classical
description of ATI and HHG and has recently been used in a full quantum-optical approach taking into account the back-
action of the harmonic generation process under the driving IR field (Gonoskov et al., 2016; Tsatrafyllis et al., 2017). The
method has also been bench-marked against simulations and demonstrated to capture important but subtle features
of HHG from even low dimensional materials such as graphene. It has emerged recently that the applicability of SP
approaches can be expanded to high-field interactions with more complicated systems such as bulk materials and surface
plasma interfaces, a process still under development. Further extension of the techniques from the single-atom level to
these structures evoke strong interest in the light of latest advancements in experimental capabilities.
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