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SUMMARY
Spiking neural network (SNN) uses biologically inspired neuron model coupled with
Spike-timing-dependent-plasticity (STDP) to enable unsupervised continuous learning in
artificial intelligence (AI) platform. However, current SNN algorithms shows low accuracy
in complex problems and are hard to operate at reduced precision. This paper demon-
strates a GPU-accelerated SNN architecture that uses stochasticity in the STDP coupled
with higher frequency input spike trains. The simulation results demonstrate 2 to 3 times
faster learning compared to deterministic SNN architectures while maintaining high ac-
curacy for MNIST (simple) and fashion MNIST (complex) data sets. Further, we show





Spiking neural network (SNN) are artificial neural networks (ANN) with biological plausi-
ble neuron and synapse models. This type of network has drawn significant attention in the
field of artificial intelligence. In particular, SNN demonstrates the ability of unsupervised
learning using Spike-Time-Dependent-Plasticity (STDP) as the synapse model. The STDP
is a phenomenon observed in biology experiments[1, 2], which can be used as the algo-
rithm to change synapse conductance inside SNN. With STDP, conductance is modulated
based on the time difference between pre-synaptic and post-synaptic spikes, enabling the
learning ability of spiking neurons.
Along with the development of learning algorithms, simulations of SNN has received
significant attention in recent years to facilitate both understanding brain and developing AI
algorithms. The existing SNN simulators such as NEST and CARLSim use deterministic
STDP learning which suffers from several drawbacks, as shown in result chapter for details.
First, while networks demonstrate good accuracy for simple tasks such as MNIST-based
digit recognition [3], the learning accuracy for difficult tasks such as Fashion-MNIST[4]
(images of apparel items that contains complex features) is much lower. Second, deter-
ministic STDP provides limited opportunity for fast and low-precision simulation of unsu-
pervised learning in SNN. For example, deterministic STDP for MNIST performed in 8-bit
fixed-point (28%) shows significantly lower accuracy than floating-point (92%). This paper
presents a GPU-accelerated SNN simulator, ParallelSpikeSim for high-accuracy, fast, and
low-precision unsupervised learning. The key innovation of this paper is to demonstrate
stochastic STDP for unsupervised learning in SNN, instead of well-explored determinis-
tic STDP algorithms [5][6] used in prior simulators. Moreover, we provide controllability
to precision (down to 2-bit) with different rounding options, and frequency of input spike
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trains during unsupervised learning (and inference) in SNN to effectively exploit stochastic
STDP for fast and low-precision learning. This paper makses following key contributions:
• We present the ParallelSpikeSim as a GPU-acclerated SNN simulator supporting un-
supervised learning. The simulator is designed for parallel computing, programmed
in C++ using CUDA libraries, and support different neuron/synaptic models.
• We demonstrate that the stochastic STDP allows good learning accuracy for both
simple (MNIST[3], 96.1% accuracy) and complex (feature-rich) (Fashion-MNIST
[4], 77.2% accuracy) data sets.
• We show that the stochastic STDP allows SNN to operate under input frequency
ranges much higher than that of deterministic STDP design, and hence, enables up
to 3x lower learning time with graceful quality degradation.
• We show that stochastic STDP enables robust learning from 32-bit floating-point (ac-
curacy 96.1%) down to 2-bit fixed-point (accuracy 64.6%) learning, whereas deter-





2.1 Spiking Neural Network
SNN has been actively researched for the better understanding of biological neural systems,
and for its potential to achieve learning ability parallel to human brain, which surpass the
state-of-the-art CNNs in many performance criteria as well as power efficiency [7]. Neuron
models used in SNN mimic the spiking behavior of biological neurons. When implement-
ing spiking neural networks, there are different neuron models that achieve varying levels
of biological significance (in terms of accuracy in tracing membrane potential value) based
on how many differential equations are used. Long [8] shows in his work that it is possible
to achieve similar spiking activities in different neuron models operating under a specific
range of input current magnitude. This indicates that an event based network such as the
one presented in this work, which uses spikes rather than membrane potential to encode
information, can receive benefit in terms of simulation speed from using a mathematically
less complex model.
STDP is an unsupervised learning algorithm that modulates neuron connection strength
with the temporal information of spiking events. The learning rule originates from the tem-
poral synaptic modification rule observed in hippocampus [9]. A more detailed theoretical
work by Gerstner explains learning from the perspective of spatial-temporal patterns of
spikes [10] and the algorithm is later named spike-timing-dependent-plasticity (STDP).
Since then multiple experimental evidence of STDP has been observed [11][12][13][14],
making STDP a biologically plausible algorithm that is suitable for the purpose of this
work. Several research efforts have explored STDP algorithms as the main learning algo-
rithm in SNN [5][6][15].
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2.2 SNN Simulators
Due the parallel nature of neural activities in biological neural systems, an ideal design of
SNN simulator requires a high level of parallelism. Early parallel SNN simulation tools
like pGENESIS[16] required cluster computers to run. The recent developments focused
on achieving SNN simulation with higher accuracy and better simulation speed[17]. In
particular, advancements of Graphics Processing Units (GPUs) has led to feasibility of
orders of magnitude improvement in computing speed of SNNs. Several SNN simula-
tors with integrated STDP learning have been presented such as Brain[18], NEST[19] and
CARLsim[20]. In a recent work, Long [8] has presented a region-of-interest (ROI) based
approach that vary complexity of neuron models based on spiking activity in a region, but




3.1 Spiking Neuron Model
The spiking neuron model used in this work is leaky integrate-and-fire (LIF). For LIF
model, membrane potential of a neuron is described by:
dv/dt = a+ bv + cI (3.1)
v = vreset, ifv > vthreshold (3.2)





N is the total number of pre-neurons connected to neuron a. gn,a is the conductance of the
synapse connecting neuron a and its pre-neuron n. vpren is the voltage spike of pre-neuron
n. Fig. 3.1 (a) shows change of spiking frequency of LIF model with parameters used in
this work with respect to different input current.
3.2 Synapse Model
In SNN, a pair of two neurons (pre-synaptic neuron and post-synaptic neuron) can be con-
nected by a synapse, as shown in Fig. 3.2(a). When the pre-synaptic neuron spikes, current
signal is sent through the synapse to the post-synaptic neuron. Conductance of synapse de-
termines how strongly two neurons are connected. In context of machine learning, synapse
conductance can be thought of as the connection weight between neurons and learning is
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Figure 3.1: Neuron models: (a) Spiking frequency vs. input current of LIF neurons, (b)
spiking behavior (c) synaptic behavior under stochastic STDP, (d) Conversion of input
image to spike trains;
achieved through modulating the conductance.
With STDP learning rule integrated, the network is able to extract the causality between
spikes of two connected neurons from their temporal relationship. As a result, the SNN
can perform conductance update without using label of the input data. More specifically,
there are two operations of STDP: long-term potentiation (LTP) and long-term depression
(LTD). LTP is triggered when post-synaptic neuron spikes closely after a pre-synaptic neu-
ron spike, indicating a causal relationship between the two events, and the conductance of
the synapse is increased. On the other hand, when a post-synaptic neuron spikes before
pre-synaptic spike arrives or without receiving a pre-synaptic spike at all, the synapse goes
through LTD which decreases its conductance. An example of LTP is shown in Fig. 3.2(a).
We choose to use STDP model presented by Querlioz [6], which has been tested in
vision based SNN applications. The model is described by the following equations:
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Figure 3.2: (a) An pre-synaptic and post-synaptic neuron connected by a synapse; and
spike timing of input spike and back-propagated spike from post-synaptic neuron. The






∆Gp is the magnitude of LTP actions, and ∆Gd is the magnitude of LTD actions. αp, αd,
βp, βd, Gmax andGmin are parameters that are tuned based on other network configurations
such as input matrix size, input spiking frequency and voltage. A illustration of the STDP
process is shown in Fig. 3.2(b).
3.3 Stochastic behavior of synapses
For synapses with stochastic STDP behavior, potentiation or depression of synapses is not
deterministic, but has a probability that depends on the time difference of the two spike
events that initiates the modulation of conductance. For instance, as shown in Fig. 3.1 (b),
7
∆t is below zero when spiking neuron spikes before a spike from input train arrives at the
synapse. Stochastic STDP is achieved with an algorithm inspired by the work of Srinivasan





The probabilities are exponentially related to time difference, with maximum value con-
trolled by γpot and γdep, as shown in Fig. 3.1 (c). In the event of potentiation, the probability
is higher when ∆t is smaller, indicating a stronger causal relationship. As for depression,
the probability is higher when ∆t is larger. This stochastic STDP algorithm captures the





4.1 Design of the Simulator
Fig. 4.1 shows the flowchart of the unsupervised learning architecture with SNN achieved
with ParallelSpikeSim. The SNN simulator has two major components. First, a spik-
ing neuron simulator to simulate the differential equations governing the neuron dynamics
(i.e. equations 3.1,3.2,3.3) for a given synapse conductance. The second component is the
learning module that implement the synaptic models and allow synapse conductance to be
updated based on the spiking activity using STDP rules (i.e. equations 3.4,3.5). Many past
SNN simulators (e.g. CARLSim, BRAIN, NEST, etc.) includes the STDP based learning
modules. The key innovation in ParallelSpikeSim is to augment the learning modules to
include stochastic STDP (i.e. equations 3.6,3.7) and various precision control and rounding
options (see Section 4.3). Moreover, we introduce an additional module between input im-
ages and spiking neuron simulator that allows controlling the frequency of the input spike
train as shown in Fig. 4.1.
CPU serves as data I/O and controls data flow of GPU. It constructs the simulation
environment with configuration and input data file, allocate memory and transfer data in
unified data structures to GPU memory when simulation starts. The unified data structures
of ParallelSpikeSim encapsulate all network information into the network object and all
Configuration file 
CPU 
Spiking neuron simulation STDP algorithm 
GPU 
Input data file 
Update input spike train 
Stochastic process 
If use 
low precision Low precision rounding 
Update synapse If use float 
Loop 
Host to device 
data transfer 
Device to host 
data transfer Output result 
Unified data structures 
Frequency control 
Spiking activity module Learning modules 
Figure 4.1: ParallelSpikeSim: a GPU accelerated SNN simulator with stochastic STDP,
low precision learning and frequency control module
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Spiking Layer Inhibition LayerInput Layer
Figure 4.2: Network architecture of the SNN implemented in this work.
input into the data object, to facilitate swift addition of functionality and customization
of network hierarchy, layer connectivity and behavior of each synapse and neuron. After
initialization, simulation of spiking neurons runs in parallel on GPU threads. Stochastic
STDP module uses spike timers to track the temporal relationship between pre-synaptic and
post-synaptic spikes, and performs stochastic process on-board the GPU to leverage the fast
CUDA random number generator. Low precision learning module operate with reduced bit-
width down to 2 bits, and has three available rounding options: bit truncation, rounding to
nearest and stochastic rounding. Frequency control module works in two phases: frequency
boost and learning time reduction. More details about the impact of the three modules are
discussed in the following sections.
4.2 Network Architecture and Configuration
We implement the SNN architecture shown in Fig. 4.2 to demonstrate the proposed sim-
ulator. It consists of three layers: input layer, spiking neuron layer and lateral inhibition
layer.
First layer is the input layer. The 28x28 input units in the first layer, each corresponds
to one pixel of the image from MNIST dataset, function as spike train generators. During
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learning process, the 8-bit pixel intensity from the input data is converted into spiking fre-
quency over a range from fmin and fmax. The relationship is direct proportional, i.e. darker
pixels have higher spiking frequency. Each input unit keeps track of the corresponding
spiking frequency and during learning period tlearn of one image, constantly sends exci-
tatory spike signals to the next layer at such frequency. With a specific setting of fmin
and fmax, tlearn needs to be at a proper value for the network generate enough spikes that
distinguish the pattern of each input image.
The input layer connects to the spiking neuron layer (second layer) in an all-to-all fash-
ion (fully connected). Conductance of each synapse connecting input to first layer neurons
collectively forms a conductance array that learns to recognize a specific pattern. The in-
hibition layer (third layer) has the same dimension as the second layer. For a neuron in the
third layer at location < i, j >, there is only one input connection to it which is from the
neuron at the same location, i.e. < i, j >, in the second layer, and its output connects to all
second layer neurons except for < i, j >.
As a result, when one neuron in the second layer spikes, it sends excitatory signal to the
one corresponding neuron in the third layer. The inhibitory neuron has low threshold that it
activates immediately after receiving one excitatory signal, and then sends inhibitory signal
to all other neurons in the second layer for a period of time tinh. Membrane potential of
neurons that receive the inhibitory signal is decreased by a value of vinh, and can not spike
during tinh. It is worth noting that this membrane potential is not set to vreset for inhibition
as adopted in some other SNN designs. The reason is that subtraction can better maintain
information about the original membrane potential level before the inhibition, and leads to
better learning performance. With the inhibition layer implemented, the network achieves
a winner-take-all principle throughout the spiking neuron layer. This prevents multiple
neurons from learning the same pattern.
The causal relationship between pre-synapse and post-synapse neurons explored by
STDP algorithm makes it possible for the network to achieve unsupervised learning. The
11
Table 4.1: Parameters for different learning options
2 bit 4 bit 8 bit 16 bit high frequency
αP - - - 0.01 0.01
βP - - - 3 3
αD - - - 0.005 0.005
βD - - - 3 3
Gmax - - - 1.0 1.0
Gmin - - - 0 0
γpot 0.2 0.3 0.5 0.9 0.3
τpot 20 30 30 30 80
γdep 0.2 0.3 0.5 0.9 0.2
τdep 10 10 10 10 5
finput max 22 22 22 22 78
finput min 1 1 1 1 5
MNIST and Fashion-MNIST data sets contain 60,000 training images and 10,000 testing
images. In this work, the SNN learns the full set of training images. Pixel intensity of
input images, which is an 8-bit value, is encoded into specific spiking frequency of one
spike train. For darker pixels, the spiking frequency is higher, as shown in Fig. 3.1 (d).
Frequency is in a range between finput max and finput min, and proportional to the pixel
intensity. Each image is presented to the network for tlearn ms. After learning is complete,
the first 1000 images in the test set are used to label all the neurons in the first layer. The
rest of the test set, which contains 9000 images, are used for inference.
4.3 Low precision learning and rounding options
For low precision learning, conductance of synapses is represented in numbers with preci-
sion no greater than 32 bits. Quantization for low precision learning is performed before
the LTP/LTD phase of synapse conductance. For 16-bit and 32-bit learning, after floating
point calculation of change in conductance ∆G, the result is rounded to a value that can
be represented in the current bit width. For 8-bit and lower precision learning, ∆G is set
to 1/2n, with n being the bit width. Low precision learning in other neural networks such
as recurrent neural network (RNN) is shown to have different performance with different
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rounding options [23]. For low precision learning in SNN, we study the impact of rounding
options to determine if there exists a similar influence. Three rounding options including
rounding to nearest, bit truncation and stochastic rounding are tested in this work. For
stochastic rounding, the probability of rounding up is related to the position between the
two quantized value, and is defined as:
Pround up = (∆G− ∆Gtruncated) × 2n (4.1)
When a value does not round up in the stochastic operation, it rounds down automati-
cally, i.e. probability of round down is (1 − Pround up).
4.4 Parameters and other details
For the LIF model used in this work, V th is -60.2, V reset is -74.7, a is -6.77, b is -
0.0989 and c is 0.314. Parameters for STDP algorithm and stochastic behavior of synapses
in different precision learning are shown in TABLE 4.1. Initial membrane potential of
all neurons on the first layer is -70.0 and conductance of each synapse is initialized with
random number in the range of 0.2 to 0.7. Simulations are performed on a desktop machine




5.1 Accuracy Comparison with Existing Simulators
We first evaluate the accuracy of the spiking neuron simulation (no learning) considering
an SNN of 103 LIF neurons and 104 synapses. Fig. 5.1 shows that our platform is able
to produce spiking activities similar to CARLsim [20]. However, we observe an increased
simulation time in ParallelSpikeSim due to the use of more complex unified data structures.
The impact of this increased spike simulation time is overshadowed by the higher learning
rate achieved using stochastic STDP. We next verify that deterministic STDP (defined as
baseline) in ParallelSpikeSim shows comparable accuracy with the state-of-the-art SNN
design with deterministic STDP from Diehl [5]. In Diehl’s work, the network yields an


















Simulator	 CARLsim	[9]	 ROI	[10]	 ParallelSpikeSim	
Simulation	time	 109	ms	 91	ms	 114	ms	
CARLsim ParallelSpikeSim




Figure 5.2: Conductance distribution of SNN with (i) stochastic STDP learning MNIST,
(ii) deterministic STDP learning MNIST, (iii) stochastic STDP learning fashion MNIST
and (iv) deterministic STDP learning fashion MNIST; x axis is conductance value and y
axis is the count
5.2 Improved Learning Accuracy with Stochastic STDP
Distribution of all synapse conductance in the network is shown in the top two plots of
Fig.5.2. For MNIST, the distribution of stochastic STDP (left) and deterministic STDP
(right) both exhibit bell shaped profile. This difference in learning capability is reflected
in the conductance distribution as shown in the plots for fashion MNIST in Fig.5.2. For
deterministic STDP, conductance accumulates at multiple discrete points across the value
range, showing a significant amount overlap of conductance states among all synapses.
Meanwhile conductance values of SNN with stochastic STDP spread across continuous
and distinct values, resulting in a smoother distribution profile than deterministic STDP.
We observe that both baseline and stochastic STDP are able to produce good accuracy in
learning the MNIST data set. Each is able to provide conductance array with good contrast
for each class of image as can be seen in Fig. 5.3 (a). Inference result shows that Stochastic
STDP is able to provide better result with around 4% higher accuracy. However, for the
Fashion MNIST data set, baseline test fails to gain accuracy even after learning all 60,000











ax input frequency  
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Figure 5.3: Visualization of synapse conductance (a) Baseline and stochastic STDP for
MNIST and Fashion MNIST, and (b) effect of input spike train frequency on stochastic
STDP.
of all classes. On the other hand, stochastic STDP is able to learn the more complex data
set. Comparing visualization of synapse conductance from stochastic STDP learning on
the right of Fig. 5.3 (a), baseline design struggles to learn any unique features from input
images. This result shows that the level of causal relationship implied by stochastic STDP
provides SNN with additional learning ability, and this effect is more prominent in more
complex learning tasks.
5.3 Fast Learning with Higher Input Frequency
ParallelSpikeSim allows controlling the frequency of the input spike train to enable trade-
off between learning rate and accuracy. One of the bottleneck of SNN learning rate is the
time it takes to learn features in each individual image. Due to the influence of inhibi-
tion period of the WTA principle, and inherent nature of spiking neurons such as the reset
of membrane potential after spikes, learning requires each image to be presented to the
network for an extended period of time, so that a sufficient amount of spikes are gener-
ated. Since information in this spiking neural network architecture is transmitted in form
16
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Figure 5.4: High-frequency and low-precision operations (a) Input spike trains at low (left)
and high (right) frequencies (each dot represents one spike). (b) Conductance distribution
of Q1.7 precision (MNIST) with stochastic (top) and deterministic STDP (bottom).
of spikes, the more frequently spikes can be sent, the faster information can be delivered.
Therefore it is desirable to make the spike train operate with higher frequency.
On the other hand, a higher input spike frequency can degrade the learning accuracy.
Fig. 5.5 (a) shows learning accuracy loss for different input spike train frequency. We
observe that using a value of finput max above certain value will cause the network to drop
sharply in accuracy. This is because at higher input frequencies, the rapid arriving current
signal drives multiple spiking neurons to spiking state disregard of their previous learned
features, making the inhibition layer less useful and the network gradually shifts to chaotic
states. This effect can be observed in the conductance visualization of four frequency
ranges shown in Fig. 5.3 (b). As a result, for SNN using deterministic STDP, the optimal
finput max is limited to a relatively low value. In baseline test, the optimal spiking frequency
range of neurons in the input layer is 1-22 Hz. At such frequency range, 500 ms learning
time for each image is used in order to generate sufficient spikes. For a total simulation
time of 542 minutes the baseline architecture is able to learn the 60,000 MNIST images.
In this work, we find that using stochastic STDP with short-term behavior, working
frequency range of finput max can be expanded, as can be seen in Fig. 5.3 (b). More specif-
17
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Figure 5.5: High-frequency learning (a) Accuracy loss vs. max input frequency, and (b)
Accuracy vs. run-time.
ically, higher τpot and lower τdep values for 3.6 and 3.7 are used to create a short-term
stochastic STDP behavior, which enhances its ability to adapt to the fast switching input
feature. We find the frequency range with maximum error rate of 20%, and the result is
finput min-finput max at 5-78 Hz. Comparing Fig. 5.4 (a) left and Fig. 5.4 (a) right, which
show spike train behavior of baseline and high frequency learning for the MNIST data set,
it can be observed that the pattern of darker region, where the written digit is located, is
more distinct in high frequency learning. Learning efficiency is therefore significantly in-
creased as time for the network to learn features in each image is reduced. In this high
frequency learning mode, frequency range of input spike train can be expanded up to 5-78
Hz before significant decrease of accuracy occurs. At this frequency range, learning time
for each image is reduced to 100 ms, leading to a total simulation time of 131 minutes to
learn the entire MNIST data set. In baseline test, as shown in Fig. 5.5 (b), achieving the
18
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Figure 5.6: Comparison of learning configurations: (a) conductance map, (b) Accuracy and
run-time, and (c) accuracy loss vs. simulation time.
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same accuracy takes around 380 minutes, around 3 times longer than stochastic STDP.
5.4 Low precision learning
In this work, we performed learning in 2, 4, 8 and 16 fixed point numbers. Baseline test
shows poor accuracy result for low precision learning as shown in Table 5.1. This is due to
the fact that quantization of conductance in low precision learning increases gap between
adjacent conductance values. This leads to rapid changes in conductance during LTP/LTD
process and the network quickly lose memory of learned features. This effect is shown in
Fig. 5.4 (b), which is the distribution of conductance of all 784,000 synapses connecting
input and first layer, for Q1.7 precision learning of the MNIST data set. Distribution of
stochastic STDP is on the top of Fig. 5.3 (b) and deterministic STDP on the bottom. Deter-
ministic STDP results in less ideal distribution, in which a large portion of synapses drops
to the minimal conductance value. Stochastic STDP in synapse model greatly improves
accuracy in low precision learning as it prevents rapid changes from loosely correlated
spiking events to help retain memory and at the same time guard the network from fast
convergence. The improvement is present in all precision tested, as shown in Table 5.1.
Low precision learning, especially the ones with Q1.7 and lower, exhibit larger gain in
accuracy from the application of stochastic STDP. Such robustness observed in this SNN
design is important as there are many well-known benefits for digital systems to operate in
Table 5.1: Accuracy results (%) for rounding options
Truncation Rounding to nearest Stochastic
Baseline
Q0.2 9.6 11.3 16.8
Q0.4 13.1 16.3 21.3
Q1.7 28.2 30.8 33.7
Q1.15 52.6 52.8 55.2
Stochastic
Q0.2 62.3 66.7 64.6
Q0.4 72.4 77.6 79.0
Q1.7 88.5 91.1 90.1
Q1.15 93.2 94.2 94.7
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lower bit-width, including less memory usage and less power consumption.
As shown in Table 5.1, for learning in different precision, accuracy drops significantly
from Q1.15 to lower precision fixed point. Three rounding options for low precision learn-
ing tested exhibit different learning performance. Bit truncation shows the lowest accuracy
in all precision tested, while stochastic rounding performs the best in most cases. This is
because in low precision learning, stochastic rounding helps to maintain information about
numeric position between two quantization points on a statistical point of view. It is also
worth noting that stochastic rounding and round to nearest shows similar results for net-
work using stochastic STDP, and the benefit of using stochastic rounding diminishes as bit
width increases.
5.5 Summary of Results
Fig. 5.6 summarizes the comparison of comparison of baseline and stochastic STDP learn-
ing results. Stochastic STDP shows higher accuracy in challenging learning tasks and lower
precision while using similar simulation time as baseline. The high frequency learning
(with stochastic STDP) greatly reduces learning time (moving error rate reduces quickly as




This thesis presents ParallelSpikeSim, a GPU accelerated SNN simulator with unsuper-
vised learning capability using stochastic STDP. We show that ParallelSpikeSim enables
accurate learning for complex tasks, facilitates fast learning with increased spike frequency,
and allows low-precision operation of SNN even down to 2 bits. ParallelSpikeSim has been
released as an open-source SNN simulation platform developed in C++ with CUDA library,
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