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At the initial design stage, engineers often rely on low-fidelity models that have high
uncertainty. Model uncertainty is reducible and is classified as epistemic uncertainty;
uncertainty due to variability is irreducible and classified as aleatory uncertainty.
In a deterministic safety-margin-based design approach, uncertainty is implicitly
compensated for by using fixed conservative values in place of aleatory variables and
ensuring the design satisfies a safety-margin with respect to design constraints. After an
initial design is selected, testing (e.g. physical experiment or high-fidelity simulation) is
performed to reduce epistemic uncertainty and ensure the design achieves the targeted
levels of safety. Testing is used to calibrate low-fidelity models and prescribe redesign
when tests are not passed. After calibration, reduced epistemic model uncertainty
can be leveraged through redesign to restore safety or improve design performance;
however, redesign may be associated with substantial costs or delays. In this work, the
possible effects of a future test and redesign are considered while the initial design is
optimized using only a low-fidelity model. The goal is to develop a general method for
the integrated optimization of the design, testing, and redesign process that allows for
the tradeoff between the risk of future redesign and the associated performance and
reliability benefits. This is accomplished by formulating the design, testing, and redesign
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process in terms of safety-margins and optimizing these margins based on expected
performance, expected probability of failure, and probability of redesign.
The first objective of this study is to determine how the degree of conservativeness
in the initial design relates to the expected design performance after a test and possible
redesign. The second objective is to develop a general method for modeling epistemic
model uncertainty and calibration when simulating a possible future test and redesign.
The third objective is to apply the method of simulating a future test and redesign to a
sounding rocket design example.
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CHAPTER 1
INTRODUCTION
1.1 Motivation
According to Box and Draper [1], ”Essentially, all models are wrong, but some
are useful.” At the initial design stage, engineers often rely on low-fidelity models that
have high uncertainty. Model uncertainty is reducible and is classified as epistemic
uncertainty; uncertainty due to variability is irreducible and classified as aleatory
uncertainty. In a deterministic safety-margin-based design approach, uncertainty
is implicitly compensated for by using fixed conservative values in place of aleatory
variables and ensuring the design satisfies a safety-margin with respect to design
constraints. After an initial design is selected, testing (e.g. physical experiment or
high-fidelity simulation) is performed to reduce epistemic uncertainty and ensure the
design achieves the targeted levels of safety. Testing is used to calibrate low-fidelity
models and prescribe redesign when tests are not passed. After calibration, reduced
epistemic model uncertainty can be leveraged through redesign to restore safety or
improve design performance; however, redesign may be associated with substantial
costs or delays. In this work, the possible effects of a future test and redesign are
considered while the initial design is optimized using only a low-fidelity model. The goal
is to develop a general method for the integrated optimization of the design, testing, and
redesign process that allows for the tradeoff between the risk of future redesign and the
associated performance and reliability benefits. This is accomplished by formulating the
design, testing, and redesign process in terms of safety-margins and optimizing these
margins based on expected performance, expected probability of failure, and probability
of redesign.
In this research, a safety-margin-based design approach is applied while considering
epistemic model uncertainty and aleatory parameter uncertainty. In order for the method
to be applicable under current safety-margin-based design regulations [2], the optimum
13
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Figure 1-1. An initial design is tested. If the test is not passed, a calibration and redesign
process is triggered.
design is found using a deterministic safety-margin-based approach. The safety factors
are optimized based on probabilistic criteria. Traditionally, safety factors have been
selected based on combination of regulations and previous experience, however,
simple probabilistic guidelines for selecting safety factors have been proposed [3].
Safety-margin-based design, testing, and redesign processes are entrenched in
the aircraft industry where these practices have evolved over more than 50 years,
often by trial and error [4]. More recently, studies have shown the parallels between
safety-margin-based design and reliability-based design optimization (RBDO) approaches
while developing methods to reduce the computational cost of RBDO [5–7]. However,
these studies have not considered epistemic model uncertainty. On the other hand,
when there is only epistemic model uncertainty a safety margin balances the need
for the final design to be feasible while at the same time not being so conservative
that design performance suffers [8]. Few studies have considered the effects of both
aleatory parameter uncertainty and epistemic model uncertainty. Mahadevan and
Rebba have shown that failing to account for epistemic model uncertainty may lead to an
overestimation of reliability and unsafe designs or underestimation of the reliability and
designs that are heavier than needed [9]. Studies that use surrogate models in RBDO
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also encounter a situation of mixed uncertainty. However, unlike this study where we are
interested in epistemic model uncertainty as a inherent part of the low-fidelity model,
these studies are usually motivated by a desire to reduce computational cost. Kim and
Choi have shown that when using response surfaces in RBDO the epistemic model
uncertainty results in uncertainty in the reliability index and additional sampling can be
used to avoid being overly conservative [10].
One of the important aspects of this research is the integration of the design and
testing process. In this research, the effects of a future test and possible redesign are
considered while optimizing the initial design. Since the test will be performed in the
future, the test result is an epistemic random variable. Predicting possible test results
requires a probabilistic formulation of the relationship between the low-fidelity model
prediction, the true value, and the test result. In the context of calibrating computer
models, Kennedy and O’Hagan proposed that the true process can be related to a
computer model by multiplying by an uncertain constant scale parameter and adding
an uncertain discrepancy function [11]. Similar formulations have subsequently been
applied in many other studies [12–17]. These formulations are similar in that they all
relate the true process to the low-fidelity model by adding an uncertain discrepancy
function. The formulations differ in the representation of the scale parameter. Methods
range from omitting the scale parameter [13, 14] to considering an uncertain scaling
function [16]. A simpler alternative method is to use only uncertain scaling parameters
to formulate the relationship between the true process, the low-fidelity model, and the
measurement. Zio and Apostolakis referred to this approach as the adjustment factor
approach where the uncertain adjustment factor may either be additive or multiplicative
[18]. However, this simple modeling method is only applicable when there is a constant
model scaling or bias.
In addition to the integration of design and testing, this study also seeks to integrate
a redesign process. Redesign refers to changing the design variables conditional on
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the test result. Calibration is performed conditional on the test result prior to redesign.
Since the future test result is modeled as an epistemic random variable the design
variable after redesign is also considered a random variable. It is important to note that
the design after redesign is random because it is uncertain at the initial design stage,
not because there is any inherent variability. Villanueva et al. developed a method for
simulating the effects of future tests and redesign when there is a constant but unknown
model bias in the calculation and measurement [19]. Matsumura et al. compared RBDO
considering future redesign to traditional RBDO [20]. Villanueva et al., 2014, showed
that a minimum mass integrated thermal protection system is achieved by starting with
a conservative (heavier) initial design and primarily using redesign to reduce mass if the
test reveals the design is overly conservative [21].
In general, engineering design is an iterative process that requires gathering
new knowledge and refining the initial design. Testing followed by possible redesign
is an essential part of the aircraft design industry [22]. The safety-margin-based
deterministic design process has a rich history that is well integrated into the design,
testing, calibration, and redesign process. Currently, there is a push to transition from
deterministic design methods to probabilistic approaches [4]. However, most proposed
probabilistic design methods neglect the iterative nature of design and fail to consider
epistemic model uncertainty. Unlike aleatory uncertainty, epistemic uncertainty is
reducible by gaining new knowledge. Accounting for the possible changes in epistemic
model uncertainty that occur during the design process is an important part of a
probabilistic design approach. Considering epistemic model uncertainty is particularly
important at the initial design stage when the the epistemic model uncertainty is very
high. When there is high epistemic model uncertainty, it is important to consider the
effects of future uncertainty reduction measures such as testing and redesign while
selecting the initial design.
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1.2 Objectives
The first objective of this study is to determine how the degree of conservativeness
in the initial design relates to the expected design performance after a test and possible
redesign. Failing a critical safety test (e.g. measured safety margin too low) typically
triggers a redesign process to restore safety. It is also worthwhile to implement a
redesign trigger associated with being too conservative (e.g. measured safety margin
is too high) in order to redesign when it is possible to significantly improve design
performance. A high probability of redesign for performance or redesign for safety
should be avoided due to the associated costs and program delays related to performing
redesign. To avoid redesign for safety, designers may add more conservativeness
to the initial design by using a higher safety margin which typically results in worse
initial design performance. Conversely, to avoid redesign for performance, a lower
safety margin can be used to achieve better initial design performance. This leads to a
dilemma in whether to start with a more conservative initial design and possibly redesign
for performance or to start with a less conservative initial design and risk redesigning to
restore safety.
The second objective is to develop a general method for modeling epistemic
model uncertainty and calibration when simulating a possible future test and redesign.
Previous work on simulating a future test and redesign has shown important benefits in
terms of selecting the initial design when using only a low-fidelity model [21]. However,
this method required the assumption of a constant but unknown error in the low-fidelity
model and test result. This is a strong assumption that may be difficult to satisfy in
the majority of engineering design problems. In order for the method to be applicable
to most engineering problems a more sophisticated method is needed for modeling,
updating, and propagating the epistemic model uncertainty. In particular, it is important
to consider epistemic model uncertainties that are correlated with respect to design
variables when predicting the reliability for a design that is considerably different from
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the design that was tested. In addition, correlations with respect to aleatory variables
become important when predicting the safety of a design at conditions that are different
from the test conditions.
The third objective is to apply the method of simulating a future test and possible
redesign to the design of a sounding rocket under mixed epistemic model uncertainty
and aleatory parameter uncertainty.
1.3 Outline
This dissertation is organized into six chapters. The motivation, objectives, and
outline are discussed in Chapter 1. Chapter 2 provides a literature review of uncertainty
classification, multi-fidelity modeling, and design under uncertainty. Chapter 3 discusses
the research to determine how the degree of conservativeness in the initial design
relates to the expected design performance after a test and possible redesign [23,
24]. In particular, this chapter analyzes the dilemma of whether to start with a more
conservative initial design and possibly redesign for performance or to start with a less
conservative initial design and risk redesigning to restore safety. Chapter 4 builds on
the work in the first chapter to develop a generalized method for simulating a future
test and possible redesign that accounts for spatial correlations in the epistemic model
error [25]. Chapter 5 discusses the application of the method of simulating a future test
and possible redesign to the design of a sounding rocket under mixed epistemic model
uncertainty and aleatory parameter uncertainty [26]. Chapter 6 summarizes conclusions
and provides perspectives for future work. The chapters are written so they can be read
separately, but there is a natural progression in the method and increasing complexity of
the examples from chapters 3 to 5.
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CHAPTER 2
BACKGROUND AND LITERATURE REVIEW
2.1 Uncertainty Classification
Uncertainty is often broadly classified into two categories. Aleatory uncertainty
is due to natural variability and is irreducible. Epistemic uncertainty is due to lack of
knowledge and is reducible. However, sometimes it can be challenging to classify
uncertainty as epistemic, aleatory, or a mixture of both. Faber argues that the classification
of uncertainty has a dependence on modeling scale as well as time [27]. The question
of how modeling scale affects uncertainty classification has also been raised by
O’Hagan and Oakley and leads to the question of whether there is any true randomness
or if all uncertainty might be considered epistemic [28]. O’Hagan and Oakley use the
term residual variability to describe the variation of a real process when repeated under
the same conditions. The fundamental question is whether this residual variability is
due to natural variability (aleatory uncertainty) or if by specifying additional conditions
the variability could be eliminated or reduced (epistemic uncertainty). In addition to
modeling scale, Faber also identified time dependence of knowledge as an important
factor affecting uncertainty classification. According to Faber, the uncertainty in a model
concerning the future transforms from a mixture of aleatory and epistemic uncertainty
to purely epistemic when the modeled event is observed. Kiureghian and Ditlevsen
describe this time dependence in the context of assessing the reliability of an existing
versus a future building [29]. Kiureghian and Ditlevsen argue that there is a degree of
subjectivity in the categorization of uncertainties, but it is nonetheless useful to do so in
engineering design. Interestingly, the questions regarding the fundamental differences
between aleatory and epistemic uncertainty may contribute to the proliferation of new
methods for modeling and propagating epistemic uncertainty.
There is considerable diversity in the methods for modeling different types of
uncertainty [30]. While probability theory is widely accepted as the appropriate choice
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for modeling aleatory uncertainty, several alternative methods have been proposed
for modeling epistemic uncertainty. These alternative methods are partially motivated
by perceived difficulties associated with trying to represent lack of knowledge using
classical probability theory in engineering design. Ferson and Ginzburg describe the
inadequacies of probability theory when trying to represent a constant but unknown
value that lies within a given interval [31]. Ferson and Ginzburg conclude that interval
theory or probability bounds analysis is better suited for modeling epistemic uncertainty.
Other alternative methods for representing epistemic uncertainty include Dempster-Shafer
structures and possibility theory [32, 33]. However, according to O’Hagan and Oakley,
”...to claim that the only information available about a parameter is that it lies in some
interval is to deny the possibility of eliciting expert information effectively” [28]. The
proper elicitation of expert opinion is an important topic when trying to represent expert
opinion using probability theory. Kadane and Wolfson offer an overview of general and
applications specific elicitation methods for constructing prior distributions based on
expert opinion [34]. Moreover, as pointed out by O’Hagan and Oakley, some alternative
methods that may work well for parameter uncertainty might not be easily applicable to
represent other sources of uncertainty such as model inadequacy.
In addition to classifying uncertainty as aleatory or epistemic, it is useful to identify
different uncertainty sources. One classification of uncertainty in computer codes,
provided by Kennedy and O’Hagan [11] and simplified by O’Hagan and Oakley
[28], is to classify uncertainty as parameter uncertainty, model inadequacy, residual
variability, and code uncertainty. Parameter uncertainty is uncertainty about model
inputs. Model inadequacy refers to the discrepancy between the model and the
true process. Residual variability is the variation of the real process under the same
conditions. Code uncertainty may refer to evaluating the code at previously untried
inputs. Model inadequacy is of particular interest in this study, however, Nilsen and
Aven have argued that focus on model uncertainty leads to muddling of risk analysis
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[35]. An alternative classification by Oberkampf et al. is simply to classify uncertainties
as aleatory uncertainty, epistemic uncertainty, and error [36, 37]. Error is defined as
”a recognizable inaccuracy in any phase or activity of modeling and simulation that
is not due to lack of knowledge” and may further be subdivided into acknowledged
or unacknowledged errors. Identifying different sources and types of uncertainty is
important because different methods of modeling and propagating uncertainty may be
better suited for different types of uncertainty.
2.2 Multi-fidelity Modeling
2.2.1 Sensitivity-Based Scaling Methods
Model approximations can be divided into two classes [38]. There are local
derivative-based approximations (e.g. Taylor-series expansions) and global approximations.
Consider a low-fidelity model of a single variable gL(x) that is a global approximation of
a high-fidelity model gH(x). One method of relating the high-fidelity model gH(x) to the
low-fidelity model gL(x) is to consider a scaling factor () at a design point x0
(x0) =
gH(x0)
gL(x0)
(2–1)
An approximation of the high-fidelity model g^H(x) can be obtained using a constant
scaling as
g^H(x) = (x0)gL(x) (2–2)
where a hat accent is used to denote a prediction g^H() that may be different than
the true high fidelity model gH(). Obviously, the accuracy of the approximation will
deteriorate at points that are far away from x0. An improved approximation is to use a
linearly varying scaling function
^(x) = (x0) + (x   x0)0(x0) (2–3)
where prime denotes the derivative with respect to x . Note that the linear approximation
of the scaling function ^() may be considerably different from the true scaling (). The
21
linear scaling factor can be formulated as
^(x) = (x0)

1 + (x   x0)

g0H(x0)
gH(x0)
  g
0
L(x0)
gL(x0)

(2–4)
Haftka refers to this method as the global-local approximation (GLA) method because
it combines the global approximation gL(x) with the local information contained in the
scaling factor ^(x0) [38]. The method is easily applicable to any number of variables
by using a first-order Taylor series expansion. Chang et al. compared the GLA method
to a constant scaling method when modeling a wing-box structure [39]. In addition to
multiplicative scaling, it is also possible to use an additive scaling
(x) = gH(x0)  gL(x0) (2–5)
and to consider a second-order approximation [40]. Gano et al. proposed an adaptive
hybrid scaling where the approximation is based on a weighted average of a multiplicative
and additive scaling model [40]. Gano et al. applied this type of sensitivity-based
scaling to develop a variable fidelity reliability-based design optimization (VF-RBDO)
method [41]. One of the drawbacks to sensitivity-based scaling methods is that noise
in the high-fidelity model can result in inaccurate derivative calculations and poor
approximations [42].
Similar additive and multiplicative scaling methods have also been proposed for
representing model uncertainty. Zio and Apostolakis describe an adjustment factor
approach
G^H(x) = gL(x)E^ (2–6)
where G^H() is a random variable representing the possible high fidelity model and E^
is a random variable representing possible model bias [18]. Zio and Apostolakis also
discuss using an adjustment factor that is additive instead of multiplicative. This method
of representing the model error has been applied in several studies [19–21, 23, 43, 44].
Let the superscript (i) denote a realization of the model G^H() = g^(i)H () corresponding
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to the error realization E^ = e^(i). The main assumption of the method is that there exists
an error realization, 9e^(i) 2 E^ , such that the scaled model corresponds to the true
model, g^(i)H (x) = gH(x). Obviously, this is only true if the relationship between the high
and low-fidelity models can be represented by some constant scaling. Therefore, the
adjustment factor method of representing model uncertainty from Zio and Apostolakis
corresponds to a constant approximation of the model scaling. Due to the assumption
of constant model bias, only a single evaluation of the high-fidelity model is needed
to remove all the model uncertainty. An improved method is to consider an uncertain
scaling function (multiplicative or additive) that depends on the location x .
2.2.2 Gaussian Process (GP) Model Based Methods
Keane proposed a multi-fidelity optimization formulation based on creating a
Kriging surrogate for the difference between a high and a low-fidelity model [45]. This
method was shown to work better than simply building a surrogate for the high fidelity
model alone when applied to the optimization of a wing design. Gano et al. also used a
Kriging-based scaling function and applied the method to the design optimization of a
supercritical high-lift airfoil [40]. Gano et al. noted that the scaling can be either additive
or multiplicative. An approximation of a high-fidelity model using a multiplicative scaling
is
g^H(x) = ^(x)gL(x) (2–7)
where ^(x)  GP (m(x), k(x, x0)) is a Gaussian process (GP) model with mean function
m(x) and covariance function k(x, x0). Note that the GP model is constructed for
the scaling function (x) and not the high-fidelity model gH(x). Using the Kriging
approximation for the scaling, rather than the high-fidelity model, may provide a better
approximation when the low-fidelity model includes physics of the modeled process
[40, 45]. However, when it is not very cheap to evaluate the low-fidelity model it may
be better to build the approximation using only limited evaluations of the low and
high-fidelity models. In this case, co-kriging can be used as demonstrated by Forrester
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et al. on a multi-fidelity wing optimization problem [12]. Co-kriging allows for the direct
approximation of gH(x) while accounting for the higher uncertainty in the observations
from gL(x). Scaling methods may have advantages over multi-fidelity surrogates such as
co-kriging because they incorporate more of the physics from the low-fidelity model, but
they may be more expensive when the computational cost of the low-fidelity model is not
insignificant. A compromise between the two methods is to first build a surrogate for the
low-fidelity model and then build another surrogate for the scaling on top of this model.
Qian et al. demonstrated this approach on an electronics cooling application involving
cellular materials [15].
A variation of the multiplicative or additive Kriging method is to consider separate
terms for “scale” and “location” change. For example, the relationship between the high
and low-fidelity models can be formulated as
gH(x) = (x)gL(x) + (x) (2–8)
where () is a function for scale change and () is a function for location change. This
formulation is somewhat similar to the proposed hybrid sensitivity-based scaling method
of Gano et al. [40] in that it includes both additive and multiplicative terms. Gano et al.
found either additive scaling or multiplicative scaling may work better depending on the
problem, but by including both types of scaling in a single model it alleviated the need to
make this decision a priori. Including both scale and location functions in the GP model
may have a similar effect. Kennedy and O’Hagan considered a constant (but uncertain)
scaling term  and a GP model of the location function () in a Bayesian framework
for the calibration of computer codes [11]. Kennedy and O’Hagan also used a constant
scaling and GP location function in the formulation for predicting a top level code when
one or more lower level codes are available [46]. Bayarri et al. omitted the scale function
from the proposed Bayesian framework for the validation of computer models [47]. In
other studies the scale function has been based on linear regression [15, 17]. Qian and
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Wu used GP models for both the scale function and the location function [16]. In some
sense, including both a scale function () and a location function a location function ()
is similar to adding additional terms in a regression model and may allow for a better fit
of the true relationship. However, even with a constant scale term there may be issues
with indentifiability because many different model parameters could result in the same
observations [48].
Using a GP model to relate a high and low-fidelity model not only allows for the
modeling of complex relationships between models, but also provides an estimate of the
model uncertainty. The uncertainty in the GP model agrees with our intuition in that the
variance of the model uncertainty reaches a minimum at observations and increases to
a maximum value 2 as the distance from the observations increases. The GP model
framework can also be extended to include some noise in the high-fidelity model (e.g.
measurement error)
gT (xi) = gH(xi) + i = (xi)gL(xi) + (xi) + i (2–9)
where the subscript i is used because the measurement error i at any location xi
is independent identically distributed (i.i.d) Gaussian noise. Huang et al. used the
uncertainty estimate from the GP model to develop a sequential sampling algorithm
for multi-fidelity optimization based on an augmented expected improvement function
that accounted for the difference in computational cost between model evaluation [14].
Xiong, Chen, and Tsoi used the uncertainty estimate from the GP model to develop an
objective oriented sequential sampling algorithm for multi-fidelity optimization [17]. Chen
et al. developed a design confidence metric based on the probability that an alternative
design is better than the current optimum design [13].
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2.3 Design Under Uncertainty
2.3.1 Deterministic Safety-Factor Based Design
A basic formulation of a deterministic safety-factor based design optimization
problem with a single constraint is
min
x
f (x)
s.t. g(x,udet) > 0
(2–10)
where x 2 Rd is a vector of deterministic design variables, udet 2 Rp is a vector of
conservative deterministic values used in place of aleatory random variables, f () is a
known objective function, and g(, ) is a known constraint function. A safety factor may
be incorporated into the specification of the conservative deterministic values udet . For
example, Federal Aviation Regulations (FAR) for aircraft design require a safety factor of
1.5 applied to the prescribed limit loads (the maximum loads to be expected in service)
[2, 49]. For a random load P we can define a conservative deterministic value
pdet = n max(P) (2–11)
where n = 1.5 is a safety factor. Similarly, Federal Aviation Regulations 25.613 require
allowable failure stresses for critical members that are below 99% (or 90% for redundant
members) of the test failure stress with 95% confidence [50]. Neglecting the uncertainty
in the distribution of S due to the limited testing sample size (i.e. 100% confidence), we
can specify a conservative deterministic value
sdet = F
 1
S (1  ) (2–12)
where F 1S () is the inverse cumulative distribution function (inverse cdf) of S and
 = 0.99 is the probability that the actual failure stress is less than the conservative
value.
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Engineers often compensate for uncertainty by using conservativeness such as
conservative material properties, conservative limit loads, safety margins, and safety
factors. Variation in material properties is addressed by Federal Aviation Regulations
25.613 which requires allowable failure stresses for critical members that are below
99% (or 90% for redundant members) of the test failure stress with 95% confidence
[50]. Federal Aviation Regulations (FAR) for aircraft design require a safety factor of
1.5 applied to the prescribed limit loads (the maximum loads to be expected in service)
[49][2]. The use of a factor of safety of 1.5 is widely accepted in the aircraft industry
and the value can be traced back to the 1920’s and 1930’s when it was considered
representative of the ratios of design to operating maneuver load factors [51]. A factor
of safety of 1.4 is often used in spacecraft design [52]. The ultimate factor of safety is
intended to cover [52]:
1. “Inadvertent in-service loads greater than the design limit load.”
2. “Structural deflections above limit load that could compromise vehicle structural
integrity.”
3. “As-built part thickness within tolerance, but less than that assumed in the stress
analysis.”
According to Zipay, Modlin, and Larsen, the ultimate factor of safety is not intended to
cover [52]:
1. “...errors in the structural analysis or structural math modeling”
2. “...poor design practice”
3. “...statistical material property variations”
4. “...process escapes”
Furthermore, Zipay et al. state “it is clear that no portion of the factor of safety can be
used to correct for the necessary idealizations and potential errors that can occur in
using these tools [sophisticated computation modeling] to analyze a complex structure.”
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Designers and engineers may add additional conservativeness, outside of that
specified by regulations, to account for additional uncertainties. Ullman describes the
following classical rule-of-thumb method for estimating the factor of safety
FS = FSmaterial  FSstress  FSgeometry  FSfailure analysis  FSreliability (2–13)
where there are contributions from uncertainty in material properties, uncertainty in load,
uncertainty in manufacturing tolerances, uncertainty in failure theory, and a factor related
to the desired level of reliability [3, 53]. Ullman also proposes some simple steps for
estimating a factor of safety based on coefficients of variation.
The selection of a safety factor has important implications in terms of structural
weight. It has been estimated that reducing the factor of safety from 1.5 to 1.4 may
reduce aircraft structural weight by 4% and that reducing the factor of safety from 1.5
to 1.25 may reduce weight 10.5% [52]. This is a significant reduction considering, for
example, that weight scrub activities for Apollo were budgeted approximately $10,000
per pound and for Shuttle $50,000 per pound [52]. In order to achieve high levels of
reliability without sacrificing performance, safety-factor based deterministic design is
coupled with a variety of uncertainty reduction measures. One of the most important
ways of reducing uncertainty in aircraft design is through building-block testing where
tests of increasing complexity are performed starting with coupon tests on materials
to determine properties and culminating in component and full-scale validation testing
[22]. Safety factor based design, testing, and redesign processes are entrenched in
the aircraft industry where these practices have evolved over more than 50 years, often
by trial and error [4]. More modern probabilistic design approaches offer the promise
of reducing cost and improving performance, however, it is likely the transition will be
difficult due to the rich history of deterministic based design approaches.
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2.3.2 Reliability-Based Design Optimization (RBDO)
A basic formulation of a reliability-based design optimization (RBDO) problem with a
single constraint is
min
x
f (x)
s.t. PU [g(x,U) < 0]  pf
(2–14)
where x 2 Rd is a vector of deterministic design variables, U 2 Rp is a vector of aleatory
random variables, f () is a known objective function, g(, ) is a known constraint
function, pf is the target probability of failure, and PU [] is a probability operator with
respect to aleatory uncertainty U. The reliability constraint from 2–14 can be written as
FG(0)  ( ) (2–15)
where FG() is the cumulative distribution function (cdf) for g(x,U), () is the cdf for the
standard normal distribution, and  =   1 (pf ) is the target reliability index [54]. The
cdf FG() is defined as
FG(z) = PU [g(x,U) < z ] =
Z
g(x,u)<z
...
Z
fU(u)du1 ... dun (2–16)
Tu, Choi, and Park describe two alternative formulations of 2–15 through the use of
inverse transformations
  1 (FG(0))   (2–17a)
F 1G
 
( )  0 (2–17b)
where 2–17a is referred to as the reliability index approach (RIA) and 2–17b is referred
to as the performance measure approach (PMA) [54]. In the reliability index approach
reliability analysis is required and in the performance measure approach inverse
reliability analysis is required.
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2.3.2.1 Reliability index approach (RIA)
Using the reliability index approach, the RBDO formulation is
min
x
f (x)
s.t. ( (x))  pf
(2–18)
where () is the cumulative distribution function (cdf) for the standard normal
distribution and () is the reliability index. The reliability index can be calculated
through first-order reliability method (FORM) by solving an optimization problem for the
most probable point (MPP)
min
u
 
uTu
1=2
s.t. g(x, u) = 0
(2–19)
where u is the vector U transformed to standard normal space. The solution to 2–19 is
the MPP uMPP and the reliability index is defined as
(x) =
 
uTMPPuMPP
1=2 (2–20)
The reliability index approach with FORM is considered a double loop RBDO strategy
because the design variables are manipulated in the outer loop and the reliability
analysis is performed in the inner loop. This formulation is a nested optimization problem
because the FORM optimization problem is solved for every constraint evaluation.
2.3.2.2 Performance measure approach (PMA)
In the performance measure approach, the RBDO formulation is [7, 54]
min
x
f (x)
s.t. g(x,uinvMPP)  0
(2–21)
The inverse MPP uinvMPP is found through inverse FORM [54] by solving an optimization
problem
min
u
g(x, u)
s.t.
 
uTu
1=2
=   1 (pf )
(2–22)
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The solution to 2–22 is the inverse MPP uinvMPP . Note that the inverse MPP u
inv
MPP is equal
to the MPP uMPP only if the target reliability index  is equal to the reliability index of the
design (x). This formulation is also referred to as the percentile formulation [7] because
g(x,uinvMPP) is the percentile of g(x,U) such that
PU

g(x,U) < g(x,uinvMPP)

= pf (2–23)
The performance measure approach with inverse FORM is also considered a double
loop RBDO strategy because the design variables are manipulated in the outer loop
and the reliability analysis is performed in the inner loop. This formulation is a nested
optimization problem because the inverse FORM optimization problem is solved for
every constraint evaluation.
2.3.2.3 Sequential optimization and reliability assessment (SORA)
The RIA and PMA formulations of RBDO are considered double-loop methods
because the reliability analysis is nested within the design optimization. Other
single-loop or decoupled RBDO formulations have been proposed in order to reduce the
computational cost of RBDO. These formulations are of interest in the present research
because they facilitate the comparison between RBDO methods and deterministic
safety-factor based design. A comparison between traditional deterministic safety-factor
based design and RBDO can be made by considering that the safety-factor and
conservative values used in place of random variables are effectively converting
a probabilistic constraint (e.g. probability of failure) to a conservative deterministic
constraint. Wu and Wang proposed a method of converting reliability constraints
to approximate deterministic constraints by replacing random variables with the
MPP-based deterministic values [5]. This led to a safety-factor based approach for
reliability based design [6]. Later, Du and Chen proposed the method of sequential
optimization and reliability assessment (SORA) which also relies on converting a
probabilistic constraint to an equivalent deterministic constraint [7].
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2.3.3 RBDO with Epistemic Model Uncertainty
The majority of RBDO methods only consider aleatory parameter uncertainty.
Epistemic model uncertainty is of particular interest in the present research. Specialized
methods are required for handling epistemic model uncertainty not only because it is
a different type of uncertainty (epistemic vs. aleatory) but also because it arises from
a different source (model uncertainty vs. input parameter uncertainty). One of the few
studies that sought to include model error in RBDO was by Mahadevan and Rebba [9].
This study simply modeled the epistemic model error as a random variable (see Section
2.2 for methods of modeling epistemic model error), however, the findings did show
important consequences of epistemic model error. In one example, not considering
epistemic model error resulted in a design that was heavier than required because
the model overestimated the probability of failure. In another example, not considering
epistemic model error resulted in a design that was lighter but did not meet the reliability
constraint because the model underestimated the probability of failure. There are
two areas for improvement in the method described by Mahadevan and Rebba. First,
it may be important to model the epistemic model error as varying with the location
in the design space as discussed in Section 2.2. Second, it is important to make a
distinction between epistemic and aleatory variables in the reliability assessment. If
there is epistemic model error then the true probability of failure is unknown and instead
we should calculate a distribution of possible probabilities of failure. The distribution of
probabilities of failure represents the uncertainty in the probability of failure of the true
system.
In order to reduce the computational cost of repeated model evaluations during
uncertainty propagation, surrogate models have been proposed as cheap approximations.
Studies that use surrogate models in RBDO also encounter a situation of mixed
uncertainty. The interesting aspect of these methods in the present research is how
these methods handle the epistemic model error that is introduced by the surrogate
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approximations. In Section 2.4, the idea that epistemic model error results in a
distribution of possible optimums is introduced. There is also a distribution of possi-
ble RBDO optimums when performing RBDO with epistemic model error. In other words,
since the true probability of failure is unknown it is possible that many different designs
would satisfy the reliability constraint. However, most surrogate based approaches to
RBDO do not consider this uncertainty in the optimum design and instead focus on
bounding and reducing the uncertainty in probability of failure.
One EGO inspired algorithm (see EGO in Section 2.4) for RBDO is Efficient Global
Reliability Analysis (EGRA) [55]. The EGRA method defines an infill sampling criteria
called expected feasibility based on integrating over a region in the immediate vicinity
of the constraint boundary. The EGRA method samples the location of the maximum
expected feasibility, updates the surrogate model, and repeats this process until the
maximum expected feasibility is small. Only after the surrogate model is sufficiently
refined is the surrogate used to calculate the probability of failure. Thus, EGRA avoids
considering epistemic model error in the reliability assessment by performing many
evaluations near the constraint boundary to reduce the epistemic model error to a
negligible level. Another method based on surrogate models is the response surface
method proposed by Kim and Choi [10]. In this method the prediction interval for the
response surface (i.e. epistemic model error) is used to find upper and lower bounds on
the reliability index. The prediction interval for the response surface provides an interval
of a possible future observation for a given confidence level specified by the engineer.
A conservative optimum design is found based on the lower bound of the reliability
index. However, to avoid being overly conservative additional sampling is triggered if the
upper bound on the reliability index is too high. Another surrogate based approach to
RBDO was proposed by Dubourg [56]. In this method probability of failure bounds are
estimated by calculating the probability of failure with respect to a conservative and an
unconservative Kriging prediction.
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2.3.4 Uncertainty Reduction Measures
Uncertainty reduction measures, such as testing and quality control, can be used to
reduce the uncertainty in the performance and reliability of a final design. However, this
uncertainty reduction is often not quantified. Acar et al. found that that certification tests
in aircraft design reduce modeling error and result in a much lower calculated probability
of failure than using safety factors alone [57]. Acar, Haftka, and Johnson showed that
quality control to truncate the tail on the distribution of material properties can be very
effective when the a low probability of failure is required [58].
2.4 Global Optimization
According to Box and Draper [1], ”Essentially, all models are wrong, but some are
useful.” In general, all models are approximations of the true process and therefore
contain some epistemic model uncertainty. In engineering design, many methods
consider only uncertainty in model inputs (i.e. parameter uncertainty) and not model
uncertainty. In contrast, many global optimization algorithms focus exclusively on
epistemic model uncertainty. Some popular global optimization algorithms reduce
computational cost by introducing cheap surrogate approximations, however, the
surrogate models also introduce significant epistemic model uncertainty. Surrogate
based global optimization methods are of interest in the present discussion because
the methods acknowledge the effects of high epistemic model error on optimization
and explore methods for dealing with this uncertainty. The introduction of epistemic
model uncertainty means these algorithms must balance the need to explore regions
of high uncertainty and exploit regions where the surrogate predicts high performance.
Since all models have some degree of epistemic uncertainty, these methods can be
interpreted as representative of a typical design problem where we wish to optimize the
true process but instead settle for optimizing a computer model.
In surrogate based global optimization, a typical approach is to fit a surrogate based
on an initial design of experiment (DoE) and then sequentially add new points each
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iteration to reduce the epistemic model error in regions of interest. These new sample
points are called the infill samples and many infill sampling criteria have been proposed.
Watson and Barnes proposed three different infill sampling criteria they described
as locating threshold-bounded extremes, locating regional extremes, and minimizing
surprises [59]. An important aspect of this work by Watson and Barnes was translating
engineering objectives in to appropriate sampling criteria. Therefore, the selection of
the “best” infill sampling criteria depends on the engineering objective. A very popular
method of global optimization known as Efficient Global Optimization (EGO) was
proposed by Jones et al. [60]. In EGO the infill sampling criteria is the maximization of
the expected improvement. The expected improvement is defined by weighting all the
possible improvements by the associated probability density. The EGO method was
developed for unconstrained optimization, but Schonlau describes a simple method of
adapting the method to constrained optimization problems [61]. Schonlau proposes
multiplying the expected improvement by the probability that each constraint is met
(i.e. probability of feasibility). An alternative method of handling constraints with EGO
is to add a penalty to to the infill sampling criteria in the infeasible region [62]. A third
alternative is to solve the infill sampling criteria problem as a constrained optimization
problem [63]. Parr et al. compares the performance of different infill sampling criteria
with constraint handling on analytical examples and as applied to a wing design problem
[64].
The Informational Approach to Global Optimization (IAGO) offers a different
perspective on infill sampling [65]. Most infill sampling criteria look for likely locations
of the optimum x and then sample at this location. In contrast, the IAGO method
seeks to choose a new sample based on gaining the most information about the likely
location of x. The method relies on estimating the probability density of the the possible
optimums X . Note that the epistemic model error in the objective function results in a
distribution of possible global optimums. In particular, IAGO estimates the distribution
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of possible optimum designs conditional on sampling at a new location xc . First it is
necessary to simulate a possible realization of the true function at this location and
then conditional simulations are performed to estimate the distribution of possible
optimums conditional on that realization. The process is repeated for many different
possible realizations of the function at location xc . Although IAGO has only been applied
to unconstrained global optimization, we might reason that there is also a distribution
of possible optimums for constrained optimization problems under epistemic model
error. The concept of a distribution of possible optimums may also be important when
performing reliability-based design optimization (RBDO) with epistemic model error.
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CHAPTER 3
DECIDING DEGREE OF CONSERVATIVENESS IN INITIAL DESIGN CONSIDERING A
FUTURE TEST AND POSSIBLE REDESIGN
x Design variable vector
U Aleatory random variable vector
n Safety margin
e Epistemic model error
f (, ) Objective function
g(, ) Limit-state function
q Redesign indicator function
pre Probability of redesign
pf Probability of failure
E[] Expected value operator
P[] Probability operator
Var()Variance operator
Subscripts
L Low-fidelity model
H High-fidelity model
T True model
det Deterministic value
ini Initial design
re Design after redesign
nal Final design after possible redesign
lb Lower bound
ub Upper bound
f Failure
U Aleatory uncertainty
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E Epistemic uncertainty
Superscripts
(i) Epistemic realization
? Target value in optimization
Accents
 Mean value
3.1 Introduction
Engineering design is an iterative process. Early in the design process engineers
often utilize low-fidelity models which may be associated with high uncertainty.
Model uncertainty is classified as epistemic uncertainty when it arises due to lack of
knowledge, it is reducible by gaining more information, and it has only a single true (but
unknown) value [31, 66, 67]. In addition, almost all engineering designs are subject
to aleatory uncertainty (e.g. loading, material properties, etc.). The input parameter
uncertainty is classified as aleatory if it is due to natural or inherent variability, it is
irreducible, and it is a distributed quantity. In the future when prototypes are tested
or high-fidelity simulations are performed, new knowledge will become available that
reduces epistemic uncertainty and may result in a decision to change the initial design.
Changing the initial design, referred to as redesign or engineering change (EC), is an
important issue for industry and engineering management [68, 69]. Redesign is often
viewed negatively because it is associated with costs and delays, however, it is also an
opportunity for design improvement [68].
Research related to redesign, or engineering change, has mostly been performed
at the system level requiring a high-level of abstraction. These methods include the
Change Prediction Method (CPM) [70], the RedesignIT computer program [71], a
pattern-based redesign methodology [72], a combination of a function-behavior-structure
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(FBS) linkage model with the CPM method [73], and a Monte Carlo simulation (MCS)
based method of estimating redesign risk [74].
At a lower level of abstraction, redesign is typically triggered when an initial design
is later revealed to not meet specifications or constraints due to model uncertainty.
Roser and Kazmer proposed the flexible design method which allows a designer to
minimize total expected costs while considering possible future design changes [75, 76].
Roser et al. demonstrated an economic method for deciding between design changes
with different levels of uncertainty and different associated costs [77]. Villanueva et al.
simulated the effects of future tests and redesign on an integrated thermal protection
system (ITPS) considering the effect of redesign on the uncertainty in the probability of
failure [19]. Matsumura et al. compared reliability-based design optimization (RBDO)
considering future redesign to traditional RBDO [20]. Villanueva et al. demonstrated the
tradeoff between expected design performance and probability of redesign for the ITPS
example [21]. Price et al. compared designer versus company perspectives on starting
with a higher safety margin and possibly redesigning to improve performance to starting
with a lower safety margin and possibly redesigning to improve safety [23]. This study
develops a generalized formulation of the previously application specific formulations
[19, 21, 23] and explores how the degree of conservativeness in the initial design relates
to the expected design performance after possible redesign. In related work, Price et
al. introduced a Kriging surrogate to represent epistemic model uncertainty in order to
consider spatial variations in model uncertainty in the context of simulating the effects of
future tests and redesign [25].
Redesign is often caused by epistemic model uncertainty. If engineers had access
to models that were capable of perfectly predicting design performance then the initial
design would definitely satisfy design constraints and redesign could largely be avoided.
Assuming a known true model, reliability-based design optimization (RBDO) has mostly
focused on ensuring a prescribed level of reliability given known aleatory parameter
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uncertainty [7, 54, 78]. Therefore, most RBDO formulations are implicitly conditional
on the model of the system exactly matching the true physics of the system. Some
studies have sought to specifically address the incorporation of model uncertainty into
reliability-based design [9, 41, 79]. However, to compensate for all the lack of knowledge
(i.e. epistemic model uncertainty) that is present at the initial design stage then the initial
design may need to be very conservative. In reality, engineering design is an iterative
process where over time designs are tested, experiments are performed, models are
improved, and new knowledge is gained that reduces epistemic uncertainty. If there will
be a future opportunity to reduce epistemic uncertainty and possibly change the initial
design (i.e. redesign), then this may affect the selection of the initial design.
Typically, an initial design will have some safety margin relative to design constraints
in order to improve safety, but also to provide some insurance against future redesign
[80]. When selecting a safety margin for the initial design, designers face a dilemma in
whether to start with a larger initial safety margin (i.e. more conservative initial design)
and possibly performing redesign to improve performance versus starting with a smaller
safety margin (i.e. less conservative initial design) and possibly performing redesign to
restore safety. This decision to be more or less conservative in the design process is
similar to the question of optimistic versus pessimistic design practices as explored by
Thornton [81]. This paper proposes a general method for optimizing the safety margins
governing a two-stage deterministic design process in order to control the epistemic
uncertainty in the final design, design performance, and probability of failure. The
method considers the probability of future redesign while selecting the initial design.
This allows for the tradeoff between expected final design performance and redesign
risk while still ensuring reliability. The method is demonstrated on a simple bar problem
and then on an engine design problem.
The methods are described in Section 3.2. In Section 3.3, the method is applied to
the design of a minimum weight uniaxial tension bar and then to the engine design of a
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supersonic business jet. The discussions and conclusions are presented in Section 3.4.
Limitations of the proposed method and perspectives for future work are presented in
Section 3.5.
3.2 Methods
The deterministic design process consists of selecting an initial design, testing
the initial design, and possibly performing calibration and redesign. The process
is controlled by an initial safety margin nini , lower and upper bounds on acceptable
safety margins nlb and nub, and a redesign safety margin nre . These safety margins
n = fnini , nlb, nub, nreg are optimized as described in Section 3.2.1. The optimizer calls a
function to perform a crude Monte Carlo simulation (MCS) of epistemic error realizations
as described in Section 3.2.2. The complete design, test, and possible calibration and
redesign process is carried out for each realization of epistemic error as described in
Section 3.2.3. Probability of redesign, expected probability of failure, and expected
design cost are calculated from the MCS as described in Section 3.2.4.
3.2.1 Optimization of Safety Margins
The safety margins n are optimized to minimize the expected value of the design
cost function subject to constraints on expected probability of failure and probability of
redesign. The formulation of the optimization problem is
min EE [EU [f (Xnal ,U)]]
w.r.t n = fnini , nlb, nub, nreg
s.t. EE [Pf ,nal ]  p?f
pre  p?re
nlb  nub
nmin  n  nmax
(3–1)
where EE [] is the expectation with respect to epistemic uncertainty, EU [] is the
expectation with respect to aleatory uncertainty, f (, ) is an objective function, Xnal
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is the vector of final design variables, U is a vector of aleatory random variables,
Pf ,nal is the final probability of failure, and pre is the probability of redesign. The final
design and final probability of failure are epistemic random variables. In the objective
function, the mean is first calculated with respect to aleatory uncertainty for each
design realization and then the expectation is calculated over the means with respect
to epistemic uncertainty. The optimization is based on a MCS as seen in Figure 3-1.
Solving the optimization problem for different values of p?re results in a tradeoff between
expected cost and probability of redesign. Covariance Matrix Adaptation Evolution
Strategy (CMA-ES) with a penalization strategy to handle the constraints is used to
solve the optimization problem[82].
.Optimization of safety margins
(Section 3.2.1, equation 3–1)
Simulation of deterministic
design / redesign process
A. Initial design optimization
For i = 1, ... ,m realizations of epistemic
model uncertainty:
B. Simulated high-fidelity evaluation
(i.e. simulated test)
C. Possible calibration
D. Possible redesign optimization
E. Probability of failure calculation
n Xnal , Pf ,nal , pre
Figure 3-1. The safety margins are optimized based on a MCS of the deterministic
design / redesign process
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3.2.2 Monte-Carlo Simulation of Epistemic Model Error
The epistemic model uncertainty and aleatory parameter uncertainty are treated
separately. To represent epistemic model uncertainty we introduce the epistemic
random variables EL and EH to represent the error in the low and high-fidelity models
respectively. To simplify the propagation of mixed epistemic model uncertainty and
aleatory parameter uncertainty, it is assumed that there is a fixed but unknown bias
between the low-fidelity model, the high-fidelity model, and the true model. The
assumed relationship between the different fidelity models is
gT (x,u) = gH(x,u) + eH = gL(x,u) + eL (3–2)
where x 2 Rd is a vector of design variables, U is a vector of aleatory random variables
with a realization u 2 Rp, gT (, ) is the true model, gH(, ) is the high-fidelity model,
gL(, ) is the low-fidelty model, eH 2 R is the true error in the high-fidelity model, and
eL 2 R is the true error in the low-fidelity model. It is assumed that the possible errors
are known based on expert opinion or previous experience. The possible model errors
EL and EH are modeled as two independent uniformly distributed epistemic random
variables with Var(EH) < Var(EL).
The true model is predicted based on the distribution of error EL as
GT (x,u) = gL(x,u) + EL (3–3)
Similarly, the high-fidelity model is predicted as
GH(x,u) = gL(x,u) + EL   EH (3–4)
Let g(i)T (, ) denote a realization of GT (, ) and 
E denote the epistemic sampling
space. It is assumed that there exists an epistemic realization, 9e(i)L 2 
E , such that
the realization corresponds to the true process, g(i)T (, ) = gT (, ). This follows from the
assumption that the true relationship can be written as shown in equation 3–2 and the
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assumption that the epistemic random variable EL includes the true model error. The
mean of the possible errors is defined as eL and eH . The mean prediction with respect
to epistemic uncertainty of the high-fidelity model and true model are defined as gH(, )
and gT (, ) respectively.
A crude Monte Carlo simulation of i = 1, ... ,m error realizations is performed. In
Section 3.2.3, design / redesign process is described conditional on one pair of error
samples. The deterministic design / redesign process is repeated for many different
error realizations. Based on the MCS, the risk of redesign is estimated. Furthermore,
the MCS explores how failing a future test is related to the final design performance and
safety.
3.2.3 Deterministic Design / Redesign Process
A flowchart of the design / redesign process is shown in Figure 3-2. The design
process consists of selecting an initial design, a simulated evaluation of the initial design
with a high-fidelity model, possible redesign, and a reliability assessment. In sections
3.2.3.1 to 3.2.3.3 the process is described conditional on the error realizations EL = e
(i)
L
and EH = e
(i)
H
3.2.3.1 Initial design
The selection of the initial design is based on a deterministic safety-margin-based
optimization problem
min f (x,udet)
w.r.t. x
s.t. gT (x,udet)  nini  0
xmin  x  xmax
(3–5)
where udet is a vector of deterministic values that are substituted for aleatory random
variables. Note that if the low-fidelity model is believed to be unbiased, eL = 0, then the
mean prediction of the true model is simply the low-fidelity model gL(, ). The failure
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.Stage 1:Design
Optimization
nini
Simulated
test
Redesign?
nlb
nub
Calibration
Stage 2:
Design
Optimization
nreFinal Design
Reliability
Analysis
no
yes
MCS Loop
Figure 3-2. Flowchart showing steps in two-stage deterministic design / redesign
process. Safety margins n = fnini , nlb, nub, nreg are shown as inputs at
relevant steps.
domain is defined with respect to the true (but unknown) model gT (, ) as

f (x) = fu 2 
U jgT (x,u) < 0g (3–6)
where 
U is the aleatory sampling space. Let xini denote the optimum design found from
Equation 3–5 using initial safety margin nini . It is assumed that the conservative values
udet are based on regulations (e.g. FAR x25.613 [50], FARx25.303 [2]) and/or previous
experience.
3.2.3.2 Testing initial design and redesign decision
In the future, the initial design xini will be evaluated with the high-fidelity model
to measure the safety margin. In the Monte-Carlo simulation, the test is based on
a simulated high-fidelity evaluation g(i)H (xini ,udet). If nlb  g(i)H (xini ,udet)  nub then
the initial design will pass the test and be accepted as the final design. However, if
g
(i)
H (xini ,udet) < nlb then the design is unsafe and redesign will be performed to improve
safety. If g(i)H (xini ,udet) > nub then redesign is performed to improve performance
because the initial design is too conservative. An indicator function for the redesign
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decision is denoted q(i) which is one for redesign and zero otherwise. Redesign initiated
due to a low safety margin (g(i)H (xini ,udet) < nlb) is referred to as redesign for safety
and redesign initiated due to a high safety margin (g(i)H (xini ,udet) > nub) is referred to as
redesign for performance.
3.2.3.3 Model calibration
Before redesign, the mean prediction of the true model gT (, ) is calibrated based
on the test result. The model is calibrated deterministically based on the difference
between the prediction and the high-fidelity evaluation of the initial design. The
calibrated model is
g
(i)
calib(x,u) = gT (x,u) + e
(i)
calib (3–7)
where e(i)calib = g
(i)
H (xini ,udet)   gT (xini ,udet). The calibrated model Gcalib(, ) accounts
for changes in the model that might occur during the future calibration. The calibration
improves the model when the high-fidelity model is more accurate than the low-fidelity
model, je(i)H j < je(i)L j. This simple method of calibration works well because of the
underlying assumption that the model bias is constant as described in Equation 3–2.
Due to the assumption of constant model bias, the error in the low-fidelity model
is canceled out during calibration and the calibrated model is simply equal to the
high-fidelity model, g(i)calib(, ) = g(i)H (, ).
3.2.3.4 Redesign
If the test is not passed, redesign will be performed to find a new design using
the calibrated model g(i)calib(, ) and a new safety margin nre . The deterministic design
problem for selecting a new design after calibration is
min f (x,udet)
w.r.t. x
s.t. g(i)calib(x,udet)  nre  0
xmin  x  xmax
(3–8)
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Let x(i)re denote the solution to Equation 3–8. The new design Xre is an epistemic
random variable because it is conditional on the unknown outcome of the future
high-fidelity evaluation. However, there is no inherent variability (i.e. aleatory uncertainty)
in the design choice. The new design is a random variable only because it is unknown
at the initial design stage. Note that the feasible design space of the redesign problem
Equation 3–8 is different than the feasible design space in the initial design problem
Equation 3–5 due to the calibration and the use of a safety margin nre that may be
different than nini . Conditional on the outcome of the future test, some designs with
improved performance may become accessible during redesign that were previously
considered infeasible or some designs that were previously considered reasonable may
be revealed to be unsafe.
3.2.4 Probabilistic Evaluation
Each set of safety margins n results in a probability of redesign pre , a final
probability of failure after possible redesign Pf ,nal (epistemic random variable), and
a final cost EU [f (Xnal ,U)] (epistemic random variable). Histograms of random variables
are obtained based on a crude MCS as described in Section 3.2.2. The expected values
with respect to epistemic model uncertainty that are used in Equation 3–1 are obtained
using numerical integration.
The probability of redesign is pre = EE [Q]. After possible redesign, the final design
is
x
(i)
nal =
 
1  q(i) xini + q(i)x(i)re (3–9)
The expected mean design cost after possible redesign is EE [EU [f (Xnal ,U)]]. The
expected mean design cost can be written in terms of conditional probabilities as
EE [EU [f (Xnal ,U)]] = (1  pre)EU [f (xini ,U)]+
preEE [EU [f (Xre,U)]jQ = 1]
(3–10)
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where EU [f (xini ,U)] is the expected mean design cost conditional on passing the test
and EE [EU [f (Xre,U)]jQ = 1] is the expected mean design cost conditional on failing the
test.
The final safety margin with respect to the high-fidelity model after possible redesign
is
n
(i)
H,nal =
 
1  q(i) g(i)H (xini ,udet)+
q(i)g
(i)
H
 
x
(i)
re ,udet
 (3–11)
where the high-fidelity model is equal to the calibrated model due to the calibration
process as described in Section 3.2.3.3. The final safety margin with respect to the true
model after possible redesign is
n
(i)
T ,nal =
 
1  q(i) g(i)T (xini ,udet)+
q(i)g
(i)
T
 
x
(i)
re ,udet
 (3–12)
Due to epistemic model uncertainty the true probability of failure is unknown. A
realization of the probability of failure for the initial design is
p
(i)
f ,ini = PU
h
g
(i)
T (xini ,U) < 0
i
(3–13)
where PU [] denotes the probability with respect to aleatory uncertainty. In the
probability of failure calculation, epistemic model uncertainty is treated separately
from the aleatory uncertainty. There is epistemic uncertainty in the true probability
of failure with respect to aleatory uncertainty due to epistemic model uncertainty. In
reality, the true probability of failure of the final design does not depend on model fidelity.
However, our knowledge of the true probability of failure depends on the uncertainty
in our models. To account for model uncertainty, the probability of failure calculation
is repeated conditional on different realizations of the true model g(i)T (, ) as shown in
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Equation 3–13. After redesign the probability of failure is
p
(i)
f ,re = PU
h
g
(i)
T (x
(i)
re ,U) < 0
i
(3–14)
The design variable x(i)re is an epistemic random variable because it is conditional on the
outcome of the future test. The final probability of failure after possible redesign is
p
(i)
f ,nal =
 
1  q(i) p(i)f ,ini + q(i)p(i)f ,re (3–15)
The expected probability of failure after possible redesign is EE [Pf ,nal ]. The expected
probability of failure can be written in terms of conditional probabilities as
EE [Pf ,nal ] = (1  pre)EE [Pf ,ini jQ = 0]+
preEE [Pf ,re jQ = 1]
(3–16)
where EE [Pf ,ini jQ = 0] is the expected probability of failure conditional on passing the
test and EE [Pf ,re jQ = 1] is the expected probability of failure conditional on failing the
test. We can see from Equation 3–16 that the expected final probability of failure is
a weighted average of the expected probability of failure of the initial design and the
expected probability of failure of the possible redesigns.
3.3 Test Cases
3.3.1 Uniaxial Tension Test
3.3.1.1 Problem description
In this example we consider the design of a minimum weight bar subject to uniaxial
loading. The problem definition is shown in Table 3-1. The design is subject to aleatory
uncertainty in loading and material properties. In addition, there is epistemic model
uncertainty in the limit-state function describing the yielding of the bar. The uncertain
parameters are defined as shown in Table 3-2. The bar is designed to minimize the
mass, or equivalently cross sectional area, subject to a stress constraint. The bar is
designed using conservative values in place of random loads and material properties. In
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Table 3-1. Problem definition for uniaxial tension test example
Description Notation
Design variable Cross sectional area (mm2) x = a
Aleatory variables Applied load, material strength U = fP,Sg
Conservative values Limit load, allowable strength udet = f1600 N, 15.35 MPag
Objective function Cross sectional area (mm2) f (x) = a
Limit-state function Yielding gL(x ,U) = S   P=a
Target mean reliability p?f = 1 10 5
Table 3-2. Uncertain parameters for uniaxial tension test example
Parameter Classification Symbol Mean,

C.O.V Range Distribution
Applied load Aleatory P (N) 1000 0.20 [ 1,1] Normal
Material
strength
Aleatory S
(MPa)
20 0.12 [ 1,1] Normal
Error in
low-fidelity
model
Epistemic EL
(MPa)
0 – [-4.35,4.35] Uniform
Error in
high-fidelity
model
Epistemic EH
(MPa)
0 – [-2.18,2.18] Uniform
the future, the bar will be tested (e.g. high-fidelity simulation or prototype test) and it will
be redesigned if the safety margin with respect to the stress constraint is too high or too
low.
The problem follows the general method described in Section 3.2. The limit-state
function is a linear function of the aleatory parameters and all aleatory parameters
are assumed to be normally distributed. Therefore, the computational cost is reduced
by calculating the reliability index analytically for each realization of epistemic model
error. Due to the simplicity of the design problem, the optimum deterministic design
can be obtained directly by solving for the value of the design variable that satisfies the
deterministic constraint.
3.3.1.2 Expected performance versus probability of redesign
Tradeoff curves for expected cost, EE [f (Xnal)], versus probability of redesign,
pre , are shown in Figure 3-3. The tradeoff curves were obtained by solving Equation
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3–1 for several values of the constraint on probability of redesign, p?re . The two curves
correspond to the special cases of performing redesign only for performance and
performing redesign only for safety. It was observed that redesign for performance was
the global optimum solution and the optimum safety margins would converge to this
solution when allowing for both redesign for safety and performance.
The expected mass of the bar decreases with increasing risk of redesign. When
there is zero probability of redesign, the initial design must be conservative enough that
the expected probability of failure is less than or equal to the target value of 1  10 5.
To meet the target expected probability of failure the initial design must be heavier. This
is the design we would obtain if we optimized only nini to minimize the weight of the
initial design with a constraint on expected probability of failure. Both curves start at this
design because the probability of redesign is zero and therefore there is no difference
between the redesign strategies. As the probability of redesign increases, redesign can
be used to correct the initial design if the high-fidelity model reveals the safety margin is
too high or too low.
To explore the simulation in more detail, the points on the tradeoff curve corresponding
to 20% probability of redesign were selected. Histograms of the area of the cross
section of the bar, safety margin with respect to the high-fidelity model, safety margin
with respect to true model, reliability index, and probability of failure for 20% probability
of redesign are shown in figures 3-4, 3-5, 3-6, 3-7, 3-8. Statistics on the mass and
probability of failure before and after redesign are listed in Table 3-3. When considering
only redesign for performance, the initial design is heavier and redesign is performed
if the safety margin is revealed to be too high. Observing a high safety margin is
correlated with the design being very safe. Redesign for performance has the effect
of increasing the probability of failure in order to reduce the mass if the initial design is
revealed to be very safe. When considering only redesign for safety, the initial design
is lighter and redesign is performed if the safety margin is revealed to be too low.
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Table 3-3. Results for uniaxial tension example for 20% probability of redesign
Description Notation Redesign
for Safety
Redesign
for
Performance
Probability of redesign pre 0.20 0.20
Cost of initial design f (xini) 155.5 170.7
Expected cost conditional on
performing redesign
EE [f (Xre)jQ = 1] 191.2 109.4
Expected cost after possibly
performing redesign
EE [f (Xnal)] 162.7 158.4
Expected probability of failure of
initial design
EE [Pf ,ini ] 2.9 10 5 0.9 10 5
Expected probability of failure of
initial design conditional on passing
test
EE [Pf ,ini jQ = 0] 0.9 10 5 1.2 10 5
Expected probability of failure of new
designs conditional on failing test
EE [Pf ,re jQ = 1] 1.3 10 5 0.4 10 5
Expected probability of failure after
possibly performing redesign
EE [Pf ,nal ] 1.0 10 5 1.0 10 5
Observing a low safety margin is correlated with the design being unsafe. Redesign
for safety has the effect of truncating the tail of the probability of failure distribution
corresponding to high probabilities of failure. If the initial design is revealed to be unsafe,
the cross sectional area is increased during redesign resulting in a safer, but heavier
design.
The redesign decision is based on the safety margin with respect to the high-fidelity
model and therefore suffers from the error in the high-fidelity model. The error in the
high-fidelity model results in imperfect truncation of the true safety margin and reliability
index distributions as shown in figures 3-6, 3-7.
3.3.1.3 Expected performance versus level of high-fidelity model error
To explore the effect of the error in the high-fidelity model, the ratio of the standard
deviation of the error in the high-fidelity model relative to the standard deviation of
the error in the low-fidelity model,
p
Var(EH)=Var(EL), was varied from zero to one.
The standard deviation of the error of the low-fidelity model was held fixed and both
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Figure 3-3. Uniaxial tension test - Comparison of expected cross sectional area after
possible redesign as a function of probability of redesign for redesign for
performance (conservative initial design) versus redesign for safety
(ambitious initial design).
distributions had means of zero. An error ratio of zero corresponds to no error in the
high-fidelity model and a ratio of one corresponds to having the same error distributions
for both models. For each point on the curves, the safety margins were optimized by
solving Equation 3–1 for a fixed probability of redesign of 20%. As shown in Figure
3-9, redesign for safety is preferred when the error in the high-fidelity model is low but
redesign for performance is preferred when the error in the high-fidelity model is high.
Note that for the tradeoff curve shown in Figure 3-3 the ratio of the errors in the models
was
p
Var(EH)=Var(EL) = 0.5.
3.3.2 Supersonic Business Jet Engine Design
3.3.2.1 Problem description
This example is based on the propulsion discipline design problem from the
Sobieski supersonic business jet (SSBJ) problem [83]. The design problem is to
minimize engine weight subject to a constraint on the maximum normalized throttle
setting. The problem is based on the scaling of a baseline engine to meet a thrust
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A B
Figure 3-4. Uniaxial tension test - Epistemic uncertainty in cross sectional area for 20%
probability of redesign.
A B
Figure 3-5. Uniaxial tension test - Epistemic uncertainty in safety margin with respect to
high-fidelity model for 20% probability of redesign. Plots show overlapping
transparent histograms.
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A B
Figure 3-6. Uniaxial tension test - Epistemic uncertainty in safety margin with respect to
true model for 20% probability of redesign. Plots show overlapping
transparent histograms.
A B
Figure 3-7. Uniaxial tension test - Epistemic uncertainty in reliability index for 20%
probability of redesign. Plots show overlapping transparent histograms.
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A B
Figure 3-8. Uniaxial tension test - Epistemic uncertainty in failure for 20% probability of
redesign. The figures are plotted with different scales to show the change in
the tail of the distribution. Plots show overlapping transparent histograms.
requirement. If the engine is designed to provide the required thrust when operating
near idle throttle then the resulting engine design is unreasonably large and heavy. If
the engine is designed to provide the required thrust when operating at full throttle then
the engine design can be smaller and lighter. However, there is epistemic uncertainty in
the low-fidelity prediction of the thrust output and therefore it is desirable to have some
safety margin to increase the probability that the as-built engine can provide sufficient
thrust. In addition, the thrust output of the engine varies with Mach number and altitude.
In this example, we consider that the engine is designed to operate for a distribution of
altitudes (aleatory uncertainty).
The throttle setting is defined as the ratio of the engine output thrust relative to the
maximum available thrust at a given altitude and Mach number. A throttle setting of 1
indicates maximum power at a given altitude and Mach number and a throttle setting of
0.01 is idle thrust. The net available thrust of the engine increases with Mach number
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Figure 3-9. Uniaxial tension test - Redesign for safety is preferred when high-fidelity
model error is low, but redesign for performance is preferred when
high-fidelity model error is high. Plot is for fixed probability of redesign of
20%.
Table 3-4. Problem definition for SSBJ Example
Description Notation
Design variable Throttle x
Aleatory variable Altitude (ft) U = H
Conservative value Max altitude udet = 56, 770 ft
Objective function Engine weight (lbs) f (x) = WE(x)
Limit-state function Maximum throttle gL(x ,U) = xub(H)  x
Target mean reliability p?f = 1 10 3
and decreases with altitude. A non-dimensional throttle setting variable, x , is created by
normalizing the throttle with respect the point of maximum thrust of the baseline engine.
The non-dimensional throttle setting is defined as
x = Sout=S0 (3–17)
where Sout is the output thrust and S0 = 16168 lbf is the maximum thrust of the baseline
engine. If the required thrust Sreq is different than the thrust provided by the baseline
engine, the baseline engine design is scaled to match the new requirement. In this
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Table 3-5. Uncertain Parameters for SSBJ Example
Parameter Classification Symbol Mean,

C.O.V Range Distribution
Altitude Aleatory H (ft) 52500 0.05 [45000,60000] Truncated
Normal
Error in
low-fidelity
model
Epistemic E^L 0 – [-0.0375,0.0375] Uniform
Error in
high-fidelity
model
Epistemic E^H 0 – [-0.0075,0.0075] Uniform
example, we assume a fixed thrust requirement Sreq = 40000 lbf. The engine scale factor
ESF is defined as
ESF =
Sreq
2Sout
=
Sreq
2xS0
(3–18)
where the value of 2 in the denominator reflects the fact that two engines are used
on the jet. The weight of the engine WE is approximated as following a power law
relationship with engine scale factor
WE = 2WBE(ESF )
1.05 (3–19)
where WBE = 4360 lb is the weight of the baseline engine.
A response surface of the engine performance map for the baseline engine
calculates maximum available thrust Savail at a given Mach number M and altitude h.
The response surface sets an upper bound on throttle, xub, when normalized by S0
xub(M, h) =
Savail(M, h)
S0
=
1
S0
 
0 + 1M + 2h + 3M
2 + 24Mh + 25h
2
 (3–20)
where the coefficients are listed in Table 3-6. This response surface models how
available thrust decreases with increasing altitude as shown in Figure 3-10.
In this example we are interested in minimizing the weight of the engine subject
to a constraint on maximum throttle. The problem definition is shown in Table 3-4. We
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Table 3-6. Coefficients for calculating throttle upper bound (Equation 3–20)
Coefficient Value
hline 0 1.1484 104
1 1.0856 104
2  5.0802 10 1
3 3.2002 103
4  1.4663 10 1
5 6.8572 10 6
Figure 3-10. A response surface of the engine performance map calculates maximum
available thrust at a given Mach number, M, and altitude, h. The throttle
setting is normalized to one at an altitude of approximately 32000 ft and
Mach 1.9.
consider aleatory uncertainty in the altitude and epistemic model uncertainty in the
maximum throttle, xub, as defined in Table 3-5. The problem follows the general method
described in Section 3.2. The engine is designed using a conservative value in place of
random altitude. In the future, the engine will be tested (e.g. high-fidelity simulation or
prototype test) and it will be redesigned if the safety margin with respect to the throttle
constraint is too high or too low. That is, the engine will be redesigned if it provides
insufficient thrust or the thrust is so large that it is worth redesigning to use a smaller,
lighter engine.
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The probability of failure is estimated based on a Monte-Carlo simulation. The
throttle should be set to the upper bound to minimize the engine weight. Therefore,
deterministic design optimization was avoided by setting the throttle to the upper bound
minus the safety margin.
3.3.2.2 Expected performance versus probability of redesign
Tradeoff curves for expected cost, EE [f (Xnal)], versus probability of redesign,
pre , are shown in Figure 3-11. The tradeoff curves were obtained by solving Equation
3–1 for several values of the constraint on probability of redesign, p?re . The two curves
correspond to the special cases of performing redesign only for performance and
performing redesign only for safety. It was observed that redesign for safety was the
global optimum solution and the optimum safety margins would converge to this solution
when allowing for both redesign for safety and performance. This result is different from
the example in Section 3.3.1 where redesign for performance was preferred. To explore
the simulation in more detail, the points on the tradeoff curve corresponding to 20%
probability of redesign were selected. Histograms of the throttle setting, weight, safety
margin, and probability of failure for 20% probability of redesign are shown in Figure
3-12,3-14, 3-13, 3-15. Statistics on the mass and probability of failure before and after
redesign are listed in Table 3-7.
3.3.2.3 Expected performance versus level of high-fidelity model error
The ratio of the standard deviation of the error in the high-fidelity model relative
to the standard deviation of the error in the low-fidelity model,
p
Var(EH)=Var(EL),
was varied from zero to one. For each point on the curves, the safety margins were
optimized by solving Equation 3–1 for a fixed probability of redesign of 20%. As shown
in Figure 3-16, redesign for safety is preferred when the error in the high-fidelity model is
low but redesign for performance is preferred when the error in the high-fidelity model is
high. The overall trends are similar to those observed for the example in Section 3.3.1.
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Figure 3-11. SSBJ Engine - Comparison of expected engine weight after possible
redesign as a function of probability of redesign for redesign for
performance (conservative initial design) versus redesign for safety
(ambitious initial design).
Note that for the tradeoff curve shown in Figure 3-11 the ratio of the errors in the models
was
p
Var(EH)=Var(EL) = 0.2.
3.4 Discussion and Conclusion
This study presented a generalized formulation of a two-stage safety-margin-based
design / redesign process considering the effects of a future test and possible redesign.
The safety margins that control the deterministic design / redesign process are
optimized to minimize the expected value of the design cost function (i.e. maximize
expected performance) while satisfying constraints on probability of redesign and
expected probability of failure. The future test result (i.e. high-fidelity evaluation of initial
design or prototype test) is an epistemic random variable that is predicted based on the
distributions of possible errors in the low and high fidelity models. Future test results
are simulated in order to calculate the probability of redesign, the possible designs
after calibration and redesign, and the final distribution of probabilities of failure. By
considering that the design may change in the future conditional on the outcome of the
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Table 3-7. Results for SSBJ example for 20% probability of redesign
Description Notation Redesign
for Safety
Redesign
for
Performance
Probability of redesign pre 0.20 0.20
Cost of initial design f (xini) 8.30 104 9.16 104
Expected cost conditional on
performing redesign
EE [f (Xre)jQ = 1] 9.64 104 6.52 104
Expected cost after possibly
performing redesign
EE [f (Xnal)] 8.57 104 8.63 104
Expected probability of failure of
initial design
EE [Pf ,ini ] 6.94 
10 3
0.96 
10 3
Expected probability of failure of
initial design conditional on passing
test
EE [Pf ,ini jQ = 0] 1.05 
10 3
1.20 
10 3
Expected probability of failure of new
designs conditional on failing test
EE [Pf ,re jQ = 1] 0.80 
10 3
0.18 
10 3
Expected probability of failure after
possibly performing redesign
EE [Pf ,nal ] 1.00 
10 3
1.00 
10 3
A B
Figure 3-12. SSBJ Engine - Epistemic uncertainty in throttle setting for 20% probability
of redesign.
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A B
Figure 3-13. SSBJ Engine - Epistemic uncertainty in safety margin with respect to
high-fidelity model for 20% probability of redesign. Plots show overlapping
transparent histograms.
A B
Figure 3-14. SSBJ Engine - Epistemic uncertainty in engine weight for 20% probability
of redesign.
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A B
Figure 3-15. SSBJ Engine - Epistemic uncertainty in probability of failure for 20%
probability of redesign. The figures are plotted with different scales to show
the change in the tail of the distribution. Plots show overlapping transparent
histograms.
future test it is possible to trade off between the risk of having to redesign in the future
and the associated performance and / or reliability benefits.
When considering epistemic model uncertainty in a design constraint, the designer
faces a dilemma in whether to start with a larger initial safety margin (i.e. more
conservative initial design) and possibly redesign to improve performance versus
starting with a smaller safety margin (i.e. less conservative initial design) and possibly
redesigning to restore safety. This study analyzes this decision when there is a fixed
but unknown constant bias between the low-fidelity model, high-fidelity model, and true
model. In the examples in this study, it is found that the decision of whether to start with
a higher initial safety margin and possibly redesign for performance, or to start with a
lower initial safety margin and possibly redesign for safety, depends on the ratio of the
standard deviation of the uncertainty in the high-fidelity model relative to the standard
deviation of uncertainty in the low-fidelity model.
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Figure 3-16. SSBJ Engine - Redesign for safety is preferred when high-fidelity model
error is low, but redesign for performance is preferred when high-fidelity
model error is high. Plot is for fixed probability of redesign of 20%.
It was observed that the redesign for safety strategy was strongly influenced by
the amount of error in the high-fidelity model. It is hypothesized that the amount of
error in the high-fidelity model has a stronger influence on the redesign for safety
strategy because the error interferes with the process of truncating dangerous designs.
The benefit of redesign for safety is that it prevents a dangerous initial design from
successfully passing the test. This substantially reduces the expected probability of
failure which in turn allows the initial design to be less conservative. However, if there
is a large amount of error in the high-fidelity model then a dangerous initial design may
pass the test unnoticed. Even if this is unlikely, the possibility of a high probability of
failure has a significant influence on the mean probability of failure. To compensate, the
initial design must be more conservative. On the other hand, when considering redesign
for performance it is not a problem if a very safe (i.e. overly conservative) initial design
passes the test.
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It is observed that redesign for safety and redesign for performance result
in different distributions of performance (e.g. weight). Redesign for performance
capitalizes on the fact that it may be possible to obtain a substantial improvement
in performance if the initial design is revealed to be much too conservative. The
performance improvement is large but the probability of obtaining this benefit is small
when the probability of redesign is small. The initial design must be more conservative
since redesign is only used to improve performance and not to restore safety. Redesign
for safety attempts to obtain better initial design performance by allowing for the
possibility that redesign may be necessary to restore safety. If the initial design is
revealed to be unsafe then it is found a small design change is usually sufficient to
restore safety. When the probability of redesign is small the initial design is likely to pass
the test and be accepted as the final design. Redesign for safety allows for a better
initial design than redesign for performance. However, redesign for performance has the
advantage that it may be possible to skip the redesign process when time constraints
outweigh the possible performance benefits of redesign.
3.5 Limitations and Future work
This study is based on the assumption that there is a fixed but unknown constant
bias between the low-fidelity model, high-fidelity model, and true model. If the model
error is constant across the joint design / aleatory space, then the reduction in epistemic
model uncertainty does not depend on the location where the high-fidelity model is
evaluated. If the model error is not constant, then it may incentivize starting with a
lower safety margin in order to have a high-fidelity evaluation close to the limit surface
g(x,u) = 0. In related work, a Kriging surrogate is introduced to model epistemic
uncertainty in order to account for spatial correlations in model uncertainty [25].
The proposed method may be computationally expensive because it involves a
Monte-Carlo simulation (MCS) of a design / redesign process nested inside a global
optimization problem. To reduce the computational cost surrogate models can be fit to
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the mean probability of failure and mean design cost as a function of the safety margins
[25].
In the formulation of the deterministic design optimization problems the aleatory
variables U are replaced with the conservative deterministic values udet . The choice of
the conservative deterministic values to use in place of aleatory random variables may
have a strong influence on the final results. Future work will investigate optimizing the
values udet in addition to the safety margins.
In this study, a constraint was placed on the expected probability of failure during
the optimization of safety margins. By only constraining the expected probability of
failure it is possible to arrive at an optimum set of safety margins that results in some
very safe designs but some unsafe designs. To avoid this situation additional constraints
should be included that consider the spread of the probability of failure distribution (e.g.
superquantile [84]).
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CHAPTER 4
CONSIDERING SPATIAL CORRELATIONS IN THE EPISTEMIC MODEL ERROR
WHEN SIMULATING A FUTURE TEST AND REDESIGN
Nomenclature
x Design variable vector
U Aleatory random variable vector
e(, ) Model error
f () Objective function
g(, ) Limit-state function
n Safety margin
q Redesign indicator function
pre Probability of redesign
pf Probability of failure
E
[] Expected value with respect to epistemic uncertainty
PrU [] Probability with respect to aleatory uncertainty
Subscripts
L Low-fidelity model
H High-fidelity model
det Deterministic value
ini Initial design
re Design after redesign
nal Final design after possible redesign
lb Lower bound
ub Upper bound
Superscripts
(i) Realization of epistemic random variable or function
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? Target value in optimization
Accents
^ Epistemic random variables or functions
 Mean prediction of Kriging model
4.1 Research Context in Relation to Scope of Dissertation
In Chapter 3, a method was introduced for predicting the possible outcomes of
a future test followed by possible redesign in order to optimize the safety margins
controlling a deterministic design process. The method was illustrated on a simple bar
design example and on the conceptual design of an engine for a supersonic business
jet. However, the method relied on the restrictive assumption that the model bias
was constant across the design space. In practice, it may be difficult to support the
assumption of constant model bias in the absence of initial test data, but if initial
test data is available then the model bias could be corrected before performing the
analysis. Therefore, a more general method of modeling and propagating epistemic
model uncertainty is needed. In this chapter a Kriging surrogate is used to provide a
flexible representation of the epistemic model uncertainty that allows the method to be
applicable to a wide range of engineering problems.
4.2 Introduction
At the initial design stage engineers often rely on low-fidelity models that have
high uncertainty. This model uncertainty is reducible and is classified as epistemic
uncertainty; uncertainty due to variability is irreducible and classified as aleatory
uncertainty. Both forms of uncertainty can be implicitly compensated for using
conservativeness such as conservative material properties, conservative limit loads,
safety margins, and safety factors. However, if the design is too conservative then
typically performance will suffer. Traditional safety-factor-based deterministic design
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has relied on testing in order to reduce epistemic uncertainty and achieve high levels
of safety. Testing is used to calibrate models and prescribe redesign when tests are
not passed. After calibration, reduced epistemic model uncertainty can be leveraged
through redesign to restore safety or improve design performance; however, redesign
may be associated with substantial costs or delays. Integrated optimization of the
design, testing, and redesign process can allow the designer to tradeoff between the risk
of future redesign and the possible performance and reliability benefits. Previous work
has illustrated this tradeoff when there is only a fixed constant model bias [20, 21, 23].
This study builds on previous work by considering spatial correlation in the epistemic
model uncertainty. A Kriging surrogate is used to provide a flexible representation of the
epistemic model uncertainty that allows the method to be applicable to a wide range of
engineering problems.
In this study, the epistemic model uncertainty is treated separately from the aleatory
parameter uncertainty in the model inputs. This results in the challenging task of
propagating aleatory uncertainty through an uncertain model. Furthermore, in order for
the method to be applicable under current safety-factor-based design regulations[2],
a traditional deterministic safety-margin-based design approach is considered. Some
studies have used the parallels between safety-factor-based design and reliability-based
design optimization (RBDO) approaches to reduce computational cost of RBDO [5–7].
However, these studies have not considered epistemic model uncertainty. When there
is only epistemic model uncertainty a safety margin balances the need for the final
design to be feasible while at the same time not being so conservative that design
performances suffer [8]. Few studies have considered the effects of both aleatory
parameter uncertainty and epistemic model uncertainty. Mahadevan and Rebba
have shown that failing to account for epistemic model uncertainty may lead to an
overestimation of reliability and unsafe designs or underestimation of the reliability
and designs that are more conservative than needed [9]. Studies that use surrogate
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models in RBDO also encounter a situation of mixed uncertainty. However, unlike
this study where we are interested in epistemic model uncertainty as a inherent part
of the low-fidelity model, these studies are usually motivated by a desire to reduce
computational cost. Kim and Choi have shown that when using response surfaces in
RBDO the epistemic model uncertainty results in uncertainty in the reliability index and
additional sampling can be used to avoid being overly conservative [10].
One of the important aspects of this study is the integration of the design and
testing process: the effects of a future test and possible redesign are considered while
optimizing the initial design. Since the test will be performed in the future, the test result
is an epistemic random variable. Predicting possible test results requires a probabilistic
formulation of the relationship between the low-fidelity model prediction, the true value,
and the test result. In the context of calibrating computer models, Kennedy and O’Hagan
proposed that the true model can be related to a computer model by multiplying by a
constant scale parameter and adding a discrepancy function [11]. Similar formulations
have subsequently been applied in many other studies[12–17]. These formulations
are similar in that they all relate the true model to the low-fidelity model by adding an
uncertain discrepancy function. The formulations differ in the representation of the scale
parameter. Methods range from omitting the scale parameter [13, 14] to considering an
uncertain scaling function [16]. In this study we consider only an uncertain discrepancy
function to formulate the relationship between the high-fidelity model and the low-fidelity
model. The uncertain discrepancy function is constructed in the joint design and
aleatory input space in order to have epistemic model uncertainties that are correlated
with respect to design and aleatory inputs.
In addition to the integration of design and testing, this study also seeks to integrate
a redesign process. Redesign refers to changing the design variables conditional on
the test result. Since the future test result is an epistemic random variable the design
variable after redesign is also random variable. Villanueva et al. developed a method for
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simulating the effects of future tests and redesign when there is a constant but unknown
model bias in the calculation and measurement [19]. In the context of constant model
bias, Matsumura et al. compared RBDO considering future redesign to traditional RBDO
[20]. Villanueva et al. also studied the tradeoff between future redesign and performance
for an integrated thermal protection system [21]. Price et al. compared starting with a
more conservative design and possibly redesigning to improve performance to starting
with a less conservative design and possibly redesigning to improve safety [23]. These
studies have demonstrated that integrated optimization of design, testing, and redesign
can be used to manage redesign risk and tradeoff between the probability of future
redesign and design performance. However, the assumption of constant model bias in
these studies severely limits the types of problems where the method is applicable. In
order to apply the method to a broader range of general engineering problems this study
uses a Kriging model to represent model uncertainty whose conditional simulations
allow uncertainty propagation.
In Section 4.3 the general method of simulating a future test and possible redesign
is described. In Section 4.4 the demonstration example of a cantilever beam is
described. In Section 4.5 the study is summarized and the implications of the method
and results are discussed.
4.3 Methods
The design, testing, and redesign process is formulated deterministically in terms
of an initial safety margin nini , lower and upper bounds on acceptable safety margin
nlb and nub, and a redesign safety margin nre . In Section 4.3.1 the formulation of the
optimization of the safety margins is presented. For each set of safety margins, a Monte
Carlo simulation (MCS) of epistemic error realizations is performed as described in
Section 4.3.2. A single sample in the MCS consists of a complete deterministic design
/ redesign process as described in Section 4.3.3. The results of the MCS are used to
72
calculate the probability of redesign, expected probability of failure, and expected design
cost as described in Section 4.3.4.
4.3.1 Optimization of Safety Margins
The deterministic design process is controlled by a vector of safety margins n =
fnini , nlb, nub, nreg. The safety margins are optimized to minimize expected design cost
while satisfying constraints on expected probability of failure and probability of redesign.
The optimization of the safety margins is formulated as
min
n
E

h
f (X^nal)
i
s.t. E

h
P^f ,nal
i
 p?f
pre  p?re
(4–1)
where E
[] is used to denote the expectation with respect to epistemic uncertainty, f ()
is a cost function, X^nal is a distribution of possible final designs, P^f ,nal is a distribution
of final probability of failure, and pre is the probability of redesign. The final design X^nal
is an epistemic random variable because the design may be modified conditional on
the future test result which is unknown at the initial design stage. The final probability
of failure is an epistemic random variable because the final design is uncertain and
because there is epistemic model uncertainty in the limit-state function g(, ). The
tradeoff between expected cost and probability of redesign is captured by solving
the single objective optimization problem for several values of the constraint p?re .
The global optimization of the safety margins is performed using Covariance Matrix
Adaptation Evolution Strategy (CMA-ES) [82] and a penalization strategy to handle the
constraints. The optimizer calls a subfunction to perform a MCS of the deterministic
design process as shown in Figure 4-1. The MCS of the deterministic design process
is used to calculate the distribution of possible final designs, the distribution of final
probabilities of failure, and the probability of redesign. To reduce the computational cost
of optimizing the safety margins, surrogate models can be fit for the expected cost and
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expected probability of failure as a function of the safety margins as described in Section
4.3.1.
.Optimization of safety margins
Simulation of determin-
istic design process
For i = 1, ... ,m realizations of model
error:
1. Initial design
2. Test
3. Calibration if necessary
4. Redesign if necessary
5. Reliability assessment
n E

h
f (X^nal)
i
, E

h
P^f ,nal
i
, pre
Figure 4-1. The optimization of the safety margins is based on a MCS of the
deterministic design process
In this study, we define two different triggers for redesign. We will refer to redesign
triggered by a low safety margin (less than nlb) as redesign for safety and redesign
triggered by a high safety margin (greater than nub) as redesign for performance.
To force only redesign for safety the upperbound on acceptable safety margins can
be removed from the optimization by setting nub = +1. To force only redesign for
performance, the lowerbound on acceptable safety margins can be removed from
the optimization by setting nlb =  1. Considering only redesign for safety or only
redesign for performance are special cases of the general formulation where all the
safety margins n = fnini , nlb, nub, nreg are optimized simultaneously.
Surrogate models. The optimization problem in Equation 4–1 may be prohibitively
expensive if a MCS is performed for each evaluation of the objective and constraint
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Table 4-1. 95% confidence interval for relative error of surrogate models based on
LOOCV
Mixed Performance Safety
Expected probability of failure [ 33, 25]% [ 17, 13]% [ 17, 14]%
Expected cross sectional area [ 0.12, 0.12]% [ 0.05, 0.07]% [ 0.08, 0.06]%
equations. Surrogate models were used to reduce the computational cost of the
optimization of the safety margins. Kriging models of the mean final probability of failure
E

h
P^f ,nal
i
and mean final design cost E

h
f (X^nal)
i
were fit as a function of the safety
margins n = fnini , nlb, nub, nreg. The mean probability of failure was transformed to a
reliability index before fitting the surrogate models. The Kriging models were fit based on
a DoE consisting of 400 points generated using Latin hypercube sampling (LHS) and the
corner points in the design space. Each point in the DoE required a MCS of epistemic
model uncertainty. The sample size of the MCS (i.e. number of conditional simulations)
was adapted to reach a target coefficient of variation on the expected final probability of
failure of 5% with a maximum sample size of m = 5000. Kriging with nugget was used
in an effort to filter out some of the noise introduced by MCS. A Gaussian covariance
function was used and parameters were estimated based on MLE. Three different sets
of surrogate models were constructed corresponding to a mixed redesign strategy,
redesign for performance, and redesign for safety. The redesign for performance and
redesign for safety surrogate models were 3-dimensional surrogate models while the
mixed redesign strategy required 4-dimensional surrogates. The error in the surrogate
models was estimated based on leave-one-out cross validation (LOOCV). It should be
noted that LOOCV may overestimate the error due to the noise filtering effect of Kriging
with nugget. Error estimates for the surrogate models are listed in Table 4-1.
4.3.2 Monte-Carlo Simulation of Epistemic Model Error
The epistemic model uncertainty and aleatory parameter uncertainty are treated
separately (see [66, 67, 85]). The true relationship between the models is assumed to
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be of the form
gH(x,u) = gL(x,u) + e(x,u) (4–2)
where x 2 Rd is a vector of design variables, U is a vector of aleatory random variables
with a realization u 2 Rp, gH(, ) is the high-fidelity model, gL(, ) is the low-fidelty
model, and e(, ) is the error between the low-fidelity and high-fidelity models. Typically,
the error e(, ) is unknown. The uncertainty in the model error is represented as a
Kriging model E^(, ). The hat accent on the error is used to differentiate between the
random distribution of possible error E^(, ), and the unknown, deterministic error e(, ).
Based on the possible model errors the high-fidelity model is predicted as
G^H(x,u) = gL(x,u) + E^(x,u) (4–3)
The Kriging model for the calculation error is constructed in the joint space of the
aleatory variables, u, and the design variables, x. The uncertainty in G^H(x,u) in Equation
4–3 is only due to epistemic model error E^(, ). Propagation of aleatory uncertainty U
through the uncertain model is discussed in Section 4.3.4. For simplicity of notation,
we will define the mean of the Kriging prediction for the error as e(, ) and the mean
prediction of the high-fidelity model as
gH(x,u) = gL(x,u) + e(x,u) (4–4)
The epistemic random function E^(, ) is used to represent the lack of knowledge
regarding how well the low-fidelity model matches the high-fidelity model. Assuming
initial test data is available, maximum likelihood estimation (MLE) will be used to
estimate the parameters of the Kriging model. The prediction G^H(, ) is viewed as a
distribution of possible functions. Samples or trajectories drawn from this distribution
that are conditional on initial test data are referred to as conditional simulations. In
the absence of test data these realizations are unconditional simulations. These
simulations are spatially consistent Monte Carlo simulations. Let g^(i)H (, ) denote the
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i-th realization of G^H(, ) based on a realization e^(i)(, ) of the Kriging model E^(, ). A
variety of methods exist for generating these conditional simulations [86]. In this study,
the conditional simulations are generated directly based on Cholesky factorization of
the covariance matrix using the STK Matlab toolbox for Kriging [87] and by sequential
conditioning [86].
We can consider a Monte Carlo simulation of m conditional simulations i = 1, ... ,m
corresponding to m possible futures. In practice, the sample size m is increased until the
estimated coefficient of variation of the quantity of interest, such as expected probability
of failure, is below a certain threshold. Let 
 denote the epistemic uncertainty space
of the model G^H(, ). There is a realization, 9! 2 
, such that the simulation, g^(!)H (, ),
is arbitrarily close to the true model, gH(, ). The design process conditional on one
error realization is described in Section 4.3.3. By repeating the design process for
many different error realizations (i.e. for different possible high-fidelity models through
Equation 4–3) we can determine the distribution of possible final design outcomes. From
the MCS, it is possible to estimate the risk of redesign and to predict how failing a test
relates to final design performance or safety. This can in turn be used to optimize the
safety margins that govern the deterministic design process.
4.3.3 Deterministic Design Process
The deterministic design process is controlled by a vector of safety margins n.
There is an initial safety margin nini , lower and upper bounds on acceptable safety
margin nlb and nub, and a redesign safety margin nre . First, an initial design is found
based on deterministic optimization using the mean model prediction and a safety
margin nini . Then, the optimum design is evaluated using the high-fidelity model to
calculate the true safety margin with respect to gH(, ). Based on the high-fidelity
evaluation, the designer will consider the test passed and keep the initial design if
the safety margin is greater than nlb and less than nub. The lower bound nlb is used to
initiate redesign when the initial design is revealed to be unsafe. The upper bound nub
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is used to initiate redesign when the initial design is revealed to be so conservative that
it is worthwhile to redesign to improve performance. If the test is failed, a calibration
process is performed to update the model based on the test result. Finally, if redesign
is performed a new design is found by performing deterministic optimization using the
calibrated model and a safety margin nre .
However, the future high-fidelity evaluation of the initial design (i.e. future test)
is unknown and therefore modeled as an epistemic random variable. The redesign
decision, calibration, and redesign optimum are conditional on a particular test result. In
Section 4.3.3.1 to 4.3.3.3, the process is described conditional on the error realization
E^(, ) = e^(i)(, ).
4.3.3.1 Initial design
The design problem is formulated as a deterministic safety-margin-based
optimization problem
min
x
f (x)
s.t. gH(x,udet)  nini  0
(4–5)
where gH(, ) is the mean of the predicted high-fidelity model, nini is the initial safety
margin, udet is a vector of conservative deterministic values used in place of aleatory
random variables, and f (x) is a known deterministic objective function. We assume the
limit-state function is formulated such that failure is defined as g(, ) < 0. Let xini denote
the optimum design found from Equation 4–5 using initial safety margin nini . There is no
uncertainty in the initial design xini because the optimization problem is defined using the
mean of the model prediction and fixed conservative values, udet , are used in place of
aleatory random variables.
4.3.3.2 Testing initial design and redesign decision
A possible high-fidelity evaluation, g^(i)H (xini ,udet), of the initial design xini is simulated.
The test will be passed if nlb  g^(i)H (xini ,udet)  nub. If the measured safety margin is too
low (g^(i)H (xini ,udet) < nlb) then the design is unsafe and redesign should be performed to
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restore safety. If the safety margin is too high (g^(i)H (xini ,udet) > nub) then the design is too
conservative and it may be worth redesigning to improve performance. Let q^(i) denote
an indicator function for the redesign decision that is 1 for redesign and 0 otherwise.
We will refer to redesign triggered by a low safety margin as redesign for safety and
redesign triggered by a high safety margin as redesign for performance. If the test is not
passed then redesign should be performed to select a new design.
4.3.3.3 Calibration and redesign
To obtain the calibrated model, the test realization g^(i)H (xini ,udet) corresponding to
the error instance e^(i)(xini ,udet) is treated as a new data point and the error instance
is added to the design of experiment for the error model. The updated mean of the
predicted high-fidelity model is
g
(i)
H,calib(x,u) = E

h
G^H(x,u)jG^H(xini ,udet) = g^(i)H (xini ,udet)
i
(4–6)
The redesign problem is formulated as a deterministic safety-margin-based optimization
problem
min
x
f (x)
s.t. g(i)H,calib(x,udet)  nre  0
(4–7)
where the mean of the predicted high-fidelity model g(i)H,calib(, ) is calibrated conditional
on the test result g^(i)H (xini ,udet) and nre is a new safety margin that may be different than
nini . Let x^
(i)
re denote the optimum design after redesign found from Equation 4–7 using
the calibrated model and safety margin nre .
Comparing the initial design problem in Equation 4–5 to the redesign problem in
Equation 4–7, we see that there is a change in the feasible design space. One change
is controlled by the safety margin nre , but there is also a change based on the calibrated
model used to calculate the safety margin. For example, if we choose nini = nre then
it is still possible for the feasible design space to increase or decrease based on the
calibration. If the feasible design space increases then some high performance designs
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that were considered infeasible before the test may become feasible. Alternatively,
the feasible design space may be reduced leading to worse design performance. This
relationship between the possible change in feasible design space and the performance
is precisely the change we are interested in modeling in order to select the safety
margins.
4.3.4 Probabilistic Evaluation
A vector of safety margins n is associated with a probability of redesign pre and
a distribution of final designs X^nal that translates into a distribution of probability of
failure after possible redesign P^f ,nal , and a distribution of design cost f (X^nal). The
distributions are approximated based on a Monte Carlo simulation of m error realizations
i = 1, ... ,m as described in Section 4.3.2.
The probability of redesign is pre = E

h
Q^
i
where Q^ is the indicator function for the
redesign decision. The final design after possible redesign is
x^
(i)
nal =
 
1  q^(i) xini + q^(i)x^(i)re (4–8)
Recall, that q^(i) = 1 corresponds to failing the test and performing redesign. The
expected design cost after possible redesign is E

h
f (X^nal)
i
. Since the redesign
decision defines a partitioning of the epistemic outcome space, the law of total
expectation allows the expectation to be written as
E

h
f (X^nal)
i
= (1  pre)f (xini) + preE

h
f (X^re)
i
(4–9)
where f (xini) is the expected design cost conditional on the test being passed and
the designer keeping the initial design and E

h
f (X^re)
i
is the expected design cost
conditional on the test being failed and the designer performing redesign.
The true probability of failure of the final design is unknown since there is epistemic
uncertainty in the model G^H(, ). A realization of the probability of failure is calculated
conditional on an error realization E^(, ) = e^(i)(, ). A realization of the probability of
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failure for the initial design is
p^
(i)
f ,ini = PrU
h
g^
(i)
H (xini ,U) < 0
i
(4–10)
where PrU [] denotes the probability with respect to aleatory uncertainty. Note that
the epistemic model uncertainty is treated separately from the aleatory uncertainty to
distinguish between the quantity of interest, the probability of failure with respect to
the high-fidelity model and aleatory uncertainty, and the lack of knowledge regarding
this quantity. The error in the low-fidelity model E^(, ) has no impact on the reliability
with respect to the high-fidelity model gH(, ). However, since the high-fidelity model is
unknown, the probability of failure calculation is repeated many times conditional on all
possible realizations of the high-fidelity model g^(i)H (, ) as shown in Equation 4–10. A
realization of the final probability of failure after possible redesign is
p^
(i)
f ,re = PrU
h
g^
(i)
H (x^
(i)
re ,U)  0
i
(4–11)
After redesign, the design variable x^(i)re is also an epistemic random variable in addition
to the limit state function g^(i)H (, ). Many different methods are available for calculating
the probability of failure. In this study, first order reliability method (FORM) is used to
calculate the probability of failure for each epistemic realization. The final probability of
failure after possible redesign is
p^
(i)
f ,nal =
 
1  q^(i) p^(i)f ,ini + q^(i)p^(i)f ,re (4–12)
Note that the redesign decision q^(i) shapes the final probability of failure distribution
because we will have the opportunity in the future to correct the initial design if it fails
the deterministic test. The expected probability of failure after possible redesign is
E

h
P^f ,nal
i
. As above, the expectation can be written as
E

h
P^f ,nal
i
= (1  pre)E

h
P^f ,ini jQ^ = 0
i
+ preE

h
P^f ,re jQ^ = 1
i
(4–13)
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where the E

h
P^f ,ini jQ^ = 0
i
is the expected probability of failure conditional on the
test being passed and the designer keeping the initial design and E

h
P^f ,re jQ^ = 1
i
is
the expected probability of failure conditional on the test being failed and the designer
performing redesign.
4.4 Demonstration Example
4.4.1 Overview
The demonstration problem is adapted from an example by Wu et al. [6]. The
example is the design of a cantilever beam to minimize mass subject to a constraint on
tip displacement. The original problem involved the design of a long slender beam and
therefore used Euler-Bernoulli beam theory. In this example, the length of the beam is
reduced such that shear stress effects become important and Timoshenko beam theory
is more accurate. The low-fidelity model of the tip displacement is formulated based
on Euler-Bernoulli beam theory and the high-fidelity model is formulated based on
Timoshenko beam theory. The design optimization (equations 4–5 and ??) is performed
using sequential quadratic programming (SQP).
The low-fidelity model of the limit state function is
gL(x,U) = d
?   4l
3
ewt
s
FY
t2
2
+

FX
w 2
2
(4–14)
where x = fw , tg are the design variables and U = fFX ,FY g are the aleatory variables.
The high-fidelity model of the limit state function is
gH(x,U) = d
?  
p
(dx(x,U))2 + (dy(x,U))2 (4–15)
where dx and dy are given by equations 4–16 and 4–17. The problem parameters are
described in Table 4-2.
dx(x,U) =

3lFX
2gwt
+
4l3FX
ewt3

(4–16)
dy(x,U) =

3lFY
2gwt
+
4l3FY
ew 3t

(4–17)
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Table 4-2. Parameters for cantilever beam example
Parameter Notation Value
Design variables, x Width of cross section w 2.5  w  5.5 in
Thickness of cross
section
t 1.5  t  4.5 in
Aleatory variables, U Horizontal load FX FX  N(500, 1002) lbs
Vertical load FY FY  N(1000, 1002) lbs
Constants Elastic modulus e 29 106 psi
Shear modulus g 11.2 106 psi
Length of beam l 10 in
Allowable tip
displacement
d? 2.25 10 3 in
Conservative aleatory
values
udet f664.5, 1164.5g lbs
Target mean probability
of failure
p?f 1.35 10 3
The objective function is the cross-sectional area of the beam
f (x) = wt (4–18)
4.4.2 Error Model
It is assumed that some preliminary test data is available for constructing the
surrogate model E^(x,U). In this example, the preliminary test data corresponds
to evaluations of gH(, ) at the 16 corner points of the joint design-aleatory space.
The corner points were selected for illustration purposes in order to ensure there is
reasonably high epistemic model uncertainty for points inside the design domain. In
practice, other designs of experiments (DoE) could be used or any available test data
could be used to construct the error model. The design space is defined according to
the bounds on x in Table 4-2 and bounds on U corresponding to  2 to +7. Based
on this DoE the parameters for the Kriging error model are estimated using maximum
likelihood estimation (MLE). A Gaussian covariance function was selected for the Kriging
model. The error model is constructed in the joint space of design variables, x, and
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aleatory variables, U. Recall, the design optimization problem is formulated using fixed
conservative values, U = udet . In Figure 4-2, the design optimization problem is shown
along with the 95% confidence interval of model uncertainty. In Figure 4-2, the reliability
analysis is shown for the optimum design found using nini = 0 along with the 95%
confidence interval of model uncertainty. Selecting a different design by using a different
safety margin will alter the plot shown in Figure 4-2. However, the plot is provided as
an example to show how the model uncertainty results in a wide confidence interval in
the aleatory space. The wide confidence intervals in aleatory space will result in high
uncertainty in the probability of failure. The mean and variance of the model error vary
with design variables, x, and aleatory variables, U as shown in Figure 4-3. The variance
is zero at the corners of the design space since these points correspond to sample
locations in the DoE. Although the absolute values of the error appear small, the error
is significant relative to the model predictions of tip displacement. For example, the
allowable tip displacement in this example is d? = 2.25 10 3 inches.
4.4.3 Results
Tradeoff curves for expected cost versus probability of redesign are shown in Figure
4-4. For zero probability of redesign, the problem reduces to finding an initial safety
margin, nini , that minimizes the mass of the initial design, f (xini), while ensuring that
the mean probability of failure for the initial design, E

h
P^f ,ini
i
, satisfies the reliability
constraint. With increasing probability of redesign, redesign can be used to improve
safety if the initial design is revealed to be dangerous or improve performance if the
initial design is revealed to be too conservative. Redesign for safety allows for a lighter
initial design because the initial design will be corrected if the tip displacement is later
revealed to be too high (i.e. unsafe). If redesign is required, the final beam will become
heavier during redesign because making the beam stiffer (i.e. safer) results in a mass
increase. Redesign for performance starts with a heavier initial design and redesign will
be performed if the tip displacement of the initial design is later revealed to be too low
84
A B
Figure 4-2. The figure on the left shows the design optimization when using a safety
margin nini = 0 and fixed conservative values udet in place of aleatory
variables U. The figure on the right shows the reliability of the optimum
design found on the left by plotting the limit-state function in standard normal
space.
(i.e. very conservative or safe). If redesign is required, the final design can be made
lighter during redesign because the beam can be made less stiff. It is observed that
redesign for safety results in a lower mean mass than redesign for performance. It is
also observed that a mixed redesign strategy offers a slight improvement over redesign
for safety. However, as indicated by the error bars it is not clear if this difference is a
result of bias in the surrogate models used when optimizing the safety margins.
The simulation results can be explored in more detail by looking at a single point
on the tradeoff curve. The safety margins corresponding to 20% probability of redesign
were selected for more detailed investigation. Figure 4-5 shows the distribution of
possible high-fidelity safety margins for the initial design that are predicted based
on the model error. Both distributions capture the true safety margin if we were to
evaluate the initial design using the high-fidelity model. In the case of redesign for
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C D
Figure 4-3. On the left, the mean and variance of the error are plotted in a normalized
design space with fixed conservative values udet in place of aleatory
variables U. On the right, the mean and variance of the error are plotted in
standard normal aleatory space for optimum design found using nini = 0.
The error is in inches.
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performance, we see that the true safety margin is greater than nub and therefore
redesign would be required. If we calibrate using the true high-fidelity evaluation and
perform redesign the true safety margin is now very close to nre which agrees with the
predicted change in the safety margin. Figure 4-6 shows the joint distributions of the
design variables corresponding to the width and thickness of the beam cross section.
The peak in the distributions corresponds to the initial design, xini . The safety margins
have been optimized such that there is an 80% probability that the design will not
require any changes after the future test. The other designs in the figure correspond
to failing the future test and performing redesign. Figure 4-7 shows the distributions of
cross-sectional area corresponding to the designs in Figure 4-6. The mass is reduced
if redesign for performance is required and the mass is increased if redesign for safety
is required. We can see in the distribution of cross sectional area for redesign for
performance that the predicted mass reduction after redesign is close to the true
value. Comparing the safety margin distributions in Figure 4-5 to the reliability index
distributions in Figure 4-8 we observe similar distribution shapes. Both distributions
capture the true reliability index of the initial design as calculated with respect the
high-fidelity model. After redesign for performance the true reliability index is reduced
in order to reduce the mass of the beam. The true reliability index after redesign falls
within the predicted distribution of possible final reliability indexes. Histograms of the
most-probable point (MPP) are shown in Figure 4-9. The fixed deterministic values we
selected udet are slightly outside the distribution of possible MPP’s. However, the values
are not totally unreasonable since they are much closer to the center of the distribution
than, for example, the mean of the distributions which is located at [0, 0].
4.5 Discussion and Conclusions
In this study we described a method for the optimization of a safety-margin-based
design process that allows the designer to tradeoff between the expected design
performance and probability of redesign. Previous studies on the optimization of safety
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A B
Figure 4-4. Tradeoff curves for expected cost (cross sectional area in square inches) as
a function of probability of redesign. The curve labeled “mixed” corresponds
to simultaneous optimization of n = fnini , nlb, nub, nreg. The curve labeled
“safety” corresponds to optimizing fnini , nlb, nreg with nub = +1. The curve
labeled “performance” corresponds to optimizing fnini , nub, nreg with
nlb =  1. Error bars are based on surrogate models used during
optimization.
margins when considering future redesign required an assumption of constant model
bias [20, 21, 23]. However, in engineering design problems the model bias may vary
with the design variables as well as the aleatory variables, such as in the case of the
cantilever beam example. This study improves on previous work by introducing a
Kriging model as a more general model of the epistemic uncertainty in the low-fidelity
model. The Kriging model offers several practical benefits over the previous method. In
particular, the Kriging model easily allows for the incorporation of preliminary high-fidelity
data and a simple calibration of the model when new high-fidelity data becomes
available. The Kriging error model captures the intuitive idea that the variance of the
model error is greatest in unexplored regions and a minimum at existing data points.
The Kriging model also provides several theoretical improvements of the method. One
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A B
Figure 4-5. Histograms of possible safety margin distributions for 20% probability of
redesign. Plots show overlapping transparent histograms.
A B
Figure 4-6. Joint distribution of design variables for possible final designs for 20%
probability of redesign. Peak is located at initial design.
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Figure 4-7. Histograms of cross-sectional area distributions for 20% probability of
redesign.
A B
Figure 4-8. Histograms of reliability index distributions for 20% probability of redesign.
Plots show overlapping transparent histograms.
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Figure 4-9. Joint distribution of possible most probable points (MPP’s) for 20%
probability of redesign.
benefit is that it is likely that there exists a realization taken from the Kriging model
that is arbitrarily close to the actual error between the low and high-fidelity models.
Therefore, it is likely that there also exists a realization of the probability of failure that is
close to the true probability of failure with respect to the high-fidelity model. In addition, it
is likely the Kriging model will converge to the true error as more high-fidelity evaluations
(or tests) are performed. If the Kriging model converges to the true error, then the
distribution of probability of failure will also converge to the true probability of failure
with respect to the high-fidelity model. Previous work was not capable of modeling the
convergence of the model error because under the assumption of constant model bias
only a single high-fidelity evaluation was necessary to remove all epistemic uncertainty.
The method was applied to a simple cantilever beam design problem of minimizing
the mass, or equivalently cross-sectional area, subject to a constraint on tip-displacement.
Only a few high-fidelity evaluations were needed to construct the Kriging model that was
used to provide the distribution of model uncertainty. A distribution of probability of
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failure was obtained through the combination of FORM and a MCS of error realizations
(i.e. conditional simulations). It was shown that the distribution of possible reliability
indexes captured the true reliability index of the initial design with respect to the
high-fidelity model. Furthermore, it was shown that the predicted change in reliability
after redesign agreed with the actual redesign outcome when the high-fidelity model was
evaluated and redesign was performed. The safety margins governing a deterministic
design process were optimized to tradeoff between the probability of redesign and the
expected mass of the final design. It was shown that the predicted mass reduction
(i.e. performance improvement) agreed with the actual change in performance after
evaluating the high-fidelity model and performing redesign. For this example, it was
found that it was better to start with a less conservative, lighter design and implement a
test and redesign process that would restore safety if the initial design was later revealed
by the high-fidelity model to be unsafe. This process was contrasted with starting with
a more conservative, heavier design and implementing a test and redesign process
that would improve design performance if the initial design was later revealed by the
high-fidelity model be too conservative. A mixed design strategy where redesign would
restore safety or improve performance conditional on the results of the high-fidelity
evaluation was found to be comparable to the redesign for safety approach. It is
hypothesized that the best redesign strategy is problem dependent. In general, there is
no need to specify a redesign for safety or redesign for performance a priori because
when allowed to control all the safety margins the optimizer will converge to the best
redesign strategy.
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CHAPTER 5
SOUNDING ROCKET DESIGN UNDER MIXED EPISTEMIC MODEL UNCERTAINTY
AND ALEATORY PARAMETER UNCERTAINTY
5.1 Research Context in Relation to Scope of Dissertation
In Chapter 3, a method was introduced for predicting the possible outcomes of
a future test followed by possible redesign in order to optimize the safety margins
controlling a deterministic design process. In Chapter 4, the method was modified
to remove the restrictive assumption of constant model bias and the method was
demonstrated on a simple cantilever beam design example. The cantilever beam
example was useful for illustrating the method, but it is much simpler than typical
engineering design problems. In this chapter, a sounding rocket design example is
used to illustrate the method on a complex design problem. The sounding rocket design
example is significantly more complex than previous examples due to the:
1. Increased computational cost of the models
2. Increased number of design variables
3. Multi-disciplinary design considerations
4. Design variables that are unique to the high-fidelity model
5. Epistemic uncertainty in the objective function
6. Additional deterministic design constraints.
The method from Chapter 4 is modified to reduce the computational cost so the
method is more readily applicable to realistic design problems. The constraint on
mean probability of failure from chapters 3 and 4 is replaced with a more conservative
quantile constraint to ensure that some very safe designs do not cancel out the risk of
obtaining a dangerous final design. The cantilever beam example is revisited to illustrate
the changes to the method before applying the method to the sounding rocket design
example.
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5.2 Introduction
At the initial design stage engineers usually rely on low-fidelity models that have
high epistemic uncertainty. Uncertainty is typically classified as aleatory or epistemic
[31, 37, 67]. Epistemic uncertainty is due to lack of knowledge, is reducible by gaining
more information, and has a fixed but unknown value. Aleatory uncertainty is due to
variability, is irreducible, and is a distributed quantity. In engineering design, a system is
typically designed to be robust with respect to aleatory variables such as enviromental
conditions or material variability. The robustness of the system to aleatory uncertainty
may be controlled implicitly through safety margins, safety factors[2], and conservative
design values[50] or explicitly through reliability-based design methods. However, there
are relatively few design methods that consider epistemic model uncertainty [9, 10, 79].
If there is high epistemic model uncertainty, then there may be significant epistemic
uncertainty (i.e. lack of knowledge) regarding the reliability of the as-built system.
Errors in low-fidelity models, which may be considered indicative of errors in reliability
estimates, are often revealed in the future when higher fidelity simulations are performed
or prototypes are tested. If improved modeling reveals significant discrepancies between
low and high-fidelity simulations or between simulations and prototypes, redesign may
be required to correct the initial design.
Redesign, also known as engineering change, is the process of revising an
initial design conditional on new knowledge[69]. Typically, redesign is performed if a
low-fidelity model is revealed to have unconservative bias that may indicate an unsafe
initial design. Redesign is also beneficial when an initial design is revealed to be overly
conservative such that the design performance can be significantly improved. Redesign
provides an opportunity for design improvement, however, it is often viewed as a
problem in industry because redesign may be associated with substantial costs and
delays [68]. Designers could benefit from controlling the probability of future redesign
and trading off between the probability of redesign and design performance[21].
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However, predicting how the reliability and performance may change conditional on
future redesign is a complex and computationally expensive task.
Even without considering redesign, there is significant computational cost involved
in mixed epistemic and aleatory uncertainty propagation. For example in a two level
Monte-Carlo simulation (MCS), for each epistemic realization sampled in the outer
loop many aleatory realizations are sampled and propagated through design models
in the inner loop in order to calculate a distribution, or family, of distributions [66].
Two-level uncertainty propagation is computationally costly, but provides the complete
distribution of probability of failure which can be used to calculate a variety of useful
statistics, such as confidence intervals[67]. Alternatively, a model with epistemic model
uncertainty could be replaced with a conservative prediction, such as mean plus
k standard deviation offset, in order to avoid the expensive two-level uncertainty
propagation[10, 56]. However, the former approach allows for precise reliability
statements such as “we believe with 1- confidence that the probability of failure is
less than pf ” whereas the interpretation of the latter approach is less straightforward and
may only yield “pseudo-confidence bounds[56]”. The reliability assessment becomes
more complex when we consider that the design variables are epistemic random
variables. That is, if there is some probability of future redesign then the final design
is an epistemic random variable because it is unknown (e.g. incomplete, imprecise, or
uncertain specification) at the initial design stage.
In this study, we propose a design method that considers mixed epistemic model
uncertainty and aleatory parameter uncertainty and includes the possibility of future
redesign. It will be shown that redesign acts as a type of quality control measure
for epistemic uncertainty by implementing design changes in response to extreme
epistemic realizations. In the proposed method, aleatory and epistemic uncertainties
in the reliability assessment are handled sequentially rather than in a nested fashion.
In a preliminary step, traditional RBDO is performed with respect to aleatory parameter
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uncertainty using the mean low-fidelity model in order to find the most probable point
(MPP) of the aleatory random variables with respect to the mean low-fidelity model. In
subsequent steps, aleatory random variables are fixed at this MPP and a k standard
deviation offset is used as a safety margin with respect to epistemic model uncertainty.
An initial design is found based on deterministic optimization using a standard deviation
offset kini . In the future, the initial design will be tested (i.e. the high-fidelity model
will be evaluated at the initial design) and the redesign decision will be based on
the observed discrepancy between the low and high-fidelity models. If the observed
discrepancy is less than klb or above kub then redesign will be performed. During
redesign a possibly different standard deviation offset kre is used. The outcome of
the future high-fidelity evaluation (i.e. future test) is unknown at the initial design
stage and therefore the design process is repeated in a MCS. The MCS allows for
the calculation of the probability of redesign and a prediction of how future redesign
is related to final design performance and reliability. The standard deviation offsets
k = fkini , klb, kub, kreg governing the design process are optimized to minimize the
expected value of the objective function while satisfying constraints on reliability and
probability of redesign. In contrast to previous work on simulating the effects of a future
test and redesign[19–21], this study accounts for spatial correlations in epistemic model
uncertainty by using a Kriging model to represent model uncertainty and significantly
reduces the computational cost by proposing a computationally cheap approximation
of the reliability constraint. After the optimization of the standard deviation offsets, the
complete probability of failure distribution is recovered through two-level uncertainty
propagation.
In Section 5.3 the general method of simulating a future test and possible redesign
is described. In Section 5.4 the method is demonstrated on a cantilever beam bending
example and then a multidisciplinary sounding rocket design problem. In Section 5.5 the
study is summarized and the implications of the method and results are discussed.
96
5.3 Methods
In Section 5.3.1, the conservative values that will be used in place of aleatory
random variables are found based on preliminary RBDO. In Section 5.3.2, the
formulation of the optimization of the standard deviation offsets is presented. The
Monte Carlo simulation (MCS) of epistemic error realizations is described in Section
5.3.3. A single sample in the MCS consists of a complete deterministic design / redesign
process as described in Section 5.3.4. In Section 5.3.5, the calculation of the expected
objective function value, probability of redesign, and probability of the probability of
failure exceeding a target value are described.
5.3.1 Preliminary Reliability-Based Design Optimization (RBDO)
Preliminary reliability-based design optimization (RBDO) is performed using
the mean low-fidelity model of the limit-state function and considering only aleatory
uncertainty. In subsequent steps, aleatory random variables are fixed at the MPP as the
design is optimized deterministically. The preliminary RBDO problem is formulated as
min EU [f (x,U)]
w.r.t x
s.t. PU [g(x,U)  0]  p?f
(5–1)
where EU [] is an expectation operator with respect to aleatory uncertainty, PU [] is a
probability operator with respect to aleatory uncertainty, f (, ) is the objective function,
x 2 Rd is a vector of design variables, U is a vector of aleatory random variables with a
realization u 2 Rp, gH(, ) is the mean limit-state function, and p?f is the target probability
of failure. The formulation of the search for the MPP of the RBDO optimum xRBDO is
min jjujj
w.r.t u
s.t. g(xRBDO ,u)  0
(5–2)
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Since the RBDO problem does not consider epistemic model uncertainty in the
limit-state function there is a high probability that the resulting optimum could be very
unsafe or very conservative. However, the computational cost of the optimization
problem is much lower than formulating an optimization with full two-level mixed
epistemic / aleatory uncertainty propagation. The task of locating a design that is
conservative with respect to epistemic model uncertainty, but not overly so, will be
addressed in the remainder of the proposed method.
5.3.2 Optimization of Standard Deviation Offsets
The optimization of the standard deviation offsets (i.e. safety margins) is formulated
as
min EE [EU [f (Xnal ,U)]]
w.r.t k = fkini , klb, kub, kreg
s.t. PE [Pf (Xnal)  p?f ]  
pre  p?re
0  k  4
(5–3)
where EE [] an expectation operator with respect to epistemic uncertainty, Xnal is a
vector of final optimum design variables, PE [] is a probability operator with respect
to epistemic uncertainty, Pf () is the probability of failure with respect to aleatory
uncertainty, p?f is the target probability of failure, 1    is the desired confidence level,
and pre is the probability of redesign. The final design, Xnal , is uncertain because
we consider the possibility that the design may need to be redesigned in the future
conditional on the outcome of a high-fidelity evaluation of the initial design. The
probability of failure, Pf (), is uncertain because there is epistemic model uncertainty
in the limit-state function and because the design is uncertain. The tradeoff between
the expected objective function value and probability of redesign is captured by solving
the single objective optimization problem for several values of the constraint p?re . The
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global optimization is performed using Covariance Matrix Adaptation Evolution Strategy
(CMA-ES) [82] with a penalization strategy to handle the constraints.
The computational cost of the standard deviation offsets optimization problem is
high due to the mixed epistemic and aleatory uncertainty in the reliability constraint. To
reduce the computational cost, the reliability constraint is approximated as
PE [Pf (Xnal)  p?f ]  PE [GH(Xnal ,udet)  0] (5–4)
where udet is a vector of fixed conservative values used in place of aleatory variables
corresponding to the MPP as found in 5–1, 5–2 and GH(, ) is an uncertain limit-state
function. The true probability on the left-hand side of 5–4 requires two-level uncertainty
propagation, but the approximation on the right only considers epistemic uncertainty
and is therefore only requires single level uncertainty propagation. The approximation
is inspired by studies on reliability-based design considering only aleatory uncertainty
where the reliability constraint is converted to an equivalent deterministic constraint [5–
7]. There are two elements that contribute the the error in the proposed approximation.
First, the MPP is an epistemic random variable due to model uncertainty so any single
point estimate will incur some degree of error. Second, the final design is an epistemic
random variable and will differ from xRBDO where the MPP search was performed.
It is assumed that the MPP with respect to the mean limit-state function g(, ) is a
reasonable approximation of the mean MPP with respect to the realizations of the
uncertain limit-state function G(, ). That is, it is assumed the MPP of the mean is
close to the mean of the MPP’s. Furthermore, it is assumed that the distribution of
final designs Xnal will be centered near xRBDO . The approximation is introduced to
reduced the cost of the optimization of the standard deviation offsets. The full two-level
uncertainty propagation is performed for the optimum standard deviation offsets in
order to recover the full probability of failure distribution and assess the accuracy of the
approximation.
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5.3.3 Monte-Carlo Simulation of Epistemic Model Error
The epistemic model uncertainty and aleatory parameter uncertainty are treated
separately (see [66, 67, 85]). The true relationship between the different fidelity models
is assumed to be of the form
gH(x,u) = gL(x,u) + e(x,u) (5–5)
where gH(, ) is the high-fidelity model, gL(, ) is the low-fidelty model, and e(, ) is
the error between the low-fidelity and high-fidelity models. Typically, the error e(, ) is
unknown. The uncertainty in the model error is represented as a Kriging model E(, ).
Based on the possible model errors the high-fidelity model is predicted as
GH(x,u) = gL(x,u) + E(x,u) (5–6)
The Kriging model for the error is constructed in the joint space of the aleatory
variables, u, and the design variables, x. The uncertainty in GH(x,u) in 5–6 is only
due to epistemic model error E(, ). Propagation of aleatory uncertainty U through the
uncertain model is discussed in Section 5.3.5. For simplicity of notation, we will define
the mean of the Kriging prediction for the error as e(, ) and the standard deviation as
E(, ). The mean prediction of the high-fidelity model is
gH(x,u) = gL(x,u) + e(x,u) (5–7)
with standard deviation G(, ) = E(, ).
The epistemic random function E(, ) is used to represent the lack of knowledge
regarding how well the low-fidelity model matches the high-fidelity model. Assuming
initial test data is available, maximum likelihood estimation (MLE) will be used to
estimate the parameters of the Kriging model. The prediction GH(, ) is viewed as a
distribution of possible functions. Samples or trajectories drawn from this distribution
that are conditional on initial test data are referred to as conditional simulations. In
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the absence of test data these realizations are unconditional simulations. These
simulations are spatially consistent Monte Carlo simulations. Let g(i)H (, ) denote the
i-th realization of GH(, ) based on a realization e(i)(, ) of the Kriging model E(, ). A
variety of methods exist for generating these conditional simulations [86]. In this study,
the conditional simulations are generated directly based on Cholesky factorization of
the covariance matrix using the STK Matlab toolbox for Kriging [87] and by sequential
conditioning [86].
We can consider a Monte Carlo simulation of m conditional simulations i = 1, ... ,m
corresponding to m possible futures. In practice, the sample size m is increased
until the estimated coefficient of variation of the quantity of interest is below a certain
threshold. Let 
 denote the epistemic uncertainty space of the model GH(, ). There
is a realization, 9! 2 
, such that the simulation, g(!)H (, ), is arbitrarily close to the
high-fidelity model, gH(, ). The design process conditional on one error realization
is described in Section 5.3.4. By repeating the design process for many different
error realizations (i.e. for different possible high-fidelity models through 5–6) we can
determine the distribution of possible final design outcomes.
5.3.4 Deterministic Design Process
The deterministic design process is controlled by a vector of standard deviation
offsets k. The design process consists of finding an initial design, testing the initial
design by evaluating it with the high-fidelity model, and possible calibration and
redesign. The future high-fidelity evaluation of the initial design (i.e. future test) is
unknown and therefore modeled as an epistemic random variable. The redesign
decision, calibration, and redesign optimum are conditional on a particular test result. In
Section 5.3.4.1, Section 5.3.4.2, Section 5.3.4.3 the process is described conditional on
the error realization E(, ) = e(i)(, ).
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5.3.4.1 Initial design
The design problem is formulated as a deterministic optimization problem
min f (x,udet)
w.r.t x
s.t. gH(x,udet)  kiniG(x,udet)  0
(5–8)
where gH(, ) is the mean of the predicted high-fidelity model, kini is the initial standard
deviation offset, udet is a vector of conservative deterministic values used in place
of aleatory random variables, and G(, ) is the standard deviation of the limit-state
function with respect to epistemic model uncertainty. We assume the limit-state function
is formulated such that failure is defined as gH(, ) < 0. Let xini denote the optimum
design found from 5–8. There is no uncertainty in the initial design xini because the
optimization problem is defined using the mean of the model prediction and fixed
conservative values, udet , are used in place of aleatory random variables.
5.3.4.2 Testing initial design and redesign decision
A possible high-fidelity evaluation, g(i)H (xini ,udet), of the initial design xini is simulated.
The test will be passed if nlb  g(i)H (xini ,udet)  nub where nlb and nub correspond to
lower and upper bounds on acceptable safety margins. The redesign decision can be
formulated in terms of standard deviation offsets as klb  z (i)ini  kub where
Zini =
GH(xini ,udet)  g(xini ,udet)
G(xini ,udet)
(5–9)
If the observed safety margin is too low (g(i)H (xini ,udet) < nlb) then the design is unsafe
and redesign should be performed to restore safety. If the observed safety margin
is too high (g(i)H (xini ,udet) > nub) then the design is too conservative and it may be
worth redesigning to improve performance. Let q(i) denote an indicator function for
the redesign decision that is 1 for redesign and 0 otherwise. We will refer to redesign
triggered by a low safety margin as redesign for safety and redesign triggered by a
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high safety margin as redesign for performance. If the test is not passed then redesign
should be performed to select a new design.
5.3.4.3 Calibration and redesign
To obtain the calibrated model, the test realization g(i)H (xini ,udet) corresponding to
the error instance e(i)(xini ,udet) is treated as a new data point and the error instance
is added to the design of experiment for the error model. The redesign problem is
formulated as a deterministic optimization problem
min f (x,udet)
w.r.t x
s.t. g(i)H,calib(x,udet)  kre(i)G ,calib(x,udet)  0
(5–10)
where the mean of the predicted high-fidelity model g(i)H,calib(, ) and the standard
deviation (i)G ,calib(, ) are calibrated conditional on the test result g(i)H (xini ,udet) and kre
is a new standard deviation offset. Let x(i)re denote the optimum design after redesign
found from 5–10. Comparing the initial design problem in 5–8 to the redesign problem
in 5–10, we see that there is a change in the feasible design space due to the change
in the standard deviation offset and calibration. Note that the calibration is conditional
on obtaining the high-fidelity evaluation g(i)H (xini ,udet) in the future. That is, if we obtain
the evaluation g(i)H (xini ,udet), we can obtain the calibrated model g
(i)
H,calib(, ), and we will
select an improved design x(i)re .
5.3.5 Probabilistic Evaluation
The final design after possible redesign is
x
(i)
nal =
 
1  q(i) xini + q(i)x(i)re (5–11)
where q(i) = 1 corresponds to failing the test and performing redesign. The expected
objective function value after possible redesign is EE [EU [f (Xnal ,U)]]. The probability of
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redesign is calculated analytically as
pre = (klb) + (1 (kub)) (5–12)
where () is the standard normal cumulative distribution function (cdf).
The optimization of the standard deviation offsets is based on a computationally
cheap approximation of the reliability constraint as described in Section 5.3.2. The
key benefit of the proposed approximation is that the probability can be calculated
analytically. The probability of a negative safety margin conditional on passing the test
and keeping the initial design is
PE [G(xini ,udet)  0jQ = 0] = T ( kini) (5–13)
where T () is the normal cdf truncated to the interval [ klb, kub]. The probability
conditional on performing redesign is
PE [G(Xre,udet)  0jQ = 1] = ( kre) (5–14)
The final probability of a negative safety margin after possible redesign is
PE [G(Xnal ,udet)  0] = (1  pre)T ( kini) + pre( kre) (5–15)
After solving the optimization problem in 5–3, the full two-level mixed aleatory /
epistemic uncertainty propagation is performed to recover the probability of failure
distribution and check the accuracy of the proposed approximation. The probability of
failure of the final design is unknown since there is epistemic uncertainty in the model
GH(, ). A realization of the probability of failure is calculated conditional on an error
realization E(, ) = e(i)(, ). A realization of the probability of failure of the initial design
is
p
(i)
f (xini) = PU
h
g
(i)
H (xini ,U) < 0
i
(5–16)
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where PU [] denotes the probability with respect to aleatory uncertainty. Note that
the epistemic model uncertainty is treated separately from the aleatory uncertainty to
distinguish between the quantity of interest, the probability of failure with respect to
the high-fidelity model and aleatory uncertainty, and the lack of knowledge regarding
this quantity. The error in the low-fidelity model E(, ) has no impact on the reliability
with respect to the high-fidelity model gH(, ). However, since the high-fidelity model
is unknown, the probability of failure calculation is repeated many times conditional on
many different realizations of the high-fidelity model g(i)H (, ) through 5–16. A realization
of the final probability of failure after possible redesign is
p
(i)
f (x
(i)
re ) = PU
h
g
(i)
H (x
(i)
re ,U)  0
i
(5–17)
After redesign, the design variable x(i)re is also an epistemic random variable in addition
to the limit state function g(i)H (, ). Many different methods are available for calculating
the probability of failure. In this study, first order reliability method (FORM) is used to
calculate the probability of failure for each epistemic realization. The final probability of
failure after possible redesign is
p
(i)
f (x
(i)
nal) =
 
1  q(i) p(i)f (xini) + q(i)p(i)f (x(i)re ) (5–18)
Note that the redesign decision q(i) shapes the final probability of failure distribution
because we will have the opportunity in the future to correct the initial design if it fails
the deterministic test. The probability of the probability of failure of the final design
exceeding the target probability of failure is estimated by MCS as
PE [Pf (Xnal)  p?f ] 
1
m
mX
i=1
I
h
p
(i)
f (x
(i)
nal)  p?f
i
(5–19)
where I [] is an indicator function. The computational cost of the full two-level mixed
aleatory / epistemic uncertainty propagation is high and therefore only performed after
the optimization of the standard deviation offsets. For example, more than m = 1900
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probability of failure calculations are necessary to estimate a probability of the order
 = 0.05 with a 10% coefficient of variation.
5.4 Test Cases
5.4.1 Cantilever Beam Bending Example
5.4.1.1 Problem description
The first example is the design of a cantilever beam to minimize mass subject to a
constraint on tip displacement adapted from an example by Wu et al [6]. The beam is
subject to independent aleatory random loads in the horizontal and vertical directions.
The original problem involved the design of a long slender beam and therefore used
Euler-Bernoulli beam theory. In this example, the length of the beam is reduced such
that shear stress effects become important and Timoshenko beam theory is more
accurate. The Timoshenko beam model plays the role of a computationally expensive
high-fidelity model (e.g. finite element analysis) and the Euler-Bernoulli beam model
plays the role of an inexpensive low-fidelity model. The beam is optimized to ensure
with 95% confidence that the reliability index of the final design after possible redesign is
greater than 3.
The low-fidelity model of the limit state function is
gL(x,U) = d
?   4l
3
ewt
s
FY
t2
2
+

FX
w 2
2
(5–20)
where x = fw , tg are the design variables and U = fFX ,FY g are the aleatory variables.
The high-fidelity model of the limit state function is
gH(x,U) = d
?  
p
(dx(x,U))2 + (dy(x,U))2 (5–21)
where dx and dy are given by 5–22 and 5–23. The problem parameters are described in
Table 5-1.
dx(x,U) =

3lFX
2gwt
+
4l3FX
ewt3

(5–22)
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Table 5-1. Parameters for cantilever beam example
Parameter Notation Value
Design variables, x Width of cross section w 2.5  w  5.5 in
Thickness of cross section t 1.5  t  4.5 in
Aleatory variables, U Horizontal load FX N(500, 1002) lbs
Vertical load FY N(1000, 1002) lbs
Constants Elastic modulus e 29 106 psi
Shear modulus g 11.2 106 psi
Length of beam l 10 in
Allowable tip displacement d? 2.25 10 3 in
Conservative aleatory values udet f744.7, 1173.5g lbs
Target probability of failure p?f = ( ?) 1.35 10 3 = ( 3)
Target confidence level 1   0.95
dy(x,U) =

3lFY
2gwt
+
4l3FY
ew 3t

(5–23)
The objective function is the cross-sectional area of the beam
f (x) = wt (5–24)
which is proportional to the mass of the beam.
5.4.1.2 Application of the proposed method
Step 1: Quantifying the model uncertainty. The first step is to quantify the
uncertainty in the low-fidelity model. A Kriging model is constructed for the discrepancy
between the low and high-fidelity models based on evaluations at the corner points
in the joint design-aleatory space (4 beam designs each with 4 loading conditions).
To demonstrate the method, the corner points were chosen in order to ensure high
model uncertainty. In practice, the model could also be constructed based on data from
previous designs. The Kriging model improves the prediction from the low-fidelity model,
but more importantly it provides confidence intervals for the model uncertainty. In Figure
5-2, the confidence intervals arising due to model uncertainty are shown in the design
space and aleatory space.
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Figure 5-1. The beam is subject to horizontal and vertical tip loads
Step 2: Selecting fixed conservative values for aleatory variables. Next,
aleatory random variables U are replaced with fixed conservative values udet . The
conservative values are found by solving the RBDO problem problem in 5–1. The RBDO
is performed with respect to aleatory uncertainty conditional on the mean low-fidelity
model. By solving the optimization problem in 5–1, we select conservative values
udet = f744.7, 1173.5g lbs. These values correspond to approximately the 99th and
96th percentiles of the loads. The RBDO problem only requires single level uncertainty
propagation since epistemic model uncertainty is fixed at the mean prediction.
Step 3: Optimization of safety margins (i.e. standard deviation offsets)
. In the third step, the optimum standard deviation offsets are found by solving 5–3
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Figure 5-2. The figure on the left shows the design optimization with standard deviation
offset k = 0 and fixed conservative values udet in place of aleatory variables.
The figure on the right shows the limit-state function in standard normal
space for the optimum design found on the left. The reliability index is the
distance in standard normal space from the origin to the limit-state.
using CMA-ES with a penalized objective function. Recall that standard deviation
offsets of model uncertainty are used during the design / redesign process as safety
margins against model uncertainty. Inside the MCS, the design optimization (5–8,
5–10) is performed using sequential quadratic programming (SQP). By varying the
constraint on the probability of redesign p?re we obtain a curve for the expected cross
sectional area versus probability of redesign as shown in Figure 5-3. The tradeoff
curve is used to determine how much risk of redesign is acceptable given the expected
performance improvement. For illustration, we will select the optimum safety margins
k = f0.71, 0.89, 2.25, 3.00g corresponding to 20% probability of redesign for more
detailed study.
Step 4: Full two-level mixed uncertainty propagation. In the fourth step, the
full two-level mixed uncertainty propagation is performed for the selected optimum
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Figure 5-3. Tradeoff curve for expected cross sectional area versus probability of
redesign
safety margins. The full two-level mixed uncertainty propagation is used to recover
the probability of failure distribution and obtain detailed results for the MCS of the
design/redesign process. In the previous step involving the optimization of the safety
margins, aleatory variables were fixed and only epistemic model uncertainty was
considered. In the full two-level mixed uncertainty propagation, the probability of failure
is calculated using first order reliability method (FORM) for each realization of epistemic
model uncertainty (i.e. Kriging conditional simulation)
Step 5: Post-processing of simulation results. Finally, post-processing is
performed for the data gathered in the MCS.
First, we examine the safety margin distribution and the reliability index distribution
shown in Figure 5-4. The safety margin distribution in Figure 5-4 shows the possible
constraint violations with respect to epistemic model uncertainty conditional on the fixed
conservative values udet . The beam will be redesigned if the safety margin is less than
 0.1610 4 inches or greater than 2.810 4 inches. It can be observed that if redesign
is required, we expect to have much more precise control over the tip displacement of
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the beam due to the knowledge gained from the future test. Redesign acts as a type
of quality control measure by initiating design changes in response to observing an
extreme safety margin. We can compare the safety margin distribution and reliability
index distributions in Figure 5-4. There is a strong correlation between the observed
safety margin and the reliability index (correlation coefficient 0.999). As a result, the
safety margin based redesign criteria is very useful for identifying overly conservative
or unsafe designs. The safety margin is strongly correlated with the reliability index
because the safety margin is calculated with respect to the MPP of the mean low-fidelity
model. As shown in Figure 5-5, the conservative values udet provide a reasonable point
estimate of the MPP distribution. The standard deviation offsets have been optimized
based on the computationally cheap approximation of the reliability constraint in 5–4
such that the probability of a negative safety margin after possible redesign is 5%.
After performing the full two-level mixed uncertainty propagation, the probability of the
probability of failure exceeding the target value of 1.35  10 3 is estimated to be in the
range of 5% to 7% (95% confidence interval with m = 2500). In other words, we have
between 93% and 95% confidence that the probability of failure of the final design after
possible redesign will be less than p?f = 1.35 10 3.
Second, we examine the optimum design variable distribution and the cross
sectional area distribution shown in Figure 5-6. The design variable distribution in Figure
5-6 shows how the design variables will change if redesign is required in the future. The
peak corresponds to the initial design since there is an 80% probability the initial design
will be accepted as the final design. The distribution of design variables can be used
to plan for future design changes. The cross sectional area distribution corresponding
to the designs is shown in Figure 5-6. Although the change in the mean area due to all
possible design changes is relatively small, the realizations of the area corresponding
to redesign may be significantly different than the initial area. For example, if redesign
for performance is required the area is reduced by about 6.4%, however, there is only
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Figure 5-4. Distribution of safety margin and reliability index for 20% probability of
redesign. Plots show overlapping transparent histograms.
about a 1% chance of redesign for performance. On the other hand, there is about
a 19% chance of redesign for safety which is associated with an increase in area of
approximately 2%.
5.4.2 Multidisciplinary Sounding Rocket Design Example
5.4.2.1 Problem description
The sounding rocket design example is based on a multidisciplinary design
optimization (MDO) problem. The sounding rocket has a single cryogenic liquid
hydrogen fueled gas generator engine. The intertank and thrust frame are made
from a composite material. The thrust vector control (TVC) system is electromechanical.
The avionics and electrical power system have no redundancies. The rocket is designed
for vertical integration. The design structure matrix for the sounding rocket example is
shown in Figure 5-7. There are four disciplines corresponding to propulsion, structures
(sizing and weights estimation), aerodynamics, and trajectory simulation. There are
five design variables corresponding to the mass of propellant MP , initial thrust to weight
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Figure 5-5. Distribution of most probable point (MPP) for 20% probability of redesign.
ratio T=W , engine chamber pressure pcc , mixture ratio P , and diameter D. The engine
efficiency factor  is considered to be an aleatory random variable. The outputs are
the total mass Mtot , final altitude at the end of the propulsion phase rnal , and length to
diameter ratio L=D. The design problem is to minimize the total mass while satisfying
constraints on the final altitude and the length to diameter ratio. The constraint on the
length to diameter ratio is purely deterministic and is therefore simply included as an
additional design constraint in the design optimization problems in 5–8, 5–10. There
is aleatory uncertainty in the final altitude and total mass (GLOW) due to the aleatory
uncertainty in the engine efficiency factor .
113
A B
Figure 5-6. Distribution of optimum design variables and design performance for 20%
probability of redesign. Peak is located at initial design.
There is a coupling between the structures and aerodynamic disciplines in that
the maximum axial acceleration and maximum dynamic pressure are related to the
total mass. The structure must be sized to withstand the loads, but changes in the
total mass are related to the loads through trajectory and aerodynamics. There is a
coupling between structures and propulsion in that the inert mass fraction is related to
the thrust through the thrust to weight ratio. The engine mass and thrust frame mass
must be designed for a given thrust, but because the thrust to weight ratio is specified
beforehand changes in mass alter the thrust. A fixed point iteration is performed to
satisfy the coupling constraints with respect to the maximum axial load, maximum
dynamic pressure, and inert mass fraction. There is a loop between aerodynamics and
trajectory because the drag coefficient varies with Mach number.
5.4.2.2 Standard atmosphere models
The atmosphere model includes variations of the speed of sound, atmospheric
pressure, and air density as a function of altitude. The speed of sound varies as a
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.Design
Variables:
Mp : propel-
lant mass
T=W : thrust
to weight ratio
pcc : chamber
pressure
P : mixture
ratio
D: diameter
: engine
efficiency
factor
Coupling Variables:
T : thrust
Isp : specific impulse
q: mass flow rate
Minert : inert mass
CD : drag coefficient
M: Mach number
nmaxax : maximum axial acceleration
Pmax
dyn
: maximum dynamic pressure
: inert mass fraction
At : throat area
Ae : exhaust area
Outputs:
Mtot : total
mass
rnal : maxi-
mum altitude
L=D: length
to diameter
ratio
Propulsion
Structures
Aerodynamics
Trajectory
T , Isp, q, AeT ,pcc ,At T
Mtot

CD
nmaxax , Pmaxdyn
M
Figure 5-7. Design structure matrix for sounding rocket design example. There are
couplings between propulsion/structures, aerodynamics/structures, and
trajectory/aerodynamics.
function of altitude
c(r) =
8><>: c1(r) r   RE < 122 10
3 m
303.1416 m/s r   RE  122 103 m
(5–25)
where
c1(r) = 6x
6 + 5x
5 + 4x
4 + 3x
3 + 2x
2 + 1x + 0 (5–26)
and x = r   RE is the altitude in meters relative to the radius of the earth RE . The
coefficients are listed in Table 5-2 and the variation in the speed of sound is plotted in
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Table 5-2. Coefficients for calculating speed of sound as a function of altitude (5–25)
Coefficient Value
0 3.4394 102
1  6.3990 10 3
2 2.2964 10 7
3  8.9126 10 13
4  5.7391 10 17
5 7.6283 10 22
6  2.7182 10 27
Figure 5-8. Speed of sound as a function of altitude (5–25)
Figure 5-8. The atmospheric pressure (Pa) decreases with altitude
Pa(r) = p0 exp ( pref (r   RE)) (5–27)
where p0 = 1.0437  105 and pref = 1.4589  10 4. The density of the air (kg/m3)
decreases with altitude
(r) = 0 exp

 r   RE
href

(5–28)
where 0 = 1.22557 and href = 7254.24.
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5.4.2.3 Discipline models
The discipline models are based on the dissertation of Castellini, “Multidisciplinary
design optimization for expendable launch vehicles” [88]. Full details of the models can
be found in the dissertation. The discipline models are briefly summarized here.
Propulsion. The propulsion discipline calculates the performance characteristics
of the engine based on NASA computer program CEA (Chemical Equilibrium with
Applications) for calculating chemical equilibrium compositions and properties of
complex mixtures [89, 90]. In order to reduce computational cost, Kriging surrogate
models were fit to the characteristic velocity (C) and thrust coefficient (CT ) as a function
of mixture ratio, chamber pressure, and nozzle expansion ratio. The surrogate models
were constructed based on a design of experiment consisting of 500 points generated
using Latin-hypercube sampling. The Kriging models used a Gaussian covariance
function and zero order trend functions. Kriging models were constructed in Matlab
using DACE (Design and Analysis of Computer Experiments) Matlab toolbox [91]. Any
epistemic model uncertainty introduced by the Kriging surrogates in the propulsion
discipline is not included in the analysis. The specific impulse is calculated as
Isp =
CCT
g0
(5–29)
where C is the Kriging prediction of the characteristic velocity, CT is the the Kriging
prediction of the thrust coefficient,  is an efficiency factor, and g0 is the standard
acceleration due to gravity. The single efficiency factor represents the combined
degrading effects of chamber and nozzle losses as well as mass flow losses. The throat
area is calculated as
At =
T
CTpcc
(5–30)
where T is the thrust and pcc is the chamber pressure. The exhaust area is calculated
as
Ae = "At (5–31)
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Table 5-3. Inputs and outputs of propulsion discipline
Inputs Outputs
Chamber pressure pcc Mass flow rate q
Mixture ratio P Specific impulse Isp
Nozzle expansion ratio " Throat area At
Thrust T Exhaust area Ae
where " is the nozzle expansion ratio. The mass flow rate is calculated as
q =
T
CCT
=
T
Ispg0
(5–32)
Structures. The structures discipline calculates the total inert mass of the rocket
and the total length of the rocket. For this example, the structures discipline is defined
as the combination of sizing and weights estimation. The weights estimation includes
engine mass, thrust frame mass, tank mass including thermal protection system, thrust
vector control (TVC), and avionics and electrical power system. The thrust frame and
tanks are designed using structural safety margins of SSM = 1.1. All weight estimation
relationships (WER’s) are based on the dissertation of Castellini [88]. The total mass of
the rocket is calculated as
Mtot = Minert +MP +MPL (5–33)
where Minert is the total inert mass, MP is the propellant mass, and MPL is the payload
mass. The total inert mass is calculated as
Minert = Meng +MTF +MFT +MOxT +MTPS,OxT +MTPS,FT+
Mavio +MEPS +Mintertank +MPLF
(5–34)
where Meng is the engine, MTF is the thrust frame, MFT is the fuel tank, MOxT is the
oxidizer tank, MTPS,OxT is the thermal protection for the oxidizer tank, MTPS,FT is the
thermal protection for fuel tank, Mavio is the avionics, MEPS is the electrical power
system, Mintertank is the intertank, and MPLF is the payload fairing.
Mass of tanks and intertank The mass of the fuel and oxidizer tanks are usually
the largest part of the structural mass of liquid propulsion rockets [88]. The WER’s for
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Table 5-4. Inputs and outputs of structures discipline
Inputs Outputs
Thrust T Total inert mass Minert
Chamber pressure pcc Total Length L
Mixture ratio P
Nozzle expansion ratio "
Throat area At
Maximum axial acceleration nmaxax
Maximum dynamic pressure Pmaxdyn
Diameter D
Mass of propellant MP
Mass of payload fairing MPLF
Table 5-5. Notation used in weights estimation
Mtot Total
Minert Total inert
MP Propellant
MPL Payload
MPLF Payload fairing
Meng Engine (including TVC and nozzle)
MTVC Thrust vector control (TVC)
Mnozzle Nozzle
MTF Thrust frame
MFT Fuel tank
MOxT Oxidizer tank
MTPS,OxT Thermal protection system - Oxidizer tank
MTPS,FT Thermal protection system - Fuel tank
Mavio Avionics
MEPS Electrical power system
Mintertank Intertank
the tank masses are a linear regression for fuels and a slightly non-linear power law
regression of the tank volume for oxidizers. The mass of the fuel tanks is
MFT =
6Y
j=1
kj  ((VF  35.315)  0.4856 + 800)  0.4536 (5–35)
where VF is the volume of the fuel tank and kj are coefficients to account for load
parameters and discrete design variables. The mass of the oxidizer tank is
MOxT =
6Y
j=1
kj 
 
(VOx  35.315)1.04  1.0850 + 700
  0.4536 (5–36)
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Table 5-6. Coefficients for tank mass WER’s
Description
k1 Structural material k1 =

1 Al-Li alloy
0.9 Composite
k2 Common bulkhead or intertank k2 =

Stot   1.5Sdome=Stot Common bulkhead
1 Intertank
k3 Horizontal or vertical integration k3 =

(1=30)  (L=D) + (29=30) Horizontal
1 Vertical
k4 Max dynamic pressure k4 =
 
Pmaxdyn
0.16
=5.76404
k5 Axial acceleration k5 = (SSM  nmaxax )0.15 =1.29134
k6 Tank pressure k6 = 1.3012 + 1.4359 10 6  ptanks=2.7862
where VOx is the volume of the oxidizer tank. The coefficients used in the mass WER’s
are described in Table 5-6. The mass of the thermal protection system is approximated
as a linear function of the tanks surface area
MTPS,OxT=FT = kinsSOxT=FT (5–37)
with kins = 0.9765 for liquid oxygen tanks and kins = 1.2695 for liquid hydrogen tanks.
The mass of the intertank is approximated as a two dimensional linear function of the
lateral surface and the diameter
MIT = kSM  k1SIT  (DIT  3.2808)k2 (5–38)
where kSM = 1 for aluminum alloys or kSM = 0.7 for composites, k1 = 5.4015, and
k2 = 0.5169.
Propulsion system and thrust frame The engine mass for cryogenic propulsion and
gas generator feed is approximated as a function of the thrust as
Meng = aT
b +Mnozzle +MTVC (5–39)
where a = 7.54354  10 3, b = 0.885635  10 1, c = 20.2881, and Mnozzle is the mass
of the nozzle, and MTVC is the mass of the thrust vector control system. The mass of an
electromechanical thrust vector conrol system is approximated as a function of the thrust
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as
MTVC = 0.1078  (T  10 3) + 43.702 (5–40)
The thrust frame mass1 is approximated as a function of the thrust and maximum axial
acceleration as
MTF =
 
0.013N0.795eng T
0.579 + 0.01Neng(Meng=0.45)
0.717

0.45 (1.5  SSM  nmaxax  g0)  kSM
(5–41)
where kSM = 1 for aluminum alloys or kSM = 0.62 for composites and Neng = 1 for this
example.
Avionics and electrical power system The mass of the avionics system is approximated
as
Mavio = kRL(246.76 + 1.3183Stot)(1  0.75) (5–42)
where kRL = 0.7 for no redundancy, kRL = 1 for critical components redundancy, or
kRL = 1.3 for full redundancy. The mass of the electrical power system is approximated
as
MEPS = kRL0.405Mavio(1  0.18) (5–43)
Aerodynamics. Given the instantaneous velocity, altitude, and total mass of the
rocket the aerodynamics discipline calculates the drag force, dynamic pressure, and
axial acceleration. The aerodynamics discipline analysis is based on Missile DATCOM
[93]. In order to reduce computational cost, the drag coefficient is calculated as a
function of the Mach number based on PCHIP (piecewise cubic hermite interpolating
polynomial) interpolation between values in a table of Missile DATCOM evaluations. The
interpolation between data points for the drag coefficient as a function of Mach number
is shown in Figure 5-9.
1 WER from [88] is corrected to match original source [92] and Ariane 5 Vulcain
engine data point
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Table 5-7. Inputs and outputs of aerodynamics discipline
Inputs Outputs
Velocity V (t) Drag force FD(t)
Altitude r(t) Dynamic pressure Pdyn(t)
Total mass m(t) Axial acceleration nax(t)
Diameter D
Exhaust area Ae
The Mach number is calculated as
M =
V
c(r)
(5–44)
where the speed of sound c(r) varies as a function of altitude according to 5–25. The
axial accelerations in g’s is calculated as
nax =
1
mg0
(T   FD) (5–45)
where FD = 0.5(r)V 2CDA is the drag force and the air density (r) decreases with
altitude according to 5–28. The thrust is calculated as
T = Ispg0q   AePa(r) (5–46)
where Ae is the exhaust area and the air pressure Pa(r) decreases with altitude
according to 5–27. The dynamic pressure is calculated as
Pdyn = 0.5(r)V
2 (5–47)
Trajectory. The trajectory discipline calculates the altitude, velocity, and total mass
as a function of time. The trajectory discipline analysis is based on a two dimensional
model. The equations of motion are
_r = V
_V = 1
m
  FD + T   GMEmr2 
_m =  q
(5–48)
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Figure 5-9. Drag coefficient as a function of Mach number based on Missile DATCOM.
PCHIP interpolation is used between data points.
where r is the radius, V is the norm of the velocity vector, FD is the drag force, T is
the thrust, G is the gravitational constant, ME is the mass of the earth, and m is the
mass of the rocket. Equations of motion are derived assuming the flight path angle
() and pitch angle () are both 90 degrees. The trajectory discipline is coupled with
the aerodynamics discipline. During ODE integration, the trajectory discipline calls the
aerodynamics discipline to update the instantaneous values of the thrust and drag force.
The time at which maximum dynamic pressure occurs is obtained by finding the
point at which the rate of change of the dynamic pressure crosses zero axis from
positive to negative. The derivative of the dynamic pressure is
dPdyn
dt
= V
dV
dt
+ 0.5
d
dt
V 2 (5–49)
where the derivative of the air density in 5–28 is
d
dt
=   0
href
dr
dt
exp

 r   RE
href

(5–50)
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Table 5-8. Inputs and outputs of trajectory discipline
Inputs Outputs
Total mass Mtot Final altitude rnal
Thrust T (t) Velocity v(t)
Drag force FD(t) Altitude r(t)
Thrust duration tburn Total mass m(t)
5.4.2.4 Low-fidelity model
A low-fidelity approximation is introduced for the inert mass fraction as a function
of the mass of propellant. The low-fidelity model is based on a curve fit of the model
provided in the “Handbook of Cost Engineering and Design of Space Transportation”
[94]. Table 5-9 lists the data that was read from the figure (approximated visually). A
second order polynomial was fit to the inert mass fraction as a function of the log of
propellant
L = (1.5879 log(MP)
2   36.1554 log(MP) + 217.8084)=100 (5–51)
The design curve is for rockets that are much larger than the sounding rocket we
are investigating in this design example. Therefore, we will extrapolate outside
of the range of the design curve using the polynomial curve fit. The extrapolation
may introduce significant error on top of the already questionable accuracy of the
low-fidelity model. The low-fidelity mass model is a 1-dimensional function. However,
in the fully coupled system the mass depends on all 6 design-aleatory variables. To
visualize the accuracy of the low-fidelity model, a cloud of 10,000 different designs was
generated in the 6-dimensional design-aleatory space using Latin-hypercube sampling.
Fixed point iterations were performed for each of the designs to enforce coupling
constraints between disciplines. In Figure 5-11, the 10,000 designs are projected onto
a 1-dimensional plane in order to compare with the 1-dimensional low-fidelity model. It
is observed that the low-fidelity model captures the overall trend, but there is significant
error. Furthermore, there appears to be significant scatter in the design points around
the mean trend line. This is because different designs are being projected onto the
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Table 5-9. Data read from design curve
Mass of propellant (kg) Inert Mass Fraction
10,000 0.195
20,000 0.155
30,000 0.138
40,000 0.130
50,000 0.125
Figure 5-10. A second order polynomial was fit to the inert mass fraction as a function of
the log of the propellant mass. The model is extrapolated to the region of
interest for sounding rocket design.
1-dimensional plane. The low-fidelity model is incapable of representing this variation
with respect to design variables other than the mass of propellant. For the low-fidelity
model, r 2 = 0.81 indicating the the model explains about 81% of the variation.
5.4.2.5 Application of the proposed method
Step 1: Quantifying the model uncertainty. The first step is to quantify the
uncertainty in the low-fidelity model. The low-fidelity model of the inert mass fraction is
related to the high-fidelity model (i.e. coupled system) as
H(x, u) = L(MP) + E(x, u) (5–52)
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Figure 5-11. A cloud of 10,000 designs in 6-dimensions is projected onto a one
dimensional plane and compared to the low-fidelity model prediction
where x = fMP ,T=W , pcc ,P ,Dg is the vector of design variables, u =  is a realization
of the aleatory random variable U, H(, ) is the inert mass fraction when coupling
constraints are satisfied, L() is the low-fidelity model given by Equation 5–51, and
E(, ) is the Kriging model of the discrepancy between the two models. By introducing
the low-fidelity model the propulsion/structures and the aerodynamics/structures
couplings are removed. In effect, the coupling constraints are incorporated into the
construction of the error model E(, ). Removing the couplings eliminates the need
for fixed point iterations and allows the sounding rocket design to be represented as a
simple feed forward system. This may substantially reduce the computational cost of
uncertainty propagation relative to performing fixed point iterations for every realization
of aleatory uncertainty. However, the low-fidelity model may introduce significant
epistemic model uncertainty, particularly when the Kriging model is constructed based
on only a small set of initial data (i.e. small design of experiment). The epistemic model
uncertainty results in additional uncertainty in the final altitude and GLOW.
126
Figure 5-12. Tradeoff curve for expected GLOW versus probability of redesign
Step 2: Selecting fixed conservative values for aleatory variables. Next, the
aleatory random variable U is replaced with a fixed conservative value udet . Instead of
solving the RBDO problem in 5–1, the 5th percentile of the engine efficiency is used for
the conservative value. The 5th percentile was selected because the altitude is nearly a
linear function of the engine efficiency and the target probability of failure is p?f = 0.05.
Step 3: Optimization of safety margins (i.e. standard deviation offsets). In
the third step, the optimum standard deviation offsets are found by solving 5–3 using
CMA-ES with a penalized objective function. Inside the MCS, the design optimization
(5–8, 5–10) is performed using sequential quadratic programming (SQP). By varying
the constraint on the probability of redesign p?re we obtain a curve for the expected
GLOW versus probability of redesign as shown in Figure 5-12. The tradeoff curve
is used to determine how much risk of redesign is acceptable given the expected
performance improvement. For illustration, we will select the optimum safety margins
k = f0.78, 0.96, 1.87, 2.29g corresponding to 20% probability of redesign for more
detailed study.
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Step 4: Full two-level mixed uncertainty propagation. In the fourth step, the
full two-level mixed uncertainty propagation is performed for the selected optimum
safety margins. The full two-level mixed uncertainty propagation is used to recover
the probability of failure distribution and obtain detailed results for the MCS of the
design/redesign process. For each realization of epistemic model uncertainty (i.e.
Kriging conditional simulation) the probability of failure is calculated using first order
reliability method (FORM).
Step 5: Post-processing of simulation results. Finally, post-processing is
performed for the data gathered in the MCS.
First, we examine the safety margin distribution and the probability of failure
distribution shown in Figure 5-13. The safety margin distribution in Figure 5-13 shows
the possible constraint violations with respect to epistemic model uncertainty conditional
on the fixed conservative values udet . The rocket will be redesigned if the safety margin
is less than  0.6 kilometers or greater than 9.5 kilometers (relative to target of 150 km
assuming conservative engine efficiency). Redesign acts as a type of quality control
measure by initiating design changes in response to observing an extreme safety
margin. We can compare the safety margin distribution to the probability of failure
distribution in Figure 5-13. There is a strong correlation between the observed safety
margin and the probability of failure (correlation coefficient -0.65). As a result, the safety
margin based redesign criteria is very useful for identifying overly conservative or unsafe
designs. The correlation coefficient is not as strong as in the beam example because
the aleatory uncertainty in the in the engine efficiency is bounded. Due to the bounded
aleatory uncertainty the correlation between safety margin and probability of failure
breaks down when the safety margin is less than the point corresponding to 100%
probability of failure or the safety margin is greater than the point corresponding to 0%
probability of failure. The standard deviation offsets have been optimized based on the
computationally cheap approximation of the reliability constraint in 5–4 such that the
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probability of a negative safety margin after possible redesign is 5%. After performing
the full two-level mixed uncertainty propagation, the probability of the probability of
failure exceeding the target value of p?f = 0.05 is found to be in agreement with the target
value of  = 0.05.
Second, we examine the optimum design variable distribution shown in Figure
5-14 and the GLOW and dry mass distributions shown in Figure 5-15. The design
variable distribution is 5-dimensional so the marginal distributions are shown. The peak
corresponds to the initial design since there is an 80% probability the initial design
will be accepted as the final design. The distribution of design variables is useful for
planning for future design changes. It is observed that the chamber pressure does not
change during redesign. The optimum chamber pressure is always the upper bound of
120 bars regardless of the outcome of the future high-fidelity evaluation. The change in
diameter is relatively small with a change on the order of 1% if redesign is required.
However, the propellant mass may change substantially. The mass of propellant may
decrease approximately 12% if redesign for performance is required or increase by
4% if redesign for safety is required. The relative change in GLOW due to redesign is
similar to the relative change in propellant mass as seen in Figure 5-15. The dry mass
distribution is shown in Figure 5-15. If redesign for safety is required, the dry mass
will increase by about 2%. If redesign for performance is required, the dry mass will
decrease by about 7%. Since underestimating the mass corresponds to overestimating
the altitude, and vice versa, redesign tends to increase the mass of heavier mass
realizations or decrease the mass of lighter mass realizations by adjusting the propellant
mass accordingly.
5.5 Discussion Conclusions
At the initial design stage, engineers often must rely on low-fidelity models with
high epistemic model uncertainty. One approach to high epistemic model uncertainty
is to add a safety margin, such as a k standard deviation offset, to design constraints
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Figure 5-13. Distributions of safety margin and probability of failure for 20% probability of
redesign. Plots show overlapping transparent histograms.
to ensure the optimum design is well within the safe design space. If the safety margin
is large then the designer has more confidence that the design is safe, but design
performance suffers. If the safety margin is small then the design space is larger
and designs with better performance become accessible, but the designer has less
confidence in the safety of the design. If there will be an opportunity in the future to
evaluate the design using higher fidelity modeling (or to perform a test on a prototype),
then this provides an opportunity to redesign (i.e. correct or modify) a design that is
revealed to be too conservative or unsafe.
In this study we propose a safety-margin-based method for design under mixed
epistemic model uncertainty and aleatory parameter uncertainty. The method is based
on a two stage design process where an initial design is selected based on low-fidelity
modeling, but there will be an opportunity in the future to evaluate the design with
a high-fidelity model and if necessary calibrate the low-fidelity model and perform
redesign. The design optimization is performed deterministically based on fixing
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Figure 5-14. Distribution of optimum design variables for 20% probability of redesign.
Plots show marginal distributions of 5-dimensional joint distribution.
the aleatory variables at the MPP of the mean low-fidelity model and applying a k
standard deviation offset to constraint functions to compensate for model uncertainty.
A MCS is performed with respect to epistemic model uncertainty based on conditional
simulations of a Kriging model. By repeating the determinstic design process for many
different realization of model uncertainty it is possible to predict how future redesign
may change the design performance and reliability. It is shown that future redesign
acts similar to quality control measures in truncating extreme values of epistemic
model uncertainty. The simulation allows the designer to tradeoff between the expected
design performance and the risk of future redesign while still achieving a specified
confidence level in the reliability of the final design. It is found that redesign for safety
is particularly effective at truncating high probabilities of failure and therefore allows for
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Figure 5-15. Distributions of GLOW and dry mass for 20% probability of redesign. Plots
show overlapping transparent histograms.
improved design performance of the initial design by being less conservative. On the
other hand, redesign for performance allows a designer to improve the performance of
the initial design if it is later revealed to be too conservative. It is found that the optimum
design strategy includes some probability of both redesign for safety and redesign for
performance.
The method is demonstrated on a cantilever beam bending example and then on
a multidisciplinary sounding rocket design example. In both examples it is shown that
there is a strong correlation between the safety margin and the probability of failure.
Therefore, the simple safety margin based redesign criteria is useful for identifying an
unsafe or overly conservative design. This type of quality control measure is already
incorporated into many engineering design applications. The proposed method allows
for more detailed study of the effects of redesign and allows the designer to plan for
future design changes and explore the interactions between the probability of redesign,
safety margins, design performance, and probability of failure.
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CHAPTER 6
CONCLUSIONS
Early in the design process, engineers must often rely on computationally cheap,
low-fidelity models to select an initial design. Later in the design process, high-fidelity
models may be used to evaluate the performance and safety of the initial design. If
high-fidelity models reveal unsatisfactory design performance or safety concerns then
this usually triggers a redesign process to find an improved final design. Redesign
typically results in undesirable delays and increased costs, however, it is also an
opportunity for design improvement. Due to the knowledge gained from the high-fidelity
evaluation it is possible to calibrate low-fidelity models, reduce uncertainty, and arrive
at a safer and/or better performing final design. Traditionally, engineers have used
safety margins to provide insurance against design failure and reduce the probability
of redesign for safety. However, if the margins are too high then design performance
suffers and if the margins are too low then the design may be unsafe. In this research,
we propose a method for optimizing the safety margins governing a design/redesign
process. The research seeks to improve understanding of the complex relationship
between safety margins, design performance, probability of failure, and probability of
redesign.
The key contributions of this research are as follows:
 The development of a generalized method for simulating the effects of a future test
and possible redesign when model bias is constant. The generalized formulation
facilitates the understanding of the method and allows it to be more readily applied
to new design examples. The method also introduced global optimization for
finding the optimal safety margins. The use of global optimization replaced point
cloud based methods [21] in order to reduce the noise in the pareto front of optimal
expected performance and probability of redesign.
 A detailed investigation was conducted to determine when it was better to redesign
for safety and when it is better to redesign for performance. It was found that the
decision depends in part on the ratio of the variance of epistemic uncertainty in the
high-fidelity model to the ratio of the variance in the low-fidelity model. In general
terms, it depends on the amount of epistemic uncertainty in the high-fidelity model
relative to the amount of uncertainty in the low-fidelity model. It was found that
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when the ratio is low it is better to redesign for safety and when the ratio is high
it is better to redesign for performance. If there is a large amount of error in the
high-fidelity model (i.e. ratio is high) then a dangerous initial design may pass the
test unnoticed and therefore redesign for safety is less effective.
 The development of a method for simulating the effects of a future test and
possible redesign when model bias may be non-linear and high-fidelity evaluation
(i.e. future test) provides incomplete information.
– Non-linear model discrepancy: In general, the discrepancy between a low and
high-fidelity model may be non-linear. For example, the models may agree for
some designs under some conditions but exhibit large discrepancies for other
designs or other conditions. Therefore, a Kriging model was proposed as a
robust method for representing the unknown model discrepancy. The Kriging
model allows for the convenient simulation of non-linear discrepancy functions
through conditional simulations.
– Calibration and uncertainty reduction: If the discrepancy function is non-linear
then the methods used for model calibration and uncertainty reduction with
constant model bias are no longer applicable. Our intuition tells us that the
high-fidelity evaluation of one design under fixed conditions only reduces the
uncertainty for similar designs under similar conditions. For example, if we
compare a structural FE model (low-fidelity) of a wing design to a physical test
of a wing prototype (high-fidelity) under the same loading conditions then we
can quantify the error in our FE model for that wing design under the specified
loads. However, we may wish to use the FE model to design other wings or
to predict the behavior of the same wing but under many different random
load realizations. Therefore, we must account for the spatial correlations in
the model discrepancy when we calibrate our model and reduce epistemic
model uncertainty. Spatial correlations are easily handled through the use of
the Kriging model.
 The development of a method for reducing the computational cost of the safety
margin optimization by exploiting the correlation between the safety margin and
the probability of failure. If the safety margin is calculated with respect to the
MPP of the aleatory random variables, then observing a negative safety margin
is correlated with a violation of the probability of failure constraint. Therefore, it
was proposed that it may be possible to approximate a quantile constraint on the
probability of failure as the probability of a negative safety margin. To avoid the
high computational cost of repeatedly searching for the MPP for each realization
of epistemic model uncertainty, it was proposed that the MPP with respect to
the mean model be used as a point approximation of the MPP distribution. This
method was shown to produce reasonable results for the cantilever beam and
sounding rocket demonstration examples.
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 The extension of the method to multi-disciplinary sounding rocket design
optimization example. The method was extended to consider increased computational
cost of models, increased number of design variables, multi-disciplinary design
considerations, design variables that were unique to the high-fidelity model,
epistemic uncertainty in the objective function, and additional deterministic design
constraints.
Perspectives. Based on the work presented in this dissertation there are several
areas that may be worthy of further investigation. Some of the interesting areas for
future work include:
 The development of a method for simulating multiple future tests. Based on the
Kriging framework developed in this dissertation it is theoretically possible to
simulate multiple future tests such as test replications to reduce measurement
uncertainty or tests of different initial design concepts to reduce uncertainty over a
larger area of the design space.
 The consideration of measurement error in addition to non-linear model discrepancy.
The method based on the assumption of constant model bias included the
consideration of measurement error in the high-fidelity model, but this was
not included in later work when non-linear model discrepancy was introduced.
Based on the Kriging framework it is theoretically possible to include the effect of
measurement error in the analysis by using Kriging with nugget.
 Detailed study of the elicitation of epistemic model uncertainty parameters from
experts. The method based on the assumption of constant model bias had
a rather cursory discussion of how model uncertainty can be represented as
uniform random variables based on expert opinion. In the method with non-linear
model discrepancy the error model was based on the preliminary test data rather
than expert opinion. The foundation of the proposed method would benefit from
more detailed literature review regarding the elicitation of expert opinion (e.g.
[28, 34]) and how it relates to developing a model for epistemic model uncertainty
in the context of the present work. In particular, future research could address
incorporating expert opinion into the definition of the Kriging covariance function.
 The development of a method to combine expected performance and probability
of redesign into a single cost function. In theory, there is an optimal probability
of redesign in terms of economic cost for a given design problem. That is, the
expected performance benefits of redesign likely outweigh the expected cost
of redesign up until a certain point. After this point, the cost of redesign may
be greater than the expected performance benefits. The definition of a single
combined cost function would replace the tradeoff curve between expected
performance and probability of redesign with a single curve showing the probability
of redesign that minimizes the expected cost. Related work such as the economic
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change method of Roser et al. [77] and the flexible design methodology of De
Neufville [95] may provide insight into modeling the economics of redesign.
 Preliminary work in this dissertation showed promising results for approximating
a quantile probability of failure constraint with an MPP based safety margin
constraint. This method was shown to significantly reduce the cost of the safety
margin optimization without introducing excessive error in the reliability constraint.
More research is needed to identify the limitations of the proposed approximation
and to explore developing a strictly conservative approximation.
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