Introduction

45
A key controversy in neuroscience is the extent to which neurons use a rate based or 46 temporal code (Softky and Koch, 1993; Shadlen and Newsome, 1998) . Many studies have 47 6 root ganglia (Flament et al., 1992) . All procedures were carried out under the authority of 146 licenses issued by the UK Home Office under the Animals (Scientific Procedures) Act 1986. 147
Recording 148
In daily experiments, a sixteen channel microdrive, loaded with either glass-insulated 149 platinum electrodes (M1) or tetrodes (area 3a, area 3b, area 1, area 2, area 5 and DCN), 150 was used to record single units and local field potentials (LFPs) (Eckhorn and Thomas, 151 1993) . For the DCN, six sharpened guides tubes penetrated through dura and parietal cortex 152 as far as the tentorium in order to avoid electrode deviation (Soteropoulos and Baker, 2006) . 153
For the DRG a five channel microdrive loaded with tetrodes was used. Spike waveforms 154 (300 Hz -10 kHz bandpass) were sampled continuously at 25 kHz, and saved to hard disc 155 together with lever position and task behavioral markers. Spike occurrence times were 156 discriminated offline using custom-written cluster cutting software (Getspike, S.N. Baker) . 157
Only clean single units with consistent wave shapes and no inter-spike intervals <1 ms were 158 used for subsequent analysis. 159
The different brain areas were identified by a clinical examination of unit receptive fields and 160 by noting the motor responses to microstimulation (13-18 biphasic pulses, 300 Hz, 0.2 ms 161 per pulse, currents up to 60 μA). 162
Some of the dataset used in this paper contributed to our previous publications (Witham and 
Analysis 165
We began by finding the time of peak velocity of the finger displacement at the start of each 166 successful trial. Subsequent analysis used a 1.024 s long time window, starting 0.977 s after 167 the peak velocity (see Fig. 1A ). This period, and the use of peak velocity as the alignment 168 event, was chosen to yield the most consistent and stable traces of finger displacement. For 169 each cell the spikes occurring during this window for each trial were extracted, and three 170 parameters of firing measured. The number of spikes in the window N spike yielded the spike 171 count. Spike irregularity was calculated according to Davies Note the normalization by the spike count. Because each 1 ms bin of the spike train time 183 series holds either zero or one spike, the sum of the bin counts equals the sum of the 184 squares of the bin count, which is equal to the total power. Normalizing by the total spike 185 count N spike is thus equivalent to measuring 15-25 Hz power as a proportion of the total at all 186 frequencies. With this normalization, changes in rate will not automatically lead to power 187 changes. All three measures were made for each trial separately. 188
Information About Task Condition: Single Parameter 189
The task information available from each of the three parameters was calculated as follows. 190
For each of the eight task conditions, a histogram was formed of the distribution of the 191 parameter across trials. For spike count discrete bins with width one count were used. For 192 spike irregularity and spike power there were 40 equally spaced bins, stretching from the 193 minimum to the maximum value of that parameter measured in that cell. The histograms 194
were then smoothed with a Gaussian kernel, width σ=1 bin. This gave the probability 195 distribution of the neural response given task condition, P(R|C). By combining all trials 196 together, ignoring the task condition, we obtained the overall probability distribution of the 197 neural response, P(R). Example histograms for the 6°, low torque and 24 °, high torque 198 conditions for each parameter are shown in Fig. 1B , for two cells recorded from cortical area 199
200
The entropy H of these probability distributions, and the information I, was calculated using 201 the following formulae (Ash, 1990) : 202
Due to limited sampling there is a bias in this entropy calculation which affects H(R|C) more 204 than H(R), leading to an upward bias in the information (Treves and Panzeri, 1995) . This 205 was corrected for by using the quadratic expansion method (Strong et al., 1998 To test whether a neuron coded for torque or displacement individually, a similar analysis 216 was carried out, but now dividing trials only according to displacement (4 conditions) or 217
torque (2 conditions). 218
Joint Information about Task Condition: Two Parameters 219
When two parameters individually carried significant information about the task, we then 220 asked whether simultaneous knowledge of both parameters coded significantly more or less 221 information than expected from summation of the individual information values, which would 222 correspond to independent coding. This analysis started by constructing two dimensional 223 histograms for P(R) and P(R|C), which yielded the joint information, using the same bin sizes 224 as for the single parameter analysis. Information bias depends very sensitively on the 225 number of bins and the sparseness with which they are filled, and would therefore differ 226 considerably for these two dimensional histograms compared with the one dimensional 227 histograms used to estimate information from single variables. Although we did correct for 228 bias as described above, small errors in this process could lead to systematic errors in the 229 comparison of the joint information with the sum of the individual informations. We therefore 230 developed a shuffling approach which compared joint information values from two 231 dimensional histograms only with those also determined from two dimensional histograms. 232
233
The aim of shuffling was to instantiate the null hypothesis that information coding was 234 independent. Information determined from the actual experimental dataset could then be 235 compared with that from the shuffled datasets, and any statistical deviation determined. Two 236 possible connections between coding by rate and irregularity needed to be destroyed by this 237 shuffling (Pola et al., 2003) . The first was any correlation between the mean responses in 238 different task conditions. This was achieved by shuffling different task conditions en masse. 239 Figure 2AB illustrates this schematically. For example, in the original data, 6°/low torque 240 trials are shown as squares. Following the first part of the shuffling, the irregularity values 241 from these trials have all been moved to 6°/high torque. This is effectively just a relabeling of 242 task conditions. In the second stage of the shuffling, irregularity values were shuffled within a 243
given task condition (note the reordered trial numbers). This destroyed any trial-to-trial 244 correlation between rate and irregularity. Importantly, information measured from irregularity 245 alone based on these shuffled values would be the same as from the original experimental 246 dataset; the single variable information has been preserved. 247
Information from the joint histogram was measured from the shuffled dataset, and then the 248 shuffle process repeated 1000 times. The distribution of shuffled information was then 249 compiled ( procedure preserves any potential correlation between spike count and irregularity, but 267 destroys any addition information which might be coded by the combination of the two 268 measures compared to spike count alone. As for independence, a distribution of the 269 information found from 1000 shuffles was found, and compared with the experimental value. 270
If the experimental value fell within the right tail of this distribution, it provided statistical 271 evidence for the encoding of extra information by irregularity. 272
Neural Model 273
In order to investigate how irregularity and rate could vary independently, we carried out 274 some simple numerical simulations. These used a variant of the model first described by 275 (Matthews, 1996) , and used subsequently in our own work on post-spike membrane 276 potential trajectories (Wetmore and Baker, 2004; Witham and Baker, 2007) . Following a 277 spike, the membrane potential V was assumed to traverse the following trajectory: 278
Where t is time (in milliseconds) following the spike. This is an exponential decay from a 280 hyperpolarized level towards the spike threshold (arbitrarily taken as V=0), plus a 281 depolarizing peak of height H and a constant depolarization A. Synaptic noise ε(t) was 282 simulated as Gaussian white noise, filtered through a membrane time-constant of 12 ms. In 283 this class of neural models the noise standard deviation (SD) is usually set to one, and V is 284 then expressed in 'noise units'. For the present purposes, we wished to test the impact of 285 changes in input noise, and hence ran simulations either with the standard SD of one, or a 286 higher SD of two. The model was simulated with a time step of 1 ms. In each iteration, V(t) 287 was updated according to Eq. 5; if V(t)>0, a spike was taken to have occurred. The spike 288 time within the simulation was then noted, and the trajectory reset (t=0). 289
290
Simulations of this model were run with either H=0 or H=0.6, to simulate a cell with 291 exponential or peaked post-spike membrane trajectory respectively. Different simulation runs 292 varied the parameter A to alter firing rates over the approximate range 1-80 Hz (A=-1..3 for 293 H=0; A=-2.5..1.5 for H=0.6). After a given simulation had run for 500 s, we calculated the 294 mean firing rate and the irregularity of discharge. The parameters in Eq. 4 and values of H 295 were chosen to be reasonable in the light of our previous experimental measurements 296 (Wetmore and Baker, 2004; Witham and Baker, 2007) . 297
298
Results
299
Cells were recorded from eight different areas of the nervous system in two monkeys; a total 300 of 501 cells showed significant modulation in firing rate with the task, and were therefore 301 used for further analysis in this paper. Cells from area 3b and area 1 were grouped together 302 for analysis. The distribution of cells across the areas is shown in Fig. 3A (total number of11 cells above each bar). For each cell information about task condition was calculated using 304 spike count, irregularity and 15-25 Hz spectral power; results are shown in Fig. 3 . 305
All areas had cells with significant task information (see Methods section for details of 306 significance calculation) in their spike counts (Fig. 3A) . Area 2 had a significant larger 307
proportion of significant cells than any other area except for area 3a (χ 2 test, P<0.05, 308 pairwise comparison with Bonferroni correction for multiple comparisons). Area 3a had 309 significantly higher spike count information than area 2 and area 5 ( Fig. 3D ; Kruskal-Wallis 310 test, P<0.05 with Bonferroni correction for multiple comparisons). In all areas, a smaller 311 percentage of cells had significant task information in their irregularity (Fig. 3B) . Area 3a, 312 area 3b/1 and the dorsal root ganglion (DRG) had the highest proportion of cells coding task 313 information significantly in irregularity. Area 3a had significantly higher irregularity 314 information than area 2 and area 5 ( Fig. 3E ; Kruskal-Wallis test, P<0.05 with Bonferroni 315 correction for multiple comparisons). All areas had cells with significant information in their 316 15-25 Hz power (Fig. 3C) . The values of information were similar to those for irregularity and 317 again area 3a had a significantly higher level of information (Fig. 3F) . 318
Displacement and torque information 319
Information about displacement was calculated by categorizing trials based only on the 320 target displacement, ignoring opposing torque; as there were four possible displacements, 321 the maximum information was two bits. A similar analysis was calculated out for torque; as 322 there were two possible torques, maximum information in this case was one bit. In general information about displacement was higher than about torque for all three 335 measures, as might be expected since there was more potential information about 336 displacement than torque (significant for all three measures, P<0.001, Wilcoxon rank sum 337 test). For those cells which coded significant information about both behavioral variables, 338 there was only a small correlation between position and torque information (r 2 values 0.099 339 for spike count, 0.169 for spike irregularity and 0.127 for 15-25 Hz power). 340
Relationship between information carried by spike count, irregularity and 15-25 Hz 341 power 342
Irregularity and 15-25 Hz power both coded significant information about this task, which 343 may suggest the use of temporal coding. However, it is important to determine whether this 344 is independent of information carried by firing rate. We used a novel shuffling method (see 345
Methods section and areas 92.7% redundant, 6.9% independent, 0.4% synergistic). By contrast irregularity was 358 most often independent from both spike count ( Fig. 5A ; total across 114 cells from all areas 359 56.4%, redundant, 41.0% independent, 2.6% synergistic) and 15-25 Hz power ( Fig. 5C ; total 360 across 109 cells from all areas 34.8% redundant, 60.0% independent, 5.2% synergistic). 361
We also used tested for redundancy in information coded by the same measure in two 362 simultaneously recorded cells; results are shown in Fig. 5D-F across all areas and measures redundant, independent and synergistic respectively). 374 Fig. 6A-C another, we then calculated the size of this information gain; this is illustrated in Fig. 6D-F . 390
Extra information in irregularity and
The amount of extra information carried by spike power and irregularity on top of spike count 391 was similar. There were no significant differences between the different areas (probably 392 
Wilcoxon signed rank test with matched pairs). 398
Comparison with peaks in after-hyperpolarization potentials 399
One possible mechanism underlying regular firing in cells is a depolarizing peak in the 400 trajectory of the membrane potential following a spike. In a previous paper ( Simulating the effect of different post-spike membrane potential trajectories on 416 coding using spike irregularity 417
We were interested in how the shape of the post-spike membrane trajectory altered the 418 ability of a neuron to modulate its spiking variability. We therefore used a simple numerical 419 simulation of a neuron responding to noisy inputs; details of the model are given in Methods. 420
Following a spike, the membrane potential was assumed to traverse a fixed trajectory from a 421 hyperpolarized state back towards spiking threshold. This initial part of the post-spike 422 trajectory effectively models the relative refractory period, as the probability of spiking is 423 reduced during the hyperpolarized region immediately after a spike. Two trajectories were 424 examined: one which rose monotonically (Fig. 7A) , and the other which included a peak (Fig.  425   7B) . The size and timing of this peak was chosen to match approximately some of the more 426 strongly peaked trajectories seen in the experimental data (Witham and Baker, 2007) . simulations varied with firing rate, for the monotonic and peaked trajectory respectively. The 432 solid lines illustrate results when the SD of the synaptic noise input to the cell was set to 433 unity, which is the usual value in such 'distance to threshold trajectory' models. For the 434 monotonic trajectory, irregularity decreased with increasing firing rate up to ~20 Hz, but then 435 was fairly constant for higher rates. This reflects the impact of the relative refractory period, 436 which causes spike trains to become more regular at higher rates (Berry and Meister, 1998) . 437
For the peaked trajectory, there was an additional reduction in irregularity around 20 Hz, 438
reflecting an increased propensity of the cell to fire at the time of the peak (50 ms). 439
These changes in irregularity occur in an obligate way with changes in rate, and as such 440
could not produce additional coding of information via irregularity. However, independent 441 changes in irregularity could occur if the level of synaptic noise in the neuron was altered, as 442 might occur if there were changes in the relative balance of excitatory and inhibitory drive 443 (Destexhe, 2010) .To examine this, we reran the simulations with a level of noise SD twice 444 the usual value; these results are shown as dotted lines in Fig. 7CD . For both trajectories, 445 the firing irregularity was considerably increased, and now continued to depend on rate up to 446 the maximum rate examined. 447
The plots of Fig. 7CD illustrate the range of firing irregularity that each cell model can 448 support at a given firing rate, just by changing the synaptic input noise over the tested range 449 of SD. Figure 7E plots the difference between the two curves of Fig. 7CD, corresponding to  450 the maximum change in irregularity which each cell can produce at a given firing rate. This 451 will limit the extent to which parameters can be coded using changes in irregularity by that 452 cell. For firing rates from 14.4-56.0 Hz, the model with the peaked distance-to-threshold 453 trajectory showed a larger range of irregularity. 454
455
Discussion
456
In this report, we examined coding of displacement and torque in a finger movement task 457 across a range of cortical and sub-cortical regions. Significant information about these task 458 parameters was encoded not only by spike count, but also by irregularity and 15-25 Hz 459 spectral power, which are sensitive to the temporal structure of the spike train. We showed 460 that the information carried by temporal and rate codes was frequently complementary: more 461 could be learnt about task condition by knowledge of two measures than from one alone. 462
Two analyses were used to examine how information in pairs of measures interacted. We 463 first tested whether total information added linearly. In all instances, synergy was rare, and 464 there was little evidence that knowing two measures could yield significantly greater 465 information than expected from the linear sum. Spike count and the 15-25 Hz power in spike 466 discharge often showed redundancy. We have previously shown that spike rate and LFP 467 spectral power show different time courses in coding for digit displacement. On average 468 peak information in rate occurs earlier than for LFP, but there is considerable heterogeneity, 469 and a significant minority (30%) of cells code peak information later than seen in LFP 470 recorded at the same site (Witham and Baker, 2012 ). It appears that beta-band oscillations 471 and neural discharge rate cooperate to evolve a representation of task parameters during 472 the steady hold phase; it is therefore perhaps not surprising that there should be extensive 473 redundancy in representation between spike count and 15-25 Hz power. 474
Our previous work studied coding in LFP oscillations, which reflect synchronous activity in a 475 local network. In this paper, we measured 15-25 Hz spectral power in neural spiking. This is 476 a more focused signal, and could be modulated by several distinct mechanisms. Increases 477 in network oscillations will lead to oscillatory sub-threshold membrane potential oscillations 478 in all cells forming part of the network. Single neuron discharge is coherent with LFP 479 oscillations, confirming that the power spectrum of cell spiking does partially reflect local 480 network activity (Baker et al., 2003) . Additionally, spike 15-25 Hz power will reflect the 481 tendency to rhythmic firing of the single cell. In sensorimotor cortex we have previously 482
shown that some cells have peaked post-spike trajectories, leading to a tendency for 483 rhythmic firing (Wetmore and Baker, 2004; Witham and Baker, 2007) . This is unrelated to 484 the presence or absence of synchronous network oscillations (Witham and Baker, 2007) . In 485 this work we saw that irregularity and 15-25 Hz power were often independent (Fig. 5C) . 486
This suggests that 15-25 Hz power in these single neuron spike trains was most closely 487 related to synchronized local network oscillations, rather than to intrinsic properties of the 488 cells. Irregularity also often showed coding independent from spike count, suggesting that 489 this reflects a distinctly different representation, which may arise via separate mechanisms 490 from those yielding rate and oscillatory coding. 491
The second analysis which we carried out looked at whether one measure carried any extra 492 information beyond what was given by another. The difference between this approach and 493 that this looked at redundancy/independence can best be illustrated by an example. 494
Suppose spike count and irregularity each separately code 0.1 bits of information, but 495 together they code 0.15 bits. This represents redundancy, as the combined coding is smaller 496 than the expected linear sum of 0.2 bits. On the other hand, adding a second measure does 497 improve the coding over using a single measure (by 0.05 bits), so there is extra information. 498
In comparing the results on extra information and independence, it is important to note a 499 subtle difference in the statistical question asked. When we test for redundancy, 500 independence or synergy, independence is the null hypothesis. Rejecting this null 501 hypothesis requires an effect large enough to rise out of the statistical noise. It is likely 502 therefore that some of the cells were classed as 'independent' simply because there was 503 insufficient data to render a weak effect significant. By contrast, when we test for extra 504 information, the null hypothesis is that there is zero extra information; we are likely to see (Fig. 6A) . The information carried in spike count is usually higher 510 than irregularity ( Fig. 3DE; Fig. 5D ), making extra information in spike count more likely to be 511 detected statistically. 512
When we examined coding by pairs of cells, the most common result was that coding was 513 independent between pairs (Fig. 5DEF) . Again, this may partly reflect statistical thresholding, 514
and a failure to detect weak redundancy given limited data. It does however imply that 515 redundancy is not extensive, reflecting largely uncorrelated signal and noise components of 516 the cell discharge. This is to be expected based on previous work: cell-cell coherence 517 values, although detectable, are low, and noise components of discharge unrelated to local 518 field potential oscillations also appear largely uncorrelated (Baker et al., 2003) . 519
Coding by Irregularity 520
One interpretation of the temporal coding hypothesis is that neurons generate precisely 521 timed sequences of spikes, and that these sequences are exactly reproduced if the same 522 stimulus or behavioral condition is replicated (Abeles, 1991) . However, an alternative 523 possibility is to see temporal coding in more statistical terms: rather than precise interval 524 patterns being replicated from one trial to the next, coding would then be via average 525 differences in temporal features of the spike train, such as the proportion of synchronous 526 spikes or the spectral power in a given band. Coding by spike train irregularity is an example 527 of one such statistical temporal code. 528
As noted above, in many cases information encoded by spike irregularity was independent 529 from that in spike count or 15-25 Hz power. Furthermore, the nature of what was encoded 530 appeared different, with irregularity more often coding either torque or displacement, 531 whereas in the majority of cells spike rate and 15-25 Hz power coded features of both task 532 parameters. Previous experimental work has shown that parallel increases in excitatory and 533 inhibitory inputs to a neuron can increase firing irregularity, without necessarily changing 534 firing rate (Gauck and Jaeger, 2000) . In the present study, we simulated neurons responding 535 to noisy inputs (Fig. 7) and showed that increasing the input noise increased irregularity of 536 output spiking, confirming previous computational modelling studies (Stein, 1965; Feng and 537 Brown, 1998; Salinas and Sejnowski, 2002) . We also compared how the size of this effect 538 differed between model neurons with peaked and monotonically rising post-spike 539 trajectories. Within a range which encompassed most of the naturally occurring firing rates, 540 the model cell with peaked trajectory could modulate its output irregularity more following 541 changes in input noise. In our experimental dataset, we showed that cells with significant 542 peaks in their post-spike trajectory were more likely to encode significant task information in 543 irregularity, and the amount of information encoded was higher, compared with cells which 544 had monotonic membrane potential trajectories. 545
Taking modelling and experimental results together, it seems likely that coding of task 546 parameters by irregularity reflected an interaction of changes in synaptic noise with the 547 intrinsic membrane properties of the cell. Whilst this is a plausible explanation for the cause 548 of the observed encoding, the question remains of whether changes in irregularity can be 549 read by downstream neurons, an essential pre-requisite if this is genuinely a neural code. In 550 this regard, Tsodyks and Markram (1997) have reported that cortical pyramidal neurons can 551 be sensitive to different patterns of input depending on the rate of synaptic depression. This 552 parameter shows considerable heterogeneity between cells and could be subject to 553 modification both by spike-timing dependent plasticity, and by neuromodulators such as 554 acetylcholine. This may provide a mechanism by which downstream neurons can be 'tuned' 555 to varying levels of spiking irregularity. 556
Conclusions 557
In the present work, we provided evidence that both rate and temporal codes can represent 558 task parameters in the primate sensorimotor system. The same general pattern of results 559 was seen both in the cerebral cortex, DCN and peripheral afferents of the DRG. The 560 precarious nature of our DRG recordings prevented reliable determination of the receptive 561 field of the afferents, so that we cannot be sure whether cutaneous or deep receptors were 562 involved. However, it has previously been shown that regularity of muscle spindle afferent 563 discharge depends on the activation of gamma innervation (Matthews and Stein, 1969) , and 564 that afferent fibers can encode oscillations seen in muscle activity ; it is 565 thus unsurprising that if we can find significant temporal coding in central neurons, this is 566 also reflected in the periphery. Our results mirror similar findings in sensory systems for 567 'multiplexed' representation at both short and long timescales . 568
As well as having considerable interest for our understanding of neural computation in motor 569 control, these results may have practical implications for the field of brain machine interfaces 570 (BMI), which seek to control external effectors from multiple neural recordings. Much effort is 571 currently being expended to enhance the performance of these systems, including the 572 design of more sophisticated decoding algorithms, and improvements to chronic neural 573 recording. However, almost all decoders begin from neural firing rate estimated in brief time 574 2013). Spiking irregularity can be rapidly calculated on-line using only a few ISIs, and seems 577 to code a source of information distinct from that represented in rate or power. We suggest 578 that BMI applications may benefit from incorporating it into decoding algorithms alongside 579 more established approaches. 
