



















presented in part at the conference PRACQSYS, Harvard, Aug. 7.-12. 2006
Optimal Control for Generating Quantum Gates in Open Dissipative Systems
T. Schulte-Herbru¨ggen,1, ∗ A. Spo¨rl,1 N. Khaneja,2 and S.J. Glaser1
1Department of Chemistry, Technical University Munich,
Lichtenbergstrasse 4, D-85747 Garching, Germany
2Division of Applied Sciences, Harvard University, Cambridge MA02138, USA
(Dated: 7th September 2006)
Optimal control methods for implementing quantum modules with least amount of dissipation
are devised to give best approximations to unitary gates under explicit relaxation. They are the
methods of choice to govern quantum systems within decoherence-poor subspaces whenever the drift
Hamiltonian would otherwise sweep the system through decoherence-rich states of the embedding
larger Liouville space. Superoperator GRAPE derived controls outperform Trotter-type approaches
significantly: in a standard model system encoding two logical qubits by four physical ones, one
obtains a CNOT with fidelities beyond 95% instead of at most 15 % in the Trotter limit with the
additional benefit of the former requiring control fields orders of magnitude lower than the latter.
PACS numbers: 03.67.-a, 03.67.Lx, 03.65.Yz, 03.67.Pp; 82.56.Jn
I. INTRODUCTION
Using experimentally controllable quantum systems
to perform computational tasks or to simulate the be-
haviour of other quantum systems [1, 2] is promising:
by exploiting quantum coherences, one may reduce the
complexity of the problem when going from a classical
setting to a quantum setting. Protecting quantum sys-
tems against relaxation (“decoherence”) is therefore tan-
tamount to using coherent quantum superpositions as a
key resource. To this end, decoherence-free subspaces
have been applied [3], bang-bang controls [4, 5, 6] have
been used for decoupling the system from dissipative in-
teraction with the environment, while a quantum Zeno
approach [7] may be taken to projectively keep the sys-
tem within the desired subspace [8]. Controlling deco-
herence is thus an important yet demanding task, for an
overview see e.g. Ref. [9, 10]. The problem of implement-
ing quantum gates or quantum modules experimentally
is even more challenging: one has to fight decoherence
while simultaneously steering the quantum system with
all its basis states into a linear image of maximal overlap
with the desired target gate.
Recently, we have shown how near time-optimal con-
trol by GRAPE [11] take pioneering realisations from
their fidelity-limit to the decoherence-limit [12].
In spectroscopy, optimal control helps to keep state
transfer along slowly relaxing directions of the Liouville
space [13]. However, in quantum computing, the entire
basis has to be transformed. This precludes naive adap-
tation to the entire Liouville space, since the gain of go-
ing along protected dimensions is outweighed by losses in
the orthocomplement. Yet embedding the logical qubit
system as a decoherence-protected system into a larger
Liouville space of the encoding physical system raises the
question to which extent the target module is controllable
∗Electronic address: tosh@ch.tum.de
within the protected subspace by admissible controls.
In this category of setting, the new superoperator gra-
dient algorithm will turn out to be particularly powerful
to give best approximations to unitary target gates in dis-
sipative quantum systems thus extending the toolbox of
quantum control, see e.g. [11, 14, 15, 16, 17, 18, 19, 20].
II. CONTROLLABILITY OF OPEN QUANTUM
SYSTEMS
In the model systems studied below, we will use sys-
tems that are fully controllable [21, 22, 23, 24, 25, 26],
i.e. those in which—neglecting decoherence—for any ini-
tial density operator ρ, the entire unitary orbit U(ρ) :=
{UρU−1 |U unitary} can be reached [27] by evolutions
under the system Hamiltonian (drift) and the experi-
mentally admissible controls. However, we will see that
certain tasks can be performed within a subspace, e.g. a
subspace protected totally or partially against dissipation
explicitly given in the equation of motion.
A. Equations of Motion
Generating unitary modules for quantum computa-
tion requires synthesising a simultaneous linear image of
all the basis states spanning the Hilbert space or sub-
space on which the gates shall act. It thus generalises
the spectroscopic task to transfer the state of a system
from a given initial one into maximal overlap with a de-
sired target state. The control problem of maximising
this overlap subject to the dynamics being governed by
Schro¨dinger’s equation (for states of closed systems rep-
resented in Hilbert space) or by Liouville’s equation (for
density operators of potentially open systems represented
in the so-called Liouville space)
˙|ψ〉 = −iH |ψ〉 (1)
ρ˙ = −i [H, ρ] ≡ −i adH (ρ
2may be addressed by our algorithm GRAPE [11]. Us-
ing the notation AdU (·) := U(·)U
†, the corresponding
operator equations
U˙ = −iH U (3)
A˙dU = −i adH ◦ AdU (4)
can be used in quantum control in order to realise
quantum gates U(T ) with maximum trace fidelities
Re tr{U †targetU(T )} in case overall global phases shall be
respected, or Re tr{Ad†Utarget AdU(T )} if the global phase
is immaterial [19].
Likewise, the corresponding Master equations for state
transfer or gate synthesis read
ρ˙ = −(i adH +Γ) ρ (5)
F˙AdU = −(i adH +Γ) ◦ FAdU , (6)





2V †k ρVk − V
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FAdU denotes the contractive linear image of all basis
states of the Liouville space representing the open sys-
tem. Its dynamics are governed by the superoperator
Eqn. 6 to the Master Eqn. 5. With these stipulations,
the GRAPE algorithm can be lifted to the superoperator
level in order to cope with the dynamics of open systems.
B. Controllability of the Model Systems
For comparing the power of optimal control for protec-
tion from decoherence, we build upon the usual encoding
of one logical qubit in two physical ones |0〉L = |ψ
+〉
and |1〉L = |ψ
−〉. Four Bell basis elements then span an
operator subspace protected against T2-type relaxation
B := span {|ψ±〉〈ψ±|, |ψ∓〉〈ψ±|}, as for any ρ ∈ B, in the
slow-tumbling limit of the Bloch-Redfield relaxation [33]
Γ(ρ) := [A†00, [A00, ρ]] = [zz, [zz, ρ]] = 0. If the two are
coupled by a Heisenberg-XX interaction and the controls
take the form of local z-pulses acting on the two qubits
simultaneously with opposite sign, one obtains the usual
fully controllable logical single qubit over B, since
〈{(xx + yy), (z1l− 1lz), (yx− xy)}〉
iso
= su(2) , (8)
where 〈·〉 denotes the generating set obtained by commu-
tation.
As in Refs. [28, 29, 30], one gets a fully controllable log-
ical two-spin system by coupling two of the above qubit
pairs with an Ising-ZZ interaction, thus forming our ref-
erence System-I defined by the drift Hamiltonian D1 and
the controls C1,2 (with non-zero Jxx and Jzz)
D1 := Jxx (xx1l1l + 1l1lxx + yy1l1l + 1l1lyy) + Jzz 1lzz1l (9)
C1 := z1l1l1l− 1lz1l1l (10)
C2 := 1l1lz1l− 1l1l1lz . (11)
Hence, 〈{D1, C1, C2}〉
iso
= su(4) (12)











































(2,8, 50 Hz)near time−optimal
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Figure 1: (Colour online) Fidelity of a CNOT gate realized by
four physical qubits in different approaches: (•) by numerical
optimal control under explicit relaxation; (•) by tracking near
time-optimal controls showing widely scattered quality factors
with the intervals giving mean ± standard deviation for all the
15 control sequences tested (◦ for best and worst values); (◦)
by naive Trotter calculations assuming to every interaction
the inverse is directly obtainable; (•) by a realistic Trotter
approach, where the inverse has to be explicitly generated.
The numbers in brackets give the expansion coefficients n1,2
of Fig. 3 and the max. control amplitudes. The upper limit
is imposed by slow T1-type relaxation (see text). Without
relaxation, all the Trotter sequences would achieve fidelities
between 93 and 99 %, except (⋆) the ones limited to control
fields of amplitudes a ≤ 50 Hz: they fall below 5%.
in the following sense: at the cost of being reducible, this
four-qubit encoding is a representation of su(4) restricted
to the Liouville subspace B ⊗B spanning the states that
are protected against T2-type relaxation.
By extending the Ising-ZZ coupling between the two
qubit pairs to an isotropic Heisenberg-XXX interaction,
one gets what we define as System-II. Its drift term
D1 +D2 := Jxx
(




1lxx1l + 1lyy1l + 1lzz1l
) (13)
takes the system out of the decoherence protected sub-
space, since the dynamics finds its Lie-algebraic closure
in a 66-dimensional Lie algebra
dim〈{(D1 +D2), C1, C2}〉 = 66 , (14)
to which su(4) is but a subalgebra.
Moreover, note that e−ipiC1(D1+D2)e
ipiC1 = D1−D2.







it is easy to see that the dynamics of System-II may re-
duce to the subspace of System-I in the limit of infinitely
many switchings between controls C1,2 and free evolu-
tion under (D1 + D2). It is in this “decoupling limit”
that System-II can also encode a fully controllable logi-
cal two-qubit system over the protected basis B ⊗ B.
3(a) (b)


















































Figure 2: (Colour online) (a) Time evolution of all the
protected basis states under a typical time-optimised con-
trol of Fig.1. Projections into the decoherence-poor and
decoherence-rich parts of the Liouville space are shown. (b)
Same for the new decoherence-protected controls. The sys-
tem then stays almost entirely within the decoherence-poor
subspace.
In the following paragraph we may thus compare the
numerical results of decoherence-protection by optimal
control with alternative pulse sequences derived by paper
and pen exploiting the Trotter limit. As an example
we choose the CNOT gate in a logical two-qubit system
encoded in the protected four-qubit Bell basis B ⊗ B.
III. EXEMPLIFICATION BY MODEL SYSTEMS
For the sake of being more realistic, the model relax-
ation superoperator mimicking dipole-dipole relaxation
within the two spin pairs in the sense of Bloch-Redfield
theory is extended from covering solely T2-type dissipa-
tion to mildly including T1 processes by taking (for each













in which the contribution by the 0-order tensor A2,(0,0) ∼
zz is then scaled 100 times stronger than the new terms.
So the resulting model relaxation rate constants finally
become T−12 : T
−1
1 = 4.027 s
−1 : 0.024 s−1 ≃ 170 : 1,
while the coupling constants are set to Jxx = 2 Hz and
Jxyz = Jzz = 1 Hz.
Thus knowing the Master equation explicitly, four sce-
narios of approximating the CNOT gate as target are
compared in Fig. 1. With decoherence-protected numer-
ically optimised controls one obtains a fidelity beyond
95 %, while near time-optimal controls show a broad
scattering: among the family of 15 sequences generated,
serendipity may help some of them to reach a quality
near 90 %, while others perform as bad as giving 65 %.
Fig. 2 then elucidates how the new decoherence avoid-
ing controls keep the system almost perfectly within the
decoherence-poor subspace, whereas conventional near
time-optimal controls partly sweep through the rich sub-
space thus suffering from relaxation.
Algebraic alternatives to numerical methods of optimal
control exploit Trotter’s formula for remaining within
(a) (b) (c) (d)
Figure 3: Alternative to numerical control: tedious alge-
braic derivation of controls for a CNOT in the decoherence-
poor subspace taken from (a) the logical two-qubit system
via (b) the encoded schematic physical four-qubit system to
the physical realisations in the settings of (c) System-I and
(d) System-II. Black bars are local π/2-pulses with phases
given as subscript (other rotation angles given above); empty
bars denote local z-rotations by flip angle π. Effective Hamil-
tonians τH are represented by large frames; n1, n2 indicate
repetitions for the respective Trotter expansions. The interior
effective Hamiltonian in (b) requires even more complicated
expansions.
the decoherence-poor subspace when realising the tar-
get CNOT. Though straightforward, they soon become
unhandy as shown in Fig. 3. Assuming for the moment
that to any evolution under a drift Hd the inverse evolu-
tion under −Hd is directly available, the corresponding
“naive” expansions are of less than 3 times the length of
the numerical results, yet requiring much stronger control
fields (1 − 17 KHz instead of 50 Hz) as shown in Fig. 1.
In practice, however, the inverse is often not immediately
reachable, but will require waiting for periodicity. E.g. in
System-II, the drift Hamiltonian shows eigenvalues that
are relatively prime thus lacking periodicity altogether.
When shifting the coupling to Jxx = 2.23 Hz to introduce
a favourable quasi-periodicity, one obtains almost perfect
projection (Ftr ≥ 1− 10
−10) onto the inverse drift evolu-
tion of System-II U−1 := e+i
pi
4H(D1+D2) after 3.98 sec and
onto −U−1 after 1.99 sec. Due to the latter, the iden-
tity Ad(−U−1) = Ad(U−1) [34] may be exploited to cut
the duration for evolution under U−1 to 1.99 sec. Yet,
even with these facilitations, the total length required for
a realistic Trotter decomposition (with an overall trace
fidelity of Ftr ≥ 94.1 % in the absence of decoherence)
amounts to some 28.5 sec as shown in Fig. 1. Moreover,
as soon as one includes very mild T1-type processes, the
relaxation rate constants in the decoherence-protected
subspace are no longer strictly zero (as for pure T2-type
relaxation), but cover the interval [0.019 s−1, 0.060 s−1].
Consequently, a Trotter expansion lasting some 28.5 sec
finally gives, under these realistic conditions, no more
than 15% fidelity, while the new numerical methods allow
for realisations beyond 95% fidelity in the same setting
(even with the original parameter Jxx = 2.0 Hz).
4IV. CONCLUSION
We have provided optimal-control tools to systemat-
ically find near optimal approximations to (projective)
unitary target gates by superoperators that are the con-
tractive linear image of an entire basis set for the re-
spective open quantum system encoding logical qubits.
This goes beyond the unitary superoperators [31, 32]
used recently in quantum control [19, 20]. The progress
is quantified in a typical model system of four physi-
cal qubits encoding two logical ones: when the Master
equation is known, the new method is systematic and
significantly superior to near time-optimal realisations,
which in turn are but a guess when the dissipation pro-
cess cannot be quantitatively characterised. In this case,
generating a set of 10 − 20 such near time-optimal con-
trol sequences and testing them empirically is required
for getting acceptable results with more confidence, yet
on the basis of trial and error. As follows by control-
lability analysis, Trotter-type expansions allow for real-
isations within decoherence-poor subspaces in the limit
of infinitely many switchings. However, in realistic set-
tings for obtaining inverse interactions, they become so
lengthy that they only work in the idealised limit of both
T2 and T1-decoherence-free subspaces, but fail as soon as
very mild T1-relaxation processes are taken into account.
The new optimal control tools are therefore the method
of choice in systems with explicitly known relaxation su-
peroperators. Being applicable to spin and pseudo-spin
systems, they are anticipated to find broad use for fight-
ing decoherence in practical quantum control. In order to
fully exploit the power of optimal control of open systems
the challenge is shifted to (i) thoroughly understand-
ing the relaxation mechanisms pertinent to the concrete
quantum hardware architecture and (ii) being able to de-
termine the relaxation parameters to sufficient accuracy.
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