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Abstract
A spontaneous symmetry lifting model based on Tlusty’s elegant topo-
logical deconstruction suggests that multiple punctuated ecosystem re-
silience regime changes in metabolic free energy that were broadly similar
to the aerobic transition enabled a punctuated sequence of increasingly
complex genetic codes and protein translators. In a manner similar to the
Serial Endosymbiosis effecting the Eukaryotic transition, codes and trans-
lators coevolved until the ancestor of the present narrow spectrum of pro-
tein machineries became locked-in by evolutionary path dependence at a
relatively modest level of fitness reflecting a modest embedding metabolic
free energy ecology. The simplest coevolutionary model of code-translator
interaction has high and low fidelity quasi-equilibria consistent with the
‘virus world’ hypothesis of Koonin et al (2006). A more detailed search
for empirical evidence of a sequence of ‘preaerobic’ ecosystem shifts in
metabolic free energy availability or efficiency of use might be surpris-
ingly fruitful.
Keywords coevolution, genetic code, information theory, metabolic free
energy, metabolic singularity, rate distortion, topology
1 Introduction
The genetic code that maps 64 codons to 20 amino acids is far from random,
e.g., figure 1 of Koonin and Novozhilov (2009), and the references therein. Typ-
∗Address correspondence to Rodrick Wallace, 549 W. 123 St., Apt. 16F, New York, NY,
10027 USA, email rodrick.wallace@gmail.com
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ically, codons that differ by only one nucleotide tend to code for either the same
or two related amino acids, that is, amino acids that are ‘physicochemically
similar’. Koonin and Novozhilov assert that the fundamental question is how
these regularities of the standard code came into being, given that there are
more than 1084 possible alternative code tables if each of the 20 amino acids
and the stop signal are assigned to at leasts one codon:
The features... seeming to need special explanation include, but
are not limited to, the block structure of the code, which is thought
to be a necessary condition for... robustness with respect to point
mutations, translational misreading, and translational frame shifts;
the link between the second codon letter and the properties of the
encoded amino acid, so that codons with U in the second position
correspond to hydrophobic amino acids.... the apparent minimiza-
tion of the likelihood of mistranslation and point mutations; and
the near optimality for allowing additional information within pro-
tein coding sequences.
Tlusty (2007) has presented a model for the emergence of the genetic code
as a transition in a noisy information channel, using an approach based on the
Rate Distortion Theorem. In that analysis the optimal code is described by the
minimum of a ‘free energy’-like functional, which leads, in his view, naturally
to the possibility of describing the code’s emergence as a transition akin to
a phase transition in statistical physics. The basis for this is the observation
that a supercritical phase transition is known to take place in noisy information
channels (e.g., Rose, 1998). The noisy channel is controlled by a temperature-
like parameter that determines the balance between the information rate and
the distortion ‘in the same way that physical temperature controls the balance
between energy and entropy’ in a physical system. Following Tlusty’s equation
(2), the ‘free energy’ functional has the form D − TS where D is the average
‘error load’, equivalent to average distortion in a rate distortion problem, S is
the ‘entropy due to random drift’, and T measures the strength of random drift
relative to the selection force that pushes towards fitness maximization. This
is essentially a Morse function, in the sense of the Mathematical Appendix.
According to Tlusty’s analysis, at high T the channel is totally random and it
conveys zero information. At a certain critical temperature Tc the information
rate starts to increase continuously. In subsequent work Tlusty (2008) expands
the analysis to include the interplay of accuracy, diversity, and the cost of the
coding machinery.
The average distortion D measures the average difference between the ge-
netic ‘message’ sent by a complicated codon ‘statement’ and what is actually
expressed by the genetic (and epigenetic) translation machinery in terms of an
amino acid sequence. See figure 1.
Here we take a different route, envisioning a multi-step process in which
the rate distortion function R(D) between codon sequence and amino acid se-
quence plays the central role. In the first step, R(D), a nominally extensive
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Figure 1: Where the DNA World meets the RNA World in modern protein
synthesis: The anticodon at one end of a tRNA molecule binds to its com-
plementary codon in mRNA derived directly from the genome. Adapted from
fig. 1.8 of Shmulevich and Dougherty, (2007). The average distortion D is a
measure of the difference between what is supposed to be coded by a genome
sequence and what is actually expressed as an amino acid sequence. Sequence-
to-sequence translation is not highly parallel, in this model, and the process
can be well characterized by the rate distortion function R(D) representing the
minimum channel capacity needed to produce average distortion less than D.
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quantity, but one physically limited by the channel construction of figure 1,
serves as a temperature-analog in a one-parameter distribution of information
source uncertainties representing different coding strategies, from which a free
energy functional is constructed. While R(D) is not ‘temperature-like’ – e.g.,
under a given circumstance it can be increased as much as one likes by estab-
lishing parallel channels – the physical structure of translation constrains that
approach, ensuring the ‘locally intensive’ nature of the rate distortion function.
Pettini’s (2007) ‘topological hypothesis’ mandates that topological shifts in code
structure accompany phase transitions in a free energy functional constructed
from the distribution of information source uncertainties arising from possible
code topologies.
The second stage of the argument revolves around the relation between in-
tensive indices of metabolic free energy availability – e.g., underlying energy
per molecular transaction, and/or efficiency of its use – and R(D), leading to
a second free energy-like functional that undergoes another set of punctuated
phase changes. This second step will be shown to suggest the existence of a
metabolic singularity that limits the translation of metabolic free energy into
information free energy. Increasing the richness of an information source, in ab-
sence of parallel channels, generates exorbitant energy losses, driving the current
race toward multiple-core computer chips: Protein coding, as figure 1 suggests,
is not highly parallel, unlike the functioning of neural tissues that still requires
an order of magnitude more metabolic energy expenditure per unit weight than
other physiological systems.
The question then arises as to what drives the dynamics of metabolic free
energy, leading to the kind of punctuated ecosystem resilience arguments de-
scribed by Holling (1973) and Gunderson (2000).
2 The Topological Hypothesis and the topology
of the genetic code
The relation between phase transitions in physical systems and topological
changes has become a central topic of research across a broad range of sub-
disciplines. Franzosi and Pettini (2004) and Pettini (2007), (summarized by
Kastner, 2008) for example, argue that the standard way of studying phase
transition in physical systems is to consider how the values of thermodynamic
observables, obtained in laboratory experiments, vary with temperature, vol-
ume, or an external field, and then to associate the experimentally observed
discontinuities at a phase transition to the appearance of some kind of singu-
larity entailing a loss of analyticity. However, they wonder whether this is the
ultimate level of mathematical understanding of phase transition phenomena,
or if some reduction to a more basic level is possible. Their theorem says that
nonanalyticity is the ‘shadow’ of a more fundamental phenomenon occurring in
configuration space: a topology change. Their theorem means that a topology
change in a given energy manifold is a necessary condition for a phase transi-
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tion to take place. The topology changes are described within the framework of
Morse theory through Morse-theoretic attachment handles.
The converse of the Franzosi/Pettini theorem is not true. There is not a one-
to-one correspondence between phase transitions and topology changes, and an
open problem is that of sufficiency conditions, that is, to determine which kinds
of topology changes can entail the appearance of a phase transition.
A summary of standard material on Morse Theory is presented in the Math-
ematical Appendix, taken from R. Wallace and R.G. Wallace, (2008). Detailed
treatments can be found in Matsumoto (2002) and Milnor (1969).
Tlusty (2007) employs something of the kind in his analysis of the genetic
code:
To discuss the topology of errors we portray the codon space as
a graph whose verticies are the codons... Two codons... are linked
by an edge if they are likely to be confused by misreading... We
assume that two codons are most likely to be confused if all their
letters except for one agree and therefore draw an edge between
them. The resulting graph is natural for considering the impact of
translation errors on mutations because such errors almost always
involve a single letter difference, that is, a movement along an edge
of the graph to a neighboring vertex.
The topology of a graph is characterized by its genus γ, the
minimal number of holes required for a surface to embed the graph
such that no two edges cross. The more connected that a graph
is the more holes are required for its minimal embedding... [T]he
highly interconnected 64-codon graph is embedded in a holey, γ = 41
surface. The genus is somewhat reduced to γ = 25 if we consider
only 48 effective codons.
From the perspective of Pettini (2007), a free energy construct serves as a
Morse function whose critical points characterize just such a topology.
Tlusty (2007) concludes, similarly, that the topology of the code sets an
upper limit to the number of low modes – critical points – of his free energy-
analog functional, and this is also the number of amino acids. The low modes
define a partition of the codon surface into domains, and in each domain a
single amino acid is encoded. The partition optimizes the average distortion
by minimizing the boundaries between the domains as well as the dissimilarity
between neighboring amino acids.
Tlusty states:
The maximum [of the functional] determines a single contigu-
ous domain where a certain amino acid is encoded... Thus every
mode corresponds to an amino acid and the number of modes is the
number of amino acids. This compact organization is advantageous
because misreading of one codon as another codon within the same
domain has no deleterious impact. For example, if the code has
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two amino acids, it is evident that the error-load of an arrangement
where there are two large contiguous regions, each coding for a differ-
ent amino acid, is much smaller than a ‘checkerboard’ arrangement
of the amino acids.
This, Tlusty points out (2010), is analogous, but not identical, to the well-
known topological coloring problem: “in the coding problem one desires max-
imal similarity in the colors of neighboring ‘countries’, while in the coloring
problem one must color neighboring countries by different colors”. After some
development (Tlusty, 2008), the number of possible amino acids in this scheme
is determined by Heawood’s formula (Ringel and Young, 1968):
chr(γ) = int( 12 (7 +
√
1 + 48γ)),
(1)
where chr(γ) is the number of color domains of a surface with genus γ, and
int(x) is the integer value of x.
We note an important fact from Morse Theory:
γ = 1− 12χ,
(2)
where χ is the Euler characteristic of the underlying topological manifold. For
a manifold having a Morse function f , χ can be expressed as the alternating
sum of the function’s Morse numbers: The Morse numbers µi(i = 0, 1, ...,m)
of f on the manifold are the number of critical points (df(xc) = 0) of index
i, the number of negative eigenvalues of the matrix Hi,j = ∂f
2/∂xi∂xj . Then
χ =
∑m
i=0(−1)iµi.
This holds true for any Morse function on the manifold M .
We reproduce part of Tlusty’s Table 1, showing the topological limit to the
number of amino acids for different codes:
Code # Codons Max. # AA’s
4-base singlets 4 4
3-base doublets 9 7
4-base doublets 16 11
16 codons 32 16
48 codons 48 20
4-base triplets 64 25
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It is important to recognize that this is the fundamental topological decom-
position, to which Morse-theoretic ‘free energy’ functionals are to be fit.
Tlusty concludes:
[This] suggests a pathway for the evolution of the present-day
code from simpler codes, driven by the increasing accuracy of im-
proving translation machinery. Early translation machinery corre-
sponds to smaller graphs since indiscernible codons are described by
the same vertex. As the accuracy improves these codons become
discernible and the corresponding vertex splits. This gives rise to a
larger graph that can accommodate more amino acids... [P]resent-
day translation machinery with a four-letter code and 48-64 codons
(no discrimination between U and C in the third position) gave rise
to 20-25 amino acids. One may think of future improvement that will
remove the ambiguity in the third position (64 discernible codons).
This is predicted to enable stable expansion of the code up to 25
amino acids.
From the perspective of Glazebrook and Wallace (2009a, b), similar results
can probably be obtained by using ideas of network holonomy applied to simpli-
cial complexes and triangulations, that is, network phase transitions on graphs
via connections and groupoids.
In sum, phase transitions in physical systems are ubiquitous, following Lan-
dau’s group symmetry shifting arguments (Landau and Lifshitz, 2007; Pet-
tini, 2007). Higher temperatures enable higher system symmetries, and, as
temperature changes, punctuated shifts to different symmetry states occur in
characteristic manners. Extension of this argument in terms of rate distortion
and metabolic measures seems direct, particularly involving the groupoids con-
structed by the disjoint union of the homology groups representing the different
coding topologies that Tlusty identifies. Again, a more complete mathematical
treatment of some of these and related matters can be found in Glazebrook and
Wallace (2009a, b), and some elementary material on groupoids is given in the
Mathematical Appendix.
Here we will reconsider the evolutionary trajectories of codes in the context
of intensive measures of available metabolic free energy, taking the perspec-
tive of Wallace (2009) and R. Wallace and D. Wallace (2008) that punctuated
ecosystem resilience transitions (e.g., Holling, 1973; Gunderson, 2000) can en-
train evolutionary process, and that the availability of metabolic free energy is
central to the evolution of complex phenomena of biological communication.
We begin with a restatement of a few central ideas from information theory,
in particular the essential details of the Rate Distortion Theorem.
3 Information theory
The existence of a code implies the existence of an information source using
that code, and the behavior of such sources is constrained by the asymptotic
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limit theorems of information theory. That is, the interaction between biological
subsystems associated with a code can be formally restated in communication
theory terms. Wallace and Wallace (2008, 2009) use an elaborate cognitive
paradigm for gene expression to infer such information sources, i.e., cognition
implies ‘language’, in a large sense, but our focus here on codes neatly finesses
the argument: observation of a code directly implies existence of an information
source.
Here we think of the machinery listing a sequence of codons as communi-
cating with machinery that produces amino acids, and suppose we can compare
what we is actually produced with what should have been produced, perhaps
by a simple survival of the fittest selection mechanism, perhaps via some more
sophisticated error-correcting systems.
Suppose a sequence of signals is generated by a biological information source
Y having output yn = y1, y2, ... – codons. This is ‘digitized’ in terms of the
observed behavior of the system with which it communicates, say a sequence
of ‘observed behaviors’ bn = b1, b2, ... – amino acids. Assume each b
n is then
deterministically retranslated back into a reproduction of the original biological
signal, bn → yˆn = yˆ1, yˆ2, ... .
Define a distortion measure d(y, yˆ) which compares the original to the re-
translated path. Many distortion measures are possible. The Hamming distor-
tion is defined simply as
d(y, yˆ) = 1, y 6= yˆ
d(y, yˆ) = 0, y = yˆ.
For continuous variates the squared error distortion is just d(y, yˆ) = (y− yˆ)2.
There are many such possibilities. The distortion between paths yn and yˆn
is defined as d(yn, yˆn) ≡ 1n
∑n
j=1 d(yj , yˆj).
A remarkable fact of the Rate Distortion Theorem is that the basic result is
independent of the exact distortion measure chosen (Cover and Thomas, 1991;
Dembo and Zeitouni, 1998).
Suppose that with each path yn and bn-path retranslation into the y-language,
denoted yˆn, there are associated individual, joint, and conditional probability
distributions p(yn), p(yˆn), p(yn, yˆn), p(yn|yˆn).
The average distortion is defined as
D ≡∑yn p(yn)d(yn, yˆn).
(3)
This is essentially the ‘error load’ of Tlusty’s equation (1) (Tlusty, 2007), or
the ‘cost function’ φ of Koonin and Novozhilov (2009).
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It is possible, using the distributions given above, to define the information
transmitted from the Y to the Yˆ process using the Shannon source uncertainty
of the strings:
I(Y, Yˆ ) ≡ H(Y )−H(Y |Yˆ ) = H(Y ) +H(Yˆ )−H(Y, Yˆ ),
where H(..., ...) is the standard joint, and H(...|...) the conditional, Shannon
uncertainties (Cover and Thomas, 1991; Ash, 1990).
If there is no uncertainty in Y given the retranslation Yˆ , then no information
is lost, and the systems are in perfect synchrony.
In general, of course, this will not be true.
The rate distortion function R(D) for a source Y with a distortion measure
d(y, yˆ) is defined as
R(D) = minp(y,yˆ);
∑
(y,yˆ)
p(y)p(y|yˆ)d(y,yˆ)≤D I(Y, Yˆ ).
(4)
The minimization is over all conditional distributions p(y|yˆ) for which the
joint distribution p(y, yˆ) = p(y)p(y|yˆ) satisfies the average distortion constraint
(i.e., average distortion ≤ D).
The Rate Distortion Theorem states that R(D) is the minimum necessary
rate of information transmission which ensures the communication between the
biological vesicles does not exceed average distortion D. Thus R(D) defines a
minimum necessary channel capacity. Cover and Thomas (1991) or Dembo and
Zeitouni (1998) provide details. The rate distortion function has been calculated
for a number of systems.
We reiterate an absolutely central fact characterizing the rate distortion
function: Cover and Thomas (1991, Lemma 13.4.1) show that R(D) is necessar-
ily a decreasing convex function of D for any reasonable definition of distortion.
That is, R(D) is always a reverse J-shaped curve. This will prove crucial for
the overall argument. Indeed, convexity is an exceedingly powerful mathemati-
cal condition, and permits deep inference (e.g., Rockafellar, 1970). Ellis (1985,
Ch. VI) applies convexity theory to conventional statistical mechanics.
For a Gaussian channel having noise with zero mean and variance σ2 (Cover
and Thomas, 1991),
R(D) = 1/2 log[σ2/D], 0 ≤ D ≤ σ2
R(D) = 0, D > σ2.
(5)
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For the ‘natural’ channel that seems to describe compression of real images
(e.g., Sarshar and Wu, 2007)
R(D) = β/Dα
(6)
with α ≈ 1.
Recall, now, the relation between information source uncertainty and channel
capacity (e.g., Ash, 1990):
H[X] ≤ C,
(7)
where H is the uncertainty of the source X and C the channel capacity,
defined according to the relation (Ash, 1990)
C ≡ maxP (X) I(X|Y ),
(8)
where P (X) is chosen so as to maximize the rate of information transmission
along a channel Y .
Note that for a parallel set of noninteracting channels, the overall channel
capacity is the sum of the individual capacities, providing a powerful ‘consensus
average’ that does not apply in the case of modern molecular coding.
Finally, recall the analogous definition of the rate distortion function above,
again an extremum over a probability distribution.
Our own work (Wallace and Wallace, 2008) focuses on the homology be-
tween information source uncertainty and free energy density. More formally, if
N(n) is the number of high probability ‘meaningful’ – that is, grammatical and
syntactical – sequences of length n emitted by an information source X, then,
according to the Shannon-McMillan Theorem, the zero-error limit of the Rate
Distortion Theorem (Ash, 1990; Cover and Thomas, 1991; Khinchin, 1957),
H[X] = lim
n→∞
log[N(n)]
n
10
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= lim
n→∞H(Xn|X0, ..., Xn−1)
= lim
n→∞
H(X0, ..., Xn)
n+ 1
,
(9)
where, again, H(...|...) is the conditional and H(..., ...) is the joint Shannon
uncertainty.
In the limit of large n, H[X] becomes homologous to the free energy den-
sity of a physical system at the thermodynamic limit of infinite volume. More
explicitly, the free energy density of a physical system having volume V and
partition function Z(β) derived from the system’s Hamiltonian – the energy
function – at inverse temperature β is (e.g., Landau and Lifshitz 2007)
F [K] = lim
V→∞
− 1
β
log[Z(β, V )]
V
≡
lim
V→∞
log[Zˆ(β, V )]
V
,
with Zˆ = Z−1/β . The latter expression is formally similar to the first part
of equation (9), a circumstance having deep implications: Feynman (2000) de-
scribes in great detail how information and free energy have an inherent duality.
Feynman, in fact, defines information precisely as the free energy needed to erase
a message. The argument is surprisingly direct (e.g., Bennett, 1988), and for
very simple systems it is easy to design a small (idealized) machine that turns
the information within a message directly into usable work – free energy. In-
formation is a form of free energy and the construction and transmission of
information within living things consumes metabolic free energy, with nearly
inevitable losses via the second law of thermodynamics. If there are limits on
available metabolic free energy there will necessarily be limits on the ability of
living things to process information.
Figure 2 presents a schematic of the mechanism: As the complexity of a
dynamic physiological information process rises, that is, as H increases, its free
energy content increases linearly. The metabolic free energy needed to construct
and maintain the physiological systems that instantiate H should, however,
be expected to increase nonlinearly with it, hence the ‘translation gap’ of the
figure. Below we will infer a kind of nonequilibrium thermodynamics driven
by gradients in an entropy-like factor constructed from H, analogs to empirical
Onsager relations. Figure 2 suggests that H may indeed be a good, if highly
nonlinear, index of large-scale free energy dynamics.
Conversely, information source uncertainty has an important heuristic inter-
pretation that Ash (1990) describes as follows:
11
N
at
ur
e 
Pr
ec
ed
in
gs
 : 
hd
l:1
01
01
/n
pr
e.
20
11
.4
12
0.
4 
: P
os
te
d 
25
 J
an
 2
01
1
Figure 2: Nonlinear increase in metabolic free energy needed to maintain and
generate linear increase in the information source uncertainty of a complex phys-
iological process. H is seen to ‘leverage’ metabolic expenditures, parameterizing
a more complicated nonequilibrium thermodynamics.
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[W]e may regard a portion of text in a particular language as be-
ing produced by an information source. The probabilities P [Xn =
an|X0 = a0, ...Xn−1 = an−1] may be estimated from the available
data about the language; in this way we can estimate the uncer-
tainty associated with the language. A large uncertainty means, by
the [Shannon-McMillan Theorem], a large number of ‘meaningful’
sequences. Thus given two languages with uncertainties H1 and H2
respectively, if H1 > H2, then in the absence of noise it is easier
to communicate in the first language; more can be said in the same
amount of time. On the other hand, it will be easier to reconstruct
a scrambled portion of text in the second language, since fewer of
the possible sequences of length n are meaningful.
In sum, if a biological system characterized by H1 has a richer and more
complicated internal communication structure than one characterized by H2,
then necessarily H1 > H2 and system 1 represents a more energetic process
than system 2, and by the arguments of figure 2, may trigger even greater
metabolic free energy dynamics.
By equations (7), (8), and (9), the Rate Distortion Function, R(D) is likewise
a free energy measure, constrained by the availability of metabolic free energy.
4 Groupoid spontaneous symmetry lifting: In-
ternal structure of the genetic code
Ash’s comment leads directly to a model in which the average distortion be-
tween codon stream and amino acid stream becomes a dominant force. The
direct model finds codons generated by a black box information source whose
source uncertainty is constrained by the richness of the coding scheme of Tlusty’s
Table 1, summarized above. In general we may expect more complex codes to
be associated with higher information source uncertainties, i.e., the ability to
‘say’ more in less time, using a more complicated coding scheme. Suppose there
are n possible coding schemes. The simplest approach is to assume that, for
a given rate distortion function and distortion measure, R(D), under the con-
straints of figure 1, serves much as an external temperature bath for the possible
distribution of information sources, the set {H1, ...,Hn}. That is, low distor-
tion, represented by a high rate of transmission of information between codon
machine and amino acid machine, permits more complicated coding schemes
according to the classic formula
Pr[Hj ] =
exp[−Hj/λR(D)]∑n
i=1
exp[−Hi/λR(D)] ,
(10)
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where Pr[Hj ] is the probability of coding scheme j having information source
uncertainty Hj .
We are, in essence, assuming that Pr[Hj ] is a one parameter distribution in
the ‘extensive’ quantity R(D) (monotonic convex, however, in D) rather than a
simple ‘intensive’ temperature-analog. This is permitted under the ‘structurally
intensive’ circumstance of figure 1.
The free energy Morse Function associated with this probability is
FR = −λR(D) log[
∑n
i=1 exp[−Hi/λR(D)]].
(11)
Applying a spontaneous symmetry lifting argument to FR generates topolog-
ical transitions in codon graph structure as the ‘temperature’ R(D) increases,
i.e., as the average distortion D declines, via the inherent convexity of the
Rate Distortion Function. That is, as the channel capacity connecting codon
machines with amino acid machines increases, more complex coding schemes
become possible:
1. The genus of the embedding surface for a topological code can be ex-
pressed in terms of the Euler characteristic of the manifold, γ = 1− 12χ.
2. χ can be expressed in terms of the cohomology structure of the manifold
(e.g., Lee, 2000, Theorem 13.38).
3. By the Poincare Duality Theorem, the homology groups of a manifold
are related to the cohomology groups in the complementary dimension (e.g.,
Bredon, 1993, p. 348).
4. The (co)homology groupoid can be taken as the disjoint union of the
(co)homology groups of the embedding manifold.
One can then invert Landau’s Spontaneous Symmetry Breaking arguments
and apply them to the (co)homology groupoid in terms of the rising ‘tempera-
ture’ R(D), to obtain a punctuated shift to increasingly complex genetic codes
with increasing channel capacity. See the Mathematical Appendix for a sum-
mary of standard material on groupoids and on Landau’s phenomenological
theory.
What, then, drives R(D), as this, in turn, drives punctuated changes in the
genetic code?
5 A Possible Metabolic Singularity
A probability density function for R at a given intensive index of embedding
metabolic energy, M , can most simply be described using the same approach as
equation (10):
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Pr[R,F (M)] = exp[−R/F (M)]∫∞
0
exp[−R/F (M)]dR,
(12)
where F (M) represents the possibly highly nonlinear synergism between the
intensity and physiological availability of the embedding metabolic free energy.
At a fixed F (M), the mean of R is
< R >=
∫∞
0
RPr[R,F (M)]dR = F (M).
(13)
Again, note that, in this formulation, F (M) need not be linear.
If there is a one parameter distribution of free energy input intensity mea-
sures characterized, say, by some ‘temperature-equivalent’ Te, then, crudely, M
can be replaced by the average
< M >=
∫∞
0
exp[−M/βTe]dM∫∞
0
exp[−M/βTe]dM
= βTe.
(14)
A possibly rapid topping-out of < R > with M (or Te) may be an example
of the dynamic suggested by figure 2. While small changes in M may well have
linear impact early on, depending on the form of F (M), their effect can perhaps
rapidly become muted, suggesting the possibility that evolutionary matters re-
garding accurate transcription were settled well before the aerobic transition.
Taking, for example, F (M) ≡ κM/(1+2κM), figure 3 shows F solved for κM in
terms of < R >. The synergism of metabolic energy with the efficiency of its use
– the term κM – that is needed to actually produce an increase in the average
rate distortion function, and hence to reduce the distortion-measure translation
‘error load’, literally explodes in this model, creating a serious barrier to ac-
curate translation, beyond a certain level that may have been reached early in
life’s history on Earth. Even a simple linear dependence, F (M) = κM =< R >,
becomes problematic if κ is small.
In neural systems (as in current multi-core computer chips), the solution
to this conundrum is to permit multiple parallel channels that simply are not
available to the protein coding scheme of figure 1.
Note that it is conceptually possible to reformulate Section 4 in terms of an
intensive measure of metabolic free energy alone, replacing λR in equations (10)
and (11) with some monotonic increasing function of M . While this approach
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Figure 3: A Possible Metabolic Singularity: For a single channel, large values
of the average rate distortion function, < R >, and hence low distortion ‘error
load’ in codon translation to amino acids, may require explosively high rates
of physiologically available metabolic free energy beyond a certain point. One
solution to this difficulty involves highly parallel, multi-channel systems that
are simply not possible to molecular codes as they have evolved on Earth.
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leads directly to spontaneous symmetry lifting arguments in M , it does not
provide the perspectives arising from this section.
6 Punctuated ecosystem dynamics of metabolic
free energy
We can obtain insight on the metabolic energy dynamics in terms of ecosystem
resilience theory (e.g., Holling, 1973; Gunderson, 2000) if we take F (M) as a
product of eigenvalues, the determinant of a Hessian matrix representing another
Morse Function, f , on some underlying background manifold,M, characterized
in terms of unspecified embedding ecosystem variables X = (x1, x2, ...xn). Let
Hi,j = ∂2f/∂xi∂xj , and take
F (M) = det(Hi,j).
(15)
The simplest assumption, given F (M) is a volume element, is that H has
everywhere only positive eigenvalues. Since no eigenvalues of H are negative
at any point, including critical points of f , f has index zero. Following the
arguments of the Mathematical Appendix, this meansM is a simply connected
object. One then uses the Seifert-Van Kampen Theorem (Lee, 2000) to patch
together simply connected subcomponents into a much richer ecological topol-
ogy, in the sense of Holling (1973), consisting of different ecosystem ‘domains’,
with the possibility of punctuated transitions between them. Here, these would
represent different ‘preaerobic’ ecosystems, having different patterns of physio-
logically available metabolic free energy – depending on F (M) – that can entrain
the evolution of increasingly complex genetic codes. More complicated models
are clearly possible, subject only to the requirement that the volume element
F (M) is positive.
While Occam’s Razor may seem to favor simple models, one need only re-
member the more recondite parasite life cycles for a class of evolutionary coun-
terexamples. Fitness is contingent, context-driven, and path-dependent evolu-
tionary process need not conform to our cultural aesthetics.
Indeed, the image of complicated parasite life cycle dynamics leads directly
to a significant extension of the formal theory.
7 Coevolution
7.1 The basic idea
R. Wallace and R.G. Wallace (2008) used information theory methods to re-
consider Eigen’s paradox, and in particular the interaction between two prebi-
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otic vesicles under mutual recursion similar to Van Valen’s (1973) famous Red
Queen. Application to the dynamics of the Rate Distortion function driving
punctuated changes in the genetic code is surprisingly direct.
Here the two ‘vesicles’ are the machinery of the genetic code and that of the
epigenetic regulators that translate the gene to protein. Again, figure 1 shows
the two systems intersecting, at the point where messenger RNA carries a gene
codon to meet the anticodon of translational RNA, that carries, on its back, the
precursor to the appropriate amino acid.
Recall that the Rate Distortion Function is defined by the minimization of
a mutual information I(Y, Yˆ ) = H(Y ) +H(Yˆ )−H(Y, Yˆ ) ≡ HY +HYˆ −HY,Yˆ .
We are particularly interested in the magnitudes of H(Y ) and H(Yˆ ), suppos-
ing that increases in both will, generally, be a necessary condition for increases
in R(D), in spite of the negative joint uncertainty term.
The essential point is to view the genetic and translational (and, in another
context, epigenetic) machinery as being each other’s principal environments,
similar to, or, indeed, taken as, prebiotic interacting vesicles, in the sense of
Koonin et al. (2006) and Vetsigian et al. (2006). Then we write
HY = HY [K],K = 1/HYˆ ,
(16)
and similarly for HYˆ . That is, both HY and HYˆ are parameterized by the other’s
inverse, so that increase or decline in the source uncertainty of one system leads
to increase or decline in the source uncertainty of the other. The richness of the
two information sources is closely linked.
Start at the right of the lower graph for H1 in figure 4, the source uncertainty
of one system, but to the left of the critical point KC that indicates collapse
of the interaction between the ‘vesicles’ analogous to Eigen’s error catastrophe,
following the model of R. Wallace and R.G. Wallace (2008). Assume H1 in-
creases, so K declines., and thus H2 increases. Similarly, any increase in H2
will increase H1, walking the linked system up the lower curve of figure 4 from
the right.
To reiterate, increase in HY leads, in turn, to a decline in KY = 1/HY , and
triggers an increase of HYˆ , whose increase leads to a further increase of HY , and
vice versa. This is the Red Queen, taking the system from the right of figure 4
to the left, up the lower curve as the two vesicles interact.
Now recognize the possibility of a reverse dynamic as well, akin to an eco-
nomic ratchet, driven by the gradient of the disorder S = H −KdH/dK that,
in the absence of a Red Queen, would simply propel the system toward the
minimum energy critical point.
Thus the system has two quasi-stable limit points, a low energy solution
near the error limit phase transition, analogous to Eigen’s error threshold, and
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Figure 4: A general curve for source uncertainty H[Y ] ≡ H1 – measuring genetic
code language richness – as a function of an inverse temperature parameter
K = 1/H[Yˆ ]. To the right of the critical point KC the system collapses in an
analog to Eigen’s error catastrophe. Since K is an inverse source uncertainty for
Yˆ , a Red Queen dynamic can become enabled, driving the system strongly to
the left. No intermediate points are asymptotically stable. To the right of the
critical point KC the system fails catastrophically. Thus there are two quasi-
stable points, a low energy solution near the error limit phase transition point,
and a high energy state nearer to, but never at, the zero error limit, determined
by the availability of metabolic free energy. The maximum possible source
uncertainties are constrained by available metabolic energy rate M . Thus, under
self-replicating conditions, at low M , two subpopulations are possible: high
energy protocells, and a low energy set of protoviruses, the precursor to the
Virus World of Koonin et al. (2006). At a high value of M , the filled region to
the right of KC becomes viable if those organisms can hijack the reproductive
machinery of the high energy state. These then outcompete the set previously at
KC , becoming a fully-dependent Virus World that can coevolve into the modern
system.
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a high energy solution near to, but never at, the zero error limit, depending on
the availability of a sufficient metabolic energy intensity. Absent a relatively
energetic metabolic source, low error rate translation of the genetic code would
be impossible, according to the model. Adapting the arguments of R. Wallace
and R.G. Wallace (2008), this suggests that some major, large scale, ecosystem
transformation in metabolic energy availability was a necessary condition for
low error rate genetic code translation to protein structures.
At low available metabolic free energy, the limit KC is a true Eigen limit,
since to the right of it the phase transition precludes accurate transcription. If
sufficient metabolic free energy is available, however, the filled region under the
curve after KC becomes viable if the organisms can hijack the reproductive and
transcription machinery of the high energy organisms. Thus, at low metabolic
energy, one would expect two distinct coexisting populations, having high and
low fidelity. A high metabolic energy ecosystem resilience shift would, however,
enable organisms to the right of the Eigen limit KC to persist if they could
invade high energy organisms and use their internal machinery for reproduction.
These would then outcompete the set stalled at the limit KC , and become the
proto-Virus World of Koonin et al. (2006).
7.2 A formal analysis
A more complete treatment is possible through invocation of a recursive system
of empirical Onsager-like stochastic differential equations. We first write
Hi = Hi(K1, ...,Km, Hj),
(17)
with i = 1, 2, i 6= j. The Ks represent other system parameters. We then write
Qk for all parameters, assuming that Hi does not depend directly on itself, and,
invoking Onsager-like nonequilibrium dynamics, define entropy analogs whose
gradients drive the dynamics:
Sj ≡ Hj −
∑
i ∂Hj/∂Qi.
(18)
This produces a complicated recursive system of Onsager stochastic differ-
ential equations
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dQjt =
∑
i
[Lj,i(t, ...∂S
m/∂Qi...)dt+ σj,i(t, ...∂S
m/∂Qi...)dBit],
(19)
where, again for notational simplicity, the various Hj and the Ki have all been
expressed in terms of the same symbols Qi. m ranges over the Hm, and we allow
different kinds of ‘noise’ dBit. These will have particular forms of quadratic
variation representing the imposition of embedding ‘environmental’ factors.
As typical for such systems (e.g., Wallace and Wallace, 2008; Diekmann and
Law, 1996; Champagnat et al., 2006), there will be multiple quasi-stable points
representing resilience modes accessible via punctuated transitions. But here
there will be analogs to phase change fragmentation when the system exceeds
critical values of certain system parameters, i.e., not just quasistability, but
Eigen catastrophe collapse.
Setting equation (19) to zero and solving for stationary points gives attractor
states, since the noise terms preclude unstable equilibria. In addition, cycle or
‘strange attractor’ behaviors are possible. What is converged to, however, is
not a simple state or cycle, but rather an equivalence class of highly dynamic
information sources coupled by mutual information crosstalk. Thus ‘stability’
represents particular ongoing dynamics, rather than a fixed ‘state’.
That is, the objects of this system are equivalence classes of information
sources and their crosstalk, rather than the simple final concentrations of a
reacting chemical system (e.g., Zhu et al., 2007). Figure 4 is thus a schematic
for equation (19).
8 Discussion and conclusions
Not only have the codons undergone evolutionary process, but so too has the
translational machinery, as logically implied by the complementary anticodon
structure: Recently Sun and Caetano-Anolles (2008) claimed evidence for deep
evolutionary patterns embedded in tRNA phylogenies, calculated from trees re-
constructed from analyses of data from several hundred tRNA molecules. They
argue that an observed lack of correlation between ancestries of amino acid
charging and encoding indicates the separate discoveries of these functions and
reflects independent histories of recruitment. These histories were, in their view,
probably curbed by co-options and important take-overs during early diversifica-
tion of the living world. That is, disjoint evolutionary patterns were associated
with evolution of amino acid specificity and codon identity, indicating that co-
options and take-overs embedded perhaps in horizontal gene transfer affected
differently the amino acid charging and codon identity functions. These results,
they claim, support a strand symmetric ancient world in which tRNA had both
a genetic and a functional role (Rodin and Rodin, 2008).
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Clearly, ‘co-options’ and ‘take-overs’ are, perhaps, most easily explained as
products of a prebiotic serial endosymbiosis, in our model instantiated by a
Red Queen between significantly, perhaps radically, different precursor chemical
systems.
Thus our coevolution argument in this context is not new, although the
particular mathematical invocation is innovative.
Indeed, Witzany (2009) also takes a broadly similar ‘language’ approach. In
that paper he reviews a massive literature, arguing that not only rRNA, but also
tRNA and the processing of the primary transcript into the pre-mRNA and the
mature mRNA seem to be remnants of viral infection events that did not kill
their host, but transferred phenotypic competences to their host and changed
both the genetic identity of the host organism and the identity of the former
infectious viral swarms. His ‘biocommunication’ viewpoint investigates both
communication within and among cells, tissues, organs and organisms as sign-
mediated interactions, and nucleotide sequences as code, that is, language-like
text. Thus editing genetic text sequences requires, similar to the signaling codes
between cells, tissues, and organs, biotic agents that are competent in correct
sign use. Otherwise, neither communication processes nor nucleotide sequence
generation or recombination can function. From his perspective, DNA is not
only an information storing archive, but a life habitat for nucleic acid language-
using RNA agents of viral or subviral descent able to carry out almost error-free
editing of nucleotide sequences according to systematic rules of grammar and
syntax.
Koonin et al. (2006) and Vetsigian et al. (2006) take a roughly similar tack,
without, however, invoking biocommunication: Koonin et al. (2006) postulate
a Virus World that has coexisted with cellular organisms from deep evolution-
ary time, and Vetsigian et al. (2006) suggest a long period of vesicle crosstalk
symbiosis driving standardization of genetic codes across competing popula-
tions, leading to a ‘Darwinian transition’ representing path dependent lock-in
of genetic codes.
Here we have outlined a formal modeling strategy for this array of processes,
using the asymptotic limit theorems of information theory. Our particular as-
sembly of the possible building blocks is, perhaps, less important than the fact
that a new set of blocks is now available.
Pielou’s (1977, p. 106) comment that “[T]he purpose of mathematical mod-
eling [of complex biological phenomena]... is to raise questions, not answer
them” seems particularly apt here. Mathematical models can produce new sci-
entific speculation, but new science itself only emerges from empirical studies
that can be aided, but not determined, by such models, including ours.
The central empirical implication of our analysis is that the punctuated
topology of the genetic code, as examined by Tlusty (2007), implies, in turn,
a number of punctuated, large-scale, ecosystem shifts in the availability of
metabolic free energy that may have been as fundamental as the transition
from anaerobic to aerobic metabolism (e.g., Wallace, 2009). Each such transi-
tion would have enabled higher channel capacities in the communication between
interacting biological vesicles, in a large sense, and each would probably have
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initiated new rounds of serial endosymbiosis (e.g., Villarreal and Witzany, 2009;
Witzany, 2009), among other things. Tables 1 and 2 of Canfield et al. (2006)
display a considerable range of feasible electron donors and receptors available
to early anaerobic metabolisms, and the ecosystems that could have been based
on them. Other possibilities include the development of systems for the storage
of energy to be released during reproduction: think ‘seeds’. In any event, tran-
sitions to higher energy metabolic systems would have, according to our model,
been associated with punctuated transitions to more complex genetic codes.
A related subtheme is that the ‘virus world’ hypothesis of Koonin et al.
((2006) seems a real possibility, in view of the multiple quasi-stable solutions to
the system of equation (19).
Well before the aerobic transition, however, the code would have become
locked-in by evolutionary path dependence at a relatively modest level of er-
ror robustness, as indicated by figure 3 of Koonin and Novozhilov (2009).
This would be, following our argument, a consequence of there being a lim-
ited metabolic free energy ecosystem at the time of lock-in. Thus the relatively
modest robustness of the genetic code might well be interpreted as evidence for
some such sequence of ecosystem shifts.
Empirical search for ‘preaerobic’ metabolic free energy transitions in the
deep-time fossil record is, of course, fraught with difficulties (e.g., Canfield et
al., 2006; Ueno et al., 2006).
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11 Mathematical Appendix
11.1 Morse Theory
Morse theory examines relations between analytic behavior of a function – the
location and character of its critical points – and the underlying topology of the
manifold on which the function is defined. Here we follow closely the elegant
treatments of Pettini (2007) and Kastner (2006).
The essential idea of Morse theory is to examine an n-dimensional manifold
M as decomposed into level sets of some function f : M → R where R is the
set of real numbers. The a-level set of f is defined as
f−1(a) = {x ∈M : f(x) = a},
the set of all points in M with f(x) = a. If M is compact, then the whole
manifold can be decomposed into such slices in a canonical fashion between two
limits, defined by the minimum and maximum of f on M . Let the part of M
below a be defined as
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Ma = f
−1(−∞, a] = {x ∈M : f(x) ≤ a}.
(20)
These sets describe the whole manifold as a varies between the minimum
and maximum of f .
Morse functions are defined as a particular set of smooth functions f : M →
R as follows. Suppose a function f has a critical point xc, so that the deriva-
tive df(xc) = 0, with critical value f(xc). Then f is a Morse function if its
critical points are nondegenerate in the sense that the Hessian matrix of second
derivatives at xc, whose elements, in terms of local coordinates are given by
Hi,j = ∂
2f/∂xi∂xj , has rank n, which means that it has only nonzero eigen-
values, so that there are no lines or surfaces of critical points and, ultimately,
critical points are isolated.
The index of the critical point is the number of negative eigenvalues of H at
xc.
A level set f−1(a) of f is called a critical level if a is a critical value of f ,
that is, if there is at least one critical point xc ∈ f−1(a).
Again following Pettini (2007), the essential results of Morse theory are:
1. If an interval [a, b] contains no critical values of f , then the topology of
f−1[a, v] does not change for any v ∈ (a, b]. Importantly, the result is valid even
if f is not a Morse function, but only a smooth function.
2. If the interval [a, b] contains critical values, the topology of f−1[a, v]
changes in a manner determined by the properties of the matrix H at the critical
points.
3. If f : M → R is a Morse function, the set of all the critical points of f is
a discrete subset of M , i.e., critical points are isolated. This is Sard’s Theorem.
4. If f : M → R is a Morse function, with M compact, then on a finite
interval [a, b] ⊂ R, there is only a finite number of critical points p of f such
that f(p) ∈ [a, b]. The set of critical values of f is a discrete set of R.
5. For any differentiable manifold M , the set of Morse functions on M is an
open dense set in the set of real functions of M of differentiability class r for
0 ≤ r ≤ ∞.
6. Some topological invariants of M , that is, quantities that are the same
for all the manifolds that have the same topology as M , can be estimated and
sometimes computed exactly once all the critical points of f are known: Let
the Morse numbers µi(i = 0, ...,m) of a function f on M be the number of
critical points of f of index i, (the number of negative eigenvalues of H). The
Euler characteristic of the complicated manifold M can be expressed as the
alternating sum of the Morse numbers of any Morse function on M ,
χ =
∑m
i=0(−1)iµi.
(21)
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The Euler characteristic reduces, in the case of a simple polyhedron, to
χ = V − E + F,
(22)
where V,E, and F are the numbers of vertices, edges, and faces in the polyhe-
dron.
7. Another important theorem states that, if the interval [a, b] contains a
critical value of f with a single critical point xc, then the topology of the set
Mb defined above differs from that of Ma in a way which is determined by
the index, i, of the critical point. Then Mb is homeomorphic to the manifold
obtained from attaching to Ma an i-handle, i.e. the direct product of an i-disk
and an (m− i)-disk.
Again, Pettini (2007) contains both mathematical details and further refer-
ences. See, for example, Matusmoto (2002) or the classic by Milnor (1963).
11.2 Groupoids
Following Weinstein (1996) closely, not all possible pairs of states (aj , ak) in a
set A can be connected by the fundamental groupoid morphism. Those that
can define the groupoid element, a morphism g = (aj , ak) having the natural
inverse g−1 = (ak, aj). Given such a pairing, it is possible to define ‘natural’
end-point maps α(g) = aj , β(g) = ak from the set of morphisms G into A,
and a formally associative product in the groupoid g1g2 provided α(g1g2) =
α(g1), β(g1g2) = β(g2), and β(g1) = α(g2). Then the product is defined, and
associative, (g1g2)g3 = g1(g2g3).
In addition, there are natural left and right identity elements λg, ρg such
that λgg = g = gρg (Weinstein, 1996).
An orbit of the groupoid G over A is an equivalence class for the relation
aj ∼ Gak if and only if there is a groupoid element g with α(g) = aj and
β(g) = ak. Following Cannas da Silva and Weinstein (1999), we note that a
groupoid is called transitive if it has just one orbit. The transitive groupoids
are the building blocks of groupoids in that there is a natural decomposition
of the base space of a general groupoid into orbits. Over each orbit there is
a transitive groupoid, and the disjoint union of these transitive groupoids is
the original groupoid. Conversely, the disjoint union of groupoids is itself a
groupoid.
The isotropy group of a ∈ X consists of those g in G with α(g) = a = β(g).
These groups prove fundamental to classifying groupoids.
If G is any groupoid over A, the map (α, β) : G→ A×A is a morphism from
G to the pair groupoid of A. The image of (α, β) is the orbit equivalence relation
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∼ G, and the functional kernel is the union of the isotropy groups. If f : X → Y
is a function, then the kernel of f , ker(f) = [(x1, x2) ∈ X ×X : f(x1) = f(x2)]
defines an equivalence relation.
Groupoids may have additional structure. As Weinstein (1996) explains,
a groupoid G is a topological groupoid over a base space X if G and X are
topological spaces and α, β and multiplication are continuous maps. A criticism
sometimes applied to groupoid theory is that their classification up to isomor-
phism is nothing other than the classification of equivalence relations via the
orbit equivalence relation and groups via the isotropy groups. The imposition
of a compatible topological structure produces a nontrivial interaction between
the two structures. Below we will introduce a metric structure on manifolds of
related information sources, producing such interaction.
In essence, a groupoid is a category in which all morphisms have an inverse,
here defined in terms of connection to a base point by a meaningful path of an
information source dual to a cognitive process.
As Weinstein (1996) points out, the morphism (α, β) suggests another way
of looking at groupoids. A groupoid over A identifies not only which elements
of A are equivalent to one another (isomorphic), but it also parameterizes the
different ways (isomorphisms) in which two elements can be equivalent, i.e., all
possible information sources dual to some cognitive process. Given the infor-
mation theoretic characterization of cognition presented above, this produces a
full modular cognitive network in a highly natural manner.
Brown (1987) describes the fundamental structure as follows:
A groupoid should be thought of as a group with many objects,
or with many identities... A groupoid with one object is essentially
just a group. So the notion of groupoid is an extension of that of
groups. It gives an additional convenience, flexibility and range of
applications...
EXAMPLE 1. A disjoint union [of groups] G = ∪λGλ, λ ∈ Λ, is
a groupoid: the product ab is defined if and only if a, b belong to the
same Gλ, and ab is then just the product in the group Gλ. There is
an identity 1λ for each λ ∈ Λ. The maps α, β coincide and map Gλ
to λ, λ ∈ Λ.
EXAMPLE 2. An equivalence relation R on [a set] X becomes
a groupoid with α, β : R → X the two projections, and product
(x, y)(y, z) = (x, z) whenever (x, y), (y, z) ∈ R. There is an identity,
namely (x, x), for each x ∈ X...
Weinstein (1996) makes the following fundamental point:
Almost every interesting equivalence relation on a space B arises
in a natural way as the orbit equivalence relation of some groupoid
G over B. Instead of dealing directly with the orbit space B/G as
an object in the category Smap of sets and mappings, one should
consider instead the groupoid G itself as an object in the category
Ghtp of groupoids and homotopy classes of morphisms.
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The groupoid approach has become quite popular in the study of networks of
coupled dynamical systems which can be defined by differential equation models,
(Golubitsky and Stewart, 2006; Stewart et al. 2003; Stewart, 2004). Here we
have outlined how to extend the technique to networks of interacting information
sources which, in a dual sense, characterize cognitive processes, and cannot at all
be described by the usual differential equation models. These latter, it seems, are
much the spiritual offspring of 18th Century mechanical clock models. Cognitive
processes in biological or social systems involve neither computers nor clocks,
but remain constrained by the limit theorems of information theory, and these
permit scientific inference on necessary conditions.
11.2.1 Global and local symmetry groupoids
Here we follow Weinstein (1996) fairly closely, using his example of a finite tiling.
Consider a tiling of the euclidean plane R2 by identical 2 by 1 rectangles,
specified by the set X (one dimensional) where the grout between tiles is X =
H ∪ V , having H = R×Z and V = 2Z ×R, where R is the set of real numbers
and Z the integers. Call each connected component of R2\X, that is, the
complement of the two dimensional real plane intersecting X, a tile.
Let Γ be the group of those rigid motions of R2 which leave X invariant,
i.e., the normal subgroup of translations by elements of the lattice Λ = H ∩V =
2Z × Z (corresponding to corner points of the tiles), together with reflections
through each of the points 1/2Λ = Z × 1/2Z, and across the horizontal and
vertical lines through those points. As noted by Weinstein (1996), much is lost
in this coarse-graining, in particular the same symmetry group would arise if we
replaced X entirely by the lattice Λ of corner points. Γ retains no information
about the local structure of the tiled plane. In the case of a real tiling, restricted
to the finite set B = [0, 2m] × [0, n] the symmetry group shrinks drastically:
The subgroup leaving X ∩B invariant contains just four elements even though
a repetitive pattern is clearly visible. A two-stage groupoid approach recovers
the lost structure.
We define the transformation groupoid of the action of Γ on R2 to be the
set
G(Γ, R2) = {(x, γ, y|x ∈ R2, y ∈ R2, γ ∈ Γ, x = γy},
with the partially defined binary operation
(x, γ, y)(y, ν, z) = (x, γν, z).
Here α(x, γ, y) = x, and β(x, γ, y) = y, and the inverses are natural.
We can form the restriction of G to B (or any other subset of R2) by defining
G(Γ, R2)|B = {g ∈ G(Γ, R2)|α(g), β(g) ∈ B}
1. An orbit of the groupoid G over B is an equivalence class for the relation
x ∼G y if and only if there is a groupoid element g with α(g) = x and
β(g) = y.
Two points are in the same orbit if they are similarly placed within their
tiles or within the grout pattern.
2. The isotropy group of x ∈ B consists of those g in G with α(g) = x = β(g).
It is trivial for every point except those in 1/2Λ ∩ B, for which it is Z2 × Z2,
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the direct product of integers modulo two with itself.
By contrast, embedding the tiled structure within a larger context permits
definition of a much richer structure, i.e., the identification of local symmetries.
We construct a second groupoid as follows. Consider the plane R2 as being
decomposed as the disjoint union of P1 = B ∩X (the grout), P2 = B\P1 (the
complement of P1 in B, which is the tiles), and P3 = R
2\B (the exterior of
the tiled room). Let E be the group of all euclidean motions of the plane,
and define the local symmetry groupoid Gloc as the set of triples (x, γ, y) in
B × E × B for which x = γy, and for which y has a neighborhood U in R2
such that γ(U ∩ Pi) ⊆ Pi for i = 1, 2, 3. The composition is given by the same
formula as for G(Γ, R2).
For this groupoid-in-context there are only a finite number of orbits:
O1 = interior points of the tiles.
O2 = interior edges of the tiles.
O3 = interior crossing points of the grout.
O4 = exterior boundary edge points of the tile grout.
O5 = boundary ‘T’ points.
O6 = boundary corner points.
The isotropy group structure is, however, now very rich indeed:
The isotropy group of a point in O1 is now isomorphic to the entire rotation
group O2.
It is Z2 × Z2 for O2.
For O3 it is the eight-element dihedral group D4.
For O4,O5 and O6 it is simply Z2.
These are the ‘local symmetries’ of the tile-in-context.
11.3 Phenomenological Landau theory
The homology between free energy density and information source uncertainty
suggests the possibility of abducting standard techniques from statistical physics
into the analysis of information processes. Here we closely follow the develop-
ment in Skierski et al. (1989, p. 3789).
Most simply Landau’s theory of phase transitions (Landau and Lifshitz,
2007) assumes that the free energy of a system near criticality can be expanded
in a power series of some ‘order parameter’ φ representing a fundamental mea-
surable quantity, that is, a symmetry invariant. One writes
F0 =
∑p(>m)
k=m Akφ
k,
(23)
with A2 ≈ α(T − Tc) sufficiently close to the critical temperature Tc. This
mean field approach can be used to describe a variety of second-order effects for
p = 4 or p = 6, A3 = 0 and A4 > 0, and first order phase transitions (requiring
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latent heat) for either p = 6, A3 = 0, A4 < 0 or p = 4 and A3 6= 0. These can
be both temperature induced (for m = 2) and field induced (for m = 1).
Minimization of F0 with respect to the order parameter yields the average
value of φ, < φ >, which is zero above the critical temperature and non-zero
below it. In the absence of external fields, the second-order transition occurs at
T = Tc, while the first-order, needing latent heat, occurs at T
∗
c = Tc+A
2
4/4αA6.
In the latter case thermal hysteresis arises between Ts ≡ Tc +A24/3αA6 and Tc.
A more accurate approximation involves an expression that recognizes the effect
of coarse-graining, adding a term in ∇2φ and integrating over space rather than
summing. Regimes dominated by this gradient will show behaviors analogous
to those described using the one dimensional Landau-Ginzburg equation, which,
among other things, characterizes superconductivity.
The analogy between free energy density and information source uncertainty
– replacing integration over volume by the sum over n – suggests examining the
dynamics of some empirical, quantitative ‘order parameter’ characterizing some
information transmission near a threshold. Such behavior can be expressed in
terms of an equation having the form
H ≈∑p(>m)k=m Akφk.
(24)
φ would then be some index of a system’s information transmission between
‘vesicles’. T is then an average inverse crosstalk measure.
Note that it is possible to apply a Morse theory approach at this juncture
(Michel and Mozrzymas, 1977).
The Landau formalism quickly enters deep topological waters (Pettini, 2007,
pp. 42-43; Landau and Lifshitz, 2007, pp. 459-466). The essence of Landau’s
insight was that phase transitions without latent heat – second order transitions
– were usually in the context of a significant symmetry change in the physical
states of a system, with one phase, at higher temperature, being far more sym-
metric than the other. A symmetry is lost in the transition, a phenomenon called
spontaneous symmetry breaking. The greatest possible set of symmetries in a
physical system is that of the Hamiltonian describing its energy states. Usually
states accessible at lower temperatures will lack symmetries available at higher
temperatures, so that the lower temperature phase is the less symmetric: The
randomization of higher temperatures ensures that higher symmetry/energy
states will then be accessible to the system.
At the lower temperature an order parameter must be introduced to describe
the system’s physical states – some extensive quantity like magnetization. The
order parameter will vanish at higher temperatures, involving more symmetric
states, and will be different from zero in the less symmetric lower temperature
phase.
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This can be formalized, following Pettini (2007), as follows. Consider a ther-
modynamic system having a free energy F which is a function of temperature
T , pressure P , and some other extensive macroscopic parameters mi, so that
F = F (P, T,mi). The mi all vanish in the most symmetric phase, so that, as a
function of the mi, F (P, T,mi) is invariant with respect to the transformations
of the symmetry group G0 of the most symmetric phase of the system when all
mi ≡ 0.
The state of the system can be represented by a vector |m >= |m1, ...,mn >
in a vector space E . Now, within E , construct a linear representation of the
group G0 that associates with any g ∈ G0 a matrix M(g) having rank n. In
general, the representation M(g) is reducible, and we can decompose E into
invariant irreducible subspaces E1, E2, ..., Ek, having basis vectors |e(n)i > with
n = 1, 2, ...ni and ni = dimEi. The state variables mi are transformed into new
variables η
(n)
i =< e
(n)
i |m >, where the bracket represents an inner product.
In terms of irreducible representations Di(g) induced by M(g) in Ei we have
M(g) = D1(g)⊕D2(g)⊕, ...,⊕Dk(g).
If at least one of the η
(n)
i is nonzero, then the system no longer has the
symmetry G0. This symmetry has been broken, and the new symmetry group
is Gi, associated with the representation Di(g) in Ei. The variables η(n)i are
the new order parameters, and the free energy is now F = F (P, T, η
(n)
i ). For
a physical system the actual values of the η as functions of P and T can be
variationally determined by minimizing the free energy F .
Two essential features distinguish information systems, particularly those
representing cognitive processes, from this simple physical model.
First, order parameters cannot always be determined by simple minimization
procedures, as information systems that represent cognition can, within their
contextual constraints (which include available energy), choose states which are
not energy or other extrema.
Second, the essential symmetry of information sources is driven by groupoid,
rather than group, structures. One must then engage the full transitive or-
bit/isotropy group decomposition, and examine groupoid representations (e.g.,
Bos, 2007; Buneci, 2003 ) configured about the irreducible representations of
the isotropy groups.
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