Abstract-The present work proposes and evaluates a technique for improving the Turtlebot 1 mobile robot localization system for navigation in unknown structured environments. In our proposal, the localization is refined by using a dense artificial landmark setup fixed in the environment ceiling. Although the use of artificial landmarks restricts the applicability of this methodology, the proposed methodology has the advantage of not depending on a previous mapping of the landmarks distribution in the environment, which makes its adoption a simple process.
I. INTRODUCTION
In mobile robotics applications that require an autonomous navigation system, localization generally figures amongst the fundamental problems. The previous existence of a map from the region to be explored by the robot can greatly improve the solutions for this problem, as it can reduce -or even suppress, in certain cases -the accumulated localization errors created by dead-reckoning techniques. Nevertheless, there are some cases in which it is not possible to count on a map of the environment to be explored -an example is the automatic environment mapping problem itself.
In cases where the robot navigation is performed in outdoor environments, there is usually the possibility of refining its localization by using a GPS sensor. However, for navigation within indoor environments, which is the main focus of the present work, this type of sensor cannot be used, which is a complicating factor in terms of problem complexity.
The use of computer vision techniques for aiding mobile robot navigation has been done for over thirty years [1] . In particular, the localization problem has attracted an enormous amount of attention from researchers due to its importance in the field of mobile robotics. With the incessant growth of computing power regarding mobile processors, it has recently became possible to perform, in real time, the extraction of image features for purposes of localization. Such a progress has been increasingly enabling the design of low cost robot platforms capable of running localization systems based on computer vision algorithms.
In this work, we propose and evaluate a mobile robot localization framework based on artificial landmarks. Our framework performs the fusion of the robot localization estimated by using these landmarks with the data provided by a gyroscope and the wheel encoders. It is known that algorithms for artificial landmarks detection and identification 1 Information regarding the Turtlebot platform can be reached through the official website, http://www.turtlebot.com.
have already been used in mobile robot localization for over a decade [2] , [3] , [4] . Still, the computing power available at the time these methodologies were developed was not enough to perform the on-line detection/identification of several landmarks and, potentially, fuse the estimated localization with arising data from other sensors in real time.
II. RELATED WORK
The approaches to the localization problem can be divided into three main categories. In the first one, the robot possesses a sensor from which it is possible to estimate its localization with an error that does not tend to increase with respect to traveled distance, like GPS, and the methodologies proposed by Jang et al [5] and Salomon et al [6] , for which the scope is localization for indoor environments. The NorthStar system, in which this work is inspired, employs a projector that emits infrared patterns on the ceiling, and the robots perform localization by using an infrared sensible camera pointed up.
The second category of approaches to the localization problem consists of methodologies that rely on an already existing map of the explored environment, which comprises, in general, the Monte Carlo techniques [7] .
More general than the others, the third category targets the case in which the explored environment is unknownthat is, there is no available map of this region -and there are no global position sensors [8] . The present work fits in this category, with the only restriction being the fact that the environment might have artificial landmarks distributed on it at unknown locations. This is a rather common situation; for instance, it is known that the autonomous mars exploration robot Curiosity has, amongst other sensing techniques, a visual odometer based on markers left on the soil by its wheels [9] .
In terms of the artificial landmarks distribution, the present work proposes their attachment on the ceiling of the region to be explored by the robot. One of the difficulties regarding this kind of approach is the interference caused by sources of light. Some previous works suggest the use of landmarks with high infrared reflectivity [10] , [11] . The present methodology does not rely on landmarks with any special property, since our purpose is to provide the user with a low cost platform with a localization system that only depends on readily available resources.
Regardless of the artificial landmark detection mechanism employed, it is important that the localization system be designed taking into account the possibility that the robot will explore regions of the environment where it cannot detect any landmarks -which could happen either due to illumination issues or to occlusion, just to name a few factors. Blind spots, as we will call such events from now on, may occur even on infrared based approaches [12] .
III. VISUAL ODOMETRY BASED ON ARTIFICIAL LANDMARKS
The robot localization is estimated by fusing data obtained from three sources: Wheel encoders, a Sparkfun ADXRS613 gyroscope and visual odometry based on observations of the fiducial landmarks that are distributed on the explored environment.
To estimate the visual odometry data, a Logitech Pro-9000 webcam was attached to the top of the robot, with its aperture pointed towards the ceiling, where the artificial landmarks have to be affixed. For the localization process, the ArUCo library 2 was used to estimate the translation vector and the rotation matrix of each visualized landmark with respect to the camera. The landmark pose estimation is then refined by using the method proposed by Schweighofer and Pinz [13] , which takes into account the two local minima of the estimate error function, explicitly dealing with both to find the optimal pose estimate.
The first detected and identified landmark is defined as the reference frame for the robot localization, thus the estimates inferred by observing the other landmarks have to be converted to this reference. Under certain conditions, the robot might not be able to publish visual odometry data, either because there are no landmarks within its field of view, or because the visibility conditions are too prohibitive for the robot to actually extract any useful information from the captured images. Either way, the localization system is required to keep on publishing localization estimates at a minimum rate. In order to meet this demand, it must publish estimates based only on data from the encoder and the gyroscope.
The following sections formally discuss the localization framework developed, the faced issues and the proposed solutions to deal with them.
A. Continuous Visibility
The simplest mathematical formulation for the localization problem based on dense landmarks assumes that, during its route, the robot is always capable of visualizing, detecting and identifying, at least, one landmark. This formulation can be defined by eqs. (1a) to (1f): 2 More details can be found on the library website, www.uco.es/investiga/grupos/ava/node/26
where:
• p i j is the camera position with respect to the first detected landmark, according to an observation of the i-th landmark at the instant j, • Ψ i,j is a matrix that describes the camera pose in the global reference frame at the instant j, according to a sample obtained from the i-th landmark, • Γ i is a matrix that represents the i-th landmark pose in the global reference frame, • R i,j is a matrix that defines the i-th landmark pose with respect to the camera at the instant j, • v i,j is a translation vector from the camera to the ith landmark at the instant j, expressed in the camera reference frame, and • t i is the translation vector from the first to the i-th observed landmarks, expressed in the global reference frame.
Despite of its great expression power, this framework is still not the most adequate approach to the localization problem in environments with smooth planar floor, since, on these environments, the robot's pitch and roll angles will never change -therefore, the same can be said about the camera. Besides, the measurement of these angles is subject to noise, which directly influences the camera attitude estimation. Let h be the vertical distance between the landmark and the camera plane, a fluctuation α in one of these angles would result in an attitude estimation that would be 2d 2 (1 − cos α) farther from the actual camera position.
B. Blind Spots
In the occasions when it isn't possible to detect any landmarks, the published localization must be estimated by only fusing data from the encoders and the gyroscope. If p i j is the camera position with respect to the last detected landmark, i, then the camera position at the instant k, p k , is given by:
where o k and o j define the camera position according to the robot standard odometry (estimated from encoders and gyroscope), whereas o k is calculated at the instant of the localization publication and o j was obtained at the instant when the last landmark was detected. Similarly, the camera pose, Ψ k , is given by combining its initial orientation, Ψ i , and the variation of its pose R
−1
Ro R Rk during the blind spot route.
When a new landmark i + 1 is detected at the instant f , it is required for its parameters t i+1 and Γ i+1 to be estimated based on the variation of the camera's attitude measured across the blind spot route, in accordance with eqs. (4a) and (4b).
The index j on Equation (4a) refers to the instant at which the last landmark i was successfully detected and identified, before the robot entered a blind spot state.
C. Landmark Misidentification
During the first experiment set, we observed discontinuities in the localization estimated by our framework. This anomaly was characterized by a sudden localization leap to a previously explored region a few meters from the actual robot location, at which the landmarks were always different from the landmark actually being observed by the robot.
The explanation for this phenomenon is the landmark misidentification. Suppose that, at a given instant j, the ith landmark lies within the robot's field of view. Its estimated extrinsic parameters, t i and Γ i , are correct to a tolerated uncertainty. If, at the instant t +1, it is suddenly misidentified for some already detected hth landmark, the camera position p will be calculated by using the incorrect extrinsic parameters t h and Γ h .
To solve this issue, we propose the switch to a false blind spot state whenever the norm of the difference between the last two estimated positions exceed a threshold defined as being twice the maximum speed that the robot can perform times the elapsed time between these measures: 2v max Δt. This is a reasonable solution, whereas this is an infrequent event (during our experiments, we observed about one occurrence for every 20 meters traveled by the robot).
D. Sensor Data Fusion
The data obtained from the three input sensors -wheel encoders, visual odometry and gyroscope -are fused into a more accurate localization estimate. This is done by a Kalman filter, whose update model benefits from the control we have over the robot kinematics. Therefore, we adopted a control model that works by limiting the robot motion to a specific set of accelerations. Algorithm 1 illustrates this model.
Since this work focuses on structured environment navigation, we assume that all the regions to be explored by the robot are planar. Thereby, the state s estimated by our Kalman filter has three dimensions, as pictured by Equation (5a). Lastly, eqs. (5b) and (5c) represent the prediction and update models, respectively.
Algorithm 1
Simplification of the control model for the robot speed. is an arbitrary constant. An equivalent algorithm controls its angular speed.
while
a ← − end if end while Fig. 1 . The camera coordinate system, in which the visual odometry is described, has a displacement tc with respect to the robot coordinate frame origin, apart from a rotation represented by a matrix Rc. By convention, the vector tc must be expressed in the robot coordinate system.
In Equation (5b), the variable v represents the linear speed passed to the robot's kinetic control.
E. Coordinate Frames and Calibration
So far, the described visual odometry framework only refers to the camera attitude with respect to the global reference frame, which is defined as the camera attitude when the first landmark was identified. Nevertheless, we want our visual odometry module to estimate the robot attitude, which will be later on fused with data from other sensors by our Kalman filter.
In order to accomplish this, it is necessary to estimate the extrinsic camera parameters (its rotation R c and translation t c with respect to the robot's center). We know that, in order to convert the camera position p c (which is expressed in Fig. 2 . In order to avoid the ambiguity problem regarding the landmarks identification, we used three different landmarks such that the camera is never able to capture two identical landmarks at the same time.
camera coordinates) to the robot position p r (expressed in robot coordinates), these parameters must be used as stated by Equation (6a).
The calibration process, in which these extrinsic parameters are estimated, takes into account the a priori knowledge of the robot's minimum radius of curvature. In the case of the Turtlebot, this radius can be considered null due to its kinematic model. The developed calibration methodology takes advantage of this approximation. By spinning around its coordinate frame center, the robot will not perform any translation, whilst the camera will wander in a circle of radius t c , as illustrates the Figure 1 . Thereby, we rotate several cycles around the robot axis, collecting samples of p c and Ψ during this process. The collected data are then used as input to an optimization problem described by Equation (7).
Minimize
Rc,tc R c p c + t c − Ψt c subjected to 0 ≤ θ(R c ) ≤ 2π, and t c is free.
IV. NAVIGATION
One of the problems associated with artificial landmark navigation is the resulting ambiguity from transitions between marks. Suppose that, at the instant t, the i-th landmark lies within the camera's field of view. At the instant t + 1, another target i + 1 is detected by our visual odometry module. If they have both the same identifier, we would take the risk of swapping their extrinsic parameters by entering a blind spot state, which would compromise our localization estimate.
To solve the landmark ambiguity problem, we propose that the environment should be covered by three different landmarks. Although it is not strictly necessary, we suggest that they are distributed over the environment such that the camera can always capture, at least, one landmark. Besides, it is important that they are not placed in a configuration that might allow the camera to capture two marks with the same identification. Figure 2 illustrates this restriction. Due to the long distance between landmarks and the camera, we also have to deal with landmark pose refinement issues in this framework. At a 2.10m distance, each landmark is projected as a quadrilateral with nearly 48 pixels wide. This means that, if the landmark detection algorithm misses a corner by 1 pixel, the pose estimate can deviate up to 1.19
• from its actual pose around an arbitrary axis. We address this issue by adopting the concept of landmark board, which, in our case, contains a pair of landmarks side by side representing a single mark. This reduces the impact of the uncertainty on the corner detection over the pose estimate. In the previous example, the impact of a 1 pixel error in the corner estimate would cut the pose deviation down to 0.55
• .
V. EVALUATION We divided the evaluation of the proposed method into two stages. The first consisted of running the proposed framework in a simulation environment where the landmarks are rendered assuming ideal conditions of image acquisition (that is, with no image noise). On this stage, the main concern was to estimate the asymptotically lower bound for the expected drift associated with the landmark identification algorithm. In the second stage, we performed a set of experiments with an actual Turtlebot, in which the obtained results were compared to its standard odometry.
A. Simulation
The pre-experimental validation of the proposed model was performed in a simulation environment designed to induce issues related to the sensitivity of the landmark pose estimation algorithm according to the mark's pose with respect to the camera. In this environment, we traveled several virtual routes covered by landmarks separated by a distance of 1.25m. To avoid the target ambiguity problem, corridors were covered by two different interspersed marks, with both of its ends marked by a third mark, given that it is possible for the camera to capture up to three different targets at corners.
To evaluate the stability of the proposed method, all landmarks were arranged in a random pose around their normal axis. The Figure 3 illustrates three distinct pairs observed at the corner of a corridor.
We performed simulations in two different routes. Fig. 4 . The second simulation route. We introduced several corners to evaluate the impact of multiple rotations over our framework performance.
wide, we evaluated the average localization error after the robot traveled a closed cycle. The second route, pictured by Figure 4 , was built with the objective of studying the impact of a succession of several rotations along the route over the estimated localization, since each rotation greatly increases the localization uncertainty. In both routes, the total distance traveled by the robot was the same.
In every performed simulation, the used values for the maximum linear and angular speeds, v max and ω max , respectively, linear acceleration a l and angular acceleration a ω were used as specified by Table I .
The obtained results during the simulations suggest that rotations are the major sources of instability for the landmark localization system. This biased behavior is actually expected. At a distance of 2.10m, an error of 1 pixel in the estimate of the landmark position causes a deviation of, approximately, 0.4cm in the robot's localization. In an hypothetical route with n marks at which there are only translation errors, the maximum error (n) in the robot localization would be (n) ≺ n, since in the worst case, the error would always be given by the same vector. As for rotations, the error induced by a 0.55
• deviation (which, as have already been discussed, can be observed in pose estimates obtained from a corner extraction with only 1 pixel of deviation) can be up to 1.2cm.
B. Experimental results
The proposed method was evaluated in a 14 meters long path of a corridor with constant illumination. We performed two sets of experiments: In the first, the robot traveled a 14m long rectilinear path; in the second, it traveled along a rectangle shaped rout with dimensions 14m × 1.2m.
The quality of the results obtained in the first experiment, whose results are illustrated by Figure 8 , was evaluated by the coefficient of determination of the linear regression over the estimated trajectories. The path estimated by our methodology has a coefficient 0.995, which suggests a high fidelity to the traveled route, since it consisted of a straight path. For comparison purposes, the path estimated by the robot's standard odometry alone has a coefficient 0.545, which reflects its low quality.
In the last experiment, pictured by Figure 9 , the robot traveled a closed route with the objective of measuring both rotation and translation errors. By the end of its trajectory, the distance between the estimated and the real positions was 1.58m when our visual odometry was used, and 5.98m by only using data from the encoders and gyroscope.
It was also possible to notice that, under some circumstances (such as under dim lighting or highly shaky robot), the camera would easily lose track of the detected landmark, which happened due to the fact that the marker detection library used in this project doesn't perform object tracking. Whenever this happened, the robot would switch to a blind spot state, reducing the precision of the estimated localization.
VI. CONCLUSIONS
In this work, we presented a visual odometry technique based on artificial landmarks targeted for the Turtlebot platform. The experimental evaluation showed us that this technique is capable of significantly improving this platform's localization module, but it is still subject to accumulated error, since the distribution of the landmarks in the world is not known a priori. This limitation brings the need for the simultaneous landmark mapping during the navigation, which is an improvement to be studied further in future work. Another possibility is to implement a loop closure algorithm that would make use of this map to both improve the localization data and the map itself. 
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