Without loss of generality, we assume W (o) = (1, 0) and x = (0,0). Let t > 0.
The following celebrated Spitzer (1958) integral test characterizes the lower functions of X: Theorem A (Spitzer 1958) . For any non-decreasing function f > 1, IP[X(t) t1/2 f(t), i.o] = 0 1 ~ dt t l o g f ( t ) ~ = .
Here and in the sequel, "i.o." stands for "infinitely often" as t tends to infinity. 
with rate of convergence lim inf (log log t)3/2 t1/2 log log log t( Y(t) -j 0 3 B D 2 1 / 2 t 1 / 2 ( l o g log t)1/2) = j03BD 21/2, a.s.
Remark. The LIL (1.1) was previously obtained by Levy (1953) 
where is an LLd. sequence of random variables having the same law as
Let us first establish a preliminary result for the partial sum of (~k): : Lemma [] Proof of Theorem I, Pick 0 x 1, and let us write 2-n x 2-~'~-11 (which means (n -1) log 2 n log 2). Then H(2-~n-1~) H(x) H(2-n). Using 
which sums. According to Borel-Cantelli lemma, (almost surely) for large k, Y(tk) > Let t E ~tk, Then by our construction of (tk),
which yields the convergent part of Theorem 2.
It remains to show the divergent part. Let h be such that (3.2) ~dt th2(t) exp( -ph2(t)) = ~.
In view of (I . I ) , we assume without loss of generality that ( 3 . 3 ) ( l o g l o g t ) 1 / 2 ( 2 0 3 C 1 ) 1 / 2 ~ h(t) ~ (2 l o g l o g t ) 1 / 2 0 3 C 1 1 / 2 . (1991 p.73) ), it follows that P(AkAi) P(Ak)P llv(t) 11 t 1 / 2 l h l ) ( 3 . 9 ) = I P ( A k ) I P [Y(1) t 1 / 2 l ( t l -tk)1/2hl].
For every n > ko, definẽ (n)={kok.~n: ~-k(logk)3}, '(n)={kok~n: ~-k>(logk)3}.
It is seen that when k ~ k + (logk)3, log l log k " log k log l []
