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Abstrakt 
Tato práce se zaměřuje na téma rozpoznávání dopravních značek v obraze. Popisuje stručně některé 
používané metody a zaměřuje se hlavně na zvolený postup klasifikace. Ten je zevrubně popsán včet-
ně rozšíření a metody pro vytváření modelů nutných při klasifikaci. V práci je popsána implementace 
knihovny a demonstračního programu včetně důležitých poznatků zjištěných během vývoje. V závěru 




This work focuses on classification and recognition of traffic signs in image. It describes briefly some 
used methods a deeply describes chosen system including extensions and method for creating models 
needed for classification. There’s described implementation of library and demonstration program 
including important pieces of knowledge discovered during development. There’re also results of 
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Počítače v dnešní době umí vnímat svět v mnohých ohledech podstatně lépe, než lidé. Interpretace dat 
se ovšem i přes stále rostoucí hrubý výkon lidem nepřibližuje, to platí například pro počítačové vidění 
a rozpoznávání objektu v obraze. Vědci a výzkumné týmy z celého světa se proto snaží vymyslet 
nové a zdokonalovat stávající techniky a postupy tak, aby dodali počítačům jeden z nejdůležitějších 
smyslů na dostatečně vysoké úrovni pro další rozšíření jejich schopností.  
Nové technologie jsou spojené mimo jiné i s miniaturizací a výkonem zařízení, které dnes no-
síme běžně v kapse, se blíží několik let starému průměrnému stolnímu počítači. Jednou ze stále aktu-
álních oblasti, která těží z pokroku v této oblasti, je detekce a klasifikace dopravních značek v obraze. 
Jednoduché rozpoznávání jednoho typu značek, většinou zákazových značek, dokážou již dnes sys-
témy ve vozech střední třídy, některé luxusní vozy tímto systémem disponují už delší dobu. Palubní 
počítače nejsou jen jednoduché řídící jednotky, ale komplexní systémy na úrovni stolních počítačů. 
Vytvoření komplexního systému pro rozpoznávání dopravních značek i pro tyto zařízení by zvýšilo 
komfort při řízení a tvořil by tak například další součást systému DAS [28]. 
Tato diplomová práce obsahuje nejen přehled dnes používaných metod pro detekci a rozpozná-
vání dopravních značek, ale hlavně podrobný popis obecně použitelného systému pro tento úkol. Jed-
na část se také věnuje návrhu paralelní implementace na grafických kartách včetně výsledků několika 
experimentů 
Kapitola 2 popisuje několik používaných metod pro úkol detekce a rozpoznávání, v kapitole 3 
je poté podrobnější popis vybraných metod jednotlivých fází. Kapitola 4 popisuje celý systém detek-
ce, který využívá popsané metody, včetně procesu vytváření modelů. Implementace popsaného sys-
tému v podobě knihovny a demonstračního programu se nachází v kapitole 5. Zde je obsažen i návod 
k použití vytvořených nástrojů pro vytváření modelů. V kapitole 6 popisuji možné rozšíření imple-
mentovaného systému, jsou zde zahrnuty i některé poznatky z experimentů s paralelizací procesu. V 
předposlední kapitole 7 uvádím výsledky testování s demonstračním programem. Na konec práce 
nesmí chybět závěr, seznam použité literatury a přílohy. 
Ze Semestrálního projektu byly do tohoto textu převzaty pasáže ohledně HSV a SVM 
v kapitolách 3.1.1 a 3.2.2, dále pak popis použitého systému v kapitole 4, který byl ovšem rozšířen, a 
některé části implementace, jmenovitě použité prostředky v kapitole 5.1 a optimalizace v kapitole 
5.2.4.. 
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2 Přehled metod pro klasifikaci a roz-
poznávání dopravních značek 
Téma klasifikace a rozpoznávání dopravních značek je ve vědeckých kruzích stále aktuální a vznikají 
stále nové postupy a kombinace metod, jak značky správně rozpoznat a určit, o jakou jde. Většina 
prací se zaměřuje na výstražné a zákazové značky typické červenou barvou a to i včetně rozpoznání 
případného textu nebo piktogramu uvnitř značky. Dopravní značení ovšem zahrnuje i jiné typy zna-
ček – informační nebo příkazové, nebo informační tabule s popisem míst, kam daná cesta nebo jízdní 
pruh směřuje. Tomuto tématu se věnuje například článek [11]. V následujících podkapitolách je pře-
hled několika metod použitých v článcích, které jsem prostudoval. 
Podoba jednotlivých dopravních značek je v různých částech světa rozdílná. Na druhou stranu 
společným faktorem je snaha o co nejvýraznější provedení, které řidič nepřehlédne za žádných okol-
ních podmínek. Se vzrůstajícím výkonem a integrací počítačů do automobilů a také rozvojem počíta-
čového vidění patří mezi pozorovatele značek už i samotný vůz. Tato technologie se dostává už i do 
vozů střední třídy [11], systémy ovšem dokážou rozpoznat jen omezené množství značek, typicky 
zákazové, které jsou typické červeným snadno rozpoznatelným tvarem kruhu, a to včetně čísla nebo 
piktogramu uvnitř. Výrazné barvy, jednoduché tvary a zřetelné přechody tak usnadňují jejich detekci 
a rozpoznávání. 
2.1 Barevná segmentace 
Prvním krokem, který se vyskytuje ve většině prací, je barevná segmentace obrazu pro nalezení po-
tenciálním míst se značkami. Drtivá většina běžných obrazových záznamových zařízení snímá obraz 
v barevném RGB prostoru. Hodnoty jednotlivých barevných složek jsou ovšem silně závislé na sní-
macích podmínkách a pro segmentaci je nutné využít vzájemných poměrů mezi barevnými složkami.  
Obrázek 2.1 - algoritmus segmentace barev, zdroj [2] 
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Autoři v článku [2] na základě pozorování značek během dne a za různých povětrnostních 
podmínek vytvořili jednoduchý algoritmus pro segmentaci na hlavní barevné složky – červená, zele-
ná, modrá a neutrální (bílá nebo černá). Algoritmus je na obrázku 2.1. Hlavní roli při rozhodování 
mají tři hodnoty prahů ∆  , ∆   a ∆  . Tyto hodnoty však není nutné stanovit příliš přesně pro dosa-
žení uspokojujících výsledků. Pomocí pozorování barevnosti značky lze uvedený algoritmus upravit 
pro libovolnou barvu. Prezentovanou výhodou algoritmu je jeho vysoká rychlost zpracování, které 
pomáhá také fakt, že není nutný převod do jiného barevného prostoru. 
Mnohem používanější je ovšem segmentace pomocí hodnot z HSV modelu, který je podrobněji 
popsán v kapitole 3.1.1. Segmentaci podle libovolné barvy lze porovnáním jedné (barevný tón), pří-
padně dvou (barevný tón a sytost) složek na určitý interval. Autoři článku [21] zkoumali hodnoty 
dvou uvedených složek pro běžné barvy dopravních značek. Výsledek znázorňuje histogram pro čer-
vené značky na obrázku 2.2, ve kterém jsou třídy reprezentovány barevným tónem a sytostí. Analý-
zou tohoto histogramu lze stanovit vhodný rozsah pro obecně libovolnou barvu, pomocí nějž bude 
možné provést segmentaci za různých světelných podmínek. 
V článku [9] autoři porovnávali vliv segmentace pomocí uvedených barevných prostorů na 
úspěšnost klasifikace. Oba typy segmentací vytvořily binární mapy, které byly následně zpracovány 
stejným klasifikátorem. Podle jejich experimentů měla segmentace pomocí RGB úspěšnost 92% a 
pomocí HSV pouze 90%. 
2.2 Detekce tvarů 
Metody pro detekci zájmových tvarů v obraze často patří společně s barevnou segmentací do fáze 
předzpracování snímku před vlastní detekcí či klasifikací dopravní značky.  
Pro detekci tvaru lze použít například Houghovu transformaci, tu použili například autoři člán-
ku [33], v němž se zaměřili na rozpoznávání značek pro omezení rychlosti. Houghova transformace 
byla použita jako další část po barevné segmentaci pro detekci kružnic v obraze. Jako hlavní výhodu 
uvádějí schopnost detekce značek, které jsou částečně překryty nebo rozmazány. Ukázky detekce jsou 
na obrázku 2.3. 
Obrázek 2.2 - Hodnoty tónu a sytosti pro červené značky, zdroj [21] 
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Houghovu transformaci pro více tvarů použili autoři v článku [26]. Stejně jako v předchozím 
článku, i zde detekovali kružnice pro značky omezující rychlost. Transformaci lze využít i pro detekci 
přímek, ve spojení s algoritmem pro detekci polygonů vznikne metoda pro detekci libovolného tvaru. 
Autoři takto detekují čtvercové a trojúhelníkové značky. 
Dalším možností pro detekci tvarů je template matching, tu použili autoři článku [18] pro de-
tekci trojúhelníkových a kruhových značek. Každý region s požadovanou barvou je porovnán se vzo-
rem hledané značky a podle skóre porovnání se určí, o jakou kategorii značek se jedná. Ve spojení 
s následným rozpoznáním obsahu značky dosáhli autoři rychlosti zpracování 10 snímků za vteřinu. 
Tato metoda omezuje rozpoznávání pouze na určitý druh značek a nelze ji tedy přímo použít pro roz-
poznávání obecně libovolného typu a tvaru značek. 
Zajímavou metodou rozpoznávání tvaru je distance to border. Jak již z názvu vyplývá, metoda 
počítá vzdálenost bodu hrany od okraje výřezu. Každý tvar značky má svoje typické vektory pro 4 
okraje, jak ukazuje obrázek 2.4. Tuto metodu použili v článku [21] ve spojení s lineárním SVM pro 
detekci tvaru. 
2.3 Extrakce příznaků 
Výstupem předzpracování, které se skládá z metod popsaných v předešlých podkapitolách, jsou ob-
lasti v obraze, které musíme popsat vhodným vektorem příznaků.  
Jednou z možností je zmenšení oblasti na pevnou velikost a převod a normalizace barvy bodů 
do odstínů šedi. Hodnoty bodů pak představují vektor příznaků. Metoda opět ve spojení s SVM byla 
také použita v článku [21] pro rozpoznání konkrétního typu dopravní značky. Autoři dosáhli úspěš-





Obrázek 2.3 - ukázka detekce kruhových značek pomocí 
Houghovy transformace, zdroj [33] 
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SIFT je další metoda pro extrakci příznaků, byla použita například v článku [10]. Zde ji autoři 
použili nejen pro klasifikaci, ale i pro detekci tvarů v obraze. Deskriptor vypočítaný pomocí SIFTu 
se skládá z normovaných velikostí gradientů nad danou oblastí ve výřezu. Jelikož má oblast stále 
stejnou velikost vůči velikosti výřezu a hodnoty příznaků jsou normované, deskriptor je invariantní 
vůči změně velikosti nebo rotaci. Na podobném principu pracuje také SURF [1], který je ovšem 
mnohem rychlejší díky využití integrálního obrazu a více robustnější vůči různým transformacím. 
SURF je založen na sumaci odezev 1D Haarových vlnek ve směrech osy x a y. Obrázek  2.5 ukazuje 
podobu deskriptoru vytvořeného pomocí metod SIFT a SURF.  
Na podobném principu jako SIFT funguje i extrakce příznaků pomocí histogramu orientova-
ných gradientů (zkráceně HOG – Histogram of Oriented Gradients). Jelikož je metoda použita ve 
zvoleném systému, je jí podrobně věnována kapitola 3.2.1. 
Obrázek 2.4 - ukázka vektorů pro distance to border, zdroj [21] 
Obrázek 2.5 - ukázka  SIFT a SURF deskriptorů, zdroj [10] 
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2.4 Rozpoznání dopravní značky 
Poslední fází celého procesu, pomineme-li vhodné vyznačení nalezené značky, je vlastní určení, zda 
se v dané oblasti obrazu značka opravdu nachází, případně určit o jakou značku jde, na základě vypo-
čítaného vektoru příznaků. 
Výstup z SIFT/SURF se porovnává opět pomocí template matchingu s obsáhlou databází vzorů 
jednotlivých objektů. Výstupem je tak míra podobnosti nalezené oblasti s jednotlivými vzory. 
V článku [26] autoři dosáhli více než 95% úspěšnosti pomocí kombinace těchto dvou metod. Metodu 
lze také použít pro rozpoznání symbolu uvnitř, např. zákazových nebo výstražných, značek. Pro roz-
poznání čísel byla použita v [18].  
V článku [14] pro zpracování hodnot příznaků SIFT byla použita neuronová síť typu MLP 
(Multi-Layer Perceptron). Počet neuronů vstupní vrstvy je stejný jako počet příznaků, zde konkrétně 
128, výstupní vrstva má počet neuronů roven trojnásobku počtu značek, které je síť schopna rozpo-
znat, plus jeden neuron značící, že oblast neobsahuje značku. Každá rozpoznatelná značka je pokryta 
třemi výstupními neurony, neboť výstupem je i míra kvality segmentace pro danou značku. Autoři při 
kombinaci SIFT a MLP dosáhli úspěšnosti 95% až 100% nad různými sadami testovacích obrázku. 
Neuronové sítě lze použít jak pro detekci (rozhodnutí typu ano – ne), tak i pro klasifikaci oblasti, tzn. 
učení, o jakou značku jde plus možnost, která značí, že síť nerozpoznala žádnou naučenou značku. 
Nevýhodou neuronových sítí je ovšem rychlost zpracování, která výrazně roste s počtem neu-
ronů v libovolné vrstvě, a možnost „přetrénování“ sítě, tzn., že nebude schopna správně rozpoznat 
mírně odlišné oblasti, než nad jakými byla trénována. 
Velice oblíbenou metodou je ovšem SVM, které odstraňuje některé nedostatky neuronových sítí. 




3 Popis procesu rozpoznávání 
Vlastní proces rozpoznávání lze podle poznatků z předchozí kapitoly rozdělit na několik hlavních 
částí. Jako první je vlastní pořízení snímku a následná úprava do formátu potřebného pro další části. 
To zahrnuje změnu velikosti obrázku, vytvoření pyramidy snímku, rozklad obrazu podle barevných 
složek nebo převod mezi barevnými prostory (např. RGB na HSV).  
Další části je předzpracování obrazu, které má za úkol nalézt v daném snímku oblasti 
s potencionálním výskytem hledaného objektu – značky. Tyto oblasti jsou poté v následující části 
prohledány klasifikátorem. Výsledky detekce se vyhodnotí v poslední části a objekty – značky se 
vhodným způsobem vyznačí do obrazu. 
V následujících podkapitolách popíši metody pro dvě hlavní části celého procesu – předzpra-
cování a detekce, které jsou použity dále v této práci. 
3.1 Předzpracování obrazu 
Dopravní značky zabírají typicky v obraze pouze malou plochu v porovnání s okolím, které nás 
při klasifikaci „nezajímá.“ Je proto vhodné v této fázi vyřadit oblasti obrazu, které určitě značku ne-
obsahují, aby následná klasifikace kontrolovala pouze malou část obrazu. Toto má kladné dopady jak 
na rychlost zpracování, tak také na počet falešně pozitivních případů. Jelikož jsou dopravní značky 
v jasných a výrazných barvách, předzpracování většinou pracuje s barevnou informací v obraze a 
vytváří binární mapu, která říká ve kterých bodech značka zřejmě je a ve kterých určitě není. 
Předzpracování je tudíž první fází klasifikace, která musí být rychlá, dosahovat vysokého počtu prav-
divě pozitivních a relativně nízkého počtu falešně negativních detekcí. 
Kombinací dvou metod popsaných v následujících podkapitolách je možné vytvořit dostatečně 
rychlý a přesný filtr, který značně omezí prohledávanou oblast obrazu a zrychlí tak celou fázi klasifi-
kace. Oba dílčí filtry jsou v podstatě binární, tudíž kombinace může být logický součet nebo součin 
hodnot filtrů. Jelikož jsou výsledky obou filtrů značně rozdílné, je vhodnější logický součin, který 
z obrazu vyfiltruje pouze hrany požadovaného barevného přechodu. Pro ukázky filtrace bude použit 
obrázek 3.1. 
Obrázek 3.1 - vstupní fotka pro filtry 
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3.1.1 HSV 
Tento barevný model lze použít jako náhradu za model RGB a vyřešit tím tak některé jeho problémy, 
mezi ně patří hlavně menší problémy při práhování určité barvy za různých světelných podmínek. Tři 
složky – hue (tón), saturation (sytost) a value (jas) reprezentují barvu bodu. Odstín barvy určuje první 
složka H, sytost barvy je určena složkou S a jas složkou poslední. Model lze reprezentovat převráce-
ným kuželem znázorněným na obrázku 3.2. Z něj je patrné, že práhování lze provést hlavně pomocí 
kontroly složky H na určitý interval, do podmínky lze ovšem zahrnout i zbylé dvě složky. 
Převod z RGB je založen na sérii podmínek založených na poměru jednotlivých barevných slo-
žek (označených  ,   a  ), které určují hodnoty tónu, sytosti a jasu. Vztahy jsou následující: 
     = max ( ,  ,  ) (3.1)  





⎪⎪⎧     . když   =    60° ×  −     −    + 0° když   =   ⋀  ≥  60° ×  −     −    + 360° když   =   ⋀  <  60° ×  −     −    + 120° když   =  60° ×  −     −    + 240° když   =                 
  (3.3)  
  =  0 když   = 0   −      jinak   (3.4)  
  =     (3.5)  
Červená barva je podle uvedených vztahů reprezentována hodnotami kolem nuly, příklad filtrace 
pomocí HSV a intervalu 〈5.0, 0.4〉 ukazuje obrázek 3.3, na obrázku jsou jasně patrná místa, kde 
v původním obraze byla červená a kde ne.  
Obrázek 3.2 - HSV kužel, zdroj [15] 
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Obrázek 3.3 - ukázka filtrace pomocí HSV a intervalu pro tón 
3.1.2 Velikost gradientu 
Během výpočtu hodnot histogramu orientovaných gradientů (viz kapitola 3.2.1)  zle tyto čísla použít 
jako další část filtru pro předzpracování obrazu. Pro každý bod obrazu známe velikost gradientu pro 
všechny barevné složky. Pokud tyto hodnoty vynásobíme určitým vektorem, dostaneme číslo udáva-
jící míru, s jakou se v daném bodě vyskytuje barevný přechod, který požadujeme. Například pro 
značky s červeným okrajem a bílým středem musí vektor „zvýraznit“ body na hraně červené a bílé a 
ostatní hrany označit malým (záporným) číslem. To znamená, že změna červené složky gradientu 
musí být vynásobena kladným číslem a ostatní složky číslem záporným tak, aby součet složek vekto-
ru byl nulový.  
Přiklad filtrace pomocí velikosti gradientu ilustruje obrázek 3.4, z něj je patrné, že body na 
hraně přechodu bílé a červené mají vysoké kladné hodnoty, body na ostatních hranách mají hodnoty 
nižší, vesměs záporné. Tyto hodnoty jsou poté práhovány, aby výsledek filtru byl binární. Jelikož se 
jako vstup používají nenormalizované hodnoty velikosti gradientu, je volba vhodné úrovně prahu 
poměrně složitá.  Vysoká hodnota značně omezí náhodné přechody mezi jinými barvami, omezí 
ovšem také přechody na tmavých či vybledlých značkách, což má za následek snížení pravdivě pozi-
tivních případů „detekce“ předzpracováním. Pro filtraci na obrázku byl použit vektor [1 0.85 0.15].  
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Obrázek 3.4 - hodnoty intenzity gradientu pro testovací fotku 
3.2 Detekce a klasifikace 
Výsledkem předzpracování obrazu je binární obraz, ve kterém shluky „pozitivních“ bodů tvoří tzv. 
oblasti zájmu – ROI (region of interest), ve kterých probíhá následná detekce anebo klasifikace, zda 
se v dané oblasti opravdu značka nachází a o jakou konkrétně jde.  
Při detekci se používá prohledávací okno pravoúhlých rozměrů a různé velikosti, které se po-
souvá přes celou prohledávanou oblast. Pro detekční algoritmus se používají buď přímo pixely 
z prohledávacího okna, nebo vypočítané příznaky v tomto okně. Oblasti v obraze je nutné procházet 
různou velikostí okna, klasifikační okno v základní velikosti nemůže správně rozpoznat objekty vět-
ších rozměrů. Tohoto lze dosáhnout dvěma způsoby: zvětšování prohledávacího okna nebo zmenšo-
vání vstupního obrazu. Oba přístupy mají své výhody a nevýhody, které budou podrobněji rozebrány 
v následujících kapitolách. 
Další možností, jak efektivně určit pozici značky v obraze včetně velikosti okna, je využití al-
goritmu branch and bound prezentovaného například v článku [20]. Pro jeho správnou činnost se 
využívá funkce, která pro každý obraz z množiny a pro každou oblast v něm dává určitou hodnotu. 
Funkce je konstruovaná tak, aby vracela vysoké hodnoty pro oblasti, které přesně pokrývají libovolný 
hledaný objekt. Hledání maxima (například pozice značky) tak neprobíhá „vyčerpávajícím“ způso-
bem, ale pomocí hledání globálního maxima v daném prostoru hodnot. To má za následek výrazně 
rychlejší nalezení optimální pozice, na druhou stranu nevýhodou je nalezení právě jednoho maxima 
v obraze, není tak možné detekovat více objektů – značek. 
3.2.1 Histogram orientovaných gradientů (HOG) 
Metoda HOG byla původně navržena pro detekci obličejů v obraze [29], mezi její výhody patří hlav-
ně nezávislost na velikosti popisovaného objektu. V podstatě je tato metoda použitelná pro klasifikaci 
a rozpoznávání libovolných objektů, které nemění své natočení v obraze. Gradient – intenzita barevné 
změny se používá pro popis vlastností jednotlivých bodů (pixelů) obrazu – především hran. Lze jej 
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počítat z černobílých obrazů, tím se získá pouze jedna hodnota, nebo z barevných, kde se počítá gra-
dient pro každou barevnou složku zvlášť. Extrakce gradientu v daném bodě obrazu je možná několika 
způsoby, například pomocí Sobelova operátoru [27], diagonálního operátoru nebo pomocí jednodu-
chého vektoru a počítá se zvlášť pro směr v ose x a y. Při výpočtu gradientu bodu se většinou berou 
v potaz pouze pixely z jeho okolí a ne bod samotný, proto se musí správně ošetřit krajní body obrazu. 
A to buďto vynecháním výpočtu hodnot na kraji obrazu nebo dodatečnou interpolací bodů mimo plo-
chu obrazu, aby mělo pole gradientů stejné rozměry jako obraz původní.  
Vztahy pro výpočet velikosti gradientu pomocí jednoduchého vektoru jsou následující: 
   = [−1 0 1] ∗   ( , ) (3.6)  
   = [−1 0 1] ∗   ( , ) (3.7)  
  =    ( , ) +   ( , )  (3.8)  
  ( , ) =         ( , )  ( , )  (3.9)  
kde    je bod v obraze,   ,    jsou hodnoty gradientu ve směru x a y,   je výsledná velikost 
gradientu v daném bodě a   úhel tohoto gradientu. 
Při výpočtu histogramu, který se počítá přes pravoúhlou nebo kruhovou oblast, je nutné rozdě-
lit vypočítaný úhel do několika rozsahů. Velikost jednotlivých rozsahů ovlivňuje míru nezávislosti 
vůči možnému malému natočení klasifikovaného objektu. Jelikož se gradient počítá 
z nenormalizovaných hodnot pixelu, vydělí se každá třída sumou všech hodnot v dané oblasti pro 
zaručení nezávislosti na jasu obrazu. 
3.2.2 SVM – Support vector machine 
SVM patří v dnešní době mezi velice oblíbené klasifikační metody. Oproti neuronovým sítím napří-
klad při trénování netrpí uváznutím v lokálním minimu, výpočetní složitost SVM nezávisí v takové 
míře na velikosti vstupního vektoru nebo mají snadnou geometrickou interpretaci. 
SVM [7], jak bylo navrženo C. Cortesem a V. Vapnikem, je metoda strojového učení 
s učitelem, které rozděluje vstupní data do dvou tříd. Data mohou být obecně netriviálně oddělitelná a 
často obsahují veliké množství hodnot příznaků. Metoda se snaží mapovat příznaky do více dimenzi-
onálního prostoru, kde jsou již prvky mezi třídami snadno oddělitelné. 
Každý vstupní vektor má určeno, do jaké třídy patří a algoritmus se snaží nalézt takovou rozdě-
lující rovinu, která má od všech prvků největší vzdálenost, a vytvořit tak model, který lze použít pro 
následnou klasifikaci. Pokud nejsou vektory lineárně oddělitelné, algoritmus může převést prvky do 
vícedimenzionálního prostoru, kde je již možné vytvořit lineární rovinu mezi nimi. 
Ukažme si princip algoritmu na následujícím příkladu. Na obrázku 3.5 je rovina s několika bo-
dy, které patří do dvou tříd. Z obrázku je patrné, že dva shluky je možné oddělit několika přímkami. 
Algoritmus vytváření modelu se ovšem snaží nalézt takovou přímku (rovinu), která odděluje shluky 
s maximální šířkou pásu, této podmínce vyhovuje právě rovina ℎ3, žlutě jsou pak zvýrazněny pod-
půrné body roviny. Hledá tedy takové body na okrajích rozdělující roviny, které jsou jí nejblíže a 
tvoří tak její „podporu“ neboli „support“. Výsledný model je poté tvořen vektorem těchto podpůrných 
bodů, ostatní body nejsou pro následnou klasifikaci potřeba a lze je zanedbat. 
Mějme množinu trénovacích bodů definovanou jako: 
 {(  ,  )|  ∈ ℝ ,  ∈ {−1,1}} (3.10)  
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Kde    je bod v obecně  -dimenzionálním prostoru a    určuje třídu, do které tento bod patří. Oddělu-
jící rovinu lze vyjádřit jako skalární součin určitých bodů ( ) a normálového vektoru : 
  ∙  +  = 0 (3.11)  
Kde   je posunutí roviny podél vektoru  . Pro něj platí, že ho lze vytvořit jako lineární kombinaci 
support vektorů: 
  =          (3.12)  
Kde    je váha příslušného support vektoru    z množiny support vektorů    . Pro body na okraji 
pásu rozdělující roviny poté platí vztah: 
  ∙  +  = ±1 (3.13)  
Jelikož leží všechny body v rovině mimo tento pás, platí pro ně vztah: 
   ( ∙   +  ) ≥ 1 (3.14)  
Lineární rozhodovací funkce v příznakovém prostoru má tvar: 
  ( ) =           ∙     +    (3.15)  
 
Při hledání nejlepší rozdělující nadroviny se proto snažíme maximalizovat šířku pásu, tzn. minimali-
zovat normu ‖ ‖. Jedná se o problém kvadratického programování definovaný jako: 
 min , max  12 ‖ ‖ −   [  ( ∙   −  ) − 1]      (3.16)  
Obrázek 3.5 - body v rovině a oddělující pásy 
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Normu ‖ ‖ nahradíme   ‖ ‖ , neboť norma obsahuje výpočet odmocniny, a    je přidána kvůli 
usnadnění výpočtu. Problém spočívá v nalezení co největší oddělující nadroviny mezi vektory. Jeli-
kož ne vždy jsou vektory striktně oddělitelné, existuje rozšíření zvané „soft margin“, které zavádí 
nový parametr    určující stupeň chybné klasifikace vektoru    a které vybere nadrovinu oddělující 
vektory s nejmenší chybou klasifikace. 
Uvedené řešení dokáže oddělit body v prostoru pouze lineární rovinou, pro odstranění tohoto 
omezení je nutné nahradit skalární součin v uvedených vztazích za tzv. jádrovou (kernel) funkci 
označovanou     ,   , která umožňuje vytvořit rovinu ve vyšší dimenzi tak, že již bude možné shlu-
ky od sebe oddělit rovinou. 4 základní typy jádrových funkcí jsou: lineární, polynomiální, radiální 
bázová funkce a sigmoida, lineární je v podstatě původní skalární součin. Vztahy pro jejich výpočet 
jsou následující: 
Linear:     ,   =   ∙    (3.17)  
Poly:     ,    = (   ∙   +  ) ,  > 0 (3.18)  
RBF:     ,   = exp  −    −      ,  > 0 (3.19)  
Sigmoid:     ,   = tanh (   ∙    (3.20)  
Kde  ,   a   jsou parametry jednotlivých funkcí a     ,    představuje operaci, která nahrazuje ska-
lární součin. 
Při klasifikaci se poté dosadí vstupní vektor do rovnice pro výpočet oddělující roviny. 
V lineárním SVM určuje výslednou třídu znaménko výsledku, naopak v multiclass nebo „soft-
margin“ SVM je výsledkem míra příslušnosti k jednotlivým třídám a je proto možné dodatečně kori-
govat výsledky vytvořeného modelu změnou prahu mezi třídami. 
Existují další modifikace SVM, jako například rozšíření o parametr ν, klasifikaci na základě regrese 
(ε-SVR a ν-SVR) nebo zavedení multiclass SVM, které dokáže klasifikovat prvky do více než dvou 




4 Popis zvoleného systému 
Článek [17], ze kterého ve své práci, stejně jako kolega Vránsky ve své bakalářské práci [30], vychá-
zím, popisuje systém pro detekci výstražných a zákazových dopravních značek, které jsou typické 
výraznou červenou barvou. Systém je ovšem navržen tak, že jej lze použít pro klasifikaci obecně ja-
kýchkoliv značek a je složen ze 4 částí: předzpracování, blokový scan, výpočet příznaků a kaskádový 
klasifikátor. 
4.1 Integrální obraz 
Jelikož je v systému často použit integrální obraz, je vhodné zde popsat jeho vytvoření a použití. In-
tegrální obraz má stejné rozměry jako obraz původní, hodnoty jednotlivých pixelů (barevných složek) 
ovšem obsahují sumu všech hodnot bodů od souřadnice (0,0) do daného bodu. Matematicky lze hod-
notu bodu zapsat takto: 
   ( , ) =   (  ,  )      ,       (4.1)  
kde ii( , ) je hodnota pixelu na pozici ( ,  ) v integrálním obrazu a  (  ,  ) je hodnota pixelu ve 
zdrojovém obrázku. Výpočet integrálního obrazu se provádí jedním průchodem přes zdrojový obrá-
zek, přičemž se počítá průběžná suma hodnot na daném řádku a z ní výsledná hodnota bodu: 
  ( , ) =  ( , − 1) +  ( , ) (4.2)  
   ( , ) =   ( − 1, ) +  ( , ) (4.3)  
kde  ( , ) je průběžná suma řádku  . Během výpočtu se musí ošetřit okrajové hodnoty výpočtu: 
  ( , −1) = 0 (4.4)  
   (−1, ) = 0 (4.5)  
Pro výpočet sumy v oblasti určené body A, B, C, D (viz obrázek 4.1) poté stačí tři aritmetické 
operace: 
    =    ( ) +    ( ) −    ( ) −    ( ) (4.6)  
Integrální obraz lze použít pro libovolné výpočty nad dvourozměrným (obecně n-rozměrným) 
polem. Jeho hlavní výhoda tkví v tom, že stačí jednou vypočítat integrální obraz a poté pomocí zvět-
šujícího se okna projít celý obraz a rozpoznat objekty všech velikostí. To je hlavní výhoda přístupu 
Obrázek 4.1 - Výpočet obsahu plochy pomocí 4 bodů v int.obraze 
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stejná velikost obrazu – různá velikost prohledávacího okna, která je aplikována při sériovém vý-
počtu, například pomocí CPU, a kdy je změna velikosti obrázku, výpočet příznaků a integrálního 
obrazu „drahou“ operací. 
Alternativní způsob výpočtu je pomocí dvojí aplikace sumy prefixů [4] nejdříve na řádky a po-
té na sloupce pole s hodnotami, obecně postupně na všechny řezy v dané dimenzi. Jelikož potřebuje-
me uchovávat také celkové hodnoty sum pro řádky a sloupce, má výsledné pole s integrálním obra-
zem vždy v každém směru velikost o jedna větší, než byl původní rozměr pole.   
4.2 Předzpracování a blokový scan 
Prvním krokem při klasifikaci je zmenšení vstupního obrázku na požadovanou velikost (640x480). 
Předzpracování poté opět pracuje na výběru regionů s požadovanou barvou, v tomto případě se hleda-
jí místa v obraze s červenou a bílou barvou, které mají při maximálním jasu vektory barev (RGB) 
[255 0 0] respektive [255 255 255]. Dále při výběru regionů kontroluje velikost gradientu 
v jednotlivých barevných složkách, pro tuto kontrolu autoři vytvořili nadrovinu (viz kapitola 3.1.2) 
s parametry [−1 0.5 0.5], která penalizuje gradient v červené složce a zvýhodňuje gradienty v modré 
a zelené složce. Pomocí sumy těchto velikostí v dané oblasti obrazu lze velice dobře určit, že se zde 
značka nachází. Procento falešně pozitivních případů je také vysoké, urychlení výpočtu ale tuto vlast-
nost značně převažuje. 
Druhá část spočívá v postupném procházení všech nalezených bloků a posílání hodnot do další 
části pro výpočet příznaků. Stejně jako v první části, i zde se využívá integrální obraz. Jelikož se na-
lezené regiony prochází oknem, které se posunuje o jeden pixel, umožňuje použití integrálního obrazu 
velice rychlý výpočet hodnot bez nutnosti neustále procházet vstupní obraz. 
4.3 Výpočet příznaků 
Autoři rozdělili prohledávací okno na 9 čtvercových částí, ze kterých následně vytvořili 14 podoblas-
tí, každá tato podoblast se dále dělí na 15 šablon znázorněných na obrázcích  4.2 a 4.3, možný směr 
gradientu (0° až 360°) je rozdělen do 8 intervalů. Celkem tedy máme 14 × 15 × 8 = 1680 příznaků 
pro každou oblast obrazu. Příznaky se počítají pro každou barvu zvlášť, hodnota jednoho příznaku je 
proto reprezentována tříprvkovým vektorem. Označme tedy jeden příznak jako: 
  ( ,  , ) =    ( ,  , ),  ( ,  , ),  ( ,  , )   (4.7)  
Kde   ,    a    jsou příznaky pro jednotlivé barevné složky,   označuje  -tou podoblast   ,   označuje  -tou šablonu    a   značí  -tý interval   . Podoblasti a šablony jsou pro všechny barevné složky 
stejné, pouze intervaly jsou zvlášť pro každou barvu. 
Velikosti gradientu   ,    a    pro tři barevné složky a úhel se vypočítá pomocí vztahů z kapitoly 
3.2.1. Hodnota  -tého intervalu pro červenou barvu se určí takto: 
    ( , ) =    ( , )    ž   ∈   ě  0        (4.8)  
Celkově se hodnota červené složky příznaku vypočítá jako: 
   ( ,  , ) = ∑    ( , )( , )∈  ∑    ( , ) +   ( , ) +   ( , ) ( , )∈   (4.9)  
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Zbylé příznaky se vypočítají obdobně, jmenovatel zlomků zůstává stále stejný.  Ve výpočtech 
se často vyskytuje suma hodnot intervalů či velikosti gradientů, je proto vhodné při implementaci 
použít zmíněný integrální obraz. 
4.4 Kaskádový klasifikátor 
Poslední část klasifikace představuje kaskáda jednotlivých klasifikátorů pro dané příznaky, kaskády 
pro jednotlivé značky jsou řazeny za sebou, viz obrázek 4.4. Pokud nějaký výřez obrazu na vstupu 
„vypadne“ v libovolném kroku kaskády, je poslán do další kaskády, naopak, pokud všechny kroky 
označí výřez jako značku, je proces klasifikace ukončen a daná oblast je označena jako značka. 
Obrázek 4.2 - podoblasti v prohledávacím okně 
Obrázek 4.3 - šablony a rozdělení intervalů 
Obrázek 4.4 - kaskáda klasifikátorů, zdroj [17] 
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Jednotlivé kroky v rámci jedné kaskády se od sebe liší počtem příznaků a modelem pro SVM, 
který je použit. První krok obsahuje dostatečně malé množství příznaků (v implementaci jsem zvolil 
3), které korektně určí co největší počet značek, ovšem při vysoké hodnotě falešně pozitivních ozna-
čení okolí jako značky. Každý další krok přidává 3 příznaky, které vyfiltrují špatně označené prvky 
okolí a nevyřadí žádnou správně klasifikovanou dopravní značku, pomocí úpravy prahu mezi pozitiv-
ní a falešnou klasifikací lze procenta správně čí špatně klasifikovaných obrázku dodatečně korigovat. 
Při větším počtu klasifikátorů za sebou je vhodné klasifikaci paralelizovat a zpracovávat oblast více 
klasifikátory najednou. 
4.5 Vytváření modelů pro jednotlivé stupně kas-
kády 
Kvalitní a přesné modely pro SVM jsou stěžejní pro správnou činnost celého algoritmu. Pro vytvoře-
ní modelů vymysleli autoři speciální postup. Je potřeba mít dvě sady fotografií – trénovací a testova-
cí, kde každá obsahuje určité množství obrázků dopravních značek a o několik řádů více obrázků 
různě vybraných prvků okolí. Postup lze shrnout do několika bodů: 
1. Vypočítej všechny příznaky pro všechny obrázky z testovací i trénovací sady. 
2. Vytvoř SVM model z příznaků trénovací sady a klasifikuj obrázky sady testovací, uprav váhy 
jednotlivých tříd, neboť nesprávných vzorků je řádově více. 
3. Vyber několik příznaků, které mají vysoké procento (např. >80%) pravdivě pozitivních pří-
padů a vytvoř složené příznaky (např. tříprvkové) z různých kombinací jednoduchých přízna-
ků. Vytvoř modely pro tyto příznaky a klasifikuj trénovací sadu. Vyber složený příznak, který 
má nejvyšší procento pravdivě pozitivních případů a označ jej jako „first stage single classi-
fier“ (FSSC). 
4. Použij testovací sadu pro ověření, zda vybraný FSSC dosahuje vysokých hodnot pravdivě po-
zitivních případů a poznač si obrázky, které byly označeny jako falešně pozitivní. Přidej tyto 
obrázky do trénovací sady. 
5. Opakuj kroky 2 až 4 pro vytvoření dalšího SSC, který připoj za předchozí klasifikátor, dokud 
není dosažena požadovaná úroveň falešně pozitivních případů při dodržení vysokých hodnot 
pravdivě pozitivních případů. 
4.5.1 Příprava obrázků pro trénování 
Autoři použili obrázky o velikosti 24 × 24 pixelů pro pozitivní i negativní příklady, přičemž ne-
gativní byly náhodně vystříhány z obrázků okolí. Tento postup vzhledem k použitému předzpracování 
není příliš vhodný, neboť modely jsou učeny falešně klasifikovat obrázky, které se nikdy neobjeví na 
jejich vstupu.  
Testovací a trénovací sadu falešných příkladů je potřeba vytvořit pomocí nástroje, který náhodně 
vystřihává obrázky z fotek tak, že respektuje zvolenou metodu předzpracování. Výřezy se musí poté 
ještě ručně projít a vyřadit obrázky, které příliš připomínají danou značku. Tím lze vytvořit několik 
sad falešných obrázků od obrázků, které vůbec značky nepřipomínají, až po obrázky, na kterých je 
větší část klasifikované značky, to z toho důvodu, aby model vracel kladnou odezvu pouze na výřezy, 
které obsahují celou značku. Modely složené z malého počtu příznaků se poté trénují na „jednodušší“ 
sadě, s přibývajícím počtem příznaků se přidávají „těžší“ falešné pro optimální odezvu modelů. 
Pro testovací a trénovací sady obrázků takové podmínky neplatí, při trénování a testování modelu 
se použije vždy kompletní daná sada. Výjimkou mohou být různé atypické pozice značek – velké 
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natočení značky nebo záběr z příliš velkého úhlu. Vzhledem k povaze typu klasifikace je ovšem těžké 
vytvořit model takový, že i tyto značky budou korektně klasifikovány. 
4.6 Zpracování výsledků 
Poslední část před zvýrazněním nalezené oblasti do zpracovávané fotky je zpracování seznamu pozi-
tivních odezev klasifikátorů. Tato část nebyla v původním článku nějak popsána, zvolil jsem proto 
jednoduchou metodu zvanou non-maxima suppression, která ve shluku odezev vybere tu s nejvyšším 
skóre.  
Jako ukázku bude použit obrázek 4.5, na kterém se vyskytuje jedna značka označená několika 
odezvami modelů. Barva čtverce značí výsledné skóre posledním stupněm kaskády, bílá reprezentuje 
„určitě značka“, černá naopak „určitě okolí“. Metoda pracuje na jednoduchém principu, kdy se jed-
notlivé odezvy promítnou postupně do osy  a do osy  , vzniknou tak dvě binární pole. Následný 
průchod nejdříve například přes osu   označí všechny odezvy v daném řádku číslem regionu. Číslo se 
zvyšuje s každým výskytem alespoň jedné nuly v poli pro sloupec. Podobná situace nastává i při dru-
hém průchodu přes osu  , v tomto případě se ovšem ke každé odezvě přičítá počet nalezených regio-
nů z osy   plus jedna. Situaci ilustruje obrázek 4.6, kde je zobrazen výsledek po prvním průchodu 
binárním polem a po konečném určení čísel regionů shluků odezev. 
Jako poslední krok stačí projít seznam shluků a pro každé číslo regionu najít shluk 
s maximálním skóre a velikostí okna. Při správně vytvořených modelech může výsledek vypadat 
podobně jako na obrázku 4.7. 
Při porovnávání váhy a velikosti odezev je nutné kontrolovat také druh značky, aby byly správně 
rozpoznány různé druhy značek, které se na obrázku vyskytují blízko u sebe. Pokud by byly v obraze 
dvě značky jednoho druhu, tato metoda označí vždy jen jednu. Pro odstranění tohoto jevu by se muse-
lo kontrolovat také překrytí jednotlivých odezev, pokud by bylo dostatečně malé, vytvořil by se tak 
další region a značky blízko sebe by byly správně rozpoznány. 
Obrázek 4.5 - odezvy SVM 
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Obrázek 4.7 - výsledek non-maxima suppresion 
Obrázek 4.6 - ilustrace non-maxima suppression 
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5 Implementace 
Pro implementaci jsem zvolil programovací jazyk C, aby bylo možné jednotlivé použité algoritmy co 
možná nejvíce optimalizovat, případně rozdělit na samostatné části a nespoléhat se tak na implemen-
taci v různých knihovnách. Pro práci s obrázky jsem použil knihovnu OpenCV [24] a LIBSVM [16] 
pro vytváření a používání modelů SVM. Vývoj probíhal ve virtualizovaném OS Debian Stable (Len-
ny a později Squeeze), později stejně jako testování na PC s Ubuntu 10.04. V následujících několika 
podkapitolách budou popsány obecně použité prostředky, poté vlastní implementace. 
5.1 Použité prostředky 
5.1.1 OpenCV 
První verze knihovny byla oficiálně uvedena v roce 2000 [5], která byla vyvíjena v laboratořích Inte-
lu, polovině roku 2008 získala firemní podporu od Willow Garage, kde je nyní aktivně vyvíjena, ak-
tuální verze je 2.2 z prosince 2010. Většina zdrojového kódu je psaná v jazyce C pro snadnou přeno-
sitelnost na různé architektury (mimo jiné i DSP), od verze 2.0 obsahuje knihovna také C++ interface 
a některé nové algoritmy jsou psané pouze v tomto jazyce. Existuje také množství wrapperů pro jiné 
programovací jazyky – C#, Java, Python aj. 
Hlavním cílem knihovny je poskytnout nástroje pro realtime počítačové zpracování obrazu, 
které zahrnuje různé 2D a 3D výpočty příznaků, rozpoznávání, segmentaci, klasifikaci nebo také 
podporu pro strojové učení – AdaBoost, rozhodovací stromy, neuronové sítě nebo také SVM. 
Knihovna je obecně přenositelná mezi různými platformami a většinu kódu není nutné při pře-
nosu přepisovat, výjimkou jsou některé části ohledně videa či práci s kamerami. 
Ze širokých možností knihovny jsem použil pouze funkce pro načítání, ukládání a jednoduché 
kreslení tvarů do obrázku. Jelikož jsou funkce pro přístup k prvkům matice (obrazu) pomalé, použí-
vám raději přímé ukazatele do pole s obrazem. Ten je v paměti uložen po řádcích za sebou, barevné 
složky jsou v  pořadí BGR, na vyšší adrese je tudíž červená barva za zelenou a modrou. 
5.1.2 LIBSVM 
Tato knihovna je jedna z několika implementací SVM pro multiplatformní použití. Je vyvíjena na 
Národní Taiwanské univerzitě, katedra Počítačových věd a informačních technologií. Aktuální verze 
3.1 je z dubna 2011. Knihovna implementuje nejpoužívanější kernel funkce - lineární, polynomiální, 
RBF, sigmoidální či uživatelsky zadanou podobu, a typy SVM – C-SVC, ν-SVC, jednotřídní SVC, ε-
SVR a ν-SVR.  
Poskytuje jednoduché programy svm-train, svm-predict a svm-scale pro použití 
z příkazové řádky například ve skriptech pro hromadné učení nebo klasifikaci. Součástí instalačního 
balíku je také hlavičkový soubor a dynamická knihovna pro zakomponování jednotlivých součástí do 
vlastních programů, hlavičkový soubor ve starší verzi ovšem neobsahuje důležitou definici struktury 
svm_model, která je nutná při kompilaci a je nutno ji tudíž do vlastního kódu zkopírovat ze zdrojo-
vých kódů knihovny. Tento nedostatek byl ve verzi 3.1 již opraven. V repositářích je k dispozici 
ovšem stále stará verze. 
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5.2 Knihovna libfeaturesextract 
Pro zpřehlednění kódu a oddělení jednotlivých fází výpočtu příznaků v obraze jsem vytvořil knihov-
nu, která poskytuje základní funkce pro důležité výpočty, definice struktur a konstant. Poskytované 
funkce lze rozdělit do tří částí: výpočet příznaků normálním způsobem, pomocí integrálního obrazu a 
pomocné funkce pro práci s integrálním obrazem. V následujících podkapitolách popíši jednotlivé 
funkce pro tyto části. 
Kód lze zkompilovat jako statickou nebo dynamickou knihovnu na systému Linux, přiložený 
Makefile obsahuje potřebné definice. Součástí DVD je i projekt pro vytvoření statické knihovny na 
Windows. 
5.2.1 Struktury a důležité konstanty 
Hlavičkový soubor obsahuje definici několika struktur potřebných pro činnost programu a konstant, 
které podstatným způsobem ovlivňují průběh rozpoznávání. Mezi hlavní patří tyto dvě struktury: 
struct Smodel_data { 
    uchar model_cnt; 
    uchar *features_cnt; 
    struct svm_node *nodes; 
    struct svm_model **model; 
    uint features_size; 
    Tfeat_data *features; 
    float *threshold; 
    float color_min, color_max; 
    float *hyperplane_vect; 
    float magnitude_tresh; 
    float magnitude_sum_tresh; 
    CvScalar rect_color; 
    Tintegral_image_ptr *intimg_ptr; 
    Tmagnitude_arr_ptr *magnitude_arr_ptr; 
    Tresult* result; 
} Tmodel_data; 
Struktura Tmodel_data obsahuje všechny potřebné položky pro detektor jedné značky. Proměnná 
model_cnt obsahuje počet úrovní kaskády, v poli features_cnt jsou uloženy počty příznaků v každé 
úrovni. Pole nodes je použito pro modely SVM jejíž definice je uložena v poli model. Proměnná fea-
tures_size udává celkový počet příznaků, které jsou uloženy v poli features, jelikož jsou příznaky 
složitějších modelů založeny na jednodušších, stačí zde jednoduché pole se všemi. Následují proměn-
né s parametry filtru předzpracování, color_min a color_max pro definici rozsahu barvy, pole hyper-
plane_vect s vektorem nadroviny, magnitude_tresh pro práh velikosti gradientu a magnitu-
de_sum_tresh pro práh sumy při procházení obrazu. Pole threshold obsahuje prahy pro odhad SVM 
v jednotlivých úrovních kaskády, hodnoty určují, jaká je limitní hodnota výřezu pro zamítnutí. Pro-
měnná rect_color určuje, jakou barvu bude mít rámeček ve výstupním obraze s detekovanou zna-
čou. Následují ukazatele intimg_ptr a magnitude_arr_ptr do integrálního obrazu a ukazatel result 
na počátek lineárního seznamu s výsledky detekce. 
struct Sintegral_image { 
    uint width, height; 
    double *gradient_arr; 
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    double *psi_arr; 
    uint psi_arr_step; 
    uint model_cnt; 
    uint **magnitude_arr; 
} Tintegral_image; 
Struktura obsahuje položky integrálního obrazu pro hodnoty gradientů a pro všechny filtry předzpra-
cování. Rozměry jsou určeny proměnnými width a height, přičemž platí, že hodnoty jsou o jedna 
menší, než jsou rozměry vstupního obrázku. Pole gradient_arr obsahuje hodnoty sumy gradientů 
pro všechny barvy v daném bodě, položky odpovídají jmenovateli zlomku v rovnici 3.9. Pole psi_arr 
obsahuje hodnoty všech intervalů pro každou barvu, velikost řádku je tak 8 × 3větší, než pole před-
chozího. Aby se hodnota šířky nemusela stále počítat, je uložena v proměnné psi_arr_step. Při ini-
cializaci a výpočtu je nutné znát počet použitých modelů pro značky, ten je uložen v proměnné mo-
del_cnt a stejný je i počet polí magnitude_arr s hodnotami filtru předzpracování. 
Uvedené struktury používají tyto pomocné struktury: 
struct Sfeat_data { 
    uint i, j, k; 
} Tfeat_data; 
 
struct Sintegral_image_ptr { 
    double *ptr_B1, *ptr_B2, *ptr_B3, *ptr_B4; 
    double *ptr_psi1, *ptr_psi2, *ptr_psi3, *ptr_psi4; 
} Tintegral_image_ptr; 
 
struct Smagnitude_arr_ptr { 
    uint *ptr_m1, *ptr_m2, *ptr_m3, *ptr_m4; 
} Tmagnitude_arr_ptr; 
První struktura Tfeat_data obsahuje definici položek jednoho příznaku – i-tá podoblast, j-tá šablona 
a k-tý interval. Druhé dvě struktury pouze definují ukazatele do polí pro čtyři rohy oblasti pro snadný 
výpočet sumy nad oblastí. 
Hlavičkoý soubor dále definuje některé důležité konstanty: 
#define VELIKOST_MALY   24 
#define SUB_BLOCKS      14 
#define TEMPLATES       15 
#define BINS            8 
#define IMG_STEP        18 
#define IMG_MAXSIZE     92 
#define IMG_MINSIZE     20 
#define IMG_DIR         "obrazky_integral" 
Konstanta VELIKOST_MALY je použita při výpočtu příznaků bez využití integrálního obrazu. Další tři 
konstanty určují počty podoblastí, šablon a intervalů. Konstanty IMG_STEP, IMG_MAXSIZE a 
IMG_MINSIZE ovlivňují činnost programů pro zmenšování výřezů, jejich spojování a náhodné vystři-
hávání s fotek. Demonstrační program umožňuje uložit detekované značky jako malé obrázky do 
složky určené konstantou IMG_DIR. Jelikož je funkce součástí knihovny, je tato hodnota definována 
zde.  
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5.2.2 Vyvážené funkce z knihovny 
Knihovna poskytuje sadu funkcí použitelných pro všechny fáze detekce. V této podkapitole bude 
uveden popis hlavních z nich. Hlavičkový soubor dále obsahuje několik funkcí pro práci s ukazateli 
do integrálního obrazu, které zde nejsou uvedeny, jejich funkce vyplývá z názvu a jejich popis není 
nutné zde uvádět. 
void calc_single_feature( 
    Tfeat_data feat_data, IplImage *src, uint offseth, uint offsetv,  
    Tpsi_data* psi_data 
); 
- Funkce vypočítá hodnotu příznaku zadaného ve feat_data z obrázku src na pozici offseth : 
offsetv a výsledek uloží do psi_data, předpokládá se zde zadaná velikost okna 
v hlavičkovém souboru (VELIKOST_MALY). 
void calc_single_feature_size( 
    Tfeat_data feat_data, IplImage *src, uint offseth, uint offsetv,  
    uint window_size, Tpsi_data* psi_data 
); 
- Předešlá funkce pouze provolává tuto, která obsahuje navíc parametr window_size s velikostí 
okna.  
void calc_all_features( 
    Tpsi_data **psi_data, double *B, IplImage *src, uint offseth, uint offsetv 
); 
- Funkce vypočítá všechny příznaky z obrázku src na pozici offseth : offsetv a uloží hodno-
ty jmenovatele zlomku do pole B a hodnoty pro šablony a intervaly do 2D pole psi_data. 
Tmodel_data* init_model_data( 
    char **model_names, char **features, float *thresholds, float *hyperplane,  
    float magn_tresh, float magn_sum_tresh, float color_min, float color_max,  
    CvScalar color, uint size 
); 
- Tato funkce inicializuje všechny potřebné hodnoty ve struktuře Tmodel_data, která popisuje 
model pro detekci jedné značky, parametr size určuje, kolik úrovní má kaskáda klasifikátorů. 
Popis jednotlivých položek je uveden v kapitole 5.2.1. 
void free_model_data( 
    Tmodel_data* list 
); 
- Funkce bezpečně uvolní paměť alokovanou pro jeden model, je volána z free_model. 
void store_feature_data( 
    Tmodel_data* ml, uint feature, Tpsi_data psi_data 
); 
- Jelikož jsou hodnoty příznaků uloženy ve struktuře Tmodel_data, slouží tato funkce pro ulo-
žení hodnot v psi_data do pole nodes, proměnná feature určuje index příznaku. 
Tmodels* init_models_structure(); 
- Demonstrační program umožňuje detekovat více značek, jednotlivé modely pro ně jsou ulo-
ženy ve vnitřní struktuře, která se vytvoří a inicializuje touto funkcí. 
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int add_model( 
    Tmodels* models, Tmodel_data* model_data 
); 
- Modely se po vytvoření pomocí funkce init_model_data přidají do struktury s modely po-
mocí této funkce. 
void free_model( 
    Tmodels* models 
); 
- Strukturu a modely v ní je vhodné uvolnit z paměti pomocí této funkce. 
Tintegral_image* init_integral_image( 
    IplImage *src, uint model_cnt 
); 
- Tato funkce slouží pro inicializaci paměti pro integrální obraz, z obrázku src se určí velikost 
a parametr model_cnt určuje počet modelů pro značky v programu. 
void free_integral_image( 
    Tintegral_image* img 
); 
- Alokovanou paměť je opět vhodné správně uvolnit pomocí této funkce. 
void calc_integral_image( 
    Tintegral_image *img, IplImage *src 
); 
- Funkce provede vlastní výpočet integrálního obrazu img z obrázku src, v tomto případě bez 
výpočtu hodnot filtru předzpracování. 
void calc_integral_image_magnitude( 
    Tintegral_image *img, IplImage *src, Tmodels *models 
); 
- Činnost této funkce je podobná jako u předcházející funkce, navíc se zde počítají hodnoty pro 
filtr předzpracování pro všechny modely ze struktury models. 
void calc_single_feature_integral( 
    Tintegral_image_ptr *ptr, Tpsi_data* psi_data 
); 
- Funkce vypočítá hodnotu příznaku pomocí ukazatelů v ptr z integrálního obrazu a výsledek 
uloží do psi_data. 
uint magnitude_sum( 
    Tmodel_data *md 
); 
- Funkce počítá sumu hodnot filtru předzpracování, parametrem je celá struktura s modelem 
md. 
int add_result( 
    Tmodel_data *ml, int offseth, int offsetv, double weight, int size, double magnsum 
); 
- Tato funkce přidá položku do lineárního seznamu v ml s výsledkem detekce, zadává se pozice 
okna (offseth, offsetv), jeho velikost v size, odhad poslední úrovně kaskády weight  a 
suma filtru předzpracování magnsum. 
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void free_result( 
    Tresult *reset 
); 
- Lineární seznam je opět vhodné pomocí této funkce, která je volána z free_model_data. 
int process_result(Tmodel_data *ml, IplImage *src, char* filename, uchar silent); 
- Na konci detekce se projde vytvořený seznam detekcí pomocí této funkce, provede se zpra-
cování a vykreslí se rámečky do obrázku src, pokud parametr silent je nastaven na 1, uloží 
se výřezy s detekovanou značkou jako obrázky, které ve jméně obsahují filename. 
5.2.3 Organizace integrálního obrazu v paměti 
Integrální obraz je aplikován na všechny pole používané v programu: gradient_arr, psi_arr a 
magnitude_arr, které je v paměti zvlášť pro každý model. Při výpočtu hodnot gradientu daného 
bodu (kap 3.2.1) se používají vždy body v jeho 4-okolí, to má za následek, že pole vypočítaných hod-
not je v obou směrech o dva body menší. Výpočet integrálního obrazu (kap. 4.1) však tuto velikost 
v každém směru o jedna zvětší, pole má tak většinou nevhodnou velikost, která není správně zarov-
naná a přístup k jednotlivým prvkům může být pomalejší. Pro každý bod v obraze je v paměti ucho-
vána hodnota filtru předzpracování, suma gradientů a hodnoty všech intervalů pro všechny barvy.  
Vzhledem k použití integrálního obrazu musí být datové typy dostatečně „velké“, což má za 
následek poměrně vysokou paměťovou náročnost, to vše ale za cenu rychlého výpočtu příznaků 
z těchto polí. Velikost obsazené paměti pro obrázek o rozměru 1024 × 768 popisuje tabulka Tabulka 
5.1 (velikost typu double je 8 bytů, int má 4 byte), Dále jsou v paměti uloženy ještě další potřebné 
hodnoty pro SVM modely a pro výpočet příznaků. 
Rozměry integrálního obrazu     ×     
gradient_arr 1023 × 767 × 8B =      6 130 kB    
psi_arr 1023 × 767 × 24 × 8B = 147 120 kB 
magnitude_arr 1023 × 767 × 4B =      3 065 kB 
Celkem:         kB 
Tabulka 5.1- velikost hlavních polí v paměti 
Každý bod v obraze tak zahrnuje několik položek v magnitude_arr, 1 položku 
v gradient_arr a 24 položek v psi_arr. Situaci v paměti ilustruje obrázek 5.1, položky jsou 
v paměti organizovány po řádcích. Celkově program s modelem pro jednu značku při běhu alokuje 
161 406 kB paměti. 
 
5.2.4 Optimalizace 
V definici výpočtu příznaků se úhel gradientu určuje pomocí funkce      , jejíž implementace 
v počítači je, stejně jako jiné goniometrické funkce, poměrně „drahá“. Jelikož potřebují znát pouze 
index oblasti, kam zadané gradienty v ose   a   patří, vytvořil jsem jednoduchou funkci, která pomo-
cí třech porovnání určí, o jaký interval jde. Při určování úhlu hrají hlavní roli znaménka obou operan-
dů a jejich vzájemný poměr. Rozdělení roviny do jednotlivých intervalů je zobrazeno na obrázku 5.2. 
V horizontálním směru jsou vyneseny hodnoty parametru   a ve vertikálním směru hodnoty paramet-
ru   standardní funkce jazyka C atan2, jelikož jde pouze o vzájemný poměr těchto dvou čísel a 
jejich znamének, absolutní velikost čísel nehraje žádnou roli. Touto úpravou došlo 
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k několikanásobnému zrychlení výpočtu příznaků, patrné je to hlavně při výpočtu integrálního obra-
zu, kde se výpočet zrychlil zhruba třikrát.  
Další zrychlení způsobila změna přístupu k bodům vstupního obrázku, místo přístupu po jed-
notlivých barevných složkách a výpočtu požadovaných hodnot je lepší paměť procházet po pixelech a 
hodnoty počítat najednou. Tato úprava dokáže zrychlit výpočet integrálního obrazu včetně filtru 
předzpracování zhruba o 15%. 
Zkusil jsem také přepsat poměrně komplikovanou funkci pro klasifikaci do jednodušší podoby. 
Tato úprava přinesla zanedbatelné zrychlení 1 až 2% při fázi klasifikace, nejvíce časově náročnou 
operací je tak násobení dvou matic, které nelze na sériové architektuře příliš optimalizovat. 
Navržené spojení kaskád pro jednotlivé značky za sebe je v dnešní době vícejádrových proce-
sorů značně neefektivní. Vhodnější je každou kaskádu zpracovávat v odděleném vlákně, a jelikož 
mají modely různé parametry pro filtr předzpracování, probíhá tak v jednom vlákně celý průchod 
obrazem přes všechny velikosti okna včetně následného zpracování výsledků. 
Obrázek 5.1- organizace prvků v paměti 
Obrázek 5.2 - ilustrace intervalů fce atan2 
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5.3 Hledání optimálních parametrů filtru 
předzpracování 
Aby bylo hledání značek v obraze co nejrychlejší a nejvíce efektivní, je potřeba správně nastavit pa-
rametry filtru předzpracování. Jedná se konkrétně o vektor pro výpočet velikosti gradientu, práh veli-
kosti, rozsah hlavní barvy značky pro HSV model a práh pro hodnotu sumy filtru. 
K tomuto účelu slouží program segmentation, který simuluje činnost při detekci a jehož 
výstupem jsou obrázky zpracované filtrem předzpracování a pole s hodnotami dvou částí filtru. Na 
začátku kódu jsou lokální definice hodnot uvedených v kapitole 5.2.1 a také složka, kam se uloží 
vyfiltrované obrázky. Použití je velice snadné, program akceptuje jediný parametr – obrázek. Na 
standardní výstup poté vypíše pole s hodnotami a do definované složky obrázky pro všechny velikosti 
okna. Pole je vhodné uložit do souboru segm, který je využit ve skriptu segmentation.plt pro 
gnuplot. Ten vytvoří obrázek znázorňující hodnoty složek filtru. Hodnota 1 v daném bodě plochy 
značí kladnou odezvu barevného filtru, hodnota 2 poté hranového filtru. Hodnota 3 je jejich součtem. 
Optimálně nastavený filtr v obrázku má hodnoty 3 pouze na hranách značky, kde je výrazný přechod. 
Ukázka vygenerovaného obrázku vzhledem k velikosti se nachází v příloze. Pro „dej přednost 
v jízdě“ to je vnitřní přechod bílá – červená, pro „zákaz stání“ přechod modrá – červená a podobně. 
Pomocí tohoto programu dokážeme nastavit pouze 4 výše uvedené hodnoty, poslední – práh 
sumy filtru, který se použije při detekci, se musí nastavit pomocí obrázků ve složce. Na každém ob-
rázku je výřez vstupního tak, jak jej „vidí“ detekce jako výsledek filtru předzpracování. V optimálním 
případě by měla být na obrázku jen značka plus blízké okolí, tohoto stavu ale nejde pomocí zvolené 
metody předzpracování dosáhnout.  
Hodnoty je nevhodné ladit pouze na jednom obrázku, značka může mít různou barevnost za 
odlišných světelných podmínek a nastavení hodnot pro konkrétní (např. běžný slunečný den) pod-
mínky by vedlo k pravděpodobné chybné detekci za zhoršených podmínek (šero, déšť). 
Výsledné hodnoty musíme přepsat do definice parametrů kaskády, viz kapitola 5.2.1. 
5.4 Návod k použití programů pro vytvoření mo-
delů 
Proces vytváření modelů není plně automatizován a v některých případech, například při ladění pa-
rametrů modelu, je proto nutný zásah do těla skriptu, či zdrojového kódu programu. To platí hlavně 
při výpočtu permutací příznaků, kdy je nutné do zdrojového kódu zadat pole položek, které se budou 
permutovat anebo bázový vektor s příznaky. Místo v kódu, které je potřeba upravit, je ve všech po-
třebných souborech vyznačeno. Tělo většiny zdrojových kódu je velice podobné a díky odstínění 
výpočtu do knihovny i poměrně přehledné. Všechny obrázky se uvažují ve formátu JPEG s příponou 
„.jpg“ a pokud se v dané části vyskytuje program a skript, volá se vždy pouze skript.  
Celý postup je psán pro Linux, programy by fungovaly i na jiných platformách, ale skripty jsou 
implementovány pouze v Bashy. Před každou fází vytváření modelu musíme vymazat obsah složek 
s vypočítanými příznaky, jinak by to vedlo ke špatnému vytvoření modelu. Makefile toto umožňuje, 
názvy složek jsou v něm ale napevno dány. Pokud se ve skriptech použijí jiné, než předem nastavené 
složky, musí se tato změna promítnout také do Makefile. 
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5.4.1 Příprava obrázků 
Jako vstup celého procesu je nutné si připravit větší (>200) množství výřezů druhu značek, pro 
který tvoříme model, a několik fotek s barevností podobnou klasifikované značky pro falešné příkla-
dy. Výřezy musí být čtvercové s minimální velikostí 20 × 20 pixelů.  
Vytvoříme dvě složky, jedna se všemi výřezy a druhá, kam se vytvoří zmenšené obrázky. Ve 
skriptu allstepresize.sh je třeba správně vyplnit hodnoty proměnných dir_source, 
dir_resized a prefix. Poslední jmenovaná proměnná slouží například pro odlišení jednotlivých 
zmenšovaných sad obrázků. Skript projde všechny obrázky s příponou „.jpg“ ve zdrojové složce a 
zmenší je na požadovanou velikost do složky pro zmenšené obrázky. Formát jména zmenšeného ob-
rázku je <velikost>_<prefix><puvodni_jmeno>.jpg. Zmenšené obrázky poté rozdělíme 
na dvě části – testovací a trénovací, přičemž platí, že v každé části by měl být stejný počet obrázku 
pro danou velikost.  
Další krok spočívá ve spojení zmenšených obrázků do větších pro potřeby vytváření modelů. 
Použijeme skript allstepcombine.sh, ve kterém je nutné nastavit proměnné dir_resized, 
output_dir, output_prefix, output_suffix, size, dim_x a dim_y. První parametr 
nastavíme na složku s částí obrázků, které kombinujeme, druhý parametr na složku, kam se uloží 
výsledný obrázek. Prefix je kombinace dvou písmen taková, že první písmeno určuje typ obrázku: 
„p“ jako pozitivní a „f“ jako negativní, druhé písmeno určuje typ sady: „e“ jako testovací a „r“ jako 
trénovací. Jelikož tvoříme sadu pozitivních příkladů, první písmeno bude vždy „p“. Sufix je libovolný 
text pro odlišení mezi jednotlivými sadami obrázků. Poslední tři parametry je nutné průběžně měnit, 
neboť skript nedokáže určit vhodné uspořádání obrázků do matice na základě jejich počtu. Pro kaž-
dou velikost tedy vyplníme správnou hodnotu do proměnné size, čísla do dim_x a dim_y tak, aby 
součin dal počet zmenšených obrázků ve složce. Toto provedeme tolikrát, než sloučíme všechny veli-
kosti obrázku ve všech (obou) složkách s obrázky. Tím jsme si vytvořili pozitivní testovací a trénova-
cí obrázky pro další kroky. 
Nyní vytvoříme negativní příklady pomocí programu randomcut_integral. Pro tento 
program není žádný skript, spouští se ručně a akceptuje dva parametry, první je fotka, ze které se mají 
náhodně vystříhat obrázky, a druhý je složka, kam se tyto výřezy mají uložit. Program stačí aplikovat 
na několik fotek, které mají plochy podobné barevnosti jako druh značky. Výsledkem by mělo být 
zhruba desetkrát více výřezů, než kolik máme pozitivních výřezů. Výřezy je poté nutné ručně projít a 
vymazat ty, které obsahují téměř celou značku, aby bylo možné model vůbec rozumně vytvořit, a 
hlavně rozdělit do několika skupin od výřezů, které žádnou značku neobsahují, až po výřezy s větší 
plochou značky. S využitím allstepcombine.sh opět tyto výřezy spojíme do větších obrázků. 
5.4.2 Počáteční ohodnocení příznaků 
Na začátku vytváření modelů potřebujeme zjistit, které příznaky dokážou rozlišit značky a kte-
ré ne. Pro tento účel slouží skript perflearn.sh a program features_integral. V programu 
je na začátku kódu nutné uvést dvě složky, kam se uloží vypočítané příznaky pro testovací a trénovací 
obrázky. Stejné dvě složky nastavíme do proměnných features_test a features_train ve 
skriptu. Proměnná images_dir určuje, kde se budou hledat obrázky pro výpočet příznaků, mo-
del_dir a output_dir určují, kam se uloží výsledné modely a výstup jejich klasifikace, pro naše 
potřeby nejsou tyto soubory potřebné, používají se pouze interně. Do složky s obrázky nahrajeme 
všechny pozitivní a první úroveň negativních obrázků. Výsledkem skriptu je soubor re-
sult_features, který musíme opět ručně zpracovat, například v OpenOffice Calc. Vložíme sou-
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bor do nového sešitu a seřadíme sestupně podle hodnot „True positive“ a vzestupně podle „False po-
sitive“. Prvních několik desítek příznaků s nejvyšší hodnotou pravdivě pozitivních si poznačíme. 
5.4.3 Vytváření stupňů kaskády 
Nyní se pokusíme vytvořit první stupeň kaskády složený ze tří příznaků. Použijeme program 
permute_integral a skript perfpermute.sh. V programu opět na začátku kódu uvedeme 
dvě složky pro testovací a trénovací hodnoty příznaků, stejné hodnoty uvedeme i ve skriptu, kde ur-
číme také složky pro modely a výstup testování. Proměnné se jmenují stejně jako v předchozím skrip-
tu. Do programu je ještě musíme zadat příznaky, které se budou permutovat do pole feat_names, 
velikost tabulky se vypočítává automaticky. PER_SIZE určuje počet prvků v permutaci, zde pone-
cháme 3. Výsledkem běhu skriptu je soubor result_permute, který zpracujeme podobně jako 
soubor předešlý.  
V tomto kroku nelze jednoduše vzít kombinaci příznaků, která má nejvyšší hodnotu pravdivě 
pozitivních a nejnižší hodnotu falešně pozitivních. Je vhodnější otestovat několik prvních kombinací 
a zjistit jak moc záporně hodnotí špatně určené značky a jaký je průběh ROC křivky. Pro tento účel 
slouží program 1ststage_integral a skript perfbuild.sh. Na začátku kódu programu opět 
musíme specifikovat trénovací a testovací složky, zde navíc také složku, kam se uloží informace o 
zpracovaném obrázku pro pozdější výřez, jméno souboru pro model a vektor příznaků, které se mají 
vypočítat. Ve skriptu, stejně jako v předešlých, nastavíme stejné složky včetně složky, kam se uloží 
vyřezané špatně klasifikované obrázky. Výstupem skriptu jsou tedy obrázky v zadané složce. Formát 
jména je <puvodni_jmeno>_<pozice_x>_<pozice_y>_<typ_detekce>_<vaha> 
.jpg. Typ detekce je buď „FN“ jakožto falešně negativní detekce pozitivního obrázku nebo „FP“ 
jakožto pravdivě pozitivní klasifikace negativního obrázku. Ve složce se skriptem se také vygeneruje 
obrázek roc.png znázorňující průběh ROC křivky. Podklad pro jeho vygenerování je ve složce 
s výstupem klasifikace soubor roc_data.  
Program a skript lze použít pro generování modelů pro kaskádu, pro ladění parametrů vytváření 
modelu nebo pro korekci vah jednotlivých úrovní kaskády. 
Vybereme tedy takovou kombinaci příznaků, která „nejlépe špatně“ klasifikuje pozitivní přípa-
dy, poznačíme si vhodný práh, který postupně volíme od záporných hodnot v prvních úrovních kas-
kády, a uložíme model vygenerovaný tímto skriptem. 
Další úrovně tvoříme pomocí programu permute_base_integral a perfperm-
base.sh. Opět nastavíme složky v hlavičce programu a skriptu. Dále nastavíme bázový vektor pří-
znaků a pole, z kterého se budou počítat permutace. Pole logicky nesmí obsah příznaky z bázového 
vektoru. Výstup skriptu je soubor result_permbase, který zpracujeme stejným způsobem jako 
předešlé soubory. Opět zkusíme několik prvních hodnot příznaků a vybereme vhodný model. 
Tento krok opakujeme tolikrát, kolik chceme úrovní kaskády. Pokud model klasifikuje obrázky 
příliš dobře, je vhodné přidat další falešné testovací a trénovací obrázky. Výsledkem tohoto procesu 
jsou soubory s modely pro jednotlivé úrovně kaskády, seznam příznaků a prahy pro úrovně. 
5.5 Program pro demonstraci výsledků 
Poslední část implementace představuje program integral_image, který detekuje dopravní znač-
ky v obraze pomocí vytvořených modelů a využívá při tom všechny poznatky uvedené v předešlé 
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kapitole. Ten je koncipován jako vzorová implementace a dokáže rozpoznávat obecně libovolný po-
čet značek.  
Parametry programu jsou nepovinný „-q“ a cesta ke klasifikovanému obrázku. Parametr „-q“ 
značí, že se nemají vypisovat statistické informace na stderr, zapisovat hodnoty příznaků pro nalezené 
značky a ukládat výřezy s nalezenými značkami. Jinak program na stdout běžně vypisuje informace o 
klasifikaci, ukázka výpisu je na obrázku 5.3. 
Obrázek 5.3 - ukázka výpisu demonstračního programu 
Činnost programu reflektuje jednotlivé kroky tak, jak byly popsány. Ze zadaného obrázku se 
vypočítá integrální obraz, který se následně prochází čtvercovým oknem, ve kterém se počítají hodno-
ty zvolených příznaků. Procházení je oproti popisu v kapitole 4.2 mírně upraveno. Místo kroku jeden 
pixel v každém směru se využívá hodnot z filtru předzpracování. V každé poloze a velikosti okna se 
vypočítá suma filtru, jež se následně podělí čtvercem velikosti okna. Pokud je výsledek nula, zname-
ná to, že v obrázku se nenachází žádný požadovaný přechod a okno se může posunout o celou šířku 
dále. Jestliže je hodnota menší než stanovený práh (proměnná magnitude_sum_tresh v definici 
modelu), okno se posune o zadaný poměr, který je patnáctina velikosti okna, minimálně však dva 
pixely a neprovádí se žádný výpočet příznaků. V opačném případě se vypočítají nejdříve příznaky pro 
integral_image.exe -q testovaci.jpg 
Integral image calculation - 509 millisecs 
1. model - window_size 18 - step 2, hits 0, time 91 ms (samples count 5324) 
1. model - window_size 27 - step 2, hits 0, time 103 ms (samples count 7019 
1. model - window_size 36 - step 2, hits 0, time 120 ms (samples count 8270 
1. model - window_size 45 - step 3, hits 2, time 64 ms (samples count 4491) 
1. model - window_size 54 - step 3, hits 10, time 74 ms (samples count 5099 
1. model - window_size 63 - step 4, hits 8, time 44 ms (samples count 3088) 
1. model - window_size 72 - step 4, hits 4, time 47 ms (samples count 3217) 
1. model - window_size 81 - step 5, hits 2, time 41 ms (samples count 2178) 
1. model - window_size 90 - step 6, hits 0, time 23 ms (samples count 1660) 
1. model - window_size 108 - step 7, hits 0, time 19 ms (samples count 1384 
1. model - window_size 126 - step 8, hits 0, time 15 ms (samples count 1050 
1. model - window_size 144 - step 9, hits 0, time 14 ms (samples count 922) 
1. model - window_size 162 - step 10, hits 0, time 10 ms (samples count 722 
1. model - window_size 180 - step 12, hits 0, time 9 ms (samples count 561) 
1. model - window_size 198 - step 13, hits 0, time 6 ms (samples count 438) 
1. model - window_size 216 - step 14, hits 0, time 5 ms (samples count 293) 
1. model - window_size 234 - step 15, hits 0, time 4 ms (samples count 225) 
1. model - window_size 252 - step 16, hits 0, time 3 ms (samples count 182) 
1. model - window_size 279 - step 18, hits 0, time 1 ms (samples count 117) 
1. model - window_size 306 - step 20, hits 0, time 0 ms (samples count 36) 
1. model - window_size 333 - step 22, hits 0, time 0 ms (samples count 1) 
1. model - window_size 360 - step 24, hits 0, time 0 ms (samples count 1) 
1. model - window_size 387 - step 25, hits 0, time 1 ms (samples count 0) 
1. model - window_size 414 - step 27, hits 0, time 1 ms (samples count 0) 
1. model - window_size 441 - step 29, hits 0, time 0 ms (samples count 0) 
1. model - window_size 468 - step 31, hits 0, time 0 ms (samples count 0) 
1. model - window_size 504 - step 33, hits 0, time 0 ms (samples count 0) 
1. model - window_size 540 - step 36, hits 0, time 0 ms (samples count 0) 
1. model - window_size 576 - step 38, hits 0, time 0 ms (samples count 0) 
1. model - window_size 612 - step 40, hits 0, time 0 ms (samples count 0) 
1. model - window_size 648 - step 43, hits 0, time 0 ms (samples count 0) 
1. model - window_size 684 - step 45, hits 0, time 0 ms (samples count 0) 
1. model - window_size 720 - step 48, hits 0, time 0 ms (samples count 0) 
1. model - window_size 756 - step 50, hits 0, time 0 ms (samples count 0) 
1. model - classification - 775 millisecs, total 26 hits 
Total time: 1553 
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první úroveň kaskády, provede se výpočet SVM. Podle porovnání s prahem pro tuto úroveň se buď 
s detekcí tohoto okna končí, nebo se dopočítají další hodnoty příznaků a provede se další výpočet 
SVM. Toto se opakuje, dokud se nedojde na konec kaskády, a pokud všechny úrovně označí výřez 
v prohledávacím okně jako značku, uloží se informace o něm do seznamu a okno se posune o stano-
vený počet pixelů. 
Když se při prohledávání dojde až na konec obrázku, zvětší se prohledávací okno podle zadané 
funkce (viz obrázek 5.4) a celý proces prohledávání se opakuje, dokud není velikost okna větší než 
menší rozměr obrázku. Seznam výsledků se poté zpracuje uvedeným postupem a do obrázku se vy-
kreslí čtverce, které by měly s největší pravděpodobností obsahovat hledanou značku. 
Jelikož program umožňuje specifikovat více kaskád pro různé značky, probíhá průchod přes 
obraz a všechny velikosti okna v samostatném vlákně pro každou kaskádu. To umožňuje využít plně 
potenciál všech jader v počítači. Program tím pádem jen vypočítá integrální obrazy, vytvoří vlákna 
pro kaskády a počká na jejich skončení. V samostatných vláknech je možné počítat také hodnoty pro 
jednotlivé filtry předzpracování, experimenty však ukázaly, že přidaná režie na synchronizaci vláken 
několikanásobně zvyšuje dobu výpočtu a nepřináší tak žádnou výhodu. 
Obrázek 5.4 - funkce pro změnu velikosti okna 
Pro hromadné otestování obrázků a zpracování zjištěných hodnot jsem vytvořil jednoduchý 
skript testall.sh, který vyhledá obrázky v zadaných složkách a spustí výše popsaný program. 
Statistické hodnoty se ukládají do souboru testall.txt, který je možné pomocí OpenOffice Calc 
či MS Office Excel zpracovat. Výsledky zjištěné z testování skriptem jsou prezentovány v kapitole 
7.2. 
Program byl vyvíjen primárně v Ubuntu, po instalaci potřebných balíků (OpenCV >2.0 a LIB-
SVM >2.90) je možné jej přeložit na libovolné jiné distribuci. DVD obsahuje také složku s projektem 
pro Visual Studio 2010, kód je oddělen z důvodu provedení drobných úprav způsobených změnou 
platformy. Mezi ně patří přidání knihovny pro podporu POSIX vláken [19] a knihovny pro SVM (ve 
verzi 3.1). Jediným předpokladem tak je nainstalované OpenCV 2.2 ve standardní složce, tzn. 
C:\OpenCV2.2, jinak by se musely upravit složky pro hlavičkové soubory a knihovny v projektu. 
Projekt byl úspěšně testován na dvou různých strojích s Windows 7 Professional x64. Výsledky byly 
stejné jako na Linuxu. 
  
int next_window_size(int ws) { 
    if (ws < 90) { 
        return ws + 9; 
    } 
 
    if (ws < 252) { 
        return ws + 18; 
    } 
 
    if (ws < 452) { 
        return ws + 27; 
    } 
 
    return ws + 36; 
} 
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6 Možné rozšíření 
Ruční vytváření modelů pro jednotlivé stupně kaskády lze při zvolení vhodné heuristiky plně automa-
tizovat. Vstupem komplexního programu by tak byly pouze dvě sady obrázků – pozitivní a negativní 
a výsledkem by byl zadaný počet modelů, které by šlo přímo využít v popsaném programu. Počáteční 
ohodnocení příznaků dokáže dobře určit, které příznaky se mají použít v dalších fázích. První stupeň 
vytvořený ze tří příznaků je možné využít pro rozdělení negativních obrázků do několika úrovní na 
základě odhadu jejich hodnocení. Výběr skupin příznaků pro další úrovně kaskády může být založen 
na hledání minima hodnotící funkce špatně klasifikovaných obrázků z trénovací sady. Počet úrovní 
kaskády může být explicitně zadán nebo určen za základu průběhu vytváření. Heuristika pro ukončení 
vytváření dalších úrovní by měla brát v potaz počet kombinací příznaků, které dosahují stejně kvalit-
ních výsledků, v takovém případě je už jedno, jaké příznaky se použijí. 
Dalšího zrychlení výpočtu integrálního obrazu lze dosáhnout využitím SIMD (same instruction 
– multiple data) instrukcí z rozšíření SSE2, které je podporováno každým dnešním procesorem. Hod-
noty gradientu a filtru předzpracování jsou výpočetně nezávislé a tato paralelizace může přinést určité 
zrychlení.  
Vlastní filtr předzpracování je poměrně jednoduchý a pro rozhodování využívá pouze informa-
ci o barvě a hranách. Zanesení detekce tvaru zadaného vhodným způsobem (šablona pro template 
matching, vektory pro distance to border, atp.) prodlouží dobu výpočtu filtru, ale na druhou stranu 
zkrátí čas nutný pro SVM, protože detekce bude probíhat v řádově menším počtu prohledávacích 
oken. 
6.1 Implementace na GPU 
Další vývoj může být také směrován na paralelizaci výpočtů za pomocí grafických karet, které dnes 
umožňují využití pro libovolné negrafické výpočty, ovšem za cenu jistých omezení. Provedl jsem 
několik pokusů, jež zde budou shrnuty za cílem usnadnit případným zájemcům implementaci. Téma 
detekce a rozpoznávání objektů pomocí GPU bylo již popsáno v několika článcích [32, 25, 3]. Vždy 
se ale jedná o implementaci na architektuře CUDA, která je spravována firmou nVidia, z čehož plyne 
možnost použít takové řešení pouze na kartách tohoto výrobce. Oproti tomu architektura OpenCL, 
která si klade za cíl poskytnout platformu pro paralelní výpočty nezávislou na cílové architektuře, 
není na vědecké půdě příliš rozšířena. Nezávislostí se zde myslí nejen výrobce grafického akceleráto-
ru, ale i typ zařízení – CPU, GPU, Cell procesory a jiné. V následujícím textu bude použita termino-
logie z prostředí OpenCL. 
Typickým začátkem paralelní implementace je odstranění několika úrovní cyklů, kde vlastní 
výpočet je realizován paralelně jednotlivými work-itemy. Tento přístup je možný, pouze pokud na 
sobě jednotlivé výpočty nezávisí. V kontextu popsaného systému je toto možné aplikovat na výpočet 
hodnot gradientů a hodnot filtru předzpracování.  
Výpočet integrálního obrazu je z principu sériový, existují ovšem možnosti, jak do jisté míry 
výpočet paralelizovat. Prvním z nich je výpočet hodnot po řádcích, kde výpočet prvků na daném řád-
ku je o jedna zpožděn vůči řádku předchozímu, jak je znázorněno na obrázku 6.1. Metoda je blíže 
popsána v článku [8]. Druhou možností je dvojitá aplikace sumy prefixů nejdříve na řádky a poté na 
sloupce matice hodnot, podrobněji je popsána v článku [22] včetně ukázek kódu v OpenCL. Pro za-
rovnaný (coalesced) přístup do paměti se musí matice před druhým výpočtem sumy prefixů transpo-
novat, aby sumace probíhala opět po řádcích. Při větších rozměrech obrázku narážíme také na limity 
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cílové architektury. Pro zrychlení výpočtu se využívá malá rychlá lokální paměť (tzv. on-chip memo-
ry), která je sdílena mezi work-itemy v rámci jedné work-group . Její velikost je ovšem omezena, 
např. na 256 work-itemů (každý počítá dva prvky v řádku) na kartách AMD (ATI), a není tak možné 
provést sumaci celého řádku najednou. Řešením je výpočet dílčích sum, součet dílčích výsledků a 
přičtení hodnot ke každému prvku na řádku. Zde je ovšem problém s častým přístupem do globální 
paměti (off-chip memory), který je značně pomalejší oproti lokální paměti. 
Dalším aspektem je omezená přesnost výpočtů, grafické karty jsou koncipovány primárně pro 
grafické operace, kde není nutná vysoká přesnost na úrovni typu double (16 desetinných míst). 
Některé karty střední třídy na úrovni OpenCL tento datový typ vůbec nepodporují nebo jejich výkon 
je mnohonásobně nižší. Výpočet sumy hodnot v oblasti pomocí integrálního obrazu za pomocí dato-
vého typu float (7 desetinných míst) je tím pádem značně nepřesný. Tento problém lze obejít pou-
žitím dvou čísel typu float pro emulaci double. Princip byl poprvé použit v knihovně DSFUN90  
pro Fortran a existuje také hlavičkový soubor pro CUDA s definicemi všech potřebných operací [23]. 
Provedl jsem několik experimentů s využitím popsaných principů, nedosáhl jsem ovšem požadované 
přesnosti a hodnoty v integrálním obraze byly poměrně odlišné od těch vypočítaných na CPU s typem 
double.  
Výpočet ekvivalentní podoby paměti jako na CPU je tedy velice časově náročný. Na grafické 
kartě ATI HD 5770 trval výpočet 100 milisekund, což je pouze trojnásobné urychlení a to vše se sní-
ženou přesností. Vlastní výpočet hodnot gradientu je rychlá operace (řádově milisekundy), několika-
násobná aplikace sumy prefixů a transpozice matic ovšem díky neustálému přístupu do globální pa-
měti značně prodlužuje celkový čas výpočtu. Koncept zvětšování prohledávacího okna je tedy ne-
vhodný pro použití na GPU. 
Druhá možnost je tedy v cyklu zmenšovat vstupní obrázek a pouze paralelně vypočítat hodnoty 
gradientu a filtru předzpracování. Díky nativní podpoře pro obrazová data v OpenCL 1.1 je zmenšo-
vání obrázků pomocí lineární interpolace rychlé a snadné, paralelní výpočet hodnot trvá pro plné 
(1024 × 768) rozlišení 2,5 milisekundy, je zde ovšem prostor pro zrychlení při optimalizaci přístupu 
do paměti při ukládání hodnot. 
Další fáze představuje výpočet hodnot jednotlivých zadaných příznaků. Autoři v článku [31] 
pro výpočet hodnot v klouzavém okně využívají principu odečítání a přičítání hodnot, které jsou mi-
mo překryv dvou následujících oken, jak ilustruje obrázek 6.2. V našem případě toto použit nelze, 
neboť jednotlivé příznaky nemají konstantní velikost, podoblasti jsou rozděleny na třetiny nebo polo-
viny v horizontálním a vertikálním směru. Posun okna by tak musel probíhat po celých podoblastech 
(např. v [32]), což by mělo za následek snížení úspěšnosti detekce, při velikosti okna 24 bodů je po-
sun o 8 bodů příliš velký. Posun po třetinách nebo polovinách podoblasti přináší problémy 
s efektivním výpočtem překrývajících se částí. 
Obrázek 6.1 - postupný výpočet integrálního obrazu, zdroj [8] 
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V uvedených článcích probíhá detekce v celém obraze a nevyužívá se žádná forma prvotní fil-
trace. Metoda popsaná v kapitole 3.1 dokáže v optimálním případě v obraze zvýraznit pouze hrany 
značky a okolí potlačit. Je tedy zbytečné procházet místa, která nesplňují podmínku pro detekci, jak je 
popsáno v kapitole 5.5. Plochu obrazu tak lze systematicky dělit na výřezy, které podmínku splňují a 
ty následně projít klouzavým oknem a počítat hodnoty příznaků, přičemž velkou část obrazu není 
nutné neprohledávat, neboť suma hodnot filtru je pro ni nulová. Nabízí se zde využít integrální obraz 
pro hodnoty filtru, v celočíselné aritmetice není problém s přesností, datový typ int poskytuje dosta-
tečně široký rozsah i pro větší obrazy. Integrální obraz pro filtr lze vypočítat jen jednou a při přístupu 
použit zvětšování prohledávacího okna, čas potřebný pro jeho výpočet je zhruba 5 milisekund. 
Hodnoty příznaků není nutné hned uložit do paměti pro další fázi, kterou je SVM, podle zjiště-
ného počtu zahozených výřezů v prvním stupni kaskády (>99%) je lepší zjistit výsledek prvního 
stupně kaskády a na jeho základě buď dopočítat zbylé hodnoty příznaků pro všechny stupně kaskády 
a uložit je do globální paměti nebo pokračovat na další pozici okna. 
SVM jde snadno paralelizovat, v podstatě jde o násobení vektoru a matice, případně dvou ma-
tic, pokud budeme počítat se všemi vektory příznaků najednou. Existuje několik implementací [6,13], 
opět pouze na platformě CUDA. Optimalizované knihovny pro maticové násobení v OpenCL ovšem 
poskytuje i AMD a vytvoření SVM klasifikátoru by tak neměl být problém. 
Zpracování výsledků je možné také do jisté míry paralelizovat, v celém procesu ovšem nepřed-
stavuje nijak náročnou operaci a zrychlení by nebylo nijak zásadní. 
 
  
Obrázek 6.2 - ukázka výpočtu příznaků při posunu okna, zdroj [31] 
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7 Dosažené výsledky 
7.1 Vliv velikosti obrázku na hodnoty příznaků 
Při testování implementace detekce pomocí integrálního rozsahu a vytváření modelů pro jednotlivé 
úrovně kaskády jsem objevil zajímavý vztah mezi velikostí obrázku a hodnotami některých příznaků. 
Jelikož jsou značky používané při trénování a testování vystřihovány z fotek v různých velikostech, 
následné zmenšení na standardní velikost 26 × 26 mělo za následek drobné odlišnosti v podobě zna-
ček na těchto malých obrázcích. Dva pixely v každém směru jsou přidány z důvodu výpočtu gradien-
tu pomocí 4-okolí bodu.  
Následně vytvořené modely, které se učí pouze z těchto malých obrázků, mají schopnost 
správně rozpoznat pouze značky v malých velikostech (zhruba do trojnásobku základní velikosti). 
Implementovaná klasifikace pracuje pouze s jednou velikostí obrázku a zvětšuje se prohledávací ok-
no, nedokázal jsem tudíž vytvořit modely, které by dokázaly správně rozpoznat i větší značky.  
Příčina je způsobena právě těmi dvěma pixely, o které je nutné zvětšit obrázek/výřez pro výpo-
čet hodnot příznaků. Situaci ilustruje obrázek 7.1, na kterém je vyříznutá značka ve velkém rozlišení 
a dva čtverce vyznačující ony přidané pixely. Menší čtverec ukazuje, jak velká plocha (od modré 
hrany k okraji) hrany obrázku je interpolována do pásu o šířce jednoho pixelu při zmenšení na veli-
kost 26 × 26. Z plochy značky se tak pro výpočet hodnoty příznaku použije část ve špatné poloze. 
Žlutý čtverec již tuto situaci koriguje a příznaky jsou počítány ze správné oblasti obrázku. Celé to 
vyúsťuje v situaci, že z velkého a malého obrázku jsou vypočítány různé hodnoty, což má za následek 
onu špatnou klasifikaci.  
Pokusil jsem se tedy tuto situaci popsat nějak číselně, vytvořil jsem jednoduchý program, 
který na vstupu přijímá výřez se značkou ve velkém rozlišení a počítá hodnoty zadaných příznaků 
pro různé velikosti této značky. Výsledky programu znázorňuje graf 7.1, na kterém jsou vyneseny 
hodnoty několika příznaků pro všechny barevné složky použitých v poslední úrovni kaskády. Pří-
znaky jsou v grafu číslovány od nuly, ostatní příznaky svoje hodnoty výrazně nemění nebo jsou 
velice podobné vyobrazeným a jsou z důvodu přehlednosti vynechány. Jako minimální velikost, ze 
kterého lze „rozumně“ vypočítat příznaky, jsem zvolil velikost 20 × 20, což představuje minimál-
ně dva pixely pro minimální velikost příznaku, to se týká šablon 6 až 11 v podoblastech 1 až 9. 
Jako přírůstek ve velikosti jsem zvolil 18 pixelů, důvod pro toto číslo je jasný, v každém směru se 
Obrázek 7.1 - vliv velikosti okna na 
plochu pro výpočet příznaků 
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dělí výřez na tři intervaly, které se následně mohou dělit na dva nebo tři další intervaly. Tudíž    (3,2) ∙ 3 = 6 ∙ 3 = 18.  
Jako horní omezení lze zvolit například 92 pixelů, poměry příznaků se od této velikosti již tolik 
nemění a volbou většího čísla došlo k problémům s vytvářením modelů. 
Výsledkem je vytvoření pomocných programů randomcut_integral, step_resize a 
step_combine, které berou v potaz tento fakt, popis jejich použití je v uveden v kapitole 5.4. 
 
Graf 7.1 - vliv velikosti okna na hodnoty příznaků 
7.2 Výsledky testování 
Během celého cyklu vývoje a testování jsem se zaměřil pouze na jeden druh značky, a to „dej před-
nost v jízdě“. Zjištěné poznatky jsou ovšem obecně aplikovatelné na téměř libovolný druh značky a 
naimplementované programy lze pouhou změnou vstupní sady obrázků použit na libovolné značky. 
Další změna spočívá v úpravě parametrů filtru předzpracování. První verze demonstračního programu 
použitá pro měření času byla naprogramována pouze pro detekci jedné značky, odpovídající funkce 
v knihovně také. Implementace rozšíření pro obecně libovolný počet značek přinesla zpomalení vý-
počtů zhruba o 5%. Všechny níže uvedené hodnoty se vztahují na upravený program a knihovnu, 
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Konfigurace testovacího stroje je následující: 
CPU: AMD Athlon X2 5200+ @ 2.7GHz 
RAM: 4GB DDR2 @ 800MHz 
OS: Ubuntu 10.04 
Jádro: 2.6.32-31 
Verze knihoven:  
- libsvm 2.90-1 
- libcv 2.0.0-3ubuntu2 
Tabulka 7.1- konfigurace testovacího stroje 
Celkem bylo při vytváření modelu použito 290 výřezů značek a řádově několik tisíc falešných 
výřezů, pro testování bylo použito celkem 402 fotek různých značek v různých ročních a denních 
obdobích. 315 fotek je v rozlišení 1024 × 768, zbylých 87 pak v rozlišení 640 × 480. 
Tabulka 7.2 shrnuje naměřené časy jednotlivých částí, celkové doby běhu programu a počet 
klasifikovaných oken. Průměrný čas zpracování menších fotek je 373 milisekund, což představuje 
necelé 3 zpracované snímky za vteřinu. Při větším rozlišení se čas zvýšil na 786 milisekund, což je 
stále nad rychlostí jeden snímek za vteřinu. Integrální obraz je vypočítán vždy za konstantní čas, vel-
kou roli ovšem hraje celková barevnost obrázku a s tím spojený vysoký počet prohledávacích oken, 
které prošly kaskádou klasifikátorů. 
Na čas klasifikace mají významný vliv parametry předzpracování. Například rozšíření intervalu 
pro červenou barvu o jednu desetinu na každé straně nijak nezvýší úspěšnost, ale prodlouží čas zhru-
ba o 8%. Na procento úspěšnosti hraje velkou roli velikost kroku při procházení klouzavým oknem a 
to hlavně při menších rozměrech (do 40 pixelů). Proto byla jako krok zvolena patnáctina velikosti 
okna, minimálně však dva pixely. 
 Integrálního obraz [ms] Klasifikace [ms] Celkový čas [ms] Počet vzorků 
Rozlišení  1024 × 768 
Minimum 254 8 371 0 
Maximum 324 2191 2565 233041 
Průměr 273,00 398,70 786,89 40942,95 
Rozlišení  640 × 480 
Minimum 99 15 185 1207 
Maximum 142 895 1063 97588 
Průměr 112,01 206,79 373,48 20857,63 
Tabulka 7.2 - změřené časy a počty vzorků detekce 
Tabulka 7.3 ukazuje, kolik procent vzorků bylo zamítnuto v konkrétní úrovni kaskády. Hodno-
ty jsou vypočítány jako průměr přes všechny obrázky s daným rozlišením. Čísla v závorce udávají 
poměr počtu zamítnutých vzorků v dané úrovni vůči úrovni předcházející. Drtivá většina (>99%) 
vzorků je zamítnuta již prvním stupněm kaskády, který obsahuje výpočet pouhých tří příznaků. 
V dalších úrovních počet zamítnutých vzorků postupně klesá, zajímavý je však vyšší počet zamítnu-
tých vzorků v předposlední úrovni. Při vytváření tohoto modelu byla použita poslední, „nejtěžší“ sada 





Rozlišení     ×        ×     
1. úroveň 99,38% (99,38%) 99,12% (99,12%) 
2. úroveň 0,32% (0,32%) 0,32% (0,32%) 
3. úroveň 0,11% (34,17%) 0,14% (44,14%) 
4. úroveň 0,06% (58,27%) 0,10% (68,19%) 
5. úroveň 0,09% (150,96%) 0,20% (207,51%) 
6. úroveň 0,01% (10,13%) 0,03% (16,47%) 
Tabulka 7.3 - procenta zamítnutých vzorků v dané úrovni kaskády 
Kompletní tabulka s výsledky měření je na přiloženém DVD. Na závěr zbývá důležité zhodno-
cení procentuální úspěšnosti klasifikace. Klasifikace pomocí SVM je jen velice málo invariantní vůči 
natočení a různým transformacím, tudíž je těžké určit, které značky by měl model rozpoznat a které 
už ne. V uvedené testovací sadě, která je také včetně výsledků součástí DVD, klasifikátor rozpoznal 
celkem 280 značek. Přičemž pouze jeden obrázek značka ve skutečnosti nebyla a v jednom případě 
klasifikátor označil na ploše jedné značky dva výskyty, ta byla ovšem překryta z větší častí větvemi. 
Celkem nerozpoznal klasifikátor 36 značek, které byly buď příliš malé, nebo vyfocené z příliš vel-
kých úhlů a značka tak neměla svůj typický tvar. To představuje úspěšnost 88,8% a 0,7% chybných 
detekcí. Je však důležité poznamenat, že klasifikátor správně rozpoznal každou značku ve správné 
poloze a ve velikosti takové, že i člověk okamžitě značku v obraze najde. Pokud by se ze sady fotek 
vyřadily ty, na kterých je značka ve špatném úhlu, úspěšnost by se blížila 100%. Tuto vlastnost nelze 
při použitém způsobu detekce eliminovat, metoda výpočtu příznaků není invariantní vůči rotaci a 
transformaci. Při použití tohoto modelu v automobilu je toto chování žádoucí, řidič by neměl být upo-
zorňován na značky, které jsou na jiné cestě a nejsou tak k němu čelně. 
Obrázek 7.2 - výsledek detekce pomocí dvou modelů 
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Pro otestování rychlosti programu při více modelech jsem vytvořil model pro značku „zákaz 
zastavení“. Model dosahuje úspěšnosti 75% nad rozšířenou testovací sadou, která čítá 569 fotek. 
Chybných detekcí je 5%. Nízká úspěšnost je zapříčiněna opět značkami, které jsou na fotkách příliš 
malé nebo vyfocené z příliš velkého úhlu. Sada obsahuje také dvě fotky, kde jsou značky blízko sebe, 
a použitá metoda zpracování výsledků tyto dvě značky nedokáže rozlišit. Je také důležité pozname-
nat, že model v žádném případě neoznačil značku „zákaz stání“, která je velice podobná.  
Zpomalení způsobené přidáním druhého modelu je 5% stejně jako v případě implementace fáze 
detekce pomocí vláken. Filtr předzpracování pro tuto značku neoznačuje tolik ploch, co v předešlém 
případě a celkový čas tak není navýšen o čas zpracování tohoto modelu. Pro tento model jsem měl 
také k dispozici zhruba poloviční počet výřezů se značkami. Výsledek společné detekce obou modelů 





Diplomová práce popisuje implementaci knihovny a demonstračního programu, které v široké míře 
rozšiřují původní návrh systému. Popisuje také metody dnes používané pro tento úkol, včetně 
podrobného popisu těch, které jsou v systému použity. 
Snahou bylo vytvořit obecný systém, který na dnes běžném hardware dosahuje dobrých vý-
sledků a který není závislý na některé součásti – software nebo hardware. Průměrný čas zpracování 
pod jednu sekundu považuji za dobrý výsledek, který překonává časy autorů článku, to vše při vyšším 
rozlišení. Během celého roku jsem narazil na několik zajímavých problémů, které na první pohled 
nejsou patrné, například vliv velikosti okna na hodnoty příznaků (kapitola 7.1) nebo implementace 
rychlého a přesného filtru předzpracování (kapitola 3.1). Seznámil jsem se také s platformou OpenCL 
a implementací masivně paralelních výpočtů. Oproti konkurenční platformě CUDA má platforma 
přinést nezávislost umožňující použití kódu téměř kdekoliv. Rozvoj je však brzděn malým zájmem 
vědeckých skupin, které již delší dobu používají konkurenční řešení.  
Výsledkem roční práce není pouze knihovna a demonstrační program, ale také soubor několika 
set fotek a výřezů se značkami, který může dalším případným zájemcům o toto téma usnadnit vytvá-
ření modelů a jejich testování. Pro tento účel jsem vytvořil sadu nástrojů, které celý proces usnadňují 
a mohou být základem pro plně automatizované vytváření modelů. 
Možným rozšířením programu se věnuje kapitola 6, kde jsou popsány jak možné úpravy stáva-
jící knihovny a programu, tak návrh implementace na GPU, který je podložen několika vlastními 
experimenty. Systém jako celek může být dále rozšířen například o schopnost rozpoznávání pikto-
gramů uvnitř značek, jako doplněk k detekovanému tvaru značky. Například výstražné značky mají 
stále stejný tvar, kaskáda by poté sloužila primárně pro detekci tvaru a piktogram by byl rozpoznán 
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