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ABSTRACT
A detailed non-equilibrium state diagram of shape-anisotropic particle flu-
ids is constructed. The effects of particle shape are explored using Naive
Mode Coupling Theory (NMCT), and a single particle Non-linear Langevin
Equation (NLE) theory. The dynamical behavior of non-ergodic fluids are
discussed. We employ a rotationally frozen approach to NMCT in order to
determine a transition to center of mass (translational) localization.
Both ideal and kinetic glass transitions are found to be highly shape
dependent, and uniformly increase with particle dimensionality. The glass
transition volume fraction of quasi 1- and 2- dimensional particles fall mono-
tonically with the number of sites (aspect ratio), while 3-dimensional particles
display a non-monotonic dependence of glassy vitrification on the number of
sites. Introducing interparticle attractions results in a far more complex state
diagram. The ideal non-ergodic boundary shows a glass-fluid-gel re-entrance
previously predicted for spherical particle fluids.
The non-ergodic region of the state diagram presents qualitatively dif-
ferent dynamics in different regimes. They are qualified by the different
behaviors of the NLE dynamic free energy. The caging dominated, repul-
sive glass regime is characterized by long localization lengths and barrier
locations, dictated by repulsive hard core interactions, while the bonding
dominated gel region has short localization lengths (commensurate with the
attraction range), and barrier locations. There exists a small region of the
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state diagram which is qualified by both glassy and gel localization lengths
in the dynamic free energy. A much larger (high volume fraction, and high
attraction strength) region of phase space is characterized by short gel-like
localization lengths, and long barrier locations. The region is called the at-
tractive glass and represents a 2-step relaxation process whereby a particle
first breaks attractive physical bonds, and then escapes its topological cage.
The dynamic fragility of fluids are highly particle shape dependent. It
increases with particle dimensionality and falls with aspect ratio for quasi 1-
and 2- dimentional particles. An ultralocal limit analysis of the NLE theory
predicts universalities in the behavior of relaxation times, and elastic moduli.
The equlibrium phase diagram of chemically anisotropic Janus spheres
and Janus rods are calculated employing a mean field Random Phase Approx-
imation. The calculations for Janus rods are corroborated by the full liquid
state Reference Interaction Site Model theory. The Janus particles consist
of attractive and repulsive regions. Both rods and spheres display rich phase
behavior. The phase diagrams of these systems display fluid, macrophase sep-
arated, attraction driven microphase separated, repulsion driven microphase
separated and crystalline regimes.
Macrophase separation is predicted in highly attractive low volume frac-
tion systems. Attraction driven microphase separation is charaterized by
long length scale divergences, where the ordering length scale determines the
microphase ordered structures. The ordering length scale of repulsion driven
microphase separation is determined by the repulsive range. At the high vol-
ume fractions, particles forgo the enthalpic considerations of attractions and
repulsions to satisfy hard core constraints and maximize vibrational entropy.
This results in site length scale ordering in rods, and the sphere length scale
ordering in Janus spheres, i.e., crystallization.
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A change in the Janus balance of both rods and spheres results in quanti-
tative changes in spinodal temperatures and the position of phase boundaries.
However, a change in the block sequence of Janus rods causes qualitative
changes in the type of microphase ordered state, and induces prominent fea-
tures (such as the Lifshitz point) in the phase diagrams of these systems.
A detailed study of the number of nearest neighbors in Janus rod systems
reflect a deep connection between this local measure of structure, and the
structure factor which represents the most global measure of order.
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To my family.
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CHAPTER 1
INTRODUCTION
The last two decades have seen an explosion of new kinds of anisotropic
colloidal particles, and there has been an emerging need to systematize our
knowledge of shape and interaction anisotropies [1, 2]. New synthetic meth-
ods have been developed to produce colloids and nanoparticles with many
different kinds of shape anisotropies. These include nanocubes [3, 4, 5], asym-
metric dimers [6], rods, disks [7, 8, 9], and polyhedral particles made up of
spherical sites [10, 11]. Polymer, ligand, and metal coatings on the surface
of colloids allow different regions of a colloidal particle [12, 13, 14, 15, 16, 17]
to exhibit distinct interactions leading to what are known as ‘patchy parti-
cles’. Colloids and nanoparticles with different anisotropies have led to the
observation of new phases. Shevchenko et. al. have demonstrated that the
introduction of modest shape anisotropies results in the formation of binary
nanoparticle superlattices [18]. Experiments have found [19, 20, 21], and
simulations have predicted, self-assembly and order-to-disorder transitions
in colloidal systems exhibiting shape [22, 23, 24, 25, 26], and interaction [27]
anisotropies.
It is, however, often rather difficult to realize these ordered systems
due to slow kinetics, and the fact that the ordered equilibrium state is of-
ten bypassed in favor of a non-equilibrium, glassy or gel, state. Moreover,
understanding how anisotropies modify kinetic arrest, transport properties,
elastisity and rheology is of fundamental interest. A significant amount of
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theoretical work has been done to predict the nature and onset of glassy
behavior for suspensions of spherical colloids using Mode Coupling The-
ory (MCT) [28, 29], and its generalization to treat barriers and activated
hopping [30, 31, 32, 33]. Attempts have been made to extend MCT to
anisotropic particles [34, 35, 36]. However, the equations remain difficult
to solve and activated dynamics are ignored. Recent studies have employed
the activated barrier hopping generalization of MCT to focus on the glass
transition and activated dynamics of suspensions of diatomics, triatomics,
and rods [37, 38, 39]. They have demonstrated the non-monotonic behavior
of the ideal glass boundaries as a function of aspect ratio, and have found a
striking resemblance with the random close packing boundaries of hard el-
lipsoids [40, 41]. It is the aim of this thesis to explore glass and gel dynamics
of a far more general class of shape-anisotropic particles, as illustrated by
Figure 1.1.
The dynamical arrest associated with increasing packing fraction, or
decreasing temperature, of these kinds of disordered systems is of particular
interest. Such materials often avoid crystallization and have an amorphous
liquid-like structure. However, they can have very long relaxation times and
large viscosities which grow rapidly with increasing density or decreasing
temperature. Colloidal suspensions present significant advantages over their
atomic and molecular counterparts in the study of these non-ergodic systems.
Their larger size allows for direct visualization through confocal microscopy
techniques, and their interaction potentials can be tuned to allow for many
different kinds of behavior. Attractive van der Waals interactions can be
‘turned off’ by matching the refractive index of the particles with that of
the suspension liquid, to get repulsive hard spheres. It is thus possible to
study attraction (inverse temperature) and volume fraction (defined by the
2
Figure 1.1: Examples of shape-anisotropic particles.
repulsive hard core) dependence of dynamic arrest independently in colloidal
systems.
The dynamic crossover from a fluid to transiently non-ergodic solid is
characterized by a crossover of particle trajectories from hydrodynamic-like
Brownian motion to a charateristic length scale rattling, followed by rare
hopping events [42]. This occurs as the the volume fraction of a system
increases and particles are trapped by the repulsive cage formed by their
neighbors. The kinetically arrested phase, thus formed is called a ‘glass’
or ‘repulsive-glass’. It is illustrated by Figure 1.2. However, as attractions
between colloidal particles are ‘turned on’, the landscape of the rattling-
hopping behavior becomes rather complex and dependent on the particle
3
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Figure 1.2: A schematic of the non-equilibrium phase diagram for spheres.
shape as well as the temperature-density phase space. Repulsion induced
dynamic arrest occurs due to the topological caging constraints that a particle
feels from its neighbors, while attraction induced dynamic arrest emerges
from the formation of ‘physical bonds’ between particles [43]. These two
kinds of dynamic arrest are characterized by different length scales of rattling
(transient localization length) dictated by the size of the cage and the range
of attraction, respectively. The attraction driven arrested region is called a
‘gel’ and is illustrated by Fig. 1.2. The observation of this non-ergodic gel is
limited by the the occurence of equilibrium spinodal decomposition (into 2
phases) at high attraction strenghs.
Apart, from these crossovers between the fluid and ‘non-ergodic solid’,
there occur different kinds of crossovers between non-ergodic solids which are
characterized not only by a change in the length scale of rattling but also by
a change in the length scale of hopping. These crossovers manifest themselves
through changing length scales of plateaus and subdiffusive exponents in the
mean square displacement of particles [44], as well as crossovers from a single
step to 2-step yielding behaviors [45]. The region of phase space that displays
mixed glass and gel-like behaviors is called the ‘attractive glass’.
Both shape and chemical anisotropy can induce equilibrium ordering
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with the emergence of novel self-asembled structures and characteristic length
scales of ordering. We focus on the effect of chemical anisotropy on the equi-
librium phase behavior. The formation of modulated phases, corresponding
to a periodic density or concentration pattern in space, occurs in diverse
systems due to competing interactions, e.g., monolayers of molecules with
short range attractions and long range anisotropic dipolar repulsions, oil-
water-surfractant microemulsions, block copolymers, smectic liquid crystals,
and ferrofluids [46]. The presence of competing attractions and repulsions
leads to the possibility of either macrophase or microphase separation, and
a Lifshitz point that defines the crossover from one inhomogeneous state of
organization to another. The most well-known example of chemical asym-
metry induced ordering is seen in block copolymer systems [47]. In these
systems, the chemically similar monomers tend to cluster, while the dis-
similar monomers tend to disperse. However, the intrachain connectivity
prevents the macrophase separation of the monomers, and instead the frus-
tration between the competing energetic interactions in manifested in the
form of a microphase ordered state. The length scale of ordering in deter-
mined by the length and composition of the chains, and the temperature. The
disordered (and nearly incompressible) structure within a microdomain and
relatively weak intermolecular interactions along with the mesoscopic nature
of long range order, allow successful mean-field theories to be constructed
for the phase diagram, based on a few simple ingredients such as the empiri-
cal Flory χ-parameter and incompressibility constraint. On the other hand,
self-assembly of compressible suspensions of Janus colloidal particle involve
strong and often short range competing attarctions and repulsions between
rigid particles, and hard packing constraints.
Microphase separation has also been predicted by theory [48] and demon-
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Figure 1.3: The model Janus sphere, and Janus rod.
strated by experiment and simulation [49] in systems of isotropically inter-
acting colloidal particles. In these systems, the competition is between short
range attractions, and long range repulsions. However, with the emergence
of new kinds of chemically anisotropic colloidal particle suspensions, there
is a need to understand their equilibrium phase behavior. There have been
a large number of simulations that have revealed the capacity of chemically
anisotropic particles to self-assemble [27, 50, 51]. We conduct a systematic
theoretical study of the phase behavior of Janus spheres and Janus rods
(Figure 1.3), over a wide range of volume fractions, and compositions.
In this thesis we study the effects of particle shape-anisotropy on the
dynamics of fluids, and the effects of chemical anisotropy of the equilibiurm
phase behavior. In Chapter 2 we discuss the theoretical background, as well
as the assumptions and constraints of the theories. Chapter 3 discusses the
effect particle shape on the glassy dynamics of hard core particles, while
Chapter 4 disusses the role of particle shape in the dynamics of attractive,
shape-anisotropic particle fluids. We present a study of the phase behavior of
Janus spheres in Chapter 5. Chapter 6 discusses the phase behavior and self-
assembly of Janus rods. Finally, Chapter 7 summarizes results and discusses
their implications.
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CHAPTER 2
THEORY
The focus of this study is the prediction of equilibrium structure and ordered
states, as well as out of equilibrium non-ergodic states through the use of
liquid state theory. In order to determine the liquid structure of shape and
chemically anisotropic particles, we use the Chandler-Andersen Reference
Interaction Site Model integral equation theory [52]. Although liquid state
theory, due to its inherent assumption of rotational isotropy and translational
symmetry, cannot predict a symmetry breaking crystalline state, it produces
rather reliable indicators of a transition to an ordered state. Similarly, it
is not possible for an equilibrium theory to determine a crossover to non-
ergodic solid regimes. However, the correlations derived from equilibrium
liquid state theory can be used to determine dynamical force autocorrelation
functions to determine the transition to non-ergodic or kinetically arrested
states.
In this study we use a center of mass version of the ideal Naive Mode
Coupling Theory, which determines a dynamical crossover to an ultra-slow
activated dynamics regime through the force-force autocorrelation function.
A Nonlinear Langevin Equation theory is then implemented to treat the acti-
vated hopping dynamics at the single particle level beyond such a crossover.
7
2.1 Reference Interaction Site Model Theory
Liquid state theory goes beyond the perturbative virial expansion to the gas
equation of state to treat dense systems of interacting particles. It does
this by self-consistently solving integral equations, for 2-body correlation
functions. These integral equations use convolutions to take into account,
the effect of many-body interactions through 2-body structural correlation
functions.
The Reference Interaction Site Model (RISM) [52, 53] theory generalizes
the Ornstein-Zernike equation for atomic fluids to calculate the equilibrium
structure of rigid anisotropic particles composed of bonded spherical sites
that interact via pair decomposable potentials. The shape of a rigid par-
ticle is encoded in the intramolecular pair distribution function, ω(r). The
generalized matrix Ornstein-Zernike equation for a single component fluid is
h(r) =
∫
dr1
∫
dr2ω(r − r1)C(r1 − r2)ω(r2)
+ ρ
∫
dr1
∫
dr2ω(r − r1)C(r1 − r2)h(r2)
(2.1)
where ρ is the number density of particles and h(r),C(r), and ω(r) are matri-
ces whose elements are the site-site intermolecular pair correlation function,
direct correlation function, and intramolecular distribution function, respec-
tively. The intermolecular pair correlation function is the non-random part
of the radial distribution function, hνγ(r) = g(r)νγ − 1. The direct correla-
tion function dictates the thermodynamic state and particle shape dependent
effective interactions between two sites in a many body system, and the in-
tramolecular pair correlation function determines particle shape. The first
term of Equation 2.1 quantifies the correlation between two sites on differ-
ent particles, through convolutions between the intramolecular distribution,
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which quantifies the correlation between sites on the same particle, and the
direct correlation function, which quantifies the interaction between sites on
different particles. The second term, quantifies the interaction between a site
on one particle with sites on many other particles, through the convolution
between the direct correlation function and the pair correlation function. The
latter convolution results in a regressive sum of interactions, and therefore
includes many body effects.
The Fourier transform of Equation 2.1 yields
h(k) = ω(k)C(k)ω(k) + ρω(k)C(k)h(k) (2.2)
where h(k), C(k), and ω(k) are the Fourier transforms of h(r), C(r), and
ω(r), respectively. The ν-γ component of either of these matrices gives the
respective correlation between the ν and γ sites of an aspherical particle. The
matrix equation is simplified to a scalar equation if all the sites on a particle
are treated as symmetry equivalent. This reduction is rigorous for some of
the particles that are a subject of this study and is a very good approximation
for others. In Chapters 3, and 4, we study fluids of chemically equivalent,
but shape-anisotropic particles. Among these particles, diatomics, rings, and
certain 3-dimensional particles such as the tetrahedron, octahedron, triangu-
lar prism, and cube have rigorously equivalent sites. However, for rods longer
than the diatomics, discs larger than the triangle, 3-dimensional objects such
as the triangular dipyramid, pentagonal dipyramid, snub disphenoid, gyroe-
longated square pyramid, and gyroelongated square dipyramid, and triply,
quadruply, and quituply stacked triangles, and squares the site-equivalence
simplification is an approximation, since all the sites on particles of these
shapes are not rigorously equivalent.
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Under the equivalent site formulation, the single molecule structure fac-
tor, ω(k), is given by
ω(k) =
1
N
N∑
ν,γ=1
ωνγ(k) (2.3)
Here, N is the number of sites in the particles and, ν and γ are site indices.
The matrix Equation 2.2 then reduces to a scalar equation.
hss(k) = ω(k)Css(k)ω(k) + ρsω(k)Css(k)hss(k) (2.4)
Here hss(k), and Css(k) are the averaged site-site pair correlation function
and the site-site direct correlation function, respectively. The known quan-
tities in this equation are ρs = Nρ, the number density of sites, and ω(k).
Equation 2.4 is thus one equation in two unknowns, hss(k), and Css(k).
The real space total intramolecular distribution function within the equiv-
alent site formulation is
ω(r) =
1
N
N∑
ν,γ=1
ωνγ(r) (2.5)
where ωνγ(r) = δ(r − | ~rνγ|) is the probability density of finding a site ν at a
distance r from a site γ in the same particle, and | ~rνγ | is the scalar distance
between the sites ν and γ. The Fourier transform of ω(r) is
ω(k) =
1
N
N∑
ν,γ=1
sinrνγk
rνγk
. (2.6)
It is important to note that the equivalent site approximation does not break
the shape-anisotropy of the non-spherical particle. Equation 2.6 encodes
information about the shape of the particle. Chapters 5 and 6 present a study
of chemically anisotropic particles. In these systems, it is not possible to treat
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the chemically asymmetric sites under the equivalent site approximation, and
for this reason, the full matrix equation must be sloved. The treatment of
the chemically asymmetric particles will be presented in Chapters 5 and 6.
Equation 2.4 has two unknowns, and a closure relationship is needed
to solve it. This relationship depends on the nature of the interparticle
potential. For spatially short range potentials, the site-site Percus-Yevick [53,
54] closure of RISM theory is used to establish a relationship between hss(k),
and Css(k):
Css(r) = (e
−U(r) − 1) [1 + hss(r)− Css(r)] (2.7)
where U(r) is the interparticle pair potential in units of thermal energy
(kBT ).
The total site-site collective structure factor is the Fourier transform of
the total density fluctuation-density fluctuation correlation function. In the
equivalent site RISM formulation, it can be written as
Sss(k) = ω(k) + ρshss(k). (2.8)
In addition to providing detailed information about the microscopic structure
of a system, the structure factor also quantifies thermodynamic properties.
Its zero wavevector limit is proportional to the mean square site number
density fluctuation, 〈(δρs)2〉 (where δρs = ρs − 〈ρs〉), and the isothermal
compressibility, κT , of the fluid:
Sss(k = 0) = ρskBTκT . (2.9)
The dynamics of colloidal suspensions will be studied at the particle
center of mass level. This requires relating the site-site correlations to their
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center of mass analogs. We adopt an approximation, derived under the as-
sumption that intramolecular conformations and center of mass positions
are independent of each other. The site-site to center of mass mapping is
then [55],
Scc(k) =
Sss(k)
ω(k)
, (2.10)
Ccc(k) = Nω(k)Css(k), (2.11)
Hcc(k) =
1
N
hss(k)
ω(k)
, (2.12)
Scc(k) = 1 + ρHcc(k), (2.13)
where Scc(k), Ccc(k) and Hcc(k) are the center of mass structure factor,
and the Fourier transforms of the center of mass direct correlation function,
and center of mass total pair correlation function, respectively, and ρ is the
molecular number density. This center of mass approximation allows us to
treat the dynamics in the non-rotating frozen limit.
2.2 Naive Mode Coupling and Nonlinear Langevin
Equation Theories
Liquids can be supercooled or compressed beyond their freezing point, in
such a way that they bypass the crystalline state. The amorphous solid
that results is called a glass. If colloids or nanoparticles are sufficiently
polydisperse, the crystalization does not take place, and the system remains
amorphous even at very high densities, and low temperatures. For colloid
and nanoparticle suspensions, strong and short range attractions, can result
in effectively irreversible ‘sticky collisions’ and formation of a gel. Glasses
and gels are essentially non-equilibrium fluids with large structural relaxation
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times. Mode Coupling Theory (MCT) seeks to address the dynamics of fluids
in this regime. The present study uses the Schweizer-Saltzman activated
barrier hopping generalization of MCT to study the dynamics of suspensions
of anisotropic particles.
Mode Coupling Theory addresses the slow dynamics of dense amorphous
systems through a projection operator formalism and factorization approx-
imations [28, 29, 56]. It uses generalized hydrodynamic equations that are
derived from conservation equations of mass, momentum and energy den-
sities, and include dissipative terms. Linear combinations of the Fourier
transforms of mass, momentum, and energy densities are used to construct a
basis for projection operators. The elements of this basis are called the ‘slow’
modes, and the study of the time evolution of a dynamical quantity involves
projecting the quantity onto these slow modes, and treating at the ‘faster’
modes as noise. The equation of motion in the MCT projection operator
formulation is
A˙(t)− iΩ ·A(t) +
∫ t
0
M(t− s) ·A(s)ds = R(t) (2.14)
where A(t) are the projection operator basis vectors, Ω is the frequency
matrix whose terms are derived form the conservation laws, M(t) is the
memory matrix which contains the dissipative terms, and R(t) is the noise
term which encapsulates the effects of the fast modes.
The Idealized Mode Coupling Theory (IMCT) reduces the matrix MCT
equation to a scalar equation by only considering density fluctuations as the
slow variable (momentum and energy fluctuations are fast in the glassy re-
gion). A(t) in Equation 3.1 is then reduced to the time dependent collective
structure factor, S(k, t) and the equation is of a self-consistent, non-linear,
and non-Markovian form. However, MCT suffers from the erroneous pre-
diction of power law divergences in relaxation times primarily due to the
Gaussian-like factorization of dynamical four-point correlations in the mem-
ory function into products of two-point correlations. This approximation pre-
vents IMCT from describing large amplitude, rare activated processes which
represent extremely non-Gaussian motions, and are of critical importance in
the highly glassy regime.
The Naive Idealized Mode Coupling Theory (NMCT) is a simplified sin-
gle particle formulation of IMCT. It treats the tagged particle within the
amorphous solid as if it is harmonically bound to its initial position. A com-
parison of the IMCT equation of motion for the velocity autocorrelation func-
tion with the density functional formulation of the Langevin equation, reveals
that the memory function is the force-force correlation function, K(t) [57],
given in a Fourier transform representation by
K(t) =
〈
~F (0). ~F (t)
〉
=
1
3
β−2
∫
d~k
(2pi)3
k2C2cc(k)ρScc(k)Γs(k, t)Γc(k, t) (2.15)
where ~F (t) is the total force exerted on a tagged particle by the surrounding
fluid, β is the inverse thermal energy, ρ is the number density of particles
in the fluid, ρk2C2cc(k)Scc(k) is the Fourier resolution of the effective mean
square force exerted on the tagged particle by the surrounding liquid, and
Γs(k, t) and Γc(k, t) are the propagators or normalized (at t = 0) dynamic
structure factor of single particle and collective density fluctuations, respec-
tively. In an ergodic fluid, these propagators decay to zero in the long time
limit due to macroscopic diffusion. However, for glassy systems described
as a harmonic (Einstein) amorphous solid, Γs(k, t → ∞) = e−k2/r2LOC/6,
a single particle Debye-Waller factor. The ‘Vineyard’ approximation al-
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lows dynamical closure at the single particle level. It replaces the collec-
tive density fluctuations with the single particle density fluctuation [57, 58]
(Γs(k, t → ∞) ≈ Γc(k, t → ∞)), corrected by introducing the deGennes
narrowing factor [30, 59] which correlates the relaxation rate of density fluc-
tuation with the inverse of the structure factor thus giving the relation,
Γs(k, t → ∞) = e−k2/r2LOC/6S(k). Here rLOC is the long time root-mean-
square displacement of the tagged particle from its initial position, or the
localization length.
It follows from the harmonic solid description that βK(t → ∞) is an
effective spring constant, leading to the equipartition relation
βK(t→∞)r2LOC/2 = 3kBT/2 (2.16)
Combining Equations 2.15 and 2.16, the following self-consistent equation
for the localization length is obtained.
1
r2LOC
=
1
9
∫
d~k
(2pi)3
ρk2C2ccScc(k)e
−(k2r2LOC/6)[1+S
−1
cc (k)] (2.17)
A non-ergodic solid is said to be formed at volume fractions or attraction
strengths where there exists a finite solution for rLOC . The ideal glass or
ideal gel transition condition is defined as when the first finite solution for
rLOC emerges. Equations 2.15 and 2.17 use the center of mass correlations
given by Eq. 2.10-2.11. The use of these expressions signifies a generalization
of the Schweizer-Saltzman [30, 59] theory for spheres to shape-anisotropic
particles. However, the center of mass treatment ignores the rotational dy-
namics of the particles. The theory for coupled rotational and translational
dynamics for uniaxial particles has recently been developed [39] by treating
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coupled equations of force-force and torque-torque correlation functions. The
dynamic free energy, in this case, becomes a function of both center of mass
translation, and particle rotation, Fdyn(r, θ).
Although NMCT can predict the ideal glass (gel) transition, localization
length, and elastic modulus, it fails to allow for thermally activated processes,
and leads to diverging relaxation times. To correct for this, Schweizer and
Saltzman [30, 59] have proposed a non-linear stochastic Langevin equation of
motion that allows activated barrier hopping on a ‘dynamic free energy’ land-
scape. The physical basis for this formulation comes from dynamic density
functional theory, and a local equilibrium approximation [59]. The equa-
tion of motion for a tagged particle, in the overdamped limit (which ignores
inertia), is given by
ζs
d
dt
r(t)− ∂
∂r
Fdyn(r) + δf = 0 (2.18)
Here, r(t) is the displacement of the tagged particle from its initial posi-
tion (r(t) = |~r(t) − ~r(0)|), Fdyn(r) is the ’dynamic free energy’, δf(t) is
the stochastic force obeying the fluctuation dissipation theorem given by,
〈δf(0)δf(t)〉 = 2kBTζsδ(t). The short time friction consant is given by
ζs = kBT/Ds, and Ds is the short time diffusion constant. The dynamic
free energy is given by
Fdyn(r) =
3
2
ln
(
3
2r2
)
−
∫
d~k
(2pi)3
ρk2C2cc(k)
Scc(k)
1 + S−1cc (k)
e−k
2r2(1+S−1cc (k))/6
(2.19)
The first term is an ideal entropy term which favors the liquid state. The
second term is the non-ideal caging term and induces the transient local-
ization due to interparticle forces. The particle displacement at which a
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minimum in the free energy occurs is the (now transient) localization length,
and Equation 2.17 can be recovered by minimizing the free energy equation
with respect to particle displacement, or solving Equation 2.18 without the
noise term. The barrier location, rB, is the displacement at which there
is a maximum in the free energy. The stochastic force term in the Equa-
tion 2.18 has an ergodicity-restoring effect, by allowing a particle to hop over
the barrier.
Equations 2.15, 2.17, and 2.19 use the center of mass correlations given
by Eq. 2.10-2.11. The use of these expressions signifies a generalization of the
Schweizer-Saltzman [30, 59] theory for spheres to shape-anisotropic particles.
However, the center of mass treatment ignores the rotational dynamics of the
particles. The theory for coupled rotational and translational dynamics for
uniaxial particles has recently been developed [39] by treating coupled equa-
tions of force-force and torque-torque correlation functions. The dynamic free
energy, in this case, becomes a function of both center of mass translation,
and particle transation, Fdyn(r, θ).
Using Kramers theory, the mean first passage or hopping time, τhop, over
the center of mass dynamic free energy (Fdyn(r)) in the high friction limit is
given by
τhop
τs
=
2pi√
KLOCKB
eFB (2.20)
where FB, is the barrier height (the difference between the maximum and
minimum values of the free energy), τs = σ
2/Ds, σ is the diameter of a site
in the particle, and KLOC , and KB are the absolute values of the curvatures
(in units of kBT/σ
2) at the localization length and the barrier location, re-
spectively. The elastic shear modulus in the idealized localized state, G′,
based on the Green-Kubo formula and MCT factorization approximation, is
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given by [60, 61],
G′ =
kBT
60pi2
∫ ∞
0
dk
[
k2
d
dk
ln(Scc(k))
]2
e−k
2r2LOC/3Scc(k). (2.21)
We use the rotationally frozen center of mass NMCT throughout this study.
Zhang and Schweizer [39] have recently developed a theory which treats the
rotational and translational dynamic is a coupled manner. However, this
theory only applies to uniaxial particles.
2.3 Ultralocal Limit of the NLE Theory
The main structural input into the dynamic free energy is the ‘vertex’, defined
as
V (k) = k4ρC2cc(k)Scc(k) = Nk
4ρsω(k)C
2
ss(k)Sss(k). (2.22)
The vertex quantifies the total effective mean square force exerted on a par-
ticle center of mass by the surrounding fluid [62, 63]. In the high wavevector
limit, the vertex is given by
lim
k→∞
V (k) = λ cos2 k (2.23)
where the amplitude λ is given by
λ = 96piNφg2ss(σ). (2.24)
Here, φ is the volume fraction of the fluid suspension, and gss(σ) is the
contact value of the site-site radial distribution function. The parameter λ
quantifies the effect of collisions of a particle with its neighbors in the fluid.
For glassy systems, the amplitude of the oscillatory vertex is a constant
18
at wavevectors beyond roughly k ∼ 2pi/σ [62]. Equation 2.19 can, therefore,
be simplified by integrating with a lower limit as the cut-off wavevector of
kc ∼ 2pi/σ, and taking the average of cos2 k to be 1/2. The resulting equation
for the barrier height is [62]
FB = −3 ln
[
rB
rLOC
]
+ λ
8pi3/2kc
[
kcrB√
3
− kcrB√
3
erfc
(
kcrB√
3
)
− e−k
2
cr
2
B/3σ
2
√
pi
]
− λ
8pi3/2kc
[
kcrLOC√
3
− kcrLOC√
3
erfc
(
kcrLOC√
3
)
− e−k
2
cr
2
LOC/3σ
2
√
pi
]
.
(2.25)
Here, erfc(x) = 1 − erf(x) and erf is the error function. With changing vol-
ume fraction or attraction strength, λ is the only rapidly varying parameter,
resulting in the following relationship well beyond the NMCT transition.
FB ∝ λ (2.26)
This important proportionality reflects the dependence of a dynamical quan-
tity on a purely equilibrium coupling constant.
The dynamical theory and the ultralocal limit analysis outlined in this
chapter is applied, in subsequent chapters to calculate ideal glass (gel) transi-
tion volume fractions, localization lengths, barrier locations, barrier heights,
mean hopping times, diffusion constants, and elastic shear moduli of suspen-
sions of anisotropically shaped particles.
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CHAPTER 3
GLASSY DYNAMICS OF
SHAPE-ANISOTROPIC PARTICLES
Glassy dynamics and kinetic structural arrest is a ubiquitous phenomenon in
thermal liquids (metal, ceramic, molecular, ionic), colloidal and nanoparticle
suspensions, amorphous polymer plastics, and even biological systems such
as folded proteins and the crowded cell interior [64, 65]. There has been
intense theoretical and simulation activity in this area over the last decade
or two. However, with few exceptions, these studies have either adopted
(highly) coarse-grained models, or focused on fluids composed of spherical
objects such as repulsive or attractive particles or binary Lennard-Jones mix-
tures. In reality, the large majority of glass-forming materials involve more
complex elementary constituents, the most generic aspect of which is non-
spherical particle shape. For example, molecular liquids can consist of lin-
ear (e.g. alcohols, alkanes), planar (e.g., decalin, trisnapthylbenzene), or
irregularly-shaped three dimensional molecules. A similar diversity exists at
the nanometer and colloidal scales where large aspect ratio disks, rods, ellip-
soids, and spherocylinders are classic anisomeric objects. Recent advances in
materials science [1, 10] have led to the creation of a vast array of nonspheri-
cal colloids and nanoparticles of 1-dimensional (e.g., analogs of diatomic and
triatomic molecules), 2-dimensional (e.g., triangles, planar structures), and
3-dimensional cluster (e.g., cubes, tetrahedra, octohedra) colloidal particles.
Besides the intrinsic interest of slow dynamics in such systems, understand-
ing diffusion and flow under glassy conditions is also relevant to equilibrium
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self-assembly [2] and crystal nucleation and growth [66].
In this chapter, we present a study of the kinetic vitrification, and
glassy dynamics of shape-anisotropic particle interacting through hard core
excluded volume potentials. Section 3.1 describes the different classes of
shape-anisotropic particles and how they are modeled. Section 3.2 presents
a discussion of the structural correlations in these fluids. The ideal Naive
Mode Coupling Theory glass transition and its dependence on particle shape
are discussed in Section 3.3. Transient localization lengths, and elastic mod-
uli are discussed in Section 3.4. Section 3.5 discusses the free energy bar-
rier, which is the dominant parameter for determining the dynamics of a
non-ergodic fluid within the Non-linear Langevin Equation approach. The
barrier height dependent hopping time, dynamic fragility, and kinetic arrest
as discussed in Section 3.6, and Section 3.7 presents a summary.
3.1 Model and Methodology
The rigid particles or ‘objects’ studied are clusters of bonded tangent spheri-
cal sites (diameter σ) that interact via pair decomposable site-site hard core
repulsions. Figure 3.1 depicts the different particle shapes studied which
fall into five families. Two groups of 1-dimensional particles are considered:
rods and rings (sites placed on vertices of a polygon) of variable number
of sites, N . The 2-dimensional particles examined are planar disks where
the sites form a subset of a 2-D triangular lattice. The maximally compact
3-dimensional shapes are comprised of N spherical sites located on the ver-
tices of polyhedra, all of which have been recently synthesized as colloids via
a droplet oil-in-water emulsion technique [10]. The clusters formed by the
latter method correspond to structures that minimize the second moment of
21
(a) (b)
(c)
(d)
(e)
(f)
Figure 3.1: Examples of the five families of shapes studied. (a) The 1-
dimensional 4-site rod. (b) The 8-site ring. (c) From left to right, the
2-dimensional disks of N =5, 7, 8, 9, and 10 sites. (d) Compact 3-
dimensional Conway particles. Top Row: from left to right, the tetra-
hedron, triangular dipyramid, octahedron, and pentagonal dipyra-
mid. Bottom Row: form left to right, the snub disphenoid, gyroelon-
gated square pyramid, and gyroelongated square dipyramid. (e) Tri-
angle family. From left to right, the triangular prism, triply-stacked,
quadruply-stacked, and quintuply-stacked triangles. (f) Square fam-
ily. From left to right, the cube, triply-stacked, quadruply stacked,
and quintuply stacked squares.
22
their mass distribution or radius-of-gyration, Rg, objects known as ‘Conway
shapes’ in recognition of the mathematician who discussed them [67]. The
specific Conway shapes studied are: tetrahedron, triangular dipyramid, octa-
hedron, pentagonal dipyramid, snub disphenoid, gyroelongated square pyra-
mid, and gyroelongated square dipyramid corresponding to particles with
N= 4, 5, 6, 7, 8, 9, and 10 sites, respectively.
Two additional classes of non-Conway particles are studied which we
refer to as the triangle and square families. The former consists of trian-
gles stacked orthogonal to their planes, and the latter consists of similarly
stacked squares. The specific shapes studied are: triangle, doubly-stacked
triangles (triangular prism), triply-stacked triangles, quadruply-stacked tri-
angles, quintuply-stacked triangles, and the square, doubly-stacked squares
(cube), triply-stacked squares, quadruply-stacked squares, and quintuply-
stacked squares. These shapes are not maximally compact and have a mixed
dimensionality character.
Table 3.1 lists key particle properties: radius-of-gyration, normalized
second virial coefficient, and space-filling fraction. The latter two quantities
are measures of the strength of the two-particle excluded volume interaction
and degree of compactness, respectively, and are defined as
B˜2 =
B2
Npiσ3/6
(3.1)
φspace =
Npiσ3/6
4piR3g/3
. (3.2)
The space filling fraction (φspace) monotonically decreases (increases) as the
object effective dimensionality (aspect ratio) grows. There are subtle vari-
ations of these two properties among the compact Conway shapes, and the
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non-Conway shapes are ‘less dense’.
We use the Reference Interaction Site Model (RISM) [52] theory to cal-
culate the structural correlation between these shape anisotropic particles,
and then use these correlations as input to the center of mass (rotationally
frozen) limt of Naive Mode Coupling Theory (CM-NMCT) as decsribed in
Chapter 2.
3.2 Fluid Structure
Figure 3.2 shows examples of the site-site radial distribution functions of 7-
site particles at a fixed large volume fraction φ = 0.50. Since higher dimen-
sional particles are more compact they make fewer contacts with surrounding
particles. An important consequence is the radial distribution function at
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Figure 3.2: Site-site pair correlation function as a function of reduced site sep-
aration for various particles of 7 sites at fixed at φ = 0.50: rod
(dashed, blue curve), heptagon (dotted, pink curve), disk (solid red,
curve), and pentagonal dipyramid (dot-dashed, green curve). The
inset shows the center of mass static structure factor of the same
shapes.
contact (the key quantity in the dynamical coupling constant λ of Eq. 2.24 is
a decreasing function of particle dimensionality. Figure 3.2 also shows that
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since the ring (heptagon) and rod are open (quasi) 1-dimensional objects,
their contact values are nearly equal.
The inset of Figure 3.2 presents center of mass structure factors for the
same 7-site particles. The cage peak intensity, Scc(k
∗), decreases with object
dimensionality, but is a subtle function of particle shape and N within each
dimensionality class. Liquid ordering of the compact objects occurs on both
the molecular and site length scales. This is illustrated in Figure 3 where
a ‘pre-peak’ in Scc(k) emerges at wavevectors below the primary cage scale
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Figure 3.3: The center of mass static structure factor of 3-dimensional cluster
particles: octahedron (solid, red curve), cube (dashed, green curve),
and gyroelongated square pyramid (dotted, blue curve) at φ = 0.60.
The inset plots the center of mass structure factor of the same shapes
at φ = 0.35.
peak (corresponding to the site diameter) for an intermediate volume fraction
of φ = 0.35. The pre-peak feature is also present as a weak shoulder for fluids
of 1- and 2- dimensional shapes (Figure 3.2). Figure 3.3 also demonstrates
that as fluids of 3-dimensional particles become more dense, the intensity
of the primary peak of the structure factor increases, whereas that of the
pre-peak decreases indicating a shift in ordering length scale from the global
object size scale to the site scale.
The effect of volume fraction on the degree of local ordering, as quan-
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Figure 3.4: Value of the static structure factor at the cage peak, Scc(k
∗), for
various 7 site particles as a function of volume fraction: rod (solid,
blue circles), heptagon (open, pink circles), disk (red asterisks), and
pentagonal dipyramid (open, green pentagons). The value of the
structure factor at the prepeak/shoulder, Scc(kp), of the pentago-
nal dipyramid is also shown (solid, light blue squares). The inset
shows the contact value of the site-site radial distribution function
for the sphere (black crosses), rod of 5 sites (open, blue diamonds),
rod of 8 sites (open, blue triangles), octagon (pink pluses), disk of
5 sites (open, red squares), disk of 8 sites (open, red circles), trian-
gular dipyramid (green asterisks), and snub disphenoid (solid, green
diamonds).
tified by the intensity of the primary peak and contact value, is presented
in Figure 3.4 for various 7 site shapes; pre-peak results for the pentagonal
dipyramid fluid are also shown. The contact value generally decreases with
increasing number of sites and/or increasing particle dimensionality, but is a
more rapidly varying function of volume fraction.
The zero wavevector limit of the CM structure factor, S0, is propor-
tional to the compressibility (κT ) and amplitude of long wavelength density
fluctuations via the relation,
S0 = Scc(k = 0) = ρkTκT =
Sss(k = 0)
N
. (3.3)
Calculations in Figure 3.5 show S0 decreases rapidly with volume fraction,
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Figure 3.5: Zero-wavevector value of the collective center-of-mass structure fac-
tor (dimensionless compressibility) for rods (solid, blue circles), rings
(open, pink circles), disks (red asterisks), and 3-dimensional Conway
shapes (open, green pentagons) at fixed φ = 0.60. The inset shows
the corresponding results for φ = 0.35.
increases with particle dimensionality at fixed φ, and decreases with number
of sites for rods, rings and disks at fixed volume fraction. Qualitatively, these
trends all correlate with the degree of particle compactness as quantified by
φspace in Table 3.1. In contrast, S0 of 3-dimensional particles at φ = 0.35
display a non-monotonic variation with N indicating a more highly shape
dependent behavior. As φ increases from 0.35 to 0.60, the N -dependence of
S0 changes qualitatively, and we find (not shown) that S0 at high volume
fractions is controlled by a geometric quantity, χ = 1 − v, where v is the
‘interstitial volume’ per site which refers to the unoccupied space enclosed
by the spherical monomers that make up a 3-d polyhedron. The latter does
not include the unoccupied volume on the face of a polyhedron, which would
be analogous to the unoccupied volume on the face of a disk. The relationship
between interstitial volume enclosed by 3-dimensional particles and the high
volume fraction dimensionless compressibility suggests that a suspension of
hard objects which enclose a large interstitial volume is less compressible
because of the trapped volume within the particles.
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Figure 3.6: The ideal kinetic arrest diagram: the points indicate the critical vol-
ume fraction, φ,of rods (solid, blue circles), rings (open, pink circles),
disks (red asterisks), and 3-dimensional Conway shapes (open, green
pentagons) plotted as a function of number of sites per particle. The
inset shows the ratio φc/φspace for the same particles.
3.3 Ideal Kinetic Glass Transition
The CM-NMCT ideal kinetic arrest (dynamic crossover) diagram for most of
the shapes studied up to N = 10 is presented in Figure 3.6. As expected, the
(quasi) 1-d objects form ideal glasses easiest as indicated by their critical vol-
ume fraction being the lowest, which monotonically decreases with number
of sites or aspect ratio. The results for rings approach their rod analogs as
the number of sites gets large. The planar objects have intermediate critical
volume fractions which depend weakly on number of sites if N and a mono-
tonic decrease emerging at higher aspect ratio. The compact 3-dimensional
shapes have the highest ideal glass volume fractions, which are larger than
for a smooth sphere, and show a subtle non-monotonic variation with N .
Table 3.1 lists the value of the critical coupling constant, λc. As expected, it
varies widely for different shapes.
An expanded version of the ideal kinetic arrest diagram is shown in Fig-
ure 3.7 that includes rods up to N = 20 plus the full triangle and squares
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Figure 3.7: Same as Figure 3.6 but the rod results are extended to N = 20 (solid,
blue circles), and the results for the triangle family (solid, light brown
triangles) and square family (solid, light blue squares) are shown.
families. Note that the ideal kinetic arrest volume fraction of the triangular
prism and cube are significantly smaller than their more compact, Rg mini-
mizing, counterparts. The triangle and square families both exhibit a weakly
non-monotonic variation of the critical volume fraction with N or elongation
in the third dimension from the reference planar triangle and square objects,
respectively. The doubly-stacked triangular prism is the most difficult to
vitrify in analogy with the behavior of the cube for the stacked square family
of shapes. It is interesting to also note that the numerical value of the onset
volume fraction for both families of stacked particle shapes are comparable
with that of the planar objects. At high N , the stacked triangle and square
objects have mixed linear and planar character. It is notable that the ideal
glass transition curves of the stacked triangle and square families cross, with
the longest ‘triangular rod’ having a lower ideal glass volume fraction than
the longest ‘square parallelpiped rod’ shape. For these two classes of objects
the dominant surface corrugations change from associated with the faces of
triangles and squares, to those of the tangentially and linearly placed sites
of a rod. The non-monotonicity in the ideal glass transition volume frac-
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Figure 3.8: The zero-wavevector value of the center-of-mass structure factor (di-
mensionless compressibility) of rods (solid, dark blue circles), the tri-
angle family (solid, light brown triangles), and square family (solid,
light blue squares), at fixed φ = 0.30.
tion of these shapes mirrors the lower volume fraction dimensionless density
fluctuation amplitude as shown in Figure 3.8.
Can a single particle geometric quantity be identified that organizes the
diverse shape-dependent ideal kinetic arrest results? To address this question
the inset of Fig. 3.6 plots the ratio φc/φspace. For rods the radius of gyration
grows linearly, and decays quadratically, with N . The same relationship is
applicable for rings at large enoughN(> 10). Hence, the ideal glass transition
volume fraction does not scale with φspace for rods or rings. Rather, the
linearity of the ratio for rods implies an inverse N dependence of the ideal
glass transition volume fraction for rods. This trend is consistent with the
well known fact [68] that a rod solution becomes nonideal, and can undergo
a nematic phase transition, at a volume fraction of order Nφspace. As the
rings get larger, there is a hint of rod-like behavior, but finite length effects
are still large for N = 3− 10.
In contrast to rods and rings, the inset of Figure 3.6 shows the ideal glass
transition volume fraction of the other shapes is controlled to a rough first
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approximation by a (nearly) universal value of the space-filling fraction. At a
more detailed level there are systematic deviations, including an increase at
large N for the triangle and square families which reflects the growing linear
character of such prismatic and parallelpiped-like objects. Note φc/φspace of
the Conway shapes decrease in the same manner as φspace increases, implying
particle compactness (as quantified by φspace) is not the only determining fac-
tor of the ideal kinetic glass transition. Presumably the nature of the particle
surface (roughness, corrugation) plays a role. In fact, the non-monotonic be-
havior of 3-dimensional particles resembles the lower volume fraction trends
of the dimensionless compressibility (inset of Figure 3.5), which at higher
volume fraction mirrors the behavior of the interstitial spaces within these
objects. This is likely because at high volume fractions the intra-particle
small inaccessible spaces become important. It is similarly possible that the
lower volume fraction behavior of the dimensionless compressibility is influ-
enced by the interstitial spaces or corrugations on the surface of nonspherical
particles. If, for example, the 3-dimensional Conway shapes are considered
as spheres with rough surfaces, then the deviations of both their lower vol-
ume fraction S0 and φc from the corresponding smooth sphere values can be
viewed as a function of the corrugations. This interpretation is consistent
with the prior study [37, 38, 69] of uniaxial diatomics and triatomics of dif-
ferent aspect ratios where the surface corrugations were varied by changing
the bond length to particle diameter ratio. A non-monotonic behavior of the
ideal glass transition and compressibility was predicted as the site-to-bond
length ratio is varied, and smooth spherocylinders were the hardest to vitrify.
Since each 3-dimensional Conway shape introduces a different kind of
corrugation, the ideal glass transition volume fractions (and intermediate
volume fraction S0 of Fig. 3.5) display a non-systematic behavior as a function
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of particle size. Although there are an infinite variety of surface corrugations,
our results provide evidence for surface topography of compact 3-d cluster
particles as an important factor in determining the tendency of these objects
to undergo an ideal glass transition.
3.4 Localization Lengths and Elastic Moduli
The dynamical free energy of Eq. 2.19 is a monotonically decaying function of
particle displacement below the ideal glass transition volume fraction, while
above it a transient localization well at r = rLOC and an entropic barrier
emerge. Examples are shown in Figure 3.9 for various eight-site particles
(and smooth sphere) where the volume fraction is adjusted such that the
entropic barrier height is fixed at FB = 7kT . The qualitative shapes of
Fdyn do not change with particle geometry, however multiple quantitative
differences are evident. For example, the localization well (length) becomes
narrower (smaller) with increasing particle dimensionality. Moreover, both
the localization well and barrier region broaden, and their corresponding
length scales increase, as N grows.
Within NMCT, rLOC represents a true localization length of an ideal
nonergodic state. Beyond MCT, it characterizes the displacement at which
a particle is temporally trapped. The inset of Figure 3.9 shows rLOC is of the
order of several tenths of a site diameter at the glass transition. Beyond φc,
the decrease of the localization length with volume fraction is well represented
as exponential. The localization length increases with N within the 1- and
2-dimensional classes of particles, and decreases with object dimensionality.
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Figure 3.9: The dynamic free energy (units of thermal energy) as a function
of center-of-mass displacement for the sphere (dot-dot-dashed, black
curve), rod of eight sites (dashed, blue curve), octagon, (dotted, pink
curve), disk of 8 sites (solid, red curve), and snub disphenoid (dot-
dashed, green curve), at fixed entropic barrier height of FB = 7kT .
The inset plots the natural logarithm of the localization length in
units of the site diameter as a function of the volume fraction differ-
ence variable for the sphere (black crosses), rod of 6 sites (solid, blue
circles), rod of 8 sites (open blue triangle), octagon (pink pluses), disk
of 5 sites (open, red squares), disk of 7 sites (open, red circles), tetra-
hedron (solid, green triangles), octahedron (open green diamonds),
snub disphenoid (open, green pentagons), and cube (solid, light blue
squares).
The numerical results are well described by
rLOC
σ
∝ e−p(φ−φc), (3.4)
where, p ≈ 11.9 − 12.5, 13.9-14.9, and 16.1-20.3, for 1, 2 and 3-dimensional
particles, respectively. Interestingly, the sphere shows a variation of localiza-
tion length with volume fraction very similar to linear and ring objects.
A rough collapse (not shown) of all the localization lengths for 1 and
2 dimensional particles is achieved if rLOC is divided by the cube root of
the number of sites. This suggests the localization length of non-compact
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Figure 3.10: The natural logarithm of the dimensionless elastic shear modulus as
a function of the volume fraction difference variable for the rod of
6 sites (solid, blue circles), rod of 8 sites (open, blue triangles), oc-
tagon (pink, pluses), disk of 5 sites (open red squares), disk of 7 sites
(open red circles), tetrahedron (solid, green triangles), octahedron
(open green diamonds), snub disphenoid (open, green pentagons),
and cube (solid, light blue squares). The inset is a log-log (base 10)
plot of the dimensionless modulus versus the quantity, φσ2/Nr2LOC ,
for the same particles as in the main panel.
particles is proportional to the length scale that defines the total volume of
the object (Vp = Npiσ
3/6) rather than the radius of gyration. However, the
division of rLOC by N
1/3 does not collapse the 3-dimensional particle results.
This is presumably because the packing efficiency of 1- and 2-dimensional
(fractal) objects decreases with increasing N , resulting in larger localization
lengths, in contrast to compact 3-dimensional objects where the space filling
fraction depends primarily on particle shape, not directly on N . Among
3-dimensional particles of fixed N , those with smaller radii of gyration are
more likely to pack efficiently, consistent with our finding that the localization
lengths of octahedra and snub disphenoids are less than those of triangular
prisms and cubes.
The elastic shear modulus is calculated as in Eq. 2.21, and it simplifies
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in the ultra-local limit as
G′ ≈ kBT
60pi2
∫ ∞
0
dk
[
k2
d
dk
(ρCcc(k))
]2
e−k
2r2LOC/3. (3.5)
Using the high wavevector result,
ρCcc(k)→ 24φgss(σ)cos(kσ)
(kσ)2
, (3.6)
resulting in leading order,
G′ ≈ 18
5
√
pi
φkBT
Nσr2LOC
(3.7)
where, sin2(kσ) → 1/2 has been used. Hence, the elastic modulus is pro-
portional to the volume fraction, and is inversely proportional to N , and the
square of the localization length.
The glassy elastic shear modulus, G′, is intimately related to the local-
ization length, as given by Eq. 3.7, and can be described as an exponentially
increasing function of the volume fraction (Figure 3.10) with slopes that are
modestly sensitive to particle shape. Quantitatively we find
G′βσ3 ∝ e−m(φ−φc), (3.8)
where, m ≈ 26.6− 28.0, 31.9-32.7, and 34.3-42.3 for 1, 2 and 3-dimensional
particles, respectively. The rate of increase of the modulus with volume
fraction monotonically softens as particle dimensionality decreases. The inset
of Figure 3.10 shows a dramatic collapse of all moduli when plotted versus
φσ2/Nr2LOC. Moreover, the slope of roughly unity agrees with the analytic
result of Eq. 3.7.
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3.5 Dynamic Free Energy Barrier
Figure 3.9 illustrates the dynamic free energy profiles for the spherical particle
fluids as well as several shape anisotropic particles with 8 sites, at a fixed
barrier height of 7kBT . In this section, we demonstrate the importance of
the dynamic free energy barrier and discuss its behavior.
3.5.1 Entropic Barriers
Figure 3.11 presents the barrier as a function of volume fraction, starting
from the ideal glass transition volume fraction for many nonspherical parti-
cles. Barriers all increase nonlinearly with volume fraction, and in a stronger
manner as the object effective dimensionality increases. The latter trend is
at least partially a consequence of higher dimensional objects having larger
ideal MCT transition or onset volume fractions (φc), and hence their local
structure is more sensitive to φ. The non-compact cube and triangular prism
particles have entropic barriers that increase particularly strongly with vol-
ume fraction despite their lower φc values compared to the compact Conway
shapes. Moreover, their barrier height curves cross those of linear and planar
objects. It is also interesting to note that the growth of the barrier with
volume fraction for smooth hard spheres is significantly slower than the 3-
dimensional cluster shapes, and is roughly the same as found for rods and
rings.
We now search for an underlying universality based on a reduced vari-
able description. Studies on uniaxial particles has empirically determined
that entropic barriers heights are correlated with the distance a system is
from its dynamic crossover [37, 38, 69], an idea buttressed by the ultra-local
analytic analysis of the NLE theory [62]. This motivates Figure 2 which plots
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Figure 3.11: Entropic barrier height (units of the thermal energy) as a function
of the volume fraction for the sphere (black crosses), rod of 4 sites
(open, blue squares), rod of 6 sites (open, blue circles), rod of 8 sites
(open, blue triangles), octagon (pink pluses), triangle (red crosses),
disk of 5 sites (open, red squares), disk of 7 sites (open, red circles),
disk of 8 sites (red asterisks), cube (solid, light blue squares), tri-
angular prism (solid, light brown triangles), triangular dipyramid
(solid, green triangles), octahedron (open, green circles), pentag-
onal dipyramid (solid, green pentagons), snub disphenoid (solid,
green circles), gyroelongated square pyramid (open, green, up-side-
down triangles), and gyroelongated square dipyramid (solid, green,
up-side-down triangles). Curves through the points are a guide to
the eye.
the entropic barriers as a function of the difference variable, φ−φc. Remark-
ably, the rod and ring shapes nearly collapse onto a single curve, and behave
very similiarly to the smooth hard sphere. The 2-d planar shapes also nearly
collapse, but onto a different master curve that is a stronger function of vol-
ume fraction than displayed by the (quasi) linear objects. Quantitatively, the
barrier heights of 1-dimensional particles become weakly less sensitive to the
difference volume fraction variable with increasing N , whereas 2-dimensional
particles do not exhibit a systematic dependence. We conclude that for non-
compact one and two dimensional objects that φ−φc is a good scaling variable
within a fixed particle dimensionality class. This empirical, but nontrivial,
result emphasizes that the caging constraints which determine the MCT glass
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Figure 3.12: Entropic barrier height as a function of the volume fraction differ-
ence variable for the same systems (and symbols meaning) as in
Figure 3.11.
transition are tightly correlated with those that determine the barrier.
In contrast to fluids of linear and planar objects, the barrier heights
of compact 3-dimensional cluster particle fluids do not superimpose in Fig-
ure 3.12 and exhibit the highest degree of shape sensitivity. Broadly, it
appears the volume fraction dependence grows with increasing N for both
compact Conway and non-compact shapes. At fixed number of sites, the bar-
rier heights of compact shapes grow more strongly with volume fraction than
their non-Conway analogs, a trend likely primarily due to the lower value
of φc for the latter shapes. Subtle curve crossings between non-Conway and
Conway shapes are also evident, reflecting differences in the volume fraction
dependence of the packing factors that control the barrier.
3.5.2 The Ultralocal Limit Parameter
The above attempts to construct entropic barrier master curves, or equiva-
lently identify the proper scaling variable(s), is partially empirical. However,
the ultra-local theoretical analysis of the NLE approach has made a precise
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Figure 3.13: Entropic barrier height as a function of the variable, (λ − λc)/λc,
for the same systems (and symbols meaning) as in Figure 3.11. The
line is a fit to all the calculations and is given by Eq. 3.10.
prediction for the relevant reducing variable. For barriers in excess of the
thermal energy, the entire dynamic free energy has been shown to be deter-
mined by a single coupling constant, λ, which is non-divergent below random
close packing. This parameter (given by Eq. 2.24) can be interpreted as an
effective mean square force exerted on a tagged molecule by its surroundings,
and is sensitive to all system variables (volume fraction, number of sites, N ,
and object shape). With this insight, we propose the relevant variable that
might describe all the barrier height results is the non-dimensionalized cou-
pling constant in excess of its NMCT critical value, i.e.,
FB ∝ (λ− λc)/λc (3.9)
where, λc the value of the coupling constant at the NMCT crossover.
Figure 3.13 re-plots the barrier height results motivated by Eq. 3.9. A
remarkable collapse for all shapes is evident which is nearly exact for barriers
up to 10kBT . The latter barrier height is relevant for colloidal and nanoparti-
cle suspensions where kinetic vitrification occurs at relatively modest barrier
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heights since the elementary Brownian time scale is rather long [30, 31]. For
higher barriers, nonuniversal deviations do emerge, but they are perturba-
tive (∼ ±15%). Globally, the barrier height is very nearly linear in λ (except
close to the NMCT crossover), and the results for different shapes can all be
fit to the simple linear form:
FB ≈ 2(λ− λc)/λc = 2
[
φ
φc
(
gss(σ φ)
gss(σ φc)
)2
− 1
]
. (3.10)
The second equality uses Eq. 2.24 and emphasizes there is no explicit de-
pendence on the number of sites per object (N). This analysis confirms the
numerical predictions of the NLE theory are well described by the analytic
analysis based on the simple picture that the barrier height is controlled by
an effective mean square force exerted on a tagged particle. In this sense, a
‘universal’ picture emerges within the CM-NMCT-NLE theory. Of course,
the relevance of Eq. 3.10 for particles that interact via continuous repulsive
forces, thermal liquids, or particle gels, is unknown. The question, for the
latter systems is discussed in Chapter 4
3.6 Hopping Time, Dynamic Fragility, and Kinetic
Arrest
Kramers theory [70] in the high friction limit provides the mean first passage,
or barrier hopping time, τhop,
τhop
τs
=
2pi√
KLOCKB
eFB . (3.11)
where, τs = σ
2/Ds and Ds = KBT/ζs is the short time diffusion constant,
KLOC and KB are the absolue values of the curvatures (units of kBT/σ
2) at
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Figure 3.14: Logarithm (base 10) of the normalized mean barrier hopping time
as a function of the volume fraction difference variable, φ − φc,
for the sphere (black crosses), rod of 6 sites (solid, blue circles),
rod of 8 sites (open, blue triangles), octagon (pink pluses), disk
of 5 sites (open, red squares), disk of 7 sites (open, red circles),
cube (solid, light blue squares), triangular prism (solid, light brown
triangles), tetrahedron (solid, green, up-side-down triangles), octa-
hedron (open, green diamonds), and snub disphenoid (open, green
pentagons). The inset plots the natural logarithm of the normalized
hopping time versus the barrier height for the same shapes.
the localization length and barrier location, respectively. For hard spheres the
mean hopping time has been shown to be tightly correlated [30, 31, 32] with
the alpha relaxation time measurable from the dynamic incoherent structure
factor at a wavevector near the cage peak of Scc(k).
Figure 3.14 presents representative calculations of the mean hopping
time as a function of the differential volume fraction variable. The results
look very similar to Figure 3.12. Indeed, in the inset of Figure 3.14 it is
demonstrated that a near collapse of the hopping times for different shapes
and volume fractions is obtained when plotted versus barrier height. This
implies the prefactor in Eq. 3.11 is not sensitive to volume fraction or particle
shape, at least on a logarithmic scale. The hopping time, in units of the short
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time process relaxation time, is well described by
τhop
τs
= 0.08e0.95FB . (3.12)
If τs is known, then a kinetic glass transition relevant to practical experimen-
tal studies can be defined as the volume fraction at which τhop exceeds the
observation time scale.
Dynamic fragility is an important concept in glass science [71, 65]. It
quantifies how rapidly the relaxation time grows with a control parameter
as kinetic vitrification is approached. The kinetic glass temperature, Tg, is
typically defined as when the alpha relaxation time is ∼ 100 − 10, 000 secs,
and the thermal dynamic fragility is
mT =
d
Tg/T
log (τα) |T=Tg (3.13)
For non-polymeric glass formers, the dynamic fragility varies from roughly m
∼20 (strong) to 120 (very fragile) [71, 72]. For the present hard core systems,
volume fraction plays the role of inverse temperature, and hence we define a
fragility for hard core particle fluids as
mφ =
d
φ/φg
log (τhop) |φ=φg =
0.95
2.3
dFB(φ)
φ/φg
|φ=φg (3.14)
where the final equality employs Eq. 3.12 and ignores any (weak) volume
fraction dependence of the short time relaxation process. Based on Eq. 3.12,
a kinetic glass transition volume fraction, φg, is defined as when the entropic
barrier reaches a pre-determined critical value which would correspond to a
fixed (long) relaxation time of experimental (or computer simulation) rele-
vance.
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Figure 3.15: Dynamic fragility plot in the format of barrier height as a function of
the scaled variable, φ/φg, (where φg is the volume fraction at which
FB = 10kBT for the left panel, and FB = 20kBT for the right panel)
for the sphere (black crosses), rod of 2 sites (open, blue squares), rod
of 6 sites (open, blue circles), rod of 10 sites (open, blue triangles),
hexagon (pink pluses), triangle (red crosses), disc of 5 sites (open,
red squares), disc of 7 sites (open, red circles), disc of 8 sites (red
asterisks), cube (solid, light blue squares), tetrahedron (open, green
triangles), octahedron (open, green circles), snub disphenoid (solid,
green circles), and gyroelongated square pyramid (open, green up-
side-down triangles).
Utilizing the above arguments, Figure 3.15a presents a classic fragility
diagram based on a kinetic glass transition criteria of FB = 10kBT , a barrier
height at which most colloidal suspensions would appear solid. Table 3.2
tabulates the ratio φg/φc for all the shapes studied. This quantity is the
analog of Tc/Tg of thermal glass formers, where Tc is some measure of a
dynamic crossover or onset temperature [65, 71] which varies over a wide
range for thermal glass formers. It is ∼ 2 for strong systems (e.g., silica) and
1.1-1.2 for fragile liquids (e.g. decalin, several polymers). Table 3.2 shows
a similar wide range of fragility is predicted for fluids of hard objects. If
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a 10kBT critical barrier height criterion is adopted, then φg/φc varies from
∼ 1.2 to nearly 2; numerical values fall in distinct categories: φg/φc ∼ 1.4-
1.9 (rods and rings, increases with N), 1.36-1.42 (disks), 1.19-1.28 (compact
3-d particles), 1.26-1.34 (triangle family, increases with N), and 1.24-1.37
(square family, increases with N).
The results in Figure 3.15a imply the dynamic fragility of Eq. 3.14 varies
over the range of mφ ∼ 20 − 60, corresponding, roughly, to a factor of 3 in-
crease as particle shape changes from (quasi) 1-dimensional to compact glob-
ular objects. In the context of thermal liquids, this is a significant fragility
variation. Hence, particle shape effects alone, as manifested via differing local
packing correlations, entropic barrier onsets and sensitivity to volume frac-
tion, produce a range of dynamic fragilities of comparable magnitude (but
slightly smaller than) to what is observed in thermal liquids.
Figure 3.15b explores the robustness of our conclusions by implementing
a kinetic glass criterion of FB = 20kT . The relative orderings (degree of
curvature) of the curves for different shapes is basically the same with a
few subtle changes. Moreover, the deduced fragilities increase by roughly a
factor of two (mφ ∼ 38 − 100). If the kinetic glass transition corresponds
to a barrier of ∼ 30kBT , as typically relevant to supercooled thermal liquids
of intermediate and high fragility, then we expect mφ ∼ 55 − 150. Our
calculations of fragility based on Eq. 3.14 are directly relevant to experiments
on colloidal suspensions composed of hard nonspherical particles.
Motivated by Eq. 3.12, we now employ our mean hopping time calcu-
lations, in conjunction with the definition of a kinetic glass transition as a
critical value of the entropic barrier, to construct a kinetic arrest diagram.
Results based on the vitrification criteria of a 10kBT barrier (relevant to
colloidal suspensions) are shown in Figure 3.16. The topology of the kinetic
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Figure 3.16: Kinetic glass transition map based on the vitrification criterion of
FB = 10kBT . Symbols indicate the kinetic glass transition vol-
ume fraction, φc, for rods (solid, blue circles), rings (open, pink
circles), discs (red asterisks), 3-dimensional Conway shapes (open,
green pentagons), the members of the triangle family (solid, light
brown triangles), and the members of the square family (solid, light
blue squares). The inset shows the quantity φg/φspace for the same
particles.
arrest diagram qualitatively agrees with the ideal NMCT arrest (dynamic
crossover) map in Figure 3.6. However, at a detailed level there are multiple
differences. (1) The overall variation of the kinetic glass volume fraction is
significantly smaller than its NMCT analog. The reason is the low φc sys-
tems (rods, rings, disks) have smaller dynamic fragilities, and hence their
kinetic glass transition analogs are further above the NMCT crossover val-
ues. (2) Within a given class of objects, the shape of φc(N) and φg(N) are
very similar for rods, rings, disks and compact 3-d objects. (3) The non-
monotonic behavior predicted for φc(N) of the triangle and square families is
absent in the glass transition boundaries which are now monotonically (but
weakly) decreasing functions of N . This behavior reflects the smaller fragili-
ties of the triangle and square compared to the triangular prism and cube,
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respectively. (4) The kinetic glass transition volume fraction of the smooth
sphere is higher than all other shapes, in contrast to Figure 3.6. This trend
reflects the smaller fragility of the hard sphere relative to the other compact
shapes that have bumpy corrugated surfaces. If the kinetic glass transition
is identified with a barrier height of 20kBT , the resulting kinetic arrest map
is essentially identical to Figure 3.16 (not shown) with the glass transition
volume fractions increasing modestly by ≈ 0.04± 0.01.
The inset of Figure 3.16 shows the ratio of the kinetic glass transition
volume fraction to the single particle spacing-filling fraction. As was true
for the NMCT ideal glass transition results, this ratio is nearly constant
to zeroth order for the disks, rods and compact Conway cluster particles.
Strong deviations occur as objects become more linear-like, i.e. rods, rings,
stacked triangles and stacked squares as N increases. At a quantitative level,
deviations from constancy are apparent for all particle shapes.
To place the quantitative values of φg in Figure 3.16 in a context rel-
evant to colloidal suspension experiments, first consider the smooth hard
sphere for which φg = 0.595. This value is indeed reasonable compared to
kinetic glass transitions of hard sphere colloidal suspensions [73]. Based on
empirical fitting of dynamic light scattering or rheology experiments to ideal
MCT critical power laws, the latter is often quoted as φg = 0.58±0.01. This
agreement supports the sensibility of the 10kBT entropic barrier criterion for
colloidal suspensions adopted to construct Figure 3.16. However, as previ-
ously predicted theoretically [30, 31], and recently convincingly demonstrated
experimentally [73], the φg = 0.58±0.01 ‘glass transition’ number is not fun-
damental since it only indicates when the relaxation time of the fluid exceeds
the experimental time scale, typically 10,000 seconds. For a hard sphere col-
loid of diameter 1 micron, the elementary Brownian time τ0 ≈ 6 secs for the
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PMMA-solvent system studied in ref. [74]. Since [30, 31] τs ≈ τ0g(σ) ≈ 60
seconds at high volume fraction, our theory predicts that at the kinetic glass
transition the hopping (alpha) time is ∼30,000 seconds, or τα/τ0 = 5000.
Recent experiments [73] find at φ ≈ 0.60 the alpha relaxation time of the
incoherent dynamic structure factor near the peak of the structure factor is
τα/τ0 ≈ 104, in remarkable agreement with the theoretical results given the
uncertainties in the measurement and calculation. This agreement for hard
spheres can be viewed as a ‘calibration’ that renders our present calculations
for nonspherical colloids of direct experimental relevance.
With the above motivation, and the caveats that the relation between
τs and τ0, and the absolute magnitude of τ0, will be shape dependent and
differ from that of hard spheres, we now discuss the quantitative aspects
of Figure 3.16. The compact Conway shapes are all predicted to vitrify at
φg ∼ 0.55. The non-Conway cluster objects vitrify at a volume fraction that
decreases from φg ∼ 0.52 to 0.45 with increasing N . Planar disks require
rather large volume fractions to form glasses, φg ∼ 0.50 even for N = 10.
The rings and rods display kinetic vitrification volume fractions that de-
crease strongly with N or aspect ratio, although more weakly than φc(N),
and far less strongly than φg ∝ N−1. The latter trend has important prac-
tical consequences since rods can form nematic liquid crystals at a volume
fraction than decreases roughly as 1/N . For example, using the Onsager for-
mula [75] for the isotropic-nematic transition at φNI ≈ 3.3/N , one estimates
the equilibrium phase transition at φNI ≈ 0.33 and 0.165 for N = 10 and
20, respectively, compared to kinetic vitrification at φg = 0.39 and 0.31, re-
spectively. Hence, our dynamical results are consistent with the observation
that, in equilibrium, Brownian rods do form nematic equilibrium phases and
are not generally trapped in an isotropic glass state. Similar considerations
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apply for disks which can form discotic and nematic phases [68]. More gen-
erally, hard spheres and thermal glass formers vitrify in a ‘metastable’ state,
i.e. at temperature (volume fraction) below (above) the critical value re-
quired for equilibrium crystallization. Of course, in real colloidal suspensions,
polydispersity, gravity-driven sedimentation, and other interactions (charge,
attractions) can be present and result in new additional complications.
3.7 Summary
We have presented a study of the effect of particle shape on the structure
and dynamics of hard core colloidal fluids. The results are also relevant for
understanding the influence of repulsive forces on glassy dynamics in ther-
mal glass forming liquids. In order to determine the ideal glass transition
of shape-anisotropic particles, we use the center of mass Naive Mode Cou-
pling Theory, which freezes the rotational degrees of freedom, and treats
only translational localization. The Nonlinear Langevin Equation approach
is then used to study activated dynamics beyond the ideal glass transition.
The ideal glass transition condition of fluids is highly dependent on the
shape of the particles. Fluids become more difficult to vitrify when the
component particles become more compact. Quasi 1- and 2-dimensional
particles vitrify at lower volume fractions with increasing aspect ratio, while
the ideal glass transition of 3-dimensional particles is a detailed function of
the particle shape. The ideal glass transition of all the particles studied are
tighly correlated with the intermediate volume fraction (φ = 0.30 − 0.35)
isothermal compressibility.
The localization length (elastic modulus) is an exponentially decreasing
(increasing) function of the volume fraction, starting from the ideal glass vol-
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ume fraction. The origin of the tight correlation between the two quantities
has been determined from the ultralocal limit analysis, which assumes that
the dynamics of glassy fluids is dependent mostly on local contact forces.
The dynamic free energy barrier is an extremely important quantity within
the NLE approach. It determines the relaxation times, diffusion constants,
dynamic fragility, and the experimentally observed kinetic arrest of glassy
fluids. The barrier heights of all the shapes studied display a universal de-
pendence of the ultralocal limit parameter, λ, normalized by its ideal glass
transition value. This coupling constant in turn is a function of the purely
equilibrium quantities: the number of sites in a particle (N), volume fraction
of the system (φ), and the contact value of the radial distribution function,
(gss(σ)).
The hopping relaxation time is found to be a rather uniform exponential
function of the barrier height, irrespective of particle shape. We show that
a large variation in dynamic fragility can be acheived simply by changing
particles shape. More compact particles have a higher dynamic fragility.
Hence, longer rods are less fragile than short rods, and fluid fragility increases
with particle dimensionality. These trends are independent of the dynamic
criterion chosen for the kinetic glass transition.
As with the ideal glass transition, the kinetic glass transition volume
fractions are an increasing function of particle dimensionality, monotonically
decreasing function of aspect ratio among quasi 1- and 2-dimensional par-
ticles, a non-monotonic function of the number of sites for 3-dimensional
particles. However, unlike the ideal glass transition densities, the kinetic
glass transition volume fractions of the triangle and square families are not
a non-monotonic function of particle aspect ratio.
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Table 3.1: Radius of gyration (units of site diameter), second virial coefficient
(units of total particle volume), space filling fraction, and NMCT
critical coupling constant of each particle shape studied.
Shape Rg/σ B2/
pi
6
Nσ3 φspace λc
2 Rod 1 4.42 0.25 234.9
3 Rod 1.32 5.35 0.164 322.8
4 Rod 1.62 6.35 0.118 397.5
5 Rod 1.91 7.37 0.089 463.3
6 Rod 2.21 8.39 0.070 521.8
7 Rod 2.5 9.42 0.056 574.7
8 Rod 2.79 10.44 0.046 622.5
9 Rod 3.08 11.47 0.038 665.8
10 Rod 3.37 12.49 0.033 705.3
12 Rod 3.95 43.58 0.024 774.7
15 Rod 4.82 65.91 0.017 858.8
16 Rod 5.11 74.36 0.015 883.5
20 Rod 6.27 113.18 0.010 969.2
Square 1.21 4.25 0.284 446.3
Pentagon 1.35 4.80 0.254 498.8
Hexagon 1.5 5.60 0.222 554.2
Heptagon 1.65 6.44 0.194 608.06
Octagon 1.81 7.35 0.170 653.4
Decagon 2.18 9.17 0.121 745.3
Triangle 1.08 4.07 0.300 362.3
5 Disk 1.32 4.37 0.269 579.7
7 Disk 1.43 4.29 0.302 805.6
8 Disk 1.54 4.57 0.275 891.8
9 Disk 1.65 4.86 0.248 973.5
10 Disk 1.72 5.10 0.244 1051.7
Tetrahedron 1.11 3.70 0.363 579.7
Triangular Dipyramid 1.18 3.61 0.377 521.6
Octahedron 1.21 3.38 0.426 670.5
Pentagonal Dipyramid 1.27 3.42 0.425 838.9
Snub Disphenoid 1.31 3.34 0.442 987.6
Gyroelongated Square Pyramid 1.35 3.28 0.454 1126.1
Gyroelongated Square Dipyramid 1.36 3.26 0.497 1230.7
Triangular Prism 1.26 3.64 0.372 731.4
Triply Stacked Triangles 1.5 8.86 0.333 1045.6
Quadruply Stacked Triangles 1.76 13.23 0.276 1329.7
Quintuply Stacked Triangles 2.03 18.51 0.225 1581.8
Cube 1.37 3.57 0.392 942.2
Triply Stacked Squares 1.58 11.21 0.380 1364.8
Quadruply Stacked Squares 1.82 16.41 0.330 1753.5
Quintuply Stacked Squares 2.08 22.67 0.277 2103.5
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Table 3.2: The NMCT crossover volume fraction and ratio of the kinetic glass
tramsition crossover volume fraction based on two vitrification criteria
(FB = 10kBT and FB = 20kBT ) for all shapes.
Shape φc φg/φc (10kBT ) φg/φc (20kBT )
2 Rod 0.389 1.40 1.52
3 Rod 0.357 1.45 1.58
4 Rod 0.330 1.49 1.64
5 Rod 0.307 1.54 1.70
6 Rod 0.288 1.57 1.75
7 Rod 0.272 1.61 1.80
8 Rod 0.258 1.64 1.85
9 Rod 0.245 1.67 1.90
10 Rod 0.234 1.70 1.94
12 Rod 0.214 1.75 2.02
15 Rod 0.190 1.83 2.14
16 Rod 0.183 1.85 2.17
20 Rod 0.161 1.93 2.30
Square 0.370 1.37 1.49
Pentagon 0.331 1.44 1.59
Hexagon 0.306 1.50 1.68
Heptagon 0.288 1.55 1.73
Octagon 0.271 1.58 1.77
Decagon 0.247 1.63 1.85
Triangle 0.400 1.35 1.46
5 Disk 0.384 1.36 1.47
7 Disk 0.382 1.36 1.46
8 Disk 0.370 1.38 1.49
9 Disk 0.359 1.40 1.51
10 Disk 0.349 1.42 1.54
Tetrahedron 0.432 1.28 1.36
Triangular Dipyramid 0.445 1.25 1.33
Octahedron 0.464 1.21 1.27
Pentagonal Dipyramid 0.468 1.21 1.27
Snub Disphenoid 0.467 1.20 1.25
Gyroelongated Square Pyramid 0.453 1.20 1.26
Gyroelongated Square Dipyramid 0.463 1.19 1.25
Triangular Prism 0.404 1.26 1.35
Triply Stacked Triangles 0.385 1.28 1.36
Quadruply Stacked Triangles 0.367 1.31 1.39
Quintuply Stacked Triangles 0.350 1.34 1.43
Cube 0.390 1.24 1.33
Triply Stacked Squares 0.377 1.24 1.32
Quadruply Stacked Squares 0.363 1.26 1.34
Quintuply Stacked Squares 0.349 1.29 1.37
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CHAPTER 4
ATTRACTION-DRIVEN ARREST OF
SHAPE-ANISOTROPIC PARTICLES
Glasses are typically viewed as high density amorphous materials where par-
ticles are transiently localized for very long times due primarily to steric
crowding and repulsive forces. In non-network glass forming liquids, atoms
or molecules become immobilized due to tight cages with mobility limited
to ‘rattling’ on a length scale of order a tenth of a particle diameter [42].
However, the introduction of spatially short-range weak attractions between
colloids or nanoparticles initially disorders local packing resulting in a ‘melt-
ing’ of the glass into an ergodic fluid [76, 77]. As the strength of attraction
between particles increases, another dynamically arrested state emerges, of-
ten generically termed a ‘gel’ [78]. Here, particles are more tightly localized
due to the formation of strong ‘physical bonds’ on a length scale controlled,
to leading order, by the short attraction range [43].
ε
φ
Fluid
Repulsive
Glass
Gel
Attractive
Glass
A3
2-Phase Region
Figure 4.1: A schematic of the non-equilibrium phase diagram for spheres.
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The phenomenon of a glass-to-fluid-to-gel ‘re-entrant’ transition with in-
creasing attraction strength occurs beyond the glass transition volume frac-
tion of the analogous hard core system [79]. It is illustrated by Figure 4.1.
The re-entrance was first predicted by ideal Mode Coupling Theory (MCT)
for spherical particles [80, 81], and its dynamic crossover consequences on
finite time scales were subsequently observed experimentally [76, 77] and in
simulations [82, 83]. The striking effect is that attractive forces of increas-
ing strength initially delay glassy arrest, but eventually promote (transient)
nonergodic behavior. The two kinetically arrested regimes are separated by
a maximally fluidic state occurring at a ‘nose’ (specific values of attraction
strength and volume fraction) in the nonequilibrium phase diagram from
which (based on ideal MCT) an additional dynamical arrest boundary em-
anates terminating at the ‘A3 critical point’ [84]. Crossing the latter bound-
ary by increasing attraction strength is interpreted based on the predicted
change of localization length as a transition between a ‘repulsive glass’ to an
‘attractive glass’. At state points below and to the right of the nose (in an
inverse temperature vs. density state diagram), the kinetically arrested state
is a perturbed repulsive glass.
All arrested states above the nose have been traditionally described as
‘attractive glasses’. Recently this classification has been bifurcated into BRG
(right of the nose) and ‘dense gel’ (left of the nose) [44]. Signatures of these
distinct kinetically arrested states include a significant difference in the level
of apparent plateaus in time correlation functions (reflects the different lo-
calization lengths), 2-step yielding in rheological experiments [45], and a 2-
step diffusive escape process at the single particle mean square displacement
level [44]. As volume fraction decreases, steric blocking diminishes and bond
formation dominates at the higher attraction strengths required for kinetic
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arrest. Eventually, at low enough volume fraction the dense gel boundary
intersects the fluid-fluid demixing boundary, and kinetic arrest appears to be
triggered by spinodal phase separation [85].
We have seen in Chapter 3 that particle shape anisotropy strongly mod-
ifies the onset of nonequilibrium glassy states. This includes a striking
non-monotonic dependence of the repulsive force driven vitrification vol-
ume fraction on the degree of anisotropy of dumbbells [86], triatomics [37],
spherocylinders [37, 39], ellipsoids-of-revolution [38, 69], and more complex
shapes [87, 88]. Similar non-monotonic variation has been observed for the
jamming packing fraction of hard granular ellipsoids and spherocylinders [40].
Recent theoretical advances have been reported for uniaxial hard particles
based on ideal MCT that includes translational and rotational degrees of
freedom [36]. However, the full ideal MCT of nonspherical particles is suf-
ficiently complex that it has seen limited application to the vast array of
particle shapes now possible to realize experimentally. Moreover, the role
of strong short range attractive forces in nonspherical particle fluids has not
been addressed by ideal MCT, and the long time dynamics of glass or gel
forming nonspherical particles are not properly described because of the ne-
glect of activated hopping.
Before proceeding, it is important to discuss several issues related to the
additional complexity of physical gelation that impact the applicability of all
existing theories, including ours. At low enough volume fraction (perhaps
below ∼ 0.35 − 0.45), experiments [85, 89, 90, 91] find physical gelation oc-
curs in a two phase region where domains of locally concentrated particles
accumulate via a spinodal decomposition mechanism. This route to gelation
is not directly treatable based on existing theoretical methods which apply
only in the homogeneous phase. Moreover, both MCT and NLE theory do
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not account for global connectivity constraints such as bond percolation, a
consideration not important for dense glasses or gels, but potentially rele-
vant for lower concentration gels (outside the regime of our present interest).
Hence, the ideal nonergodicity transition of MCT, or kinetic arrest at the
single particle level predicted by NLE theory, may not always correspond
to global solidification, but rather only local dynamical trapping perhaps
into a non-space spanning cluster (compact or fractal) phase. We note that
cluster scale arrest has been tentatively treated within a schematic version
of ideal MCT [92]. However, this approach has not been implemented in
a quantitative or microscopic fashion, and activated hopping processes are
ignored.
We present, in this chapter, a study of the behavior of shape-anisotropic
particle fluids in the various dynamically arrested states. Section 4.1 presents
the equilibrium and non-equilibrium state diagrams of shape-anisotropic par-
ticles. Section 4.2 discusses the dynamic free energies in the different regions
of the non-equilibrium state diagram, and makes connections with experi-
ments and simulations. Calculations of the localization lengths and elastic
moduli are presented in Section 4.3, followed in Section 4.4 by a study of
activated barrier hopping, kinetic arrest, relaxation times, and diffusion con-
stants. Section 4.5 dicusses the dynamic fragility and trends in the free
energy barrier, Section 4.6 summarizes the results.
4.1 Equilibrium and Non-Equilibrium State Diagrams
In Chapter 3 we presented a study of the glassy dynamics of fluids of shape-
anisotropic particles interacting through a purely hard core potential. In this
chapter we discuss the effects introducing short range ‘sticky’ interactions be-
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tween these particles. The potential is modeled as an exponentially decaying
attraction of strength ε, and range a.
U(r) =∞, r ≤ σ
U(r) = −εe− (r−σ)a , r > σ
(4.1)
Generally, a << σ (site diameter) for colloidal and nanoparticle suspensions.
Calculations of the ideal center of mass-NMCT nonergodicity boundaries
(dynamic crossover) associated with excluded volume caging (glass), and
bond formation (gelation), as well as calculations of the liquid-gas spinodal
are performed.
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Figure 4.2: The fluid-fluid spinodal (dashed) and ideal NMCT nonergodicity
transition (solid) curves in the representation of contact attraction
strength (in thermal energy units) versus volume fraction for spheres
(light blue circles) and snub disphenoids (green diamonds) with at-
traction ranges of a = 0.02σ (filled circles and diamonds), and
a = 0.10σ (open circles and diamonds).
Figure 4.2 shows representative results for the spinodal curve and ideal
MCT non-ergodicity boundary for the sphere and snub disphenoid at attrac-
tion ranges of a = 0.02σ and a = 0.10σ. The figure shows that the locations
of the ideal nonergodic (solid lines) and the spinodal boundary (dashed lines)
are a function of both, particle shape, and attraction range. The ‘re-entrant
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nose’ in the fluid-to-nonergodic solid boundary becomes less prominent, and
the gap between the ideal nonergodicity and spinodal boundaries narrows,
with increasing attraction range. Increasing the range of attraction promotes
spinodal demixing at lower ε, but weakly modifies the fluid-to-gel transition.
For both a = 0.10σ systems, the ideal nonergodicity boundary approaches,
and presumably would cross, the demixing boundary at φ ∼ 0.3− 0.35. The
figure illustrates that dynamic crossover occurs in the homogeneous regime
for the a = 0.02σ case, a conclusion tempered by the caveats discussed in the
Introduction. In the remainder of this chapter, the attraction range is fixed
at a = 0.02σ.
4.1.1 Re-Entrant Behavior
Figure 4.3 presents the conditions for the CM-NMCT fluid-to-nonergodic
solid ideal arrest transitions for various particle shapes. The ε = 0 ‘ather-
mal’ results in Figures 4.2 and 4.3 represent the hard core limit where an
ideal glass forms at a volume fraction φc,HS that signals the emergence of
an entropic barrier. For fixed φ < φc,HS, a fluid-to-gel transition occurs at
high enough attraction strength, εc, which increases with decreasing volume
fraction. A glass-to-fluid ‘re-entrant glass melting’ transition occurs a little
beyond φc,HS for short-range attractions, and more generally when the at-
traction range is less than roughly the glass localization length. When parti-
cles become more attractive, heterogeneous clustering creates extra local free
volume, weakens cage coherence, and loosens dynamical constraints. How-
ever, as the attraction strength is increased further, a fluid-to-attractive glass
transition occurs due to the formation of physical bonds between the sticky
particles. This series of kinetic transitions from glass-to-fluid-to-attractive
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glass results in the characteristic re-entrant nose in the nonequilibrium phase
diagram. Whereas, the glass region is characterized by relatively long local-
ization lengths (a tenth of the particle diameter) which correspond to the
topological cage, and shorten with increasing volume fraction, the gel region
is characterized by shorter localization lengths commensurate with the at-
traction range. Similarly the glassy barrier location occurs at longer length
scales than the gel barrier location.
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Figure 4.3: Ideal NMCT dynamic arrest diagram (solid lines, and filled symbols)
and the glass-to-attractive glass transition lines (dashed lines, and
open symbols) at an attraction range of a = 0.02σ for many different
shapes: spherical particles (light blue circles), rods of 6 sites (dark
blue diamonds), rods of 8 sites (dark blue triangles), hexagonal par-
ticles (pink circles), disks of 8 sites (red diamonds), cubes (green
squares), and octahedra (green triangles).
Figure 4.3 shows that the fluid to non-ergodic solid transition is highly
shape dependent. This shape dependence is observed even though the non-
ergodic boundary only represents a shift to activated center of mass trans-
lation where rotations are frozen. The figure illustrates the prediction of
re-entrance for these shape-anisotropic colloidal suspensions. The re-entrant
nose appears at an attraction strength of ε = 2− 2.35kBT for all the shapes
studied. Figure 4.3 also demonstrates that glass-fluid-gel reentrance is sup-
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pressed for higher dimensional particles, i.e., the nose is more prominent in
lower dimensional particles. The width of nose is ∼ 0.033φ for spherical parti-
cle fluids, ∼ 0.028φ for 1-dimensional particles (rods and rings), ∼ 0.024φ for
2-dimensional particles (disks), and ∼ 0.014φ for 3-dimensional (polyhedral)
particles.
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Figure 4.4: The center-of-mass static structure factor as a function of dimension-
less wavevector for fluids of hexagonal particles at φ = 0.33 (in the
re-entrant region) at different attraction strengths. Note the non-
monotonic behavior of the primary peak in the re-entrant region.
Inset: corresponding site-site radial distribution functions near con-
tact. Note contact value monotonically increases with attraction
strength.
As an illustration of the connection between ideal dynamical arrest
and structure, Figure 4.4 plots the CM static structure factor of a fluid of
hexagons at a volume fraction of 0.33, i.e., in the re-entrant region of Fig-
ure 4.3. Note that the zero wavevector value of the structure factor (dimen-
sionless compressibility) increases monotonically with attraction strength,
indicating an increase in long-wavelength number density fluctuations and
enhanced clustering for highly attractive particles. However, the cage scale
peak height varies non-monotonically with ε, suggesting small attractions
disorder cage coherence, the classic MCT interpretation of glass melting for
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spheres. This non-monotonic behavior, although significantly weaker, is also
observed at lower volume fractions (not shown). The inset of Figure 4.3
demonstrates that the contact value of the site-site pair correlation function
monotonically increases with attraction strength, even in the re-entrant re-
gion. Hence, at the most local scale, attractions always enhance real space
clustering.
4.1.2 Repulsive Glass − to − Attractive Glass Line
The dashed line extensions of the upper branch of the nonergodicity bound-
aries in Fig. 4.3 indicate the emergence of a gel localization length in addition
to the glassy localization length at a fixed volume fraction, and with increas-
ing attraction strength. There exists a small region in phase space, directly
above the dashed line, where both glassy loncalization length, and barrier, as
well as gel localization lenth and barrier appear in the dynamic free energy.
The dashed line signifies a ‘repulsive glass-to-attractive glass’ transition, a
well known feature in the ideal MCT of spherical particles. These curves ter-
minate at a point called the ‘A3 singularity’ in ideal MCT [84]. Interestingly,
the width in volume fraction of this feature is particle shape dependent, be-
ing widest for the noncompact rods and disks. As discussed in Section 4.2,
crossing this dashed curve marks the emergence in the dynamic free energy
of two local minima and ‘coexistence’ of a short localization length (∼range
of attraction) and longer glassy localization length.
4.2 Dynamic Free Energies
The ideal NMCT dynamic phase diagram exhibits many boundaries and
regimes. The primary goal of our work is to go beyond these boundaries
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and use NLE theory to investigate activated dynamics and kinetic arrest in
the various regimes where the physics is expected to be different. Moreover,
we shall demonstrate that by studying activated dynamics, and hence the
localization length and barrier location, new regions of distinct dynamical
behavior can be identified, albeit in terms of ‘fuzzy boundaries’.
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Figure 4.5: A schematic of the nonequilibrium phase diagram including the glass-
attractive glass transition line, and the several trajectories directions
in which calculations have been performed.
In this section, we explore the different regions of the non-equilibrium
phase space by examining the dynamic free energies in these regions along
the trajectories indicated in blue by Figure 4.5. Trajectory (1) in Figure 4.5
represents the crossover from the fluid to gel regions. The glass − to− fluid−
to − gel re-entrant transition is represented by Trajectory (2). Trajectory (3)
represents the transition from the glass to attractive glass region through the
coexisting glass and gel localization length regime. Finally, Trajectory (4) is
a trajactory from the gel to attractive glass region far above the coexisting
localization length regime.
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4.2.1 Trajectories in the Dynamic Phase Diagram
The dynamic free energy as a function of particle center of mass displacement
controls all single particle dynamics. We have performed many calculations
of Fdyn throughout the ε − φ plane and for many different shapes. Here
we present representative examples of what we find in the context of the
8-sited disk. Figure 4.6 shows four examples of the distinct dynamic free
energy curves found corresponding to four trajectories (labeled (1),(2),(3),(4)
in Fig. 4.5), including their evolution with reduced inverse temperature (ε)
or volume fraction.
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Figure 4.6: Dynamic free energy curves as a function of dimensionless particle
center of mass displacement for disks of 8 sites at: (1) φ = 0.35
and increasing attraction strength corresponding to trajectory 1 in
Fig. 4.5, (2) φ = 0.39 and increasing attraction strength correspond-
ing to trajectory 2 in Fig. 4.5, (3) φ = 0.435 and increasing attraction
strength corresponding to trajectory 3 in Fig. 4.5, and (4) ε = 2.8 and
increasing volume fraction corresponding to trajectory 4 in Fig. 4.5.
The inset in (4) illustrates the barrier location for ε = 2.8 as a func-
tion of volume fraction.
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Figure 4.6(1) shows how Fdyn changes as interparticle attraction increases
from fluid to gel at a fixed volume fraction well below the re-entrant region,
trajectory (1) in Figure 4.5. The dynamic free energy is a monotonically
decreasing function of particle displacement in the fluid region (ε = 2.5),
and then develops a very short (‘gel-like’) localization length as attractions
increase. At higher attraction strengths, the localization length decreases
further, the barrier grows, and the barrier location (rB) occurs at a very
small particle displacement, often smaller than the corresponding localization
length of a purely hard core glass forming system.
Figure 4.6(2) displays dynamic free energy curves in the re-entrant re-
gion, as defined per ideal MCT as trajectory (2) in Figure 4.5. In the low
attraction strength glassy regime, the localization length is relatively large
(∼ 0.1 − 0.2σ, glass-like), then disappears when Fdyn becomes a monoton-
ically decreasing function of r as the attraction strength increases and the
‘glass melts’ due heterogenous clustering of the disks, creating space for other
disks in the fluid to flow. As the attraction strength further grows, particles
form physical bonds which is manifested in Fdyn as a very short localiza-
tion length (of order or smaller than the range of the attraction, 0.02σ) and
shorter barrier location.
Figure 4.6(3) presents results at higher volume fraction beyond the ideal
NMCT re-entrant regime where increasing attraction strength triggers a
glass-to-attractive glass transition, trajectory (3) in Figure 4.5. A single,
rather large localization length and barrier location (rB ∼ 0.5σ) per glassy
behavior is present at ε = 0.1. But, as attractions increase, a weak double
localization well and double (low) barrier form of Fdyn emerges corresponding
to a dynamical coexistence of glass and gel like states. Recall that the glass-
to-attractive glass transition (dashed lines in Figure 4.3) simply delineates
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the locus of points where a short length scale minimum first emerges. As
attraction strength further increases, the short bonding localization length
feature becomes more prominent, and the longer caging localization length
feature disappears. However, unlike in the re-entrant region, the barrier re-
mains at a displacement characteristic of the glass, and corresponding to the
excluded volume caging mechanism of dynamic arrest.
Thus, Figure 4.6(2) shows that, in the re-entrant region, both the glassy
localization length and glassy barrier location disappear in the fluid regime,
and are replaced by a shorter localization length and barrier location as
attractions increase further. However, Figure 4.6(3) illustrates that as the
glass-attractive glass region transition line is crossed, the glass-like caging
barrier remains even as the glass-like localization length disappears. Hence,
at these high volume fractions, although strong attractions induce bonding
constraints, they do not destroy the excluded volume cage effect. This dif-
ference further justifies, within the beyond MCT framework of NLE theory,
calling a system in this region of the arrest diagram an ‘attractive glass’, or
‘bonded repulsive glass’ [44], rather than a ‘gel’. Moreover, the form Fdyn
suggests a 2-step activated escape of dynamical constraints, first ‘breaking
physical bonds’ but remaining caged, followed by activated hopping over the
repulsive force like barrier, corresponding to the topological cage.
An especially interesting feature in Figure 4.6(3) is the double minimum
in the dynamic free energy curves. With increasing volume fraction, the
glassy localization length shifts to smaller values and the two minima merge
into a single minimum. The endpoint (A3) of the glass-attractive glass line
in Figure 4.3 indicates where the two minima merge. Recall that the length
of the glass-attractive glass boundary increases with particle aspect ratio and
decreasing effective dimensionality. The physical reason is that glassy local-
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ization lengths decrease more rapidly with volume fraction (see Chapter 3) as
particle compactness increases [87]. Hence, the glass and gel minima merge
more quickly in the case of higher dimensional particles.
Figure 4.6(4) shows the dynamic free energy with increasing φ at a fixed
attraction strength, ε = 2.8, above the re-entrant nose and the dynamical
coexistence region, i.e., trajectory (4) in Figure 4.5. Although the localization
length is dominated by short attraction range (bonding), a large and abrupt
shift in barrier location occurs as φ increases from the gel to attractive glass
region. This sudden shift of the barrier location is not accessible within ideal
MCT, which treats barriers as infinite once the fluid to non-ergodic boundary
is crossed. The abrupt shift in barrier location provides the basis for defining
a blurred dynamical boundary between the dense gel and attractive glass
states at high attraction strengths, indicated by the almost vertical short
dashed line emanating from the nose in the inset of Figure 4.7. Note again
the broad displacement range separating the localization length and barrier
location, a signature of a mixed glass-gel type of kinetic arrest.
The dynamic free energy behaviors are very rich. Perhaps the most in-
triguing is the behavior in Figure 4.6(3)) which corresponds to increasing
attraction strength at a volume fraction where the glass-to-attractive glass
boundary in crossed, to the left of the A3 point. Besides the presence of 2
minima and maxima that defines the dynamical boundary, at higher attrac-
tion strengths a 2-step type of mixed relaxation process is suggested despite
the fact that formally there is only a single localization well (gel-like) and a
sinlge barrier (glass-like). However, the barriers associated with the double
localization form, or the 2-step mixed states, are low, of order thermal en-
ergy or smaller. Hence, activated dynamics would barely be present if the
NLE was numerically solved by stochastic trajectory simulation. The ques-
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Figure 4.7: Dynamic free energy curves asa function of dimensionless particle
center of mass displacement for disks of 8 sites at φ = 0.45, beyond
the A3 point and corresponding to the green trajectory in the inset.
The inset shows a schematic of the non-equilibrium phase diagram
with the fluid, repulsive glass, gel, and attractive glass regions. The
dashed red line indicates the region of phase space corresponding to
a sudden shortening of the localization length from the cage scale
(glassy) to attraction range scale (gel-like) values, while the dashed
blue line demarcates the blurred dynamical boundary coresponding
the abrupt rise in the barrier location from glass-like to gel-like val-
ues. The dynamical coexistence region is shaded in grey.
tion then arises how the Fdyn evolves with attraction if the volume fraction
is even higher, such that a vertical trajectory passes to the right of the A3
point.
Figure 4.7 addresses the above issue and suggests a new strongly acti-
vated dynamical regime is present at higher volume fractions. Here there is
a region of continuous, but very rapid, change in localization length. This
behavior defines another ‘fuzzy’ dynamical boundary, indicated by a thin red
dotted line in the inset which lies beyond the A3 point. This feature has no
analog in ideal MCT since its distinguishing feature lies in the form of the
dynamic free energy. The change from a short gel-like barrier location to a
longer glassy barrier location, indicated by the thin blue dotted line, allows
a mixed attractive glass region to be identified as falling within these two
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dotted lines. In this region one expects a clear 2-step activated relaxation
process.
The main frame of Figure 4.7 displays the dynamic free energy curves of
a fluid of 8-sited disks at a fixed φ = 0.45 and increasing attraction strength
along a trajectory that crosses the red dotted line (indicated by the green
arrow in the inset). One sees the abrupt emergence of a short localization
length, and an effectively 2-step barrier hopping mechanism of relaxation
at the high attraction strength of ε = 2.2 characterized by a near linear
form of Fdyn over an extended region of intermediate particle displacements
(r ∼ 0.1− 0.45σ). Moreover, the barriers to ‘breaking’ the tight bond are of
order 3kT high, while the barrier to traverse the extended linear regime and
surmount the excluded volume cage constraints is nearly as large. Hence, one
expects a clear 2-step activated dynamics given the barriers are significantly
larger than thermal energy. Note that despite qualitative changes of the form
of the dynamic free energy at displacements below the barrier, the location
of the barrier is nearly invariant at the glass-like caging value of roughly one
half a site diameter.
The 2-step barrier region discussed above is a subset of the attractive
glass region, and its details and breadth in the kinetic arrest phase dia-
gram depend on volume fraction, attractive strength, and particle shape.
We suspect this regime is relevant to recent experiments and computer sim-
ulations [44, 45]. As volume fraction increases further, the clear 2-step form
of the dynamic free energy smoothly disappears, and is replaced by a much
gentler transition from a repulsive glass to attractive glass with regards to
both the localization length and barrier location. Two-step like dynamics
might still be resolvable (i.e., bond breaking followed by cage escape) but
any definitive statement will require solving the NLE with stochastic Brow-
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nian simulation methods.
4.2.2 Qualitative Comparisons with Experiment & Simulation
With knowledge of the dynamic free energy, the stochastic NLE can be nu-
merically solved using Brownian trajectory simulation. This program has
been carried out for hard core sphere [32] and rod [93] (at the CM level) flu-
ids. Predictions for all single particle time correlation functions can then be
made, including the mean square displacement (MSD), nongaussian param-
eters, van Hove function, and translation-relaxation decoupling. Performing
such calculations for the present systems is beyond the scope of this study.
However, we can qualitatively deduce the type of activated dynamics ex-
pected for the MSD simply by examining the form of the dynamic free en-
ergy. This is the subject of the present section, and we compare qualitatively
with findings from recent simulations [44] and rheology experiments [45] on
spherical attractive particles. The NLE approach has been extended to treat
nonlinear viscoelasticity and yielding, and the key physics of deformation
does follow directly from knowledge of the dynamic free energy [31].
Zaccarelli and Poon [44] have recently used event-driven molecular dy-
namics simulation to probe to unprecedented long times the mean-square
displacements of spherical particles in the glass, gel, and attractive glass re-
gions of the dynamic phase diagram. This has led to some revision of the
proposed nature of the nonequilibrium phase behavior. They found particles
in the pure glass (ε = 0) regime are localized for a long time on a length
scale dictated by excluded volume caging constraints. However, particles at
similar volume fractions but having large attractions, i.e., in the attractive
glass region of the nonequilibrium phase diagram, are first localized for a rel-
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atively short duration at a much smaller length scale commensurate with the
attraction range. Particles then begin to escape their bonding constraints
and exhibit an extended sub-diffusive behavior, followed by re-trapping on a
length scale characteristic of repulsive force caging. Hence, a 2-step type of
dynamics occurs at the single particle level, which was suggested to be rele-
vant to the experimental observation of 2-step yielding [45]. The suggested
physical picture for the later is that particle bonds are first broken by stress,
but the unbonded particles remain trapped by repulsive force caging and do
not flow until such excluded volume constraints are destroyed at a higher ap-
plied stress. These simulation and rheology observations seem qualitatively
consistent with the 2-step activated nature of the dynamic free energy in
Figures 4.6 and 4.7, which are characterized by a gel-like localization length
but a glass-like barrier location. Specifically, NLE theory predicts that first
physical bonds will be broken via a thermally-induced activated process cor-
responding to a small particle displacement. This event is then followed in
time by a relatively long uphill activated diffusion process to surmount the
glass-like barrier and fully escape dynamical caging constraints.
The simulation study also found that whereas a particle in the attractive
glass region of the state diagram is eventually trapped in its topological cage,
particles at slightly lower concentrations (dense gel region) are only influenced
by bonding constraints. Here, once particles break their sticky bonds, they
are no longer constrained by a steric cage. This behavior is qualitatively
consistent with the dynamic free energies in Figure 4.6(4). The inset of Fig-
ure 4.6(4) shows how a slight decrease in the volume fraction triggers a large
reduction in barrier location which is characteristic of gels. The change in
the barrier location is likely the reason for crossover of activated dynamical
mechanism, at the same attraction strength, from the regime where parti-
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cles having escaped from their bonding constraints are again trapped in an
excluded volume cage (higher φ, attractive glass regime), to a regime where
particles exhibit subdiffusive motion with increasing apparent exponent and
without being trapped by their neighbors (lower φ, gel regime).
4.3 Localization Lengths and Elastic Moduli
The localization length at the nave MCT follows from numerically solving
Eq. 2.17. Sample calculations for 8-site rods, 8-site disks, and snub disphe-
noids at high (ε > 1.5) and low (ε < 0.85) attraction strengths within the
glassy region are presented in Figure 4.8a. Below the glass-to-attractive glass
transition line, Fdyn has only one minimum. The corresponding localization
length changes suddenly (although continuously) from glass-like to gel-like
values as the volume fraction increases. As seen in Figure 4.8a, this sud-
den change is more prominent at higher attractions, i.e., closer to the glass-
attractive glass line, corresponding a sharp crossover from caging dominated
localization to bonding dominated localization as volume fraction increases.
Whereas the localization length is nearly an exponentially decreasing func-
tion of volume fraction at lower attraction strength [87], at higher values of
ε there is a sudden drop in the log-linear plot. The barrier location for all
the examples shown in Figure 4.8a remains at the excluded volume caging
length scale.
The elastic shear modulus, G′, is calculated using Equation 2.21. The
only input required is the NMCT localization length and the center of mass
structure factor. We employ it as a sensible approximation of the physically
relevant intermediate time plateau of the stress relaxation function, G(t),
associated with the transiently localized state which continues to exist even
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Figure 4.8: (a) Natural logarithm of the center of mass localization length in
the glassy regime, i.e., below the glass-to-attractive glass transition
line (trajectory b in Figure 4.5), as a function of volume fraction for:
spherical particles at ε = 1.02 (open black circles), 8-sited rods at
ε = 1.56 (filled dark blue triangles), 8-sited rods at ε = 0.51 (open
dark blue triangles), 8-sitet disks at ε = 1.62 (filled red squares),
8-sited disks at ε = 0.51 (open red squares), snub disphenoids at
ε = 1.72 (filled green diamonds) and ε = 0.83 (open green diamonds).
(b) Analogous plot of the elastic shear modulus in units of kTσ3.
in the presence of activated hopping at long times. Calculations of the elas-
tic shear moduli corresponding to the systems in Figure 4.8a are shown in
Figure 4.8b. Unlike the pure glass hard core systems (ε = 0) which display
elastic moduli that grow exponentially with volume fraction [87], G′ in the at-
tractive glass and gel-like state grow in a sub-exponential manner regardless
of whether φ (trajectory (c) in Fig. 4.5) or attraction strength (trajectory (d)
in Fig. 4.5) is increased from the gel line. The modulus in the glass-attractive
glass crossover regime exhibits jumps at the same volume fractions where the
sudden drops occur in Figure 4.8a.
Figure 4.9 presents modulus calculations in the gel region as a function
of φ and attraction strength. The log-linear format employs the volume frac-
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Figure 4.9: Natural logarithm of the elastic modulus as a function of the distance
from the ideal gel transition. The open symbols show the behavior
at fixed ε and increasing φ (top axis). The filled symbols show the
behavior at fixed φ and increasing ε (bottom axis). The shapes
included are 6-site rods at φ = 0.20 (filled blue triangles), octagonal
particles at φ = 0.25 (pink circles), 8-site disks at φ = 0.25 (red
squares), octahedra at φ = 0.45 (filled green diamonds), spheres at
ε = 3.38 (open black circles), 8-site disks at ε = 3.26 (open red
squares), octahedral particles at ε = 3.84 (open green diamonds).
tion or attraction strength relative to its ideal NMCT transition (dynamic
crossover) value as the control variable. The functional dependence is nei-
ther exponential nor power law. Both the fixed volume fraction and fixed
attraction strength calculations tend to collapse, exhibiting a relatively weak
particle shape dependence based on the arithmetic difference control vari-
able. The moduli are presented in units of kTσ3, which equals ∼ 4 Pascals
for σ = 100 nm at room temperature. Hence, the absolute magnitudes in
Figure 4.9 vary from ∼ 200 Pa to 5 MPa for a colloid composed of 100 nm
elementary units.
All modulus calculations in Figures 4.8 and 4.9 (and others not pre-
sented) are in good agreement with the analytic ultra-local limit theory pre-
diction we derived previously (Eq. 3.7). The ultralocal theory analysis relates
the elastic shear modulus, localization length, volume fraction, and the num-
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ber of sites in an extended particle. We find it describes our numerical G′
calculations extremely well irrespective of the region of the nonequilibrium
state diagram, except immediately above the glass-to-attractive glass tran-
sition line where two distinct localization lengths (separated by a very low
barrier) are predicted.
4.4 Activated Relaxation and Kinetic Arrest
The mean barrier hopping time under diffusive barrier crossing conditions is
well described by Kramers first passage time formula when the dynamic free
energy has only a single barrier that exceeds 2− 3kT :
τhop
τs
=
2pi√
KLOCKB
eFB . (4.2)
Here, KLOC and KB are the absolute value of curvatures at the localization
length and barrier (in units of kT/σ2), respectively, and τs = βζsσ
2 = σ2/Ds
is the elementary ‘short time’ scale defined in terms of the short time diffusion
constant and site diameter. For spherical particles, the Kramers time closely
correlates with the relaxation time of the incoherent dynamic structure factor
on the cage length scale, and hence is a simple estimate of single particle
structural relaxation.
The main frame of Figure 4.10 shows the dimensionless barrier hopping
time is an exponential function of the barrier height over ∼ 10 orders of
magnitude (barriers ∼ 2 − 22kT ) at state points corresponding to trajecto-
ries (c) and (d) in Figure 4.5. In an effective sense, this result shows that
to leading order the prefactor in Eq. 4.2 is roughly constant. The inset of
Figure 4.10 demonstrates that although the hopping time has the same ex-
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Figure 4.10: Natural logarithm of the normalized hopping time as a function
of the barrier height in the gel region, for the 8-site rod at φ =
0.20 (filled dark blue triangles), 8-site disks at φ = 0.35 (filled red
squares), octahedra at φ = 0.45 (filled green diamonds), spheres
at ε = 3.38 (filled black circles), and snub disphenoids at ε = 3.97
(filled pink pentagons). The plot shows the universal exponential
dependence of the hopping time on the barrier height in the gel
region. Inset: analogous results for the 8-site rod at ε = 0.5 (open
dark blue triangles), 8-site disks at ε = 1.0 (open red squares), snub
disphenoids at ε = 1.7 (open green diamonds).
ponential dependence on FB, the prefactor becomes smaller with increasing
ε in the repulsive glass region (trajectory (b) in Fig. 4.5). Hence, the nearly
constant prefactor M varies weakly depending on whether the system is in
the glass-like or gel-like regime. Specifically, we find that below the re-entrant
nose (i.e. in the repulsive glass regime) Mglass = 0.004−0.08, whereas in the
gel regime Mgel = 0.0003− 0.001 in the following equations.
τhop
τs
=Mglasse
0.95FB (4.3)
τhop
τs
=Mgele
0.98FB (4.4)
The difference between the numerical factor in the exponent of Equations 4.3
and 4.4, and deviations from unity, are insignificant. The prefactor, M , is
much smaller for gels since it is inversely related to the curvature at the
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localization length, which tends to be several orders of magnitude larger
for gels than glasses. Physically, this also corresponds to a higher attempt
frequency of a localized particle attempting to surmount the barrier.
Knowledge of the activated relaxation time allows the experimentally
relevant question of when kinetic arrest occurs to be addressed. Kinetic ar-
rest in the laboratory depends on an absolute criterion, typically when a
relaxation time exceeds ∼ 100 − 10, 000 seconds. To quantitatively imple-
ment Eq. 4.10 requires a knowledge τs = σ
2/Ds. For most systems τs is
not precisely known since the short time diffusion constant of nonspherical
particles contains complicated hydrodynamics and collision physics.
As a concrete example, consider a σ = 400 nm hard sphere colloid. At
φ ∼ 0.5, we previously estimated, in Chapter 3, τs ∼ 3 seconds. This time
scale depends on volume fraction, temperature, solvent viscosity, particle
size, and particle shape. For example, it grows as the cube of the sphere
radius. Hence, as particle diameter varies from 100 nm to 1 µm, τs increases
from ∼ 0.05 to 50 seconds. The latter implies a kinetic arrest criterion of
τhop/τs ∼ 2 − 2000 or 200-20,000 for an experimental arrest time scale of
100 or 10,000 seconds, respectively. We use these estimates to guide our
model calculations of kinetic arrest phase diagrams. Qualitative trends will
not depend strongly on the precise criterion since it enters as basically a
prefactor effect.
Figure 4.11 shows the nonequilibrium phase diagram for spheres, 8-site
rods, 8-site discs, and snub disphenoids, based on the kinetic arrest condition
τhop/τs = 1000. This criterion results in kinetic arrest at a volume fraction ∼
0.59 for hard spheres, a typical value quoted experimentally for colloidal
suspensions [73]. For comparison, the kinetic boundary for 8-site rods for
an arrest criterion of τhop/τs = 10 is also shown, along with the dynamic
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Figure 4.11: Kinetic arrest boundary corresponding to an arrest criterion of
τhop/τs = 1000 for several shapes (dotted lines and filled symbols):
8-site rods sites (filled dark blue triangles), spheres (filled black cir-
cles), 8-site disks (filled red squares), and snub disphenoids (filled
green pentagons). The ideal NMCT dynamic crossover boundary
(filled dark blue triangles and solid lines), glass-to-gel curves (open
triangles and solid lines), and the kinetic arrest boundary (open
triangles and dotted lines) at the τhop/τs = 10 criterion, are also
shown for fluids of 8-site rods.
crossover boundary (NMCT transition) for the rods. Comparing Figure 4.2
and Figure 4.11, intersection of the kinetic arrest boundary with the spinodal
will still occur, but its precise location in volume fraction depends on particle
shape, short time dynamics, and experimental (or simulation) kinetic arrest
criterion.
Figure 4.11 also demonstrates that the re-entrant nose becomes less
prominent in the kinetic arrest diagram, although the details depend on
particle shape and arrest criterion. The re-entrant nose is more prominent
for the lower arrest criterion, emphasizing the slower growth of the barrier
at lower attraction strengths. Comparing Figure 4.3 and Figure 4.11, we see
that the shift of the kinetic boundary relative to its dynamic crossover analog
is substantial and system-specific.
The Kramers time provides a useful estimate of a mean structural re-
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laxation time in the gel, and low attraction strength glassy regime, where
Fdyn is largely characterized by a single localization well. However, it is less
reliable under the circumstances where Fdyn consists of two different features,
one gel-like and one glass-like, where it is expected that the dynamics shows
a 2-step character, e.g., in Figures 4.6 and 4.7. For such very interesting
cases, full solution of the NLE theory using stochastic trajectory methods is
required for quantitatively reliable analysis.
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Figure 4.12: The natural logarithm of the normalized Kramers hopping time as
a function of attraction strength, along the green trajectory in the
inset of Fig. 4.7, for spheres at φ = 0.49 (filled black circles), disks of
8 sites at φ = 0.45 (filled red squares), snub disphenoids at φ = 0.53
(filled green triangles), and spheres at φ = 0.59. The inset displays
the natural logarithm of the hopping diffusion constant normalized
by its value at ε = 0 for the same systems.
Figure 4.12 presents representative results for the hopping time and dif-
fusion constant in the mixed attractive glass regime corresponding to the
green vertical trajectory through the red dashed line beyond the A3 in the
inset of Fig. 4.7. A hopping diffusion constant is defined as,
Dhop ≡ (rB − rLOC)
2
6τhop
≡ ∆r
2
6τhop
. (4.5)
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where ∆r is a ‘jump distance’. Results are shown for the sphere, 8-disk, and
snub disphenoid just beyond the A3 point, plus the sphere at a much higher
volume fraction of φ = 0.59 where there is no rapid transition from glass
to gel-like localization length. The diffusion constants are normalized by
their athermal pure glass values in order to highlight the effect of increasing
attraction.
Figure 4.12 shows that when the vertical trajectory passes close to the
A3 point the relaxation time and diffusion constant are initially nearly invari-
ant to the introduction of a short range attraction. Analysis of the behavior
of the individual quantities that determine the mean hopping time and dif-
fusion constant reveals the barrier height does decrease slightly (by less than
1kT ), and the localization well curvature also decreases modestly. Hence, in
the Kramers equation these two effects tend to compensate, leading to the
observed near invariance. However, once the strength of attraction increases
so that the dashed red line in Figure 4.7 is approached and crossed, there
is a large speeding up of the dynamics. The physical origin is not a major
change of the barrier height, but rather the dramatic shift from a glass-like
localization state to a tight gel-like one characterized by a much higher well
curvature, KLOC . For example, for the sphere at φ = 0.49 the localization
length varies between 0.075σ to 0.065σ for ε = 0→ 1.5, but then undergoes
a continuous, but rapid, decrease to ∼ 0.01σ as ε→ 1.9. This sudden short-
ening of the localization length is accompanied by a sharp rise in the well
curvature. As a result of such a change of the dynamic free energy, the re-
laxation time decreases by roughly an order of magnitude, and the diffusion
constant increase by a modestly larger factor of ∼ 15 since the jump dis-
tance is enhanced. The extent of this rise in the hopping diffusion constant
decreases as the system moves farther away from the A3 point. Moreover,
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this jump in diffusion constant occurs for all particle shapes. As the attrac-
tion strength continues to grow, FB increases rapidly due to strong bond
formation, despite the fact that the barrier location remains glass or caging-
like. This results in a dramatic increase (decrease) of the relaxation time
(diffusion constant) for all shapes, and hence the non-monotonic variability
with attraction strength, as seen in Figure 4.12.
As the volume fraction increases well beyond the A3 point, the non-
monotonic relaxation and diffusion behavior becomes less prominent, and
ultimately disappears. An example is shown in Figure 4.12 for the φ = 0.59
spherical particle system. The reason is that at very high volume fractions
the localization length even in the hard sphere glass limit is very short (of
order the attraction range). Hence, as interparticle attractions increase form
ε = 0, no dramatic changes of the localization length occurs, and thus all
dynamical properties vary smoothly and monotonically.
4.5 Dynamic Fragilities and Universalities
Given the applicability of Eqs 4.3 and 4.4, it is clear that the volume frac-
tion and temperature dependent barrier controls the hopping time for the
regions of the nonequilibrium phase diagram, in which, the calculations in
Figure 4.10 were performed. The rate at which relaxation slows down with
cooling or concentration is traditionally quantified by the dynamic fragility.
The expressions for dynamic fragility are given by Equations 3.13 and 3.14.
In the case of attractive colloidal particles, we have the following equation.
mT =
d
Tg/T
log(τhop)|T=Tg =
d
ε/εg
log(τhop)|ε=εg =
0.98
2.3
dFB(ε, φ)
ε/εg
|ε=εg (4.6)
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It is clear form these expressions that dynamic fragility is directly related to
how the barrier grows with volume fraction or reduced inverse temperature.
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Figure 4.13: Dynamic free energy barrier height as a function of the difference
variable, φ− φc. The open symbols indicate results for fixed ε = 1
(direction b in Fig. 4.5), whereas the filled symbols indicate results
at a fixed ε = 1 (direction c in Fig. 4.5). Spheres are indicated by
black circles, octagon are indicated by pink triangles, 8-site disks
are indicated by red squares, and snub disphenoids are indicated
by green pentagons.
Figure 4.13 shows representative calculations of FB(φ) for spheres, oc-
tagons, 8-site disks, and snub disphenoids at fixed ε = 1 and ε = 3 (trajec-
tories (b) and (c) in Figure 4.5). The compact particles show the strongest
dependence and largest dynamic fragilities, while the 1-d objects show the
weakest. No doubt these trends are at least partially a consequence of the
fact that the dynamic crossover volume fraction is much higher for compact
particles compared to the lower dimensional particles.
Figure 4.14 shows the barrier heights as a function of increasing attrac-
tion strength (or inverse dimentionless temperature) above the fluid-gel line
for several particles shapes at various volume fractions. Remarkably, except
for low barriers near the dynamic crossover, at all volume fractions and for
80
 0
 5
 10
 15
 20
 0  0.05  0.1  0.15  0.2
F B
(ε /ε c-1)2
8 Rod, φ=0.20
6 Rod, φ=0.25
8 Disk, φ=0.25
8 Disk, φ=0.35
Sphere, φ=0.35
Snub Disp, φ=0.45
Octahedron, φ=0.45
Figure 4.14: Dynamic free energy barrier height as a function of the dimension-
less and reduced difference temperature variable, (ε/εc − 1)2, for
8-site rods at φ = 0.20 (filled dark blue triangles), 6-site rods at
φ = 0.25 (filled brown circles), 8-site disks at φ = 0.25 (filled red
squares) and at φ = 0.35 (filled pink diamonds), spheres at φ = 0.35
(filled light blue circles), snub disphenoids at φ = 0.45 (filled green
pentagons), and octahedra at φ = 0.45 (filled lavender triangles).
all shapes studied the barrier grows very nearly as a quadratic function of
the distance from the dynamic crossover attraction strength. The rate of
barrier growth (slope of the curves in Figure 4.14) are generally smallest for
the compact particles at high φ.
The parabolic temperature dependence of the activation barrier in Fig-
ure 4.14 agrees with the nearly universal behavior of strong and fragile glass
forming thermal materials empirically established by Elmatad, Chandler, and
Garrahan (ECG) [94]. Hence, our results represent a microscopic theoretical
realization of this parabolic law, the first such demonstration to the best
of our knowledge. Moreover, the physical origin of this behavior is clearly
related to local packing considerations. Of course, our present study is most
relevant to attractive colloids or nanoparticles, not molecular or atomic liq-
uids.
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ECG have shown that the quadratic behavior of the logarithm of the
alpha relaxation time is observed below an empirically deduced ‘onset tem-
perature’, To, as
ln
[
τhop
τs
]
≈
(
J
To
)2(
To
T
− 1
)2
. (4.7)
Although Figure 4.14 illustrates the quadratic dependence of the barrier
height on (ε/εc − 1) beyond a threshold attraction strength, it also shows
that the attraction strength at the ideal gel transition (εc) is not literally the
inverse onset temperature as operationally defined by Eq. 4.7. The NMCT
parameter εc signals the point that the barrier becomes nonzero, but acti-
vated dynamics is not expected to be well developed until the barrier becomes
greater than thermal energy. Hence, the empirically-deduced and literal the-
oretical onset attraction strengths cannot be identical.
The equilibrium structural input to CM-NMCT and NLE theory that
quantifies the Fourier-resolved mean square force on a tagged particle is given
by the ‘vertex’ [62]
V (k) = k4C2cc(k)Scc(k) = Nk
4ω(k)C2ss(k)Sss(k). (4.8)
When barriers are high it is the analytically known that the large wavevec-
tor limit of Eq. 4.8 dominates the predictions of NMCT and NLE theory.
For repulsive pair interactions modeled as hard core, the vertex then be-
comes k-independent at large wavevectors, with an amplitude proportional
to a coupling constant, λ. The latter is a measure of the dynamical mean
square force exerted on a tagged particle by its neighbors and is given by
λ = 96piNφg2ss(σ), where g
2
ss(σ) is the site-site contact value of the radial
distribution function. In Chapter 3 we have also found the barrier height to
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be proportional to this coupling constant for purely hard core systems,
FB ∝ (λ− λc)/λc, (4.9)
once FB exceeds a few kT . The quantity, λc is the coupling constant at the
ideal NMCT transition.
The present systems interact through strong attractions that do change
fluid structure, but continue to have a hard core repulsion and hence a site-
site intermolecular pair correlation function that is discontinuous at contact.
This motivates examining the accuracy of the ultra-local limit barrier expres-
sion as a means of universally understanding, or simultaneously collapsing,
the dependence of FB on volume fraction, attraction strength, and particle
shape. The search for such a universal description is akin to efforts for ther-
mal liquids to find scaling variables that simultaneously describe the density
and temperature dependence of the alpha relaxation time.
To test the above idea, the activation barriers of many shapes in different
regimes of the nonequilibrium phase diagram are plotted versus the normal-
ized variable (λ−λc)/λc, where λc is the value of λ at the ideal nonergodicity
transition. If linearity is found, then any remaining non-universality enters
solely via a slope parameter, K, in FB = K(λ − λc)/λc. We have seen in
Chapter 3 that hard core glass forming nonspherical particle fluids (ε = 0,
trajectory (a) in Fig. 4.5) such a collapse works very well with a universal
value of K ∼ 2.
The left panel of Figure 4.15 plots the barrier height versus (λ− λc)/λc
as it increases from zero at the ideal NMCT gel line. The figure illustrates
that K takes on distinct values not only in different regions of the arrest
diagram, but also as FB increases by moving in a different direction from the
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Figure 4.15: (a) Dynamic free energy barrier height as a function of the normal-
ized coupling constant, (λ − λc)/λc, computed at fixed attraction
strength and varying volume fraction (as in trajectory c of Fig-
ure 4.5) for snub disphenoids at ε = 2.76 (filled, dark blue trian-
gles), hexagons at ε = 2.79 (open, green squares), and 8-site disks
at ε = 3.26 (filled, red squares). Results are also presented at fixed
volume fraction and varying attraction strength (as in trajectory d
of Figure 4.5) for 6-site rods at φ = 0.20 (open, pink circles), 8-site
disks at φ = 0.25 (filled, light blue circles), and snub disphenoids
at φ = 0.45 (open black triangles). (b) Dynamic free energy barrier
height as a function of the normalized coupling constant calculated
by fixing volume fraction and varying attraction strength for cubes
at ε = 1.58 (open black circles), 8-site disks at ε = 1.62 (filled
blue triangles), octagons at ε = 1.65 (filled lavender circles), rods
of 8 sites at ε = 0.51 (filled brown diamonds), disks with 8 sites at
ε = 0.51 (filled red squares), and octahedra at ε = 0.53 (open green
diamonds).
gel line. As the barrier height grows via increasing attraction (trajectory (d)
in Fig. 4.5), K ∼ 6, while K nearly doubles to ∼ 11 when the barrier height
is varied by increasing volume fraction (trajectory (c) in Fig. 4.5). The right
panel of Figure 4.15 shows results along trajectory (b), i.e. fixing attraction
strength and varying ε in the glassy (repulsive glass) region. Here, K is
independent of shape, but increases with attraction strength from K ∼ 2
at ε = 0.
At lowest order, we conclude that the ultra-local limit analytic anal-
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ysis also works well for nonspherical attractive particle fluids in the sense
that it provides an explanation for why the barrier height scales to a good
approximation linearly with the structural parameter λ. In essence, the ef-
fective interparticle force that enters the dynamical vertex is strongest at
contact where the pair correlation function undergoes a jump discontinuity.
The physical interpretation is that it is not directly the attractive force that
is critical, but rather that the attractions induce local particle clustering
which increases the contact value of the site-site pair correlation and hence
enhances the interparticle collision rate. Concerning the significant quanti-
tative variability of the numerical value of the prefactor K with location in
the nonequilibrium phase diagram, some insight follows from the prior ultra-
local analytic analysis [62] which has shown that K is related to the rate
of change of the localization length and barrier location which varies along
different trajectories in the kinetic arrest diagram.
4.6 Summary
We have implemented the center of mass NMCT to determine dynamic
crossover conditions in fluids of sticky shape anisotropic particles, and then
used the NLE theory to study dynamical behavior beyond the crossover. We
find five distinct regions of the non-equilibrium phase diagram: fluid, gel,
repulsive glass, the glass-gel coexistence, and attractive glass regions. The
behavior of the dynamic free energy characterizes these different regions.
The glass-fluid-gel re-entrance, widely found for spherical particles, is
preserved in shape anisotropic particle fluids, and the width of the re-entrant
region is a function of particle shape. The glass (or repulsive glass) region
is characterized by a longer localization length is commensurate with a par-
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ticle’s ‘rattling’ distance within the repulsive cage formed by its neighbors,
as well as longer barrier locations. A particle in the gel state, has short
bonding-imposed localization lengths, commensurate with the range of in-
terparticle attraction, large localization well curvatures, and short barrier
locations. The fluid region is characterized by a monotonically decreasing
dynamic free energy.
The dynamic free energy in the glass-gel coexistence region has a ‘double
well’ indicating transient ‘coexistence’ of gel and glass like localization states.
It has the shorter gel-like localization length and longer glassy localization
length, as well as both gel and glassy barriers. It is a relatively small region
in the phase diagram that lies beyond (at higher volume fractions than) the
re-entrant nose, and the barrier between the two wells tends to be smaller
than 1kBT . We, therefore, do not expect particularly interesting activated
dynamical behavior in this region. However, at similar volume fractions, but
higher attraction strengths, the dynamic free energy displays a short bonding
(gel-like) localization length with large curvatures while the barrier is on the
caging length scale. These two feature of the free energy are separated by
a distinctive linear regime. It is therefore expected that particles in this
region of the phase diagram undergo a 2-step relaxation process, whereby
they first break the attractive bonds with their neighbors, and then escape
the topological cage. This bonding-caging region of the phase diagram is
called the attractive glass region. The repulsive glass to glass-gel coexistence
region terminates at a point called the A3 point.
Beyond the A3 point, i.e., at even higher densities lies a narrow region
of the phase diagram where the localization length falls suddenly and rapidly
(albiet continously) from glassy to gel-like values with increasing attractions.
This crossover between the repulsive glass to attractive glass again signals
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the emergence of the 2-step relaxation phenomenon. The Kramers relaxation
time, and corresponding hopping diffusion constant, are non-monotonic func-
tions of the attraction strength in this region.
The quadartic dependence of the logarithm of the relaxation time on
the inverse temperature, found for a large variety of atomic, molecular, and
network glasses, has also been found in our fluids of shape-anisotropic col-
loidal particles. The ultralocal limit analysis predictions for the elastic shear
modulus, and barrier height have been tested in various regions of the phase
diagram. The elastic modulus calculations follow the analytically predicted
behavior of, G′ ∝ φ/Nr2LOC. The barrier height is also propotional to the
coupling constant, (λ − λc)/λc. However, the proportionality constant, K,
depends on both the region of the phase diagram, as well as the direction of
rise in the barrier height. It is independent of particle shape.
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CHAPTER 5
CHEMICALLY ANISOTROPIC COLLOIDS:
JANUS SPHERES
Over the last decade, much progress has been made in the synthesis [15,
16, 17, 95] and study of Janus spheres [96] through experiments and simu-
lations [50, 51, 97]. These are spherical particles different with chemistries
on either hemispheres. They find applications as membrane reactors [98],
switchable display panels [99], self-motile systems [100, 101], biochemical
sensors [102], and tiny rheometers [103].
The chemical asymmetry of Janus particles poses the possibility of ob-
serving self-assembled structures. Frustration between the enthalpic ten-
dency of chemically similar monomers to cluster and the constraint of chain
connectivity in di- [104, 105] and multi- [106, 107] block copolymer melts and
solutions [108, 109] lead to the formation of different monomer density mod-
ulated systems. In the realm of colloid science, particles with isotropic pair
potentials have been predicted by theory [48], and shown by experiments and
simulations [49] to undergo similar microphase separation. In these systems,
the competition between the short range attraction and long range repul-
sion results in a density modulated phase with a characteristic domain size.
Janus particles [51, 97, 110] hold the promise of similar microphase ordered
states due to competeing interactions within the different regions of a single
particle. Although microphase separataion is ordering (crystallization) on a
length scale other than the elementary particle length scale, we reserve word
‘crystallization’, in this and the following chapter, to refer to ordering on the
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elementary particle scale.
This chapter presents a theoretical study of microphase ordering in Janus
colloidal spheres. In Section 5.1 we present the model of Janus sphere, as
well as the Random Phase Approximation formalism used in this study. Sec-
tion 5.2 discusses the conditions for liquid-gas phase separation of the Janus
sphere fluid. The crossover to an attraction driven microphase separated
regime is discussed in Section 5.3, and Section 5.4 discusses the transition
to a crystalline phase at very high volume fractions. A repulsion driven mi-
crophase separation is studied in Section 5.5. Section 5.6 discusses the effect
of the chosen model on the predicted phase behavior of the Janus sphere
system. Finally Section 5.7 provides a short summary.
5.1 Model, RISM Theory, & the Random Phase
Approximation
The study of systems of chemically anisotropic particles requires a relax-
ation of the equivalent site assumption used to facilitate the Reference In-
teraction Site Model (RISM) theory calculations of the shape-anisotropic
particles. Motivated by an important simulation study of clustering in di-
lute solutions of Janus spheres [51], our Janus particles are modeled as a
central core (diameter σ), with 72 beads (diameter D = 0.2σ) that cover
the surface of the core, of which Na are repulsive, and Nb are attractive.
The arrangement of the beads have been determined by Hardin et. al.
(http://www2.research.att.com/∼njas/icosahedral.codes/) to obey icosahe-
dral symmetry and minimize the distance between the beads. The Reference
Interaction Site Model (RISM) theory, along with the much cruder Random
Phase Approximation (RPA) are used to study the cluster formation, and
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phase behavior of fluids of Janus spheres.
The fraction of repulsive beads (Janus balance) is given by the compo-
sition variable fa = Na/(Na +Nb). The a-beads are taken to interact via a
repulsive square step potential of strength εa and range αa, and the b-beads
interact through an attractive square well potential of strength εb and range
αb. The interaction between a- and b-beads is of a hard core (athermal)
nature. This choice is meant to crudely mimic a hydrophobic attraction
between b-sites, and Coulombic repulsion between a-sites. Since the core,
a-sites, and b-sites can no longer be treated as symmetry equivalent, a 3× 3
matrix equation replaces the scalar Equation 2.4.
H(k) = Ω(k)C(k)Ω(k) +Ω(k)C(k)H(k) (5.1)
The elements of these matrices HMM ′(k) = ρMρM ′hMM ′(k), ΩMM ′(k), and
CMM ′(k), are, respectively, the Fourier transfroms of the density-normalized
pair correlation function, the density-normalized intramolecular distribution
function, and direct correlation function between sites of type M and M ′,
while ρM = NMρ is the number density of sites of type M , and ρ is the
number density of Janus spheres.
The matrix of partial static structure factors, S(k), is the Fourier Trans-
form of the corresponding (partial) density-density fluctuation correlation
functions. Spinodal macrophase separation is identified by a divergence of
all partial structure factors at zero wavevector (k∗ = 0) corresponding to
an infinite compressibility, whereas microphase separation is identified by a
divergence at a finitewavevector (k∗ 6= 0). The matrix of static structure
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factors is given by
S(k) = [1−Ω(k)C(k)]−1Ω(k). (5.2)
As mentioned earlier, Ω(k) is a matrix of the Fourier transforms of in-
tramolecular distribution functions multiplied by the number density of the
Janus particles, ρ. The intramolecular distribution function between site ν of
typeM , and site γ of typeM ′, is ωνMγM ′(r) = δ(r−|~rνMγM ′ |), where ~rνMγM ′
is the distance between ν and γ. The Fourier transform of this function is
ωνMγM ′(k) =
sin|~rνMγM ′|k
|~rνMγM ′ |k . (5.3)
Hence,
Ωaa(k) = ρωaa(k) = ρ
Na∑
ν,γ=1
ωνaγa(k) (5.4)
and
Ωab(k) = ρωab(k) = ρ
Na∑
ν=1
Nb∑
γ=1
ωνaγb(k). (5.5)
The zero wavevector values of the intramolecular distribution functions are
as follows.
ωaa(k = 0) = N
2
a , ωbb(k = 0) = N
2
b , ωab(k = 0) = NaNb,
ωac(k = 0) = Na, ωbc(k = 0) = Nb, ωcc(k = 0) = 1
(5.6)
Each element in the matrix of structure factors has a common denominator,
Λ = det|1− Ω˜(k)C˜(k)|, which is the determinant of the the second derivative
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of the free energy matrix.
Λ(k) = 1− 2ρωacCac − ρ2ω2acdCac − ρωbbCbb − 2ρ2ωbbωacdCb
− ρ3ωbbω2acdC − 2ρωbcCbc + 2ρ2ωacωbcdCc − ρωccCcc
+ ρ2dωbcdCbc + 2ρωab[−Cab + ρωbcdCb
+ ρωac(dCa + ρωbcdC)− ρωccdCc]− ρ2ω2ab[dCab
+ ρωccdC]− ρωaa[Caa + ρωbc(2dCa + ρωbcdC)
− ρωccdCac − ρωbb(dCab + ρωccdC)]
(5.7)
where, dCa = CabCac−CaaCbc, dCb = CabCbc−CbbCac, dCc = CacCbc−CabCcc,
dCab = CaaCbb − C2ab, dCbc = CbbCcc − C2bc, dCac = CaaCcc − C2ac, dωbc =
ωbbωcc − ω2bc, and dC = C2acCbb + C2abCcc + C2bcCa − CaaCbbCcc − 2CabCacCbc.
The static structure factor of a fluid necessarily diverges when Λ = 0. If
this occurs at k = 0, the divergence indicates spinodal macrophase separation
(MaPS), whereas the divergence of the structure factor at a finite wavevec-
tor is indicative of spinodal microphase separation (MiPS). The non-zero
wavevector at which Λ = 0 specifies the periodicity of the microphase sepa-
rated system. In real systems, such spinodal divergences are pre-empted by a
first order phase transition (except at macrophase critical point). But trends
in the spinodal and first order transitions are tightly correlated. Moreover,
spinodals provide a lower (upper) bound on phase transition temperature
(volume fraction).
Solving the six coupled integral equations given by this 3-component
matrix formulation is computationally, rather difficult, and sometimes im-
possible. Attempts to converge the solution to these equations have failed
beyond fairly small attractive and repulsive interactions. The next chapter
studies the phase behavior of Janus rods which can be modeled as linearly
arranged attractive and repulsive spherical sites. Since there is no need to
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address the a central ’core’ for the Janus rod system the problem is re-
duced to a 2-component (attractive and repulsive sites) problem. Hence, the
next chapter presents solutions to the full-RISM equations which take chem-
ical asymmetry into account in a manner consistent with excluded volume
packing constraints. Our approach in this chapter, however, has been to
perform equilibrium structure (RISM) calculations for a 2-component ‘refer-
ence’ bead-core system in the athermal limit, corresponding to only excluded
volume interactions. In the athermal limit, all the beads are equivalent, and
we are left with a bead-core 2× 2 matrix equation.
Cij(r) = (1− eUij(r))(hij(r) + 1) (5.8)
Cij(r) = hij(r)− Uij(r)− ln(hij(r) + 1) (5.9)
The three coupled integral equations of the 2-component bead-core formalism
are solved using the Percus-Yevick closure (Eq. 5.8) for bead-bead, and bead-
core interactions, and the Hypernetted Chain closure (Eq. 5.9) for the core-
core interactions.
a
b
D
σ
Figure 5.1: The left hand side presents the bead-core model with 72 beads of
size D = 0.2σ on top of a core of size σ in the athermal limit, while
the right hand side shows the repulsive a-beads in red and attractive
b-beads in green.
The Random Phase Approximation (RPA) is then employed to restore
chemical asymmetry to the repulsive a-sites and attractive b-sites. We refer
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to this mixed integral equation plus RPA approach as the RISM-RPA theory.
It follows by introducing a linear perturbative term in the athermal direct
correlation functions given by Eq. 5.10. Figure 5.1 presents a schematic of
the athermal core-bead system, and the chemically anisotropic Janus sphere
with repulsive a-beads, and attractive b-beads.
CMM ′(k) = C
0
MM ′(k) + ∆CMM ′(k) (5.10)
Here, C0MM ′(k) is the Fourier Transform of the direct correlation function
between sites of typeM , andM ′ in the athermal limit (i.e. C0aa(k) = C
0
bb(k) =
C0ab(k)), and ∆CMM ′(k) is the RPA correction. The corrective term is given
by
∆CLL′ = 0, r ≤ σ
∆CLL′ = −βULL′(r), r > σ
(5.11)
where, L and L′ can be a or b, and ULL′(r) is the potential between L and L
′.
In this study, Uaa(r) is a repulsive square-step potential with strength εa and
range αa, and Ubb(r) is a square well potential with attraction strength εb and
range αb. For all other combinations of M and M
′, ∆CMM ′(k) = 0. Using
the macrophase separation condition, Λ(k = 0) = 0, and Equations 5.6-5.11,
we arrive at the following relationship between the temperature, T , and the
volume fraction, φ, along the macrophase separation curve:
T
εb
=
[
ρN2aVa
εa
εb
− ρN2b Vb
]
1
ρC0aa(k = 0, φ)(N
2
a +N
2
b )−Q(φ)
(5.12)
where, Q(φ) = 1 − 2ρ[(Na + Nb)C0ac(k = 0, φ) + NaNb)C0aa(k = 0, φ)] −
ρ)C0cc(k = 0, φ), Va = 4pi[(D+αa)
3−D3]/3, and Vb = 4pi[(D+αb)3−D3]/3.
Equation 5.12 shows a linear relationship between the MaPS temperature
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and the ratio of repulsion to attraction, εa/εb. Rearranging Eq. 5.12, we
arrive at
ρN2aVa
ρN2b Vb
εa
εb
= 1− Q(φ)− ρ(N
2
a +N
2
b )C
0
aa(k = 0, φ)
ρN2b Vbεb
. (5.13)
The equation shows a linear dependence between εa and εb. Equation 5.13
also shows that if the range of attraction and repulsion are equal (which
implies that Va = Vb) then the slope of then the prefactor of the εa/εb term
becomes (Na/Nb)
2. Since the term containing all the hard core constraints
(second term on the right hand side of Eq. 5.13) is positive, εa/εb < 1 for
macrophase separation in a fa = 0.5 system. Similarly, for fa = 0.25 and
0.75 in a 72 bead Janus particle, εa/εb < 9 and 1/9, respectively.
Using the microphase separation condition, Λ(k) = 0, a hard core po-
tential between a and b sites, and Equations 5.7 and 5.10, we arrive at the
relationship,
P (k)
[
1
∆Cbb(k)
]2
+
[
R(k)
(
∆Caa(k)
∆Cbb(k)
)
+ E(k)
](
1
∆Cbb(k)
)
+ F (k)
∆Caa(k)
∆Cbb(k)
= 0
(5.14)
where,
P (k) = 1− 2ρωac(k)C0ac(k)− ρ(ωaa(k) + ωbb(k))C0aa
− ρωcc(k)C0cc(k) + ρ2nCac(k) [dωbc(k) + dωac(k)]
+ 2ρ2nCac(k) [ωab(k)ωcc(k)− ωac(k)ωbc(k)]
− 2ρωbc(k)C0ac(k)− 2ρωab(k)C0aa(k),
(5.15)
R(k) = ρ3nCac(k)dω(k) + ρ
2C0cc(k)dωac(k) + ρ
2C0aa(k)dωab(k)
+ 2ρ2C0ac(k) [ωaa(k)ωbc(k) + ωab(k)ωac(k)]− ρωaa(k),
(5.16)
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E(k) = ρ3nCac(k)dω(k) + ρ
2C0cc(k)dωbc(k) + ρ
2C0aa(k)dωab(k)
+ 2ρ2C0ac(k) [ωbb(k)ωac(k) + ωab(k)ωbc(k)]− ρωbb(k),
(5.17)
F (k) = ρ3C0cc(k)dω(k) + ρ
2dωab(k), (5.18)
nCac(k) = C
0
aa(k)C
0
cc(k)− (C0ac(k))2 ,
ωab(k) = ωaa(k)ωbb(k)− ω2ab(k), ωbc(k) = ωbb(k)ωcc(k)− ω2bc(k),
ωac(k) = ωaa(k)ωcc(k)− ω2ac(k)
(5.19)
and,
dω(k) = ωaa(k)ω
2
bc(k) + ωbb(k)ω
2
ac(k) + ωcc(k)ω
2
ab(k)
− ωaa(k)ωbb(k)ωcc(k)− 2ωab(k)ωbc(k)ωac(k).
(5.20)
For repulsive square well interactions between the a-sites, and attractive
square well interactions between the b-sites,
∆Caa(k) = −εaY (k, αa), and ∆Cbb(k) = εbY (k, αb) (5.21)
where, Y (k, α) = 4pi
k3
[kDcos(kD)−k(D+α)cos(k(D+α))+ sin(k(D+α))−
sin(kD)]. Using Equations 5.14, and 5.21, the microphase condition becomes
P (k)
Y 2(k, αb)
[
T
εb
]2
+
[
−R(k)Y (k, αa)
Y (k, αb)
(
εa
εb
)
+ E(k)
]
1
Y (k, αb)
(
T
εb
)
− F (k)Y (k, αa)
Y (k, αb)
εa
εb
= 0.
(5.22)
The preceeding quadratic equation gives temperature (T/εb) as a function of
the wavevector, k. The temperature at which microphase separation occurs
is then taken to be the maximum of T/εb(k), and the associated wavevector,
k∗, is the wavevector at which a divergence is seen in the structure factors.
We do not perform calculations beyond φ = 0.63, which is the random close
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packing volume fraction for spherical particles.
The Random Phase Approximation is popular in the study of block
copolymer melts [111]. In particular, polymer melt studies largely use the
the Incompressible RPA (IRPA), a linear response theory formulated by de
Gennes [112, 113] and Leibler [114]. Our study employs a more general
compressible form of the RPA [115] which allows for varilable volume fraction,
as required by colloid science. Being an approximation that employs a linear
perturbative term (Eq. 5.10), the RPA does not self-consistently treat the
effect of the beyond-hard core potential on packing. It also does not properly
account for fluctuation effects present in liquid state theory, and hence leads
to a literal microphase spinodal (S(k∗)→∞) which is valid only at the mean
field level. The literal divergence is actually destroyed by fluctuation effects
in liquid state theory (RISM) as well as IRPA based field theories [116].
5.2 Macrophase Separation
The RISM-RPA theory − predicted macrophase separation temperature of a
system square-well attractive, square-step repulsive is given by Equation 5.12.
Figure 5.2 illustrates the macrophase separation co-existence curves for a
system of fa = 0.5 Janus particles with αa = αb = 0.1σ at different εa/εb. The
figure demonstrates the linear dependence of the macrophase temperature
on the repulsion to attraction ratio. It also shows that the macrophase
transition is destroyed at εa/εb = 1. However, both the linear behavior of
the macrophase transition and its impossiblity at exactly εa/εb = 1 are relics
of the RPA. A full 3-component calculation that would allow for coupling
between the excluded volume and the square-well − square-step interactions
would likely not yield a simple linear relationship.
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Figure 5.2: The Random Phase Approximation predicted macrophase separation
coexistence curves for a 50-50 Janus sphere system with αa = αb =
0.1σ at various εa/εb.
5.3 Crossover to Microphase Separation and the
Lifshitz Point
The liquid-vapor co-existence curves of the 50-50 Janus spheres in Fig. 5.2
are calculated by exclusively solving for the k = 0 macrophase separation
condition given by Equation 5.12. However, as discussed in Section 5.1,
divergence of the static structure factors at finite wavevectors is possible
with an RPA-based approach and is the indication of microphase separa-
tion. Figure 5.3 illustrates both the microphase and macrophase transition
curves, at three of the repulsion to attraction ratios presented by Fig. 5.2.
The figure shows that microphase separation (indicated by open symbols),
preempts macrophase separation (solid symbols) at all but very low volume
fractions. The crossover point from macrophase separation to microphase
separation is called the Lifshitz point. It is a triple point between the fluid,
macrophase separated, and microphase separated regions of the phase dia-
gram. With increasing repulsion to attraction ratio, the microphase ordered
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Figure 5.3: The macrophase separation and microphase separation curves for an
fa = 0.5 Janus sphere system with αa = αb = 0.1σ at various εa/εb.
regime dominates, and the Lifshitz point moves to smaller volume fractions.
Fig. 5.3 shows that the Lifshitz point is pushed out of the phase diagram
at εa/εb = 0.7. The Lifshitz point presents a continuous crossover from the
macrophase to microphase temperature.
Figure 5.4 illustrates the spinodal phase diagram and divergent wavevec-
tors up to to higher volume fractions and higher εa/εb. Figure 5.4b shows the
wavevector of divergence also exhibits a continuous change from zero to fi-
nite values at the Lifshitz point. The figure also demonstrates a discontinous
change in the slope of the divergent wavevector both with volume fraction at
the Lifshitz point, as well as with increasing repulsion to attraction ratio. Al-
though one cannot unambiguously deduce the morphology of the microphase
ordered structures from a spinodal calculation, the divergent wavevectors in
Fig. 5.4b suggest micellar strutures whose size decreases with increasing den-
sity at low εa/εb, and is a non-monotonic function of the volume fraction at
high εa/εb. The micelles likely have the attractive beads toward the center,
and the repulsive hemisphere facing outward. The sharp change in the di-
vergent wavevector at very high volume fractions is obviously a change to a
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Figure 5.4: (a) The spinodal temperature of an fa = 0.5 Janus sphere system
with αa = αb = 0.1σ at various εa/εb, (b) the divergent wavevectors
corresponding to the temperatures illustrated in (a).
different kind of ordered regime. This will be discussed in Section 5.4.
Keeping the repulsive range constant at αa = 0.1σ, and increasing the
range of attraction to αb = 0.2σ causes a widening of the macrophase sepa-
rated regime, up to higher density, and higher εa/εb. This behavior is demon-
strated in Figure 5.5b, while Fig. 5.5a shows that the microphase separation
temperatures also show a dramatic rise with this small increase in attractive
range (corresponding to a tenth of the core diameter).
A system of particles interacting through purely hard core conditions
only undergoes a fluid-to-crystal first order phase transition. Macrophase
separation into the liquid and vapor states is only possible when attactions
are introduced. The lengthening of the macrophase separated region with
the attractive range emphasizes the fact that macrophase separation is an
attraction driven phenomenon. Purely attractive systems (systems with no
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Figure 5.5: (a) The spinodal temperature of an fa = 0.5 Janus sphere sys-
tem with αa = 0.1σ, αb = 0.2σ at various εa/εb, (b) the divergent
wavevectors corresponding to the temperatures illustrated in (a).
chemical anisotropy) only undergo macrophase separation. However, chem-
ical anisotropy between different regions of particle, either by introducing
attraction between only half of the particle while the other half obeys simple
hard core constraints (εa/εb = 0), or by introducing attractions and repul-
sions beyond the hard core on the different hemispheres (εa/εb > 0), results
in the emergence of microphase separation. The driving force between the
macrophase to microphase crossover is the chemical anisotropy, and an in-
crease of the repulsion to attraction ratio assists the crossover. However,
the rapid rise in the microphase separation temperature with increasing at-
traction range (Fig. 5.5a) and the insensitivity of the microphase ordering
temperature to a similar rise in the range of repulsion (as presented by Fig-
ure 5.6) shows that the microphase separation studied here is an attraction
driven phenomenon. We call this attraction driven microphase separation
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Figure 5.6: (a) The spinodal temperature of an fa = 0.5 Janus sphere sys-
tem with αa = 0.2σ, αb = 0.1σ at various εa/εb, (b) the divergent
wavevectors corresponding to the temperatures illustrated in (a).
regime, the ‘Microphase Separation-1’ (MiPS-1) regime. A comparison of
Figures 5.4 and 5.6 also shows that the macrophase separated regime be-
comes smaller with increasing repulsive range.
We have so far presented results for a 50-50 Janus sphere system. Chang-
ing the Janus balance to fa = 0.25 (25% repulsive, 75% attractive) results
in a rather asymmetric phase diagram, as opposed to the fa = 0.5 system.
Moreover, as illustrated by Figure 5.7a, an increase in the attractive cover-
ing of the sphere results in a rise in the microphase separation temperature
and a wider macrophase separated regime (compare with Fig. 5.4). These
results are similar to those obtained by increasing the attractive range, and
point to the fact that a more attractive system favors a larger macrophase
separation regime, as well as a rise in the MiPS-1 temperatures. This trend
of increasing spinodal temperature, and a widening of the MaPS regime with
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Figure 5.7: (a) The spinodal temperature of an fa = 0.5 Janus sphere system
with αa = αb = 0.1σ at various εa/εb, (b) the divergent wavevectors
corresponding to the temperatures illustrated in (a).
the attractive covering is a generalizable phenomenon and is observed for all
the fa studied.
As fa decreases to 0.25, the ordering wavevector also slightly decreases,
indicating a shorter length scale of ordering, and hence smaller micellar struc-
tures. Figure 5.8 shows the maximum value of the divergent wavevector at
fixed αa = αb = 0.1σ and εa/εb = 4 (the inset shows the density at which
the maximum in k∗ appears). The ordering wavevector systematically grows
as fa increases, indicating larger micelles as the attractive covering of the
spherical particles becomes larger. The similar rise in the MiPS-1 divergent
wavevector with repulsive covering occurs at all volume fractions, and ex-
periments have confirmed the formation of larger micellar structures with
increasing attractive covering [117], at small volume fractions.
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Figure 5.8: The maximum value of the Microphase Separation-1 divergent
wavevector as a function of repulsive covering with αa = αb = 0.1σ
at εa/εb = 4. The inset presents the volume fraction at which the
maximum k∗ appears.
5.4 Crystallization and the Pinch Point
Figures 5.4-5.7 have shown that at high volume fractions, especially with
increasing repulsion to attraction ratio, there is a discontinuous jump in the
ordering wavevector to the length scale of the sphere. This suggests crys-
tallization on the Janus particle length scale, and the point in temperature-
density phase space corresponding to this discontinuous jump is a triple point
between the fluid, microphase separated and crystalline regimes. The triple
point represents a competition between an attraction driven microphase
regime which minimizes enthalpy by ordering in the form of micelles that
maximize b-b contacts, and a dense crystalline regime which satisfies hard-
core constriants, and forms an ordered structure that maximizes vibrational
entropy. Hence, the emergence of the crystalline phase reflects a crossover
from an attraction driven to an entropy driven regime.
Figure 5.9 plots the divergent wavevector in the crossover region for a
50-50 Janus system at εa/εb = 1 for various attractive ranges. The fluid to
crystal transition is supressed (i.e. moves to higher volume fraction) as the
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Figure 5.9: The divergant wavevector at in the microphase to cryatalline transi-
tion region for a system of fa = 0.5 Janus spheres with αa = 0.1σ at
εa/εb = 1 at various ranges of attraction.
range of attraction increases. Although, the repulsive range has no effect on
the location of the triple point, Figures 5.4-5.7 show that the microphaseto
crystal transition is aided by increasing repulsion to attraction ratios. Beyond
the fluid - microphase - crystalline triple point (in the crystalline region) the
spinodal temperature becomes independent of the repulsion to attraction
ratio, demonstrating the fact that once the system is in the crystalline regime,
attactions and smaler repulsions are ignored to satisfy hard core constraints.
The transition temperature in this region is an increasing function of volume
fraction indicating the ease of the fluid to crystal transition as the system
becomes more dense. Although it appears that the spinodal temperature
changes continuously at the crossover volume fraction, it must be pointed
out here, that the mean-field Random Phase Approximation is not capable
in determining such a temperature discontinuity.
A prominent feature of the phase diagrams in Figs. 5.4-5.6 is the ‘pinch
point’, at which the spinodal temperature, as well as the the slope of the
spinodal curve remain constant with changing εa/εb. This is accompanied
an ordering wavevector that is also constant at the same volume fraction
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Figure 5.10: The a-b static structure factor of a system of fa = 0.25 spherical
particles with εa/εb = 4 and αa = αb = 0.1σ at temperatures close
to and above the spinodal temperature.
(although its slope is not). However, the pinch point may not always fall at
the maximum of the MiPS-1 temperature. Figure 5.7a, which presents the
less symmetric spinodal curves for the fa = 0.25 system illustrates this point.
Here, the pinch point lies at φ ∼ 0.29, while the maximum of the spinodal
is between φ = 0.12 and φ = 0.21 (depending on the repulsion to attraction
ratio). The existence of the pinch point is not analytically deducable based
on the Random Phase Approximation expression for the spinodal tempera-
ture (Eq. 5.22). We lack a clear explanation for the appearance of this rather
prominent and peculiar feature in the phase diagram. However, Figure 5.10
presents the cross a-b static structure factor of a system of fa = 0.25 spherical
particles with εa/εb = 4, very close to the microphase separation tempera-
ture at several volume fractions. The figure shows that Sab(k) changes from
positive at the divergent wavevector of the corresponding spinodal tempera-
ture to negative, as the volume fraction goes through the pinch point. This
suggests a change in the ordered structure from one that has positive corre-
lations between an excess of a-beads to an excess of b-beads to one that has
negative correlations at these length scales.
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5.5 Repulsion Driven Microphase Separation
The ordering wavevectors presented by Fig. 5.6b for the 50-50 Janus system
with αa = 0.2σ and εa/εb = 4 between φ = 0.53 − 0.57 occurs at k∗ ∼ 12.
This divergence does not correspond to any of the ordered states discussed
thus far. In this section, we study this large wavevector ordering transition
which tends to appear for longer repulsive range systems, at higher repulsion
to attraction ratios.
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Figure 5.11: (a) The spinodal temperature of an fa = 0.5 Janus sphere system
with αa = αb = 0.1σ at high εa/εb, (b) the divergent wavevectors
corresponding to the spinodal temperatures illustrated in (a), (c)
The spinodal temperature of an fa = 0.5 Janus system withαa =
0.2σ, and αb = 0.1σ at high εa/εb, (d) the divergent wavevectors
corresponding to the spinodal temperatures illustrated in (c).
Figure 5.11d illustrates the change in k∗ as the repulsion to attraction
ratio is increased beyond 4. It can be seen from the corresponding spin-
odal phase diagram (Fig. 5.11c), that the temperature for this crossover to
high wavevector ordering ‘plucks off’ from the rest of the MiPS-1 spinodal
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curves. This pluck-off volume fraction decreases with increasing repulsion to
attraction ratio. The spinodal temperatures in the high divergent wavevector
region rise rapidly with increasing volume fraction and repulsion to attraction
ratio. The left hand side of Figure 5.11 presents the spinodal temperatures
and divergent wavevectors at high εa/εb, for a 50-50 Janus sphere system
with αa = αb = 0.1σ. It shows that the high wavevector divergence also
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Figure 5.12: (a) The spinodal temperature of an fa = 0.5 Janus sphere system
with αa = 0.1σ, and αb = 0.2σ at high εa/εb, (b) the divergent
wavevectors corresponding to the spinodal temperatures illustrated
in (a).
appears at the shorter repulsive range of αa = 0.1σ, although at higher re-
pulsion to attraction ratios. The divergence for an αa = 0.1σ appears at even
higher wavevectors. In fact this high wavevector divergence corresponds to
roughly the bead diameter, plus the range of repulsion. As can be seen in Fig-
ure 5.12, which plots the high εa/εb phase diagram and divergent wavevector
for a αa = 0.1σ and αb = 0.2σ system, this length scale is only affected by
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the range of repulsion (not the range of attraction). This longer attractive
range system requires larger repulsions for the crossover to the high wavevec-
tor divergence phase. This phase is clearly a repulsion driven ordered phase,
and the ordering length scale is determined by the range of repulsion. How-
ever, the repeating unit here is not of a cluster particles, but that of the
void between these particles. We call this repulsion driven ordered phase,
the ’Microphase Separation-2’ (MiPS-2) region.
As mentioned above, the divergent wavevector for the MiPS-2 phase
corresponds to the bead diameter plus the repulsive range (D + αa). This is
clearly a function of the existence of two different hard-core length scales in
the Janus sphere model (the bead and the core), rather than a single smooth
core. If the Janus sphere can be modeled as a single core with both attractive
and repulsive interactions, then this divergence would lie on the length scale
of the core diameter plus the range of repulsion (σ + αa). Such a divergence
is discussed in the next chapter for Janus rods.
5.6 Effect of Particle Smoothness
In this section, we explore the quantitative changes that result from using a
smoother model for the Janus particle. We do this by using smaller (D =
0.128σ) and more numerous (162) beads on a core of size σ, as depicted by
Figure 5.13. The RISM integral equations for this 162-bead − core system
are solved in the athermal limit, and then the mean-field RPA approach is
employed to determine the spinodal temperature and divergent wavevector.
The results are presented in Figure 5.14 for a system of 50-50 Janus
spheres with αa = αb = 0.1σ. The spinodal tenperatures show a 3.5-fold rise
(see Fig. 5.4), while the shape of the spinodal curves remains essentially the
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ab
Figure 5.13: (The bead-core model of an fa = 0.5 Janus sphere with 162 beads
(of diameter D = 0.128σ) on top of a core (of diameter σ). The red
a-beads are repulsive, and the green b-beads are attractive.
same. The divergent wavevectors seen in Fig. 5.14b show similar behavior to
the 72-bead system. The primary difference is that there is a faster transition
to the crystalline state (as would be expected for a smoother particle). The
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Figure 5.14: (a) The spinodal temperature of a 162-bead fa = 0.5 Janus sphere
system with αa = αb = 0.1σ at various εa/εb, (b) the divergent
wavevectors corresponding to the temperatures illustrated in (a).
dramatic increase in the spinodal temperature (almost like the rise seen by
increasing the attractive range) cannot be explained by a significantly larger
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attractive volume (since αb remains constant at 0.1σ). In fact, this is the
result of a rise in the ratio of attractive volume, to the repulsive hard-core
volume of the beads. The following mean-field analysis justifies this claim.
Vatt/Vhs quantifies the attractive volume to hard core volume ratio, and is
given by
Vatt
Vhs
=
vatt
vhs
Nbeads(1− fa) (5.23)
where Nbeads gives the number of beads in the bead-core model, and (1− fa)
gives the fraction of attrective beads. The quantity vatt/vhs is given by
vatt
vhs
=
(r + αb)
3 − r3
r3
, (5.24)
where r is the radius of a bead.
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Figure 5.15: The MiPS-1 spinodal temperature of fa = 0.5 Janus sphere systems
with εa/εb at for the 72-bead and 162-bead model at various αa and
αb.
Figure 5.15 presents a plot of the maximum value of the MiPS-1 tem-
perature (which occurs at φ ∼ 0.29 for fa = 0.5) for systems of 50-50 Janus
particles at εa/εb = 1, for the two different bead-core models, and at var-
ious ranges of repulsion. Recall that the repulsive range has no effect on
the MiPS-1 temperature, and the temperature in an increasing function of
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the range of attraction. Each of the series illustrated by Fig. 5.15 is at a
fixed number of beads and a fixed repulsive range, but at different attractive
ranges. The figure shows a linear dependence of the microphase temperature
on Vatt/Vhs.
Thus the ease of microphase separation found by empoying a smoother
model for the Janus particle is the result of (a) the bead-core model of the
Janus sphere, and (b) the application of the mean-field RPA which only
treats the beads, and does not allow either for coupling between the hard core
and the following ‘tail’ potential of beads, or for coupling between the core
site and the chemically anisotropic tail potentials of beads. It is not clear
if microphase separation is enhanced or inhibited in the infinitely smooth
Janus sphere limit.
5.7 Summary
In this chapter, we have used the mean field RISM-RPA approach to de-
termine the phase behavior of suspensions of colloidal Janus spheres. The
theory does not account for non-bonded interaction induced fluctuations,
that destroy the spinodal. Hence the RISM-RPA theory is able to predict
literal divergences in the structure factor. Based on these divergences we have
been able to deduce the existence of macrophase separated, attraction driven
(micellar) microphase separated, replusion driven microphase separated, and
crystalline regimes.
Larger attractive coverings, longer attraction ranges, and lower repulsion
to attraction ratios favor macrophase separation. However, macrophase sep-
aration is limited to the low-to-intermediate volume fraction regime even at
modest repulsive coverings. A crossover to an attraction driven microphase
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separated regime (MiPS-1) takes place beyond this volume fraction. The
triple point between the macrophase separated, microphase separated, and
fluid regions is called the Lifshitz point. The MiPS-1 spinodal temperature,
at a given volume fraction, is controlled largely by the range of attraction,
and the attractive covering.
At very high volume fractions, the RISM-RPA theory predicts site length
scale crystallization. In this high density regime, the system of Janus spheres
ignores the enthalpic considerations of attractions and repulsions to satisfy
hard core constraints, and maximize vibrational entropy. Hence, we note
another triple point between the fluid, MiPS-1, and crystal regions. The
transition to the crystalline regime is enhanced by higher repulsion to at-
traction ratio, and shorter attraction range.
At very high repulsion to attraction ratios (especially at higher volume
fractions), the fluid of Janus particles undergoes a transition to a repulsion
driven microphase separated (MiPS-2) regime. This transition is enhanced by
higher repulsion to attraction ratios, shorter range of attraction, longer repul-
sive range, and larger repulsive coverings. Moreover, the ordering wavevector,
in this regime, is controlled by the range of repulsion. Thus, very high re-
pulsion to attraction ratios give rise to yet another triple point between the
fluid, MiPS-1, and MiPS-2 regions.
A mean field analysis of the effect of smoothness on the attraction driven
microphase temperature reveals that the MiPS temperature is controlled by
a variable Vatt/Vhs, which is a measure of the ratio of attractive volume, to
hard core repulsive volume of the attractive beads. This reveals a model
dependence of the MiPS-1 temperature, and a systematic effect of the RPA
treatment.
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CHAPTER 6
PHASE BEHAVIOR AND SELF-ASSEMBLY
OF JANUS RODS
Janus rods are perhaps the simplest class of colloidal particles to combine
shape and chemical anisotropy. Beyond Janus spheres, they are the next
category of Janus particles that are being synthesized [118]. Theory and
simulations of these systems have found applications in self-motility [119],
and the control of ordering in block copolymer systems [120]. It is, therefore,
important to understand the equilibrium phase behavior of these chemically
anisotropic rods.
The different chemistries in these particles induce preferential interac-
tions, and the resulting competition between the enthalpy and entropy gives
rise to very interesting phase behavior. Moreover, the Janus particles that
are the subject of this chapter are made of attractive regions that tend to
cluster, and repulsive regions which tend to disperse. However, the connectiv-
ity between the two kinds of regions introduces a frustration which prevents
the system from macrophase separating, and manifests itself a ‘compromised’
microphase separated system, as in block co-polymer systems [47].
We have used liquid state (Reference Interaction Site Model) theory, as
well as the mean field Random Phase Approximation, to determine the phase
behavior of Janus rods. Section 6.1 presents a brief discussion of these two
methods. In Section 6.2 we discuss the phase behavior in the purely attrac-
tive rod limit. Section 6.3 compares the phase behavior predicted by the
full RISM theory which includes both local and microdomain scale concen-
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tration fluctuation effects, and the mean field RPA theory. It also discusses
attraction driven microphase separation, repulsion driven microphase sepa-
ration crystallization, the real space structure in these various phases, as well
as the effects of rod aspect ratio, and changing interparticle potential. We
present a discussion on the role of rod architecture in Section 6.4. Along
with the effect of Janus balance, this section digresses from the ‘Janus’ di-
block architecture and explores phase behavior in tri-block and tetra-block
rods, corresponding to different sequences of chemical patterning at fixed
composition. Section 6.5 presents a summary.
6.1 Model and Methodology
We model the Janus rod as a set of linearly and tangentially arranged
spherical sites (of diameter σ), where the different sites may have differ-
ent chemistries. Repulsive sites are denoted as a-sites, and attractive sites
are denoted as b-sites. The quantity fa refers to the fraction of a-sites in a
Janus rod. We treat Janus rods of aspect ratio 4, with an aabb architecture,
having hard core followed by square-well attractions of range αb (for b-sites),
and hard core followed by square-step repulsions of range αa (for a-sites) as
the baseline case. The a − b interactions are of a hard core nature. The
magnitude of the repulsive and attractive strengths are denoted by εa, and
εb, respectively.
The calculations have been performed using two methods: (A) the 2-
component approach uses 2-component (a and b) Reference Interaction Site
Model theory to determine the equilibrium structure and the estimate (via
spinodal extrapolaion) ordering wavevector and temperature of a microphase
separating system, and (B) the cruder mean field 1-component approach that
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uses RISM only to only treat the hard core interactions between sites and the
perturbative Random Phase Approximation (RPA), introduced in Chapter 5
to account for the chemical anisotropy of the Janus rod system. The phase
diagrams are presented in the temperature (T/εb) - volume fraction (φ) plane,
for various repulsion to attraction ratios (εa/εb).
In the case of method (A), the phase separation temperature at a given
volume fraction and repulsion to attraction ratio is determined by varying
the temperature (solving the 2-component RISM equations for increasing
attraction strengths at a fixed εa/εb) and performing a linear extrapolation
of the inverse value of the fastest rising peak of the structure factor to zero.
Figure 6.1 illustrates this extrapolation for an aabb Janus rod system at
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Figure 6.1: An example of the method used to determine the spinodal mi-
crophase separation temperature. The inverse value of the fastest
rising peak in the partial structure factor is plotted against the at-
traction strength, and a linear extrapolation is performed to deter-
mine the transition temperature (inverse attraction strength).
φ = 0.29 and εa/εb = 1. This is the standard approach to determining the
mean field spinodal microphase transition based on a theory (such as RISM)
where concentration fluctuations formally destroy the spinodal ordering.
The RISM-RPA method (B), finds a literal microphase transition by
determining the temperature (inverse attraction strength) at which the com-
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mon denominator of all the partial structure factors, given by the following
equation,
Λ = 1− ρωa(k)Ca(k)− ρωb(k)Cb(k)− 2ρωab(k)Cab(k)
+ ρ2(ωa(k)ωb(k)− ω2ab(k))(Ca(k)Cb(k)− C2ab(k))
(6.1)
first becomes zero. Here, ρ is the number density of Janus rods, and ωa, ωb,
& ωab are the unnormalized intramolecular distribution functions, respec-
tively, which specify the rod architecture. The direct correlation functions
employed in Equation 6.1 are obtained by introducing a perturbative term
to the athermal direct correlation function as described in Chapter 5.
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Figure 6.2: The inverse value of the fastest rising peak in the partial structure
factor as a function of attraction strength, for systems of aabb Janus
rods at εa/εb = 1, and with αa = αb = 0.1σ, at various volume frac-
tions. These ‘cooling curves’ at show that the linear extrapolation
illustrated in Fig.6.1 is less reliable at smaller densities.
The microphase transition is essentially crystallization on length scales
other than the elementary monomer diameter, and is generally a (often weak)
first order phase transition. Liquid state theory is framed within a spatially
isotropic formalism, and hence cannot properly predict such symmetry break-
ing first order transitions. Fig. 6.1 illustrates that the linear behavior of the
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inverse peak value of the partial structure factor does not persist at high at-
traction strengths and microdomain scale fluctuations destroy the mean field
spinodal. These microdomain scale fluctuations are coupled with site scale
non-random packing. The full 2-component RISM theory fully accounts for
the fluctuation stabilization effects that the mean field RPA ignores. It has
been shown to describe fluctuation stabilization effects in self-assembling di-
block copolymers [121, 122, 123]. Although Fig. 6.1 presents the example of
an extrapolation for a system that has a clear and long linear regime (recall,
εb ∝ T−1), Fig. 6.2 shows the lack of such a clear linear regime at lower
volume fractions, where higher fluid compressibility allow larger fluctuation
effects. Hence the extrapolation that must be performed to determine the
spinodal temperature is less dependable at these lower volume fractions.
6.2 Purely Attractive Rods - Macrophase Separation
Systems with purely attractive interactions are known to undergo macro-
scopic liquid-gas phase separation at low enough temperatures. Macrophase
separation corresponds to a divergence of the isothermal compressibility (or
the zero wavevector value of the structure factor). Figure 6.3 shows the spin-
odal macrophase separation diagram for a fluid of chemically homogeneous
square-well attractive (α = 0.1σ) rods of aspect ratio 4. It is observed that
rods display rather asymmetric demixing curves, and a criticalpoint at fairly
low volume fractions (typical of macromolecular solutions). As we will later
see, the temperatures for macrophase separation (MaPS) are significantly
higher than those for microphase separation (MiPS) at fa = 0.5.
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Figure 6.3: Macrophase separation temperature as a function of volume fraction,
for a system of purely attractive rods, with aspect ratio of 4.
6.3 The 50-50 Janus Rods
The phenomenon of microphase separation has been most widely reported
in block-copolymer melts [47]. In di-block copolymers, for example, the melt
forms monomer A-rich, and monomer B-rich regions. The morphology and
lattice spacing of the microphase separated state depends on the length of
the polymer, the fraction of A monomers, and the temperature. The Janus
rods that are the subject of this study differ in several important ways. They
are short rigid rods (rather long and flexible polymers), and are suspended in
an implicit solvent (rather than being part of a polymer melt). Moreover, the
Janus rods interact through both repulsive (a-sites) and attractive (b-sites)
potentials between like regions, whereas the block-copolymers interact largely
through attractions between like regions. Intearctions between the rods are
strong and short range, and those between like monomers of copolymers are
weak, slowly varying van der Waals attractions. The Janus rods are modeled
in this manner to mimic hydrophobic attractions, and charged repulsions.
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6.3.1 A Comparison of the Random Phase Approximation &
the 2-Component Theory
We have determined the microphase ordering temperature, and the corre-
sponding divergent (ordering) wavevector for the 50-50 Janus system using
the full 2-component Reference Interaction Site Model theory, based on ex-
trapolating the inverse peak value of the fastest rising partial structure factor
as presented by Figs. 6.1 and 6.2. Figure 6.4a shows the microphase separa-
tion temperature of a fluid of Janus rods of aabb architecture with square-well
attractions (αb = 0.1σ), and square-step repulsions (αa = 0.1σ), at various
repulsion to attraction ratios. For this system, the extrapolation depicted by
Figure 6.1 is not reliable for φ < 0.05. Simulation studies [124] have deter-
mined the random close packing of aspect ratio=4 rods to be at φ ∼ 0.55.
We have, therefore, limited out study to below this volume fraction. The the-
ory predicts a fluid state above the microphase spinodal, and a microphase
ordered state below the spinodal. Comparing Figures 6.3 and 6.4, it is
apparent that the macrophase transition is destroyed in the fa = 0.5 system,
and the Janus rod fluid must be cooled to much lower temperatures to un-
dergo microphase separation. Fig. 6.4 also demonstrates the insensitivity of
the microphase separation temperature to the repulsion to attraction ratio
at low densities. This is due to the fact that particles at low volume fractions
tend to be too far away to experience the short range repulsion between the
a-sites.
At higher densities, however, the transition temperature is a non-monotonic
function of εa/εb, and eventually saturates at ∼ εa/εb = 16. As will be dis-
cussed later, microphase separation in these systems is largely an attraction-
driven process. Hence, the initial fall in the microphase ordering temperature
with the repulsion to attraction ratio can be understood. However, the sub-
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Figure 6.4: 2-component RISM calculations. (a) Microphase separation tem-
peratures of a fluid of Janus rods with aabb architecture, and
αa = αb = 0.1σ, (b) The divergent wavevectors correponding to
the temperatures indicated in (a).
sequent rise of the transition temperature with εa/εb lacks an immediate
explanation. The observation of this rise with repulsion to attraction ratio
is limited to systems experiencing a square-step repulsion, and likely limited
to physical systems with a sharp cutoff of the repulsive interaction. The
eventual saturation of the MiPS temperature is also a consequence of the
square-step nature of the a-a repulsions. Due to discontinuous nature of the
interaction, large repulsions have the effect of and expanded hard core, and a
rise in the repulsion to attraction ratio beyond this value does not influence
the microphase separation temperature or ordered state waveector.
The divergent wavevector corresponding to the microphase transition is
shown in Fig. 6.4b. It define the primary length scale of ordering through
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the following relationship.
L∗ =
2pi
k∗
(6.2)
It, therefore, provides insight into the nature of the microphase ordered state.
The length scale of ordering (L∗) shown in Fig. 6.4b varies from ∼ 7.4σ to
∼ 5.5σ as the volume fraction increases. It remains fairly independent of
the repulsion to attraction ratio, and does not change with the microphase
ordering temperature at high volume fractions.
The corresponding RISM-RPA calculation of the spinodal microphase
separation temperature is shown in Figure 6.5a. The RPA predicted mi-
crophase separation temperatures are significantly lower than those deter-
mined by the full 2-component RISM calculation of Fig. 6.4a. This is likely
because the RPA approach does not properly account for non-mean field lo-
cal clustering and aggregate formation which is a precursor of microphase
ordering. The RPA calulation does show εa/εb-independent transition tem-
peratures in the low volume fraction regime. However, it also displays
qualitatively different behavior as a function of volume fraction. The 2-
component RISM calculation predicts the MiPS temperature is fairly insen-
sitive to volume fraction in the low density branch, whereas the RISM-RPA
calculation finds an increase in microphase separation temperature with vol-
ume fraction in this regime. In the high density branch, the MiPS temper-
ature falls with volume fraction. The divergent wavevectors predicted by
the Random Phase Approximaion are illustrated in Fig. 6.5b. The domi-
nant RPA-predicted ordering length scales (at low repulsion to attraction
ratios) are the same as for the full 2-component theory. Hence, although the
2 methods predict different MiPS temperatures and shapes of microphase
boundaries, they predict the same ordering length scales.
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Figure 6.5: Random Phase Approximation predictions. (a) Spinodal tempera-
tures of a fluid of Janus rods with aabb architecture, and αa = αb =
0.1σ, (b) The divergent wavevectors correponding to the tempera-
tures indicated in (a).
At φ = 0.01 and εa/εb = 0, the Random Phase Approximation predicts
a macrophase separated system (k∗ = 0). Such small volume fractions can-
not be probed by the 2-component calculation since the extrapolation of the
inverse peak value of the static structure factor is not reliable at such low
volume fractions. At higher repulsion to attraction ratios the RPA calcula-
tion predicts divergences at two other length scales. These are the site length
scale (∼ σ) which corresponds to crystallization on the length sale of the site,
and an intermediate length scale slightly larger than a single site diameter.
6.3.2 Morphology of Self-Assembled Janus Rods
Apart from the divergent wavevector, the radial distribution functions also
provide information about the structure of the microphase ordered state.
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Figure 6.6 displays the three site-site radial distribution functions of a fluid
of Janus rods at φ = 0.21, εa/εb = 1 at temperatures very close to the MiPS
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Figure 6.6: Radial distribution functions of an aabb Janus rod with αa = αb =
0.1σ, φ = 0.21, εa/εb = 1, and εb = 2.75.
transition (T/εb = 0.36) based on the full 2-component RISM theory. The
Figure shows a large amount of contact clustering between the attractive b-
sites, and a depletion in a-a contacts within the range of repulsion. The inset
compares the bb and ab components of the radial distribution function up to a
separation of five site diameters. From these correlations, it is clear that a b-
site is likely to have b-sites at 1 and 2 particle diameters from it, whereas it is
likely to have a-sites 3 and 4 particle diameters away. Fig. 6.4b predicts that
the ordering length scale for this system at φ = 0.21 is approximately six site
diameters (∼ 6σ). This allows us to conjecture the microphase morphology
illustrated in Figure 6.7. It is essentially a loosely ordered cylindrical micellar
structure with the attractive b-sites in the center and the repulsive a-sites
on the periphery of the cylinder. Other volume fractions exhibit similarly
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Figure 6.7: The cylindrical micellar morphology expected for an attraction
driven microphase separated system of aabb rods.
ordered structures, where the diameter of the cylinder decreases with volume
fraction.
The number of nearest neighbors is defined as the number of sites of
type ν that lie within a distance of the attractive range αb of a site of type
γ. It is given by the following equation.
nnνγ = ρν
∫ σ+αb
σ
4pir2gνγ(r), dr (6.3)
Figure 6.8a presents the number of nearest b-b neighbors in an aabb Janus
rod fluid with εa/εb = 1, as a function of the attraction strength normalized
by its microphase separation value (ε∗). Figure 6.9a illustrates the number
of nearest neighbors normalized by its ’random’ athermal value, i.e., nnbb at
εa = εb = 0. This ‘excess’ number of b-b neighbors (ex-nnbb) characterizes
the degree of local cluster formation due to the attractions and repulsions.
Figure 6.8a shows that nnbb saturates to similar values at small volume
fractions. It can also be seen from Figures 6.8a and 6.9a that nnbb and
ex-nnbb begin to saturate at attraction strengths slightly higher than the mi-
crophase transition attraction strength. Moreover, Fig. 6.9a illustrates that
ex-nnbb ∼ 3 for all φ at εb ∼ ε∗b . This suggests that the calculated microphase
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Figure 6.8: (a) Number of nearest b-b neighbors within the range of attraction
(/alphab) as a function of the attraction strength, normalized by
its microphase separation value for an aabb Janus rod fluid with
αa = αb = 0.1σ and εaεb = 1, (b) The b-b purity, i.e., the fraction of
the nearest neighbors of a b-site, that are also b-sites.
separation temperature is a function of a critical number of nearest neigh-
bors, rather than, say, the purity of the nearest neighbor shell as given by
Fig. 6.8b. Figure 6.8b shows the fraction of nearest neighbor b-sites around a
given b-site, which is a measure of the local purity of the micelle. The plot in-
dicates that the microphase separation temperature is independent of purity,
and the tendency for defects in the micellar structure increases with volume
fraction. This is largely due to the fact that high density systems are forced
to satisfy volumetric constraints at the cost of having enegetically favorable
structures. So, the percentage of b-sites around a given b-site decreases with
volume fraction even as the number of b-sites increases (as is apparent from
Fig. 6.8a) to accomodate the large number of a-sites that are also present in
the system. The purity at high volume fractions decreases further with in-
creasing repulsion to attraction ratios, since the a-sites are pushed away from
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Figure 6.9: (a) The ‘excess’ number of nearest b-b neighbors within the range of
attraction (/alphab) as a function of the attraction strength, normal-
ized by its microphase separation value for an aabb Janus rod fluid
with αa = αb = 0.1σ and εaεb = 1, (b) The inverse value of the
fastest rising peak of the b-b structure factor.
each other and have to accomodate themselves near b-sites while introducing
impurities in the cylindrical micellar morphology.
As discussed in Section 6.1 the phase separation temperature is calcu-
lated by extrapolating the inverse value of the fastest rising peak in the static
structure factor to zero. This quantity (1/Smaxbb ) is illustrated in Fig. 6.9b.
Comparing Figures 6.9a and 6.9b, two important features are apparent. The
first is that, if the nearest neighbor curves are inverted, their shapes are very
similar to the corresponding 1/Smaxbb curves. This suggests that the rise in
the number of nearest neighbors, a highly local structural quantity, is tightly
correlated with the behavior of the peak value of the structure factor, a global
microphase scale order parameter. Secondly, the saturation of the number
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Figure 6.10: (a) The coherence length in units of the elementary site diameter as
a function of the attraction strength, normalized by its microphase
separation value for an aabb Janus rod fluid with αa = αb = 0.1σ
and εaεb = 1, (b) The coherence length in units of the ordering
length scale.
of nearest bb neighbors occurs at slightly higher attraction strengths than
the saturation in the peak value of the bb structure factor. The similarity
between the fall in 1/Smaxbb and the growth of the excess number of nearest
neighbors indicates a strong correlation between the most local measure of
structure (nnbb) and the most global measure of order (Sbb(k)).
The coherence length of an ordered system is a measure of spatial cor-
relations. We use the inverse full-width at half maximum of the microphase
peak of the structure factor as a measure of the coherence length. Fig-
ure 6.10a presents values of the this coherence as the extrapolation-estimated
microphase transition is approached. It shows that whereas the coherence
length grows nearly exponentially at lower densities, it becomes a nearly
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linear function of the normalized attraction strength at high volume frac-
tions. The coherence length lies between 8σ and 12σ at the extrapolated
spinodal temperature and continues to rise as the system is cooled further.
Figure 6.10b dislpays the coherence length in units of the diverging length
scale. It shows that the repeating units (depicted by Fig. 6.7) remain cor-
related up to 2-3 microdomain periods, a significant value even in nominal
microphase ordered systems.
6.3.3 Effects of Aspect Ratio
In this section we briefly discuss the effect of aspect ratio on the microphase
separation temperatures. Figure 6.11 displays the microphase seperation
temperatures and the corresponding divergent wavevectors for a system of
Janus rods with fa = 0.5, and aspect ratio 8. The rods have an aaaabbbb
architecture with square-step repulsion of range αa = 0.1σ, and square-well
attraction of range αb = 0.1σ. The figure illustrates a dramatic rise in the mi-
crophase ordering temperature, indicating easier microphase separation for
larger aspect ratio Janus rods. Large aspect ratios afford longer contiguous
regions for attractive interactions, and this leads to the ease of formation of
the microphase ordered state. Apart from the rise in the MiPS temperature
for this large aspect ratio system, the behavior of the microphase separation
curves remains largely similar to the aabb (aspect ratio 4) Janus rods. The
low volume fraction ordering temperature is fairly insensitive to the repulsion
to attraction ratio as well density, whereas the high density MiPS tempera-
ture is a non-monotonic function of the repulsion to attraction ratio, and an
increasing function of the density.
Figure 6.11b shows that the divergent wavevectors for these systems are
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Figure 6.11: 2-component RISM calculations. (a) Microphase separation tem-
peratures of a fluid of Janus rods with aaaabbbb architecture, and
αa = αb = 0.1σ, (b) The divergent wavevectors correponding to the
temperatures indicated in (a).
smaller, indicating longer ordering length scales. The ordering length scales
vary from ∼ 11σ at low volume fractions to ∼ 8.5σ at high densities. The k∗
values indicate cylindrical micellar morphology similar to the aabb system,
but having longer diameters, due to the larger aspect ratios of these rods.
6.3.4 Crystallization
The RPA predicts fairly large divergent wavevectors, commensurate with the
site length scale, at high density and high εa/εb. A divergence on this length
scale suggests crystallization on the length scale of the site. However, this
behavior is not confirmed by the 2-component theory (Fig. 6.4b). Figure 6.12
shows a rapid rise in the primary (site length scale) peak of the b-b struc-
ture factor at high volume fractions beyond those illustrated by Fig. 6.4,
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Figure 6.12: The b-b partial structure factor of an aabb Janus system with αa =
αb = 0.1σ, εa/εb = 4, and εb = 2. The inset illustrates the inverse
value of the primary peak of the a-a and b-b partial structure factors.
and the inset shows an even faster rise in the a-a structure factor, for the
particular case of an εa/εb = 4, εb = 2 system. This rapid rise in the pri-
mary peak of the structure factor is indicative of crystallization on the site
length scale. Hence, it is likely that crystallization of the Janus rod flu-
ids occurs at much higher densities, and the RPA simply underpredicts the
crystallization volume fraction. From both the RPA, and the high volume
fraction 2-component calculations, it is appears that crystallization is a very
high density phenomenon, where the Janus rod fluid foregoes the enthalpy
minimizing microphase ordered structure, and crystallizes on the site length
scale in order to maximize its vibrational entropy as in the hard sphere and
crystal.
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6.3.5 Effects of Interparticle Potential
The Random Phase Approximation predicts yet another length scale of or-
dering that is not confirmed by the full 2-component RISM calculation.
This divergent scale is slightly longer than the site diameter (∼ 1.3σ), and
emerges at higher repulsion to attraction ratios. Although the behavior is
not found by the full 2-component theory, an increase in the repulsive range
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Figure 6.13: 2-component RISM calculations. (a) Microphase separation tem-
peratures of a fluid of Janus rods with aabb architecture, αa = 0.5σ,
and αb = 0.1σ, (b) The divergent wavevectors correponding to the
temperatures indicated in (a).
from αa = 0.1σ to αa = 0.5σ makes it possible to observe this divergence
even in the 2-component theory. Figure 6.13b illustrates the appearance
of a divergent wavevector (in a αa = 0.5σ fluid of Janus rods) at a simi-
lar length scale to the RPA prediction for the αa = 0.1σ system. This is
roughly the length scale of the site plus the repulsive range. Moreover, the
peak at k∗ ∼ 5 corresponds to a rapid rise in the a-a partial structure fac-
132
tor rather than the b-b structure factor, as demonstrated by Figure 6.14.
The microphase ordered state corresponding to this wavevector is clearly a
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Figure 6.14: The a-a and b-b partial structure factors for a fluid of aabb rods
with αa = 0.5σ, αb = 0.1σ, φ = 0.45, εa/εb = 4, and εb = 4.
repulsion driven phenomenon, and the lattice spacing is controlled by the re-
pulsive range. The radial distribution functions of fluids immediately above
these high density transition temperatures (not shown) has large peaks on
the σ + αa length scale. We will henceforth call this high volume fraction,
repulsion driven branch of the phase diagram the ‘MiPS-2’ region, and the
low density branch in Figure 6.13a which corresponds to ordering on the
∼ 7.4σ−5.5σ length scale (and the microphase separation that has been dis-
cussed so far) the ‘MiPS-1’ region. The MiPS-2 temperatures in Fig. 6.13a
are determined by extrapolating the peak value of the a-a static structure
factor.
As with the αa = 0.1σ Janus rods, Figure 6.13a shows the εa/εb-independent
behavior of the MiPS-1 temperature in the dilute regime. However, due to
the longer repulsive range, the MiPS-1 temperature becomes sensitive to the
repulsion to attraction ratio at slightly lower volume fractions. At high den-
sities, the attraction driven MiPS-1 microphase ordered state is destroyed,
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and is replaced by the repulsion driven MiPS-2 state. The MiPS-2 temper-
ature rises with increasing εa/εb indicating the ease of the fluid to MiPS-2
transition as the a-sites become more repulsive.
Changing the repulsive range to αa = 0.5σ in 50-50 Janus rod system
causes enough steric frustration at high density so as to disrupt the micellar
MiPS-1 structure and impose a structure that minimizes a-a contacts. In
order to do this, the Janus particle system forgoes the energetically suitable
b-b contacts in favor of a-b contacts. This is illustrated by Figure 6.15 which
plots the b-purity of the nearest neighbor shell of a b-site (where a nearest
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Figure 6.15: The b-b purity, i.e., the fraction of the nearest neighbors of a b-
site, that are also b-sites for a fulid of aabb rods with αa = 0.5σ,
αb = 0.1σ, and εa/εb = 4.
neighbor is defined as a site lying within the attractive range of a b-site), as
a function of the attraction strength normalized by its microphase spinodal
value. It shows that the system is dominated by b-b contacts at volume
fractions where the system is expected to form micellar structures (the MiPS-
1 region, k∗ ∼ 1), whereas it is dominated by a-b contacts at high volume
fractions, where k∗ ∼ 5.
As illustrated by Figure 6.16a, the number of nearest b-b neighbors sat-
urates in systems that form micelles, while at higher volume fractions, the
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number of nearest b-b neighbors either fall or remain constant. It is impor-
tant to note that φ = 0.37 is extremely close to the transition point between
the two kinds of microphase ordered structures (see Fig. 6.13), and hence
shows slightly deviant beahvior (it saturates to a slightly different value)
than the rest of the micellar structures. The differences between the micellar
structures and sterically stabilized high density structures is most vividly
illustrated by Fig. 6.16b. It shows that at low volume fractions, where the
system forms micelles, the excess number of b-b neighbors is roughly 3 at the
microphase separation temperature (as in the case of the αa = 0.1σ system),
while the excess number of nearest b-b neighbors is either negative or close
to zero for the high density structures.
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Figure 6.16: (a) The number of nearest b-b neighbors within the range of attrac-
tion (alphab) as a function of the attraction strength, normalized
by its spinodal transition value for an aabb Janus rod fluid with
αa = 0.5σ, αb = 0.1σ, and εaεb = 4, (b) The ‘excess’ number of
nearest b-b neighbors within the range of attraction.
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An increase in the attraction range to αb = 0.5σ, while keeping the
repulsive range at αa = 0.1σ, preserves the MiPS-1 state at high volume
fractions, and leads to a dramatic rise in the microphase ordering temperature
(since the fluid to MiPS-1 transition is an attraction driven phenomenon).
This behavior is illustrated by Figure 6.17a. The figure also shows a non-
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Figure 6.17: 2-component RISM calculations. (a) Microphase separation tem-
peratures of a fluid of Janus rods with aabb architecture, αa = 0.1σ,
and αb = 0.5σ, (b) The divergent wavevectors correponding to the
temperatures indicated in (a).
monotonic dependence of the spinodal temperature on the volume fraction in
the high density regime. This is in contrast to the αa = αb = 0.1σ system (see
Fig. 6.4). However, much like the αa = αb = 0.1σ Janus rods, Figure 6.17a
also shows a non-monotonic dependence on the repulsion to attraction ratio.
Additionally, Fig. 6.17b shows that the ordering length scale, and hence, the
morphology of the microphase ordered state, does not change with as the
attactive range increases.
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So far, we have used square-well attractions, and square-step repulsions
as a convenient model for hydrophobic attractions and Coulombic repul-
sions. Although short range square-well attractions can be used as a fairly
good model for hydrobhobic attractions, square-step repulsions are a fairly
poor model for charged repulsions. Hence, we now investigate the phase
behavior of Janus rods with short range (αb = 0.1) square-well attractions,
and longer range (αa = 0.5) Yukawa repulsions (to mimic poorly screened
charged interactions) as given by the following equation.
Uaa(r) =∞, r ≤ σ
Uaa(r) =
εa
r/σ
e
−(r−σ)
αa , r > σ
(6.4)
Figure 6.18 presents the spinodal temperature, and corresponding di-
vergent wavevectors for a system of aabb Janus rods with repulsive a-sites
interacting through a Yukawa potential of range αa = 0.5σ, and attractive
b-sites interacting via αb = 0.1σ sqaure-well attractions. As in the case of
the square-well − square-step system, the MiPS-1 temperature is unaffected
by the repulsion to attraction ratio at low densities. However, they become
a function of εa/εb at a comparatively lower density since the longer range
repulsions begin having an effect at slightly lower volume fractions, i.e., even
when particles are fairly far apart. At these volume fractions, the attraction
driven MiPS-1 temperature falls with increasing repulsion to attraction ra-
tio, and does not display the non-monotonic behavior seen in the sqrare-well
repulsive syatems. In the high density regime, the square-well − Yukawa
system undergoes a MiPS-2 phase transition, as indicated by the divergent
wavevector in Fig. 6.18. The repulsive Yukawa interctions between a-sites
decays rather quickly as they move away from contact. As a result, the repul-
sion driven transition from the MiPS-1 (k∗ ∼ 1) to MiPS-2 (k∗ ∼ 5) ordered
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Figure 6.18: 2-component RISM calculations. (a) Microphase separation tem-
peratures of a fluid of Janus rods with aabb architecture, repulsive
Yukawa potential between a-sites of range αa = 0.5σ, and square-
well attractions between b-sites of range αb = 0.1σ, (b) The di-
vergent wavevectors correponding to the temperatures indicated in
(a).
state with increasing εa/εb is slower than that illustrated by Fig. 6.13 for the
square-well − square-step system. Hence using a more realistic potential for
the Coulombic repulsions only resulta in quantitative differences in the phase
behavior of the Janus rods.
There are two possiblities for the region of phase space between the at-
traction driven Microphase Sparation-1, and the repulsion driven Microphase
Separation-2 regimes: (1) a fluid region separating the MiPS-1 and MiPS-2
regions, and (2) a triple point between the fluid, MiPS-1, and MiPS-2 re-
gions. What happens at these intermediate densities could well depend on
the repulsion to attraction ratio.
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It is clear that as the repulsive range between a-sites lengthens the at-
traction driven MiPS-1 ordered state is destroyed at high volume fractions
and large repulsions. At high densities, the outward facing repulsive sites in
the cylindrical micelles come within the range of attaction, and the system
forgoes attractive b-b interactions in order to avoid repulsive a-a contacts.
This leads to the breakup of the MiPS-1 micellar morphology in favor of
the repulsion driven MiPS-2 morphology. Several conjectures can be made,
based on the radial distribution functions as to what the real space MiPS-
2 morphology might be. However, the MiPS-2 divergence does not arise
from a repeating cluster morphology, rather it comes from a repeating dis-
tance of avoidance between a-sites, and the structure it imposes on b-sites.
The MiPS-2 morphology is not one that can be realized intraditional block
copolymer studies, where like monomers feel an attractive interaction. At
extremely high volume fractions, the Janus particles forego both attractive
and repulsive considerations to simply obey hard-core constraints, and max-
imize vibrational or packing entropy, as has predicted by the Random Phase
Approximation (Fig. 6.5).
6.4 The Role of Rod Architecture
We have, thus far, discussed the phase behavior and self-assembly of Janus
rods having an aabb (diblock) architecture. The possibility of an attraction
driven cylindrical micellar phase, a repulsion driven microphase ordered state
for rods with poorly screened repulsions, and also the possibility of crystal-
lization on the site length scale at very high volume fractions, have been
deduced based on the theoretical calculations. In this section, we study the
effect of rod architecture on the the existence of a microphase ordered state,
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the ease of microphase separation, and the morphology of the self-assembled
state. There are two ways to change the rod architecture: (1) change the
Janus balance from fa = 0.5, and (2) change the block sequence at fixed
Janus balance. We devote a subsection to each of these deviations from the
50-50 Janus rod.
6.4.1 Janus Balance
The Janus balance of a rod determines its fraction of repulsive sites (fa).
Figure 6.19 presents the spinodal phase diagrams and divergent wavevec-
tors for systems of fa = 0.25 (abbb), and fa = 0.75 (aaab) Janus rods. It
shows a slight rise in the microphase separation temperature as the frac-
tion of attractive site increases (Fig. 6.19a), and a slight fall in the MiPS-1
temperature as the fraction of repulsive site increases (Fig. 6.19c). More
qualitatively, the extrapolation depicted in Fig. 6.1 becomes more reliable
for the fa = 0.25 Janus rod in the dilute regime, and the 2-component cal-
culation predicts a macrophase separated state (k∗ = 0). Both the spinodal
temperature, and the divergent wavevector indicate a continuous crossover
from the macrophase separated to the microphase separated states. Recall
the triple point between the macrophase separated, microphase separated,
and fluid regimes is called a Lifshitz point. Figures 6.19c and d illustrate the
spinodal phase diagram, and ordering wavevectors for aaab Janus rods over
a narrower range of volume fractions, since the extrapolation of the inverse
peak value of the structure factor becomes even less reliable for this system.
The divergent wavevector in the high volume fraction regimes of both the
abbb and aaab systems indicate the same cylindrical micellar morphology as
the the aabb rods. The observation is confirmed by their radial distribution
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Figure 6.19: 2-component RISM calculations. (a) Microphase separation tem-
peratures of a fluid of Janus rods with abbb architecture, square
well repulsions between a-sites of range αa = 0.1σ, and square-
well attractions between b-sites of range αb = 0.1σ, (b) The di-
vergent wavevectors correponding to the temperatures indicated
in (a), (c) Microphase separation temperatures of a fluid of Janus
rods with aaab architecture, square well repulsions between a-sites
of range αa = 0.1σ, and square-well attractions between b-sites of
range αb = 0.1σ, (d) The divergent wavevectors correponding to
the temperatures indicated in (c).
functions (not shown).
6.4.2 Block Sequence
In this section we discuss the effect of block sequence on the phase behavior,
and morphology of the ordered phases. A change in block sequence involves
a change from the di-block (aabb) architecture to a tri-block (abba, or baab)
or tetra-block (abab) architecture. Figure 6.20 presents the microphase sep-
aration temperatures, and divergent wavevectors for suspensions of triblock
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Figure 6.20: 2-component RISM calculations. (a) Microphase separation tem-
peratures of a fluid of Janus rods with abba architecture, αa = αb =
0.1σ, (b) The divergent wavevectors correponding to the tempera-
tures indicated in (a).
abba rods with square-well attractions and square-step repulsion of ranges
αa = αb = 0.1σ at two different repulsion to attraction ratios. The mi-
crophase ordering temperatures are lower than the corresponding diblock
aabb systems indicating a more frustrated attraction driven ordered state.
The divergent wavevectors are larger, implying a shorter length scale of or-
dering, which further shortens at high densities. Hence, the triblock archi-
tecture translates to an emergence of a different kind of microphase ordered
state. With increasing volume fraction, the length scale of ordering continu-
ously falls from ∼ 5.5σ to ∼ 4σ, indicating a compaction of the microphase
ordered structure as the system densifies.
Figure 6.21 presents the radial distribution function of an abba rod sys-
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Figure 6.21: Radial distribution functions of an abba rod with αa = αb = 0.1σ,
φ = 0.29, εa/εb = 4, and εb = 4.7.
tem at αa = αb = 0.1σ, εa/εb = 4, φ = 0.29, and εb = 4.7. The inset if
the figure illustrates the high probablity of finding b-sites 1 and 2 site diam-
eters from a given b-site and the high probablity of finding an a-site 3 site
diameters away. The divergent wavevector and radial distribution functions
(illustrated by Fig. 6.21) suggest the self-assembled structure depicted by
Figure 6.22, for the abba monomer sequence. It is a cylindrical stack of the
triblock rods with the attractive sites in the center of the cylinder, while the
~4.5σ
a b b a
Figure 6.22: The stacked-cylindrical morphology expected for an attraction
driven microphase separated system of abba rods.
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repulsive sites face outward. The width of the cylinder may can be as small
as 4σ for a dense system.
Figure 6.23a illustrates the spinodal temperature for a fluid of baab tri-
block rods with αa = αb = 0.1σ. As with the abba rod system, the spinodal
temperatures for baab rods are also predicted to be lower than the 50-50
Janus rods. Moreover, the 2-component theory predicts that baab rods un-
dergo a fluid-to-macrophase separation transition at low volume fractions,
as indicated by the filled symbols in Fig. 6.23. The macrophase spinodal
temperature is an increasing function of the density, and independent of the
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Figure 6.23: 2-component RISM calculations. (a) The spinodal temperatures
of a fluid of Janus rods with baab architecture, αa = αb = 0.1σ,
(b) The divergent wavevectors correponding to the temperatures
indicated in (a).
repulsion to attraction ratio. As the density of these rods increases, they
undergo a crossover to a microphase separated regime. This crossover vol-
ume fraction decreases slightly as the εa/εb increases. Figure 6.23 also shows
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a discontinuous change in both the spinodal temperature and the divergent
wavevector at the macrophase to microphase crossover (Lifshitz point). This
dramatic crossover is in contrast to the behavior found for abbb diblock rods
in Section 6.4.1 where there is a continous change in the MiPS tempera-
ture and ordering wavevector. The intermediate and high volume fraction
divergent wavevectors indicate an ordering length scale of ∼ 4σ (the length
of the rod). As in the case of the aabb system, the baab rods also shows a
non-monotonic dependence of the microphase spinodal temperature on the
repulsion to attraction ratio in the high volume fraction regime.
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Figure 6.24: Radial distribution functions of an baab rod with αa = αb = 0.1σ,
φ = 0.21, εa/εb = 1, and εb = 5.95.
The radial distribution function for the baab rod fluid with αa = αb =
0.1σ, φ = 0.21, εa/εb = 1, and εb = 5.95, is presented by Fig. 6.24. It shows
a large degree contact clustering between the attractive sites. The inset
reveals that a given b-site is likely find another b-site 1 and 4 particles diam-
eters away, and is likely to find an a-site 2 and 3 particles diameters away.
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These radial distribution functions, as well as the fact that the predomi-
nant ordering length scale is that of the rod, suggests chain-like structures
b a a b
~4σ
Figure 6.25: The chain-like morphology expected for an attraction driven mi-
crophase separated system of baab rods. The chains are connected
through the attractive b-sites, and also have a large number of inter-
chain contacts at the b-sites.
depicted in Figure 6.25, with frequent inter-chain contacts at the attractive
junctions. This morphology is one that fills space efficiently. Hence, unlike
the microphase ordered states studied so far, the divergent wavevector does
not show a systematic rise with volume fraction. For the rod architectures
studied thus far, increasing volume fraction induces a compaction of the self-
assembled structure. However, the chain-like morphology of baab rods are
a single site diameter thick, and therefore the ordering length scale remains
constant with density.
Phase separation in tri-block baab systems occurs at lower temperatures
than aabb diblock suspensions, and is of two types − macrophase separation,
and microphase separation. Figure 6.26a presents the number of nearest
b-b neighbors as defined by Eq. 6.3 for a baab rod with αa = αb = 0.1σ
and εa/εb = 1, as a function of the normalized attraction strength, while
Fig. 6.27a illustrates the ‘excess’ number of b-b neighbors. Although the
nearest neighbor curves have a sigmoidal shape for both aabb (Fig. 6.8) and
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Figure 6.26: (a) Number of nearest b-b neighbors within the range of attraction
(alphab) as a function of the attraction strength, normalized by
its microphase separation value for an baab Janus rod fluid with
αa = αb = 0.1σ and εaεb = 1, (b) The b-b purity, i.e., the fraction
of the nearest neighbors of a b-site, that are also b-sites.
baab systems, the architecture of these rods have a profound effect on the
the way the number of nearest neighbors grows as microphase separation
approaches. In the triblock systems, the excess number of nearest neighbors
curves roughly collapse for microphase separated systems, whereas they grow
independently for macrophase separated systems. There is, for example, a
large difference in the excess number of nearest neighbors at φ = 0.17 (which
lies to the left of the Lifshitz point in Fig. 6.23), and at φ = 0.18 (which lies
to the right of the Lifshitz point) at the same normalized attraction strength,
compared to the difference at volume fractions 0.18 and 0.29.
As is the case for diblock Janus systems, Fig. 6.27b shows that the
1/Smaxbb inverse order parameter cooling curves of baab triblock fluids strongly
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Figure 6.27: (a) The ‘excess’ number of nearest b-b neighbors within the range of
attraction (αb) as a function of the attraction strength, normalized
by its microphase separation value for an baab Janus rod fluid with
αa = αb = 0.1σ and εaεb = 1, (b) The inverse value of the fastest
rising peak of the b-b structure factor.
correlate with the excess number of b-b neighbor growth curves of Fig. 6.27a.
This, again, demonstrates a strong correlation between the most local mea-
sure of structure, and the most global measure of microphase order. The
purity of the nearest neighbor shell, illustrated by Figure 6.26b, tends to sat-
urate as the system orders. However, it does not saturate to the same value
at different densities. In fact, the purity at a given normalized attraction
strength (εb/ε
∗
b) is a non-monotonic function of the volume fraction, and it
becomes non-monotonic at the Lifshitz point.
Increasing the repulsion range in these baab tri-block systems to αa = 0.5
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does not involve a crossover to a repulsion driven microphase ordered regime.
There are no significant changes in the radial distribution function, or the
divergent wavevector, within the range of densities illustrated is Fig. 6.23.
This is due to the fact that chain-like structures predicted for the tri-block
system allow a-sites to avoid each other even at very high volume fraction.
We were not able to find a spinodal for the abab tetra-block systems.
If phase separation can occur in these systems, it is likely at inaccessibly
low temperatures. The difficulty in microphase separation as a rod changes
from a di-block to tri-block to tetra-block architecture, as well as the ease of
MiPS for large aspect ratio rods implies more facile ordering as with larger
contiguous attractive and repulsive regions within the rod. Hence, changing
the rod architecture, even while keeping the fa fixed at 0.5, produces dramatic
changes in its phase behavior.
6.5 Summary
We have used both the mean field RISM-RPA method as well as the full 2-
component RISM theory (which includes fluctuation effects) to determine the
structure and phase behavior of Janus rods (as well as diblock and triblock
rods). As in the case of Janus spheres (Chapter 5), we find the existence
of macrophase separated, attraction driven microphase separated (MiPS-1),
repulsion driven microphase separated (MiPS-2), and crystal regimes. An
analysis of the ordering wavevectors and real space distribution functions
offer a glimpse into the morphology of the ordered phases.
The 2-component RISM calculations reveal that, within the range of vol-
ume fractions that are the subject of this study, these different ordered states
are not all found in the same system of Janus rods. However, the RISM-
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RPA calculations (presented in Figure 6.5) are a microcosm of the possible
behaviors of Janus rods. Figure 6.5 shows the macrophase separation, MiPS-
1, MiPS-2, and crystallization regimes for a system of 50-50 Janus rods at
fixed attraction and repulsion range by varying only the volume fraction, and
repulsion to attraction ratio.
The macrophase separated, MiPS-1, and MiPS-2 regions are character-
ized by different trends in the number of nearest b-b neighbors as a function
of the attraction strength. The growth in the ‘excess’ number of nearest
b-b neighbors (number of nearest b-b neighbors normalized by their athermal
values), which is a very local measure of structure, is also found to be tighly
correlated to the fall in inverse values of the divergent peak of the structure
factor (the most global measure of order). A study of the coherence length
of systems at the MiPS-1 spinodal temperature reveals spatial correlations
over 2-3 microdomain periods.
A deviation of rod architecture from the 50-50 Janus rod leads to drasti-
cally different phase behavior. For example, change from an aabb to an abbb
architecture raises the microphase temperature, and induces macrophase sep-
aration at low volume fractions. However, a change in the block sequence
(rather than Janus balance) produces different kinds of attraction driven
ordered states, as well as dramatically lower microphase separation temper-
atures. The triblock abba rods show a stacked cylindrical morphology, while
the triblock baab rods display a wide macrophase transition region, and dis-
continuous transition to microphase separated region which is characterized
by a chain-like morphology of the rods.
The attraction driven microphase spinodal temperature rises with aspect
ratio, and falls when the block architecture changes from diblock (aabb) to
triblock (abba, and baab). It appears as the microphase spinodal is destroyed
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for tetrablock (abab) rods. This trend illustrates that attraction driven mi-
crophase separation is aided by contiguous regions of attractions attractions
and repulsions within the chemically anisotropic particle.
These chemically anisotropic rods can be used in block co-polymer melts
to enhance the formation of microphase ordered states. One can also tune
parameters like volume fraction, Janus balance, aspect ratio, polymer radius
of gyration, polymer composition, and the range and strength of attractions
and repulsions to observe the formation of desired structures and super-
structures. The theoretical prediction of such complex structures requires
a density functional analysis. The predictions of, and correlation functions
derived from, liquid state theory would likely be inputs to density functional
theories.
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CHAPTER 7
CONCLUSIONS
We have presented studies of the role of chemical and shape anisotropy in
determining the equilibrium and non-equilibrium phase behavior of colloidal
suspensions. We use the reference Interaction Site Model (RISM) theory and
the mean-field RISM-RPA (Random Phase Approximation) approach to de-
termine the equilibrium structure and phase behavior of these systems. The
Naive Mode Coupling Theory (NMCT) is employed to determine dynamical
crossovers to non-ergodic glass and gel phases, and the Nonlinear Langevin
Equation (NLE) theory is used to describe dynamical phenomena beyond
the crossover.
We use a center of mass formulation of NMCT (CM-NMCT) which
freezes the rotational degrees of motion of the shape anisotropic particles,
and treats only center of mass translational localization. The CM-NMCT
determined ideal glass and gel transitions are highly dependent on particle
shape. Fluids become more difficult to vitrify as the component particles
become more compact. Quasi 1- and 2-dimensional particles vitrify at lower
volume fractions with increasing aspect ratio, while the ideal glass transition
of 3-dimensional particles is a detailed function of the particle shape.
The non-equilibrium phase diagram becomes more complex as interpar-
ticle attractions are introduced. We find five distinct regions of the non-
equilibrium phase diagram: fluid, gel, repulsive glass, the glass-gel coexis-
tence, and attractive glass regions. The behavior of the dynamic free energy
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characterizes these different regions.
The glass-fluid-gel re-entrance, widely found for spherical particles, is
preserved in shape anisotropic particle fluids. The width of the re-entrant
region decreases with particle dimensionality. However, the sphere is found
to have the widest re-entrant region. The glass (or repulsive glass) region
is characterized by a longer localization length is commensurate with a par-
ticle’s ‘rattling’ distance within the repulsive cage formed by its neighbors,
as well as longer barrier locations. A particle in the gel state, has short
bonding-imposed localization lengths, commensurate with the range of in-
terparticle attraction, large localization well curvatures, and short barrier
locations. The fluid region is characterized by a monotonically decreasing
dynamic free energy.
The dynamic free energy in the glass-gel coexistence region has a ‘double
well’ indicating transient ‘coexistence’ of gel and glass like localization states.
It has the shorter gel-like localization length and longer glassy localization
length, as well as both gel and glassy barriers. It is a relatively small region
in the phase diagram that lies beyond (at higher volume fractions than) the
re-entrant nose, and the barrier between the two wells tends to be smaller
than 1kBT . We, therefore, do not expect particularly interesting activated
dynamical behavior in this region. However, at similar volume fractions, but
higher attraction strengths, the dynamic free energy displays a short bonding
(gel-like) localization length with large curvatures while the barrier is on the
caging length scale. These two features of the free energy are separated by a
distinctive linear regime. It is therefore expected that particles in this region
of the phase diagram undergo a 2-step relaxation process, whereby they first
break the attractive bonds with their neighbors, and then escape the topo-
logical cage. This bonding-caging region of the phase diagram is called the
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attractive glass region. It is thus expected that the region is characterized by
the observation of very different rattling (corresponding to the bonding local-
ization length) and hopping (corresponding to the topological cage barrier)
length scales. The repulsive glass to glass-gel coexistence region terminates
at a point called the A3 point.
Beyond the A3 point, i.e., at even higher densities lies a narrow region
of the phase diagram where the localization length falls suddenly and rapidly
(albiet continously) from glassy to gel-like values with increasing attractions.
This crossover between the repulsive glass to attractive glass again signals
the emergence of the 2-step relaxation phenomenon. The Kramers relaxation
time, and corresponding hopping diffusion constant, are non-monotonic func-
tions of the attraction strength in this region.
The quadartic dependence of the logarithm of the relaxation time on
the inverse temperature, found for a large variety of atomic, molecular, and
network glasses, has also been found in our fluids of shape-anisotropic col-
loidal particles. In the pure glassy (ε = 0) regime, the localization length
(elastic modulus) is an exponentially decreasing (increasing) function of the
volume fraction, starting from the ideal glass volume fraction. These simple
exponential behaviors do not persist in the gel region. However, a universal
G′ ∝ φ/Nr2LOC relationship if found for all regions of the non-equilibrium
phase diagram (except the glass-gel coexistence region which is character-
ized by two distinct localization lengths). The origin of the tight correlation
between the elastic modulus and localization length has been determined
from the ultralocal limit analysis, which assumes that the dynamics of these
colloidal systems is dependent mostly on local contact forces.
The dynamic free energy barrier is an extremely important quantity
within the NLE approach. It determines the relaxation times, diffusion con-
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stants, dynamic fragility, and the experimentally observed kinetic arrest. The
barrier heights of all the shapes studied display a universal dependence on the
ultralocal limit parameter, λ, normalized by its ideal glass transition value.
This coupling constant in turn is a function of the purely equilibrium quanti-
ties: the number of sites in a particle (N), volume fraction of the system (φ),
and the contact value of the radial distribution function, (gss(σ)). The bar-
rier height is found to be propotional to the coupling constant, (λ− λc)/λc.
However, the proportionality constant, K, depends on both the region of the
phase diagram, as well as the direction of rise in the barrier height. It is
independent of particle shape.
The hopping relaxation time is found to be a rather uniform exponential
function of the barrier height, irrespective of particle shape. We show that
a large variation in dynamic fragility can be acheived simply by changing
particles shape. More compact particles have a higher dynamic fragility.
Hence, longer rods are less fragile than short rods, and fluid fragility increases
with particle dimensionality. The kinetic arrest boundaries of the fluids are
particle shape dependent, and their relative ordering is independent of the
criterion chosen for dynamic arrest. However, the re-entrance predicted by
the ideal arrest boundaries is suppressed in the case of the kinetic arrest
boundaries.
Our study has addressed the dynamic arrest of these fluid, in terms
of center of mass translational localization. However, in the case of shape
anisotropic particles, the non-equilibrium phase diagram is complicated fur-
ther by the rotational degrees of freedom. Theories to address transient
rotational localization have been formulated for the case of unaxial particle
fluids [39]. The theory needs to extended to 2- and 3- dimensional particles
to treat the ratational motion of a majority of systems studied here.
155
We determine phase behavior of suspensions of Janus spheres through
the mean-field RISM-RPA theory. This approach does not account for fluc-
tuation effects that destroy the spinodal, and hence is able to predict literal
divergences in the structure factor. Based on these divergences we have been
able to deduce the existence of macrophase separated, attraction driven (mi-
cellar) microphase separated, replusion driven microphase separated, and
crystalline regimes.
Larger attractive coverings, longer attraction ranges, and lower repulsion
to attraction ratios favor macrophase separation. A crossover to an attraction
driven microphase separated regime (MiPS-1) takes place at fairly low volume
fractions. The triple point between the macrophase separated, microphase
separated, and fluid regions is called the Lifshitz point. The MiPS-1 spinodal
temperature, at a given volume fraction, is controlled largely by the range of
attraction, and the attractive covering.
The structure, self-assembly, and phase behavior of Janus rods is deter-
mined using both the full liquid state (RISM), and the mean-field RISM-
RPA methods. We compare results from both approaches. Homogenous
fluid, macrophase separated, MiPS-1, MiPS-2, and crystalline regimes are
also found for suspensions of Janus rods. However, the 2-component RISM
calculations reveal that, within the range of volume fractions that are the
subject of this study, these different ordered states are not all found in the
same system of Janus rods. The RISM-RPA calculations (presented in Fig-
ure 6.5) are a microcosm of the possible behaviors of Janus rods.
The attraction driven microphase separated region corresponds to the
formation of micelles of Janus spheres, and cylindrical micelles for the Janus
rod suspensions. The repulsion driven microphase separation, on the other
hand, are characterized a repeaing length scale of voids rather than clusters
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of particles. The divergent length scale is a function of the repulsive range.
The MiPS-2 spinodal temperature rises and the transition to the MiPS-2
region is enhanced with increasing repulsion to attraction ratios.
A mean field analysis of the effect of smoothness on the attraction
driven microphase temperature reveals that the MiPS-1 temperature of Janus
spheres is controlled by a variable Vatt/Vhs, which is a measure of the ratio of
attractive volume, to hard core repulsive volume of the attractive beads. This
illustrates a model dependence of the MiPS-1 temperature, and a systematic
effect of the RPA treatment.
At very high volume fractions, both the RISM-RPA, and the full RISM
theories predicts site length scale crystallization. In this high density regime,
the systems of Janus spheres and rods ignore the enthalpic considerations
of attractions and repulsions to satisfy hard core constraints, and maximize
vibrational entropy. The RISM-RPA calculations predict another triple point
between the fluid, MiPS-1, and crystal regions. However, the full RISM
calcualtions illustrate a fluid region between the MiPS-1 and crystal phases.
It is unclear if there is a well-defined triple point between the three regions,
at low enough temperatures. The transition to the crystalline regime is
enhanced by higher repulsion to attraction ratios.
Moving away from the Janus (diblock) architecture, and a study of the
phase diagram of triblock (abba and baab), and tetrablock rods leads to dras-
tically different phase behavior. The triblock abba rods show a stacked cylin-
drical morphology, while the triblock baab rods display a wide macrophase
transition region, and discontinuous transition to microphase separated re-
gion which is characterized by a chain-like morphology of the rods.
The attraction driven microphase spinodal temperature rises with as-
pect ratio, and falls when the block architecture changes from diblock (aabb)
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to triblock (abba, and baab). It appears as the microphase spinodal is de-
stroyed for tetrablock (abab) rods. This trend illustrates that attraction
driven microphase separation is aided by contiguous regions of attractions
and repulsions within the chemically anisotropic particle.
These chemically anisotropic rods can be used in block co-polymer melts
to enhance the formation of microphase ordered states. One can also tune
parameters like volume fraction, Janus balance, aspect ratio, polymer radius
of gyration, polymer composition, and the range and strength of attractions
and repulsions to observe the formation of desired structures and superstruc-
tures. The theoretical prediction of such complex structures requires a den-
sity functional analysis. The predictions of, and correlation functions derived
from, liquid state theory provide inputs to density functional theories.
Although, we have traced the equilibrium phase diagram of Janus par-
ticles, it is still unclear if the colloidal systems will be able to reach the
equilibrated state before kinetic arrest. It is, therefore, also important to
determine the ideal and kinetic arrest criteria of these chemically anisotropic
particle systems.
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