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Abstract
Nous pre´sentons ici les diffe´rents mo-
dules et ressources de´veloppe´s au Labo-
ratoire Parole et Langage pour l’analyse
syntaxique du franc¸ais. Ces outils sont
base´s sur des approches symboliques ou
stochastiques, selon les caracte´ristiques
de la taˆche a` effectuer. La chaıˆne de
traitement est compose´e d’un segmen-
teur par re`gles et d’un lexique couvrant
du franc¸ais qui alimentent l’entre´e d’un
e´tiqueteur morphosyntaxique probabiliste.
Deux analyseurs de surface, l’un symbo-
lique et l’autre stochastique, sont ensuite
pre´sente´s. Un analyseur stochastique pro-
fond, re´cemment de´veloppe´, est aussi pro-
pose´.
1 Introduction
Les outils d’analyse syntaxique sont aujour-
d’hui confronte´s a` la ne´cessite´ de traiter des
donne´es varie´es, non canoniques, comme la
langue parle´e. Il s’agit d’un proble`me bien en-
tendu complexe, d’une part a` cause de la va-
riabilite´ des constructions mais surtout par le
fait qu’elles sont fre´quemment partielles, pour
diffe´rentes raisons. Il est ne´cessaire pour traiter ce
type de donne´es de tirer parti de toutes les infor-
mations disponibles, provenant de diffe´rents do-
maines comme la prosodie, mais e´galement de
la structure du discours, ou de la pragmatique.
Les approches probabilistes constituent clairement
une re´ponse adapte´e a` ce type de proble`me. Il
est cependant ne´cessaire de disposer pour leur
de´veloppement de corpus d’entraıˆnement conte-
nant toutes ces informations. La constitution de ce
type de ressources est aujourd’hui un enjeu essen-
tiel, pour toute les langues, et en particulier pour
le franc¸ais qui fait preuve d’un certain retard en la
matie`re, faute d’efforts coordonne´s dans ce sens.
Nous proposons dans cet article de faire le point
sur les outils et ressources de´veloppe´s au LPL dans
cette perspective. Pre´cisons que nous avons porte´
dans un premier temps nos efforts sur la ques-
tion de la segmentation, quel que soit son niveau :
il s’agit de rechercher des frontie`res d’unite´s, ou,
plus ge´ne´ralement, de positionner des balises dans
un flux de symboles. Nous avons pour cela mis
au point une technique efficace (cf. (Blache and
Rauzy, 2006)) qui a e´te´ ge´ne´ralise´e et applique´e
a` diffe´rents proble`mes comme la segmentation en
phrases ou pseudo-phrases (unite´ pertinente pour
l’oral), le repe´rage de constituants prosodiques, le
chunking ou l’analyse syntaxique.
Concre`tement, nous avons, comme il est
d’usage dans ce type d’ope´ration, commence´ par
traiter le niveau lexical et morpho-syntaxique en
de´veloppant d’une part un lexique morphologique
et d’autre part les outils de traitement de pre-
mier niveau (segmenteur, e´tiqueteur). Pour ce
qui concerne le niveau syntaxique, nous avons
de´veloppe´ deux types d’analyseurs, reposant sur
des techniques symboliques et nume´riques. Ces
deux approches sont en effet comple´mentaires.
Les premie`res, outre l’inte´reˆt the´orique qu’elles
pre´sentent pour la validation des formalismes et
des grammaires, peuvent eˆtre mises en oeuvre di-
rectement. Elles sont donc utiles pour la cre´ation
de ressources qui permettront l’entraıˆnement des
outils probabilistes. Concre`tement, pour ce qui
concerne l’analyse syntaxique, nous avons cre´e´ un
treebank de 1500 arbres en deux e´tapes : produc-
tion des arbres par l’analyseur symbolique, puis
correction manuelle. Le meˆme proce´de´ en deux
e´tapes est utilise´ pour adapter progressivement nos
outils au traitement de la langue parle´e.
Ce document propose une pre´sentation rapide
des principales caracte´ristiques des ressources et
outils de´veloppe´s ou en cours de de´veloppement
au LPL.
2 Segmentation et lexique
Cette e´tape a pour objectif de de´couper le texte
en entre´e en une se´quence de segments (tokens),
puis d’associer a` chacun de ces tokens la liste
des cate´gories morphosyntaxiques lui correspon-
dant. Cette taˆche, si elle ne pre´sente aucune dif-
ficulte´ particulie`re, est pourtant d’une importance
cruciale. Les erreurs de segmentation ainsi que les
approximations dues a` une mauvaise qualite´ du
lexique se re´percutent en effet tout au long de la
chaıˆne de traitement.
La phase de segmentation permet de re´pe´rer
les frontie`res se´parant les tokens et d’identi-
fier les entite´s ne´cessitant un traitement spe´cial
(nombres, dates, heures, noms propres, sigles, ...).
Nous utilisons dans notre chaıˆne de traitement
un segmenteur par re`gles qui associe a` chaque
entite´ une re`gle (sous forme d’une expression
re´gulie`re) et une liste d’exceptions. En cas de
conflit, par exemple lorsque deux entite´s iden-
tifie´es se chevauchent, la solution d’empan maxi-
mum est pre´fe´re´e. Une fois la se´quence de to-
kens forme´s, l’information syntaxique associe´e a`
chaque token est obtenue par acce`s au lexique.
Le lexique DicoLPL (Vanrullen et al., 2005)
est un lexique couvrant du franc¸ais (440 000
formes) re´gulie`rement corrige´ et mis a` jour, voir
par exemple (Rauzy and Blache, 2007). La cle´
d’entre´e du lexique se pre´sente sous la forme du
couple graphie-cate´gorie morphosyntaxique. Pour
chaque entre´e, le lexique propose une fre´quence
lexicale, extraite d’un corpus de textes e´crits d’en-
viron 150 million de mots pre´alablement e´tiquete´,
voir (Vanrullen et al., 2005) pour plus de de´tails.
L’information sur les fre´quences lexicales per-
met notamment de pre´ciser, pour une graphie am-
bigue¨, la re´partition observe´e entre les cate´gories
qui lui sont associe´es. Par exemple, la graphie
dans est rencontre´e dans le corpus 1 056 924
fois sous forme de pre´position contre 195 fois
sous forme de nom commun, alors que la graphie
envers se distribue plus uniforme´ment (5 174
pour la pre´position, 2 123 pour le nom commun).
la prise en compte de cette information, de na-
ture extra-syntaxique, ame´liore conside´rablement
la qualite´ de l’e´tiquetage morphosyntaxique. Nous
montrons dans (Blache and Rauzy, 2008) que cette
information permet a` elle seule d’atteindre un
score de de´sambiguisation morphosyntaxique de
0.89 (F-Mesure).
3 Etiquetage et de´sambiguisation
La proce´dure de de´sambiguisation consiste a`
associer a` chacun des tokens de l’e´nonce´ une
cate´gorie morphosyntaxique unique. Nous uti-
lisons ici le mode`le des patrons (Blache and
Rauzy, 2006; Blache and Rauzy, 2007), un mode`le
de Markov cache´ (HMM) plus performant que
les mode`les de type N-grammes. Pour les N-
grammes, les e´tats de l’automate sont identifie´s
par des se´quences de cate´gories de taille iden-
tique N − 1. Le mode`le des patrons relaˆche cette
contrainte en acceptant des e´tats identifie´s par des
se´quences de longueur variable, voir par exemple
(Ron et al., 1996). Cette caracte´ristique permet
en pratique d’extraire du corpus d’apprentissage
un ensemble d’e´tats, les patrons du mode`le, qui
capture de fac¸on optimale l’information contenue
dans le corpus.
Chaque patron du mode`le est caracte´rise´ par :
– son identifiant, c’est-a`-dire la se´quence de
cate´gories qui le constitue, par exemple la
suite de cate´gories Det Adj Noun.
– un vecteur donnant la probabilite´ de tran-
sition vers chaque cate´gorie du mode`le,
conditionne´e par l’identifiant du patron, par
exemple p(Verb | Det Adj Noun)1 pour la
probabilite´ de transition vers la cate´gorie
Verb.
– un vecteur donnant pour chaque transition
possible, le nouvel e´tat atteint par le syste`me
(le patron cible). Par exemple, si au syste`me
dans l’e´tat Det Adj Noun est propose´ la
cate´gorie Verb, le syste`me e´volue vers l’e´tat
Noun Verb.
Par construction, le patron cible associe´ a` une
transition ne de´pend pas du chemin suivi dans l’es-
pace des e´tats du syste`me. Cette proprie´te´ per-
met en pratique d’utiliser des algorithmes de pro-
grammation dynamique tre`s efficaces, comme l’al-
gorithme de Viterbi, pour calculer la solution la
plus probable. Ici, on ne suppose pas que les
donne´es ve´rifient effectivement cette hypothe`se
d’inde´pendance. Le mode`le des patrons est vu
comme une approximation du mode`le statistique
de´crivant re´ellement les donne´es, une approxima-
tion qui est d’autant plus fide`le que le corpus
d’apprentissage posse`de une taille importante. Des
phe´nome`nes comme les de´pendances non borne´es
par exemple, ne seront pas capture´s par le mode`le
1
p(Verb | Det Adj Noun) est la probabilite´ de Verb
conditionne´e par le contexte gauche Det Adj Noun.
des patrons.
Pour la taˆche de de´sambiguisation, le proble`me
consiste a` trouver pour la se´quence de tokens,
chaque token proposant sa liste de cate´gories
potentiellement re´alisables, la se´quence de
cate´gories de probabilite´ maximale. Ceci e´quivaut
a` trouver le chemin optimal suivi dans le treillis
des e´tats du syste`me compte tenu des choix
propose´s par la se´quence de tokens en entre´e.
Cette solution est obtenue par application de
l’algorithme de Viterbi.
Le mode`le est entraine´ sur le corpus
Grace/Multitag (Paroubek and Rajman, 2000),
un e´chantillon d’environ 700 000 mots annote´
morphosyntaxiquement selon le jeu de traits
Multext (Ide and Ve´ronis, 1994). L’information
morphosyntaxique disponible a e´te´ groupe´e de
manie`re ad-hoc en 44 cate´gories distinctes (2
types de cate´gories pour les ponctuations, 1 pour
les interjections, 2 pour les adjectifs, 2 pour les
conjonctions, 1 pour les de´terminants, 3 pour les
noms, 8 pour les auxiliaires, 4 pour les verbes, 5
pour les pre´positions, 3 pour les adverbes et 11
pour les pronoms). Les informations comme les
traits d’accords en genre, nombre et personne ou
le temps des verbes ne sont pas exploite´es dans la
version actuelle de l’e´tiqueteur.
Le mode`le des patrons complet est compose´
de 3 053 patrons de taille variable (le plus grand
contexte dans la liste des patrons est compose´
d’une se´quence de 6 cate´gories). L’e´valuation du
mode`le est re´alise´ en comparant l’e´tiquetage op-
timal obtenu a` partir du mode`le (par applica-
tion de l’algorithme de Viterbi) et la re´fe´rence.
Pour le jeu de cate´gories se´lectionne´es (les 44
cate´gories mentionne´es pre´ce´demment), la qua-
lite´ de l’e´tiqueteur atteint un score de 0.94 (F-
mesure), voir (Blache and Rauzy, 2008) pour plus
de de´tails.
4 Analyse syntaxique superficielle
Nous avons propose´ deux analyseurs superfi-
ciels dans le cadre de la campagne d’e´valuation
Passage 20072 (de la Clergerie et al., 2008) qui
est une continuation de la campagne Easy (Pa-
roubek et al., 2006). Ces campagnes ont permis
une e´valuation comparative de plusieurs analy-
seurs syntaxiques du franc¸ais en s’appuyant sur
un format d’annotation ad-hoc, le guide d’annota-
tion PEAS (Gendner et al., 2003), proposant des
2L’action Passage : http ://atoll.inria.fr/passage/
unite´s syntaxiques plates (i.e. sans constituants
emboıˆte´s). Deux e´valuations distinctes e´taient pro-
pose´es durant ces campagnes, l’une portant sur la
taˆche de formation et d’identification des groupes
syntaxiques, l’autre consistant a` e´tablir les re-
lations de de´pendance entre les groupes obte-
nus. Nos analyseurs superficiels traitent du pre-
mier proble`me classique de chunking : il s’agit de
repe´rer les types et frontie`res des constituants de
niveau 1.
4.1 L’analyseur symbolique ShP1
Il s’agit d’un analyseur de´terministe. Il re-
pose sur les Grammaires de Proprie´te´s avec une
strate´gie de coin gauche. La grammaire utilise´e
est comple`te en ce sens qu’elle peut eˆtre utilise´e
indiffe´remment pour une analyse profonde ou su-
perficielle (Balfourier et al., 2005). La particularite´
de ShP1 est de s’appuyer sur un sous-ensemble
de contraintes de la grammaire (en particulier les
proprie´te´s de line´arite´ et de constituance) pour
identifier les coins gauches. La strate´gie consiste
a` repe´rer a` partir des coins gauches la frontie`re
droite du chunk sur la base des autres proprie´te´s.
Cette heuristique est tre`s efficace et permet a` l’ana-
lyseur de be´ne´ficier d’une grande rapidite´ (moins
de 4 minutes pour traiter 1M de mots). Dans le
cadre de la campagne Passage 2007, cet analyseur
a obtenu une F-Mesure de 91.57%.
Cet analyseur a e´te´ adapte´ pour les besoin des
campagnes d’e´valuation Easy et Passage au for-
mat de sortie requis. Au dela` des chunks, il pro-
duit cependant des arbres syntaxiques complets.
Il a ainsi e´te´ utilise´ pour produire l’e´tape initiale
du treebank du LPL : 1500 arbres, ge´ne´re´s par
cet analyseur, ont ensuite e´te´ corrige´s manuel-
lement ; formant ainsi une ressource syntaxique
comple´mentaire a` celles existantes.
4.2 L’analyseur stochastique StP1
L’analyseur stochastique StP1, comme notre
e´tiqueteur, est base´ sur le mode`le des pa-
trons. La grammaire Easy compte six consti-
tuants (les groupes Easy GN, GP, NV, GA, PV et
GR) non emboıˆtables. Dans notre repre´sentation,
les cate´gories non-terminales sont annote´es par
leur cate´gories ouvrante et fermante associe´es,
par exemple <GN> et </GN> pour le groupe
GN. Pour chaque cate´gorie terminale (c’est-a`-
dire les 44 cate´gories terminales introduites sec-
tion 3), on de´finit six cate´gories mentionnant le
groupe dominant la cate´gorie et une cate´gorie
supple´mentaire lorsque la cate´gorie est isole´e.
Par exemple GN/Noun repre´sente la cate´gorie
Noun dans un groupe GN, GP/Noun repre´sente
la cate´gorie Noun dans un groupe GP, ./Pct la
cate´gorie Pct isole´e. Au total, si 320 cate´gories
sont de´finies, beaucoup d’entre elles ne sont pas
pre´sentes en pratique, par exemple GN/Verb (il
n’y a pas de verbe dans un groupe nominal).
La phase d’apprentissage est effectue´e sur le
gold standard Easy, un corpus annote´ en consti-
tuants d’environ 100 000 mots qui a servi de
re´fe´rence pour la campagne d’e´valuation Easy
(Paroubek et al., 2006). Le corpus ne four-
nit pas les e´tiquettes des tokens composant les
e´nonce´s. Une phase pre´alable d’e´tiquetage (en uti-
lisant l’e´tiqueteur pre´sente´ section 3) a donc e´te´
ne´cessaire pour produire notre e´chantillon d’ap-
prentissage. L’e´chantillon est ensuite encode´ selon
la de´finition des cate´gories de´crites ci-dessus.
Le module d’apprentissage nous permet d’ex-
traire de cet e´chantillon 1340 patrons de taille va-
riable identifie´s par des se´quences de cate´gories
terminales ou de cate´gories ouvrantes et fer-
mantes associe´es aux groupes. Pour la taˆche
qui nous concerne ici, c’est-a`-dire inse´rer au
sein d’une se´quence de cate´gories observe´es
(les cate´gories terminales) les cate´gories non-
observe´es (les cate´gories ouvrantes et fermantes),
une e´tape supple´mentaire est requise. Pour chaque
patron du mode`le dont l’identifiant se termine par
une cate´gorie observe´e (patron observe´), et pour
chaque cate´gorie observe´e, est e´tabli la liste des
transitions possibles vers cette cate´gorie, avec ou
sans insertion. Pour chaque item de cette liste est
calcule´ la probabilite´ de transition, le patron cible
et le vecteur de cate´gories non-observe´es inse´re´es
pour re´aliser cette transition. Par exemple, pour
le patron observe´ GN/DetGN/Noun et pour la
cate´gorie observe´e NV/Verb, il existe une tran-
sition vers le patron cible <NV> NV/Verb avec
insertion des cate´gories </GN><NV>. A la fin de
la proce´dure, nous obtenons un mode`le constitue´
de 1080 patrons observe´s.
L’analyseur stochastique StP1 prend en entre´e
un texte e´tiquete´ et de´sambiguise´ ou une liste de
cate´gories associe´e a` chaque token de l’e´nonce´
(la sortie de la phase segmentation plus acce`s au
lexique). Pour chaque e´nonce´, l’algorithme de Vi-
terbi permet d’inse´rer les groupes Easy maximi-
sant la probabilite´ de l’e´nonce´. Dans le cadre de
la campagne Passage 2007, StP1 a obtenu une F-
Mesure de 93.03%.
5 Analyse syntaxique profonde
Comme indique´ dans l’introduction, nous avons
porte´ notre attention sur la question de la segmen-
tation et l’identification des unite´s. Il s’agit en effet
d’un premier niveau d’information essentiel dans
l’analyse des interactions entre les diffe´rents do-
maines de l’analyse linguistique. Concre`tement,
nous avons de´cide´ dans un premier temps de
de´velopper un analyseur produisant des arbres,
sans nous pre´occuper de la question des rela-
tions grammaticales. Dans l’e´tat actuel des res-
sources disponibles, l’identification des fonctions
est en cours d’inte´gration, sur la base des informa-
tions disponibles dans le French Treebank (FTB,
(Abeille´ et al., 2001; Abeille´ et al., 2003)). Dans
un second temps, le de´veloppement d’un treebank
adapte´ nous permettra de proposer l’identification
de toutes les relations.
5.1 Un analyseur stochastique profond
Nous avons re´cemment de´veloppe´ un analyseur
stochastique profond base´ sur le mode`le des pa-
trons. Nous pre´sentons ici les modifications qui
ont e´te´ apporte´es au formalisme originel afin de
traiter les structures arborescentes. Une descrip-
tion plus de´taille´e de la me´thode sera propose´e
ulte´rieurement dans (Rauzy, en pre´paration).
La premie`re modification concerne le calcul
de la probabilite´ d’une se´quence de cate´gories.
Pour probabiliser les structures d’arbres, nous
faisons l’hypothe`se que la probabilite´ d’une
cate´gorie conditionne´e par un syntagme ne
de´pend pas des constituants du syntagme. Ainsi,
on conside`re que la probabilite´ conditionnelle
p(Verb|<NP>DetAdjNoun</NP>) est
e´quivalente a` p(Verb|NP), ceci quelques
soient les constituants du syntagme NP. C’est
une hypothe`se forte dont la validite´ de´pend
de la de´finition effective des syntagmes de
la grammaire. Ne´anmoins, une fois ve´rifie´e,
cette hypothe`se permet de de´finir un proce´dure
de re´duction tre`s efficace pour le calcul de la
probabilite´ d’une structure arborescente.
Nous illustrons par un exemple table 1 le cal-
cul de la probabilite´ pas a` pas. Le patron cou-
rant est initialise´ sur le patron de´but de phrase
<SENT>. La cate´gorie ouvrante <NP> est ajoute´e
au syste`me, avec une probabilite´ de transition
p(<NP>|<SENT>) = 0.4, le syste`me e´volue
t back patron cat proba
0 - <SENT> <NP> 0.4
1 - <SENT><NP> Det 0.7
2 - <SENT><NP>Det Noun 0.8
3 0 <NP>DetNoun </NP> 0.3
4 - <SENT>NP <VP> 0.6
5 - <SENT>NP<VP> Verb 0.5
6 - NP<VP>Verb <NP> 0.3
7 - <VP>Verb<NP> Det 0.7
8 - Verb<NP>Det Noun 0.7
9 6 <NP>DetNoun </NP> 0.3
10 3 <VP>VerbNP </VP> 0.4
11 - <SENT>NPVP Pct 0.9
12 - <SENT>NPVPPct </SENT> 1.0
TAB. 1 – Le calcul pas a` pas de la probabi-
lite´ d’une se´quence arbore´e. Colonne 1, l’indice
de l’e´tape ; colonne 2, la position cible du back-
tracking lorsque une re´duction est re´alise´e ; co-
lonne 3, l’e´tat courant du syste`me ; colonne 4,
la cate´gorie ajoute´e ; colonne 5, la probabilite´
de transition du patron courant vers la cate´gorie
ajoute´e.
vers le patron cible <SENT><NP> associe´ a`
cette transition. Les cate´gories Det et Noun sont
ajoute´e a` l’e´tape 1 et 2, la probabilite´ cumule´e
de la se´quence e´tant le produit des probabilite´s
de transition a` chaque e´tape. A l’e´tape 3 apparaıˆt
le premier phe´nome`ne de re´duction. La cate´gorie
fermante </NP> est ajoute´e, avec une proba-
bilite´ de transition p(</NP>|<NP>DetNoun)
= 0.3. Une proce´dure de backtracking per-
met de remonter jusqu’a` l’e´tape 0 pour for-
mer le patron cible <SENT>NP associe´ a` la
re´duction. Apre`s cette re´duction, le syste`me est
dans l’e´tat <SENT>NP, la cate´gorie <VP> est
alors ajoute´e avec une probabilite´ de transition
p(<VP>|<SENT>NP) = 0.6. La probabilite´
de la se´quence arbore´e est obtenue en poursuivant
l’e´volution du syste`me jusqu’a` la fin de la phrase.
Dans le cadre de ce sche´ma, l’identifiant des
patrons du mode`le est une se´quence forme´e de
cate´gories terminales, de cate´gories ouvrantes, et
de cate´gories non-terminales. En revanche, les
cate´gories fermantes sont interdites. Pour chaque
patron, les probabilite´s de transition vers les ca-
tegories ouvrantes, fermantes, terminales et non-
terminales sont calcule´es par le module d’ap-
prentissage a` partir d’un corpus arbore´e. Le pa-
tron cible associe´ a` chaque transition est aussi
me´morise´, sauf pour les transitions vers les
cate´gories fermantes pour lesquelles le patron
cible est obtenu dynamiquement par backtracking
sur l’historique des e´tats du syste`me.
La taˆche d’analyse consiste a` inse´rer au
sein d’une se´quence de cate´gories observe´es
(les cate´gories terminales) les cate´gories non-
observe´es (les cate´gories ouvrantes et fermantes).
On ne conservera donc dans le mode`le que les pa-
trons observe´s (i.e. dont l’identifiant se termine
par une cate´gorie observe´e). Pour chaque patron
observe´, et pour chaque cate´gorie observe´e ou
chaque syntagme forme´, est e´tabli la liste des tran-
sitions possibles vers cette cate´gorie ou ce syn-
tagme, avec ou sans insertion. Pour chaque item
de cette liste est calcule´ la probabilite´ de transi-
tion, le patron cible et le vecteur de cate´gories ou-
vrantes inse´re´es pour re´aliser cette transition. Par
exemple, pour le patron observe´ NP<VP>Verb et
pour la cate´gorie observe´e Det, il existe une tran-
sition vers le patron cible Verb<NP>Det avec in-
sertion de la cate´gorie <NP>. De plus, le patron
observe´ me´morise la probabilite´ de transition vers
chaque cate´gorie fermante. Nous illustrons table 2
un exemple de construction d’un arbre a` partir de
la se´quence des cate´gories observe´es.
t back patron insert cat
0 - <SENT> <NP> Det
1 - <SENT><NP>Det - Noun
2 0 <NP>DetNoun </NP> -
3 - <SENT>NP <VP> Verb
4 - NP<VP>Verb <NP> Det
5 - Verb<NP>Det - Noun
6 4 <NP>DetNoun </NP> -
7 3 <VP>VerbNP </VP> -
8 - <SENT>NPVP - Pct
9 - <SENT>NPVPPct </SENT> -
TAB. 2 – L’e´volution pas a` pas de la construction
de l’arbre a` partir de la se´quence des cate´gories
observe´es. Colonne 1, l’indice de l’e´tape ; colonne
2, la position cible du backtracking lorsque une
re´duction est re´alise´e ; colonne 3, l’e´tat courant
du syste`me ; colonne 4, le vecteur de cate´gories
inse´re´es ; colonne 5, la cate´gorie observe´e ajoute´e.
Du fait du sche´ma de re´duction, la transi-
tion vers le patron cible lors de la proce´dure de
backtracking de´pend de l’historique des e´tats du
syste`me. Les algorithmes du type Viterbi sont
alors inope´rants pour trouver la structure d’arbre
maximisant la probabilite´, pour un se´quence de
cate´gories observe´es en entre´e. Nous avons ici
opte´ pour un algorithme du type beam search qui
va e´laguer dynamiquement l’arbre des solutions
compte tenu de la probabilite´ de chaque solution
au cours du temps. Une proce´dure de rattrapage est
imple´mente´e lorsque aucune solution n’est retenue
par l’algorithme, ce qui se produit par exemple
lorsque la solution a` atteindre a e´te´ supprime´e
de liste des solutions conserve´es lors d’une e´tape
pre´ce´dente du fait de sa faible probabilite´.
6 Conclusion et perspectives
Le de´veloppement d’outils d’analyse syn-
taxique robustes, permettant le traitement de cor-
pus volumineux avec un niveau d’information
ade´quat repose sur la possibilite´ de disposer de
techniques comple´mentaires, permettant en par-
ticulier le de´veloppement de ressources utiles a`
l’apprentissage et l’entraıˆnement d’analyseurs sto-
chastiques. Nous sommes donc engage´s dans des
de´veloppements multiples : ressources lexicales,
corpus arbore´s, outils de pre´-traitement, analy-
seurs symboliques et stochastiques. Les travaux
en cours au LPL portent plus particulie`rement
sur trois aspects : mise au point d’un corpus ar-
bore´ avec les relations grammaticales, finalisation
d’un analyseur stochastique profond et adaptation
des outils au traitement de l’oral. Les outils et
ressources de´crits dans ce document sont dispo-
nibles pour utilisation a` des fins de recherche. Cer-
tains sont d’ores et de´ja` accessibles via le CRDO
(http ://www.crdo.fr).
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