We study pseudospectral and spectral functions for Hamiltonian system Jy ′ − B(t) = λ∆(t)y and differential equation l[y] = λ∆(t)y with matrix-valued coefficients defined on an interval I = [a, b) with the regular endpoint a. It is not assumed that the matrix weight ∆(t) ≥ 0 is invertible a.e. on I. In this case a pseudospectral function always exists, but the set of spectral functions may be empty. We obtain a parametrization σ = σ τ of all pseudospectral and spectral functions σ by means of a Nevanlinna parameter τ and single out in terms of τ and boundary conditions the class of functions y for which the inverse Fourier transform y(t) = R ϕ(t, s) dσ(s) y(s) converges uniformly. We also show that for scalar equation l[y] = λ∆(t)y the set of spectral functions is not empty. This enables us to extend the Kats-Krein and Atkinson results for scalar Sturm -Liouville equation −(p(t)y ′ ) ′ + q(t)y = λ∆(t)y to such equations with arbitrary coefficients p(t) and q(t) and arbitrary non trivial weight ∆(t) ≥ 0.
Introduction
We consider the differential equation of an even order 2r l[y] = r k=0 (−1) k p r−k (t)y (k) (k) = λ∆(t)y, t ∈ I = [a, b , −∞ < a < b ≤ ∞ (1.1) and its natural generalization -the Hamiltonian differential system on an interval I = [a, b with the regular endpoint a and arbitrary (regular or singular) endpoint b. It is assumed that the coefficients p j and the weight ∆ in (1.1) are functions on I with values in the set B(C m ) of all linear operators in C m (or equivalently m × mmatrices) such that p j = p * j , ∆ ≥ 0 (a.e. on I) and p −1 0 , p 1 , . . . , p r , ∆ are locally integrable. As to system (1.2), we assume that J ∈ B(C n ) (n = 2p) is given by
and B and ∆ are locally integrable B(C n )-valued functions on I such that B = B * and ∆ ≥ 0 a.e. on I. Equation (1.1) (system (1.2)) is called regular if b < ∞ and p −1 0 , p 1 , . . . , p r , ∆ (resp. B, ∆) are integrable on I; otherwise it is called singular. Equation (1.1) is called scalar if m = 1 and hence p j and ∆ are real valued functions.
Following to [4] we call the weight ∆ definite if it is invertible a.e. on I and semidefinite in the opposite case. Moreover, the weight ∆ in the scalar equation (1.1) is called nontrivial if the equality ∆(t) = 0 (a.e. on I) does not hold. Clearly, non triviality is the weakest restriction on ∆, which saves the interest to studying of (1.1).
As is known a spectral function is a fundamental concept in the spectral theory of differential equations [9, 29, 31, 32] and Hamiltonian systems [1, 18, 30] . Let ϕ(·, λ)(∈ B(C p , C p ⊕ C p )) be an operator solution of (1.2) such that ϕ(a, λ) = (− sin A, cos A) ⊤ with some A = A * ∈ B(C p ). Then a spectral function of the system (1.2) is defined as an operator-valued (or, equivalently, matrix-valued) distribution function σ(s)(∈ B(C p )) such that the generalized Fourier transform
induces an isometry V σ from the Hilbert space L 2 ∆ (I) of all vector-functions f (t)(∈ C n ) such that I (∆(t)f (t), f (t)) dt < ∞ to the Hilbert space L 2 (σ; C p ). Similarly one defines a spectral function σ(s)(∈ B((C m ) r )) of equation (1.1). If σ(·) is a spectral function of (1.1) or (1.2), then for each y ∈ L 2 ∆ (I) the inverse Fourier transform is y(t) = R ϕ(t, s) dσ(s) y(s), (1.5) where the integral converges in L 2 ∆ (I). Recall also that a spectral function σ(·) is called orthogonal if V σ is a unitary operator.
Existence of a spectral function for equation (1.1) and system (1.2) with the definite weight is a classical result (see e.g. [32] ). This result was extended by I.S. Kats [16, 17] to the scalar Sturm-Liouville equation
with p(t) ≡ 1 and the semi-definite weight ∆. Moreover, I.S. Kats and M.G. Krein parameterized in [19, §14] all spectral functions of such an equation under the following additional conditions:
(A1) there is no interval (a, b ′ ) ⊂ I ((a ′ , b) ⊂ I) such that ∆(t) = 0 a.e. on (a, b ′ ) (resp. on (a ′ , b));
(A2) if ∆(t) = 0 a.e. on an interval (a ′ , b ′ ) ⊂ I, then q(t) = 0 (a.e. on (a ′ , b ′ )). The Kats -Krein parametrization can be formulated as the following theorem. establish a bijective correspondence σ(·) = σ τ (·) between all functions τ ∈ R[C] and all (real valued) spectral functions σ(·) of (1.6) (with respect to the Fourier transform (1.4)). Moreover, σ τ (·) is orthogonal if and only if τ (λ) ≡ θ(= θ) or τ (λ) ≡ ∞, λ ∈ C \ R.
As is known each orthogonal spectral function σ(·) of the equation (1.1) with definite weight is associated with a certain self-adjoint operator S in L 2 ∆ (I). Moreover, a classical result claims that for each function y from the domain of S the L 2 ∆ (I)-convergence in (1.5) can be improved to uniform convergence on each compact interval [a, c] ⊂ I (see e.g. [9, Theorem XIII. 5.16 ]. In the case of the Sturm -Liouville equation this result yields the following theorem (see e.g. [5] ). Theorem 1.2. Consider the eigenvalue problem for scalar regular Sturm-Liouville equation (1.6) with the definite weight ∆ subject to self-adjoint boundary conditions cos α · y(a) + sin α · (py ′ )(a) = 0, cos β · y(b) + sin β · (py ′ )(b) = 0. (1.10)
Then each function y ∈ AC(I) such that py ′ ∈ AC(I), ∆ −1 l[y] ∈ L 2 ∆ (I) and (1.10) is satisfied admits the eigenfunction expansion (1.11) which converges absolutely and uniformly on I. In (1.11) {v k } ∞ 1 are orthonormal eigenfunctions of the problem (1.6), (1.10).
F. Atkinson in [2, Theorem 8.9.1] extended Theorem 1.2 to scalar regular equations (1.6) with semi-definite weight ∆ satisfying the condition 0 ≤ p(t) ≤ ∞, t ∈ I, and assumptions (A1) and (A2) before Theorem 1.1. Moreover, Theorem 1.2 was extended to eigenvalue problems for regular scalar equations (1.6) [11, 13] and (1.1) [3] with definite weight subject to boundary conditions linearly dependent on the eigenparameter λ. It is worth to note that these papers deal in fact with a special class of nonorthogonal spectral functions. Observe also that various properties (existence and behavior of eigenvalues, oscillation of eigenfunctions etc.) of eigenvalue problems for Sturm -Liouville equations with semi-definite weight was studied in [4] .
It turns out that a spectral function of the system (1.2) and equation (1.1) with semidefinite weight may not exist and hence definition of a spectral function requires a certain modification. To this end one defines a pseudospectral function of the system (1.2) as an operator-valued distribution function σ(s)(∈ B(C p )) such that the generalized Fourier transform (1.4) induces a partial isometry V σ : L 2 ∆ (I) → L 2 (σ; C p ) with the minimally possible kernel ker V σ (see [18, 1, 30] for regular systems and [26] for singular ones). If σ(·) is a pseudospectral function, then the inverse Fourier transform (1.5) holds only for functions y ∈ L 2 ∆ (I) ⊖ ker V σ . It turns out that a pseudospectral function exists for any system (1.2); moreover, either the set of spectral functions of a given system is empty or it coincides with the set of pseudospectral ones. The Kats -Krein parametrization of spectral functions was extended in [1, 26, 30] to Hamiltonian systems (1.2) . In these papers a parametrization σ(·) = σ τ (·) of pseudospectral functions σ(·) is given in terms of the parameter τ = τ (λ), which takes on values in the set of all relation-valued Nevanlinna functions (for more details see Theorem 3.14) .
In the present paper we extend the above results concerning the uniform convergence of the inverse Fourier transform (1.5) to arbitrary (possibly nonorthogonal) pseudospectral and spectral functions of differential equation (1.1) and Hamiltonian system (1.2) with matrix-valued coefficients and semi-definite weight ∆. This enables us to extend Theorems 1.1 and 1.2 to scalar regular Sturm -Liouville equation (1.6) with arbitrary coefficients p and q and semi-definite nontrivial weight ∆.
First we consider Hamiltonian system (1.2). Assume for simplicity that the set of spectral functions of this system is not empty. Let τ = τ (λ) be a Nevanlinna parameter and let σ(·) = σ τ (·) be the corresponding spectral function of the system. We prove the following statement:
(S) If y ∈ L 2 ∆ (I) is an absolutely continuous vector-function such that the equality Jy ′ − By = ∆f y holds with some f y ∈ L 2 ∆ (I) and the boundary conditions (cos A, sin A) y(a) = 0, Γ b y ∈ η τ (1.12) are satisfied, then the inverse Fourier transform (1.5) converges absolutely and uniformly on each compact interval [a, c] ∈ I. In (1.12) A = A * ∈ B(C p ), Γ b y is a singular boundary value of y at the endpoint b (in the case of the regular system one can put Γ b y = y(b)) and η τ is a linear relation defined in terms of the asymptotic behavior of the parameter τ (λ) at the infinity.
If τ (λ) ≡ θ is a self-adjoint parameter, then the spectral function σ τ (·) is orthogonal, η τ = θ and (1.12) turns into self-adjoint boundary conditions, which defines a self-adjoint operator T in L 2 ∆ (I). So in this case under the additional assumption of definiteness of ∆ statement (S) gives rise to known results on the uniform convergence [9] . Note also that in fact we prove statement (S) for pseudospectral functions (see Theorem 4.4) .
As is known [20] equation (1.1) is equivalent to a certain special system (1.2). Therefore the concept of a pseudospectral function and relative results can be readily transformed to equation (1.1) with matrix-valued coefficients and semi-definite weight (see Theorems 5.7 and 5.8) . Nevertheless it turns out that scalar equation (1.1) with semi-definite nontrivial weight possesses an essential peculiarity. Namely, we show (see Theorem 5.13 ) that the set of spectral functions of such an equation is not empty. Moreover, we parameterize all these spectral functions by means of a Nevanlinna parameter τ and single out in terms of τ and boundary conditions the class of functions y ∈ L 2 ∆ (I) for which the inverse Fourier transform (1.5) with the spectral function σ(·) = σ τ (·) converges uniformly on each compact interval [a, c] ⊂ I (see Theorems 5.13, 5.14 and (5.15) ). In the case of the Sturm -Liouville equation these results can be formulated in the form of the following theorem. Theorem 1.3. Consider scalar regular equation (1.6) on I = [a, b] with real-valued coefficients p, q and semi-definite nontrivial weight ∆(t) ≥ 0 (p −1 , q, ∆ ∈ L 1 (I)). Denote by dom l the set of all functions y ∈ AC(I) such that y [1] := py ′ ∈ AC(I) and let l[y] := −(y [1] ) ′ + qy, y ∈ dom l. Moreover, let ϕ(·, λ) ∈ dom l and ψ(·, λ) ∈ dom l be solutions of (1.6) defined by initial values (1.7) with ϕ [1] (a, λ) and ψ [1] (a, λ) instead of ϕ ′ (a, λ) and ψ ′ (a, λ) respectively. Then:
(i) The set of spectral functions of (1.6) (with respect to the Fourier transform (1.4)) is not empty and statement of Theorem 1.1 is valid.
(ii)Let τ = τ (·) ∈ R[C] and let σ(·) = σ τ (·) be the corresponding spectral function of (1.6) defined by (1.8) and (1.9). Denote by F the set of all functions y ∈ dom l satisfying the following conditions: (a) there exists a function f y ∈ L 2 ∆ (I) such that l[y] = ∆f y (a.e. on I); (b) one of the following boundary conditions (bc1) -(bc3) dependent on τ are satisfied:
(bc1) if lim y→∞ τ (iy) iy = 0, then cos α · y(a) + sin α · y [1] (a) = 0 and y(b) = 0; (bc2) if lim y→∞ τ (iy) iy = 0 and lim y→∞ yIm τ (iy) < ∞, (1.13) then cos α · y(a) + sin α · y [1] (a) = 0 and y [1] cos α · y(a) + sin α · y [1] (a) = 0, y(b) = 0 and y [1] (b) = 0. Then for each function y ∈ F y(t) = R ϕ(t, s) y(s) dσ(s), (1.14) where the integral converges absolutely and uniformly on I.
Note that statement (i) of Theorem 1.3 extends the Kats existence theorem [16, 17] and Kats -Krein parametrization of spectral functions to Sturm-Liouville equations (1.6) with p(t) ≡ 1 and semi-definite nontrivial weight ∆ (cf Theorem 1.1). Moreover, by using Theorem 1.3 we extend to such equations Theorem 1.2 (see Corollary 5.16). In other words, we show that in the case p(t) < ∞ Theorem 1.2 remains valid without Atkinson's assumptions.
In conclusion note that our investigations are based on the results of [28] (see also [8] ), where compression P H A ↾ H of an exit space extension A = A * of an operator A ⊂ A * in the Hilbert space H are characterized in terms of abstract boundary conditions. We show that in the case of a nonorthogonal spectral function σ(·) the integral in (1.5) converges uniformly for any y from the domain of the compression of respective A and then apply the results of [28] to this compression.
Preliminaries

2.1.
Notations. The following notations will be used throughout the paper: H, H denote separable Hilbert spaces; B(H 1 , H 2 ) is the set of all bounded linear operators defined on H 1 with values in H 2 ; A ↾ L is a restriction of the operator A ∈ B(H 1 , H 2 ) to the linear manifold L ⊂ H 1 ; P L is the orthoprojection in H onto the subspace L ⊂ H;
is the open upper (lower) half-plane of the complex plane; A is the σ-algebra of Borel sets in R and µ is the Borel measure on A. For a set B ⊂ R we denote by χ B (·) the indicator of B, i.e., the real-valued function on R given by χ B (t) = 1 for t ∈ B and χ B (t) = 0 for t ∈ R \ B.
Recall that a linear manifold T in the Hilbert space H 0 ⊕ H 1 (H ⊕ H) is called a linear relation from H 0 to H 1 (resp. in H). The set of all closed linear relations from H 0 to H 1 (in H) will be denoted by C(H 0 , H 1 ) (resp. C(H)). Clearly for each linear operator (
(iii) R(H) is the set of all Nevanlinna relation-valued functions (see e.g. [6] ), which in the case H = C m can be defined as the set of all functions τ (·) : C \ R → C(C m ) such that mul τ (λ) := K does not depend on λ ∈ C \ R and the decompositions
hold with K = {0} ⊕ K and τ 0 (·) ∈ R[H 0 ] (the operator function τ 0 (·) is called the operator part of τ (·)).
It is clear that R[H] ⊂ R(H).
Boundary triplets and compressions of exit space extensions.
Recall that a linear relation T in H is called symmetric (self-adjoint) if T ⊂ T * (resp. T = T * ).
In the following we denote by A a closed symmetric linear relation in a Hilbert space It is easy to see that A is a densely defined operator if and only if mul A * = {0}.
As is known a linear relation A = A * in a Hilbert space H ⊃ H is called an exit space extension of A if A ⊂ A and the minimality condition span{H, ( A−λ) −1 H : λ ∈ C \ R} = H is satisfied.
Definition 2.1. [12] A collection Π = {H, Γ 0 , Γ 1 } consisting of a Hilbert space H and linear mappings Γ j : A * → H, j ∈ {0, 1}, is called a boundary triplet for A * , if the mapping Γ = (Γ 0 , Γ 1 ) ⊤ from A * into H ⊕ H is surjective and the following abstract Green's identity holds:
Theorem 2.2. [7, 23] Let Π = {H, Γ 0 , Γ 1 } be a boundary triplet for A * . Then:
(i) The mapping
establishes a bijective correspondence A = A θ between all linear relations θ ∈ C(H) and all extensions A = ext(A). Moreover A θ is symmetric (self-adjoint) if and only if θ is symmetric (resp. self-adjoint).
Note that the same parametrization A = A τ of exit space extensions A of A can be also given by means of the Krein formula for generalized resolvents (see e.g. [21, 7, 23] ). Clearly, C( A) is a symmetric extension of A. Note also that the equality
A characterization of the compression C( A τ ) in terms of the parameter τ is given by the following theorem obtained in our paper [28] . (
is a semi-Hilbert space with the semi-scalar product
Definition 2.6.
[9] The Hilbert space L 2 (σ; C m ) is a Hilbert space of all equivalence classes in L 2 (σ; C m ) with respect to the seminorm || · || L 2 (σ;C m ) .
In the following we denote by π σ the quotient map from
where ν and Ψ(·) are defined in Theorem 2.5, (1). An operator-function Y (·) :
Pseudospectral and spectral functions of Hamiltonian systems
[9, Chapter 13.5]). The semi-definite inner product (·, ·) ∆ in L 2 ∆ (I; C n ) is defined by (f (·), g(·)) ∆ = I (∆(t)f (t), g(t)) dt, f (·), g(·) ∈ L 2 ∆ (I; C n ). Moreover, let L 2 ∆ (I; C n ) be the Hilbert space of the equivalence classes in L 2 ∆ (I; C n ) with respect to the seminorm || · || ∆ . Denote also by π ∆ the quotient map from L 2
Clearly, ker π ∆ coincides with the set of all Borel measurable functions f (·) : I → C n such that ∆(t)f (t) = 0 (a.e. on I).
3.2. Hamiltonian systems. Let as above I = [a, b (−∞ < a < b ≤ ∞) be an interval in R, let p ∈ N and let n = 2p. Recall that a Hamiltonian system of the dimension n on an interval I (with the regular endpoint a) is a system of differential equations
where B(·) and ∆(·) are locally integrable B(C n )-valued functions on I satisfying B(t) = B * (t) and ∆(t) ≥ 0 for any t ∈ I and J ∈ B(C n ) is the operator given by (1.3). Together with system (3.1) we consider the inhomogeneous system
In the sequel we denote by Y 0 (·) the B(C n )-valued operator solution of the system
By using the second identity in (3.4) one can easily verify that each solution y(·) of (3.2) admits the representation
where z(·) ∈ AC(I, C n ) is the solution of (3.3) with z(a) = y(a).
As it is known (see e.g. [18, 22] ) system (3.1) gives rise to the maximal linear relations T max and T max in L 2 ∆ (I; C n ) and L 2 ∆ (I; C n ) respectively. Namely, T max is the set of all pairs {y(·), f (·)} ∈ (L 2 ∆ (I; C n )) 2 such that y(·) ∈ AC(I, C n ) and (3.2) holds a.e. on I, while T max = π ∆ T max . Moreover for any y(·), z(·) ∈ dom T max there exists the limit [y, z] b := lim t↑b (Jy(t), z(t)).
Next, define the linear relation T a in L 2 ∆ (I; C n ) and the minimal linear relation T min in
Then T min is a closed symmetric linear relation in L 2 ∆ (I; C n ) and T * min = T max [18, 22, 25] . The null manifold N of the system (3.1) is defined as a linear space of all solutions y(·) of (3.3) such that ∆(t)y(t) = 0 (a.e. on I).
In the sequel we denote by N λ , λ ∈ C, the linear space of solutions of the system (3.1) belonging to L 2 ∆ (I; C n ). The numbers N + = dim N i and N − = dim N −i are called the formal deficiency indices of the system (3.1). It was shown in [20, 22] that N ± = dim N λ , λ ∈ C ± (i.e., dim N λ does not depend on λ in either C + or C − ) and p ≤ N ± ≤ n. Moreover, deficiency indices of T min are n ± (T min ) = N ± − dim N .
Recall that system (3.1) is called definite if N = {0}.
be an operator such that
Clearly each definite system is U-definite for any U. It was proved in [20] that for each definite system there is a compact interval [a, β] ⊂ I such that the system is definite on [a, β]. In the same way one proves the following proposition.
3.3. Pseudospectral and spectral functions. Below we suppose that U ∈ B(C n , C p ) is an operator satisfying (3.6). Then the following assertion holds (see [27, Lemma 3.3] ).
and Uy(a) = 0}. Note that f y (·) in (3.9) is defined by y(·) uniquely up to the equivalence with respect to the seminorm || · || ∆ .
In what follows we put H := L 2 ∆ (I; C n ) and H 0 := H ⊖ mul T . Since T is a symmetric relation in H, the decompositions
hold with mul T = {0} ⊕ mul T and a (not necessarily densely defined) symmetric operator T 0 in H 0 (this operator is called the operator part of T ).
Below we denote by L ′ , L 0 and D the linear manifolds in L 2 ∆ (I; C n ) defined by L ′ = {f (·) ∈ L 2 ∆ (I; C n ) : there exists a solution y(·) of (3.2) such that (3.11) ∆(t)y(t) = 0 (a.e. on I), Uy(a) = 0 and [y,
, λ ∈ C, be the operator solution of (3.1) with the initial value ϕ U (a, λ) = −JU * . One can easily prove that for each function f (·) ∈ L 2 ∆ (I; C n ) and each point c ∈ I the equality
defines a continuous function f c (·) : R → C p (the integral in (3.14) is understood as the Lebesgue integral). 
holds for all f (·) ∈ L 0 .
Clearly, the function f (·) in Definition 3.4 is defined by f (·) uniquely up to the σequivalence. This function is called the (generalized) Fourier transform of a function f (·) ∈ L 2 ∆ (I; C n ). Definition (3.15) of f (·) can be written as
where the integral converges in the seminorm of L 2 (σ; C p ). 
Clearly, V σ is an isometry if and only if σ(·) is a spectral function.
Proposition 3.8. [26] Let σ(·) be a pseudospectral function of the system (3.1). Then for each function g(·) ∈ L 2 (σ; C p ) the following holds:
(i) for each bounded Borel set B ⊂ R the equality
Corollary 3.9. Let σ(·) be a pseudospectral function of the system (3.1), let f (·) ∈ L 0 and let f (·) be the Fourier transform of f (·). Then
where the integral converges in the seminorm of L 2 ∆ (I; C n ). Remark 3.10. The equality (3.21) is called the inverse Fourier transform of a function f (·). Clearly, (3.21) is valid for each f (·) ∈ L 2 ∆ (I; C n ) if and only if σ(·) is a spectral function.
Remark 3.11. According to [26] a distribution function σ(·) : R → B(C p ) is called a q-pseudospectral function of the system (3.1) if the condition (i) of Definition 3.4 is satisfied and the Fourier transform V σ of the form (3.17) is a partial isometry from H to L 2 (σ; C p ). According to [26, Proposition 3.8] for each q-pseudospectral function σ(·) one has mul T ⊂ ker V σ . This implies that for a pseudospectral function σ(·) the Fourier transform V σ has the minimally possible kernel ker V σ among all q-pseudospectral functions and hence the inverse Fourier transform (3.21) is valid for functions f (·) from the maximally possible set (namely, from the set L 0 ). This facts justify our interest to pseudospectral functions.
Moreover, let T be the symmetric extension (3.7) of T min . Then:
is a boundary triplet for T * (in (3.22) y(·) ∈ y is a function from statement (i)). Note that the matrix M(λ) in (3.23) is defined in terms of the boundary values of certain operator solutions of (3.1) at the endpoints a and b (see [26, Proposition 4.9] ). Remark 3.16. The operator function m τ (·) in (3.24) coincides with the m-function of the system (3.1) corresponding to the admissible boundary parameter τ (see [26] ). Note that m τ (·) ∈ R[C d ] and (3.25) is the Perron-Stieltjes formula for m τ . In the case of the constant-valued admissible boundary parameter τ (λ) ≡ τ (= τ * ), λ ∈ C \ R, the function m τ (·) turns into the m-function (Titchmarsh -Weyl function) of the system in the sense of [15, 14] . Proof. Let y(·) ∈ N ′ 0 and (y(·), y(·)) ∆ = 0. Then ∆(t)y(t) = 0 and hence y(·) ∈ N . Since Uy(a) = 0 and the system is U-definite, the equality y = 0 holds. Thus N ′ 0 is a finite dimensional Hilbert space with the inner product (·, ·) ∆ . Clearly, the relation N ′ 0 ∋ y(·) → y(0) ∈ ker U defines a linear isomorphism of N ′ 0 onto ker U. Therefore the condition ||y n (·) − y(·)|| ∆ → 0 yields y n (0) → y(0), which implies (4.1). Proof. (i) First suppose that system (3.1) is given on a compact interval I = [a, b]. Since y(·) and y n (·) are solutions of (3.2) with f (·) and f n (·) respectively, it follows from (3.5) that
where z(·) and z n (·) are solutions of (3.3) with z(a) = y(a) and z n (a) = y n (a) and
Then for any t ∈ I and h ∈ C n one has Let T be a symmetric relation (3.7) and let Π = {C d−p , Γ 0 , Γ 1 } be a boundary triplet (3.22) for T * . Moreover, let τ ∈ R(C d−p ) be an admissible boundary parameter and let T τ = T * τ be the corresponding exit space extension of T (see Theorem 2.2, (ii)). Assume that T τ is a linear relation in a Hilbert space H ⊃ H. Then according to [26, Proposition 5.3] mul T τ = mul T and the equalities (3.10) for T τ take the form
where H 0 = H ⊖ mul T and T 0τ is a self-adjoint operator in H 0 .
Combining (4.9) with (3.10) one obtains that H 0 ⊂ H 0 and T 0τ is an exit space extension of T 0 . 
for some (and hence for all) g(·) ∈ g} Λ σ g = π σ (sg(s)), g ∈ dom Λ σ , g(·) ∈ g.
As is known, Λ * σ = Λ σ and the orthogonal spectral measure E σ (·) of Λ σ is (4.12) E σ (B) g = π σ (χ B (·)g(·)), B ∈ A, g ∈ L 2 (σ; C n ), g(·) ∈ g.
According to [26, Proposition 5.6] there exists a unitary operator V ∈ B( H 0 , L 2 (σ; C p )) such that V ↾ H 0 = V σ ↾ H 0 and the operators T 0τ and Λ σ are unitarily equivalent by means of V . This implies that
Since V * 0 P K g = V * σ g, g ∈ L 2 (σ; C p ), the equalities (4.13) and (4.14) can be written as
Let y n := P H 0 E(B n ) y and f n := P H 0 E(B n ) T 0τ y. Then by (4.15) and (4.16) one has The main results of this section are given in the following two theorems. Proof. Assume that y(·) ∈ D and {Γ 0b y(·), −Γ 1b y(·)} ∈ η τ . Then according to (3.9) {y(·), f y (·)} ∈ T * with some f y (·) and hence the pair { y, f } = π ∆ {y(·), f y (·)} belongs to T * . Let Π = {C d−p , Γ 0 , Γ 1 } be the boundary triplet where C( T 0τ ) = P H 0 T 0τ ↾ H 0 ∩ dom T 0τ is the compression of the operator part T 0τ of T τ (see (4.9) ). Since f y (·) ∈ L 0 , it follows that f ∈ H 0 and by (4.20) { y, f } ∈ gr C( T 0τ ), that is y ∈ dom T 0τ ∩ H 0 and f = P H 0 T 0τ y. Therefore by Proposition 4.3 for any t ∈ I and for any sequence {B n } ∞ 1 of bounded Borel sets B n ⊂ R satisfying B n ⊂ B n+1 there exists C > 0 such that 
5.
Uniform convergence of the inverse Fourier transform for differential equations 5.1. Preliminary results. In this section we apply the above results to ordinary differential operators of an even order on an interval I = [a, b (−∞ < a < b ≤ ∞) with the regular endpoint a. Assume that
is a symmetric differential expression of an even order n = 2r with operator valued coefficients p j (·) : I → B(C m ) satisfying p −1 0 (t) ∈ B(C m ) and p j (t) = p * j (t), t ∈ I. Moreover, it is assumed that the operator-functions p −1 0 (t) and p j (t), j ∈ {1, . . . , r}) are locally integrable.
The quasi-derivatives y [j] (·), j ∈ {0, . . . , 2r}, of a function y(·) : I → C m are defined as follows [32, 20] : Next assume that ∆(·) : I → B(C m ) is a locally integrable operator function satisfying ∆(t) ≥ 0 for any t ∈ I. We consider the differential equation With a function y(·) ∈ dom l one associates a function y(·) : I → (C m ) 2r , given by
With an operator solution Y (·) : I → B(C ν , C m ) of (5.4) one associates the operator function Y(·) : I → B (C ν , (C m ) 2r ) given by
Equation (5.4) gives rise to the maximal linear relations S max in L 2 ∆ (I; C n ) and S max in L 2 ∆ (I; C n ) defined as follows: S max is the set of all pairs {y(·), f (·)} ∈ (L 2 ∆ (I; C n )) 2 such that y(·) ∈ dom l and (5.5) holds a.e. on I, while S max = π ∆ S max .
It turns out that the equation (5.4) is equivalent in fact to a certain Hamiltonian system. More precisely, the following proposition is implied by the results of [20] . 
where ∆(t) is taken from (5.4) . Then there exists a locally integrable operator function B(t) = B * (t)(∈ B((C m ) 2r ), t ∈ I, (defined in terms of p j and q j ) such that the Hamiltonian system 
where Y(·, λ) is given by (5.7) , gives a bijective correspondence between all B(C ν , C m )-valued operator solutions Y (·, λ) of (5.4) and all B(C ν , (C m ) 2r )-valued operator solutions Y(·, λ) of (5.10).
(ii) Let T max be the maximal linear relation in L 2 ∆ (I; (C m ) 2r ) induced by system (5.10). Then the equality U 1 {y(·), f (·)} = {y(·),ḟ (·)}, {y(·), f (·)} ∈ S max , wherė (5.12) defines a bijective linear operator U 1 from S max onto T max .
(iii) Let T max be the maximal relation in L 2 ∆ (I; (C m ) 2r ) induced by system (5.10). Then the equality In the following we put H ′ := L 2 ∆ (I; C m ) and H ′ 0 := H ′ ⊖ mul S. We will also denote by K ′ , K 0 and E the linear manifolds in L 2 ∆ (I; C m ) defined by K ′ = {f (·) ∈ L 2 ∆ (I; C m ) : there exists a solution y(·) ∈ dom l of (5.4) such (5.18) that ∆(t)y(t) = 0 (a.e. on I), Uy(a) = 0 and [y, z] b = 0, z ∈ dom S max } K 0 = {f (·) ∈ L 2 ∆ (I; C m ) : (f (·), g(·)) ∆ = 0 for any g(·) ∈ K ′ }.
Clearly, mul S = π ∆ K ′ and H ′ 0 = π ∆ K 0 . Let ϕ U (·, λ)(∈ B((C m ) r , C m ) be the operator solution of (5.4) such that the corresponding operator-function ϕ ϕ ϕ U (t, λ) : Then: (i) there exists a Nevanlinna operator function M(·) of the form (3.23) (with p = mr) such that the equalities (3.24) and (3.25) establish a bijective correspondence σ(·) = σ τ (·) between all functions τ = τ (·) ∈ R(C d−mr ) satisfying the condition (3.26) (i.e., all admissible boundary parameters) and all pseudospectral functions σ(·) of the equation (5.4) . Moreover, all functions τ (·) ∈ R(C d−mr ) satisfy (3.26) if and only if mul S = mul S * .
(ii) The set of spectral functions of the equation (5.4) is not empty if and only if K ′ ⊂ ker π ∆ (or, equivalently, mul S = 0). Moreover, in this case the sets of spectral and pseudospectral functions coincide and hence statement (i) holds for spectral functions.
Theorem 5.8. Let for differential equation (5.4) the assumptions (A1 ′ ) and (A2 ′ ) in Theorem 5.7 and the following assumption (A3 ′ ) be satisfied:
Assume also that E ⊂ dom S * is linear manifold where the integral exists as the Lebesgue integral (in the same sense as the integral in (4.18)).
(ii) The integral in (5.24) converges uniformly on each compact interval [a, c] ⊂ I in the same sense as integral in (4.18) (see Theorem 4.4, (ii)).
If in addition K ′ ⊂ ker π ∆ (or, equivalently, mul S = 0), then σ(·) = σ τ (·) is a spectral function and statements (i) and (ii) hold for any function y(·) ∈ dom S * satisfying the boundary condition {G 0b y(·), −G 1b y(·)} ∈ η τ . Remark 5.9. (i) In the case of the regular equation (5.4) one has d = 2mr. In this case for y ∈ dom S max one can put
(ii) If the weight ∆(t) is invertible a.e. on I, then the condition K ′ ⊂ ker π ∆ in the last statement of Theorem 5.8 is obviously satisfied. 5.3. Scalar differential equations. In the case m = 1 the differential expression l[y] of the form (5.1) and the equation (5.4) will be called a scalar expression and scalar equation respectively. Clearly, in this case the coefficients p j (·), q j (·) and the weight ∆(·) are real-valued functions.
It is easy to see that for scalar equation (5.4) the assumption (A1 ′ ) in Theorem 5.7 is automatically satisfied. Proof. Clearly, it is sufficient to prove the lemma for the case of a compact interval I = [a, b]. Moreover, we may assume without loss of generality that y(t) = 0, t ∈ B.
Since y(·) is absolutely continuous, there exists a Borel set B ′ ⊂ I such that µ(I \B ′ ) = 0, the derivative y ′ (t) exists for each t ∈ B ′ and y ′ (·) is a Borel measurable function on
Borel measurable function. Hence for the set B ′ 00 := {t ∈ B 1 : y ′ (t) = 0} one has B ′ 00 ⊂ B 1 ⊂ B, B ′ 00 ∈ A and y ′ (t) = 0, t ∈ B ′ 00 . Next we show that µ(B \ B ′ 00 ) = 0. Denote by B 2 the set of all limit points of B 1 belonging to B 1 . Assume that t ⊂ B 2 . Then there exists a sequence {t n } ∞ 1 such that t n ∈ B 1 , t n = t and t n → t. Moreover, t n , t ∈ B and, consequently, y(t n ) = y(t) = 0. Note also that t ∈ B 1 and hence there exists the derivative 
, which yields the required equality µ(B \ B ′ 00 ) = 0. Since y [1] (t) = y ′ (t) (a.e. on I), this implies that there is a Borel set B 00 ⊂ B such that µ(B \ B 00 ) = 0 and y [1] (t) = 0, t ∈ B 00 . Now by using the above method one proves step by step the existence of Borel sets B 0k ⊂ B such that µ(B \ B 0k ) = 0 and y [k] (t) = 0, t ∈ B 0k , k ∈ {0, 1, . . . , 2r}. Finally, letting Assume that y(·) ∈ dom l and ∆(t)y(t) = 0 (a.e. on I). Then obviously y(t) = 0 (a.e. on B + ) and by Lemma 5.10 the following statement is valid:
(S) If y(·) ∈ dom l and ∆(t)y(t) = 0 (a.e. on I), then l[y] = 0 (a.e. on B + ). Let L ′′ be the set of all functions f (·) ∈ L 2 ∆ (I; C) such that there exists a solution y(·) ∈ dom l of (5.5) satisfying ∆(t)y(t) = 0 (a.e. on I). In view of statement (S) for each f (·) ∈ L ′′ one has ∆(t)f (t) = 0 (a.e. on B + ). This and the equality ∆(t)f (t) = 0, t ∈ B ′ 0 , imply that ∆(t)f (t) = 0 (a.e. on I) and hence π ∆ f (·) = 0, f (·) ∈ L ′′ . (5.27) Since obviously mul S max = π ∆ L ′′ , it follows from (5.27 ) that mul S max = {0}. This yields the required statement. Proof. First observe that by Proposition 5.11 the equation (5.4) is U-definite and hence the assumptions (A1 ′ ) and (A2 ′ ) in Theorem 5.7 are satisfied. Next, the relation S (see (5.16) ) is a symmetric extension of S min and by Theorem 5.12 S min is a densely defined operator. Therefore S is a densely defined operator as well and hence mul S = mul S * = {0}. (5.28) Now the required statement follows from Theorem 5.7.
In the following theorem we provide sufficient conditions for the uniform convergence of integrals in (5.24) with a spectral function σ(·) of the scalar equation. Let U ∈ B(C 2r , C r ) be an operator satisfying (5.26) . Then there exists an operator
Let as before ϕ U (·, λ)(∈ B(C r , C)) be an operator solution of (5.4) satisfying ϕ ϕ ϕ U (a, λ) = −J U * and let ψ(·, λ) be similar solution with ψ ψ ψ(a, λ) = J (U ′ ) * . Clearly, ϕ U (·, λ) and ψ(·, λ) are components of the solution Y (t, λ) = (ϕ U (t, λ), ψ(t, λ))(∈ B(C r ⊕ C r , C)) of (5.4) satisfying UY(a, λ) = I 2r .
Below with a function τ (·) ∈ R(C r ) represented in the "canonical" form (2.1) we associate a pair of operator functions C jτ (·) : C \ R → B(C r ), j ∈ {0, 1}, given by
It is easy to see that
In the case of a regular equation (5.4) Theorem 5.13 can be reformulated in the form of the following theorem.
Theorem 5.15. Let for regular scalar equation (5.4) the assumptions of Theorem 5.13 be satisfied and let w j (λ)(∈ B(C r )) be the operator functions given by
Then the equality
together with (3.25) gives a bijective correspondence σ(·) = σ τ (·) between all functions τ = τ (·) ∈ R(C r ) and all spectral functions σ(·) of (5.4) (with respect to the Fourier transform (5.22)).
Proof. Consider the Hamiltonian system (5.10) corresponding to the equation (5.4) (see Proposition 5.2). Let T be symmetric relation (3.7) for system (5.10) and let S be symmetric relation (5.16) for equation (5.4) . Then by (5.28) and Proposition 5.2 mul T = mul T * = {0} and by Theorem 3.14 and Proposition 3.17 the equalities (3.24) and (3.25) give a parametrization of all spectral functions σ(·) of (5.10) in terms of functions τ (·) ∈ R(C r ).
Let ϕ U (t, λ) = (ϕ 0U (t, λ), ϕ 1U (t, λ)) ⊤ and ψ(t, λ) = (ψ 0 (t, λ), ψ 1 (t, λ)) ⊤ be B(C r , C r ⊕ C r )-valued operator solutions of (5.10) with the initial values ϕ U (a, λ) = −J U * and ψ(a, λ) = J (U ′ ) * . Then according to [30, 26] Proof. (i) It is clear that the operators U = (− cos a, − sin α) and U ′ = (− sin α, cos a) satisfy the assumptions before Theorem 5.15 and the corresponding solutions ϕ u (·, λ) = ϕ(·, λ) and ψ(·, λ) of (1.6) are defined by initial values specified in the theorem. This and Theorem 5.15 give statement (i).
(ii) In view of (2.4) the linear relation η τ in C is defined as follows: Note also that according to Remark 5.9 one can put in (5.29) G 0b y = y(b) and G 1b y = y [1] (b). Now statement (ii) follows from Theorem 5.14.
For given α, β ∈ R consider the eigenvalue problem (1.6), (1.10) (cf. Theorem 1.2). We assume that p, q and ∆ in (1.6) are real-valued functions on a compact interval I = [a, b] such that 1 p , q and ∆ are integrable on I and ∆(t) ≥ 0, t ∈ I (we do not assume that ∆(t) > 0, t ∈ I). A function y ∈ dom l is called a solution of the problem (1.6), (1.10) if l[y] = λ∆(t)y (a.e. on I) and (1.10) is satisfied. The set of all solutions of this problem will be denoted by L λ (it is clear that L λ is a finite-dimensional subspace in L 2 ∆ (I; C)). Denote also by EV the set of all eigenvalues of the problem (1.6), (1.10), i.e., the set of all λ ∈ C such that L λ = {0}. For each λ ∈ EV the subspace L λ ⊂ L 2 ∆ (I; C) is called an eigenspace and a function y ∈ L λ is called an eigenfunction. (i) EV is an infinite countable subset in R without finite limit points and dim L λ = 1, λ ∈ EV .
(ii) If in addition p(t) ≥ 0, t ∈ I, then the set EV has properties from statement (i) and, moreover, it is bounded from below (the latter means that there exists λ 0 ∈ EV such that λ 0 ≤ λ, λ ∈ EV ).
(iii) Let {λ k } ∞ 1 be a sequence of all eigenvalues λ k ∈ EV and let v k ∈ L λ k be an eigenfunction with ||v k || L 2 ∆ (I;C) = 1, k ∈ N. Denote by F ′ the set of all functions y ∈ dom l such that l[y] = ∆f y (a.e. on I) with some f y ∈ L 2 ∆ (I; C) and the boundary conditions (1.10) are satisfied. Then each function y ∈ F ′ admits an eigenfunction expansion (1.11), which converges absolutely and uniformly on I.
Proof. First we give the proof for the case sin β = 0. In this case (1.10) is equivalent to cos α · y(a) + sin α · y [1] (a) = 0, y [1] (b) = θy(b), (5.36) where y [1] (t) is the same as in Theorem 1.3 and θ = −ctg β.
(i) Let U = (− cos α, − sin α), let ϕ(·, λ) and ψ(·, λ) be solutions of (1.6) from Theorem 1.3 and let τ ∈ R[C] be given by τ (λ) ≡ θ(= θ), λ ∈ C. Then ϕ(·, λ) = ϕ U (·, λ) and by Theorem 1.3, (i) the equality (1.8) with τ (λ) ≡ θ defines a function m(·) = m τ (·) ∈ R[C] such that formula (1.9) gives a spectral function σ(·) = σ τ (·) of the equation (1.6). Since the function m(·) is a quotient of two entire functions, it follows that m(·) is a meromorphic function with the finite or countable set P = {λ k } n 1 (n ≤ ∞) of poles, which lies in R and has no finite limit points. Hence σ(·) is a jump function with jumps σ k > 0 at points λ k ∈ P.
Next assume that S is a symmetric relation (5.16) . Then by (5.28) S is a densely defined operator in L 2 ∆ (I; C). Put L * = {y ∈ dom l : cos α · y(a) + sin α · y [1] (a) = 0 and l[y] = ∆f y (a.e. on I) with some f y ∈ L 2 ∆ (I; C)} Then the adjoint S * of S is given by dom S * = {π ∆ y : y ∈ L * }, S * (π ∆ y) = π ∆ f y , y ∈ L * .
It follows from Proposition 5.11 that equation (1.6) is U-definite. Therefore ker (π ∆ ↾ L * ) = {0} (5.37) and combining of Proposition 5.2 with Proposition 3.12 and Remark 5.9 implies that the equalities Γ 0 (π ∆ y) = y(b), Γ 1 (π ∆ y) = −y [1] (b), y ∈ L * , define a boundary triplet Π = {C, Γ 0 , Γ 1 } for S * . Let S τ be a self-adjoint extension of S corresponding to τ (λ) ≡ θ (in the triplet Π) and let L τ = {y ∈ L * : y [1] (b) = θy(b)}. (5.38) Then by Theorem 2.2, (ii) S τ is an operator in L 2 ∆ (I; C) given by dom S τ = {π ∆ y : y ∈ L τ }, S τ (π ∆ y) = π ∆ f y , y ∈ L τ . (5.39)
In the following we denote by Σ( S τ ) spectrum of S τ .
According to [26] the Fourier transform (5.22) defines a unitary operator V σ (π ∆ y) = y, y ∈ L 2 ∆ (I; C), acting from L 2 ∆ (I; C) onto L 2 (σ; C); moreover, V * σ g = π ∆ R ϕ(·, s)g(s) dσ(s) , g ∈ L 2 (σ; C) (5.40) and the operator S τ is unitarily equivalent to the multiplication operator Λ σ in L 2 (σ; C) by means of V σ . Therefore Σ( S τ ) = P = {λ k } n 1 , n ≤ ∞, which implies that Σ( S τ ) coincides with the set of all eigenvalues λ k of S τ and dim ker ( S τ − λ k ) = 1, λ k ∈ Σ( S τ ). Moreover, it follows from (5.25) that dim L 2 ∆ (I; C) = ∞ and hence the set Σ( S τ ) is infinite (that is n = ∞). Next, in view of (5.39) and (5.38) ker ( S τ − λ) = π ∆ L λ , λ ∈ C, and (5.37) implies that ker (π ∆ ↾ L λ ) = {0}. Hence EV = Σ( S τ ) and dim L λ = dim ker ( S τ − λ) = 1, λ ∈ EV . This proves statement (i).
Statement (ii) can be proved in the same way as Theorem 5 in [29, §19] . where the series converges absolutely and uniformly on I. Now it remains to show that V k ∈ L λ k .
Since S τ and Λ σ are unitarily equivalent by means of V σ , it follows that V * σ dom Λ σ = dom S τ . Moreover, y(λ k )χ {λ k } (·) ∈ dom Λ σ and by (5.40) V * σ ( y(λ k )χ {λ k } (·)) = π ∆ V k . Hence π ∆ V k ∈ dom S τ and by (5.39) π ∆ V k = π ∆ y with some y ∈ L τ (⊂ L * ). On the other hand V k ∈ L * and (5.37) implies that V k = y. Thus V k ∈ L τ and, consequently,
In the case sin β = 0 one proves the required statements in the same way by setting τ (λ) ≡ {0} ⊕ C, λ ∈ C. The immediate checking shows that ϕ(·, λ) and ψ(·, λ) are solutions of (5.41) with ϕ(0, λ) = 1, ϕ ′ (0, λ) = 0 and ψ(0, λ) = 0, ψ ′ (0, λ) = 1. Hence ϕ(·, λ) and ψ(·, λ) satisfy (1.7) with α = − π 2 and ϕ(1, λ) = cos √ λ, ϕ Hence σ(s) is constant on intervals (0, a 1 ) and (a k , a k+1 ), k ∈ N, with jumps σ k in a k given by where y(s) and α k = y(a k ) are given by (5.48 ) and (5.51), σ ′ (s) is given by (5.45 ϕ U (t, a k ) = cos( √ a k t) = cos(π(k − 1 4 )t) and in view of (5.47) σ k = 2. Now the required statement follows from Theorem 1.3.
