Abstract. Service orientation is rapidly becoming the common practice in the IT world. A price one often has to pay for the advantages of service oriented architectures (SOA) is performance deterioration. SOA performance heavily depends on the allocation of computational resources to services. The needs of services in computational resources are however changing, depending e.g. on the environmental factors and changes in business processes (and hence service orchestrations). To ensure good performance results, the resource allocation should respond to the changes in the SOA environment. In this paper we focus on the detection of the changes in the environment and the prediction of the expected service requests rates. For this purpose we first discover a stochastic model of the service request rates. Then we monitor the system to detect changes in the environment behaviour and signal the necessity to reconsider the resource allocation, providing a prediction of the service request rates for the coming period. Moreover, we monitor whether the model is still a fair reflection of the behaviour, and when necessary, we adapt the model appropriately.
Introduction
Service orientation [15, 28] is almost unanimously proclaimed to become the common practice in the IT world within a couple of years. One of the most essential benefits of service orientation for business is delivering enterprise agility. A promise of service reconfiguration flexibility, with changes done in days by business people, not in weeks by technical specialists attracts many enterprises on the SOA (service-oriented architectures) side. Among other advantages are reusability raised to the new level, namely reusability of services as business units of logic, lowering costs and risks of software evolution.
Today's SOA practice at many enterprises is still very far from the "ideal" one, as introducing SOA often results in performance deterioration, i.e., implementation of SOA often compromises quality of service that should be ensured by the service-level agreement. Indeed, compared to "bare" functionality implementation the use of services implies computation overheads pertaining to interservice communication via XML messages, service composition, orchestration and invocation. Moreover, although one of the most important SOA principles is that software modules are independent of implementation and infrastructure details, SOA performance heavily depends on the allocation of computational resources to services [27] . To optimise the performance by balancing the resource load and minimising data transfer time, resource allocation should take into account service requests rates and the volumes of data exchanged by services.
Optimization of the resource allocation is difficult already due to the distributed and autonomous nature of services. Among other factors complicating the optimization are factors related to the changing nature of the SOA environment:
-business processes that should be supported by SOA are subject to frequent changes due to the evolving nature of businesses, which is reflected in the changes of service orchestrations or/and implementations; -even when the business processes supported by SOA remain relatively stable, the amount of work assigned to different services can vary depending on external factors such as season, day time, market conditions, etc.
Due to this changing nature, the resource allocation for SOA providing the best performance does not exist in principle.
To ensure good performance results, the resource allocation should respond to the changes in the SOA environment. Therefore, we want to automate the detection of the changes and the prediction of the expected service requests rates. We stress that we consider only static SOA, i.e., in this paper we do not consider the resource availability problem. This is, for instance, the case for an intra-enterprise SOA or many Software as a Service (SaaS) applications.
To provide an efficient resource allocation, we need not only to see the current snapshot of the system with the information about the resource load, the rate of service requests, etc., but also to be able to predict the developments that can be expected in the near future. The importance of adaptivity has been recognized both by the scientific community [28] and by industry [25] .
To provide the input data for the adaptive resource allocation mechanisms, we build the Adaptive Predictive Model (APM) capturing the expected system behaviour. The APM provides for the ability to signal the necessity to re-allocate resources before a critical workload of resources is achieved.
Every state of the APM reflects the characteristics of the system behaviour in some work mode. The changes of modes are triggered by changes in the environmental factors influencing the system, e.g. the start of a holiday period, weather conditions, changes in the stock exchange indices, etc. Some of these factors are known a priori as potentially influencing the system and they can be monitored using (external) information sources. Other factors can only be seen via the increase/decrease of the amount of requests of some particular service, which can be monitored on the system. When a change of the mode is observed or expected, the APM changes its state.
The APM is based on the information about dependencies and correlations between the requests of different services, as well as the correlations of the service requests and the external factors such as seasons, weather, etc. By dependencies we understand causal relations, e.g., one service sending a message upon which the execution of another service depends. As opposed to dependencies, correlations may be caused by external reasons: e.g. an increase in demands of the flight reservations at a travel agency may have a clear correlation with an increase in demands of the hotel reservations.
An important source of information about the dependencies and correlations are execution logs registering events happening in the system, their originators, timing aspects, data and resources involved. Data mining offers a number of ready-to-use solutions for the correlation detection between the types of service requests and external factors. Moreover, execution logs were already successfully used in Process Mining [1] to (re)construct process models. In this paper we present techniques for the discovery of correlations between service requests using elements of both data mining and process mining. As we already mentioned, the SOA environment is a highly changeable one. Therefore, for some correlations not the whole log can be used as a source of relevant information. The research question here is the diagnostics which parts of the log should be considered as relevant.
The APM is based on the observations from the past. In the future we might observe serious deviations of the system behaviour from the behaviour predicted by the APM in the current mode. Therefore, once such a discrepancy has been established, the APM is adapted appropriately.
The remainder of the paper is organized as follows. In Section 2 we describe the Adaptive Predictive Model (APM). Initial construction of the APM is discussed in Section 3, its monitoring and adaptation in Section 4. Finally, we review the related work in Section 5 and conclude the paper by discussing its contributions and identifying directions of the future work in Section 6.
Adaptive Predictive Model
The core of our approach is the Adaptive Predictive Model (APM) capturing the expected system behaviour, expressed in the terms of correlations and dependencies. Every state of the APM reflects the characteristics of the system behaviour in some work mode. By work mode we understand a specific combination of external parameters, such as weather conditions or changes in the stock exchange indices, and service request rates for interface services, i.e., services that can be invoked by the environment. Non-interface services will be called internal.
Service request rates are described by their probability distribution parameters. In practical cases, we usually will assume service request rates to be distributed exponentially. The distribution parameter λ, in practice, will be estimated based on the observations of the service request rates. Formally, we introduce the following definitions. Recall that a disagreement (also known as negative correlation) indicates that the increase of the value of variable x corresponds to a decrease of the value of variable y, and vice versa. If the relationship between x and y is close to a decreasing linear relationship, i.e., to the relationship that can be described as ax + by + c = 0 with a > 0, b > 0, the correlation coefficients such as the Pearson correlation coefficient r [18] or Kendall's τ [24] will be close to -1. In the opposite situation, when the increase of x corresponds to the increase of y we talk about agreement (positive correlation). Should the relation between two variables x and y be close to an increasing linear relationship, i.e., to ax + by + c = 0 with a < 0, b > 0, the correlation coefficients are close to 1. If the correlation coefficient is close to 1 (-1) we say that an agreement (a disagreement) is strong; if the correlation coefficient is close to 0 we say that an agreement (a disagreement) is weak. Furthermore, we say that an agreement (a disagreement) is significant if the corresponding p value is small, i.e., it is unlikely that the relation has been observed just by chance. Important agreements and disagreements should be both strong and significant.
The APM is called predictive since we will predict the request rates for internal services (dependent variables) based on the dependencies and correlations as well as the interface services' request rates (independent variables). Moreover, in the presence of correlations between the interface services' request rates, knowing the request rates for some interface services we predict the request rates for additional related service request rates. Techniques that can be applied to this end belong to the well-studied research domain of regression analysis [17] , and we do not elaborate on them further in the current study. The second adjective, adaptive is discussed in Section 4.
We say that an APM M is complete with respect to E and S 0 if for any w ∈ W E,S 0 there exists σ ∈ Σ such that w ∈ ϕ(σ).
To illustrate the notion of APM consider the following example.
Example 1.
A travel agency (cf. [26] ) sells flights, stays at hotels and combinations (e.g., flight and hotel). Typical services involved would pertain to booking flights and hotels: S = {"book a flight", "book a conference room", "book a hotel room", "return a booking confirmation"}.
These services constitute the set S. Interface services pertain to booking flights and rooms, i.e., S 0 = {"book a flight", "book a conference room", "book a hotel room"}.
Assume also that E = {"period", "daytime"}, D "period" = {"regular", "holiday"}, and D "daytime" = {"working hours", "outside the working hours"}. Let the APM M then be composed from {σ rw , σ hw , σ ro , σ ho } representing working hours during a regular period, working hours during a holiday period, time outside the working hours during a regular period and time outside the working hours during a holiday period, respectively. We define ϕ(σ rw ) as { "regular", "working hours", ϕ rwf , ϕ rwc , ϕ rwh }, where the distribution ϕ rwf is the ν("book a flight") restricted to the observations corresponding to the working hours during a regular period, ϕ rwc is the ν("book a conference room") restricted to the same period and daytime and ϕ rwh is the ν("book a hotel room") restricted to the same period and daytime. Mapping ϕ for three remaining states can be defined in a similar way.
Correlations between services are expressed by the function ρ. For all states σ ∈ Σ we expect "book a flight", "book a hotel room" ∈ ρ(σ) reflecting the correlation between bookings of flights and hotels: usually, if a flight is booked, a hotel should be booked as well. Some correlations, however, hold only in certain states: for instance, business meetings are usually booked during the working hours of a regular period. Such a business meeting typically requires a conference room and a number of flights booked for the participants. Therefore, "book a flight", "book a conference room" ∈ ρ(σ rw ).
Finally, dependencies we consider in this example reflect the message exchange between the services. In our example, the message exchange occurs between bookings and confirmations and is independent from the APM state, i.e., δ(σ) = { "book a flight", "return a booking confirmation" , "book a hotel room", "return a booking confirmation" , "book a conference room", "return a booking confirmation" } for all σ ∈ Σ.
We stress that the detection of dependencies and correlations as well as the distinction between dependencies and correlations are essential for efficient resource allocation: to improve the performance by reducing the data transfer time between services. We might like to allocate actively communicating services to the same resource. On the other hand, correlated but independent services can be allocated to different resources to achieve a balanced spreading of the workload.
Initial Construction of the APM
In this section we discuss practical aspects of the initial APM construction. We postpone the discussion of monitoring and adaptation to Section 4.
One of the important sources of information about what services are currently active are execution logs registering events happening in the system, their originators, timing aspects, data and resources involved. Execution logs will be used to determine correlations. Detecting correlations is, however, challenged by the multiplicity of services and multiplicity of changes in the ongoing processes. Indeed, as indicated by industry, 50-100 services is named as a typical number of services being deployed at a company. According a Gartner study small companies deploy about 25 services on average while very large enterprises have a total amount of more than 1000 services [23] . Therefore, considering pairwise correlations of all services with all services, or of all services with all external parameters is not practical and we should develop a more scalable approach, e.g., restricting our attention only to a subset of services (Section 3.1). Once this question has been addressed, we proceed with discussing how the APM states should be defined (Section 3.2) and how correlations and dependencies should be determined (Section 3.3). To detect dependencies we supplement the information from the logs with the specification of service orchestrations. The presence of dependencies, such as message exchange, can be detected by observing the execution log. We should, however, be able to distinguish between message exchange corresponding to different orchestrations of services. To this end, we need to analyze the orchestration specification.
Determining "Important" Services
As mentioned above, studying pairwise correlations between all possible services and external parameters is not practically feasible. To understand how one can address this problem, recall Example 1. In this example ρ was in fact related to S 0 rather than to S. This should not be surprising as correlations between the interface services and correlations between the interface services act as a kind of "contract" between the environment and the SOA. Therefore, the validity of the APM is determined by the validity of its "contract" with the environment of the SOA, i.e., we should first consider correlations and dependencies between the interface services.
In order to make predictions, we need also to consider relations between the interface services and the internal services. The internal services can be invoked only by another service of the system, external or internal, i.e., every internal service is directly or indirectly invoked by an interface one. Therefore, we proceed with studying correlations and dependencies between the interface services and the internal services.
From the practical point of view, interface services can be distinguished from the internal ones by analyzing orchestrations.
Defining States of the APM
Once the important services have been identified we need to define states of the APM. Recall that states depend on the values of external parameters and on the service request rates of the interface services.
External parameters While in Example 1 all domains of the external parameters were finite, this is not necessarily the case when continuous external parameters are considered, such as temperature or the Dow Jones index. Moreover, even if all domains of the external parameters are finite, considering all possible combinations of the external parameters might be impractical. Hence, we need to identify finitely many groups of "related" values of external parameters. This problem is a well-known clustering problem, common in statistical data analysis. Clusters obtained by means of one of the existing clustering techniques [16, 5] serve as the first candidate for the set of APM states.
Interface services Next we refine the set of clusters obtained so far by considering interface services. We would like to describe the service request rate of a given interface service over a given cluster by means of a well-known probability distribution. This is, however, not necessarily the case in practice as the actual distribution might have been different during different periods of time. In the travel agency example, for instance, the log might have recorded information pertaining to two different economic situations. If the economy is doing well, people take more flights during the holiday period than during the holiday period in crisis times. Failure to distinguish between the two economic situations would result in an ill-fitted statistical model. Therefore, we need to be able to distinguish between the event log parts corresponding to different situations. As we cannot a priori guess which external parameters might become relevant and explicitly take them into account in the APM, a different technique is required.
For each cluster C we need to carry out change detection analysis on the service request rates obtained for service s. To this end various nonparametric change detection techniques can be applied [10, 34] . Let b 1 , . . . , b n be the set of change points detected in the observed service request rates of s corresponding to C, and let ν C,s = {ν 0 , . . . ν n+1 } be distributions corresponding to the observations preceding b 1 , between b 1 and b 2 , . . . , after b n , respectively. If no change has been observed we consider the distribution corresponding to the entire set of observations. Our first candidate to define Σ is hence Unfortunately, Σ 0 might be too fine grained: each distribution is determined based on a restricted number of observations, and hence, coefficients obtained by fitting models might be not statistically significant. Therefore, we try to make the sets of observations larger by joining different sets of observations. However, the sets joined should not be arbitrary: it should be likely that the observations originate from the same distribution. In practice various statistical tests can be used to determine whether two samples of observations originate from the same distribution. Since we cannot assume probability distributions to be normal, non-parametric tests should be used, e.g., the Mann-Whitney test, also known as Wilcoxon test, or Kolmogorov-Smirnov two-sample test [13] . In the presence of ties Kolmogorov-Smirnov test should be preferred.
Mann-Whitney test starts by computing the test statistic together with the corresponding p value. Depending on test statistic the null hypothesis (two samples of observations originate from the same distribution) may be rejected. To this end the test statistic is compared with two critical values (determined by a level of significance): if the statistic is less, than the smaller of the critical values or is greater than the bigger of the two, the null hypothesis is rejected. Hence, to obtain Σ for any pair of samples in Σ 0 we apply either the Mann-Whitney test or the Kolmogorov-Smirnov test and depending on whether the null hypothesis has been rejected, either join the samples or not.
Example 3. Example 2, continued. Using the Mann-Whitney test as implemented in R [29] we compute the the test statistic for v 1 and v 2 to be 32.5 (p-value = 0.01833). The critical values for 5% are 7 and 28. Since 32.5 > 28 we reject the null hypothesis, i.e., v 1 and v 2 should not be joined. For v 1 and v 3 the test statistics is 21 (p-value = 0.6389) and the critical values for 5% are the same as for v 1 and v 3 , i.e., 7 and 28. Since 7 ≤ 21 ≤ 28 we cannot reject the null hypothesis and join v 1 and v 3 .
Note further that the set of states obtained as described above is not necessarily complete: certain combinations of values of the external parameters or service frequency rates can fail to be appear in the log. This set of states is, however, complete with respect to the log being considered as long as the clustering algorithm does not reject observations.
Correlations and Dependencies
Once the states of the APM have been determined, for each one of them we need to identify ρ and δ, i.e., the corresponding sets of pairs of services with strong (dis)agreement and message exchange. We start by considering ρ, i.e., correlations.
To identify the correlations holding in a state σ we first select all observations corresponding to σ. Next, given two services s 1 and s 2 and the service request rates of these services corresponding to σ we would like to use non-parametric correlation tests such as Spearman rank coefficient or Kendall's τ [13] to determine correlation between s 1 and s 2 . Unfortunately, validity of this approach is undermined by the underlying assumption: the correlation between s 1 and s 2 in σ does not evolve with time. Hence, rather than considering the entire samples at once, we need to restrict our attention to a sliding window of samples similarly to change detection techniques [7, 11] .
To detect the dependencies we need to analyse orchestrations. WS-BPEL, a popular language for specifying orchestrations [4] , specifies the message exchange via partner links and distinguishes between static and dynamic processes. In static processes, the partner link information is defined at design time. In dynamic processes the partner link information is not known to the developer or needs to change at runtime to adapt to data or other dynamic requirements. To analyse dynamic processes we combine the log analysis with static analysis techniques originally designed for static processes.
Joined analysis of orchestrations and logs allows us furthermore to detect correlations between the services belonging to some long-running orchestration.
Example 4.
Consider the following example. The tax office receives and proceeds tax declarations. Typical services would be "receive a declaration", "check a declaration", "send an invoice", "refund", "select a declaration for audit", "receive a complaint" and "process a complaint". Interface services include "receive a declaration", "select a declaration for audit" and "receive a complaint". While there is a correlation between the service request rates for "receive a declaration", "send an invoice" and "receive a complaint". This correlation refers to service rates with the shift of the sliding window: if, say, many declarations have been received in February, many invoices will be send in May and many complaints will be received in June. Combining the analysis of orchestrations with the analysis of logs allows detecting the size of the sliding window, and, hence, the prediction of the request rates for time-separated service requests.
Monitoring and Adaptation
Once an APM has been constructed, it should be constantly reconsidered with respect to new observations. To this end we introduce a monitor (Figure 1) . The monitor observes the execution log, the values of the external parameters and the current state σ of the APM. If the correlations in ρ(σ) and dependencies Hence, for every sample of observations we need to determine the corresponding state of the APM and to check whether the correlations and the dependencies observed in the sample match the corresponding ρ and δ. To determine the state of the APM, we first determine to which cluster the combination of the values of the external parameters belong. Next we select the part of the sample corresponding to this cluster and analyse changes (cf. Section 3.2). Then we check whether the observations following the most recent change point and corresponding to the chosen cluster originate from the same distribution as the observations the APM has been based upon. If this is indeed the case, there exists a state, say σ, in the APM corresponding to the observations being analyzed. If this is not the case, the APM should be adapted by adding new states corresponding to possible combinations of the new distribution with the existing distributions and values of the external parameters in the same way we have constructed Σ 0 above.
Still, even if no new states should be added to the APM, it still might require an adaptation if, e.g., the sets of correlations and dependencies do not hold anymore. To decide whether ρ or δ should be adapted, we repeat the same process described in Section 3.3 and derive new values for ρ and δ.
Related Work
Importance of historical data has been commonly recognised. Histories [21, 22] and related notions such as event systems [31] and pomsets [19, 8] have been used in the past to provide a causality-preserving semantics for Petri nets. Unlike these works, we do not integrate historical data in the process models themselves but develop a model that is a compressed representation of the historical data.
Detecting "outdated" parts of the logs is related to the change-point detection [14, 12, 20, 33] : part of the log preceding the change-point should be disregarded. Unlike the approaches cited, we do not consider timed series, i.e., series of time-stamped events, but logs, i.e., series of series of time-stamped events. Moreover, no a priori knowledge of the distribution of the events is available. Still, as indicated above, we largely benefit from the existing work on nonparametric statistics [13, 10] . We apply the statistical techniques, however, in an entirely new setting and combine them with static analysis.
Logs were used in the past to derive information about the ongoing processes [1] . In this paper and the subsequent papers the notion of process mining has been introduced. Our approach is similar to process mining since in both cases execution logs are used to derive information about the ongoing processes. However, while process mining concentrates on deriving order-based process models describing the behaviour of one process instance, e.g., Petri nets [30] , we focus on statistical models expressing correlations between services (activities) rather than on an order between them and consider a model of cumulative behaviour of multiple instances running in parallel.
Resource allocation for SOA has been considered, e.g., in [3, 32] . [32] considers prediction of workload dynamics of component services as requests traverse and pipeline through the workflow. The authors aim at predicting the incurred execution plan based on the given service transition probabilities, estimate the future workload of each component service, and finally allocate resources to them accordingly. The authors assume transition probabilities to be given, while we focus on discovering correlations, notion closely related to transition probabilities.
[3] combines a short-term resource allocation with a long-term capacity planning problem. To address both problems the authors introduce the revenue/penalty system. Similarly to [32] the authors do not discuss prediction but consider existing workload forecasting methods [2] .
Conclusions and Future Work
In this paper we have presented an approach that can be used as a preliminary step for adaptive resource allocation in SOA. The methodology focuses on the prediction of service request rates in service-oriented systems. We stress that understanding correlations and dependencies between the services is essential for efficient resource allocation. Therefore, correlations and dependencies form a core part of an adaptive predictive model (APM), upon which we will base our resource allocation. To construct the APM we combine static analysis of service orchestrations with statistical techniques, such as change detection, correlation testing and hypothesis testing.
While in this paper we focused on proposing a methodology, its experimental validation constitutes the main part of the future work considered. To this end we need to implement the approach and empirically compare different statistical techniques. Recall that we do not advocate the use of specific regression analysis techniques, correlation tests or change point detection methods but consider them as "plug-ins" in our methodology. A separate study should be conducted to assess applicability and precision of different statistical techniques.
In addition to the APM we plan to develop the Data Exchange Model (DEM) estimating the volumes of data transferred between services. Since the data exchange rate is not reflected in the logs, it should be estimated by means of static analysis. As services can be implemented in a variety of programming languages, a generic-language based approach, such as ASF+SDF [9] , is required. Note that we need to estimate the amount of information that will be exchanged by the services in the near future. As we do not know a priori the distribution of the amount of information being exchanged, we will develop a statistical model constructed by means of static analysis of the orchestration and implementations of services.
Finally, we aim at the integration of the prediction step described in this paper with existing resource allocation approaches such as [32] . Special attention will be paid to reducing the costs associated with the reallocation of the resources.
