The Sullivan construction associates to each path connected space or connected simplicial set, X, a special cdga, its minimal model (∧V, d), and to each such cdga ∧W its geometric realisation ∧W . The composite of these constructions is the Sullivan completion, X Q , of X. In this paper we give a survey of the main properties of Sullivan completions, and include explicit examples.
Introduction
The fundamental contributions of Quillen [16] and Sullivan [19] in 1970 were initial landmarks in formalizing the rationalization of a path connected space. In fact, Quillen completely solved the problem for a simply connected space, identifying the rationalization as the realization of a differential graded Lie algebra. Sullivan then formalized his approach via his minimal models, [20] .
Intuitively, the homology and homotopy groups of the rationalization of a space should be the tensor product of the original groups with Q, and this is the case with Quillen's construction. Since this is not possible for non-simply connected spaces, X, one looks instead for useful "completions", inspired in particular by the classical completion B → B of an augmented algebra B For path connected spaces, or connected simplicial sets, the R-completions R ∞ (X) of Bousfield-Kan [5] , defined for any commutative ring R, are prime examples, and it follows from ( [5, (4. 3), p.137]) that up to homotopy these coincide with Quillen's construction for simply connected spaces when R = Q. On the other hand, there is a similarity to the constructions of Q ∞ (X) and of Sullivan completions X Q . For instance, Sullivan completions can be described as a functor ℓ Q : X → X Q , characterized by a universal property analogous to that of Q ∞ (X) established in ( [5, III (6. 2)]). The Bousfield-Kan completion of X is the inverse limit
which provides access to the structure and properties of π * (X Q ). Some Sullivan completions are very simple. For instance S 1 Q is the rationalization of S 1 , constructed by a telescope process. But in general, Sullivan completions are more complicated and with quite mysterious cohomology. For example, Ivanov and Mikhailov have recently proved [11] that H 2 ((S 1 ∨ S 1 ) Q ; Q) is uncountable. Moreover it is unclear whether H ≥1 (X Q ; Z) is a rational vector space, though this is true for the X α .
For simplicity we adopt the following Convention (i) By "space" we mean either a CW complex or a simplicial set.
(ii) For a space X we write H(X) := H * (X; Q).
(iii) We write (−) ∨ := Hom(−, Q).
(iv) Where there is no ambiguity we suppress the differentials from the notation for a complex and write A instead of (A, d).
Finally, our thanks to Pete Bousfield, [3] , for a number of helpful suggestions, including the observation that X → X Q factors through Q ∞ (X).
Basic constructions
We briefly review the basic facts and notation from Sullivan's theory. A Λ-algebra is a commutative differential graded algebra (cdga) of the form (∧V, d), where V = V ≥0 is a graded vector space and ∧V is the free graded commutative algebra generated by V . Here the differential is required to satisfy the Sullivan condition: V = ∪ n≥0 V (n), where V (0) = V ∩ ker d and V (n + 1) = V ∩ d −1 (∧V (n)).
Following our convention, when there is no ambiguity we suppress the differential from the notation and write ∧V = (∧V, d).
The cylinder object for a cdga A is the cdga A ⊗ ∧(t, dt) in which deg t = 0, together with the morphisms ε 0 , ε 1 : A ⊗ ∧(t, dt) → A sending t → 0, 1. Then two morphisms ϕ 0 , ϕ 1 : ∧V → A are homotopic if some morphism ϕ : ∧V → A ⊗ ∧(t, dt) satisfies ε i • ϕ = ϕ i . This is denoted by ϕ 0 ∼ ϕ 1 . In particular, a quasi-isomorphism between Λ-algebras satisfying H 0 = Q is a homotopy equivalence. Now ∧V = ⊕ p≥0 ∧ p V , where ∧ p V denotes the linear span of the monomials in V of length p; p is called the wedge degree. In particular, a Λ-algebra is minimal if d : V → ∧ ≥2 V and quadratic if d : V → ∧ 2 V . Thus a minimal Λ-algebra (∧V, d) determines the associated quadratic Λ-algebra (∧V, (Here Simp is the category of simplicial sets and Sing X is the simplicial set of singular simplices on X, and A P L * is the simplicial cdga with (A P L ) n the rational cdga generated by the coordinate functions on ∆ n .) For simplicity we write A P L (X) := A P L (Sing X) for topological space, X.
For any Λ-algebra ∧V , id ∧V is adjoint to a morphism
Moreover, the functor associates to each morphism of Λ-algebras, ϕ : ∧V → ∧W , a morphism of simplicial sets ∧W → ∧V , and
It is immediate from the definition that has the following properties
converts direct limits to inverse limits and quasi-isomorphisms to homotopy equivalences.
This yields
From the adjoint functors above it follows that, for a simplicial set X and a Λ-algebra ∧V , adjoint to any morphism ϕ : ∧V → A P L (X) is a simplicial map
On the other hand, suppose ϕ : ∧V → A P L (X) is any cdga morphism from a Sullivan algebra. Then ϕ and m ∧V are connected via the commutative diagram
Definition.
(i) If A is a cdga then A is its simplicial realization.
(ii) A (minimal) Sullivan model for a connected space X, is a quasi-isomorphism from a (minimal) Sullivan algebra,
(iii) For such a minimal Sullivan model,
is the Sullivan completion of X.
(iv) A Sullivan representative for a map f : X → Y is a Sullivan representative for
Example. If each dim V i < ∞ then H(∧V ) is a graded vector space of finite type, and by ( [8, Theorem 5.4] ) m ∧V is a quasi-isomorphism. Therefore, in this case is a Serre fibration and ∧V ⊗ ∧Z is homotopy equivalent to ∧W . In particular, when ϕ is a Sullivan representative for f : X → Y then ∧Z is homotopy equivalent to the homotopy fibre of F Q : X Q → Y Q . However it is important to note that ∧Z may not be the Sullivan completion of a connected space.
Finally, any simplicial map σ : X → ∧V is the adjoint of a morphism ϕ : ∧V → A P L (X). If X is connected and ψ : ∧W → A P L (X) is a Sullivan model, then ϕ lifts up to homotopy through ψ to give a morphism χ : ∧V → ∧W . It is immediate from the definition that the diagram
homotopy commutes.
Homotopy groups, examples
Let ∧V be a minimal Sullivan algebra. Then the adjoint functors in §2, together with the fact that H(S n ) and A P L (S n ) have isomorphic minimal Sullivan models, yield natural set bijections ([8, Theorem 1.3]),
These are isomorphisms of abelian groups when n ≥ 2 ([8, Theorem 1.4]), and so identify π ≥2 ∧V as a rational vector space. The group multiplication in π 1 ∧V also has an explicit description in terms of ∧V (cf §4). Then, if ϕ : ∧V → ∧W is a morphism of minimal Sullivan algebras, a linear map ϕ 0 : V → W is defined by ϕ 0 v is the component of ϕv in W . It is immediate from the construction of the bijections (6) that they identify
In particular there follows Proposition 1. Suppose ϕ : ∧V → ∧W is a morphism of Λ-algebras for which H 0 (∧V ) = Q = H 0 (∧W ). Then the following conditions are equivalent
(ii) ϕ is a homotopy equivalence.
proof: Because these Λ-algebras are the tensor product of an acyclic Λ-algebra and a minimal Sullivan algebra, it is sufficient to consider the case both are minimal. In this case if H(ϕ) is an isomorphism ϕ must be an isomorphism and ϕ is a homeomorphism.
In the other direction, suppose ϕ is a homotopy equivalence. Then it follows from (7) that ϕ 0 is an isomorphism and hence ϕ is an isomorphism. Λ-algebras, ∧V , are equipped with an additional structure: the family, I V = {V α }, of finite dimensional subspaces V α ⊂ V for which ∧V α is preserved by d. For simplicity, we write I V = {α}.
It follows from the Sullivan condition that I V is closed under arbitrary intersections and finite sums. In particular, I V is a directed set under inclusion, and
Because and ( ) ∨ convert direct limits to inverse limits, this gives
If ∧V is a minimal Sullivan model of X, we write X α = ∧V α and then
Moreover, by (4), X α = (X α ) Q . if ∧V is the minimal Sullivan model of a space X then this condition holds if and only if each H n (X) is finite dimensional.
Next, suppose ϕ : ∧W → A P L (BG) is the minimal Sullivan model of the classifying space of a discrete group G. Then ϕ restricts to a morphism
Definition. The group homomorphism
is the Sullivan completion of G, and we write
If ∧V and ∧W are respectively the minimal Sullivan models of X and Bπ 1 X then ( [8, diagram 7.3] ) the Sullivan algebras ∧V 1 and ∧W 1 coincide. It follows that
Example. Let X be the wedge of two circles,
where G is the Sullivan completion of a free group on two generators. Since S 1 is a retract of X, S 1 Q is a retract of X Q and by [6, Example 4.10] , cat(X Q ) ≥ 2.
A minimal Sullivan algebra also provides an expression for the Hurewicz homomorphism, hur : π * ∧V → H * ( ∧V ; Q). 
Here we have the commutative diagram
Finally, the homology H * (X Q ; Z) remains mysterious, as it is even unknown whether or not is is a rational vector space. We do have, as pointed to us by J. Rosenberg, the following.
is a rational vector space.
proof: Denote π 1 ∧V by G. According to [7, Proposition 17.9] , ∧V decomposes as a (Serre) fibration
The Serre spectral sequence for this fibration then converges to H * ( ∧V ; Z) from the group homology Tor
It is therefore sufficient to show that Tor
≥1 (Z, Z) and H ≥1 ( ∧V ≥2 ; Z) are rational vector spaces.
The second assertion is ([10, Chap II, Proposition 1.1]), since π * ( ∧V ≥2 ) is a rational vector space. For the first assertion, note that ∧V 1 is an Eilenberg-MacLane space K(G, 1). Since G is the direct limit of finitely generated nilpotent groups G λ , it is sufficient to show that the image of
is contained in an abelian subgroup which is itself a rational vector space.
But since dim
Finally, even in the simply connected case, the homology of a Sullivan completion can be enormous, as the following Proposition shows.
Corollary. If X is a countable wedge of 2-spheres then H 3 (X Q ; Q) is uncountable. proof of Proposition 3: H 2 (∧V ) is the union of an increasing sequence of finite dimensional vector spaces A(n). Let (∧V (n), d) be the minimal model of the cdga (Q⊕A(n), 0). Denote by L the homotopy Lie algebra of (∧V, d) and by L(n) the homotopy Lie algebras for the (∧V (n), d).
Since
is injective and an isomorphism in degree 1. Now decompose a basis of V 2 into two infinite sequences, x k , k ≥ 1 and y k , k ≥ 1. There are then elements z ij , t ij and t ′ ij in V 3 with
Then let W be the linear span of the z ii . The dual elements f i ∈ W ∨ defined by f i (z jj ) = δ ij are the basis of a countable subspace of W ∨ ; fix a direct summand Q ⊂ W ∨ of this subspace. Then choose elements u α ∈ L 2 so that the su α vanish on the t ij , the t ′ ij and on the z ij , i = j, and so that when restricted to W the su α are a basis of Q.
Thus the su α are an uncountable set, and no linear combination of the su α can vanish on all but finitely many z ii . In particular the u α represent linearly independent elements in
Next set X = ∧V , and let S be a wedge of rational spheres S 2 Q admitting a map f : S → X that induces an isomorphism on π 2 . Then π ≤2 (X, S) = 0, and
is exact. Denote by su α the image of su α in π 3 (X, S). Since the image of π 3 (S) in π 3 (X) is contained in sL 2 (L 1 ), the su α are linearly independent.
Next, denote by C the homotopy cofiber of f , C = X ∪ S CS, where CS is the cone on S. Then π r (CS, S)
Thus the pairs (X, S) and (CS, S) are both 2-connected. It follows from the BlakersMassey theorem ( [1] ) that the natural map
is an isomorphism. From the commutative diagram
it follows that the g(su α ) are linearly independent. Now remark that C is 2-connected, and that the Hurewicz theorem yields a commutative diagram
It follows that the images under the Hurewicz map of the elements su α are linearly independent in H 3 (X; Q), and so H 3 (X; Q) is uncountable.
4 The homotopy Lie algebra, L V , and the completions of U L V and H * (ΩX Q ; Q)
For each minimal Sullivan algebra ∧V , the associated quadratic differential, d 1 , determines the homotopy Lie algebra,
Moreover, the family I V = {V α } endows L V with additional structure. Denote by L α the homotopy Lie algebra of ∧V α . Since dim V α < ∞, L α is a nilpotent graded Lie algebra. The duals of the inclusions V α → V then desuspend to Lie algebra surjections
On the other hand, recall that the classical completion of the universal enveloping algebra, U L, of a graded Lie algebra L is the inverse limit
I n denoting the n th power of the augmentation ideal I generated by L. It turns out that if L V is the homotopy Lie algebra of a minimal Sullivan algebra, ∧V , then a more useful notion is the Sullivan completion, U L V , given by
In general, the natural map U L V → U L V may not be an isomorphism, but it is an isomorphism when L V is finitely generated.
Chapter 2]). The inverse bijection log α : G α → (V 1 α ) ∨ is then given by the standard power series. Moreover, by ([8, Theorem 2.4]) the composites
−→ G α of groups. Thus passing to inverse limits yields a group isomorphism, exp :
whose inverse bijection is log = lim
is a bijection in π 1 ∧V ; i.e., π 1 ∧V is uniquely divisible. Finally, for any minimal Sullivan algebra ∧V the Whitehead product
This follows from [8, Chapter 2 and Theorem 4.2] for each ∧V α , and then by an inverse limit argument.
Remark: The family of finite dimensional subspaces W ⊂ V for which ∧W is preserved by d 1 is cofinal with I V . It follows that U L V , and the Whitehead products including the group structure in π 1 ∧V depend only on the associated quadratic Sullivan algebra (∧V, d 1 ).
Example. Let (∧V, d) be the minimal Sullivan model of X = S 1 ∨ S 3 . Then V 1 = Qv and V 3 has a basis y 0 , . . . , y n , . . . satisfying dy 0 = 0 and for n ≥ 1, dy n = y n−1 v. Choose x ∈ π 1 (X) with v, x = 1. We identify
by associating to a linear map f the series g(t) = y n , f t n . Using this identification, by [8, Theorem 4.6] , the action of π 1 ∧V on π 3 ∧V is given as the product of two series:
α ∈ π 1 ∧V 1 .
Next, in any minimal Sullivan algebra, ∧V , each α ∈ I V yields the map
On the other hand, completing H * (Ω ∧V α ; Q) with respect to the augmentation ideal yields natural isomorphisms ([9, Proposition 3.3])
Thus we obtain the morphism
which identifies U L V as a completion of H * (Ω ∧V ; Q). We denote this by
Moreover, the isomorphisms s :
In view of (11)
Remark. If ∧V is the minimal Sullivan model of a path connected space X, then a homological invariant of X Q = ∧V provides a lower bound for the Lusternik-Schnirelmann category, cat X, of
The Sullivan topology
Fix a minimal Sullivan algebra, ∧V , and recall that I V = {α} is the index set for the finite dimensional subspaces V α ⊂ V for which ∧V α is preserved by d. Then by (6) we may identify
Moreover, since I V is closed under arbitrary intersections and finite sums, the set of subspaces {ker ρ α } is closed under finite intersections and arbitrary sums. Thus (similar to an observation of Lefschetz ([13] )) it follows that sets of the form
are the open sets of a topology in π * ∧V . Desuspension then transfers this to a topology in L V .
Definition. The topology just defined is the Sullivan topology in L V .
Remark. The Sullivan topology may be identified with that introduced by Lefschetz. In fact every finite dimensional subspace S ⊂ V induces a surjection ρ S : V ∨ → S ∨ . Moreover, each S is a subspace of some V α , so that {ker ρ α } is cofinal with {ker ρ S }. But the topology in V ∨ determined by {ker ρ S } is the topology introduced by Lefschetz. (ii) The Sullivan topology in L V coincides with that determined by the associated quadratic Sullivan algebra (∧V, d 1 ) .
where Q has the discrete topology, and the differential, d, is continuous.
proof: (i) The product in π 1 ∧V 1 = (V 1 ) ∨ is given by x·y = log(exp x·exp y), where exp x, exp y are elements in the group of units in U L V . Since U ρ α : U L V → U L α commutes with exp and log it follows that if x ∈ ker ρ α +x and y ∈ ker ρ α +y then x· y ∈ ker ρ α , +x·y. Thus multiplication is continuous. Similarly inversion is also continuous. The same argument shows that π 1 ∧V 1 acts continuously in L V . Thus (i) follows from (11) .
(ii) This follows from the fact that if ρ ′ β : L V → L β are the surjections determined by (∧V, ker ρ γ ) , . . . , s(x p + ker ρ γ ) = Φ, sx 1 , . . . , sx p . This shows that Φ acts continuously.
On the other hand, suppose Φ :
However, the following remains an open problem:
Problem. Can a graded Lie algebra E be the homotopy Lie algebra of two non-isomorphic quadratic Sullivan algebras ?
Note that with additional data, it is possible to construct a quadratic Sullivan algebra from a graded Lie algebra E, and with a certain finiteness hypothesis, Proposition 5 below then shows that this Sullivan algebra is unique.
First suppose a graded Lie algebra E = E ≥0 is equipped with a family of surjections ρ α : E → E α onto nilpotent and finite dimensional graded Lie algebras. Then the dual of the Cartan-Chevalley-Eilenberg constructions are quadratic Sullivan algebras ∧sE ∨ α . If also E = lim ← −α E α and {ker ρ α } is closed under finite intersections and arbitrary sums then {sE ∨ α } is a directed set and
is a quadratic Sullivan algebra with homotopy Lie algebra E. Moreover, {sE ∨ α } is cofinal with I W , so that the topology in E determined by {ker ρ α } is the Sullivan topology.
Finally, recall that the lower central series for a graded Lie algebra E = E ≥0 is the descending sequence of ideals E n in which E n is the linear span of iterated commutators
Proposition 5. Suppose E is a pronilpotent Lie algebra and E/E 2 is a graded vector space of finite type. Then E is the homotopy Lie algebra of a unique quadratic Sullivan algebra, ∧W .
proof: Since the Lie bracket defines linear surjections E/E 2 ⊗ E n /E n+1 → E m+1 /E m+2 it follows that each E/E n is a graded vector space of finite type. Since E/E n is also nilpotent, the dual of the Cartan-Chevalley-Eilenberg construction is a quadractic Sullivan algebra ∧s(E/E n ) ∨ . It follows that ∧W = lim − →n ∧s(E/E n ) ∨ is also a quadratic Sullivan algebra and, since E is pronilpotent, W ∨ = lim ← −n s E/E n = sE. It is immediate that the corresponding Lie bracket in E is the original Lie bracket.
On the other hand, suppose E is also the homotopy Lie algebra of another quadratic Sullivan algebra, ∧V . Because E/E n has finite type, there is a subspace V (n) ⊂ V such that V (n), sE n = 0 and the induced pairing V (n) × s E/E n → Q is non degenerate.
These conditions imply that ∧V (n) is a sub quadratic Sullivan algebra with homotopy Lie algebra E/E n . In particular, ∧V (n) is the dual of the Cartan-Chevalley-Eilenberg complex. But it is immediate that ∧V = lim − →n ∧V (n), and so ∧V ∼ = ∧W .
Lower central series
In this section we fix a minimal Sullivan algebra, ∧V , with associated quadratic differential,
Here, and subsequently, we shall rely on the following property [2] :
exact sequences of morphisms of inverse systems of vector spaces. Then if each dim
is also exact. 
The classical lower central series of a graded Lie algebra L is the sequence of ideals
when L V is the homotopy Lie algebra of ∧V . The sequence
, and ∩ r L (r)
Further, since each L α is finite dimensional,
, and
This exhibits L V as complete with respect to the Sullivan lower central series. By contrast the map L V → lim ← −r L V /L r V may not always be an isomorphism, although we have the Example. If H 1 (∧V ) and each V n , n ≥ 2, are finite dimensional then
Moreover if Φ ∈ ∧ ≥1 V is a d-cycle then the component Φ 1 of Φ in V is a d 1 -cycle. It follows that the Hurewicz map, ξ ∨ : sL V −→ H(∧V ) ∨ , described in §3 vanishes on sL 2 V . Hence sL 2 Vα vanishes on
vanishes on H(∧V ) ∨ , so that the Hurewicz map factors to give
Analogously, the lower central series for a group G is the sequence of normal subgroups G = G 1 ⊃ · · · ⊃ G r ⊃ . . . , where G r+1 is the subgroup generated by the elements aba −1 b −1 , a ∈ G, b ∈ G r . Analogous to the construction above, when G = π 1 ∧V , we set
where G α = π 1 ∧V α . This defines the Sullivan lower central series,
for G. As in the Lie algebra case, it is immediate that 
In particular, these are finite dimensional vector spaces. Passing to inverse limits yields linear isomorphisms
It follows from this, and induction on s ≥ r that
is an isomorphism of groups, and that when s = r + 1 these are isomorphisms of rational vector spaces. Finally, filtering by the normal subgroups G (r) produces an associated graded group
The properties above for the filtration imply that G satisfies condition N of Lazard [12] , and hence the commutator [a, b] = aba −1 b −1 makes gr G into a graded Lie algebra. On the other hand, the filtration L
V makes (L V ) 0 into a filtered Lie algebra, and it is straightforward from the properties above that the associated graded Lie algebra gr(L V ) 0 is the Lazard Lie algebra, gr G:
Passing to inverse limits yields the diagram 
Taking inverse limits gives the isomorphism,
Next observe that filtration (1) of V determined by d 1 and denoted {V n } is given by
Restricting sL V to V n gives linear maps sL V → V ∨ n .
Proposition 6. The linear maps sL
proof of Proposition 6: We establish the equivalent assertions,
For this, let I V,1 be the set of finite dimensional subspaces V α ⊂ V such that ∧V α is preserved by d 1 . Then let J V be the set of subspaces W ⊂ V for which ∧W is preserved by d and dim W ∩ ker d < ∞. Note that for any two subspaces S(1) and S(2) of a graded vector space S, that ∧S(1) ∩ ∧S(2) = ∧(S(1) ∩ S(2)). In particular, if V α ∈ I V,1 and W ∈ J V then it follows by induction that (
On the other hand, for W ∈ J V the subspaces W k are finite dimensional and cofinal in
Since (W (k) n = W n for k ≥ n it follows in this case, exactly as in the proof of Theorem 2.1, p.50 in [8] , that L
Formula (15) follows.
The Hurewicz map (14) for (∧V, d 1 ) may be regarded as a linear map of degree 1,
Corollary. The Hurewicz map for (∧V, d 1 ) factors as
In particular, in degree 1 it translates to
where G = π 1 ∧V proof: Because ξ is induced by the surjection ∧ ≥1 V → V with kernel ∧ ≥2 V , and because (∧V, d 1 ) is quadratic, it follows that ξ factors as
This gives the first assertion. The second follows because
Remark. A second application of the proof of Theorem 2.1 in [8] also gives
The holonomy representation of a Λ-extension
Now recall from §2 that a Λ-extension of a Sullivan algebra ∧V is sequence of cdga morphisms of the form
. Now suppose that ∧V is a minimal Sullivan algebra. Then the differential in ∧V ⊗ ∧Z satisfies
where d is the differential in ∧Z, v i is a basis of V and Ω ∈ ∧ ≥2 V ⊗ ∧Z. Here the θ i are derivations in (∧Z, d), and setting
Next, suppose ∧V ⊗ ∧Z is a Λ-extension of a minimal Sullivan algebra, and set W = V ⊕ Z. Then W is the union of the finite dimensional subspaces W α = V α ⊕ Z α for which ∧V α ⊗ ∧Z α is preserved by d. Under inclusion, these form a directed set J. Moreover {V α , α ∈ J}, {W α , α ∈ J}, and {Z α , α ∈ J}) are respectively cofinal with J V , J W , and J Z .
In particular, if β ≥ α ∈ J then the Λ-extension ∧V β ⊗ ∧Z α yields a holonomy representation of L V β in H(∧Z α ); The defining condition for Λ-extensions implies that this representation extends to a representation of U L β . Passing to inverse limits then gives a representation of U L V in H(∧Z α ), and passing to direct limits gives a representation of U L V in H(∧Z).
Definition. This extension of the holonomy representation of
This is a right representation of A: the dual right representation. In particular the holonomy representation dualizes to a right representation of U L V in H(∧Z) ∨ .
In the special case that ∧W = ∧V ⊗ ∧Z is itself a minimal Sullivan algebra, the homotopy Lie algebras form a short exact sequence 
Zα is a U L W β -module. (ii) This is immediate because π is the inverse limit of the surjections,
between finite dimensional vector spaces, where I α and J α respectively denote the augmentation ideals in U L Wα and U L Vα .
(iii) This follows because in each
Because ∧V ⊗ ∧Z is itself a minimal Sullivan algebra, the derivations θ i of (16) 
Then for x ∈ L W , y ∈ L Z and z ∈ Z we have, where v i is a basis of V ,
where x is the image of x in L V . Now suppose z = ξΦ for some d-cycle Φ ∈ ∧Z. Then θ i z = ξθ i Φ. It follows that
On the other hand, by definition
ad x(y) .
A straightforward computation now gives that
Finally (iv) follows from (17) applied to the sub Λ-extension of the form ∧V α ⊗ ∧Z α in which dim V α ⊕ Z α < ∞, together with a standard limit argument.
Example. Acyclic Closures
Suppose (∧V ⊗ ∧U, d) is the acyclic closure of a minimal Sullivan algebra, ∧V . This is the Λ-extension of ∧V satisfying ε : ∧V ⊗ ∧U ≃ → Q, where ε is the augmentation sending V, U → 0. It has the important property that d : U → ∧ + V ⊗ ∧U , so that the quotient differential in ∧U is zero. Thus in this case the holonomy representation is a representation of U L V in ∧U . This then dualizes to a right representation of U L V in (∧U ) ∨ . Now let ε U : ∧U → Q be the augmentation vanishing on ∧ + U . Then we have
proof: Suppose V α ⊂ V is a finite dimensional subspace for which dV α ⊂ ∧V α . Then the inclusion V α ֒→ V extends to an inclusion of acyclic closures ∧V α ⊗ ∧U α ֒→ ∧V ⊗ ∧U which maps U α to a subspace of U . Now because dim
Passing to inverse limits gives the isomorphism of the Proposition, because ∧U = lim − →α ∧U α and so (∧U ) ∨ = lim ← −α (∧U α ) ∨ .
The Sullivan rationalization, ℓ Q
In this section all spaces are connected and based CW complexes or simplicial sets. All maps and homotopies preserve base points, and "homotopy" is denoted "∼". In particular the augmentation ∧V → Q in a Sullivan algebra defines a base point in ∧V and the maps ϕ : X → ∧V of §1 are base point preserving with respect to any base point of X.
Here we define homotopy localization, exhibit Sullivan's construction as an example, and examine its properties from that perspective. Homotopy localizations are defined via the category C described next, when there is no ambiguity, we may use the same symbol to denote a map and its homotopy class.
• The objects in C are the families (X) := {X α } of connected based spaces, together with the assignment for each pair X α , X β ∈ (X) of a single homotopy class of homotopy equivalences,
These are required to satisfy ω α,β • ω β,γ ∼ ω α,γ and ω σ,σ ∼ id Xσ .
• A morphism (g) : (X) → (Y ) in C is the assignment for each pair X α ∈ (X), Y β ∈ (Y ) of a homotopy class of maps,
Remark. Given objects (X) and (Y ) in C, a single map g β,α : X α → Y β extends uniquely to a morphism (g) in C. The map g β,α is called a representative for (g). A morphism (g) is a homotopy equivalence if some g β,α (equivalently all g β,α ) is a homotopy equivalence.
Moreover, the maps ω α,β provide a consistent identification of the spaces X α ∈ (X) as a single homotopy type, and the maps g α,β provide a consistent identification of (g) as the homotopy class of a map (X) → (Y ).
In particular, if (X) ∈ C then the homotopy equivalences ω α,β identify the groups π i (X α ) with a single group π i (X) and the graded algebras H(X α ) with a single graded algebra H(X). This then defines functors π i : C G and H : C A to the category of groups and graded algebras. In particular, the various constructions of the classifying space of a group G define a natural transformation B : G −→ C from the category of groups, characterized by π 1 • B = id, and
On the other hand, the homotopy category of spaces and homotopy classes of maps is a subcategory of C via a canonical functor,
defined as follows:
• hX contains the single space X,
• C(hX, hY ) is the set of homotopy classes of maps from X to Y .
Definition.
A homotopy localization is a functor ℓ : H C together with a natural transformation t : h → ℓ. Thus if ℓX = {X σ , (ω σ,τ )} then t(X) is a family of homotopy classes of maps f σ :
For the definition of Sullivan rationalization it is convenient to extend the definition of Sullivan models to quasi-isomorphisms ∧W → A P L (X) from Λ-algebras. Because our spaces are connected such a Sullivan model always decomposes as a tensor product (∧V, d) ⊗ ∧(U ⊕ dU ) in which ∧V is a minimal Sullivan algebra and d : U ∼ = → dU . In particular, this implies that the inclusion ∧V → ∧W induces a homotopy equivalence ∧V ← ∧W .
Definition. The Sullivan rationalization is the natural transformation t Q : h → ℓ Q , defined next.
• ℓ Q (X) = { ∧V σ }, indexed by the Sullivan models ϕ σ : ∧V σ ≃ → A P L (X), together with the homotopy equivalences ϕ τ,σ : ∧V σ → ∧V τ determined by the unique class of morphisms ϕ τ,σ :
where the ψ τ,σ are the Sullivan representatives of f .
• The natural transformation t Q : h → ℓ Q assigns for each X the homotopy classes of the maps ϕ σ : X → ∧V σ defined in §1.
Remark. If ℓ Q (X) = ℓ Q (Y ) then X and Y have the same Sullivan models. Moreover, if f : X → Y , the single homotopy class determined by ℓ Q (f ) is a homotopy equivalence if and only if a Sullivan representative ϕ : ∧V → ∧W of f is a quasi-isomorphism.
Our principal objective in this section (Proposition 8) is to characterize Sullivan rationalization, without reference to Sullivan models, in terms of
• its behaviour on elementary spaces, defined next, and
• its behaviour with respect to inverse systems.
Definition. An elementary space is a nilpotent space, X, such that each π 1 (X) r /π 1 (X) r+1 is a finite dimensional rational vector space, and ⊕ i≥2 π i (X) is also a finite dimensional rational vector space.
As for inverse systems, we consider only those whose index set is directed set S satisfying For each γ ∈ S there is an n such that if γ 1 < · · · < γ r = γ, then r ≤ n.
For a directed set S satisfying (18) , denote by n(γ), γ ∈ S, the least n for which (18) holds. Then S = ∪ n S(n), where
Where there is no ambiguity we denote lim ← − 
is an isomorphism.
(iv) If t : h → ℓ is any homotopy localization satisfying conditions (i)-(iii), then for any space X, ℓ Q (X) and ℓ(X) have the same homotopy type.
Lemma 1.
The following conditions on a connected space X are equivalent (i) X is an elementary space.
(ii) The minimal Sullivan model of X has the form ∧V with dim V i < ∞, and the map X → ∧V is a homotopy equivalence.
proof:
in which the vertical arrows are Sullivan models. Apply to get a map of fibrations
By induction on n, and the case n = 1, the left and right arrows are homotopy equivalences. Thus so is the central arrow. Finally, the same argument applied to the fibration
where X ≃ X and X is the universal cover, shows that if ∧V is the minimal Sullivan model of X then X → ∧V is a homotopy equivalence. Lemma 2. If g σ,τ : X σ ← X τ , σ ≤ τ ∈ S, defines an inverse system of maps, then there is a family of commutative diagrams
in which (i) the ψ σ,τ form an inductive system of morphisms of Λ-algebras;
(ii) each ψ σ,τ restricts to an inclusion V σ → V τ ; (iii) each ϕ σ is a quasi-isomorphism.
proof: The construction is by induction. If τ ∈ S(1) we let ϕ τ : ∧V τ → A P L (Y τ ) be any Sullivan model. Suppose the construction is accomplished for τ ∈ S(n) and let τ ∈ S(n + 1)/S(n). Then set V τ = lim − →σ<τ ∧V σ , so that
is a quasi-isomorphism from a Λ-algebra satisfying H 0 (∧V τ ) = Q. Because Y τ is connected it follows from ([8, Theorem 3.1]) that the composite
extends to a quasi-isomorphism ∧V τ ⊗ ∧Z ≃ → A P L (X τ ) from a Λ-algebra. This is the desired quasi-isomorphism ϕ τ : ∧V τ → A P L (Y τ ), and this closes the induction. is the isomorphism H(ϕ).
(iii) Lemma 2 provides an inductive system of quasi-isomorphisms ϕ σ : ∧V σ → A P L (X σ ) in which ϕ :
exhibits ϕ : X → ∧V as a representative of t Q (X). Moreover, the quasi-isomorphismsProof: Apply Lemma 2 to X → Q ∞ (X) = lim ← −k Q k (X) to obtain a quasi-isomorphism,
which then gives the map Q ∞ (X) → ∧V = ℓ Q (X). Remark. Suppose that for some n, card H n (X; Q) is an infinite cardinal k = card ⊕ i H i (X Q ). Then Bousfield has shown [3] that card Q ∞ (X) ≤ 2 k . On the other hand, if ∧V is a minimal Sullivan model of X, then card V = card ∧V = card H(X) = 2 k . Then
In particular, the hypothesis of finite type in the result of Bousfield and Gugenheim is necessary.
