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Abstract-A posterior% error estimates are derived for a stabilized discontinuous Galerkin method 
(DGM) [l]. Equivalence between the error norm and the norm of the residual functional is proved, 
and consequently, global error estimates are obtained by estimating the norm of the residual. One- 
and two-dimensional numerical experiments are shown for a reaction-diffusion type model problem. 
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1. INTRODUCTION 
In recent years, several variations of DGMs, for second-order elliptic boundary value problems 
have been proposed which exhibit special convergence, conservation, and local approximation 
properties attractive for parallel adaptive hp-approximations. An account of several types of 
DGMs can be found in the book edited by Cockburn, Karniadakii and Shu [2]. 
In previous work [l], we introduced a new stabilized DGM formulation. Existence and unique- 
ness of stable solutions were established and a priori convergence estimates on the approximation 
error were derived for the case of a reaction-diffusion type model problem. 
We continue our error analysis of this stabilized DGM by deriving global implicit a posteri- 
ori estimates of the approximation error. Results of our previous analysis enable us to prove 
equivalence between the error norm and the norm of a residual functional that characterizes the 
accuracy of the approximate solution. Hence, upon estimating the norm of this residual, we can 
indirectly obtain an estimate of the error. 
In Section 2, we introduce the notations, the model problem, and the stabilized DGM for- 
mulation. An example of error estimator is derived in Section 3 and numerical verifications are 
presented in Section 4. Finally, concluding remarks are summarized in Section 5. We refer to [3] 
for the proofs and derivations of theorems and lemmas listed in this note. 
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Ol-D7110) and under DOD Navy N0001499-1-0124, is gratefully acknowledged. 
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2. MODEL PROBLEM AND NOTATIONS 
2.1. The Reaction-Diffusion Equation 
Let R c W2 be a bounded open domain with Lipschitz boundary Xl and let {Ph} be a family 
of regular partitions of 0 into open elements K, with diameters hK, such that 0 = int(uKsPh k) 
(see Figure 1). The maximum diameter in the partition is denoted h. The set of all edges of 
the partition Ph is given by &h = {yk}, k = 1,. . . , N&se, where Ndse represents the number of 
edges in the partition Ph. The interior interface rint is then defined as the union of all common 
edges shared by elements of the partition Ph 
Nedge 
rint = u “(k \ ~~. 
k=l 
Figure 1. Geometrical definitions. 
The definition of the unit normal vector n on each yk is related to the numbering of the elements 
in the partition, such that n is defined outward with respect to the element with the highest index 
number (see Figure 1). The normal vector /J is defined outward to each element individually. 
Within this setting, the following reaction-diffusion problem is considered: 
-Au + u = f, in a, u = 0, on Xl, (1) 
where f is a real-valued function in L2(n). For the sake of clarity in the notation, the jump and 
average operators on each Tk E I?rnt are, respectively, defined as 
bl = Y-71.CoKi -‘U17/JBKj ’ (v) = i (yTkCaKi + yykCBKj) , ‘Yk = iWKd-@rcj>, i > j. (2) 
2.2. The Variational Formulation 
First, we introduce the following broken space: 
M(Ph) = {TV E L2(0) : ~1~ E H(A, K), VK E Ph, [> *E] E L’(I’i,t)} 7 
where 
H(A, K) = {u E L2(K) : y. ~IJ E L2(K)} c HI(K). 
Notice that II E H(A, K) implies VU. ~1 E He112(dK) [4,5]. The norm 11.11 on M(Ph) is defined 
- N 
where the parameters V, X, 0, and C are all positive numbers. At this stage of our development, 
p is merely a nonzero positive integer arbitrarily assigned to each element. Later, this parameter 
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will be taken as the polynomial degree pi of the approximations on each element K, or globally, 
as the minimum value of all pus in the partition Ph (see Section 2.3). Finally, the norms in (3) 
are defined as 
IISIIH-‘IyaK) =
sup lbA’P)-1/2xl/2,8Kl, 
lpEH1/2(aK) IlhI~~~(m) (41 
IIdIHyaK) = wEgJ(K) II4IH’(K), 
,  - I  
YOW’W 
where (.y’)-l/2x1/2,aK denotes the duality pairing in He112(dK) x H’i2(t3K), and where 70 : 
H’(K) --f H1i2(t3K) denotes the trace operator. The choice for the space of test functions V is 
the completion of M(Ph) with respect to the norm [l.l[. The discontinuous variational formulation 
can then be stated as follows: 
find w E V such that B(w,v) = L(V), vu E v, (5) 
where the bilinear form B( ., .) and linear form L(e) are defined as: 
wwv>= c {J,{ 
KEPh 
,w.,,,wv}dx-jBK{v(VW+) - (?+)w}ds} 
+I,,,. ((4 [y] - (4 [p:]} ds+k,“/$ [AWN?] [Vvz] ds, 
L(v) = fvdx, 
s n 
where the following notation is used to denote the duality pairing in iT’f2(aK) x H1f2(aK): 
This weak formulation [l] is closely related to the DGM formulation proposed in [6]. A distinctive 
difference is the addition of the stabilization term on the jumps of the normal fluxes across 
the element interfaces. This stabilization presents the double advantage of not polluting local 
conservation properties and allowing to prove the well posedness of the weak problem. 
2.3. The Discrete Problem 
Let {FK} be a family of invertible maps defined for a regular partition Ph such that every 
element K E ‘Ph is the image of FK acting on the master element k. In the computational 
model, a finite-dimensional space of real-valued piecewise polynomial functions of degree 5 pK 
is introduced, such that 
vhP= ~E~~(i-i):v~~ =GoF;;‘, $EPPK k , VKEP, . 
1 ( > 1 (6) 
We note that VhP is a subspace of V. Using the Gale&n method, an approximation of uh of u 
is sought as the solution of the following discrete problem: 
find uh E VhP such that a(?&, vh) = L(Vh), VVh E VhP. (7) 
3. A POSTERIORI ERROR ESTIMATION 
In this section, we derive an implicit a posteriori estimator of the approximation error. This 
estimator is global in the sense that it estimates the error in a global norm with respect to the 
whole domain Q. 
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3.1. The Error Problem 
Let u E V and Uh E VhP be the exact and approximate solution to (5) and (7), respectively. 
Then by using the linearity of the bilinear form B(., .), it follows easily that the approximation 
error e = u - uh is governed by: 
a(e, v) = L(v) - a(uh, v) = Rh(v), VVE v, (8) 
where Rh : V --) R is the residual functional. 
3.2. Equivalence between the Residual and the Error 
Since the residual functional is continuous on V with respect to the norm [].][ (see [3]), we 
define the norm of the residual (dual norm) as 
LEMMA 3.1. The norm of the error and the norm of the residual functional are equivalent, i.e., 
there exist Ci = Ci (h, p) and C’s = Cs (h, p), Cr , C2 > 0 such that 
G lllelll I I((Rh(l)* I C2 Illdll. 
In principle, this lemma justifies estimation of the error norm indirectly by estimating ]]]Rh]]]*. 
However, the constants Cr (h,p) and Cz(h,p) should not degenerate or diverge as h + 0 and 
p -+ 00. This implies that both the Inf-Sup and continuity coefficients of B(., .) have to be 
independent of h and p. According to Corollary 3.3.1 in [l] and Theorem D.l in [3], both of these 
coefficients are constant if X = Y = C = 6’ = 0. In the following, these parameters are set equal 
to zero. 
3.3. The Error Estimator 
A natural approach for error estimation could be to approximate (8) using a space WhP such 
that VhP c WhP c V. A possible candidate for WhP is the finite-element space of functions WhP 
of piecewise continuous polynomials that are of degree one higher than the functions in VhP 
WhP = 
{ 
v E L2(s2) : VI, = “$ o F&l, $EpPK+l k ( ), v=pit}. 
However, although this approach generally provides for accurate error estimates (see [3]), solving 
the resulting system of equations is far more expensive than solving the original problem for Uh. 
Moreover, for linear equations, this approach is equivalent to compute a new finite-element solu- 
tion fib E WhP of (5) and take the difference 6h - uh. In order to reduce the computational cost, 
it is desirable in a posteriori error estimation to set up local problems defined on each element 
or patch of elements. The DG formulation seems well suited to do so. Indeed, let v be a test 
function that is zero everywhere except in element K. Equation (8) thus reduces to 
Jr ye-yv+ev} dx-A,{vke.f) - (yv.f)e} ds 
+~,,,,{~~~e.~] -(e)(~v.~)}ds+JBK,s~u[Ve.n] (F.:) ds=@dvh) (‘I 
and is thus defined locally except for the coupling terms [Ve . n] and (e). As an intermediate N N 
step toward full decoupling of the system, we introduce the function x E V that is governed by 
4x, v) = Rh(4, vvc v, (10) 
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where the bilinear form A(., .) is defined as 
d(w,v)= c {J,{ 
KEPh 
VW. yv+wv} ch~-J8~ {v ~W-IJ) - (yvq) ,)ds} 
Comparison of A(., a) with f3(., .) reveals that the terms involving (v) [yw . rJ and (w) [yv . r~] 
have been eliminated from the formulation. Despite this simplification, we are still able to show 
that the norm of x is equivalent to the norm of the residual. 
THEOREM 3.1. Let there exist a unique solution x E V to (10). Then there exists Cl, C.-J > 0 
such that 
Cl lllxlll L lllqI* I (72 Ilxlll. 
Hence, by estimating []x]]l we indirectly estimate ][7Zh ]I * , and therefore, the error norm itself. The 
error estimator q = ixh][ is then defined in terms of the approximate solution 
d(xh, vid = Rh(vh), VU/, E whp. 
4. NUMERICAL RESULTS 
(11) 
4.1. One-Dimensional Tests 
We consider the following one-dimensional version of (1): 
-2+%=1, for 0 C 2 < 1, U(O) = u(1) = 0. (12) 
The exact solution of this problem is given by U(Z) = 1 - (ez + e’-“)/(l + e). In the following 
experiments, u is set equal to one and the quality of the error estimator q is measured in terms 
of the effectivity index, namely the ratio of 77 and I[e][. We show in Figure 2 the effectivity indices 
for q in the case of uniform approximation degrees p = 1, 2, 3, and 4, and for uniform mesh 
refinement. We observe that the estimate q is very accurate for p 2 2, with effectivity indices 
ranging between 89 and 100 percent. For p = 1 however, the estimator is less accurate as ]]]e]]] 
does not necessarily converge in this case. Nevertheless, the effectivity index remains bounded, 
as expected from the equivalence between IelI and /lx! and the fact that Xh converges to x. 
2.5 
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Figure 2. Effectivity indices versus the number of Figure 3. Effectivity indices versus the number of 
degrees of freedom-1D results. degrees of freedom-2D results. 
dofs 
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4.2. Two-Dimensional Tests 
We consider the following BVP, defined on the unit square R = (0,l) x (0,l) with Dirichlet 
boundary conditions prescribed on dR: 
-Au+u=O, in R, 
40, Y) = 41, Y) = 0, Y E P, 117 03) 
u(2,O) = 0, ~(5, 1) = f sin(rz) sinh ds, 2 E [O, 11, 
whose exact solution is given by U(S, y) = (1/2)sin(7rz)sinh(di?7y). In 2D, calculating 
the H-l/‘(L?K)- norm of a function is a computationally expensive task. Hence, we chose to 
approximate the norm 111.111 as follows: 
Despite this approximation in the evaluation of the norm, we observe in Figure 3 that the effec- 
tivity indices for q are again very accurate. For low numbers of degrees of freedom, the effectivity 
index varies between 82 and 95 percent when p 2 2, and seems to converge to unity as the mesh is 
refined. Once again, we observe for p = 1 an overshoot in the effectivity index, but this overshoot 
remains bounded and is less dramatic than in the 1D case. 
5. CONCLUDING REMARKS 
An a posterior-i global error estimator was derived for a stabilized discontinuous Gale&in 
method [l]. By proving equivalence between the norms of the residual and of the error, the 
estimator indirectly estimates the error by estimating the norm of the residual functional. One- 
and two-dimensional numerical experiments are presented that show that this error estimator can 
provide for accurate results and yield effectivity indices between 85 and 100 percent. In future 
work, we will investigate approaches to fully decouple the global problem in order to derive a 
cost effective error estimator preserving the accuracy of the results. 
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