A celebrated and deep result of Green and Tao states that the primes contain arbitrarily long arithmetic progressions. In this note I provide a straightforward argument demonstrating that the primes get arbitrarily close to arbitrarily long arithmetic progressions. The argument also applies to 'large sets' in the sense of Erdős-Turán. The proof is short, completely self-contained, and aims to give a heuristic explanation of why the primes, and other large sets, possess arithmetic structure.
Arithmetic progressions and the Green-Tao Theorem
Arithmetic progressions are among the most natural and well-studied mathematical objects. They are both aesthetically pleasing and ripe with structure, two properties which make it particularly interesting to find them inside other objects, which might, at first, seem complicated and unstructured. Such is the beauty of the Green-Tao Theorem which asserts that the primes -one of the most fundamental, complicated, and subtle objects in mathematics -contain arbitrarily long arithmetic progressions. This is a remarkable amount of additive regularity for an inherently multiplicative structure to possess.
An arithmetic progression of length k 1 and gap size ∆ > 0 is a set of the form {x, x + ∆, x + 2∆, . . . , x + (k − 1)∆},
for some x ∈ R, that is, a collection of k points each separated from the next by a common distance ∆.
Theorem 1.1 (The Green-Tao Theorem [GT] ). The primes contain arbitrarily long arithmetic progressions, that is, for all integers k 1 one can find an arithmetic progression of length k lying somewhere in the primes.
We consider the following weakened version of containing arithmetic progressions, introduced and studied in [FY, FSY] . Definition 1.2. A set of positive integers X ⊆ Z gets arbitrarily close to arbitrarily long arithmetic progressions if, for all k ∈ N and ε > 0, there exists an arithmetic progression P of length k and gap size ∆ > 0 such that
This definition should be understood as saying that for arbitrarily large k and arbitrarily small ε > 0 X gets within ε of an arithmetic progression of length k. The fact that ε∆ appears instead of ε is the necessary normalization, based on the observation that all arithmetic progressions of length k are essentially the same: they are all equal to {0, 1, 2, . . . , k − 1} upon rescaling and translation. Figure 1 : From top row to bottom row: three different approximations to an arithmetic progression of length 5, where ε is 1/3, 1/10, 1/100, respectively, followed by a genuine arithmetic progression of length 5. At this resolution the ε = 1/100 case is indistinguishable from the genuine arithmetic progression. Theorem 1.3. The primes get arbitrarily close to arbitrarily long arithmetic progressions.
To the untrained eye this theorem may have the same aesthetic appeal as the GreenTao Theorem: getting arbitrarily close is good enough, right? However, this theorem is very straightforward to prove, compared with the 60 page epic published in Annals of Mathematics which is required to establish the Green-Tao Theorem [GT] . Of course, it also follows directly from the Green-Tao Theorem. The purpose of this article is to give a simple and self-contained proof of Theorem 1.3. It follows from three simple lemmas, which we will discuss in the following section and prove thereafter.
The Green-Tao Theorem is, by virtue of the fact that the sum of the reciprocals of the primes diverges (see Lemma 2.1 below), a special case of the Erdős-Turán conjecture on arithmetic progressions, which is a famous open problem in number theory dating back to 1936 [ET] . It states that if X ⊆ Z + is such that x∈X 1/x = ∞, then X should contain arbitrarily long arithmetic progressions. We also provide a straightforward proof of the weakened version of this conjecture using the same approach.
then X gets arbitrarily close to arbitrarily long arithmetic progressions.
This theorem was proved in [FY, Theorem 2.11 ], but follows directly from Lemmas 2.2 and 2.3 which we prove below. Perhaps the interest of this result lies in the fact that, unlike in the case of the primes, the genuine version of the Erdős-Turán conjecture is still open?
Proof by three lemmas
An obvious necessary condition for containing arbitrarily long arithmetic progressions, or even getting arbitrarily close to arbitrarily long arithmetic progressions, is being infinite. The primes have been known to be infinite for a rather long time, the first proof often attributed to Euclid. However, we need more in order to proceed. Indeed, the positive integer powers of 2 form an infinite set but it is a short exercise to see that they do not get close to arithmetic progressions of length 3. This is because the powers of 2 grow so quickly that once distinct powers of 2 are chosen to start a progression, the gap between them is dwarfed by all subsequent gaps. If a sequence gets big very quickly, then the reciprocals of that sequence get small very quickly and therefore the fact that the reciprocals of the powers of 2 form a geometric series which sums to 1 is an indication of the fact that the powers of 2 grow too fast. The following result, first proved by Euler, is a fundamental result in mathematics and is our first key ingredient.
Lemma 2.1 (Euler [E] ). The sum of the reciprocals of the primes diverges, that is,
In the interest of being self-contained we present a well-known proof of this result due to Erdős [E] in Section 3.1. The next step is to turn the fact that the sum of the reciprocals of the primes diverges into a more quantitative statement about the distribution of the primes. The following result is adapted from [FY, Lemma 2 .10] and we present a self-contained proof in Section 3.2. log n = 1.
The final step in establishing Theorem 1.3 is to show that maximal upper logarithmic density is enough to guarantee arbitrary closeness to arbitrarily long arithmetic progressions. This result follows from [FY, Theorem 2.4 ], see also [FSY] , but we present a self-contained and stripped back proof in Section 3.3. This proof is due to Erdős [E] and is a classic example of proof by contradiction. List the primes in increasing order p 1 , p 2 , . . . and suppose that
which means we can find a positive integer L such that
Fix a large positive integer N and write A for the number of integers between 1 and N which are not divisible by any primes strictly larger than p L . If n N is such an integer then, writing n = P 2 Q where Q is a square free integer and P is an integer, one sees there are fewer than √ N choices for P and 2 L choices for Q. Therefore
On the other hand
since there are at most N/p k positive integers less than N divisible by p k . Therefore
which cannot be true for all N , yielding the desired contraction.
Proof of Lemma 2.2
This proof is due to Fraser and Yu and is adapted from [FY] . List the elements of X in increasing order x 1 , x 2 , . . . and suppose that the upper logarithmic density of X is strictly less than 1. It follows that there exists s ∈ (0, 1) and C > 0 such that for all integers m 0 and n 1 we have
For integers N 0 write X N = X ∩ [2 N , 2 N +1 ) and note that by the upper logarithmic density assumption #X N C2 sN .
C2
(s−1)N < ∞ since s < 1, which yields the desired contradiction since we assume the sum of the reciprocals of elements in X diverges.
Proof of Lemma 2.3
This proof is adapted from [FY] and [FSY] . Suppose X ⊆ Z + does not get arbitrarily close to arbitrarily long arithmetic progressions. That is, there exists k 2 and ε > 0 such that, given any arithmetic progression P ⊆ R of length k and gap size ∆,
We may assume for convenience that 1/(2ε) is an integer, since we can always replace ε with a smaller value and force this to be true. Fix a compact interval J ⊆ R of length |J| > 0. Cut this interval into k/(2ε) equal pieces of length |J|(2ε)/k and label these from left to right by 1, 2, . . . , k/(2ε). On this set of labels (and associated intervals), form congruence classes modulo 1/(2ε) and note that the centres of the intervals with labels in the same congruence class form an arithmetic progression of length k and gap size |J|/k. It follows from (3.1) that at least one interval from each congruence class must not intersect X. Therefore X ∩ J is contained in the union of (k − 1)/(2ε) intervals of length |J|(2ε)/k. We apply this observation inductively starting with the interval which proves that the upper logarithmic density of X is bounded above by log k−1 2ε log k 2ε
< 1 contradicting our assumption that the upper logarithmic density of X is equal to 1.
