We consider generalized Calderón-Zygmund operators whose kernel takes values in the space of all continuous linear operators between two Banach spaces. In the spirit of the T (1) theorem of David and Journé we prove boundedness results for such operators on vector-valued Besov spaces.
Introduction
Singular integral operators between spaces of vector-valued functions (i.e., functions that take their values in some Banach space X) have been studied extensively in recent years. A major break-through were theorems dealing with operator-valued Fourier multipliers between Lebesgue-Bochner spaces (e.g. [18, 8] ). These theorems require a special geometry of the underlying Banach spaces (the UMD property) and a stronger notion of uniform boundedness, the so-called R-boundedness. In particular, they are not applicable for non-reflexive Banach spaces. However it was observed by H. Amann [1] and L. Weis [17] that these restrictions do not apply when working with vector-valued Besov spaces. In fact, Mihlin and Hörmander type Fourier multiplier theorems were obtained for the Besov spaces B s,q p (X), where X is an arbitrary Banach space [6, 8] . Taking the point of view of convolution operators instead of Fourier multipliers, T. Hytönen and L. Weis [11] have proved boundedness results for translation-invariant operators on B s,q p (X). Again one does not need to impose any conditions on the geometry of X. In this paper we want to move away from translation invariant operators to the study of nonconvolution type singular integrals of the from (T f )(u) = R N K(u, v)f (v)dv.
(1.1)
Inspired by the famous T (1) theorem of G. David and J.-L. Journé [2, 3] on the L 2 boundedness of operators (1.1) T. Figiel [4] has proved a T (1) theorem for X-valued L p functions, where X has the UMD-property. The kernels K are still scalar valued, however. Recently T. Hytönen and L. Weis [10] gave a new proof of Figiel's T (1) theorem and extended it to operator-valued kernels K. In addition to the geometric property of X they have to impose Rboundedness conditions on the kernels that in general are stronger than just uniform boundedness. It is the main goal of this work to show how the main ideas in the proof of T. Hytönen and L. Weis can be used to obtain a T (1) theorem on vector-valued homogeneous Besov spaces, where the kernel K is operator-valued. Since we don't impose further conditions neither on the geometry of the Banach space nor on the boundedness of the kernels, our result is in the same line as the work on operator-valued Fourier multipliers and singular convolution operators described above. For an application of our result to wavelets on vector-valued Besov spaces see [13] .
In the scalar-valued setting, various authors (e.g. [5, 7, 14, 15, 19] ) obtained results of the same spirit as the T (1) theorem of David and Journé for other scalar-valued function spaces, including homogeneous Besov and Triebel-Lizorkin spaces. The present paper gives a new proof of the known scalar-valued results for homogeneous Besov spaces, which directly extends to the vector-valued situation. (In [9] and [12] , we show that we can apply the same methods of proof to obtain T (1) theorems in spaces of Triebel-Lizorkin type.) We note that, while Lemarie [14] and Torres [15] apply different methods, the ideas used by Han and Hofmann in [7] are similar to ours. Han and Hofmann only deal with Besov spaces with smoothness index s in (−1, 1), however.
Definitions and Notations
Throughout this paper X, Y , and Z are complex Banach spaces. The space L(X, Y ) of bounded linear operators from X to Y is endowed with the uniform operator topology. X ′ = L(X, C) denotes the dual space of X. All our (possibly vector-valued) functions and distributions will be defined on R N for a fixed positive integer N . Therefore the various function spaces E(R N , X) in this paper are denoted simply by E(X). For example we write L p (X) for the Bochner-Lebesgue space L p (R N , X), p ∈ [1, ∞], equipped with its usual norm.
N := {0, 1, 2, . . . } is the set of all nonnegative integers. The conjugate exponent p
for the space of all compactly supported smooth functions with values in X. The Schwartz class S(R N , X) is the space of all X-valued rapidly decreasing smooth functions, endowed with its usual topology. For D(R N , C) and S(R N , C) we also write D(R N ) and S(R N ) respectively. The space S ′ (R N , X) of all X-valued tempered distributions is defined as the space of all continuous linear operators from S(R N ) to X.
The operator T
We start from a continuous linear operator
The operator T can be identified with the continuous bilinear form
In place of (T ϕ)ψ we also use the more suggestive notation ψ, T ϕ . To T we assign an "adjoint" operator
where the latter ′ designates the usual Banach adjoint of an operator in L(X, Y ).
The associated kernel
We say that T is a singular integral operator associated with K if
holds for all ϕ, φ ∈ D(R N ) with suppϕ ∩ suppφ = ∅. This means that, for each φ ∈ D(R N ), the distribution T φ agrees almost everywhere on the complement of suppφ with the continuous function
The class CZO n+ν
For n ∈ N and ν ∈ (0, 1] we consider the standard estimates (SE n ) K is continuously differentiable up to order n with respect to the first variable and
: u = v is finite for all multiindices α with |α| ≤ n; (SE n+ν ) K is continuously differentiable up to order n with respect to the first variable and
is finite for some multiindex α with |α| = n.
We say that T ∈ CZO n+ν if T is a singular integral operator with associated kernel K satisfying (SE n ) and (SE n+ν ). Note that T ∈ CZO n+ν does not emply that
Therefore CZO n+ν is contained in CZO m+µ if n + ν ≥ m + µ.
We will also use a weaker version of (SE n+ν ), namely the following Hörmander type condition for t ∈ [1, ∞):
(HE n+ν,t ) K is continuously differentiable up to order n with respect to the first variable and
Observe that, if 1 ≤ s < t < ∞, then (SE n+ν ) =⇒ (HE n+ν,t ) =⇒ (HE n+ν,s ).
We write
The action of T ∈ CZO n+ν is not a priori defined on the function u → u α / ∈ S(R N ), but we can make sense of the notion T (u α ) for |α| ≤ n: We will define T (u α ) as a linear operator acting on
For doing this we first observe that, if ϕ ∈ D n (R N ), the distribution (·) α T ′ ϕ agrees with an integrable function on the complement of any neighborhood of suppϕ. A proof of this fact can be found in Section 4 (Lemma 4.2). Now choose ψ ∈ D(R N ) such that ψ ≡ 1 in a fixed neighborhood of suppϕ and define
Here the first term is given by the usual pairing between test functions and distributions and the second term exists because (·) α T ′ ϕ is integrable on the support of 1 − ψ. One can show that the value of (·) α , T ′ ϕ is independent of the actual choice of ψ. Now we make the natural definition
The weak boundedness property
The closed ball with center u ∈ R N and radius r > 0 is denoted by B(u, r). We say that ϕ is a normalized bump function associated with the unit ball B(0, 1) if ϕ ∈ D(R N ) with suppϕ ⊆ B(0, 1) and 
N , and let ϕ, φ ∈ D n (R N ) be normalized bump functions associated with B(0, a) and B(w, 2 k a) respectively. (a) If T ∈ CZO ν satisfies the weak boundedness property, then there is a constant
(b) If T ∈ CZO n+ν satisfies the weak boundedness property and the condition T (u α ) = 0 for all |α| ≤ n, then there are constants C 2 < ∞ and δ > 0 such that for all v ∈ R N ,
A resolution of unity
We will decompose our operator T into parts we can handle using Lemma 2.1. For this decomposition we use test functions with special properties described in Lemma 2.2 below. For k = 0, Lemma 2.2 was proved in [10, Sect. 2].
and such that the following properties hold:
• Φ is radial and real-valued,
(For the existence of such a ϕ see Remark 2.3 below.) Since ϕ is even, its Fourier transform is real. Then also φ := ϕ * ϕ is real, radial, and in
Since φ is radial and not identically vanishing, it is strictly positive on some annulus 0 < a 1 ≤ |u| ≤ a 2 . Taking as Φ a suitable linear combination, with positive coefficients, of dilates of ϕ, we ensure the condition Φ ≥ 1 for With Φ, Ψ as in Lemma 2.2 and j ∈ Z, we denote
Remark 2.3 In the proof of Lemma 2.2 we used a non-zero, real, radial ϕ ∈ D k (R N ). To see that such ϕ exists, let ω ∈ D k+N −1 (R) be non-zero, real, and have its support in (0, ∞). Then using polar coordinates one can show that R N u α ω(|u|)du = 0 for all |α| ≤ k. Now take any non-zero, real, radial φ ∈ D(R N ) and let ϕ = ω(| · |) * φ. Then ϕ has the desired properties.
3 Calderón-Zygmund operators on Besov spaces [11, Section 7] ). Here P(R N , X) stands for the space of all polynomials on R N with coefficients in X.
Homogeneous Besov spaces
Let φ ∈ S(R N ) such that φ is radial, equal to 1 in B(0, 1), and supported in B(0, 2). Now set
is finite. As in the scalar-valued case one can show that different choices of ϕ lead to equivalent norms and thatḂ s,q p (X), endowed with · Ḃ s,q p (X) , is a Banach space. Moreover, as in the scalar-valued case on can prove that
Extension of T
Let X, Y be arbitrary Banach spaces and T :
This makes sense, since ψ, T ϕ ∈ L(X, Y ). So T [ϕ ⊗ x] is a Y -valued tempered distribution and T is well-defined on S(R N ) × X. Now we extend T to S(R N ) ⊗ X by linearity. In the following we will not distinguish between T and T .
Main result
Now we state our main result on the boundedness of singular integral operators on homogeneous Besov spaces.
Theorem 3.1 Let n ∈ N and ν ∈ (0, 1). Suppose T ∈ CZO n+ν satisfies the weak boundedness property and the condition T (u α ) = 0 for all |α| ≤ n. Then (a) T extends to a bounded linear operator fromḂ For the proof we will use the resolution of unity introduced in Section 2. For f ∈ S(R N ) and j, k ∈ Z,
In a first step, we show that the operators T j,k associated with the kernels K j,k are bounded from
Proposition 3.2 Suppose T ∈ CZO n+ν satisfies the weak boundedness condition and T (u α ) = 0 for |α| ≤ n. The operator T j+k,j , j, k ∈ Z, defined by
Moreover there is a constant C such that, for all j, k ∈ Z,
If in addition T ′ ∈ CZO n+ν and T ′ (u α ) = 0 for |α| ≤ n, then we have the estimate
Here we have used Part (a) of Lemma 2.1 with ϕ = Φ j associated to B(0, 2 j a) and φ = Φ j+k (· − v) associated to B(v, 2 k 2 j a), where a is chosen such that suppΦ ⊆ B(0, a). If k ≤ 0, we use Part (b) of Lemma 2.1 with ϕ = Φ j+k associated to B(0, 2 j+k a) and φ = Φ j (· − v) associated to B(0, 2 −k 2 j+k a) to obtain
for each u ∈ R N and, by substitution,
Hence we can estimate
, the first part of the proposition is proved. Now suppose that in addition T ′ ∈ CZO n+ν and T ′ (u α ) = 0 for |α| ≤ n. We only have to consider the case k ≥ 0. For each u ∈ R N , we use Part (b) of Lemma 2.1 for T ′ to show that
Now we proceed as above.
In the next proposition we take a closer look at the "building blocks" from which we will construct our operator. 
If in addition T
To prove Proposition 3.3 we will need the following lemma, which gives an estimate of the ℓ q (L p (X))-norm of 2 −ks Q k f k∈Z in terms of the Besov norm of f :
and all s ∈ R we have that
P r o o f. Let ϕ be as in the definition of the homogeneous Besov spaces at the beginning of this section. Taking into account the support properties of ϕ j and Ψ k we have that ϕ j * Ψ k = 0 if |j − k| ≥ 2. Hence
This proves the lemma.
Proof of Proposition 3.3. Again let ϕ be as in the definition of the homogeneous Besov spaces. Let k ∈ Z be fixed and F be a finite subset of Z. Then
and ϕ j+k * Ψ l+k = 0 if |j − l| > 1. Write F j = F ∩ {j − 1, j, j + 1}. Therefore, for q < ∞,
.
(3.3)
This implies that the series (3.1) converges unconditionally inḂ s,q p (Y ). Indeed, for ε > 0 choose a finite subset of F 0 of Z such that for all finite subsets F of Z \ {F 0 } we have that
where c is some constant not depending on F . So the series (3.1) is shrinking and therefore unconditionally convergent. For convergence of (3.1) in
is finite by Lemma 3.4, and since
. So we have proved convergence of (3.1) in
Replacing F by Z in (3.2) and (3.3) and using Lemma 3.4 we obtain l∈Z Q l+k T l+k,l Q l f ∈Ḃ
for all s ∈ R N and all q, p ∈ [1, ∞]. By Proposition 3.2,
This proves the claimed estimates.
Finally we prove our main theorem on the boundedness of T on homogeneous Besov spaces: 
In the case that also T ′ ∈ CZO n+ν and T ′ (u α ) = 0 for |α| ≤ n, (3.4) holds for all |s| < n + ν. Now we proceed as above.
Some Technical Lemmas
In this section let n ∈ N, ν ∈ (0, 1), and t ∈ [1, ∞). We use the notation a b if there is a constant c, only depending on N , n, ν, and t, such that a ≤ cb.
We first state and prove a lemma we will find useful below. It deals with estimates for T ′ if applied to some bump function.
Lemma 4.1 Let T be a singular integral operator with associated kernel K satisfying (HE n+ν,t ). If R ≥ 2ρ > 0 and ϕ ∈ D n (R N ) with suppϕ ⊆ B(0, ρ), then
In particular,
for all multiindices β with |β| ≤ n.
P r o o f. By mathematical induction, one can show that
where
Let α ∈ N N be chosen such that (HE n+ν,t ) holds. Then
But I α ϕ L1 ρ N +n ϕ L∞ and the first inequality is proved. Now let β be a multiindex with |β| ≤ n. Then
−ktν , the second assertion is proved, too.
The following corollary we use in our definition of T (u α ):
Corollary 4.2 Let T be a singular integral operator with associated kernel K satisfying condition (HE n+ν,1 ). Let ϕ ∈ D n (R N ), V some neighborhood of suppϕ, and β a multiindex with |β| ≤ n. Then, on the complement of V , (·) β T ′ ϕ agrees with an integrable function.
Since K is continuous and B(0, 2ρ) ∩ V c is compact and disjoint from suppϕ,
So the corollary is proved.
We assume that all bump functions used in this section satisfy the appropriate estimates on the derivatives up to order M , where M > n (cf. Section 2).
The operator T is said to have the weak boundedness property at 0 provided that, for every pair of normalized bump functions ϕ, φ associated with any ball B(0, r) we have φ, T ϕ ≤ Cr −N . The infimum over all such constants C is denoted by C w.b.p. (T ). Lemma 4.3 Let k ∈ N, w ∈ R N , and let ϕ, φ ∈ D 0 (R N ) be normalized bump functions associated with B(0, 1) and B(w, 2 k ) respectively. If T ∈ CZO ν satisfies the weak boundedness property at 0, then
with suppψ ⊆ B(0, 4), ψ ≤ 1, and ψ = 1 on B(0, 2). We write
Then the weak boundedness property at 0 yields that
Since K satisfies (SE 0 ),
and
It remains to estimate the decay of φ, T ϕ , if |w| is large. For this we will use (SE ν ). If |w| ≥ 2 k+2 , then φ and ϕ have disjoint support and, since R N φ(u)du = 0,
Hence, by (SE ν ),
Lemma 4.4 Let k ∈ N, w ∈ R N , and let ϕ, φ ∈ D n (R N ) be normalized bump functions associated with B(0, 1) and B(w, 2 k ) respectively. If T ∈ CZO n+ν satisfies the weak boundedness property at 0 and the condition T (u α ) = 0 for all |α| ≤ n, then
P r o o f. Let us fix a function ψ ∈ D(R N ) which is ≤ 1, equals 1 in B(0, 2) and vanishes outside B(0, 4). With this choice we write
and estimate the second term A 2 with the help of Lemma 4.1:
We investigate A 1 by further splitting it in two parts:
Since T (u α ) = 0 for |α| ≤ n and ϕ ∈ D n (R N ), we have (·) α , T ′ ϕ = 0 for all |α| ≤ n. Hence A 1,2 can be estimated
We turn to A 1,1 , which we again split in two parts:
Now, by Taylor's formula,
Finally, to estimate the remaining term A 1,1,2 , we use the weak boundedness property. Obviously both ϕ and (φ − |α|≤n 
Hence, for u ∈ B(0, 4)
and, from Leibniz' rule,
−N −n−1 times a normalized bump function associated with B(0, 4), where C is some constant independent of k. The weak boundedness property at 0 then gives
Putting everything together, we have shown that
To get the appropriate decay in |w|, we need to take into account the support properties of our bump functions more carefully. For this let R := In the proof of Lemma 2.1 we will use the following notation. For r > 0 and w ∈ R N we define the dilation and translation operators on S(R N ) by δ r ϕ = r −N/2 ϕ(r −1 ·), τ w ϕ = ϕ(· − w).
Moreover we define the continuous linear operator T If K satisfies condition (SE n ), (SE n+ν ) or (HE n+ν,t ), then the kernels K r w satisfy the same condition uniformly in w, r. In particular, if T ∈ CZO n+ν , then so is T Now we can proceed in the same way as in (a), using Lemma 4.4.
Remark 4.5 A careful study of the proof shows that one needs the following sightly weaker version of the weak boundedness property: For each pair of normalized bump functions associated to the unit ball, the set { φ, T 2 j w ϕ : w ∈ R N , j ∈ Z} is bounded.
