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Space group symmetry fractionalization
in a family of exactly solvable models with Z2 topological order
Hao Song and Michael Hermele
Department of Physics, University of Colorado, Boulder, Colorado 80309, USA
We study square lattice space group symmetry fractionalization in a family of exactly solvable
models with Z2 topological order in two dimensions. In particular, we have obtained a complete
understanding of which distinct types of symmetry fractionalization (symmetry classes) can be
realized within this class of models, which are generalizations of Kitaev’s Z2 toric code to arbitrary
lattices. This question is motivated by earlier work of A. M. Essin and one of us (M. H.), where
the idea of symmetry classification was laid out, and which, for square lattice symmetry, produces
2080 symmetry classes consistent with the fusion rules of Z2 topological order. This approach does
not produce a physical model for each symmetry class, and indeed there are reasons to believe that
some symmetry classes may not be realizable in strictly two-dimensional systems, thus raising the
question of which classes are in fact possible. While our understanding is limited to a restricted class
of models, it is complete in the sense that for each of the 2080 possible symmetry classes, we either
prove rigorously that the class cannot be realized in our family of models, or we give an explicit
model realizing the class. We thus find that exactly 487 symmetry classes are realized in the family of
models considered. With a more restrictive type of symmetry action, where space group operations
act trivially in the internal Hilbert space of each spin degree of freedom, we find that exactly 82
symmetry classes are realized. In addition, we present a single model that realizes all 26 = 64
types of symmetry fractionalization allowed for a single anyon species (Z2 charge excitation), as the
parameters in the Hamiltonian are varied. The paper concludes with a summary and a discussion
of two results pertaining to more general bosonic models.
I. INTRODUCTION
A. Background
Topological phases of matter are those with an energy
gap to all excitations, and host remarkable phenomena
such as protected gapless edge states, and anyon quasi-
particle excitations with non-trivial braiding statistics.
Following the discovery of time-reversal invariant topo-
logical band insulators,1–3 significant advances have been
made in understanding the role of symmetry in topolog-
ical phases.
Two broad families of such phases are symmetry pro-
tected topological (SPT) phases,4–8 and symmetry en-
riched topological (SET) phases. SPT phases, which in-
clude topological band insulators, reduce to the trivial
gapped phase if the symmetries present are weakly bro-
ken. These phases lack anyon excitations in the bulk,
and many characteristic physical properties are confined
to edges and surfaces. SET phases, on the other hand,
are topologically ordered, with anyon excitations in the
bulk. Topological order is robust to arbitrary pertur-
bations provided the gap stays open, and SET phases
remain non-trivial even when all symmetries are broken.
In the presence of symmetry, there can be an interesting
interplay between symmetry and topological order. This
interplay is important, because properties tied to sym-
metry are often easier to observe experimentally. For
example, in fractional quantum Hall liquids,9,10 quanti-
zation of Hall conductance9 and fractional charge11–13
have been directly observed, and arise from the interplay
between U(1) charge symmetry and topological order.
The example of fractional quantum Hall liquids makes it
clear that the study of SET phases has a long history,
which cannot be adequately reviewed here; instead, we
simply mention two areas of prior work that have close
ties with the focus and results of the present paper. First,
topologically ordered quantum spin liquids are another
much-studied class of SET phases.14–21 Second, a sys-
tematic understanding of the role of symmetry in SET
phases has recently been developing, including work on
classification of such phases; some representative studies
are found in Refs. 22–45.
Most of the recent work on SPT and SET phases has
focused on on-site symmetries such as time reversal, U(1)
charge symmetry, and SO(3) spin symmetry. For SPT
phases, this restriction makes sense physically, because a
generic edge or surface will not have any spatial sym-
metries, but may have on-site symmetry. Of course,
there can be clean edges and surfaces, and some works
have examined the role of space group symmetry in SPT
phases.46–55 For SET phases, there is not a good physical
justification to ignore spatial symmetries; the presence of
anyon quasiparticles means that symmetries of the bulk
can directly impact characteristic physical properties. In-
deed, a number of studies have focused on the role of
space group symmetry in SET phases.22,25–29,31,38,41,44
However, many recent works on SET phases have lim-
ited attention to on-site symmetry.
Recently, A. M. Essin and one of us (M. H.), building
on earlier work,22,23 introduced a symmetry classification
approach to bosonic SET phases in two dimensions, de-
signed to handle both on-site and spatial symmetries.31
The basic idea is to consider a fixed Abelian topological
order and fixed symmetry group G, and establish sym-
metry classes corresponding to distinct possible actions
2of symmetry on the anyon quasiparticles, so that two
phases in different symmetry classes must be distinct (as
long as the symmetry is preserved). Under the simpli-
fying assumption that symmetry does not permute the
various anyon species, the approach of Ref. 31 amounts
to classifying distinct types of symmetry fractionaliza-
tion, where this term reflects the fact that the action of
symmetry fractionalizes at the operator level when acting
on anyons.
Distinct types of symmetry fractionalization are re-
ferred to as fractionalization classes, and characterize the
projective representations giving the action of the sym-
metry group on individual anyons. Assigning a fraction-
alization class to each type of anyon specifies the sym-
metry class of a SET phase. Ref. 31 focused primarily
on the simple case of Z2 topological order, giving a sym-
metry classification for square lattice space group plus
time reversal symmetry, that can easily be generalized
to any desired symmetry group. For Z2 topological or-
der with symmetry group G, a symmetry class is speci-
fied by fractionalization classes [ωe] and [ωm], for e par-
ticle (Z2 charge) and m particle (Z2 flux) excitations,
respectively. Mathematically, distinct fractionalization
classes are elements of the cohomology group H2(G,Z2).
In more detail, a symmetry class is an un-ordered pair
〈[ωe], [ωm]〉 ≃ 〈[ωm], [ωe]〉, where the lack of ordering
comes from the fact that the distinction between e and
m particle excitations is arbitrary, and we are always free
to make the relabeling e↔ m.
A crucial issue left open by the general considerations
of Ref. 31 is the realization of symmetry classes in mi-
croscopic models (or physically reasonable low-energy ef-
fective theories). In this paper, focusing on Z2 topolog-
ical order and square lattice space group symmetry, we
address this issue via a systematic study of a family of
exactly solvable lattice models, in which many symme-
try classes are realized. This is interesting for several
reasons. First, to our knowledge, a general framework
to describe SET phases with space group symmetry has
not yet emerged, and concrete models for such phases
are likely to be useful in developing such a framework.
This contrasts with SET phases with on-site symmetry,
where powerful tools are available, including approaches
based on Chern-Simons theory,30,34,35 on classification
of topological terms using group cohomology,32,33 and
on tensor category theory.56,57 Second, it is likely that
not all symmetry classes are realizable in strictly two-
dimensional systems. For on-site symmetry, some sym-
metry classes can only arise on the surface of a d = 3 SPT
phase.37,39,58,59 Understanding which space group sym-
metry classes can be realized in simple models is a step
toward addressing the more challenging general question
of which classes can (and cannot) occur strictly in two
dimensions. Finally, the explicit models we construct
can be used as a testing ground for new ideas to probe
and detect the characteristic properties of SET phases, in
both experiments and numerical studies of more realistic
microscopic models.
The models we consider are generalizations of Kitaev’s
Z2 toric code
60 to arbitrary two-dimensional lattices with
square lattice space group symmetry (a precise definition
appears in Sec. IV). By appropriately choosing the lat-
tice geometry, varying the signs of terms in the Hamil-
tonian, and allowing symmetry to act non-trivially on
spin operators, many but not all symmetry classes can
be realized. Varying the signs of terms in the Hamilto-
nian modulates the pattern of background Z2 fluxes and
charges in the ground state, and this in turn affects the
symmetry fractionalization of e and m particles, respec-
tively. In addition, non-trivial action of symmetry on the
spin degrees of freedom also affects symmetry fractional-
ization. We have obtained a complete understanding for
the specific family of models considered, in the sense that
for every symmetry class consistent with the considera-
tions of Ref. 31, we either give an explicit model realizing
this symmetry class, or we prove rigorously that it cannot
occur within our family of models.
The idea of choosing the lattice geometry and varying
the signs of terms in the Hamiltonian can be viewed as
implementations of a “string flux” mechanism for frac-
tionalization in topologically ordered phases, recently in-
troduced by one of us (M.H.).43 In Ref. 43, exactly solv-
able Zn toric code models were constructed with on-site,
unitary symmetry G, for G an arbitrary finite group.
These models can realize arbitrary symmetry fraction-
alization for anyons corresponding to Zn gauge charges,
and do so by encoding a pattern of fluxes into the ground
state, so that the wavefunction acquires phase factors
when the strings attached to anyons slide over these
fluxes. The present work differs significantly from Ref. 43
in the focus on space group symmetry, and in the fact
that we allow for and find non-trivial symmetry fraction-
alization for both Z2 charge and flux anyons. A perhaps
even more important distinction is the emphasis here on
obtaining a complete understanding for a given family of
models, as compared to the emphasis in Ref. 43 of devis-
ing a simple means to encode physically the underlying
mathematical structure of fractionalization classes.
B. Outline of the paper
Due to the length of the paper, we first point out that
readers can find the main results in Section VI. Readers
familiar with the necessary background should be able
to understand the statements of results in Sec. VI, after
quickly consulting Sec. VA, and especially Eqs. (39-44),
to become familiar with notation and conventions used
to present symmetry classes.
Now, to overview the main results, the aim of this pa-
per is to explore the possible symmetry classes associated
to the space group G of the square lattice within a par-
ticular family of local bosonic models with Z2 topological
order. We call this family of models TC(G), and it con-
sists of variations of Kitaev’s Z2 toric code
60 obtained
by changing the lattice geometry, varying the signs of
3terms in the Hamiltonian, and allowing symmetry to act
non-trivially on spin operators (referred to as spin-orbit
coupling). Section VI studies symmetry fractionalization
in these models, beginning with a specific example and
moving towards increasing generality. First, in Sec. VIA
we describe a single model realizing all e particle fraction-
alization classes while the m particle always has trivial
symmetry fractionalization. The constraints that arise
when both e and m particles have non-trivial symmetry
fractionalization are considered in the following subsec-
tions. In Sec. VI B, we examine a subclass of models,
TC0(G) ⊂ TC(G), where no spin-orbit coupling is al-
lowed. The main result of Sec. VI B is Theorem 1, which
describes all symmetry classes that are realized by mod-
els in TC0(G). Following the statement of the theorem,
example models realizing all possible symmetry classes
for TC0(G) are presented. Finally, in Sec. VIC, we treat
the general case of TC(G), and state Theorem 2, which
describes all symmetry classes that are realized by mod-
els in TC(G); the discussion parallels that of Sec. VIB.
The detailed proofs of the theorems are left to the appen-
dices, together with the presentation of models realizing
all possible symmetry classes for TC(G). Our results es-
tablish that certain symmetry classes are possible in two
dimensional models. For symmetry classes that are not
realized by models TC(G), a more general understand-
ing of which such symmetry classes are possible strictly
in two dimensions is still lacking.
Now we describe how the rest of the paper is organized.
Section II reviews Z2 topological order, and Sec. III gives
a review of the simplest Z2 Kitaev toric code model, on
the two-dimensional square lattice. The crucial objects
are the e (Z2 charge) and m (Z2 flux) excitations of Z2
topological order, referred to as e and m particles. Read-
ers already familiar with these topics may wish to skim
Sections II and III, and proceed to Section IV, where we
introduce the family of toric code models on general lat-
tices with square lattice symmetry; some technical details
are presented in Appendices A and B. We actually intro-
duce two families of models; in one of these, square lattice
symmetry acts only by moving spin degrees of freedom
from one spatial location to another, but all symmetries
act trivially within the internal Hilbert space of each spin.
This situation is referred to in our paper as that of no
spin-orbit coupling, and the resulting family of models is
called TC0(G), where G is the square lattice space group.
We also consider a larger family of models, TC(G), that
contains TC0(G). In TC(G), symmetries are allowed to
act non-trivially on the spin degrees of freedom, and we
refer to this as the presence of spin-orbit coupling. It
should be noted that our usage of the term spin-orbit
coupling is a generalization of the usual usage; in partic-
ular, our spins do not necessarily transform as electron
spins do under a given rigid motion of space. Such a
generalization is physically reasonable, because there are
many ways in which two-component pseudospin degrees
of freedom arise in real systems, and such degrees of free-
dom do not always transform like electron spins under
symmetry.
With the models of interest having been introduced,
Sec. VA follows Ref. 31 and reviews the notions of frac-
tionalization and symmetry classes. It should be noted
that, as in Ref. 31, we always make the simplifying as-
sumption that symmetry does not permute the anyon
species. Indeed, the family of models TC(G) is defined
so that permutations of anyons under symmetry never oc-
cur. Section VB proceeds to give a detailed description of
how symmetry fractionalization is realized in the solvable
toric code models for both e and m particle excitations.
The important notions of e and m localizations of the
symmetry are introduced and discussed, which provide
the means to calculate the fractionalization and symme-
try classes for given models in TC(G). In our solvable
models, the e and m particle excitations have different
character, and it is convenient to distinguish them by in-
troducing the notion of toric code (TC) symmetry class,
which is an ordered pair ([ωe], [ωm]). While we do not
expect TC symmetry classes to have any universal mean-
ing, they are useful in understanding the possibilities for
toric code models. Appendix C proves some general re-
sults about e and m localizations, and gives a general
expression for these localizations that is useful in deriv-
ing constraints on which symmetry classes are possible.
The main results of the paper are presented in Sec-
tion VI, in order of increasing generality. First, in Sec-
tion VIA we describe a single model that realizes all
26 = 64 fractionalization classes for e particle excitations,
as the parameters in the Hamiltonian are varied. In this
model the m particle fractionalization class is trivial. In
Section VIB, we discuss models in TC0(G), the family
of toric code models with square lattice symmetry and
the restriction of no spin-orbit coupling. We state Theo-
rem 1, which gives conditions ruling out most of the 2080
symmetry classes (4096 TC symmetry classes) permitted
by the general considerations of Ref. 31. In particular,
only 95 TC symmetry classes, corresponding to 82 sym-
metry classes, are not ruled out by the constraints of
Theorem 1, which are proved in Appendix D 1. In fact,
all 95 of these TC symmetry classes are realized by mod-
els in TC0(G); these models are exhibited in Sec. VIB.
Moving on to the general case of TC(G) where spin-orbit
coupling is allowed, Section VIC states Theorem 2, which
gives constraints similar to but less restrictive than those
without spin-orbit coupling; these constraints are proved
in Appendix D2. In this case, 945 TC symmetry classes,
corresponding to 487 symmetry classes, are not ruled out
by the constraints, and again all these classes are real-
ized by explicit models in TC(G). Some examples of such
models are described in Sec. VIC, with the full catalog
of models given in Appendix E.
The paper concludes in Sec. VII with a summary
and a discussion of two results beyond the special case
of solvable toric code models. There it is argued us-
ing a parton gauge theory construction that symmetry
classes not realizable in TC(G) can be realized for more
generic bosonic models. In addition, we give a connection
4TABLE I. Notation used in the paper.
Symbol Meaning
H Hamiltonian
G
Symmetry group of H
(square lattice space group)
G = (V,E) Graph on which the model is defined
P : G → T 2 Planar projection map into torus T 2
v ∈ V Vertex v in set of vertices V
ℓ ∈ E Edge ℓ in set of edges E
s ∈W Path s in set of paths W
C Set of cycles (closed paths)
C0 Set of contractible cycles
p ∈ P Plaquette p in set of plaquettes P
t ∈ W¯ Cut t in set of cuts W¯
C¯ Set of closed cuts
C¯0 Set of closed, contractible cuts
h ∈ H Hole h in set of holes H
σxℓ , σ
z
ℓ Pauli matrix spin operators on edge ℓ
Les e-string on path s ∈W
Lmt m-string on cut t ∈ W¯
Av, av
Vertex operator
and corresponding eigenvalue
Bp, bp
Plaquette operator
and corresponding eigenvalue
o = (0, 0) Special points in the plane.
o˜ =
(
1
2
, 1
2
)
(Units of length are chosen such that
κ =
(
0, 1
2
)
the size of the unit cell is 1× 1.)
κ˜ =
(
1
2
, 0
)
|X| Size of any finite set X.
TC(G)
Family of toric code models considered,
with spin-orbit coupling allowed
TC0(G)
Family of toric code models considered,
no spin-orbit coupling allowed
between symmetry classes of certain on-site symmetry
groups and space group symmetry classes.
Some of the notation used frequently in the paper is
collected in Table I.
II. REVIEW OF Z2 TOPOLOGICAL ORDER
In this paper, we focus on Z2 topological order in two
dimensions, which is in some sense the simplest type of
topological order. Z2 topological order arises in the de-
confined phase of Z2 lattice gauge theory with gapped
bosonic matter carrying the Z2 gauge charge.
61 There is
an energy gap to all excitations, which can carry Z2 gauge
charge and/or Z2 flux. There is a statistical interaction
between charges and fluxes; the wave function acquires a
statistical phase factor eiπ when a charge moves around
a flux or vice versa. These properties are associated with
a four-fold ground state degeneracy on a torus (i.e. with
periodic boundary conditions), although in some circum-
stances special boundary conditions are present that re-
duce the degeneracy.
Z2 lattice gauge theory provides a particular concrete
realization of Z2 topological order, and it is useful to dis-
till the essential features into a slightly more abstract
description. Every localized excitation above a ground
state can be assigned one of four particle types: 1, e,m,
and ǫ. In terms of lattice gauge theory, e particles are
bosonic gauge charges, m particles are Z2-fluxes, and ǫ-
particles are e-m bound states. Excitations carrying nei-
ther Z2 charge nor flux are “trivial,” and are labeled by
1.
e, m and ǫ excitations obey non-trivial braiding statis-
tics and are thus referred to as anyons. e and m are
bosons, while ǫ is a fermion. Any two distinct non-trivial
particle types (for example, e and m), have θ = π mutual
statistics, with the wave function acquiring a phase eiπ
when one is brought around the other. 1 excitations are
bosonic and have trivial mutual statistics with the other
particle types.
When two excitations are brought nearby, the particle
type of the resulting composite object is well-defined and
is given by the fusion rules:
e× e = m×m = ǫ× ǫ = 1× 1 = 1,
e× 1 = e, m× 1 = m, ǫ× 1 = ǫ,
e×m = ǫ, e× ǫ = m, m× ǫ = e.
(1)
It is a very important property that only 1 excitations
can be locally created; that is, action with local opera-
tors cannot produce a single, isolated e, m or ǫ (at least
away from edges of the system, if there are open bound-
aries). The fusion rules then tell us that a pair of e, m
or ǫ excitations can be created locally. An anyon can
be moved from one position to another by acting with a
non-local string operator connecting the initial and final
positions. There are distinct string operators for each
type of anyon.
We remark that the fusion and braiding properties are
invariant under the relabeling e ↔ m, which means we
are free to make such a relabeling – this is a kind of Z2
electric-magnetic duality. This feature is important for a
proper counting of symmetry classes.
III. REVIEW: TORIC CODE MODEL ON THE
SQUARE LATTICE
We now review Kitaev’s toric code model60 on the
square lattice, which is the simplest model realizing Z2
topological order. We consider a L×L square lattice with
periodic boundary conditions (forming a torus), and we
label vertices by v, edges by ℓ, and square plaquettes by
p. The degrees of freedom are spin-1/2 spins, residing
on the edges. Local operators are then built from Pauli
matrices σµℓ (µ = x, y, z) acting on the spin at ℓ.
5We introduce operators associated with vertices and
plaquettes,
Av =
∏
ℓ∈star(v)
σxℓ (2)
Bp =
∏
ℓ∈p
σzℓ , (3)
where p contains the four edges in the perimeter of a
square plaquette, and star(v) is the set of four edges
touching v (see Fig. 1). The Hamiltonian is
H = −Ke
∑
v
Av −Km
∑
p
Bp, (4)
with Ke,Km > 0. It is easy to see that
[Av, Av′ ] = [Bp, Bp′ ] = [Av, Bp] = 0, (5)
rendering the Hamiltonian exactly solvable. The energy
eigenstates can be chosen to satisfy
Av|ψ〉 = av|ψ〉 (6)
Bp|ψ〉 = bp|ψ〉, (7)
where av, bp ∈ {±1}.
The Hilbert space has dimension 22L
2
, so we need 2L2
independent Hermitian operators with eigenvalues ±1 to
form a complete set of commuting observables (CSCO),
whose eigenvalues uniquely label a basis of states. Due
to the periodic boundary conditions,
∏
v Av =
∏
pBp =
1, and the Av and Bp only give 2L
2 − 2 independent
operators. To obtain a CSCO, we need two additional
operators, and one choice is given by
Lex =
∏
ℓ∈sx
σzℓ , L
e
y =
∏
ℓ∈sy
σzℓ , (8)
with eigenvalues lex,y ∈ {±1}, where sx, sy are non-
contractible loops winding around the system in the x
and y directions, respectively, as shown in Fig. 1. The
eigenvalues {av, bp, lex, ley} uniquely label a basis of energy
eigenstates. In particular, there are four ground states
with av = bp = 1, a sign of Z2 topological order.
Excitations above the ground state reside at vertices
with av = −1, and plaquettes with bp = −1. These exci-
tations have no dynamics; this is tied to the exact solu-
bility of the model, and adding generic perturbations to
the model causes the excitations to become mobile. We
identify av = −1 vertices as e particles, and bp = −1
plaquettes as m particles. ǫ excitations are e-m pairs.
Acting on a ground state with σzℓ creates a pair of e par-
ticles, at the two vertices touching ℓ. Similarly, acting
with σxℓ creates two m particles in the two plaquettes
touching ℓ. Since any operator can be built from prod-
ucts of Pauli matrices, it follows that isolated e and m
excitations cannot be created locally.
We now introduce e and m string operators. To define
an e-string operator, let s be a set of edges ℓ forming a
sx
p
sy
v
FIG. 1. (Color online) Illustration of some geometrical objects
important in the square lattice toric code model. The edges
in plaquette p are shown as thick dark bonds (blue online),
while the edges in star(v) are thick gray bonds (pink online).
The two strings sx and sy winding periodically around the
system are also shown as thick dark bonds (blue online).
connected path, which may be either closed or open (see
Fig. 2). Then we define
Les =
∏
ℓ∈s
σzℓ . (9)
Suppose s is an open path with endpoints v1 and v2. If
Les acts on a ground state, it creates e particles at v1 and
v2. Alternatively, acting on a state with an e particle
at v1 and none at v2, Les moves the e particle from v1
to v2. On the other hand, if s is a closed path and is
contractible (i.e. does not wind around the torus), and
if |ψ0〉 is a ground state, then Les|ψ0〉 = |ψ0〉.
m-strings are defined on a cut t, which contains the
set of edges intersected by a path drawn on top of the
lattice, running from plaquette to plaquette, as shown in
Fig. 2. Alternatively, t can be viewed as a set of edges in
the dual lattice forming a connected path. The m-string
operator is then
Lmt =
∏
ℓ∈t
σxℓ . (10)
Just as with e-strings, if t is an open cut, with endpoints
in two plaquettes p1, p2, Lmt can be used to create a pair
of m particles or to move a single m particle from one
plaquette to another. If t is a closed, contractible cut,
Lmt gives unity acting on a ground state.
If the path s and the cut t cross nc(s, t) times, then
LesLmt = (−1)nc(s,t)Lmt Les. (11)
This can be used to verify that the e, m and ǫ excitations
indeed obey the braiding statistics of Z2 topological or-
der.
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t
FIG. 2. (Color online) Depiction of e and m strings in the
square lattice toric code. s is an open e-string joining vertices
v and v′, denoted with thick dark bonds (blue online). t is
an open cut joining plaquettes p and p′, shown as a dotted
line. The cut t contains the thick gray bonds (pink online)
intersected by the dotted line.
IV. TORIC CODES ON GENERAL
TWO-DIMENSIONAL LATTICES WITH SPACE
GROUP SYMMETRY
We now introduce the family of models studied in this
paper, which are generalizations of the toric code to arbi-
trary lattices with square lattice space group symmetry.
Sometimes it will be convenient to refer to this family
of models as TC(G), where in this paper G is always
the square lattice space group. We will also introduce a
smaller family of models TC0(G) ⊂ TC(G). These two
families are distinguished in that “spin-orbit coupling”
(as defined below) is allowed for models in TC(G), but
is absent in TC0(G).
We begin by defining a toric code model on an arbi-
trary finite connected graph G with sets of vertices and
edges denoted by V and E, respectively. The number
of edges (vertices) is denoted |E| (|V |). We allow for
the possibility that two vertices may be joined by more
than one edge. Spin-1/2 degrees of freedom reside on
edges, and we again denote work with Pauli matrices σµℓ
(µ = x, y, z) acting on the spin at edge ℓ ∈ E.
To proceed, it is helpful to introduce some notation and
terminology. A path is a sequence of edges s = ℓ1ℓ2 · · · ℓn
joining successive vertices; that is, ℓi and ℓi+1 are inci-
dent on a common vertex. Paths are considered unori-
ented, so that ℓ1ℓ2 · · · ℓn = ℓn · · · ℓ2ℓ1. The set of all paths
is denoted W . A path may either be open with distinct
endpoints v1, v2 ∈ V , or closed. Two open paths s and s′
sharing an endpoint can be composed into the path ss′.
Since an edge may appear in s more than once, more
precisely the definition (9) of e-string operator should be
understood as
Les =
∏
ℓ∈s
σzℓ = σ
z
ℓ1σ
z
ℓ2 · · ·σzℓn , (12)
for for s = ℓ1ℓ2 · · · ℓn. Since operators in the product
commute, there is no harm to interpret s as multiset of
edges as well. In this paper, we use the product notation∏
ℓ∈X for all three cases: X is a set, a multiset or a
sequence of edges.
The set of open paths is denotedWo ⊂W , while closed
paths are called cycles, and the set of cycles is C ⊂ W .
e-string operators are defined on paths s ∈ W by Les =∏
ℓ∈s σ
z
ℓ . An important part of the specification of a
model will be the selection of a subset P ⊂ C, where
elements p ∈ P are called plaquettes. The choice of P is
not entirely arbitrary, and is required to satisfy certain
properties discussed below.
Just as for the square lattice,
Av =
∏
ℓ∈star(v)
σxℓ (13)
Bp =
∏
ℓ∈p
σzℓ , (14)
where p ∈ P , and star(v) is again the set of edges touch-
ing v. It is again easy to see that
[Av, Av′ ] = [Bp, Bp′ ] = [Av, Bp] = 0. (15)
The Hamiltonian is
H = −
∑
v∈V
KevAv −
∑
p∈P
Kmp Bp, (16)
where now the coefficients Kev , K
m
p are allowed to depend
on the vertex or plaquette. Only the signs of the coeffi-
cients will be important, so for convenience of notation
we take Kev ,K
m
p ∈ {±1}. Energy eigenstates can again
be labeled by av, bp ∈ {±1}, the eigenvalues of Av and
Bp, respectively.
Any ground state will satisfy av = K
e
v and bp = K
m
p ,
provided it is possible to find such a state. This is
not guaranteed, as the couplings in the Hamiltonian
could be frustrated. We will assume the Hamiltonian is
“frustration-free,” meaning it is possible to find at least
one ground state with av = K
e
v , bp = K
m
p .
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Our discussion so far is for a general graph, but we
want to specialize to two-dimensional lattices. Essen-
tially, this just means that we can draw the graph in two-
dimensional space (with periodic boundary conditions),
so that the resulting drawing has the symmetry of the
square lattice. We do not assume the graph is planar;
for instance, edges are allowed to cross or stack on top of
each other when the graph is drawn in two dimensions.
In order to make general statements about the family
of models considered, it will be useful to be more precise.
First, letting G be the square lattice space group, we
introduce an action of G on G. Group elements g ∈ G
act on vertices and edges of the graph, and we write
v 7→ gv, g 7→ gℓ. G is generated by translation x →
x+ 1 (Tx), reflection x→ −x (Px), and reflection x↔ y
(Pxy). Translation by y → y + 1 is given in terms of
the generators by Ty = PxyTxPxy. The group G can be
7defined in terms of the generators by requiring them to
obey the relations,
P 2x = 1, (17)
P 2xy = 1, (18)
(TxPx)
2
= 1, (19)
(PxPxy)
4
= 1, (20)
TxTyT
−1
x T
−1
y = 1, (21)
TyPxT
−1
y P
−1
x = 1. (22)
We wish to consider a L × L lattice with periodic
boundary conditions, with L the integer number of
square primitive cells in the x and y directions. More
formally, for all v ∈ V , we assume v = (Tx)nx(Ty)nyv if
and only if nx, ny = 0 mod L, with the same statement
holding for all ℓ ∈ E.
We now introduce the planar projection P : G → T 2,
where T 2 is the 2-torus, viewed as a square with dimen-
sions L × L and periodic boundary conditions. P is a
continuous map that sends vertices to points and edges
to curves. (See Fig. 10 for an example.) Symmetry oper-
ations g ∈ G act on the graph G as described above, and
also act naturally on T 2 as rigid motions of space. We
require
gP = Pg, (23)
which means the action of G on G is compatible with the
action of rigid motions on the planar projection P(G).
The additional structure thus introduced ensures that G
is truly playing the role of a space group.
The above discussion implies that the planar projec-
tion P(G) is an L × L grid of 1 × 1 square primitive
cells. We note that edges in P(G) are allowed to cross
at points other than vertices. Vertices and edges are also
allowed to stack on top of one another; that is, it may
happen that P(v1) = P(v2) for v1 6= v2. It is always
possible to choose P(ℓ) to be a straight line connecting
its endpoints, although sometimes it will be convenient
not to do so.
Now we are in a position to discuss the requirements on
the set of plaquettes P . First, any plaquette p ∈ P should
be in some sense local. This can be achieved by requiring
there to be a maximum size (by some measure that does
not need to be precisely defined) for all p ∈ P , where
the maximum size is independent of L. Second, we re-
quire that any contractible cycle can be decomposed into
plaquettes. Non-contractible cycles are those that, under
the planar projection, wind around either direction of T 2
an odd number of times, and all others are contractible.
We let C0 ⊂ C be the set of contractible cycles. The
assumption that contractible cycles can be decomposed
into plaquettes means that, given s ∈ C0, there exists
{p1, . . . , pn} ⊂ P so that Les =
∏n
i=1Bpi . The physical
reason for this requirement is that it ensures there are no
local zero-energy excitations, as there would certainly be
if we chose P to be too small.
As in the square lattice, we introduce two large cy-
cles sx and sy that wind around the torus in the x and
y directions, respectively. The operators {Av}, {Bp},
Lesx and Lesy form a complete set of commuting observ-
ables (Appendix A). Denoting eigenvalues of Lesx,sy by
lex,y ∈ {±1}, it is then easy to see that H has a four-
fold degenerate ground state, corresponding to the four
choices of lex,y with the other eigenvalues fixed to av = K
e
v
and bp = K
m
p .
Just as for the square lattice toric code, e particles lie
at vertices where av = −Kev; that is, where av differs
from its ground state value. For s ∈ Wo, the e-string
operator Les can be used to create e particles at the two
endpoints, or to move an e particle from one endpoint to
the other.
Identifying m particles is more tricky; the basic in-
sight required is that m particles should correspond to a
threading of Z2 flux through “holes” in the planar projec-
tion P(G). It is easiest to proceed by defining m-strings,
which are defined on cuts t ∈ W¯ . A cut t is defined
as follows: (1) Draw a curve in T 2 that has no intersec-
tion with vertices P(v), and whose intersection with each
edge P(ℓ) contains at most a finite number of points, at
which the curve is not tangent to P(ℓ). If the curve is
open, we assume its endpoints do not lie in P(G). (2)
The cut t is then given by the sequence of edges inter-
sected by the curve. A cut is closed if the curve in (1) is
closed, and is simple if the curve has no self-intersections.
It is clear that a given curve produces a unique cut, but
there are many possible curves that produce the same
cut.
We define a m-string operator on a cut t ∈ W¯ by
Lmt =
∏
ℓ∈t σ
x
ℓ . If t is an open cut, then Lmt acting on
a ground state creates m particles at the two endpoints.
The endpoints of them-string, and thus them particles it
creates, naturally reside at the holes in the planar projec-
tion; more precisely, these are the connected components
of T 2 −P(G). We denote the set of all holes by H with
elements h ∈ H . Not all m excitations can be created
as described above, but arbitrary such excitations can be
created by first acting with Lmt on a ground state, then
acting subsequently with operators localized near the m
particles created by the string operator.
Finally, we need to specify the action of symmetry on
the spin degrees of freedom themselves. Letting Ug be
the unitary operator representing g ∈ G, we consider
Ugσ
x
ℓ U
−1
g = c
x
ℓ (g)σ
x
gℓ, Ugσ
z
ℓU
−1
g = c
z
ℓ (g)σ
z
gℓ, (24)
assuming symmetries do not swap anyon species. Since
Ugσ
x,z
ℓ U
−1
g are hermitian and unitary simultaneously,
we must have cx,zℓ (g) ∈ {±1}. This satisfies a general
requirement that space group symmetry should be re-
alized as a product of an on-site operation, with an-
other operation that merely moves degrees of freedom
(i.e. σµℓ 7→ σµgℓ).63 Subject to this requirement, this is
the most general action of symmetry with the property
that e-strings are taken to e-strings, and m-strings to
m-strings; for example, UgLesU−1g = (±1)Legs.
8Actually we need to impose a further requirement,
which is that symmetry must act linearly (as opposed
to projectively) on the spin operators.63 In particular,
Ug1Ug2σ
x,z
ℓ U
−1
g2 U
−1
g1 = Ug1g2σ
x,z
ℓ U
−1
g1g2 . (25)
This imposes the restriction
cx,zg2ℓ(g1)c
x,z
ℓ (g2) = c
x,z
ℓ (g1g2), (26)
which holds for all ℓ ∈ E and g1, g2 ∈ G. These condi-
tions do not fix the overall U(1) phase of Ug, which can
be adjusted (as a function of g) as desired.
The phase factors cx,zℓ (g) can be modified by the
unitary “gauge” transformation σx,zℓ → γx,zℓ σx,zℓ , with
γx,zℓ ∈ {±1}, which sends
cx,zℓ (g)→ γx,zℓ γx,zgℓ cx,zℓ (g). (27)
It is always possible to choose a gauge where cx,zℓ (T ) = 1,
for all ℓ ∈ E and all translations T ∈ G; this is so because
cx,zℓ (Tx) and c
x,z
ℓ (Ty) behave under gauge transformation
like the x and y components of a flux-free vector poten-
tial, residing on the links of a square lattice generated by
acting on ℓ with translation. We shall make this gauge
choice without further comment throughout the paper.
If, in addition, it is possible to choose a gauge where
cx,zℓ (g) = 1 for all ℓ ∈ E and g ∈ G, then by definition
the model is in TC0(G), and we say there is no “spin-
orbit coupling.” The reason for this terminology is that,
in this case, space group operations have no action on
spins beyond moving them from one point in space to
another. The case of no spin-orbit coupling is simpler to
analyze, and we will discuss it first before handling the
general case.
It is shown in Appendix B that for L even, it is possible
to find a ground state |ψ0e〉 and make a choice of phase
for Ug so that
Ug|ψ0e〉 = |ψ0e〉 (28)
Lesx |ψ0e〉 = Lesy |ψ0e〉 = |ψ0e〉, (29)
where sx and sy are closed paths chosen as described
in Appendix B to wind once around the system in the
x and y directions, respectively. For the same phase
choice of Ug, combining Eq. (28) with Eq. (25) implies
Ug1Ug2 = Ug1g2 . From now on, when we study e par-
ticle excitations, we always focus on states that can be
constructed by acting on |ψ0e〉 with e-string operators.
Appendix B also shows that, for L even, there is a
ground state |ψ0m〉 and a phase choice for Ug, satisfying
Ug|ψ0m〉 = |ψ0m〉 (30)
Lmtx |ψ0m〉 = Lmty |ψ0m〉 = |ψ0m〉. (31)
Here, the electric strings have been replaced with mag-
netic strings, with tx and ty appropriately chosen closed
cuts winding once around the system in the x and y
directions, respectively. When studying m particle ex-
citations, we will always consider states constructed by
applying m-string operators to |ψ0m〉.
It should be noted that |ψ0e〉 and |ψ0m〉 cannot be
the same state, because, for instance, Lesx and Lmty anti-
commute. Moreover, the phase choice required to make
|ψ0e〉 symmetry-invariant may not be the same as the
corresponding choice for |ψ0m〉. These points will not
be problematic for us, because we always focus on ex-
cited states with either e particles, or m particles, but
not both. Using |ψ0e〉 to construct e particle states, and
similarly |ψ0m〉 for m particle states, simply provides a
convenient means to calculate the e and m fractionaliza-
tion classes.
V. FRACTIONALIZATION AND SYMMETRY
CLASSES
A. Review of fractionalization and symmetry
classes
We now consider in more depth the action of square
lattice space group symmetry G in the general class of
solvable models introduced in Sec. IV, showing how to
determine the fractionalization classes of e and m par-
ticles, and the corresponding symmetry class. We first
review the general notions of fractionalization and sym-
metry classes, before exposing in detail the correspond-
ing structure for the solvable models (Sec. VB). Readers
unfamiliar with this subject may find the review rather
abstract, so we would like to emphasize that the objects
involved appear in concrete and explicit fashion in the
discussion of the solvable models.
Each non-trivial anyon (e, m and ǫ in the toric code)
has a corresponding fractionalization class, that describes
the action of symmetry on single anyon excitations of the
corresponding type. (We assume that symmetry does
not permute the anyon species.) This structure follows
from the fact that the action of symmetry factorizes into
an action on individual isolated anyons. Since physical
states must contain even numbers of e particles, as an
example we consider a state |ψee〉 with two e particles,
labeled 1 and 2. Following the arguments of Ref. 31, we
assume that
Ug|ψee〉 = Ueg (1)Ueg (2)|ψee〉, (32)
where Ueg (i) gives the action of symmetry on anyon i =
1, 2.
The physics is invariant under a redefinition
Ueg (i)→ λ(g)Ueg (i), λ(g) ∈ {±1}, (33)
which we refer to as a projective transformation. The
reason for this terminology is that the Ueg operators form
a projective representation of G, expressed by writing
Ueg1U
e
g2 = ωe(g1, g2)U
e
g1g2 , (34)
where we have suppressed the anyon label i, and
ωe(g1, g2) ∈ {±1} is referred to as a Z2 factor set. The
9factor set satisfies the condition
ωe(g1, g2)ωe(g1g2, g3) = ωe(g2, g3)ωe(g1, g2g3), (35)
which follows from the associative multiplication of Ueg
operators. The factor set is not invariant under projec-
tive transformations, but instead transforms as
ωe(g1, g2)→ λ(g1)λ(g2)λ(g1g2)ωe(g1, g2). (36)
A projective transformation is analogous to a gauge
transformation that does not affect the physics, so such
transformations should be used to group factor sets into
equivalence classes. We denote by [ωe] the equivalence
class containing the factor set ωe. These equivalence
classes are the possible fractionalization classes for e
particles. It will not be important for the discussion
of the present paper, but we mention that the set of
fractionalization classes is the second group cohomol-
ogy H2(G,Z2). The discussion proceeds identically for
m particles, with ωm the corresponding factor set, and
[ωm] ∈ H2(G,Z2) the fractionalization class.
A complete specification of fractionalization classes de-
fines a symmetry class. It is enough to specify [ωe] and
[ωm], because these determine uniquely the ǫ fractional-
ization class.31 Therefore a symmetry class is specified
by the pair
S = 〈[ωe], [ωm]〉. (37)
Because all properties of Z2 topological order are invari-
ant under e↔ m (see Sec. II), symmetry classes related
by this relabeling are considered equivalent, that is
〈[ωe], [ωm]〉 ≃ 〈[ωm], [ωe]〉. (38)
Despite the lack of a fundamental distinction between
e and m particles, there is a distinction in the solvable
toric code models, as is clear from the discussion of these
excitations in Sec. IV. While this distinction is only well-
defined within the context of the solvable models, it is
not just a matter of notation; in general, we do not re-
strict to planar lattices, so there is not expected to be an
exact duality exchanging e ↔ m. Because it is relevant
for the construction of solvable models, it will be useful
to define toric code symmetry classes, or TC symmetry
classes, that distinguish between e andm particles. A TC
symmetry class is simply an ordered pair ([ωe], [ωm]).
To determine fractionalization and symmetry classes,
it is convenient to work with the generators and their
relations [Eqs. (17-22)]. Focusing on e particles for con-
creteness, the Ueg operators obey the group relations up
to possible minus signs, that is
(UePx)
2 = σepx (39)
(UePxy )
2 = σepxy (40)
(UeTxU
e
Px)
2 = σetxpx (41)
(UePxU
e
Pxy )
4 = σepxpxy (42)
UeTxU
e
Ty (U
e
Tx)
−1(UeTy )
−1 = σetxty (43)
UeTyU
e
Px(U
e
Ty )
−1(UePx)
−1 = σetypx, (44)
where σepx ∈ {±1}, and similarly for the other σe parame-
ters. The σe’s are invariant under projective transforma-
tions, and moreover uniquely specify the fractionalization
class [ωe].
31 In addition, it was shown that each of the
26 = 64 possible choices of the σe’s is mathematically
possible; that is, there exists a projective representation
for all choices of σe’s.31 The same considerations lead to
six σm parameters characterizing the m fractionalization
class. We see that 2080 symmetry classes (4096 TC sym-
metry classes) are allowed by the classification of Ref. 31.
The reader may recall that Ref. 31 found a larger number
of symmetry classes by the same type of analysis – the
difference arises because Ref. 31 also considered time re-
versal symmetry, while here we focus only on space group
symmetry.
B. Fractionalization and symmetry classes in the
solvable models
The solvable models are well-suited to the study of
fractionalization and symmetry classes because the Ueg
and Umg operators can be explicitly constructed. We fo-
cus first on e particles. It is sufficient to consider states
with only two e particle excitations, of the form
|ψe(s)〉 = Les|ψ0e〉, (45)
with s an open path, and e particles residing on the end-
points v1(s) and v2(s). The action of symmetry on this
state is given by
Ug|ψe(s)〉 = czs(g)|ψe(gs)〉, (46)
where czs(g) =
∏
ℓ∈s c
z
ℓ (g).
The goal is to construct and study operators Ueg that
act on single e particles, reproducing the action of Ug on
states |ψe(s)〉. Consider the pair (g, v) ∈ G × V , where
v is the vertex at which an e particle resides, and g ∈ G
is the group operation of interest. To each such pair we
associate a number feg (v) ∈ {±1} and a path seg(v). The
path seg(v) has endpoints v and gv. (Note that s
e
g(v) is a
cycle or a null path if gv = v.) From this data we form
the operator
Ueg (v) = f
e
g (v)Leseg(v). (47)
By construction, this operator moves an e particle from
v to gv, and is thus a reasonable candidate to realize
the action of g ∈ G on single e particles. In order to
reproduce Eq. (46), we require the Ueg (v) operators to
obey the relation
Ug|ψe(s)〉 = Ueg [v1(s)]Ueg [v2(s)]|ψe(s)〉, (48)
which has to hold for all open paths s ∈ Wo and all
g ∈ G. We refer to a set of Ueg (v) operators satisfying
this relation as an e-localization of the symmetry G.
It should be noted that there is some redundancy in the
data used to define Ueg (v). Keeping its endpoints fixed,
10
the path seg(v) can be deformed arbitrarily, at the expense
of a phase factor. When acting on states |ψe(s)〉 as we
consider (or even on states with many e particles, but
no m particles), this phase factor is independent of the
state, and can be absorbed into a redefinition of feg (v).
At this point, it is important to ask whether it is always
possible to find an e-localization, and, if it exists, whether
the e-localization is in some sense unique. Indeed, in Ap-
pendix C we prove that for toric code models as described
in Sec. IV, it is always possible to find an e-localization of
G. Moreover, the e-localization is unique up to projective
transformations Ueg (v)→ λ(g)Ueg (v), where λ(g) ∈ {±1}.
This means that the e-localization is a legitimate tool to
study the action of symmetry on e particles in the solv-
able models.
To determine the e fractionalization class from the e-
localization, we consider the product
Ueg1(g2v)U
e
g2(v) = F (g1, g2, v)U
e
g1g2(v), (49)
where F (g1, g2, v) ∈ {±1}, and this equation holds acting
on all states containing no m particle excitations [includ-
ing |ψe(w)〉]. This relation holds because both sides of
the equation are e string operators joining v to g1g2v,
and can differ only by a phase factor depending on g1, g2
and v.
We now show that F (g1, g2, v) is independent of v, and
forms a Z2 factor set, so that we can write F (g1, g2, v) =
ωe(g1, g2). Suppose that for some g1, g2, and some ver-
tices vi, vj , we have F (g1, g2, vi) 6= F (g1, g2, vj). Then
consider the state |ψe(sij)〉, where sij is a path joining vi
to vj . We have
Ug1g2 |ψe(sij)〉 = Ug1Ug2 |ψe(sij)〉 (50)
= Ueg1(g2vi)U
e
g2(vi)U
e
g1(g2vj)U
e
g2(vj)|ψe(sij)〉
= F (g1, g2, vi)F (g1, g2, vj)U
e
g1g2(vi)U
e
g1g2(vj)|ψe(sij)〉
= −Ug1g2 |ψe(sij)〉,
a contradiction. This shows F = F (g1, g2), independent
of v. The associativity condition required for F (g1, g2)
to be a factor set follows from equating the two ways of
associating the product in
Ueg1(g2g3v)U
e
g2(g3v)U
e
g3(v)|ψe(s)〉, (51)
where |ψe(s)〉 has one e particle at v. Thus we have
shown
Ueg1(g2v)U
e
g2(v) = ωe(g1, g2)U
e
g1g2(v), (52)
with ωe a Z2 factor set. This operator equation holds act-
ing on all states of the form |ψe(s)〉, and more generally
on states with any number of e particle excitations cre-
ated by acting on |ψ0〉 with e-string operators. The free-
dom to transform the e-localization via projective trans-
formations induces the usual projective transformation
on the factor set, so that only the fractionalization class
[ωe] is well defined.
In addition to making explicit the general structure of
fractionalization classes in the solvable models, this result
also makes it simple to calculate [ωe]. In particular, we
may focus on a single e particle at any desired location,
and determine [ωe] by calculating appropriate products
of Ueg (v). In particular, we can calculate the products of
generators in Eqs. (39-44), and determine the σe param-
eters. There is then no need to check that the resulting
σe’s are the same for every possible location of e particle,
because we have already established this in general.
The above discussion proceeds in much the same way
for m particles, which reside at holes h ∈ H in the planar
projection P(G). States with two m particles can be
written
|ψm(t)〉 = Lmt |ψ0m〉, (53)
where t is an open cut. To every pair (g, h) ∈ G × H ,
where the m particle resides at the hole h, we associate
a number fmg (h) and a cut t
m
g (h), which joins h to gh.
This allows us to write
Umg (h) = f
m
g (h)Lmtmg (h). (54)
From this point, the discussion for e particles goes over
to the m particle case, with only trivial modifications.
We refer to a set of Umg (h) operators satisfying the m
particle analog of Eq. (48) as a m-localization. Just as in
the case of e-localizations, Appendix C establishes that
it is always possible to find a m-localization, which is
unique up to projective transformations.
VI. SYMMETRY CLASSES REALIZED BY
TORIC CODE MODELS
Here, we present the main results of this work, on the
realization of symmetry classes in toric code models with
square lattice symmetry. These results consist of ex-
plicit construction of models realizing various symmetry
classes, as well as the derivation of general constraints
showing that certain symmetry classes are impossible in
the family of models under consideration. We have ob-
tained a complete understanding, in the sense that we
have found an explicit realization of every symmetry class
not ruled out by general constraints.
Below, we present our results in three stages, in or-
der of increasing generality (and decreasing simplicity).
First, we exhibit a single model realizing all possible e
particle fractionalization classes [ωe], as the parameters
of the Hamiltonian are varied. In this model, the m par-
ticles always have trivial fractionalization class. Second,
we consider the family of toric code models with no spin-
orbit coupling. Finally, we consider toric code models
allowing for spin-orbit coupling.
A. Model realizing all e particle fractionalization
classes
Here, we present a model that can realize all pos-
sible e-fractionalization classes [ωe], as the parameters
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FIG. 3. (Color online) (a) The lattice on which all 26 = 64
e particle fractionalization classes can be realized. There are
six types of plaquettes not related by symmetries, and the
correponding plaquette terms are assigned independent coeffi-
cients Kmi (i = 1, 2, · · · , 6). Nearest-neighbor pairs of vertices
are joined by two edges (dark and light; blue and red online),
drawn curved to avoid overlapping and to be clear about their
movement under space group operations. Plaquetes of type
i = 1, 2, 3 are each formed by the two edges joining a nearest-
neighbor pair of vertices. Two vertices v1, v2 and two edges
l1, l2 are labeled to illustrate the calculation of σ
e
px discussed
in the main text. (b), (c) Subgraphs of the lattice in (a), each
containing all the vertices and half the edges. These sub-
graphs transform into one another under any improper space
group operation (i.e. reflections). We draw these subgraphs
to illustrate the plaquettes of type i = 4, 5, 6.
of the Hamiltonian are varied. In this model, the m-
fractionalization class is always trivial. The model is
defined on the lattice shown in Fig. 3, and symmetry
is chosen to act on the spin degrees of freedom without
spin-orbit coupling. The lattice has six types of plaque-
ttes shown in Fig. 3, so that only plaquettes of the same
type are related by symmetry. Letting Pi ⊂ P be the set
of all plaquettes of type i (i = 1, . . . , 6), the Hamiltonian
is
H = −Ke
∑
v∈V
Av −
6∑
i=1
Kmi
∑
pi∈Pi
Bpi . (55)
We choose Ke = 1, with arbitrary Kmi ∈ {±1}, and
note that bi ≡ Kmi is the ground-state eigenvalue of Bpi .
Following the calculation procedure described below, we
find
σepx = b1, σ
e
pxy = b2, σ
e
txpx = b3, (56)
σepxpxy = b4, σ
e
txty = b4b5, σ
e
typx = b1b3b4b6, (57)
from which it is clear that each possible [ωe] ∈ H2(G,Z2)
is realized in this model for appropriate choice of Kmi .
In addition we find that all the corresponding σm’s are
unity, and thus [ωm] is the trivial fractionalization class.
We now illustrate how these results are obtained by
working through the determination of (UePx)
2 = σepx as
an example. It follows from the discussion of Sec. VB
that σepx can be obtained by considering an e particle at
any desired vertex v1, and then computing (U
e
Px
)2 acting
on this e particle. We consider an e particle at vertex v1
as shown in Fig. 3a, so that v2 = Pxv1, and the vertices
v1 and v2 are joined by edges l1, l2 forming a type i = 1
plaquette. (To be more precise, we should also specify the
position of a second e particle at vertex v 6= v1, let s0 be
a path joining v1 to v, and consider the state |ψe(s0)〉 =
Les0 |ψ0e〉. However, the result for σepx will be independent
of v.)
We are free to choose the e-localization
UePx(v1) = σ
z
l1 (58)
UePx(v2) = fσ
z
l2 , (59)
where f = ±1. To determine f , we consider the path
s = l1, which has end points v1 and v2. Then we have
UPx |ψe(s)〉 = UPxσzl1 |ψ0e〉 = σzl2 |ψ0e〉, (60)
since Pxl1 = l2. But we also have
UPx |ψe(s)〉 = UePx(v1)UePx(v2)|ψe(s)〉 (61)
= (σzl1)(fσ
z
l2 )σ
z
l1 |ψ0e〉 (62)
= fσzl2 |ψ0e〉. (63)
Consistency of these two calculations of the action of UPx
then requires f = 1.
Now that we have fixed the form of the e-localization,
we can compute the action of P 2x on the e particle at v1.
We have
σepx = (U
e
Px)
2(v1) = U
e
Px(v2)U
e
Px(v1) (64)
= σzl2σ
z
l1 = K
m
1 = b1. (65)
This should be interpreted as an operator equation that
hold acting on any state obtained by acting successively
with e-string operators on |ψ0e〉. In particular it holds
acting on a state of interest, |ψe(s)〉, with one e particle
located at v1. The results for the other σ
e parameters can
be obtained by straightforward analogous calculations.
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(d)
(
1 1 1 1 1 b
1 1 1 ao ao˜ 1
)
ao
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(e)
(
1 1 1 1 b 1
1 1 1 ao 1 aκ
)
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aΚ ao
(f)
(
1 1 1 1 1 1
1 1 1 ao ao˜ aκ
)
FIG. 4. (Color online) TC0 (G) models. The shaded square is a unit cell and the origin of our coordinate system is at the
center of the square. Below each figure of lattice is the corresponding TC symmetry class in the form (72). Here ar is the
ground state eigenvalue of Av for v at special points r = o, o˜, κ; and b, b1, b2 are the ground state eigenvalues of Bp for the
plaquette p, which in these models is picked to be the smallest cycle made with black edges where b, b1 or b2 is written, while
b3 is for the plaquette made of a pair of black and grey edges (black and pink online). These edges are drawn curved to avoid
overlapping and to be clear about their movement under space group operations. The comparison between (a) and (b) gives an
explicit example that moving the coordinate system origin by
(
1
2
, 1
2
)
results in a transformation (74): Px → TxPx, σpx ↔ σtxpx,
σpxpxy ↔ σpxpxyσtxty. The symmetry class differs from (e) by such a transformation can be easily got by moving the coordinate
system, so we do not bother drawing a separate lattice for it.
B. Toric code models without spin-orbit coupling
We now proceed to consider the family of models
TC0(G), which includes all toric code models with square
lattice space group symmetry as introduced in Sec. IV,
with the restriction of no spin-orbit coupling. We remind
the reader that this means, for any symmetry operation
g ∈ G, we have Ugσµℓ U−1g = σµgℓ. In words, symmetry
acts simply by moving edges and vertices of the lattice,
and acts trivially within the Hilbert space of each spin.
In Appendix D1, we obtain a number of constraints on
which symmetry classes can occur for models in TC0(G).
The main result is the following theorem:
Theorem 1. The TC symmetry classes in A, B, C, M,
M1, M2 and M3 are not realizable in TC0(G), where
A =
{
σepxpxy = σ
m
pxpxy = −1
}
,
B =
{
σepxpxyσ
e
txty = σ
m
pxpxyσ
m
txty = −1
}
,
C =
{
σepxpxyσ
e
typx = σ
m
pxpxyσ
m
typx = −1
}
,
M =
{
σmpx = −1 ∨ σmpxy = −1 ∨ σmtxpx = −1
}
,
M1 =
{
σmpxpxy = −1 ∧
(
σepx = −1 ∨ σepxy = −1
)}
,
M2 =
{
σmpxpxyσ
m
txty = −1 ∧
(
σepxy = −1 ∨ σetxpx = −1
)}
,
M3 =
{
σmpxpxyσ
m
typx = −1 ∧
(
σepx = −1 ∨ σetxpx = −1
)}
.
Here ∧, ∨ are the logical symbols for “and” and “or”
respectively.
This leaves 95 TC symmetry classes not ruled out
by the above constraints, corresponding to 82 symmetry
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classes under e↔ m relabeling. In addition, all these 95
TC symmetry classes are realized by models in TC0(G).
This theorem is proved in Appendix D 1, except for
the last statements regarding counting and realization of
symmetry classes, which are proved here. In fact, we ex-
hibit a model realizing each allowed TC symmetry class.
Before proceeding to do this, we would like to give a fla-
vor for how the above constraints are obtained, referring
the reader to Appendix D1 for the full details.
As an illustration, we would like to show that σmpx = 1
for any model in TC0(G). (This is part of the fact that
TC symmetry classes in M are not realizable in TC0(G).)
Consider am particle located at a hole h0 ∈ H . If Pxh0 =
h0, then we can choose U
m
Px
(h0) = 1, and therefore σ
m
px =
(UmPx)
2(h0) = 1.
We then consider the case Pxh0 = h1 6= h0. We can
always draw a simple cut t joining h0 to h1, so that Pxt =
t. We are then free to choose the m-localization
UmPx(h0) = Lmt (66)
UmPx(h1) = fLmt , (67)
where f = ±1 needs to be determined. To do this, con-
sider the state |ψm(t)〉 = Lmt |ψ0m〉, for which we have
UPx |ψm(t)〉 = UPxLmt |ψ0m〉 = |ψm(t)〉, (68)
where we used the fact that UPxLmt U−1Px = LmPxt = Lmt .
(Note that here we use the assumption of no spin-orbit
coupling.) But we also have
UPx |ψm(t)〉 = UmPx(h0)UmPx(h1)|ψm(t)〉 = f |ψm(t)〉.
(69)
Consistency of these two calculations requires f = 1, and
we can then calculate P 2x acting on them particle located
at h0, to obtain
σmpx = (U
m
Px)
2(h0) = (70)
= UmPx(h1)U
m
Px(h0) = (Lmt )2 = 1. (71)
We have thus shown that σmpx = 1 for any model in
TC0(G). Roughly similar reasoning is followed in Ap-
pendix D1 to establish the constraints stated in the the-
orem.
Now we proceed to enumerate and count the TC sym-
metry classes not ruled out by the constraints of Theo-
rem 1. At the same time, we present the explicit models
realizing each class (shown in Figures 3 and 4). Here,
and throughout the paper, we will find it convenient to
present TC symmetry classes ([ωe] , [ωm]) in the matrix
form(
σepx σ
e
pxy σ
e
txpx σ
e
pxpxy
(
σepxpxyσ
e
txty
) (
σepxpxyσ
e
typx
)
σmpx σ
m
pxy σ
m
txpx σ
m
pxpxy
(
σmpxpxyσ
m
txty
) (
σmpxpxyσ
m
typx
) ) ,
(72)
or, equivalently,
σepx σ
m
px
σepxy σ
m
pxy
σetxpx σ
m
txpx
σepxpxy σ
m
pxpxy
σepxpxyσ
e
txty σ
m
pxpxyσ
m
txty
σepxpxyσ
e
typx σ
m
pxpxyσ
m
typx

. (73)
This form allows for simple comparison to the constraints
of Theorem 1. In addition, under the change of origin
o → ( 12 , 12), the entries of the matrix are simply per-
muted: (
σe1 σ
e
2 σ
e
3 σ
e
4 σ
e
5 σ
e
6
σm1 σ
m
2 σ
m
3 σ
m
4 σ
m
5 σ
m
6
)
→
(
σe3 σ
e
2 σ
e
1 σ
e
5 σ
e
4 σ
e
6
σm3 σ
m
2 σ
m
1 σ
m
5 σ
m
4 σ
m
6
)
. (74)
This holds even beyond the setting of solvable toric code
models, and can be verified by replacing Px as a generator
of G by Px → P˜x = TxPx, which corresponds to the
desired change of origin. The σ parameters for the new
generators can then be computed in terms of those for the
old generators, by noting that Ua
P˜x
= φaUaTxU
a
Px
, where
a = e,m and φa ∈ {±1}.
The behavior of TC symmetry classes under a change
in origin is illustrated in Fig. 4a and Fig. 4b. Apart from
this example, we do not bother to draw the same lat-
tice twice when the only difference is a change in origin.
So, for example, the model shown in Fig. 4e is taken to
realized both TC symmetry classes(
1 1 1 1 b 1
1 1 1 ao 1 aκ
)
(75)
and (
1 1 1 b 1 1
1 1 1 1 ao aκ
)
, (76)
where the TC symmetry classes (75) are realized if we
put the origin at the center of the shaded square, and
the TC symmetry classes (76) are realized if we put the
origin at the corner of the shaded square.
Now, we divide the TC symmetry classes not ruled out
by Theorem 1 into four collections Di, i = 0, 1, 2, 3. In
Di, there are i of σ
m
pxpxy, σ
m
txty and σ
m
typx equal to −1. In
D0, we have TC symmetry classes in the form
 1
 1
 1
 1
 1
 1

,
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where the symbol  means that the corresponding σ pa-
rameter can be chosen to be ±1 independently of any
other parameters. Therefore, |D0| = 26. These TC
symmetry classes are realized in the model discussed in
Sec. VIA, and shown in Fig. 3.
In D1, we have TC symmetry classes ([ωe] , [ωm]) in the
form 
1 1
1 1
 1
1 −1
 1
 1

,

 1
1 1
1 1
 1
1 −1
 1

, or

1 1
 1
1 1
 1
 1
1 −1

,
so |D1| = 3×23. These TC symmetry classes are realized
in the models shown in Fig. 4(a-c).
In D2, we have TC symmetry classes in the form
1 1
1 1
1 1
1 −1
1 −1
 1

,

1 1
1 1
1 1
 1
1 −1
1 −1

, or

1 1
1 1
1 1
1 −1
 1
1 −1

,
so |D2| = 3× 2. These TC symmetry classes are realized
in Fig. 4(d,e).
In D3, we have only the single TC symmetry class
1 1
1 1
1 1
1 −1
1 −1
1 −1

, (77)
which is realized by the model of Fig. 4f.
In total, there are thus exactly
∑3
i=0 |Di| = 95 TC
symmetry classes realized by models in TC0 (G). Re-
calling that the TC symmetry classes ([ωm] , [ωe]) and
([ωe] , [ωm]) correspond to the same symmetry class, it
is a straightforward but somewhat tedious exercise to
show that 13 symmetry classes are double-counted among
the 95 TC symmetry classes. Therefore, the total num-
ber of symmetry classes realized by models in TC0(G) is
95− 13 = 82.
C. General toric code models
To consider the most general toric code models intro-
duced in Sec. IV, we must allow for spin-orbit coupling.
As discussed in Sec. IV, this means, for any symmetry
operation g ∈ G, we have Ugσµℓ U−1g = cµℓ (g)σµgℓ, where
cµℓ (g) ∈ {±1}, µ = x, z. The corresponding family of
models is referred to as TC(G). Our results on these
models are summarized in the following theorem:
Theorem 2. The TC symmetry classes in P1, P2, P3,
A, B and C′ are not realizable in TC (G), where
P1 =
{
σepx = σ
m
px = −1
}
,
P2 =
{
σepxy = σ
m
pxy = −1
}
,
P3 =
{
σetxpx = σ
m
txpx = −1
}
,
A =
{
σepxpxy = σ
m
pxpxy = −1
}
,
B =
{
σepxpxyσ
e
txty = σ
m
pxpxyσ
m
txty = −1
}
,
C
′ =
{
σepx = σ
e
txpx = σ
e
pxpxyσ
e
typx = σ
m
pxpxyσ
m
typx = −1
}
.
This leaves 945 TC symmetry classes not ruled out
by the above constraints, corresponding to 487 symmetry
classes under e↔ m relabeling. In addition, all these 945
TC symmetry classes are realized by models in TC(G).
This theorem is proved in Appendices D 2 and E. The
constraints ruling out some TC symmetry classes are ob-
tained in Appendix D2, while the counting of symmetry
classes and the presentation of explicit models is done in
Appendix E.
Here, we simply give an illustration how spin-orbit
coupling increases the number of allowed symmetry
classes. For the model shown in Fig. 5a, more TC
symmetry classes are possible if spin-orbit coupling
is included. For example, take the calculation of
σmpx. Suppose UPxσ
x
l1
UPx = α1σ
x
l1
, with α1 ∈ {±1}.
If we choose UmPx (h1) = σ
x
l1
, then we must have
UmPx (h2) = α1σ
x
l1
to ensure UmPx (h1)U
m
Px
(h2)σ
x
l1
|ψm0〉 =
UPxσ
x
l1
|ψm0〉. Therefore we have σmpx = (UmPx)2(h1) =
UmPx(h2)U
m
Px
(h1) = α1. Therefore we can have σ
m
px = −1,
which is impossible without spin-orbit coupling.
Another particularly interesting example, shown in
Fig. 5b, is a model realizing all 26 = 64 m particle frac-
tionalization classes. This model is constructed starting
with the lattice of Fig. 4f and allowing for spin-orbit cou-
pling.
VII. SUMMARY AND BEYOND TORIC CODE
MODELS
To summarize, we considered the realization of dis-
tinct square lattice space group symmetry fractionaliza-
tions in exactly solvable Z2 toric code models. We ob-
tained a complete understanding, in the sense that every
symmetry class consistent with the fusion rules is either
realized in an explicit model, or is proved rigorously to
be unrealizable. In more detail, first, we found a single
model that realizes all 26 = 64 e particle fractionaliza-
tion classes as the parameters in its Hamiltonian are var-
ied. Second, we considered a restricted family of models
TC0(G) without spin-orbit coupling, but defined on gen-
eral two-dimensional lattices. We showed that exactly
95 TC symmetry classes ([ωe] , [ωm]), corresponding to
82 symmetry classes 〈[ωe] , [ωm]〉, are realized by models
in TC0(G). This result was established by proving that
the other TC symmetry classes cannot be realized by any
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)
FIG. 5. (Color online) Two example models in TC (G) that realize TC symmetry classes not possible in TC0 (G). The shaded
square is a unit cell and the origin of our coordinate system is at the center of the square. Below each figure of lattice is
the corresponding TC symmetry class in the form (72). Here ar is the ground state eigenvalue of Av for v at special points
r = o, o˜, κ and b is the ground state eigenvalue of Bp for the plaquette p, defined here to be the smallest cycle enclosing the
letter “b.” We write αi = c
x
li
(Px), βi = c
x
li
(Pxy), γi = c
z
li
(Px) and δi = c
z
li
(Pxy). (a) A model realizing some TC symmetry
classes (and symmetry classes) that cannot be realized without spin-orbit coupling. Here ,h1, h2 label two positions of a m
particle for the calculation of σmpx = α1 in the main text. (b) A model realizing all 2
6 = 64 possible m particle fractionalization
classes [ωm]. Here, for simplicity, we make the restriction γi = δi ≡ ci.
model in TC0(G), and giving explicit models for those
classes not ruled out by such general arguments. Finally,
in the most general family of models considered, TC(G),
we allowed spin-orbit coupling in the action of symme-
try. In this case we found that exactly 945 TC symmetry
classes, corresponding to 487 symmetry classes, are real-
ized in TC(G).
These main results are, of course, confined to a special
family of exactly solvable models. Because the symmetry
class is a robust characteristic of a SET phase, and thus
stable to small perturbations preserving the symmetry,31
all the symmetry classes that we find clearly exist in more
generic models. However, there may well be symmetry
classes not realized in TC(G) that can occur in more
generic models (this is indeed the case, as we see below).
Ideally, we would like to make statements about arbi-
trary local bosonic models (i.e. those with finite-range
interactions). For example, we can ask the challenging
question of which symmetry classes can be realized in
the family of all local bosonic models with square lattice
space group symmetry. We do not have an answer to
this question, but here we provide some partial answers.
First, we show using a parton gauge theory construction
that there exist symmetry classes not realizable in TC(G)
that can be realized in local bosonic models. Second, we
establish a connection between symmetry classes of cer-
tain on-site symmetry groups and symmetry classes of
the square lattice space group.
Our parton construction allows us to argue that if
[ωm] is a m fractionalization class realized for a model
in TC0(G), then the symmetry class 〈[ωe], [ωm]〉, where
[ωe] ∈ H2(G,Z2) is arbitrary, can be realized in a local
bosonic model. It is easy to see that some symmetry
classes obtained this way cannot be realized in TC(G).
For example, the symmetry classes in A are unrealizable
in TC(G) (Theorem 2), but they are possible here.
The starting point for the construction is a Hamilto-
nian of the form
H = −
∑
v∈V
KevAv −
∑
p∈P
Bp, (78)
where Kev ∈ {±1}. We take the symmetry to act with-
out spin-orbit coupling, so this is a model in TC0(G).
We have chosen Kmp = 1 for all p ∈ P , which implies the
e fractionalization class is trivial. However, Hamiltoni-
ans of this form can realize any m fractionalization class
allowed in TC0(G), because without spin-orbit coupling
the m fractionalization class only depends on the lattice
and on the Kev coefficients.
We now build a Z2 gauge theory based on the above
toric code model. On each vertex v we introduce a boson
field created by b†vα, where α = 1, . . . , n is an internal
index. We also introduce the gauge constraint
Av = K
e
v(−1)b
†
vαbvα , (79)
with sums over repeated internal indices implied. The
gauge theory Hamiltonian is taken to be
Hgauge = −
∑
p∈P
Bp + u
∑
v∈V
b†vαbvα − h
∑
ℓ∈E
σxℓ , (80)
with u > 0. We choose symmetry to act on the boson
field by
Ugb
†
vαU
−1
g = Dαβ(g)b
†
gv,β , (81)
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where D(g) are unitary matrices giving a n-dimensional
projective representation of G. By choosing D(g), we
are choosing a projective symmetry group for the par-
ton fields.22 In Ref. 31, it was shown that there exists a
finite-dimensional projective representation for any frac-
tionalization class [ωe] ∈ H2(G,Z2), so the bosons can be
taken to transform in any desired fractionalization class.
We now discuss two limits ofHgauge. First, we consider
the limit h→ +∞. In this limit, we have σxℓ = 1, and the
only remaining degrees of freedom are the bosons. The
gauge constraint becomes
b†vαbvα =
{
even, Kev = 1
odd, Kev = −1
. (82)
In this Hilbert space, all local operators transform lin-
early under G, and so the model reduces to a legitimate
local bosonic model in this limit. Following the usual
logic of parton constructions,20,22,29 Hgauge can be viewed
as a low-energy effective theory for local bosonic models
with the same Hilbert space and symmetry action as in
the h → +∞ limit. The expectation is that any phase
realized by Hgauge can be realized by some such local
bosonic model, although this approach does not tell us
how to choose parameters of the local bosonic model to
realize the corresponding phase of Hgauge.
Now we consider the exactly solvable limit of Hgauge
with h = 0. This limit is deep in the deconfined phase of
the Z2 gauge theory, and we have Bp = 1, Av = K
e
v , and
b†vαbvα = 0 acting on ground states. Because Av = K
e
v ,
the m particles feel the same pattern of background Z2
charge as in the original TC0(G) toric code model, and
their fractionalization class is unchanged. Now, how-
ever, the Z2-charged bosons become the e particle ex-
citations, so the e particle fractionalization class [ωe] is
determined by the (arbitrarily chosen) projective repre-
sentation D(g). We have thus obtained a phase with
Z2 topological order and symmetry class 〈[ωe], [ωm]〉, as
desired.
We now present the second result of this section,
namely we establish a connection between space group
symmetry classes and the symmetry classes of certain on-
site symmetries. Suppose that we have a local bosonic
model with symmetryG×Go, whereG is the space group,
and Go is a finite, unitary on-site symmetry. We do not
assume square lattice symmetry here, but allow for a
more general space group. We require Go to be isomor-
phic to some finite quotient of the space group G. For
example, if G is square lattice space group symmetry, we
could take Go ≃ G/T2, where T2 is the normal subgroup
of G generated by translations T 2x and T
2
y . In this case,
Go can be nicely described as what remains of the space
group when the system is put on a 2× 2 periodic torus.
Next, we suppose our model has Z2 topological or-
der, and the action of symmetry is described by e and m
fractionalization classes [ωe] and [ωm]. Specifying these
fractionalization classes in terms of generators and re-
lations, we further assume that the only relations with
non-trivial projective phase factors (i.e., σ parameters)
are those involving only elements of Go. That is, space
group symmetry G acts linearly on e and m particles,
and elements g ∈ G commute with go ∈ Go when acting
on e and m particles. Basically, we are assuming that we
have some non-trivial action of on-site symmetry, where
the space group symmetry “comes along for the ride.”
As an aside, there are some interesting open questions
hidden in our assumptions. For example, is every sym-
metry class of the on-site Go that can be realized in local
bosonic models also compatible with an arbitrary space
group symmetry G? Or, are there Go symmetry classes
that are only compatible with a given space group G if
some elements of Go and G are chosen not to commute
acting on e and/or m particles?
With our assumptions specified, we proceed to break
the symmetry down to the subgroupG′ ⊂ G×Go, defined
as the set of all elements of the form (g, φ(g)) ∈ G×Go,
where g ∈ G is arbitrary, and φ : G → Go is the quo-
tient map. It is easy to see that G′ is a subgroup, and
that it is isomorphic to G. We thus still have G space
group symmetry, but now the space group operations
are combined with on-site symmetry operations. Under
the new reduced symmetry, it is easy to see that new
[ωe]
′ and [ωm]
′ fractionalization classes for G′ symmetry
are induced by corresponding Go fractionalization classes
before breaking the symmetry. While these remarks re-
main somewhat abstract at present, this discussion shows
that progress in understanding symmetry classes of finite,
unitary on-site symmetry33,35,39,56 can potentially have
direct applications to similar problems for space group
symmetry.
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Appendix A: Complete set of commuting
observables
We show here that the operators {Av|v ∈ V }, {Bp|p ∈
P}, Lesx , Lesy , as defined in Sec. IV, form a complete
set of commuting observables for any model in the fam-
ily TC(G). The approach is to construct a basis that
is completely labeled by the simultaneous eigenvalues of
these operators.
We recall that plaquettes P together with sx, sy, form
an elementary set of cycles, so that for any c ∈ C, Lec can
be decomposed into a product of Lep’s, with the prod-
17
uct possibly also including Lesx and/or Lesy . However,
the plaquettes are in general not independent, in the
sense that there may be non-trivial relations of the form
Bp1 · · ·Bpn = 1, for some p1, . . . , pn ∈ P . For the present
purpose, it will be convenient to construct an elementary
and independent set of cycles.
Let T be a spanning tree of the graph G. By definition,
T is a subgraph of G containing all vertices of G (T spans
G), so that T is connected and has no cycles (T is a
tree). Any tree with n vertices has n− 1 edges, so T has
|V | − 1 edges. We denote the edge set of T by ET , and
let E′ = E − ET . For every ℓ ∈ E′, there is a unique
cycle c(ℓ) ∈ C containing only ℓ and edges in ET . We
claim {c(ℓ)|ℓ ∈ E′} is an elementary, independent set of
cycles.
To show the c(ℓ) cycles are elementary, suppose c is
a cycle. Without loss of generality, we assume c has no
repeated edges. Viewing c as a subset of E, let c ∩ E′ =
{ℓ1, . . . , ℓn}. Then we claim the desired result, namely
Lec = Lec(ℓ1) · · · Lec(ℓn). (A1)
To show this, consider the product LecLec(ℓ1) · · · Lec(ℓn) =∏
ℓ∈c′ σ
z
ℓ . c
′ lies entirely in ET , and must be empty or a
union of disjoint cycles. These two facts are only consis-
tent if c′ is empty, and so LecLec(ℓ1) · · · Lec(ℓn) = 1, equiva-
lent to Eq. (A1).
The c(ℓ) cycles are also independent: we can choose
the eigenvalues of Lec(ℓ) independently for all ℓ ∈ E′. To
see this, consider a reference state |{Φℓ}〉, defined as the
eigenstate of σzℓ satisfying
σzℓ |{Φℓ}〉 =
{
|{Φℓ}〉, ℓ ∈ ET
Φℓ|{Φℓ}〉, ℓ ∈ E′,
(A2)
where Φℓ ∈ {±1}. There are clearly 2|E|−|V |+1 such ref-
erence states, which form an orthonormal set, because E′
contains |E| − |V |+ 1 edges. Also, we clearly have
Lec(ℓ)|{Φℓ}〉 = Φℓ|{Φℓ}〉. (A3)
From the above discussion, it is clear that for every set
of Lec(ℓ) eigenvalues {Φℓ} there is a corresponding distinct
consistent choice of {Bp}, Lesx and Lesy eigenvalues, and
vice versa. For the purpose of constructing a complete
set of commuting observables, we can therefore replace
{Bp}, Lesx and Lesy by {Lec(ℓ)|ℓ ∈ E′}.
We will complete the discussion by exhibiting an or-
thonormal basis, where the basis states are simultaneous
eigenvalues of {Av} and {Lec(ℓ)}. We construct the ba-
sis states starting from the reference states |{Φℓ}〉. Let
av ∈ {±1}, subject to the constraint
∏
v av = 1, then we
consider the state
|{av}, {Φℓ}〉 = 1√
2
∏
v∈V
1√
2
(1 + avAv)|{Φℓ}〉. (A4)
These states are normalized, and satisfy
Av|{av}, {Φℓ}〉 = av|{av}, {Φℓ}〉 (A5)
Lec(ℓ)|{av}, {Φℓ}〉 = Φℓ|{av}, {Φℓ}〉, (A6)
thus forming an orthonormal set. Moreover, since there
are 2|V |−1 possible choices of {av}, the number of states
|{av}, {Φℓ}〉 is 2|V |−1 · 2|E|−|V |+1 = 2|E|. This is the
dimension of the Hilbert space, so we exhibited a basis
completely labeled by the eigenvalues of {Av} and Lec(ℓ).
Appendix B: Symmetry-invariant ground states
For an even by even lattice (i.e. L even), it is always
possible to choose Ug and find a ground state |ψ0e〉 sat-
isfying
Ug|ψ0e〉 = |ψ0e〉 (B1)
Lesx |ψ0e〉 = Lesy |ψ0e〉 = |ψ0e〉, (B2)
where sx and sy are closed paths that wind around the
system once in the x and y directions, respectively. From
this it also follows that Ug1Ug2 = Ug1g2 ; this equation
holds acting on |ψ0e〉, so the linear action of symmetry
on local operators [Eq. (25)] implies it holds on all states.
In fact, it is also possible to find a ground state |ψ0m〉
satisfying similar properties but for m-string operators:
Ug|ψ0m〉 = |ψ0m〉 (B3)
Lmtx |ψ0m〉 = Lmty |ψ0m〉 = |ψ0m〉. (B4)
Here, tx and ty are closed cuts winding once around
the system in x and y directions, respectively. Because,
for instance, Lesx and Lmty must anti-commute, |ψ0e〉 and
|ψ0m〉 cannot be the same state.
We now show the existence of |ψ0e〉; the argument for
|ψ0m〉 is essentially identical, apart from one subtlety that
we address at the end of this Appendix. We define sx by
first drawing a path s0x joining an arbitrary v ∈ V to
Txv. The path sx is then formed by joining s
0
x, Txs
0
x,
T 2xs
0
x, and so on, to obtain
sx = (s
0
x)(Txs
0
x) · · · (TL−1x s0x), (B5)
a closed path winding once around the system in the
x-direction. We then choose sy = Pxysx. With these
paths specified, we specify a unique state in the four-
dimensional ground state manifold by requiring
Lesx |ψ0〉 = Lesy |ψ0〉 = |ψ0〉. (B6)
By symmetry, Ug|ψ0〉 must also lie in the ground state
manifold for all g ∈ G. We will show that
LesµUg|ψ0〉 = Ug|ψ0〉, (B7)
for µ = x, y, which implies Ug|ψ0〉 = eiφg |ψ0〉, for some
phase factors eiφg . It is enough to show this for the gen-
erators g = Tx, Px, Pxy. Once this is established, we can
make trivial phase redefinitions UTx → e−iφTxUTx , and
similarly for the other generators, thus setting φg = 0 to
obtain the desired result.
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Before proceeding to show Eq. (B7) for each generator
in turn, we obtain an equivalent simpler condition. We
have
LesµUg|ψ0〉 = UgU−1g LesµUg|ψ0〉 = czg−1(sµ)UgLeg−1sµ |ψ0〉,
(B8)
for µ = x, y. Now, it is clear we can break sµ into two
paths, sµ = sµ1sµ2, so that sµ2 = T
L/2
µ sµ1. Then we
have
czg−1(sµ) = c
z
g−1(sµ1)c
z
g−1(T
L/2
µ sµ1). (B9)
Using Lemma 8 of Appendix D2, czg−1(T
L/2
µ sµ1) =
czg−1(sµ1), so that
czg−1(sµ) = 1. (B10)
Therefore we have shown
LesµUg|ψ0〉 = UgLeg−1sµ |ψ0〉. (B11)
This implies Eq. (B7) will hold if, for each generator g,
Leg−1sµ |ψ0〉 = |ψ0〉. (B12)
Now we consider g = Tx. Since T
−1
x sx = sx, Eq. (B12)
is satisifed for µ = x. For µ = y, we have
Le
T−1x sy
|ψ0〉 = LecLesy |ψ0〉 = Lec|ψ0〉 = |ψ0〉, (B13)
where c = sy∪T−1x sy, and the last equality follows from a
graphical argument in Fig. 6. Here and in the following,
for the union ∪ operation to make sense, we can view
paths as multisets of edges. And the meaning of Lec is
obvious; it is a product of σzl with multiplicities taken
into account.
Next we consider g = Pxy, and Eq. (B12) becomes
LePxysµ |ψ0〉 = |ψ0〉. (B14)
This clearly holds, because Pxysy = P
2
xysx = sx, and
Pxysx = sy.
Finally, we consider g = Px. For µ = x, we have
LePxsx |ψ0〉 = LecLesx |ψ0〉 = Lec|ψ0〉 = |ψ0〉, (B15)
where c = sx ∪ Pxsx, and the last equality follows from
an argument we now provide. We first cut sx into two
equal-length pieces sx1 and T
L/2sx1, which meet at a
vertex v. We then have
Pxsx = (Pxsx1)(PxT
L/2
x sx1) = (Pxsx1)(T
−L/2
x Pxsx1)
= (Pxsx1)(T
L/2
x Pxsx1), (B16)
where the last equality holds since TLx = 1. We have thus
decomposed c = (sx1)(T
L/2
x sx1) ∪ (Pxsx1)(TL/2x Pxsx1).
Now we draw a path s′ joining v to Pxv, and we decom-
pose Lec = Lec1Lec2 , introducing the cycles
c1 = (sx1)(s
′)(TL/2x Pxsx1)(T
L/2
x s
′) (B17)
c2 = (T
L/2
x sx1)(T
L/2
x s
′)(Pxsx1)(s
′). (B18)
L
2
L
2
c¢
syTx-1sy
FIG. 6. (Color online) Graphical argument that Lec|ψ0〉 =
|ψ0〉, for c = sy ∪ T
−1
x sy. The dotted lines show the L × L
grid of primitive cells, and the paths sy and T
−1
x sy are
shown. c encloses a region of area L, which can be bro-
ken (dashed lines) into L smaller sub-regions each of unit
area. Let c′ be the cycle bounding one of the sub-regions,
then Lec =
∏L−1
n=0 L
e
Tnx c
′ . In addition, by translation symme-
try Lec′ |ψ0〉 = L
e
Tyc′
|ψ0〉 = ±|ψ0〉. Since an even number of
sub-regions appear in the decomposition of Lec given above,
we have Lec|ψ0〉 = |ψ0〉.
c1 c2
v
Pxv
FIG. 7. (Color online) Graphical illustration of the argument
that Lec|ψ0〉 = |ψ0〉, for c = sx ∪ Pxsx. It is important to
note that, in the interest of clarity, this figure is schematic
in the sense that it accurately shows the connectivity of the
paths involved, and their properties under translation symme-
try, but not their properties under Px. The various symbols
are defined in the main text. The vertical dashed line is the
Px reflection axis, and the vertex v has been chosen to lie
near this axis for convenience. c1 and c2 are the boundaries
of the left and right shaded regions, respectively. The most
important point is that these two regions are related by T
L/2
x
translation.
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Because c2 = T
L/2
x c1, it follows from symmetry that
Lec1 |ψ0〉 = Lec2 |ψ0〉 = ±|ψ0〉, and Lec|ψ0〉 = |ψ0〉, as de-
sired. This argument is illustrated graphically in Fig. 7.
For g = Px and µ = y, we have
LePxsy |ψ0〉 = LecLesy |ψ0〉 = Lec|ψ0〉 = |ψ0〉, (B19)
where c = sy∪Pxsy, and the last equality follows from an
argument given below, which is similar to that already
given in the case µ = x. We first break sy into two
equal-length paths related by T
L/2
y translation, that is
sy = (sy1)(T
L/2
y sy1), (B20)
and let v be a vertex where sy1 and T
L/2
y sy1 meet. Since
Px and Ty commute, we have
Pxsy = (Pxsy1)(T
L/2
y Pxsy1). (B21)
We can then proceed following the discussion for g = Px,
µ = x to obtain the desired result.
The argument for the existence of |ψ0m〉 is essentially
identical. However, there is one subtlety that should
be addressed. In establishing symmetry-invariance of
|ψ0e〉, we had to choose the phase of Ug appropriately.
The same step arises in the corresponding discussion for
|ψ0m〉, and the two phase choices may not be compatible.
Fortunately, this is not an issue for our purposes, because
we never need to work with |ψ0e〉 and |ψ0m〉 at the same
time. We simply make (possibly) different phase choices
for Ug depending on the ground state we are working
with in a given calculation.
Appendix C: General construction of e and m
localizations in toric code models
Here, we show by explicit construction that an e-
localization Ueg (v) always exists for the toric code models,
and also that this e-localization is unique up to projective
transformations Ueg (v) → λ(g)Ueg (v), with λ(g) ∈ {±1}.
The explicit form for the e-localization we obtain is use-
ful for obtaining general constraints on symmetry classes
in Appendix D. The corresponding results and explicit
form also hold for m-localizations. We focus first on e
particles and e-localizations, postponing discussion of m
particles to the end of this Appendix.
We fix g ∈ G, and arbitrarily single out a vertex v0.
v0 may depend on g, but we do not write this explicitly.
We then choose Ueg (v0) = f
e
g (v0)Leseg(v0), where f
e
g (v0) ∈
{±1} is arbitrary, and seg(v0) is arbitrary so long as it
joins v0 to gv0. In addition, for each v 6= v0, we choose a
path sv joining v0 to v. We will now show that
Ueg (v) = LesvUeg (v0)g(Lesv ) (C1)
gives an e-localization. Here, we have introduced the
notation g(O) = UgOU−1g for any operator O. It is clear
that Ueg (v) can be put into the form U
e
g (v) = f
e
g (v)Leseg(v).
To proceed, we need to show that
Ug|ψe(s)〉 = Ueg [v1(s)]Ueg [v2(s)]|ψe(s)〉 (C2)
for all open paths s. The endpoints of s are denoted
v1(s), v2(s). We first show that Eq. (C2) holds for all
pairs of e particle positions (i.e. all pairs of endpoints
v1(s), v2(s)), using a specific choice of paths. Then we
proceed to show Eq (C2) it holds for any open path s.
If s = sv, the endpoints of s are v0 and v, and an
easy calculation shows Eq. (C2) holds. Now we consider
vertices v, v′ 6= v0 and v 6= v′, which are joined by the
path svv′ = svs
′
v, and we choose s = svv′ . We have
|ψe(svv′ )〉 = Lesvv′ |ψ0〉 = LesvLesv′ |ψ0〉. (C3)
Then, for the left-hand side of Eq. (C2),
Ug|ψe(svv′ )〉 = g(Lesvv′ )|ψ0〉 = g(Lesv )g(Lesv′ )|ψ0〉. (C4)
The right-hand side of Eq. (C2) can easily be verified
after observing that
Ueg (sv)U
e
g (sv′) = U
e
g (sv)U
e
g (v0)U
e
g (sv′ )U
e
g (v0), (C5)
since [Ueg (v0)]
2 = 1.
Now, consider |ψe(s)〉, where s has endpoints v, v′,
with v, v′ 6= v0. We have
|ψe(s)〉 = cLessvv′ |ψe(svv′)〉 = |ψe(svv′ )〉, (C6)
where we used the fact that |ψe(svv′)〉 is an eigenstate
of any closed e-string operator, and where c = ±1 is the
eigenvalue of Lessvv′ acting on |ψe(svv′)〉. The correspond-
ing result holds when s has endpoints v0, v. Therefore,
Eq. (C2) holds independent of the choice of s.
To consider uniqueness of the symmetry localization,
it is convenient to use the form Ueg (v) = f
e
g (v)Leseg(v).
The endpoints of seg(v) are fixed, but the path is oth-
erwise arbitrary. However, we are always free to de-
form the paths seg(v) to some fixed set of reference
paths, since this only affects the overall phase factor
feg (v). Therefore it is enough to consider the redefinition
Ueg (v) → λ(g, v)Ueg (v). We now show that Eq. (C2) re-
quires λ(g, v) = λ(g), independent of v, which is precisely
the general form of projective transformations. Suppose
there exist vertices v1, v2 with λ(g, v1) 6= λ(g, v2). Such
a transformation changes the right-hand side of Eq. (C2)
by a minus sign for a state with e particles at v1 and
v2, and is not consistent. Therefore the most general
redefinition of the e-localization is the projective trans-
formation Ueg (v)→ λ(g)Ueg (v).
The obvious parallel discussion establishes the corre-
sponding results for m-localizations. The corresponding
explicit form for the m-localization is
Umg (h) = LmthUmg (h0)g(Lmth). (C7)
This is obtained following the above discussion upon re-
placing vertices by holes (v0 → h0, v → h), and paths by
cuts (sv → th).
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Appendix D: General constraints on symmetry
classes in toric code models
1. Toric codes without spin-orbital coupling
Here, we consider models in the family TC0(G), and
prove Theorem 1 stated in Section VIB.
We first introduce some additional notation to be used
below. Recalling that av is the ground state eigenvalue
of Av, we define aX =
∏
v∈X av for any finite subset
X ⊂ V . If t is a simple closed cut (see Sec. IV for a def-
inition), we define Vt = {v ∈ V |P (v) is enclosed by t}.
In addition, we define Γ (g1, . . . , gn) to be the set of
vertices that are fixed under each of g1, . . . , gn. That
is, Γ(g1, . . . , gn) = {v ∈ V |giv = v, i = 1, · · · , n}. To
shorten various expressions, we write g (O) = UgOU−1g
for the transformation of any local operator O under
g ∈ G, and define R = PxPxy (π/2 counterclockwise
rotation) and Py = PxyPxPxy (reflection y → −y).
In calculations below, we will use the e and m symme-
try localizations given in Eqs. (C1) and (C7), and dis-
cussed in Appendix C. In addition, we will often write
equations like σmpxpxy = Lmt . Such equations hold when
acting on |ψ0m〉, or more generally on states created by
acting on |ψ0m〉 with m-string operators, and should be
interpreted in this way.
Lemma 1. For any model in TC0(G), we have σ
m
pxpxy =
aP−1(o) = aΓ(Px,Pxy), where o = (0, 0).
Proof. As shown in Fig. 8, consider an m particle located
at an arbitrary hole h0 and let hj = R
jh0, j = 1, 2, 3.
Then draw a cut t ∈ W¯ connecting h0 and h1. Let tj =
Rjt0, j = 1, 2, 3 and t = t0t1t2t3. The cuts are chosen
so that t is simple. Then we choose UeR (h0) = Lmt0 , and
using the results of Appendix C,
UmR (h1) = Lmt0Lmt0R
(Lmt0) , (D1)
UmR (h2) = Lmt0t1Lmt0R
(Lmt0t1) , (D2)
UmR (h3) = Lmt0t1t2Lmt0R
(Lmt0t1t2) , (D3)
(UmR )
4
(h0) = Lmt0Lmt2R
(Lmt0Lmt2) = Lmt . (D4)
Therefore, σmpxpxy = aVt . For v ∈ Vt, if P (v) 6= o or
R2v 6= v, then v, Rv, R2v, R3v are four different vertices
in Vt, with av = aRv = · · · . Then
∏3
i=0 aRiv = 1, and
these vertices do not contribute to aVt . We have thus
shown σmpxpxy = aVt = aP−1(o) = aΓ(R2), part of the
desired result.
For v ∈ Γ (R2), we have Pxv, Pxyv,Rv ∈ Γ (R2) since
R2 commutes with Px, Pxy. Let Go denote the subgroup
generated by Px, Pxy, which is the same as the subgroup
fixing the origin o. Let Gov be the orbit of v under Go
and Gv = {g ∈ G|gv = v}. Then Gov ⊆ Γ
(
R2
)
and
Gv is a subgroup of Go. Because |Go| = 8 and R2v =
v, we have |Gov| = |Go/Gv| = 1, 2, 4. Now with the
assumption that there is no spin-orbital coupling, then
av = aPxv = aPxyv = aRv and hence aGov = 1 unless
|Gov| = 1. Therefore, σmpxpxy = aΓ(R2) = aΓ(Px,Pxy).
h0
h1
h2
h3
t0
t1
t2
t3
o
FIG. 8. The calculation of σmpxpxy. Put an m parti-
cle at point h0, let hj = R
j (h0) , j = 1, 2, 3, let t0 ∈
W¯ connecting h0 to h1 and tj = R
jt0. Then we have
UmPxU
m
Pxy (h0) = f
m
0 L
m
t0 with f
m
0 ∈ {±1} and U
m
PxU
m
Pxy (hj) =
Lmt0···tj−1U
m
PxU
m
Pxy (h0)R
(
Lmt0···tj−1
)
for j = 1, 2, 3. With
some calculation,
(
UmPxU
m
Pxy
)4
(h0) = L
m
t with t = t0t1t2t3.
Thus, σepxpxy = aVt . If P (v) is enclosed by t with R
2v 6= v,
then v, Rv, R2v, R3v are four different vertices enclosed by
t such as the grey vertices shown here. Since
∏3
i=0 aRiv = 1,
we have σepxpxy = aVt = aP−1(o) = aΓ(R2). The above state-
ments are also true in the cases with spin-orbital coupling
using the gauge choice described in Appendix D2. In the
case without spin-orbital coupling, since av = aPxv = aPxyv,
we have σmpxpxy = aΓ(Px,Pxy).
Lemma 2. Let P˜x = TxPx and σ
a
p˜xpxy =
(
Ua
P˜x
UaPxy
)4
for a = e,m. Then we have σap˜xpxy = σ
a
pxpxyσ
a
txty, for
a = e,m.
Proof. Since Ua
P˜x
= ±UaTxUaPx , we have
(
Ua
P˜x
UaPxy
)4
=(
UaTxU
a
Px
UPxy
)4
. It is then straightforward to bring the
UaTx operators to the left side of this product, using the
relations of Eqs. (39-44), and the result follows.
Remark. This lemma is valid even with spin-orbital cou-
pling allowed.
Lemma 3. For any model in TC0(G), we have
σmpxpxyσ
m
txty = aP−1(o˜) = aΓ(Pxy,TxPx), where o˜ =
(
1
2 ,
1
2
)
.
Proof. Repeat the proof to Lemma 1, replacing Px →
P˜x = TxPx, o → o˜ =
(
1
2 ,
1
2
)
, and σmpxpxy →
σmp˜xpxy, obtaining the result σ
m
p˜xpxy = aP−1(o˜) =
a
Γ(P˜x,Pxy). The desired result then follows immediately
from Lemma 2.
Lemma 4. For any model in TC0(G), we have
σmpxpxyσ
m
typx = aP−1((0, 12 ))
= aΓ(Px,TyPy).
Proof. As shown in Fig. 9, pick a hole h0 near the y-axis,
let h1 = Pxh0, h2 = Tyh0, h3 = Tyh1. Draw a cut t0
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connecting h0, h1 and a cut t1 joining h0 and h2. Let
t2 = Pxt1, t3 = Tyt0 and t = t0t1t3t2. The cuts, some
of which may contain no edges, are chosen so that t is
simple. We choose h0 and t such that all vertices enclosed
by t are located on the y-axis and no vertex located above(
0, 12
)
is enclosed by t.
We choose UmPx (h0) = Lmt0 , UmTy (h0) = Lmt1 , then fol-
lowing Appendix C we can choose
UmTy (h1) = Lmt0Lmt1 Ty(Lmt0 ),
UmPx (h2) = Lmt1Lmt0 Px(Lmt1 ).
These results can be used to evaluate the product
UmTyU
m
Px
(
UmTy
)−1 (
UmPx
)−1
acting on am particle initially
located at h3. We obtain
σmtypx = Lmt0Lmt1Ty
(Lmt0)Px (Lmt1) . (D5)
So far we have not assumed the absence of spin-
orbit coupling. Now making this assumption, we have
Px
(Lmt1) = Lmt2 and Ty (Lmt0) = Lmt3 . Thus, σmtypx =
Lmt = aVt . If v ∈ Vt and P (v) 6= o,
(
0, 12
)
, then
v, Pyv are two different vertices in Vt by construction.
Since av = aPyv, their product does not contribute to
aVt . So σ
m
typx = aP−1(o)aP−1((0, 12 ))
. Lemma 1 says
σmpxpxy = aP−1(o). Thus, σ
m
pxpxyσ
m
typx = aP−1((0, 12 ))
,
part of the result to be shown.
Let κ =
(
0, 12
)
, Gκ = {g ∈ G|gκ = κ} and Gκv the
orbit of v under Gκ. Then Gκv ⊆ P−1 (κ) if P (v) = κ,
and Gκ is generated by Px, TyPy. In addition, |Gκ| = 4
and hence |Gκv| = 1, 2, 4. Since av′ = av for v′ ∈ Gκv,
we have aGκv = 1 unless |Gκv| = 1. Thus, σmpxpxyσmtypx =
aP−1(κ) = aΓ(Px,TyPy).
Lemma 5. For any model in TC0(G), we have σ
m
px =
σmpxy = σ
m
txpx = 1.
Proof. Given a hole h0, let h1 = gh0, where g = Px, Pxy,
or TxPx. We can always draw a simple cut joining h0
to h1 so that gt = t. We choose U
m
g (h0) = Lmt , and by
Appendix C we can choose
Umg (h1) = Lmt Lmt g (Lmt ) = Lmt ,
where we used the assumption of no spin-orbit coupling.
Then Umg (h1)U
m
g (h0) = 1. We place a m particle at h0,
and compute (Umg )
2 acting on this m particle, finding
(Umg )
2(h0) = U
m
g (h1)U
m
g (h0) = 1. Thus, σ
m
px = σ
m
pxy =
σmtxpx = 1.
Lemma 6. Suppose g ∈ G such that g2 = 1 and there is
v ∈ V such that gv = v. Then (Ueg )2 = 1.
Proof. Because gv = v, we have Ueg (v) = 1 or −1. So(
Ueg
)2
(v) =
(
Ueg (v)
)2
= 1.
Therefore,
(
Ueg
)2
= 1.
o
h0 h1
h3h2
t0
t1 t2
t3
h5h4
FIG. 9. Illustration of the calculation of σmtypx in Lemmas 4
and 13. Solid squares denote the locations of holes h ∈ H ,
which are chosen so that h0 is arbitrary (but near the y-
axis), and h1 = Pxh0, h2 = Tyh0, h3 = Tyh1, h4 = Pyh0,
h5 = Pyh1. h4 and h5 are not used in Lemma 4. Cuts are
represented by solid lines, and h˜0h1 denotes, for example,
a cut joining h0 to h1. The cuts t0 = h˜0h1, t1 = h˜0h2,
t2 = h˜1h3, and t3 = h˜2h3 are labeled, and are chosen to have
properties described in the text. The points o = (0, 0) and
κ = (0, 1
2
) are shown.
Remark. This lemma is valid even with spin-orbital cou-
pling allowed.
Theorem 1. The TC symmetry classes in A, B, C, M,
M1, M2 and M3 are not realizable in TC0(G), where
A =
{
σepxpxy = σ
m
pxpxy = −1
}
,
B =
{
σepxpxyσ
e
txty = σ
m
pxpxyσ
m
txty = −1
}
,
C =
{
σepxpxyσ
e
typx = σ
m
pxpxyσ
m
typx = −1
}
,
M =
{
σmpx = −1 ∨ σmpxy = −1 ∨ σmtxpx = −1
}
,
M1 =
{
σmpxpxy = −1 ∧
(
σepx = −1 ∨ σepxy = −1
)}
,
M2 =
{
σmpxpxyσ
m
txty = −1 ∧
(
σepxy = −1 ∨ σetxpx = −1
)}
,
M3 =
{
σmpxpxyσ
m
typx = −1 ∧
(
σepx = −1 ∨ σetxpx = −1
)}
.
Here ∧, ∨ are the logical symbols for “and” and “or”
respectively.
This leaves 95 TC symmetry classes not ruled out
by the above constraints, corresponding to 82 symmetry
classes under e↔ m relabeling. In addition, all these 95
TC symmetry classes are realized by models in TC0(G).
Proof. The unrealizability of M is a restatement of
Lemma 5.
To prove the unrealizability of A and M1, suppose
σmpxpxy = −1, then Lemma 1 implies that there is v ∈
V fixed under Px, Pxy and hence fixed under R. So
σepxpxy = σ
e
px = σ
e
pxy = 1 by Lemma 6 and hence the TC
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symmetry classes in A and M1 are unrealizable. The un-
realizability of B and M2 follows from an almost identical
argument, using Lemma 3 and Lemma 6.
To prove the unrealizability of C and M3, suppose
σmpxpxyσ
m
typx = −1. Then Lemma 4 implies there exists
v0 ∈ V fixed under Px, TyPy. It follows that Pxyv0 is
a vertex fixed under TxPx. Therefore, σ
e
px = σ
e
txpx = 1
by Lemma 6. So the TC symmetry classes in M3 are not
realizable in TC0(G). Further, for the unrealizability of
C, let vj = R
jv0 for j = 1, 2, 3, pick s0 ∈ W joining
v0 to v1, and let sj = R
js0 for j = 1, 2, 3. We choose
UePx (v0) = 1, U
e
R (v0) = Les0 and UeTy (v2) = Les0s1 . Using
Appendix C, we have UeR (vj) = Lesj for j = 1, 2, 3, and
UePx (v2) = Les0s1Px(s1s0). Thus,
σepxpxy = (U
e
R)
4
(v0) = Les0s1s2s3 ,
σetypx = U
e
TyU
e
Px
(
UeTy
)−1 (
UePx
)−1
(v2) = Les0s1Px(s1s0).
Therefore,
σetypxσ
e
pxpxy = Les0s1Px(s1s0)Les0s1s2s3
= Les2Pxs1Les3Pxs0
= Les2Pxs1R
(Les2Pxs1) = 1,
where the last equality holds because s2Pxs1 (and hence
also s3Pxs0) is a closed path. In short, σ
m
typxσ
m
pxpxy = −1
implies σetypxσ
e
pxpxy = 1. So the TC symmetry classes in
C are not realizable in TC0(G).
The statements about counting and realization of sym-
metry classes are proved in Sec. VIB.
2. Toric codes with spin-orbit coupling
We now allow for spin-orbit coupling and consider
models in the family TC(G). We prove the following
Theorem, which was also stated in Sec. VIC:
Theorem 2. The TC symmetry classes in P1, P2, P3,
A, B and C′ are not realizable in TC (G), where
P1 =
{
σepx = σ
m
px = −1
}
,
P2 =
{
σepxy = σ
m
pxy = −1
}
,
P3 =
{
σetxpx = σ
m
txpx = −1
}
,
A =
{
σepxpxy = σ
m
pxpxy = −1
}
,
B =
{
σepxpxyσ
e
txty = σ
m
pxpxyσ
m
txty = −1
}
,
C
′ =
{
σepx = σ
e
txpx = σ
e
pxpxyσ
e
typx = σ
m
pxpxyσ
m
typx = −1
}
.
This leaves 945 TC symmetry classes not ruled out
by the above constraints, corresponding to 487 symmetry
classes under e↔ m relabeling. In addition, all these 945
TC symmetry classes are realized by models in TC(G).
The unrealizability in TC(G) of the above TC symme-
try classes is proved below in this Appendix. Appendix E
describes the counting of TC symmetry classes not ruled
out by the Theorem, and gives explicit examples of mod-
els for these classes.
Lemma 7. If g2 = 1, then cµℓ (g) = c
µ
gℓ (g) , ∀ℓ ∈ E.
Proof. By Eq. (26), if g2 = 1, then for all ℓ ∈ E
cµℓ (g) c
µ
gℓ (g) = c
µ
ℓ
(
g2
)
= cµℓ (1) = 1.
Hence cµℓ (g) = c
µ
gℓ (g).
As discussed in Sec. IV, we can redefine the local axes
for each spin such that cµℓ (T ) = 1, for T ∈ G any trans-
lation. We always work in such a gauge.
Lemma 8. For any translations T, T1, T2 ∈ G, and for
all ℓ ∈ E, g ∈ G, we have cµTℓ (T1gT2) = cx,zµ (g).
Proof. We have
cµTℓ (T1gT2) = c
µ
ℓ (T ) c
µ
Tℓ (T1gT2) = c
µ
ℓ (T1gT2T )
= cµℓ (T
′g) = cµℓ (g) c
µ
gℓ (T
′) = cµℓ (g) .
Here, we have used the fact that there is a translation
T ′ ∈ G such that T1gT2T = T ′g, which follows from the
fact that translations are a normal subgroup of G (so, in
particular, g−1T1g is a translation).
To proceed, we need to consider further gauge fix-
ing of cz,xℓ (g) by choosing the local frame of spins. By
Lemma 8, it is sufficient to restrict to g ∈ Go, where
Go = {g ∈ G|go = o} with o = (0, 0) the origin. Let ℓ be
the orbit of some ℓ ∈ E under translations. By Lemma 8,
we can write cµ
ℓ
(g) = cµℓ (g), for all g ∈ Go. Gauge trans-
formations γµℓ that are constant on translation orbits ℓ
do not affect the choice cµℓ (T ) = 1 for translations T .
Therefore, it is natural to think of the allowed gauge
transformations as functions of ℓ, and write γµ
ℓ
instead
of γµℓ . The gauge transformation Eq. (27) then becomes
cµ
ℓ
(g)→ γµ
ℓ
γµgℓc
µ
ℓ
(g). (D6)
Now, consider some fixed translation orbit ℓ0. Let GoR
be the rotation subgroup of Go. Denote the orbit of ℓ0
under Go by Goℓ0, and the orbit of ℓ0 under rotations
by GoRℓ0. Then |GoRℓ0| = 4, 2, 1 and |Goℓ0| = 8, 4, 2, 1.
We have the following possibilities:
1. |Goℓ0| = 8. In this case, elements ℓ ∈ Goℓ0 are
in one-to-one correspondence with group elements
g ∈ Go. That is, for each ℓ ∈ Goℓ0, we can write
uniquely ℓ = gℓ0 for some g ∈ Go. We make a
gauge transformation by choosing
γµ
ℓ
= γµgℓ0 = c
µ
ℓ0
(g). (D7)
Then, in the transformed gauge, cµ
ℓ0
(g)→ 1 for all
g ∈ Go, by construction. We now consider cµℓ (g)
for arbitrary ℓ ∈ Goℓ0, g ∈ Go, in the transformed
gauge. We can write ℓ = g1ℓ0 for some unique
g1 ∈ Go, and
cµ
ℓ
(g) = cµg1ℓ0(g) = c
µ
g1ℓ0
(g)cµ
ℓ0
(g1)
= cµ
ℓ0
(gg1) = 1.
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Therefore, we are free to choose a gauge where
cµ
ℓ
(g) = 1. In particular, we have shown cµR2ℓ(g) =
cµ
ℓ
(g).
2. |Goℓ0| = 4 and |GoRℓ0| = 4. In this case, ele-
ments ℓ ∈ Goℓ0 = GoRℓ0 are in one-to-one cor-
respondence with gR ∈ GoR. Therefore, the same
argument given in the previous case implies we can
choose a gauge so that cz
ℓ
(gR) = 1 for all ℓ ∈ Goℓ0
and all gR ∈ GoR. Now, for arbitrary g ∈ Go, we
consider
cµR2ℓ(g) = c
µ
R2ℓ(g)c
µ
ℓ
(R2) = cµ
ℓ
(gR2)
= cµ
ℓ
(R2g) = cµ
ℓ
(g)cµgℓ(R
2) = cµ
ℓ
(g).
Therefore, we have also chosen a gauge in this case
where cµR2ℓ(g) = c
µ
ℓ
(g).
3. |GoRℓ0| < 4. In this case, R2ℓ = ℓ for all ℓ ∈ L.
Therefore it holds trivially that cµR2ℓ(g) = c
µ
ℓ
(g).
We have thus shown the following fact, which will be
useful in later calculations:
Lemma 9. It is possible to choose a local spin frame so
that cµR2ℓ (g) = c
µ
ℓ (g), for all ℓ ∈ E and g ∈ G, with
µ = x, z.
To be more concrete, below, we always work in a local
spin frame such that ∀µ = x, z,
cµℓ (T ) = 1, for any translation T, (D8)
cµℓ (g) = 1, ∀g ∈ Go, if |Goℓ| = 8, (D9)
cµℓ (g) = 1, ∀g ∈ GoR, if |GoRℓ| = 4, (D10)
and hence Lemma 9 can be applied.
Proposition 1. No TC symmetry classes in P1, P2 or
P3 are realizable in TC(G).
Proof. We define
Epx0 = {ℓ ∈ E|Pxℓ = ℓ with ends of ℓ fixed} ,
Epx1 = {ℓ ∈ E|Pxℓ = ℓ with ends of ℓ interchanged} .
Then E − (Epx0 ∪ Epx1 ) can be partitioned into pairs
{ℓ, Pxℓ}. Let Epx2 be a set formed by selecting one edge
from each such pair. Now, we put a m particle at h0
and draw a cut t ∈ W¯ joining h0 with h1 = Pxh0 such
that Pxt = t. Then we choose U
m
Px
(h0) = Lmt , and by
Appendix C we may further choose
UePx (h1) = Lmt Lmt Px (Lmt ) = Px (Lmt ) .
Therefore,(
UmPx
)2
(h0) = U
m
Px (h1)U
m
Px (h0) = Px (Lmt )Lmt
=
∏
ℓ∈E
[cxℓ (Px)]
|ℓ∩t| = σmpx.
Since |Pxℓ ∩ t| = |ℓ ∩ Pxt| = |ℓ ∩ t|, we have
σmpx =
∏
ℓ∈Epx
0
∪Epx
1
[cxℓ (Px)]
|ℓ∩t|
∏
ℓ∈Epx
2
[
cxℓ (Px)c
x
Pxℓ(Px)
]|ℓ∩t|
=
∏
ℓ∈Epx
0
[cxℓ (Px)]
|ℓ∩t|
,
where we used the fact that |ℓ ∩ t| is even for ℓ ∈ Epx1 ,
and also cxℓ (Px)c
x
Pxℓ
(Px) = c
x
ℓ (P
2
x ) = c
x
ℓ (1) = 1.
So σmpx = −1 implies that there is ℓ ∈ E such that
Pxℓ = ℓ with its ends fixed, and therefore there is a
vertex v with Pxv = v. Hence σ
e
px = 1 by Lemma 6.
In short, σmpx = −1 implies σepx = 1 and hence P1 is
not realizable in TC(G). The same arguement applies to
P2 and P3.
Lemma 10. In the chosen gauge, for any v ∈ V ,
avaRvaR2vaR3v = 1 and avaPxvaPyvaR2v = 1.
Proof. First we show that avaR2v = aRvaR3v. We have
R (AvAR2v) =
[∏
ℓ∋v
cxℓ (R)
][ ∏
ℓ∋R2v
cxℓ (R)
]
ARvAR3v
=
[∏
ℓ∋v
cxℓ (R)
][∏
ℓ∋v
cxR2ℓ (R)
]
ARvAR3v
= ARvAR3v,
where the last equality follows from Lemma 9. Because
R is a symmetry, this implies avaR2v = aRvaR3v, and
hence avaRvaR2vaR3v = 1.
Similarly,
Px (AvAR2v) =
[∏
ℓ∋v
cxℓ (Px)
][ ∏
ℓ∋R2v
cxℓ (Px)
]
APxvAPyv
=
[∏
ℓ∋v
cxℓ (Px)
][∏
ℓ∋v
cxR2ℓ (Px)
]
APxvAPyv
= APxvAPyv.
Therefore, avaR2v = aPxvaPyv, and hence
avaPxvaPyvaR2v = 1.
Lemma 11. For any model in TC (G), we have σmpxpxy =
aP−1(o) = aΓ(R2), where o = (0, 0).
Proof. We repeat the first paragraph of the proof to
Lemma 1. The last equality in Eq. D4 is no longer obvi-
ous; it still holds because R
(Let0Let2) = R(Let0LeR2t0) =
Let1Let3 , by Lemma 9. In addition, the argument given in
the proof of Lemma 1 that
∏3
i=0 aRiv = 1 for v ∈ Vt (with
P (v) 6= o or R2v 6= v) is no longer correct. Instead, this
fact follows directly from Lemma 10.
Proposition 2. No TC symmetry classes in A are real-
izable in TC(G).
Proof. Suppose that σmpxpxy = −1. Then Lemma 11 tells
us that there exists v such that R2v = v. But then we
can choose UeR2(v) = 1, implying σ
e
pxpxy =
(
UeR2
)2
(v) =
1.
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Lemma 12. For any model in TC (G), we have
σmpxpxyσ
m
txty = aP−1(o˜) = aΓ(TxTyR2), where o˜ =
(
1
2 ,
1
2
)
.
Proof. We repeat the proof of Lemma 11, replacing
Px → P˜x and using Lemma 2. We also use the
fact that (P˜xPxy)
2 = TxTyR
2 It should be noted that
Lemma 9 still holds upon replacing R2 → TxTyR2, by
Lemma 8.
Proposition 3. No TC symmetry classes in B are real-
izable in TC (G).
Proof. This follows by the same argument used to prove
Prop. 2, using Lemma 12 in place of Lemma 11.
Lemma 13. For any model in TC (G), if σepx = σ
e
txpx =
−1, then σmpxpxyσmtypx = aP−1(κ) = aΓ(TyR2), where κ =(
0, 12
)
.
Proof. As shown in Fig. 9, choose h0 ∈ H near the y-
axis, let h1 = Pxh0, h2 = Tyh0, h3 = Tyh1, h4 = Pyh0,
h5 = Pyh1. Draw a simple cut t ∈ W¯ joining h0,
h1, h5, h3, h2, h4, h0 in turn. We denote the part
of t joining two successive holes by, for example, h˜0h1,
and that joining three successive holes by, for example,
h˜0h1h5 = h˜0h1h˜1h5. We let t0 = h˜0h1, t1 = h˜0h4h2,
t2h˜1h5h3 and t3 = h˜2h3. We choose h0 and t such that
any vertices enclosed by t are located on the y-axis, and
no vertex with y-coordinate greater than 1/2 is enclosed
by t. Moreover, t is constructed so that Tyt0 = t3,
Pxt1 = t2, Pyh˜0h4 = h˜0h4, TyPyh˜2h4 = h˜2h4. Then
we have
σmtypx = Lmt0Lmt1Ty
(Lmt0)Px (Lmt1) , (D11)
using the same argument leading to Eq. D5 in the proof
of Lemma 4.
In our chosen gauge, Ty
(Lmt0) = Lmt3 . We now prove
Px
(Lmt1) = Lmt2 by showing Px (Lmh˜0h4) = Lmh˜1h5 and
Px
(
Lm
h˜4h2
)
= Lm
h˜5h3
.
First, to show Px
(
Lm
h˜0h4
)
= Lm
h˜1h5
, let
Epy0 = {ℓ ∈ E|Pyℓ = ℓ with ends of ℓ fixed} ,
Epy1 = {ℓ ∈ E|Pyℓ = ℓ with ends of ℓ interchanged} .
Then E− (Epy0 ∪ Epy1 ) can be divided into pairs {ℓ, Pyℓ}.
Let Epy2 be a set formed by picking one edge from
each such pair. Since
∣∣∣Pyℓ ∩ h˜0h4∣∣∣ = ∣∣∣ℓ ∩ Pyh˜0h4∣∣∣ =∣∣∣ℓ ∩ h˜0h4∣∣∣, we have
Lm
h˜0h4
=
∏
ℓ∈Epy
0
∪Epy
1
(σxℓ )
∣∣∣ℓ∩h˜0h4
∣∣∣ ∏
ℓ∈Epy
2
(
σxℓ σ
x
Pyℓ
)∣∣∣ℓ∩h˜0h4∣∣∣
.
We notice σepx = −1 implies there is no v such that Pxv =
v, by Lemma 6. Hence there is no v such that Pyv = v;
otherwise Pxyv is fixed under Px. Thus, E
py
0 is empty.
In addition,
∣∣∣ℓ ∩ h˜0h4∣∣∣ is even for ℓ ∈ Epy1 . Finally,
cxℓ (Px) c
x
Pyℓ (Px) = c
x
ℓ (Px) c
x
R2Pyℓ
(Px)
= cxℓ (Px) c
x
Pxℓ (Px) = c
x
ℓ
(
P 2x
)
= cxℓ (1) = 1, (D12)
so we have
Px
(
Lm
h˜0h4
)
= Lm
h˜1h5
.
Similarly, to show Px
(
Lm
h˜4h2
)
= Lm
h˜5h3
, let
Etypy0 = {ℓ ∈ E|TyPyℓ = ℓ with ends of ℓ fixed} ,
Etypy1 = {ℓ ∈ E|Pyℓ = ℓ with ends of ℓ interchanged} .
Then E − (Etypy0 ∪ Etypy1 ) can be divided into pairs
{ℓ, TyPyℓ}. Let Etypy2 be a set formed by choosing one
edge from each such pair, and let Etypy01 = E
typy
0 ∪Etypy1 .
Then,
Lm
h˜4h2
=
∏
ℓ∈Etypy
01
(σxℓ )
∣∣∣ℓ∩h˜4h2
∣∣∣ ∏
ℓ∈Etypy
2
(
σxℓ σ
x
TyPyℓ
)∣∣∣ℓ∩h˜4h2∣∣∣
.
We notice σetxpx = −1 implies there is no v such that
TxPxv = v, by Lemma 6. Hence there is no v such that
TyPyv = v; otherwise Pxyv is fixed under TxPx. Thus,
Etypy0 is empty. In addition,
∣∣∣l ∩ h˜4h2∣∣∣ is even for l ∈
Etypy1 . Finally,
cxℓ (Px)c
x
TyPyℓ(Px) = c
x
ℓ (Px)c
x
Pyℓ(Px) = 1,
where the last equality was shown in Eq. (D12). There-
fore, we have
Px
(
Lm
h˜4h2
)
= Lm
h˜5h3
.
Therefore, Px
(Lmt1) = Lmt2 , and hence σmtypx = Lmt =
aVt . For v ∈ Vt, if P (v) 6= o, κ, then v, Pxv, Pyv,
PxPyv are four different vertices in Vt. This holds be-
cause σepx = −1 requires v 6= Pxv and Pyv 6= PxPyv.
Since avaPxvaPyvaPxPyv = 1 by Lemma 10, we have
σmtypx = aVt = aP−1(o)aP−1(κ). Hence, using Lemma 11,
σmpxpxyσ
m
typx = aP−1(κ).
Further, if v ∈ P−1 (κ) but TyR2v 6= v, then v, Pxv,
TyPyv and PxTyPyv are distinct vertices in P
−1 (κ);
σepx = −1 requires that v 6= Pxv and σetxpx = −1 re-
quires that v 6= TyPyv. Using Lemma 10, and the fact
that aTv = av for any translation T , we have
avaPxvaTyPyvaPxTyPyv = avaPxvaPyvaPxPyv = 1.
This implies that only those vertices v ∈ P−1(κ) sat-
isfying v = TyR
2v give non-trivial contributions to
σmpxpxyσ
m
typx, and we have shown
σmpxpxyσ
m
typx = aP−1(κ) = aΓ(TyR2).
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Lemma 14. If σepx = σ
e
txpx = σ
m
pxpxyσ
m
typx = −1, then
there exists v ∈ V and s = l1l2 · · · lq ∈ W connecting v,
v′ = Pxv such that TyR
2v = v and TyR
2l = l with ends
fixed for each edge l in s.
Proof. By Lemma 13, σmpxpxyσ
m
typx = −1 implies
Γ
(
TyR
2
)
is non-empty. In addition, σepx = −1 im-
plies that there is no v ∈ V such that Pxv =
v. Let J =
{
v ∈ Γ (TyR2) |avaPxv = −1}. Then
J = {v1, v′1, v2, v′2, · · · , vn, v′n} with v′i = Pxvi for
i = 1, 2, · · · , n. Here n must be odd, since −1 =
σmpxpxyσ
m
typx = aΓ(TyR2) = aJ = (−1)n. In addition,
v′i = TyPyvi, because v
′
i = Pxvi = PxTyR
2vi = TyPyvi.
We consider the graph G0 = (Y,E0), where
E0 =
{
ℓ ∈ E|TyR2ℓ = ℓ with ends fixed, cxℓ (Px) = −1
}
,
Y = Γ
(
TyR
2
)
.
Let Ev0 = {ℓ ∈ E0|ℓ ∋ v}. Now we show that in G0, the
degree of each vertex v ∈ J is odd, while the degree of
v ∈ Y −J is even. That is, |Ev0 | is odd for v ∈ J and |Ev0 |
is even for v ∈ Y − J . To show this, we consider v ∈ Y
and notice the following partition
star (v) =
[
∪j
{
ℓj, TyR
2ℓj
} ] ∪ starTyR2 (v) ,
where star (v) = {ℓ ∈ E|ℓ ∋ v}, j labels all distinct pairs{
ℓj , TyR
2ℓj
}
for ℓj ∈ star(v) with ℓj 6= TyR2ℓj, and
starTyR2 (v) =
{
ℓ ∈ star (v) |TyR2ℓ = ℓ
}
. Then we have
Px (Av) = Px
 ∏
ℓ∈star(v)
σxℓ

=
∏
ℓ∈star
TyR
2(v)
cxℓ (Px)
∏
j
(
cxℓj (Px) c
x
TyR2ℓj
(Px)
)
APxv
=
 ∏
ℓ∈star
TyR
2 (v)
cxℓ (Px)
APxv
= (−1)|Ev0 |APxv,
where we used the fact that cxTyR2ℓ(Px) = c
x
R2ℓ(Px) =
cxℓ (Px). It follows that avaPxv = (−1)|E
v
0
|
. So |Ev0 | is odd
for v ∈ J and |Ev0 | is even for v ∈ Y − J .
Now we claim that there exists v ∈ J and a path s =
ℓ1ℓ2 · · · ℓq in G0 connecting v with Pxv, which is a more
detailed version of the result to be shown. We prove this
claim by contradiction, and assume there is no v ∈ J such
that v and Pxv are in the same connected component of
G0. Then, without loss of generality, we relabel pairs
vi ↔ v′i, so that each component has empty intersection
with at least one of the sets {v1, . . . , vn} or {v′1, . . . , v′n}.
Since n is odd, there must then be at least one component
of G0 containing an odd number of vertices in J . This is a
contradiction, since the number of vertices of odd degree
is even in any graph.
Proposition 4. No TC symmetry classes in C′ are re-
alizable in TC(G).
Proof. Assume σepx = σ
e
txpx = σ
m
pxpxyσ
m
typx = −1.
Lemma 14 tells us that there exists v ∈ V and sκ ∈ W
connecting v, v′ = Pxv such that TyR
2v = v and
TyR
2sκ = sκ, where the subscript κ indicates that sκ
connects vertices with P (v) = P (v′) = κ ≡ (0, 12).
Choose s ∈ W joining Pxv to Rv. Let vj = Rjv,
v′j = R
jPxv for j = 1, 2, 3.
In order to compute σepxpxy, we follow Appendix C to
choose
UeR (v) = Lesκs,
UeR (v1) = LesκsLesκsR
(Lesκs) ,
UeR (v2) = LesκsR(sκs)LesκsR
(
LesκsR(sκs)
)
,
UeR (v3) = LesκsR(sκs)R2(sκs)LesκsR
(
LesκsR(sκs)R2(sκs)
)
.
We have
σepxpxy = (U
e
R)
4(v) = LesκsR2(sκs)R(LesκsR2(sκs)).
Noticing R
(
LesκsLeR2(sκs)
)
= LeR(sκs)LeR3(sκs) by
Lemma 9, we then have
σepxpxy = LesκsR(sκs)R2(sκs)R3(sκs).
To calculate σetypx, we choose
UePx (v2) = LeT−1y sκ = L
e
R2sκ
,
UeTy (v2) = LesκsR(sκs).
Following Appendix C, we further choose
UePx (v) = LesκsR(sκs)LeR2sκPx
(
LesκsR(sκs)
)
,
UeTy (v
′
2) = LeR2sκLesκsR(sκs)Ty
(LeR2sκ)
LeR2sκLesκsR(sκs)Lesκ .
Thus,
σetypx = U
e
TyU
e
Px
(
UeTy
)−1 (
UePx
)−1
(v′)
= UeTy (v
′
2)U
e
Px (v2)
(
UeTy (v2)
)−1 (
UePx (v)
)−1
= LesκsR(sκs)LeR2sκPx
(
LesκsR(sκs)
)
Lesκ .
Finally, we have
σepxpxyσ
e
typx = LeR2(s)R3(sκs)LesκPx
(
LesκsR(sκs)
)
. (D13)
This can be simplified, first noting that UePx(v
′) =
LesκUePx(v)Px(Lesκ ), and therefore
− 1 = σepx = UePx(v)UePx(v′) = LesκPx
(Lesκ) . (D14)
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In addition, we have TxPxv3 = v
′
3, so we choose
UeTxPx(v3) = LeR3sκ
UeTxPx(v3) = LeR3sκUeTxPx(v3)(TxPx)(LeR3sκ)
= LeR3sκUeTxPx(v3)Px(LeRsκ ).
Therefore,
− 1 = σetxpx = UeTxPx(v3)UeTxPx(v′3) = LeR3sκPx(LeRsκ ).
(D15)
Substituting Eqs. (D14) and D15) into Eq. (D13), we
have
σepxpxyσ
e
typx
= czs (Px) c
z
Rs (Px)LeR2sLeR3sLePxsLePxRs
= czs (Px) c
z
Rs (Px) c
z
PxsR3s
(
R−1
)LePxsR3sR−1 (LePxsR3s)
= czs (Px) c
z
Rs (Px) c
z
PxsR3s
(
R−1
)
,
where in the last line we used the fact that PxsR
3s is a
closed path. Since czs1s2(g) = c
z
s1(g)c
z
s2(g), we have
σepxpxyσ
e
typx = c
z
s (Px) c
z
Rs (Px) c
z
PxsR3s
(
R−1
)
= czs (Px) c
z
Pxs(R
−1)czRs (Px) c
z
R3s
(
R−1
)
.
To simplify this further, we make repeated use of
Eq. (26). First, we note that
czs (Px) c
z
Pxs(R
−1) = czs(Pxy),
and so
σepxpxyσ
e
typx = c
z
s(Pxy)c
z
Rs (Px) c
z
R3s
(
R−1
)
. (D16)
Next, czPxys(Px)c
z
Rs(Px) = c
z
Pxys
(P 2x ) = 1, and so
czRs(Px) = c
z
Pxys(Px).. (D17)
Moreover, czR2s(R)c
z
R3s(R
−1) = czR3s(R
−1R) = 1, so
czR3s(R
−1) = czR2s(R). (D18)
Substituting Eqs. (D17, D18) into Eq. (D16), we have
σepxpxyσ
e
typx = c
z
s(Pxy)c
z
Pxys(Px)c
z
R2s(R)
= czs(R)c
z
R2s(R) = 1,
where the last equality follows from Lemma 9.
In short, σepx = σ
e
txpx = σ
m
pxpxyσ
m
typx = −1 implies
σepxpxyσ
e
typx = 1. Therefore, no TC symmetry classes in
C
′ are realizable.
Appendix E: Models in TC (G)
To complete the proof of Theorem 2, we need to give
explicit models in TC (G) for the TC symmetry classes
that are not excluded by the theorem. These models are
summarized in Fig. 11, Fig. 12 and Fig. 13. In some of the
models, we use lattices with stacking of vertices and/or
edges; that is, there can be distinct edges or vertices with
the same image under P. We use single solid lines and
points to present edges and vertices that do not stack,
while the meaning of other line and point types used is
illustrated in Fig. 10. We use different letters l, ǫ, ι, ξ,
ζ to label edges with different direction, as illustrated
in Fig. 10. In particular, l labels vertical edges, and ǫ
horizontal edges, with ξ and ζ indicating diagonal edges.
The symbol ι is reserved for edges that project to a single
point under P.
Following this discussion, it is easy but tedious to verify
that all TC symmetry classes not excluded by Theorem 2
are realized by the models in Fig. 11, Fig. 12 and Fig. 13.
Finally, let’s compute the total number of realizable
symmetry classes. Let D = P1 ∪ P2 ∪ P3 ∪ A ∪ B be a
subset of unrealizable TC symmetry classes, and let T
be the set of all TC symmetry classes. From the form
Eq. (72) and the definition of D, it is apparent that
|T− D| = 35 × 4 = 972.
The TC symmetry classes in C′ − C′ ∩ D are of the form
σepx σ
m
px
σepxy σ
m
pxy
σetxpx σ
m
txpx
σepxpxy σ
m
pxpxy
σetxtyσ
e
pxpxy σ
m
txtyσ
m
pxpxy
σepxpxyσ
e
typx σ
m
pxpxyσ
m
typx

=

−1 1
 
−1 1
 
 
−1 −1

,
with classes in P2,A,B excluded, so |C− C′ ∩D| = 33 =
27. Thus, the total number of TC symmetry classes re-
alizable in TC (G) is |(T− D)− (C′ − C′ ∩D)| = 972 −
27 = 945.
To count realizable symmetry classes (as opposed to
TC symmetry classes), we first count the number of sym-
metry classes obtained from T − D. Under e ↔ m rela-
beling, every TC symmetry class in T − D either goes
into itself, or goes into another TC symmetry class in
T−D. It is easy to see that only 2 TC symmetry classes
in T − D are invariant under e ↔ m relabeling, so the
number of distinct symmetry classes obtained from T−D
is 12 (972− 2) + 2 = 487.
Now consider a TC symmetry class in C−C′∩D. Under
e↔ m, we obtain a TC symmetry class not contained in
C−C′∩D, but which is contained in T−D. Therefore the
resulting TC symmetry class is realizable. This means
that removing C−C′ ∩D from T−D does not reduce the
number of symmetry classes, even though the number of
TC symmetry classes is reduced. The total number of
realizable symmetry classes is thus 487. This completes
the proof of Theorem 2.
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FIG. 10. (Color online) Depiction of the graphical notation used to represent stacking of vertices and edges. The first row
shows the connectivity of vertices and edges, and the second row gives the corresponding two-dimensional presentation. It is
convenient to imagine the graph of the lattice as first being embedded in three-dimensional space, and then projected into
the two-dimensional plane. When these structures are present, we always assume top edges (blue online) are transformed to
bottom edges (red online) under improper space group operations (i.e. reflections), while translations do not swap edges with
different colors. Edges parallel to the x-axis, y-axis, z-axis are labeled by symbols ǫ, l, ι, respectively. We use ζ and ξ to label
diagonal edges. For a diagonal edge, we can associate a unit vector eˆ running along the direction of the edge, always choosing
eˆx > 0. Then ζ (ξ) is used to label edges with eˆy > 0 (eˆy < 0). Panels (a,d). This configuration is only used in Fig. 11c. The
two stacking vertices (blue and red online) together with edge ι1 connecting them are projected into a point, presented as a
ring (blue and red online). Edges ǫ2, l3 pass through the ring but do not end on it. The triple-stacking edges are presented as
double lines. Panels (b,e). A configuration with double-stacking vertices and no stacking edges. We use a darker point (blue
online) to represent the upper vertex, and a lighter ring (red online) to represent the lower vertex. The edges linked to the
upper vertex are darker (blue online) and the edges linked to the lower vertex are lighter (red online). Panels (c,f). A situation
with double-stacking vertices and edges. The vertices are represented as in (b,e). The lower edge is represented by a lighter
double line (red online), and the upper edge is a single darker line (blue online) drawn in the center of the double line.
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)
FIG. 11. (Color online) TC (G) models (Part I). The shaded square is a unit cell and the TC symmetry classes are calculated
with the origin o at the center of the shaded square. Below each lattice is the corresponding TC symmetry class in the form (72).
The edges are labeled by different letters according to their directions as described in the text and in Fig. 10. Edges that map
to a single point under P are labeled by ιo, ιo˜, ικ, ικ˜ with the subscript indicating their position, and o˜ =
(
1
2
, 1
2
)
, κ =
(
0, 1
2
)
,
κ˜ =
(
1
2
, 0
)
, in units such that the size of the unit cell is 1× 1. For short, we define αi = c
x
εi
(Px), βi = c
x
εi
(Pxy), γi = c
z
εi
(Px)
and δi = c
z
εi (Pxy), where ε = l, ǫ, ξ, ζ, ι stands for a generic edge. In addition, er = aP−1(r), and b is the eigenvalue of Bp for
the plaquette (here meaning smallest cycle) p within which b is written. The values of er and b are well-defined with respect
to any local spin frame system satisfying Eqs. (D8-D10).
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)
FIG. 12. (Color online) TC (G) models (Part II). The shaded square is a unit cell and the TC symmetry classes are calculated
with the origin o at the center of the shaded square. Below each lattice is the corresponding TC symmetry class in the form (72).
The edges are labeled by different letters according to their directions as described in the text and in Fig. 10. Edges that map
to a single point under P are labeled by ιo, ιo˜, ικ, ικ˜ with the subscript indicating their position, and o˜ =
(
1
2
, 1
2
)
, κ =
(
0, 1
2
)
,
κ˜ =
(
1
2
, 0
)
, in units such that the size of the unit cell is 1× 1. For short, we define αi = c
x
εi
(Px), βi = c
x
εi
(Pxy), γi = c
z
εi
(Px)
and δi = c
z
εi (Pxy), where ε = l, ǫ, ξ, ζ, ι stands for a generic edge. In addition, er = aP−1(r), and b is the eigenvalue of Bp
for the plaquette (here meaning smallest cycle) p within which b is written. In panel (l), b is the eigenvalue of Bp for the top
plaquette. The values of er and b are well-defined with respect to any local spin frame system satisfying Eqs. (D8-D10).
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FIG. 13. (Color online) TC (G) models (Part III). The shaded square is a unit cell and the TC symmetry classes are calculated
with the origin o at the center of the shaded square. Below each lattice is the corresponding TC symmetry class in the form
(72). The edges are labeled by different letters according to their directions as described in the text and in Fig. 10. Edges
that map to a single point under P are labeled by ιo, ιo˜, ικ, ικ˜ with the subscript indicating their position, and o˜ =
(
1
2
, 1
2
)
,
κ =
(
0, 1
2
)
, κ˜ =
(
1
2
, 0
)
, in units such that the size of the unit cell is 1 × 1. For short, we define αi = c
x
εi (Px), βi = c
x
εi (Pxy),
γi = c
z
εi (Px) and δi = c
z
εi (Pxy), where ε = l, ǫ, ξ, ζ, ι stands for a generic edge. In addition, er = aP−1(r), and b (or bi) is
the eigenvalue of Bp for the plaquette (here meaning smallest cycle) p within which b (or bi) is written. In panels (w) and
(x), b1 and b are the eigenvalues of Bp for the top plaquettes. The values of er and b (or bi) are well-defined with respect
to any local spin frame system satisfying Eqs. (D8-D10) except in (w), where a further gauge fixing is needed and we require
czl1 (Pxy) = c
z
l′
1
(Pxy) = c
z
l2
(Px) = 1.
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m
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∏
v Av = 1, which implies K
e
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vK
e
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∏
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m
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