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Abstract
Vacancies in quantum crystals are delocalized and can be considered as quasiparticles (vacancions)
with band-energy structure. The delocalization of a vacancy reduces the energy of the system by a
half vacancion bandwidth. However, this requires a good periodical structure around it. As a result a
crystalline cluster is created. It is shown that such a cluster in phase-separated 3He− 4He solid solutions
with small concentration of 4He consists of 4He impurity atoms (vacancy-impurity cluster), not of host
atoms with oriented spins (magnetic vacancy). The clusters created may have different structure in





The main property of the quantum crystals is the relatively large amplitude of zero-point vibrations of
their atoms. This means that the wave functions of nearest atoms overlap and a nonzero probability of
tunnel transitions appears. A quantum state with a fixed position of a point defect (vacancy, impurity)
in such a system cannot be a ground state. In an infinite and periodic structure it is degenerate with
respect to the occupied lattice site. As a result the defect delocalizes and turns into a quasiparticle
(defecton, impuriton, vacancion) which is characterized by its quasimomentum and dispersion law. The
lowest energy of a system with a delocalized defect (the band bottom) lies lower with respect to the
energy with a localized defect by a half bandwidth, ∆/2. In helium crystals with largest molar volumes
the vacancion bandwidth ∆ is of the order of several degrees and may be comparable with the activation
energy for an isolated vacancy. Therefore, the energy reduction is sufficient. In contrast, the bandwidth of
impuritons is 104 times less [1]. The situation described is typical of pure crystals and is closely dependent
on the identity of lattice cites in an infinite periodic structure. The theoretical predictions [2, 3] were
well confirmed by the experiments for 4He crystals. As pointed out by Andreev [4] the situation in 3He
is different because in a paramagnetic state atoms with different spin orientation are not equivalent. He
supposed that the vacancy could be delocalized if the spins around it are ordered ferromagnetically thus
creating magnetic vacancy. The situation is analogous to that of electron fluctuon states [5]. According
to Chaddah [6] the lowest energy should be reached in another magnetic configuration. We shall not
discuss these works here in detail because the magnetic effect mentioned has not been confirmed yet and
concerns pure helium, not solid mixtures. The point is that the vacancy behavior is different in 4He and
3He crystals.
Another kind of effects of vacancions on the crystal lattice structure in solid solutions were predicted
by this author [7–10]. It was shown that in the presence of impurities, a vacancy cleans the surrounding
region - rid effect [7] or removal effect. Another effect is the vacancy induced local phase transition (see
below). More complicated effects were discussed in Ref. 10.
In this paper we consider b.c.c. 3He with a small fraction of 4He atoms near phase separation. At first
glance, a delocalized vacancy should have a ferromagnetic vacancy structure proposed by Andreev [4]. We
show, however, that vacancies ’prefer’ to attract 4He atoms and create vacancy-impurity clusters (VIC)
instead orienting spins of the nearest host atoms, 3He. VIC may have effect on the phase transitions and
transport properties.
The paper is organized as follows. In Sec. II we give some information on quantum vacancies in helium
crystals necessary for further understanding, in Sec. III we consider effects in a rare solid solutions far from
the phase separation transition the removal effect and an effect on impuriton diffusion, in Sec. IV a simple
model for vacancy-impurity clusters in phase separated mixtures is considered, and a comparison with
the experiment is made, in Sec. V a semi-quantitative analysis is given and the local vacancy stimulated
phase transition is considered. Results are discussed in Conclusion.
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II. VACANCION SPECTRUM IN B.C.C. AND H.C.P. 4He
The defecton bandwidth ∆ is proportional to the tunnel probability amplitude A (called sometimes
exchange integral J ; we prefer notation A because of some uncertainty in defining J in the literature -
when writing the corresponding Hamiltonian a factor 2 or 1/2 may appear). In simple lattices ∆ = zA
(z being the number of the nearest neighbors in the lattice). The bandwidth for 3He impuritons was
determined from the diffusion experimental data and for h.c.p. lattice was found to be ∆imp ≈ 10−4 K
[1, 11]. Unfortunately, there is still no reliable experimental data for the vacancy exchange integral.
First theoretical estimations [2, 3, 12] gave A ≈ 1K and this value has been used till now as a good
approximation. The vacancion dispersion law for b.c.c. 4He has the form:










where Φ is the activation energy of a localized vacancy, and k is the quasiwavevector. The bandwidth is
therefore ∆bcc = 8Ab.















































are the basic lattice vectors. This spectrum consists of two branches called conditionally acoustic and
optical. The dispersion law (2) is written in a form which fixes the bottom of the acoustic band at k = 0,
so that ε(0) = ε0 is its lowest level. The bandwidth of the acoustic branch is ∆ac = 7Ah while that of
the optical one is ∆opt = 5Ah. The bottom of the optical branch lies higher by 3Ah. Hence, the total
width of the two partially overlapping branches is δh = 8A. The form of the energy surfaces ε = ε(k) at
different fixed values of kz for h.c.p. structure are given on Figs. 1, 2, 3, 4, 5.
Since we consider low temperatures typical of the phase separation quasiparticles from the acoustic









As to the activation energy ε0 its value varies sufficiently (see e.g. Ref. 14) since there are not direct
measurements. For h.c.p. 4He of largest molar volumes a more or less reliable value is 6K.
The tunneling amplitude as well as the vacancion bandwidth are larger in the b.c.c. phase. This may
have effect on the b.c.c. - h.c.p. phase transition [7–10]. Let us consider pure 4He near the b.c.c. - h.c.p.
phase transition line. The free energy in the two phases is equal. If a vacancy appears in h.c.p. phase the
energy increases by ε0. However, the energy of the same vacancy in b.c.c. phase is lower because of the
larger bandwidth and hence, larger reduction of the activation energy. As a result, a cluster with b.c.c.
structure can appear in the h.c.p. phase (local phase stratification) [7]. This reflects in a hysteresis in
the phase transition and other properties when crossing the phase separation line [15]. We shall turn to
this effect later on.
III. QUANTUM VACANCY FAR FROM PHASE SEPARATION
In this section we consider a simple model of a quantum vacancy appropriate for 4He with a small
concentration x3 of
3He impurities. The presence of impurities brakes the lattice periodicity, so the
vacancy should clean the surrounding region from them. This results in its localization in a region of
radius R (measured in interatomic distances a0 = (Vm/NA)
1/3, Vm and NA being the molar volume
and the Avogadro number, respectively). The lowest energy E0 of a vacancion in such a region can be




2/mR2 = pi2A/R2. (6)
The removal reduces the entropy by an amount of 4/3piR3S with S = x ln(e/x3) being entropy per unit
lattice site. Hence, the change of the free energy is
F = E − TS = Φ−∆/2 + pi2A/R2 + 4
3
piR3TS. (7)

















This result is restricted by the requirement that the free energy be not lower than the bottom of the
vacancion zone, ε0 = Φ − ∆/2, as well as by the obvious condition R > a. The latter is stronger and
reads TS < A. In addition, the energy of the first quantum level (6) must be less than ∆/2. The minimal
value of F is






Hence, the variation of F depends linearly on the number of the lattice sites, V0, in the cleaned region.



















FIG. 1: The acoustic branch of the vacancion dispersion law ε(k) at constant kz = 0 for h.c.p. lattice.
The above consideration does not take into account the change of the entropy outside the cleaned

















where x′ is the impurity concentration in the solution after cleaning. The free energy Fmin becomes then













and one sees that the free energy depends on the number of impurities removed by one vacancy, nx = x
′
3V .
This results also in a decreasing of the equilibrium vacancy concentration, xv , compared to its value in






















In fact, the number of the removed impurities by a vacancy is nx ∼ 2 ÷ 5 and the change of the
concentration δx3/x3 is of the order of several percents. However, this can lead to a decreasing of the
equilibrium vacancy concentration by more than 2 orders of magnitude. For typical values A = 1K,
T = 0.1K and x3 = 1%, one finds from (9) V = 346 lattice sites. The dependence of the number of
atoms in the cleaned region on temperature (at constant x′) corresponding to formulas (9) and (21) are
shown in Fig. 6.
Let us note that the cleaned regions are not clusters. They consist of solvent atoms and do not have
well expressed boundaries, surface energy etc. They have, however effect on the kinetic properties. The
removal effect can be considered as an effective repulsion which prevents impurities and vacancies be












































































FIG. 5: The optical branch of the vacancion dispersion law ε(k) at constant kz = pi for h.c.p. lattice.








FIG. 6: The number of atoms V0 versus temperature at different concentrations. Solid line: x
′ = 1 % eq. (21),
dashed line: x′ = 2 % eq. (21), long-dashed line: x′ = 2 % eq. (9).
even on a small barriers. The corresponding cross-sections are very large [1, 2, 11]. A rough estimation
can be made using R as a measure of the scattering distance. Then, the cross-section is of the order of
σ ∼ piR2 ∼ pi(piA/2Tx3)2/5 ∼ 60 a2 (at T = 100mK). In fact, the cross-section can be smaller, because it
depends on the way the wave function vanishes at distance R and this asymptotic can be smooth. The







If such dependencies could be confirmed experimentally this will be an evidence for a new mechanism of
impuriton-vacancion scattering.
Concluding this section let us emphasis once more that all the consideration was made for concentra-
tions far from the saturation concentration xs. If x
′ > xs then a new phase of impurities appears. The
effect of vacancies will be analyzed in the next section.
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IV. VACANCY-IMPURITY CLUSTERS
A. A simple model
Let us consider a solid solution of 4He impurities with a concentration x = n/N where n is the number
of impurities, and N is the number of solvent, 3He, atoms. If x < xs the Gibbs potential G may be
written in the form [20]




where µ0 is the chemical potential of the pure solvent, and ψ = ψ(P, T ). The chemical potentials µ3 and
µ4 of the solvent atoms and impurities are derivatives of G with respect to N and n respectively:
µ3 = µ0 − Tx, µ4 = T lnx+ ψ. (16)
If one moves δn impurities from the solution to their ”pure” condensed phase, the change of the Gibbs
potential is
∆G = −δn(T lnx+ ψ) + δnµ04. (17)
The chemical potential µ0
4
of the pure phase corresponds in equilibrium to a saturation concentration xs
(otherwise this phase will dissolve). Hence, µ0
4
= T lnxs + ψ, and
∆G = −δnT ln x
xs
= −NTδx ln x
xs
, δx = δn/N. (18)
Therefore, the entropy difference per lattice site is
∆S = −δx ln x
xs
. (19)
Suppose that all δn impurities are confined to nv = xvN vacancies. Then δn = NxvV where V =
4/3piR3 is the vacancy cluster volume (the number of impurities around one single vacancy) and ∆S =












piR3xvT | ln x
xs
| (20)










Eq. (21) is restricted by the conditions T | ln(x/xs)| < A and x 6= xs. When the concentration x
approaches the saturation concentration xs the entropy term vanishes and the vacancy is fully delocalized
inside the impurity phase. This effect could be observed as a rapid increase of its mobility and growth of
4He domains. In terms of a phase transition from localized to delocalized motion, the domain size R may
be considered as an order parameter. The phase transition is continuous and may find analogy with the
observed transitions in Refs. 14, 16 as well as to the revealed fast travelling gap nonphonon excitations.
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B. Experimental Evidence
Although the vacancy-impurity clusters were predicted by this author already in 1978 [7] there were
found experimentally by the Kharkov group only in 2001 [17] (see also Refs. 18, 19, 21) when investigating
phase separation in solid helium mixtures by precise pressure measurements. In their experiments Ganshin
et al. [17] found an essential difference between the pressure behavior upon temperature cycling in phase
separated 4He-3He solid solutions in the two limiting cases: i) small concentration of 4He, and ii) small
concentration of 3He. In the latter case the appearance of solid domains of 3He was attended with pressure
lowering. Results were reproducible with temperature cycling. If the cycling starts from a solution with
liquid 3He inclusions, then the pressure increases monotonically with the cycle number.
In contrast, the pressure amplitude at temperature cycling in the case of 3He with 4He inclusions de-
creases, and after several cycles stabilizes with an amplitude approximately 3 times less than the initial
one. The initial pressure amplitude was restored only after heating the system to a temperature appre-
ciably higher (by several tens mK) than the phase-separation temperature. The qualitative explanation
was given in the frame of the above theory. The first cooling starts separating and some 4He rich domains
appear. This results in increasing pressure. On subsequent heating these domains dissolve and the pres-
sure rapidly decreases initiating creation of nonequilibrium vacancies. If a vacancy appears inside or on
the boundary of the domain, a vacancy-impurity cluster arises. This cluster is more stable and survives
(if temperature is not much higher the separation temperature, Ts) in contrast to the usual domains
which dissolve. The dissolution process is stimulated in addition by the lowering of the concentration of
4He atoms in the solution due to the capturing atoms in VIC. After several cycles almost all impurities
are sucked out. In order to restore the initial situation the clusters must dissolve at T > Ts.
V. QUANTITATIVE ANALYSIS
The simple model of VIC described in Sec. II gives a correct order of magnitude for the number of
atoms involved in a cluster. Eq. (21) can be simplified for rough estimations. If the initial concentration
is x0, then the actual concentration is x = x0 − xv − ns/N ≈ xs − xvV where ns is the number of atoms
separated in the pure phase and the small concentration of solvent atoms, 3He in the pure phase 4He


























For T = 150 mK, xv = 10
−5, xs = 5 × 10−3 one has R ≈ 2.5 and V ≈ 60 (xvV/xs = 0.12  1).
Unfortunately this approximation requires xvV  xs and is not applicable to the most interesting low
temperature case where xs can be smaller than xvV .
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The main shortcoming in the derivation of eq. (21) is that it does not take into account the surface
energy. There are at least three problems with its introducing into consideration: i) VIC can appear
both inside an existing domain, and as a separate inclusion, ii) the small size of the VIC makes its
definition not clear enough, and iii) the structure of the VIC is not known. A quite sophisticated analysis
was made in [21]. The authors supposed that the cluster has h.c.p. structure, and that the number of
clusters equals the number of vacancies. They found for the cluster radius in the temperature region
considered R ≈ (2, 1 ÷ 4.4) a. These values may have slightly changed because in the evaluation of the
vacancion energy inside the cluster the authors used the expression E0 = pi
2∆/R2 instead of pi2A/R2
(see eq.(6)). As a result, it turns out that the first quantum level E0 runs out from the potential well
(with depth ∆/2), i.e. pi2∆/R2 > ∆/2 for all values of R obtained and arbitrary ∆. As for the surface
energy and vacancy concentration fitted with ∆ = 4K, the best fit has been obtained with surface tension
σ = 1, 43× 10−2 erg/cm2 ≈ 2× 10−2 K/A˚2 and xv = 8× 10−5.
All this consideration was made assuming that VICs have h.c.p. structure while the solvent is in
b.c.c. phase. However, as shown in Ref. 12 the bandwidth for a vacancion in b.c.c. 4He is larger than
that in the h.c.p. phase. In addition, the activation energy for a localized vacancy in b.c.c. lattice is
about a half of the activation energy in the h.c.p. one.[24] Hence, a vacancy can win more energy for
delocalization if the cluster undergos a phase transition from h.c.p. to b.c.c. [7]. The cubic lattice of VIC
is more favorable also because it coincides with the solvent structure with the corresponding reduction
of the surface energy. An estimation in Ref. 17 shows a reduction more than two orders of magnitude:
σ < 10−4 erg/cm2 ≈ 10−3 K/particle. With neglecting surface energy and using the same procedure as










where q = TδS is the latent heat per particle, and δS is the entropy change at the transition. Extrap-
olating the data from Refs. 22, 23 one finds δS ≈ 10−2, and q ≈ 10−3 K. This yields for the radius of
VIC R ≈ 4, 4 a and for the total number of atoms in a cluster V ≈ 350. Let us note that the local phase
transition into b.c.c. phase will appear even if the free energy is lower in the h.c.p. phase because the
bottom of the vacancy band is lower in b.c.c. [7]. In our opinion these were the clusters observed by the
Kharkov group.
VI. CONCLUSION
We considered in this work several effects arising from the quantum nature of vacancies in 4He− 3He
solid solutions. For small concentration of 3He impurities in 4He quantum effects lead to an effective
repulsion between vacancies and impurities which may express itself in cleaning the surrounding region
from impurities, as well in significant disturbing the impurity diffusion. Near the phase separation line
in 4He− 3He mixtures with a small fraction of 4He atoms vacancies form clusters. Unlike the intuitive
feeling that a vacancy will delocalize creating a well ordered ferromagnetic region of 3He atoms with
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aligned spins, it prefers to create a cluster (VIC) built from impurities (4He). The VIC formation
undergoes a local phase transition to b.c.c. structure favorable due to the larger vacancion bandwidth
and smaller surface tension. This makes the cluster even more stable. The evaluated cluster size is in
good agreement with the experimental observations. On the phase separation line the cluster size tends
to infinity, vacancies become fully delocalized and can move fast inside the 4He separated phase. The
effect of vacancy assisted local phase stratification should be observable and can be useful for explaining
hysteresis effects in phase transitions between different solid phases as well as at liquid-solid ones.
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