Abstract-Handling interference is one of the main challenges in the design of wireless networks. In this paper, we study the application of cooperation for interference management in the weak interference (WI) regime, focusing on the Z-interference channel with a causal relay (Z-ICR), in which the channel coefficients are subject to ergodic phase fading, all transmission powers are finite, and the relay is full-duplex. The phase fading model represents many practical communications systems in which the transmission path impairments mainly affect the phase of the signal, such as non-coherent wireless communications and fiber optic channels. In order to provide a comprehensive understanding of the benefits of cooperation in the WI regime, we characterize, for the first time, two major performance measures for the ergodic phase fading Z-ICR in the WI regime: the sum-rate capacity and the maximal generalized degrees-of-freedom (GDoF). In the capacity analysis, we obtain conditions on the channel coefficients, subject to which the sumrate capacity of the ergodic phase fading Z-ICR is achieved by treating interference as noise at each receiver, and explicitly state the corresponding sum-rate capacity. In the GDoF analysis, we derive conditions on the exponents of the magnitudes of the channel coefficients, under which treating interference as noise achieves the maximal GDoF, which is explicitly characterized as well. It is shown that under certain conditions on the channel coefficients, relaying strictly increases both the sum-rate capacity and the maximal GDoF of the ergodic phase fading Z-interference channel in the WI regime. Our results demonstrate for the first time the gains from relaying in the presence of interference, when interference is weak and the relay power is finite, both in increasing the sum-rate capacity and in increasing the maximal GDoF, compared with the channel without a relay.
I. INTRODUCTION
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Digital Object Identifier 10.1109/TIT.2017. 2668388 the scenario in which the interference between the communicating pairs is very strong, was characterized in [2] , and the capacity region for the case of strong interference (SI) was characterized in [3] . In both works it was shown that in order to achieve capacity, each receiver should decode both the interfering message as well as the desired message. Additional performance measures commonly used for characterizing the performance of ICs are the degrees-of-freedom (DoF) and the generalized DoF (GDoF). The GDoF for the IC was first analyzed in [4] , where it was also shown that in the very strong interference regime, the maximal GDoF of the Gaussian IC is achieved by letting each receiver decode both the interfering message as well as the intended message. It thus follows that when interference is sufficiently strong, jointly decoding both messages at each receiver is the optimal strategy from both the sum-rate and the GDoF perspectives. The weak interference (WI) regime is the opposite regime to the SI regime. In this regime, since the interference is weak, then decoding the interfering message cannot be done without constraining the rates of the desired information at each receiver. In [4] it was shown that when interference is sufficiently weak, treating interference as noise at the receivers achieves the maximal GDoF of the Gaussian IC in the WI regime; In [5] - [7] it was shown that this strategy is also sum-rate optimal in the WI regime for finite SNRs. As treating interference as noise is implemented via a low complexity, simple, point-to-point (PtP) decoding strategy, there is a strong motivation for identifying additional scenarios in which treating interference as noise at the receivers carries optimality.
In this work, we study the impact of cooperation on the communications performance in the WI regime by considering the IC with an additional relay node (ICR). The objective of the relay node in the general ICR is to simultaneously assist communications from both sources to their corresponding destinations [8] , [9] . The optimal transmission strategy for the relay node in this channel is not known in general. One of the main difficulties in the design of transmission schemes is that when the relay assists one pair, it may degrade the performance of the other pair. In [10] , the authors derived an achievable rate region for Gaussian ICRs by using the rate splitting technique (see, e.g., [11] ) at the sources, and by employing the decode-and-forward (DF) strategy at the relay. Additional inner bounds and outer bounds on the capacity region of the ICR were derived in [12] and [13] . The capacity region of ergodic fading ICRs in the strong interference (SI) regime was studied in [14] , for both Rayleigh fading and phase fading scenarios. In [14] it was shown that when relay reception is good and the interference is strong, then, similarly to the IC, the optimal strategy at each receiver is to jointly decode both the desired message and the interfering message, while the optimal strategy at the relay node is to employ the DF scheme. The sum-rate capacity of the Gaussian IC with a potent relay in the WI regime was characterized in [15] , in which it was shown that in such a scenario, compress-and-forward (CF) at the relay together with treating interference as noise at the destinations is sum-rate optimal. The sum-rate capacity of the ICR in the WI regime when all nodes have finite powers remains unknown to date. The ergodic sum-rate capacity of interference networks without relays, subject to phase fading, was studied in [16] , and explicit sum-capacity expressions based on ergodic interference alignment (which requires channel state information (CSI) at the transmitters) were derived for networks with a finite number of users. The work [16] also derived an asymptotic sum-rate capacity expression when the number of users increases to infinity. ICs with time-varying/frequencyselective channel coefficients, in which global CSI is available at all nodes, and in addition, the magnitudes of all links have the same exponential scaling as a function of the signal-to-noise ratio (SNR), were studied in [17] . Under these conditions, [17] showed that adding a relay does not increase the DoF region, and that the achievable DoF for each pair in the ICR is upper bounded by 1. On the other hand, it was shown in [18] that relaying can increase the GDoF for symmetric Gaussian ICRs. This follows since differently from the DoF analysis, in GDoF analysis the magnitudes of different links may have different SNR scaling exponents. In [18] , several GDoF upper bounds were derived for Gaussian ICRs by using the cut-set theorem and the genie-aided approach, for the case in which the source-destination, source-relay, and relaydestination links scale differently as a function of the SNR. Additionally, [18] showed that in the WI regime, when the source-relay links are weaker than the interfering links in the sense that their SNR scaling exponent is smaller, then the HanKobayashi (HK) scheme [11] achieves the maximal GDoF. The complementing scenario, i.e., GDoF analysis when the interfering links are weaker than the source-relay links, was considered in [19] . The GDoF analysis in [19] was based on deriving upper bounds on the sum-rate capacity of the linear deterministic ICR. Lastly, we note that the GDoF of the Gaussian IC with a broadcasting relay, in which the relaydestination links are noiseless, finite-capacity links, which are orthogonal to the other links in the channel, was studied in [20] . From the GDoF characterization, [20] concludes that in the WI regime, each bit per channel use transmitted by the relay can improve the sum-rate capacity by 2 bits per channel use.
To date, there has been no work that characterized the sumrate capacity and the maximal GDoF of ergodic phase fading ICs with a causal relay in the WI regime, for scenarios in which the power of the relay is finite. In this work, we partially fill this gap by considering a special case of the ergodic phase fading ICR, in which one of the interfering links is missing, e.g., as a result of shadowing in the channel. Furthermore, we consider the scenario in which the relay node receives transmissions from only one of the two sources, but is received at both destinations. We refer to this channel configuration as Z-interference channel with a relay (Z-ICR).
Main Contributions
In this paper, we characterize for the first time the sumrate capacity (i.e., finite-SNR performance) and the maximal GDoF (i.e., asymptotically high SNR performance) of the ergodic phase fading Z-ICR in the WI regime, when the relay is causal, has a finite transmission power, and operates in full-duplex mode. Performance gain from cooperation in the WI regime is demonstrated in both the sum-rate capacity and the maximal GDoF. In contrast to [15] , which showed the optimality of CF for memoryless ICRs with AWGN and time-invariant link coefficients, we study the ergodic phase fading (also referred to as fast phase fading) scenario and demonstrate the optimality of DF. Throughout this paper it is assumed that the nodes have causal CSI only on their incoming links (Rx-CSI); no transmitter CSI (Tx-CSI) is assumed. The links are all subject to i.i.d. phase fading (see, e.g., [16, Sec . II] and [22, Sec. VII]) which can be applied to modeling many practical scenarios. One such example is noncoherent wireless communication [23] , in which phase fading occurs due to the lack of perfect frequency synchronization between the oscillators at the transmitter and at the receiver. Phase fading channel models also apply to systems which use dithering to decorrelate signals, as well as to optic fiber channels [23] . In this work, it is assumed that the relay receives transmissions from only one of the sources, while relay transmissions are received at both destinations. Thus, differently from previous works, the relay cannot forward desired information to one of the destinations.
Our main contributions are summarized as follows:
• We derive an upper bound on the achievable sum-rate of the ergodic phase fading Z-ICR by using the genieaided approach. The upper bound requires a novel design of the genie signals as well as the introduction of novel tools for proving that the bound is maximized by mutually independent, i.i.d., complex Normal channel inputs.
• We derive a lower bound on the achievable sum-rate of the ergodic phase fading Z-ICR by using DF at the relay, and by treating interference as noise at each receiver. We also state conditions on the magnitudes of the channel coefficients under which the sum-rate of our lower bound coincides with the sum-rate upper bound. Our results show that when certain conditions on the channel coefficients are satisfied, then adding a relay to the ergodic phase fading Z-IC strictly increases both the sumrate capacity and the maximal GDoF of the channel in the WI regime. We note that the sum-rate capacity analysis in this paper has two major differences from the work of [15] : First, we consider a fading scenario while [15] considered the time-invariant AWGN case, and second, we assume that the power of the relay is finite while [15] considered a potent relay.
In the GDoF analysis, similarly to [4] , [9] , and [18] - [20] , we consider a general setup in which the different links scale differently as a function of the SNR, which facilitates characterizing the impact of the relative link strengthes on the SNR scaling of the sum-rate. The GDoF analysis in this paper has several fundamental differences from the works [18] - [20] : First, note that [18] - [20] studied the common time-invariant Gaussian channel while we consider an ergodic fading channel; Second, unlike [18] - [20] , the channel configuration studied in this work is not symmetric and the relay cannot forward desired information to one of the destinations. We further note that, unlike [18] - [20] , GDoF optimality in the present work is achieved only in a non-symmetric scenario in which the link from the relay to one receiver scales differently than the link from the relay to the other receiver; We also emphasize that while in our work we consider a non-orthogonal scenario, the work [20] considered noiseless, orthogonal relay-destination links, and thus, relay transmissions in [20] do not interfere with the reception of the desired signal at each receiver. It therefore follows that the GDoF of the ergodic phase fading Z-ICR, studied in the present work, cannot be derived as a special case of GDoF results for Gaussian ICRs derived in [18] - [20] .
The rest of this paper is organized as follows: In Section II, we define the system model and describe the notation used throughout this paper. In section III, we characterize the sum-rate capacity of the ergodic phase fading Z-ICR in the WI regime, and in section IV, we characterize the maximal GDoF of this channel in the WI regime. Finally, concluding remarks are provided in Section V.
II. NOTATION AND SYSTEM MODEL
We denote random variables (RVs) with upper-case letters, e.g., X, Y , and their realizations with lower-case letters, e.g., x, y. We denote the probability density function (p.d.f.) of a continuous RV X with f X (x). Double-stroke letters are used for denoting matrices, e.g., A, h, with the exception that E{X} denotes the stochastic expectation of X. The element at the k'th row and l'th column of the matrix A is denoted with A k,l . Bold-face letters, e.g., X, denote column vectors, the i 'th element of a vector X, i > 0, is denoted with X i , and X j denotes the vector (X 1 , X 2 , . . . , X j ) T . Given a complex number x, we denote the real and the imaginary parts of x with Re{x} and Im{x}, respectively. x * denotes the conjugate of x, X T denotes the transpose of X, A H denotes the Hermitian transpose of A, |A| denotes the determinant of A, and I n denotes the n ×n identity matrix. For a complex vector X n , we define an associated real vector by stacking its real and imaginary parts:X 2n = Re{X n } T , Im{X n } T T . R and C denote the sets of real and of complex numbers, respectively. Given two n × n Hermitian matrices, A, B, we write B A if A − B is positive semidefinite (p.s.d.) and B ≺ A if
of weakly jointly typical sequences with respect to f X,Y (x, y). We denote the Gaussian distribution with mean μ and variance σ 2 with N (μ, σ 2 ), and similarly, we denote the circularly symmetric complex Normal distribution with variance σ 2 with CN (0, σ 2 ). For a complex random vector, the covariance matrix and the pseudo-covariance matrix are defined as in [25, Sec. II] . Given an RV X with E{X} = 0, X G (i.e., adding a subscript "G" to the RV) denotes an RV which is distributed according to a circularly symmetric, complex Normal distribution with the same variance as the indicated RV, i.e., X G ∼ CN 0, var{X} ; similarly, subscript "Ḡ" is used to denote an RV which is distributed according to a complex Normal distribution with the same variance as the indicated RV, where the mean is explicitly specified. We emphasize that RVs with subscript "Ḡ" are not necessarily circularly symmetric. The Z-ICR consists of two transmitters, Tx 1 , Tx 2 , two receivers, Rx 1 , Rx 2 and a full-duplex relay node. Tx k sends messages to Rx k , k ∈ {1, 2}. The relay node receives only the signal transmitted from Tx 1 but is received at both destinations simultaneously. The signal received at Rx 1 is a combination of the transmissions of Tx 1 and of the relay along with interference from Tx 2 , while the signal received at Rx 2 is a combination of the transmissions of Tx 2 and of the relay without interference from Tx 1 . This channel model is depicted in Fig. 1 . The received signals at Rx 1 , Rx 2 and the relay at time i are denoted with Y 1,i , Y 2,i , and Y 3,i , respectively; the channel inputs from Tx 1 , Tx 2 and the relay at time i are denoted with X 1,i , X 2,i and X 3,i , respectively. Finally, H lk,i denotes the channel coefficient for the link with input X l,i and output Y k,i at time instance i . The relationship between the channel inputs and its outputs can be written as: independent of the channel inputs and of the channel coefficients. The channel input signals are subject to per-symbol average power constraints:
We denote f (SNR
. The receivers and the relay node have instantaneous causal Rx-CSI on their incoming links, but the transmitters and the relay do not have Tx-CSI on their outgoing links. Under the ergodic phase fading model, the channel coefficients are given by H lk,i = √ SNR lk e j lk,i , where SNR lk ∈ R + is a non-negative constant which corresponds to the signal-to-noise ratio for the link H lk,i , and lk,i is an RV uniformly distributed over [0, 2π), i.i.d. in time, independent of the other lk,i 's, and independent of the additive noises Z k,i as well as of the transmitted signals, X k,i , k ∈ {1, 2, 3}. The independence of the lk,i 's implies that the coefficients H lk,i 's are also mutually independent, and in addition they are independent in time, and independent of the other parameters of the scenario.
The channel coefficients causally available at Rx 1 are represented byH 1 
at Rx 2 they are represented byH 2 = H 22 , H 32 T ∈ C 2 H 2 , and at the relay they are represented byH 3 
, two encoders at the sources, e 1 , e 2 , employing deterministic mappings; e k : M k → C n , k ∈ {1, 2}, and two decoders at the destinations,
Since the relay receives transmissions only from Tx 1 , the transmitted signal at the relay at time i is generated via a set of n functions
∈ C, i = 1, 2, . . . , n. Comment 1: Note that since the messages at the transmitters are independent and there is no feedback, then the signals transmitted from Tx 1 and from Tx 2 are necessarily independent as well. Additionally, since the relay receives transmissions only from Tx 1 , then its transmitted signal is independent of the signal transmitted from Tx 2 . Combining both observations we can write
. We denote the correlation coefficient between channel inputs X 1 and X 3 at time index i with υ i :
Definition 2:
The average probability of error on an 
Definition 4:
The capacity region is defined as the convex hull of all achievable rate pairs.
The objective of this work is to characterize two performance measures for the ergodic phase fading Z-ICR in the WI regime: The sum-rate capacity, which characterizes the performance at finite SNRs, and the maximal GDoF, which characterizes the performance at asymptotically high SNRs. As these cases are fundamentally different in nature, the WI regime is defined for each performance measure in accordance with the relevant notions in the literature. In the following we briefly overview the WI conditions for each performance measure, leaving the detailed discussions to the relevant sections.
• In Section III the sum-rate capacity is characterized for the WI regime, defined in Eqns. (8) . Generally speaking, WI in this case occurs when the SNRs of the interfering links, SNR 32 and SNR 21 , are sufficiently low compared to the SNRs for carrying the desired information. This is in accordance with the acceptable notion of the WI regime for sum-rate capacity analysis at finite SNRs, see, e.g., [5] - [7] .
• In Section IV the maximal GDoF is characterized for the WI regime, defined in Eqn. (35a). Generally speaking, WI in this case occurs when the exponents of the SNRs of the interfering links are sufficiently smaller than the exponents of the SNRs of the information paths. In section IV, in the statement of Thm. 3, this condition is expressed as λ = α ≤ 1 2 , where α and λ denote the exponential scalings of the Tx 2 -Rx 1 link and of the relayRx 2 link, respectively. This definition is in accordance with the acceptable notion of the WI regime for DoF and GDoF analysis, see, e.g., [4] , [18] . We note that in [4] and [18] the WI regime is characterized by α ≤ 1, while GDoF optimality for the communications scheme described in the current paper requires a stricter notion of WI, characterized by λ = α ≤ 1 2 . However, note that in [4] , treating interference as noise is GDoF optimal only for α ≤ 1 2 , which is in agreement with our result.
III. FINITE SNR ANALYSIS: THE SUM-RATE CAPACITY IN THE WI REGIME

A. Preliminaries
We begin with the presentation of several lemmas used in the derivation of the sum-rate capacity. We note that while some of the following lemmas appeared in previous works for real variables, in the following we extend these lemmas to complex variables. Accordingly, in the appendices we include explicit proofs only for those lemmas whose proofs do not follow directly from the original proofs for real RVs.
Lemma 1: Let Z 1 and Z 2 be a pair of n-dimensional, circularly symmetric, complex Normal random vectors, and let X be an n-dimensional complex random vector whose p.d.f. is denoted by f X (x). Consider the following optimization problem:
subject to: tr cov(X) ≤ n P.
Then, a circularly symmetric, complex Normal random vector X
is an optimal solution to the optimization problem in (2) . Additionally, if Z 1 and Z 2 
Denote the cross-covariance matrix between Z i and W i with
where σ 2 1 > 0, and σ 2 2 > 0. Let V be an n-dimensional, zero-mean, circularly symmetric complex Normal random vector with i.i.d. entries, whose covariance matrix is given by
The proof follows similar steps as in the proof of [5, Lemma 3] and is therefore not included in the manuscript. A detailed proof can be found in [34] .
Lemma 3: Let Z and W be a pair of possibly correlated, zero-mean, jointly circularly symmetric complex Normal RVs, and let H Y and H S be two n × 1 complex random vectors. Additionally, let X be an n × 1 complex random vector, and let Y and S be noisy observations of X, s.t.
Consider the sequence of random vectors X n = (X T 1 , X T 2 . . . , X T n ) T and let Q X i denote the covariance matrix of the n × 1 vector X i . Furthermore, let Y n and S n be the corresponding observations when the noise sequences (Z n , W n ) are i.i.d. in the sense of (3). Define 
where Y G and S G denote the RVs Y and S defined in (4), obtained with X replaced with X G ∼ CN (0,
The proof follows similar steps as in the proof of [6, Lemma 1] and is therefore not included in the manuscript. A detailed proof can be found in [34] . 
Proof: The proof is provided in Appendix A.
, where Z n 1 and Z m 2 are two mutually independent, circularly symmetric complex Normal random vectors of lengths n and m, respectively, each with independent entries distributed according to
. . , m}, where γ 1 , γ 2 , and a k,i , k ∈ {1, 2} are positive, real, and finite constants. Let X n+m
where X n 1 and X m 2 are two complex random vectors of lengths n and m, respectively, with finite covariance matrices, and further let X n+m be mutually independent of Z n+m . Then, we have the following limit:
The proof is provided in Appendix B. Lemma 6: LetZ n 1 andZ n 2 be a pair of possibly correlated, n-dimensional circularly symmetric complex Normal random vectors, each with independent entries, i.e.,Z n k
, 2} are two n × n diagonal matrices with real and positive entries on their main diagonals. LetṼ 1 andṼ 2 be two 2n×n deterministic complex matrices, s.t.Ṽ H kṼ k =D −1 k , whereD k , k ∈ {1, 2} are two n × n diagonal matrices with real and positive entries on their main diagonals. Let X 2n be a 2n × 1 complex random vector with distribution f X 2n (x 2n ), independent of (Z n 1 ,Z n 2 ), and let X 4n be the stacking of the real and imaginary parts of X 2n , i.e.,
. Consider the following optimization problem:
Then, a zero-mean complex Normal random vector, X 2n G , is an optimal solution for (6) .
Proof: The proof is provided in Appendix C.
B. Sum-Rate Capacity in the WI Regime
Let C(SNR) denote the capacity region of the Z-ICR, for a given SNR. The sum-rate capacity of the ergodic phase fading 
and if there exist two real scalars β 1 and β 2 which satisfy 0 ≤ β 1 , β 2 ≤ 1, and
then, the sum-rate capacity of the channel is given by
and it is achieved by Comment 3: Note that condition (7) corresponds to good reception at the relay, in the sense that decoding the message sent by Tx 1 at the relay does not constrain the information rate from Tx 1 to Rx 1 . This condition facilitates the sum-rate optimality of DF, as the constraints on the achievable rates are now only due to the rate constraints for reliable decoding at the destinations.
Comment 4: Note that in the ergodic phase fading case, the magnitudes of the channel coefficients are constants while the phases of the channel coefficients vary i.i.d. over time and are mutually independent across the fading links. Thus, in the ergodic phase fading model, the channel coefficients induce randomly varying phases upon the components of the received signal arriving at each receiver after traveling across the different links. Intuitively, having mutually independent and uniformly distributed i.i.d. phases does not allow achieving non-zero correlation between the components of the received signal, and consequently implies that there is no loss of optimality in transmitting uncorrelated codewords. In particular, if the optimal input distribution is complex Normal, then the absence of correlation between the codebooks implies that the optimal codebooks are generated independently of each other. Indeed, in the derivations in the manuscript, it is rigorously proved that the optimal channel inputs for the ergodic phase fading Z-ICR are generated according to mutually independent complex Normal random variables. The optimality of mutually independent channel inputs is one of the fundamental advantages of the communications scheme we use in this manuscript, since it means that there is no need for coordinated transmission in order to optimally benefit from the relay. As will be clarified later, this fact greatly simplifies both the achievability scheme as well as the practical incorporation of cooperative transmission in interference networks. In contrast, for the no-fading case (commonly referred to as the AWGN channel) both the magnitudes and the phases of the channel coefficients are constants. Consequently, in the no-fading channel the correlation between the channel inputs is maintained at the received signal components, and hence, the optimal codebooks may be correlated. This fact greatly complicates the optimal achievability scheme as well as makes the derivations for the upper bounds significantly more complicated.
Proof: The proof of Thm. 1 consists of the following three steps:
1) We derive an upper bound on the sum-rate of the ergodic phase fading Z-ICR by letting each receiver observe an appropriate genie signal. In particular, we show that the upper bound is maximized by mutually independent, zero-mean circularly symmetric complex Normal channel inputs, i.i.d. in time. 2) We characterize an achievable rate region for the Z-ICR by using codebooks generated according to a mutually independent circularly symmetric complex Normal distribution, i.i.d. in time, and by employing the DF scheme at the relay, together with treating the interfering signal as noise at each receiver. 3) Combining the conditions for the upper bound and for the lower bound we obtain the conditions for characterizing the sum-rate capacity of the ergodic phase fading Z-ICR in the WI regime, and explicitly state the corresponding expressions. In the following subsections, we provide the detailed derivations for the above steps:
Step 1 is carried out in Section III-C,
Step 2 is carried out in Section III-D, and finally, Step 3 is detailed in Section III-E.
C. Step 1: An Upper Bound on the Sum-Rate Capacity
The upper bound on the sum-rate capacity of the ergodic phase fading Z-ICR is summarized in the following theorem:
Theorem 2: Consider the phase fading Z-ICR with only Rx-CSI, defined in Section II. If there are two real scalars β 1 and β 2 which satisfy 0 ≤ β 1 , β 2 ≤ 1, and
then, the sum-rate capacity is upper bounded by 
. . , n}, and we further let W k,i be correlated with Z k,i , k = 1, 2:
and further assume
i ∈ {1, 2, . . . , n}, where η 1 and η 2 are two complex-valued constants determined by the genie. Assume that at time i , the genie provides the signals S 1,i and S 2,i to Rx 1 and Rx 2 , respectively. For an achievable rate pair (R 1 , R 2 ), let (X 1 , X 2 , X 3 ) be random vectors of length n representing the statistics of the achievable codebook, and define
and
It is emphasized that at this point, properness of (
is not assumed. Next, recall that in Comment 1 we concluded that X 2 is independent of (X 1 , X 3 ), while X 1 and X 3 may be statistically dependent. It follows that the n-letter input distri-
. From this observation, we conclude that for i ∈ {1, 2, . . . , n}
where υ i ≤ 1 in (14a). Note that by the Cauchy-Schwartz inequality [32] 
Let M 1 be the transmitted message at Tx 1 ,M 1 denote the decoded message at Rx 1 , and P
(n)
e,1 , denote the probability of error in decoding M 1 at Rx 1 . The rate R 1 can be upper bounded as follows: 
) form a Markov chain; (b) follows since the transmitted symbols X n 1 are independent of the channel coefficientsH n 1 ; and (c) follows from the chain rule of mutual information and since mutual information is non-negative. Next, define n 1n
e,1 n R 1 , and observe that since
e,1 → 0 for n → ∞, and therefore 1n → 0 as n → ∞. Hence, we obtain (15) where
, and S 1G is obtained from (12a) by replacing X 1 and X 3 with X 1G and X 3G , respectively. In the above transitions, (a) follows from Lemma 3 using the assign-
T , and with Q X i defined in (14a) and (b) follows from the transitions detailed below:
. entries, and step (e) is valid for any joint distribution on (X 1G , X 3G ) independent of W 1 , and thus, in this step we let (X 1G , X 3G ) be distributed according to the joint distribution CN (0, Q G13 ), where
Applying similar steps and identical arguments for R 2 , we obtain the upper bound:
Since the maximizing complex Normal distributions in (15) and (16) are identical and equal to ( (15) and (16) can be combined into a single bound on the sum-rate:
In the following proposition, we identify the maximizing distribution for the first brackets in the right-hand side of (17):
Proposition 1: The expression in the first brackets in the right-hand side of (17) is maximized with mutually independent circularly symmetric complex Normal channel inputs distributed according to X k ∼ CN (0, 1), k ∈ {1, 2, 3}.
Proof: The proof is provided in Appendix D. Next, we show that the expression in the second brackets in the right-hand side of (17) is also maximized by mutually independent, and i.i.d. in time channel inputs, distributed according to 
where (a) follows from Lemma 2. For step (b) we first use [25, eq. (13)] 1 and obtain that sinceh n 1 andh n 2 are given, then we can write
Next, we note that since the magnitudes of channel coefficients for each link are equal, then the noise vectors
Step (b) now follows from Lemma 1 which states that if
is maximized by X n 2 distributed according to a circularly symmetric complex Normal distribution, with i.i.d. elements, each distributed according to
Step (c) then follows since h(
, then the derivative of the expression in step (b) with respect to P 2 is non-negative, 2 and thus, this expression is a non-decreasing function of P 2 , from which we conclude that it is maximized with P 2 = 1.
1 For a complex random vector X and any complex matrix A it holds that h A · X = h X + 2 · log det(A) . 2 The derivative is
. Next, assume that there exists a pair of complex scalarsυ 2 and η 1 s.t.
and let V n 2 be an n-dimensional random vector with i.i.d. elements, each distributed according to
In the above transitions (a) follows from the fact that the relay receives transmissions only from Tx 1 , which makes (X n 1 , X n 3 ) necessarily independent of X n 2 , and (b) follows from Lemma 2. For (c) we apply Lemma 6 by first setting
21c) where O n×n is an n ×n matrix in which all entries are equal to zero. To determine the matrix S for the application of Lemma 6 we consider the random vectors (X 1 , X 2 , X 3 ) corresponding to the achievable code, and for k ∈ {1, 3}, we let
T T , all corresponding to the achievable code. The matrix S for the application of Lemma 6 is determined via
Lastly we note thatṼ H 1 ·Ṽ 1 = (SNR 11 + SNR 31 ) · I n and V H 2 ·Ṽ 2 = SNR 32 · I n , which satisfies the conditions of Lemma 6. It thus follows that X n 1Ḡ
is a 2n × 1 zero mean complex Normal random vector whose covariance matrix satisfies cov Re{X
S. Consequently, we have that the maximizing X 1Ḡ , X 3Ḡ , obtained from the optimal X 2n G , satisfy for k = 1, 3:
where q k,i denotes the variance of complex symbol X k at time index i ∈ {1, 2, . . . , n}, k ∈ {1, 3}, in the achievable code. Lastly, Step (d) is proved in Appendix E using relationships (22) .
Plugging (18) and (20) into the second line of (17), we conclude that if it is possible to chooseυ 1 ,υ 2 , η 1 and η 2 s.t.
then the sum-rate is upper bounded by
s.t. all the expressions are evaluated with circularly symmetric complex Normal channel inputs
In the above transitions, (a) follows from Lemma 2. It thus follows that for n large enough, the sum-rate capacity is upperbounded by:
where
To complete the proof of Theorem 2, note that
Hence, if we find conditions under which
then, when these conditions are satisfied, an upper bound on the sum-rate capacity is given by
To that aim, note that from (25a) we obtain
From Lemma 4 we conclude that this is satisfied if for all values of h lk it holds that
Applying the same arguments to (25b), we obtain
where (a) follows again from Lemma 4. Combining (27) and (28) with (23), we conclude that (26) constitutes an upper-bound on the sum-rate capacity if it is possible to construct a genie signal with parametersυ 1 ,υ 2 , η 1 and η 2 s.t.
We note that this can be done if
In conclusion, if we can find two complex scalarsυ 1 andυ 2 s.t. 0 ≤ |υ 1 |, |υ 2 | ≤ 1, for which (29) is satisfied, then an upper-bound on the sum-rate capacity is given by
where X kG ∼ CN (0, 1), k ∈ {1, 2, 3}, mutually independent. The proof of Theorem 2 is completed by identifying β 1 ≡ |υ 1 | 2 and β 2 ≡ |υ 2 | 2 .
D. Step 2: An Achievable Rate Region
We next characterize an achievable rate region for the ergodic phase fading Z-ICR. This region is stated in the following proposition: 
then an achievable rate region for the Z-ICR is given by all the non-negative rate pairs (R 1 , R 2 ) satisfying
Proof: The achievability is based on the DF strategy at the relay. Fix the blocklength n and the input distribution
We employ a transmission scheme in which B − 1 messages are transmitted using n B channel symbols: For decoding m 1,b , the decoder at the relay looks for a unique, m 1 ∈ M 1 that satisfies:
From [22, eq. (15) ] it directly follows that the relay can decode reliably if n is large enough, as long as
where (a) holds since the channel coefficients are independent of the transmitted symbols. 
Rx 1 then decodes m 1,b by finding a unique m 1 ∈ E 0,b ∩ E 1,b . Note that since the codewords are independent of each other, error events associated with E 0,b are independent of error events associated with E 1,b . Thus, by using standard jointtypicality arguments [31, Th. 7.6.1], it follows that decoding can be done reliably by taking n large enough as long as
e) Decoding at Rx 2 : Rx 2 treats the signal from the relay as additive noise. This can be done since the codebooks are generated independently. The decoder at Rx 2 is therefore the decoder for PtP channels: At block b the decoder looks for a unique message m 2 ∈ M 2 that satisfies
It thus follows from [31, Th. 9.1.1] that Rx 2 can reliably decode m 2,b if n is large enough, as long as
Finally, we observe that if (31) is satisfied, i.e., if
, then the decoder at the relay can reliably decode the signal from Tx 1 whenever Rx 1 can. Consequently, we conclude that any rate pair inside the region specified in (32) is achievable.
E. Step 3: The Sum-Rate Capacity in the WI Regime
Note that when the conditions in (10) and (31) hold (corresponding to conditions (8) and (7) in Thm. 1, respectively), then the upper bound on the sum-rate in (11) coincides with the achievable sum-rate obtained from (32) , where both sum-rate expressions are evaluated with mutually independent channel inputs, distributed according to X k ∼ CN (0, 1) , k ∈ {1, 2, 3}. This results in a characterization of the sumrate capacity for the ergodic phase fading Z-ICR. The proof of Theorem 1 is completed by observing that for mutually independent channel inputs distributed according to X k ∼ CN (0, 1), k ∈ {1, 2, 3}, the mutual information expressions in (11) and (31) are explicitly written as
from which the explicit expressions (7) and (9) are obtained. In this case, since decoding at the relay does not constrain the rates, from Theorem 1 we conclude that if SNR 21 ≤ SNR 22 , then the sum-rate capacity of the ergodic phase fading Z-IC is given by
which is similar to the sum-rate capacity expression for the AWGN Z-IC in the WI regime characterized in [21, Th. 2] (although in the current work the channel is subject to ergodic phase fading). Comment 6: An interesting question that arises is whether adding a relay node to the Z-IC increases the sum-rate in the WI regime, when the interfering signal is treated as noise at each receiver. In Fig. 2 we show that the answer to this question is positive. Fig. 2 depicts the sum-rate of (32) with and without a relay (as discussed in Comment 5, turning off the relay is achieved by setting SNR 31 = SNR 32 = 0 in Eqns. (8) and (9)), for Z-ICR scenarios in which condition (31), or equivalently (7), is satisfied. We consider a symmetric setting by letting SNR 11 = SNR 22 = SNR 31 = SNR d , and . It can be seen from the figure that when the interference is sufficiently weak, the relay increases the sum-rate, which follows as the rate increase for Tx 1 -Rx 1 is greater than the rate decrease for Tx 2 -Rx 2 .
At interference levels, SNR c SNR d
, which correspond to the thick lines in each plot, treating the interfering signal as noise is sum-rate optimal, and the resulting achievable sum-rates from (32) and (33) correspond to the sum-rate capacities for the Z-ICR and for the Z-IC, respectively. Thus, it is evident from Fig. 2 that in some scenarios, adding a relay node and employing the communications scheme described in the proof of Proposition 2, strictly increases the sum-rate capacity of the ergodic phase fading Z-IC in the WI regime, C PF-Z-IC sum (SNR). In particular, we observe that for the symmetric scenario of Comment 7: Note that for the set of channel coefficients satisfying (7) and (8), the sum-rate capacity stated in (9) is an upper bound on the sum-rate capacity of the ergodic phase fading ICR (with both interfering links active) in the weak interference regime, when the relay node receives transmissions only from Tx 1 (as is the case in Theorem 1). If, in addition, the relay node receives the transmissions of Tx 2 , then a new coding strategy must be developed for the WI regime in order to facilitate simultaneous enhancement of the desired signal at both destinations. Finding the optimal scheme and the corresponding sum-rate capacity is currently an open issue that requires further research.
Comment 8: Fig. 3 shows the region of relay locations in the 2D-plane in which DF at the relay achieves the sum-rate capacity of the ergodic phase fading Z-ICR in the WI regime. This figure was obtained using a channel model in which the attenuation SNR i j is linked to the distance from node i to . This attenuation model corresponds to the two-ray propagation model. Note that since the signal from the relay is desired at Rx 1 and is treated as noise at Rx 2 , then for the WI conditions to hold, the relay should be closer to Rx 1 (to strengthen the desired signal at Rx 1 ) and farther away from Rx 2 (to decrease the interference at Rx 2 ). However, the relay should remain relatively close to Tx 1 to allow reliable decoding of the messages from Tx 1 at the relay.
IV. ASYMPTOTIC SNR ANALYSIS: THE MAXIMAL GDOF IN THE WI REGIME
In this section, we characterize the maximal GDoF of the ergodic phase fading Z-ICR in the WI regime. Since GDoF analysis characterizes the performance in the asymptotically high SNR regime, i.e., SNR lk → ∞ for all links, then, in order to analyze the effect of different link conditions, we consider a scenario in which the magnitudes of the channel coefficients scale differently as a function of the SNR. Letting α, β, γ and λ be four non-negative real numbers, in this section we consider a model in which
Observe that the direct links scale as SNR, the interfering links from Tx 2 to Rx 1 , and from the relay to Rx 2 scale as SNR α and SNR λ , respectively, and the links on the cooperation path from GDoF lim
In the following theorem, we characterize the maximal GDoF of the ergodic phase fading Z-ICR in the WI regime:
Theorem 3: Consider the ergodic phase fading Z-ICR with only Rx-CSI, defined in Section II. If the interference is symmetric and weak in the sense of
and it also holds that
then the maximal GDoF of the channel is
and it is achieved with mutually independent, zero mean complex Normal channel inputs with positive powers satisfying 0 < P k ≤ 1, k ∈ {1, 2, 3}.
Comment 9:
In the following we intuitively explain conditions (35) in Thm. 3. Note that (35a) corresponds to the weak interference regime in the sense of [4] and [18] , namely, that the interfering links are exponentially weaker than the direct links in the sense that lim SNR→∞ SNR
We note that while the results of [4] and [18] for the symmetric scenario hold as long as the scaling exponent of the interfering links satisfies α ≤ 1, the GDoF optimality result of Thm. 3 requires λ = α ≤ 1 2 , i.e., Thm. 3 requires a smaller exponential scaling of the interference strength, compared to the minimal exponential scaling of the interference required for WI in [4] and [18] . It follows that the WI regime for the GDoF result of Thm. 3 corresponds to a subset of the WI regime applicable for the results of [4] and [18] . Yet, we note that in [4] , GDoF optimality of treating interference as noise was shown to hold only for α ≤ 3) We derive conditions on the SNR exponents of the channel coefficients under which our lower bound coincides with the upper bound, thereby, characterizing the maximal GDoF of the ergodic phase fading Z-ICR in the weak interference regime, subject to these conditions. In the following subsections, we provide a detailed proof for the above steps. Specifically, Steps 1 is carried out in Subsection IV-A, Step 2 is carried out in Subsection IV-B, and finally, Step 3 is detailed in Subsection IV-C.
A. An Upper Bound on the Achievable GDoF
An upper bound on the achievable GDoF of the Z-ICR is stated in the following theorem:
Theorem 4: Consider the ergodic phase fading Z-ICR with only Rx-CSI, stated in Section II. If β > 2λ + 1, then an upper bound on the achievable GDoF is given by
The upper bound is obtained as a combination of two bounds: The first bound is derived using a genie, and the second bound is derived by following the derivation of the cut-set theorem [31, Th. 15.10.1].
1) An Upper Bound Using a Genie:
Consider the following genie signals:
to Rx 1 and {S 2,i } n i=1 to Rx 2 , i.e., the genie provides to Rx 2 an interference-free, noisy version of its desired signal as it is received at Rx 1 , and to Rx 1 it provides a noisy version of the relay signal component observed at Rx 2 . Let M k denote the message transmitted from Tx k , and letM k denote the decoded message at Rx k . Additionally, let P (n) e,k denote the probability of error in the estimation of M k at Rx k and define n kn 1 + P (n) e,k n R k , k ∈ {1, 2}. Then, for an achievable rate pair (R 1 , R 2 ), we obtain:
where ( 
2.8.1] as
forms a Markov chain, (c) follows since channel inputs X n 1 are independent of the channel coefficientsH n 1 , (d) follows since mutual information is nonnegative, and (e) follows since
where (f) follows since X n 1 and X n 3 are independent of X n 2 , which follows since the message sets at the sources are mutually independent, and since the relay receives transmissions only from Tx 1 . Similarly, for R 2 we have
Let
, where |υ i | ≤ 
Note that in this step and also in the subsequent equality, the maximizing v i , P 1,i , P 2,i , and P 3,i are generally functions ofh i .
Step (b) follows since 0 ≤ |υ i | ≤ 1 and −1 ≤ cos(θ i ) ≤ 1 and since the logarithm function is a monotonically increasing function of its argument, (c) follows since both sums of logarithmic functions in (41), as shown at the bottom of this page, are maximized by P 1,i = P 2,i = P 3,i = 1, i ∈ {1, 2, . . . , n}. To see this point we consider each of the sums separately: 1) Begin by considering the first logarithmic term in (41):
We now show that the expression (43), as shown at the (45) top of the page which appears in the first summation in (41), increases monotonically with respect to both P 1,i and P 3,i . To that aim we note that from inspecting the expression (43) it is evident that it increases monotonically with respect to P 1,i , for any P 3,i ≥ 0. Next, for any fixed 0 ≤ P 1,i ≤ 1, we differentiate (43) with respect to P 3,i and obtain (44) √ SNR 11 SNR 31 , which is satisfied if β > 2λ + 1. We conclude that (43) increases monotonically with respect to 0 ≤ P 1,i , P 3,i ≤ 1. This conclusion, combined with the facts that the expression in the logarithm in the first summation in (41) is monotone increasing in P 2,i , and that the logarithm function itself is monotone increasing, leads to the conclusion that if β > 2λ+1, then the first logarithmic expression in (41) monotonically increases with respect to P 1,i , P 2,i and P 3,i , hence it is maximized by setting P 1,i = P 2,i = P 3,i = 1. 2) Now consider the second term in (41) is maximized by P 3,i = 1. We conclude that if β > 2λ + 1 then (41) is maximized when all nodes transmit at their maximum available power: P 1,i = P 2,i = P 3,i = 1, i ∈ {1, 2, . . . , n}. Finally, step (d) follows since in the ergodic phase fading model, the magnitudes of the channel coefficients are constants and do not depend on the time index, and therefore the expectation can be omitted. Observe that as (R 1 , R 2 ) is achievable, then for k ∈ {1, 2}, P
(n)
e,k → 0 as n → ∞, and hence, kn → 0 as n → ∞. We therefore conclude that the sum rate is asymptotically bounded by (45), as shown at the top of this page. In the derivation leading to (45), step (a) follows since max{1, β} ≥ 1+β 2 . We note that if β > 2λ + 1, then β − λ > 1 + λ ≥ 1, hence, max{α, 1, β − λ} = max{α, β − λ}, and
Therefore, if β > 2λ + 1 then the genie-aided GDoF upper bound is given by
2) An Upper Bound Based on the Cut-Set Theorem: We derive three rate bounds following along the lines of the proof of the cut-set theorem [31, Th. 15.10.1] . First, we derive an upper bounds on R 1 by considering the cut S = {Tx 1 , Relay, Rx 2 }, S c = {Tx 2 , Rx 1 }, i.e., allowing full cooperation between Tx 1 and the Relay. For this cut we obtain
where (a) 
Step (e) then follows from [8, Lemma 2] which states that the conditional entropy is maximized by jointly circularly symmetric complex normal channel inputs with covariance matrix cov(X 2,i , Y 1,i ). Note that we can write
As the pair (X 2,i , Y 1,i ) is a linear transformation of a random vector, and as in addition, (X 2,i , Y 1,i ) is distributed according to a zero mean, jointly complex Gaussian distribution, we conclude that the joint distribution of (X 2G,i , Y 1G,i ) with the covariance matrix cov(X 2,i , Y 1,i ) is obtained by letting (X 1,i , X 2,i , X 3,i , Z 1,i ) be a jointly complex Gaussian random vector, which, in turn is obtained when (X 1,i , X 2,i , X 3,i ) is a jointly complex Normal vector with covariance matrix cov(X 1,i , X 2,i , X 3,i ). Finally, step (f) follows from [8, eq. (A.10)].
Next, by using the cut S = {Tx 1 , Rx 2 }, S c = {Relay, Tx 2 , Rx 1 }, i.e., by allowing full cooperation between Rx 1 and the relay, we obtain an additional upper bound on R 1 . This bound is expressed as:
where (a) follows from [8, eq. (A.5) ]. Lastly, we use the cut S = {Tx 2 , Rx 1 }, S c = {Relay, Tx 1 , Rx 2 } to obtain an upper bound on R 2 :
Since for n → ∞ we have kn → 0, k ∈ {1, 2}, then by combining (47)- (49) we obtain R sum ≤ min log 1 + SNR 11 + SNR 31 , log 1 + SNR 11 + SNR 13
Thus, the cut-set based GDoF upper bound is given by:
Note that (50) holds for any relationship between α, β, γ and λ. We conclude that an upper bound on the GDoF of the Z-ICR is given by the minimum of (46) and (50), which coincides with (38).
B. A Lower Bound on the Achievable GDoF
A lower bound on the achievable GDoF of the ergodic phase fading Z-ICR is stated in the following proposition:
Proposition 3: Consider the ergodic phase fading Z-ICR defined in Section II. The GDoF of this channel is lower bounded by
(51) Proof: We use a communications scheme similar to the communications scheme of Section III-D: The transmitters use mutually independent codebooks generated according to the i.i.d. (in time) complex Normal distributions:
Encoding is based on the DF scheme at the relay, and for decoding we use a backward decoding scheme at Rx 1 , and a PtP decoding rule at Rx 2 , where both receivers treat the additive interference as noise. Repeating the analysis in the proof of Prop. 2 it follows that this coding scheme results in the following achievable rate region for the Z-ICR:
Explicitly evaluating the mutual information expressions in (52) with the Gaussian p.d.f. for (X 1 , X 2 , X 3 ) specified above, we arrive at
Combining (53)- (55), we obtain the achievable GDoF stated in (51).
C. The Optimality of Treating Interference as Noise
In this section, we derive conditions on the SNR exponents of the channel coefficients under which the lower bound in (51) coincides with the upper bound in (38), thereby characterizing the maximal GDoF for the ergodic phase fading Z-ICR in the WI regime. Consider (51) and note that if α ≤ 
and thus, (38) specializes to
Next, from (35b) we conclude that γ ≥ 1 and β > 1+2α ≥ 1, and hence, max 2, 1 + min{β, γ } = 1 + min{β, γ }. Lastly, the condition β ≤ γ + α implies that β ≤ min{β, γ } + 2α, i.e., 1 + β − 2α ≤ 1 + min{β, γ }, and thus, it follows that GDoF + = 1 + β − 2α. We conclude that if (35) is satisfied, then (38) coincides with (51) and both are equal to 1 + β − 2α, thereby characterizing the maximal GDoF for the ergodic phase fading Z-ICR subject to (35). The maximizing input distribution follows directly from the input distribution used in the proof of the lower bound in Prop. 3, namely
D. Discussion
Comment 10: Consider the ergodic phase fading Z-IC: An upper bound on the achievable sum-rate for this channel 
It follows that the GDoF for this channel is upper bounded by 2. Comparing the GDoF upper bound of the phase fading Z-IC with the lower bound on the GDoF of the phase fading Z-ICR stated in (51), we note that if 1 ≤ β ≤ γ + α, then for the ergodic phase fading Z-ICR we have GDoF −
Hence, when 2 < (β − α) + + (1 − λ) + the relay node strictly increases the GDoF of the ergodic phase fading Z-IC even in scenarios in which the relay receives transmissions only from one of the transmitters, and the interference is treated as noise at both destinations. In Fig. 4 , the GDoF upper bound and the GDoF lower bound for the Z-ICR, as well as the upper bound on the GDoF of the Z-IC, are plotted vs. α for two sets of (β, γ ): β = γ = 2 and β = γ = 1.2, subject to ergodic phase fading. Observe that the GDoF for the Z-ICR is strictly greater than that of the Z-IC for β = γ = 2, when α < 0.5 and for β = γ = 1.2, when α < 0.1. Fig. 4 also clearly demonstrates the GDoF optimality of treating interference as noise in the WI regime.
Comment 11: Note that from Theorems 1 and 3 we conclude that mutually independent channel inputs achieve both the sum-rate capacity and the maximal GDoF of the ergodic phase fading Z-ICR in the weak interference regime. Hence, using the communications scheme described in Section III-D, there is no need for coordinating the codebooks of Tx 1 and of the relay to achieve optimality in both perspectives (capacity and GDoF). This observation suggests that when adding a relay to the interference network considered in this manuscript, the transmission scheme at the sources should remain unchanged, and that only the receivers should be modified to take advantage of the relay transmissions when decoding the messages from the sources, in order to improve performance. This conclusion substantially simplifies adding relay nodes to existing wireless communications networks, and provides a strong support for user cooperation for interference management in the weak interference regime.
Comment 12: From the derivation of the achievable GDoF in Section IV, it directly follows that the maximal GDoF of the ergodic phase fading Z-ICR can be achieved with channel inputs generated according to mutually independent i.i.d Gaussians with any arbitrary non-zero power, and it is not necessary to use the maximal power P k = 1, k = 1, 2, 3, for generating the channel inputs. Note, however, that the technical derivation of the GDoF upper bound does require P k = 1, k = 1, 2, 3, because we first upper bound the rate at any SNR and then take SNR → ∞. Yet, the achievability scheme can obtain the maximal GDoF when the nodes transmit with any finite positive powers, as long as the conditions of Thm. 3 are satisfied.
V. CONCLUSIONS
In this paper, we studied the two major performance measures of the ergodic phase fading Z-ICR: The sum-rate capacity and the GDoF. We focused on scenarios in which the interference is weak and the relay receives transmissions only from Tx 1 . We first characterized the sum-rate capacity of the ergodic phase fading Z-ICR in the WI regime. This is the first capacity result for the Z-ICR in the WI regime in which the relay power is finite. Next, we explained why GDoF analysis is relevant for this channel model although the fading process is ergodic, and then characterized the maximal GDoF for this channel in the weak interference regime. To the best of our knowledge, this is the first time that GDoF analysis is carried out for a fading scenario. For both performance measures, optimal performance was achieved by treating the interfering signal as additive noise at the destination receivers, in combination with using the DF strategy at the relay.
Our results show that adding a relay to the Z-IC enhances both its sum-capacity and GDoF compared to communications without a relay. Combined with our previous results on fading ICRs in the SI regime [8] , [9] , [14] , we conclude that there is a very strong motivation for employing relay nodes for interference management in both the WI regime as well as in the strong interference regime. Additionally, the fact that the optimal channel inputs are mutually independent both in the strong interference regime and in the weak interference regime, further motivates incorporating relay nodes into existing wireless networks. The results in this paper constitute a starting point for studying the combination of cooperation and interference in the WI regime.
APPENDIX A PROOF OF LEMMA 4
The proof is based on the proof of [6, Lemma 8] . Recall that a circularly symmetric, complex Normal random vector can be represented as a random vector with double the length, whose components are real, jointly Gaussian RVs. It follows that, as [6, Lemma 7] is stated for real Gaussian random vectors, 3 it holds also for circularly symmetric complex Normal random vectors. Letting X (X 1 , X 2 ) T then from [6, Lemma 7] we obtain the following equivalence for (X, Y 1 , Y 2 ):
. Finally, define
With these definitions, for the MMSE estimate of Y 1 based on (X, Y 2 ) we write
Here, (a) follows from [30, Th. 23.7.4 ] by using the real vector representation for the complex RVs, and (b) follows from the conditions on the cross-correlations in the statement of the lemma.
Computing E{Y 1 |Y 2 } explicitly we obtain
Comparing (A.2) and (A.3) we conclude that
Note that E{|Z 2 | 2 } = var(Z 2 ), and that
. Thus, subject to the conditions of the lemma Z = I 2 is equivalent to
APPENDIX B PROOF OF LEMMA 5
We follow the same approach as the proof of [24, Lemma 13] . Let
By the chain rule of mutual information we have
In the following, we will show that
which will complete the proof. Starting with I (X 1 ; X 2 + Z 2 |X 1 + Z 1 ), we note that
where (a) follows since conditioning does not increase entropy [31, Th. 2.6.5], (b) follows since Z 1 is independent of (Z 2 , X 1 , X 2 ), and (c) follows since I (
, and
Next, note that
In summary, from (B.2) and (B.3) we obtain that
Finally, let D 2 denote a diagonal matrix with {a
are defined in the statement of the lemma. The proof is then completed by noting that for a given input covariance matrix K X 2 , a circularly symmetric complex Normal
It thus follows that
which results in the desired equality (B.1).
APPENDIX C PROOF OF LEMMA 6
We follow steps similar to those used in the proof of [24, Corollary 6] , generalizing the derivations to hold for complex vectors. Using the notation of [25, Sec. III.A], define the 4n × 2n real matrix V kk as
Next, let X = X 2n , and define the 4n × 1 real-valued vectorX (X T R , X T I ) T , where X R and X I are the real and the imaginary parts of X, respectively. Note that similarly to [25, , by using this notation we have
; also note that this notation preserves the orthogonality among the columns of
kk ∈ R 2n×2n and O m×k is the all-zero m × k marix. Therefore, we can find two 4n × 2n matrices V 12 and V 21 s.t.
are two 4n × 4n matrices with orthogonal columns and hence, they can be written as
, 2} is a 4n × 4n matrix with orthonormal columns, U lk , l, k ∈ {1, 2} are four 4n × 2n matrices with orthogonal columns, and C k , k ∈ {1, 2} is a 4n × 4n diagonal matrix whose elements are given by:
Let C kk , k ∈ {1, 2} be two 2n × 2n diagonal matrices whose elements are given by C 11 i,i = C 1 i,i , and
With these assignments
, where C 12 and C 21 are defined to satisfy (C.1). Using the above definitions we can write 
. Using these definitions, we obtain
Next, let D 12 , D 21 ,D 11 andD 22 be four arbitrary 2n × 2n dimensional diagonal matrices with real positive elements and define the following 4n × 4n matrices: 
, and consider the following optimization problem:
where maximization is carried out over all 4n × 1 real vectorsX. Denote cov(X) ≡ KX . From [24, Th. 1] it directly follows that a Gaussian random vectorX is an optimal solution to this problem. Furthermore, from [8, Lemma 1], we obtain that for any pair of complex random vectorsX andX zm X − E{X}, it holds that h(X) = h(X zm ). Thus, we conclude that a zero-mean Gaussian random vector is the optimal solution to (C.4). Hence,
to both sides of (C.5) we obtain
, 2} × {1, 2} are four 2n × 1 vectors. Note that U k is an orthogonal matrix, i.e., U T k U k = I 4n , and thus the covariance matrix ofẐ k is given by
SinceẐ k , is a linear transformation of a Gaussian vectorZ k , it is a Gaussian random vector. Hence, it follows from (C.7) that Z k1 andẐ k2 are mutually independent for k ∈ {1, 2}. Next, note that for any real random vector X and any real matrix A it holds that (see [25, eq. (13) ]):
Hence, since any orthogonal matrix is invertible, then we can write
Using Lemma 5, it follows that 
Note that for an n × m matrix A and an m × n matrix B, Sylvester's determinant theorem [29, p. 271] states that |I n + AB| = |I m + BA|, and that given two square matrices A and B, it holds that (A · B) −1 = B −1 A −1 , thus, due to the continuity of log(I + A) over the semidefinite A we obtain from (C.6) (see, e.g., [24, eq. (164) 
Moreover, the convergence of (C.11) is uniform in KX , because the continuity of log(|I + A|) over A is uniform, and
We thus have 4 (see e.g. [24, eq. (165) 
4 For uniform convergence lim y→0 f y (x) = f (x) (see http://www2.math.umd.edu/~czaja/chap1.pdf): For any < 0,
Now, using (C.6), (C.10) and (C.12) we obtain
or equivalently, kk . Using (C.8) once more, we obtain for k = 1, 2,
Since both D kk andD kk are diagonal matrices then,
kk =D kk , and hence, we obtain that
Recall that from (C.2) we have
ll U T ll , and define
Hence, sincē D ll and D ll are positive and real diagonal matrices, then Z ll is distributed according to
The proof of Lemma 6 is completed by recalling that the elements ofD kk , k ∈ {1, 2} are chosen arbitrarily and thus, (C.13) holds for any p.d.D kk , and in particular forD kk
, and by noting that a Gaussian random vectorX achieves the r.h.s. of (C.13) with equality, i.e., a zero-mean complex Normal X is an optimal solution to (6 
where (a) follows from a direct calculation via
is independent of (υ, P 1 ), and that it increases with respect to P 3 . Additionally, since (Y 2G , S 2G ) are jointly circularly symmetric complex Normal whenH 2 =h 2 is given, we note that
)SNR 22
We therefore conclude that h(Y 2G |S 2G ,H 2 ) is maximized with P 2 = P 3 = 1, and that setting υ = 0 and P 1 = 1 does not affect the value of h(Y 2G |S 2G ,H 2 ). 
. Thus, as c 2 is positive, then the derivative of f 2 (|v|) with respect to |v| is non-positive, i.e., f 2 (|v|) is a non-increasing function of |v|, and hence, it is maximized at |v| = 0. Next, setting |v| = 0 in f 2 (|v|) we obtain:
Note that f 3 (P 1 , P 2 , P 3 ) is a monotonically increasing function of c 3 and is independent of c 2 . Additionally, note that since both c 4 and c 5 are nonnegative real numbers, then
We therefore conclude that f 3 (P 1 4 − log(2π) dθ 1
H n 1 =h n 1 , and define the 2n × 2n real matrices 31,i . Additionally, for k ∈ {1, 3} we define the n×n real diagonal matrices C k1 and S k1 whose diagonal elements are given by [C k1 
With these definitions we write
Re h
, we obtain U T 31 U 31 = I 2n . Hence, we conclude that U 31 is a 2n × 2n orthogonal matrix, and that the matrix h 31 can now be written as h 31 = √ SNR 31 · U 31 . Similarly we define U 11 = C 11 −S 11 S 11 C 11
. Next, consider η 1 · W n 1 . Begin by writing: 6 For complex Normal Z = X + jY , where X and Y are real vectors, define hence, its differential entropy is given by [25, p. 1296] :
Note that the expectation overH n 1 in (E.4) is taken with respect to the phases of the channel coefficients, which are mutually independent over the links, i.i.d. over time, and distributed uniformly over [0, 2π). Since cos(x + π) = − cos(x) and sin(x + π) = − sin(x), then replacing h 11 with −h 11 is equivalent to shifting the phases of all time realizations of H 11 , i.e., all coefficients in h (n) h 11 by π. As the complex exponential is periodic with a period of 2π, and the expectation spans a continuous intervals of 2π radians, a constant phase shift to all elements of the diagonal matrix h From (E. 6) Combining (E.7), (E.9), (E.10) and the fact that if matrices have the same eigenvalues their determinants are identical, we obtain the upper bound on (E.1), which is stated in (E.11), as shown at the top of the next page, where step (a) in the derivation leading to (E.11) is due to the fact that the logarithm function is a concave function and the application Jensen's inequality. Next, we define G U Similarly to the computation ofḠ 12 , we note that the products of the matrices C lm and S uv are diagonal matrices. Thus, for l = m Ḡ 11 l,m correspond to averaging over phases from different times and are thus zero. Hence, it remains to consider the diagonal elements ofḠ 11 : 
where the last inequality follows from the per-symbol power constraint P k,i E |X k,i | 2 ≤ 1, k ∈ {1, 2, 3}, and the condition on the optimal covariance matrix of Lemma 6.
Following similar steps we obtain thatḠ 22 To find the optimal solution, we first write the KarushKuhn-Tucker (KKT) necessary conditions for optimality [26, Ch. 5.5.3] , and solve for the maximizing d 3Ḡ,i , ϕ 3,i 2n i=1
, ψ 3 . As (E.13) guarantees concavity of the objective function, the optimal solution is the unique maximum. The KKT conditions for the above problem are: 
