Abstract. In this paper, we reviews the traditional technical analysis and financial models, such as regression and time series model, which often lacks reference value due to that their poor forecasting accuracy and predictive lag. In the age of big data, ANN (artificial neural network) technology has developed rapidly. So, we introduces a variety of classical ANN models and analyzes the traditional use of ANN in financial forecasting. Then, from the perspective of experiential investment, we puts forward the improved neural network and we used it to do empirical analysis with some optimization methods like Dropout. In conclusion, we suggest that the traditional model should be preferred in the short term prediction in the range of acceptable error. On the other hand, the neural network model is recommended if the prediction results and the prediction are required.
Introduction
Nowadays, the general methods to predict financial price are time series model and some other regression models, such as ARIMA, GARCH and VAR. However, these models can only predict the one period value in the future of financial markets. And, the predictions of these models often shows lagging performance based on true values.
In the second half of the twentieth century, so many methods of machine learning got development with a flourish like SVM(Support Vector Machine), random forest, ANN (Artificial Neural network) and so on. Thanks to the development of big data and machine learning, especially the ANN model, Internet and AI [1] got an unprecedented growth.
The ANN model has many distinguishing features. The foremost advantage is, under the condition of big valid data, ANN model could approximate fit any nonlinearity model through the adjustment of network structure. Therefore, in this paper, we try to predict price value of financial markets based on ANN model. Furthermore, the analysis, compare of prediction results between ANN and other traditional financial models, is need to finish as well.
Review
With the explosion of machine learning modeling, the artificial neural network was born. Earliest, it could be traced back to M-P nerve cell model which was proposed by McCulloch and Pitts [2] in 1943. Until now, the most fundamental ANN model, which is researchers mentioned frequently, is BP neural network built by some brilliant scholars in 1986, such as D.E. Rumelhart, J.L. McCellandand [3] their group mates.
In recent years, the explosion of computer's hardware has contributed to a sharp increase in computing power. So, ANN models, high level demand for calculating, have been widely applied in various fields such as prediction, classification and recognition. In 2012, CiresAn D Et al. [4] built Multi-column deep neural network for traffic sign classification, and they got an amazing result that is more precise than 99.46% made by human self. In 2015, according to the features of twodimensional binary programs, Saxe J Et al. [5] detected malicious software on the web based on ANN methods. And the results suggested that the deep ANN not only accelerated model training process, but also improved detection accuracy. On the other hand, in financial markets, Sun Et al. [6] applied ANN to the prediction of exchange rates and found that the ANN has an excellent performance in describing the nonlinear characteristics of financial system. In 2016, Guiyong Zhang Et al. [7] made a financial forecasting based on improved CNN model by SVM. And they verified the validity of this model through simulation.
Modeling

Back Propagation Algorithm
BP is a method used in artificial neural networks to calculate the error contribution of each neuron after a batch of data (in image recognition, multiple images) is processed. As illustrated in Figure 1 , BP is a special case of an older and more general technique called automatic differentiation. In the context of learning, backpropagation is commonly used by the gradient descent optimization algorithm to adjust the weight of neurons by calculating the gradient of the loss function. This technique is also sometimes called backward propagation of errors, because the error is calculated at the output and distributed back through the network layers. (1), then the target loss function could be expressed as equation (2) and (3) for sample (xk, yk).
When the active function of neural cell is sigmoid function, we could figure out parameters of BP model by gradient descent algorithm. This method process is shown from equation (4) to (7) . Therefore, in this way, we could figure out all parameters in the model training based on our training dataset.
Model Improving
According to the results of other research and test in this paper, it is easy to found that the traditional modeling, using original ANN model straightly, is ineffective especially in financial forecasting. This situation is mainly because this method is often to lead the model overfitting and some other problems. Hence, in this research, the target loss function could be modified by adding L1 and L2 regularizers. Then, the new loss function used in this paper is shown as equation (8). These two regularizers can contribute to prevent model overfitting.
In the above analysis, the sigmoid is used as active function of neural cell. However, nowadays, ReLU (Rectified Linear Units) function is more significant than sigmoid to be active function. Its specific expression is shown as equation (9) As illustrated in equation (9) and Figure 2 , it is easy to conclude that ReLU has three advantages over sigmoid function. First of all, it is a one-side and more biological plausibility function relative to the antisymmetry of tanh or sigmoid. Second, it has an efficient gradient propagation due to no vanishing or exploding gradient. Last point, it has sparse activation. For example, in a randomly initialized network, only about 50% of hidden units are activated (having a non-zero output). In conclusion, the ReLU is chosen as active function of model in this study.
Apart from the above mentioned, there are still two algorithm to improve ANN model in this paper. On one hand, the gradient descent algorithm is replaced by Adam to figure out the parameters of the ANN model. It is proposed by Diederik P. Kingma Et al.
[15] to optimize parameters solving among model training. On the other hand, there are another algorithm named Dropout put forward by Hinton[16] to prevent ANN overfitting problem in training. Its theory could be described as Figure  3 . Obviously, this algorithm can enhance the sparse activation in model training process.
Experiments
In this research, the primary purpose is to find out the results of financial market forecasting based ANN model. Then, we are going to have a forecast for the one & five period share price in the future based on ANN. But, to do a comparative analysis of forecasting effect, some traditional financial models, such as regression and ARIMA, will be mentioned as benchmark in this experiments.
Data
Because financial data is what we need in this part, especially the data of Chinese financial markets. Therefore, we chosen the SSE (Shanghai Stock Exchange) Composite Index, its period from 2006 to 2017, as sample data in this study. Except the closing price, the sample data we selected also contain open, high, low price. In addition, the volume and amount of market transactions included in data yet. For a more clear presentation, the summary of the sample data is illustrated in table 1. It is worth to explain that two variables, named y_1 (the next one period price in the financial market future) and y_5 (next five) in the summary table, play the role of the dependent variables in the forecasting model. According to the Table 1 , summary of data, we have described the characteristics of variables by some statistics like mean, min, std and so on. 
Modeling with Improved ANN
To illustrate the forecasting effect of the model more clearly, the dataset is divided into training dataset and test dataset. And we set the size proportions of these two dataset as 5:1. The Figure 4 depicts the dynamic prediction method used in this article. It means that we build the ANN model with only the data in the window period to predict next price. After several attempts, setting 1000 as the size of the window is relatively appropriate. Based on test dataset, after modeled y_1 and y_5 separately, the prediction results of these two variables are illustrated in Figure 5 and 6 respectively. As shown in two pictures, it is obviously and normally that the prediction of y_1 is better than y_5. As we all know, with respect to predict y_1, it is very difficult and crucial to forecast y_5 precisely. 
Model Evaluation
In the above analysis, two traditional financial prediction model, regression and a classic time series model called ARIMA, mentioned as benchmarks to verify the effectiveness of improved ANN. So, we present the predicted results of these three models in Figure 7 . Summary, for y_1, there is poor distinction of prediction outcome among three models. The improved ANN model is more efficient than other twos under rigorous estimation. However, as for prediction of y_5, the diffidence between models is pretty remarkable. In the situation, according to the MSE of y_5 forecasting, the worst model is regression, next is ARIMA, and the improved ANN in this paper is the best one. 
Summary
In this research, we proposed an improved ANN model with some advanced algorithm like Adam, Dropout and so on. Based on the sample dataset, SSE Composite Index range from 2006 to 2017, we made a comparative analysis between improved ANN and two traditional models including regression and times series called ARIMA. According to the results, we found out that there is some diffidence between these models.
In conclusion, first, to predict next one period price in the future, there is little distinction between the forecasting results of three models referred before. But in fact, you could find a few advantages of improved ANN if notice the details. On the other side, the improved neural network model is more efficient if the precision and forecasting period are required highly. This is the reason why the outcome of y_5 prediction based on improved ANN is the best one in this study.
