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Abstract
The search problem in the statistical approach to speech recognition is to find the most likely
word sequence for an observed speech signal using a combination of knowledge sources, i.e. the
language model, the pronunciation model, and the acoustic models of phones. The resulting
search space is enormous. Therefore, an efficient search strategy is required to compute the
result with a feasible amount of time and memory.
The structured statistical models as well as their combination, the search network, can be
represented as weighted finite-state transducers. The combination of the individual transducers
and their optimization for size and structure is achieved by means of weighted transducer algo-
rithms. The construction of the transducer can be performed on-the-fly during the search, such
that only parts of the search network are generated as needed. This dynamic network search has
lower memory requirements compared to a search using the full static expansion of the search
network.
In this thesis, we investigate search methods for speech recognition using weighted finite-
state transducers. The focus of this work is on dynamic search networks using on-the-fly trans-
ducer composition. We study the construction of the transducers involved and analyze different
modeling approaches. Amongst other topics, we describe a novel construction of compact
phone context-dependency transducers based on a joint optimization of model complexity and
transducer size.
We describe an efficient search algorithm and its implementation in detail and provide an
experimental evaluation. The dynamic transducer-based search is compared in-depth to another
state-of-the-art search strategy using dynamic network expansion, namely history conditioned
lexical tree search. Experimental results are obtained using several high-performance large
vocabulary continuous speech recognition systems, including systems for broadcast news and
spontaneous speech in English and Arabic.
This thesis includes also considerations on practical aspects of a speech recognition system.
In particular, we describe a novel framework for audio segmentation and we give a detailed
overview of RASR, the publicly available RWTH Aachen University speech recognition soft-
ware package, which has been extended within the scope of this work.
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Zusammenfassung
Als Suchproblem bezeichnet man in der statistischen Spracherkennung die Suche nach der
wahrscheinlichsten Wortfolge für ein gegebenes Sprachsignal. Dafür wird eine Kombination
aus mehreren Wissensquellen genutzt: Sprachmodell, Aussprachemodell und akustische Mo-
delle von Sprachlauten. Der dabei entstehende Suchraum ist enorm groß und erfordert eine
effiziente Suchstrategie, um die Ergebnisse in akzeptabler Zeit und mit praktikablem Speicher-
platz zu berechnen.
Sowohl die strukturierten statistischen Modelle als auch deren Kombination zu einem Such-
netzwerk lassen sich mit gewichteten, endlichen Transducern (weighted finite-state transdu-
cers) darstellen. Mit geeigneten Operationen auf weighted finite-state Transducern können die
einzelnen Transducer kombiniert und hinsichtlich Größe und Struktur optimiert werden. Die
Konstruktion des finalen Transducers kann während der Suche geschehen, so dass nur jene Tei-
le des Suchnetzwerks erzeugt werden, die auch tatsächlich benötigt werden. Diese dynamische
Suche hat, verglichen mit der Suche auf einem statischen, vollständig expandierten Netzwerk,
einen geringeren Speicherverbrauch.
Gegenstand dieser Doktorarbeit ist die Untersuchung von Suchverfahren für die Spracherken-
nung, die weighted finite-state Transducer nutzen. Insbesondere wird die Verwendung dynami-
scher Suchnetzwerke mit unmittelbarer Transducer-Komposition (on-the-fly transducer compo-
sition) betrachtet. Eingehend untersucht werden die Konstruktion der benötigten Transducer
sowie verschiedene Modellierungsansätze. Neben anderen Aspekten wird eine neuartige Kon-
struktion des Transducers beschrieben, welcher die Kontextabhängigkeit der Lautmodelle defi-
niert. Diese Konstruktion basiert auf einer gemeinsamen Optimierung der Modellkomplexität
und der Größe des resultierenden Transducers.
Ein effizienter Suchalgorithmus und dessen praktische Umsetzung wird detailliert beschrie-
ben und experimentell untersucht. Die dynamische, auf Transducern basierende Suche wird mit
einem weiteren dem Stand der Technik entsprechenden Suchverfahren mit dynamischem Netz-
werk verglichen: der historienbedingten lexikalischen Baumsuche (history conditioned lexical
tree search). Experimentelle Ergebnisse werden für mehrere leistungsstarke Spracherkennungs-
systeme mit großem Vokabular vorgestellt, unter anderem Systeme für Nachrichtensendungen
und Spontansprache in englischer und arabischer Sprache.
Außerdem enthält diese Arbeit Betrachtungen zu mehreren praktischen Aspekten von Sprach-
erkennungssystemen. Vornehmlich wird ein neues Verfahren zur Segmentierung von Audioda-
ten vorgestellt. Weiterhin wird das im Rahmen dieser Arbeit erweiterte, frei verfügbare Sprach-
erkennungs-Softwarepaket der RWTH Aachen University, RASR, ausführlich beschrieben.
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Chapter 1
Introduction
Speech is not only the most natural but usually also the most efficient form of human commu-
nication. In many cases, speech is also a convenient and efficient interface for human-machine
interaction. For example, in situations where input devices are not accessible or difficult to
operate, speech input is a handy alternative. Automatic speech recognition (ASR), i.e. the auto-
matic conversion of an acoustic signal containing speech into written text, is a fundamental part
of such systems. Recently, ASR has been integrated in numerous commercial products, such
as mobile devices, navigation systems, dictation software, and many more. ASR is applied in
many systems without direct user interaction, too. An ever-expanding amount of digital audio
and video data is being recorded, stored, and processed. In order to make this data available for
further machine processing, e.g. translation, information extraction, or indexing, the contained
speech needs to be transcribed automatically.
Progress in speech recognition technology as well as the massive increase in processing
speed, memory capacity, and the availability of large amounts of training data resulted in the
development of today’s large vocabulary continuous speech recognition (LVCSR) systems han-
dling unconstrained speech, which are considered in this thesis.
Modern LVCSR systems are based on a statistical approach. In the search process, several
statistical models are combined to find the most probable word sequence for a given speech sig-
nal. The resulting search space is enormous. Therefore, efficient search strategies are required
to obtain the result in reasonable time. Efficient search strategies for ASR have undergone inten-
sive research since the early stages of automatic speech processing. Various search techniques
have been developed, investigated, and constantly enhanced. Nevertheless, efficient search
for ASR continues to be a challenging research problem, in particular for huge vocabularies
and complex language models, which are required for applications with unconstrained domain,
morphologically rich languages, and spontaneous speech input.
The term efficiency refers here to both computation time and memory usage. The efficiency
of an LVCSR system is crucial for its applicability. Applications with direct user interaction
require low latencies to be successful. Furthermore, increased time and memory efficiency
reduces the cost of operation of ASR systems.
Weighted finite-state transducers (WFSTs), a special form of finite-state machines, are suc-
cessfully applied in many areas of natural language processing, in particular in ASR. They allow
for a unified representation of the structured statistical models as well as their combination and
optimization. WFST can be used to describe and construct the finite-state network defining the
search space.
1
Chapter 1 Introduction
In this thesis, we discuss the construction of the individual transducers, as well as their
combination and optimization. We study the WFST-based approach to search for ASR and
compare it in detail to another well-known search strategy.
This chapter reviews the statistical approach to speech recognition and outlines the individual
components of a speech recognition system. In Section 1.2, we introduce WFSTs, the notation
used in this thesis, and the general algorithms for modifying and optimizing weighted automata
and transducers
1.1 Statistical Speech Recognition
The statistical approach to speech recognition is to choose for a given sequence of acoustic
observations xT1 = x1 . . .xT the word sequence w
N
1 =w1 . . .wN , which maximizes the a-posteriori
probability, according to Bayes’ decision rule [Bayes 63]. The resulting decision rule is:
xT1 7→ wˆN1 (xT1 ) = argmax
wN1
{p(wN1 |xT1 )} (1.1)
= argmax
wN1
{p(wN1 ) · p(xT1 |wN1 )} (1.2)
Two stochastic models appear in this equation: the language model (LM) assigns a prior
probability p(wN1 ) to the word sequence, whereas the acoustic model (AM) yields the condi-
tional probability p(xT1 |wN1 ) of observing a sequence of features for the given word sequence.
Figure 1.1 depicts the general architecture of a statistical speech recognition system, which
consists of several components:
• The feature extraction module performs signal analysis to compute acoustic features xT1
from the input speech signal.
• The acoustic model consists of statistical models for words or smaller sub-word units.
• The pronunciation dictionary or lexicon, which can be considered part of the AM, defines
the mapping from words to sub-word units, usually phonemes.
• The language model models syntax and semantic of the spoken language and provides
an a-priori probability of a given word sequence.
• The search combines the knowledge sources and finds the best word sequence according
to Equation 1.2.
We describe these components in more detail in the following sections.
1.1.1 Feature Extraction
The feature extraction process converts the digital audio signal into a sequence of acoustic
features building a parameterization of the input signal. The challenge in this part of the system
is to keep only information relevant for the spoken content. Therefore, effects like background
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Figure 1.1 Schematic view of the basic architecture of a statistical speech recognition system [Ney 90].
noise and variability in the signal, due to e.g. intensity, gender and speaker identity, should be
discarded.
State-of-the-art acoustic features are based on short-term spectral analysis, usually a Fast
Fourier Transformation (FFT) [Rabiner & Schafer 78]. The result of the FFT is further pro-
cessed to yield features based on models of the human auditory system. Commonly used pro-
cedures for feature extraction are Mel-frequency cepstral coefficients (MFCC) [Mermelstein
76] and perceptual linear prediction (PLP) [Hermansky 90]. In addition, articulatory motivated
features can be appended, like the voicedness feature [Zolnay & Schlüter+ 02]. An alternative
approach, lately used in many state-of-the-art systems, is to estimate phone posterior proba-
bilities using a classifier, usually an artificial neural network (NN), and to incorporate these
probabilities as acoustic features [Hermansky & Ellis+ 00].
The short-term features lack dynamic information of the signal, which can be incorporated
by augmenting the feature vector with first and second temporal derivatives. Alternatively, tem-
poral context can be incorporated by applying linear discriminant analysis (LDA) [Fisher 36] to
the concatenation of neighboring feature vectors yielding a projection to a lower dimensional
feature space with maximized class separability [Haeb-Umbach & Ney 92].
MFCC and PLP features hold speaker information, while the AM is speaker-independent
in most cases. It is therefore beneficial to transform the features for increased speaker inde-
pendence by means of speaker normalization and speaker adaptation. Vocal tract length nor-
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malization (VTLN) is a popular technique to compensate for variability caused by different
length of the vocal tract [Eide & Gish 96,Welling & Kanthak+ 99]. Speaker adaption accounts
for characteristics of a particular speaker or recording situation. In our systems, feature space
maximum likelihood linear regression (fMLLR) is used to estimate speaker adapting transfor-
mations of the features [Gales 98]. A comprehensive overview of speaker adaptation methods
can be found in [Pitz 05].
1.1.2 Pronunciation Dictionary
Instead of modeling whole words, the AM provides models for sub-word units, most commonly
phonemes. Phonemes are an abstraction of phones (speech sounds), they form distinguishing
units of sounds [Esling 10].
Using models of sub-word units instead of whole words has the advantage of a more reliable
estimation, because more training data is available for these small units. Furthermore, the
vocabulary of the recognition system can be extended more or less independent of the acoustic
training data.
The pronunciation dictionary (or lexicon) defines the mapping from words to sequences of
phonemes. Each word can have multiple pronunciations. For example, the word “read” can
be pronounced “r iy d” or “r eh d”. Thus, the lexicon defines also a mapping from words to
pronunciation variants. Each pronunciation variant has a unique identifier, which defines both
the word and its pronunciation. Several words can have the same pronunciation, which are then
called homophones. For example the words “read” and “red” have common pronunciations.
Homophones are distinguishable only in context of a sentence or phrase, modeled by the LM.
The mapping between words and pronunciations may be weighted to account for the proba-
bility of occurrence of a pronunciation given a word:
p(xT1 |wN1 ) =∑
vL1
p(xT1 |vL1)p(vL1 |wN1 )β (1.3)
with vL1 a sequence of phonemes and β a scaling factor, which controls the influence of the
pronunciation weight. The sum is often approximated by the maximum.
The pronunciations contained in the lexicon are either generated manually or automatically.
The manual transcription of words into phonemes is a laborious and thereby costly process, es-
pecially for very large vocabularies. Furthermore, frequent extensions of the vocabulary prove
to be difficult if manual work is involved. Automatic pronunciation generation algorithms,
called grapheme-to-phoneme conversion, achieve high accuracies. These techniques use either
rule-based systems or a statistical approach [Bisani & Ney 08].
1.1.3 Acoustic Model
The AM provides stochastic models of speech units capturing both static and temporal fea-
tures. The models have to account for acoustic realizations with varying speaking rate, which
is achieved in nearly all modern ASR systems by using hidden Markov models (HMMs) [Baker
75b, Rabiner & Juang 86, Rabiner 89].
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Figure 1.2 Depiction of an HMM with 6 states.
An HMM is a stochastic finite-state automaton, in which states represent random variables.
These states are an abstract concept and cannot be observed, they are hidden. The topology
of an HMM defines the possible transitions between states. A commonly used topology is the
Bakis topology [Bakis 76], where each state has a loop, a forward, and a skip transition, as
depicted in Figure 1.2. Skip transitions allow for fast speaking rates, whereas loop transitions
account for slowly pronounced speech.
Each sub-word unit is modeled by an HMM. In our systems, each phoneme (or triphone, as
introduced in the following) is represented by an HMM of 3 or 6 states. These sub-word HMMs
are concatenated to form models of whole words, more specifically pronunciations of words.
Likewise, word HMMs are concatenated to form models of word sequences.
Using the skip, loop, and forward transitions of such an HMM, its states can be traversed in
various ways for a given feature sequence xT1 . The probability of observing x
T
1 given a word
sequence wN1 is defined as the sum over all possible state sequences s
T
1 :
p(xT1 |wN1 ) = ∑
sT1
p(xT1 ,s
T
1 |wN1 ) (1.4)
= ∑
sT1
T
∏
t=1
p(xt ,st |xt−11 ,st−11 ,wN1 ) (1.5)
= ∑
sT1
T
∏
t=1
p(xt |xt−11 ,st1,wN1 ) · p(st |xt−11 ,st−11 ,wN1 ) (1.6)
Using the model assumption, that the probability of observing xt depends only on state st
and that p(st |xt−11 ,st−11 ,wN1 ) depends only on the identity of the immediate predecessor state
(first-order Markov assumption), Equation 1.6 can be rewritten to:
p(xT1 |wN1 ) =∑
sT1
T
∏
t=1
p(xt |st ,wN1 ) · p(st |st−1,wN1 ) (1.7)
Two factors appear in this equation, the emission probability p(xt |st ,wN1 ) of observing feature
xt while being in state st and the transition probability p(st |st−1,wN1 ) for a transition from state
st−1 to state st . In our systems, the transition probability is simplified to a state-independent
time distortion penalty which depends only on the type of transition taken.
The sum is approximated by the maximum over all state sequences, resulting in the so-called
Viterbi or maximum approximation [Ney 90]:
p(xT1 |wN1 )≈max
sT1
{
T
∏
t=1
p(xt |st ,wN1 ) · p(st |st−1,wN1 )
}
(1.8)
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The maximum approximation is important for an efficient search, as we discuss later in
this chapter. Equation 1.8 describes the time alignment problem, i.e. which state sequences
to choose for given word and feature sequences. Both Equation 1.7 and Equation 1.8 can be
evaluated efficiently using dynamic programming algorithms [Bellmann 57, Viterbi 67, Baum
72, Ney 84, Rabiner & Juang 86].
The emission probabilities of the HMMs are modeled by Gaussian mixture models. That is,
the emission probability for a state s is defined by a set of Ls Gaussian densities with associated
weights csl:
p(x|s) =
Ls
∑
l=1
csl ·N (x|µsl,Σsl) with
Ls
∑
l=1
csl = 1 (1.9)
In our systems, all densities of all state distributions share the same diagonal covariance matrix
Σ = Σsl . Thereby, problems with underestimated variances are avoided and the calculation of
likelihoods can be performed more efficient, as we describe in Section 8.2. The parameters are
estimated in the training phase of the system according to the maximum likelihood criterion
using the expectation maximization (EM) algorithm [Dempster & Laird+ 77]. The parameters
are optionally refined in a subsequent discriminative training step [Bahl & Brown+ 86, Bahl &
Padmanabhan+ 96, Schlüter & Macherey+ 01, Povey & Woodland 02].
The acoustic realization of a phoneme depends on the surrounding phonemes due to coartic-
ulation effects. The sub-word models used are therefore context-dependent phoneme models.
Triphone models account for the immediate predecessor and successor phonemes, some sys-
tems use even larger phonetic context. Coarticulation effects can occur across word boundaries,
too, which requires to consider the context-dependency of phonemes also across words [Hon &
Lee 91, Odell & Valtchev+ 94, Sixtus 03]. The number of context-dependent phonemes is usu-
ally too large to estimate separate models for each of them reliably. Furthermore, the acoustic
training data may not contain examples for every phoneme combination required. The parame-
ters of the phone models are therefore tied, resulting in generalized allophone models [Young
92]. Decision-tree based clustering using a phonetic classification and regression tree (CART)
is commonly used to achieve a top-down clustering of acoustically similar HMM state mod-
els [Young & Odell+ 94]. This method allows to assign state models also to allophones unseen
during training. We discuss context-dependent modeling in more detail in Chapter 5.
1.1.4 Language Model
The LM provides a model for the syntax and semantic of speech in form of an a-priori proba-
bility p(wN1 ) of a word sequence w
N
1 . It has a significant contribution to the recognition perfor-
mance.
The de-facto standard in LVCSR are n-gram LMs [Bahl & Jelinek+ 83]. A word sequence
is assumed to follow an (n− 1)-th order Markov process. Thus, the probability of occur-
rence of a word wi depends only its n− 1 predecessor words, referred to as word history
hi = wi−n+1 . . .wi−1. The LM is thereby factored into a product of conditional probabilities
p(wi|hi):
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p(wN1 ) =
N
∏
i=1
p(wi|wi−11 ) =
N
∏
i=1
p(wi|hi) (1.10)
The number of n-grams, i.e. word sequences of length n, to be modeled increases expo-
nentially with the history length. Even in huge text corpora used to estimate the probability
distributions, a large number of n-grams is rarely seen if at all. Therefore, smoothing methods
have to be applied to account for unseen n-grams. Smoothing methods use discounting in com-
bination with backing-off or interpolation [Katz 87,Ney & Essen+ 94,Generet & Ney+ 95,Ney
& Martin+ 97].
In this thesis, we assume a back-off structured LM [Katz 87] with probabilities of the form
p(w|h) =
{
α(w,h) if N(w,h)> 0
γ(h) · p(w|h¯) else (1.11)
with N(w,h) the count of n-gram hw in the LM training data, back-off weight γ(h), and modi-
fied distribution α(w,h). α and γ are estimated on the training data by applying a smoothing
technique. By h¯ we denote a truncated history, obtained by dropping the leftmost word in h.
Note that an interpolated LM can be represented in the same form.
The probability of the LM can be scaled, such that the LM has more impact on the decision
than the AM. By introducing scales βL and βA for the LM and the AM respectively, Equation 1.2
becomes:
argmax
wN1
{
p(wN1 |xT1 )
}
= argmax
wN1
{
p(wN1 )
βL · p(xT1 |wN1 )βA
}
(1.12)
= argmax
wN1
{
βL
βA
log p(wN1 )+ log p(x
T
1 |wN1 )
}
(1.13)
The factor βLβA is referred to as LM factor or LM scale.
1.1.5 Search
In the search process, the most likely word sequence wN1 for the observed speech signal, repre-
sented by a sequence of acoustic feature vectors xT1 , is computed according to Equation 1.2. As
the search is the major topic of this thesis, we introduce the basic concepts in this section and
discuss the specifics of the search throughout the rest of this work.
1.1.5.1 The Search Problem
As described above, the word models are assembled from sequences of phoneme models accord-
ing to the pronunciation lexicon. Each phoneme is modeled depending on the phoneme context
by an HMM with transition probabilities p(st |st−1,w) and emission probabilities p(xt |st ,w).
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By making use of the maximum (or Viterbi) approximation, the optimization problem (Eq. 1.2)
can be written as:
wˆN1 = argmax
wN1
{[
N
∏
n=1
p(wn|hn)
]
·max
sT1
{
T
∏
t=1
p(st |st−1,wN1 ) · p(xt |st ,wN1 )
}}
(1.14)
The optimization over the state sequence sT1 is performed according to the HMM state network
implied by the respective word sequence wN1 .
1.1.5.2 Search Networks
Each knowledge source can be represented as a finite-state model. The HMMs are finite-state
automata. Context-dependent phonemes and the language model have limited dependencies
and therefore also a finite-state representation, as we describe in detail in Chapter 4. Thus, the
combination of these models is also a finite-state model, the search network. The solution of
the optimization problem is obtained by searching the path with minimal cost in the search
network. Thus, the optimization over both word sequences and state sequences is performed
simultaneously.
The search process is commonly referred to as decoding and the algorithm or the respective
software component is called decoder, in analogy to the terminology of finite-state methods for
decoding [Forney 73].
The contextual constraints of the models are of limited scope. The language model (assum-
ing an n-gram LM) depends on n− 1 predecessor words, triphones dependent on surrounding
phonemes, and HMM states depend only on the immediate predecessor state. Thus, all models
have a “short memory”, which leads to the concept of path recombination. As soon as the
extensions of two paths in the search network do not depend on their respective predecessor
states, the paths can be merged, keeping only the currently best one. The lower scoring path
will not lead to the best sentence and can be discarded. Recombination is an inherent property
of dynamic programming [Bellmann 57]. The construction of the search network can account
for path recombination, resulting in a compact network.
The search network can be pre-compiled in advance and used as a static structure by the
decoder. Such static network decoders are known to be very efficient in terms of computation
time, but have high memory requirements, especially if large language models (e.g. high-order
n-gram models) and very large vocabularies are involved. Furthermore, the construction of
these static networks is a time-consuming process, which is difficult to reconcile with frequently
or dynamically changing models. Dynamic network decoders, which generate just the required
parts of the search network on demand during the search, can be more memory efficient.
1.1.5.3 Search Strategies
The decoding process has to search an enormous set of hypotheses (the search space) given the
observed audio signal. For an LVCSR system, it is clearly not possible to evaluate all hypothe-
ses in a reasonable amount of time. Therefore, unlikely hypotheses need to be ignored, i.e. a
large part of the search space needs to be pruned. Due to this pruning, so called search errors
8
can occur and the optimal solution of the optimization problem might not be found. However,
pruning allows to control the computation time by trading speed for recognition quality. Hence,
pruning is essential in order to achieve certain runtime requirements of a system in practice.
The main objective of a decoder is to perform the search fast with a low amount of memory
while avoiding a search errors. An additional requirement, at least in research applications, is
flexibility. That is, the decoder should be able to cope with different modeling approaches.
The commonly used search strategies can be divided into several classes [Aubert 02]. If
the search network is static, the search can be performed depth-first or breadth-first search.
However, the depth-first approach is not adopted in practice, because the time-synchronous
breadth-first traversal has certain advantages (see Chapter 6). If the network is constructed
on-the-fly during decoding, the time-asynchronous traversal using an A∗ search is known as
stack-decoding [Jelinek & Bahl+ 75, Paul 92]. This approach does not require the Viterbi ap-
proximation, i.e. the sum over all states sequences can be computed. However, a heuristic is
needed to estimate the remaining cost of an hypotheses and the recognition quality depends
on this estimate. The more common approach is to perform a time-synchronous breadth-first
search, which allows to compare hypotheses directly, as they cover the same part of the in-
put, and admits effective pruning of hypotheses [Baker 75b, Ney & Mergel+ 87]. The search
space of a time-synchronous dynamic network decoder can be structured in several ways. The
time-conditioned approach organizes hypotheses depending on the word start time [Ortmanns
& Ney 00b], while a history-conditioned approaches uses word history dependent hypothe-
ses. In a token passing decoder, the history-conditioned hypotheses are structured per HMM
state [S. J. Young 89, Odell & Valtchev+ 94]. Whereas, in the history conditioned search, the
hypotheses are organized per word history [Ney & Haeb-Umbach+ 92].
To reduce runtime and memory costs of the search, redundant hypotheses should be avoided
as much as possible. Therefore, the pronunciation dictionary is represented as prefix tree [Ney
& Haeb-Umbach+ 92] or a minimized automaton [Federico & Cettolo+ 95]. Thereby, common
parts of the pronunciations of the words are shared and separate hypotheses are generated only
if necessary. We describe the history-conditioned tree search in more detail in Chapter 7.
1.1.5.4 Multi-pass Decoding
State-of-the-art LVCSR system perform several recognition passes to obtain the final result.
Speaker adaption as well as language model adaptation techniques rely on a transcription to
estimate the required transformation of the models. This transcription is obtained from a first
recognition pass using unadapted models. The adapted models are then used in subsequent
recognition passes. Some system apply a complex architecture of decoder runs using different
models, cross adaption, and combination of results, e.g. [Rybach & Hahn+ 07, Hoffmeister &
Plahl+ 07].
Some models are too complex to be used during a full search. For these models, the search
space needs to be restricted. The smaller search space is produced by a slightly modified
search procedure, which generates not only the best sentence but a set of the highest ranking
hypotheses. These hypotheses can be represented as an N-best list or, in a compact form,
as word lattice (cf. Chapter 6). The result is used, for example, to apply a more complex
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LM [Ortmanns & Ney+ 97] or to combine results of several systems [Hoffmeister 11].
1.1.6 Performance Measurement
The recognition quality of a speech recognizer is commonly measured in terms of its word
error rate (WER) on a specific test corpus, i.e. the number of incorrectly recognized words.
The WER is the normalized Levenshtein distance between the recognized word sequence and
the correct word sequence actually spoken. The Levenshtein distance, or edit-distance, is the
minimal number of local edit operations (insertion, deletion, and substitution of words) required
to transform one word sequence into the other [Levenshtein 65]. It can be computed efficiently
for two strings of length W and V in O(W ·V ) using a dynamic programming algorithm [Wagner
& Fischer 74]. The WER is obtained by dividing the edit-distance by the number of reference
words.
The edit-distance can be generalized for two weighted finite-state automata, defining a dis-
tance between two sets of (weighted) strings [Mohri 03]. This is applied, when we assess the
quality of word lattices. The lattice WER (also called graph error rate (GER)) is computed
based on the minimum distance between the correct word sequence and any word sequence
contained in the lattice. In this case, the lattice is regarded as an unweighted automaton. The
lattice WER is also normalized using the number of reference words. Another metric used on
lattices is the lattice density, which is the ratio between number of arcs in the lattice and the
number of reference words.
The runtime of a speech recognizer is measured in terms of real time factor (RTF), which is
calculated as processing time divided by audio duration. Note that the RTF does not incorporate
the recognition quality and is therefore not directly a measurement of efficiency. The RTF needs
to be related to the WER. For the experiments presented in this thesis, we mostly plot the WER
against the RTF for a comparison of efficiency.
Another indicator for decoder efficiency is the average size of the search space, i.e. the aver-
age number of hypotheses evaluated per time frame. This metric is more or less independent
of the actual implementation and the computer system and thereby useful to compare differ-
ent methods irrespective of practical implications. However, the search space size needs to be
related to the WER, too.
The quality of an LM is measured in terms of perplexity (PPL). The PPL of an LM and a
word sequence wN1 is defined as:
PP(wN1 ) = p(w
N
1 )
− 1N (1.15)
=
[
N
∏
n=1
p(wn|hn)
]− 1N
(1.16)
logPP(wN1 ) = −
1
N
N
∑
n=1
log p(wn|hn) (1.17)
The logarithm of the perplexity is equal to the entropy of the model. It can be interpreted as the
average number of choices to continue the word sequence at any position.
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Table 1.1 Semirings used in speech recognition applications.
semiring K x⊕ y x⊗ y 0¯ 1¯
probability R+ x+ y x · y 0 1
log R∪{−∞,+∞} − log(e−x+ e−y) x+ y +∞ 0
tropical R∪{−∞,+∞} min{x,y} x+ y +∞ 0
1.2 Weighted Finite-State Transducers
A weighted finite-state automaton is a generalization of the classical finite-state automaton
[Schützenberger 61, Droste & Kuich 09]. It assigns a weight to each element of the regular
language defined by the automaton. The automaton is defined over a specific semiring and the
weights are members of this semiring. A finite-state transducer represents a mapping between
two regular languages. A transition in a transducer is augmented with an output label [Salomaa
& Soittola 78]. Hence, a WFST is a weighted mapping between regular languages.
The WFST framework has been applied successfully for search in speech recognition, as we
will describe in this thesis. Other problems in speech recognition have WFST-based solutions as
well, e.g. discriminative AM training, Bayes risk decoding, and system combination [Hoffmeis-
ter & Heigold+ 12]. Furthermore, WFSTs are also used in a large variety of applications in
natural language processing, including language modeling [Allauzen & Mohri+ 03], machine
translation [Kumar & Byrne 03], optical character recognition [Breuel 08], speech syntesis [Al-
lauzen & Mohri+ 04b], and general sequence models [Knight & May 09].
1.2.1 Notation
A semiring (K,⊕,⊗, 0¯, 1¯) is defined by a set of values K, binary operations ⊕ and ⊗, and
designated values 0¯ and 1¯ [Golan 99]. The summation operation ⊕ has 0¯ as identity while
1¯ is the identity for ⊗. The operation ⊕ is associative and commutative The operation ⊗ is
associative. That is, (K,⊕, 0¯) is a commutative monoid and (K,⊗, 1¯) is a monoid. The ⊗
operation distributes w.r.t. ⊕ and has 0¯ as annihilator (a⊗ 0¯ = 0¯⊗a = 0¯ ∀a ∈K).
The probability semiring is defined as (R+,+, ·,0,1) and is isomorphic to the log semiring
which is obtained via the negative-log mapping. The tropical semiring is derived from the log
semiring by using min as summation operator and reflects the maximum (or Viterbi) approxi-
mation. The semirings used in speech recognition are summarized in Table 1.1.
A weighted finite-state transducer T = (A,B,Q, I,F,E,ρ) over a semiring (K,⊕,⊗, 0¯, 1¯)
is specified by a finite input alphabet A, a finite output alphabet B, a finite set of states Q,
a set of initial states I ⊆ Q, a set of final states F ⊆ Q, a finite set of transitions (or arcs)
E ⊆ Q× (A∪{ε})× (B∪{ε})×K×Q and final weights ρ : Q→ K. ε is the empty word.
T−1 denotes the inverse transducer obtained by swapping input and output labels. Weighted
automata (or acceptors) are defined similarly by omitting the output labels. In the following we
assume transducers with a single initial state.
E[q] ⊆ E denotes the set of transitions leaving state q ∈ Q and I[q] the set of transitions to
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a : b / 0.1
b :  / 0.1
d : e / 0.2
b : c / 0.31
0 2 / 0.4
Figure 1.3 Graphical representation of a WFST.
state q. Given a transition e ∈ E, we use the following notation:
• p[e] denotes the origin or previous state,
• n[e] is the destination or next state,
• i[e] is the input label,
• o[e] the output label, and
• ω[e] is the arc weight1.
The graphical representation of a transducer is shown in Figure 1.3. States are depicted as
circles, final states have a double circle. The weight of a final state is shown if it is unequal to
1¯. The initial state is indicated by a bold circle. An arc e is labeled with i[e] : o[e]/ω[e].
A path pi = ek1 is a sequence of consecutive transitions with n[ei] = p[ei+1], i = 1 . . .k− 1.
The notation for transitions is extended to p[pi] = p[e1], n[pi] = n[ek] and ω[pi] =
⊗k
i=1ω[ei].
The string of input and output labels is denoted as i[pi] and o[pi] respectively. A successful path
pi through T has p[pi] ∈ I and n[pi] ∈ F ; it is denoted as pi ∈ T .
The ε-closure ε[q] of a state q is the set of all states reachable from q via an ε-labeled path:
ε[q] = {n[pi] : p[pi] = q∧ i[pi] = ε}
The weight associated by T to a pair of strings (x,y) ∈ A∗×B∗ is defined as:
T (x,y) =
⊕
pi∈T : i[pi]=x∧o[pi]=y
ω[pi]⊗ρ(n[pi]) (1.18)
A state q ∈ Q is non-accessible if there is no path pi with p[pi] ∈ I and n[pi] = q. Similarly,
q is non-coaccessible if there is not path pi with p[pi] = q and n[pi] ∈ F . These states can are
useless, they do not change the weight associated with any pair of strings. They can be removed
in linear time, resulting in a trim transducer.
A transducer is deterministic if it has a single initial state and no state has two outgoing arcs
sharing the same input label. A deterministic transducer is minimal if there exists no other
1We do not use the common notation w[e] to avoid confusion with the symbol w used for words.
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transducer realizing the same function with a smaller number of states. A transducer over the
probability semiring is said to be stochastic if the sum of the probabilities for all outgoing arcs
of a state is 1 (analogous for other semirings), that is
∀q ∈ Q :
⊕
e∈E[q]
ω[e] = 1¯ (1.19)
1.2.2 Algorithms
Several algorithms have been developed which construct, combine and transform WFST [Mohri
97, Mohri 09]. Most of these algorithms are generalizations of finite-state automata operations.
The generalization required novel techniques in many cases, though.
Several publicly available software libraries provide efficient data structures and implemen-
tations of the algorithms. For example, the AT&T FSM Library [Mohri & Pereira+ 00], the
MIT FST Toolkit [Hetherington 04], the RWTH FSA Toolkit [Kanthak & Ney 04], and Open-
Fst [Allauzen & Riley+ 07].
Some of these algorithms, e.g. composition and determinization, can be implemented with
so-called lazy (or on-demand) evaluation. The on-demand implementation computes states and
arcs only if requested, which is favorable in cases where only parts of the resulting transducer
are required or if the result would be too large to be kept in memory.
1.2.2.1 Single-Source Shortest-Distance
The shortest-distance from a state q ∈ Q to a final state is defined as:
d[q] =
⊕
pi: p[pi]=q∧n[pi]∈F
ω[pi]⊗ρ(n[pi]) (1.20)
The computation of the shortest-distance depends on the structure of transducer, namely whe-
ther it is acyclic or not, and on the semiring [Mohri 02]. For the tropical semiring, i.e. if only the
shortest path is incorporated, the complexity is linear, O(|Q|+ |E|), for acyclic transducers and
O(|E|+ |Q| log |Q|) in general. For other semirings, in particular the log semiring, an extended
version of the Floyd-Warshall algorithm is used, which has time complexity of O(|Q|2) and
space complexity O(|Q|3). For large transducers, as they appear in speech recognition applica-
tions, the application of this algorithm is prohibitive. Therefore, an approximative version has
to be used. A discussion of shortest-distance algorithms for arbitrary transducers and semirings
can be found in [Mohri 02].
1.2.2.2 Weight Pushing
The weight pushing algorithm redistributes the weights of a transducer without changing the
weight of any successful path. The weights are pushed as much as possible towards the initial
state, resulting in a stochastic transducer. The weight pushing algorithms requires the computa-
tion of the shortest-distance of all states, the remainder of the algorithm has linear complexity.
Using the log semiring for weight pushing of speech recognition transducers benefits the prun-
ing during recognition [Mohri & Riley 01].
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Figure 1.4 Determinization of a weighted automaton [Mohri 09].
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Figure 1.5 Weight pushing and minimization of a weighted automaton in the tropical semiring [Mohri 09].
1.2.2.3 Determinization
The weighted determinization algorithm [Mohri & Riley 97] is similar to the powerset con-
struction for unweighted automata [Rabin & Scott 59]. The result of the determinization is a
deterministic transducer. The worst case complexity is exponential. However, in many practi-
cal applications, this exponential growth does not occur. Not all weighted transducers can be
determinized, i.e. the determinization algorithm does not halt on all inputs [Mohri 97]. Non-
determinizable transducers can be modified to be determinizable by inserting states and arcs
with special disambiguation labels [Allauzen & Mohri 04a]. An example for determinization is
shown in Figure 1.4.
1.2.2.4 Minimization
Minimization of a deterministic weighted automaton creates an equivalent deterministic au-
tomaton with a minimal number of states by combining equivalent states. Two states are equiv-
alent if exactly the same set of strings with the same weights label the paths from these states
to a final state [Mohri 09]. The algorithm performs weight pushing first, in order to normal-
ize the weights of the transducer. Then, unweighted automaton minimization is performed by
combining weights and labels to a single label. For transducers, the arcs are allowed to have
strings of output symbols [Mohri 00]. The following conversion back to single output labels
may require the insertion of additional states, hence removing the minimality property. The
minimization has a complexity of O(|E| log |Q|) in addition to the weight pushing. An example
of minimization is shown in Figure 1.5.
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(c) T1 ◦T2.
Figure 1.6 Transducer composition in the log semiring.
1.2.2.5 Composition
Transducer composition is the generalization of finite-state automata intersection [Mohri 09]. It
is used to build complex transducers by combining simpler ones. As in the product construction
for automata, the composition T1 ◦T2 of transducers T1 and T2 has states (s1,s2) which are pairs
of states from T1 and T2. That is, the result of the composition of
T1 = (A,B,Q1, i1,F1,E1,ρ1) and T2 = (B,C,Q2, i2,F2,E2,ρ2)
is a transducer T = T1 ◦T2 = (A,C,Q, i,F,E,ρ) with Q⊆ Q1×Q2, i = (i1, i2), and F = (F1×
F2)∩Q. The arcs are obtained by matching transitions from T1 and T2:
E =
⊎
(q1,a,b,ω1,q′1)∈E1
(q2,b,c,ω2,q′2)∈E2
{(
(q1,q2),a,c,ω1⊗ω2,(q′1,q′2)
)}
(1.21)
Hence, the composed transducer represents a weighted mapping from the input of T1 to the
output of T2. The computation of arcs can be performed given only the origin state in T . There-
fore, the composition can be performed with an on-demand implementation. An example of
transducer composition is shown in Figure 1.6.
The presence of ε labels as input in T2 or as output in T1 requires a filtering of composed
arcs to prevent the generation of redundant ε-paths [Mohri 09]. Furthermore, the composed
transducer may contain non-coaccessible states, which have been constructed due to delayed
matching. Delayed matching occurs when T1 has transitions with output ε labels, because
the ε-path has to be followed completely until a label is reached deciding whether or not a
matching transition is found in T2. If T2 does not contain a matching transition, the already
generated states and transitions in the composed transducer end in a non-coaccessible state. We
provide examples for delayed matching in Chapter 4. These states and related transitions can
be removed afterwards. However, their construction requires computation time and memory.
Especially for on-demand computed composition, the generation of non-coaccessible states
should be avoided.
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One way to avoid the generation of useless paths during composition is the usage of label-
reachability composition filters [Allauzen & Riley+ 09,Allauzen & Riley+ 11]. A composition
filter consists of a set of states, a transition filter function, and a filter for final weights. The
modified composition algorithm generates a transducer consisting of triples of states: the two
transducer states plus a filter state. The transition filter function maps two transducer transitions
and a filter state to a new filter state and rewrites the transitions. One of the filter states is a ded-
icated blocking state, which prevents the generation of transitions in the composed transducer.
The label-reachability composition filter uses a reachability function r : B∗×Q1 7→ {0,1}
which indicates if a certain output label x is reachable on a path starting from a state q in the
left automaton (T1):
r(x,q) =
{
1 ∃pi : p[pi] = q∧o[pi] = x
0 otherwise
(1.22)
This reachability information is used to decide whether an arc in the composed transducer
should be blocked or not. When composing a state q1 in T1 and q2 in T2, the filter prevents fol-
lowing an ε-path starting in q1 that does not reach an non-ε label that matches some transition
leaving q2.
The label reachability information is pre-computed for each state and stored for efficient
representation and matching in form of intervals. That is, each state has a list of intervals
of reachable output labels. As the alphabet is finite, the labels can be represented as natural
numbers. The most efficient case for both storage and matching is to have a single interval of
reachable labels for each state. This can be achieved by reordering the labels.
The label reachability can be viewed as a binary matrix with a column for every state and a
row for every label. For example, the reachability matrix for the transducer in Figure 1.7 (a)
has a reachability matrix as shown in Figure 1.7 (b). Using the interval representation and
mapping wi 7→ i from labels to integers, state 1 has reachable labels [1− 5), state 2 has two
intervals [1− 2), [3− 5). To obtain exactly one interval per state, a permutation of the matrix
rows has to be found, such that the ones in the columns are consecutive. If such a permutation
exists, the matrix is said to have the Consecutive Ones Property (C1P) [Meidanis & Portob+
98]. There are efficient algorithms to compute such a permutation or an approximation when
an exact solution does not exist [Booth & Lueker 76, Dom & Niedermeier 07].
After reordering the labels in our example (swapping rows 2 and 4), the label reachability
matrix has consecutive ones, as shown in Figure 1.7 (c) and the label-reachability of each state
can be described using a single interval. Note, that the reordering of labels requires to relabel
both the output of T1 and the input of T2.
The combination of the label-reachability composition filter with filters for weight-pushing
and label-pushing allows to incorporate the weights of transitions in T2 as soon as possible and
to construct a smaller result [Allauzen & Riley+ 11]. For states q1,q2 in T1, T2 respectively,
the weight-pushing filter incorporates the ⊕-sum of those transitions E[q2] that have a label
reachable from q1. The computation of these sums adds additional complexity, especially for
semirings like the log semiring. This complexity can be reduced significantly by using pre-
computed running sums of weights in T2. Using the pre-computed sums, it suffices to find the
transitions in E[q2] corresponding to the lower and upper-bound within the interval and taking
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f : w2
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6
(a) T1.

1 2 3
w1 1 1 1
w2 1
w3 1 1
w4 1 1 1

(b) Label-reachability matrix.

1 2 3
w1 1 1 1
w4 1 1 1
w3 1 1
w2 1

(c) After reordering.
Figure 1.7 Example of a transducer and its label-reachability matrix (for states 1-3) before and after reordering the
labels.
the difference of the corresponding sums (given arcs in T2 are sorted by input label).
1.3 Structure of this Document
This chapter introduced the basic concepts for ASR and WFST. The state-of-the-art in search
strategies for ASR in general and WFST-based decoding in particular is described in Chapter 2.
The following chapter briefly summarizes the goals of this work. In Chapter 4, we describe
approaches to WFST-based modeling of the knowledge sources required for ASR as well as the
construction of efficient search networks. Chapter 5 focuses on the construction of transducers
representing the phone context-dependency. After the description of the individual transducers
and search networks, we investigate WFST-based decoding in Chapter 6 and compare it to
another search strategy for dynamic network decoding in Chapter 7. Chapter 8 describes issues
of ASR systems in practice. Finally, Chapter 9 gives a short summary of the entire thesis and
the scientific contributions. An outlook on future work is given in Chapter 10.
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Chapter 2
Related Work
Search methods for ASR have been studied intensively since the first attempts to transcribe con-
tinuous speech automatically [Jelinek & Bahl+ 75,Baker 75a,Baker 75b,Jelinek 76]. Countless
papers have been published since then, describing various search strategies and numerous en-
hancements for efficient decoding. A comprehensive review of decoding methods for LVCSR
would go beyond the scope of this work. Therefore, this chapter focuses on the state of the
art in WFST-based decoding and related areas. We also give a brief historical review of search
methods for continuous speech recognition. An elaborate overview of search strategies can be
found in [Aubert 02].
Search Strategies
Efficient search using time-synchronous beam search was already described in [Lowerre 76],
even though the possibilities were quite limited due to the capabilities of computers at that time.
The general approach of dynamic programming for connected word recognition is formulated
in [Ney 84]. Following publications introduced the dynamic construction of the search space
[Ney & Mergel+ 87], the usage of prefix trees to represent the pronunciation dictionary [Ney
& Haeb-Umbach+ 92], and LM look-ahead techniques [Steinbiss & Tran+ 94]. This approach
is known as word conditioned tree search or, more general, as history conditioned lexical tree
search [Ney & Ortmanns 00, Ortmanns & Ney 00a]. A modification of the word conditioned
search, namely time-conditioned tree search, was proposed in [Ortmanns & Ney+ 96,Ortmanns
& Ney 00b] where the search space is organized based on hypothesized word start times.
Another one-pass search strategy is the token passing paradigm [S. J. Young 89]. A dynamic
network decoder using the token passing strategy is described in [Odell & Valtchev+ 94]. The
token passing strategy allows to reduce the size of the tree by converting it in a more compact
graph with shared common suffixes [Demuynck & Duchateau+ 97].
The construction of a static search network using a bigram LM is depicted in detail in [Fed-
erico & Cettolo+ 95]. The network is build by connecting many separate tree lexicons. Each
tree represents a separate word history and contains only those words contained in the LM for
this particular context. The back-off structure of the LM is exploited by adding transitions to
a unigram tree to the root node of each tree. Automaton minimization and weight pushing is
used to reduce the size of the network and to re-distribute the LM probabilities. This approach
was later extended to trigram LMs [Bertoldi & Brugnara+ 01].
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We also discuss the construction of word graphs (or lattices) briefly in this thesis. The con-
struction of word graphs using tree-based dynamic network decoders was introduced in [Ney
& Aubert 94]. A more detailed discussion can be found in [Aubert & Ney 95, Ortmanns &
Ney+ 97]. The generation of lattices using WFST-based decoders is described in [Ljolje &
Pereira+ 99]. The approach for lattice construction used in the IBM decoder is shown in [Saon
& Povey+ 05, Soltau & Saon 09]. In [Povey & Hannemann+ 12], a lattice generation method
for WFST-based decoders is proposed, which generates an HMM state-level lattice first and
generates the word lattice using a special form of determinization.
WFST-based Decoding
The application of WFST to speech recognition was proposed in [Pereira & Riley+ 94], which
described the construction of the individual transducers and their combination by transducer
composition. In [Riley & Ljolje+ 95], the WFST framework was used to construct a multi-
pass decoder. Transducer composition was applied to iteratively transform a phone lattice to
syllables and words and to apply a bigram LM. Efficient composition was then detailed in
[Mohri & Pereira+ 96]. This paper also proposed the application of WFST determinization and
minimization to speech recognition transducers. Furthermore, the authors also mention the on-
the-fly composition. The construction of context-dependency transducers and their integration
in the search network construction is described in [Riley & Pereira+ 97]. The advantages
of weighted determinization and minimization of search network transducers were described
in [Mohri & Riley 97, Mohri & Riley 99b]. [Mohri & Riley+ 98] depicts the construction and
optimization of fully expanded search networks. In [Mohri & Riley 99a] the search network
is expanded and optimized on the HMM state-level. Weight pushing using the log semiring
is introduced in [Mohri & Riley 01]. A construction method for compact LM transducers
is presented in [Allauzen & Mohri+ 03]. In [Allauzen & Mohri+ 04c], the authors describe
difficulties with the construction of search networks in practice and methods to avoid them. A
compendium of applications of WFST to speech recognition can be found in [Mohri & Pereira+
08].
Several methods have been proposed for the construction of compact phone context-depen-
dency transducers. One way to avoid building large context-dependency transducers is to use a
virtual transducer which generates required parts of the transducer temporarily during composi-
tion [Chen 03]. The authors report experiments with a context-dependency of up to 11 phones.
A so-called arc minimization technique was applied in [Yvon & Zweig+ 04]. The method de-
scribed in [Schuster & Hori 05b,Schuster & Hori 05a] exploits the paramater tying of the HMM
state models explicitly by constructing a context-dependency transducer on the level of HMM
states. A refinement of this method was presented in [Stoimenov & McDonough 07].
A comparison between a dynamic network tree search decoder and a static network WFST-
based decoder is given in [Kanthak & Ney+ 02]. In [Soltau & Saon 09], a static network
decoder is compared to a dynamic network token passing decoder.
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On-the-fly Composition
On-the-fly composition of speech recognition transducers, which is used for dynamic search
networks, is not straightforward, as we describe later in this thesis. Several methods for effi-
cient on-the-fly composition have been developed. One of them is to build the search network
with a lower order LM, a unigram in most cases. The composition with a modified higher order
LM is then computed on-demand during recognition [Dolfing & Hetherington 01, Willett &
Katagiri 02]. A similar approach uses so-called hypothesis rescoring, which also applies the
probabilities of a higher order LM during recognition, while the search network is constructed
using a small LM [Hori & Hori+ 04,Hori & Hori+ 07]. A method for dynamic transducer com-
position with on-the-fly determinization and minimization is described in [Caseiro & Trancoso
01b, Caseiro & Trancoso 01a, Caseiro & Trancoso 02, Caseiro & Trancoso 03, Caseiro 03, Ca-
seiro & Trancoso 06]. This method has been extended and generalized in [Cheng & Dines+
07]. An alternative special-purpose algorithm for on-the-fly composition of speech recogni-
tion transducers is described in [McDonough & Stoimenov+ 07]. The concept of composition
filters allows for efficient on-the-fly composition, label pushing, and weight pushing within
the general transducer composition algorithm [Allauzen & Riley+ 09, Allauzen & Riley+ 11].
An experimental comparison between the label-reachability composition filter method and the
on-the-fly rescoring approach can be found in [Dixon & Hori+ 12], a general comparision of
on-the-fly composition algorithms was given earlier in [Oonishi & Dixon+ 08]. In [Oonishi
& Dixon+ 09], a filter transducer is used for the efficient on-the-fly composition with weight
pushing.
WFST-based Decoders
Many research groups have developed WFST-based decoders, some of which are publicly avail-
able. The system described in [Caseiro & Trancoso 00] allows for both time-synchronous and
time-asynchronous search. Julius is on open-source WFST-based decoder [Lee & Kawahara+
01]. At Idiap Research Institute, Juicer has been developed [Moore & Dines+ 06]. In [Dixon
& Caseiro+ 07], the WFST-based decoder developed by the Tokyo Institute of Technology is
described. The decoder developed at IBM uses a slightly different approach, as it represents
the search network as a weighted automaton [Saon & Povey+ 05,Chen & Kingsbury+ 06]. An
arc in this network has either a word label or an acoustic model label. In addition, word labels
appear only at word ends. More recently, the Kaldi speech recognition toolkit was published,
which includes, among many other components, a WFST-based decoder [Povey & Ghoshal+
11].
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Chapter 3
Scientific Goals
The objective of this thesis is a thorough investigation on search methods for ASR using the
WFST framework and related aspects of WFST-based modeling. The theoretical and experi-
mental goals derived from this objective are summarized in the following sections.
Investigations on WFST-based models
The WFST framework offers a unified representation of involved knowledge sources as well as
their combination and optimization. We describe the construction of the individual transducers
and their combination and point out several construction options. The impact of the various
construction alternatives is analyzed in a consistent series of experiments. Details of the con-
struction, like special considerations for non-speech models, are highlighted, which are often
omitted in the literature. We focus on the construction of dynamic search networks, but also
include comparisons to static search networks.
Context-dependency transducers are used to incorporate the context-dependency of phone
models in the search network. A compact context-dependency transducer can be obtained by
taking into account the tying of model parameters, commonly defined by a phonetic decision
tree. The conventional construction generates very large transducers if long phonetic contexts
or further dependencies of the models are used.
We introduce a method which jointly optimizes the parameter tying of context-dependent
models and constructs the context-dependency transducer directly from training data. An ex-
plicit construction of decision trees is not required. The size of the transducer is controlled
by incorporating the number of transducer states in the objective function of the optimization
procedure.
Search Strategies for Dynamic Network Decoding
The decoder performs the search for the best word sequence for a given sequence of features.
The main objective for the decoder is efficiency in terms of both computation time and memory
usage. For research applications, flexibility is an additional requirement. We describe the
general search algorithm for WFST-based decoding and discuss its implementation in detail.
Various design decisions are analyzed experimentally.
History conditioned lexical prefix tree search is another well-known state-of-the-art search
strategy. It shares many common principles with the WFST-based search, in particular for dy-
namic search networks. We discuss the similarities of both search strategies and analyze the
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implications of their differences. The analysis focuses on implementation-independent proper-
ties of the search strategies.
Practical Aspects of Efficient Speech Recognition Systems
The efficiency of a speech recognition system in practice depends not only on the decoder but
also on various other parts of the system, some of which are investigated in this work.
We examine the preprocessing of audio data, i.e. the segmentation of the audio stream into
smaller units. A generic framework for audio segmentation is developed, which optimizes the
segmentation as a whole and allows to incorporate various segment features.
The computation of acoustic likelihoods constitutes a significant percentage of the decoder
runtime. We investigate methods to increase the efficiency of these computations by making
use of capabilities of modern CPUs.
Speech recognition is a complex problem which requires complex software. We describe
an open source speech recognition software package providing state-of-the-art technology and
discuss the challenges of its development.
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WFST-based Modeling
All knowledge sources, namely the LM, the pronunciation dictionary, and the AM, can each
be represented as a WFST. We employ the same notation here for the individual transducers as
commonly used in the literature [Mohri & Pereira+ 08]. The LM is represented by an automa-
ton G (“grammar”), L (“lexicon”) is a transducer derived from the pronunciation dictionary, the
context-dependency of the phone models is encoded in a transducer C, and H defines the struc-
ture of the HMMs. These transducers can be combined to form the final search network by the
finite-state operation of composition as H ◦C ◦L ◦G. The WFST operations determinization
and minimization can be used to optimize the individual transducers as well as the final search
network. In this chapter, we detail the construction of the individual transducers, indicate pit-
falls, and analyze construction alternatives.
The efficiency of the construction is determined by the order in which the individual trans-
ducers are combined and optimized. In particular, whether or not L ◦G is determinized. We
describe and analyze both alternatives in Section 4.6. Unless noted otherwise, the experiments
presented in this chapter are conducted using dynamic search networks (cf. Chapter 6).
In the following sections, we describe the construction of the individual transducers for the
LM (Section 4.1), the lexicon (Section 4.2), the phone context-dependency (Section 4.3), and
the HMM topology (Section 4.4). In Section 4.5, we discuss characteristics of non-speech
models and their integration. The construction of search networks is described in Section 4.6.
4.1 Language Model
An n-gram LM has a straightforward representation as weighted automaton. In order to be
applied to a string of words, the most recent n− 1 words (the history) have to be stored to
process the next word. Therefore, states qh of an LM automaton represent word histories h. A
transition from state qh with label w has weight p(w|h) and qh¯w as next state, as depicted in
Figure 4.1. Here, h¯w denotes the updated history resulting from dropping the foremost word
and appending the new word.
This deterministic automaton, which has |V |n arcs with |V | the vocabulary size, is usually
too large to be generated and stored in memory completely. Therefore, a more compact con-
struction is used as described in the following sections. Alternatively, the LM automaton can
be generated on-the-fly during decoding, generating only those parts of the transducer actually
required.
25
Chapter 4 WFST-based Modeling
w1 / p(w1|uv)
w2 / p(w2|uv)
vw1
uv
vw2
Figure 4.1 Part of a 3-gram LM automaton.
w /α(w, v)
w /α(w,uv)
 / γ(uv)
 / γ(v)
w /α(w)
vw
uv

v
w
Figure 4.2 Part of a compact 3-gram LM automaton with ε-transitions.
4.1.1 Compact Representations
The commonly used, more compact representation exploits the sparseness of back-off LMs
[Riccardi & Bocchieri+ 95]1. Instead of having states for all histories and arcs for all words in
any history, the compact automaton has only states and arcs for events included in the model.
It has a state qh for every word history h with length |h| < n which has been seen in the LM
training data. Regular transitions in the automaton encode an n-gram hw with N(h,w)> 0 (cf.
Equation 1.11, page 7), i.e. an n-gram occuring in the training data, and have the form:
(qh,w,α(w,h),qh′) with h′ =
{
hw if |hw|< n
h¯w else
The back-off structure is implemented using ε-transitions (qh,ε,γ(h),qh¯) from state of history
h to the truncated history h¯. Thus, the state with empty history qε is reachable from every other
state via a path of ε labeled transitions and has an outgoing transition for every word in the
vocabulary with its unigram probability. We denote this state hereinafter as unigram state. An
example can be found in Figure 4.2. Table 4.1 illustrates the reduction in automaton size using
the compact construction.
The construction using ε-transitions for back-off weights is an approximation though. Due
to the non-determinism introduced by the ε-transitions, the transducer may contain multiple
paths for the same string with only one of them having the correct probability according to the
1This structure is already sketched in [Austin & Peterson+ 90, Placeway & Schwartz+ 93]
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Table 4.1 Size of a full LM automaton and its approximate representation using ε-transitions for a 4-gram LM with a
vocabulary of 150K words (Quaero EN System).
states arcs
full 3.38 ·1012 5.07 ·1020
approximate 7.35 ·106 5.40 ·107
model. In most cases, however, a path including back-off-transitions has a lower probability
than the correct path without back-off-transition. Most speech processing applications, speech
recognition search in particular, use the path with minimum weight for a particular string. That
is, the LM is represented as weighted automaton over the tropical semiring. In that case, the
approximate construction is expected to yield good results.
An exact compact representation of the LM can be achieved by using failure transitions
[Allauzen & Mohri+ 03]. A failure transition of a state has a dedicated label and is taken only if
no other outgoing transition of this state matches the input symbol. By using failure transitions
instead of ε-transitions, a back-off-transition of a state qh is only traversed if N(h,w) = 0 with
w the input symbol to match. Failure transitions require the operations applied to the automaton
to apply a special handling of the dedicated label, which introduces additional computational
cost. [Allauzen & Mohri+ 03] also describes a construction for an exact LM automaton with
ε-transitions. This construction enlarges the number of transitions by a factor of 2 to 3 though.
In this work, we will use the approximate compact construction unless noted otherwise.
4.1.2 Sentence Boundaries
Most LMs are estimated on text data segmented into sentences and explicitly model sentence
boundaries. That is, the history may contain a sentence begin token and the sentence end is
predicted based on the last words of the sentence. Hereinafter, <s> and </s> denote sentence
begin and end tokens respectively.
Sentence begin is modeled in G by choosing q<s> as the initial state. The utterances pro-
cessed by the decoder are usually assumed to be sentence-like units. Hence, the initial state
should not have any incoming transitions, which would allow to start a new sentence. For
some applications, for example recognition of unsegmented audio as discussed in Section 8.1,
the recognition of sentence boundaries inside an utterance is desirable, which requires to add
transitions from final states to the initial state.
The end of a sentence can be modeled in two different ways. The sentence end token can
be treated like any other label, i.e. the automaton has transitions (qh,</s>, p(</s>|h),q</s>).
The state q</s> is then the only final state in the automaton. An example is shown in Figure 4.3.
The alternative is to encode sentence end probabilities as weights of final states, i.e. ρ(qh) =
p(</s>|h). In this case, the sentence end token does not occur as transition label and the
automaton has many final states. The decoder has to add the weight of final states to the
hypotheses scores at the end of the utterance.
If the sentence end token is modeled explicitly it has to be included in the lexicon transducer.
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end / p(end | the)
</s> / p(</s> |near)</s> / p(</s> | end)
is / p(is | end) near / p(near | is)
endthe nearis
</s>
Figure 4.3 Example of explicit sentence end modeling in a bigram LM automaton.
The lexicon transducer may map it to ε , to the silence model, or to a dedicated sequence end
symbol, which can be used by the phone context-dependency transducer (cf. Section 4.3).
4.1.3 Labels
The labels used in G can be either words or identifiers of pronunciation variants of a word.
The form to be used depends on the desired output of the decoder. If the application requires to
identify the pronunciation variant recognized, the output labels of the search network and with it
the labels of the LM automaton have to be pronunciation variant identifiers. If the pronunciation
variants are weighted, these weights can be combined with the LM probabilities. The mapping
from words to weighted pronunciation variants can be encoded in a transducer P, which has a
single state q and transitions (q,v,w, p(v|w),q) for each word w and its pronunciation variants
v. The final LM transducer is then obtained from P ◦G and projection to input labels. In this
case, if the pronunciation weights p(v|w) are scaled the resulting transducer is not stochastic.
If the pronunciation dictionary contains a lot of pronunciation variants, the use of pronunci-
ation variant labels increases the number of arcs in G significantly as can be seen in Table 4.2.
The English dictionary has a moderate number of 1.2 pronunciation variants per word on av-
erage. The number of arcs is increased by about 20%. The number of states is reduced by
about 3%, because LM tokens without a pronunciation (especially the unknown-word token)
are removed. The Arabic system, in contrast, has on average 3.5 pronunciation variants per
word, which significantly increases the size of G.
4.2 Lexicon
The lexicon transducer, denoted as L, is derived from the pronunciation dictionary. It rep-
resents the mapping from phoneme symbols to words, more specifically from sequences of
context-independent phonemes to sequences of words. L has phoneme symbols as input and
words as output labels. If G has pronunciation identifier labels (cf. Section 4.1.3), L must have
corresponding output labels.
The individual entries of the pronunciation dictionary can be compiled into a transducer, as
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Table 4.2 Size of the LM automaton with and without pronunciation variants for a 4-gram English LM (Quaero EN
System) and a 2-gram Arabic LM (GALE AR System).
pron. variants
system (avg. per word) states arcs
EN (4-gram)
- 7,348,741 54,004,276
1.2 7,159,033 65,113,806
AR (2-gram)
- 594,791 102,010,065
3.5 577,658 401,331,094
Table 4.3 Size of the lexicon transducer before and after applying determinization and minimization (Quaero EN
System).
transducer states arcs
L 1,215,085 1,394,505
det(L) 364,118 543,538
min(det(L)) 130,790 310,210
shown in Figure 4.4. This transducer represents the Kleene closure of the union of all pronun-
ciations. The presence of homophones in the dictionary, i.e. two or more words pronounced
the same, prevents the determinization of L. In the example, “read” and “red” are homophones.
Even if the dictionary does not contain any homophone, L might still be non-determinizable
because of unbound output delays. An unbound output delay occurs if the whole phoneme
sequence has to be scanned in order to determine the output sequence. This case occurs if a
pronunciation consists of other pronunciations, like in the example in Figure 4.5. Therefore,
special disambiguation symbols are inserted as input labels after every pronunciation [Mohri &
Pereira+ 08]. A generalized construction of determinizable L transducers is described in [Al-
lauzen & Mohri+ 04c].
The L transducer can be optimized by applying determinization and minimization. Deter-
minization merges common prefixes. A subsequent minimization allows to share common fu-
tures. The results of applying determinization and minimization are shown in Figure 4.6. Note
that determinization moves the output labels, initially placed at the first transitions of each
pronunciation, towards the word ends. The example also demonstrates how output labels of
homophones and words with pronunciations being a prefix of another word’s pronunciation are
shifted beyond the last phoneme. The reduction in transducer size by applying determinization
and minimization is illustrated in Table 4.3.
4.2.1 Pronunciation Variants
The output labels of L may be either words or pronunciation variant identifiers, depending
on the type of labels of G. Furthermore, the transduction from phonemes to words may be
weighted with pronunciation weights, if these weights are not incorporated in the weights of G.
29
Chapter 4 WFST-based Modeling
k : 
d : 
s : 
#2 : 
r : read
#1 : 
eh : 
#1 : 
k : 
r : red
d : 
b : bad
#1 : 
d : 
b : books
r : read
ae : 
#1 : 
eh : 
b : book
uh : 
d : 
#1 : 
uh : 
iy : 
Figure 4.4 Example of a lexicon transducer. #i are disambiguation symbols. The word “read” has two pronunciation
variants.
ey : 
ey : AA
ey : a
Figure 4.5 Example of a part of a non-determinizable lexicon transducer.
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d : 
b : 
#1 : 
k : 
#1 : book
#1 : read
#2 : red
#1 : 
#1 : 
d : 
iy : read
d : 
ae : bad
r : 
s : books
uh : 
eh : 
(a) det(L).
d : 
b : 
k : 
#1 : book
#1 : read
#2 : red
d : 
s : books
#1 : 
iy : readr : 
uh : 
eh : 
ae : bad
(b) min(det(L)).
Figure 4.6 Example of determinized and minimized L transducers (cf. Figure 4.4).
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Table 4.4 Size of L ◦ P with different kinds of optimization for systems with few (Quaero EN System) and many
(GALE AR System) pronunciation variants.
system transducer states arcs
EN
min(det(L))◦P 130,790 310,210
min(det(L◦P)) 120,655 294,493
AR
min(det(L))◦P 1,579,728 3,655,275
min(det(L◦P)) 747,326 2,111,990
We can use the pronunciation variant to word transducer P, as described in Section 4.1.3, to in-
troduce the weights and to map from pronunciation variant labels to word labels by composition
as L◦P.
The composition with P can be performed before or after applying determinization and min-
imization. If the pronunciation weights are introduced before the optimization steps, deter-
minization and minimization should be performed on an unweighted transducer by combining
weights and output labels. Otherwise, the redistribution of pronunciation weights has a neg-
ative impact on pruning, because L ◦P is non-stochastic. If the weights would be combined
with input labels instead, the merging of initial phonemes would be impeded. Applying deter-
minization and minimization to the L ◦P transducer with word labels allows for more sharing
of suffixes and prefixes compared to L with pronunciation identifier labels.
The reduction in size depends of course primarily on the number of pronunciation variants
per word. From Table 4.4, it can be seen that the size of L ◦P for the Arabic system can be
reduced by about 53% in states and 42% in arcs, while the reduction for the English system is
much smaller with 8% and 5% in states and arcs respectively.
4.3 Phone Context-Dependency
The acoustic models used are context-dependent, i.e. a phone is modeled by several HMMs
depending on the phoneme and its context. We consider triphonic models (triphones) in this
section, whose dependency is only on the immediate predecessor and successor phoneme. The
input labels of L, context-independent phoneme symbols, are substituted by context-dependent
symbols by composition with a context-dependency transducer C as C ◦L [Riley & Pereira+
97]. Therefore, C has context-independent phones as output labels and the context-dependent
units occur as input labels.
The C transducer rewrites sequences of context-independent symbols to sequences of context-
dependent symbols. An example is shown in Figure 4.7. In order to apply a context-dependent
mapping, the states in C have to encode the context of a phoneme. The straightforward con-
struction for triphonic models uses a state for every pair of phonemes and a transition for every
model. For example, the model for the triphone abc (center phoneme b with a and c as left and
right context respectively) would occur as input of the transition from state (a,b) to (b,c) with
output label b, as depicted in Figure 4.8 (a). States encode the phoneme most recently read and
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a b c
(a).
#ab abc bc#
(b).
Figure 4.7 Sequences of context-independent (a) and context-dependent (b) symbols. # denotes an empty context.
abc : b
abd : b
b, c
a, b
b, d
(a).
abc : c
abd : d
b, c
a, b
b, d
(b).
Figure 4.8 Part of a context-dependency transducer with non-deterministic (a) and deterministic (b) output labels.
the phoneme to be read next in this case.
This construction, however, yields a transducer with non-deterministic output labels. Each
state (a,b) has transitions for any triphone abc, all of them with output label b. This structure
increases the complexity of the composition with L. For a transition eL in L with i[eL] = b and
a state qC = (a,b) in C, the composition algorithm creates transitions e with p[e] = (qC, p[eL])
and successor states n[e] = ((b,c),n[eL]) for every triphone abc. Most of these states are dead-
end states, except for those c which occur as input labels of outgoing arcs of n[eL]. An example
of such a composed transducer with dead-end states is shown in Figure 4.9. These unsuccessful
states can be removed afterwards, but increase both the size of the intermediate result and the
runtime of the composition.
Therefore, it is important to construct a C transducer with deterministic output labels, which
can be achieved by using the right context phoneme as output label, as is shown in Figure 4.8 (b).
Thus, in this case, the states encode the phonemes read so far. This shifted construction intro-
duces a delay of context-dependent labels by one phoneme. That is, the context-dependent
symbol for a context-independent label of an arc in the sequence to be rewritten occurs on the
subsequent arc. The delay is started at the initial state of C, which has outgoing arcs with ε
input labels. In order to generate the last triphone of a sequence, a sequence end symbol is
required as output label of transitions to the final state [Mohri & Riley 99b]. If a dedicated se-
quence end symbol is used, this symbol has to occur in L, for example as pronunciation of the
sentence end token. The silence phoneme symbol can be used, too. If the silence phoneme is
associated with an output label in L or if the sentence end token is used, the last output symbol
of a path in C◦L does not directly correspond to any input symbol of the path. A third option is
to use ε as sequence end symbol, which results in the generation of unsuccessful states during
composition with L.
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a
d
b
c
(a) Part of L.
bdpi3
bcpi2
abb
abc
abd
pi1ab
aba
(b) Part of C ◦L.
Figure 4.9 Example of generating dead-end states in C ◦ L (b) for a part of L (a). pii denote arbitrary phoneme
symbols.
ab
f
c : c
i
bc
i
d : d
b, c ia, b c, d
Figure 4.10 Transitions in a C transducer for word boundary triphones.
If L contains disambiguation symbols, those labels have to be processed by adding self loop
transitions at every state in C, which map from phoneme disambiguation symbols to triphone
disambiguation symbols.
4.3.1 Word Boundaries
The acoustic models used in this work depend not only on the phoneme context but also on the
position of the phoneme in a word. Triphones at the word begin and word end are distinguished
from those inside a word. In order to generate matching context-dependent labels in C, the first
phoneme of each word in L has to be replaced by a tagged label. A phoneme label a at word
begin is replaced by a label ai. Due to the deterministic output labels in C, it suffices to tag just
the initial phonemes. A word end triphone ab f c is then encoded in C as a transition from state
(a,b) to state (b,ci) with output label ci, as shown in Figure 4.10. The word begin triphones
abic are encoded accordingly in transitions from states (a,bi). The information about initial
phonemes is not relevant for the left context. Therefore, a transition from state (b,ci) leads to
(c,d) and not (ci,d).
4.3.2 Across-Word Context-Dependency
State-of-the-art systems use across-word context-dependent models [Odell 95]. That is, the
phoneme context is preserved across word boundaries. The C transducer applies this kind of
modeling implicitly. Pauses between two words cancel the between-word context, which results
in triphones with “empty” right and left context.
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ab# : si #si# : c
#, sia, b #, c
Figure 4.11 Transitions in C for a context-independent model si.
ab# : c
abc : c
#cd : d
bcd : d
#, c
a, b c, d
b, c
Figure 4.12 Transitions in C for both coarticulated and non-coarticulated across-word transitions.
Silence and other non-speech events are modeled by context-independent pseudo-phonemes.
Their integration in C is carried out as shown in Figure 4.11. Thereby, non-coarticulated word-
transitions enforce non-speech events between words, as described in [Sixtus 03]. The use of
multiple non-speech models is detailed in Section 4.5.
If non-coarticulated word-transitions should be allowed without requiring a pause between
words, the C transducer has to be extended with additional transitions as shown in Figure 4.12.
These transitions introduce non-determinism on the output labels. They increase not only the
size of C itself but also of C ◦L and the search space significantly by adding additional paths
for across-word transitions. For the Quaero EN System, the increase in number of arcs in C ◦L
is about 10%.
4.3.3 Compact Representation
The construction described so far generates p2 states and p3 transitions for a triphone C trans-
ducer with p phonemes. In general, pn−1 states and pn transitions are used the represent the
context-dependency of an n-phone model.
Due to the phonotactic contraints, not all of the possible phoneme combinations are actually
Table 4.5 Triphone statistics for 44 phonemes in a 150K word lexicon with and without incorporating word boundary
information (Quaero EN System).
word boundary
without with
all triphones 44 ·452 = 89,100 44 ·4 ·452 = 356,400
present triphones 82,953 203,720
tied triphone model labels - 20,713
partially tied triphone model labels - 47,369
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Table 4.6 Size of C and C ◦L for different C construction methods (Quaero EN System). Cd and Cn result from the
deterministic and non-deterministic construction respectively. A minimal L transducer is used.
C C ◦L min(det(C ◦L))
C construction states arcs states arcs states arcs
Cn 3726 236,672 2,288,819 7,572,131 603,115 2,676,311
Cd 3771 253,373 159,106 512,560 150,278 481,053
min(Cn) 3632 294,699 1,439,849 4,630,128 603,115 2,676,311
min(Cd) 2592 168,376 157,039 440,308 150,278 481,053
required to be processable by the C transducer. It is sufficient to include only those n-phones
occurring in the pronunciation dictionary plus potential across-word contexts. The larger the
vocabulary, the more phoneme combinations are observed. From Table 4.5, it can be seen that
97% of the possible triphones are present in the English lexicon used. The total number of
triphones is p · (p+1)2 due to triphones with empty left or right context. When incorporating
word boundary information, the number of possible triphones is increased by a factor of four
(interior, initial, final, and both initial and final phonemes), but only 57% of them are observed.
Furthermore, the triphone models are tied, because the amount of acoustic training data is
usually not sufficient to train separate models for all triphones (more specifically, the parameters
of the HMM states of the triphone models are tied). The input labels of C are therefore triphone
models instead of triphones. In the Quaero English System (Table 4.5), the number of distinct
triphone models is about 10% of the total number of triphones. The parameter tying defines sets
of equivalent contexts. The number of states (and therefore also the number of arcs) in C can
be reduced by merging states with equivalent contexts. For example, if there are no triphone
models for a phoneme b, which distinguish between left contexts a and c, the states (a,b) and
(c,b) can be merged.
An easy way to achieve a more compact construction, at least for triphone models, is to
minimize C as an automaton. Table 4.6 shows that a more compact C also reduces the size of
C◦L, because less states are generated during composition. Sophisticated construction methods
exploit the classes of equivalent contexts either explicitly [Schuster & Hori 05b] or formulate
the tying as rules, which are processed by general rule compilation methods [Sproat & Riley
96]. These methods allow also for larger contexts. We describe another approach which jointly
optimizes both state tying and transducer size in Chapter 5.
Table 4.6 also shows the effect of applying determinization and minimization to C ◦L. Un-
weighted determinization and minimization is applied in this case by combining weights and
input labels, such that the pronunciation weights are not re-distributed (cf. Section 4.2.1). First,
it can be observed that the resulting transducer is standardized and does not depend on whether
C or min(C) is used. Second, the number of states is slightly reduced by about 4% while
the number of arcs is increased by 9% compared to min(C) ◦ L. The best option for build-
ing the search network in terms of active state hypotheses is the fully minimized transducer
min(det(C ◦L)), as shown in Figure 4.13. The lower number of states results in fewer active
state hypotheses.
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Figure 4.13 Number of active state hypotheses vs. WER for different C ◦L transducers (Quaero EN System).
The labels used in our C transducers do not exploit the model tying completely. We assign
different labels for triphone models with initial and final word boundary flags. Thereby, the
decoder can apply special transitions models for those labels and it can detect word boundaries,
as discussed in Chapter 6. The number of input labels is more than doubled using these partially
tied triphone model labels (cf. Table 4.5), but the impact on the size of C ◦L is marginal.
The composed C ◦L transducer is significantly larger if a non-deterministic C transducer is
used, as can be seen from Table 4.6. In a non-deterministic triphone C transducer, the states
encode both the previous and the following phoneme. Hence, a state qL in L is split by the
composition into states ((a,b),qL) for each combination of labels a = i[e] of its incoming tran-
sitions e ∈ I[qL] and b = i[e′] of outgoing transitions e′ ∈ E[qL]. In contrast, the states in a
deterministic C encode solely the left context, the right context is encoded in its transitions.
The states in L are consequently split depending on the incoming arcs and the incoming arcs of
its predecessor states, but independent of the outgoing arcs. Most states in an optimized L have
a higher out-degree than in-degree as can be seen from Figure 4.14. Main parts of L are actually
tree-structured, i.e. states have an in-degree of one. In the Quaero English System, 96% of the
states in L have an in-degree of one (see Figure 4.14). Thus, the dependence on predecessor
labels only generates less states in C ◦L than including dependencies on the right context.
4.4 Hidden Markov Models
The context-dependent phoneme models of the input side of the C transducer can be expanded
to sequences of HMM states by composition with a transducer H. An HMM has a natural
representation as finite-state model, depicted in Figure 4.15. In order to integrate it in the com-
position cascade, its output labels are context-dependent phoneme models, while the indexes of
the HMM state emission distribution occur as input symbols. The transition probabilities can
be integrated as arc weights. The H transducer is then the Kleene closure of the union of the
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41.39
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Figure 4.14 Frequency of in- and out-degrees of states in min(det(L)) (Quaero EN System).
s3 : m
s2 :  / p(s2|s2) s3 :  / p(s3|s3)
s2 :  / p(s3|s2)s1 :  / p(s2|s1)
s1 :  / p(s1|s1)
Figure 4.15 A 3 state HMM transducer for a model m.
individual HMM transducers [Pereira & Riley 97].
The self loop transitions of the HMM increase the complexity of the composition without
yielding any advantage during construction. Therefore, they are in most cases either added
afterwards or simulated by the decoder. In our decoder, H is not explicitly built. Instead, the
sequences of HMM state emission models are expanded dynamically by the decoder. A detailed
description can be found in Chapter 6.
4.5 Non-Speech Events
Acoustic models for non-speech events like silence and noise are a fundamental part of a speech
recognition system. If the silence model does not match with non-speech parts of the signal,
the system will produce insertion errors, while a vague silence model may cause deletion errors.
Depending on the kind of audio data to be processed and the upstream audio segmentation,
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v : p(v)
[SILENCE]
v : p(v|w)
[SILENCE]
 : β(w)
[SILENCE]
w : p(w)
Figure 4.16 Part of a bigram LM transducer with silence loop arcs. The loop arc at the unigram state is highlighted.
different kinds of non-speech events have to be considered, for example breath, laughter, hesi-
tations, or background noise. For some systems it may therefore be beneficial to train separate
models for these non-speech events. Such models require of course suitable precise annotations
in the training data.
Non-speech events do not perfectly fit in the WFST framework, because they are usually not
covered by the LM [Garner 08,Rybach & Schlüter+ 12]. Non-speech models need to be present
at the word level, in order to be expanded by the composition cascade. If the non-speech tokens
do not occur as labels in the LM transducer, they cannot appear in the decoder output (unless
the decoder implements some less generic special treatment), which is necessary for some
applications. Furthermore, the non-speech labeled arcs in the LM transducer require a weight,
if weight pushing or weighted minimization is applied, which is generally not consistent with
the rest of the LM [Allauzen & Mohri+ 04c].
There are several options for integrating multiple non-speech models in the individual trans-
ducers involved without modifying the generic decoder itself. Some of these options allow for
a significant reduction in size of the LM transducer. We consider in this section only the dy-
namic network construction. In contrast to the fully expanded static search networks, the LM
transducer is kept separately, thus the reduction in transducer size results in lower total memory
consumption.
Another important aspect, not covered by this work, is the impact of non-speech modelling
on generated word graphs. Word graphs including many non-speech arcs cause redundant
sentence alternatives, which is problematic for confidence score estimation [Wessel 02, p. 59]
and discriminative training [Macherey 10, p. 60].
4.5.1 Loop Transitions in the LM Transducer
Non-speech events are not part of the LM because a) they do not occur in the text data used to
estimate the LM, b) their occurrence generally does not depend on the predecessor words, and
c) they are mostly not useful for predicting following words. Nevertheless, it may be necessary
to integrate tokens for non-speech events in the G transducer. As silence and noise can occur at
any position in the spoken word sequence, non-speech labeled arcs have to be reachable in G
before and after any other arc. The non-speech arcs are constructed as self-loops, because they
shall not modify the word history. Figure 4.16 shows an example.
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#1 : read
#2 : red
b :  #1 : 
d : ae : bad
d : 
uh : bookr : 
 : 
ns : 
si : 
eh : 
k : 
Figure 4.17 Lexicon transducer with arcs for optional non-speech pseudo-phonemes si, ns.
Adding loop arcs for all non-speech events to all states in the G transducer allows for the
insertion of these tokens without any constraints and without reducing the context size. This
construction heavily increases the transducer size though. An alternative producing signifi-
cantly less arcs is to add non-speech loops only at the initial and the unigram (empty history)
state. Thereby, non-speech events remove the history of subsequent words, because any path
in G containing a non-speech token (at a position other than at the begin) goes through the
unigram state.
4.5.2 Optional Transitions in the Lexicon Transducer
We can add the non-speech tokens as optional arcs after each word in L, as depicted in Fig-
ure 4.17. These arcs have ε output labels, thus the non-speech tokens do not need to be handled
by the G transducer. This construction introduces a limitation of recognizable sequences: after
each word at most one non-speech token can be inserted, but not sequences of different non-
speech tokens. The length of the non-speech events is not limited though, as loop transitions
are added at the HMM state level. A simple solution for this problem would be to add self loops
at the word end state or the initial state. However, the computation of the reachable (output)
labels, which is used for the composition filter (cf. Section 1.2.2.5), requires that all cycles in
the transducer contain at least one output label.
A compromise between constraining the sequences of non-speech events by adding optional
arcs in L and reducing the LM context by introducing loop arcs at the unigram state in G, is to do
both. Thereby, we can insert one non-speech token after each regular word without modifying
the LM history and we can recognize longer sequences of several non-speech tokens by forcing
a path trough the unigram state in G. This construction is reasonable, because it can be assumed
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that words following a longer pause do not depend on the preceding words. By adding only
arcs for silence in L, we get a model which is very similar to the short silence model described
in [Garner 08].
A drawback of the optional non-speech arcs in L is that they may distort the word boundary
time information. The non-speech models have the word boundary flag (cf. Section 4.3.1) , but
are not associated with any output label. Therefore, the decoder has to be aware of these special
labels in order to determine the correct word end time of surrounding words.
4.5.3 Phone Context-dependency Transducer
The models for non-speech events are usually context-independent. In the C transducer, arcs
with a context-independent pseudo-phoneme label si lead to a state (#,si) which encodes just
si as history. This state will have arcs for all phones a with the non-speech model #si# as input
label and state (#,a) as target (cf. Section 4.3.2).
At word ends, the composed transducer C ◦L has a separate state for each non-speech model
and for each phone model with empty right context. The non-deterministic outgoing arcs of
this state all have the same input label (the respective non-speech model), as illustrated in
Figure 4.18 (d). In contrast to arcs for context-dependent models, whose input labels depend
on the output label, the breakdown of output label dependent arcs is not required for non-speech
models.
The non-determinism can be eliminated by locally un-shifting, i.e. synchronizing, the con-
text-independent models in the C transducer. As shown in Figure 4.18 (b), we redirect the
arcs with context-independent model input labels to the initial state (empty history) and replace
the output label by ε . When composed with L, all arcs with non-speech input labels, whose
predecessor states are deterministic now, will merge at one state (see Figure 4.18 (e)). A similar
result can be obtained by applying transducer determinization to C ◦ L. The determinization,
however, would require the insertion of disambiguation symbols, because of the ambiguous
transduction from HMM label strings to word label strings.
The described partially un-shifted construction does not reduce the size of C ◦L much, but
it improves the runtime performance in case of an AM containing several non-speech mod-
els. During decoding, all state hypotheses for non-speech events at word boundaries will be
recombined before being expanded to word initial states. Thereby, the number of active state
hypotheses is significantly reduced and consequently is the runtime performance.
If the L transducer to be composed contains disambiguation symbols and if these label are not
required in the composed transducer, the un-shifting arcs can use the disambiguation symbols
as output labels instead of ε .
4.5.4 Experimental Results
We analyze the impact of the various options for the transducer construction in the presence
of multiple non-speech models on the recognition performance in terms of both recognition
quality and efficiency.
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ab# : n
#s# : dab# : s
#ce : e#s# : c
#n# : c
#n# : d
#de : e
a, b
#, c
#, d#, n
#, s
(a) C with shifted non-speech phones.
ab# : n #n# :   : d
ab# : s
#ce : e
 : c#s# : 
#de : e
a, b
#, c
#,#
#, d#, n
#, s
(b) C with un-shifted non-speech phones.
d e
b
e
a
c
s
n
(c) A.
#s# : c
#n# : d
#s# : d
ab# : n
ab# : s
#de : e
#ce : e
#n# : c
(d) C ◦A with shifted non-speech phones.
#s# : 
ab# : n #de : e
ab# : s
#ce : e
 : c
 : d#n# : 
(e) C ◦A with un-shifted non-speech phones.
Figure 4.18 C transducers with shifted or un-shifted non-speech phonemes (a,b), and their composition (d,e) with
a phoneme sequence A (c). s and n are non-speech pseudo-phonemes, a,b,c,d,e are regular context-
dependent phonemes.
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Table 4.7 Size of G and C◦L with and without non-speech arcs. The number of arcs for the G transducer is given for
the transducers with and without non-speech loop arcs, for C ◦L with and without optional non-speech arcs.
with non-speech without non-speech
system transducer states arcs states arcs
EPPS EN
C ◦L 65.2K 253.4K 65.3K 214.2K
small G 1.8M 18.1M 1.8M 9.2M
large G 6.2M 62.7M 6.2M 31.9M
Quaero EN
C ◦L 158.9K 447.6K 157.0K 442.1K
G 7.3M 69.7M 7.3M 55.0M
We performed experiments on two different tasks: EPPS English and Quaero English (cf.
Sections A.1, A.2). The systems differ not only in vocabulary size and complexity of the LM,
but also in the detailedness of annotations of non-speech events in the training data, and the
audio segmentation.
The EPPS System has, in addition to 45 regular phonemes, 5 non-speech pseudo-phonemes
for silence, hesitation, breath, laughter, and general noise. The Quaero System uses only one
general noise model in addition to the silence model. The EPPS test data is segmented auto-
matically without precise removal of non-speech parts and contains as a result a considerable
amount of non-speech. The Quaero data, on the other hand, has a precise manual segmentation.
Table 4.7 illustrates the reduction in transducer size, in particular in the number of arcs in
G. The table shows the size of C ◦L built with and without optional non-speech arcs at word
ends, plus the size of G with and without non-speech loop arcs. The quantity of additional
loop arcs added (number of non-speech tokens times number of states in G) is clearly relatively
large, especially for complex language models like the larger EPPS LM and the Quaero LM.
With an arc size of 16 bytes in memory, the additional arcs allocate around 520MB for the
larger EPPS LM and 224MB for the Quaero LM. Considering that the LM often consumes the
biggest fraction of memory of a speech recognition system, the transducer size reduction yields
a noticeable decrease in memory requirements in practice. The increase in transducer size for
additional optional non-speech arcs in C ◦L is comparatively small.
Trading memory for speed or accuracy is easy in many cases. Interesting is therefore how
the removal of non-speech arcs in G affects the recognition performance. The results achieved
using the various construction options of G and L are shown in Table 4.8 for EPPS and Table 4.9
for the Quaero task. The baseline in these tables is a system which has loop arcs at all states
in G. If loops are added only to the initial and the unigram states of G, the WER increases
significantly. Adding non-speech arcs to L only yields an even worse result, because it is im-
possible to recognize sequences of different non-speech events this way. The increased number
of insertion errors illustrates that. The combination of both options yields results nearest to the
baseline, at least for the EPPS system. Adding only optional silence arcs to word ends in L
deteriorates the results slightly. The results for the Quaero System are similar.
Instead of dealing with multiple non-speech events, we can also train just one non-speech
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Table 4.8 Recognition results using the small LM and the large LM (EPPS EN System). Optional non-speech arcs
were added in G at all states or only at the initial (i) and the unigram (u) state. Optional non-speech arcs in L
were added either for all non-speech events, for silence (sil.) only, or not at all.
non-speech. arcs pass 1 pass2
LM L G WER WER sub. del. ins.
small
- all 14.4 12.0 8.2 2.0 1.8
- i, u 16.7 14.1 9.7 2.6 1.7
all - 17.3 14.6 9.0 2.0 3.6
all i, u 14.5 12.1 8.3 2.0 1.8
sil. i, u 14.6 12.4 8.5 2.0 1.9
large
- all 13.8 11.3 7.7 1.9 1.7
all i, u 14.0 11.4 7.9 1.8 1.7
sil. i, u 14.1 11.7 8.0 1.9 1.8
Table 4.9 Recognition results with and without optional non-speech arcs (Quaero EN System). Using the same
notation as in Table 4.8.
non-speech arcs
L G WER sub. del. ins.
- all 19.6 12.9 3.8 2.9
all - 20.7 13.2 3.6 3.9
all i, u 19.7 12.9 3.7 3.0
sil. i, u 19.8 13.2 3.6 3.1
model, whose mixture model accounts for the different acoustic realizations. We evaluated this
option by comparing systems having one 3-state HMM model for noise in addition to the 1-state
silence model with systems considering all non-speech tokens. All systems were bootstrapped
from the multiple non-speech system used for the experiments in the previous section, which
might distort the results a little bit.
The phonetic decision trees used to tie the triphone state models allow for the tying of state
models for different non-speech events. The baseline EPPS system has in total 12 non-speech
(tied) state models (including one silence model). The results in Table 4.10 show that the EPPS
system benefits from differentiated non-speech models, only slightly though. Previous experi-
ments in [Rybach & Schlüter+ 12] showed that the Quaero System does not benefit from addi-
tional noise models, because of ambiguity in training data annotations and fewer observations
for most of the non-speech events.
Figure 4.19 (a) shows the effect of the C transducer construction described in Section 4.5.3 on
the size of the active search space. The plot depicts the number of active state hypotheses (after
pruning) in relation to the absolute number of word errors. Due to the earlier recombination
of partial hypotheses after non-speech between words, the number of active state hypotheses is
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Table 4.10 Recognition results comparing acoustic models with one noise model vs. 4 noise models, both containing
an additional one state silence model (EPPS EN System).
# noise m. WER sub. del. ins.
4 14.4 9.8 2.7 1.9
1 14.8 10.0 2.6 2.1
reduced by up to 40%.
The improvement in runtime efficiency is shown in Figure 4.19 (b) (measured on a 2.8 GHz
Intel Core2). Due to caching of acoustic scores, the decrease in RTF is lower than the reduction
in search space size. Nevertheless, the RTF can be improved by up to 20%, which is noticeable
in practice. The construction also improves the runtime performance of the system with two
noise models. The reduction of the active state space is smaller, but still around 20%.
In the following experiments, we use non-speech loops at the initial and unigram state in G
and optional non-speech arcs L. The non-speech model transitions in C are un-shifted.
4.6 Search Network Construction
The search network finally used by the decoder is constructed from the individual transducers
described in the previous sections. The conventional construction scheme builds a determinized
L◦G. A more efficient alternative is to avoid this determinization by building the composition
det(L)◦G.
4.6.1 Conventional Construction
The conventional method for building the search network from G, L, and C is to compose L
and G, apply determinization to the result, and compose it with a deterministic C transducer
[Mohri & Riley+ 98]. By building L ◦G, the words in the LM transducer are expanded to
their pronunciations. The subsequent determinization removes redundant arcs resulting from
common prefixes of the pronuncations, like in the determinization of L. Afterwards, the number
of outgoing transitions at each state is at most the number of distinct phonemes. Whereas, a
state in the non-deterministic transducer can have an outgoing transition for each word in the
vocabulary. The weighted determinization also re-distributes the weights in the transducer.
For an effective pruning during decoding, the log semiring should be used for determinization
[Allauzen & Mohri+ 04c]. An example is shown in Figure 4.20. The following composition
with C splits states and rewrites the labels according to the context-dependent phone models.
The determinization of L ◦G does not necessarily reduce the total size of the transducer.
Several paths corresponding to the same word and starting from different states in G can be
merged in L ◦G after the first transition. These paths may be partially separated after deter-
minization, because they share prefixes with other words from one of the history states. The
severely reduced upper bound of alternatives at each state, however, is very important for ef-
ficient decoding. Furthermore, without applying determinization, the following composition
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(a) Absolute number of word errors vs. number of active state hypotheses. The corresponding WER is shown to the
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Figure 4.19 Performance measurement for C transducers using shifted or un-shifted non-speech labels. The G
transducer has loop arcs for all non-speech models (EPPS EN System).
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book / 2.3026
books / 2.1203
red / 1.6094
bad / 1.204
1
0
3
2
4
(a) G.
b : books / 2.1203
ae : 
b : book / 2.3026
#1 : 
#1 : 
d : 
k : 
s : 
b : bad / 1.204
uh : 
#2 : 
#1 : 
eh : 
uh : 
r : red / 1.6094
d : 
k : 
(b) L◦G.
d : 
#1 : 
b :  / 0.65393
d : 
k : 
#2 : 
#1 : book / 0.78809
s : books / 0.60645
r : red / 1.6094
#1 : 
ae : bad / 0.5498
eh : 
uh :  / 0.86035
(c) det(L◦G).
Figure 4.20 Part of a G transducer, its composition with L, and the result of appying determinization (log semiring).
The L transducer from Figure 4.4 is used.
with C would increase the size the of the transducer greatly because of the huge amount of
redundant transitions at word boundaries.
The context-dependent labels can be expanded to sequences of HMM state labels by build-
ing the composition with H. As mentioned above, this expansion is performed on-the-fly by
the decoder in our system. The resulting transducer can be further optimized, by applying de-
terminization and minimization. In order to apply weighted minimization in the log semiring,
which implies weight pushing, the transducer has to be stochastic. This is not always the case,
because of unweighted silence loop transitions or unnormalized pronunciation weights [Al-
lauzen & Mohri+ 04c,Mohri & Riley 01]. Applying unweighted minimization instead, by com-
bining weights and input labels, would have very little effect without the weight normalization
achieved by pushing.
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The disambiguation symbols inserted in L are replaced by ε at the end of the construction. If
C◦L◦G is not determinized, the disambiguation symbols can already be removed after building
det(L◦G).
Linear paths in the transducer can be replaced by a single arc by factoring [Mohri & Riley
99a]. A path in the transducer is linear if all states other than the origin and destination have an
in- and out-degree of one. The sequence of input and output labels of such a path can be stored
in a table, which is used by the decoder to expand the sequences at runtime. The replacement
arc has a label indicating the path to be expanded. Thereby, the size of the final search network
can be reduced, especially if it is constructed on the HMM state level.
4.6.2 Deterministic Lexicon Transducer
The determinization of L ◦G is computationally expensive in terms of both time and space.
These costs can be greatly reduced by building (C ◦ det(L)) ◦G instead [Allauzen & Riley+
09]. The determinization is thereby restricted to L, which is an order of magnitude smaller.
Several problems arise for this kind of composition though. Most states in G have outgoing
arcs for only a limited subset of the vocabulary. When building L ◦G, the output labels in
L occur on the transitions leaving the initial states. Thereby, the matching with labels for a
certain state in G can be performed before expanding the remaining (output ε-) arcs in L. The
output labels in det(L) have been moved away from the initial state. Thus, many paths from
a certain state in the composed transducer with ε output labels have to be traversed until an
output label is reached, which decides whether the arc can be matched with an arc in G. This
delayed matching generates many dead-end paths, i.e. paths ending in a non-final destination
state without any outgoing arcs, as shown in Figure 4.21 (b). Even though these useless paths
can be removed afterwards, their generation increases the size of the intermediate result as well
as computation time. Furthermore, the weights of the LM transducer do not appear until an
output label is reached. This form of weight distribution degrades the effectiveness of pruning
during decoding. The delayed matching also causes a delayed recombination of paths in the
search network from different states in G.
All three problems can be solved by using a combination of look-ahead composition fil-
ters (cf. Section 1.2.2). Let A = C ◦ det(L) be the transducer composed with G. The label-
reachability filter prevents the generation of dead-end paths. For a state (qA,qG) in the com-
posed transducer, with qA a state in A and qG a state in G, an (output) ε-labeled path starting
from a state qA is disallowed if it fails to reach an output label that matches some arc leaving
qG. The early output of weights is achieved by using the label-reachability filter with weight
pushing. This filter sets the weight of composed transitions to the sum of weights of reachable
transitions in G. An example of the application of both filters is shown in Figure 4.21 (c).
In addition, the label-reachability filter with label pushing allows to set the output label as
soon as it can be determined. This is the case if a single output label is reachable from a state
in A via ε-labeled (output label) paths. As soon as the output label for arcs eA in A and eG in
G can be determined (with o[eA] = i[eG]), the composition can advance to the next state in G,
thus the next state of the composed transition is (n[eA],n[eG]). Thereby, common suffixes can
be shared (via hypothesis recombination) across different LM histories. An example is shown
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red / 1.6094
bad / 2.3026
(a) G.
d : 
b : 
d : 
k : 
#2 : red / 1.6094
#1 : 
r : 
ae : bad / 2.3026
eh : 
uh : 
(b) det(L)◦G.
b :  / 2.3026
#2 : red
d : 
d : r :  / 1.6094
#1 : 
eh : 
ae : bad
(c) det(L)◦G.
Figure 4.21 Part of a G transducer and its composition with det(L). With (b) and without (c) look-ahead composition
filter (label reachability with weight pushing). The L transducer from Figure 4.6 is used.
in Figure 4.22. The example depicts how paths for the same word in different LM histories can
be merged.
The sharing of common suffixes obtained with the label-reachability composition filter with
label pushing, which is also called tail-sharing, results in a significantly smaller search network
[Federico & Cettolo+ 95, Caseiro & Trancoso 03]. As a result, the computation time required
for the composition is also greatly decreased [Allauzen & Riley+ 11]. The sharing of common
suffixes is an approximation to the minimization of the search network.
Further optimization can be applied to C ◦ det(L), as described in Section 4.3.3. The com-
position of C ◦det(L) with G can be performed on-the-fly. Thereby, only arcs of states visited
during decoding need to be generated. These dynamic networks are discussed in Chapter 6.
The composition with C can also be performed dynamically during decoding. This is beneficial
in applications where L may be changed at runtime, for example by adding new pronuncations.
However, such applications are not covered in this work.
The efficiency of the label-reachability composition filters depends on the number of inter-
vals used to represent the reachable output labels of each state in C ◦ L (cf. Section 1.2.2).
Ideally, each state is associated with exactly one interval. This is the case as long as the label
reachability matrix has the C1P property. If L has pronunciation variant identifier output labels,
C1P is satisfied. Minimization of L and composition with C both preserve C1P [Allauzen &
Riley+ 09]. Using word output labels for L in the presence of pronunciation variants may result
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book
bad
book
bad
(a) G.
ae : bad
uh : book
k : 
ae : bad
b : 
#1 : 
#1 : 
d : 
uh : book
b : 
(b) det(L)◦G.
Figure 4.22 Part of a G transducer and its composition with det(L) using look-ahead composition filter with label
pushing. The L transducer from Figure 4.6 is used.
in a violated C1P depending on the lexicon and hence in states with multiple intervals per state.
As a result, the composition of C ◦L with G requires more computation time. Applying deter-
minization to C ◦L may also results in a loss of C1P. On the other hand, having word labels
instead of pronunciation variant labels yields smaller transducers, as we indicated in Sections
4.1.3 and 4.2.1.
4.6.3 Experimental Results
The size of a static search network, and thereby the memory usage of the decoder, depends
mostly on the size of the G transducer, i.e. the size of the LM. We performed most of the
following experiments with an LM of lower complexity, compared to the experiments presented
earlier in this chapter, to keep the memory requirements feasible.
LMs of lower complexity are obtained using entropy pruning [Stolcke 98]. Table 4.11 com-
pares size and performance in terms of perplexity and WER of LMs obtained using various
pruning thresholds. The regular LM used in most of the experiments presented in this thesis is
the one with 48M n-grams. For the static search network experiments, the 11M n-gram LM is
used.
Table 4.12 shows the transducer size of C ◦ L ◦G and intermediate transducers during the
construction. In this case, the determinization of L◦G increases the size of the transducer (26%
more states, 6% more arcs). The (unweighted) minimization of det(L ◦G) reduces the size by
9% and 8% in states and arcs respectively, which results in about 2% less arcs than before the
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Table 4.11 LMs of different size obtained using LM entropy pruning and the obtained perplexity and WER (Quaero
EN System).
n-grams [M]
threshold 2-grams 3-grams 4-grams total PPL WER
0 98.3 187.2 351.8 637.4 125.8 19.2
1 ·10−10 45.2 52.9 63.2 161.4 127.9 19.4
1 ·10−9 14.7 18.6 14.1 47.7 134.2 19.7
1 ·10−8 4.7 3.8 2.0 10.6 152.9 20.8
3 ·10−8 2.6 1.5 0.7 5.0 168.3 21.6
1 ·10−7 1.3 0.5 0.2 2.1 191.6 22.7
Table 4.12 Size of C ◦L◦G and intermediate transducers (Quaero EN System). Unweighted minimization is used.
transducer states arcs
G 1,372,637 11,946,592
L◦G 10,668,773 27,807,226
det(L◦G) 13,473,381 29,522,483
min(det(L◦G)) 12,371,295 27,179,524
C ◦L◦G 21,712,809 394,279,892
C ◦det(L◦G) 20,702,473 46,944,151
C ◦min(det(L◦G)) 20,355,935 46,308,074
det(C ◦det(L◦G)) 18,805,491 47,849,268
det(C ◦min(det(L◦G))) 18,460,651 47,354,818
min(det(C ◦min(det(L◦G)))) 18,422,486 47,286,317
optimization.
The composition with C generates about 65% more states and 70% more arcs. This increase
in size is considerably higher than results reported in the literature, e.g. [Mohri & Pereira+
08], most probably because of the incorporation of word boundary information in C (cf. Sec-
tion 4.3.1) and a different kind of non-speech modeling. Applying determinization afterwards
reduces the number of states by 9%, while the number of arcs is slightly increased. Subsequent
unweighted minimization has, as expected, virtually no effect. The impact of an intermediate
minimization of det(L ◦G) on the final search network is negligible. An impact on the actual
search space during decoding is barely measurable. Therefore, we omit minimization for this
type of static network construction in following experiments. Weighted minimization would
yield a measurable effect, according to [Mohri & Riley 01], but was not applicable for our
models.
The results of the construction using look-ahead composition filters are shown in Table 4.13.
It can be seen that the effect of using a minimal L transducer compared to a deterministic one,
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Table 4.13 Size of (C◦L)◦G using either a determinized or minimized L transducer and applying different optimiza-
tions of (C ◦L) (Quaero EN System). Unweighted minimization is used.
transducer states arcs
G 1,372,637 11,946,592
C ◦det(L) 548,023 1,199,982
C ◦min(L) 158,892 447,620
det(C ◦min(L)) 157,371 501,441
min(C ◦min(L)) 152,889 487,620
(C ◦det(L))◦G 18,866,710 43,886,269
det(C ◦det(L))◦G 18,230,978 43,854,923
min(C ◦det(L))◦G 17,729,149 43,002,066
(C ◦min(L))◦G 18,370,132 42,795,770
det(C ◦min(L))◦G 17,739,798 43,031,491
min(C ◦min(L))◦G 17,729,149 43,002,066
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Figure 4.23 Number of active state hypotheses vs. WER for different optimizations of (C ◦ det(L)) ◦G search net-
works (Quaero EN System).
is very small. The size of the final search network is reduced by less than 3%. Determinizing
or minimizing C ◦ L before the composition has very limited impact on the size of the final
search network. Figure 4.23 shows the impact of these optimizations on the actual search
space. Unsurprisingly, the achieved performance using the various search network differs only
slightly. The final determinization yields a small improvement if any.
The results of the construction using pronunciation variant labels instead of word labels are
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Table 4.14 Size of (C ◦L)◦G using pronunciation variant labels (Quaero EN System).
transducer states arcs
G 1,348,643 14,563,464
C ◦min(L) 166,488 459,669
(C ◦min(L))◦G 21,761,294 47,869,201
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Figure 4.24 Number of active state hypotheses vs. WER for (C ◦ det(L)) ◦G search networks with either word or
pronunciation variant labels (Quaero EN System).
shown in Table 4.14. Compared to the search network using word labels, the number of states
and arcs is 18% and 12% higher respectively. The number of arcs corresponds approximately
to the det(C ◦ det(L ◦G)) transducer. The size of the search space, depicted in Figure 4.24, is
nearly the same when pronunciation variant labels are used despite the larger search network.
The time required to compute the composition is listed in Table 4.15. The construction of
pronunciation variant labels requires the least computation time, because all states in C◦min(L)
require only one reachability interval. The composition using the minimized C ◦L transducer
has the longest computation time, even though the composed transducer has the smallest size.
The number of intervals per state in min(C◦L) is relatively high because of the word labels and
the determinization of C ◦L.
The size of the resulting search network (using word labels) compared to the det(C ◦det(L◦
G)) construction is slightly smaller (about 10% less arcs). The impact of the different con-
struction schemes on the actual search space during decoding is small, as can be seen from
Figure 4.25. The search network based on det(L ◦G) results in slightly less active state hy-
potheses during decoding.
The construction of C◦det(L◦G) took about 310 seconds using 7GB RAM. Performing deter-
53
Chapter 4 WFST-based Modeling
Table 4.15 Computation time for the composition of (C ◦min(L))◦G (Quaero EN System).
construction labels intervals/state (C ◦L) time [s] states (result)
(C ◦min(L))◦G pron. 1.00 158.8 21,761,294
word
1.40 201.0 18,370,132
min(C ◦L)◦G 1.65 345.1 17,729,149
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Figure 4.25 Number of active state hypotheses vs. WER for (C ◦ det(L)) ◦G and C ◦ det(L ◦G) search networks
(Quaero EN System). Both networks are static.
minization of the result takes 245s in addition and increases the memory usage to almost 10GB.
The construction of (C ◦min(L))◦G, on the other hand, runs in 270s using only 4.5GB RAM.
4.7 Summary
In this chapter, we identified and analyzed several alternatives for the construction of individ-
ual model transducers as well as their combination. Depending on the pronunciation lexicon,
the size of the G and L transducers, and thereby the final search network, can be reduced by
using word output labels instead of pronunciation variant labels. For lexicons containing a high
number of pronunciation variants, the memory usage of the recognizer can be greatly reduced.
The smaller network size comes at a price, namely higher runtime for the construction. In the
case of a static search network, the increased construction time is often negligible. If the search
network is generated dynamically, though, the runtime performance of the decoder is affected.
This effect is analyzed in detail in Chapter 6.
Furthermore, we showed the importance of constructing deterministic C transducers using
shifted labels. The local un-shifting of labels for context-independent models has a positive
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impact on the runtime performance.
The efficiency of the search network construction in terms of computation time and memory
usage can be reduced considerably, by avoiding the determinization of (L◦G). The alternative
construction using label-reachability composition filters has the additional major advantage that
it allows to perform the on-the-fly composition of G and the rest of the network in an efficient
way.
Whether or not multiple non-speech models improve a speech recognition system depends on
the targeted application, the training data, and the pre-processing. In the experiments presented,
the gain in recognition quality from including more than one non-speech model (in addition to
a silence model) is small, if any.
If multiple non-speech models are present in the AM, however, the construction using loop
arcs at the unigram state in the G transducer combined with optional non-speech arcs at word
ends in L, reduces the memory requirement significantly with a minor degradation in recogni-
tion accuracy.
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Chapter 5
Direct Construction of Compact
Context-Dependency Transducers from Data
This chapter focuses on the construction of the phone context-dependency transducer C, as
introduced in Section 4.3. We described earlier the straightforward construction, which results
in a transducer with pn−1 states and pn transitions representing the context-dependency of p
phonemes with n the context size. That is one transition for every context-dependent (CD) n-
phone model. For example, the straightforward construction of a C transducer for a triphone
model has p2 states and p3 transitions. For larger contexts or further dependencies like word
boundaries and vowel stress, this method can become unwieldy.
Phonetic decision trees are commonly used to tie the parameters of context-dependent units,
because the training data is usually not sufficient to build all context-dependent models and the
model complexity has to be balanced against data availability [Bahl & de Souza+ 91, Young &
Odell+ 94]. This tying of models defines classes of equivalent contexts. The construction of C
can account for these classes of equivalent contexts, yielding a more compact transducer [Riley
& Pereira+ 97]. Hence, the number of states required depends on the structure of the trees.
Several papers have proposed more efficient constructions of context-dependency transduc-
ers. A general compilation method for finite state transducers from decision trees is described
in [Sproat & Riley 96]. The authors of [Schuster & Hori 05a,Schuster & Hori 05b] describe an
efficient construction for high-order context-dependent models that builds a minimal C. [Chen
03] presents an on-demand transducer to represent 11-phone decision trees. An “arc minimiza-
tion” technique is used in [Yvon & Zweig+ 04] to allow for a full word of across-word contexts.
These approaches all construct a decision tree first, not taking advantage of a key observa-
tion: slight modifications in the tree construction that do not affect the quality of the acoustic
models might have a big impact on the size of the C transducer. In this chapter, a construction
method is presented that builds a compact C transducer directly from the training data. The
separate explicit construction of decision trees that precedes their compilation into a transducer
is not required [Rybach & Riley 10, Rybach & Riley 14]. The algorithm to tie parameters of
CD models is modified in order to allow us to control the size of the resulting transducer. Opti-
mizing the models based only on the transducer size would not consider the similarities among
acoustic units. On the other hand, relying solely on acoustic properties might produce large
transducers. Therefore, both criteria are incorporated in the objective function used to optimize
the set of CD models with a parameter to control their relative contribution. In this way, we can
tradeoff model accuracy and precise context-dependency transducer size in a way not possible
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yes
yes
no
no
right = a
left = c[{a, b, c}, c, {a}]
[{a, b}, c, {b, c}][{c}, c, {b, c}]
[{a, b, c}, c, {a, b, c}]
[{a, b, c}, c, {b, c}]
Figure 5.1 Example of a decision tree with 3 phonemes (a,b,c) for triphone models of phoneme c.
with other methods.
5.1 Decision Tree Construction
The proposed method generates both the C transducer and the context-dependent tied HMM
state models in one optimization procedure. A separate explicit training of a decision tree is not
required. Nevertheless, before describing the transducer construction in detail, we give a review
of phonetic decision trees and conventional C transducer construction for a better comparison
and describe which steps are shared with the new construction method.
5.1.1 Phonetic Decision Trees
In many state-of-the-art LVCSR systems, phonetic decision trees are used to tie the parameters
of CD phone models [Young & Odell+ 94]. The decision tree clusters acoustically similar
context-dependent units using a top-down approach. A binary question is attached to each
inner node of the tree, while the leaf nodes correspond to the tied models. The decision tree
allows us to assign a CD model also to allophones which have not been observed in the training
data.
The splitting at the inner nodes is based on phonetic properties of the phones in a specific
context position (left and right in the triphone case), for example “is the left phone a vowel?”.
As the questions are binary, the phonetic properties can be defined as sets of phones, e.g. the
set of vowels. The example shown in Figure 5.1 illustrates two inner nodes of a decision tree
with three leaf nodes. The first node separates triphones with right context a, the second one
partitions the triphones with right context unequal to a in two sets with having either left context
c or a different context. The result of this example decision tree are three triphone models for
the phoneme c.
A widely used approach is to build separate trees for each HMM state of each phone, thereby
limiting the sharing of parameters to models of the same phoneme and HMM state. Other
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approaches build a single tree and include questions about the center phoneme and the HMM
state position [Beulen & Bransch+ 97].
A decision tree is trained according to a maximum likelihood criterion using a greedy opti-
mization strategy [Breiman & Friedman+ 84]. First, observations are collected for the HMM
states of all allophones occurring in the training data. Each observation is assigned to a leaf
node of the corresponding tree. Each tree is initialized with one leaf node representing a mono-
phonic model. In each iteration of the sequential optimization, the best split is chosen among
all current models (leaf nodes), phonetic properties, and context positions. A split is rated by
the gain in acoustic likelihood obtained by introducing the two new models. The likelihood
of the training data is computed using the tied leaf models. Observations assigned to the split
node are divided among the two new leaf nodes according to the selected phonetic property.
Several stopping conditions may be used – limiting the minimal achieved gain in likelihood,
the number of seen observations for a model, or the total number of leaf nodes in the tree. Note
that the total number of models can be limited only if all trees are optimized jointly or a single
tree is used.
5.1.2 Context-Dependency Transducer
In order to apply a context-dependent mapping, the states in C have to encode the context of
a phone. In the straightforward construction for triphonic models we use a state for every pair
of phonemes and a transition for every model. The straightforward construction is described in
Section 4.3.
This construction does not account for the context classes defined by the decision tree, but
creates transitions for all untied allophones. The number of states (and therefore also the num-
ber of arcs) can be reduced by merging states with equivalent contexts. Consider for example
the models of a phone c. If the decision trees for c contain no node that splits depending on
whether the left context is a or b (e.g. the example in Figure 5.1), then the states (a,c) and
(b,c) can be merged. This property is used in existing compilation methods [Sproat & Riley
96, Schuster & Hori 05b] as well as in the construction method described in this chapter.
5.1.3 Implicit Decision Trees
Building a decision tree explicitly in a separate step is not necessary if the tree is used solely
to construct the context-dependency transducer. The tree based classifier is encoded in the
transducer. The transducer assigns context-dependent labels based on the context, which is
encoded in its states and the transition labels.
Therefore, we can split the models in a similar way as in the decision tree training and encode
the context-dependency of the models directly in the transducer. The step-wise construction of
the transducer during the iterative splitting of the models makes it possible to incorporate the
size of the transducer in the split selection.
The construction uses a greedy optimization strategy. The steps are identical to building a
single phonetic decision tree for all phones, except the tree is not explicitly built and a different
objective function is used.
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({a,b},c)
({c},b)[{a,b}, c, {b,c}] : b
({b,c},a)
[{a,b,c},c,{a}] : a
Figure 5.2 Example of a part of a C transducer for 3 phones (a,b,c). Two phone models are shown..
The objective function used to rate a split t is
L(t) = G(t)−α ·S(t)
where G(t) is the gain in acoustic likelihood achieved by this split (equal to the gain used in
decision tree growing), S(t) is the number of new states required to distinguish the two split
models in the C transducer, and α is a weight controlling the impact of the transducer size.
Setting α = 0 will produce a result equivalent to a decision tree based construction, while
α = ∞ will ignore acoustic properties of the model. S(t) can be interpreted as a regularization
term.
After choosing a split, the change in context-dependency is applied to the transducer, which
is described in the following section. The construction is initialized with monophone models,
as it is done for conventional phonetic decision tree growing.
5.2 Transducer Construction
In the previous section, we described the greedy optimization of phonetic splits and the objec-
tive function used to select among them. In this section we describe how the C transducer is
built at each step in the iteration and how the number of new states S(t), used in the objective
function, is computed. Before providing a more formal description of the C construction, we
begin with a simple example of part of a C transducer for three phones a,b,c as it might appear
during its construction, as shown in Figure 5.2.
An input label on a transition in Figure 5.2 is a specification of a CD phone model. It
is denoted, in general, as [C−L, . . . ,C−1,pi,C1], describing a set of (L+ 2)-phonic models for
phone pi with tied parameters. For example, the label [{a,b} ,c,{b,c}] is the model for the
triphones acb, acc, bcb, bcc, Such phone models correspond to leaf nodes in a decision tree
(more specifically to leaf nodes in the decision trees for a single phone and all its HMM states).
The context sets Cl reflect the phone properties used so far for splitting or – in the decision tree
analogy – to the path leading to a leaf node. Note that we only consider a right context of one
phone here.
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An output label on the transitions in Figure 5.2 is a context-independent (CI) phone taken
from the rightmost CD context. Choosing the rightmost phone ensures that C−1 is deterministic
and thus that C composes efficiently with the lexicon transducer L.
A state in Figure 5.2 represents the sequence of phones read so far required to disambiguate
CD phone models. For instance, state ({a,b} ,c) denotes that the phone labels of all paths
reaching it end with either ac or bc. In the conventional construction of C described in Sec-
tion 4.3, there would be a state for every n− 1 phones read. However, not all possible phone
contexts have to be considered for all phone models. Consider for example the phone c which
is represented by two triphonic models m1 = [{a,b} ,c,{b,c}], m2 = [{c} ,c,{b,c}]. Only two
states, ({a,b} ,c) and ({c} ,c), are required two distinguish between these two phone histories.
While the model construction deals with HMM state models, the C transducer handles phone
models consisting of a sequence of HMM state models. Each of the HMM state models may
occur in several phone models. For example, the phone models for the triphones acb and acc
may share the same models for HMM states 1 and 2, but have distinct state models for their
third HMM state. Splitting a state model therefore involves splitting all phone models sharing
this state model. The transducer state splitting algorithm is applied for each of the split phone
models.
5.2.1 Notation
We denote the set of all transitions in a transducer having an input label a as
E(a) = {e : i[e] = a}
and the corresponding (previous) states as
Q(a) = {p[e] : e ∈ E(a)} .
In this chapter, a state in C is represented by a tuple (HL, . . . ,H1,pi) with history sets Hl ⊆ Σ,
center phone pi ∈ Σ, and L the number of left contexts as discussed above. The output alphabet
Σ of C is the set of CI phoneme symbols. CD phone models are denoted with the bracketed
syntax introduced above.
5.2.2 Triphonic Contexts
For the description of the algorithm, we consider triphone models first and describe the gener-
alization to longer contexts afterwards.
Given a split of a phone model m to models m1 and m2, the first step is to identify the affected
states q ∈ Q(m). Those are the states that have to be modified, because they have an outgoing
transition with the split model as input label.
For splits based on the right context, it suffices to change the input labels of the affected
transitions, because the right context is solely encoded (as output label) in the transition itself.
We relabel the outgoing transitions e ∈ E[q] depending on the membership of the output label
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o[e] in one of the split context sets:
i[e]←

m1 if i[e] = m,o[e] ∈C′1
m2 if i[e] = m,o[e] ∈C′′1
i[e] if i[e] 6= m
(5.1)
with m1 = [C−1,pi,C′1], m2 = [C−1,pi,C′′1 ].
If the split is performed on the left context with m1 = [C′−1,pi,C1], m2 = [C′′−1,pi,C1] we must
ensure that states with outgoing transition e having i[e] ∈ {m1,m2} restrict the left contexts
to C′−1 and C
′′
−1 or to a respective subset. Therefore, for a state q = (H,pi), the states q1 =
(H ∩C′−1,pi) and q2 = (H ∩C′′−1,pi) are created if they do not exist yet and q is removed.
An incoming transition e = (p[e], [Cˆ−1,σ ,Cˆ1],pi,q) ∈ I[q] is redirected to one of the new
states depending on whether the center phone σ in the arc’s input label model complies with
the particular history set of the state:
n[e]←
{
q1 if σ ∈C′−1
q2 if σ ∈C′′−1
(5.2)
The outgoing transitions of q1 and q2 are the same as for q, but the input labels have to be
adjusted. An outgoing transition e j = (q j, i j,o[e j],n[e j]) ∈ E[q j], j ∈ {1,2} is updated by
i j←
{
m j if i[e j] = m
i[e j] else
(5.3)
Self-loop transitions e = (q, [Cˆ−1,pi,Cˆ1],pi,q) require a special treatment. Arcs e j = (q j, i j,
o[e j],n[e j]) are added with i j according to Equation 5.3 and n[e j] corresponding to Equation 5.2.
An example of a state split is shown in Figure 5.3. Here the model to split occurs on two
transitions, one of them is a self-loop. The state ({a,b,c} ,a) is split into states with history
sets {a,b} and {c} respectively, according to the left context of the new models. The incoming
transitions are redirected based on the center phone of their input label models. The outgoing
transitions are replicated for both new states, with updated input labels for the transition with
output label c. The former self-loop transition is duplicated as well with updated input label. A
loop on state ({c} ,a) is not valid, so the transition has state ({a,b} ,a) as next state.
The initial transducer has one state for each phone pi with an unconstrained history set H = Σ.
For every pair of phones pi and σ the transducer has a transition (pi,mpi ,σ ,σ) with a mono-
phonic model mpi = [Σ,pi,Σ].
5.2.3 Wider Contexts
For larger left contexts, we have to ensure that only valid paths are included in the transducer.
For two consecutive states p= (GL, . . . ,G1,σ) and q= (HL, . . . ,H1,pi) with ∃e∈ E[p] : n[e] = q
the history sets have to be compatible: Gl+1 ⊆ Hl for l = 1 . . .L− 1 and σ ∈ H1. That is, for
a state encoding a certain set of phones Hl as left context at position −l, all predecessor states
have to limit the phone history at position−l+1 accordingly. See Figure 5.4 for an illustration.
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{a,b,c},a
[{a,b,c},a,{a,c}] : a
[{a,b,c},a,{b}] : b
[{a,b,c},a,{a,c}] : c
[{a,b,c},b,{a,b,c}] : a
[{a,b,c},c,{a,b,c}] : a
(a) Before splitting.
{a,b},a
[{a,b},a,{a,c}] : a
[{a,b,c},a,{b}] : b
[{a,b},a,{a,c}] : c
{c},a
[{c},a,{a,c}] : a
[{a,b,c},a,{b}] : b
[{c},a,{a,c}] : c
[{a,b,c},b,{a,b,c}] : a
[{a,b,c},c,{a,b,c}] : a
(b) After splitting.
Figure 5.3 A state before and after splitting the model [{a,b,c},a,{a,c}] at position −1 into {a,b} and {c}.
m : pi
G3, G2, G1, σ H3, H2, H1, pi
Figure 5.4 Transition in a 5-phonic C transducer..
In order to maintain these properties, a split of a state q based on the left context −l requires
splitting all states that can reach q with at most (l− 1) transitions. Splitting the history set Hl
of q implies splits of the history set Gl−1 of all predecessor states p. We perform the splitting
of predecessor states recursively on l until l = 1 is reached. Due to loop transitions and larger
cycles in the transducer, a state may be split several times on different context positions. Thus,
splitting a single state based on context position −l may be split into up to 2l new states.
An example of a split in a 4-phone transducer is shown in Figure 5.5. The state ({a,b,c} ,
{a,b,c} ,b) is split into 4 new states, because of the self-loop transitions. State ({a,b,c} ,
{a,b,c} ,a) is split into 2 states on context position −1.
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{a,b,c},{a,b,c},a {a,b,c},{a,b,c},bm : b
[{a,b,c},{a,b,c},b,{a,b,c}] : b
[{a,b,c},{a,b,c},b,{a,b,c}] : c
(a) Before splitting.
{a,b},{a,b},b
[{a,b},{a,b,c},b,{b,c}] : b
[{a,b},{a,b,c},b,{b,c}] : c
{c},{a,b},b
[{c},{a,b,c},b,{b,c}] : b
[{c},{a,b,c},b,{b,c}] : c
{c},{c},b
[{c},{a,b,c},b,{b,c}] : b
[{c},{a,b,c},b,{b,c}] : c
{a,b},{c},b
[{a,b},{a,b,c},b,{b,c}] : b
[{a,b},{a,b,c},b,{b,c}] : c
{a,b,c},{a,b},a m : b
{a,b,c},{c},a m : b
(b) After splitting.
Figure 5.5 Part of a 4-phonic transducer before and after splitting model [{a,b,c} ,{a,b,c} ,b,{a,b,c}] at position
−2 into {a,b} and {c}. m is an arbitrary model for phone a.
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5.2.4 Counting States
Counting the number of new states required for an HMM state model split, i.e. computing S(t)
in the objective function, is performed very often during the optimization procedure and should
therefore be efficient. We can compute the number of states required without modifying the
actual transducer and without computing transitions.
For splits of the right context, the number of new states is always 0, because we only need
to relabel arcs. For a hypothesized split of model m at (left) context position −l we proceed
as follows. Starting from the set of affected states Ql = Q(m), we compute the sets of affected
predecessor states Qi:
Qi = {q ∈ Q : ∃e ∈ E[q], n[e] ∈ Qi+1} for i = l−1 . . .1
Qi contains all states with a transition to one of the states in Qi+1. Then for each state q in these
state sets, starting with Q1, we compute the required split states q1,q2 by intersecting the state’s
history set with the phone property sets at the appropriate context position. If both q1 and q2
do not exist, the count is incremented. Due to loop transitions, q might occur in several sets.
Therefore, we have to update all following sets Q j, j = i+1 . . . l by removing q and adding q1
and q2: Q j = (Q j ∪{q1,q2})−{q}.
Although we will not prove it here, each step in the construction produces a minimal deter-
ministic automaton (i.e., when the input and output label pair is considered as a single label).
As such, S(t) is an intrinsic measure of the transduction.
5.2.5 Generalized Features
The proposed framework allows us to incorporate more complex features for the model split-
ting than just the phoneme identity. Examples for these features are word boundary information,
syllable identity or even speaker gender. By incorporating, for example, word boundary infor-
mation into the phone models, different models can be generated depending on whether a phone
occurs at beginning, end, or inside of a word.
A simple method to achieve word boundary modeling is to introduce separate phoneme sym-
bols for each of these phone variants and to modify the L transducer accordingly. In order to
keep the number of phone models small, initial, final, and interior variants of a phone are as-
signed to the same phone model initially. New phone properties (“is initial phone”, “is final
phone”, “is inside phone”) are introduced to allow for splits separating these phone variants.
To keep the number of states in C small, different states for a phone variant are created only
if they need to be distinguished, i.e. if different models exist for the different occurrences. That
requires modifying the state representation to include a center phone set H0, initialized with the
phone variants, and allowing splits on these sets as well. The state splitting and counting are
modified such that the center phone sets are considered when evaluating the validity of paths.
Figure 5.6 shows an example for a triphone transducer with word boundaries. The model
[{a,b} ,{c,ci} ,{a}] is a phone model for c both as initial and as interior phone.
The concept of center phone sets also allows us to tie parameters of models with different
center phones. The construction could for example start with a single phone model shared
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[{a, b}, {c, ci}, {a}] : a
{a, b}, {c, ci} {c, ci}, {a, af}
Figure 5.6 Transition in a triphone transducer with word boundaries. ci is an initial c phone and a f is a final a phone.
among all phones and allow for splits using the center phone identity. This construction has not
been evaluated in this work though.
Other phone features can be used in a similar way and in combination. As the number of such
features is increased, the C transducer will grow very large in the conventional constructions,
while our approach will control well for the number of states. However, in this work, we only
performed experiments with word boundary information.
5.2.6 Counting Composed Transducer States
The impact of the size and structure of C on the final search network also depends on the
structure of the lexicon transducer L. The frequency of n-phones and their positions in the L
transducer change the number of states introduced by the composition with C. For example,
splitting an n-phone across words introduces more states in the composed transducer C ◦ L
than a model occurring only within words. It might therefore be reasonable to incorporate the
number of states in C ◦L in the optimization procedure.
To incorporate the size of C ◦L in the optimization, the state counting algorithm examines
states in C ◦L which are tuples (qC,qL) of states from C and L respectively. For each hypothe-
sized split, first we perform the computation of required states in C as described in Section 5.2.4.
Then, for each of the split states, we calculate how many states would be introduced in C ◦L.
For a state qC in C split into q′C and q
′′
C, the set of involved composed states q = (qC,qL) in
C ◦L is determined. If both new states q′ = (q′C,qL) and q′′ = (q′′C,qL) are reachable in C ◦L,
the state count is incremented. A state q′ = (q′C,qL) is reachable if a transition e exists with
p[e] = (pC, pL), n[e] = q and the transition from pC to q′C is valid in C (new transitions in C are
not generated during state counting).
The state counting on C can exploit that a state is defined by a unique tuple of history sets,
whereas in C ◦L the same tuple of history sets can occur for several states. The program has
to consider that the examined states may be “virtual” states, that is already split states required
for the same hypothesized model split. We need to integrate these split states with the actual
transducer temporarily, in order to keep track of the predecessor state relationship. Furthermore,
as described in Section 5.2.4, a state in C can be split several times for the same model split.
The virtual states are also necessary to retrace these splits.
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5.3 Construction of the Composed Transducer
For the construction of the final search network, the C transducer is composed either with the
lexicon transducer L or with the composition of L with the language model transducer G. In
both cases, C is solely used to expand sequences of CI phones to sequences of CD models.
Therefore, instead of constructing C and applying composition, we can rather construct the
expanded transducer directly.
Even with the size-controlled construction described in the previous section, the number of
arcs in the C transducer can get large, especially if wider context and complex features are used.
A subset of the arcs and models in C accounts for contexts never encountered in any phoneme
or word sequence of the used lexicon. By not explicitly constructing C, this problem can be
eluded.
In this section, we describe the direct construction of C ◦L by iteratively changing the struc-
ture of L such that it complies with the context-dependency of the constructed phone models.
The construction of C◦L◦G can be performed analogously. We start with a straight-forward ap-
proach and describe improvements later. To simplify matters, we only describe the construction
for triphones in this section.
5.3.1 Straight Forward Construction
The construction is initialized by augmenting the input labels of L, i.e. the CI phonemes, with
the corresponding monophonic phone models. Thus, input labels are tuples (m,pi) of a phone
model m and a phoneme pi . We define the right context of a state q as the set of phones occurring
on its outgoing arcs:
H1(q) = {pi : ∃e ∈ E[q], i[e] = (m,pi)}
The left context H−1(q) is defined accordingly for the incoming arcs I[q].
When a new phone model m = [C−1,C0,C1] is created by splitting the right context we have
to ensure for all arcs e with i[e] = (pi,m) that state n[e] enforces the new contexts: H1(n[e])⊆C1.
And likewise for splits on the left context: H−1(p[e])⊆C−1. Splits on the center phone set (cf.
Section 5.2.5) do not require new states.
A split of a model m = [C−1,C0,C1] on the right context affects all states with an incoming
transition labeled with this model:
N(m) = {n[e] : e ∈ E, i[e] = (m,pi)}
The reversed transducer is used for splits based on the left context. New states are required if
the state context set H−1/1 is not compatible with the contexts of the new models.
If the transducer contains (input) ε-transitions, these ε-paths have to be considered in the
state context sets. We merge the context set of a state q with all states p ∈ ε[q] reachable
from q via a path labeled with ε: H˜1(q) =
⋃
p∈ε[q]H1(p). The left context set H˜−1 is defined
accordingly on the reversed transducer.
If we split a state q with outgoing ε-transitions on the right context, we have to split all
reachable states p ∈ ε[q] as well in order to enforce the correct right context. Left context splits
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[C−1, a, {c, d}], a
m, b
m1, c
m2, d
3
2
1
5
4
(a) Before splitting.
m, b m2, d
[C−1, a, {c}], a m1, c
[C−1, a, {d}], a
m, b
2
1
7
6
5
4
(b) After splitting (non-deterministic).
m2, d
m2, d
m, b
m1, c
[C−1, a, {d}], a
[C−1, a, {c}], a
m1, c
32
1
7
6 5
4
(c) After splitting (deterministic).
Figure 5.7 Part of a C ◦L transducer before and after splitting model [C−1,a,{c,d}] at position 1 into {c} and {d}.
m, mi are arbitrary phone models. Output labels are omitted.
are handled in the same way on the reversed transducer. The state counting has to consider all
ε-reachable states, too.
Figure 5.7 shows an example of a split of a C ◦ L transducer. In this example, the right
context set of state 3 before splitting is H1(3) = {c,d} and hence, the state needs to be split. In
the resulting transducer, shown in Figure 5.7 (b), state 3 has been split into states 6 and 7. The
incoming arcs of state 3 not labeled with the split model are connected to both new states, which
introduces nondeterminism at state 2. In general, if a split state has incoming arcs labeled with
a model other than the currently split one, this construction generates non-deterministic arcs.
Non-deterministic arcs are usually undesirable in the search network as they may introduce
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redundant search hypotheses.
By keeping the original state and all of its incoming arcs, except for those labeled with the
split model, the transducer remains deterministic (given a deterministic transducer L). This
construction is illustrated in Figure 5.7 (c). The transducer size increases by 2 states instead
of 1 state. The size can be decreased by subsequent splits though. Consider a split of model
m using the same context as for the previous split. The split state 3 can be merged with the
existing states 6 and 7 as they originated from the same state and they enforce the same right
context. Therefore, the construction and state counting algorithms have to keep track of sibling
states, i.e. states generated from the same state in the L transducer, as well as their enforced left
and right context.
Splits on left context do not introduce nondeterminism, because they divide the incoming
arcs of a split state into disjunct sets according to the phonetic property used for the split.
The construction described so far generates a C ◦L transducer structured in the same way as
when using a compact non-deterministic C transducer (cf. Section 4.3). In a compact (minimal
as automaton) non-deterministic C transducer for triphones, a state represents the set of valid
left context phones of all models on the state’s outgoing arcs, as well as the set of valid successor
phones. The set of valid successor phones is required to ensure the correct right context of
models on the incoming arcs of a state. In contrast, a deterministic C (with shifted input labels),
as constructed in Section 5.2.2, encodes only information about predecessor phones in states,
the disambiguation for right contexts is carried out solely by arcs. This structural difference
affects the structure and size of C ◦ L. In the composition with a non-deterministic C, states
(sC,sL) are generated for a state sL depending on both left and right context. Whereas in the
composition with a deterministic (shifted) C, the number of states generated for sL only depends
on its left context. In a common minimal L transducer most states have a higher out-degree
than in-degree, with the start state being a notable exception, as we showed in Section 4.3.3.
Therefore, the composition with a non-determistic C has more states than with a deterministic
C.
5.3.2 Shifted Labels
To construct a shifted C ◦ L transducer, L is composed with a monophonic C transducer (cf.
Section 5.2.2) with modified input labels. The transducer has for every pair of phones pi and σ
a transition (pi,(mpi ,σ),σ ,σ), which adds shifted monophonic models mpi to the input labels.
The composition splits states having incoming arcs with different input (phone) labels, in par-
ticular the initial state. Afterwards, all incoming arcs of a state have the same input label (or
are members of the same center context set). Note, this is the smallest C◦L obtainable with the
C construction described in Section 5.2.2, as it is equivalent (except for the input labels) to the
composition of L with the initial, not yet split, C transducer.
A split of a model m based on the right context does not require new states, just a relabeling
of the affected transitions E(m). A split based on the left context introduces new states if the
new models’ contexts require distinguishing the paths reaching an affected state q ∈ Q(m). An
arc e with input label i[e] = ([C−1,C0,C1],σ) and p[e] = q requires that all predecessor states
p∈ P(q) with P(q) = {p[e] : e ∈ I[q]} have a matching left context H−1(p)⊆C−1. Therefore, a
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m3, a
m4, a
m1, b
[{b, c}, {a}, C1], e
m2, c
3
2
1
4
(a) Before splitting.
m4, a [{b}, {a}, C1], em2, c
m3, a [{b}, {a}, C1], em1, b
2
1
6
5
4
(b) After splitting.
Figure 5.8 Part of a C ◦L transducer with shifted labels before and after splitting model [{b,c} ,a,C1] (with e ∈C1)
at position −1 into {b} and {c}. mi are arbitrary phone models. Output labels are omitted..
new state is required if the intersection of the new context sets with the predecessor left context
H−2(q) with
H−2(q) =
⋃
p∈P(q)
H−1(p)
are both not empty. In addition, states p ∈ P(q) have to be split if H−1(p) is not compatible
with the new contexts, for example for left context splits based on a word boundary property.
For center phone set splits, states q ∈ Q(m) are split according to their left context H−1(q). ε-
transitions are handled as described in Section 5.3.1 by incorporating the ε-closure of affected
states.
Figure 5.8 shows an example of a split based on the left context. Here, state 3 needs to be
split, because H−2(3) = {b,c} which is not compatible with the new models. States 1 and 2 do
not need to be split as their left contexts conforms with the new model contexts.
With the algorithm supporting ε-transitions it is also possible to construct the context-de-
pendent models directly on the composition of L with the LM transducer G. However, this
transducer is usually quite large in practice and the split optimization might exceed computa-
tion time requirements. Furthermore, constructing C ◦L directly would allow us to efficiently
integrate syllable or word identity as features in the model splitting by introducing new labels,
as proposed in [Liao & Alberti+ 10], without having to build and to apply a complex C trans-
ducer.
5.4 Implementation
The iterative optimization described in Section 5.1.3 computes in each iteration the best split tˆ
according to the score L(t):
tˆ = argmax
t
L(t) = argmax
t
{G(t)−α ·S(t)}
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where t defines an HMM state model, a context position, and a phonetic property. After tˆ is
computed, the split is applied to the set of models and to the transducer.
The computation of S(t) is relatively costly, especially for larger contexts. It does not need
to be computed for all split hypotheses t though. If the acoustic gain G(t) is already lower than
the anticipated best score, the incorporation of S(t) can only decrease the score further and the
computation for t can be waived. We can exploit this property by sorting the split hypotheses
by decreasing acoustic gain. The incorporation of S(t) is then a re-ranking of the hypotheses
and the optimization loop can be stopped when a t with L(t) lower than the current best score
is discovered. For large α however, in particular if
L(argmax
t
G(t))max
t
G(t) ,
the optimization still needs to consider nearly all hypotheses. A drawback of this method is the
high memory usage required for generating and storing all split hypotheses.
If construction time is critical, the runtime can be decreased by limiting the considered hy-
potheses to the highest ranking hypotheses (according to their acoustic gain) yielding an ap-
proximative solution. Furthermore, the computations of S(t) for different t are independent of
each other and can be performed in parallel. Similarly, the computation of acoustic likelihood
scores can be parallelized.
An implementation of the described context-dependency transducer construction and all vari-
ants can be found in the publicly available tool TrainC 1 which is based on OpenFst [Allauzen
& Riley+ 07].
5.5 Experimental Results
The proposed transducer and model construction method was evaluated using an LVCSR sys-
tem on an English spoken query task (Voice Search EN, cf. Section A.5). All experiments use
baseline acoustic models trained on 2100h of spoken queries. The acoustic models are retrained
for each C transducer using a bootstrap model.
We evaluated decision tree-based C transducers and those constructed using the method de-
scribed in this chapter. The HMM state models were constrained to cover at least 20K obser-
vations. The algorithm was terminated when 7K models were generated, thereby we obtain
comparable acoustic models among all experiments. For 5-phones we used only 25% of the
training data and constrained the models to cover at least 5K observations, due to memory
limitations. The lexicon used contains p = 43 phoneme symbols.
Table 5.1 shows the results grouped by n-phone order. For each n-phone order, the first
row shows the results for the conventional C construction [Mohri & Pereira+ 08]. In each
case we show the number of states in the C transducer (pn−1) and for the triphone case we
show recognition results as well. We then follow with the sizes and recognition results with
the proposed method for various values of α . Note the number of C transitions is p times the
number of C states throughout.
1http://www.hltpr.rwth-aachen.de/~rybach/trainc
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Table 5.1 Construction of n-phone models with different values for α . The table shows the size of the C transducer
and the achieved word error rate. The first row for each n-phone order is for the conventional decision tree-
based construction.
n α C states WER [%]
3
- 1,226 20.5
0 1,152 20.8
102 1,122 20.8
103 1,040 20.8
104 876 20.7
105 739 21.1
4
- 79,507 -
0 13,097 21.1
102 6,381 21.1
103 2,439 21.0
105 376 21.1
5
- 3.4M -
103 2,934 21.0
First, observe that the number of states in the conventional tree-based method is greater than
in the proposed method even with α = 0 since the latter builds C as a minimal automaton. Both
methods give roughly the same recognition accuracy when α = 0 (due to software and memory
limitations with the conventional tree-based system, we actually built C transducers only for
triphones in that case). Second, observe that there are values of α > 0 that cause no reduction
in word-error rate but give a substantial reduction in the number of states in C (e.g., factor of
3 reduction in size for 4-grams with α = 1000). There are larger values of α that give even
greater reductions in the size of C with only a small impact on word error rate.
The performance of the tree-based system is slightly better as it generates trees with more
than 7K models and applies subsequent pruning of leafs [Breiman & Friedman+ 84]. In previ-
ous experiments [Rybach & Riley 10], where leaf pruning was not used for the decision tress,
the accuracy of both systems was the same.
Using larger contexts did not yield recognition accuracy improvements for the spoken query
task (see Table 5.1). However, phone models with larger context have improved recognition
accuracy for other tasks and this new compact construction should apply similarly to other
domains and languages [Chen & Kingsbury+ 06].
Table 5.2 shows the results obtained by incorporating word boundary information. Using this
additional information does improve the acoustic models. Without controlling the size of C, the
number of states increases significantly compared to the transducer without word boundary
information. By using α > 0 the size of C can be reduced by 75% with only a slight increase
in word error rate.
Results obtained by counting the states in C ◦ L, as described in Section 5.2.6, are shown
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Table 5.2 Results for models with incorporated word boundary information.
n α C states WER [%]
3
0 13,744 20.1
102 9,376 20.4
103 2,821 20.2
104 1,087 20.3
105 268 20.7
4 105 221 21.0
Table 5.3 Results achieved when optimizing the number of states in C◦L, results obtained by optimizing the number
of states in C are shown for comparison..
C ◦L
n Count α C states states arcs WER [%]
3
C ◦L
0 1,152 645.4K 2.38M 20.8
1 1,148 645.3K 2.38M 20.8
10 1,100 643.8K 2.36M 20.7
100 962 639.1K 2.28M 20.8
C 1000 876 637.6k 2.24M 20.7
4
C ◦L
0 13,097 780.2K 9.11M 21.1
1 11,172 763.6K 7.93M 21.0
10 5,879 712.5K 5.03M 21.0
C 100 6,381 725,0K 5.37M 21.1
in Table 5.3. The L transducer used has 486.3K states and 1.64M arcs. For n = 4 we had
to constrain the search space to 10K split hypotheses in order complete the experiments in
reasonable time. As can be seen from the results, the optimization based on states in C ◦L does
not reduce the size of the composed transducer significantly compared to the optimization on
C. For triphonic models, the impact of the size of C on C ◦L is very low. Even for 4-phones,
the effect on C ◦L is not substantial.
5.6 Summary
We showed in this chapter, that it is possible to build the context-dependency transducer directly
from data without the need to build an explicit decision tree. Furthermore, we described that we
can control the size of the C transducer by incorporating a regularization term in the objective
function used for the optimization without affecting the quality of the resulting acoustic models
in a significant way. Other methods for constructing compact C transducers become unwieldy
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when larger phonetic contexts and generalized features are incorporated, because with the stan-
dard decision tree construction it is not possible to control the size of the resulting transducer.
Unfortunate splits in the decision tree construction substantially increase the transducer size.
The presented construction method allows us to greatly reduce the size of C and C ◦L, es-
pecially for models other than triphonic. Having a small C ◦L transducer is notably beneficial
for the dynamic composition of C ◦L with G during decoding (see Chapter 6). Not only the
memory consumption can be reduced in this case, but potentially also the number of active
hypotheses, because a lower number of states induces more path recombinations.
If we would use several generalized features, e.g. word boundary, syllable boundary, and
gender, together in one model, the number of states in a conventional construction would likely
be very large. In the construction described here, the number of states would be well-controlled.
However, the number of phoneme labels and hence C transitions would grow given how we
have chosen to encode the features. The direct construction of C◦L, as described in Section 5.3,
avoids dealing with a huge number of transitions in C by not building the transducer explicitly.
Instead, only those transitions required for contexts actually existent in L need to be computed
and are directly applied to the expanded lexicon transducer. The advantages of both the direct
construction and the incorporation of the size of C ◦L into the objective function could not be
fully exploited with the word boundary feature used in this work though.
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Chapter 6
WFST-based Decoding
In Chapter 4, we described WFST-based search networks and their construction. In the search
(or decoding) process, this search network is used to find the most likely word sequence for a
given observation.
In early publications on WFST-based decoding, the search was formulated as a shortest path
problem on the composition of the search network with an automaton O representing the ob-
servation (i.e. feature vector) sequence [Pereira & Riley+ 94]. This representation allows for
a unified view and theoretical description, but it is not well suited for the description of the
decoder from a practical point of view. In this chapter, we will discuss WFST-based decoding
in general and depict the implementation used in our systems. The focus of this chapter is on
practical aspects, the theory of WFST-based decoding has been studied in numerous publica-
tions.
We begin with the basic algorithm for decoding using a fully expanded search network.
Based on this algorithm, we describe in Section 6.2 the modifications required for the dynamic
expansion of HMM states and HMM topologies with skip transitions. Section 6.3 delineates
pruning methods which are vital for any LVCSR decoder. With the decoder described so far,
we discuss the dynamic construction of the search network and adress obstacles with assign-
ing points in time to recognized words in Sections 6.4 and 6.5. The decoder output required
by many applications is not only a single sequence of recognized words, but also alternative re-
sults, which can be represented compactly in a word graph. The generation of word graphs with
WFST-based decoders is described in Section 6.7 and their usage for decoding in several passes
is explained in Section 6.7. We complete the decoder description with technical details of our
implementation. Finally, we analyze the methods discussed in this chapter with experimental
results in Section 6.9.
6.1 Algorithm
As introduced in Section 1.1.5, the search can be written as an optimization problem:
xT1 → wˆN1 (xT1 ) = argmin
wN1
{
− log p(wN1 )+min
sT1
T
∑
t=1
− log p(st |st−1,wN1 )− log p(xt |st ,wN1 )
}
(6.1)
Let R = H ◦C ◦L ◦G be a WFST over the tropical semiring representing the search network
with HMM state input labels and word output labels. This search network encodes both the
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transition probabilities p(sT1 |wN1 ) and the LM probabilities p(wN1 ) for arbitrary word sequences
wN1 . The weight associated with a word sequence w
N
1 and a specific HMM state alignment s
T
1 is
therefore
R(sT1 ,w
N
1 ) =
⊕
pi∈R: i[pi]=sT1∧o[pi]=wN1
ω[pi]⊗ρ(n[pi]) =− log(p(sT1 |wN1 ) · p(wN1 )) . (6.2)
When the path weights are combined with the emission probabilities p(xT1 |sT1 ), the search prob-
lem can be formulated in terms of paths in R:
wˆN1 (x
T
1 ) = argmin
wN1 ,pi∈R:o[pi]=wN1 ∧|i[pi]|=T
{
ω[pi]+ρ(n[pi])− log p(xT1 | i[pi])
}
(6.3)
The optimization is carried out over all successful path in R having an input symbol sequence
of length T . The length of pi may be greater than T because of the presence of ε-transitions in
R.
The optimization problem is solved by applying a dynamic programming algorithm, which
generates and evaluates partial hypotheses in a time-synchronous fashion. We use the quantity
D(t,q), which is the score of the best partial path in R that starts at the initial state qi and ends
at time t in state q:
D(t,q) = min
pi: p[pi]=qi∧n[pi]=q∧|i[pi]|=t
{
ω[pi]− log p(xt1| i[pi])
}
(6.4)
= min
pi:n[pi]=q∧|i[pi]|=1
{D(t−1, p[pi])+ω[pi]− log p(xt |i[pi])} (6.5)
The optimization in Equation 6.5 is over all predecessor states with a path of exactly one input
symbol. Thereby, path with input ε-transitions are included in addition to direct predecessor
states. D is initialized in such a way that all paths start at the initial state:
D(t = 0,q) =
{
0 if q = qi
∞ else
(6.6)
At the end of the observation, the score of the best overall path is determined, ensuring that
it ends in a final state:
D(T ) = min
q∈F
{D(T,q)+ρ(q)} (6.7)
In order to retrace the best path, local decisions about the best predecessor state have to be
stored for each tuple (t,q) in a bookkeeping structure. Not only the predecessor state but rather
the traversed arc has to be memorized to find the word sequence, i.e. the sequence of output
labels, associated with the best path. A formal definition similar to D would be cumbersome,
because D is defined using optimizations over paths rather than single arcs. The bookkeeping
structure is more comprehensible in the pseudo-code introduced in the following.
Figure 6.1 shows the pseudo-code for the basic decoding algorithm using an HMM-state level
WFST search network. The algorithm maintains an array D for the score of partial hypotheses,
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identified by a tuple (t,q), corresponding to the definition of D above. The bookkeeping infor-
mation is stored in an array B of backpointers. These arrays are initialized in line 3, D according
to Equation 6.6, B with arbitrary values. The hypothesized states are stored in the set H, which
is initialized with the initial state in line 4. In addition to the initial state qi, all states reachable
from qi via ε-transitions have to be hypothesized as well.
The outer loop (line 5) is over all time frames of the utterance. For each time frame t, the
set of current hypotheses is expanded to a new set of hypotheses H ′. Each arc of a current state
hypothesis having a non-ε input label is traversed in the loops in lines 7 and 8. For each such
arc, the score of the updated hypothesis is computed in line 9 using the score of the predecessor
state in the previous time frame, the arc weight, and the AM score for the current feature vector
given the HMM state (input label). If this score is lower than the currently best score for the
arc’s target state, D is updated accordingly in line 11. The target state is added to H ′ to be
hypothesized in the next time frame.
The function EXPANDEPSILONARCS, defined in lines 16-29, processes the ε-transitions
of the hypothesized states. It is called in line 14 after generating the set of new hypotheses.
Thereby, all states reachable from the currently hypothesized states via ε-transitions are hy-
pothesized for the same time frame, too. The function uses a queue Qε to store the states to be
processed. Any queue discipline can be used. In our implementation a FIFO disciple is used,
resulting a depth-first traversal of reachable states. The queue is initialized with the current
hypotheses. For each ε-transition of a state in Qε , the score of the hypothesis of the destination
state is computed in line 22 as the sum of the arc weight and the hypothesis associated with the
origin state. Note, that the hypothesis score for the current time frame has to be used here. If
this score is lower than the current score of the destination state hypothesis, the hypothesis is
updated accordingly in line 24. The target state is added to the set of new hypotheses and also
to the queue, if not already included, such that subsequent ε-transitions are expanded as well
(lines 26-28). When all states have been processed and no new reachable states are discovered,
the function returns the set of new state hypotheses.
The backpointers in B are set each time a new hypothesis is created or an existing hypothesis
is updated in lines 12 and 25. The Elements in B are 3-tuples (t,q,o) and specify for a hypoth-
esis (t ′,q′) the predecessor hypothesis (t,q) and the output label o of the arc connecting q′ and
q. In case of ε-transitions, the predecessor has the same time stamp t = t ′.
After processing all feature vectors, the best hypothesis ending in a final state qˆ is determined
in line 15. The word sequence corresponding to the best path can be found using qˆ and B. The
backtracking algorithm is shown in Figure 6.2. It simply traces the path backwards, starting
from qˆ. Each time a non-ε label is found, it is appended to the word sequence w. The loop
in lines 6-10 ends, when the initial state has been reached. The word sequence is generated in
reverse chronological order and needs to be transposed eventually.
An exhaustive search, as performed by the algorithm in this form, is not feasible in terms
of computation time for most applications. The search space is reduced by the application of
beam search, as described in Section 6.3.
It is obviously not necessary to store the score in D for all time frames. It suffices to have at
time t the scores of the hypotheses in D[t− 1, ·]. Scores of previous time frames are not used
anymore. Therefore, the scores can be directly associated with the hypotheses in H and H ′.
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1 Input: feature sequence xT1 , search network R
2 Output: backpointer array B, best final state qˆ
3 INITIALIZEARRAYS(D, B)
4 H = {qi}∪ EXPANDEPSILONARCS(0,{qi})
5 for t = 1 to T do
6 H ′ = /0
7 foreach q ∈ H do
8 foreach e ∈ {e′ ∈ E[q] : i[e′] 6= ε} do
9 d = D[t−1, p[e]]+ω[e]− log p(xt |i[e])
10 if d < D[t,n[e]] then
11 D[t,n[e]] = d
12 B[t,n[e]] = (t−1, p[e],o[e])
13 H ′ = H ′ ∪{n[e]}
14 H = H ′∪ EXPANDEPSILONARCS(t, H’)
15 qˆ = argminq∈F{D[T,q]+ρ(q)};
16 function EXPANDEPSILONARCS(t, H)
17 Qε = H
18 H ′ = /0
19 while Qε 6= /0 do
20 q = DEQUEUE(Qε )
21 foreach e ∈ {e′ ∈ E[q] : i[e′] = ε} do
22 d = D[t, p[e]]+ω[e]
23 if d < D[t,n[e]] then
24 D[t,n[e]] = d
25 B[t,n[e]] = (t, p[e],o[e])
26 H ′ = H ′ ∪{n[e]}
27 if n[e] /∈ Qε then
28 ENQUEUE(Qε , n[e])
29 return H ′
Figure 6.1 Pseudo-code for the basic decoding algorithm.
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1 Input: final state qˆ, initial state qi, time T , backpointer array B
2 Output: word sequence w
3 t = T
4 q = qˆ
5 n = 1
6 while q 6= qi do
7 (t,q,o) = B[t,q]
8 if o 6= ε then
9 w[n] = o
10 n = n+1
11 REVERSE(w)
Figure 6.2 Pseudo-code for finding the best word sequence in a backpointer array.
Implementation details are discussed in Section 6.8.
6.2 Enhancements
The algorithm described so far assumes that the search network has HMM state input labels
and that all transitions between HMM states, including self loops, are included in the trans-
ducer. Our decoder uses dynamic expansion of HMM state sequences, which is described in
the following. By default, the decoder considers only loop and forward transitions within HMM
state sequences. If the HMM topology includes skip transitions, the decoder has to be modified.
We describe these modifications in Section 6.2.2.
6.2.1 Dynamic Arc Expansion
The dynamic expansion of HMM state sequences yields the advantage of a smaller search
network. An additional advantage, in the case of dynamic search network construction, is that
the on-the-fly composition is computed less often, because of the smaller LM independent part
of the search network.
In the default setup, the tied HMM labels of arcs in the C ◦L ◦G transducer are expanded
to linear sequences of HMM states. The expansion can also be used to expanded longer linear
chains of HMM states obtained by factorization. Figure 6.3 illustrates the expansion of arcs
to sequences of three HMM states with loop and forward transitions. The transitions from the
network state to the first HMM state and from the last HMM state to the next network state
have to be computed by the decoder.
In the illustration and in the algorithm described in the following, hypotheses for the last
HMM state of each sequence trigger a new network state hypotheses. Thereby, HMM state
hypotheses of all incoming arcs of a state are recombined first, before following the outgoing
transitions. This kind of modeling prevents the application of state dependent HMM transition
probabilities p(s|s′), because the information about predecessor (or successor states) is lost
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Figure 6.3 Illustration of dynamic arc expansion from an HMM arc label to a sequence of 3 HMM states with loop
and forward transitions. Grey arcs indicate transitions in the transducer. Filled circles symbolize expanded
HMM states.
after the recombination at network states. State dependent time distortion penalties, e.g. δ (s,0)
for loop transitions and δ (s,1) for forward transitions from HMM state s, are readily applicable
though. If state dependent transition probabilities need to be applied, the last HMM state of a
sequence needs to be expanded directly to all first HMM states of the network state’s outgoing
arcs.
The decoding algorithm has to be extended to keep track of the HMM state hypotheses in
addition to the network state hypotheses. These HMM state hypotheses are assigned to arc
hypotheses. Each network state hypothesis is expanded to hypotheses for each first HMM state
associated with the state’s outgoing arcs.
The pseudo-code for the decoding algorithm with dynamic arc expansion is shown in Fig-
ure 6.4. To keep the pseudo-code short, the array D is used for both network state hypotheses q
and HMM state hypotheses s, assuming an adequate indexing. The outer loops are the same as
in the basic decoding algorithm (Figure 6.1). While the set of active state hypotheses is stored
in H, the arc hypotheses are collected in A, with A[e] denoting the set of hypotheses associated
with HMM states expanded from arc e. For each arc, the set of new hypotheses is collected in
A′, initialized in line 9.
The arc’s input label is converted to the sequence of k HMM states sk1. The hypothesis for the
first HMM state of this sequence, s1, is generated in lines 11 to 14. Its score is computed from
the hypothesis associated with the network state, the arc weight, and the HMM state emission
probability. s1 is then added to the arc’s hypotheses set. This step corresponds to the dotted
lines from a network state to an HMM state in Figure 6.3.
The HMM state hypotheses associated with e in the previous time frame are processed by
the loop in lines 15 to 20. Each of these hypotheses is expanded via loop ( j = 0) and forward
transitions ( j = 1). The forward transition of the last HMM state sk is handled separately. The
score computation in line 17 incorporates the time distortion penalty δ , as described above.
In Lines 21 to 23, the hypothesis of sk is expanded into the network state hypothesis for
the arc’s successor state, considering the HMM state’s time distortion penalty. This hypothesis
is then expanded in the next time frame. This step corresponds to the dotted transition in
Figure 6.3 from HMM states to network states. The arc hypothesis is updated in line 24. The
expansion of ε-arcs is performed, as before, using the function EXPANDEPSILONARCS. The
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1 Input: feature sequence xT1 , search network R
2 Output: best final state qˆ
3 INITIALIZEARRAYS(D, A)
4 H = {qi}∪ EXPANDEPSILONARCS(0,{qi})
5 for t = 1 to T do
6 H ′ = /0
7 foreach q ∈ H do
8 foreach e ∈ {e′ ∈ E[q] : i[e′] 6= ε} do
9 A′ = /0
10 sk1 = i[e]
11 d = D[t−1, p[e]]+ω[e]− log p(xt |s1)
12 if d < D[t,s1] then
13 D[t,s1] = d
14 A′ = A′∪{s1}
15 foreach si ∈ A[e] do
16 for j = i to min{i+1,k} do
17 d = D[t−1,si]+δ (si, j− i)− log p(xt |si+ j)
18 if d < D[t,s j] then
19 D[t,s j] = d
20 A′ = A′∪{s j}
21 if D[t,sk]+δ (sk,1)< D[t,n[e]] then
22 D[t,n[e]] = D[t,sk]+δ (sk,1)
23 H ′ = H ′ ∪{n[e]}
24 A[e] = A′
25 H = H ′∪ EXPANDEPSILONARCS(t, H’)
26 qˆ = argminq∈F{D[T,q]+ρ(q)};
Figure 6.4 Pseudo-code for the decoding algorithm with dynamic arc expansion.
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Figure 6.5 Illustration of HMM state hypothesis expansion with skip transitions (cf. Figure 6.3). The boxes indicate
network state hypotheses.
search for the best final state is also not changed.
For the sake of simplicity, we omit the management of the backpointer array in the pseudo-
code. It is sufficient to update the backpointers only at network states. During the expansion
of HMM states, the backpointers are passed on to the next hypothesis. For example, we would
add B[t,s j] = B[t,si] after line 19.
6.2.2 HMM Skip Transitions
In an HMM state-level search network, HMM skip transitions require obviously no special
treatment. The decoder performing dynamic arc expansion, however, needs to handle skip
transitions separately. Skip transitions “inside” an arc are processed as before, by changing the
upper bound of the loop in line 16 in Figure 6.4 to i+2 instead of i+1.
Skip transitions across arcs, as depicted in Figure 6.5, make it necessary to keep two hy-
potheses for a network state hypothesis. The first one handles forward transitions as before.
The second one is used to expand directly to the second HMM state of each arc leaving the
network state.
6.3 Pruning
For most tasks an exhaustive search over the complete search space is prohibitive. Therefore,
the application of beam search, i.e. data-driven time-synchronous pruning of hypotheses is
crucial for an efficient search. Beam search focusses the search on those hypotheses that are
likely to result in the best path. The time-synchronous expansion of hypotheses allows to
compare the scores D(t, ·) of all hypotheses at time frame t, since they cover the same part of
the input.
The beam search keeps at each time-frame only hypotheses with scores within a certain range
relative to the locally, i.e. at the current time frame, best hypothesis. Hypotheses with
D(t,q)> f +min
q′
D(t,q′) (6.8)
are pruned, where f is a pruning threshold controlling the beam width.
In the basic decoding algorithm (Figure 6.1), the set of hypotheses H ′ is pruned according
to the pruning criterion after processing all hypotheses in H. If the pruning is applied before
expanding the ε-arcs (line 14), the number of states to be processed during ε-arc traversal is
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decreased. The pruning threshold can then be applied to hypotheses generated while exploring
the ε-arcs, too. The condition in line 23 can be changed to
d < D[t,n[e]] and d < d˜ ,
with d˜ the current pruning threshold, to achieve this ε-arc pruning.
In the decoding algorithm with dynamic arc expansion (Figure 6.4), the pruning has to be
applied to hypotheses of both network states and HMM states. We can move the expansion
from HMM states to network states (lines 21-24) out of the loop over q ∈ H (starting in line 7).
We prune the HMM state hypotheses in A after processing all hypotheses in H. The subsequent
generation of network state hypotheses is thereby limited to those HMM states hypotheses
remaining after pruning. The network state hypotheses generated have to comply with the
pruning criterion as well.
In addition, the absolute number of hypotheses can be limited by keeping only the m best
hypotheses. Histogram pruning [Steinbiss & Tran+ 94] is used for this purpose to avoid sorting
the hypotheses, applying a selection algorithm, or storing the hypotheses in a data structure
with an expensive insertion operation. The idea of histogram pruning is to divide the range
between the lowest and highest scores of all hypotheses in intervals and to count the number
of hypotheses with a score within each interval. These counts are summed until m is reached,
which yields the interval defining the pruning threshold.
The thresholds obtained from the relative and the absolute pruning can be combined by taking
the minimum of both. Alternatively, the histogram pruning can be applied afterwards, if more
than m hypotheses remain after applying the relative pruning. This has the advantage of lower
computational cost for generating the histogram, but requires a second pruning pass over the
hypotheses.
6.3.1 Anticipated Pruning
One of the most expensive parts of the decoding process in terms of computation time is the
computation of the acoustic model scores for the HMM state hypotheses. The number of cal-
culated scores can be reduced by discarding hypotheses before computing the acoustic model
scores, in particular before they are added to the set of active hypotheses. This can be achieved
by maintaining a constantly updated threshold obtained from the best score seen so far in the
current time frame. A hypothesis for HMM state s is only added and evaluated if its score,
exclusive of the acoustic model probability p(xt |s), is lower than the current threshold. In order
to have comparable scores, the score used for the threshold does not incorporate the acoustic
model scores either. The regular pruning is applied afterwards as before.
This approximate pruning yields good results, even though it ignores the acoustic model (for
the most recent xt), because the LM probabilities are incorporated as soon as possible through
the arc weights.
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6.4 Dynamic Search Networks
The size of a static search network can become unwieldy if large LM transducers are used. It is
therefore desirable to avoid the static construction and to incorporate the LM on-the-fly during
decoding instead. The computation time for decoding is of course higher compared to a static,
optimized network, due to the additional operations required. The improved memory efficiency,
however, allows to use more complex LMs (more n-grams, larger context). Thereby, a higher
recognition accuracy can be obtained with lower pruning thresholds.
The composition of two transducers can be performed using so-called lazy evaluation, by
computing the arcs of a state in the composed transducer only when it is discovered [Mohri &
Pereira+ 96]. In a dynamic network decoder, the composition of (C ◦L) with G is computed
on-the-fly [Riley & Pereira+ 97]. Already computed arcs can be cached for increased runtime
efficiency, but higher memory consumption. The memory consumption can be limited, though,
by using a cache with restricted size and a cache algorithm (e.g. least recently used).
As discussed in Section 4.6, the composition of (C ◦L) ◦G would be inefficient when com-
puted with the standard WFST composition algorithm. The generalized composition algorithm
with label-reachability composition filters allows for an efficient composition, by preventing
dead-end paths and pushing labels and weights. The construction of the dynamic search net-
work is essentially the same as described in Section 4.6.2. However, instead of computing the
composed transducer completely, the composition is performed on-the-fly. Thereby, only those
states actually visited during decoding need to be computed, which is a small fraction of the
complete transducer. We analyze the generated search space in detail in Chapter 7.
A similar method for on-the-fly composition is described in [Caseiro & Trancoso 06,Caseiro
03]. Their method relies on pre-computed sets of reachable output labels, too. A modified
composition algorithm is described, which uses the label reachability information to prevent
the generation of unsuccessful paths. Furthermore, extensions of this algorithm are presented
which provide on-the-fly pushing of labels and weights as well as on on-the-fly minimization
of the composed transducer. The approach is less generic than the composition filter approach.
Furthermore, the algorithm requires that the lexicon part of the composition has a dedicated
state, the start state, which has to be traversed after each word. This requirement is fulfilled
only if context-independent phone models are used at word boundaries, which is the case for
their system presented.
Another approach for efficient on-the-fly composition was proposed in [Hori & Hori+ 07].
The described method generates hypotheses using a small static search network with unigram
LM scores. These hypotheses are re-scored on-the-fly using a higher order LM. A comparison
between the on-the-fly re-scoring approach and look-ahead composition along with a compre-
hensive survey of other online composition techniques is given in [Dixon & Hori+ 12].
Other approaches and publications related to efficient on-the-fly composition can be found
in Chapter 2. In this work, we use the generalized composition with label-reachability compo-
sition filters [Allauzen & Riley+ 09] and the implementation included in OpenFst [Allauzen &
Riley+ 07]. Other methods are not experimentally evaluated.
By using the label-reachability composition filter with weight pushing, the weights of the G
transducer are incorporated as early as possible (cf. Section 4.6.2). The sharing of common
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suffixes using the label-reachability composition filter with label pushing is less important for
the dynamic construction of the search network. Its application results in a smaller transducer,
which is visited only at a fraction though. Hence, the impact on the actual search space is very
limited [Federico & Cettolo+ 95, Caseiro & Trancoso 03].
The on-the-fly composed transducer has the same interface as a static transducer. Therefore,
the decoder can be implemented independent of whether the search network is static or dynamic.
The only difference is that arcs in the static transducer can be sorted by input label beforehand,
which simplifies the separation of ε-transitions. The arcs of the dynamic search network could
be sorted, too. The sorting after computing the arcs would introduce additional computational
costs though, which does not pay off.
6.5 Word-End Detection
Some applications require not only the recognized word sequence as output of the decoder, but
also time information, i.e. the start- and end-time of the recognized words. In particular, if the
recognized words need to be aligned to the audio signal.
Word boundaries are not obvious in the search network. The output labels in the transducer
do not necessarily occur at the last arc of a word, because they have been shifted around during
the construction. In the default construction, the input labels also give no information about the
position inside a word.
The straightforward method to obtain correct time information is to re-align the recognized
word sequence with the feature sequence in a post-processing step. This step introduces addi-
tional computational costs, significantly lower than the for the decoding itself, but undesirable.
Another way to detect word boundaries, would be to keep the disambiguation symbols, ini-
tially inserted after each word in the L transducer (cf. Section 4.2), instead of replacing them
by ε . The decoder would have to apply a special handling for these input labels. A similar
approach is described in [Saon & Povey+ 05]. The search network described in this paper is
an automaton, not a transducer, where the arcs are labeled with either acoustic model symbols,
word labels, or ε . The word labels occur at the end of the word. The same construction can
be achieved with transducers by placing the word labels as input in L on arcs at the word end.
After finishing the network construction, these special input labels are mapped to output labels
and the input labels are replaced by ε . The C transducer has to handle the special input labels
correctly. However, both options do not work correctly with a shifted C transducer (cf. Sec-
tion 4.3). Due to the delay in input symbols by one phoneme, the boundary or word symbol
would be moved before the last context-dependent (triphone) symbol of a word.
In our system, the decoder exploits the word boundary information of the context-dependent
models. As described in Section 4.3.3, we keep the word boundary flags of the tied triphone
models for the input labels of C. Thereby, the decoder is able to detect when an arc corresponds
to the final phoneme of a word and stores the time frame for hypotheses leaving such an arc.
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6.6 Lattice Construction
The decoding algorithm described so far eventually generates a single word sequence, the one
with the highest probability. Many applications require, in addition to this first-best result, a
list of alternative results with lower probability. A common use case is the application of com-
plex models, which would be too computationally expensive to be integrated during search,
for example complex LMs or large AMs. These models can be applied to reorder the list of
most likely (sentence) alternatives [Chow & Schwartz 89]. Another example is an interactive
scenario, where word or sentence alternatives are presented to the user. In addition, these
alternatives can be rated with a confidence score, whose computation requires competing alter-
natives [Wessel & Schlüter+ 01]. Discriminative training criteria for acoustic models require
competing hypotheses, too [Schlüter & Macherey+ 01]. Applications processing ASR out-
put can benefit from fuzzy results, for example spoken term detection [Saraclar & Sproat 04],
speech translation [Matusov & Ney+ 05], or ASR system combination [Hoffmeister 11].
One method to obtain several likely hypotheses is the generation of an N-best list, that is a
list of the N most likely sentence hypotheses. The most straightforward method to generate
such an N-best list is to separate the hypotheses by all distinct predecessor words, with an
additional pruning of competing hypotheses for each state [Schwartz & Chow 90]. This method
clearly becomes unwieldy for larger N and long sentences. Therefore, several approximative
methods have been developed which require less competing hypotheses to be stored [Steinbiss
89, Schwartz & Austin 91]. A method to obtain unique n-best hypotheses within the WFST
framework is described in [Mohri & Riley 02].
Even with efficient methods to generate N-best lists, the representation as a list of competing
sentence hypotheses is less efficient than a word graph. The whole sentence has to be stored,
even if hypotheses have only a few local differences. A word graph (or word lattice) represents
word alternatives as edges in a directed graph and thereby yields a compact representation of
competing hypotheses.
A lattice can be generated on various levels of detail, depending on downstream applications.
The most frequently used form is the word graph, which is an acyclic weighted automaton
with word labels. Other variants have HMM state or triphone model labels. Many applications
require also time information for each of the hypothesized events. The time information is
usually associated with the states, such that each word occurring as label of the outgoing arcs of
a state has the same start time. The scores associated with the hypotheses are usually separated
in factors from the AM and the LM, which facilitates for example re-scoring, as described
in the next section. Nevertheless, there is no generally accepted single definition of the term
lattice [Povey & Hannemann+ 12].
The optimal start time of a hypothesized word depends in general on the whole recognized
sentence. An approximation, often used in practice, is to assume that the start time depends
only on the immediate predecessor word. This approximation is known as the “word pair
approximation” [Ortmanns & Ney+ 97]. This assumption allows to generate lattices efficiently
by separating search hypotheses based on only the predecessor word. This method is described
in Section 7.4.4.
In the WFST-based decoder, the search hypotheses do not necessarily have a unique prede-
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cessor word, due to the back-off structure of G, in particular the unigram state, and the recombi-
nation before actual word end states. The application of lattice generation using the word pair
approximation-based method is therefore not directly possible. However, several methods for
lattice generation with WFST-based decoders are described in the literature.
The method described in [Ljolje & Pereira+ 99] first generates lattices on the tied HMM-
level (C ◦L input labels) by collecting backpointers of recombined hypotheses at C ◦L states.
The resulting triphone lattice transducer has HMM input labels and word output labels, which
can be converted to a word lattice by projection on the output labels followed by ε-removal.
The lattice is pruned using complete path scores. Redundant paths may be removed by sub-
sequent determinization. Lattice determinization is not mentioned in [Ljolje & Pereira+ 99].
Determinization and ε-removal result in a loss of time information.
The approach presented in [Povey & Hannemann+ 12] is similar, but generates an interme-
diate lattice on the HMM state-level. In a post-processing step, this lattice is converted to a
word lattice using determinization with a specialized semiring. The resulting lattice contains,
in addition to the words, the corresponding HMM state-level alignment and thereby the correct
time information. The size of state-level lattices may become unwieldy and requires careful
pruning.
The lattice generation described in [Saon & Povey+ 05] keeps a list of word-level backpoint-
ers for the n-best distinct word histories for each hypothesis. During state-level recombination,
these sorted lists are merged. At word-ends only the best scoring backpointer is updated and
propagated. This method requires distinct and unique word-end states, though, which implies
a tree-structured L transducer.
In our decoder we use the method of [Ljolje & Pereira+ 99] to generate lattices. For each
hypothesis entering a network state (line 21 in Figure 6.4) , we store not only the backpointer
for the best entering hypothesis, but we collect all backpointers of the re-combined hypotheses.
For the best state hypothesis, a new backpointer is generated and propagated. Each backpointer
corresponds to a state in the HMM-level lattice.
Due to pruning, many hypotheses are abandoned at some time during the search process,
which results in dead-end states in the lattice. For memory-efficiency, these states and arcs
should be removed from the lattice as soon as possible. To detect those states in the lattice
which are still required, we collect the backpointers of the active search hypotheses at the
current time frame. Starting from the lattice states corresponding to these backpointers, we
can recursively find all reachable predecessor states. States not discovered during this traversal,
can be removed. This garbage collection procedure is performed on a regular basis, but not for
every time frame. The additional handling of backpointers, garbage collection, and ε-removal
introduce of course additional computations and increase the runtime of the decoder compared
to a single-best search.
6.7 Multi-Pass Decoding
State-of-the art ASR systems use multiple recognition passes. A common decoding strategy
is to use a speaker-independent AM for a first recognition pass followed by a second pass
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using (unsupervised) speaker adapted acoustic models. The transcription generated by the first
recognition pass is used to estimate the speaker-dependent adaption transformations of the AM.
A lattice, generated during the first recognition pass, can be used to constrain the search space
of the subsequent decoding pass of the same utterance. The search space is thereby significantly
reduced, resulting in a greatly reduced runtime for the second pass. The drawback of this
method is, however, that word sequences not contained in the lattice cannot be recognized in
the second pass.
For this type of acoustic lattice re-scoring, the AM scores of the lattice are removed, such
that the lattice contains LM scores only. If the lattice is constructed on the word-level, it is used
as a replacement for the G transducer and composed with C ◦L to obtain the search network
for the second pass. This search network needs to be generated for every utterance. The lat-
tices are comparatively small transducers and almost all states are visited, such that a dynamic
composition with the lattice transducer is not worthwhile.
If the lattice is generated on the HMM-level, i.e. if the projection and ε-removal operations
are omitted, the composition with the lexicon transducer is not required. The lattice can be used
directly as search network.
The lattice can also be used for re-scoring with a more complex LM, e.g. an higher order
n-gram LM or an un-pruned LM. A separate decoding pass is not required in this case. The LM
scores of the lattice are removed and the shortest path in lattice transducer composed with the
LM transducer is computed. Acoustic and LM re-scoring can be performed at the same time,
by using the lattice composed with the complex LM for the re-scoring decoding pass. In this
work, we show experiments only for acoustic re-scoring.
6.8 Implementation
The decoding algorithm described in this chapter requires a careful design of the implementa-
tion in order to achieve good runtime performance. In this section, we describe the implemen-
tation of our decoder, which is based on the algorithm outlined in Figure 6.4.
6.8.1 Memory Layout
As mentioned earlier in this chapter, the table D[t,s] does not need to be filled for all time frames
t. Instead, only the hypotheses active in the previous time frame t−1 and the current time frame
t need to be stored. Furthermore, only a small fraction of all states, arcs, and thereby HMM
states is hypothesized at each time frame. Therefore, it is not reasonable to store the hypotheses
in a sparsely filled array indexed by the state number. We rather store the hypotheses in lists
(more specifically arrays indexed by a hypothesis identifier).
A (partial) hypothesis object consists basically of the HMM state (identified by the trans-
ducer arc and the offset in the associated HMM state sequence), its current score (negative log
probability), and a backpointer index. The management of backpointers is described later in
this section.
The decoder maintains the hypotheses in a hierarchy of different types:
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• a state hypotheses refers to a state in the (C ◦L◦G) transducer (search network)
• an arc hypothesis refers to a transition in the search network
• an HMM state hypothesis refers to a single HMM state expanded from the input label of
an arc (cf. Section 6.2.1).
Each state hypothesis has a set of associated arc hypotheses. Likewise, each arc hypothesis is
associated with a list of HMM state hypotheses.
A state hypothesis consists of the state number and two pointers in the array of arc hypothe-
ses indicating the subset of associated active arc hypotheses. In addition, it holds up to two
“incoming hypotheses” to be expanded to all arcs of the transducer state (cf. Section 6.2.2).
An arc hypothesis requires a pointer to the transition in the transducer. In our implementation,
we include the labels, weights, and target state of the transition in the arc hypothesis. The
transitions are computed dynamically in case of dynamic search networks. By copying the
information instead of referring to it, we are independent of whether or not computed transitions
are cached. And we do not need to ensure that the cached transitions stay accesible as long as
the arc hypothesis exists. The arc hypothesis also has pointers in the array of HMM state
hypotheses identifying the associated active HMM state hypotheses.
Each HMM state hypothesis consists only of its score and the backpointer index. An offset
of the state in the arc’s state sequence is not required, because we store for each arc HMM
state hypotheses for all states up to the currently active last active one. Inactive HMM state
hypotheses are marked. For example, if an arc corresponds to a sequence of 6 HMM states, of
which only state 3 is currently hypothesized, we would store hypotheses for the first 3 states and
mark the first two as inactive. By accessing the HMM state hypotheses only in the order of the
corresponding arc hypotheses, each arc hypothesis requires only a single pointer in the HMM
state hypotheses array. The begin (or end) is of the list is given by the previous (following) arc
hypothesis.
The described memory layout is illustrated in Figure 6.6. The tree based decoder described
in [Ortmanns 98] uses a similar approach.
For each of the hypothesis types we keep two arrays. One for the previously active hypothe-
ses and the other one to store the newly expanded hypotheses.
Backpointer entries are generated each time a new arc hypothesis is discovered. The back-
pointers are stored in an array, too. Each backpointer entry stores the time frame, the hypothesis
score, the output label of the arc, and the array index of the predecessor backpointer. In addi-
tion, the input label of the arc can be stored to recover the sequence of HMM labels afterwards.
Many backpointers are not required anymore after a certain time, because the corresponding hy-
potheses are pruned or recombined. These inactive entries can be purged regularly to keep the
memory usage low. We tag used backpointer entries as active, starting from those correspond-
ing to currently active hypotheses. From these entries, we traverse the chains of backpointers
backwards, marking each of them as active. The remaining array entries can be freed and
re-used for new entries. Instead of maintaining a list of free array positions, we organize the
unused entries in a linked list. The predecessor index is used for the link information. Only the
index of the end of the list needs to be stored.
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6.8.2 Hypothesis Expansion
The expansion of hypotheses, i.e. the update of hypotheses for the current time frame based
on the previously active hypotheses, is carried out in several steps. First, for all incoming
hypotheses of active state hypotheses, arc hypotheses are created, if they do not exist yet, or
updated for all outgoing transitions of the transducer state. This step incorporates the arc weight
in the hypothesis score. The hypotheses for HMM states are created according to the HMM
transitions (forward or skip transition). Then, the arc hypotheses and corresponding HMM state
hypotheses of the previous time frame are expanded in compliance with the HMM topologies
and time distortion penalties. During the HMM state hypotheses expansion only those new
hypotheses are added, which comply with the anticipated pruning criterion (see Section 6.3.1).
In the next step, the list of new HMM state hypotheses is traversed and the AM scores are
computed and incorporated with the hypothesis scores. The AM scores are computed on de-
mand, i.e. only for HMM states of active hypotheses. An HMM state may be represented
by many HMM state hypotheses, the AM scores are therefore cached (see also Section 8.2).
Performing the AM score computation in a separate step instead of during the hypothesis ex-
pansion, has the advantage of a better usage of the CPU memory cache.
With the updated hypothesis scores, we can apply pruning. The best hypothesis score, re-
quired for the pruning criterion, has been determined during the AM score computations. We
copy those hypotheses surviving the pruning to the array which stored the hypotheses of the
previous time frame. Those entries are now no longer required. By reading linearly from one
array and writing also linearly to the other array, we achieve again good CPU cache usage.
From the list of pruned hypotheses, we can collect those HMM state hypotheses which need
to be expanded to a new arc in the next time frame. These hypotheses induce a new or updated
state hypotheses for the target state of the associated arc. For all state hypotheses activated in
this step, the outgoing ε-arcs are traversed which generate further state hypotheses. We need a
mapping from transducer state numbers to state hypotheses for this procedure. A hash table is
used for this mapping.
The list of state hypotheses is actually solely required to store the incoming hypotheses.
We can erase the list after expanding the incoming hypotheses to arc hypotheses. The list of
state hypotheses is kept sorted by state number and the information of the arc’s predecessor
state is added to each arc hypothesis. Consequently, the list of arc hypotheses stays sorted by
predecessor state number. Hence, we can jointly expand state hypotheses and arc hypotheses
in a single loop over both state and arc hypotheses. The state hypothesis’ pointers into the arc
hypotheses array is not required using this kind of hypotheses organisation. Furthermore, a
single array of state hypotheses is sufficient.
6.9 Experimental Results
In this section we evaluate the various methods described in this chapter. In particular, we
present experimental results for search network construction options, decoder design, pruning
methods, and lattice construction.
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(a) Part of a search network with expanded 3-state HMMs.
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arc=1
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(b) Memory layout.
Figure 6.6 Illustration of the memory layout for search hypotheses in the example search network.
6.9.1 Search Network
The two main options for the construction of search networks are whether the transducer is
compiled statically or dynamically. The dynamic composition of the transducers introduces
additional computations at runtime. Figure 6.7 compares the runtime performance of static and
dynamic search networks for the 11M n-gram LM of the Quaero EN System (cf. Table 4.11).
The dynamic network decoder has a significantly higher RTF compared to the static version.
However, we cleared the cache of the composed transducer before each utterance in this experi-
ment, i.e. any previously computed arc was deleted, in order to obtain statistics independent of
the order of utterances. In a more realistic scenario, the cache would be cleared in regular inter-
vals to limit the memory usage, but not after every utterance. The usage of cached arcs would
increase the runtime performance. In addition, the computation of arc weight sums required
for the on-the-fly weight pushing is performed for every utterance because of technical reasons.
The time required for these computations is included in the runtime measurement. In an imple-
mentation designed for highest runtime efficiency not requiring the high degree of flexibility
for scientific experiments, these additional computations can be eliminated. The experiments
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Figure 6.7 Comparison of static and dynamic search networks in terms of RTF, using an 11M n-gram LM (Quaero
EN System).
presented in [Allauzen & Riley+ 09] and [Dixon & Hori+ 12] show a smaller overhead for
dynamic composition compared to static networks (for systems with a lower size of vocabulary
and LM compared to ours).
The main advantage of the dynamic search network approach is the higher memory efficiency.
The memory used comprises 20 bytes per state and 16 bytes per arc for any transducer1. For
the label reachability information used for the dynamic search network, the C ◦ L transducer
requires an additional amount of 40 bytes per state. The memory consumed for pre-computed
weight sums used by the weight-pushing composition filter depends not only on the number
of arcs in G but also on its structure. The actual memory usage was therefore measured for
the given transducers. For the dynamic search network, additional memory is required for
the data structures used by the composition algorithm (basically a hash table for the mapping
from tuples of states to states in the composed transducer). This memory size depends on
the number of visited states and therefore on the input data of the recognizer and on the used
pruning thresholds, which is why we excluded this factor from the listed memory usage.
The memory usage can be slightly reduced for both systems. The static search network
can be constructed using word labels instead of pronunciation variant labels (cf. Section 4.6),
which we used for the following experiment. The memory consumption of the dynamic search
network decoder can be reduced by exploiting that G requires only a single label for each
arc, which would save 4 bytes per arc. Further reductions in memory required for G, which
consumes the major part of the overall memory usage, can be obtained by using advanced data
structures, e.g. as described in [Sorensen & Allauzen 11]. The experiments described in this
thesis use the default data structures though.
1All memory requirements are given for our implementation using the OpenFst library.
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Table 6.1 Memory usage for static and dynamic search networks (Quaero EN System). Both networks have pronun-
ciation variant labels. The size of C ◦L is 166.5K states, 459.7K arcs.
LM size G C ◦L◦G memory usage [GB]
(n-grams) [M] states [M] arcs [M] states [M] arcs [M] static dynamic
161 25.96 222.86 373.97 786.44 18.70 4.14
48 7.16 66.12 106.44 228.60 5.39 1.22
11 1.35 14.56 21.76 47.87 1.12 0.28
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Figure 6.8 Number of visited states in the search network per segment for various pruning thresholds (Quaero EN
System).
Table 6.1 lists the memory consumed by the search network itself in our Quaero EN System
for LMs of various size. The dynamic search network uses significantly less memory, by a
factor of about 4. Hence, if the memory requirements of the system are fix, a larger LM can be
used with the dynamic network approach, which usually yields higher recognition quality.
The dynamic network decoder computes only arcs of those states in the search network
transducer which are visited during decoding, in contrast to the static network decoder. The
number of visited states for a particular utterance is only a small fraction of the whole search
network. Figure 6.8 illustrates this fact, by plotting statistics about the number of states in the
search network visited during decoding of a speech segment for various pruning thresholds.
The number of visited states depends, among other things, on the length of a segment. Even
when using a relatively large beam width for pruning, less than 8% of the total 106M network
states are explored, about 4% on average. For short segments, the number of visited states is
less than 2%. The longest segment used in this experiment has a duration of 17.5s, the shortest
0.34s.
As stated above, the dynamic network approach allows us to use larger LMs with a feasible
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Figure 6.9 WER vs. RTF for LMs of different size (Quaero EN System).
amount of memory. Figure 6.9 compares the impact of the LM size on the runtime performance.
This plot demonstrates that the larger LMs yield a significantly lower WER at the same RTF.
From another perspective, the same WER can be achieved with greatly reduced runtime. At
some point, however, the gain of enlarging the LM further gets smaller. In this experiment,
the use of the 161M n-gram LM provides only a small reduction in both WER and RTF with
greatly increased memory cost (cf. Table 6.1).
We discussed in Section 4.6.2 the implications of using either word labels or pronunciation
variant labels for output labels in C ◦ L. The computation time required for the composition
of C ◦L◦G is significantly increased when word labels are used, because of the way the label-
reachability information is represented. Figure 6.10 shows, as expected, that the same behavior
is observed when the composition is computed on-the-fly. In this case, however, the increased
computation time affects the decoder efficiency. The difference in runtime performance is
also evident for the GALE AR System which has a high number of pronunciation variants
and thereby an increased search network size if pronunciation variant labels are used. The
best performance is obtained when the C1P property of label-reachability matrix of C ◦ L is
preserved. The size of the transducers for the Quaero EN System is only slightly increased by
using pronunciation variant labels. If the number of pronunciation variant is high, like in the
lexicon of the GALE AR System, the decrease in runtime is bought with a noticeable increase
in memory usage (more than a factor of 2 in our experiments).
6.9.2 Pruning
Regardless of the kind of search network and its construction, efficient pruning methods are
crucial for the runtime performance of the decoder. The effectiveness of pruning is illustrated in
Figure 6.11. The chart compares the average number of both arc and HMM state hypotheses at
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Figure 6.10 Comparison of dynamic search networks with either word or pronunciation variant labels in terms of
RTF.
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Figure 6.11 Average number of active HMM state hypotheses and number of active arc hypotheses per frame before
and after pruning (Quaero EN System).
each time frame before and after applying pruning for various pruning thresholds. The number
of HMM state hypotheses before pruning increases faster with larger pruning thresholds than
the number of arcs hypotheses, because more HMM states of the same arc are hypothesized
with increasing beam width. The number of newly expanded HMM state hypotheses is reduced
through pruning by about 55%.
The number of active state hypotheses may vary during the decoding of an utterance, which
is not observable in the averaged statistics in Figure 6.11. In areas of high ambiguity in the input
signal, caused for example by background noise or otherwise inarticulate speech, the number
of hypotheses increases rapidly. For these ambiguous regions, most of hypotheses have similar
scores, because none of the hypothesized models fits the observed features. Therefore, the
pruning criterion based on relative scores is not particularly effective. Histogram pruning, on
the other hand, limits the total number of hypotheses and is thereby able to constrain the size
of the search space under these circumstances. From Figure 6.12 can be seen that histogram
pruning has only a minor effect on both runtime performance and search space size. If the
pruning threshold is chosen too low, though, the recognition quality is affected. Nevertheless,
histogram pruning is important to avoid peaks in search space size and thereby also in memory
consumption during decoding. Furthermore, it ensures an upper bound in decoding speed for
malformed or improper input data.
As described in Section 6.3, state hypotheses obtained during the traversal of ε-arcs can be
pruned, too. That is, we add a new (incoming) state hypothesis only if its score is lower than
the threshold used to prune the HMM state hypotheses. This kind of pruning may lead to in-
comparable scores, because the weight of an ε-arc is in some cases a back-off score which
is part of the LM score for the next word. However, Figure 6.13 shows that ε-arc pruning
is effective. Note that Figure 6.13 (a) shows the number of state hypotheses, in contrast to
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Figure 6.12 Performance measurement using different thresholds for histogram pruning. (Quaero EN System).
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Figure 6.13 Performance measurement with and without using ε-arc pruning (Quaero EN System).
other plots in this chapter depicting HMM state hypotheses. The number of HMM state hy-
potheses is practically unaffected by ε-arc pruning. The number of state hypotheses, though,
increases when no pruning during the ε-arc traversal is applied, because all states reachable via
ε-transitions are hypothesized in this case. Processing these additional hypotheses affects the
runtime performance, as can be seen from Figure 6.13 (b).
Another important pruning method is anticipated pruning described in Section 6.3.1. The
reduced number of acoustic model score computation results in a decrease in RTF of about 20%
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Figure 6.14 Performance measurement with and without anticipated pruning (Quaero EN System)..
as shown in Figure 6.14 (b). The number of HMM state hypotheses after the regular pruning
pass is nearly unchanged, as shown in Figure 6.14 (b). Without eliminating hypotheses during
state expansion, the number of state hypotheses before applying pruning is greatly increased.
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Figure 6.15 Subdivision of search hypotheses after pruning: number of hypotheses for network states, HMM states,
and arcs per frame on average (Quaero EN System).
6.9.3 Decoder
We described in Section 6.8 that our decoder organizes the search hypotheses in a hierarchical
way. Figure 6.15 illustrates the distribution of the various types of hypotheses. Each arc hy-
pothesis has on average 1.9 associated HMM state hypotheses with only slight variations for
different pruning thresholds. The number of state hypotheses shown cannot be interpreted in
terms of arc hypotheses per state, because not every arc hypothesis is associated with a state
hypothesis. A state hypotheses is only generated for “incoming hypotheses” (cf. Section 6.8).
The average number of arc hypotheses per state is between 2.5 and 2.7 depending on the prun-
ing threshold. The states in the search network are tuples of a state in C◦L and a state in G. The
average number of active states (not state hypotheses) sharing the same state in G is between
4.3 and 4.8.
Table 6.2 lists a breakdown of the computation time used by the individual components of
the decoder. The computation of acoustic model scores requires the largest part of the runtime.
We used a well-optimized implementation for the acoustic model score computation (see Sec-
tion 8.2). Computing the composition on-the-fly takes nearly as much time. As stated above,
this part can be reduced by allowing more caching of computed transitions. Hypothesis expan-
sion, i.e. computing new hypotheses within and across arcs is the third major computation time
consumer. Other parts of the decoder, namely pruning and bookkeeping, require negligible
amounts of time.
Considering skip transitions in the HMM topology increases the complexity of the decoder,
enlarges the size of state hypothesis objects, and is expected to result in more HMM state hy-
potheses. On the other hand, the possibility to skip certain HMM states of a word model allows
to recognize short articulations, possibly resulting in a higher recognition accuracy. From Fig-
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Table 6.2 Profiling results using a pruning threshold tuned for lowest WER (Quaero EN System).
component runtime [%]
AM score 39.1
composition 34.4
hypothesis expansion 21.5
pruning 1.8
bookkeeping 0.9
ure 6.16 can seen that both the numer of HMM state hypotheses and the RTF are increased
when skip transitions are allowed. However, the additional skip transitions also reduce the
WER. Therefore, if the lowest WER needs to be achieved, skip transitions have to included in
this system. If a slightly reduced recognition quality is acceptable in favor of higher runtime per-
formance the skip transitions can be omitted. The Quaero data contains a considerable amount
of spontaneous speech, which benefits from HMMs with skip transitions. In experiments using
other types of data, e.g. prepared speeches (EPPS EN System), the additional skip transitions
had no observable effect on the recognition quality.
6.9.4 Lattice Construction and Multi-Pass Decoding
In the last part of this section, we analyze the construction of lattices, their representation, and
their usage for multi-pass decoding, namely acoustic re-scoring. For acoustic re-scoring we
use a speaker-adapted acoustic model (cf. Section A.1). The adaption is performed using the
word sequences recognized in the first decoding pass. The language model is the same for both
passes.
The generation of lattices introduces additional computations during decoding, which affects
the runtime efficiency. Figure 6.17 compares the RTF for decoder runs with and without lattice
generation and different lattice representations. The increase in runtime for lattice generation is
clearly observable. Creating lattices on the HMM-level does not require ε-removal, which has
to be applied for word-level lattices, but it produces lattices of greatly increased size. The han-
dling of these large lattices results in lower runtime efficiency compared to word-level lattices.
Additional determinization of the generated lattices has only a slight impact on the runtime.
The threshold used for lattice generation affects the runtime behavior merely marginal when
chosen within a reasonable range.
The lattice pruning threshold affects of course the size of the lattice, measured as lattice
density, and thereby the lattice WER. Figure 6.18 shows lattice density and lattice WER of
word lattices, determinized word lattices, and HMM lattices. The lattice density of HMM
lattices is not directly comparable, because we measured it by counting only those arcs in the
lattice transducer, which have an output label. The size of the HMM lattices is considerably
larger than the word lattices. In this experiment, the HMM lattices are on average 1.7 times
larger than the word lattices and 2.8 times larger than the determinized word lattice (for a
lattice WER of 10%) . The removal of redundant arcs by applying determinization to the word
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Figure 6.16 Performance measurement with and without skip transitions. (Quaero EN System).
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Figure 6.17 WER vs. RTF for lattice generation and single best decoding. Lattices are generated on HMM- or
word-level (Quaero EN System).
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Figure 6.18 Lattice density vs. lattice WER using various lattice pruning threshold for word lattices, determinized
word lattices, and HMM lattices. Lattice density on HMM lattices is computed without output ε-transitions
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lattices results in a more compact representation.
The impact of the lattice size on the results of acoustic re-scoring is shown in Figure 6.19.
In this plot, the lattice density of HMM lattices is again not directly comparable as explained
above. The result of the acoustic re-scoring obviously depends on the size of the used lattices.
Larger lattices are more likely to contain the spoken word sequence even if it was not recognized
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Figure 6.19 Lattice density vs. WER in an acoustic-rescoring pass. (Quaero EN System).
correctly in the first recognition pass. At some point, however, increasing the lattices does not
lower the WER obtained anymore, because the additional word sequences included are not the
correct ones or cannot be recognized correctly with the used models.
Using the lattice to constrain the search space during the second recognition pass, results in
a greatly reduced number of hypotheses and thereby in significantly reduced computation time.
If word lattices are used, those have to be composed with the C◦L transducer first. We included
the computation time for this composition operation in the RTF measurement in Figure 6.20.
Hence, the usage of HMM lattices results in the fastest decoding. In this experiment, we did
not vary the acoustic pruning threshold but the lattice pruning threshold used to generate the
lattices. Both kinds of word lattices yield similar performance. The determinized lattices cause
a slightly deteriorated recognition quality for large lattices. This behavior has not been analyzed
yet and the reason for the slight increase in WER remains unclear.
The major difference in runtime performance between decoding using a full search network
and the constrained search network is shown in Figure 6.21. The acoustic re-scoring is signifi-
cantly faster than full decoding. However, the full decoding results in a lower WER (about 2%
relative), because even in lattices of high density the best word sequence might no be included.
6.10 Summary
This chapter gives a detailed description of WFST-based decoding in general and our implemen-
tation. We showed how the dynamic expansion of HMM states is incorporated in the decoding
algorithm. This dynamic arc expansion allows to use C◦L◦G search networks, which is consid-
erably smaller than the fully expanded search network. An HMM topology with skip transitions
increases the complexity of the decoder and enlarges the search space, both of which reduce
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the runtime performance of the system. On other hand, the recognition quality can be improved
depending on the processed audio data and the used models.
Several pruning methods are described in this chapter. The relative beam pruning is essential
for any decoder even with moderately sized models. The anticipated pruning eliminates HMM
state hypotheses as early is possible and avoids thereby unnecessary AM score computations.
The effectiveness of this pruning step benefits from the early incorporation of (partial) LM
scores obtained by weighted determinization of L◦G or (on-the-fly) weight pushing. Likewise,
applying pruning during ε-arc traversal avoids the generation of state hypotheses. For decoder
efficiency, in terms of both runtime and memory, it is important to prune hypotheses as soon as
possible.
Decoders using dynamic search networks, i.e. on-the-fly composition with G, require con-
siderably more runtime than those based on statically compiled networks. The greatly re-
duced memory requirements of dynamic network decoders allow us to use larger LMs though.
Thereby, the WER of the system can be reduced without a negative effect on the runtime perfor-
mance. The memory requirements increase with the size of the LM of course, but remain sig-
nificantly lower compared to static search networks. On the other hand, a large static search net-
work can be shared among several recognizer processes running in parallel on a multi-processor
or multi-core machine.
We showed that the construction of the individual transducers, in particular the choice of
output label types affects the computation time of the on-the-fly recognition. For systems with
a large number of pronunciation variants, the increased runtime performance has to be traded
against increased memory requirements caused by less compact transducers.
The detection of word ends, i.e. the exact time frame where a spoken word ended, is not
straightforward with WFST-based decoders. The position of output labels in the transducer is
not necessarily an indicator for a word end. We add markers to the input labels of the search
network, exploiting the word boundary feature of the context-dependent HMM models.
Lattices can be generated on different levels of detail. In our experiments, the generation of
word level lattices introduced the lowest computational overhead. Additional determinization
yields more compact lattices. The HMM lattices are well-suited for acoustic re-scoring, because
they require no additional composition operation to form a search network. Their increased
size compared to word lattices suggests to avoid storing HMM lattices on disk and to perform
the re-scoring directly while keeping the lattices in memory. The acoustic re-scoring using a
more complex or a speaker-adapted AM is advisable if runtime performance is crucial. A full
decoding yields slightly better recognition quality.
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Comparison of Search Strategies for Dynamic
Network Decoding
In this chapter, we compare the WFST-based search strategy to another well-known search
strategy for dynamic network decoding, namely the history conditioned lexical tree (HCLT)
strategy.
Strictly speaking, the WFST framework does not define or dictate a certain search strategy.
As we show in this thesis, the transducer formalism allows to represent structures and algo-
rithms occurring in many natural language-processing applications in a formal mathematical
way. A search strategy is more or less independent of the network representation though. How-
ever, the term WFST-based decoding is used in numerous publications (and in this thesis) and is
often associated with a particular search strategy. The search strategy for WFST-based decoders
is mostly defined by the way the search network is constructed. The following analysis uses the
construction and decoding algorithm for dynamic search networks as described in Chapters 4
and 6. Other approaches for WFST-based dynamic network decoding, e.g. [Caseiro & Trancoso
06, Hori & Hori+ 07, Oonishi & Dixon+ 08], imply particular variants of of the search strategy
for dynamic network decoding. We will use the form as described in Section 6.4.
The HCLT search strategy, also known as word conditioned tree search, was designed for
dynamic network decoding ab initio [Ney & Haeb-Umbach+ 92, Ney & Ortmanns 00]. Not
surprisingly, HCLT search and WFST-based search using dynamic composition share many
common principles like the use of dynamic programming, beam search, and many more. Dif-
ferences have been analyzed in [Kanthak & Ney+ 02, Dolfing 02, Soltau & Saon 09] for static
WFST search networks and in [Rybach & Schüter+ 11,Rybach & Ney+ 13] for dynamic WFST
networks.
Most of the experimental comparisons of decoding strategies focus on runtime and memory
efficiency, which obviously depend on a particular implementation. In contrast, this work aims
at comparing the search strategies as implementation-independent as possible. We focus there-
fore on the analysis of the search space, both theoretically and in experiments. Experimental
results are obtained using a single implementation where possible. This is achieved by express-
ing the HCLT search in the WFST framework. The goal of this work is to reveal similarities of
both search strategies and to analyze the implications of their differences.
In order to avoid confusion of terms between the WFST framework and the search strategy
of WFST-based dynamic network decoders, we denote the latter as dynamic transducer compo-
sition (DTC) search in this chapter.
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7.1 Search Strategies
The knowledge sources, i.e. the LM, the pronunciation lexicon, and the context-dependent
phoneme models, can be jointly represented as a labeled weighted directed graph or finite-state
network, the search network. This network is independent of the acoustic observations. Due to
the limited context-dependency of the models, paths in the network can be merged at certain
points. For example, for an n-gram LM, it suffices to separate paths by (n− 1) predecessor
words. The actual structure of the search network depends on the applied search strategy. We
will describe the structural differences in the following sections.
In dynamic search methods, only parts of the search network are generated on demand as
needed. A smaller network encoding solely the AM is compiled in advance, while the LM
is incorporated on-the-fly during search. This dynamic network approach has the advantage
that the memory requirements of the decoder are feasible even with complex LMs and huge
vocabularies. The low memory consumption comes along with decreased runtime performance
compared to decoders using a pre-compiled static search network, due to the additional com-
putational cost for integrating the LM. Furthermore, the construction of static networks can
optimize the structure and weight distribution of the network to a larger extend.
We strictly distinguish here between the search network and the search space. The search
space is the domain of the optimization problem for a certain acoustic observation, which
comprises all time aligned HMM state sequences (including emission probabilities) and the
corresponding word sequences. In other words, the search space is the network unfolded along
the time axis (“trellis”) with incorporated AM probability. The search space can also be seen
as the (re-weighted) set of all paths of a given length in the search network.
The dynamic programming approach for an abstract search network can be formulated using
the quantity Q(t,s), which is the score of the best partial path (in the search space) that ends at
time t in state s of the search network (cf. Section 6.1). Independent of the search strategy, this
quantity can be computed as
Q(t,s) = max
e=(s′,l,s)∈E
{
φ(xt ,e) ·Q(t−1,s′)
}
(7.1)
where E ⊆ S×Σ× S is the set of arcs in the search network with states S and labels Σ. The
function φ(x,e) defines the score of an arc e for a given acoustic feature x. This score combines
transition and emission probabilities from the HMM as well as LM probabilities. The definition
of φ depends on the search strategy.
In order to reconstruct the best path after processing the complete utterance, each state hy-
pothesis (t,s) is associated with a backpointer to keep track of local decisions. The actual
definition and usage of backpointers depends on the search strategy.
As discussed in Section 6.3, the application of beam search (hypotheses pruning) is crucial
for an efficient search. The part of the search space generated for a certain acoustic observation
as result of the beam search is referred to as actual search space in contrast to the potential
search space containing all possible hypotheses.
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Figure 7.1 Lexical prefix tree with context-independent phoneme labels.
7.1.1 History Conditioned Lexical Tree Search
For the history conditioned lexical tree search strategy, the pronunciation lexicon is compiled
into a lexical prefix tree [Ney & Haeb-Umbach+ 92]. The tree can be constructed at differ-
ent levels of detail and size. If the arcs are labeled with context-dependent phone models, the
decoder has to expand the associated HMM structure on demand, similar to the dynamic ex-
pansion of HMM states in our WFST-based decoder (see Section 6.2.1). The representation
with generalized context-dependent HMM state labels (leafs of the phonetic decision tree used
to tie the HMM state parameters) yields a completely static structure. In addition, it allows to
merge common prefixes of partially tied HMMs. A leaf node in the tree represents the end of
one or more words (more specifically word pronunciations). A leaf node represents more than
one word in the case of homophones, or more generally, if all associated words share the same
sequence of tied HMM states. A small example of a lexical prefix tree is shown in Figure 7.1.
In our HCLT decoder, the tied HMM state construction is used, resulting in the so-called
state tree. In addition, the HMM state labels and word-ends are associated with states instead
of arcs, which is equivalent as long as the graph has a tree structure. We come back to this
subtle detail later.
The tree structure imposes a special structure on the search space and thereby on the full
search network. The identity of a partial hypothesis’ most recent word becomes evident only
at leaf nodes in the tree. Therefore, the integration of the LM is performed at word-end states
only. In order to take account of the dependency of the LM probability on the word history, the
hypotheses have to be separated by their respective (n−1) predecessor words (for an LM of or-
der n). For a general weighted grammar, although not considered in this work, the dependency
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of probabilities on a grammar state is handled analogously.
The partitioning of search hypotheses by word histories leads to the concept of history con-
ditioned “tree copies”. A physical copy of the tree is obviously not necessary, but rather an
identification of hypotheses by a tuple (s,h) with s a state in the lexical prefix tree and h the
word history.
Hypotheses are recombined at the state-level within the tree. At word end states the recombi-
nation is carried out on the word-level, merging hypotheses with equivalent histories. A detailed
and formal description of hypotheses recombination can be found in Section 7.2.3.
Pruning is performed both on the state-level and the word-end-level. The acoustic prun-
ing can be refined by incorporating the LM probabilities as early as possible using language
model look-ahead [Ortmanns & Ney 00a]. We describe pruning and look-ahead methods in
Sections 7.2.4 and 7.2.5 respectively.
For the use of across-word context-dependent models, the tree structure has to be modified
[Sixtus & Ney 02]. We only consider triphone models in this work. The triphone model of the
last phoneme of a word depends on the first phoneme of the successor word. Just as the model
of the first phoneme of a word depends on the last phoneme of the previous word.
For a word with its pronunciation ending with phonemes ab, the word end state in the tree
and arcs corresponding to the last phoneme are split into a so-called fan-out for all possible right
context phonemes c and resulting triphone models abc. The root state of the tree is divided into
root states for all phoneme pairs b,c with outgoing arcs for triphone models bcd . An example
is shown in Figure 7.2. Note that, because of the recombination after the fan-in (cf. [Sixtus &
Ney 02]), the state “tree” may loose the tree property at this part of the network. The size of
the fan-out depends linearly on the size of the vocabulary and can make up a major part of the
total tree size.
7.1.2 Dynamic Transducer Composition Search
We use the dynamic transducer composition using look-ahead composition filters described in
Section 4.6.2. A description of decoding using the dynamic transducer composition can be
found in Section 6.4.
For simplicity, we consider the composed transducer (C ◦L) and the dynamically expanded
HMM states as single transducer A, which is the AM part of the search network. The states
in the dynamically composed transducer (A ◦G), which is the search network for this search
strategy, are basically tuples (sA,sG) of AM states sA and LM states sG. The composition filters
augment the tuples with additional information for label and weight pushing. At this point, the
similarity to the HCLT search strategy becomes apparent. The remaining differences between
the search networks are analyzed in Section 7.2.
We described in Section 4.6 that L or C ◦L or both are determinized to merge common (tri-
phone model) prefixes and minimized to share common futures. Because of the cyclic structure
of the transducer, also the transitions between words and therefore the structures for the across-
word context-dependency of the models are optimized. These optimizations remove as much
redundancy from the network as possible. The output labels (words) are shifted by transducer
determinization and minimization, such that their positions do not necessarily correspond to
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Figure 7.2 Example of across-word context-dependent modeling in the lexical prefix tree. Left: fan-out structure for
the word “bad”. Right: split root states. Cf. Figure 7.1.
word-ends.
The minimization of L has only limited effect on the transducer resulting from the composi-
tion with G though. Paths merged in L having different output labels (appearing on arcs before
the consolidation) result in separate paths in the composed transducer, except for paths through
the unigram state of G. Merged suffix paths in the resulting search network, which do not pass
the unigram state in G, are therefore pronunciation variants of the same word with common
suffixes and shared models for different across-word contexts.
7.2 Comparison of Search Strategies
In this section, we compare the individual properties of both search strategies in terms of search
network structure, hypotheses recombination, pruning, look-ahead methods, lattice construc-
tion, and practical issues.
7.2.1 Search Network
We use the notation from Equation 7.1 to describe the search networks for both search strategies
in a unified way. In the following we assume an LM of order n for a vocabulary W and a set of
(tied) HMM state labels Σ.
The lexical prefix tree of the HCLT search is specified by a set of states SL, a labeled edge
relation EL ⊆ SL×Σ×SL, and word-end labels o[s]⊆W .
The HCLT search network can then be described as follows. The set of states S ⊂ SL×W ∗,
∀(s,h) ∈ S : |h| < n consists of tuples of prefix tree states and word histories. The transitions
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E = EI ∪EW are divided into within-word arcs EI and across-word arcs EW :
EI := {((s′L,h),σ ,(sL,h)) : (s′L,σ ,sL) ∈ EL} (7.2)
EW := {((s′L,h),σ ,(s0(sL), h¯w)) : (s′L,σ ,sL) ∈ EL,w ∈ o[sL]} (7.3)
where s0(s) is the fan-in root state for a word-end fan-out state s. The score function inte-
grates emission and transition probabilities for within-word transitions and LM probabilities in
addition for across-word transitions:
φ(xt ,e) =
{
p(xt |σ) · p(sL|s′L) e = ((s′L,h),σ ,(sL,h)) ∈ EI
p(xt |σ) · p(sL|s′L) · p(w|h) e = ((s′L,h),σ ,(sL, h¯w)) ∈ EW
(7.4)
In the decoder, the transitions EW are computed on-the-fly, while EI is defined by the static tree.
The states of the search network for the DTC search strategy are defined by the state tuples
(sA,sG) of the composed transducer A ◦G. For simplicity, we assume that A has no input ε
labels. The transitions depend on the output label o[eA] of transition eA in transducer A and can
be separated into two sets E = Eε ∪EW .
For transitions eA ∈ EA in A with output label o[e] = ε , the search network has transitions
Eε := {((s′A,sG),σ ,(sA,sG)) : (s′A,σ ,ε,ω,sA) ∈ EA} (7.5)
with corresponding score
φ(xt ,e) = p(xt |σ) ·ω . (7.6)
Transitions with word output label change the G-part of the state tuple. For a transition
eA = (s′A,σ ,o[eA],ω[eA],sA) in A and a state s′ = (s′A,s′G), the search network has transitions
(s′,σ ,(sL,sG)) ∈ EW for every path pi in G from p[pi] = s′G to n[pi] = sG, with o[pi] = o[eA]. The
corresponding arc score is
φ(xt ,e) = p(xt |σ) ·ω[eA] ·ω[pi] . (7.7)
Let h′ be the word history associated with state s′G, v = o[eA] a word label, and h = h¯′v. Then
the set of paths to be considered includes not only the transition from h′ to h with weight p(v|h)
but also to all truncated history states. The weights of paths to truncated history states include
the back-off weights.
Using the label-reachability composition filter, only a subset of the transitions Eε is generated.
Given a label reachability r[s] = {w : r(w,s) = 1} ⊆W defining the set of reachable output
labels for every state s in A, only transitions ((s′A,sG),σ ,(sA,sG)) with r[sA]∩O[sG] 6= /0 and
O[sG] = {o[e] : e ∈ E[sG]}, are required (cf. Section 1.2.2.5).
In addition, the label-reachability composition filter with label pushing updates the G-part of
the state tuple as soon as an output label can be uniquely determined, i.e. as soon as |r[sA]∩
O[sG]| = 1. This earlier combination of paths results in a smaller search network. The appli-
cation of label pushing is not reflected in the definition of Eε and EW though, which are rather
intended to illustrate the general search network construction.
Backpointers for the HCLT search are defined on the word-level, pointing to the best word
start hypothesis. Hence, backpointers are propagated within words and updated at word-boun-
dary transitions. The DTC decoder generates backpointers at the arc-level giving the best start
hypothesis of a triphone.
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7.2.2 Static Network Part
The static AM part of the search networks, namely the state tree and the A transducer, differ
in structure and size even though they represent the same models and the same mapping from
HMM states to words.
The state tree is nearly the same as a deterministic H ◦C ◦L transducer. In contrast to the
WFST construction, the state tree is acyclic, the transitions from word-end states to one of the
root states are computed at runtime by the decoder. In the straight-forward construction, the
root states of the tree do not exploit the HMM state tying. Separate root states are generated
for every pair of phonemes to account for the across-word context-dependency. This structure
introduces non-determinism at the word-end states.
The construction of the A transducer starts with a deterministic minimal cyclic L transducer.
The context-dependency of the models – both within and across words – is introduced by ap-
plying transducer composition with the C transducer. Across-word structures as in the HCLT
state tree are not explicitly built but rather generated implicitly and in an optimized way.
However, the across-word structure described here is not an inherent property of the HCLT
search strategy but an implementation specific design decision. In [Nolden & Rybach+ 12],
the state tree size was significantly reduced by introducing merged fan-out structures. This
construction moves the word labels before the last phoneme of a pronunciation and therefore
requires modifications of the search strategy. A minimized network is generated in [Soltau &
Saon 09], which requires a token passing search strategy though.
We limit the discussion to triphones in this work. However, models accounting for larger pho-
netic context are relatively easy to integrate in the DTC search by using a different C transducer
(see also Chapter 5). For the HCLT search, incorporating larger contexts, especially across
words or across multiple words, requires significantly more effort.
7.2.3 Hypotheses Recombination / Dynamic Programming
Recombination of hypotheses occurs due to the maximization in Equation 7.1 at the state-level
for hypotheses entering the same search network state s at time t independent of the predecessor
state. The two search strategies recombine hypotheses at the HMM state-level for network
states (s,h) with the same history h or G-state respectively.
In the HCLT search strategy, recombination at the word-level is performed at word-ends
only. Hypotheses are merged by the across-word transitions if they have an equivalent history
(according to the LM order) and the same fan-in root state in the prefix tree. The sparsity of the
LM is not exploited.
The DTC search strategy recombines hypotheses at the word-level as soon as a word label
can be uniquely determined from the set of reachable output labels in A and the input labels
of corresponding arcs in G. The target states in the search network of such transitions with
non-empty output label have an updated G state according to the new word history. As a result
of the LM sparsity, the new G state may correspond to a shortened history. In addition, because
of the back-off ε-transitions in G, the hypothesis is also expanded to all history states with
lower order history down to the unigram state. For example, a hypothesis for network state
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i2 : w
i1 : w
i3 : w
s3,u3
s2,u2v
s1,u1v
s, vw
s,w
s, 
Figure 7.3 Hypotheses recombination for the DTC search strategy. s j, s are states in A, i j arbitrary input labels, and
u j,v,w are words.
(s′A,uv) and a transition in A to state sA with output label w is expanded to network states
(s,vw), (s,w) and (s,ε) if the LM contains respective histories. Therefore, at network state
(s,ε) hypotheses are recombined independently of the predecessor word. As output labels are
not necessarily associated with word-ends, the word-level recombination may occur as soon as
the word identity can be determined.
An example of hypothesis recombination at the word level is shown in Figure 7.3. The upper
two transitions are regular 3-gram recombinations, which are the same as in the HCLT search
strategy (if s1 and s2 are word-end states). The transition from (s3,u3) to (s,w) drops the history,
assuming that either u3 = ε or that the LM does not contain any event with history u3w.
7.2.4 Pruning
The potential search space of the HCLT strategy has a size of O(|W |n−1 · |SL|). Whereas the
size of the potential search space for the DTC strategy is O(|G| · |A|). The number of states
in G is proportional to the number of n-grams in the LM, more specifically to the number of
distinct histories. However, only a small fraction of the search space needs to be generated
during decoding. The size of the actual search space depends on the degree of redundancy in
the search network and – more importantly – on an effective pruning.
The beam search keeps at each time-frame only state hypotheses with scores within a certain
range relative to the currently best hypotheses. Hypotheses with
Q(t,s)< f ·max
s′
Q(t,s′) (7.8)
are pruned, where f is a pruning threshold controlling the beam width. In addition, the absolute
number of active state hypotheses can be limited by keeping only the m best hypotheses, usually
implemented using histogram pruning (cf. Section 6.3)
The HCLT search strategy applies another pruning step in addition. The word-end hypothe-
ses are pruned, after applying the LM score, relative to the currently best word-end hypothesis.
In addition, the absolute number of word-end hypotheses can be limited as well. This word-end
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Figure 7.4 Example of reachable word-ends for states s{2,3,6} in a part of an HCLT prefix tree (cf. Figure 7.1).
pruning (also called LM pruning [Ney & Ortmanns 00]) limits the number of active word his-
tories (tree copies) and thus reduces LM look-ahead computations (described in the following
section). Usually a pruning threshold smaller than the general threshold can be used at this
point. A detailed analysis and improvements of pruning strategies for the HCLT search can be
found in [Nolden & Schlüter+ 12].
DTC (as well as WFST-based static network) decoders commonly use a single pruning thresh-
old without special treatment of word-end hypotheses. Due to the exploitation of LM sparsity
and lower additional costs for look-ahead computations, word-end pruning is assumed to be
less important for this strategy. Furthermore, if word-ends are not evident in the DTC search
network, it is difficult to separate the corresponding hypotheses. Advanced pruning methods,
as for example described in [Hori & Watanabe+ 10], have not been considered in this work.
7.2.5 Look-Ahead Methods
The early incorporation of the LM in the search process is crucial for distinguishing promising
hypotheses from unlikely ones and thus allowing for effective pruning.
The HCLT decoder calculates for each state hypothesis an approximated LM score which is,
combined with the hypothesis score, used for the pruning process. That is, the hypothesis score
Q(t,(h,s)) is combined with the approximated LM score L(h,s):
Q˜(t,(h,s)) = Q(t,(h,s)) ·L(h,s) (7.9)
The pruning (Equation 7.8) is then performed using Q˜(t,s) instead of Q(t,s).
This so-called LM look-ahead computes for each state in the prefix tree the set of reachable
word-ends [Ortmanns & Ney 00a]. Reachable word-ends are illustrated in Figure 7.4. For a
state hypothesis of network state (s,h) the best LM score given history h of the word-ends w(s)
reachable from state s in the prefix tree is used:
L(h,s) = max
w∈w(s)
{p(w|h)} (7.10)
Calculating these scores for every single hypothesis is neither feasible nor reasonable. In-
stead, the scores L(h, ·) for each state in the prefix tree with a given history h can be pre-
computed and stored in a table. Computing all look-ahead tables in advance would in many
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cases exceed memory constraints. Hence, a table has to be calculated each time a hypothe-
sis (s,h) with a previously inactive history h is generated. Tree compression (removing linear
paths), tree pruning (limiting the tree depth), and caching of score tables can reduce the com-
putational costs. However, with high-order language models the runtime cost for look-ahead
score computations outweighs the benefits of improved pruning. The computation depends on
the number of nodes in the look-ahead tree obtained from the prefix tree, whose size depends
on the vocabulary size. Hence, the complexity of the computation for one look-ahead table
is O(|W |). A simplified LM, i.e. a bigram or unigram LM, is commonly used to compute the
look-ahead scores. Thereby, look-ahead tables can be shared among different tree copies and
less look-ahead tables need to be computed. If a unigram look-ahead is used, a single table is
required and no additional computations are required during the search. The lower order LM
probabilities yield only a coarse approximation though and result in less effective pruning.
Recently, more efficient strategies for computing the LM look-ahead score have been de-
scribed, allowing to incorporate the full LM history [Chen 08, Soltau & Saon 09, Nolden &
Ney+ 11]. By exploiting the back-off structure of the LM, a sparse look-ahead table for his-
tory h is computed, which contains only scores for those words w with N(w,h)> 0 [Nolden &
Ney+ 11]. Thereby, the efficiency of the LM look-ahead computation is significantly increased
in terms of both time and memory.
In a fully static WFST search network, the reachable LM probabilities are known in advance
and are propagated through the network using weighted determinization and weight pushing
(see Section 4.6). When the composition is performed on-the-fly this kind of up-front opti-
mization is not possible, because the LM context is not known in advance. The usage of a
label-reachability composition filter with weight pushing integrates the weights of the G trans-
ducer as early as possible and is comparable to the LM look-ahead technique.
The idea of composition filters with weight pushing (cf. Section 1.2.2.5) in this context is
to integrate the weights from transitions in G already on output ε-arcs in A before a matching
output label is reached. The information about reachable output labels, as used by the label-
reachability composition filter, is used to compute this look-ahead. From the set of prospective
matching transitions in G either the best LM probability (using the tropical semiring) or the
sum of probabilities (log semiring) is used. The already pushed weight (simply put) is used as
a potential of the target state and weights on successor transitions integrate only differences to
this potential. In contrast to the HCLT LM look-ahead, the look-ahead scores do not need to be
handled separately, but are used as regular transition weights. The sum of probabilities can be
computed efficiently using pre-computed running sums of transition weights.
Even with the sparse look-ahead tables, the computation of LM look-ahead scores needs to
distinguish reachable word-ends with a corresponding event included in the LM from those
requiring a back-off score, due to the back-off-independent search space structure of the HCLT
search strategy. In contrast, the search space structure of the DTC search allows to access the
corresponding LM scores directly (as arcs in G) within the weight pushing computation.
The LM look-ahead scores can be used to prune hypotheses already before the calculation
of AM scores. This additional pruning does not impact the actual search space but reduces
acoustic likelihood computations (see Section 6.3.1).
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7.2.6 Word Lattice Construction
The HCLT search requires only slight modifications to generate compact word lattices. We can
assume that the start time of a word-end hypothesis of a word w depends only on w and its
(n− 1) predecessor words. For a bigram LM used for lattice construction, this assumption is
known as “word pair approximation” [Schwartz & Austin 91] and was reported to hold in most
cases [Aubert & Ney 95, Ortmanns & Ney+ 97]. In general, the optimal word boundary may
depend on the whole utterance though (see also Section 6.6).
The HCLT decoder records the competing word-end hypotheses (with different LM context)
before the recombination is performed by collecting the backpointers of the recombined hy-
potheses [Ortmanns & Ney+ 97]. Each state in such a lattice corresponds to a hypotheses (s, t),
with search network state s = (sL, h¯w) and sL a root state of the prefix tree. It has incoming
arcs for all word-end hypotheses of word w at time t with some LM context h = uh¯. For across-
word context-dependent models, the states depend on the fan-in state of the prefix tree, i.e. the
hypothesized left and right phoneme context [Sixtus & Ney 02].
The lattices are pruned implicitly during construction by the word-end pruning (cf. Sec-
tion 7.2.4). This kind of lattice pruning uses forward scores only. Additional pruning using
forward-backward scores, i.e. complete path scores, can be carried out in an optional post-
processing step [Sixtus & Ortmanns 99].
Efficient lattice construction using the DTC search strategy is not as straight-forward as with
the HCLT decoder, as discussed in Section 6.6. Compared to the DTC methods, the HCLT
lattice generation requires a low amount of computations in addition to the first-best search and
yields word graphs of a well-defined structure.
7.2.7 Subtleties in Practice
Some subtle details of the search strategies are often omitted in the literature even though they
are relevant in practice.
Word boundaries are obvious in the HCLT search space, which facilitates the assignment of
word start and end times as well as the generation of word lattices. The DTC decoder needs to
apply some tricks, like special markers in the search network, if the exact word boundaries are
required in the decoder output. Our DTC decoder exploits the word boundary information of
the context-dependent phone models to detect transitions between words.
Non-speech events, like silence and noise, may cause problems, because they do not perfectly
fit in the transducer-based framework, if they are not part of the LM [Garner 08]. If noise
and silence tokens are required in the decoder output, they have to occur in the G transducer.
Furthermore, if weight pushing using the log semiring is used, non-speech labeled transitions
in G require a weight [Allauzen & Mohri+ 04c]. We showed in Section 4.5 that if non-speech
events shall preserve the language model context, loop transitions have to be added for every
state in G and each non-speech event, increasing the size of G. The HCLT decoder, though, does
not require LM scores for all word-end states and handles non-speech events independently of
the LM.
WFST-based decoders often use generic toolkits offering common data structures and algo-
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rithms, which simplify the development of search network construction tools and the decoder
itself. New modeling approaches, for example larger phonetic context, class LMs, or dynamic
expansion of the LM, require in many cases only modifications of the search network, leaving
the decoder untouched. The decoder can be implemented in a generic way, even independent
of using static or dynamic search networks. On the other hand, the generality of the implemen-
tation may impede some runtime optimizations and approaches not fitting into the transducer
framework would be difficult to integrate.
The HCLT search strategy is usually implemented using specialized operations and specific
data structures, which can be fine-tuned and well optimized. The non-generic approach, how-
ever, complicates the integration of other models, requiring to modify the decoder and the data
structures used.
However, as mentioned above, the search strategies per se are not tied to either implementa-
tion method. The HCLT search strategy can be implemented using finite-state transducers, as
the DTC search strategy can use specialized hand-crafted data structures and algorithms.
7.3 WFST-based HCLT Search
One of the goals of this work is to examine the individual differences between the search strate-
gies, pointed out in the previous section, not only theoretically but also in practice. For a clean
experimental setup, we use one decoder for all experiments (except lattice generation experi-
ments) which allows us to analyze individual characteristics separately and independently of
the decoder implementation specifics. Because of its flexibility, we chose the WFST-based
decoder for this purpose.
The HCLT search strategy can be simulated by an adequately structured WFST-based search
network. The definition of the transducers follows from the definition of the search network
in Section 7.2.1. The conversion of the lexical prefix tree, as generated by the HCLT decoder,
into a finite-state transducer with HMM state input labels is straightforward. A word-end state
is modeled by transitions with ε input label and word output labels, connecting the state with
one of the root states, as depicted in Figure 7.5. A word-end state representing several words
implies several word-end ε-transitions, e.g. the words “red” and “read” in the example . Due to
the non-optimized fan-in structure, some word-end states have transitions for the same word to
several fan-in root states.
The HMM state labels are associated with the states in the HCLT prefix tree in our decoder.
Therefore, all incoming arcs of a state in the lexical prefix tree transducer have the same input
label, which is inconsiderable as each state in a tree has exactly one predecessor. The fan-in
structure introduces some states with higher in-degree though, resulting in redundant search
hypotheses which do not match the HCLT search space. In order to simulate the HCLT search
exactly, we replace those transitions by ε-transitions and insert an adjacent transition carrying
the redundant input label.
The incorporation of the LM happens as in the HCLT search at word ends by traversing
the ε-transition with an output label. The transducer composition then generates as sucessor
a search network state for the prefix tree root state and the updated LM history. The back-off-
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adr : 
 : bad
adb : 
edr : 
edb :   : red
 : read
bad : 
 : bad
 : red
 : read
red : 
Figure 7.5 Example of word-end transitions in the prefix tree transducer (using ε-transitions). Cf. Figures 7.1, 7.2.
independent word histories of the HCLT search can be achieved by using an LM transducer
with failure transitions for the back-off structure. These back-off-transitions with a dedicated
input label are only traversed if no other transition has a matching label.
For technical reasons, we chose another implementation for the LM transducer. Instead
of using a static transducer with failure transitions, we generate an ε-free transducer for the
full LM dynamically as needed during decoding. A state in this transducer has an outgoing
transition for every word in the vocabulary. The transition weights are computed on-the-fly
(directly from the LM).
The LM look-ahead is simulated by using the label-reachability composition filter with
weight pushing. In this case, the LM is not simplified, i.e. the full LM context is used. Weight
pushing using the tropical semiring will yield the best reachable LM score, as in the HCLT
decoder.
If the LM transducer would have failure transitions, this type of LM look-ahead score com-
putation would not yield correct results. The label-reachability composition filter with weight
pushing does not account for the back-off transitions, because ε- or failure-transitions in the G
transducer are not followed during the weight computation.
Our recognition systems use state-independent HMM transition probabilities, which are ap-
plied by the decoder during runtime. Loop transitions on HMM states are not encoded in the
lexical prefix tree transducer, but generated dynamically.
Optional word-end pruning had to be added to the decoder, which is usually not used for the
DTC search strategy.
Note that the decoder, especially the computation of LM look-ahead scores, is clearly not
optimized for this kind of search network, resulting in poor runtime performance. Consequently,
the simulated search can be used solely to analyze the actual search space and not to measure
the runtime and memory efficiency.
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Figure 7.6 Active hypotheses vs. WER and active LM histories for full LM and compact back-off LM without LM
look-ahead, both using a HCLT prefix tree transducer, without LM look-ahead (WSJ 65K EN).
We can then apply transducer operations to optimize the prefix tree, use a G transducer with
back-off-structure, or use the log semiring for weight pushing.
7.4 Experimental Results
For the simulated HCLT search, we performed experiments on a moderate size task with our
Wall Street Journal (WSJ) read speech transcription system (WSJ 65K EN, cf. Section A.6).
Due to the computationally expensive HCLT search simulation, we chose a system with lower
complexity compared to state-of-the-art ASR systems. For performance measurements on opti-
mized systems we use the Quaero EN System for a more challenging task.
7.4.1 Search Space Structure
The first experiments compare the impact of the different search space structures. We com-
pare the WFST-based HCLT search with a decoder where we use a compact back-off LM
transducer instead of the full LM. The search network integrating the back-off LM uses the
label-reachability composition filter. Both systems do not integrate LM look-ahead scores. The
results shown in Figure 7.6 reveal a significantly smaller search space for the back-off LM. The
number of active LM histories (distinct G states) is also slightly higher when the full LM is
used. By exploiting the sparsity of the LM, the number of search hypotheses per LM history is
considerably reduced.
When we integrate the LM look-ahead, in form of on-the-fly weight pushing, the actual
search space is reduced by an order of magnitude. The huge difference in search space size
between the two structure variants vanishes when LM look-ahead is used for pruning, as can
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Figure 7.7 Active hypotheses vs. WER for full LM and compact back-off LM using a HCLT prefix tree transducer.
The LM look-ahead is computed using either the tropical or the log semiring (WSJ 65K EN).
be seen in Figure 7.7. Here, the back-off LM structure generates a slightly larger search space.
The differences between different kinds of look-ahead are discussed in Section 7.4.3.
7.4.2 Search Network
After converting the HCLT prefix tree to a transducer, we can apply WFST algorithms to opti-
mize its size. We do not use weighted pronunciation variants for the WSJ system. The prefix
tree transducer is therefore unweighted and all optimizations affect only size and structure of
the transducer.
Because the output labels are shifted away from the word-end by network optimizations, we
introduce special input labels for transitions corresponding to the last HMM state of a word,
in order to record the word-end time. For each word-end of a prefix tree state, we add such a
tagged transition from the predecessor state, carrying also the output label. The ε-transitions are
not required anymore and hence removed. The actual search space is slightly enlarged by this
construction, as a result of the redundant hypotheses for the last HMM state of homophones.
The effect of the search network optimizations is shown in Table 7.1. First, we determinized
the prefix tree transducer Sε (having ε transitions) for demonstration purposes as an acceptor, i.e.
input and output labels of each arc are combined in a single label, denoted as Sˆε . The number
of arcs is reduced by about 12%. The position of output labels is fixed in this optimization,
thus only the redundant transitions in the fan-in structure are merged. Additional minimization
reduces the size only slightly.
The ε-free representation is of course significantly smaller, because we model the junction
between words by one instead of two transitions. The insertion of disambiguation symbols
(S˜ in Table 7.1), required for transducer determinization, enlarges the transducer temporarily.
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Table 7.1 Size of the static network part, i.e. the HCLT prefix tree transducer (denoted as S) and the C◦L transducer
expanded to the HMM state level. HMM state loop transitions are not included. Sε and S are the prefix tree
transducers with and without input-ε transitions respectively. Sˆε is an acceptor obtained from Sε by combining
input and output labels of each arc in a single label. S˜ has additional disambiguation symbols (WSJ 65K EN).
transducer states [M] transitions [M]
Sε 3.956 7.076
det(Sˆε) 3.941 6.210
min(Sˆε) 3.889 6.127
S 1.969 5.109
S˜ 3.571 6.711
det(S˜) 2.493 4.824
min(S˜) 0.533 1.179
C ◦L 0.447 0.594
The subsequent determinization already reduces the number of states slightly, but minimization
has the largest effect. During minimization, the output labels can be moved before the fan-out
structures and common fan-outs can be shared.
The transducer min(S˜) has more arcs than the C ◦L transducer expanded to the HMM state
level, which corresponds to H ◦C ◦L without HMM loop transitions. In the minimized prefix
tree transducer, pronunciations being a prefix of another pronunciation have the output label
still on the fan-out transitions. Hence, the fan-out structure cannot be shared with other pro-
nunciations. This issue could be resolved by explicitly inserting ε-transitions as placeholder
just before the fan-out. The deterministic L transducer has the output label as close to the word
start as possible and introduces the context-dependency according to the state tying afterwards,
which prevents the generation of redundant across-word transitions.
The size of the static part of the search network has only small effects on the actual search
space, as can be seen in Figure 7.8. The smallest search space is achieved with both the mini-
mized prefix tree transducer min(S˜) and the C◦L transducer, because of the shared across-word
structures. The full sharing of HMM states has no measurable effect on the search space in this
experiment. Note that, due to the small test set used for these experiments, small variations in
WER relate to only a few word errors.
The effect of minimization of the C ◦L transducer in the DTC decoder on the actual search
space is rather small, as discussed in Section 7.1.2. Experimental results are shown in Sec-
tion 4.6.3
7.4.3 LM Look-Ahead
Figure 7.7 also compares the impact of using the tropical or the log semiring for weight pushing.
Using the log semiring, i.e. using the sum of probabilities of reachable words, results in a
smaller search space. These results are consistent with the findings reported in [Mohri & Riley
01] and [Rybach & Schüter+ 11].
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Figure 7.8 Active hypotheses vs. WER for various optimizations of the prefix tree transducer. The full LM and LM
look-ahead are used (WSJ 65K EN).
In the case where weight pushing with the tropical semiring is used for a back-off LM-
structured search graph, the pruning is less effective compared to the search graph using the
full LM. In the back-off LM-structured search graph, the look-ahead scores do not incorporate
back-off-weights for hypotheses of lower order history states, as these weights are already in-
cluded in the hypotheses score. While searching for the highest reachable LM probability, the
lower order history might distort the look-ahead. When summed probabilities are used, the
effect of imprecise LM probabilities is attenuated.
LM look-ahead using the sum of probabilities requires an efficient implementation in order
to reduce not only the size of the search space but also the runtime. The LM scores, negative log
probabilities, have to be summed in probability space. This summation requires more expensive
computations than determining the lowest LM score.
7.4.4 Word Lattice Construction
We compare the lattices generated by our standard HCLT decoder and the DTC decoder. The
DTC decoder uses the triphone based lattice construction with subsequent conversion to a word
lattice as described in Section 6.6.
The generated lattices are not directly comparable. The HCLT decoder performs lattice
pruning based only on forward scores. Lattices generated by the DTC decoder are pruned using
forward-backward scores. In our implementation, the lattice pruning of the HCLT decoder is
coupled with the word-end pruning. Hence, the lattice pruning threshold affects the search
space, especially for tight lattice pruning beams. In the DTC decoder, the lattice pruning does
not affect the search space.
The results in Figure 7.9 have to be interpreted with these considerations in mind. We gen-
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WER is 20%.
Table 7.2 Runtime performance of the HCLT and the DTC decoder with and without lattice generation (Quaero EN
System). The lattices generated by the DTC decoder are on the word level and are not determinized..
lattice RTF
decoder density WER first best lattice
HCLT 28.9 10.0 1.52 1.53
DTC 28.1 10.0 1.17 1.28
erated lattices with the DTC decoder with and without subsequent determinization. For small
(w.r.t. density) lattices, the lattice WER does not differ much among the various lattices. At a
reasonable lattice WER of 10% – the first best WER is 20% – the most compact lattice is the
deterministic one generated by the DTC decoder. Note that the lattice WER of the HCLT can
be higher than the first best results because of the interdependence of lattice pruning and search
space size.
We also compared the overhead in computation time for lattice generation over the first
best search. This measurement is of course implementation specific and depends on pruning
thresholds. Therefore, it can not be generalized, but it gives an impression of the additional
computations required. In Table 7.2, we compare the RTF for decoding parameters yielding
the same lattice density and equal lattice WER. The lattice generation using the HCLT decoder
requires virtually no additional runtime, as the existing book-keeping data is used. The compu-
tational overhead for lattice generation in our DTC decoder is about 9% in RTF at the chosen
lattice density.
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7.4.5 Implementation
So far, we focussed on implementation-independent properties of the two search strategies.
Figure 7.10 compares the performance of our actual implementations of both strategies. We use
two variants of the HCLT decoder, both of them use LM look-ahead with full LM histories as
described in [Nolden & Ney+ 11]. The improved HCLT decoder uses additional search network
minimization, as described in [Nolden & Rybach+ 12], and an optimized implementation. The
network minimization allows to share common suffixes and thereby significantly reduces the
amout of states in the fan-in and fan-out structure of the prefix tree. Acoustic look-ahead
methods are not applied. The DTC decoder used is described in Chapter 6.
Figure 7.10 (a) shows a considerably better runtime performance of the DTC decoder com-
pared to the standard HCLT decoder. The improvements of the HCLT decoder reduce the
runtime significantly, such that improved HCLT and DTC decoders have a nearly equal RTF.
The size of the actual search space is comparable for all three decoders, as can be seen in
Figure 7.10 (b). The higher efficiency in terms of runtime is thus not caused by more search
hypotheses, but by the way those are processed. In the HCLT decoder, the complexity is shifted
from the network construction to the decoder itself. Especially the computation of look-ahead
tables and the handling of word ends require more computation time than the dynamic compo-
sition using look-ahead composition filters [Rybach & Schüter+ 11].
7.5 Summary
The main difference between the HCLT and the DTC search strategy for dynamic search net-
works is the structure of the search space. The DTC variant exploits the sparsity of the LM
using an approximate representation of the LM, whereas the HCLT search always uses full
LM histories. Furthermore, the DTC search allows an early recombination of partial search
hypotheses at the word level in contrast to the word-end recombination of the HCLT search.
However, the impact of these differences on the actual search space is rather small if effective
pruning is applied using LM look-ahead methods.
The more compact representation of the static part of the search network obtained by apply-
ing transducer optimization methods slightly reduces the memory consumption of the decoder.
We showed that the compact representation of across-word phone context-dependency results
in a reduced search space. The effect of further minimization of the static search network part
on the actual search space proved to be negligible in our experiments.
We discussed the similarity between LM look-ahead in the HCLT decoder and on-the-fly
weight pushing for WFST composition. The usage of look-ahead composition filters allows for
the transparent integration of look-ahead scores in the hypotheses scores, without the need for
simplified LMs or complex management of look-ahead tables. The search space structure of
the DTC search strategy enables a very efficient computation of required LM scores.
The generation of compact word lattices using the HCLT search strategy is straightforward
compared to the approaches for the DTC search. The lattices generated by the DTC decoder
are comparable in density and quality, but require higher computational overhead.
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Figure 7.10 Performance measurement for our implementations of a HCLT and a DTC decoder (Quaero EN Sys-
tem).
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Given that both strategies operate on search spaces of comparable size, the speed of the de-
coders depends mainly on an efficient implementation. The actual implementation is however
not tied to a WFST-based or specialized representation of the network. The HCLT decoder
benefits from low computational costs for state expansions inside the prefix tree, but has higher
computational costs for look-ahead score computation and word-end handling. The DTC de-
coder has somewhat higher costs for within-word state expansions due to the computation of
the composition, but advantages in look-ahead score computation and hypotheses combination.
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Chapter 8
Practical Issues
In the previous chapters we described an efficient decoder. A speech recognition system con-
sists of several other components, some of which are also important for the efficiency of the
recognizer. This chapter highlights three aspects of an ASR system in practice. First, we dis-
cuss a method to divide an audio recording into smaller segments, which is an essential part
of the pre-processing stage. The next section examines the implementation of fast acoustic
model score computations, a crucial component of the decoder. Finally, we describe the soft-
ware framework, which provides the technology and infrastructure of our ASR systems and the
decoder described in this thesis.
8.1 Audio Segmentation
Audio segmentation is a vitally important task in several audio processing applications like
speaker diarization, speaker tracking, and ASR. The requirements on the segmentation differ
depending on the application. This section concentrates on speech recognition applications, in
particular broadcast news transcription.
The quality of the segmentation affects the recognition performance in several ways. Speaker
adaptation and speaker clustering methods assume that a segment is spoken by a single speaker.
The language model performs better if segment boundaries correspond to boundaries of sen-
tence-like units [Kubala & Anastasakos+ 96]. Furthermore, non-speech regions, like music
and other sounds often occurring in broadcast news shows, may cause insertion errors and
should be detected and removed beforehand. Regions with overlapping speech are not recog-
nized correctly in most cases and should be separated to limit the impact on the recognition of
surrounding speech. Obviously, segment boundaries positioned inside a spoken word impair
the recognition quality as well.
Various segmentation methods have been investigated in the literature, which can be catego-
rized into three classes [Chen & Gopalakrishnan 98]:
• Decoder-guided segmentations use the output of a speech recognition system, e.g. silence
regions recognized.
• Model-based approaches classify acoustic regions and divide the audio stream at changes
in the acoustic class.
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• Metric-based methods use a distance between adjacent regions in the audio stream, e.g.
the Kullback-Leibler (KL) distance or the Bayesian information criterion (BIC).
Techniques relying solely on acoustic features tend to produce longer segments, because their
focus is often on detecting changes in acoustic conditions. In [Kubala & Anastasakos+ 96,
Tranter & Yu+ 04] it was shown that the usage of ASR output improves the segmentation w.r.t.
recognition performance.
The method described in this section combines the advantages of ASR-, model-, and metric-
based approaches by incorporating several features of a segment [Rybach & Gollan+ 09b].
Furthermore, the decision of positioning a segment boundary is not made locally, but by consid-
ering the segmentation of the complete audio stream. This global optimization of the segmenta-
tion is done by a form of maximum a posteriori (MAP) decoding. The model used for segment
classification has been estimated on a manual segmentation. Moreover, we trained a classifier
to label the automatically generated segments and to remove non-speech segments.
Since the objective of this task is to improve the recognition performance, we measured the
segmentation quality in terms of word error rate obtained by applying a speech recognizer on
the segmented audio data.
8.1.1 Recognition System
The recognition is performed in three passes. The initial pass processes the unsegmented audio
data. The results of this recognition pass, including confidence scores, are used for the seg-
mentation process. After segmenting the data, a speaker-independent and a speaker-adapted
recognition pass are performed. The segments are clustered and used as speaker labels as re-
quired by the adaptation techniques applied. The recognition system is described in detail in
Section A.6.
In the acoustic front end, consisting of MFCC features, VTLN is applied to the filterbank.
The VTLN warping factors are estimated online by a Gaussian mixture classifier. For the
recognition of unsegmented data, the warping factors are estimated every second on a sliding
window (of 7 seconds). On segmented data, the warping factors are estimated segment-wise.
In the initial recognition pass, the unsegmented data is processed with a speaker-independent
acoustic model. During decoding, transitions from “sentence-end” to “sentence-start” are hy-
pothesized, too (as proposed by [Kubala & Anastasakos+ 96, Woodland & Gales+ 97]).
8.1.2 Segmentation Framework
The segmentation task can be formulated as an optimization problem for a given set of possible
boundaries. Each time frame t corresponding to a possible boundary is assigned to the class
“boundary” (class 1) or to the class “no boundary” (class 0): bT1 = (b1, . . . ,bT ) with bt ∈ {0,1}.
Instead of classifying a boundary independently of all other boundaries, we optimize the com-
plete segmentation:
bˆT1 = argmax
bT1 :bT=1
{
p(bT1 |XT1 )
}
(8.1)
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where XT1 is a sequence of arbitrary features which will be specified in Section 8.1.3. Using this
formulation we can consider segments in place of boundaries, which allows us to use context-
dependent features of the segmentation. A sequence bT1 implies the segments
[ti, t j] with bti = bt j = 1 and bt = 0 ∀ti < t < t j . (8.2)
For the first segment we define b0 := 1.
The probability of a sequence bT1 for given features X
T
1 is
p(bT1 |XT1 ) =
T
∏
t=1
p(bt |bt−11 ,XT1 ) . (8.3)
We assume that the probability of a time frame t being in class bt depends on the time frames
t ′, t of the segment [t ′, t] it terminates and on the features for this segment. By introducing the
index sequence
τN1 := {τ |bτ = 1, 1≤ τ ≤ T} (8.4)
of the boundaries in bT1 and by using the dependency model assumption, p(b
T
1 |XT1 ) can be
modeled by
p(bT1 |XT1 ) =
N
∏
n=1
(
p(bτn |τn−1,τn,XT1 ) ·
τn−1
∏
t=τn−1+1
p(bt |τn−1, t,XT1 )
)
(8.5)
where p(bτn |τn−1,τn,XT1 ) is the probability for the right boundary of segment [τn−1,τn]
(bτn = 1 for all n). The second product gives the probability that all time frames inside this
segment belong to class “no boundary” (bt = 0 ∀t /∈ τN1 ).
We model the class posterior probability of a segment boundary directly using a log-linear
model:
p(b|t, t ′,XT1 ) =
exp
(
∑iλi,b fi(t, t ′,XT1 )
)
∑1c=0 exp
(
∑iλi,c fi(t, t ′,XT1 )
) (8.6)
where the fi(t, t ′,XT1 ) are feature functions, which will be defined in the next section, and λi,c
are class specific feature weights.
The optimization problem over the 2T−1 possible segmentations can be solved using dynamic
programming, utilizing the first order dependency of a segment boundary on the previous bound-
ary. The auxiliary function Q(t) gives the probability of the best segmentation ending with a
segment boundary at time t:
Q(t) = max
t ′<t
{
p(bt
′
1 |XT1 ) · p(1 | t ′, t,XT1 ) ·Z(t ′, t−1)
}
(8.7)
= max
t ′<t
{
Q(t ′) · p(1 | t ′, t,XT1 ) ·Z(t ′, t−1)
}
(8.8)
Q(0) := 1 (8.9)
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Where
Z(tb, te) =
te
∏
t=tb+1
p(0 | tb, t,XT1 ) (8.10)
is the probability that no boundary occurs inside the segment [tb, te+1]. A similar approach is
used in line break computation [Knuth & Plass 81].
In our implementation, we constrain the search space by allowing only segments with a
length between 1 and 30 seconds. Furthermore, our implementations uses sums of negative
logarithms of the probabilities for reasons of efficiency and numerical stability.
Boundaries are hypothesized at time frames, where either silence, sentence end, or noise has
been recognized. In principle, other change point detection methods can be applied to generate
a set of boundary hypotheses. However, here we consider only boundaries recognized by the
ASR system.
8.1.3 Segment Features
The feature functions fi(t ′, t,XT1 ) used in the previous section represent specific features of a
segment [t ′, t]. We analyzed the following features in the experiments presented:
segment length The length of the segment.
words The number of words recognized inside the segment.
boundary length The length of the boundary token (i.e. the silence or non-speech region)
recognized at the end of the segment.
boundary confidence The confidence score of the boundary token recognized.
warping factor variance The variance of the VTLN warping factors classified inside the seg-
ment (cf. Section 8.1.1). This feature should give an estimate of the speaker homogeneity
in a segment.
BIC score We apply the BIC to the acoustic feature vectors (unnormalized MFCCs) in a win-
dow around the segment end and compute the BIC “distance” [Schwarz 78, Cettolo &
Vescovi+ 05]. This distance yields a feature for changes in the acoustic condition. If
there is silence recognized at the segment end, we remove the corresponding feature vec-
tors and enlarge the window accordingly. Hereby we can detect for example a speaker
change with a longer pause between the two speakers.
signal type From the results of the speech/non-speech detection (see Section 8.1.5) we com-
pute the degree of signal type homogeneity in the segment as the proportion of the max-
imum over the length of time frames labeled as non-speech, music, or speech relative to
the segment length.
sentence end A binary feature which is 1 if the boundary token recognized at the end of the
segment is a sentence end symbol.
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Furthermore, a zero-th feature f0(t ′, t,XT1 ) := 1 is added to integrate an offset value. Second-
order features can be augmented or used instead of the first-order features:
fi, j(t ′, t,XT1 ) := fi(t
′, t,XT1 ) · f j(t ′, t,XT1 ) , i≥ j (8.11)
The framework described is not limited to ASR-based features, but can incorporate any seg-
ment or boundary dependent feature.
8.1.4 Segment Model Training
In the training process the feature weights λi,c are optimized in a discriminative way according
to the maximum entropy criterion using the generalized iterative scaling (GIS) algorithm [Dar-
roch & Ratcliff 72].
First, we automatically transcribed the recordings of the training corpus using the boundary-
enabled recognition system (see Section 8.1.1). Then, feature vectors for class “boundary” were
computed for all segments corresponding to a segment in the reference transcription. Feature
vectors for class “no boundary” were calculated for segments with the reference segment be-
ginning as start time frame and an end time frame at any possible boundary either before the
reference segment end or inside the next reference segment. Thus, we assign both too long and
too short segments to class “no boundary”.
8.1.5 Speech vs. Non-speech Detection
The speech/non-speech detection system consists of 3-state HMMs for the signal types speech,
non-speech, pure music, and a 1-state model for silence. As suggested in [Gauvain & Lamel+
02], a separate model for speech in the presence of background noise was added. Furthermore,
we used gender-dependent speech models. Gaussian mixtures are used as emission models. In
total we used 576 densities for the 19 HMM states with mixture specific diagonal covariance
matrices.
The mixture models were trained on 9.5h audio material (training corpus, cf. Section A.6)
labeled with the 5 classes. Silence is not labeled in the reference transcriptions, but was hypoth-
esized during the forced Viterbi alignment of pure speech segments. Thus, the silence model
should not contain background noise.
The acoustic front end consists of MFCC features (13 coefficients, mean and variance nor-
malized) with first and second temporal derivatives. Similar to [Gauvain & Lamel+ 02], the
zero-th coefficient is not included, but its derivatives.
To incorporate a-priori probabilities for the individual signal types, we estimated a bigram
“language model”. This model consists of relative frequencies of the transitions between signal
types in the training corpus. To include silence in the model, we used the results of the forced
alignment of the training corpus. Using this model, we incorporate also transition probabilities
automatically estimated for intra signal type HMM state transitions
The non-speech detection is applied to both unsegmented and segmented data. The results
of the detection on unsegmented data are used to generate signal type features for the segmen-
tation.
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8.1.6 Segment Rejection and Post-processing
Insertion errors produced by the recognizer can be reduced by removing non-speech data.
Therefore, segments almost completely labeled as non-speech or music were removed. Fur-
thermore, we shrunk segments which had more than 0.6s of silence at the segment end (and
hence at the beginning of the next segment). The silence frames were not completely removed,
but 0.2s were kept. A similar procedure was used in [Tranter & Yu+ 04].
8.1.7 Experimental Results
Since the purpose of the segmentation is to improve the recognition performance, we measure
the segmentation quality in terms of WER achieved on the audio data segmented. However, the
computational effort for a 2-pass recognition is high, even for a relatively small development
corpus. Therefore, not every manually adjusted parameter of the system (e.g. the size of sliding
windows) has been analyzed yet.
All experiments were carried out on American English broadcast news data (cf. Section A.6).
We used parts of the Hub-4 training corpus to estimate the segmentation models. The rich
transcriptions were split at speaker change, background change, overlapping speech, and at
annotated sentence boundaries to produce a fine grained segmentation.
The development set used for parameter tuning and feature selection consists of two record-
ings from the National Institute for Standards and Technology (NIST) RT-03S Evaluation cor-
pus (STT, English broadcast news). The original corpus was reduced to keep the parameter
tuning feasible. The evaluation set eval-1 is the English broadcast news part from the Effective,
Affordable, Reusable Speech (EARS) RT-04F STT development set and eval-2 is the 1998
Hub4 Evaluation corpus.
The manual segmentation used for development and evaluation sets is derived from the refer-
ence transcription provided with the corpus and thus contains mainly speaker changes. There-
fore, the number of segments (relative to the recording length) in the training set is higher than
in the two other sets.
8.1.7.1 Feature Evaluation
In a first step, the impact of first- and second-order features (using all segment features) is
analyzed. From Table 8.1 can be seen, that using both first- and second-order features yields
the best results. Proceeding from this result, we studied the impact of the individual segment
features. The results of these experiments are shown in Figure 8.1. For the first pass recognition,
the signal type feature is the most important one. Due to the speaker adaptation applied in the
second pass, the BIC feature yields the biggest performance gain for the final result.
8.1.7.2 Recognition Results
A comparison of different segmentation approaches is shown in Table 8.2. We compared
the error rates obtained using unsegmented data, a manual segmentation, a segmentation pro-
duced by the publicly available NIST segmenter contributed by Carnegie Mellon University
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Table 8.1 Recognition results (WER [%]) obtained on the dev set using segmentations produced with first- and
second-order features.
feature order pass
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Figure 8.1 Impact of discarding individual features on the recognition performance. (sty: signal type, ste: sentence
end, bic: BIC score, bln: boundary length, bcf: boundary confidence, wfv: warping factor variance, wrd:
words, len: segment length).
(CMU) [Siegler & Jain+ 97], and a fixed length segmentation, where each segment is 15s long.
In addition, we applied a simple ASR-based method which splits the recordings at silence re-
gions longer than some threshold. This approach makes local decisions, disregarding context,
properties of surrounding segments, and speaker changes. The results labeled as “MAP seg-
mentation” were obtained using a segmentation produced with the approach described in this
section (all segment features, 1st and 2nd order features). As expected, the unsegmented and
the fixed length segmentation produce the worst results. The segmentation method introduced
yields better results than the segmentation produced by the NIST segmenter. The segmentation
of the dev- and the eval-2 corpus using our new approach yields better results compared to other
automatic segmentations. On the eval-1 corpus, the simple ASR-based method works slightly
better, albeit the overall recognition performance is quite low on this set.
The effectiveness of the non-speech rejection is shown in Table 8.3. The number of deletion
errors increases only slightly, while the number of insertion errors drops noticeable. The total
number of errors was reduced for all corpora, using both the manual and the automatically
generated segmentation.
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Table 8.2 Comparison of several segmentation methods in terms of WER [%] on several corpora for pass 1 (p.1)
and pass 2 (p.2).
segmentation dev eval-1 eval-2
method p.1 p.2 p.1 p.2 p.1 p.2
none 19.6 - 30.3 - 21.3 -
15s segments 19.3 17.0 29.9 27.2 22.2 20.6
NIST 16.4 14.5 28.6 25.6 19.7 17.7
ASR-based 17.3 15.3 27.3 24.8 19.5 17.7
MAP 16.3 14.2 27.3 24.9 18.9 17.0
manual 15.4 13.4 26.6 23.9 17.7 15.8
Table 8.3 Effect of automatic non-speech rejection on the deletion-, insertion-, and total WER [%]. Results given for
manual and MAP segmentation..
segmentation w/ non-speech w/o non-speech
corpus method del ins WER del ins WER
dev
MAP 2.9 3.4 17.7 2.9 2.0 16.3
manual 2.5 3.3 16.6 2.5 2.1 15.4
eval-1
MAP 5.3 4.5 27.9 5.3 3.9 27.3
manual 4.9 4.4 27.0 5.0 4.1 26.6
eval-2
MAP 3.9 2.6 19.0 3.9 2.5 18.9
manual 3.4 3.0 18.2 3.6 2.4 17.7
8.1.8 Discussion
We presented a novel MAP decoder framework for audio segmentation incorporating several
segment features using log-linear models. This framework is applicable for various segment or
boundary features and for different change point detection methods. Furthermore, constraints,
like the maximum segment length or the maximum number of words per segment, are easy
to integrate. It was shown that the segmentation has a significant impact on the quality of a
subsequent automatic transcription.
The improvements achieved in recognition performance are promising, but there is still room
for further improvements before reaching the quality of a manual segmentation. In principle
it should be possible to generate a segmentation, which yields better recognition performance
than the reference segmentation, because e.g. not all sentence boundaries are annotated. Never-
theless, we achieved a better recognition performance compared to both the acoustic- and the
ASR-based segmentation.
Future research subjects are the usage of multiple classes for different types of segment
boundaries and the addition of more boundary hypotheses by e.g. acoustic change point de-
tection. By adding boundary hypotheses at acoustic change points, e.g. speaker changes with
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overlapping speech could be detected. Furthermore, the appropriateness of other segment fea-
tures could be analyzed.
8.2 Fast Likelihood Computation
The computation of the emission probabilities of the HMMs requires a major part of the overall
runtime for the decoding. Thus, a fast computation of these acoustic scores increases the speed
of the decoder. In this section, we describe a method to compute the likelihood for Gaussian
mixture models using single instruction, multiple data (SIMD) instructions of modern CPUs.
The method presented here is based on prior work described in [Kanthak & Schütz+ 00].
8.2.1 Likelihood Computation
The emission probabilities of the HMMs in our system are modeled by Gaussian mixture mod-
els:
p(x|s) =
L(s)
∑
l=1
p(l|s) · p(x|l,s) (8.12)
with feature vector x ∈ RD, s an HMM state, and L(s) the number of densities. The negative
logarithm of the likelihood is used for reasons of numerical stability. Using the maximum
approximation we obtain:
− log p(x|s) = min
l
{
csl +
1
2
(
(x−µsl)TΣ−1sl (x−µsl)
)
+
1
2
log(det(2piΣsl))
}
(8.13)
with density weight csl =− log p(l|s), mean µsl , and covariance Σsl . We use a globally pooled
diagonal covariance matrix. That is, we have a single variance vector σsl = σ . Thus, the
negative log-likelihood is
− log p(x|s) = min
l
{
csl +
1
2
D
∑
d=1
(
xd−µsld
σd
)2
+
1
2
D
∑
d=1
log(2piσ2d )
}
(8.14)
=
1
2
min
l
{
D
∑
d=1
(
x′d−µ ′sld
)2
+ c′sl
}
(8.15)
where
x′d =
xd
σd
, µ ′d =
µd
σd
, and c′sl = 2 · csl +D · log(2pi)+
D
∑
d=1
log(σd) .
The computation of µ ′sl and c
′
sl has to be performed only once during initialization, the com-
putation of the normalized feature vector x′ is performed once for every feature vector to be
processed.
We apply scalar quantization to both feature and mean components, which results in a rep-
resentation using one byte per vector component [Kanthak & Schütz+ 00]. The SIMD instruc-
tions, Streaming SIMD Extensions 2 (SSE2) in particular, operate on 128-bit registers (XMM).
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Hence, one instruction can compute 16 vector components at once. Both feature vectors and
mean vectors are therefore zero-padded to obtain a dimensionality of a multiple of 16.
The computation of the negative log-likelihood for one mixture model is performed as fol-
lows. First, for each density the squared l2 norm between the feature vector and the mean is
computed and the density constant is added (cf. Equation 8.15). From these scores the lowest
value is used to derive the final result. The computation of the squared l2-norm is performed
block-wise (with a block size of 16 components) using SIMD instruction. An illustration of
the computation is shown in Figure 8.2. A block of feature and mean components is loaded
in two 128-bit registers (memory used for feature and mean values should be 16-byte aligned
for efficient load operations). The distance between these two vectors is computed using two
subtraction operations with saturation. Usually, the subtraction of two unsigned 8-bit number
generates a 9-bit result. When computing (x− µ) and (µ − x) with saturation, each with 8
bits, one of the results is zero. Hence, the desired absolute difference is generated by perform-
ing a bitwise OR operation on these results. The 16 difference values are distributed into 2
registers using 16 bit per component. The multiply-add instruction (PMADDWD) calculates
the squared differences and sums up two of them using 32 bit per value. These intermediate
results are accumulated in a separate register for all blocks of a vector. When all blocks have
been processed, the final result is obtained by summing up the four values in the accumulator
register and adding the density constant.
8.2.2 Improvements
During decoding, the AM scores are computed for each time frame t and each HMM state
hypothesis active at this time frame. Many HMM states are hypothesized in several contexts.
Therefore, the score for a particular HMM state is computed at most once for each feature xt
and cached. The total number of score calculations depends on the number of (tied) HMM
emission models and the pruning threshold. In experiments with our Quaero EN system (see
Section 8.2.3), about 37% of the 4500 mixture models are evaluated on average for each time
frame (using a wide pruning beam).
If an HMM state is active at a given time frame it will be hypothesized again at the next
few time frames in many cases. Therefore, we compute the AM score not only for the current
feature vector, but also for the next n feature vectors. These anticipatory scores are cached and
used for the next time frames if needed. Thereby, the log-likelihood computation is expected to
benefit from CPU caches, because the mean vectors are used several times.
The time required to compute an AM score depends on the number of densities per mixture
model. Thus, the computation time can be decreased by reducing the number of evaluated
densities. We applied a density pre-selection approach similar to vector quantization [Bocchieri
93]. All densities are clustered to generate a set of centroid points. For each feature vector the
k nearest centroid points are found and only densities within the corresponding clusters are
evaluated [Chen & Kingsbury+ 06].
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Figure 8.2 Computation of the l2 norm using SIMD instructions. x is a part of the feature vector, m is a part of a
mean vector, di = |xi−mi|, and si = d24i +d24i−1 +d22i +d22i−1.
139
Chapter 8 Practical Issues
Table 8.4 RTF for various likelihood computation methods. All experiments use the same pruning threshold.
quantization SIMD preselection WER RTF
19.7 8.4
X 19.7 3.8
X X 19.7 2.4
X X 19.7 2.7
X X X 19.7 1.8
8.2.3 Experimental Results
We evaluated the efficiency of the described likelihood computation method using the Quaero
EN System with a pruning threshold optimized for lowest WER. The average number of eval-
uated mixture densities per frame is 1675.98. The AM comprises 4500 mixture models with a
total of 1M densities.
Table 8.4 lists the results for various computation methods. The first half of the table shows
results obtained using 32-bit floating point values to compute the acoustic likelihoods. Here, the
usage of SIMD instructions reduces the RTF by 55%. The implementation using SIMD floating
point instructions is slightly different from the method for 8-bit integers described above. By
using the density pre-selection method with 256 clusters and evaluating the 32 nearest clusters,
a reduction by 70% compared to the baseline is obtained. The lower part of the table lists results
obtained using scalar quantization, i.e. integer computations. The recognition accuracy is not
affected by the reduction in precision. The RTF, however, is reduced by 25% compared to the
fastest floating point method.
Figure 8.3 shows the effect of the size of the buffer, i.e. the number of feature vectors the
scores are calculuated for at once. It can be seen that calculating scores for more than one
feature vector at a time improves the efficiency. The best buffer size for this experiment is 6.
Larger buffers increase the runtime, because some of the calculated scores are not used. The
optimal buffer size depends on the AM used, the input data, the pruning threshold, as well as
on the CPU.
8.3 RASR – An Open Source Speech Recognition System
Speech recognition is a challenging problem and state-of-the-art ASR systems consist of com-
plex software packages. The requirements on ASR software for research purposes are some-
what different from those of a commercial system. Software packages for ASR research should
provide a great level of flexibility in order to incorporate and evaluate new methods. For re-
searchers it requires a lot of effort to develop an ASR system from scratch, which impedes
innovations. Publicly available toolkits, often published under an open source license, facilitate
the introduction to research in this area. A couple of open source systems are available, for
example CMU Sphinx [Walker & Lamere+ 04], the HTK Toolkit [Young & Evermann+ 06],
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Figure 8.3 Performance of acoustic likelihood computations using quantization, SIMD instructions, and density pre-
selection with various buffer sizes (Quaero EN System).
Julius [Lee & Kawahara+ 01], and Kaldi [Povey & Ghoshal+ 11].
RASR (short for RWTH ASR) has been designed for the special requirements of research
applications [Rybach & Gollan+ 09a, Rybach & Hahn+ 11]. On the one hand it should be
very flexible, to allow for rapid integration of new methods, and on the other hand it has to be
efficient, so that new methods can be studied on real-life tasks in reasonable time and system
tuning is feasible. The flexibility is achieved by a modular design, where most components are
decoupled from each other and can be replaced at runtime. The API is subdivided into several
modules and allows for an integration of (high and low level) methods in external applications.
The applicability of RASR to real-life tasks has been proven by building several competitive
large vocabulary systems in international research projects using this toolkit. For example
TC-STAR (European English and Spanish) [Lööf & Gollan+ 07], GALE (Arabic, Mandarin)
[Rybach & Hahn+ 07,Plahl & Hoffmeister+ 08], and Quaero (English, French, German, Polish,
and Spanish) [Sundermeyer & Nußbaum-Thom+ 11]. For some of these systems, we have to
deal with huge vocabularies and need to process thousands of hours of speech data.
The flexibility of the toolkit allows for the rapid development of applications also in other do-
mains, for example continuous sign language recognition using video input [Dreuw & Rybach+
07] and optical character recognition (OCR), in particular handwriting recognition [Dreuw &
Rybach+ 12]. The OCR system is publicly available, too (cf. Section 8.3.6).
An important aspect for developing a system for a large vocabulary task is the support for
grid-computing. Nearly all processing steps for acoustic model training and decoding can be
distributed in a cluster computer environment. The parallelization scales very well, because we
divide the computations on the segment level, which requires synchronization only at the end
of the computation.
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The toolkit is publicly available for download on the RASR website1. It is published under
an open source license, called “RWTH ASR License”, which is derived from the Q Public
License v1.0 This license grants free usage including re-distribution and modification for non-
commercial use. RASR runs on both Linux and Mac OS X.
The RASR website also offers comprehensive documentation, tutorials, and recipes for sys-
tem development. Support is offered in form of a forum as part of the website. Furthermore,
we offer a ready-to-use recognizer for English.
In the following sections, we describe the individual parts of the framework. First we depict
the acoustic front-end and the available models and techniques. Then we present the decoders,
lattice processing tools, extensions, and finally the documentation and supplementary materials.
8.3.1 Signal Analysis
Methods for signal analysis are implemented in a component called Flow. The Flow module
offers a generic framework for data processing. The data flow is modeled by links connecting
several data processing nodes to a network. The networks are created at runtime based on a
network definition in XML documents, which makes it possible to implement or modify data
processing tasks without modifying the software.
Flow networks are used to compute acoustic features as well as to generate and process
dynamic time alignments, i.e. mappings from acoustic features to HMM states. Using a caching
mechanism, which is also implemented as a node, acoustic features and alignments can be re-
used in processing steps requiring multiple iterations.
The basic nodes in a Flow network implement the reading of waveforms from audio files,
computing an FFT, miscellaneous vector operations, and different types of signal normalization.
The networks included in the toolkit compute MFCC features and a voicing feature. Temporal
context can be incorporated by using derivatives of the acoustic features or an LDA transforma-
tion.
The flexibility of the Flow module allows for an easy implementation of other acoustic fea-
tures as well as for the integration of externally computed features.
8.3.2 Acoustic Modeling
The RASR module for lexical modeling allows for pronunciation weights. Pronunciations are
modeled by a sequence of context-dependent phones. In the current version, the context is
limited to triphones, including context across words.
Strict left-to-right HMM topologies are supported, each representing a (possibly context-
dependent) phone. Except for silence, which is modeled by a single state, all HMMs consist
of the same number of states. The transition model implements loop, forward, and skip transi-
tions. The toolkit supports a global transition model which distinguishes only the silence state.
Transitions leaving a word are penalized with an extra cost, the word penalty.
The emission probability of an HMM state is represented by a Gaussian mixture model. By
default, globally pooled variances are used. However, several other tying schemes, including
1http://www.hltpr.rwth-aachen.de/rasr
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density-specific diagonal covariance matrices, are supported. The acoustic model score compu-
tations are optimized for globally pooled variances though (cf. Section 8.2).
We provide tools to convert HTK acoustic models to RASR models. However, not all param-
eters of the HTK models can be used, especially the state dependent transition probabilities.
8.3.2.1 State Tying: Phonetic Decision Trees
RASR includes tools to train CARTs for phonetic decision trees. The configuration of the
CART training is flexible and supports a variety of phonetic decision tree based tyings. For
example, English systems usually perform best when estimating a separate tree for each combi-
nation of central phoneme and HMM state, while languages like Mandarin benefit from apply-
ing a less strict separation. In addition, the CART software supports randomization to generate
several acoustic models for subsequent system combination.
State tying definitions from external tools can be imported by using look-up tables stored in
simple text files.
8.3.2.2 Confidence Scores
The relation between the competing hypotheses in a word graph can be computed by estimating
the lattice link posterior probabilities [Evermann & Woodland 00]. Depending on the lattice
link labels and the structure of the lattice it is possible to compute confidence scores for different
units, e.g. word, pronunciation, or HMM state confidence scores.
For the unsupervised refinement or re-estimation of the acoustic model parameters (unsu-
pervised training) the toolkit supports the generation and processing of confidence weighted
state alignments. Confidence thresholding on state level is supported for unsupervised train-
ing as well as for unsupervised adaptation methods. The toolkit supports different types of
state confidence scores, all described in [Gollan & Bacchiani 08]. The emission model can be
re-estimated based on the automatically annotated observations and their assigned confidence
weights, as presented in [Gollan & Ney 08].
8.3.2.3 Speaker Normalization and Adaptation
RASR supports several methods for speaker normalization and adaptation: VTLN [Welling &
Kanthak+ 99], maximum likelihood linear regression (MLLR) [Leggetter & Woodland 95a],
fMLLR [Gales 98], and dimension reducing affine transforms [Lööf & Schlüter+ 07].
VTLN is implemented as a parametric linear warping of the MFCC filter bank, as described
in [Eide & Gish 96]. The parameters are estimated using the maximum likelihood criterion.
Support for one pass, or so called fast VTLN [Welling & Kanthak+ 99], is also included, by
using Gaussian mixture model classifiers for choosing the warping factors.
Both, VTLN and fMLLR are implemented in the feature extraction front-end, allowing for
use in both recognition and in training, thus supporting speaker adaptive training.
For MLLR, a regression class tree approach [Leggetter & Woodland 95b] is used to adjust
the number of regression classes to the amount of adaptation data available.
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All the adaptation methods can be utilized for both unsupervised and supervised adaptation.
fMLLR as well as MLLR estimation can make use of weighted observations, as obtained by
the confidence measures described in the previous section, allowing for confidence-based unsu-
pervised adaptation.
8.3.2.4 Acoustic Model Training
RASR includes tools for the estimation of Gaussian mixture models by both standard maxi-
mum likelihood training and discriminative training using the minimum phone error (MPE)
criterion [Povey & Woodland 02]. All training steps can be parallelized in a cluster computer
environment, which is indispensable for state-of-the-art amounts of training data.
The offered documentation (cf. Section 8.3.7) includes training recipes (configuration files
and shell scripts), which can be easily adapted for other tasks.
8.3.3 Language Modeling
The toolkit does not include tools for the estimation of language models. However, the decoder
supports n-gram language models in the ARPA format, produced e.g. by the SRI Language
Modeling Toolkit [Stolcke 02]. The order of the language model is not limited by the decoder.
Class language models, defined on word classes instead of words, are supported as well. Alter-
natively, a weighted grammar can be used.
8.3.4 Decoder
The default decoder included in our toolkit is based on the HCLT search as described in Sec-
tion 7.1.1. The WFST-based decoder as well as the tools required to construct the individual
transducers and the final search network, which have been developed in the course of this thesis,
are implemented as an add-on package for RASR (see also Section 8.3.6). The WFST-based
decoder can be used as a replacement for the default HCLT decoder.
The implementation of methods for fast computation of acoustic likelihood scores, as de-
scribed in Section 8.2, is included in RASR, too.
8.3.5 Lattice Processing
Lattice processing tools can be used for the post-processing of the word graphs generated by the
decoder. RASR includes a feature-rich framework for lattice processing. Major methods imple-
mented in this framework are: several techniques for confusion network (CN) construction, CN
decoding, lattice- and CN-based system combination [Hoffmeister 11], N-best list generation,
and word confidence score estimation.
The individual methods can be combined with basic operations (e.g. lattice pruning, file oper-
ations, format conversion) to form a data processing network similar to Flow (cf. Section 8.3.1),
yielding an implementation of a complete post-processing pipeline.
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8.3.6 Extensions
RWTH OCR2 is an add-on for RASR which adds support for image (sequence) processing
and can be used to develop competitive handwriting recognition systems [Dreuw & Rybach+
12]. OCR is conceptually similar to ASR, both translate sequences of features to a sequence of
written text. Instead of using HMM-based acoustic models, HMM-based models for sequences
of visual features are used. Both approaches use the same kind of language modeling. There-
fore, only the feature extraction module needs to be replaced or extended, such that image files
can be processed and image analysis methods can be used to compute visual features. Many
methods originally developed for ASR, can be applied to OCR, too. For example, adaptation
methods [Dreuw & Rybach+ 09] and discriminative training [Dreuw & Rybach+ 12].
The WFST-based decoder presented in this thesis is developed as an extension for RASR. In
addition to the decoder, this add-on package contains also the tools required for constructing,
combining, and optimizing the individual transducers. Both decoder and construction tools use
the publicly available OpenFst library [Allauzen & Riley+ 07].
For educational purposes, a small add-on containing two basic and simple decoders is avail-
able for downlad, which can be used in lab courses for example.
8.3.7 Documentation
The documentation is organized in a wiki3 and covers all steps of the acoustic model training,
multi-pass recognition, and describes the common concepts of the software and the used file
formats. Emerging questions are answered by the developers in a support forum.
For a quick introduction, we created a step-by-step recipe for the development of a small
(100 words) recognizer based on the freely available CMU Census Database. A more verbose
tutorial describes the development of an open vocabulary ASR system from scratch, includ-
ing acoustic model training, language model training, grapheme to phoneme conversion, and
system evaluation based on RASR and other open source software tools [Hahn & Rybach 11].
Both tutorials can be found in the wiki.
In addition, we offer the acoustic model, the LM, and the 60k-word pronunciation dictionary
developed for our European Parliament Planery Sessions (EPPS) English system (EPPS EN
System, see Section A.1) together with a ready-to-use one-pass recognition setup.
8.4 Summary
This chapter described a variety of practical aspects of a speech recognition system. We pre-
sented a novel method for audio segmentation and showed the importance of good segmentation
quality for the recognition accuracy. Furthermore, we described the implementation of fast like-
lihood computations for Gaussian mixture models using SIMD instructions. This chapter also
contains a detailed description of RASR, our publicly available open-source speech recognition
software framework.
2http://www.hltpr.rwth-aachen.de/rwth-ocr
3http://www.hltpr.rwth-aachen.de/rasr/manual
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Chapter 9
Scientific Contributions
The goal of this thesis was to investigate various aspects of search methods for large vocabulary
speech recognition using WFST. The following contributions are a result of this work:
Investigations on WFST-based models
All knowledge sources involved in a speech recognition system, namely the LM, the pronun-
ciation dictionary, and the context dependent phoneme models can represented as WFST. The
WFST framework also offers algorithms to combine and optimize the individual transducers to
form an efficient search network. While the general methods for construction, combination, and
optimization of search networks are well-known,several details and design alternatives of the
construction and design options are not discussed in the literature. In this thesis, we described
in detail the construction of the individual transducers and their optimization. We discussed
alternatives for generating the final search network using transducer composition. All consider-
ations are validated in a comprehensive series of consistent experiments.
Development of a WFST-based Decoder
A WFST-based decoder is conceptually simple, because major aspects of the search strategy
and the incorporation of the individual knowledge sources is encoded in the search network
itself. However, the development of an efficient decoder in practice requires several enhance-
ments of the basic search algorithm in order to gain efficiency in terms of both computation
time and memory consumption. The focus of this work is on dynamic network decoders which
allow for using complex LMs with a feasible amount of memory. We gave a thorough analysis
on the design of a WFST-based decoder and detailed theoretical as well as practical aspects.
Construction of Compact Phone Context-Dependency Transducers
The context-dependency transducer is an integral part of the search network construction. It
rewrites sequences of context-independent phonemes to sequences of context-dependent phone
models and is applied to the lexicon transducer by transducer composition. The parameters of
the phone models are tied using phonetic decision trees. In the conventional construction, the
context-dependency transducer is derived from this decision tree, which becomes unwieldy for
larger phonetic contexts and generalized features. We proposed a new method to construct the
transducer directly from training data without the need to build a decision tree explicitly. This
allows us to incorporate a regularization term in the optimization function, which controls the
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size of the transducer. We showed that the transducer size can be greatly reduced without a
significant loss in recognition accuracy.
Comparison of Dynamic Search Strategies
We compared the WFST-based search using dynamic transducer composition with another well-
known search strategy for dynamic network decoding, name the HCLT search, and provided a
detailed comparative analysis. We provided a specification and implementation of the HCLT
search in the WFST framework, which allowed us to study the distinctive properties of each
search strategy individually. In addition to the theoretical considerations, we presented an
experimental analysis unveiling the impact of those properties in which the two strategies differ.
Practical Aspects of Efficient Speech Recognition Systems
An ASR system in practice requires more than an efficient decoder. We discussed three impor-
tant parts required for the development of a speech recognition system: pre-processing of audio
data, efficient calculation of acoustic likelihoods, and our ASR software package.
A preprocessing step, which divides the audio stream into smaller segments, is usually re-
quired before the actual speech recognition can be applied. In this thesis, we presented a novel
framework for audio segmentation, which combines the advantages of different well-known
segmentation methods. An automatically estimated segment model is used to determine the
segmentation of an audio stream in a holistic way using a maximum a posteriori decoding strat-
egy, instead of classifying segment boundaries locally. An experimental comparison to other
segmentation techniques in terms of speech recognition performance was presented, showing a
promising segmentation quality of our approach. Furthermore, we illustrated the impact of the
segmentation quality on the speech recognition quality.
A large percentage of the overall runtime of the decoder is used to compute acoustic like-
lihood scores. We described in this thesis a method for fast likelihood computations, which
exploits the features of modern CPUs. The presented experimental results showed that our
implementation yields a significant reduction of the decoder runtime.
The decoder is an important piece of an ASR system, but many other components are re-
quired in addition. We described our publicly available ASR toolkit, called RASR. It contains
state-of-the-art speech recognition technology for decoding and the development of acoustic
models. Speaker adaptation, speaker adaptive training, unsupervised training, discriminative
training, lattice processing tools, and a flexible signal analysis framework are notable compo-
nents. The WFST-based decoder developed in the course of this work is an extension for RASR,
in addition to the included well-proven HCLT decoder.
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Outlook
We discussed many topics related to WFST-based speech recognition in this thesis. However,
several questions remain unanswered, which may serve as a starting point for for future re-
search.
WFST-based modeling
One of the advantages of WFST-based modeling is the flexibility. In the studies presented in
this work we used mainly standard modeling approach. One direction of future research is
the modeling of out of vocabulary (OOV) words. The ASR systems used in this work have a
fixed vocabulary. Thus, words not included in the lexicon cannot be recognized correctly. In
applications with frequently changing vocabulary, e.g. broadcast news transcription, the OOV
problem results in recognition errors of important words, like names and other content words.
One approach to deal with the OOV problem is the usage of so-called hybrid models, where
word fragments are included in both the vocabulary and the LM in addition to full words [Bisani
& Ney 05]. The fragments are treated as any other regular word during LM training and decod-
ing. One problem occurring with this method is that the fragments do not cover all possible
words. Furthermore, the fragments could benefit from longer LM contexts. On the other hand,
the fragments interfere with the LM context of regular words and a longer context might am-
plify this problem.
Instead of mixing words and fragments, separate LMs can be estimated for each of them.
The word LM contains a token for “unknown words”. The fragment LM can be “inserted” at
these positions. If both LMs are transducers, the insertions is a simple replacement of arcs with
the “unknown word” token by arcs to a copy of the fragment LM. The resulting transducer
might be too large to be constructed statically, but the replacement can be performed on-the-fly.
Using this type of sub-LMs, an additional LM on the character level can be included, yielding
a hierarchical approach [Shaik & Rybach+ 12]. Another approach is to leave out the fragments
and model OOV words directly on the character level [Kozielski & Rybach+ 13]. Many open
questions need to be answered before such a system may yield reasonable performance. How
can we map the character sequences to sequences of context-dependent phones? Can we build
the whole system on character level, while keeping the probabilities of the word LM? How can
we ensure correct word boundary information of the context-dependent phone models? Is it
necessary to keep the word LM context across sequences of sub-words?
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Direct Construction of Compact Context-Dependency Transducers from Data
We presented a general framework for the construction of context-dependency transducers with-
out the need to build separate phonetic decision trees. The possibilities of this framework have
not been fully exploited so far. The incorporation of generalized features for model splitting,
like syllable information or word identity, is possible using this method. The incorporation
of the resulting transducer size in the optimization procedure avoids heavily increased model
complexity. Especially the incorporation of word identity features in the direct construction of
C ◦L transducers seem promising, because it allows to build whole word models for frequent
words.
Comparison of Search Strategies for Dynamic Network Decoding
The analysis of the dynamic transducer composition search and the history conditioned tree
search revealed differences in search space structure, LM look-ahead, and lattice construction.
The question arising is how can we improve the decoder based on these findings? As we showed,
the tree search decoder can benefit from a minimized static search network part, because of
shared across-word models. Can we transfer the simple and efficient lattice generation method
of the tree-search decoder to the transducer decoder? What would be the impact of separating
hypotheses arriving at the unigram state of the G transducer?
Audio Segmentation
We presented a general framework for audio segmentation, which is able to incorporate arbi-
trary segment features. In our experiments we studied only a few features, other features could
improve the segmentation quality further. Can we integrate the speaker clustering into the seg-
mentation procedure? We used a simple log-linear model in our system. Can we improve the
segmentation by using other types of models, e.g. conditional random fields?
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Corpora and Systems
The experiments presented in this thesis have been performed for different tasks. These tasks
have different vocabulary sizes and cover different domains. The covered languages are Ameri-
can and British English (EN) as well as Arabic (AR). For each task a different ASR system with
corresponding test data was used. The systems differ in the size of their models, the amount
of training data used, and the applied methods. The individual acoustic and language models
were developed by members of our group, except for the Voice Search EN System described in
Section A.5. This section describes the various models and corpora.
Unless noted otherwise, the AMs consist of Gaussian mixtures with a single globally pooled
variance vector. The mixtures model generalized triphone states with across word context-
dependency. The phonetic decision tree used to tie the parameters of the HMM states incorpo-
rates word boundary information. Triphones are modeled by 3-state HMMs, silence is modeled
by a 1-state HMM. The HMMs use state-independent transition probabilities, i.e. a global time
distortion penalty (TDP). The silence model has separate TDP parameters.
The default acoustic front end consists of MFCC features derived from a bank of 20 filters.
VTLN is applied to the filterbank. The warping factors are estimated by a Gaussian mixture
classifier which allows us to apply VTLN already in the first recognition pass. We use 16
cepstral coefficients (including the zeroth coefficient) which are normalized using cepstral mean
and variance normalization. These MFCC features are augmented with a voicedness feature. In
order to incorporate temporal context into the acoustic features, we concatenate 9 consecutive
feature vectors in a sliding window. The concatenated feature vector is projected to a feature
space of lower dimension by applying an LDA.
Systems applying speaker adaptation generate speaker labels by clustering the speech seg-
ments clustering using a generalized likelihood ratio clustering with BIC-based stopping con-
dition. These segment clusters act as speaker labels as required by the adaptation techniques
applied. The output of a speaker-independent first recognition pass is used as input for the text
dependent speaker adaptation. fMLLR feature transformations, in some systems also MLLR
mean transformations, are estimated using the segment clusters. The transformed features and
models are used during a second speaker adapted recognition pass.
A.1 Quaero EN
The Quaero project adresses automatic processing of general multimedia data in various lan-
guages. ASR is one of the research topics covered, with the objective to develop automatic
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Table A.1 Corpus Statistics (Quaero EN System).
corpus duration [h] words
language model training 3.1B
acoustic training 234.3 2.8M
test data (dev10) 3.3 40.5K
Table A.2 Lexicon Statistics (Quaero EN System).
phonemes 44
words 150,038
pronunciations 179,421
avg. phonemes / word 7
transcription systems for audio data available on the web. The Quaero EN System was devel-
oped as part of RWTH Aachen’s participation in the project [Sundermeyer & Nußbaum-Thom+
11]. The overall transcription system has a complex architecture using several systems and their
combination. For the experiments presented in this thesis, a single system setup was used.
Table A.1 shows statistics of the training and test data. The acoustic data covers broadcast
news and broadcast conversations. The text data used for language model training contains
newspaper articles, web data (news, blogs), and the training data transcriptions.
The lexicon is based on the BEEP pronunciation dictionary. Missing pronunciations were
generated using automatic grapheme to phoneme conversion [Bisani & Ney 08]. Details of the
lexicon are shown in Table A.2.
The speaker independent AM consists of 1M densities for 4500 Gaussian mixture models.
The default features (see above) are augmented with NN-based phone posterior features. An
optional speaker-adapted (fMLLR) second recognition pass uses an AM with 1.1M densities.
This AM was trained using speaker-adaptive training (fMLLR) and discriminative training (min-
imum phone error (MPE) criterion). The standard 4-gram LM contains 50.4M n-grams. Other
LMs and detailed statistics are shown in Table 4.11 (page 51). Non-speech events are modeled
using a single-state silence HMM and a 3-state noise HMM.
A.2 EPPS EN
The EPPS task was part of the TC-STAR project. The objective of this project was to develop
automatic transcription systems for debates from the European parliament in various European
languages. The system used in the experiments is the one developed by RWTH Aachen for the
EPPS English Task of the TC-STAR 2007 evaluation campaign. [Lööf & Gollan+ 07]. Corpus
statistics are shown in Table A.3.
The lexicon is based on the BEEP pronunciation dictionary, augmented with automatically
generated pronunciations; statistics are given in Table A.4. Non-speech events are modeled by
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Table A.3 Corpus Statistics (EPPS EN System).
corpus duration [h] words
language model training 208.7M
acoustic training 91.6 660.6K
test data (eval07) 2.9 27.3K
Table A.4 Lexicon Statistics (EPPS EN System).
phonemes 44
words 53,275
pronunciations 58,513
avg. phonemes / word 7
5 non-speech pseudo phones (silence, hesitation, breath, laughter, general noise).
The AMs consist of 4500 Gaussian mixtures. The AM used for the first recognition pass
consists of 900K densities. A second AM (800k densities) estimated using speaker adaptive
training and discriminative training (MPE criterion) is used in an optional second recognition
pass, which applies speaker adaption using fMLLR. We used two 4-gram LMs of different size.
The smaller LM contains 7.4M n-grams, the larger one has 25.8M n-grams, detailed statistics
can be found in Table A.5.
A.3 GALE AR
The goal of the Global Autonomous Language Exploitation (GALE) project was to develop and
provide technology for translating and analyzing huge volumes of speech and text in multiple
langes [Olive & Christianson+ 11]. One of the tasks in this project was the automatic transcrip-
tion of broadcast news and broadcast conversations in Modern Standard Arabic. The models
used in this work are part of a larger, more complex transcription system described in [Rybach
& Hahn+ 07, Vergyri & Mandal+ 08].
Arabic poses special challenges for ASR applications. The morphological complexity of Ara-
bic and other language characteristics, like missing pronunciation information in Arabic texts,
introduce new requirements for the design of ASR systems [Kirchhoff & Bilmes+ 03]. The
Table A.5 LM statistics (EPPS EN System).
n-grams
1-grams 2-grams 3-grams 4-grams total PPL
53,275 2,483,858 2,303,277 2,632,539 7,472,949 110.8
53,275 6,917,517 8,433,492 10,355,085 25,759,369 107.1
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Table A.6 Lexicon Statistics (GALE AR System).
phonemes 34
words 596,487
pronunciations 2,075,549
avg. phonemes / word 10
Table A.7 Corpus Statistics (GALE AR System).
corpus duration [h] words
language model training 1.1B
acoustic training 1119 8.3M
test data (eval07) 4 28.5K
morphological complexity results in high OOV rates even with large vocabularies. Diacritics
are important in Arabic for word disambiguation and to derive the pronunciation. However,
these diacritics are often omitted in the written form found in most texts. The vocabulary and
the LM are therefore based on the undiacritized orthographic form.
The pronunciation dictionary was created using the MADA tool [Habash & Rambow 05].
MADA is a statistical morphological tagger and also provides full word diacritization. The
mapping from an orthographic form with diacritics to its pronunciation is straightforward and
requires only a few rules. The lexicon contains for each undiacritized orthographic form the
pronunciations of all diacritized observed in the acoustic training data as weighted pronunci-
ation variants [Vergyri & Mandal+ 08]. From the statistics in Table A.6 can be seen that the
average number of pronunciations per word is relatively high and that the total number of pro-
nunciations is the highest among the systems used in this thesis.
We use an AM with a total of 1.1M densities in 4500 mixture models, which has been train-
ing using speaker adaptive training (fMLLR) and discriminative training (MPE). The default
acoustic features are augmented with NN-based phone posterior features. Details of the feature
extraction can be found in [Hoffmeister & Plahl+ 07]. The features are speaker adapted using
fMLLR. The LM contains 101.2M bigrams and 596.5K unigrams. Large amounts of training
data have been processed to estimate reliable models (AM and LM). The corpus statistics are
shown in Table A.7.
A.4 WSJ 65K EN
Some experiments are performed on a moderate size task with our WSJ read speech transcrip-
tion system. We use a vocabulary of 65k words and a lexicon containing 70k pronunciations.
The acoustic model consists of 450k densities in 7000 Gaussian mixtures. The acoustic front
end consists of LDA-transformed MFCCs only. The 3-gram LM used contains 32.1M n-grams.
Experiments are performed on the November ’94 North American Business (NAB) Hub-1 de-
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Table A.8 Corpus Statistics for Segmenter and ASR System (EN BN System).
reference segments
system corpus duration [h] words [K] # avg. length [s]
segmenter
training 9.5 99 3288 10.3
dev 1.0 9 173 19.4
ASR
eval-1 2.6 22 418 23.3
eval-2 3.0 31 938 11.5
velopment corpus (49 minutes, 7577 words). The perplexity of the LM on this corpus is 148.4.
A.5 Voice Search EN
The experiments in Chapter 5 were performed at Google using a different ASR system on an
English spoken query task. All experiments in that chapter use baseline acoustic models trained
on 2100h of spoken queries. The acoustic front end consists of PLP cepstral coefficient features.
An LDA transform projects 9 consecutive 13-dimensional features to a 39-dimensional feature
vector. The tied HMM state models consist of up to 128 Gaussian densities per mixture model
with semi-tied covariances. The total number of densities in the acoustic model ranges between
400k and 500k depending on the parameters of the model construction. The pronunciation
dictionary comprises 43 phones including pseudo-phones for silence and noise. The 3-gram
language model contains14M n-grams for a vocabulary of 1M words. The test set contains
14.6K utterances with about 46K words in total.
A.6 English Broadcast News
The experiments in Section 8.1 were carried out on American English broadcast news data. Ta-
ble A.8 lists the corpus statistics. The development set used for parameter tuning and feature
selection consists of two recordings from the NIST RT-03S Evaluation corpus (STT, English
broadcast news). The original corpus was reduced to keep the parameter tuning feasible. The
evaluation set eval-1 is the English broadcast news part from the EARS RT-04F STT develop-
ment set and eval-2 is the 1998 Hub4 evaluation corpus.
The pronunciation dictionary contains 58k words. The AMs for both recognition passes have
1.1M densities. The AM used for the speaker adapted second pass was trained using speaker
adaptive training (fMLLR). The speaker adaption is performed using fMLLR and MLLR. The
4-gram language model consists of 61M multi-grams.
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Appendix B
Symbols and Acronyms
In this appendix, all relevant mathematical symbols and acronyms which are used in this thesis
are defined for convenience. Detailed explanations are given in the corresponding chapters.
Transducer Symbols
C phone context-dependency transducer
G language model transducer (grammar)
H HMM transducer
L lexicon transducer
Symbols
⊕ collect operator in a semiring
⊗ extend operator in a semiring
◦ transducer composition operator
A,B,C finite alphabets
csl mixture weigth in a Gaussian mixture model
d[q] shortest distance from state q
E[q] set of transitions leaving state q
E set of transitions of a transducer
ε empty string
e transition in a tranducer
F set of final states of a transducer
h word history
I[q] set of transitions to state q
I set of initial states of a transducer
i[e] input label of a transducer transition
N (x|µ,Σ) Gaussian distribution with mean µ and covariance Σ
n[e] destination state of a transducer transition
o[e] output label of a transducer transition
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p[e] source state of a transducer transition
pi path of transducer transitions
Q set of states of a transducer
q state in a tranducer
ρ(q) weight of final state q
sT1 sequence of HMM states s1 . . .sT
s HMM state
T number of time frames
t time frame index
ω[e] weight of a transducer transition
wN1 sequence of words w1 . . .wN
w word
xT1 sequence of feature vectors x1 . . .xT
x feature vector
Acronyms
AM acoustic model
AR Arabic
ASR automatic speech recognition
BIC Bayesian information criterion
C1P Consecutive Ones Property
CART classification and regression tree
CD context-dependent
CI context-independent
CMU Carnegie Mellon University
CN confusion network
CPU central processing unit
DARPA Defense Advanced Research Projects Agency
DTC dynamic transducer composition
EARS Effective, Affordable, Reusable Speech
EM expectation maximization
EN English
EPPS European Parliament Planery Sessions
FFT Fast Fourier Transformation
fMLLR feature space maximum likelihood linear regression
GALE Global Autonomous Language Exploitation
GB gigabyte
GER graph error rate
GIS generalized iterative scaling
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HCLT history conditioned lexical tree
HMM hidden Markov model
KL Kullback-Leibler
LDA linear discriminant analysis
LM language model
LVCSR large vocabulary continuous speech recognition
MAP maximum a posteriori
MB megabyte
MFCC Mel-frequency cepstral coefficients
MLLR maximum likelihood linear regression
MPE minimum phone error
NIST National Institute for Standards and Technology
NN neural network
OCR optical character recognition
OOV out of vocabulary
PLP perceptual linear prediction
PPL perplexity
RAM random access memory
RTF real time factor
SIMD single instruction, multiple data
SSE2 Streaming SIMD Extensions 2
TDP time distortion penalty
VTLN vocal tract length normalization
WER word error rate
WFST weighted finite-state transducer
WSJ Wall Street Journal
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