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Abstract. The paper presents a study of semicontinuity of set-valued maps.
First, connections between optimization algorithms and semicontinuity of set-
valued maps are presented with some examples. Next, upper semicontinuity of
set-valued maps is extended to a weaker condition, which has a theoretically
conformable duality to a kind of improved lower semicontinuity of set-valued
maps. The weaker definition is defined in terms of both neighborhoods and
sequences.
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, amarginal function $f^{*}(x):= \sup_{y\in F()}xf(X, y)$

























, $Z$ , $C$ $Z$ pointed
$\mathrm{p}\mathrm{o}\mathrm{i}\mathrm{n}0\mathrm{e}\mathrm{d}$ proper ,
$c\cap(-c)=\{0\}$
, $C$ , $Z$
$\leq c$
$z_{1}\leq_{C^{Z_{2}}}=Z_{2^{-\mathcal{Z}}}1\in C$
( , , ‘ ’ ‘ ’ –
[9] 357 ) , $C$ int $C$
, $C^{0}:=(\mathrm{i}\mathrm{n}\mathrm{t}C)\cup\{0\}$ $C$ $Z$
, $A\subset Z$ $A$ $z_{0}$ $A$
( ) , $z_{0^{-Z}}\in C$ $z$ $z_{0}$ $A$
,
$\{_{Z}\in A|Z\leq_{C0}Z, z\neq z0\}=\emptyset$
$A\cap(Z_{0}-C)=\{z_{0}\}$
$A$ , Mind
, $C$ , Mind $A$
, ,
$\mathrm{M}\mathrm{a}\mathrm{x}A$ $A$ , $C$ $C^{0}$ $A$
${\rm Min}_{\mathrm{w}}A$ ${\rm Max}_{\mathrm{w}}A$
, $X$ $\mathrm{Y}$ $f:X\cross \mathrm{Y}arrow Z$ ,
$\min_{x\in X}\mathrm{i}\max_{y\in Y}f(x, y):={\rm Min}\bigcup_{xx\in}$ Maxw$f(x,\mathrm{Y})$
$\max_{y\in Y}\mathrm{i}\min_{x\in X}$






$G(x):={\rm Max}_{\mathrm{w}}f(x, \mathrm{Y}),$ $H(y):={\rm Min}_{\mathrm{W}}f(X, y)$
, $G$ $H$ ,
$\min_{x\in X}\mathrm{i}\max_{y\in Y}$ $f(x, y):={\rm Min} \cup G(X)x\in X’\max_{y\in \mathrm{Y}}\mathrm{i}\min_{\mathrm{x}x\in}$ $f(x, y):={\rm Max} \bigcup_{y\in \mathrm{Y}}H(y)$
, $G(X)$ $H(\mathrm{Y})$ ,
, $X$ $\mathrm{Y}$ , $G$ $H$
,
,
$G_{1}(x):=\mathrm{M}\mathrm{a}\mathrm{x}f(x, \mathrm{Y}),$ $H_{1}(y):=\mathrm{M}\mathrm{i}\mathrm{n}f(X, y)$
,
2.2 Ekeland
, Ekeland $X$ , $f$ : $Xarrow R\cup\{+\infty\}$
$g:X\cross Xarrow R\cup\{+\infty\}$ $f$
$\mathrm{d}\mathrm{o}\mathrm{m}f:=\{_{X}\in X|f(x)<+\infty\}$
, $\mathrm{d}\mathrm{o}\mathrm{m}f\neq\emptyset$ $f$ ‘strict’ $f$
$\mathrm{e}\mathrm{p}\mathrm{i}f:=\{(x, \mu)\in X\cross R|f(x)\leq\mu\}$




1 , , , [8] [10]
Ekeland (Ekeland’s variational principle) Let $(X, d)$ be acom-
plete metric space, and let $f$ : $Xarrow R\cup\{+\infty\}$ be strict, positive, lower semi-
continuous (l.s.c., in short). Then, for $x_{0}\in \mathrm{d}\mathrm{o}\mathrm{m}f$ and $\epsilon>0$ there exists $\overline{x}\in X$
such that
$f(\overline{x})$ $\leq$ $f(x\mathrm{o})-\epsilon d(X_{0},\overline{X})$ ,
$f(x)$ $>$ $f(\overline{x})-6d(\overline{x}, X)$ $\forall x\in X,$ $x\neq\overline{x}$ .
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1: Ekeland 2: $f$ -g(x, )
2 , $f$
-g(x, ) $G(f, g).x)$ ,
$G(f, g;x):= \sup\{\mu|f(y)\geq-g(_{X}, y)+\mu,\forall y\in X\}$ $x\in X$ .











, ‘ ’ ‘ ’ ${\rm Max}$
, “marginal functions” ,
$f^{*}(x):=y \in\sup_{p(x)}f(x,y)$
, $f(x, y)$ 2 , $F$ ,
, $f^{*}$ ( ) (
, )
11
, $f$ $\nabla f$ , $x$
$f$ ,
([4] 4 )
Step 1( ) $x^{(0)}\in R^{n}$ , $k:=0$
Step 2( ) $H^{(k)}$ , $d^{(k)}$ $:=$
$-H^{(k)}\nabla f(x(k))$ $(\nabla f(x^{(}k))=0$ )
Step 3( ) 1
$\min_{t\geq 0}f(x^{(k})+td^{(k)})$
$t=t^{(k)}$ , $X^{(k1)}+:=X^{(k)}+t^{(k)}d^{(}k$ ) $k:=k+1$
Step 2
,
$p^{(k)}(x):=\{y\in Y|y=x+t(-H^{(k)}\nabla f(x)),t\geq 0\}$
, Step 3 $f$ amarginal funcfion $f^{*}(x)= \inf_{y(x}F\langle k$) )$f\in(y)$
, $M^{(k)}(x):=\{y\in F(x)|f(y)\leq f^{*}(x)\}$ ,
$x\mapsto M^{(k)}(x)$ , , $F$
$M^{(k)}$
, , amarginal
function $f^{*}(x)= \inf(ae)fy\in F(y)$
$F(x):=\{y\in \mathrm{Y}|g(y)\leq X\}$
, $\min_{x\in X}f(x)$ subject to $g(x)\leq 0$
3
, 2 ,
Hogan (1963 ) , Berge
Hogan
,





( 4) , Y
equally w-u.s.c. equally w-l.S.C.
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3:
, [7] [12] ,
, 3 ,
w-u.s.c. (closed) , (closed-value)
(uniformly compact) ,
Definition 1. (Berge’s u.s.c.) A set-valued map $F$ is said to be upper semicontinuous at
$x_{0}$ if for any open set $U$ with $F(x\mathrm{o})\subset U$ , there exists a neighborhood $V$ of $x_{0}$ such that
$F(x)\subset U$ for all $x\in V$ .
Definition 2. (Berge’s l.s.c.) A set-valued map $F$ is said to be lower semicontinuous at
4:
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$x_{0}$ if for any open set $U$ with $F(x_{0)}\cap U\neq\emptyset$ , there exists a neighborhood $V$ of $x_{0}$ such that
$F(x)\cap U\neq\emptyset$ for all $x\in V$ .
Definition 3. (Hogan’s u.s.c.) A set-valued map $F$ is said to be closed at $x_{0}$ if for any
sequence $\{x_{n}\}$ with $x_{n}arrow x_{0}$ and $\{y_{n}\}$ with $y_{n}\in F(x_{n}),$ $y_{n}arrow y_{0}$ for some $y_{0}\in Y$ implies
that $y_{0}\in F(x_{0})$ .
Definition 4. (Hogan’s l.s.c.) A set-valued map $F$ is said to be open at $x_{0}$ if for any
sequence $\{x_{n}\}$ with $x_{n}arrow x_{0}$ and $y_{0}\in F(x_{0})$ , there exists a sequence $\{y_{n}\}$ such that $y_{n}\in$
$F(x_{n})$ and $y_{n}arrow y_{0}$ .
, , ,
(closed-value) – (uniformly compact) ,
,
Definition 5. (w-u.s. $\mathrm{c}.$ ) A set-valued map $F$ is said to be weakly upper semicontinuous
at $x_{0}$ if for any open set $U$ with cl $F(x\mathrm{o})\subset U$ , there exists a neighborhood $V$ of $x_{0}$ such that
$F(x)\subset U$ for all $x\in V$ .
Definition 6. (equally w-u.s. $\mathrm{c}.$ ) A set-valued map $F$ : $Xarrow 2^{Y}$ is said to be equally
weak upper semicontinuous (equally w-u.s. $\mathrm{c}$ . for short) at $x_{0}$ if for any $\epsilon>0$ there exists a
neighborhood $V$ of $x_{0}$ such that $F(x)\subset B_{Y}(F(x_{0),)}\mathcal{E}$ for all $x\in V$ , where $B_{Y}(F(x_{0}), \epsilon)$ $:=$
$\{y\in Y|d_{Y}(y, F(x_{0)})<\epsilon\}$ .
Definition 7. (equally w-l.s. $\mathrm{c}.$ ) A set-valued map $F$ : $Xarrow 2^{Y}$ is said to be equally
weak lower semicontinuous (equally w-l.s. $\mathrm{c}$ . for short) at $x_{0}$ if for any $\epsilon>0$ there exists a
neighborhood $V$ of $x_{0}$ such that $F(x\mathrm{o})\subset B_{Y}(F(x), \mathcal{E})$ for all $x\in V$ .
Y , equally w-u.s.c. equally w-l.s.c.
For any open neighborhood $G$ of the origin $\theta$ , there exists a neighborhood $V$ of $x_{0}$ sucll
that $F(x)\subset F(x\mathrm{o})+G$ for all $x\in V$ .
For any open neighborhood $G$ of the origin $\theta$ , there exists a neighborhood $V$ of $x_{0}$ such
that $F(x\mathrm{o})\subset F(x)+G$ for all $x\in V$ .
, equally w-u.s.c. equally w-l .S.C.
A set-valued map $F$ : $Xarrow 2^{\mathrm{Y}}$ is said to be equally w-u.s. $\mathrm{c}$ . at $x_{0}$ if for any nets $\{x_{\lambda}\}$ with
$x_{\lambda}arrow x_{0}$ and $\{y_{\lambda}\}$ with $y_{\lambda}\in F(x_{\lambda})$ , there exists a net (sequence) $\{z_{\lambda}\}$ such that $z_{\lambda}\in F(x_{0})$
and $d_{\mathrm{Y}}(z_{\lambda}, y_{\lambda})arrow \mathrm{O}$ .
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A set-valued map $F$ : $Xarrow 2^{Y}$ is said to be equally w-l.s. $\mathrm{c}$ . at $x_{0}$ if for any nets $\{x_{\lambda}\}$ with
$x_{\lambda}arrow x_{0}$ and $\{z_{\lambda}\}$ with $z_{\lambda}\in F(x\mathrm{o})$ , there exists a net (sequence) $\{y_{\lambda}\}$ such that $y_{\lambda}\in F(x_{\lambda})$
and $d_{Y}(y_{\lambda}, z_{\lambda})arrow \mathrm{O}$ .
, Hogan , , 6.
2. ,
, ,
Definition 8. ($\mathrm{w}$-closed) A set-valued map $F$ is said to be weakly closed at $x_{0}$ if for any
sequence $\{x_{n}\}$ with $x_{n}arrow x_{0}$ and $\{y_{n}\}$ with $y_{n}\in F(x_{n}),$ $y_{n}arrow y_{0}$ for some $y_{0}\in Y$ implies
that $y_{0}\in \mathrm{c}1F(x_{0})$ .
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