In many applications such as data compression, imaging or genomic data analysis, it is important to approximate a given tensor by a tensor that is sparsely representable. For matrices, i.e. 2-tensors, such a representation can be obtained via the singular value decomposition which allows to compute the best rank k approximations. For t-tensors with t > 2 many generalizations of the singular value decomposition have been proposed to obtain low tensor rank decompositions. In this paper we will present a different approach which is based on best subspace approximations, which present an alternative generalization of the singular value decomposition to tensors.
Introduction
In this paper we will consider data sparse approximations of tensors. We will discuss a generalization of the singular value decomposition from matrices to tensors that is an alternative to the Tucker decomposition [8, 10] . In order not to overload the paper with technical we will mainly discuss 3-tensors, but our approach will work for arbitrary tensors.
Let F be either the field of real numbers R or complex numbers C. Denote by The best known example of a sparsely representable 2-tensor is a low rank approximation of a matrix A ∈ F m 1 ×m 2 . A rank k approximation of A is given by A appr := k i=1 u i v ⊤ i , which can be identified with
To store A appr we need only the 2k vectors u 1 , . . . , u k ∈ F m 1 , v 1 , . . . , v k ∈ F m 2 . The best rank k approximation of A ∈ F m 1 ×m 2 can be computed via the singular value decomposition, abbreviated here as SVD, [4] . The computation of the SVD requires O(m 1 m 2 2 + m 2 2 ) operations and at least O(m 1 m 2 ) storage. Thus, if the dimensions m 1 and m 2 are very large, then the computation of the SVD is often infeasible. In this case other type of low rank approximations are considered, see e.g. [2, 3, 5] .
For d-tensors with d > 2, however the situation is rather unsatisfactory. It is a major theoretical and computational problem to formulate good generalizations of low rank approximation for tensors and to give efficient algorithms to compute these approximations, see e.g. [8, 9, 10] . It is the goal of this paper to present and analyze an alternative generalization of the SVD to tensors.
A tensor T = [t i,j,k ] ∈ F m 1 ×m 2 ×m 3 is called a rank 1 tensor, and denoted by T = u⊗v ⊗w, if t i,j,k = u i v j w k , where u = (u 1 , . . . , u m 1 ) ⊤ , v = (v 1 , . . . , v m 2 ) ⊤ , w = (w 1 , . . . , w m 3 ) ⊤ . A tensor T ∈ F m 1 ×m 2 ×m 3 is said to have rank k if T can be represented as a sum of k rank 1 tensors, and cannot be represented as a sum of k − 1 rank 1 tensors. Note that if T is a sum of k rank 1 tensors, then T can be represented with at most O(k(ℓ + m + n)) storage.
We denote by R(k; m 1 , m 2 , m 3 ) the set of tensors in F m 1 ×m 2 ×m 3 of rank k at most. It is easy to show that R(1; m 1 , m 2 , m 3 ) is a closed set, more precisely an algebraic variety, in F m 1 ×m 2 ×m 3 . However, it is well known, see e.g. [1] , that for some values of k ≥ 2,
Let · be a norm on F m 1 ×m 2 ×m 3 . Then for k ≥ 2 it is possible that the minimization problem min
does not have a minimal solution. This will happen if T has rank greater than k and T lies in the closure of R(k; m 1 , m 2 , m 3 ). Hence, any algorithm which tries to find a solution to the minimization problem (1.1) will fail for certain tensors T . Since R(k; m 1 , m 2 , m 3 ) is a closed set, for k = 1, i.e. for the best approximation by a rank 1 tensor, (1.1) will always have a minimal solution. The object of this paper to introduce a new family of sparsely representable approximations to tensors, which we call best subspace tensor approximation (BSTA) of a given tensor T . As for the best rank 1 approximation, we will show that the BSTA always exists. Due to this fact, we think that in the case that the norm · on F m 1 ×m 2 ×m 3 is the norm induced by the inner products on the vector spaces F m 1 , F m 2 , F m 3 , the BSTA is an appropriate generalization of the SVD, see [8] for other generalizations of the SVD for tensors. Similar approach was suggested recently by Khoromskij [7] . We will also present a numerical algorithm to compute the best subspace tensor approximation that is based on the computation of singular value decompositions for matrices.
Unfortunately this numerical algorithm is extremely expensive. In order to reduce the complexity, in the last section we consider a procedure that is based on the recently suggested fast SVD [3] .
Notation and preliminary results
We denote by a bold capital letter a finite dimensional vector space U over the field F. A vector u ∈ U is denoted by a bold face lower case letter. A matrix A ∈ F m 1 ×m 2 denoted by a capital letter A, and we let either A = [a i,j ]
A 3-tensor array T ∈ F m 1 ×m 2 ×m 3 will be denoted by a capital calligraphic letter.
For a positive integer n we also use the convenient notation n := {1, 2, . . . , n}.
Let U 1 , U 2 , U 3 be three vectors spaces over F with m j := dim U j , j = 1, 2, 3 and let u 1,j , . . . , u m j ,j be a basis of U j for j = 1, 2, 3. Then U := U 1 ⊗ U 2 ⊗ U 3 is the tensor product of U 1 , U 2 , and U 3 ; U is a vector space of dimension m 1 m 2 m 3 , and
is a basis of U. A 3-tensor τ is a vector in U and it has a representation
in the basis (2.1). If the basis (2.1) is fixed then τ is identified with
Recall that x 1 ⊗x 2 ⊗x 3 , were x i ∈ U i , i = 1, 2, 3, is called a rank 1 tensor.(Usually one assumes that all x i = 0. Otherwise 0 = x 1 ⊗ x 2 ⊗ x 3 is called a rank 0 tensor.) Then (2.2) is a decomposition of τ as a sum of at most m 1 m 2 m 3 rank 1 tensors,
A decomposition of τ ∈ U\{0} as a sum of rank 1 tensors is given by
The minimal k for which the above equality holds is called the rank of the tensor τ . This definition is completely analogous to the definition of the rank for a matrix A = [a i 1 ,i 2 ] ∈ F m 1 ×m 2 , which can be identified with 2-tensor in
For j ∈ {1, 2, 3} denote by j c := {p, q} = {1, 2, 3}\{j}, where 1 ≤ p < q ≤ 3, and set
and the application of τ (j) is given by
Then rank j (τ ) is the rank of the operator τ (j). Equivalently, let A(j) = [a ℓ,i j ] ∈ R mpmq×m j , where each integer ℓ ∈ m p m q corresponds to a pair (i p , i q ), for i p = 1, . . . , m p , i q = 1, . . . , m q , and i j ∈ m j . (For example we may arrange the pairs (i p , i q ) in the lexicographical order.
The following proposition is straightforward.
is the dimension of subspace of m p × m q matrices spanned by T 1,j , . . . , T m j ,j .
Assume that each U j is an inner product space, with the inner product ·, · j for j = 1, 2, 3. Let u 1,j , . . . , u m j ,j , j = 1, 2, 3 be an orthonormal basis in U j with respect to ·, · j . Define an inner product on U, denoted by ·, · , by assuming that the basis (2.1) is an orthonormal basis in U. It is straightforward to show that the above inner product does not depend on the choice of the orthonormal bases in U 1 , U 2 , U 3 . The so defined inner product in U is called the induced inner product and we have identity
On F m 1 ×m 2 ×m 3 the standard inner product X , Y is given by
This inner product is induced by the standard inner products on
We denote by Gr(p, F n ) the set of all p-dimensional subspaces of F n . It is well known that Gr(p, F n ) is a closed set, more precisely an algebraic variety, called the Grassmannian of F n [6] .
) := inf X ∈S T − X the distance of T to a set S ⊂ F m 1 ×m 2 ×m 3 with respect to the norm . Then the best (p, q, r) subspace approximation of T ∈ F l×m×n is given by
and we denote the subspace where the minimum is achieved by X * ⊗ Y * ⊗ Z * and the minimal tensor by X * ∈ X * ⊗ Y * ⊗ Z * , i.e. we have
is the representation of τ in the orthonormal basis. Then
is the orthogonal projection of τ on the subspace
is the distance with respect to the Hilbert-Schmidt norm on F m 1 ×m 2 ×m 3 . Clearly, we have
3 The SVD as best subspace tensor approximation
In this section we will illustrate that the SVD allows to compute the best subspace tensor approximation for 2-tensors. Let us view m 1 × m 2 matrices as 2-tensors. Here x ⊗ y corresponds to the matrix xy ⊤ . A tensor τ ∈ F m 1 ⊗ F m 2 can be viewed as a linear transformation τ : F m 1 → F m 2 as follows. First observe that a rank 1 tensor x ⊗ y gives rise to the linear transformation (x ⊗ y)(z) = z,ȳ x. Now extend this notion to any τ ∈ F m 1 ⊗ F m 2 , which is a sum of rank 1 tensors.
We claim that the best rank k approximation of τ is obtained as the solution to the minimization problem
where X * , Y * are the subspaces spanned by the k left and right singular vectors of τ associated with the largest k singular values. Indeed, suppose that the minimum in (3.1) is achieved for some tensor α ∈ X * ⊗ Y * , so rank α ≤ k. Hence the best approximation by a rank k tensor is not worse than the minimum of (3.1). On the other hand, any rank k tensor is an element of sum X ⊗ Y for some X ∈ Gr(k, F m 1 ), Y ∈ Gr(k, F m 2 ). So the minimum in (3.1) is not bigger than the best rank k approximation. But the best rank k approximation to a given 2-tensor is obtained by the SVD [4] .
We now consider the following approximation problems for 2-tensors, which is equivalent to the corresponding matrix problem.
Lemma 3.1 Let Y ⊂ F m 2 be a given ℓ 1 ∈ m 1 dimensional subspace. For i ∈ m 1 and τ ∈ F m 1 ⊗ F m 2 consider the minimization problem of finding X ∈ Gr(i,
View τ as a linear mapping from Proof. Choose the standard orthonormal basis e 1 , . . . , e m 1 ∈ F m 1 and an orthonormal basis y 1 , . . . , y m 2 ∈ F m 2 such that Y = span(y 1 , . . . , y ℓ ) . Let Y ⊥ = span(y ℓ+1 , . . . , y m 2 ). Then
This means that we can write τ as
Since we require X ⊗ Y ⊂ F m 1 ⊗ Y it follows that the minimization problem (3.2) is equivalent to the minimization problem min
Observe next that φ, viewed as a linear transformation φ : F m 1 → Y is equal to τ |Y. The classical result for matrices implies that the best rank i approximation of φ is given via the left singular vectors associated to the largest i singular values of φ. 2
In this section we have shown that the best subspace tensor approximation for 2-tensors is obtained via the singular value decomposition. This immediately suggest to use it as a generalization of the SVD for higher tensors.
Best subspace tensor approximations for 3-tensors
I n this section we study the best subspace tensor approximation for 3-tensors. Let τ ∈ F m 1 ×m 2 ×m 3 and assume that p ∈ m 1 , q ∈ m 2 , r ∈ m 3 and consider the minimization problem min
and suppose that is minimum is achieved for the subspace X * ⊗ Y * ⊗ Z * with the tensor ξ, i.e.
In view of (2.10) this minimization problem is equivalent to the maximization problem
To simplify our exposition we state our results for F = R, C, but we give the proofs only for F = R.
To solve the minimization problem, we study the critical points (i.e. the points of vanishing gradient) of P X⊗Y⊗Z (τ ) 2 on Gr(p, F m 1 ) ⊗ Gr(q, F m 2 ) ⊗ Gr(r, F m 3 ). To do that we need the following lemma which follows from the Courant-Fischer theorem, see e.g. [4] . In the following, we use Fr(i, F m 1 ) to denote the manifold of all sets of i orthonormal vectors {x 1 , . . . , x i } ⊂ F m 1 . Proof. We prove the lemma by induction on i. For i = 1 we have g B (x) = x ⊤ Bx (note that x = 1). Then by the Courant-Fischer Min-Max characterization, see e.g. [4] , x = 0 is a critical point if and only if x is an eigenvector of B.
If x 1 , . . . , x i are eigenvectors of B it is straightforward to see that {x 1 , . . . , x i } is a critical point of g B . Indeed, consider a variation x ℓ (t) = x ℓ + tu ℓ + tv ℓ + O(t 2 ), ℓ = 1, . . . , i, where u l ∈ span(x 1 , . . . , x i ), v l ∈ span(x 1 , . . . , x i ) ⊥ . Then the contribution involving u 1 , . . . , u i is quadratic in t. Since v ⊤ ℓ x l = 0, ℓ = 1, . . . , i it follows that the contribution in v 1 , . . . , v i is also quadratic in t. It remains to show that if {x 1 , . . . , x i } is a critical point of g B then span(x 1 , . . . , x i ) is spanned by i eigenvectors of B.
Suppose that the assertion holds for i = k − 1 and assume that i = k ≤ m 1 . If k = m 1 then the assertion is clear because the whole space is spanned by eigenvectors of B. So let k < m. Note that if {y 1 , . . . , y i } ∈ Fr(i, R m 1 ) and span(y 1 , . . . , y i ) = span(x 1 , . . . , x i ) then g B (x 1 , . . . , x i ) = g B (y 1 , . . . , y i ). So we may assume w.l.o.g. that the matrix
is diagonal. Furthermore, we may assume that x s = e s , s = 1, . . . , i. The induction hypothesis states that for any k ∈ {i+1, . . . , m 1 } the symmetric matrix B k , obtained by erasing k rows and columns of B is a direct sum of C and the corresponding other block. Hence B = C ⊕ C ′ and the assertion follows. 2
We immediately have the following corollary. Proof. Representα by A ∈ R m 1 ×m 2 and let B = AA ⊤ . Let X ∈ Gr(i, R m 1 ) and suppose that {x 1 , . . . , x i } ∈ Fr(i, R m ) is a basis of X. Then P X⊗F m 2 (α) 2 = g B (x 1 , . . . , x i ), and the result follows from Lemma 4.1.
2
We will now construct projections of 3-tensors to 2-tensors, which we can use to compute best subspace approximations.
Let that e 1 , . . . , e m 1 , f 1 , . . . , f m 2 , g 1 , . . . , g m 3 are orthonormal bases in F m 1 , F m 2 , F m 3 respectively, such that e 1 , . . . , e p , f 1 , . . . , f q , g 1 , . . . , g r are bases of X, Y, Z, respectively. Then we can express τ as τ = m 1 ,m 2 ,m 3 i=j=k=1 t i,j,k e i ⊗ f j ⊗ g k and consider the following linear operators.
and then define for x ∈ F m 1 the operator via
where as before ·, · 1 denotes the inner product in F m 1 .
Analogously we proceed for
as a tensor in X ⊗ F m 2 ⊗ Z, i. e.,
and then for any y ∈ F m 2 we define the operator via
Then for any z ∈ F m 3 , we define the operator via
We have the following theorem. 2. V is spanned by some q left singular vectors of τ (U, W).
3. W is spanned by some r left singular vectors of τ (U, V).
Proof. Since the critical points are the zeros of the first derivative, it is enough to prove the necessary conditions for the function P X⊗V⊗W (τ ) 2 . Considering this as function on Gr(p, R m 1 ), Condition 1. then follows immediately by Corollary 4.2. The other conditions follow analogously.
In the following we will describe an iterative procedure to compute the best subspace tensor approximation. In order to find good starting values for U = X 0 , V = Y 0 , W = Z 0 we make use of the SVD. As explained in §2 we can unfold τ as a matrix A 1 , say m 1 × (m 2 n 3 ), by considering τ (1) as defined in (2.4). Then we perform the SVD and use as approximation the corresponding p-dimensional X 0 ∈ Gr(p, F m 1 ) spanned the left singular vectors of A 1 associated with the p largest singular values. In a similar way we determine Y 0 ∈ Gr(q, F m 2 ), Z 0 ∈ Gr(r, F m 3 ).
To find the maximum in (4.2) we then apply a relaxation method. 2. Y i+1 is obtained as the q-dimensional subspace corresponding to the left singular vectors of τ (X i+1 , Z i ) associated with the q largest singular values.
3. Z i+1 is obtained as the r-dimensional subspace corresponding to the left singular vectors of τ (X i+1 , Y i+1 ) associated with the r largest singular values.
We have the following convergence result. In this section we have shown that the best subspace tensor approximation for 3-tensors is a a generalization of the singular value decomposition. It is obvious how this procedure can be extended to arbitrary k tensors.
Unfortunately the described procedure is extremely expensive, since in every step a singular value decomposition of a very large full matrix has to be performed. In order to reduce the complexity, in the next section we consider a procedure that is based on the recently suggested fast SVD [3] .
Fast low rank 3-tensors approximations
In this section we generalize the algorithm outlined in [3] to the fast low rank tensor approximation, abbreviated as FLRTA, to 3-tensors. Let A = [a i 1 ,i 2 ,i 3 ] ∈ R l 1 ×l 2 ×l 3 be a 3-tensor, where the dimensions l 1 , l 2 , l 3 , are large. For each j = 1, 2, 3 we read subtensors of A denoted by
] ∈ R l 1,j ×l 2,j ×l 3,j . We assume that C j has the same number of coordinates as A in j-th direction, and a small number of coordinates in the other two directions. That is, l j,j = l j and the other two indices l s,j , s ∈ {1, 2, 3}\{j} are of order O(k), for j = 1, 2, 3. So C j corresponds to the j-section of the tensor A. The small dimensions of C j are (l s j ,j , l t j ,j ) where {s j , t j } = {1, 2, 3}\{j} for j = 1, 2, 3. Let m j := l s j ,j l t j ,j for j = 1, 2, 3.
To determine an approximation, we then look for a 6-tensor
and approximate the given tensor A by a tensor
where we contract the 6 indices in V and the corresponding two indices {1, 2, 3}\{j} in C j for j = 1, 2, 3, i.e., our approximation has the entries
This approximation is equivalent to a so-called Tucker approximation [10] . Indeed, if we represent each tensor C j by a matrix C j ∈ R m j ×l j that has the same number of columns as the range of the j-th index of the tensor A and as number of rows the product of the ranges of the remaining two small indices of C j , i.e.
is equal to the corresponding entry c
, where the value of r corresponds to the double index (i s , i t ) for {s, t} = {1, 2, 3}\{j}. This formula is expressed commonly as
(5.3)
We now choose three subsets of the rows, columns and heights of A I ⊂ ℓ 1 , #I = p, J ⊂ ℓ 2 , #J = q, K ⊂ ℓ 3 , #K = r. We define U b and U opt as in [3] . Instead of computing U opt we do the following approximations, as suggested in [3] for the case q = p, r = p 2 . Unfold the tensor A = [a i,j,k ] in the direction 3 to obtain the matrix E = [e s,k ] ∈ R (ℓ 1 ·ℓ 2 )×ℓ 3 . So e s,k = a i,j,k for the corresponding pair of indices (i, j) ∈ ℓ 1 × ℓ 2 . Then the set of indices (i, j) ∈ I × J corresponds to the set of indices L ⊂ ℓ 1 · ℓ 2 , where #L = pq. Denote by E L,K the submatrix of E which has row indices in L and column indices in K. Let E † L,K ∈ R r×(pq) be the Moore-Penrose inverse of E L,K . As in [3] we approximate the tensor A by
(5.8)
For each k ∈ K consider the matrix
Next we approximate F k by G k := (F k ) ℓ 1 ,J (F k ) † I,J (F k ) I, ℓ 2 . As in [3] we try several random choices of I, J, K with the cardinalities p, q, r respectively, with the best preset conditions numbers for the matrices E L,K and (F k ) I,J for k ∈ K.
Equivalently, we have that is an approximation of A ℓ 1 , ℓ 2 ,k . Replacing A ℓ 1 , ℓ 2 ,k appearing in (5.8) with the expression that appears in (5.9), we obtain the approximation B of the form (5.3).
