The randomness in Stochastic Gradient Descent (SGD) is considered to play a central role in the observed strong generalization capability of deep learning. In this work, we re-interpret the stochastic gradient of vanilla SGD as a matrixvector product of the matrix of gradients and a random noise vector (namely multiplicative noise, M-Noise). Comparing to the existing theory that explains SGD using additive noise, the M-Noise helps establish a general case of SGD, namely Multiplicative SGD (M-SGD). The advantage of M-SGD is that it decouples noise from parameters, providing clear insights at the inherent randomness in SGD. Our analysis shows that 1) the M-SGD family, including the vanilla SGD, can be viewed as an minimizer with a data-dependent regularizer resemble of Rademacher complexity, which contributes to the implicit bias of M-SGD; 2) M-SGD holds a strong convergence to a continuous stochastic differential equation under the Gaussian noise assumption, ensuring the path-wise closeness of the discrete and continuous dynamics. For applications, based on M-SGD we design a fast algorithm to inject noise of different types (e.g., Gaussian and Bernoulli) into gradient descent. Based on the algorithm, we further demonstrate that M-SGD can approximate SGD with various noise types and recover the generalization performance, which reveals the potential of M-SGD to solve practical deep learning problems, e.g., large batch training with strong generalization performance. We have validated our observations on multiple practical deep learning scenarios.
Introduction 2 M-SGD: Multiplicative Stochastic Gradient Descent
Machine learning problems usually involve minimizing an empirical loss over training data {x i , i = 1, . . . , N }, L(θ) = 1 N N i=1 (x i ; θ), where (x; θ) is the loss over one example and θ ∈ R D is the parameter to be optimized. Define the "loss vector" as L(θ) := (x 1 ; θ), . . . , (x N ; θ) ∈ R 1×N , then the gradient matrix is ∇ θ L(θ) = ∇ θ (x 1 ; θ), . . . , ∇ θ (x N ; θ) ∈ R D×N . Let 1 := (1, . . . , 1) T ∈ R N , then L(θ) = 1 N L(θ)1.
SGD The typical SGD iteration works as: it first randomly draws a mini-batch of samples with index set B t = {i 1 , . . . , i b }, and then performs parameter update using the stochastic gradientg(θ) estimated by the mini-batch and learning rate η,
Additive Noise (A-Noise) Traditionally, the SGD noise is interpreted from additive viewpoint, i.e.,
where V(θ t ) represents the Additive-Noise (A-Noise) of SGD. We call the interpretation of SGD by Eq. (1) and Eq. (2) as Additive-SGD (A-SGD) model. Note that V(θ t ) might not be a Gaussian noise [26] , and its mean is zero and covariance is Var[V(θ t )] = 1 b Σ sgd (θ t ), where Σ sgd (θ) = 1 N ∇L(θ)∇L(θ) T − ∇L(θ)∇L(θ) T . Though commonly adopted in literature [18, 33, 8, 19, 27, 14] , it is clear the A-Noise V(θ) is dependent on the parameter θ, thus it varies along the optimization path, and causes trouble for understanding and analyzing. To overcome this obstacle, many works assumed that A-Noise is constant or upper bounded by some constant [8, 14, 19, 32] . Thus a natural question raises: could the noise in SGD be decoupled from parameters? Fortunately, our multiplicative noise provides a positive answer, as elaborated in the following.
Multiplicative Noise (M-Noise) By the definition of SGD, the randomness of SGD are indeed caused by the mini-batch sampling procedure,where this procedure is actually independent of current model parameter. Thus there should exist a parameter (i.e. θ)-independent model to characterize SGD noises rather than the aforementioned A-SGD. To this end, we propose the following formulation:
where W sgd ∈ R N is a random vector characterizing the mini-batch sampling process, i.e., for sampling without replacement, W sgd contains b multiples of 1 b and N − b multiples of zero, with random index.
We hereby use Multiplicative-SGD (M-SGD) to represent the method of modeling SGD by Eq. (1) and Eq. (3), and Multiplicative-Noise (M-Noise) to denote W sgd . Note that M-Noise is independent of parameter θ. The following Proposition 1 characterizes the properties of M-Noise of SGD. 
For mini-batch sampled without replacement, the M-Noise W sgd in SGD satisfies
Proof is left in Section 1.1 of the Appendix. We only consider the sampling with replacement case in the remaining parts, since most of our results hold for the other case, if not pointed out otherwise.
Besides SGD, we extend M-Noise to general cases and overload the notation M-SGD as:
Note that: 1) M-SGD (6) becomes standard GD when W = ( 1 N , . . . , 1 N ) T , and SGD if W = W sgd . 2) The M-Noise W is independent of model, parameter and dataset. Such decoupling provides us with a clear picture at the regularization effect of SGD. We will elaborate this point in next section. 3) One special case we would like to pay more attention is when W is a Gaussian noise, i.e., W G ∼ N 1 N 1, Σ , and we call Eq. (6) M-SGD-Gaussian. Our analysis will later show that there is a strong approximation of the discrete M-SGD-Gaussian (6) by continuous SDE [18] . Moreover, we will empirically demonstrate that approximating W sgd by W G achieves highly similar regularization effects. Thus it is meaningful to use SDE as a tool for understanding the generalization benefits of SGD and its variants.
Connection between A-Noise and M-Noise
Moreover, under the assumption that V(θ) follows a Gaussian distribution, then W is Gaussian too. This property plays a crucial role for us to design fast algorithm injecting noise into gradient based algorithms as shown in Section 5.1. Though A-Noise and M-Noise could convert between each other, M-Noise decouples noise and parameter, which gives us new insights on the behavior of SGD. For example, we now make use of M-Noise perspective to explicitly elaborate the implicit bias of SGD.
M-SGD Performs Data-Dependent Regularization
This section presents details of Result I. Let us first recall L(θ)
Thus learning L(θ) by M-SGD (6) equals to applying GD to optimize the objective L(θ) with a randomized data-dependent regularization term:
We upper bound the random term in M-SGD by its local maximum in δ-ball, and as δ → 0 the inequality becomes tighter. The right hand side of the objective function (8) could be treated as the empirical realization of the population objective (9):
The explicit regularization of SGD with the local Rademacher complexity with a δ-ball, and the empirical benefit of such regularization in image classification and neural network architecture search have been reported in [30] . The difference is that we show that SGD has an implicit regularization resembling local Rademacher complexity.
For any M-Noise V, R(V, θ, δ, N ) defines a local complexity measure.
Note that the components of V might not be independent. Specially, 1) for A = (a 1 , . . . , a N ) T and a i , i = 1, . . . , N be i.i.d., P[a i = 1] = P[a i = −1] = 1 2 , R(A, θ, δ, N ) is the local Rademacher complexity [2, 1, 3, 30] ; 2) let G = (g 1 , . . . , g N ) T ∼ N (0, I), then R(G, θ, δ, N ) is the local Gaussian complexity [2] , which is the corresponding regularization term of M-SGD-Gaussian with independent Gaussian M-Noise; 3) for SGD noise V sgd , we name R(V sgd , θ, δ, N ) the local SGD complexity. 3 We provide the following results to bound local Rademacher, Gaussian and SGD complexity. 
The proof can be found in Sections 1.2 and 1.3 of the Appendix.
Theorem 1 tells us that local Gaussian complexity is equivalent to local Rademacher complexity, which explains the generalization advantage of M-SGD-Gaussian, since regularizing Rademacher complexity is known to bring benefits for generalization [22, 30, 3] . Though we cannot build perfect bridge between local SGD complexity and local Rademacher complexity yet, in Section 5 we will show that M-SGD-Gaussian could perfectly simulate SGD, given proper covariance of the Gaussian M-Noise. Thus we conclude that the local SGD complexity works similar to local Gaussian complexity and local Rademacher complexity, and the implicit bias of SGD is due to this data-dependent complexity regularizer. 
The Continuous Approximation of M-SGD
This section primarily focus on presenting Result II of our work. With the implicit bias of M-SGD known, we now address the issue of its continuous approximation. We first recollect the weak approximation between discrete A-SGD and continuous SDE [18, 12, 10] .
Heuristically, let dt ≈ η and dW t ≈ √ η , ∼ N (0, I), A-SGD iteration (1, 2) could be treated as an discretization of the following SDE
It is important to recognize the noises driving A-SGD iteration (1, 2) and SDE (12) are independent processes, hence we could only understand the approximation between them in a weak sense. Theorem 2. (Weak convergence between A-SGD and SDE [18] ) Let T ≥ 0. Under mild assumptions, SGD (1) is an order 1 weak approximation of the SDE (12), i.e., for a general class of test function g,
Please refer to Theorem 1 in [18] for the rigorous statement and proof.
Similarly, the weak approximation also holds for M-SGD (1, 3), given the corresponding M-Noise shares the same covariance with the multiplicative noise of SGD, since Theorem 2 only makes use of the moments of SGD noise. The weak convergence provides us with the equivalence of the discrete iteration and the continuous SDE in sense of probability distributions. Nonetheless, the path-wise closeness between the two processes is not ensured.
M-SGD-Gaussian. To obtain stronger approximation, e.g., path-wise convergence, we need to make assumption that M-Noises are drawn from a Gaussian distribution, i.e., M-SGD-Gaussian. Concisely, Theorem 3 guarantees the strong convergence between M-SGD-Gaussian and SDE (12) . 
The rigorous statement and proof are deferred to Section 1.4 in the Appendix.
The strong convergence guarantees the path-wise closeness between θ k and Θ kη , which indicates the close behavior not only at the level of probability distributions but also at the level of sample paths of the two processes. In Section 5 ( Figure 1 (a)(d)), we will empirically verify that M-SGD-Gaussian achieves highly similar regularization effects as SGD, which makes it reasonable to understand SGD via M-SGD-Gaussian and its strong approximation, the continuous SDE.
The Discrete Approximation of SGD using M-SGD
In this section we study the way to approximate SGD using M-SGD with M-Noise drawn from interchangeable random distributions with/without mini-batch settings. Compared to A-SGD, our proposed M-SGD can easily generate noises of various useful and desired types with low computational complexity, using the M-Noise drawn from interested distributions. In the rest of this section, we first introduce the fast algorithm for implementing M-SGD-Gaussian, then present the details about Result III and Result IV, all based on the Fast M-SGD-Gaussian Algorithm and its variants.
Fast M-SGD-Gaussian: efficient Gaussian noise generation with gradient covariance
Approximating the noise in SGD by a Gaussian one is a common used trick [33, 14, 29] . The targeted noise is a Gaussian noise with gradient covariance 1 b Σ sgd (θ), denoted as υ. To obtain such noise, one would first compute the covariance matrix and then apply the singular value decomposition (SVD),
However there are two obstacles in the above generation procedures: 1) evaluating and storing Σ sgd (θ) ∈ R D×D is computationally unacceptable, with both N and D being large; 2) performing SVD for a D × D matrix is comprehensively hard when D is extremely large. Furthermore, one needs to repeat 1) and 2) at every parameter update step, since Σ sgd (θ) depends on parameter θ. In compromise, current works suggest to approximate gradient covariance using only its diagonal or block diagonal elements [29, 33, 14, 20] . Generally, there is no guarantee that the diagonal information could approximate full gradient covariance well. Specifically, [33] empirically showed that such diagonal approximation cannot fully recover the regularization effects of SGD. Thus a more effective approach of generating Gaussian noise with gradient covariance is of both theoretical and empirical importance.
Inspired by M-SGD framework (6), we propose a fast algorithm to generate Gaussian-like SGD noise. First of all, through a little calculation it can be shown that
In this way, the preferred Gaussian noise could be sampled as
Fast Implementation Thanks to the linearity of derivation operator and the feasibility of derivation operator to communicate with weight average operator, we can design the fast algorithm (described in Algorithm 1) to implement M-SGD-Gaussian (in the form of Eq. (16)).
Update parameter θ k+1 = θ k − η∇ θL (θ k ) 7: end for 8: Output: Output θ K Remark: 1) Before the deep learning era, the typical setting of machine learning is N D, i.e., the number of samples is larger than that of parameters. In this circumstance, the SVD way of generating Gaussian noise is indeed plausible. However, when it comes to deep networks where N D, or both numbers are high, it turns out computing the full gradient could be far more efficient than explicitly evaluating the covariance matrix and performing SVD, resulting in the computational advantage of our method over the traditional one. 2) Our method could be easily extended to generate other types of noise besides Gaussian, e.g., Bernoulli noise and the mini-batch version of noises. See the following for more discussions.
Approximate the M-Noise of SGD by Gaussian ones and components independent ones
Here, we present the details of Result III. First, based on the Fast M-SGD-Gaussian (16) 
M-SGD-Cov and M-SGD-Fisher
Intuitively, M-SGD-Cov and M-SGD-Fisher should not be far away from each other. We can see this using SDE (12) . At the beginning stage of SGD training, the drift term outlarges the diffusion term in scale [33, 25] , dominates the optimization, and the noise term almost makes no contribution, no matter whether it is gradient covariance noise or Fisher noise. During the latter diffusion stage, however, the gradient turns to be close to zero, thus Σ sgd (θ) ≈ F (θ). In a nutshell, covariance noise and Fisher noise should behave similarly for regularizing SGD iteration.
Thanks to M-SGD-Gaussian formulation, we could now give a mathematical analysis on the difference between these two types of noise. Let W F and W Cov be the M-Noises for generating Fisher noise and gradient covariance noise, respectively, then from Eq. (15) and Eq. (16), we have:
Note that matrix I − 1 N 11 T centralizes a random vector. Thus the M-SGD perspective tells us the only difference between W Cov and W F is that, in the former one, the white noise for generating the M-Noise is firstly processed by centralization. On the other hand, since the components of ∈ R N are already identically distributed with zero mean, and N is extremely large in deep learning with huge training data, thus 1 
In this way, we can see that the covariance of Bernoulli M-Noise is the diagonal of the covariance of SGD M-Noise. Note that this "diagnoal" relationship might not hold for their corresponding A-Noises. This Bernoulli M-Noise could be viewed as the best approximation of SGD M-Noise, among all the random variables with independent components. Large Batch Training Especially, when the batch size becomes large, the generalization of vanilla SGD would be hurt and perform even worse than the SGD with small batch size [11, 16] . In the same Figures 1 (c)(f) , our experiments show that M-SGD with various M-Noise settings can still recover the generalization performance under the same large batch settings (b=2000 or 5000 with ghost batch normalization, learning rate tuning, and regime adaptation) [11] . Thus, our perspective of multiplicative SGD might shed new light on developing new algorithm of large batch training maintaining both the speed advantage and generalization guarantee. We leave further investigation along this direction as future work.
Results and Observations

Discussions and Conclusions
In this work, we introduce Multiplicative SGD model (M-SGD) to interpret the randomness of SGD, from Multiplicative Noise (M-Noise) perspectives. First of all, we find the M-Noise helps establish a theory that connects the generalization of SGD to a data-dependent regularizer of Rademacher complexity type. Moreover, under the known Gaussian M-Noise assumptions, the M-SGD model holds a strong convergence to the known SDE of SGD, beyond the weak convergence obtained in [18] . In addition, based on M-SGD formulation a fast algorithm is developed to efficiently insert noise into gradient descent. Using the algorithm, we empirically verify that M-SGD with various desired types of M-Noises can well approximate the behaviors of SGD , in the sense of achieving similar generalization performance. Compared to the traditional analytical models based on the additive noise, we find multiplicative noises provides an alternative way to understand SGD, with insightful new results for both theory and application.
As the first work along the M-Noise road, there are several unsolved theoretical challenges, e.g., the relationship between local Rademacher complexity and local SGD complexity, and more general local complexity measures. These open problems are left for future work.
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A Missing Proofs in Main Paper
A.1 Proof of Proposition 1
Proof. Sampling without replacement
By definition, the random variable W sgd could be decompose as
where W i , i = 1, . . . , b are i.i.d, and they represent once sampling procedure. Thus W i = (w i 1 , . . . , w i N ) T contains one 1 b and N − 1 zeros, with random index. By its definition, we know
Thus 
Sampling with replacement
Let W sgd = (w 1 , . . . , w N ) T , by definition, W sgd contain b 1 b s and N − b zeros, with random index. Thus
Hence
A.2 Proof of Theorem 1: first half
Define the Rademacher variables a 1 , ..., a N ∈ {1, −1} with even probability. Define the standard Rademacher complexity
Let g 1 , ..., g N be a sequence of independent N (0, 1) Gaussian random variables. Define the Gaussian Rademacher complexity
Theorem (The first part of Theorem 1 in the paper, Lemma 4 in [2] ). There are absolute positive constants c and C such that
Proof. The proof follows [2, 28, 24] .
Indeed, our proof holds for not only local Rademacher and Gaussian complexity, but also original Rademacher and Gaussian complexity. Thus for the simplicity of notations, we omit θ in function f and write sup θ−θ ≤δ f (x; θ ) as sup f f (x).
We first prove the inequality (38a). Set µ be the product probability measure on R N and let b ≡ E|g i | = |g i | dµ, note that g i and −g i are identical distributed. Then
Hence (38a) holds.
Let us now demonstrate (38b). To this end we first propose the following estimate [24] . If 0 ≤ α i ≤ 1, then
If we apply (48) to α i = |g i | max i=1,...,N |g i | , then we get
and thus
(since g i and −g i are identically distributed) (51)
so that we conclude (38b) by noticing that E gi max i=1,...,N |g i | ≤ C ln N ([6], Lemma 11.3).
It remains to show (48). Due to the absolute sign inside the sup and the symmetry, without loss of generality we can always assume that a 1 = 1. If N = 2, we are left to show that
We can fix α 1 and consider the function F (α 1 ,
It can be directly verified that F (α 1 , α 2 ) is convex in α 2 , since it is the summation of two convex function in α 2 . Also F (α 1 , α 2 ) = F (α 1 , −α 2 ), and thus for any 0 ≤ α 2 ≤ 1 we have F (α 1 , α 2 ) ≤ F (α 1 , 1). In a same way F (α 1 , 1) ≤ F (1, 1), and we conclude (48) for N = 2.
The case for general N follows the same idea by introducing the function
In summary we finish the proof.
A.3 Proof of Theorem 1: second half
Let V = (v 1 , . . . , v N ) T be the M-Noise of SGD, by definition we know that for V, the number of Theorem (The second part of Theorem 1 in the paper). Assume N = kb, k ∈ N, k > 1, then
Proof. First we know that for i.i.d. examples x i , i = 1, . . . , N , the following equation holds for any function F :
where i 1 , . . . , i N is a permutation of 1, . . . , N .
Thus by definition of SGD complexity
and the definition of M-Noise V = (v 1 , . . . , v N ) T , i.e., the number of N b − 1 is b and the number of −1 is N − b at any cases, we could permute the index of x i , such that v 1 , . . . , v b = N b − 1, v b+1 , . . . , v N = −1, without affecting the SGD complexity. Thus we have
Since N = kb, we can regroup x b+1 , . . . x N as k − 1 groups, each of them contain b examples, then
(since x r and x jb+r are identically distributed) (63)
Hence the inequality holds. Then the M-SGD-Gaussian iteration (67)
is a order 1 strong approximation to SDE (68)
i.e., there exist a constant C independent on η but depending on L and M such that
Proof. We show that, as η → 0, the discrete iteration θ k of Eq. (67) in strong norm and on finite-time intervals is close to the solution of the SDE (68). The main techniques follow [4] , but [4] only considered the case when C(θ) is a constant.
For vector x ∈ R d , we define its norm as |x| := √ x T x; for matrix X ∈ R d1×d2 , we define its norm as |X| := Tr(X T X) = Tr(XX T ).
Let Θ t be the process defined by the integral form of the stochastic differential equation
Here for a real positive number a > 0 we define a = max {k ∈ N + , k < a}. From (70) we see that we have, for k = 0, 1, 2, ...
Gaussian sequence in (67). From here, we see that
where θ k is the solution to (67).
We first bound Θ t in Eq. (70) and Θ t in Eq. (68). Then we could obtain the error estimation of θ k = Θ kη and Θ kη by simply set t = kη.
Since we assumed that
is also L-Lipschitz continuous. Take a difference between (70) and (68) we get
We can estimate
where we used the inequality |∇ θ L(
Similarly, we estimate
On the other hand, from (73), the Itô's isometry [23] and Cauchy-Schwarz inequality we have
Combining (74), (75) and (76) we obtain that
Since we assumed that there is an M > 0 such that max i=1,2...,N (|∇ θ i (θ)|) ≤ M , we conclude that
By (68), the Itô's isometry [23] , the Cauchy-Schwarz inequality and 0 ≤ s − s η η ≤ η we know that
Combining (78) and (77) we obtain
Set T > 0 and m(t) = max 0≤s≤t E| Θ s − Θ s | 2 , noticing that m( s η η) ≤ m(s) (as s η η ≤ s), then the above gives for any 0 ≤ t ≤ T ,
By Gronwall's inequality we obtain that for 0 ≤ t ≤ T ,
Suppose 0 < η < 1, then there is a constant C which is independent on η s.t.
Set t = kη in (82) and make use of (72), we finish the proof.
Remark. As we have seen in the previous proof, the functions ∇ θ L(θ) and C(θ) are both L-Lipschitz continuous, and thus the SDE (68) admits a unique solution ([23, Section 5.2]).
B Experiments Setup and Further Results
The different algorithms are explained as follows:
• GD: vanilla GD.
• SGD: vanilla SGD.
• SGD-b: vanilla SGD with batch size b.
• M-SGD-Fisher: M-SGD-Gaussian, the covariance of Gaussian M-Noise is the empirical Fisher scaled by SGD batch size. • M-SGD-Cov: M-SGD-Gaussian, the covariance of Gaussian M-Noise is the gradient covariance scaled by SGD batch size. • GD-Rademacher: use vanilla GD to optimize loss with Rademacher regularizer. We approximately solve the Rademacher regularizer by abandoning the maximum operator and the absolute value operator. There is a hyper parameter to scale Rademacher regularizer, which is tuned to be optimal. All the experiments are implemented by PyTorch 1.0.0. We will make code available for reproducibility.
B.1 FashionMNIST
Dataset We randomly choose 1, 000 original test data as our training set, and 60, 000 original training data as our test set. Thus we have 1, 000 training data and 60, 000 test data. The only pre-processing is scaling image into [0, 1].
Model We use a LeNet like network:
Both two convolutional layers use 5 × 5 kernels with 10 channels and no padding. The number of hidden units between fully connected layers are 50. The total number of parameters of this network are 11, 330.
Optimization We use standard (stochastic) gradient descent optimizer. The learning rate is 0.01. If not stated otherwise, the batch size of SGD is 50.
