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Namen tega dela je ovrednotiti programsko okolje Vitis Unified Software Platform
za pospesˇevanje opravil, kot je mnozˇenje matrik. V vezju FPGA na razsˇiritveni
kartici PCI-e v gostiteljskem racˇunalniku je z omenjenim orodjem implementiran
sistem za mnozˇenje matrik. Njegova zmogljivost je primerjana z zmogljivostmi
dveh obstojecˇih resˇitev, Vitis BLAS in Intel MKL. Primerjava temelji na izmer-
jenih hitrostih izvajanja operacij.
Sistem je implementiran za razsˇiritveno kartico Alveo U250 Data Center. Nje-
gov nacˇrt temelji na sistolicˇnem polju za mnozˇenje matrik, koristi 16-bitno arit-
metiko s fiksno vejico in podpira matrike do velikosti 1024× 1024. Zaradi kolicˇine
neuporabljenih sredstev po implementaciji je realiziran sˇe drug sistem z dvema
identicˇnima cevovodoma. Njegove arhitekturne znacˇilnosti so enake, a deluje pri
malo nizˇji frekvenci in podpira vrsˇenje dveh operacij hkrati.
Zaradi tezˇav s knjizˇnico Vitis BLAS je za primerjavo uporabljena le knjizˇnica
Intel MKL. Njena zmogljivost mnozˇenja matrik z 32-bitnim podatkovnim tipom
s plavajocˇo vejico je izmerjena na Intelovih procesorjih: i7 4700HQ, Xeon Gold
6144, Xeon Gold 6154 in Xeon Platinum 8180. Rezultati kazˇejo v prid implemen-
tiranih sistemov, a je treba uposˇtevati, da se uporabljen podatkovni tip razlikuje.
Bistvo je, da je zmogljivost primerljiva in programsko okolje Vitis zmore proizvesti
uporabne rezultate.
Kljucˇne besede: programirljivo polje logicˇnih vrat, mnozˇenje matrik, Vitis Uni-





The intent of this work is to evaluate the Vitis Unified Software Platform de-
velopment environment for acceleration of tasks alike matrix multiplication. For
that, a system for multiplying matrices is implemented in an FPGA device on a
PCI-e extension card in a host computer with the aforementioned development
tools. The system’s performance is compared with the performance of two exist-
ing solutions, Vitis BLAS and Intel MKL. The basis for the comparison are the
measured speeds of execution.
The system is implemented for the Alveo U250 Data Center accelerator card.
Its design is based on a systolic array for matrix multiplication, utilises 16-bit
fixed point arithmetic and supports sizes of matrices up to 1024× 1024. Due
to the amount of unused resources after implementation, a second system with
two identical pipelines is implemented. Its architectural characteristics are the
same, but it operates at a slightly lower frequency and supports execution of two
operations in parallel.
Due to complications with the Vitis BLAS library, only the Intel MKL library
is used for comparison. Its 32-bit floating point matrix multiplication performance
is measured on Intel processors: i7 4700HQ, Xeon Gold 6144, Xeon Gold 6154,
and Xeon Platinum 8180. The results favor the implemented systems, however
the data type used is different. The key takeaway is that the performance is
comparable and the Vitis development platform is able to provide useful results.
Key words: field-programmable gate array, matrix multiplication, Vitis Unified
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1 Uvod
Jedro tako rekocˇ vsakega racˇunalnika je centralna procesna enota (ang. central
processing unit, oziroma CPU), v kateri se izvajajo programi in obdelujejo po-
datki. CPU je integrirano vezje, ki je namenjeno izvajanju splosˇnih racˇunskih in
logicˇnih operacij ter nadziranju vhodno-izhodnih medijev. V kontekstu racˇunske
znanosti in visoko zmogljivega racˇunalniˇstva (ang. high performance compu-
ting) je CPU orodje, s katerim izvajamo algoritme. To so navodila, ki natancˇno
definirajo zaporedja operacij, s katerimi pridemo do resˇitev zastavljenih proble-
mov. Moderni procesorji so sposobni izvajati mnogo operacij na enoto cˇasa, a se
kljub temu posluzˇujemo metod za pospesˇevanje izvajanja algoritmov, kajti nam
to omogocˇa resˇevanje tezˇjih in bolj kompleksnih problemov. To lahko dosezˇemo
z uporabo dodatne strojne opreme, kot je graficˇna procesna enota (ang. graphics
processing unit, oziroma GPU) ali programirljivo polje logicˇnih vrat (ang. field-
programmable gate array, oziroma FPGA). Seveda je mozˇnosti vecˇ, a sta zgoraj
navedeni resˇitvi, poleg centralnih procesnih enot, zelo pogosti in dostopni izbiri.
Racˇunalniˇski sistemi se zˇe dolgo uporabljajo za vrsˇenje numericˇnih izracˇunov,
saj so pri tem veliko hitrejˇsi kot cˇlovek. Primer osnovne matematicˇne opera-
cije, ki se je izvajala z racˇunalnikom zˇe sredi prejˇsnjega stoletja, je mnozˇenje
matrik [9, 10]. To je podlaga za mnogo znanstvenih izracˇunov in se uporablja
na podrocˇjih statistike, ekonomije, fizike, racˇunalniˇstva ter drugih vej znanosti.
Primer aplikacije te operacije je ucˇenje, vrednotenje in uporaba nevronskih mrezˇ.
V vsakem koraku, od ucˇenja do uporabe, je namrecˇ potrebno izvrsˇiti zelo veliko
operacij mnozˇenja matrik. To je racˇunsko zahtevno in je omejevalni dejavnik pri
razvoju vecˇjih in bolj zapletenih mrezˇ.
Za izvajanje matematicˇnih operacij z racˇunalnikom obstaja vecˇ programskih
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orodji, ki ponujajo temu optimizirane metode. Vsa orodja pa ne podpirajo vseh
strojnih platform. Nekatera so narejena za centralne procesne enote, druga za
graficˇne procesne enote, lahko so optimizirana za opremo dolocˇenega proizvajalca,
ali pa podpirajo vecˇ platform. Obstaja tudi nekaj orodij, ki dovoljujejo izvajanje
operacij v programirljivih poljih logicˇnih vrat.
1.1 FPGA ali graficˇen procesor?
Programirljivo polje logicˇnih vrat je integrirano vezje, ki uporabniku omogocˇa
implementacijo logicˇnih vezij. Sestavljeno je iz razlicˇnih blokov in infrastrukture
za njihovo medsebojno povezovanje. Obicˇajno vsebuje vhodno-izhodne bloke,
programirljive logicˇne bloke (ang. configurable logic block, oziroma CLB), ki
vsebujejo multiplekserje, vpogledne tabele (ang. look-up table, oziroma LUT)
in bistabilne multivibratorje (FF), ter razlicˇne specializirane bloke. Ti pogosto
vkljucˇujejo digitalne signalne procesorje (DSP), bloke staticˇnega bralno-pisalnega
pomnilnika (ang. block random-access memory, oziroma BRAM), fazno sklenjene
zanke, krmilnike za ethernet in PCI-e (ang. peripheral component interconnect
express) ali celo mikroprocesorje. Konfiguracijo blokov in njihovih povezav dolocˇa
stanje celic staticˇnega bralno-pisalnega pomnilnika (SRAM), katerega je mozˇno
spremeniti na terenu.
Z vidika pospesˇevanja algoritmov je prednost spremenljive strukture logicˇnega
vezja v mozˇnosti prilagajanja vezja aplikaciji. To omogocˇa boljˇsi izkoristek sred-
stev, ki jih ponuja integrirano vezje, in manjˇso porabo elektricˇne energije v pri-
merjavi s centralnimi in graficˇnimi procesorji. Kljub temu ne bi bilo objektivno
trditi, da je eno boljˇse od drugega, saj je to povsem odvisno od aplikacije in
razpolozˇljivih sredstev za razvoj resˇitve.
Graficˇni procesorji so zˇe pred cˇasom presegli svoj prvotni namen in danes
ponujajo tudi funkcionalnost za splosˇne racˇunske operacije, ne samo za graficˇne.
Premorejo ogromno operacij s plavajocˇo vejico na enoto cˇasa in so v primerjavi
s FPGA-ji bolj enostavni za uporabo. Kljub temu jim FPGA-ji konkurirajo, saj
imajo popolnoma drugacˇno strukturo in razlicˇne znacˇilnosti.
Graficˇni procesorji in centralne procesne enote izvajajo program, ki je shranjen
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v delovnem pomnilniku. Ukazi in podatki gredo skozi fiksno hierarhijo medpo-
mnilnikov, kar povecˇuje zakasnitev in porabo energije ob dostopu do pomnilnika
[11]. Programi se lahko izvajajo socˇasno v vecˇ procesorskih jedrih, ki si v najnizˇjih
nivojih hierarhije medpomnilnika tega ne delijo z drugimi jedri. Iz tega izvira
morebitno zmanjˇsanje efektivne zmogljivosti in ucˇinkovitosti strojne opreme, saj
morajo biti podatki med posameznimi lokalnimi medpomnilniki koherentni. Cˇe
z istim podatkom upravlja vecˇ jeder hkrati, mora po vsaki spremembi podatka
v lokalnem medpomnilniku enega jedra in pred nadaljnjo uporabo podatka v
drugih jedrih pretecˇi toliko cˇasa, da se sprememba razsˇiri skozi hierarhijo med-
pomnilnikov do drugih jeder. Taki in drugacˇni pojavi vplivajo na zmogljivost in
ucˇinkovitost aplikacij za splosˇno-namenske procesorje.
Vezja FPGA sama po sebi nimajo enakih tezˇav kot splosˇno-namenski proce-
sorji, uporabnik ima namrecˇ mocˇ prilagoditi arhitekturo podatkovne poti aplika-
ciji, kar omogocˇa boljˇso izkoriˇscˇenost strojne opreme. Mozˇno je implementirati
cevovod razlicˇnih operacij brez dodatnih zakasnitev kompleksne nadzorne logike
in dostopa do pomnilnika, ki so pri splosˇno-namenskih procesorjih posledica tega,
da morajo arhitekture procesorjev ustrecˇi sˇirokemu spektru aplikacij. Tudi po-
datkovni tip ni omejen na nekaj standardnih tipov, ampak je lahko poljuben.
To daje FPGA-jem prednost pred graficˇnimi procesorji na hitro razvijajocˇih se
podrocˇjih, kot je na primer podrocˇje strojnega ucˇenja, na katerem se uporabljajo
raznovrstni podatkovni tipi [11]. Slaba stran fleksibilnosti FPGA-jev je v potreb-
nih sredstvih za razvoj aplikacije. Nacˇrtovanje arhitekture logicˇnega vezja lahko
traja znatno dalj cˇasa kot pisanje programske opreme, poleg tega je potrebno tudi
globlje znanje o strojni opremi kot pri splosˇno-namenskih procesorjih. To sta dva
od razlogov, zaradi katerih se za pospesˇevanje algoritmov v veliki meri upora-
bljajo splosˇno-namenski procesorji in ne FPGA-ji. Da bi bil proces nacˇrtovanja
sistemov za vezja FPGA lazˇji in hitrejˇsi, proizvajalci razvijajo visokonivojska pro-
gramska orodja, kot so Vivado HLS, Intel HLS, Vitis Unified Software Platform
(Vitis) in Intel FPGA SDK for OpenCL [11].
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1.2 Orodja za nacˇrtovanje sistemov v vezjih FPGA
Pred razvojem modernih visokonivojskih orodij so bili za nacˇrtovanje sistemov v
vezjih FPGA na voljo le jeziki za opis digitalnih vezij (ang. hardware description
language, oziroma HDL). Najbolj razsˇirjena sta VHDL (ang. very high speed
integrated circuit hardware description language) in Verilog. Nacˇrtovanje vezja v
HDL poteka na nivoju registrov in kombinacijske logike (ang. register-transfer le-
vel, oziroma RTL). Koncˇan opis vezja je podan sintetizatorju, ki ga prevede v tako
imenovan netlist, kar je predstavitev vezja z logicˇnimi vrati [12, stran 7][13]. Taka
predstavitev je abstraktna in ni vezana na opisni jezik ali tehnologijo ciljnega vezja
FPGA, zato jo je mozˇno ponovno uporabiti v razlicˇnih aplikacijah. Obicˇajno se
vecˇ netlistov zdruzˇi v en integriran sistem, katerega je mozˇno nazorno predstaviti
z blokovnim diagramom, v katerem vsak netlist predstavlja en blok. Po sintezi in
sistemski integraciji se ustvari skupen netlist, ki je v procesu implementacije op-
timiziran, postavljen, povezan in preveden v niz bitov (ang. bitstream) za ciljno
vezje FPGA [14, stran 6]. To je binarni zapis stanja celic SRAM, ki dolocˇajo
konfiguracijo gradnikov integriranega vezja. Tekom celega postopka so na voljo
razne simulacije, optimizacije in nastavitve, ki dajejo nacˇrtovalcu obsezˇen nadzor
nad postopkom implementacije. Tak nacˇin nacˇrtovanja zahteva sˇiroko znanje, ki
zaobjema strojno platformo, digitalna vezja in zadevajocˇa programska orodja.
Novejˇsa orodja, kot je Vivado HLS, omogocˇajo opis algoritma v obliki pro-
gramskega jezika C. To do neke mere prikrije posebnosti jezikov za opis digitalnih
vezij, a je sˇe vedno potrebna sistemska integracija in vodenje procesa implemen-
tacije. Z vidika pospesˇevanja algoritmov, kjer se glavni program obicˇajno izvaja v
centralni procesni enoti, racˇunsko zahtevni del pa v pospesˇevalniku, implementa-
cija algoritma sama po sebi ne zadostuje. Potrebno je realizirati celovit sistem, ki
omogocˇa predvidljivo delovanje pospesˇevalnika in komunikacijo s centralno pro-
cesno enoto. To vkljucˇuje integracijo sintetiziranega vezja z bloki za generiranje
urinih signalov, ponastavitev vezja, komunikacijo preko vodila PCI-e ali ethernet,
dostop do zunanjega pomnilnika in drugo, ter pisanje gonilnika. Moderna orodja,
kot je Vitis, ponujajo avtomatizacijo tega postopka. Algoritem se sˇe vedno opiˇse
v obliki, ki je ustrezna za visokonivojsko sintezo (ang. high-level synthesis, ozi-
roma HLS), ali v HDL, a za integracijo in gonilnik poskrbi programska platforma
orodja. To lahko nacˇrtovalcu prihrani veliko cˇasa in zmanjˇsa obseg potrebnega
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znanja za pospesˇevanje algoritmov s FPGA-ji.
1.3 Cilj in struktura naloge
Cilj naloge je implementirati operacijo mnozˇenja gostih realnih matrik v vezju
FPGA na razsˇiritveni kartici PCI-e s programskim okoljem Vitis Unified Software
Platform ter s primerjavo zmogljivosti realiziranega sistema in obstojecˇih resˇitev
ovrednotiti uporabnost programskega okolja za to aplikacijo. Nacˇrtovano je, da
implementacija koristi 16-bitno aritmetiko s fiksno vejico in podpira mnozˇenje
matrik razlicˇnih velikosti vsaj do 1024× 1024. Vhodni podatki operacije lahko
vkljucˇujejo vecˇ parov matrik, katerih elementi so v pomnilniku zapisani v vrstnem
redu vrstic in stolpcev (ang. row-major order). Izhodni podatki sestojijo iz
zmnozˇkov parov matrik in so zapisani v enakem vrstnem redu.
Primerjava temelji na izmerjenih zakasnitvah posamezne operacije in sˇtevilu
opravljenih aritmeticˇnih operacij na enoto cˇasa. Strojne platforme za meritve ob-
segajo prenosni racˇunalnik s centralno procesno enoto Intel i7 4700HQ, strezˇnike
s procesorji Intel Xeon Gold 6144, Intel Xeon Gold 6154 in Intel Xeon Plati-
num 8180 ter strezˇnik z razsˇiritveno kartico Xilinx Alveo U250 Data Center, ki
vkljucˇuje vezje FPGA, osnovano na arhitekturi Xilinx 16nm UltraScale. Zmo-
gljivost implementacije je primerjana z zmogljivostmi knjizˇnic Intel MKL, ki je
predstavljena kot najhitrejˇsa in najbolj uporabljena matematicˇna knjizˇnica za
sisteme z Intelovimi procesorji, in Vitis BLAS, ki je zˇe obstojecˇa resˇitev za po-
spesˇevanje operacij linearne algebre na razsˇiritvenih karticah Alveo s programsko
platformo Vitis [15].
V naslednjem poglavju je predstavljeno mnozˇenje matrik ter nekaj dejavni-
kov in pristopov za implementacijo tega s centralno procesno enoto in vezjem
FPGA. Tema tretjega poglavja je razvojno okolje Vitis Unified Software Plat-
form. Na kratko je predstavljena programska oprema in celostna platforma s
staliˇscˇa nacˇrtovalca. Cˇetrto poglavje se nanasˇa na implementacijo nacˇrtovanega
sistema. Opisana je strojna platforma, arhitektura sistema in rezultat implemen-
tacije. Zadnje poglavje pred zakljucˇkom je posvecˇeno meritvam in primerjavi.
Opisani so postopki meritev in izracˇunov ter podana je interpretacija rezultatov.
6 Uvod
2 Mnozˇenje matrik
Matrika je pravokotno polje elementov, ki so razporejeni v vrstice in stolpce.
Posamezne elemente matrike A ponavadi oznacˇujemo s simbolom ai,j ali aij,
kjer i predstavlja vrstilni sˇtevnik vrstice, j pa vrstilni sˇtevnik stolpca, kjer se
element nahaja. Vrstice in stolpce sˇtejemo od zgoraj navzdol in od leve proti
desni. Matrika velikosti m× n ima m vrstic in n stolpcev. Enacˇba 2.1 prikazuje







Nad matrikami lahko izvajamo matematicˇne operacije, med katere spada tudi
mnozˇenje dveh matrik. To je dvocˇlena operacija, ki je definirana za pare matrik,
katerih leva matrika ima toliko stolpcev kot ima desna matrika vrstic. Rezulti-
rajocˇa matrika ima enako sˇtevilo vrstic kot leva matrika in toliko stolpcev kot
desna. Element v i-ti vrstici in j-tem stolpcu produkta izracˇunamo tako, da
sesˇtejemo zmnozˇke solezˇnih elementov i-te vrstice leve matrike in j-tega stolpca







pri cˇemer je r sˇtevilo stolpcev matrike A oziroma vrstic matrike B. Z drugimi
besedami: vsak element matrike C je enak skalarnemu produktu ustrezne vrstice
matrike A in stolpca matrike B, kar je ponazorjeno na sliki 2.1.
Operacija mnozˇenja matrik je asociativna in distributivna, ni pa komutativna.
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Slika 2.1: Ponazoritev mnozˇenja matrik s pomocˇjo skalarnega produkta vektor-
jev. Vzeto iz [1].





Kljub asociativnosti, ima lahko vrstni red mnozˇenja velik vpliv na sˇtevilo potreb-
nih operacij za izracˇun zmnozˇka vecˇ matrik.
2.1 Racˇunska zahtevnost
Naj imata matriki A in B razsezˇnosti n × r ter r ×m. Iz enacˇb 2.2 sledi tako
imenovan naiven algoritem z racˇunsko zahtevnostjo O(nmr). Za vsak element
matrike C je potrebno izvesti O(r) sesˇtevanj in mnozˇenj, elementov pa je nm.
Cˇe predpostavimo, da so matrike kvadratne, dobimo kubicˇno zahtevnost, O(n3).
Obstajajo algoritmi, kot sta Strassenov in Coppersmith-Winogradov algoritem,
ki po asimptoticˇni notaciji zahtevajo manjˇse sˇtevilo operacij [16, 17].
Strassenov algoritem dosezˇe racˇunsko zahtevnost O(nlog2 7), a je zaradi
zmanjˇsane lokalnosti referenc tezˇaven za ucˇinkovito implementacijo v moderni
strojni opremi [18]. Kljub temu lahko njegova uporaba pri mnozˇenju dovolj veli-
kih matrik pripelje do hitrejˇsega izracˇuna [18].
Racˇunska zahtevnost Coppersmith-Winogradovega algoritma je enaka O(nω),
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kjer velja ω < 2.376, a v praksi algoritem nima aplikacij, ker je koeficient pred
cˇlenom nω zelo velik [17]. Uporabljajo se predvsem naiven in razlicˇice Strasseno-
vega algoritma.
2.2 Implementacija s procesorjem
Pri nacˇrtovanju algoritma je pomembno dati pozornost najˇsibkejˇsemu cˇlenu sis-
tema, saj je od tega odvisna zmogljivost celote. Moderni procesorji lahko izvajajo
operacije hitreje kot lahko dostopajo do delovnega pomnilnika. Zato imajo hierar-
hijo medpomnilnikov, ki omogocˇajo hitrejˇsi dostop do manjˇse kolicˇine podatkov.
Ko procesor zahteva podatek, katerega ni v najnizˇjem nivoju hierarhije, zahtevek
po potrebi propagira skozi vse nivoje do delovnega pomnilnika. Zakasnitev bra-
nja podatkov iz najblizˇjega medpomnilnika znasˇa le nekaj urinih ciklov, branje
iz delovnega pomnilnika pa okvirno 100-krat toliko [19]. Zakasnitev seveda ne
predstavlja najvecˇjega pretoka podatkov, saj je lahko v obdelavi vecˇ zahtevkov
hkrati [20, stran 2-5]. Kljub temu je to dejavnik, ki lahko negativno vpliva na
hitrost izvajanja algoritma, saj uporabnik nima neposrednega nadzora nad tem,
kateri podatki se prenasˇajo iz pomnilnika v medpomnilnik.
Moderni procesorji vsebujejo sistem, ki skusˇa na podlagi zaznavanja vzorcev
dostopa do pomnilnika predvideti, kateri podatki bodo v prihodnje potrebovani.
Ti podatki so v naprej preneseni v medpomnilnik, kar ob pravilni predpostavki
sistema zmanjˇsa ucˇinek zakasnitve. Cˇe je mozˇno algoritem prilagoditi tako, da do
podatkov dostopa bolj urejeno, se lahko s tem povecˇa zmogljivost implementacije.
S staliˇscˇa prenosa podatkov med pomnilniki je granularnost spomina enaka
velikosti ene vrstice medpomnilnika, ki je v sodobnih sistemih obicˇajno 32B, 64B
ali 128B. Ko procesor zahteva podatek v pomnilniku, je prenesena cela vrstica,
ki le-tega vsebuje. To je lahko vir neizkoriˇscˇenega potenciala sistema, saj lahko
vsak prenos vrstice traja vecˇ urinih ciklov, medtem ko zmore procesor izvesti vecˇ
operacij v samo enem ciklu [20]. Na primer, cˇe je hitrost algoritma omejena s
strani prenosa podatkov in uporabimo le 4B vsake prebrane vrstice, velike 64B,
bi z uporabo cele vrstice v principu lahko dosegli sˇestnajst-kratno pohitritev. Ali
je to mozˇno dosecˇi, pa je odvisno od aplikacije.
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Uposˇtevati je treba tudi, da je medpomnilnik koncˇne velikosti. Ko je podatek
prenesen iz pomnilnika v medpomnilnik, tam ostane dokler ga ne izpodrine nov
podatek. Cˇe tekom izvajanja algoritma procesor vecˇkrat zahteva isti podatek, a
med tem obdela toliko drugih, da tega ni vecˇ v medpomnilniku, mora biti vsakicˇ
znova prebran iz delovnega pomnilnika.
Cilj optimiziranja algoritma za procesorje na tej ravni je torej izkoristiti pre-
brane podatke do take mere, da so izkoriˇscˇeni maksimalno, ali da postane glavni
omejevalni dejavnik implementacije zmogljivost procesorja. Zato se v algoritmih,
kot je mnozˇenje matrik, pogosto podatke razdeli na podmatrike, s katerimi je to
lazˇje dosecˇi [21].
Matrike A, B in C, kot so definirane z enacˇbama 2.2, lahko razdelimo na
podmatrike, kot je prikazano na sliki 2.2. Te morajo biti dovolj majhne, da v ce-
loti ostanejo v najnizˇjem nivoju hierarhije medpomnilnikov, dokler so v uporabi.
Elementi matrik so obicˇajno manjˇsi kot vrstica medpomnilnika. Zato, ob pred-
postavki da so v pomnilniku vse matrike hranjene najprej po vrsticah in nato po
stolpcih, dostop do matrike B, kot je prikazan na sliki, ni nujno optimalen, saj je
iz vsake vrstice medpomnilnika uporabljen le en element. To je mozˇno izboljˇsati
tako, da se matriko hrani v transponirani obliki, ali pa s spremembo vrstnega
reda iteracije po elementih podmatrike.
Slika 2.2: Ponazoritev mnozˇenja matrik, razdeljenih na podmatrike. Vzeto iz
[2].
Za samo mnozˇenje se lahko uporabi ukaze SIMD (ang. single instruction
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multiple data), ki jih ponujajo razsˇiritve osnovnega nabora ukazov procesorjev
druzˇine x86, kot sta AVX2 (ang. advanced vector extensions 2) in AVX-512. Ti
ukazi vrsˇijo operacije na vecˇji kolicˇini podatkov hkrati.
2.3 Implementacija s FPGA-jem
Kot pri procesorju, je lahko implementacija s FPGA-jem omejena s strani pre-
toka podatkov ali njihove obdelave. Ko ima FPGA vlogo pospesˇevalnika, je
lahko pretok podatkov sˇe posebej problematicˇen, komunikacija med procesorjem
in FPGA-jem je namrecˇ pogosto pocˇasnejˇsa kot dostop do delovnega pomnil-
nika. Cˇe je vezje FPGA v sistem vkljucˇeno v obliki razsˇiritvene kartice PCI-e,
povprecˇna hitrost obdelave prenesenih podatkov v vezju ne more presecˇi hitro-
sti samega prenosa po vodilu PCI-e. To lahko omejuje zmogljivost sistema, cˇe
je sˇtevilo potrebnih operacij na enoto prenesenih podatkov manjˇse kot razmerje
med sˇtevilom operacij na enoto cˇasa, ki jih premore sistem v vezju FPGA, in
najvecˇjim pretokom podatkov po vodilu.
Pri uporabi naivnega algoritma za mnozˇenje matrik, sˇtevilo operacij na enoto
prenesenih podatkov narasˇcˇa po odvisnosti O(n), kjer so matrike velikosti n ×
n. Torej vedno obstajajo matrike, za katere omejitev hitrosti implementacije ni
pretok podatkov, ampak zmogljivost sistema v vezju FPGA. To ne pomeni, da
za druge matrike ni koristno uporabiti pospesˇevalnika, ampak le da bo omejitev
pospesˇka lezˇala v hitrosti komunikacije.
Z uporabo vezja FPGA ima nacˇrtovalec popoln nadzor nad podatkovno potjo
sistema znotraj integriranega vezja in lahko zagotovi ucˇinkovito rabo ter pre-
tok podatkov. Tako izziv ni optimizacija dostopa do podatkov kot pri splosˇno-
namenskih procesorjih, ampak nacˇrtovanje ucˇinkovite podatkovne poti. Podatke
je potrebno prebrati iz pomnilnika, v ustrezni obliki posredovati procesnim ele-
mentom (PE), ki nad njimi izvajajo operacije, in rezultate zapisati nazaj v po-
mnilnik.
S tega staliˇscˇa so za implementiranje operacije mnozˇenja matrik v modernih
vezjih FPGA, ki vsebujejo mnogo programirljivih logicˇnih blokov in digitalnih
signalnih procesorjev, zanimiva sistolicˇna polja. Sistolicˇni sistemi so mrezˇe med
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seboj povezanih procesnih elementov, ki sinhrono prenasˇajo in obdelujejo po-
datke [22, stran 257]. Sistolicˇna polja so sistemi, v katerih so procesni elementi
razporejeni v planarno strukturo. Zanimiva so, ker so po zgradbi zelo podobna
arhitekturam vezij FPGA, zato imajo velik potencial za ucˇinkovito implementa-
cijo. Obstaja zˇe veliko raziskav na temo nacˇrtovanja in implementacije mnozˇenja
matrik s sistolicˇnimi polji razlicˇnih oblik [23, 24, 25, 26, 27].
Naj bo matrika C enaka zmnozˇku matrik A in B, razsezˇnosti n× r ter r×m.
Na sliki 2.3 je prikazan diagram enostavnega sistolicˇnega polja, s katerim je mozˇno
racˇunati nm elementov produkta hkrati. Tekom ene periode ure vsak PE zmnozˇi
podatka na svojih podatkovnih vhodih in rezultat priˇsteje vrednosti v notranjemu
registru oziroma akumulatorju. Na podatkovne vhode polja sta vsak cikel ure
pripeljana stolpec matrikeA in vrstica matrike B. Po r urinih ciklih akumulatorji
procesnih elementov vsebujejo elemente matrike C.
Slika 2.3: Diagram enostavnega sistolicˇnega polja za mnozˇenje matrik.
Taka arhitektura polja za kvadratne matrike zahteva n2 procesnih elementov
in n urinih ciklov, tekom katerih izvede n3 operacij, a je lahko tezˇavna za im-
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plementacijo v vezju FPGA. Vhodni podatki morajo priti do vsakega PE, kar
pri vecˇjih poljih povzrocˇa vecˇjo obremenitev izhodov (ang. fan-out) in zahteva
vecˇji delezˇ ter gostoto infrastrukture za povezovanje blokov. Podobno velja tudi
za branje rezultatov iz akumulatorjev procesnih elementov. To lahko omeji ma-
ksimalno frekvenco implementacije, ali, v primeru da infrastruktura ne premore
zadostne gostote povezav, to celo preprecˇi. Bolj primerne so arhitekture, pri ka-
terih povezave tecˇejo le med sosednjimi elementi polja. Namrecˇ, tako potrebna
gostota povezav in fan-out nista odvisna od velikosti polja. Zgled tega prikazuje
slika 2.4.
Slika 2.4: Primer sistolicˇnega polja za mnozˇenje matrik, ki je primerno za vezja
FPGA. Prikazani so le vrstni redi prenosa podatkov za posamezne podatkovne
poti, ne pa njihova medsebojna odvisnost.
Racˇuna se produkt, C, matrik A in B, razsezˇnosti n× r ter r × n. V prvem
urinem ciklu sta v polje vstavljeni le vrednosti a11 in b11, katerih produkt je
izracˇunan v prvem procesnem elementu. V naslednjem ciklu je vrednost a11
posredovana naslednjemu procesnemu elementu v prvi vrstici, vrednost b11 pa
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naslednjemu elementu v prvem stolpcu. Vstavljene so vrednosti a12, a21, b21 in
b12 ter izracˇunani produkti a12b21, a21b11 in a11b12. Po r korakih je v akumulatorju
prvega PE vrednost c11, v naslednjem sta v sosednjih PE na voljo vrednosti c12 in
c21, cˇez nadaljnjih 2n− 3 ciklov pa tudi cnn v zadnjem procesnem elementu. Po
tem, ko se izracˇun posameznega elementa matrike C zakljucˇi, je ta postopoma
prenesen do podatkovnega izhoda polja.
Za izracˇun in ekstrakcijo zmnozˇka kvadratnih matrik s takim sistolicˇnim po-
ljem je potrebnih n2 procesnih elementov in 4n− 3 urinih ciklov, a je z ustrezno
nadzorno logiko mozˇno ustvariti cevovod, ki omogocˇa enak pretok podatkov kot
v primeru na sliki 2.3.
Ker je sˇtevilo procesnih elementov, ki jih premorejo vezja FPGA, omejeno, je
na tak nacˇin mozˇno mnozˇiti le majhne matrike. Za vecˇje matrike se lahko uporabi
pristop deljenja na podmatrike. Enostaven nacˇin deljenja je ponazorjen z enacˇbo
2.4. Podmatrike so velikosti nsys × r in r× nsys, pri cˇemer nsys oznacˇuje velikost
polja procesnih elementov. Cˇe sˇtevilo vrstic leve matrike ali sˇtevilo stolpcev desne
ni deljivo z nsys, matriko dopolnimo z nicˇlami. Posamezne produkte podmatrik
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Dobra lastnost sistolicˇnih polj je ucˇinkovita raba podatkov. Med neprekinje-
nim delovanjem opisanih polj je vsak cikel vstavljenih 2nsys elementov, opravi
pa se n2sys operacij. Vsak element, ki pride na vhod polja, je uporabljen nsys-
krat. Mozˇnih je sˇe mnogo drugih arhitektur sistolicˇnih polj za mnozˇenje matrik,
ki se razlikujejo po sˇtevilu procesnih elementov, zakasnitvi, pretoku podatkov,
kompleksnosti za implementacijo in ustreznosti za realizacijo v vezju FPGA.
3 Razvojno okolje Vitis Unified
Software Platform
Programska platforma Vitis Unified Software Platform je novo orodje, ki zdruzˇuje
vse aspekte nacˇrtovanja programske opreme z Xilinxovimi orodji [6, stran 23]. Za
pospesˇevanje algoritmov z razsˇiritvenimi karticami ponuja mozˇnost uporabe po-
spesˇevalnika preko aplikacijskega programskega vmesnika (ang. application pro-
gramming interface, oziroma API), ki je skladen z industrijskim standardom hete-
rogenega racˇunalniˇstva OpenCL (ang. open computing language). Za nacˇrtovanje
samega sistema v vezju FPGA pa ponuja avtomatizirano sistemsko integracijo,
kar lahko nacˇrtovalcu prihrani veliko cˇasa. Nacˇrtovalec orodju poda opis al-
goritma oziroma jedra, kot pravimo implementaciji algoritma za pospesˇevalnik,
orodje pa realizira sistem, ki omogocˇa dostop do jedra z OpenCL-skladnim API.
Slika 3.1 prikazuje vsebino programske platforme. Jedrni razvojni komplet
vsebuje Xilinx Runtime (XRT) ter orodja za razvoj in realizacijo pospesˇenih
aplikacij. Poleg jedrnega kompleta so na voljo tudi visokonivojske knjizˇnice za
pospesˇevanje algoritmov, med katere sodi Vitis BLAS, in orodja, namenjena
dolocˇenim podrocˇjem znanosti. Ciljne strojne platforme vseh orodij vkljucˇujejo
razsˇiritvene kartice, kot so kartice Alveo Data Center, in platforme z vgrajenimi
procesorji, osnovanimi na tehnologijah Zynq UltraScale+ ali Zynq-7000 SoC [6,
stran 24].
XRT je odprtokodna programska oprema, ki omogocˇa upravljanje in komuni-
kacijo z razsˇiritveno kartico. Vsebuje gonilnike xclmgmt, xocl in zocl, knjizˇnice
za razvoj programske opreme ter vecˇ programov za upravljanje s kartico, kot je
xbutil [28]. Jedrni razvojni komplet vsebuje sˇe prevajalnike, razhrosˇcˇevalnike,
analizatorje in graficˇno integrirano razvojno okolje [3].
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Slika 3.1: Vsebina programske platforme Vitis Unified Software Platform. Vzeto
iz [3].
Gonilnika xocl in xclmgmt sta namenjena razsˇiritvenim karticam, zocl pa
platformam Zynq. V nadaljevanju poglavja so v obzir vzete samo platforme z
razsˇiritvenimi karticami, a kljub temu veliko stvari velja za oba tipa platform, saj
je princip delovanja zelo podoben.
3.1 Izvrsˇilni model
Izvrsˇilna platforma sestoji iz dveh vecˇjih sistemov: racˇunalnika oziroma strezˇnika,
ki ima vlogo gostitelja, in razsˇiritvene kartice v vlogi pospesˇevalnika. Na sliki 3.2
je prikazana splosˇna struktura platforme. Dele, ki so obarvani sivo, priskrbi
programska platforma Vitis. Uporabnik nacˇrtuje le aplikacijo za gostitelja in
jedra za rekonfigurabilni del vezja FPGA.
Staticˇni del vezja FPGA vsebuje tako imenovano lupino (ang. shell), ki je
kljucˇen del izvrsˇilne platforme. Vsebuje vezja za generiranje urinih in drugih
nadzornih signalov, vmesnik PCI-e, krmilnik DMA (ang. direct memory access)
in vecˇ drugih komponent, ki podpirajo funkcije programske platforme [4, strani
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Slika 3.2: Splosˇna struktura izvrsˇilne platforme z razsˇiritveno kartico Alveo.
Vzeto iz [4].
4-5]. Lupina je vmesnik med procesorjem gostitelja in jedri ter vsebuje vso infra-
strukturo, ki jo uporabnik pri tradicionalnem nacˇinu nacˇrtovanja obicˇajno reali-
zira v okviru sistemske integracije. Na sliki 3.3 je prikazana topologija izvrsˇilne
platforme, iz katere je razvidna umestitev staticˇnega dela v sistem.
Slika 3.3: Topologija izvrsˇilne platforme z razsˇiritveno kartico Alveo. Poleg
gonilnika xocl sodi sˇe gonilnik xclmgmt, ki na sliki ni oznacˇen. Pomnilnik ni
nujno tipa DDR (ang. double data rate), obstajajo tudi izvedbe s tipom HBM2
(ang. high bandwidth memory 2). Vzeto iz [5].
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Program gostitelja je napisan v jeziku C, C++, OpenCL C ali Python in lahko
komunicira z jedri, s posredno ali neposredno uporabo aplikacijskega program-
skega vmesnika XRT, kot je vidno na sliki 3.4. Zelo razsˇirjen je API OpenCL,
a obstajajo tudi drugi, na primer API XMA (ang. xilinx media accelerator), ki
je namenjen razvoju aplikacij za upravljanje s pospesˇevalniki za obdelavo videa
[29].
Slika 3.4: Sklad programske opreme XRT. Poleg gonilnika xocl sodi sˇe gonilnik
xclmgmt, ki na sliki ni oznacˇen. Vzeto iz [5].
Knjizˇnica XRT obdela in v ustrezni obliki posreduje ukaze gonilnikoma xcl-
mgmt in xocl, ki sta del jedra operacijskega sistema in sluzˇita izvajanju privile-
giranih ter neprivilegiranih operacij v povezavi z razsˇiritveno kartico [28]. Gonil-
nika preko vodila PCI-e komunicirata s staticˇnim delom vezja FPGA, ki vrsˇi in
se odziva na prejete ukaze. Ti so preneseni neposredno v pomnilnik staticˇnega
dela, medtem ko so podatki za obdelavo obicˇajno preneseni v globalni pomnilnik
na razsˇiritveni kartici [6, stran 25]. Do tega dostopata tako gostitelj kot tudi
pospesˇevalnik, do pomnilnika gostitelja pa ima dostop le gostitelj. Komunika-
cija znotraj vezja FPGA, med jedri, staticˇnim delom in vmesniki do globalnega
pomnilnika, poteka preko vodil AXI (ang. advanced extensible interface).
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Okviren potek izvajanja aplikacije se zacˇne s konfiguracijo spremenljivega dela
vezja FPGA in dodelitvijo globalnega pomnilnika za vhodne in izhodne podatke.
Nato so vhodni podatki preneseni iz pomnilnika gostitelja v globalni pomnilnik z
uporabo DMA [6, stran 26]. Posredovani so tudi vhodni parametri za jedro, cˇemur
sledi ukaz za njegovo prozˇenje. To med delovanjem bere podatke iz globalnega
pomnilnika in v njega piˇse rezultate. Ko opravi svojo funkcijo, je o tem obvesˇcˇen
gostitelj, ki prenese rezultate v svoj pomnilnik.
3.2 Programski model
Glavni program aplikacije se izvaja v procesorju gostitelja, ki s klici API OpenCL
prelozˇi izvajanje racˇunsko zahtevnih operacij v jedra vezja FPGA. Kot je bilo
zˇe povedano, so ta lahko opisana v razlicˇnih programskih jezikih. Ne glede na
izbran jezik, morajo zadostiti istemu naboru zahtev, saj je le tako zagotovljena
zdruzˇljivost s platformo in pravilno delovanje sistema [6, stran 62].
Jedro je lahko enega izmed treh tipov: sekvencˇno, cevovodno in prosto de-
lujocˇe [6, stran 63]. Po zagonu sekvencˇnega jedra to ne more biti ponovno za-
gnano, dokler ne v celoti izvrsˇi prejˇsnjega ukaza. Jedro s cevovodom pa omogocˇa
prav to. Cˇe je nad vhodnimi podatki potrebno izvesti vecˇ zaporednih opera-
cij, cevovod omogocˇa socˇasno izvajanje posameznih operacij na razlicˇnih naborih
podatkov, kar povecˇa zmogljivost sistema. Pred ponovnim zagonom jedra je po-
trebno pocˇakati le toliko cˇasa, da se izvrsˇi prva operacija nad prejˇsnjim naborom
vhodnih podatkov. Prosto delujocˇe jedro zacˇne delovati takoj po konfiguraciji
spremenljivega dela vezja in ne more biti ustavljeno ter zagnano kot sekvencˇno
ali cevovodno jedro [6, stran 143].
Jedra imajo ponavadi vecˇ razlicˇnih vmesnikov, preko katerih komunicirajo z
drugimi elementi sistema. To lahko poteka z registri, s tokom podatkov (ang.
stream) ali s preslikavo pomnilnika (ang. memory map). Vmesnik z registri je re-
aliziran z vodilom AXI4-Lite, ki ga nadzoruje gostitelj in je namenjen nadzornim
signalom in prenasˇanju skalarnih parametrov. Vsako jedro mora imeti natanko en
vmesnik z registri. Izjema so prosto delujocˇa jedra, ki imajo lahko le vmesnike s
tokom podatkov. Ti vmesniki so namenjeni neposrednemu enosmernemu prenosu
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zaporednih podatkov med samimi jedri ali med jedri in gostiteljem. Uresnicˇeni
so z vodili AXI4-Stream in so lahko bolj zmogljivi kot vmesniki s preslikavo po-
mnilnika, ki so namenjeni dvosmernemu prenosu podatkov med jedri in globalnim
pomnilnikom [6, stran 64]. Vmesniki s preslikavo pomnilnika so realizirani z vo-
dili AXI4 Master in omogocˇajo dostop do podatkov v poljubnem vrstnem redu.
Pred zagonom jedra s takim vmesnikom gostitelj temu posreduje zacˇetni naslov
rezerviranega dela globalnega pomnilnika preko vmesnika z registri.
Jedra, opisana v HDL, morajo zadostiti sˇe nekaj zahtevam glede nadzornih
signalov. Za druge to ni potrebno, saj je ustrezna nadzorna logika samodejno
realizirana med prevajanjem.
3.3 Prevajanje
Postopek prevajanja vkljucˇuje prevajanje programa za gostitelja in aplikacije za
rekonfigurabilni del vezja FPGA. Izvorna koda programa za gostitelja, ki ni napi-
sana v jeziku Python, je prevedena s programom g++ iz kolekcije prevajalnikov
GNU (ang. GNU compiler collection, oziroma GCC). Vsaka translacijska enota je
prevedena v eno objektno datoteko. Te povezovalnik ustrezno povezˇe med seboj
in z uporabljenimi knjizˇnicami ter ustvari izvrsˇno datoteko tipa ELF (ang. exe-
cutable and linkable format). Programska platforma Vitis vkljucˇuje prevajalnik
v++, ki za aplikacijo vezja FPGA ponuja temu analogen postopek.
Program v++ ima vlogo prevajalnika in povezovalnika. Z njim je mozˇno pre-
vesti programe, napisane v jezikih C, C++ ali OpenCL C, v objektne datoteke s
koncˇnico xo ter te povezati med seboj in s ciljno platformo, kot je prikazano na
sliki 3.5. Objektne datoteke je mozˇno ustvariti tudi neposredno s programom Vi-
vado HLS, ki ga v++ uporablja v ozadju, ali iz opisa na nivoju RTL s programom
package xo. Ciljna platforma je izraz, uporabljen za nacˇrt, ki je implementiran
v vezju FPGA pred jedri [6, stran 561]. Nacˇrt opisuje znacˇilnosti staticˇnega in
rekonfigurabilnega dela vezja ter tudi samo strukturo lupine, ki vsebuje vse zu-
nanje vmesnike in logiko za ustrezno delovanje sistema. Izvrsˇna datoteka, ki je
rezultat povezave objektnih datotek in ciljne platforme, je tipa xclbin.
Vsebina izvrsˇne datoteke se razlikuje glede na tarcˇo prevajanja, ki je lahko
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Slika 3.5: Postopek prevajanja aplikacije s programom v++. Vzeto iz [6].
specificirana ob zagonu programa v++. Tarcˇa je lahko programska emulacija,
strojna emulacija ali strojna izvedba. S programsko emulacijo je mozˇno hitro
preveriti funkcionalno ustreznost aplikacije. Strojna emulacija omogocˇa testiranje
povezave med gostiteljem in pospesˇevalnikom, ocenjevanje zmogljivosti sistema
ter razhrosˇcˇevanje [6, stran 151]. Najpocˇasnejˇse je prevajanje za strojno izvedbo,
a je za realizacijo aplikacije v vezju FPGA potrebno.
Postopek prevajanja je mozˇno prilagoditi z mnogo nastavitvami. To je sicer
neobvezno, a nekatere nastavitve mocˇno vplivajo na rezultat implementacije. S
privzetimi nastavitvami je vsako jedro realizirano enkrat in vsi pomnilniˇski vme-
sniki jeder so povezani z istim modulom pomnilnika. Posamezno realizacijo jedra
se oznacˇuje z izrazom racˇunska enota (ang. compute unit). Cˇe je v vezju FPGA
dovolj sredstev, se lahko za posamezno jedro ustvari vecˇ racˇunskih enot. Vsaka
opravlja funkcijo jedra neodvisno od drugih, kar dovoljuje izvajanje vecˇ operacij
socˇasno, a zahteva tudi vecˇ sredstev in vecˇji pretok podatkov po zunanjih vodilih.
Z uporabo ustreznih nastavitev je mozˇno rocˇno dolocˇiti povezave med vmesniki
racˇunskih enot in globalnim pomnilnikom. Koriˇscˇenje vecˇ modulov pomnilnika
omogocˇa vecˇji pretok podatkov in vrsˇenje vecˇ transakcij hkrati, vsakemu modulu
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je namrecˇ dodeljeno locˇeno fizicˇno vodilo.
Vplivna je tudi razmestitev racˇunskih enot znotraj pospesˇevalnega vezja. Xi-
linx v sodobnih vezjih FPGA uporablja tehnologijo SSI (ang. stacked silicon
interconnect), ki dopusˇcˇa zdruzˇitev vecˇ integriranih vezij, kot je prikazano na
sliki 3.6. Celota je sestavljena iz vecˇ regij SLR (ang. super logic region), ki
so med seboj povezane preko srednje rezine silicija. Povezav med regijami je
veliko manj in so daljˇse kot povezave znotraj regij. Zato je dobro, da se posa-
mezna racˇunska enota ne razpenja preko vecˇ regij. Z nastavitvami povezovalnika
je mozˇno opredeliti razmestitev racˇunskih enot po regijah. Pri tem je smiselno
nameniti pozornost medsebojnim in zunanjim povezavam posameznih enot.
Slika 3.6: Struktura integriranega vezja, izdelanega s tehnologijo SSI. Vzeto iz
[7].
4 Implementacija
Realiziran sistem dovoljuje mnozˇenje matrik velikosti n×r in r×m, pri cˇemer so
parametri n, r in m vecˇkratniki sˇtevila 64 ter niso vecˇji od 1024. Matrike, ki ne
zadosˇcˇajo tem pogojem, je mozˇno ustrezno dopolniti z nicˇlami oziroma razdeliti
na podmatrike. Uporabljena je 16-bitna predstavitev podatkov s fiksno vejico.
Pozicija vejice je podana pred implementacijo sistema, zato ne more biti spreme-
njena med obratovanjem pospesˇevalnika. Elementi matrik se med gostiteljem in
razsˇiritveno kartico prenasˇajo v vrstnem redu vrstic in stolpcev, torej ne v tran-
sponirani obliki. Z vsakim ukazom je mozˇno pospesˇevalniku podati vecˇ parov
matrik. To v situacijah, v katerih je potrebno izvesti vecˇ neodvisnih operacij,
skrajˇsa potreben rezˇijski cˇas (ang. overhead) in omogocˇa vecˇji pretok podatkov.
Sistem je nacˇrtovan za razsˇiritveno kartico Alveo U250, a ne izkoriˇscˇa nobene
funkcije, ki je podprta izkljucˇno na tej kartici. Zato je mozˇno implementacijo
izvesti tudi za druge kartice, vendar to ni bilo preizkusˇeno. Prevajanje in imple-
mentacija sta bila izvedena z jedrnim razvojnim kompletom Vitis 2019.2.
4.1 Platforma
Razsˇiritvena kartica Alveo U250 podpira 16 linij vodila PCI-e tretje generacije
in je namenjena pospesˇevanju racˇunsko zahtevnih aplikacij [30]. Vkljucˇuje vezje
FPGA Virtex UltraScale+ XCU250-2LFIGD2104E, sˇtiri med seboj neodvisne
module DIMM (ang. dual in-line memory module) pomnilnika DDR4-2400 ECC
(ang. error-correcting code) s skupno kapaciteto 64GiB in druge, za razlago
manj pomembne elemente. V tabeli 4.1 so nasˇteta pomembnejˇsa sredstva, ki jih
ponujata kartica in uporabljeno vezje FPGA.
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Tabela 4.1: Razpolozˇljiva sredstva razsˇiritvene kartice Alveo U250 in vsebova-
nega vezja FPGA.
Sredstvo Kolicˇina
vmesnik PCI-e Gen3 x16
omrezˇni vmesnik 2x QSFP28
zunanji pomnilnik 4x 16GiB DDR4-2400 ECC DIMM
LUT 1 727 040




Celotno vezje FPGA je izdelano s tehnologijo SSI in je sestavljeno iz sˇtirih regij
SLR. Slika 4.1 prikazuje nacˇrt regij in pomembnejˇsih zunanjih povezav. Vsaka
regija je povezana z enim modulom pomnilnika in regiji SLR0 ter SLR2, dodatno
tudi z vmesniki PCI-e in QSFP (ang. quad small form-factor pluggable).
Vsak programirljiv logicˇen blok vezja FPGA z arhitekturo UltraScale vse-
buje 8 6-vhodnih vpoglednih tabel in 16 bistabilnih multivibratorjev [31]. Tabela
je lahko konfigurirana kot ena 6-vhodna ali dve 5-vhodni tabeli z locˇenima iz-
hodoma in skupnimi vhodi. Izhodi tabel so lahko pripeljani na izhode bloka
neposredno ali posredno preko elementov FF. Enota CLB vsebuje tudi pomozˇno
logiko za ucˇinkovito implementacijo enostavnih aritmeticˇnih operacij in vecˇjih
multiplekserjev. Del vseh blokov CLB ima dodatne vhode, ki omogocˇajo upo-
rabo vpoglednih tabel kot porazdeljen spomin (DRAM) ali pomikalni register
(SRL).
Digitalni signalni procesor je zmozˇen izvajati razlicˇne operacije ter vsebuje
vecˇ notranjih registrov in dodatne logike za ustvarjanje cevovoda in razsˇirjanje
funkcionalnosti bloka. Za mnozˇenje sˇtevil v dvojiˇskem komplementu podpira
velikosti operandov 27 bit× 18 bit in omogocˇa priˇstevanje rezultata 48-bitnemu
akumulatorju [32].
Vsaka enota BRAM lahko hrani 36Kibit podatkov ali pa je razdeljena na dve
neodvisni enoti po 18Kibit. Sˇestintrideset-kibibitna enota ima dva prikljucˇka za
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Slika 4.1: Nacˇrt regij in pomembnejˇsih zunanjih povezav vezja FPGA XCU250-
2LFIGD2104E na razsˇiritveni kartici Alveo U250. Vzeto iz [8].
branje in dva za pisanje. Sˇirina hranjenih besed je lahko 1 bit, 2 bit, 4 bit, 9 bit,
18 bit ali 36 bit [33]. Cˇe je uporabljen le en prikljucˇek za branje in en prikljucˇek
za pisanje, je lahko sˇirina besed tudi 72 bit [33]. Vsak blok pomnilnika vsebuje
tudi dodatne elemente, ki omogocˇajo ustvarjanje cevovoda, zdruzˇevanje blokov
in uporabo pomnilnika kot vrsto (ang. first in, first out, oziroma FIFO).
UltraRAM (URAM) je, kot BRAM, pomnilniˇski blok, a ima vecˇjo kapaciteto
in manjˇso fleksibilnost. Vsak blok lahko hrani 4096 72-bitnih besed oziroma
288Kibit podatkov [33]. Enota URAM ima dva bralno-pisalna prikljucˇka, ki nista
povsem neodvisna. Dodatni registri in nadzorna logika omogocˇajo ustvarjanje
cevovoda in zdruzˇevanje blokov.
Pri uporabi razsˇiritvene kartice z visokonivojskim programskim okoljem Vitis
del sredstev zavzame ciljna platforma. Na sliki 4.2 je prikazan nacˇrt vezja, v tabeli
4.2 pa razpolozˇljiva sredstva posameznih regij za ciljno platformo U250 XDMA
201830 2. V vsaki regiji je na voljo priblizˇno cˇetrtina sredstev rekonfigurabilnega
dela vezja. Poleg zˇe poznanih sredstev je v zadnji vrstici sˇe vnos za PLRAM
(ang. programmable logic random-access memory). To je pomnilnik, ki ga ciljna
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platforma dovoljuje uporabiti na enak nacˇin kot globalni pomnilnik. Realiziran
je s pomnilniˇskimi bloki vezja FPGA in hrani omejeno kolicˇino podatkov, a se je
z njegovo uporabo mozˇno ogniti dodatnim zakasnitvam zunanjega pomnilnika.
Slika 4.2: Nacˇrt vezja za ciljno platformo U250 XDMA 201830 2. Vzeto iz [4].
Tabela 4.2: Razpolozˇljiva sredstva regij za ciljno platformo U250 XDMA
201830 2. Podatki vzeti iz [4].
Sredstvo SLR0 SLR1 SLR2 SLR3
vpogledna tabela 345× 103 345× 103 345× 103 345× 103
FF 705× 103 703× 103 703× 103 704× 103
BRAM 500 500 500 500
URAM 320 320 320 320
DSP 2877 2877 2877 2877
DDR4 16GiB 16GiB 16GiB 16GiB
PLRAM 128KiB 128KiB 128KiB 128KiB
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4.2 Arhitektura
V cˇasu nacˇrtovanja sistema je bilo programsko okolje Vitis tako rekocˇ novo in nje-
gova dokumentacija nepopolna. Zato se je pojavilo vecˇ tezˇav, ki je bilo potrebno
pojasniti eksperimentalno. To je bil dolgotrajen proces in nekatere resˇitve so zah-
tevale vecˇje spremembe nacˇrta. V tem podpoglavju je v grobem predstavljena
arhitektura koncˇnega sistema, katerega delovanje ustreza zastavljenim ciljem.
Arhitektura realiziranega sistema temelji na enostavnem sistolicˇnem polju, ki
je bilo predstavljeno v poglavju 2.3, velikosti 64× 64. Implementirano je bilo tudi
drugo predstavljeno polje, a je rezultat slabsˇi. Vzrok za to je verjetno neusklaje-
nost interpretacije opisa vezja med nacˇrtovalcem in prevajalnikom. Za procesne
elemente so uporabljeni digitalni signalni procesorji, ki izvajajo operacijo MAC
(ang. multiply-accumulate). Ker je teh znotraj ene regije premalo za celotno
polje, je to razdeljeno na sˇtiri manjˇsa polja velikosti 32× 32. Tako je v posa-
mezni regiji mozˇno implementirati dve polji, sˇirina podatkovnih prikljucˇkov polj
pa je enaka sˇirini vodil pomnilniˇskih vmesnikov, ki je 512 bitov. S tem so lahko
sˇirine vseh podatkovnih poti enake, kar poenostavi nadzorno logiko, dovoljuje bolj
varcˇno uporabo sredstev in lahko pomeni viˇsjo delovno frekvenco implementacije.
Na sliki 4.3 je prikazana topologija realiziranega sistema. Bloka ctl k in mul k
sta jedri, ctl k1, mul k1, mul k2, mul k3 in mul k4 pa so racˇunske enote. Prvo
jedro skrbi za pretok podatkov med zunanjimi vodili in sˇtirimi racˇunskimi eno-
tami drugega, ki vsebujejo sistolicˇna polja. Drugo jedro bi lahko bilo prosto
delujocˇe, a se je izkazalo, da to na izbrani ciljni platformi ni podprto. Zato sta
obe jedri cevovodni in sta z lupino povezani preko vmesnikov z registri. Poleg
tega imata tudi vmesnike s tokom podatkov, s katerimi sta povezani med seboj.
Racˇunska enota ctl k1 je preko vmesnikov s preslikavo pomnilnika povezana z
vsemi sˇtirimi moduli pomnilnika DDR4. Prva dva modula sta uporabljena za
podajanje operandov, tretji za rezultate in zadnji za prenos informacij o velikosti
matrik. Racˇunska enota ctl k1 je postavljena v regijo SLR1, mul k1 in mul k2 v
regijo SLR0 ter mul k3 in mul k4 v regijo SLR2.
Funkcije v izvorni kodi jeder, ki je napisana v jeziku C++ za HLS, so pre-
vedene in optimizirane posamicˇno [6, stran 103]. Za vsako funkcijo je ustvarjen
ustrezen opis v HDL, ki je v nadaljevanju postopka zdruzˇen s preostalimi. Funk-
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Slika 4.3: Topologija realiziranega sistema.
cija torej predstavlja blok v hierarhiji RTL. Na sliki 4.4 je blokovni diagram jedra
mul k. Povezave med posameznimi bloki so vecˇinoma realizirane s strukturami
FIFO iz blokov BRAM ali vpoglednih tabel, jedru zunanje povezave pa z vodili
AXI4. Kot je bilo zˇe povedano, so vmesniki AXI4-Stream povezani z racˇunsko
enoto jedra ctl k, AXI4-Lite pa z lupino. Preko slednjega so pridobljeni parame-
tri, ki so posredovani posameznim blokom, kot je potrebno za pravilno delovanje
jedra. Preko vodil AXI4-Stream bloki bufferA, bufferB in control dobivajo ele-
mente matrik A in B ter informacije o njunih razsezˇnostih, ki jih posredujejo
bloku mult. Ta vsebuje sistolicˇno polje in logiko za pravocˇasno ekstrahiranje
podatkov iz akumulatorjev procesnih elementov. Ekstrakcija se zgodi v enem
urinem ciklu, kar omogocˇa neprekinjeno delovanje polja. Izhodni podatki so pre-
dani bloku write, ki jih posreduje nadzorni racˇunski enoti.
Slika 4.4: Blokovni diagram jedra mul k.
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Nadzorno jedro je bolj kompleksno. Njegov blokovni diagram je prikazan na
sliki 4.5. Vmesniki AXI4-Lite in AXI4-Stream imajo enako vlogo kot pri dru-
gemu jedru, AXI4 Master pa sluzˇijo branju in pisanju podatkov v in iz zunanjega
pomnilnika. Bloki readA, readB, readCtl in writeC so namenjeni izkljucˇno rafal-
Slika 4.5: Blokovni diagram jedra ctl k.
nemu prenasˇanju podatkov, ki omogocˇa najvecˇji pretok skozi pomnilniˇska vodila.
Elementi matrike A so podani blokoma transposeA S1 in transposeA S2, ki jih
bloku feedA posredujeta v obliki stolpcev podmatrik velikosti 32 × r, kjer je r
sˇtevilo stolpcev matrike A. Blok feedB prejema po 32 elementov matrike B po
vrsti, kot se nahajajo v pomnilniku, feedC pa dobiva rezultate iz racˇunskih enot
jedra mul k, ki jih v ustreznem vrstnem redu posreduje bloku writeC.
Bloki feedA, feedB in feedC so zadolzˇeni za prenasˇanje elementov v predvide-
nem vrstnem redu in so sestavljeni iz dveh podrejenih blokov, s katerima je iz-
vedeno dvojno medpomnjenje podatkov (ang. double buffering). To je kljucˇnega
pomena za neprekinjeno delovanje cevovoda, saj dovoljuje, da se naslednji sklop
podatkov za obdelavo pripravi preden se prejˇsnji odrabi. Medpomnjenje je po-
trebno, ker zmanjˇsa potreben pretok podatkov skozi pomnilniˇska vodila za nepre-
stano delovanje procesnih elementov. Cˇe tega v sistemu ne bi bilo, bi bila hitrost
obdelave omejena s strani pretoka podatkov. Namrecˇ, realizirano sistolicˇno polje
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zahteva pretok 3072 bitov na urin cikel, zunanji pomnilnik pa premore le 2048
bitov, od katerih cˇetrtina odpade, ker so za prenos elementov matrik namenjeni
trije od sˇtirih modulov pomnilnika.
V bloku feedA je medpomnilnik realiziran z bloki BRAM in lahko hrani dve
matriki velikosti 64× 1024, kar je ravno dovolj za sistolicˇno polje s podatkov-
nimi prikljucˇki sˇirine 64 elementov. V bloku feedB pa je potrebno hraniti dve
celi matriki najvecˇje dovoljene velikosti (1024× 1024). Ker dostop do vecˇ kot
64 elementov hkrati ni potreben, so za implementacijo medpomnilnika upora-
bljeni bloki URAM, ki pri enaki sˇirini vmesnikov hranijo 8-krat vecˇ podatkov
kot bloki BRAM. Tako je uporaba razpolozˇljivih sredstev bolj uravnovesˇena in je
privarcˇevanih veliko enot BRAM.
Iz slike 4.6 je razviden vir omejitev za velikosti medpomnilnikov. Prikazan je
vrstni red prenosa elementov matrik med racˇunskimi enotami. Matriki A in B
Slika 4.6: Vrstni red prenosa elementov matrik med racˇunskimi enotami.
sta velikosti n × r in r × m. Parameter s oznacˇuje sˇtevilo podmatrik velikosti
64× r leve matrike, q pa sˇtevilo podmatrik velikosti r× 64 desne matrike. Za te
podmatrike bo v nadaljevanju uporabljen izraz segment. Vsak segment matrikeA
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se prenese q-krat zapored. V trenutku, ko se zacˇne prenasˇati posamezni segment,
so vsi prejˇsnji zˇe v celoti odrabljeni, zato je za dvojno medpomnjenje potrebno
hraniti le dva segmenta. Pri matriki B pa se ti prenasˇajo krozˇno, za kar je
potrebno hraniti cele matrike. Velikost medpomnilnika bloka feedC ni omejena
le s prenosom med racˇunskimi enotami, ampak tudi s predajo podatkov bloku
writeC. Da lahko medpomnilnik prejema elemente 64-ih vrstic in jih posreduje
naprej tako, da so lahko zapisani v zunanji pomnilnik v rafalu, mora biti njegova
velikost 2× 64× 1024, kar pomeni, da lahko hrani dva segmenta.
Za pravilno delovanje sistema so v vecˇ blokih potrebne informacije o velikosti
posameznih matrik, ki jih iz zunanjega pomnilnika prebere blok readCtl. Infor-
macije so razposlane po jedru, kot je vidno na sliki 4.5. Blok feedCtl posreduje
potrebne informacije tudi preostalim racˇunskim enotam.
4.3 Rezultat
Za prevajanje izvorne kode je bil poleg obveznih parametrov programu v++ po-





Privzeta delovna frekvenca jeder na izbrani platformi je 300MHz, vendar se sa-
modejno zmanjˇsa, cˇe prevajalniku ne uspe zadostiti cˇasovnim zahtevam. Reali-
ziran sistem deluje pri frekvenci 231MHz in zaseda sredstva vezja FPGA, kot je
zapisano v tabeli 4.3.
Ker je v vezju dovolj sredstev, je bila implementirana tudi alternativna
razlicˇica sistema z dvema neodvisnima podsistemoma. Ta sta enaka zˇe pred-
stavljenemu sistemu, le topologija celote je drugacˇna, kot je vidno na sliki 4.7.
Modula pomnilnika DDR[0] in DDR[3] sta uporabljena za posredovanje elementov
levih matrik in informacij o velikosti matrik, DDR[1] in DDR[2] pa za elemente
desnih matrik in rezultate. V regiji SLR0 sta racˇunski enoti mul k1 in mul k2, v
regiji SLR1 so ctl k1, mul k7 in mul k8, v regiji SLR2 so ctl k2, mul k3 in mul k4,
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Tabela 4.3: Zasedenost sredstev za implementiran sistem. Vrednosti v odstotkih
so relativne na razpolozˇljiva sredstva.




1 499 566 765 160 3 112 686 2281 1280 12 272
uporabljena
sredstva
128 028 3081 311 539 437 128 4098
ctl k 33 302 2953 85 176 377 128 2
ctl k1 33 302 2953 85 176 377 128 2
mul k 94 726 128 226 363 60 0 4096
mul k1 23 703 32 56 595 15 0 1024
mul k2 23 666 32 56 595 15 0 1024
mul k3 23 647 32 56 583 15 0 1024
mul k4 23 710 32 56 590 15 0 1024
uporabljena
sredstva
8,5% 0,4% 10,0% 19,2% 10,0% 33,4%
ctl k 2,2% 0,4% 2,7% 16,5% 10,0% 0,0%
ctl k1 2,2% 0,4% 2,7% 16,5% 10,0% 0,0%
mul k 6,3% 0,0% 7,3% 2,6% 0,0% 33,4%
mul k1 1,6% 0,0% 1,8% 0,7% 0,0% 8,3%
mul k2 1,6% 0,0% 1,8% 0,7% 0,0% 8,3%
mul k3 1,6% 0,0% 1,8% 0,7% 0,0% 8,3%
mul k4 1,6% 0,0% 1,8% 0,7% 0,0% 8,3%
v regiji SLR3 pa mul k5 in mul k6. Dosezˇena je bila delovna frekvenca 187MHz
in uporaba sredstev, kot je prikazana v tabeli 4.4.
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Slika 4.7: Topologija alternativne razlicˇice sistema.
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Tabela 4.4: Zasedenost sredstev za alternativno razlicˇico sistema. Vrednosti v
odstotkih so relativne na razpolozˇljiva sredstva.




1 499 566 765 160 3 112 686 2281 1280 12 272
uporabljena
sredstva
255 465 6162 622 238 874 256 8196
ctl k 66 381 5906 170 204 754 256 4
ctl k1 33 193 2953 85 113 377 128 2
ctl k2 33 188 2953 85 091 377 128 2
mul k 189 084 256 452 034 120 0 8192
mul k1 23 647 32 56 547 15 0 1024
mul k2 23 629 32 56 479 15 0 1024
mul k3 23 631 32 56 464 15 0 1024
mul k4 23 645 32 56 546 15 0 1024
mul k5 23 640 32 56 516 15 0 1024
mul k6 23 630 32 56 467 15 0 1024
mul k7 23 630 32 56 522 15 0 1024
mul k8 23 632 32 56 493 15 0 1024
uporabljena
sredstva
17,2% 0,8% 20,2% 39,5% 20,0% 66,8%
ctl k 4,5% 0,8% 5,5% 34,0% 20,0% 0,0%
ctl k1 2,2% 0,4% 2,8% 17,0% 10,0% 0,0%
ctl k2 2,2% 0,4% 2,8% 17,0% 10,0% 0,0%
mul k 12,7% 0,0% 14,7% 5,4% 0,0% 66,8%
mul k1 1,6% 0,0% 1,8% 0,7% 0,0% 8,3%
mul k2 1,6% 0,0% 1,8% 0,7% 0,0% 8,3%
mul k3 1,6% 0,0% 1,8% 0,7% 0,0% 8,3%
mul k4 1,6% 0,0% 1,8% 0,7% 0,0% 8,3%
mul k5 1,6% 0,0% 1,8% 0,7% 0,0% 8,3%
mul k6 1,6% 0,0% 1,8% 0,7% 0,0% 8,3%
mul k7 1,6% 0,0% 1,8% 0,7% 0,0% 8,3%
mul k8 1,6% 0,0% 1,8% 0,7% 0,0% 8,3%
5 Meritve in primerjava
Primerjava zmogljivosti obstojecˇih resˇitev in uresnicˇenih sistemov temelji na hi-
trosti obdelave podatkov posamezne resˇitve. Hitrosti so bile dolocˇene empiricˇno,
pri cˇemer sta bila uposˇtevana dva razlicˇna primera uporabe mnozˇenja matrik. Pri
prvem je bil merjen cˇas izolirane operacije oziroma njena sekvencˇna zakasnitev,
pri drugem pa najvecˇja prepustnost (ang. throughput) sistema. Za slednjega
velja predpostavka, da je potrebno izvrsˇiti vecˇ neodvisnih operacij hkrati, torej
da so vsi vhodni podatki na voljo pred pricˇetkom izracˇunov in je mozˇno izkori-
stiti cevovodne in paralelne znacˇilnosti strojne opreme. V obeh primerih je bilo
na podlagi meritev in znanega sˇtevila operacij, potrebnih za izracˇun rezultatov,
dolocˇeno sˇtevilo opravljenih aritmeticˇnih operacij na enoto cˇasa. Spremenljivki
tsek in Nsek predstavljata cˇas izvedbe mnozˇenja dveh matrik in sˇtevilo operacij
na enoto cˇasa za prvi tip meritve, tpre in Npre pa za drugega. Vse meritve so bile
ponovljene 100-krat in rezultati povprecˇeni.
Pri meritvah sekvencˇne zakasnitve je bil merjen cˇas ene operacije mnozˇenja
kvadratnih matrik velikosti n× n, pri meritvah prepustnosti pa cˇas mnozˇenja M
parov matrik velikosti n× n. Sˇtevilo M je bilo dolocˇeno tako, da je bilo trajanje
vsake meritve razreda 100ms. Kolicˇine tsek, tpre, Nsek in Npre so definirane z
relacijami 5.1:














kjer je P sˇtevilo izvrsˇenih aritmeticˇnih operacij.
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Za same meritve cˇasa je bila izkoriˇscˇena centralna procesna enota posame-
zne platforme. Sistemski klic clock gettime omogocˇa merjenje cˇasa z locˇljivostjo
1 ns, kot je bilo ugotovljeno s klicem funkcije clock getres. Uporabljen je bil tip
ure CLOCK MONOTONIC RAW, ki daje dostop do strojne ure brez popravkov
administratorja in NTP (ang. network time protocol) [34].
5.1 Realizirana sistema
Za karakterizacijo implementiranih sistemov je bila uporabljena strojna platforma
z razsˇiritveno kartico Alveo U250. V programu za gostitelja je bila zanka, katere
vsebina je bila izvedena 100-krat. Pri meritvah sekvencˇnih zakasnitev se je vsako
iteracijo zanke izvrsˇilo po eno matricˇno mnozˇenje za vsak n, pri meritvah pre-
pustnosti pa M mnozˇenj za vsak n. Sˇtevilo aritmeticˇnih operacij, na podlagi
katerega sta bila izracˇunana parametra Nsek in Npre, je dolocˇeno z enacˇbo 5.2:
Pmm =Mn
2(2n− 1), (5.2)
saj je za vsak par matrik velikosti n × n potrebnih n3 mnozˇenj in n2(n − 1)
sesˇtevanj. Za Nsek velja M = 1. Rezultati za prvo in za alternativno razlicˇico
sistema so prikazani na slikah 5.1 in 5.2.
Kot je bilo pricˇakovano, cˇas mnozˇenja v obeh primerih narasˇcˇa eksponentno
z velikostjo matrik. Na grafu Npre je vidno koleno, ki je verjetno posledica ome-
jene pretocˇnosti podatkov po vodilu PCI-e. Za vsak par matrik morajo biti na
kartico preneseni vhodni podatki, izracˇunani rezultati in ti vrnjeni gostitelju. Pri
mnozˇenju vecˇ neodvisnih parov zapored se lahko dogaja vse troje za razlicˇne pare
hkrati. Torej, med obdelavo drugega para se prenasˇajo vhodni podatki tretjega
in izhodni podatki prvega. Da lahko sistem v vezju FPGA obdeluje podatke
brez prestanka, mora biti cˇas obdelave daljˇsi ali enak cˇasom prenosa. Ker je za
kvadratne matrike vhodnih podatkov vecˇ kot izhodnih in je pretok podatkov po
vodilu PCI-e v obe smeri priblizˇno enak, to pomeni, da mora biti cˇas obdelave v
tem primeru daljˇsi ali enak cˇasu prenosa vhodnih podatkov.
Ker bi meritev cˇasov obdelave in prenosa, tcalc in ttrans, zahtevala dodatne
specializirane bloke v vezju FPGA, sta bila dolocˇena na podlagi enacˇb za idealno
































































Slika 5.2: Karakteristika alternativne razlicˇice realiziranega sistema.











pri cˇemer je f delovna frekvenca, Bpcie pa pretok podatkov skozi vodilo PCI-e v
smeri razsˇiritvene kartice, ki je enak priblizˇno 8,6GiB/s. Izmerjen je bil s sledecˇim
ukazom v ukazni vrstici:
xbutil dmatest
Na slikah 5.3 in 5.4 so poleg karakteristik prepustnosti sistemov prikazani sˇe
grafi tcalc in ttrans. Pri obeh sistemih velja tcalc = ttrans malo za kolenom Npre,
kar podpira predpostavko, da je koleno posledica omejenega pretoka podatkov
po vodilu PCI-e. Uposˇtevati je treba, da je tcalc v resnici nekoliko vecˇji kot v
































Slika 5.3: Karakteristika prepustnosti realiziranega sistema ter izracˇunana cˇasa
prenosa in obdelave podatkov v odvisnosti od velikosti matrik.


































Slika 5.4: Karakteristika prepustnosti alternativne razlicˇice realiziranega sistema
ter izracˇunana cˇasa prenosa in obdelave podatkov v odvisnosti od velikosti matrik.
5.2 Vitis BLAS
Vitis BLAS (ang. basic linear algebra subroutines) je optimizirana implementa-
cija standardnih osnovnih podprogramov za linearno algebro za Xilinxove plat-
forme [35]. Za mnozˇenje matrik knjizˇnica ponuja funkcijo xfblasGemm, ki izvaja
matematicˇno operacijo αAB+βC. Podprt je 32-bitni podatkovni tip s plavajocˇo
vejico in 16-bitni celosˇtevilski tip. Za lastne meritve je bil uporabljen slednji, ker
je bolj podoben tipu, uporabljenem v realiziranih sistemih. Matrike so lahko veli-
kosti najvecˇ 8192× 8192, a v splosˇnem veljajo dodatne omejitve zaradi poravnave
(ang. alignment) podatkov v pomnilniku. Za te lahko poskrbi knjizˇnica, vendar
je za optimalno delovanje sistema temu treba posvetiti nekaj pozornosti.
V dokumentaciji knjizˇnice je napisano, da je nacˇrtovana za razsˇiritvene kartice
Alveo U200 in U280, vendar je za vsebovano primerjalno meritev (ang. bench-
mark) uporabljena kartica Alveo U250 [36]. Za lastne primerjalne meritve je bila
uporabljena enaka kartica, a je pri tem priˇslo do vecˇ tezˇav tako z lastnimi pro-
grami, kot tudi s primeri iz dokumentacije. Program za primerjalno meritev iz
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dokumentacije je delal pravilno, a ni zadosˇcˇal za potrebe opisanih meritev. Ker so
bile tezˇave preobsezˇne ter niso bile pojasnjene in odpravljene, nadaljnja razprava
o njih ne sodi v to delo. Meritev, kot so bile zastavljene na zacˇetku tega poglavja,
ni bilo mozˇno izvesti.
Izmerjena je bila sekvencˇna zakasnitev, a je za primerjavo omejenega pomena,
ker knjizˇnice ni bilo mozˇno uporabiti za oba tipa meritev. Pri mnozˇenju vecˇ parov
matrik, cˇetudi ne takoj enega za drugim, je zakasnitev mnozˇenja z vsakim parom
narasˇcˇala in rezultati so bili nepravilni.
Na sliki 5.5 je prikazana izmerjena sekvencˇna karakteristika. Za izracˇun pa-




n2 (2n− 1) + 2n2)︁ , (5.4)






























Slika 5.5: Sekvencˇna karakteristika mnozˇenja matrik s knjizˇnico Vitis BLAS in
razsˇiritveno kartico Alveo U250.
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5.3 Intel MKL
Intel MKL (ang. math kernel library) je knjizˇnica, ki ponuja najhitrejˇse pro-
gramske funkcije za izvajanje matematicˇnih operacij z Intelovimi procesorji [15].
V mnozˇici podprtih operacij so tudi funkcije BLAS in nekaj podobnih, ki ponu-
jajo dodatne mozˇnosti. Za mnozˇenje matrik tekom meritev sta bili izkoriˇscˇeni
funkciji cblas sgemm in cblas sgemm batch, ki operirata na podatkih 32-bitnega
tipa s plavajocˇo vejico, saj 16-bitni tip s fiksno vejico ni podprt. Obe funkciji
opravljata isto matematicˇno operacijo kot xfblasGemm, vendar druga omogocˇa
mnozˇenje vecˇ parov matrik hkrati.
Uporabljena je bila verzija knjizˇnice 19.1.2 in strojne platforme s procesorji:
Intel i7 4700HQ, Intel Xeon Gold 6144, Intel Xeon Gold 6154 in Intel Xeon Pla-
tinum 8180. Delovna frekvenca prvega je bila nastavljena na njegovo nominalno
frekvenco, 2,4GHz, frekvence preostalih pa na njihove nominalne frekvence za
nabor ukazov AVX-512, ki so bile pridobljene iz [38]. Ta je za procesor Intel
Xeon Gold 6144 enaka 2,2GHz, za Intel Xeon Gold 6154 2,1GHz in za Intel
Xeon Platinum 8180 1,7GHz.
Program za izvajanje meritev ni vseboval zanke, ampak je bil pognan za vsako
meritev posebej. Zaradi potrebne inicializacije knjizˇnice prvi klic funkcije za
mnozˇenje matrik traja dalj cˇasa kot nadaljnji. Zato se je na zacˇetku programa
izvrsˇilo eno mnozˇenje, ki v meritvi ni bilo uposˇtevano [37]. Po tem je bila za me-
ritve sekvencˇne zakasnitve klicana funkcija cblas sgemm, za meritve prepustnosti
pa funkcija cblas sgemm batch.
Na slikah 5.6, 5.7, 5.8 in 5.9 so prikazani rezultati meritev. Za izracˇun parame-
trov Nsek in Npre je bilo uporabljeno zˇe definirano sˇtevilo aritmeticˇnih operacij,
Pgemm. Na vecˇini grafov so vidne posebnosti, ki so verjetno posledica odzivov
raznih optimizacij knjizˇnice in kompleksnosti arhitektur procesorjev. Pri grafih
Npre je za procesorje Xeon pri n = 640 vidna ocˇitna sprememba potekov, na gra-
fih Nsek pa pri nekaterih n vrednosti izstopajo iz okolice. Pri n = 128 je sˇtevilo
aritmeticˇnih operacij na enoto cˇasa veliko vecˇje kot pri sosednjih elementih de-
finicijskega obmocˇja. Podobno, vendar ne tako vpadljivo, je na nekaterih grafih
vidno tudi za n ∈ {256, 512, 768, 1024}.





























































Slika 5.7: Karakteristika mnozˇenja matrik s knjizˇnico Intel MKL in procesorjem
Intel Xeon Gold 6144.
































Slika 5.8: Karakteristika mnozˇenja matrik s knjizˇnico Intel MKL in procesorjem
































Slika 5.9: Karakteristika mnozˇenja matrik s knjizˇnico Intel MKL in procesorjem
Intel Xeon Platinum 8180.
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5.4 Primerjava
Primerjava resˇitev vkljucˇuje realizirana sistema in knjizˇnico Intel MKL na
razlicˇnih procesorjih. Knjizˇnica Vitis BLAS zaradi tezˇav, omenjenih v poglavju
5.2, ni vsebovana.
Na slikah 5.10 in 5.11 so prikazane karakteristike prepustnosti sistemov.
Najvecˇjo prepustnost izkazuje alternativna razlicˇica realiziranega sistema, za to
pa prvotna oblika implementiranega sistema in knjizˇnica Intel MKL na proce-
sorju Intel Xeon Platinum 8180. Graf Npre slednje platforme proti koncu narasˇcˇa
veliko hitreje kot grafa implementiranih sistemov, kar nakazuje mozˇnost, da je
ta pri mnozˇenju vecˇjih matrik hitrejˇsa. Za nalogo to ni kljucˇnega pomena, a se

























Slika 5.10: Sˇtevilo opravljenih aritmeticˇnih operacij na enoto cˇasa v odvisnosti
od velikosti matrik pri meritvah prepustnosti.
Izkoriˇscˇenost sredstev, γ, je dolocˇena kot razmerje med izmerjenim sˇtevilom
aritmeticˇnih operacij na enoto cˇasa, N , in teoreticˇnim maksimumom, Nmax. Ta
























Slika 5.11: Zakasnitev operacije v odvisnosti od velikosti matrik pri meritvah
prepustnosti.
f , in najvecˇjega sˇtevila aritmeticˇnih operacij, ki jih lahko izvede v eni periodi
ure, oziroma OPC (ang. operations per cycle). Za Intelove procesorje je OPC
dolocˇen z enacˇbo 5.5:
OPCIntel = 2 · ncores · nFMA · noperands, (5.5)
kjer je ncores sˇtevilo procesorskih jeder, nFMA sˇtevilo racˇunskih enot FMA (ang.
fused multiply-add) na jedro in noperands sˇtevilo operandov na vhod racˇunske
enote [20, 39]. OPC implementiranih sistemov je dolocˇen na podlagi uporablje-
nih, ne pa vseh razpolozˇljivih sredstev. Namen je namrecˇ prikazati ucˇinkovitost
platforme in prevajalnika, ne nacˇrtovalca. V tabeli 5.1 so nasˇteti parametri f ,
OPC in Nmax za vse sisteme.
Slika 5.12 prikazuje grafe izkoriˇscˇenosti sredstev strojne opreme v odvisnosti
od velikosti matrik za meritve prepustnosti. Ker je pri majhnih matrikah vpliv
prenosa podatkov in rezˇijskega cˇasa vecˇji, imajo za manjˇse n platforme z manj
sredstvi boljˇsi izkoristek. Pri vecˇjih matrikah imata najboljˇsi izkoristek imple-
mentirana sistema, a razlike med vsemi platformami tu niso velike. Tako kot
46 Meritve in primerjava
Tabela 5.1: Delovne frekvence, sˇtevilo operacij na periodo ure in sˇtevilo operacij
na enoto cˇasa za uporabljene strojne platforme.
platforma f/GHz OPC Nmax/ns
−1
impl. sistem. 0,231 8192 1892,352
alt. impl. sistem. 0,187 16 384 3063,808
Intel i7 4700HQ 2,400 128 307,200
Intel Xeon 6144 2,200 512 1126,400
Intel Xeon 6154 2,100 1152 2419,200
Intel Xeon 8180 1,700 1792 3046,400
na grafih Npre, je vidno, da proti koncu sˇe vedno narasˇcˇajo. To pomeni, da bi
pri vecˇjih matrikah vse platforme verjetno dosegle sˇe boljˇsi izkoristek. Vzrok za
to lezˇi v narasˇcˇanju razmerja med sˇtevilom aritmeticˇnih operacij, potrebnih za
mnozˇenje matrik, in kolicˇine prenesenih podatkov. Vecˇje kot so matrike, manjˇsi

























Slika 5.12: Izkoriˇscˇenost sredstev strojne opreme v odvisnosti od velikosti matrik
pri meritvah prepustnosti.
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Pri meritvah sekvencˇne zakasnitve, katerih rezultati so na slikah 5.13 in 5.14,
so okoliˇscˇine precej drugacˇne. V tem primeru ima medpomnilnik centralnih pro-
cesnih enot lahko velik vpliv na hitrost izvrsˇitve operacije, mnozˇenje se namrecˇ
izvede takoj za inicializacijio podatkov. To pomeni, da so lahko za majhne n ob
zacˇetku operacije vsi doticˇni podatki zˇe v medpomnilniku, kar zelo zmanjˇsa vpliv
zakasnitve zaradi dostopa do delovnega spomina. Vpliv medpomnilnika je mozˇen
























Slika 5.13: Sˇtevilo opravljenih aritmeticˇnih operacij na enoto cˇasa v odvisnosti
od velikosti matrik pri meritvah sekvencˇne zakasnitve.
Zanimivo je, da sta pri vecˇjih matrikah, kljub dodatni zakasnitvi prenosa
podatkov preko vodila PCI-e, implementirana sistema obcˇutno hitrejˇsa od ostalih
platform. Morda so matrike premajhne za ucˇinkovito porazdelitev dela na vecˇ
procesorskih jeder.
Na sliki 5.15 je prikazana izkoriˇscˇenost sredstev strojne opreme za meritve se-
kvencˇnih zakasnitev. Za vse platforme, z izjemo MKL i7 4700HQ, je ta obcˇutno
manjˇsa kot pri meritvah prepustnosti. Pri procesorjih Xeon verjetno zaradi ome-
jene velikosti matrik, pri implementiranih sistemih pa zaradi neizkoriˇscˇenosti ce-




















Slika 5.14: Zakasnitev operacije v odvisnosti od velikosti matrik pri meritvah
sekvencˇne zakasnitve.
vovodne arhitekture sistema. Procesor Intel i7 4700HQ ima manj jeder in proce-
























Slika 5.15: Izkoriˇscˇenost sredstev strojne opreme v odvisnosti od velikosti matrik
pri meritvah sekvencˇne zakasnitve.
50 Meritve in primerjava
6 Zakljucˇek
Povod za nalogo je bila zˇelja po pospesˇevanju mnozˇenja matrik z vezjem FPGA
za ucˇenje nevronskih mrezˇ, cilj pa ovrednotiti uporabnost visokonivojskega pro-
gramskega okolja Vitis za tako aplikacijo. V prvem poglavju za uvodom je bilo
predstavljeno mnozˇenje matrik ter nekaj vplivnih dejavnikov in pristopov za im-
plementacijo tega s centralno procesno enoto in vezjem FPGA. Opisan je bil pro-
blem zakasnitve zaradi dostopa do podatkov v delovnem pomnilniku in razlika
med nacˇrtovanjem resˇitve za CPU in FPGA. Predstavljen je bil pristop deljenja
matrik na podmatrike za ucˇinkovito rabo prebranih podatkov in arhitektura sis-
tolicˇnega polja, ki je uporabljena v realiziranih sistemih. V zacˇetku naslednjega
poglavja je bila predstavljena programska platforma Vitis, ki je bila uporabljena
za implementacijo sistemov. Sledil je opis izvrsˇilnega in programskega modela ter
postopka prevajanja izvorne kode. Omenjena je bila tehnologija SSI, ki ima velik
vpliv na arhitekturo integriranega vezja in razvitih sistemov.
Tema poglavja 4 je bila implementacija nacˇrtovanega sistema. V zacˇetku so
bile nasˇtete njegove funkcije in omejitve. Temu so sledili kratki opisi pomemb-
nejˇsih sredstev strojne platforme in porazdelitev teh po regijah integriranega
vezja za uporabljeno ciljno platformo. Glavni del je predstavljal opis arhitek-
ture sistema in rezultat implementacije. Omenjenih je bilo nekaj pomembnejˇsih
nacˇrtovalskih odlocˇitev, prikazani so bili blokovni diagrami ter opisano je bilo
delovanje jeder in sistema. Za rezultat implementacije je bila podana dosezˇena
delovna frekvenca in zasedenost sredstev vezja FPGA. Opisana je bila sˇe alter-
nativna razlicˇica implementiranega sistema, ki je bila realizirana zaradi velike
kolicˇine neuporabljenih sredstev pri prvotnem sistemu.
V petem poglavju so bile opisane meritve in njihovi rezultati, cˇemur je sledila
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sˇe primerjava zmogljivosti platform. Pokazalo se je, da je zmogljivost implemen-
tiranih sistemov primerljiva oziroma celo boljˇsa kot zmogljivost knjizˇnice Intel
MKL na uporabljenih strojnih platformah. Pri tem zmogljivost pomeni hitrost
izvajanja operacij kot je bilo dolocˇeno z zastavljenimi cilji. Uposˇtevati je treba,
da Intel MKL za mnozˇenje matrik ne podpira 16-bitnega podatkovnega tipa s
fiksno vejico in je bil uporabljen 32-bitni tip s plavajocˇo vejico. Tudi cˇe bi bil
16-bitni tip s fiksno vejico podprt, hitrost obdelave podatkov ne bi mogla biti ve-
liko vecˇja, saj bi ostala frekvenca nespremenjena, OPC pa bi se zaradi polovicˇne
velikosti podatkovnega tipa kvecˇjemu podvojil. Vendar tudi to ni nujno. Nabora
ukazov FMA in AVX-512 namrecˇ nimata neposredne podpore za tak podatkovni
tip. Bistvo je, da so zmogljivosti resˇitev primerljive in se je pokazala uporabnost
programskega okolja Vitis. To podpirajo tudi izracˇuni izkoriˇscˇenosti uporabljenih
sredstev strojnih platform, kajti pri implementiranih sistemih dosezˇejo tudi vecˇ
kot 70%, kar bi lahko bilo z nadaljnjo optimizacijo sˇe izboljˇsano.
Prihodnje delo bi lahko obsegalo primerjavo porabe elektricˇne energije med
delovanjem sistemov ali pa nadaljnjo optimizacijo realiziranega sistema in pri-
merjavo z implementacijo v RTL. Lahko bi skusˇali implementirati drugacˇno sis-
tolicˇno polje in poviˇsati delovno frekvenco sistema. Cˇe bi se osredotocˇili na samo
mnozˇenje matrik, bi lahko razsˇirili funkcionalnost sistema in ga optimizirali za
razlicˇne primere uporabe ter rezultat primerjali tudi z graficˇnimi procesorji. Samo
matricˇno mnozˇenje je sicer dokaj splosˇna operacija in ima veliko podporo v moder-
nih graficˇnih procesorjih. Za vezja FPGA so bolj primerne aplikacije, ki nimajo
resˇitev ASIC (ang. application-specific integrated circuit). Na podrocˇju nevron-
skih mrezˇ bi bila zanimiva implementacija celotnega postopka ucˇenja z realizacijo
globokega cevovoda.
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