Active learning algorithms aim to minimise the amount of labelled data used to learn a target concept. However, there is no formal framework for expressing the trade-off between needed accuracy and the cost of label acquisition, rendering the objective evaluation of algorithms problematic and the development of criteria for deciding when to terminate data acquisition impossible. This paper aims to increase awareness of these problems and to introduce a formal notion of optimality for active learning, thus leading to the development of stopping algorithms and finally to a procedure for assessing the real world performance of active learning algorithms.
Introduction
Much of classical machine learning deals with the case where we wish to learn a target concept in the form of a function f : X → Y, when all we have is a finite set of examples D = {(x i , y i )} n i=1 . However, in many practical settings, it turns out that for each example i in the set only the observations x i are available, while the availability of observations y i is restricted in the sense that either (a) it is only observable for a subset of the examples (b) further observations may only be acquired at a cost. These two cases correspond to two different aspects of the same problem.
The first aspect arises when we have y i for a fixed number of examples t < n. Then the task is how to best use the unlabelled data to gain insight about the target concept. This is usually dealt with in the context of transductive learning or Bayesian methods for missing data. The second aspect of the problem arises when we can actually obtain labels for any i ∈ D, but doing so incurs a cost. Active learning algorithms aim to solve this by being as efficient as possible when asking for an example to be labelled -however this aim is rarely made more precise, making comparisons between active learning algorithms difficult.
Finally, the basic question of whether a new example should be queried at all is never addressed. In this paper we seek to bring attention to these problems and to provide a remedy through the use of a specific cost function that can be used both within stopping criteria and algorithmic evaluations.
To expound further, the first problem we seek to address is the lack of an obvious method for comparing different active learning algorithms under conditions similar to real-world usage. In current practise, the generalisation errors of two algorithms as the number of examples t used increases are often compared. It is important to note that this only measures the performance difference (usually disregarding the cost of labelling) of the two algorithms given that they both stop at identical times, which will not necessarily be the case should we choose stopping times independently. Thus, in order to be able to objectively evaluate algorithms in terms of expected real-world performance, we propose including the stopping criterion in the evaluation procedure itself, in which case the cost of labelling will also be of some importance since by stopping at different times the two algorithms incur different labelling costs.
We introduce a cost function that represents the desired trade-off between final performance (in terms of generalisation error) and querying costs (in terms of the number of labels queried). This is used in two ways. Firstly, as the basis of our proposed comparison metric, the expected cost of each algorithm when coupled with a stopping algorithm. Secondly, as the basis for an algorithmindependent, but cost-dependent, stopping rule.
Section 2 introduces the proposed cost function for active learning, while Section 3 defines the performance metric which arises from it and Section 4 derives appropriate stopping methods. While the stopping problem is well known in sequential decision making (see for example [1] ), the active learning setting represents some unique difficulties which differentiate it from classical stopping problems. Some experimental results illustrating the proposed evaluation methodology and demonstrating the use of the introduced stopping method are presented in Section 5. The proposed methods are not flawless, however. For example, the stopping rule requires the use of an oracle for the generalisation error, which we approximate with an empirical estimate on a validation set. We conclude with such a discussion on the applicability, merits and deficiencies of the proposed approaches to principled testing and optimal stopping for active learning.
Cost functions for active learning
Since we are interested in the concept of optimality in the active learning framework, both for creating stopping criteria and for evaluating active learning algorithms, we must introduce a specific cost function. Let some algorithm F which queries labels for data from some unlabelled dataset D, incurring a cost γ ∈ [0, ∞) for each query. If the algorithm stops after querying labels of examples d 1 , d 2 , . . . , d t , it will suffer a total cost of γt, plus a cost depending on the generalisation error. Let C γ be the cost corresponding to the generalisation error R plus the cost of querying labels, for a specific value of γ and Q be a stopping procedure, such as that f (t) is an observed hypothesis after t queries. These considerations lead to the following definition of the expected cost of F and
where there expectation is over the data distribution and thus E(R | F, t) represents the expected loss for a hypothesis that results from an algorithm F using t examples to create it. The stopping time itself will be a random variable conditioned on the stopping criterion and learning algorithm. Estimates of (1) can be used to quantitatively assess the performance differences between algorithms for any desired value of γ; i.e. as γ → 0, it becomes the generalisation error. The cost function can be used to (a) define performance metrics and (b) derive stopping algorithms. The next section will discuss metrics for active learning and define a measure of expected real-world performance. This requires a stopping method that is independent of the test set; a suitable such method will be described in Section 4.
Comparative performance measures
There are a number of both qualitative and quantitative metrics proposed in the active learning literature. Some of the latter are defined over some subset T of the possible stopping times. This is problematic as it could easily be the case that there exists T 1 , T 2 with T 1 ⊂ T 2 , such that when comparing algorithms over T 1 we get a different result than when we are comparing them over a larger set T 2 . Thus, such measures are not easy to interpret since the choice of T remains essentially arbitrary.
1 Two such examples are (a) the percentage reduction in error, one of the metrics used in [2] and [3] ) and (b) the average number of times one algorithm is significantly better than the other during an arbitrary initial number of queries, which was used in [4] . Anther metric is the data utilisation ratio used in [4, 3, 5] , which is the amount of data required to reach some specific error rate. Note that the selection of the appropriate error rate is essentially arbitrary; in both cases the concept of the target error rate is utilised, which is the average test error when almost all the training set has been used. In practise, not only the test set would not be available, but we would not be able to use all of the training set to determine what the target error rate should be, so this is not a plausible measure of expected performance.
In order to address these deficiencies, we shall introduce an alternative performance measure, corresponding to the expected real-world performance of the active learners, when used in conjunction with a specific stopping method, the expected performance of F given an algorithm Q f for choosing stopping time
where the expectations are as defined in (1) . This is the active-learning equivalent of the measure proposed in [6] . When comparing two algorithms the two stopping methods will normally be the same, unless a specific reason for choosing a different stopping method for each one exists. In this way, we are maintaining the same experimental conditions for both algorithms and thus are able to perform an objective comparison. However, there is a requirement for a stopping method Q f (γ) which will ideally stop querying at a point that minimises E(C γ ). A first step towards an approximate method for the solution of this problem will be discussed in the next section.
Stopping algorithms
The stopping problem is not usually mentioned in the active learning literature and there are only a few cases where it is explicitly considered as far as we are aware of. One case is [7] , where it is suggested to stop querying when no example lies within the SVM margin. The method is used indirectly in [8] , where if this event occurs the algorithm tests the current hypothesis 2 , queries labels for a new set of unlabelled examples 3 and finally stops if the error measured there is below a given threshold; similarly, [9] introduced a bounds-based stopping criterion that relies on an allowed error rate. These are reasonable methods, but there exists no formal way of incorporating the cost function considered here within them. For this reason, we will instead consider the statistical framework of optimal stopping problems, in which such a cost function can be readily embedded.
An optimal stopping problem under uncertainty is generally formulated as follows. At each point in time t, the experimenter needs to make a decision a ∈ A, for which there is a loss function L(a|w) defined for all w ∈ Ω. The experimenter's uncertainty about which w ∈ Ω is true is expressed with the distribution P(w|ξ t ), where ξ t represents his belief at time t. The risk of taking an action at time t can then be written as E[R t |ξ t ] = min a w L(a, w) P(w | ξ t ). Now, consider that instead of making an immediate decision, he has the opportunity to take k more observations D k from a sample space S k , at a cost of γ per observations, thus allowing him to update his belief to P(w|ξ t+k ) ≡ P(w|D k , ξ t ). What the experimenter must do in order to choose between immediately making a decision a and continuing sampling, is to compare the risk of making a decision now with the cost of making k observations plus the risk of making a decision after k timesteps, when the extra data would enable a more informed choice. In other words, one should stop and make an immediate decision if the 2 i.e. a classifier for a classification task 3 Though this is not really an i.i.d. sample from the original distribution except when |D|−t is large.
following holds for all k:
(3) We can use the same formalism for active learning, where acquiring samples is costly only as far as labels are concerned. In one respect, the problem is simpler, as the only decision to be made is when to stop and then we just use the currently obtained hypothesis. The difficulty lies in estimating the expected error. Unfortunately, the metrics used in active learning methods for selecting new examples (see [4] for a review) do not generally include calculations of the expected performance gain due to querying additional examples. What we propose to do is to use a reasonably diverse set of data-independent estimates of the generalisation error derived from theoretical convergence properties and use a Bayesian framework for adjusting the probabilities of the hypothesised convergence rates according to observations on a small validation set. While the latter requirement is not entirely satisfactory, it is unclear how to avoid it in a manner that does not depend upon the model and it at least allows us to adjust our predictions of future improvement and thus to obtain a suitable cost-sensitive stopping criterion. 
When no model is perfect: Bayesian model selection
The presented Bayesian formalism for optimal sequential decisions follows [1] . We require maintaining a belief ξ t in the form of a probability distribution over the set of possible universes w ∈ Ω. We will consider only those ξ for which this distribution is stationary, i.e.
Furthermore, we require the existence of a well-defined cost for each w ∈ Ω. Then we can write the Bayes risk as the minimum expected risk as in (3), but ignoring the minimisation over A as there is only one possible decision to be made after stopping,
which can be extended to continuous measures without difficulty. We will write the expected risk according to our belief at time t for the optimal procedure taking at the most k more samples as
This implies that at any point in time t, we should ignore the cost for the t samples we have paid for and are only interested in whether we should take additional samples. The general form of the stopping algorithm is defined in Alg. 1. Note that the horizon K is a necessary restriction for computability. A Algorithm 1 Bounded stopping Given a dataset D and any learning algorithm F , an initial belief P(w | ξ 0 ) and a method for updating it, and additionally a known query cost γ, and a horizon K, for t = 1, 2, . . . do Use F to query a new example i ∈ D and obtain f (t).
Observe the empirical error estimate r t for f (t).
larger value of K leads to potentially better decisions, as when K → ∞, the bounded horizon optimal decision approaches that of the optimal decision in the unbounded horizon setting, as shown for example in Chapter 12 of [1] . Even with finite K > 1, however, the computational complexity is considerable, since we will have to additionally keep track of how our future beliefs P(W | ξ t+k ) will evolve for all k ≤ K.
In this paper we consider hypotheses w ∈ Ω which model how the generalisation error r t of the learning algorithm changes with time. We assume that the initial error is r 0 and that the algorithm always converges to some unknown r ∞ ≡ lim t→∞ r t . Furthermore, we need some observations v t that will allow us to update our beliefs over Ω. The following section discusses the inference model in more detail.
The inference model
More specifically, we model the learning as a process which asymptotically converges from an itinitial error r 0 to a final error r ∞ ≡ lim t→∞ r t . Each model w will be a convergence estimate, i.e. it will model the how the error converges from the initial to the final error rate. More precisely, let h w (t) be the convergence predicted by model w at time t. Then the predicted error given the initial error r 0 and the final error r ∞ will be
Thus, we factorise the error model into two independent parts; the family of convergence curves and the asymptotic error rate.
We may now use this predictions together with some observations to update our distribution p(w, ξ). More specifically, if P[r t = f w (t | r 0 , r ∞ ) | r 0 , r ∞ , w] = 1 and we take m t independent observations of the error with mean v t , then he likelihood will be given by the Bernoulli density
Then it is simple to obtain a posterior densit for both w and r ∞ ,
Starting with an prior distribution p(w | ξ 0 ) and p(r ∞ | ξ 0 , we may sequentially update our belief
using (9) . The astute reader would have already noticed that we are making use of expected convergence rates. In reality, the actual convergence for a particular training data set will differ substantially from the average convergence. Most importantly, the average convergence curve will be smooth, while any specific instantiation of it will not be. In reality, there are two quantities related to the error of the classifier. More formally, the expected error given a specific training dataset,
, where D t ∼ D t and secondly the expected error given the data distribution, averaged all possible training sets,
The convergence curves h w would correspond to models for q t , while we need models for r t . The full model can be written as follows
since by definition q t = E[R t | q t ].
A simple optimal stopping algorithm
We may now use the distribution over the models to predict the error should we choose to add k more examples. This is simply
The remaining difficulty is the collection of unbiased independent observations of the generalisation error at every time step t. We propose to do this using Alg. 2. Informally, we split the training set D in two parts, D A , which will be sampled without replacement by the active learning algorithm and D R , which will be uniformly sampled without replacement. At each timestep t, we will use a sample from D R to update p(w). If we then expect to reduce our future error sufficiently, we will query an example from D A using F and subsequently update the classifier g with both examples. Thus, not only are observations independent and identically distributed, but we are also able to use them to update the classifier g.
Algorithm 2 OBSV Given a dataset D and any learning algorithm F , an initial belief P(w | ξ 0 ) and P(r ∞ | ξ 0 ) and a method for updating it, and additionally a known query cost γ for discovering the class label
Initialise the classifier g. for t = 1, 2, . . . do Sample a i ∈ D R without replacement and observe f (x i ),
Finally, it is worth noting that the algorithm will either stop when the expected error reduction is smaller than the labelling cost, or when D A , D R are empty.
Estimates of improvement
Since we do not know a priori how the learning algorithm will behave for a particular dataset, it is not possible to predict the future error reduction. What we can do is to maintain a set of estimates instead and start with some initial belief about their accuracy. As seen in the previous section, this belief can subsequently be updated using a probabilistic framework through noisy independent observations. The major remaining question is the choice of models.
We will use some estimates based on common theoretical convergence results. It is worthwhile to keep in mind that we simply aim to find the combination of estimates of the ones available that gives the best predictions. While none of the estimates might be particularly accurate, we expect to obtain reasonable stopping times when they are optimally combined in the manner described in the previous section. Ultimately, we expect to end up with a fairly narrow distribution over the possible convergence curves.
One of the weakest convergence results [10] is for quadratic convergence, which can be expressed with the following estimate. Sample complexity of order O(1/ǫ 2 t ) corresponds to a ratio ǫ t+1 /ǫ t of the form
A common type of convergence is geometric convergence, where sample complexity is of order O(1/ǫ t ) and corresponds to a ratio ǫ t+1 /ǫ t
Finally, we can assume that the error decreases exponentially fast. This is theoretically possible in some cases, as was proven in [9] . The resulting sample complexity of order O(log(1/ǫ t )) corresponds to a ratio ǫ t+1 /ǫ t of the form
Since we do not know what appropriate values of the constants β, λ and κ, are, we will model this uncertainty as an additional distribution over them, i.e. p(β | ξ t ). This would be updated together with the rest of our belief distribution and could be done in some cases analytically. In this paper however we consider approximating the continuous densities by a sufficiently large set of models, one for each possible value of the unknown constants.
As a simple illustration, we examined the performance of the estimation and the stopping criterion in a simple classification problem with 10 classes of data, each with equivariant Gaussian distribution in an 8-dimensional space. Each unknown point was simply classified as having the label closest to empirical mean of the observations for each class. Examples were always chosen randomly. As can be seen in Fig. 4.1.3 , at the initial stages the estimates are inaccurate. This is because of two reasons: 1. The distribution over convergence rates is initially dominated by the prior. As more data is accumulated, there is better evidence for what the final error will be. 2. The realised convergence curve is much more random than the expected convergence curve which is actually modelled. However, as the number of examples approaches infinity, the expected Figure 1 : Illustration of the estimated error on a 10-class problem with a cost per label of γ = 0.001. r t is the history of the predicted generalisation error, i.e E[r t | ξ t−1 ], while R t is the generalisation error measured on a test-set of size 10,000 and C t is the corresponding actual cost. Finally, R w and E[C t ] are the final estimated convergence and cost curves given all the observations. The stopping time is indicated by S, which equals 0.5 whenever the algorithm decides to stop and t is the number of iterations. and realised errors converge. In any case, the final distribution over models does not really help us differentiate between the various convergence curves.
5
Nevertheless, the stopping time itself (indicated by S) is relatively close to the optimal stopping time (C t appears to be minimised near 200).
Integration with probabilistic hypotheses
Up to now we had assumed that the convergence models were separate from the classification hypothesis and active learning method. However, if we restrict ourselves to probabilistic classifers, as was done for example in [11] , we may be able to simultaneously perform optimal example selection and stopping.
More precisely, let us say we have a set of models M , (or a single model) such that for any m ∈ M we obtain the posterior class probability
Then, we may get the class probability over the whole set of models,
In many models of interest 6 we have that the probability of each model does not depend on the current observation, so P(m | x) = P(m). Now we write the belief explicitly as depending on ξ t . Then we have that, for any P(m | ξ t ), and any point x ∈ X , a distribution over Y
In the standard case of incrementally-built mixture models, P(y | x, m, ξ t ) would stay the same for each model in the mixture, so P(y | x, m, ξ t ) = P(y | x, m, ξ t ) but P(m | x, ξ t ) would change with t. (I think)
So, now we can calculate this sum over the whole dataset to estimate the generalisation error as the expected error given the empirical data distribution and our classifier
Now, for every example i we have P(y | x i , ξ t ), the probability of observing any particular class. Then, for every example, we calculate (15), given ξ t and the each one of the different possibilities for the class label. So we calculate the expected error on the empirical data distribution if we create a new classifier from ξ t by adding example i aŝ
Note that P(y i = y | x i , ξ t ) is just the probability of example i having label y according to our current belief, ξ t . Furthermore,Ê D (v t | x i , y i = y, ξ t ) results from calculating (15) using the classifier resulting from ξ t and the added example i with label y. ThenÊ(v t , ξ t )−Ê(v t | x i , ξ t ) will be the expected gain from using i to train. Let i
Experimental illustration
Since we are interested in comparing combinations of active learning and stopping algorithms, we are free to compare two algorithms which have their own specific stopping criterion, though we must base our evaluation on a previouslyagreed upon cost function. A fine point that, however, must be carefully considered, is how to select parameters for stopping criteria which are parametrised. This point is most evident when the criterion is simply 'stop after t queries' and the parameter is t. If we are interested in an evaluation of real-world performance, then it is necessary to choose t prior to seeing the test data. This is the reason why this paper advocates the use of criteria with parameters that are directly linked to the cost function the algorithms will be evaluated upon.
For the proposed criterion, we need to estimate the expectations in (2). When we have a method to generate unlimited data, this is possible via standard Monte Carlo techniques. However the limited amount of data in the experiments shown requires the use of bootstrapping [12] . Specifically, for our comparative results we follow [6] in using unbiased estimates of the performance at various operating points that should be chosen prior of seeing the test set. In our case, this amounts to choosing different values of γ in advance. We also apply a similar bootstrapping procedure to estimate the empirical cost distribution for each classifier F . We take B bootstrap replicates U b from a test set U . For each b, we let the independent validation set be V b = U \ U b and plug the error of the current f (t) on each V b in our stopping algorithm. Thus, for each particular value of γ we obtain a distribution of stopping times t γ b and associated classifiers f (t γ b ). Finally, using the error of each f (t γ b ) on the corresponding test set U b we calculate B estimates for C γ . These estimates can then be used as a data dependent measure of the statistical significance of the results for each particular user choice of γ.
For our experiments we utilise the Generalised QBC framework [3] where unlabelled instances are iteratively sampled for labelling from an initial pool using a specific utility measure and then are moved to the set of labelled instances. Particularly, we ran Decorate [13, 3] and LPBoost [14] on the intermediate labelled training sets while sampling the datapoints closest to the current decision boundary. Since both are ensemble methods, we chose decision stumps and decision trees (J48 7 using its default parameters) as base hypotheses limiting their number to 100 and 15 respectively, while specifically for Decorate, the number of trials was set to 350 and 50 respectively. 8 For LPBoost we set the slackness ν to 1/ √ t. Due to lack of space we only present the experiments conducted on the breast-cancer dataset (569 instances) from the UCI repository for which results have already been reported by [3, 4] . Particularly, we performed 3 randomised runs of 3-fold stratified cross-validation were similarly to [3] the labels for 3 instances are queried per active sampling iteration. The distribution over C γ was calculated over all 9 test sets U using B = 1000 bootstrap replicates of each. For our stopping algorithm, we used 50 values each λ, κ = 0, ..., 49 and β ∈ (0, 1).
From Fig. 2 it is obvious that the user's desired trade-off, expressed via the choice of γ, strongly influences which algorithm performs best. When γ is very small, the generalisation error dominates the cost function and LPBoost is better when using decision stumps 9 . When the cost of acquiring new labels is higher, Decorate exhibits better performance with 80% confidence when using decision trees. Finally, while a casual look at the error rates in Fig. 2(a) indicates a lower overall error rate for LPBoost, in practise, for a large range of choices 10 of γ Decorate actually has a lower cost. Of course, for other stopping criteria the situation could well have been different.
Discussion
This paper discusses the interplay between a well-defined cost function, stopping algorithms and objective evaluation criteria in the field of active learning. Specifically, we have argued that (a) the goal of active learning algorithms should be represented by a concrete cost function, that (b) metrics on this cost function should be used to evaluate performance and finally that (c) the stopping problem cannot be separately considered from either the cost function or the evaluation. Finally, we have introduced a suitable cost function, in conjunction with a method for stopping rooted in statistical decision making. According to our current knowledge, these issues have not been considered in the field of active learning.
It is our belief that considering the learning algorithms, stopping criteria and cost functions as an integrated whole is important if one is to be able to draw relevant conclusions from the comparisons of active learning algorithms. Although the datasets used in this study were rather too small to be able to draw firm conclusions from, it is interesting to note that in some cases considering the stopping criterion gives some advantage to algorithms that appear inferior using standard comparisons. In future work we would like to use extremely large or synthetic datasets, in order to be able to estimate expected performances more accurately.
The weakest point of the presented exposition is the stopping criterion. While adequate as a first step and usable for an unbiased comparison of different algorithms, its use may become impractical should the cost of obtaining m examples for a validation set be high. In its defence though, we may say that in the constant-cost framework 11 we are not interested in how much we have already spent; so the ideal stopping rule would stop at the optimum number of examples given that m have already been used for the validation set. Should this be unacceptable, the experimenter has two choices. The first is to use model-specific stopping methods (and no validation set); we believe that the use of statistical models such as described in [11] would be the most interesting approach in this direction. The second is to incorporate the size of the validation set in the cost function. Both cases create additional difficulties and will be considered in future work. However, we hope that the presented exposition will at the very least increase awareness of these issues in the active learning community, lead to commonly agreed standards for the evaluation of active learning algorithms, or even encourage the development of example selection methods incorporating the notions of optimality suggested in this paper. (f) Figure 2 : Performance of the Decorate and LPBoost algorithms on the breastcancer dataset using either decision stumps (first column) or decision trees (second column). The first row shows the error on the independent test set, while the second row shows the resulting stopping time for each model for each value of γ (the values for γ = 0 are denoted by a cross). The third row shows the corresponding performance difference between the two algorithms. Also noted are the 80%, 90% and 95% confidence intervals from a bootstrap estimate.
