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Abstract
This paper systematically derives design dimensions for the structured evaluation of explainable
artificial intelligence (XAI) approaches. These dimensions enable a descriptive characterization,
facilitating comparisons between different study designs. They further structure the design space of
XAI, converging towards a precise terminology required for a rigorous study of XAI. Our literature
review differentiates between comparative studies and application papers, revealing methodological
differences between the fields of machine learning, human-computer interaction, and visual analytics.
Generally, each of these disciplines targets specific parts of the XAI process. Bridging the resulting
gaps enables a holistic evaluation of XAI in real-world scenarios, as proposed by our conceptual
model characterizing bias sources and trust-building. Furthermore, we identify and discuss the
potential for future work based on observed research gaps that should lead to better coverage of the
proposed model.
1 Introduction
Figure 1: The design dimensions of (X)AI evaluation can be organized in the five groups user, explanation, model, task
& environment, and study design. The individual dimensions have been collected from related work and are defined in
section 4.
With the recent leaps in the performance and utility of Artificial Intelligence (AI) across a variety of applications, the
demand for understanding their decision-making rationale is on the rise. Explainable Artificial Intelligence (XAI) is
the study of making the decision-making processes of AI models explainable. Explanations not only can help foster
trust among novice users but are also valuable tools when discovering, improving, controlling, or justifying [2] the
machine learning models powering AI. Consequently, many different approaches to explaining AI have emerged in
recent years [1]. XAI encompasses explanations throughout the whole process of machine learning from the raw data to
presenting the discovered relations and patterns to the user. Within this process, XAI methods focus on explaining the
data, the AI model, or presenting the output of the XAI method to the user [64].
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A central task for XAI is calibrating trust in the context of complex machine learning models and processes that are
not always intelligible. The fact that it is often difficult for humans to comprehend the inner workings of models
raises many questions towards methods claiming to provide explanations: Are they valid? Do they calibrate user trust
appropriately, or introduce bias? For which data types and tasks are they applicable, and in which environments?
In focused application contexts, some approaches can evaluate the general propagation of these effects to derive
suitable architectures. However, in the general context of evaluating (X)AI and finding answers to these questions
requires comparing different ways to generate, design, and present explanations to different user types. While catering
explanations to their intended audience concerning, for example, complexity and information density might seem
straightforward, it is not always easy due to the complexity of various psychological processes. Additionally, Miller et
al. state that “most of us as AI researchers are building explanatory agents for ourselves, rather than for the intended
users” [48] and that XAI is more likely to be successful “if evaluation of these models is focused more on people than
on technology.” [48]
Doshi-Velez and Kim [12] identify that interpretability is mostly evaluated in the context of a concrete application,
or assumed to be “given” thanks to the use of a particular model class, stating that “To large extent, both evaluation
approaches rely on some notion of “you’ll know it when you see it”.” [12] According to Guidotti et al. [22], “In the state
of the art a small set of existing interpretable models is recognized: decision tree, rules, linear models. These models are
considered easily understandable and interpretable for humans” [22]. Poursabzi-Sangdeh et al. [55], however, evaluated
such white-box linear models and found that transparency can be overwhelming, possibly due to information overload.
In this paper, we attempt to generate a comprehensive overview of the design dimensions for structured experimental
evaluation of XAI methods. To that end, we contribute a literature review of the past five years of (X)AI evaluation
research in the human-computer-interaction and visualization communities and report on their considerations for XAI
studies and their design. In addition, we review a number of application papers that do not feature comparative study
designs, but present user evaluations showcasing the effectiveness of XAI methods. From this review, we generalize
and contribute five groups of design dimensions for future evaluation studies: personal characteristics, explanation,
model, task and environment, and study setup. From this literature review we derive not only research gaps, but also
opportunities and implications for future work. Further, we contribute a dependency model outlining all actors that
must be considered when designing experiments evaluating trust in (X)AI. This model also describes the processes of
bias propagation and trust building in (X)AI.
2 Background and Related Work
Already in 1994, Muir presented “a theoretical model of human trust in machines.” [52]. She collected multiple
definitions of trust in humans, showcasing the different aspects of trust and suggesting that “trust is a multidimensional
construct” [52] and that calibration and re-calibration of trust are necessary over time. More recently, Robbins
surveyed psychological literature on trust, finding it to be fragmented with multidimensional definitions. He instead
suggest defining trust in terms of “actor A’s beliefs, actor B’s trustworthiness, the matter(s) at hand, and unknown
outcomes.” [59]
In addition to these theoretical considerations on trust, Hancock et al. [23] provide a meta-analysis on factors influencing
the trust of humans in robots. This work was later extended to automation in general by Schaefer et al. [61]. Neither of
the works places emphasis on how these factors can be evaluated. Their dimensions might, however, also be relevant
for trust of humans in AI and can be grouped similarly to those presented in section 4.
Recent work from computer science provided a conceptual framework for designing XAI [70]. The authors reviewed
work from psychology and philosophy and suggested how XAI should be designed to avoid cognitive biases. These
guidelines are applied and evaluated in an application for clinical decision making. More generally, Doshi-Velez and
Kim [12] provide a taxonomy for the evaluation of interpretable machine learning systems, identifying three types of
studies: application-grounded, human-grounded, functionally-grounded. They discuss when each type of study might
be most appropriate, but do not elaborate on the individual design dimensions of the different types. Hoffman et al. [24]
provide four criteria for XAI evaluation: goodness, satisfaction, comprehension, and performance and focus on how
these criteria can best be measured.
3 Literature Review
Many different buzzwords have been mentioned as goals for (X)AI in previous work: intelligibility, justifiability, or
interpretability, to name just a few. However, it is not always immediately obvious how these goals can be achieved,
and how success can be measured. In order to identify dimensions that have previously been evaluated and to distill
guidelines for the evaluation of (X)AI, we conducted a literature review.
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Cai et al. (2019) [6] 3 3 7 0 1 1 1070 IUI
Cheng et al. (2019) [9] 7 A 3 3 202 CHI
Dodge et al. (2019) [10] 3 3 A 1 1 1 160 IUI
Dominguez et al. (2019) [11] 3 3 A 1 1 121 IUI
Eiband et al. (2019) [14] 3 3 A 1 1 1 30 CHI EA
Kouki et al. (2019) [31] 3 3 7 1 1 1 198 IUI
Millecamp et al. (2019) [46] 3 A 1 1 1 71 IUI
Richter et al. (2019) [58] 3 3 A 65 IUI
Schaffer et al. (2019) [62] 3 7 1 1 1 551 IUI
Springer and Whittaker (2019) [65] 3 7 1 1 1 74 IUI
Yin et al. (2019) [72] 7 7 S 1 1 1994 CHI
Yin et al. (2019) [72] 7 7 S 1 1 757 CHI
Yin et al. (2019) [72] 7 7 S 1 1 1042 CHI
Zhou et al. (2019) [76] 7 D 1 1 22 CHI EA
Bigras et al. (2018) [3] 3 3 A 3 2 20 CHI EA
Kleinerman et al. (2018) [30] 3 3 7 1 1 1 59 RecSys
Rader et al. (2018) [56] 3 7 A 1 1 681 CHI
Yu et al. (2017) [73] 7 7 A 2 2 1 21 IUI
Chang et al. (2016) [8] 3 3 7 1 1 1 220 RecSys
Kizilcec (2016) [29] 3 7 7 103 CHI
Musto et al. (2016) [53] 3 7 7 1 1 1 308 RecSys
Table 1: Synthesis of the most important dimensions mentioned in previous work on (explainable) artificial intelligence.
Little squares indicate that a variable was artificially manipulated to a fixed value, measured , constituted a
condition , or a combination thereof .
3.1 Methodology
Scope We have collected the proceedings from high-quality computer science journals and conferences. We include
conference papers from ACM Computer-Human Interaction (CHI), ACM Intelligent User Interfaces (IUI), ACM
Recommender Systems (RecSys) and IEEE VIS (VIS). Additionally, we include journal articles from IEEE Transactions
on Visualization and Computer Graphics (TVCG) and Extended Abstracts published at CHI. Furthermore, we retrieved
all publications from the International Conference on Machine Learning (ICML) and the ACM Conference on Fairness,
Accountability, and Transparency (FAT*). For all venues, we considered the years 2015 to 2019 (2018 and 2019 for
FAT*) to focus on recent developments.
Paper Selection Once we had gathered the proceedings, we performed a keyword search for trust, interpretable,
interpretability, explanation, explainability, transparency and interactive machine learning on the titles and abstracts
of published works, retrieving an initial set of papers. We manually evaluated all potential papers of interest and
excluded those that do not deal with some form of machine learning or artificial intelligence, or that do not perform
user evaluation. For that reason, we excluded all papers from the FAT* and ICML from this review. Due to the large
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amount of papers, papers that did not include interactivity and those that covered relatively fewer dimensions were also
excluded from our review.
Coding We coded all papers in an iterative process and began with an initial set of eight randomly selected papers.
After extracting all relevant dimensions and coding the initial paper set, we distilled and refined coding guidelines
until an agreement between coders was reached. We then continued coding the remainder of papers with a single
coder. Whenever we encountered new potential dimensions that had not been mentioned in papers previously coded,
we conferred and decided whether to include them into adapted coding guidelines. During the coding process,
significant differences between pure application papers and those with comparative study designs became apparent. We
consequently decided to code application papers using separate guidelines (created using the same process) and present
both types of papers separately in the following sections. This methodology allows for a more focused comparison of
papers from a given paper type.
Concept Definitions During paper coding, we did not attempt to resolve potential conflicts, ambiguities, or overlaps
between concept definitions but coded them as presented by the authors. As a consequence, the results of our literature
review present a “union” of the definitions for concepts like trustworthiness or interpretability. Refining these concepts
and converging to a common vocabulary presents an opportunity for future work that will be elaborated on further in
section 6.
Presentation The results of our literature review are summarized in Table 1 (comparative study designs) and Table 2
(application papers). The tables highlight four different groups of design dimensions for structured experimental
evaluation and sort them according to our trust building model introduced in section 5. Personal contains both standard
personal characteristics, as well as dimensions on experience. Explanation and Model group dimensions of the
respective elements in the XAI pipeline. Task & Environment focuses on the implications of using a given (X)AI
system in a specific environment. Due to space constraints we do not include all dimensions that have been mentioned
in literature. For example, controllability and truthfulness that were both mentioned only once were excluded. Instead,
we focus on the most common dimensions and those that allow us to draw conclusions about the state of the field.
The tables also highlight the number of study participants, as well as the publication venue of the papers. For all
dimensions, coloured boxes indicate whether they were study conditions , measured in a study, or fixed to
an artificial value. Cases where dimensions varied as conditions where also measured, is used. 3and 7 indicate
yes and no respectively, and are used to show whether explanations were available and whether the system was model
agnostic from the point of view of the study participant. Possible values for task groups, as well as impact and criticality
will be introduced in subsection 4.4. Darker color ( 0 — 5 ) indicates higher task complexity, impact or criticality,
respectively. Similarly, we classify effort and user expertise that the system in an application paper was designed
for as low 1 , medium 2 or high 3 . Some application papers claim that the presented systems are designed
with a specific goal or property in mind, but do not evaluate their respective design decisions and are highlighted
accordingly .
3.2 Comparative Studies
Table 1 contains 21 studies from 19 publications. While most publications are only present in the table once, Yin
et al. (2019) [72] provide three large-scale studies on the same subject and have thus been included three times. In the
remainder of this section we briefly summarize the main findings of our literature review.
3.2.1 Summary of Findings
17/21 studies include explanations in their study design. Out of these 17, the availability or absence of explanations is a
study condition. Most work only evaluates perceived trustworthiness of the machine learning model (15/21) but not the
trustworthiness of the explanation (3/17 papers that include explanations). While this evaluation of trust in the model is
essential, we note a distinct lack of evaluation of the trust in the model explanation. Such explanation evaluations are
important in the light of trust-building and bias propagation, as modeled in section 5.
The inclusion of expertise as a measured dimension appears to be a relatively recent development, with 7/8 studies
having been published in 2019. Furthermore, the only reviewed study incorporating personality traits was published in
the same year. Knowledge about such user details should influence the information content, the most utilized design
dimension from the explanation group (9/17). This emphasizes the vast opportunities for presentation of explanations,
including varying the level of detail or adding personalization.
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Only two studies investigate manipulating the fidelity of an explainer. Worryingly, Eiband et al. [14] find little difference
in trust towards real or placebic explanations. Similarly, there seems to be little distinction between the reported
understanding of participants, and real understanding that is proven through, for example, little tasks and quizzes. This
should inspire future research in that direction to avoid misleading users and miscalibrating their trust.
3.2.2 Discussion of Findings
Many of the experiments evaluate trust in recommendations or social feeds. Those experiments mostly feature low
impact and low criticality, making them appropriate for non-expert users. Nonetheless, evaluations of trust in higher-
impact settings are needed, especially considering the typically higher criticality of expert-user applications (see
Table 2). Future studies are needed that draw from related work from psychology to adequately simulate scenarios that
are more appropriate to real-world usage, instead of measuring individual variables in isolation. Better simulation of
actual usage conditions and environments is likely to affect study results, especially when impact and criticality are
high.
As mentioned above, almost none of the studies evaluate the impact of explanation fidelity. While fidelity is arguably
important for interpretability and trust building, its necessity varies depending on the target audience. In expert systems,
explanations highlight the models decision-making processes and can uncover training issues or biases. Here, it
is essential that all explanations be high-fidelity and follow the inner workings of a given model closely. For the
explanation of social feeds or movie recommendations for casual users, however, explanation by example might be
more intuitive and effective. As education about the model is not the primary goal, designers have more freedom when
creating explanations. Nonetheless, ethical questions remain as wrong explanations can easily mislead users.
In a similar direction, background, age and gender of studies are not always reported, especially when they were
conducted through online crowd-sourcing platforms. In addition to user expertise, these dimensions are likely to have a
significant impact, though. In particular it is not clear how well studies conducted exclusively with participants from the
US generalize to other user groups with large cultural differences. Such cultural differences are also likely to influence
optimal information content of explanations. For example, previous work has found differences in the preference for
personalized explanations depending on their cultural background [19].
3.3 Application Papers
3.3.1 Summary of Findings
Application papers, almost by definition, describe the design of an XAI model and any accompanying evaluations.
Only one paper (Brooks et al. [4]) makes the availability of the explanation a study condition. Most papers assess the
explanations by applying them to a dataset as case studies or proof-of-concept demonstrations. Furthermore, most
papers do not conduct any significant amount of testing on the explanation itself. For example, only one paper, (Ming
et al. [49]), discussed the fidelity of the explanation developed.
The systems presented in the reviewed application papers tend to support more complex tasks (such as model refinement
or comparison) than the ones evaluated in the reviewed comparative studies. More than half of the papers also designed
explanations for users with high ML expertise (18/35). This ties in to the low impact of most of these papers, since the
explanations will necessarily only be relevant to machine learning experts rather than a broader demographic of users.
Interestingly, accountability seems to be a more recent trend in XAI. Only one paper (Cabrera et al. [5]) discussed
accountability in terms of fairness and mitigating bias.
3.3.2 Discussion of Findings
Many of the reviewed application papers mention particular dimensions of (X)AI, such as trustworthiness, as design
goals. However, these dimensions are rarely evaluated for in any user testing or case studies included in the papers.
Without such evaluation, it would be harder to verify that the design criteria were indeed satisfied by the system created
and that, for example, users indeed found the system to be trustworthy. As a consequence it would be difficult, going
forward, to propose a set of guidelines for how (X)AI systems can be designed to meet certain criteria better. The same
is true for user evaluations that are performed with a particularly low number of participants.
Finally, as mentioned above, many of the explanations presented in application papers are designed to be used by
machine learning experts. In particular when the model being explained is used in the field of deep learning the machine
learning experts using the explanations are often considered to be domain experts as well, regardless of the actual data
domain. This suggests a potential area of research into designing explanations geared towards machine learning novices
or individuals with different domain expertise.
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Brooks et al. (2015) [4] 2 3 R 2 1 VIS
Cabrera et al. (2019) [5] 3 3 3 3 3 D 1 2 VIS
Cavallo and Demiralp (2019) [7] 3 3 3 U 2 1 12 VIS
El-Assady et al. (2018) [15] 3 3 3 R 2 1 3 6 VIS
El-Assady et al. (2019) [18] 3 3 3 C 2 1 1 6 VIS
El-Assady et al. (2019) [17] 3 3 3 R 2 1 1 6 VIS
Hohman et al. (2019) [26] 3 3 7 U 2 1 VIS
Kahng et al. (2018) [27] 3 3 3 3 7 R 2 1 VIS
Kahng et al. (2019) [28] 1 3 3 7 S 3 2 1 VIS
Krause et al. (2017) [32] 3 3 3 7 R 2 1 1 VIS
Kumpf et al. (2018) [33] 3 3 3 3 S 3 2 2 VIS
Kwon et al. (2018) [34] 3 3 3 3 3 A 2 1 VIS
Kwon et al. (2019) [35] 3 3 3 3 3 S 3 4 VIS
Lin et al. (2018) [37] 3 3 7 D 2 1 2 VIS
Liu et al. (2017) [40] 3 3 3 7 R 2 1 VIS
Liu et al. (2018) [42] 3 3 7 D 2 1 VIS
Liu et al. (2018) [39] 3 3 3 7 A 2 4 14 VIS
Liu et al. (2018) [44] 3 3 3 7 D 2 1 VIS
Liu et al. (2018) [43] 3 3 7 D 2 1 VIS
Liu et al. (2018) [41] 3 3 7 D 2 1 VIS
Ma et al. (2019) [45] 3 3 7 D 2 1 3 VIS
Ming et al. (2017) [49] 3 3 7 D 2 1 1 VIS
Ming et al. (2019) [50] 3 3 7 R 2 1 9 VIS
Muhlbacher et al. (2018) [51] 3 3 3 3 R 2 1 VIS
Pezzotti et al. (2017) [54] 3 3 3 7 D 2 1 VIS
Ren et al. (2017) [57] 3 3 7 C 2 1 1 24 VIS
Sacha et al. (2018) [60] 3 3 3 A 2 1 VIS
Spinner et al. (2019) [64] 3 3 3 R 3 1 3 9 VIS
Stahnke et al. (2016) [66] 3 7 U 2 1 3 VIS
Stoffel et al. (2015) [67] 3 3 3 3 R 2 1 VIS
Strobelt et al. (2018) [68] 3 3 7 D 3 1 VIS
Strobelt et al. (2019) [69] 3 3 3 3 R 2 1 VIS
Wang et al. (2019) [71] 3 3 3 3 R 2 1 VIS
Zhang et al. (2019) [74] 3 3 3 7 R 2 1 VIS
Zhao et al. (2019) [75] 2 3 7 U 3 1 1 VIS
Table 2: The most important dimensions mentioned in previous application work on (explainable) artificial intelligence.
Little orange squares indicate that a system was designed with a goal or property of (X)AI in mind, and that the property
was evaluated or not evaluated . Measured variables and experimental conditions are also shown.
6
Sperrle et al.: Should We Trust (X)AI?
4 Design Dimensions for Experimental Evaluations
In this section, we synthesize design dimensions for the structured experimental evaluation of explainable artificial
intelligence from the literature review presented above. Where possible or necessary, we provide definitions. As many
goals and properties of (X)AI have been defined in the literature but were not yet evaluated in the reviewed literature, we
expand the dimensions with these definitions. All dimensions reuse the colors from Figure 1. Higher opacity indicates
dimensions that appear in Table 1 or Table 2, while lower opacity is used for all remaining dimensions.
Previous work from Doshi-Velez and Kim [12] characterizes (X)AI along the dimensions of global and local inter-
pretability, time limitation and the nature of user experience. [12]. We have also identified those dimensions from our
literature review and report them below. Guidotti et al. [22] have identified reliability, robustness, causality, scalability,
and generality as desired dimensions for machine learning models [22]. As these are high-level concepts, they have not
yet been experimentally evaluated. They can, however, likely be approximated by the dimensions reported below.
4.1 User Attributes
As our literature review emphasized the evaluation of trust in (X)AI, user attributes play an important role. This design
dimension is characterized by the question: Who was the (X)AI method designed for? Within the dimension, we
distinguish between immutable personal characteristics and personal experience that is dependent on the circumstances.
When designing experiments that modulate these dimensions, researchers can draw from extensive related work from
psychology and the humanities on trust-building, explanation processes, and conversational explanations.
Personal Characteristics Personal characteristics are immutable.
• Age — The age group that the tool or system was designed for. We did not encounter work specifically targeting a
certain age group. This provides opportunities for future research, for example in evaluating trust of teenagers in social
media recommendations.
• Gender — The gender that the system was designed for. Typically, we expect systems to be designed for fifty percent
female users. Some studies report gender-specific trust measurements. [30]
• Background — Cultural differences have a large influence on how we cooperate with peers, including machines, and
how likely we are to follow or reject recommendations. Previous work from psychology found significant differences
between some groups, but not others [19]. Opportunities for future work include verifying whether these findings
transfer to trust in (X)AI.
• Personality — A dimension that is only mentioned in few studies and likely correlates with information captured by
the background dimension. Personal characteristics of interest include, among others, the propensity to trust, differences
between trust in humans and machines, prejudice built from previous experience, confidence or self-esteem.
Experience Objective assessment of experience is a challenging task, not only due to the Dunning-Kruger effect [13]
causing non-experts to be notoriously bad at rating their own experience. Instead, study designs should rely on asking
questions about the number of years in a given field and testing participants’ knowledge with questions. Participants
can then be classified as novice, intermediate, proficient, or expert to make studies more easily comparable.
• Domain Expertise — The visualization community often considers expert domain knowledge from, for example,
medicine, linguistics, or biology. However, “casual users” also have relevant domain knowledge, for example, in music
or movies. Studies should investigate whether there are significant differences in trust between these two user groups
and whether results from one are directly informative for designs targeting the respective other group.
• Technical Expertise — Technical experience includes general familiarity with computers or automation, as well as
awareness of potential issues that may arise. Users that are more familiar with technology are generally expected to be
more proficient at using (X)AI systems.
• ML Expertise — More specific than technical expertise, machine learning expertise is concerned with the familiarity
with and understanding of the specific machine learning algorithms used.
4.2 Explanations
Depending on the user group, explanations might be necessary or not. If they are presented to users, care has to be
taken to calibrate trust and avoid biases. This dimension is thus characterized by these questions: Are system decisions
explained? If so, how? This group of dimensions can draw from a significant body of related work from social sciences.
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Not only do social sciences provide models of explanation, they also characterize expectations towards the explanation
process [47].
• Availability — Many study designs include conditions without explanations as baselines. This is especially important
when it is unclear whether explanations have an influence on a given variable or dimension.
• Information Content — Once the general usefulness of explanations in a given scenario has been demonstrated,
study designers have vast opportunities in varying the information content of explanations. Subdimensions include,
among many others, the information density, personalization of explanations, the use of emotional or factual statements.
• Trustworthiness — The trustworthiness assigned to explanations by study participants. The trustworthiness of an
explanation can be explicitly affected by manipulating the correctness of the explanation or, more subtly, the tone in
which it is presented.
• Effectiveness — Some studies measure the effectiveness of an explanation. This dimension is mostly used to capture
the convincingness of an explanation to perform a given action, not in explaining some complex underlying theory.
• Fidelity — This dimension captures whether, and how well, an explanation actually explains the models’ decision-
making process (high fidelity), or just contains some information that is presented in the style of an explanation but
does not correspond to the model in any way (low fidelity). High fidelity explanation methods are fundamental for
effective (X)AI.
• Strategy — Three major reasoning strategies are known from the social sciences and used in (X)AI: inductive
(example-based), deductive (theory-based), and abductive (inductive reasoning in the absence of all facts; iterative
process once more knowledge becomes available) reasoning [16].
• Transparency — An explanation method is transparent when all its decision making processes can be observed
and understood by users. While early work in (X)AI equated transparency with an explanation, later work found that
transparency might be overwhelming [55].
4.3 Models
So far, dimensions have focused on users and model explanations. This group of dimensions characterizes models in
detail and answers the question: Which AI models are used in this process?
• Agnostic — Some systems are model-agnostic from the point of view of the study participant in the sense that the
users do not know what model is powering the system if there is one at all. Designing a model-agnostic system or
providing model details to the participant has implications for user awareness, primes them by setting expectations, and
thus influences trust and biases.
• Observed Quality — The quality of the model that users interact with, typically represented in terms of the accuracy
that users could observe during the study on the actual data points used.
• Quality — The actual quality of the model that users interact with. This quality is typically represented by the
accuracy measured on the held-out test data. Showing this number to study participants before or during the study sets
their expectations, starting a new trust calibration process whenever observed quality and presented model quality differ.
• Transparency — A model is transparent when all its decision-making processes can be observed and understood by
users. While early work in (X)AI equated transparency with an explanation, later work found that transparency might
be overwhelming [55].
• Correctness — This dimension describes user-perceived correctness (as opposed to model quality) in terms of how
well the system output aligns with users’ expectations [56].
• Interpretability — We define a system to be interpretable when users can understand why it behaves in a given
way under given circumstances. In that sense, interpretability can be considered an inductive process, where users first
create a mental model of the system and then verify whether the system is consistent with that mental model, making it
interpretable. Lipton [38] has previously surveyed interpretability and suggests “that interpretability is not a monolithic
concept, but in fact reflects several distinct ideas.”
• Accountatability — Accountability “measure[s] the extent to which participants think the system is fair and they
can control the outputs the system produces.” [56]
• Trustworthiness — This high-level dimension is based on multiple other dimensions. A model can be considered
trustworthy when it is correct (according to user beliefs) and interpretable.
• Simulatability — A model is simulatable when users can successfully predict the model output for a given input.
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Figure 2: Dependency Model for the XAI process. Bias propagates along the arrows, while trust is built based on
the user’s interaction with the data, model, and/or explainer outputs, respectively, following the dependency arrows in
reverse.
4.4 Tasks and Environment
This group captures dimensions answering the question: How and where are models and explanations used? The
dimensions characterize typical user tasks and the costs of (mis-)using an AI system. The cost is a combination of
impact and criticality. We introduce some examples of different impact-criticality combinations after defining the
dimensions.
• Task Group — We identified seven general tasks with increasing difficulty: application A , understanding U
, simulation S , diagnosis D , refinement R , justification J , comparison C . On the one hand, these groups
simplify comparing system designs. On the other hand, it is apparent that users simply applying a machine learning
model have different requirements towards explanations than those who have to diagnose problems, or justify decisions.
Furthermore, previous work suggests that users are more likely to accept recommendations when working on complex
tasks. [21]
• Impact — The amount of people impacted by decisions supported through (X)AI systems likely has an influence on
user behaviour: the more people are affected the less risk is acceptable. We define five categories for characterizing
impact: none 0 , one 1 , some 2 , many 3 , and all 4 .
• Criticality — Criticality reports how severe the influence of an (X)AI system can be on those impacted. Possible
values are none 0 , marginal 1 , significant 2 , troublesome 3 , livelihood 4 , extreme 5 .
• Effort — Independent of the impact and criticality, human actions motivated by (X)AI systems require a certain
amount of effort when executed. We classify this effort as low 1 , medium 2 or high 3 . Related work from
psychology shows significant differences in willingness to act depending on the effort required [36].
A few years ago, a bug in the voice assistant Alexa caused smart speakers in many people’s homes to play laughs
randomly. We classify this incident as high-impact, low-criticality as it affected many people but caused no harm. In
contrast, the failure of the autopilot of a car or plane would be high-criticality, and low- or high-impact, respectively.
4.5 Study Design
In addition to model- and user-specific dimensions, evaluation studies are highly dependent on the study design and
setup. This section thus groups dimensions answering the question: How was the study designed?
• Participant Age — The age of the study participants. This age can differ from the age group that a system was
designed for.
• Exerted Effort — The effort that was needed to complete the study. In order to produce reliable results that can be
generalized, the gap between the effort needed in actual use and the effort exerted under study conditions should be
minimized.
• Study Constellation — Under study constellation, we summarize all variables like the number of participants
completing the study in parallel, whether participants were intentionally disturbed or distracted to create the desired
effect, or how much help was available, for example, in pair analytics sessions. This dimension offers great potential for
creating realistic study settings that replicate real-world usage conditions.
• Time — Many (X)AI systems are used under time pressure in day-to-day operations. Consequently, evaluation
studies need to be run under realistic time limits to create a comparable environment.
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• Trust Measure — There are different ways to measure trust. Poursabzi-Sangdeh et al. [55] use simulation and
weight of advice for prediction tasks, but different systems might require different trust measures.
5 Structuring the Design Space
To generate a holistic view on the evaluation of XAI we strive to bring the design dimensions into context, structuring
the design space of XAI studies and defining their scope and influences. In this section, we present a dependency model
for XAI processes. This model describes the different stages and stakeholders of XAI. Each of the dimensions detailed
in section 4 has a different impact on the model’s components. In particular, our contextual model can be utilized to
describe biases that might arise within XAI processes, as well as bias propagation through the dependencies. In addition,
we postulate that trust building occurs through the user’s interaction with the data, AI model, and explanations. Hence,
trust building follows the dependency arrows of our model in reverse order. This section emphasizes that the aim of
XAI studies should be to achieve a broad coverage, while not increasing the complexity of the modeling or loosing
too much detail. In the following, we describe the dependency model in more detail, and discuss the processes of bias
propagation and trust building in (X)AI.
5.1 Dependency Model
The proposed, conceptual dependency model in Figure 2 covers the stakeholders in XAI systems and the building
blocks they provide. This model highlights dependencies and is not designed to model possible interactions or iterative
feedback loops. In the following, we describe our dependency model as depicted in Figure 2. We simply refer to AI/ML
models as “model” in the remainder of this section.
The model provider is a person or entity creating a novel model class. Such a model class is subject to the design
dimensions presented in subsection 4.3. A concrete model instance is needed for the model to be practically used. Such
an instance is created by the model instance provider. In addition to a model implementation (omitted in the model to
avoid unnecessary complexity unrelated to bias and trust propagation) the instance provider typically requires some
training data. This data comes from the data provider. Note that all stakeholders in the model might be the same entity,
or all be distinct. Once the model is trained, it can produce some model output. Together with the training data and the
model instance, this output forms the potential inputs for a model explainer instance. Which inputs are actually used
depends on the type of the explainer [64]. Analogous to models, explainers are particularly influenced by dimensions
from subsection 4.2, and have an associated explainer provider, explainer method and an explainer instance provider.
Depending on the system design, explainer output, model output and training data, data might be available to the user,
who is characterized by dimensions from subsection 4.1.
5.2 Bias Propagation
Despite systems and explanations being designed as deliberately as possible, they are still subject to external factors
like where or by whom a machine learning model has been trained or deployed. The dependency model contains many
stakeholders with potentially diverging goals and interests: a data provider might discriminate against foreigners for
political reasons, a model instance provider against minorities, and a particular explainer might only be useful to experts.
Whether it is willingly or unwillingly, such biases might hamper the trustworthiness of the complete (X)AI pipeline.
As these potential biases propagate through the XAI process, we use the dependency model to describe their influences.
For example, it is impossible to obtain a fair and unbiased, high-quality model if the training data had a racial or
gender bias. Increasing the transparency of a system, for example through explanations, can help to reveal such biases;
however, it does not reduce them. On the contrary, explanations might miscalibrate user trust in a system and lessen
bias awareness. This is even true for high-fidelity explanations that correctly represent the model’s decision-making
process: if the model itself is insufficient, any local explanation can itself be correct, while still misleading users and
not revealing model shortcomings. We, therefore, argue for acknowledging sources of potential biases and their effects
on other stages and stakeholders in the XAI process using the dependency model. Mitigating such biases in-place and
limiting their propagation through the model can reduce their harmful effects, as mentioned above.
In addition to those general biases that are present for all users, the (X)AI process is subject to user-specific biases.
Those biases are based on users’ previous experiences and their knowledge. In our model, biases can be added to
the process at any block in Figure 2. There, they will increase the existing biases and propagate along the depicted
dependency arrows. The effects of bias propagation in (X)AI are an interesting area of future research and studies.
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5.3 Trust Building
Humans usually do not build trust in abstract concepts, but concrete outputs that they see and can potentially interact
with. Consequently, users first recognize that a model seems to work well and that the explanations seem to make sense.
Once they have built trust in the explanations and model outputs, they start building trust in the model, before eventually
trusting the model instance provider. As users propagate back through the XAI process, their personal biases apply,
influencing trust building positively or negatively.
For example, a particular user might have experienced unreliability using deep learning classifiers resulting in a personal
conviction that such models do not work. This person might also have had a good experience using models provided by
a particular tech company, resulting in a positive personal bias towards the model provider. If in our case, this user
provides their own data that they are familiar with, they can judge the trustworthiness of a model output given their
expectations about the data. They can probably also judge the fidelity of an explainer based on its output. Using our
dependency model, we can follow the trust-building process, taking into account positive and negative amplifications
that are reinforced through biases. If the explanations provided by the XAI method are matching the user’s expectation,
they might foster trust in the explainer output and start building trust in the explainer instance. This effect might be
reinforced by other factors, such as a positive experience using the same explainer instance on a different data point.
Increasing the trust in the explainer instance might lead to the user starting to trust the explainer instance provider
and/or the explanation method itself.
To answer the question of whether or not we should trust (X)AI, we have to take the cross-relational effects of the
dependency model into account. In particular, when designing evaluations for (X)AI systems, we have to consider
the coverage of the model. In our literature review, we broadly observed a disconnect between the different research
communities; with HCI focusing more on trust-building in the presentation of X(AI), and the AI/ML community,
generally concerned with the correctness of the models as a means to increase trust. We argue that a broad coverage
of the XAI process is necessary, as observed in some application papers (within their focused scope). Moreover, we
postulate that studies concerned with one part of the dependency model should abstain from partly including descriptions
of other parts of the model without considering possible dependencies and cross-effects. Coming back to our example
from above this means that a study participant should not be informed about the model providers (the tech company) if
the study design is not set up to appropriately capture potential biases, their dependencies, and the resulting effects on
trust.
6 Discussion and Implications
The model presented in the previous section has direct implications for study design: any components of the model that
are mentioned in the study prototype, questionaire, or some meta-information must be taken into account as potential
sources of bias, distorting results. At the same time, they highlight the vast opportunities for future work, conducting
studies that include or exclude those particular areas of the model. In the following, we will present further opportunities,
as well as limitations of our work.
6.1 Opportunities
(1) Strive Towards Better Coverage of the XAI Process The dependency model highlights stakeholders in the dif-
ferent stages of the (X)AI process and their dependencies. Currently, the different communities tend to focus on
different stages of the process when conducting evaluations: the machine learning community does not typically involve
users in evaluations, and the HCI community tends to focus on the presentation of model outputs and explanations.
Better coverage of the model in the form of studies spanning multiple stages is required to bring the field forward.
While application studies (mostly from VIS) attempt to bridge this gap by providing rich model interactions, they are
problem-specific and often only gather qualitative feedback. Consequently, there is great potential for collaboration
between these communities to provide end-to-end testing of the (X)AI process, explaining the inner workings of
machine learning models.
(2) Bridge the Gap to other Communities In addition to better connecting the different communities from computer
science, evaluation of (X)AI can profit from collaborations with the social sciences, and previous sections have already
occasionally alluded to particular related work from psychology. Significant bodies of work have investigated trust in
inter-human relations, and made generalizations towards human-robot [23] and human-automation collaboration [61].
The respective experiments should be repeated to verify that their findings still apply for human-AI collaboration.
Additionally, collaboration with psychologist is needed to create study scenarios that more closely resemble real-world
usage conditions, rather than mostly relying on online crowd-sourced studies. This is especially important for evaluating
use-case specific applications tackling high-impact and high-criticality issues.
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(3) Apply a Clearly Defined Terminology We observed a tendency, among some papers that we studied, of stating
some systems were designed with specific goals like interpretability in mind, but not evaluating whether the said
properties were achieved. More work like the structuring review by Lipton [38] is needed to refine and merge the
concepts that have already been proposed. This allows related fields to converge on common terminologies that are
well-aligned with each community’s identified goals. Then, instead of defining more high-level goals for (X)AI,
researchers would consider how the proposed dimensions can be measured effectively, and what approximations and
proxies might be necessary.
(4) Acknowledge Biases and Propagation of Trust Researchers evaluating (X)AI should acknowledge the inherent
biases in human trust-building and draw from related work in the social sciences. This should, in particular, influence
the presentation of explanations. Results from psychology show that “sets of source factors (expertise, liking, trust, and
similarity) and message factors (politeness, response efficacy, feasibility, absence of limitations, and confirmation)” [20]
each influence how humans deal with advice. Especially liking and trust are likely to vary from individual to individual
based on existing prejudices and biases.
(5) Trust in Explanations vs. Trust in Models Typical XAI systems aim to increase trust by providing explanations.
Success is then often measured by evaluating the trust users have in the system. However, if the explanations are not
transparent to the user and cannot be verified, they cannot ease doubts about the correctness of the underlying model.
Instead, they simply shift the problem to a different stage of the XAI process by explaining a black box with a black
box. Consequently, the trust in explanations and the correct calibration of trust in them should take a more central role
in XAI research.
(6) Consider Explainer Fidelity Model complexity, especially of deep neural networks, is quickly increasing thanks
to the availability of relatively cheap computing resources. The more difficult it becomes for humans to interpret these
complex models, the more difficult it becomes to generate intuitive explanations. At the same time, some work from
psychology on placebic explanations has already been successfully replicated in the context of XAI [36, 14], and it has
been suggested that humans are eager to believe explanations they are provided with [25]. Consequently, a cornerstone
of XAI research should be ensuring that explainers have high fidelity. Otherwise, the field risks producing explanations
that “sound good” but are misleading users and exploiting miscalibrated trust.
(7) Incorporate Motivation for Use There can be various reasons for users to be interacting with (X)AI. These reasons
can stem from intrinsic or extrinsic motivation, be spontaneous or persistent over time. All these factors influence the
perceived impact and criticality of a given task, and consequently, the effort that users are willing to exert. Not only
is it important to motivate system users, for example, using gameful design elements [63], but also to create study
constellations that reflect those motivations.
6.2 Limitations
To set the scope of our work, in this section, we acknowledge the limitations of our literature review and discuss
potential alternatives. First, our review is based on a keyword search on the title and abstract of impactful venues.
Future work could extend this review into a survey by expanding on the methodology and including more related work
through the inclusion of forward and backward references. As previously elaborated by Lipton [38], not all concepts in
XAI are clearly defined. We do not attempt a disambiguation of terms used. Instead, our coding is directly based on the
concepts mentioned in the respective reviewed work. Further, we only collect and review relevant papers and do not
provide a complex meta-evaluation taking reported significant differences and effect sizes into account. Instead, we
focus on the reported dimensions. The dependency framework presented in section 5 is preliminary and focuses on
those entities that are important for trust building and bias propagation. Future work should provide extensions covering
model implementations (a common source of errors from our experience) and afforded interaction possibilities.
6.3 Future Work
Our literature review revealed the independent goals of various sub-domains in the computer science community. Visual
analytics, mostly working with expert systems, is concerned with explanations teaching users the inner workings of
models and educating them in machine learning, while recommender systems are often tailored to be convincing. This
work presents general design dimensions that are applicable to various domains. Tailoring those dimensions to the
specific goals of the domains facilitates converging towards a common, shared vocabulary as introduced above.
As Table 1 revealed, the majority of comparative studies assess the trustworthiness of models. Most of the reviewed
works asked study participants to rate the trustworthiness on Likert-scale questionnaires. Instead of adding this step
of indirection, Yin et al. [72] utilize simulatability and weight of advice as proxies for trust. Avoiding post-usage
questionnaires and relying on implicit trust measures lowers the risk of users’ preconceptions and biases influencing
their trust-responses. Future work should investigate which proxies for trust are best suited for which tasks.
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7 Conclusion
We have presented a literature review of the past five years of explainable artificial intelligence in the visualization and
human-computer-interaction communities. From our review, we have distilled design dimensions for the user-centered
evaluation of (X)AI methods and systems. Comparing those design dimensions and goals typically mentioned for
(X)AI, we identified research gaps and opportunities for future work. So far, many design dimensions have barely been
utilized in evaluations. This is especially true for abstract concepts like interpretability or accountability. We have
also presented a dependency model highlighting the different stages of the (X)AI process and showing how bias and
trust propagate in (X)AI systems. Together with the design dimensions, this model guides future evaluations of (X)AI
systems.
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