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ABSTRACT
The exceptional mechanical properties of polymers with heterogeneous structure, such
as the high toughness of polyethylene and the excellent blast-protection capability of
polyurea, are strongly related to their morphology and nanoscale structure. Dif-
ferent polymer microstructures, such as semicrystalline morphology and segregated
nanophases, lead to coordinated molecular motions during deformation in order to
preserve compatibility between the dierent material phases. To study molecular re-
laxation in polyethylene, a coarse{grained model of polyethylene was calibrated to
match the local structural variable distributions sampled from supercooled atomistic
melts. The coarse{grained model accurately reproduces structural properties, e.g.,
the local structure of both the amorphous and crystalline phases, and thermal prop-
erties, e.g., glass transition and melt temperatures, and dynamic properties: including
the vastly dierent relaxation time scales of the amorphous and crystalline phases.
A hybrid Monte Carlo routine was developed to generate realistic semicrystalline
congurations of polyethylene. The generated systems accurately predict the activa-
tion energy of the  relaxation process within the crystalline phase. Furthermore,
the models show that connectivity to long chain segments in the amorphous phase
increases the energy barrier for chain slip within crystalline phase. This prediction
can guide the development of tougher semicrystalline polymers by providing a fun-
damental understanding of how nanoscale morphology contributes to chain mobility.
In a dierent study, the macroscopic shock response of polyurea, a phase segregated
copolymer, was analyzed using density functional theory (DFT) molecular dynamics
(MD) simulations and classical MD simulations. The two models predict the shock
response consistently up to shock pressures of 15 GPa, beyond which the DFT-based
simulations predict a softer response. From the DFT simulations, an analysis of bond
scission was performed as a rst step in developing a more fundamental understanding
i
of how shock induced material transformations eect the shock response and pressure
dependent strength of polyurea subjected to extreme shocks.
ii
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Chapter 1
SYSTEMATIC COARSE{GRAINING OF SEMICRYSTALLINE
POLYETHYLENE
1.1 Background
Semicrystalline polymers are composed of a globally metastable collection of crys-
talline, liquid, and/or glassy phases connected by strong covalent bonds traversing
the phase boundaries [1]. The signicantly dierent physical properties of each of
the constituent phases can, when combined, produce a material with highly desirable
macroscopic properties. For example, the combination of a viscous amorphous phase
and a rigid crystalline phase gives semicrystalline polymers, such as nylon and high{
density polyethylene, exceptional toughness [2, 3]. As another example, the power
conversion eciency of organic solar cells can be optimized by controlling crystallinity
to balance the charge transport capability of highly crystalline conjugated polymers
against the solubility required to form bi{continuous morphology with an electron
donor phase [4, 5].
Molecular simulations, such as molecular dynamics (MD), are powerful tools for
exploring structure{property relationships in materials. However, the limited time
and length scales generally accessible to molecular modeling methods make it chal-
lenging to study multiphase systems, particularly polymers, where even generating a
realistic starting conguration can be dicult [6{9]. As a result, coarse{grained (CG)
models, i.e., where groups of atoms are represented by interaction sites referred to
as beads or super atoms, are becoming increasingly popular for modeling molecular
systems [10{13]. Few coarse{grained models, however, have been rigorously devel-
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Figure 1.1: Upon cooling, the kinetic crystallization process can only partially com-
plete due to the large scale rearrangement of morphology which is required to evolve
to crystalline morphology.
oped to model semicrystalline polymers, in which amorphous and crystalline phases
coexist.
Conceptually, polymer crystallization originates from the high free energy barri-
ers imposed by lamella which is a long-lived metastable state, and the time required
for polymer chains to overcome the energy barriers and further reorganize into pure
crystalline conguration is inaccessibly long, thus further crystallization is precluded
[14] as illustrated in Fig. 1.1. To advance the understanding of the crystallization
process in polymers, a number of molecular dynamics studies have been conducted
to study formation of chain{folded structures [15{19]. In many of these past stud-
ies, the united atom model was used in which hydrogen atoms are grouped with the
larger atoms to which they are bonded to reduce the simulation computation time.
However, despite this simplication, the length and time scales accessible by molecu-
lar simulations remain quite limited. For instance, simulations performed by Gee et
al [17] required more than 106 processor hours on massively parallel facilities in order
to encompass the length and time scales associated with spinodal phase decomposi-
tion preceding crystallization in polyethylene. Much greater computational speedups
are therefore highly desirable to enable simulations to further explore fundamental
2
aspects of polymer crystallization and the relationships between polymer processing,
microstructure, and macroscopic properties.
Many methods have been recently developed to generate coarse{grained models
with a bottom{up approach to match specic molecular chemistry [20, 21]. In par-
ticular, systematic coarse{graining methods have attracted much attention due to
their eciency in exploring equilibrium molecular congurations, and, more recently,
their capability to reproduce physical properties such as the shock Hugoniot [22] and
viscoelastic properties [23, 24]. In structure{matching methods, force elds between
interaction sites are developed to match select coarse{grained structural distributions,
e.g., those of bond lengths, bond angles, and pairwise distances, with target distribu-
tions computed from atomistic MD simulations. Examples of structure{based coarse{
graining methods include the iterative Boltzmann inversion method [25] and the in-
verse Monte Carlo method [26]. Alternatively, force{based coarse{graining meth-
ods [27, 28] reproduce, on average, the resultant force acting at coarse{grained sites;
however, these methods do not always reproduce target structural distributions [29].
To address this issue, Cho et al [30] demonstrated that coarse{grained structural dis-
tributions can be made more consistent with target distributions through an iterative
force{matching approach.
Major challenges in coarse{graining include representability and transferability,
i.e., the extent to which models that produce the correct structure can represent
desired thermodynamic properties, and whether the potentials calibrated at one
state point can be transferred to another. The representability and transferabil-
ity of coarse{grained models of several polymer melts, such as polyamide 6-6 [31]
and polystyrene [32], have been investigated in some detail, however, these issues
have been left largely unexplored for semicrystalline polymers. There are a num-
ber of examples in the literature of coarse{grained models for which a crystalline
3
phase was observed. For instance, Meyer et al [15] observed that a coarse{grained
model of a poly(vinyl alcohol) (CG-PVA) melt developed chain{folded morphology
when cooled. Using the same CG-PVA potential, Triandalidi et al [33] analyzed the
crystallization kinetics of monodisperse and bidisperse melts in order to understand
the eect of polydispersity on polymer crystallization. Vettorel et al [34] observed
that coarse{grained models of supercooled polyethylene melts predicted crystalliza-
tion when cooled. However, in many cases, the temperature of the crystalline phase
transition was not accurately represented by the models, e.g., coarse{grained models
of polyethylene developed by Salerno et al [35] predicted melt temperatures 60{140 K
lower than what is experimentally observed. Furthermore, beyond producing crys-
talline structures, little has been reported with regards to how well these models
represent other properties of the crystalline phase, or whether the relative time scales
of dierent relaxation processes are reected in the coarse{grained model.
The objective of this paper is thus to evaluate whether a coarse-grained model
calibrated to reproduce structural distributions sampled from a supercooled state will
more accurately represent the thermodynamic, structural, and dynamic properties of
semicrystalline polyethylene. The guiding hypothesis of this investigation is that
despite the non-equilibrium nature of the supercooled state, the local conformation
of the chains reaches a metastable equilibrium within the accessible time scales of
MD simulation, from which a suitable estimation of the free energy landscape can
be sampled. The secondary objective of this work is to validate that timescales of
relaxation processes, e.g., those related to the  and  processes within the crystalline
and amorphous phases, respectively, are accelerated consistently as a result of the
coarse-grained transformation. This latter requirement is particularly important for
the realistic representation of deformation mechanisms.
The remainder of this chapter is organized as follows. Section 1.2 describes the pro-
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cedures for generating target structural distributions, selection of the coarse{grained
mapping scheme, and calibration of the coarse{grained potentials. Sections 1.3 to 1.5
presents an analysis of the amorphous and crystalline properties predicted from these
coarse{grained models compared with those from atomistic MD simulations, theoret-
ical models, and experimental measurements. Section 1.6 concludes this paper with
a summary of key ndings and directions for future study.
1.2 Computational Methods
1.2.1 Atomistic Model
Atomistic MD simulations were performed using the Large{scale Atomic/Molecular
Massively Parallel Simulator (LAMMPS) [36] to generate target structural data from
which the coarse{grained potentials were trained. The polymer consistent force eld
(PCFF) was used for the atomistic simulations, using the parameters reported by
Maple et al. [37] for alkane molecules. Pairwise interactions were cut o at a dis-
tance of 9.5 A, and long-range coulombic forces were calculated using the particle{
particle/particle{mesh (PPPM) method. The time step for the atomistic simulations
was set to 1 fs.
The target data was sampled from ten atomistic MD simulation trajectories, each
starting from a dierent, randomly generated conguration containing ten (C2H4)80
polyethylene oligomers. The systems were generated by growing chains in an atom{
by-atom fashion using a Markov chain Monte Carlo method to select lower energy
congurations with increased probability. The systems were then equilibrated using
NPT simulations performed at T = 500 K and p = 1 atm over a duration of 8 ns. The
relaxation times of the thermostat and barostat were 0.1 ps and 1.0 ps, respectively.
The average Rouse relaxation time of the atomistic melts was calculated by tting the
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Figure 1.2: The denition of dihedral angle  in trans and cis conformations, and in
general case.
end{to{end correlation time to a stretched exponential function and determined to be
6.5 ns, indicating that the systems were decorrelated from their initial congurations.
The equilibrated melts were then cooled to 300 K over a period of 12 ns, again under
NPT conditions, and then further equilibrated for 16 ns at 300 K. The atomistic
trajectories were then sampled during a production NVT simulation of 1 ns.
The ten equilibrated systems had densities ranging from 0.781 to 0.787 g/cm3
and crystallinities ranging between 0.6% to 15.9%. The crystallinity was computed
as the fraction of carbon atoms with a local p2 order parameter (as described by Yi
and Rutledge [38]) greater than 0.4. The atomistic coordinates in each trajectory
were then mapped to the coordinates of coarse-grained sites, using linear mapping
operators described in the following section, from which distributions of bond lengths,
bond angles, dihedral angles (dened in Fig. 1.2), and pairwise distances between sites
were computed.
1.2.2 Coarse{grained Models
To guide the selection of a suitable coarse{grained mapping scheme, we compared
several atomic structural distributions computed with increasing degrees of coarse{
graining. We computed the radial distribution function (RDF) g(r), bond length
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Figure 1.3: Mapping schemes for coarse{graining polyethylene. The coordinates of
beads (red squares) are computed as X = wIxI , where xI are the coordinates of the
carbon atoms in each bead.
distribution P (l), bond angle distribution P (), and dihedral angle distribution P ()
from the coordinates of beads mapped from the atomistic trajectories. The three
dierent coarse{grained mapping schemes considered are shown in Fig. 1.3. In each
of the three mapping schemes, the weighting of atoms was chosen so that an all-trans
chain segment is mapped to a set of collinear points, which eliminates the need for
dihedral interactions to facilitate crystallization Two CH2 units are grouped into a
bead in the 2C mapping scheme, with the bead center dened at the midpoint of the
C{C bond. The second mapping scheme (3C) groups three adjacent CH2 units into
a bead with the bead coordinate dened as a weighted sum of the three carbon atom
coordinates, where the central carbon atom is weighted twice as much as the outer
carbon atoms. Lastly, four CH2 units are grouped into a bead in the 4C mapping
scheme, and the bead coordinate is computed as the average of the coordinates of the
four carbon atoms within the bead.
The distributions of bond lengths, bond angles, dihedral angles and pairwise radial
densities computed using each of the three mapping schemes are shown in Fig. 1.4,
where the rst bonded neighbors were excluded in the computation of the RDFs.
As the degree of coarse{graining increases, the radial density functions lose ne de-
tails, resulting in a more liquid{like distribution. The coarse{grained bond length
distributions have two peaks: a dominant peak corresponding to an atomistic all-
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Figure 1.4: Structural distributions computed using dierent coarse{grained mapping
schemes: (a) g(r), (b) P (l), (c) P (), and (d) P ().
trans conformation and a second, smaller peak corresponding to congurations that
have at least one gauche conformation. With the 2C mapping, the bond length be-
tween successive beads is determined primarily by the dihedral angle about the C-C
bond connecting the two beads, with minor contributions arising from small uctu-
ations of the more rigid atomistic bond lengths and angles. With higher degrees of
coarse{graining, e.g., the 3C and 4C mappings, the smaller peak corresponding to
congurations having gauche conformations becomes broader, as there are multiple
atomistic dihedral angles that inuence the coarse{grained bond length. A similar
trend of peak broadening with increased coarse{graining is observed in the bond angle
distributions. All schemes show a preference toward a straight coarse{grained bond
angle, corresponding to an underlying all-trans atomistic conguration. The coarse{
grained dihedral angle distributions show a slight preference toward a zero dihedral
angle. However, the dihedral angles become ill{dened when the coarse{grained sites
are collinear, in which case the Jacobian of the transformation from Cartesian coordi-
nates to the dihedral angle becomes singular. Thus, no interaction energy is ascribed
to the dihedral angles along the coarse{grained chain.
In order to capture the ne structural detail of semicrystalline polyethylene, e.g.,
tight folds at the interface between the crystalline and amorphous phases, the 2C
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mapping was selected for the development of the coarse{grained models. For modeling
only the melt phase, e.g., for simulations performed above 450 K, higher degrees of
coarse{graining can be appropriate, as demonstrated by the recent study of Salerno
et al. [35], where four to six CH2 units were mapped into a single coarse{grained site.
We studied two variations of coarse{grained polyethylene models using the 2C
mapping scheme. In the rst model, denoted as HB, the larger peak in the bond
length distribution was t to a Gaussian distribution, which, on applying a Boltzmann
inversion, results in a harmonic potential of the form U(l) = k
2
(l   l0)2, where k =
227:5 kcal/mol/A2 is the bond stiness and l0 = 2:574 A is the equilibrium bond
length. The pair and angle potentials were simultaneously optimized by the iterative
Boltzmann inversion (IBI) method [25], where the initial guesses to the pairwise
and angle potentials were U0(r) =  kBT ln g(r) and U0() =  kBT ln(P ()= sin()),
respectively. A linear correction to the pair potential [39] was adopted in each cycle
of IBI iteration, allowing the virial pressure of the coarse{grained model to match
that of the target atomistic model.
In the second model, denoted as NLB, the target bond length distribution was
approximated as the sum of two Gaussian functions, resulting in a bond potential
capable of reproducing both peaks (at 2.35 A and 2.57 A) of the target bond length
distribution. The pair, bond and angle potentials were simultaneously optimized by
the IBI process, applying corrections to each potential iteratively until the resulting
coarse{grained distributions matched their targets.
During each IBI iteration, a coarse{grained system consisting of twenty (C2H4)80
chains was generated using a non{backtracking random walk. The coarse{grained
system, with density of 0.784 g/cm3, was subjected to NVT equilibration over 0.48 ns
at 300 K with a time step of 8 fs. We then sampled the virial pressure of the coarse{
grained system over 0.64 ns during a subsequent NVT simulation. This virial pressure
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Figure 1.5: The optimized (a) pair, (b) bond and (c) angle potentials of coarse{grained
models.
was then used in a pressure-correction routine to reproduce the average pressure of
the reference atomistic systems. After the pressure was corrected, the structural data
of this coarse{grained system were sampled during 0.64 ns of NVT simulation, which
was further used to calculate the change of potential energy U(r) as
U(r) =  kBT ln

gi(r)
g(r)

(1.1)
where kB is Boltzmann constant, T is temperature, g(r) is the target structural
distribution obtained from atomistic simulations, gi(r) is structural distribution of
the coarse{grained system at the ith IBI iteration, and the scaling parameter  =
0:1 is used to stabilize the IBI process and improve convergence. The structural
distribution g(r) used in eq (1.1) may stand for radial distribution function and bond
angle distribution function (HB model), or radial distribution function, bond angle
distribution function and bond length distribution function (NLB model); and r may
stand for pair distance, bond angle and bond length according to the meaning of g.
The optimized pair, bond and angle potentials are plotted in Fig. 1.5 for each
of the two variations, where the pair potentials are applied to beads on dierent
chains or beads separated by at least three bonds in the same chain. The tabulated
potentials and example input scripts are available in the supplementary material to
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Model Time step CPU time Speed{up
atomistic 1 fs 59.7 s {
UAM 2 fs 2.2 s 28.7
HB 5 fs 0.8 s 75.0
NLB 5 fs 0.8 s 74.6
Table 1.1: Computational cost comparison of dierent models. The CPU time listed
is the wall time per monomer for a 1 nanosecond NPT simulation performed on a
single processor. The speed{up ratio is relative to the atomistic MD simulation.
this article. Table 1.1 summarizes the performance of the models for a benchmark
simulation conducted in the NPT ensemble at 300 K and 1 atm. The stable time
step of the CG models was determined as the largest time step for which the drift
of total energy in a 1 ps NVE simulation was less than 1% of the average kinetic
energy. The united atom simulation was performed using the potentials of In't Veld
et al. [40]. Due to the reduced degrees of freedom and increased stable time step, the
HB and NLB models reduce the computation time by nearly two orders of magnitude
compared to the atomistic simulations and are nearly three times faster than the
UAM model.
1.3 Temperature Transferability
To determine the glass transition temperature Tg, a coarse{grained system consist-
ing of 40 (C2H4)320 chains (M=8,960 g/mol) was generated from an initially random
conguration and then relaxed in the microcanonical (NVE) ensemble for 1 ns, during
which the bead velocities were rescaled if the temperature deviated from 300 K by
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more than 5 K. The relaxed system was then equilibrated in the NPT ensemble for
5 ns at 480 K and 1 atm pressure, where the relaxation times of the thermostat and
barostat were 0.5 ps and 1.0 ps, respectively. Following this, in separate NPT simu-
lations, the system was quenched from 480 K to 40 K at cooling rates of 0.5 K/ns,
5 K/ns, and 50 K/ns at a xed pressure of 1 atm. The relationship between the
specic volume and temperature for each of the dierent cooling rates, is shown in
the upper panels of Figs. 1.6a-b for the HB and NLB models, respectively. The glass
transition temperatures were identied to be 130 K and 153 K for the HB and NLB
models, respectively, by locating the abrupt increase in the slope of the (T ) curves
corresponding to the 0.5 K/ns cooling rate, as shown in Fig. 1.6c. The predicted
values of the glass transition are remarkably close to the experimentally determined
value of 145 K [41] considering that the models were parameterized at 300 K.
Under the slowest cooling rate simulated, both coarse{grained models underwent
a crystalline transition near 400 K. However, at the extremely rapid cooling rate of
0.5 K/ns, the identication of the melt temperature is biased by crystallization kinet-
ics, and so, to reduce the inuence of the cooling rate, the specic volume was calcu-
lated from NPT MD simulations, each performed for 500 ns at temperatures ranging
between 400{480 K. The resulting specic volumes at each temperature are plotted
as black circles and triangles, for the HB and NLB models, respectively in Fig 1.6a-b.
From the discontinuity in the dependence of the temperature on the specic volume,
we identied the melt temperatures to be 450 K for the HB model and 430 K for
the NLB model, both larger than the expected value of 413 K, calculated using the
empirical relationship proposed by Wunderlich et al [42]. Nonetheless, both mod-
els provide a more accurate prediction of the melt temperature than coarse{grained
models parameterized from the melt state [35]. These results demonstrate that the
transferability of coarse{grained models, particularly across phase transitions, can
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Figure 1.6: Specic volume  and crystallinity c as functions of temperature T ,
computed using the (a) HB and (b) NLB models, and (c), magnication of  vs. T at
the 0.5 K/ns cooling rate from which the glass transitions temperature is identied.
(b)(a)
Figure 1.7: Semicrystalline morphology generated after annealing at (a) 0.5 K/ns
and (b) 5 K/ns to 300 K. Yellow and blue colored beads are within the identied
amorphous and crystalline phases, respectively.
strongly depend on the state from which target data is sampled.
The evolving crystallinities in the systems as they cooled are shown in the lower
panels of Figs. 1.6a-b. As with the atomistic systems, the crystalline fractions were
computed as the percentage of beads having a local order parameter p2 > 0:4. Exam-
ples of the semicrystalline structure formed under dierent cooling rates are shown
in Fig. 1.7. A monolithic crystallite formed at the 0.5 K/ns cooling rate, while at
5 K/ns, several crystal nuclei formed, but did not grow appreciably. No signicant
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Figure 1.8: Distributions of (a) radial, (b) bond length, (c) bond angle and (d)
dihedral angle of the atomistic (2C mapping) and coarse{grained systems at dierent
temperatures. Plot (e) shows the normalized errors of the distributions of coarse{
grained systems with respect to atomistic systems.
crystallization was observed in simulations performed while cooling at 50 K/ns. Com-
pared to the HB model, the NLB model developed slightly higher crystallinities at
the same cooling rate, which we attribute to the more rapid dynamics of the NLB
model.
To quantify how accurately the coarse{grained models reproduce structural distri-
butions at dierent temperatures, we computed structural distributions at tempera-
tures ranging from 200 K to 475 K, which were compared with distributions computed
from corresponding atomistic simulations. In detail, the ten initial atomistic systems
which were used to produce the target structural distributions at 300 K were equili-
brated in NPT ensemble at T = 500 K and p = 1 atm over a duration of 8 ns, then
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cooled to dierent target temperatures over a period of 8 ns, and further equilibrated
for 16 ns at the target temperature. The structural distributions were then sampled
during a production NVT simulation of 1 ns. A coarse{grained system containing
randomly placed 100 chains of the same molecular weight (M = 2,240 g/mol), were
equilibrated at the same target temperature and 1 atm for 16 ns in NPT ensemble,
then sample structural data in a following NVT simulation over 1 ns.
As shown in Fig. 1.8, both models yield RDFs that match the atomistic data
to within 10% error across the temperature range analyzed. By design, only the
NLB model reproduces the double{peaked bond distribution function, although at
lower temperatures, the model slightly underpredicts the fraction of shorter bond
lengths as compared to the atomistic model. Both coarse{grained models generate
similar bond angle distributions, with very close agreement to the atomistic data at
the calibration temperature but with some minor deviations, particularly at lower
temperatures. As no dihedral interactions are dened, neither coarse{grained model
exactly reproduces the distribution of coarse{grained dihedral angles, however, they
do qualitatively capture the general preference towards a  = 0 dihedral angle. The
representation errors of the structural distributions, dened as the L2 norm of the
dierence of the coarse{grained and atomistic distributions normalized by the L2 norm
of the atomistic distribution, are plotted in Figure 1.8e. Generally, the representation
errors are lowest at the 300 K calibration temperature, and increase more rapidly at
lower temperatures than at higher temperatures.
1.4 Amorphous Phase Properties
Structural and dynamic properties of monodisperse polyethylene melts, with the
molecular weight varying from 1,120 to 17,920 g/mol, were computed to assess the
accuracy of the coarse-grained models in representing the amorphous phase. The
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details of the ve coarse{grained systems used to study the amorphous phase prop-
erties are summarized in Table 1.2. The systems were rst equilibrated in the NPT
ensemble at 460 K and 1 atm for 5 ns, where the relaxation time of the thermostat
and barostat set as 0.5 ps and 1.0 ps, respectively. The equilibrated systems were
then used to perform the 500 ns of NPT simulations to compute the mean square
end{to{end distance hR2ei, radius of gyration


R2g

, and end{to{end vectors. To sam-
ple the probability distribution of chain end{to{end distances, the trajectory of the
last 50 ns simulation with a dump interval 0.5 ns was used.
M (g/mol) 1120 2240 4480 8960 17920
Nc 320 160 80 40 40
Table 1.2: The molecular weight,M , and number of chains, Nc, of each coarse{grained
system.
Equilibrium simulations were performed at 460 K to ensure that the systems
would remain in a disordered state, allowing the computed amorphous structure and
relaxation timescales to be compared with well-established theoretical models and
experimental measurements. As seen in Fig. 1.8, when the coarse{grained models
developed at 300 K are transferred to temperatures slightly exceeding the melt tem-
perature, their resulting structural distributions closely follow those sampled from
atomistic simulations with only minor deviations. The most signicant dierences lie
in the dihedral angle distributions, for which the coarse{grained models produce a
nearly uniform distribution compared to the slight preference toward a zero dihedral
angle of the atomistic chains. It should be stressed that these are the dihedral angles
computed from the coarse{grained rather than the atomic coordinates. As shown in
the following, these minor dierences contribute to a somewhat more extended chain
16
HB NLB
M hR2ei


R2g
 hR2ei 
R2g
1,120 20.0 2.9 17.2 2.5
2,240 45.1 6.9 37.0 5.7
4,480 93.1 15.0 77.1 12.4
8,960 171.8 27.8 145.2 23.4
17,920 282.3 41.0 222.7 37.3
Table 1.3: The mean squared end{to{end distance hR2ei (nm2) and radius of gyration

R2g

(nm2) computed at 460 K for dierent molecular weights M (g/mol).
geometry, but appear to have a negligible eect on the dynamic properties of the
simulated melt.
Structural Properties of the Melt Phase
The mean squared end{to{end distance hR2ei and radius of gyration


R2g

describe the
characteristic size of the polymer chains in the melt, and are tabulated in Table 1.3 for
the coarse{grained models. The ratio hR2ei =


R2g
  6, indicating that the molecular
order is characteristic of that of a Gaussian chain. The mean squared end{to{end
distances are also proportional to the molecular weight for M < 8960 g/mol, whereas
for the systems containing longer chains, the 500 ns simulation time is insucient
to fully decorrelate the systems from their initial congurations. To understand why
the values of hR2ei computed using the HB model are systematically larger than those
computed using the NLB model, we investigated the inuence of dierent local struc-
tural distributions on hR2ei. Chains are grown bead{by{bead, where the coordinate
of the next bead is determined by randomly sampling from the distributions of bond
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lengths l, bond angles , and dihedral angles . The source distributions were either
taken from the HB model or the NLB model, which were sampled from MD equi-
libration at 475 K and 1 atm. The details of the tested combinations of sourcing
distributions are summarized in Table 1.4, where a total number of 2,000 individual
chains with M = 4,480 g/mol were generated in each case. As more HB distributions
are replaced by the corresponding NLB distributions, it is clear that the sampled
hR2ei decreases. This trend illustrates that the dierences between the bond length,
bond angle, and dihedral angle distributions of the two coarse{grained models lead
to the dierence in hR2ei. While it is expected that the shorter average bond length of
the NLB model results in smaller hR2ei, the minor dierence between the bond angle
distributions of the two models also contributes to the dierence in chain dimension.
P (l) P () P () hR2ei (nm2) hR2eiMD (nm2)
HB HB HB 88:6 3:0 93:1 3:7
NLB HB HB 83:2 2:9 -
NLB NLB HB 78:9 2:8 -
NLB NLB NLB 78:0 2:7 77:1 2:9
Table 1.4: The dependence of hR2ei on structural distributions from which the bond
lengths, bond angles and dihedral angles are sampled. For comparison, available data
obtained from CG-MD simulations are provided in the last column.
According to the Gaussian chain model, the probability distribution of the chain
end{to{end distances is described by [43]
P (Re) = 4R
2
e

3
2 hR2ei
3=2
exp
 3R2e
2 hR2ei

: (1.2)
The distribution P (Re) sampled from systems with chains of M = 4,480 g/mol are
shown in Fig. 1.9, where the solid curves indicate the distribution of a Gaussian
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Figure 1.9: Probability distribution of chain end{to{end distance for coarse{grained
systems with M = 4,480 g/mol compared with the distributions of a Gaussian chain.
chain computed using the values of hR2ei listed in Table 1.3. The agreement between
the simulation data and theoretical curves veries that the chains are of Gaussian
character in the melt phase.
To check the consistency between the simulated melt density and experimental
measurement, we extrapolated the density to the limit of innite molecular weight
according to the hyperbolic expression specied by Foteinopoulou et al [44]. The
estimated limiting densities are 0.752 g/cm3 and 0.733 g/cm3 at 460 K for the HB
and NLB models, respectively, which are slightly lower than the measured value of
0.761 g/cm3 reported by Olabisi et al [45].
In an amorphous melt, the eect of short{range interactions (such as restricted
bond lengths, bond angles and chain rotations), and long{range correlation between
bond vectors (such as excluded volume eect) on the mean square dimensions of
the molecular chains in the melt state are encapsulated in Flory's characteristic ra-
tio C1 [46, 47]. Using the relationship, Cn = hR2ei = ((n  1) l2), we computed the
characteristic ratio Cn for the chains with M < 5,000 g/mol, where n is the corre-
sponding number of carbon atoms in a coarse{grained chain and l = 1:55 A is the
average carbon-carbon bond length computed from atomistic simulations. We then
estimated C1 = 12:8 for the HB model and C1 = 10:4 for the NLB model using the
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extrapolation method described by Karayiannis [48]. These values are higher than
the reported experimental data, 6.7 at 411 K [49], and 7.4 at 413 K [43], indicat-
ing the coarse{grained chains are more extended in melt phase. As illustrated in
Fig. 1.8d, the coarse{grained models generated a higher population at  =  when
compared to the dihedral angle distribution of the atomistic model. To show that
the uniform dihedral angle distributions of the coarse{grained models lead to more
extended coarse{grained chains than that of the atomistic model, we generated two
sets of coarse{grained chains using the same bead-by-bead chain growing technique.
In each set, the bond length and bond angle was sampled from the bond length
distribution P (l) and the bond angle distribution P () of the HB model at 475 K,
respectively; while the dihedral angle was sampled from the dihedral angle distribu-
tion P () of either the atomistic model or the HB model at the same temperature.
For each set, a total number of 2,000 individual chains with M = 4,480 g/mol were
independently generated. We found that hR2ei = 88:6  3:0 nm2 using the P () of
the HB model, and hR2ei = 73:4  2:6 nm2 using the P () of the atomistic model.
These results demonstrate that the nearly uniform dihedral angle distribution pro-
duced by the coarse{grained models leads to a more extended chain geometry than
the dihedral angle distribution sampled from the atomistic model. Similar trend was
also observed by sampling from the local distributions of the NLB model. Further, in
comparison, the coarse{grained potentials calibrated at 500 K by Salerno et al. [35]
predict C1 = 6:1 with the 2C mapping scheme, calculated from the hR2ei data listed
in Table 1 in their supplementary material. The overpredicted C1 of the HB and
NLB models suggests a lack of temperature transferability.
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Figure 1.10: Dynamic properties of PE melt. (a) Center-of-mass diusion g3(t) vs.
t for various chain molecular weights. (b) Comparison of predicted diusion rates
with experimental measurements. (c) autocorrelation function of the end{to{end
unit vector.
Dynamic Properties of the Melt Phase
In Fig. 1.10a we show the ensemble averaged chain center{of{mass mean square dis-
placement (MSD) g3(t) of the ve HB amorphous systems, where the plot for the
NLB systems are similar and omitted for clarity.
Three distinct diusion time scales are evident in the data for the longer chains,
consistent with the reptation model [50{52], which predicts that
g3(t) /
8>>>><>>>>:
t1; for t < e
t1=2; for e < t < N
t1; for t > N
9>>>>=>>>>; ; (1.3)
where e represents the time at which the onset of topological constraints impede the
motion of a chain and N is the time for the chain to relax along the conning tube.
For the system with the shortest chains (M = 1,120 g/mol), the diusion does not
show a t1=2 character, indicating that these short chains do not exceed the critical
entanglement length. This is consistent with the accepted value of the entanglement
mass of polyethylene, Me = 1,150 g/mol at 443 K[53], indicating that the coarse{
grained models accurately represent the entanglement mass.
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HB NLB
M  R (ns)  R (ns)
1,120 0.72 2.5 0.77 1.0
2,240 0.81 13.1 0.87 5.4
4,480 0.50 77.9 0.66 29.6
8,960 0.51 574.5 0.45 339.0
17,920 0.35 6075.7 0.52 1138.1
Table 1.5: The estimated Rouse time R and parameter  for the coarse{grained
systems.
The relationship between the computed diusion coecient D and M is shown in
Fig. 1.10b. The tted slope values are 2:08 (HB) and 2:35 (NLB) in the logarithmic
plot for M  8,960 g/mol, while the theoretical slope is  2 according to reptation
model [54] and experimental measurements vary between  2:5 and  2:0 [55]. To
compare the values of diusion coecient with experiment, we included experimental
data in Fig. 1.10b, which were originally measured at 448 K [56] and mapped to
460 K using the relationship developed by McKenna et al. [57]. The HB diusion
coecients are on average 20% larger than the mapped experimental data, while the
NLB diusion coecients are roughly two times larger.
To further study the relaxation dynamics of the molecular chains, we show the
normalized auto correlation function CRR(t) of the end{to{end vectors in Fig. 1.10c.
The curves were tted using the Kohlrausch{Williams{Watts stretched exponential
law [58]
CtRR(t) = exp
   (t=R); (1.4)
where R is the Rouse time and  2 (0; 1) is a parameter controlling the degree
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of stretch for the exponential curve. Table 1.5 lists the estimated R and  for
dierent systems. The estimated Rouse times of both coarse{grained models with
M = 1; 120 g/mol agree with the data predicted by united atom model, 2.1 ns, which
is for chains with M = 1; 400 g/mol [59]. For systems with M  8; 960 g/mol,
the estimated Rouse times become comparable or larger than the simulation time
(500 ns). Further, the power law R /M2:5 is embedded in the data for systems with
M  4; 480 g/mol, which is close to R /M2 predicted by the reptation theory [54].
1.5 Crystalline Phase Properties
The accuracy of the coarse{grained models in representing the crystalline phase of
polyethylene was assessed by comparing predicted structural, dynamic, and thermal
properties with those computed from atomistic simulations and reported experimental
values. Using the internal coordinates reported by Bruno et al. [60], we generated
model atomistic, united atom, and coarse{grained crystals, each containing 71160
repeating unit cells. The molecular chains in the models were bonded across the top
and bottom faces of the periodic simulation box, and thus eects of chain ends and
connectivity to an amorphous phase were not considered.
The periodic crystal model systems with 71160 unit cells were rst equilibrated
in the NVE ensemble over 100 ps, coupled to the Berendsen thermostat and barostat
at 300 K and 1 atm. Due to the dierent elastic moduli of polyethylene crystal,
dierent barostat relaxation times were used in dierent directions, such that the
pressure relaxations in a, b and c directions were realized during the same amount of
time. Specially, a barostat relaxation time of 1.0 ps was used in a and b directions,
and a barostat relaxation time of 0.2 ps was used in c direction. The relaxation time
of thermostat was 0.5 ps. After the Berendsen relaxation, simulations were performed
in the NPT ensemble at the same temperature and pressure coupled to Nose-Hoover
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Figure 1.11: (a-b) The atomistic unit cell of polyethylene. (c-d) The coarse{graining
scheme resulting in base{centered unit cell. (e-f) The coarse{graining scheme resulting
in body{centered unit cell.
chains, using the same relaxation times as used in the Berendsen relaxation. The
same procedure was used for atomistic, united atom, and coarse{grained crystalline
models.
1.5.1 Structural Properties of the Crystalline Phase
With the 2C mapping scheme, there is an ambiguity in the denition of the
polyethylene unit cell; the crystal structure can be mapped to either a base{centered
or body{centered orthorhombic unit cell depending on the choice of the atoms as-
signed to each bead. Simulations were performed under NPT conditions at atmo-
spheric pressure and various temperatures from which the relative shift z along the
c-axis between beads in chains nominally separated by the vector


a
2
b
2
0

was cal-
culated. For base{centered unit cells, z=c = 0, while for body{centered unit cells,
z=c = 0:5. The resulting distributions of the relative shift of chains, shown in
Fig. 1.12, indicates that the HB model exclusively generates base{centered unit cells,
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Figure 1.12: The distribution of axial misalignment between chains along the c-axis
at dierent temperatures for (a) HB and (b) NLB crystalline polyethylene. The
snapshots show subdomains of the systems equilibrated at 300 K.
a (A) b (A) c (A)  (g/cm3)
Expt. [61] 7.4201 4.9420 2.544 0.998
Atomistic 7.6814 4.9395 2.5641 0.957
HB 8.2976 4.7902 2.5642 0.913
NLB 8.5724 4.9498 2.5087 0.875
Table 1.6: Equilibrium lattice parameters and density of polyethylene crystals deter-
mined by experiment (303 K, ambient pressure) and simulations (300 K, 1 atm).
while the NLB model does not yield any positional order along the c direction at room
temperature, and produces a mixed conguration of unit cells at lower temperatures.
These results were consistent regardless of the type of unit cell from which the initial
crystalline geometry was generated.
The computed lattice parameters of the coarse{grained crystals are summarized
in Table 1.6, and are compared with those determined from atomistic MD simula-
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tions and x{ray measurements. Both coarse{grained models produce crystals with
hexagonal symmetry, which results from the lack of directional dependence of the pair
potentials. As a result, while the predictions of the b and c lattice parameters dier
by less than 3% between the coarse{grained and atomistic calculations, the a lattice
parameter is overpredicted by 10{15%. The densities predicted by the HB and NLB
models dier by 5% and 9% from the atomistic simulations, respectively, which most
likely results from the fact that the target distributions from which the models were
calibrated were sampled from nearly amorphous systems.
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Figure 1.13: The comparison of (a) RDF g(r), (b) bond length distribution P (l),
and (c) bond angle distribution P () for crystalline polyethylene computed for the
atomistic and coarse{grained systems.
We next investigated whether the coarse{grained crystals produce the same local
structural distributions as the atomistic crystal. In Fig. 1.13, we compare structural
distributions sampled from coarse{grained MD simulations with those computed from
atomistic MD simulations, for which the coordinates of coarse{grained beads were
chosen so that the unit cells were base{centered by construction. The HB model
is signicantly more accurate in reproducing the peaks of the radial density func-
26
c/2 180°
Figure 1.14: The relaxation of atomistic chain in the crystalline phase, where the
same crystallographic conguration is reproduced if a chain translates by c=2 then
rotates by 180 around its chain axis.
tion than the NLB model. The erroneous double peaked bond length distribution
produced by the NLB model reects the inability of the model to account a correla-
tion between the bond lengths and bond angles. The smaller, spurious bond length
peak corresponds to an underlying gauche conformation in the chain backbone, which
should be correlated with a non{straight bond angle between the beads. However,
accompanying the denition of additively decomposed bond length and bond angle
potentials is an implicit assumption that their probability distributions are uncorre-
lated. As the underlying atomistic trans and gauche conformations along the chain
backbone correspond to specic coarse{grained bond length and bond angles, these
parameters are not uncorrelated, and as a consequence, the NLB potential produces
articial defects along the crystalline stem.
1.5.2 Dynamic Properties of the Crystalline Phase
To study the dynamic properties of the coarse{grained models, we used the equi-
librated crystals and continued to run NPT simulations for 10 ns under ambient
conditions, during which the center{of{mass MSD of chains along the c-axis was
monitored. In the coarse{grained representation of crystalline polyethylene, a trans-
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Figure 1.15: (a) Computed chain center{of{mass MSD of crystalline polyethylene at
300 K, and (b) Arrhenius plot showing temperature sensitivity of chain diusion.
lation along the c{axis by a multiple of c is required to return the chain to crystallo-
graphic register. This diers from the atomistic representation in which a translation
by c=2 accompanied by a 180 screw rotation about the c-axis brings the diusing
chain back into crystallographic register [62{64], illustrated in Fig. 1.14. Figure 1.15a
shows that no chain diusion was observed during the 10 ns of simulations for the
crystalline polyethylene described by the atomistic and HB model, where the dashed
line indicates the minimum detectable MSD for a single chain slipping by c during
the time span of the simulations. This observation agrees with the reported data of
diusion coecient, 10 16 to 10 15 cm2=s, from NMR experiments of polyethylene
nanocrystals, reactor powders, melt{crystallized samples as well as cooled and an-
nealed samples [65{67]. Therefore, assuming the HB and atomistic model correctly
reproduce the intracrystalline chain diusion rate, a simulation time on the order
of 100 s would be needed to observe a single chain slip at room temperature. By
contrast, chain diusion in the crystalline phase, simulated by the NLB and UAM
model, is many orders of magnitude faster, i.e., up to 10 5 cm2/s at 300 K, which is
comparable to that of the melt phase.
In order to estimate the chain diusion coecients in c direction of the coarse{
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Expt. HB NLB UAM
Ea (kcal/mol) 46 62.9 3.5 12.6
Table 1.7: Estimated activation energy of the coarse{grained and UAM models com-
pared with experiment [68].
grained crystals at ambient conditions, we increased the simulation time to 100 ns
and computed the diusion coecient at temperatures ranging from 260 K to 340 K,
shown in Fig. 1.15b. For the HB crystal, we made two additional variations with
dierent domain thicknesses, 10 nm and 20 nm, to mimic the eect of dierent lamellar
thicknesses. During 100 ns of simulation, the lower bound of detectable diusion
coecient is 2 10 11 cm2/s. We thus show only the computed diusion coecients
higher than this lower bound. The Arrhenius relationship D = A exp( Ea=RT ) was
used to estimate diusion coecient D at lower temperatures, where Ea is activation
energy, R is the gas constant and A is a factor related to the limiting diusion
coecient.
At 300 K, the extrapolated diusion coecients of the crystalline phase fall within
the range of 10 14 to 10 11 cm2/s, where the chain mobility decreases with increasing
lamellar thickness, consistent with experimental observations [69]. With a 10 nm
domain length along the c-axis, the extrapolated diusion rate from the HB model
is D = 5  10 11 cm2=s. This is larger than the diusion rate, D = 10 15 cm2/s,
measured by Barenwald [66] in polyethylene nanocrystals of comparable thickness;
however, our simulations did not account for the constraining eects that the outer
1 nm thick amorphous layers made up of tight chain folds have on the chain mobility.
Figure 1.15b was also used to calculate the activation energy Ea of chain diusion in
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crystalline phase, which is summarized and compared with experimental measurement
in Table 1.7. We expected that the Ea of the periodic HB crystal without chain
ends would be higher than experimental measurement. In reality, crystalline phase
tends to reject local conformational defects such that defects concentrate at lamellar
surface [70, 71]. However, in the periodic HB crystal, defects can only nucleate inside
crystal, which requires the creation of a dipole of defects thus doubles the activation
energy. From this perspective, the activation energy of HB crystal with nite chains
should be approximately 30 kcal/mol. Thus, experimental value lays between the
predictions of HB crystal with and without chain ends, where in both cases the
constraining eects of amorphous phase through crystalline/amorphous interface is
not modeled. The eects of the crystalline/amorphous interface on intracrystalline
diusion and activation energy of crystalline stems will be investigated in the following
chapter.
Although chain diusion of the crystalline polyethylene described by the HB model
is still overly fast compared with experiment at 300 K, it largely improves the un-
physically fast chain diusion in polyethylene crystals described by the NLB and
UAM model. The HB model predicts activation energy 37% higher than experimen-
tal value, whereas the predictions of NLB and UAM models are 73-92% lower. Taking
into account that the periodic crystal models overestimate activation energy, the HB
model best describes the dynamic properties of crystalline polyethylene.
1.5.3 Thermal Properties of the Crystalline Phase
To further characterize the thermal properties of the crystalline phase as repre-
sented by the coarse{grained models, we calculated the thermal expansion coecients
of the model crystalline systems. The computed anisotropic thermal expansion co-
ecients are presented in Table 1.8 along with measurements performed by Swan
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a b c V
Expt. 220 38 -3.5 254.4
atomistic 366.4 -30.0 -3.4 332.9
HB 626.5 636.0 -105.0 1157.7
NLB 141.1 170.9 -214.6 97.4
Table 1.8: Thermal expansion coecients (10 6/K) of polyethylene crystals at
300 K and 1 atm.
et al. [72]. Although all models capture the negative thermal expansion coecient
along the chain axis, both coarse{grained models substantially overpredict its magni-
tude. Furthermore, the HB model greatly overpredicts the rate of volumetric thermal
expansion. To investigate this further, simulations were performed in which the crys-
talline systems equilibrated at 340 K were gradually cooled to 260 K at a rate of
10 K/ns in the NPT ensemble. The evolution in density as the systems were cooled
is shown in Fig. 1.16a.
The relationships between temperature and system density, shown in Fig. 1.16a,
were obtained by gradually cooling the systems already equilibrated at 340 K to 260 K
at rate 10 K/ns in the NPT ensemble.
The HB model produces an unexpectedly rapid thermal expansion in the crys-
talline phase at temperatures above 300 K. This behavior results as an artifact of
the iterative Boltzmann inversion method and can be understood by examining how
the radial distribution function changes with temperature. The increased separation
due to thermal expansion causes the rst-nearest neighbors to encroach upon the
radial distances of the second-nearest neighbors. However, at this distance, the pair
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Figure 1.16: (a) Density vs. temperature and (b) pair potential and RDFs of HB crys-
tal at various temperatures, the inset illustrates the two expected distances between
the rst-nearest neighbors and second-nearest neighbors.
potentials are calibrated to reproduce the distribution of radial distances from the
second{nearest neighbors. This behavior can be seen in Fig 1.16b, where the RDFs of
the crystalline phase are shown at three dierence temperatures along with the pair
potential. As the temperature is increased, the nearest neighbors move from the rst
potential energy well to the second, leading to a rapid volumetric expansion. As the
second energy well is far more anharmonic, thermal expansion due to the separation
of adjacent chains increases, evident by the substantial widening of the second peak
in the RDFs at higher temperatures. Such observation is consistent to the nding in
our previous work that pair potential appears inadequate to capture thermodynamics
properties over a wide range of temperature [22]. The interchain interactions might
be improved by adding cross terms for the coarse{grained bond-bond, bond-angle,
and angle-angle interactions; or separate force centers for bonded and nonbonded
interactions, as illustrated by the UAM model of Strelnikov and coworkers [73].
1.6 Summary
We have developed systematically coarse{grained models of polyethylene that can
provide a faithful representation of semicrystalline morphology, relaxation dynamics,
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and thermal properties of both the crystalline and amorphous phases. The models
developed in this chapter were calibrated to match target distributions sampled from
a supercooled melt state, which appears to provide a provide a better estimate of
the conformational free energy for representing polyethylene across its glass transi-
tion and melt temperatures. Furthermore, we have demonstrated that, compared to
commonly used united atom models, the coarse{grained model developed with a har-
monic bond approximation represents the relaxation timescales of the crystalline and
amorphous domains far more consistently. To the authors' knowledge, this is the rst
attempt to develop and thoroughly characterize systematically coarse{grained models
for a semicrystalline polymer. Due to their computational eciency and improved
delity, the coarse{grained models developed in this eort, can supply new insights
into fundamental deformation mechanisms in semicrystalline polymers.
Notably, the accuracy by which the coarse{grained models developed in this
chapter reproduced local structural distributions did not directly relate to the rep-
resentability of the models across dierent phases. Specically, a nonlinear bond
potential that more faithfully reproduced the double-peaked distribution of bond
lengths led to unphysical dynamics in the crystalline phase, because this bond po-
tential specied unrealistic chain conguration in the crystalline phase. Instead, a
simple harmonic bond potential capturing only the coarse{grained bond length in
the trans conformation could more realistically represent the structure and dynamics
of the crystalline phase. To further improve the representability of the model, we
are working to extend the iterative Boltzmann method to account for interdependent
distributions, which will be communicated in a subsequent publication.
The diusion coecient of the crystalline phase of polyethylene is well known to
be orders of magnitude smaller than that of the amorphous phase. This dierence is
better captured by the coarse{grained model with harmonic bond approximation, but
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not captured by either the coarse{grained model with nonlinear bond potential or the
united atom model, which give comparable chain diusion in dierent phases. Such
comparable chain mobility in dierent phases can result in unphysical  relaxation
since the crystalline phase fails to provide the immobilizing eect to the motion of
stems, and may lead to overestimation of chain slip and underestimation of the tensile
yield stress established by reactive MD simulation [74]. Compared to the united
atom model, the coarse{grained model with harmonic bond approximation not only
provides improved consistency of the acceleration of dynamics for the amorphous and
crystalline phases, but also predicts more accurate thermal activation energy of the
2 relaxation.
Nevertheless, the chain extension in the melt phase and the thermal expansion
in the crystalline phase are not well represented by this model. Its temperature
dependence may be improved by using the multistate iterative Boltzmann method [75]
and local density dependent potentials [22].
Despite common references to systematic coarse{graining, the approaches reported
thus far, including those described here, remain ad-hoc in the sense that one typically
must rely on chemical intuition or trial and error to determine which target data
should be sampled, how to dene the coarse{grained mapping, and how the coarse{
grained interactions are dened. Such choices may be unintuitive, for instance, by
calibrating a nonlinear bond potential to more faithfully reproduce target structural
distributions, the resulting model (NLB) produced unphysical dynamics and poor
representation of structure in the crystalline phase. In contrast, by using a sim-
ple harmonic potential, calibrated to reproduce only the coarse{grained bond length
corresponding to an underlying trans conformation, the resulting model provided a
far more realistic representation of structure and dynamics in the crystalline phase.
Further work is therefore required to develop more generalizable approaches and al-
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gorithms for generating coarse{grained models capable of representing structure and
thermodynamic properties, particularly for multiphase and other complex polymers.
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Chapter 2
DEPENDENCE OF THERMALLY ACTIVATED RELAXATION OF
CRYSTALLINE STEMS ON THE LOCAL MORPHOLOGY OF CRYSTALLINE/
AMORPHOUS INTERFACES IN POLYETHYLENE
2.1 Background
High-density polyethylene is widely used for its high strength-to-density ratio and
toughness, which results from its semicrystalline structure [76]. The semicrystalline
structure is composed of both a sti crystalline phase and a viscous amorphous phase,
which provide the material with balance of high stiness and ductility. Due to the
strong interphase connections from covalently bonded chains that traverse multiple
phase boundaries as revealed in Fig. 2.1, the two phases deform in concert, resulting
in a complex sequence of deformation mechanisms that are evoked at various levels of
strain [3]. The precise relationships between the ne scale morphological details and
the activation of inelastic deformation mechanisms are yet to be fully understood,
limiting the degree to which material properties can be optimized through engineer-
ing improved chemistry and processing conditions. As a rst step to study these
relationships, the objective of this study is to understand how the local morphology
of crystalline/amorphous interface aects the thermally activated relaxation of crys-
talline stems. This work is guided by two hypotheses. First, long amorphous chain
segments, such as long loops, longs tails, and bridges that contain entanglement(s),
increase the activation energy of their connected crystalline stems. Second, short
amorphous chain segments, such as short tails, decrease the activation energy of their
connected crystalline stems. However, because the majority of crystalline stems are
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Figure 2.1: Denitions of loop, tail and bridge in amorphous phase.
connected to short loops due to their prevailing population, the activation energy
of crystalline stem connected to short loops should be comparable with the overall
activation energy.
Mechanical properties of semicrystalline polymers, such as dynamic moduli, loss
factor and yield stress, originate from the underlying molecular relaxation processes
activated by temperature, strain rate and pressure [62, 77{81]. For instance, Gibson
et al. related the decreased shear modulus of the crystalline phase at elevated tem-
perature to the  relaxation, in which thermally activated translation of crystalline
stems (lamellar stems) through lamella reduces the transmitted stress [78]. In com-
plement to the discussion of Gibson, Crist et al. argued that the suppression of 
relaxation as lamellae become thicker leads to the increase in tensile modulus [81].
The signicance of the  relaxation was further elucidated by Truss and coworkers,
who decomposed the yield stress as a function of temperature into three basic yield
processes, and associated  relaxation to the process laying between the process corre-
sponding to  relaxation and another process with uncertain origin [79]. In addition,
the drawability of semicrystalline polymers is also rooted in the  relaxation [82].
Although the  relaxation is associated to the crystalline phase, its activation
needs chains translating through crystalline/amorphous interfaces and thus requires
the presence of amorphous phase. The  relaxation contains at least two mecha-
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nisms according to experimental investigations [83{85]: the 1 relaxation relating to
the reorientation of crystal grain boundaries as crystallites deform or rotate within an
amorphous, viscous medium; and the 2 relaxation corresponding to the translational
motions of crystalline stems within lamellae. However, experimental techniques pro-
vide incomplete picture of the conguration of macromolecules by averaging signals
over a nite spot size. Thus, the detailed inuence of interface morphology on chain
relaxation is still hidden from experimental observation.
Crystalline/amorphous interfaces mainly contain loops (folds) formed by chains
exiting and re-entering the same lamella, which is a result of the kinetic crystallization
process during which polymer chains fold as they are incorporated into growing crystal
nucleus [14]. Several models, including the adjacent re-entry model [86], switchboard
model [87], Gambler's ruin model [88, 89] and mean-eld lattice theory [90] were
proposed to debate what is the limiting equilibrium distribution of loops. It is gen-
erally agreed that the population of tight folds (union of rst- and second-neighbor
loops without substantial amorphous character) in melt-crystallized polyethylene is a
function of molecular weight and undercooling, and a lamellar surface should have at
least 51-58% of its emergent stems forming tight folds in order to prevent unphysical
density concentration at interface [91]. Even though recent technology advance en-
ables direct observation of some rst- and second-neighbor loops in melt-crystallized
polyethylene [92], it is still infeasible to measure the distribution of loops at interface
from experimental approach.
Molecular simulation is a feasible means to explore the morphology of crystalline/
amorphous interfaces. Among these, the simulations performed by direct molecular
dynamics equilibration or anneal, which started from amorphous conguration, ad-
vanced the understanding of crystallization and chain reorganization [17, 19, 33, 35,
93{95]. For instance, Vettorel et al. demonstrated that the coupling between chain
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backbone rigidity and packing constraints is important for polymer crystallization,
since polymer gives up conformational entropy to accommodate increase of density
[93]. Yi and co-workers studied homogeneous nucleation in linear polyethylene, char-
acterized the number of loops and tails as functions of nucleus size, and found that the
contour length distributions of loops and tails show exponential decay with constant
incremental potential [95]. Triandalidi et al. showed that short chains facilitate the
crystallization of long chain at early state of crystallization, but as the short chains
completely crystalized, they hinder the crystallization of long chains by obstructing
their motion [33]. Nevertheless, since the shape, orientation and size of the gener-
ated crystallites cannot be prescribed, these simulations are not optimized to study
conformational properties such as the limiting equilibrium distribution of segments.
Compared to he approach of direct molecular dynamics equilibration or anneal,
a preferable approach is to model semicrystalline systems with alternating, parallel
crystalline and amorphous layers observed in experiment [96, 97]. The lattice Monte
Carlo (MC) method [98{100] is the rst contribution in this eld. However, it fails in
modeling the dissipation of orientation of chain segments at crystalline/amorphous
interface. Further, the contour-length uctuation of chain ends, which aects both
rheology and dielectric relaxation [101], can not be modeled by lattice model due to its
exclusion of chain ends. To solve these problems, Balijepalli, Rutledge and Gautam
developed the o-lattice interphase Monte Carlo (IMC) method [102{104] to gener-
ate model systems of polyethylene with united atom description. The IMC model
systems have been successfully adopted to study conformational statistics of chains
[105], stress and thermodynamics of interface [106], thermal and elastic properties
of interlamellar phase [107], plastic deformation [108, 109], the eect of topological
constraints [110] and layer thickness and chain tilt on deformation mechanisms [111].
Nevertheless, the united atom force eld overestimates the mobility of crystalline
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stems [109], thus limiting the usability of the IMC systems in studying crystalline
stem relaxation in polyethylene. In this regard, we developed a coarse-grained force
eld of polyethylene, which better captures the vast dierence of relaxation timescales
between crystalline and amorphous phases [112], making the coarse{grained systems
a complement to the IMC systems, and a candidate for the investigation of crystalline
stem relaxation in polyethylene.
In this chapter, we study how the local morphology of crystalline/amorphous in-
terface aects the thermally activated relaxation of crystalline stems through coarse{
grained modeling and simulation. In Section 2.2, we describe the routine to generate
semicrystalline model systems. The rst part of Section 2.3 validates and veries the
structural properties of the generated coarse{grained systems. In the second part of
Section 2.3, we validate that the model can accurately predict the overall thermal
activation energy of 2 relaxation, then predict the activation energy of crystalline
stems connecting to dierent types of amorphous segments. Section 2.4 concludes
this study. As an appendix, Section 2.5 discusses how the proposed HMC routine
satises detailed balance.
2.2 Methodology
2.2.1 Coarse{grained Model
As described in Chapter 1 and shown in Fig. 2.2, a coarse{grained model of linear
polyethylene [112] was developed by grouping two CH2 units into a bead and using the
iterative Boltzmann inversion routine [25] to optimize the tabulated pair and angle po-
tentials. The bond interaction was harmonic, which captures only the dominant peak
in the bond length distribution between coarse{grained sites, resulting in quadratic
bond potential U(l) = k
2
(l   l0)2 with bond stiness k = 227:5 kcal/mol/A2 and
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Figure 2.2: Mapping scheme of the coarse{graining of linear polyethylene, where every
two successive CH2 units are grouped into a bead.
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Figure 2.3: Construction of semicrystalline interface model.
equilibrium bond length l0 = 2:574 A. This coarse{grained model is capable of repre-
senting the structural and dynamic properties of amorphous and crystalline phases of
polyethylene, and capturing the melt and glass transition temperatures. Specically,
it better captures the vast dierence of relaxation timescales between dierent phases.
For the coarse{grained crystalline phase, this model predicts a hexagonal symmetry
in the ab-plane and a base-centered unit cell.
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2.2.2 Generation of Model Semicrystalline Interfaces
The morphology of melt-crystallized polyethylene was modeled by a represen-
tative amorphous phase sandwiched between crystalline lamella within a periodic
simulation domain, subjected to phase connectivity. As demonstrated in Fig. 2.3,
the initial, periodic domain was populated by beads arranged in a hexagonal lat-
tice with base{centered unit cell. The chains were tilted at an angle  to the global
Z-axis such that the resulting lamellar normal surfaces were composed of f201g crys-
tal facets [113]. One large and ten small initial systems were generated accordingly,
with respectively 3030100 and 1515100 unit cells. In the following, the large
system is labeled CG(3030) and the small system is labeled CG(1515). A middle
section 
A containing 40 layers of beads along Z direction was chosen in the initial
systems as the target amorphous phase and would be randomized. This implemen-
tation follows the modeling technique of Balijepalli and Rutledge [102], in which the
requirement of chains traversing multiple phases is satised by construction. The lat-
tice parameters were chosen such that the stress mismatch across phase boundaries
was minimized. As reported in our previous work, a temperature 460 K is sucient to
prevent crystallization during molecular dynamics equilibration, we thus identied the
lattice parameters at 460 K, shown in Table 2.1 and compared with the correspond-
ing data at 300 K. The dimensions of the initial systems were 30.815.621.7 nm3
a (A) b (A) c (A)  (g/cm3)
300 K 8.2976 4.7902 2.5642 0.913
460 K 8.9918 5.1899 2.4798 0.804
Table 2.1: Equilibrium lattice parameters and density of polyethylene crystal at 1 atm
and dierent temperatures.
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Figure 2.4: Sketch of end-bridging bond-swap. (a) Tail end A attacks a bead T in a
nearby bridge. (b) New loop and tail are formed. The circles show the search regions
of bead A and S.
and 15.47.821.7 nm3 for the CG(3030) and CG(1515) systems, respectively. The
thickness of the lamella 
C was 13.0 nm by construction, which is characteristic of
the lamellar thickness in melt-crystallized high density polyethylene [114], and the
thickness of 
A was 8.7 nm.
To implement periodic boundary condition in Z direction, a simple shear defor-
mation was applied to the bead coordinates in 
A, with the result that the chains
within the target amorphous phase have a dierent tilt angle 0. We then removed 7%
of beads in 
A from 24% of the initial bridges randomly chosen, thus generating tails
and setting the density of 
A close to the simulated melt density 0.752 g/cm
3 at 460 K
[112]. The ratio 24% is close to the ratio 20% used in IMC simulations [109, 110] and
lays between the lower limit (18%) and the higher limit (42%) of emergent stems from
lamella that are not connected to loops. The lower limit comes from solution-grown
polyethylene single crystal where approximately 82% of emergent stems form tight
folds [115], and the higher limit comes from melt-crystallized polyethylene with f201g
interlamellar phase, where at least 58% of emergent stems form tight folds [91].
To alter the topology of chain segments in 
A, we used a bond-swap procedure
that mimicked the end-bridging (EB) MC move [116], where a tail end \attacks" a
target bead in a nearby loop/bridge within a search radius and generate a new tail
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and a new loop/bridge, illustrated in Fig. 2.4. However, in the coarse{grained model
of polyethylene, the equilibrium bond length is nearly 1.0 A shorter than the distance
between the nearest non-boned beads, thus the bond-swap results in a high energy
conguration where the bond A-T is highly extended and the non-bonded pairs S
and T are compressed. Because the coarse{grained bond lengths and bond angles
have wide distributions, it is nontrivial to develop local MC moves to relax the high
energy conguration. Instead, we developed a hybrid Monte Carlo (HMC) routine
that combines the bond-swap with a short molecular dynamics (MD) equilibration to
relax the conguration of the whole system.
Following the IMC method, the target amorphous phase was rst melted to max-
imize its entropy, then we used simulated annealing [117] to search for states with
lower free energy. The routine to generate semicrystalline model system thus consists
of three stages: melt, anneal and sample. A HMC move is developed and used in
all stages, utilizing bond-swap and coarse{grained MD equilibration as an engine to
propose global trial conguration for the system. The HMC move is designed as
NVT| {z }
t;n
! NVE| {z }
t0;n0
! EB! NVE| {z }
t0;n0
! NVT| {z }
t;n
(2.1)
where the subscripts (t0 = 1 fs; n0 = 500) and (t = 5 fs; n = 2000) denote the
time step and number of time integration performed in the micro-canonical (NVE)
and canonical (NVT) ensemble simulation, respectively. All molecular dynamics sim-
ulations were performed by LAMMPS [36], and the relaxation time of thermostat
used in NVT simulation was 0.1 ps. Starting from a metastable conguration qstart,
a set of momenta pstart is sampled from a Gaussian distribution to produce the spec-
ied temperature 460 K, followed by a NVT equilibration and a NVE equilibration,
then an bond-swap to alter bead connectivity. The NVE simulation after bond-swap
relaxes the stretched bond A-T and pulls apart the pair neighbors S and T, according
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to reversible Hamiltonian dynamics. Nevertheless, the high energy of the stretched
bond and the compressed pair is still embedded in the system. This energy is re-
leased in the following NVT simulation, during which the system exchanges energy
with external heat baths at 460 K and evolves to a trial metastable state with congu-
ration qend and momenta pend. The NVT simulation is also conducted with reversible
dynamics, i.e., with the time-reversible and measure-preserving Verlet integrator de-
veloped by Martyna, Tuckerman and coworkers [118, 119]. The HMC move (2.1) is
therefore time-symmetric and reversible. The trial conguration qend is accepted with
probability
Pacc(qstart ! qend) = min
n
1;
NA
NS
e(Estart Eend)=kBTsa
o
(2.2)
where NA and NS is the available number of target beads to the attacking bead A
and S, respectively, within a search radius as illustrated in Fig. 2.4; Estart and Eend is
the system internal energy at the start and end of a HMC move, respectively; kB is
Boltzmann constant and Tsa is a variable temperature used for simulated annealing.
In the melting stage Tsa = 350000 K, which is linearly reduced to 460 K in the
annealing stage and remains at 460 K in the sampling stage. Following the analysis
of Duane [120], in Section 2.5 we show that (2.1) and (2.2) satises detailed balance.
For the CG(3030) system, the melting, annealing, and sampling stages contains
60k, 40k and 10k HMC moves, respectively; and 20k, 30k and 10k HMC moves are
used for the CG(1515) systems. The purpose of the melting stage is to eciently
randomize the target amorphous phase 
A, which is at an unphysical initial cong-
uration, thus whether the dynamics is reversible or not in the melting stage is not
of physical concern. Therefore, in the melting stage we used a large search radius
0.9 nm to accelerate the process of topology randomization, and any bead was re-
stricted to move less than 0.4 nm in a time step to stabilize MD simulation. In
addition, because the melting stage was biased to higher internal energy, we imple-
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mented a temporary modication to the acceptance probability (2.2) such that any
trial state with Eend Estart <  2kBTsa was rejected. In contrast, in the annealing and
sampling stages, the search radius was reduced to 0.6 nm, no restriction was applied
to the displacement of bead in a time step such that the dynamics was reversible,
and the acceptance probability (2.2) was used without modication. To avoid sharp
change of density prole and stress concentration at crystalline/amorphous interfaces,
the beads in the crystalline domain 
C that are up to two layers away from 
A are
mobile, whereas the other beads in 
C are frozen. In the target amorphous phase, a
tail contains at least one bead and a loop contains at least three beads, comparable
to the minimum lengths of tails and loops in the IMC systems [105].
2.3 Result and Discussion
The delity of the generated coarse{grained systems in representing the structural
properties of crystalline/amorphous interfaces was accessed by making comparison
with available experimental measurements, theoretical and simulation predictions.
After verifying and validating the generated systems, we predicted the probability dis-
tribution of loop-entry-sites on lamellar surface, then investigated how the thermally
activated 2 relaxation of crystalline stems is aected by the connected amorphous
phase segments.
2.3.1 Verication and Validation of Generated Model Systems
To verify that the model systems evolved to metastable states, we show in Fig. 2.5
the evolution of the change of specic internal energy e = ek   e0 for the CG(3030)
system where the subscripts denote the indices of HMC move, and the evolution of
acceptance rate rA of HMC moves averaged from every 2000 HMC moves. Start-
ing from the initial conguration, e increases and approaches to a constant value
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Figure 2.5: Evolution of the change of system specic internal energy e and the
acceptance rate rA of the large system.
approximately 55.5-58.0 J/cm3 in the melting stage as the conguration of target
amorphous phase is randomized. In the annealing and sampling stages, the uctua-
tion of e remains the same, while e of the accepted HMC moves keeps reducing.
The acceptance rate rA is approximately 70% in the melting stage, then gradually
reduces to slightly lower than 10% in the sampling stage. The converging trends
of specic internal energy and acceptance rate converge are indicative of the system
reaching metastable state. The ten small systems have similar evolutions of e and
rA.
Another verication showing that the systems evolved to metastable state was
made by monitoring the evolutions of normalized segment population s and average
length of segment hni. Figure 2.6 shows that both s and hni converge. Because
the population of tails is conserved in bond-swap, in Fig. 2.6a the curves sT of the
CG(3030) and CG(1515) systems keep at the same value 0.39. While the population
of loops increases at the expense of the population of bridges in the melting stage, both
reach dynamical equilibrium with sL  0:59 and sB  0:02. The ratio sL=sB  30
roughly agrees with the theoretical prediction (for zero tilt angle) that sL=sB = M
whereM+1 is the minimum number of lattice steps needed to bridge lamellar surface
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Figure 2.6: Evolution of chain segments in coarse{grained systems. (a) The normal-
ized population si  Ni=(NL + NT + NB), i 2 fL; T;Bg, where NL, NT , NB are
respectively the number of loops, tails and bridges in system. (b) The average length
of amorphous segment, where n denotes the number of carbon atoms in amorphous
segment.
Loop Tail Bridge l0 (nm)
CG(3030) 30  3 99  7 271  28 8.7
CG(1515) 27  2 107  5 283  28 8.7
IMC (c130n30t) 33  1 43  2 161  8 6.3
IMC (c60n60t) 40  2 161  5 572  49 12.7
Table 2.2: The predicted average length of amorphous segments at the last accepted
HMC move of the coarse{grained systems (460 K), compared with that of IMC sys-
tems (350 K). The variable l0 denotes the thickness of noncrystalline region by con-
struction.
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[89] and M = 39 for the HMC model systems. In Fig. 2.6b, the average length
per segment hni, where n is the number of carbon atoms, also converges for both
the CG(3030) and CG(1515) systems. The values of hni at the last accepted HMC
move for the CG(3030) and CG(1515) systems are listed in Table 2.2, compared
with the prediction of IMC systems. The predictions of CG(3030) and CG(1515)
systems agree with each other, with dierence within 8%. The HMC systems agree
well the IMC systems for the average tail and bridge lengths, while the average
loop length of the HMC systems is smaller than those of the IMC systems. This
dierence may be related to the dierent sampling temperature, because short loops
are energetically disfavored by the IMC systems at lower temperature. For instance,
the average loop length of IMC systems reduces from hnloopi  36 at 350 K to
hnloopi  30 at 450 K [107], which agrees with the predictions of HMC systems.
This agreement serves as a verication for the structural properties of the generated
coarse{grained systems. In addition, all the HMC systems have a number averaged
molecular weight approximately 11.4 kg/mol which is comparable to the value of IMC
systems, 13.1 kg/mol [108]; and have a polydispersity between 1.45 and 1.65 which
agrees with the IMC value, 1.53 [110].
To further verify the structural properties of the generated systems, we compared
the probability density distributions of the lengths of amorphous segments sampled
at 460 K with the IMC data sampled at 350 K. In Fig. 2.7a, the HMC system has
higher probability for short loops with n < 10 than the IMC systems, which provides
details for the dierence shown in Table 2.2. To reduce the uncertainty of P (n)
for long loops in the HMC systems, the population of loops with length n < 100
were sampled with bin size n = 2, while longer loops were sampled with bin size
n = 100. It appears that a power law P (n) / n 2 can be used to approximate
the distribution of loop length, as revealed by the HMC data (all) and the IMC data
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Figure 2.7: Probability density distributions of amorphous segments in terms of seg-
ment length n for (a) loop, (b) tail and (c) bridge. The data of CG(3030) and
CG(1515) systems are sampled at 460 K, while the data of IMC systems are sampled
at 350 K.
(n > 20). Furthermore, the HMC data of loop length distribution shows a linear
dependence of log(P (n)) on n for large n, agreeing with the theoretical prediction of
Balijepalli and Rutledge [105]. In terms of tail length distribution shown in Fig. 2.7b,
using the same bins for sampling, the HMC data agree with the IMC data. A power
law P (n) / n 1 could be used to approximate the distribution of tail length in the
explored scope, and a linear dependence of tail length distribution log(P (n)) on n
for large n holds as predicted by theoretical investigation [105]. For bridge, Fig. 2.7c
shows that the HMC data lay between the IMC data sampled from systems with
dierent thicknesses of noncrystalline phases as listed in Table 2.2, which is also a
sign of agreement between the HMC and IMC systems.
The last accepted coarse{grained systems during HMC generation routine were
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Figure 2.8: The equilibrated CG(3030) system and one example of the ten CG(1515)
systems after 1 ns NPT equilibration.
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Figure 2.9: The ensemble averaged properties in successive slices in Z direction after
1 ns NPT equilibration. (a) The bond orientational order parameter S. (b) The
dierence of specic potential energy w between amorphous and crystalline phases,
where the at line indicates the calculated value using the experimental heat of fusion
for crystalline polyethylene [121]. (c) Density .
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subjected to a MD equilibration in the NPT ensemble for 1 ns at 300 K and 1 atm
with a time step 5 fs, where the relaxation times of the thermostat and barostat
were 0.5 ps and 1.0 ps, respectively. The constraint of immobile crystalline phase
was removed during NPT equilibration. The dimensions of the equilibrated systems
are 30.414.521.7 nm3 and 15.27.321.7 nm3 for the CG(3030) and CG(1515)
systems, respectively. Figure 2.8 illustrates the equilibrated systems. We divided the
equilibrated systems into multiple slices in Z direction with slice thickness 4.3 A and
plotted in Fig. 2.9 three properties distributed in successive slices. The bond ori-
entational order parameter S = 1
2
(3 hcos2i   1), where  is the angle between a
coarse{grained bond chord and the ideal chain direction, is shown in Fig. 2.9a. The
coarse{grained bonds in crystalline phase point almost exactly to the ideal chain di-
rection after relaxation, while in the amorphous phase S falls to nearly zero which is
a sign of isotropic bond orientations and indicative of an amorphous phase. Fig. 2.9b
shows the dierence in specic potential energy w between amorphous and crys-
talline phases. The raise of w in the amorphous phase agrees well with the calculated
value wexp = Hma=Va, where H = 68:4 cal/g is the heat of fusion of completely
crystalline polyethylene [121], ma and Va are respectively the mass and volume of the
amorphous phase calculated according to the average crystallinity, 0.635, of the model
systems using the local p2 order parameter [38]. The density proles are shown in
Fig. 2.9c, where the amorphous phase density is approximately 0.785 g/cm3 at 300 K,
agreeing with the range 0.781-0.787 g/cm3 of super cooled atomistic melt reported
previously [112]. The density of the crystalline phase is approximately 0.895 g/cm3,
which is 2% lower than the density of a coarse{grained crystal, 0.913 g/cm3. The
slight reduction of density in the crystalline phase is partially explained by an slight
increase of the lattice parameter a from 8.298 A in perfect crystal to 8.724 A in the
relaxed semicrystalline systems, which can be attributed to the lateral stress exerted
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d
d = 0
Figure 2.10: (a) The identied amorphous (yellow) and crystalline (blue) phases, and
a sketch of stem end projection d at lamellar surface. The distribution of (b) stem
end projection P (d), and (c) normalized number density of crystalline stems n(d),
where the experimental data are taken from Savage et al. [92] and their supporting
information.
by tight folds as suggested by experiment [66].
To validate the structural properties of the simulated crystalline/amorphous inter-
faces, the root mean squared surface roughness of the generated system is compared
with available experimental measurement. We rst identied crystalline and amor-
phous phases in the systems by calculating for each bead its local p2 order parameter,
and any bead with p2 > 0:4 was assigned to the crystalline phase [38], illustrated
in Fig. 2.10a. Then we followed Savage et al. [92] to study the structural property
of the identied lamellar surfaces by tracing every crystalline stem emerging from
lamella and determining its end projection distance d, measured from the lowest
position of the ends of crystalline stems. For clarity, the sampled data of all crys-
talline/amorphous interfaces were averaged to produce one curve for the CG(3030)
and CG(1515) systems, respectively. Figure 2.10b shows that the coarse{grained sys-
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 (A) Rrms (A)
Expt. [92] 2.0 - 3.6 3.1
CG(3030) 2.8  0.3 2.8  0.6
CG(1515) 2.4  0.0 2.5  0.1
Table 2.3: The calculated parameter  and root mean squared surface roughness Rrms
of the coarse{grained systems compared to experimental measurements.
tems predict an averaged probability distributions of stem end projection that agree
with experimental measurement. We also sampled the normalized number density
of crystalline stems emerging from lamella surface, shown in Fig. 2.10c. For each
lamellar surface, the sampled data were tted to the sigmoidal interfacial function
[122],
f(d) =
1
2
 
1  erf
 
d  p
2
!!
(2.3)
where erf is the error function with parameter  controlling the shift of the curve along
d axis, and parameter  controlling the thickness l of interfacial region according to
l =
p
2. In Fig. 2.10b-c, because the positions of d = 0 can vary at dierent
lamellar surfaces, the sampled curves can shift along the d-axis, leading to a value of
 that is not of physical importance. Therefore, only the parameter  is reported.
In Table 2.3 we compared the calculated values of  and surface roughness Rrms
with experimental data, where the expectations and standard errors are calculated
from all available lamellar surfaces during 1 ns of simulation, because  and Rrms
did not change apparently during relaxation. Both the CG(3030) and CG(1515)
systems predict  laying inside the range of experimental measurement, and the
calculated surface roughness Rrms approaches the experimental data as the lateral
size of modeled lamella increases. These agreements validate the structural properties
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Figure 2.11: (a) Denition of the order of loop according to the distance between
loop-entry-sites in lamella. (b) The probability distribution of order of loop m for the
coarse{grained systems.
of simulated lamellar surfaces in the generated coarse{grained systems.
2.3.2 Equilibrium loop distribution at lamellar surface and thermally activated
relaxation of crystalline stems
CG(3030) CG(1515)
Tail 24.0 24.0  0.0
Bridge 2.8 1.9  0.9
Loop (all) 73.2 74.1  0.9
Loop (m = 1) 49.2 52.8  0.9
Loop (m = 2) 9.7 8.7  0.5
Loop (m > 3) 14.3 12.6  0.4
Table 2.4: The percentage of emergent crystalline stems at lamellar surface linked to
tails, bridges, and loops of dierent orders.
The verication and validation of structural properties shown in the previous
section suggest that the generated systems can be used to study the probability dis-
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tribution of loop-entry-sites on lamellar surface. By tracing loops to their connected
lattice sites in the frozen lamella, we identied the order of loops according to the
distance between loop-entry-sites as illustrated Fig. 2.11a, where the central site is
traced to one end of a loop, and if the other end of the loop is traced to any one
of the six rst-neighbor sites enclosing the central site, then the order of the loop is
dened as one. Loops of higher orders can be dened similarly. Because NPT equi-
libration only changes the spacing between crystalline stems, but does not alter the
topology of stems in lamella, the identied orders of loops should remain unchanged
after NPT equilibration. The probability density distributions P (m) in terms of the
order of loop m are plotted in Fig. 2.11b, where the linear dependence of log(P (m))
on log(m) indicates P (m) / m 2:20:1. As listed in Table 2.4, the percentage of
crystalline stems connected to loops of 1st- and 2nd-orders is approximately 58.9%
and 61.5% for the CG(3030) and CG(1515) systems, respectively, agreeing well with
the theoretical prediction for melt-crystallized polyethylene with f201g interlamellar
phase that at least 58% of emergent stems should form tight folds [91].
To study the relaxation of crystalline stems, we used the CG(3030) systems, be-
cause it better predicts surface roughness and provides more samples of crystalline
stems connected to dierent amorphous segments than the CG(1515) systems. The
system was rst separately equilibrated at 310 K, 320 K and 330 K in NPT ensemble
at 1 atm for 1 ns with a time step 5 fs, where the relaxation times of the thermostat
and barostat were 0.5 ps and 1.0 ps, respectively. A central section in the crystalline
phase was then identied in each equilibrated system as illustrated in Fig. 2.12a,
where every central crystalline stem contains 5-7 beads. The equilibrated systems
were separately subjected to a NVT simulation at the same temperature as in their
NPT simulation, where the NVT simulations performed at 330 K and 320 K ran for
100 ns, and the NVT simulation performed at 310 K ran for 300 ns to reduce the
56
(a) (b)
t = 0 ns
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Figure 2.12: (a) The illustration of central crystalline stems highlighted in blue.
(b) The initial and nal morphology of central crystalline stems after 100 ns NVT
simulation at 330 K, during which all central stems diuse in the crystalline phase.
(c) The center-of-mass MSD of all the central crystalline stems. (d) Arrhenius plot
of stem diusion coecient (all stems.)
error in calculating diusion coecient due to nite simulation time. Figure 2.12b
illustrates the congurations of central crystalline stems at the beginning and end of
the 330 K NVT simulation, during which all central crystalline stems diuse within
the crystalline phase. The center-of-mass MSD g3(t) of all the central crystalline
stems are plotted in Fig. 2.12c. The 1D diusion coecient D was estimated as
D = g3(tend)=2tend and plotted in Fig. 2.12d as function of time, where tend denotes
the longest simulation time. Two sources of error were considered for the estimated
ln(D) used in the Arrhenius plot, one relates to the nite simulation time (t), and
the other relates to the nite number of stem samples (n). To calculate t, we used
linear regression to t the points (t; g3(t)) between [0:6t; t] at various t values, and
determined a tted diusion coecient Df (t) = k(t)=2 where k(t) is the tted slope.
The evolutions of Df (t) was monitored, and it tends to converge to D as time ad-
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vances. The logarithmic error due to nite simulation time was thus calculated as
t = jln(D)   ln(Df (tend))j. The error n was the standard error with 90% con-
dence interval of the set of ln(Dindv), where Dindv denotes the 1D diusion coecient
of individual central crystalline stems. The combined error of ln(D), as shown in
Fig. 2.12d, was calculated as  = (2t + 
2
n)
1=2, assuming that t and n are inde-
pendent. The overall activation energy Ea was then determined from the Arrhenius
plot, and its uncertainty was estimated as the propagated error due to  at dierent
temperatures.
Ea (kcal/mol) D (cm
2/s)
Expt. 42-48 10 15
I 62.9 10 13
II 47.4 10 11
III 28.1 10 8
Table 2.5: Activation energy Ea and diusion coecient D at 300 K of crystalline
stems calculated from three coarse{grained systems: (I) and (III) are polyethylene
crystals (lamellar thickness 15 nm) with innite and nite chains, respectively; and
(II) is the CG(3030) system (lamellar thickness 13 nm).
The calculated activation energy and extrapolated diusion coecient at 300 K
of the crystalline stems in the CG(3030) system are summarized in Table 2.5, com-
pared with the predictions of coarse{grained polyethylene crystals with innite or
nite chains, and with experimental data [66, 68, 123] where the diusion coecient
is for polyethylene nanocrystal with 6-9 nm thick lamella and roughly 1 nm thick
amorphous layer. The polyethylene crystal with nite chains was modeled by follow-
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Figure 2.13: (a) The thermal activation energy of central crystalline stems connected
to dierent types of amorphous segments, where the numbers of sampled stems are
listed in brackets. (b) Distribution of the number of carbon atoms, n, between suc-
cessive entanglements in amorphous segments. (c) The length distributions of loop
with order m from 1 to 4, normalized such that
P
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Pm(n) dn = 1.
ing the approach of O'Connor and Robbins[124], such that one bead was randomly
removed from each chain in a crystal with 7 11 60 unit cells. The comparison in
Table 2.5 suggests that, by modeling crystalline and amorphous phases subjected to
phase connectivity, the overall activation energy for the diusion of crystalline stems
agrees very well with experimental measurement, and is more accurate than the pre-
diction by modeling only crystalline phases with innite or nite chains. Further, the
diusion of crystalline stems in semicrystalline system is much slower than that in
the crystalline system with nite chains, which agrees with experimental suggestion
that amorphous phase impedes the diusion of crystalline stems [65, 69, 125].
We further studied how the local morphology of crystalline/amorphous interface
aects the thermally activated 2 relaxation of crystalline stems. Tracing each central
crystalline stem to the two amorphous segments it connects with, the types of the two
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segments are identied as illustrated by the inset sketches of Fig. 2.13a. To isolate
the contribution of dierent amorphous segments, we sampled crystalline stem with
one of its two connected amorphous segments xed as a 1st-order loop with no more
than 10 carbon atoms (tight fold), thus the eect of the other amorphous segment on
the diusion of crystalline stem can be compared. We labeled the sampled crystalline
stem by the type of the other amorphous segment it connects with. For example,
a crystalline stem with one of its two ends connected to a loop or tail with i to j
carbon atoms is denoted Li-j and Ti-j , respectively; and a crystalline stem with one
of its two ends connected to a bridge is denoted as B. The same nite simulation
time error t estimated from all central crystalline stems was used. The CG(3030)
system predicts that, the activation energy Ea of crystalline stem has little depen-
dence on the length n of its connected loop if the loop is short such that n < 50, in
which case Ea shows no obvious dierence from the overall activation energy, agreeing
with our rst hypothesis. As loop becomes longer, Ea increases to 60.4 kcal/mol for
50 < n 6 60, and remains at a value higher than the overall activation energy for
n > 60, which agrees with our second hypothesis. As shown in Fig. 2.13b, using
the Z code developed by Kroger [126, 127], we sampled the distribution of entan-
glement length in the amorphous phase, where the average number of carbon atoms
between successive entanglements is approximately 31, agreeing with the prediction
35 of IMC systems [109]. There is at least 95% probability for an amorphous seg-
ment, such like a loop, to possess at least one entanglement of it contains more than
50 carbon atoms. Thus, the increase of Ea for longer loops with length n > 50 is
likely related to entanglements, because entanglements in interlamellar phase impede
the diusion of crystalline stems [65, 69, 125]. According to Fig. 2.13c, the pop-
ulation of sampled loops with length n < 20 mainly consists of 1st- and 2nd-order
loops, while the sampled loops with length n > 50 mainly contain higher order loops.
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Therefore, the CG(3030) system predicts that loops with length n > 50 and order
m > 2 increases the activation energy of the connected crystalline stems, which agrees
with the general trend observed in experiment such that polyethylene samples with
prevailing population of tight folds have lower activation energy [66]. In terms of
the eect of tails, crystalline stems connected to short tails with less than 20 carbon
atoms has lower activation energy than the overall value, and the lowest activation
energy 28.2 kcal/mol is related to tails with length n 2 [8; 12]. The relatively higher
Ea of very short tails with n 6 6 could be attributed to the energy penalty of vacancy
creation if the very short tail diuses into lamella [128]. In contrast, if the very short
tail diuses away from lamella, a collective diusion of the other crystalline stem con-
nected to the same tight loop with no more than 10 carbon atoms would be required,
which also increases activation energy. For longer tails with n > 20, the activation
energy of the connected crystalline stem becomes comparable with that of bridges,
both higher than the overall activation energy, indicating that long tail and bridge
have similar impeding eect on the diusion of crystalline stem.
2.4 Summary
Although the proposed hybrid Monte Carlo routine may not canonically sample
congurations due to the use of Nose-Hoover chain thermostat [129], the validity of
the generated model systems was accessed by comparing the calculated structural,
morphological and energetic properties with available experimental measurements
and the predictions of theoretical study and interphase Monte Carlo simulations. We
have studied the dependence of thermally activated crystalline stem relaxation on
the local morphology of crystalline/amorphous interfaces. A hybrid Monte Carlo
routine is developed to generate coarse{grained semicrystalline polyethylene. The
structural properties of the generated systems are validated with experimental mea-
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surements and veried with theoretical prediction and available simulation data. The
coarse{grained models suggest that a power law can be used to approximately de-
scribe the population of loops as function of the distance between loop entry points on
lamellae surface. The prediction of the overall activation energy of crystalline stems
in semicrystalline polyethylene with alternating layers of amorphous and crystalline
phases is far more accurate than the predictions from crystalline polyethylene with
either innite or nite chains. Further, it is predicted that a loop with more than
50 carbon atoms, or a tail with more than 20 carbon atoms increases the activation
energy of the connected crystalline stem. Complementarily, short tail decreases the
activation energy of its connected crystalline stem, and the lowest activation energy is
related to tails with 8 to 12 carbon atoms. These ndings improve the understanding
of how nanoscale morphology contributes to chain relaxation, and could guide future
development of semicrystalline polymers with enhanced toughness through engineer-
ing improved chemistry and processing conditions.
A related future work is to study the dependence of mechanically activated crys-
talline stem relaxation on the morphology of crystalline/amorphous interfaces. Fur-
thermore, due to the realistic morphology of crystalline/amorphous interfaces and a
coarse{grained description, the generated model systems can also be used to probe
deformation mechanisms related to nanoscale morphological details at lower strain
rate than that accessible to united atom models. The eect of specic morphology,
for instance, concentration of short/long loops or bridges, of crystalline/amorphous
interfaces can be explored by generating semicrystalline systems biased to contain the
specied morphology and then study the eect of deformation mechanisms related to
the specied morphology.
The eciency of the proposed HMC routine depends on the eciency of endbridging-
bridging bond-swap move in altering topology. By cutting 24% of initial bridges in
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the target amorphous phase, the mean distance between chain ends is approximately
2.4 nm, and a search radius 0.9 nm in the melting stage and 0.6 nm in the annealing
and sampling stages for bond-swap appear ecient. However, when modeling ultra-
high-molecular-weight polyethylene, the mean distance between chain ends is greater
than 10 nm and the bond-swap becomes inecient. In such case, the double-bridging
move [130] which has been implemented in the double-bridging-MD hybrid algorithm
to eciently equilibrate dense polymer melts [8] can be incorporated in our HMC
routine to replace the end-bridging bond-swap.
2.5 Appendix: Detailed Balance
Detailed balance requirement is a special case of general balance requirement,
which satises the master equation [131]
@P (; t)
@t
=
X
0
Ptrn(
0 ! )P (0; t) 
X
0
Ptrn( ! 0)P (; t) (2.4)
where , 0 denote dierent states of a system, t denotes time, P (; t) is the probability
that the system is in state  at time t, and Ptrn( ! 0) is the probability per unit
time that the system transits its state from  to 0. As illustrated in Fig. 2.14,
both general balance and detailed balance satisfy that the net probability ux is zero
such that @P (;t)
@t
= 0, such that the distribution of system states remain stationary.
Detailed balance is stronger than general balance because it requires that
Ptrn(
0 ! )P (0; t) = Ptrn( ! 0)P (; t) (2.5)
holds for each pair of state exchanges (notice the removal of
P
operators). There-
fore, detailed balance is a sucient but not necessary requirement to ensure that the
ensemble of system states is sampled according to the specied stationary probability
distribution. Although a few working MC algorithms not satisfying detailed balance
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Figure 2.14: Example of (a) general balance and (b) detailed balance for stationary
states ,  and , where the net probability ux out and into any state is zero.
have been proposed [132{134], it is likely to develop incorrect sampling scheme with-
out the guide of detailed balance [135]. This appendix shows that the proposed HMC
routine satises detailed balance.
2.5.1 Background
We use q and p to respectively denote the conguration and momenta coordinates
for the phase space of a system. For the canonical (NVT) ensemble, the partition
function Q of a system containing N identical particles each with mass m is
Q(N; V; T ) =
1
h3NN !
Z
e E(q;p)=kBT dqdp =
Z(N; V; T )
(T )3NN !
(2.6)
where h is the Planck constant, kB is the Boltzmann constant and T is temperature.
The system internal energy E(q;p) = U(q)+K(p) is the sum of theN -body potential
energy U and the kinetic energy K. The variable Z is the congurational integral
and  is the thermal de Broglie wavelength
Z(N; V; T ) =
Z
e U(q)=kBT dq
(T ) =
h
(2mkBT )1=2
(2.7)
The probability P (q;p) for the system locating at point (q;p) in phase space is
P (q;p) =
1
h3NN !
e E(q;p)=kBT
Q(N; V; T )
=
e U(q)=kBT
Z(N; V; T )
e K(p)=kBT
(h=(T ))3N
= P (q)P (p) (2.8)
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where P (q) denotes the probability for the system locating at q in conguration space
and P (p) denotes the probability for the system locating at p in momenta space. The
kinetic energy is computed as
K(p) =
1
2
pTM 1p (2.9)
where M is the diagonal mass matrix, thus the following equalities hold.
K(p) = K( p)
P (p) = P ( p)
(2.10)
For MC implementation, the detailed balance requires that, starting from the
conguration q, the probability of a transition from q to q0 equals the probability of
a transition from q0 to q
P (q)Ptrn(q! q0) = P (q0)Ptrn(q0 ! q) (2.11)
where Ptrn(q! q0) is the transition probability for taking the transition from cong-
uration q to conguration q0. The transition probability Ptrn is further decomposed
as [136]
Ptrn(q! q0) = Psel(q! q0)Pacc(q! q0) (2.12)
where Psel(q! q0) is the selection probability for proposing the MC move (transition)
q ! q0, and Pacc(q ! q0) is the acceptance probability for accepting this move.
While the expression for selection probability Psel can vary in dierent problems, the
acceptance probability Pacc is usually chosen as the Metropolis criterion
Pacc(q! q0) = min

1;
P (q0)Psel(q0 ! q)
P (q)Psel(q! q0)

(2.13)
Combining (2.11), (2.12) and (2.13), the derailed balance states that
P (q)Psel(q! q0)Pacc(q! q0) = P (q0)Psel(q0 ! q)Pacc(q0 ! q) (2.14)
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or
min

P (q)Psel(q! q0); P (q0)Psel(q0 ! q)

=min

P (q0)Psel(q0 ! q); P (q)Psel(q! q0)
 (2.15)
which is obviously true. The Metropolis criterion guarantees that the long-time tra-
jectory of the system converges to the desired distribution.
As a complementary method to the MC method, the molecular dynamics (MD)
method can also correctly sample states of system in thermal equilibrium. In this
case, to correctly sample states in the NVT and NPT ensembles, the physical phase
space is extended to incorporate parameters describing properties of the imaginary
thermostat and barostat the system is coupled with, and the equations of motion are
non-Hamiltonian [119]. For example, the Nose-Hoover chain thermostat [118, 137]
supplements the physical phase space  = (q;p) with additional heat-bath parame-
ters  and p, where  are unitless heat-bath variables and p are the conjugate mo-
menta of . The parameters  and p are introduced to drive the uctuation of phys-
ical system kinetic energy K(p) such that physical system temperature T averages to
the specied value [138]. The extended phase space is denoted as 	 = (q;p;;p).
A chain of M imaginary thermostats is used in such a way that the rst thermo-
stat couples with the physical system, the second thermostat couples with the rst
thermostat, and so forth. The total energy of the supplemented system
E 0 = E(q;p) +
MX
k=1
p2k
2QNHk
+ 3NkBT1 + kBT
MX
k=2
k (2.16)
is conserved, where the QNHk are mass-like parameters in unit energytime2 which
determine the time scale on which the heat-bath variables evolve. Their values are
suggested through a single parameter  in unit time as [118]
QNH1 = 3NkBT
2
QNHj = kBT
2; j > 1
(2.17)
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The value of  determines how fast the system temperature equilibrates. Small  en-
ables the system temperature to equilibrate faster but with larger uctuation, whereas
large  reduces the magnitude of temperature uctuation however the temperature
may require longer time to equilibrate. The microcanonical (NVE) ensemble prob-
ability density function of the supplemented system in the extended phase space 	
can be projected onto the physical phase space  to yield the canonical (NVT) or
the isothermal-isobaric (NPT) ensemble for the physical system. A time-reversible
and measure-preserving numerical integration scheme has been developed to carry
out time integration of the non-Hamiltonian equations in the extended phase space
[118, 119].
2.5.2 Overview of the Original HMC Method
The hybrid Monte Carlo (HMC) method adopts MD simulation as an engine to
propose global trial conguration [120, 139]. In the original proof of the HMCmethod,
the author assumes Hamiltonian dynamics [120]. However, the proof is still valid if a
technique like the Nose-Hoover chain thermostat is used for the MD simulation. This
will be illustrated below.
In thermal equilibrium, the q;p variables distribute according to the Boltzmann
distribution P (q); P (p) in (2.8). Similarly, the rst M   1 thermostat variables
;p should also have Boltzmann distribution [139]. Although any initial values
of ;p can be used for the imaginary heat-baths (since after sucient number of
time integration the distribution of the rst M   1 thermostat variables  and p
will converge to proper Boltzmann distributions), it is theoretically advantageous to
require that at the beginning of any NVT simulation the values of ;p are initialized
to xed ones. The advantage of such xed-value initialization is that we do not need
to consider the initialization probability P (;p) for the supplemented variables. In
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LAMMPS, all components of  and p are initialized as zero.
If a system starts from a point  0 = (q0;p0) in physical phase space  at time t =
0 and deterministically evolves according to the Nose-Hoover chain thermostat, then
the point  0 is rst extended to a point 	0 = (q0;p0;0;p0) in the extended phase
space 	 where the components of 0 and p0 are initialized as zeroes. Subsequently,
the extended system deterministically evolves along a trajectory in 	 according to
the time-reversible and measure-preserving time integration scheme and is propagated
to another point 	t = (qt;pt;t;pt) at time t. Note that the probability P
	 for
the supplemented system evolving from 	0 to 	t in 	 is exactly the same as the
probability P for the physical system evolving from  0 to  t in  
P	t;n(	0 ! 	t) = P t;n( 0 !  t) (2.18)
where the subscript t species the time step used in time integration, and n species
the number of time integration performed. Thus, the Nose-Hoover chain thermostat
can be regarded as an engine which takes an initial point  0 = (q0;p0) and deter-
ministically propagates it to another point  t = (qt;pt) in the physical phase space.
Based on the above analysis, the selection probability Psel(q0 ! qt) proposing to
transit from conguration q0 to conguration qt is determined by
Psel(q0 ! qt) = P (p0)P t;n( 0 !  t) (2.19)
where P (p0) is the probability of initializing a set of momenta p0 from a Gaussian
distribution corresponding to the specied temperature. Now, the acceptance prob-
ability Pacc can be determined from (2.13) by using (2.19), (2.8) and (2.10)
Pacc(q0 ! qt) = min

1;
P (qt)  P ( pt)P t;;L( t !  0)
P (q0)  P (p0)P t;;L( 0 !  t)

= min

1;
P (qt)P ( pt)
P (q0)P (p0)

= min
n
1; exp
hE(q0;p0)  E(qt;pt)
kBT
io
(2.20)
68
where E is the internal energy of the physical system, the forward evolution prob-
ability P t;n( 0 !  t) and the reverse evolution probability P t;n( t !  0) are
interpreted as
P t;n( 0 !  t) = P t;n((q0;p0)! (qt;pt))
P t;n( t !  0) = P t;n((qt; pt)! (q0; p0))
(2.21)
and the time-reversibility of the time integration scheme assures
P t;n( 0 !  t) = P t;n( t !  0) (2.22)
Likewise, the selection and acceptance probabilities for the reverse evolution are
Psel(qt ! q0) = P ( pt)P t;n( t !  0)
Pacc(qt ! q0) = min

1;
P (q0)P (p0)
P (qt)P ( pt)
 (2.23)
With selection and acceptance probabilities in hand, the remaining proof follows
the original proof described in [120]. By submitting (2.19), (2.20) and (2.23) into
(2.14), we obtain the detailed balance requirement for the original HMC method as
P (q0)  P (p0)P t;;L( 0 !  t)  Pacc(q0 ! qt)
=P (qt)  P ( pt)P t;;L( t !  0)  Pacc(qt ! q0)
(2.24)
or
min

P (q0)P (p0); P (qt)P ( pt)

= min

P (qt)P ( pt); P (q0)P (p0)

(2.25)
which is always true. Note that (2.25) holds without requiring P (p0) = P (pt) or
P (q0) = P (qt), and the relationship P ( pt) = P (pt) is used to calculate the explicit
form of Pacc(q0 ! qt) shown in (2.20). Finally, because the detailed balance (2.14)
contains only conguration variables, we need to integrate over the momenta variables
in (2.25), resulting inZ
min

P (q0)P (p0); P (qt)P ( pt)

dp0dpt
=
Z
min

P (qt)P ( pt); P (q0)P (p0)

dptdp0
(2.26)
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Becasue the integrands in (2.26) are bounded, if we assume that the integrands are
continuous then we can change the order of integration and (2.26) holds.
Let us point out that, if we explictly include the initialization probability P (;p)
in the selection probability, then Psel becomes
Psel(q0 ! qt) = P (p0)P (0;p0)P	t;n(	0 ! 	t)
Psel(qt ! q0) = P ( pt)P (t; pt)P	t;n(	t ! 	0)
(2.27)
and the acceptance probability Pacc becomes
Pacc(q0 ! qt) = min

1;
P (qt)P ( pt)P (t; pt)
P (q0)P (p0)P (0;p0)

Pacc(qt ! q0) = min

1;
P (q0)P (pt)P (0;p0)
P (qt)P ( pt)P (t; pt)
 (2.28)
It can be shown that detailed balance is also satised. However, if we do not use xed-
value initialization for the supplemented variables, then it is impossible to write an
explicit expression for Pacc(q0 ! qt), because the distribution of the last of conjugate
momenta p is unknown. Instead, the advantage of the xed-value initialization is
obvious, because in such case P (0;p0) = P (t; pt) = 1.
2.5.3 Detailed Balance of the Proposed HMC Routine
The proposed HMC routine, as shown in (2.29), uses a end-bridging (EB) bond-
swap sandwiched between two symmetric MD evolutions to form a HMC move, which
is invariant under time reversal
NVT| {z }
t;n

 NVE| {z }
t0;n0

 EB
 NVE| {z }
t0;n0

 NVT| {z }
t;n
(2.29)
where the subscripts (t; n) and (t0; n0) specify the MD parameters used for the
corresponding ensemble simulations. The * indicates forward evolution and the )
indicates reverse evolution. Since the EB bond-swap introduces a highly extended
bond and a compressed pair (both with high energy), the NVE simulation following
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EB bond-swap relaxes the extended bond and the compressed pair through reversible
Hamiltonian dynamics. The NVT simulation serves to let the physical system ex-
change energy with external heat-baths at specied temperature, such that the high
energy of the extended bond and the compressed pair is removed from the physical
system. Both states at the beginning and end of the HMC move (2.29) are regarded
as metastable states.
As discussed in the previous section, by using the xed-value initialization for the
thermostat variables in the NVT simulations, we only need to concern the probability
for initializing p according to (2.8), and q is the conguration of the last accepted
HMC move. If we denote
t = nt
t0 = n0t0
(2.30)
then the selection probability Psel for proposing a HMC move according to (2.29) is
Psel(q0 ! q2t+2t0) = P (p0)P t;n( 0 !  t)P t0;n0( t !  t+t0)
 P (m! n)P t0;n0( t+t0 !  t+2t0)P t;n( t+2t0 !  2t+2t0)
(2.31)
where P (p0) is the probability of initializing a set of momenta p0 from a Gaussian
distribution corresponding to the specied temperature, P (m! n) is the probability
for taking a EB bond-swap as shown in Figure 2.4, subscript m and n denotes the
bonding information before and after EB bond-swap, respectively. The EB bond-swap
probabilities for the forward and reverse evolutions are [140]
P (m! n) = 1=(N endNA(r))
P (n! m) = 1=(N endNS(r))
(2.32)
where N end is the number of tail-ends in the system (constant); NA(r) and NS(r) are
respectively the number of target beads available to the attacking tail-end A, and to
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the new tail-end S, under search radius r. Due to the time-reversibility of the time
integration scheme, we have
P t;n( 0 !  t) = P t;n( t !  0)
P t0;n0( t !  t+t0) = P t0;n0( t+t0 !  t)
P t0;n0( t+t0 !  t+2t0) = P t0;n0( t+2t0 !  t+t0)
P t;n( t+2t0 !  2t+2t0) = P t;n( 2t+2t0 !  t+2t0)
(2.33)
where the interpretations are the same as in (2.21). Following a similar procedure as
used in the previous section and cancelling the equal variables listed in (2.33), the
acceptance probability Pacc is
Pacc(q0 ! q2t+2t0) = min

1;
P (q2t+2t0)P ( p2t+2t0)P (n! m)
P (q0)P (p0)P (m! n)

(2.34)
Likewise, the selection and acceptance probabilities for the reverse evolution are
Psel(q2t+2t0 ! q0) = P ( p2t+2t0)P t;n( 2t+2t0 !  t+2t0)P t0;n0( t+2t0 !  t+t0)
 P (n! m)P t0;n0( t+t0 !  t)P t;n( t !  0)
Pacc(q2t+2t0 ! q0) = min

1;
P (q0)P (p0)P (m! n)
P (q2t+2t0)P ( p2t+2t0)P (n! m)

(2.35)
The detailed balance requirement of the proposed HMC routine is obtained by
submitting (2.31), (2.34) and (2.35) into (2.14) and using (2.33)
P (q0)P (p0)P (m! n)Pacc(q0 ! q2t+2t0)
=P (q2t+2t0)P ( p2t+2t0)P (n! m)Pacc(q2t+2t0 ! q0)
(2.36)
or
min

P (q0)P (p0)P (m! n); P (q2t+2t0)P ( p2t+2t0)P (n! m)

=min

P (q2t+2t0)P ( p2t+2t0)P (n! m); P (q0)P (p0)P (m! n)
 (2.37)
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which is true since P ( p0) = P (p0) and P ( p2t+2t0) = P (p2t+2t0). Again, (2.37)
holds without requiring P (p0) = P (p2t+2t0). Finally, integrating over the momenta
variables in (2.37) to match detailed balance (2.14), we haveZ
min

P (q0)P (p0)P (m! n); P (q2t+2t0)P ( p2t+2t0)P (n! m)

dp0dp2t+2t0
=
Z
min

P (q2t+2t0)P ( p2t+2t0)P (n! m); P (q0)P (p0)P (m! n)

dp2t+2t0dp0
(2.38)
which is true if the integrands are continuous thus we can change the order of inte-
gration.
After showing the proposed HMC routine satises detailed balance, we still need
to determine the explicit expression for the acceptance probability Pacc. We know
that P (p) is unchanged befre and after EB bond-swap, however the congurational
integral Z for P (q) becomes
Zm(N; V; T ) =
Z
e Um(q)=kBT dq
Zn(N; V; T ) =
Z
e Un(q)=kBT dq
(2.39)
where Um and Un are the potential energy of the system with same conguration q
but dierent bonding information, thus Um 6= Un. We assume that, if the system in
equilibrium is suciently large, then the dierence between Zm and Zn is negligible
such that Zm  Zn. With this assumption, the acceptance probability (2.34) is
computed according to (2.8) as
Pacc(q0 ! q2t+2t0) = min
n
1;
NA
NS
exp
h
(E(q0;p0)  E(q2t+2t0 ;p2t+2t0))=kBT
io
(2.40)
which is used in this chapter.
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Chapter 3
FIRST-PRINCIPLES AND CLASSICAL MOLECULAR DYNAMICS
SIMULATION OF SHOCKED POLYUREA
3.1 Background
The versatile elastomer polyurea can provide a wide range of mechanical prop-
erties from high elongation to high strength, which originates from its microphase
separated morphology. The microphase separated morphology of polyurea consists
of a soft segment matrix reinforced by urea hard segment domains [141, 142] which
are self-assembled through extensive intermolecular hydrogen bonding between amine
and carbonyl groups [143{145] and serve to increase the strength of polyurea [146].
The soft segment phase has a glass transition temperature approximately 210 K
whereas the hard segment phase has no obvious glass transition but a melt temper-
ature roughly 470 K [147, 148]. Thus, at ordinary operating temperature the soft
segment matrix is rubbery while the hard segment domains are glassy, and polyurea
can show a wide range of mechanical properties by tailoring the microphase sep-
arated morphology through chemistry. Recently, it has been found that polyurea
coating possesses excellent protection capability against projectile impacts and blast
loading [149]. However, the response of polyurea under extreme loading conditions
is not understood, because experiment cannot provide direct information on impact
dynamics at molecular scale and extremely high strain rate (> 108 s 1). Under ex-
treme loading conditions, it has been reported that the Hugoniot curve of several
polymers, such as polycarbonate, polyimide and polysulfone, shows a softening in
volume change indicative of material transformation [150]. For instance, experiment
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conrmed that in simpler compound such as benzene, covalent bonds dissociate at
13-14 GPa and benzene converts into defected carbon nanoparticles, H2, and alka-
nes in approximately 200 ns [151, 152]. Further, it is established that shock-induced
bond dissociation alters the thermal and electrical conductivity and specic heat of
the shocked material, which further aect the Hugoniot [153{156]. This work aims to
provide fundamental understanding of the shock response of polyurea up to 68 GPa
by means of rst-principles and classical molecular dynamics (MD) simulations.
The experimental observations of Bogoslovov et al. [157] and Pathak et al. [148]
revealed that high mechanical strain rate > 105 s 1 leads to a glass transition of the
soft segment phase in polyurea and results in brittle failure accompanied with large
energy dissipation, which is hypnotized as resulting from the plastic deformation and
breakup of hard segment domains [158]. Such very high strain rate mechanical be-
havior of polyurea motivated the usage of polyurea coating on steel plates to enhance
energy absorption of the plates and help to mitigate failure under impulsive blast loads
[159{161]. To better understand the shock response of polyurea, Mock et al. investi-
gated the principle Hugoniot of polyurea 1000 (PU1000) to 4 GPa and no softening
behavior was observed in the measured Hugoniot data [162]. Clifton et al. measured
Hugoniot data of PU1000 up to 9 GPa in a quasi-isentrope process and developed
a quasi-linear viscoelastic model to capture the observed pressure-volume behavior
[163]. Pacheco et al. further studied the Hugoniot of polyurea solid to 29 GPa, and a
slight softening was observed at approximately 18 GPa, indicating probable material
transformation [164].
To accurately capture molecular polarization and bond dissociation under strong
shock, rst-principles simulation is mostly desired. It has been shown that rst-
principles simulation can not only accurately describe the structural properties and
intersegmental interactions in urea and urethane based segmented copolymers un-
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der ambient conditions [145, 165, 166], but also predict candidate polymer with urea
and amide functional groups for improved capacitive energy storage [167]. How-
ever, reported simulation studies on the shock response of polyurea are limited to
methods with nonreactive atomistic or coarse-grained force elds. For example, Gru-
jicic et al. utilized the COMPASS force eld [168, 169] to probe the relationship
between microstructure and properties of polyurea under weak shock up to 9 GPa
[170]. Agrawal et al. developed a coarse-grained model of polyurea to study the
near-equilibrium properties such as the mechanical response to weak shocks [24].
Nevertheless, density functional theory (DFT) MD simulations have been applied to
study the shock response of benzene [171] and several polymers, including polyethy-
lene, poly(4-methyl-1-pentene), poly(methyl methacrylate), polystyrene, polycarbon-
ate and polyvinyl chloride [172{174]. It is thus promising to understand the shock
response of polyurea through DFT MD simulation.
As a rst step toward answering how the strength and viscoelastic property of
polyurea change under shock and what is the underlying mechanism of energy dissi-
pation during brittle failure, this work probes the mechanism of shock-induced bond
dissociation/association in polyurea and studies the delity of DFT and classical MD
simulations in predicting shock Hugoniot. Due to the limitation of computational
capability, the eect of hard phase morphology is probed through classical MD sim-
ulation. In section 3.2, we describe the details of setting up DFT and classical MD
simulations. Validations of the model systems are presented in section 3.3.1, fol-
lowed by simulated shock Hugoniot in section 3.3.2. The shock-induced molecular
dissociation is discussed in section 3.3.3, and the eect of hard phase morphology on
shock response is discussed in section 3.3.4. Section 3.4 concludes this chapter by
summarizing the key ndings.
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3.2 Methodology
3.2.1 DFT MD Simulations
DFT MD simulations are conducted by the open source CP2K program [175, 176],
utilizing the norm-conserving GTH pseudopotentials [177{179] to compactly represent
valence electron wavefunction, which is complemented by an auxiliary plane wave
basis set [180] with energy cuto 600 Ry. The 6-31G(d,p) basis set is used to provide
polarization function for hydrogen atoms. The B3LYP functional [181, 182], which
has been adopted studying hundreds of organic molecules [183] including hydrogen
bonding in polyurethane and polyurea [145, 184], was used in this work in combination
with the semiempirical London dispersion correction [185, 186]. The periodic Hartree-
Fock exchange energy was computed at the  -point of Brillouin zone by a truncated
Coulomb operator, resulting in linear-scaling calculation of the Hartree-Fock exchange
energy in large condensed phase systems [187, 188]. We used a cuto distance rc =
6:0 A for the truncated Coulomb operator, which yields a density 1.10 g/cm3 for
the simulation system, laying inside the range of measured density of polyurea, 1.03
to 1.13 g/cm3 [24, 162{164]. Note that the simulation box must have dimension
greater than 2rc to avoid unphysical counting of self-exchange contribution. Electronic
structure is optimized through the orbital transformation method, which is more
ecient than the diagonalization method [189]. A wavefunction convergence criteria
of 10 5 a.u. is used in all DFT MD simulations.
As described in section 3.2.2, the LAMMPS-equilibrated pu1000 systems is equi-
librated again in CP2K under NPT ensemble (300K, 0.1 MPa) for 2 ps and followed
by a NVT equilibration (300 K) for another 2 ps to generate a reference system.
All DFT MD simulations use a time step of 1.0 fs, and the relaxation times for the
thermostat and barostat are 50 fs and 200 fs, respectively. The detail of determining
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Hugoniot points is explained in section 3.2.3.
3.2.2 Classical MD Simulations
To study shock Hugoniot, an initial conguration of PU1000 model system is
constructed by the amorphous cell component in Materials Studio as cubic simu-
lation domains with density 1.05 g/cm3. Similar to the model systems studied by
Agrawal et al. [22, 190], the PU1000 system used in this work correspond to ideal-
ized polyurea synthesized from a reaction between diphenylmethane diisocyanate and
poly(tetramethylene oxide) diaminobenzoate. The resulting block copolymer consists
alternating hard segments (H), which contain four aromatic moieties plus two urea
linkages with total molecular weight 490 g/mol, and soft segments (S), which contain
repeating poly(tetramethylene oxide) units with molecular weight 72 g/mol. Accord-
ingly, a single block in our model system of PU1000 is described by HS14. We choose
that a single chain contains 1 block and the system contains 2 chains (500 atoms).
The initial PU1000 system is then subjected to two cycles of annealing (rst equili-
brated at 500 K for 0.5 ns, then annealed from 500 K to 300 K at 0.1 MPa in 1 ns,
followed by a NVT equilibrated at 300K for 1 ns) in LAMMPS with the COMPASS
force eld. The particleparticle/particlemesh (PPPM) approach is used to calculate
long range Coulombic interaction, and the cuto distance of pairwise interactions is
9.5 A. The LAMMPS NPT molecular dynamics simulations are performed with a
time step of 1.0 fs, and the relaxation time of 100 fs and 1000 fs for the thermostat
and barostat, respectively. The equilibrated cubic system has density 1.09 g/cm3 and
box dimension 16.8 A, illustrated in Fig. 3.1b.
The eect of hard phase morphology is probed by constructing hard phase clus-
tered and mixed model systems. Polyurea 650 (PU650) is selected for this purpose,
because experiment showed that lower molecular weight of the soft segment leads
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Figure 3.1: (a) Chemical structure of one repeating block of polyurea consisting of
alternating hard and soft segments. (b) The PU1000 system with 1 block (m = 1; n =
14) and 2 chains. (c-d) The selected phase clustered and phase mixed PU650 systems
with 1 block (m = 1; n = 9) and 6 chains. Atoms in hard segments are rendered as
spheres.
to phase mixed morphology in poly(urethane urea) (PUU) [191]. A single block of
PU650 is described by HS9, and we choose that a single chain contains 1 block and
the system contains 6 chains (1110 atoms). We modeled 200 initial cubic congura-
tions of PU650 in Materials Studio, and used dierent procedures to generated hard
phase clustered and mixed systems. The phase clustered systems are generated by
equilibrating at 500 K for 1 ns, then annealing from 500 K to 300 K at 0.1 MPa
in 2 ns, followed by a NVT equilibrated at 300K for 2 ns; while the phase mixed
systems are generated by directly equilibration at 300 K and 0.1 MPa for 2 ns. We
use two morphology metrics to quantify the degree of phase separation, one met-
ric is the number of aromatic ring pairs NRP that have a distance between the two
center-of-mass smaller than 5.0 A [192], the other is the number of hydrogen bonds
NHB formed between hydrogen and oxygen in urea linkage with a distance smaller
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Figure 3.2: The evolution of morphology metrics for the selected PU650 system with
(a) hard segment phase clustered morphology, and (b) hard segment phase mixed
morphology.
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Figure 3.3: Procedure for determining Hugoniot point in the (P; ; T ) space using (a)
Erpenbeck method and (b) MSST method.
than 2.5 A [145]. By monitoring the metrics of the generated systems as shown in
Fig. 3.2, one phase clustered and one phase mixed systems are selected to perform
shock simulation, shown in Fig. 3.1c-d where box lengths are approximately 20 A.
3.2.3 Method to Study Shock Hugoniot
A Hugoniot is a curve in the (P; ; T ) space in which each point represents an
time-independent steady state behind shock front, where P , , T are pressure, spe-
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cic volume and temperature, respectively. There are two standard methods for
studying shock Hugoniot, one is the method proposed by Erpenbeck [193], the other
is the Multi-Scale Shock Technique (MSST) method developed by Reed et al. [194].
As illustrated in Fig. 3.3, the Erpenbeck method relies on multiple, separate equilib-
rium simulations to bracket the Hugoniot point, while the MSST method modies the
equations of motion such that the system state converges to the Hugoniot state cor-
responding to a specied shock velocity. Both methods assumes that steady, shocked
state is insensitive to the thermaldynamic path taken. Because the Erpenbeck method
isotropically compresses the system whereas the MSST method uniaxially compresses
the system, DFT simulation utilizing the MSST method is too expensive due to the
cuto distance rc used for the truncated Coulomb operator. As a result, we use the
Erpenbeck method in the DFT MD simulation of PU1000, and use the MSST method
for the morphology study of PU650.
The Erpenbeck method starts from a reference state at ambient conditions, then
a series of isotropically compressed states are simulated under elevated pressures but
the same ambient temperature as the reference state. Subsequently, from each NPT
simulation, the equilibrated system is subjected to the canonical (NT) ensemble
simulation at dierent temperatures to reach dierent state points in the (P; ; T )
space. The Hugoniot point is then determined by evaluating the jump condition
derived from the conservation of mass, momentum and energy across shock front
[195]
hg = (E   E0) + 1
2
(P + P0)(   0) = 0 (3.1)
where the state variable E is the specic internal energy and the subscript 0 refers
to quantities in the reference state. As described by Chantawansri et al. [173], after
identifying the two state points that bracket hg(T ) = 0, the Hugoniot temperature Th
is determined from the linear interpolation of hg(T ) with respect to T by requiring that
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hg(Th) = 0. Further, the Hugoniot pressure Ph is determined from linear interpolation
of P (T ) with respect to T from the two bracketing states, as Ph = P (Th). Finally,
the shock wave velocity us and particle velocity up are related to pressure and specic
volume as
us =
s
0(P   P0)
1  =0
up =
p
0(P   P0)(1  =0)
(3.2)
3.3 Result and Discussion
In section 3.3.1, we study the HOMO-LUMO gap of shocked system to show that
the system does not convert to metallic state under the strongest shock simulated (68
GPa). In section 3.3.2, the simulated shock Hugoniot obtained from DFT and clas-
sical approaches is discussed. The shock-induced molecular dissociation/association
is presented in section 3.3.3. Finally, section 3.3.4 probes the eect of hard segment
phase morphology on shock response based on classical MD simulations.
3.3.1 Is the Shocked System an Insulator, Semiconductor, or Conductor?
Polymers are generally electrical insulators at ambient conditions. However, DFT
investigations show that the electrical conductivity of shocked polystyrene [153],
polyethylene crystal [154] and carbon-hydrogen plastics [155] increases as shock be-
comes stronger. While the predicted electrical conductivities under strong shock
reach constants on the order of 105 
 1m 1, which is one to two orders of magni-
tude lower than the electrical conductivities of metals under ambient conditions, it is
clear that polymers and carbon-hydrogen plastics undergo shock-induced nonmetal-
to-metal transition. For instance, the nonmetal-to-metal transition is completed at
300 GPa for polyethylene crystal and between 126-208 GPa for polystyrene.
We calculated the HOMO-LUMO gap for the system at several reference states and
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Figure 3.4: (a) The dierence between semiconductor and insulator categorized by
HOMO-LUMO gap [196]. (b-c) Several HOMO and LUMO energies in (b) reference
state and (c) shocked state. Ef denotes the Fermi level.
the strongest shocked states (68 GPa, simply called as shocked state in the following),
shown in Fig. 3.4. The HOMO and LUMO stands for the \highest occupied molecular
orbital" and the \lowest occupied molecular orbital" in terms of the energy level of the
molecular orbital, respectively. As illustrated in Fig. 3.4a, the energy gap between
HOMO and LUMO can be used to categorize the conductivity of material under
investigation. We can see that the polyurea system is an insulator in the reference
state since the HOMO-LUMO gap is roughly 3.9 eV, whereas the system is an organic
semiconductor in the shocked state since the HOMO-LUMO gap is approximately
1.8 eV (for comparison, the HOMO-LUMO is between 1-2 eV for silicon cluster [197]).
It is thus clear that the system has not converted to metallic state (HOMO-LUMO
gap vanishes) under the strongest shock we studied. The electrical conductivity of
the shocked system will be studied in future work.
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Figure 3.5: Due to the principle of superposition, isotropic volume change plus shape
change yields uniaxial compression, if the body is linear elastic and its shear modulus
is much smaller than its bulk modulus.
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Figure 3.6: The Hugoniot data and the relationship between us and up determined
from isotropic and uniaxial compression routines, where the data of the uniaxial
compressions in x, y and z directions are similar and we use their average to represent
the corresponding data. J = V=V0 is the volume ratio.
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3.3.2 Shock Hugoniot Calculated from DFT and Classical MD Simulation
As described in section 3.2.3, we use the Erpenbeck method to determine Hugoniot
data of polyurea. In application, the Erpenbeck method is usually implemented by
isotropic compression of simulation box [172, 173, 193, 198]. This implementation
assumes that the shear modulus is much smaller than bulk modulus, as sketched in
Fig. 3.5. We use classical simulation to investigate if such assumption is appropriate
for polyurea. We rst use isotropic compression (NPT at ambient conditions) to
obtain the volume change, then use uniaxial compression (in x, y and z directions)
to adjust box volume to the same one as obtained in the isotropic compression case.
To reduce thermal uctuation, the PU1000 system (500 atoms) is rst replicated to
generate a larger system (4000 atoms), then a NPT simulation at a specied pressure
and 300 K for 500 ps is conducted, followed by two parallel NVT simulations at
elevated temperatures for 50 ps to sample state variables and bracket the Hugoniot
point. Figure 3.6 shows the determined Hugoniot data form the isotropic and uniaxial
compression routines, where dierent routines give close prediction of Hugoniot data,
verifying the above assumption.
We thus use the isotropic compression routine to predict shock Hugoniot of PU1000
in both DFT and classical MD simulations. For classical simulations, the same set-
tings as described above are adopted; while for DFT simulations, the NPT and NVT
simulations last for up to 1 ps. The predictions are shown in Fig. 3.7 in comparison to
available experimental data. Classical simulations give good prediction of Hugoniot
for weak shock up to 15 GPa (up  2:2 km/s). Above 15 GPa, both the DFT and
classical simulations overpredict Hugoniot data and shock velocity, with DFT sim-
ulations showing softer response and agreeing better with experimental data. Note
that the experimental data of Pacheco shows a softening response at roughly 18 GPa,
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Figure 3.7: The predicted Hugoniot data and the relationship between us and up
determined from DFT and classical MD simulations. Available experimental data of
Mock [162], Clifton [163] and Pacheco [164] are included for comparison.
which is speculated as a probable chemical reaction. It is likely that the short DFT
simulation time is insucient to capture signicant molecular reorganization or mate-
rial transformation [173], which will further reduce system pressure and temperature
according to Le Chatelier's principle.
3.3.3 Shock-induced Bond Dissociation/Association
To probe the mechanism of shock-induced bond dissociation and association, we
take the most highly compressed PU1000 system at approximately 68 GPa and con-
tinued to run the DFT NVT simulation at 3000 K. The bond dissociation/association
has been probed in several publications, by dening some cuto distances Rc between
atoms, i.e., atoms separated by distance larger than Rc are considered nonbonded.
[156, 172{174, 198]. However, the used cuto distances dier in these papers, and the
only reasoning provided is based on the abscissa position in the radial distribution
function (RDF) between the rst and second peaks [156]. As we have shown that
the PU1000 system is not in a metallic state, it is possible to adopt the same idea to
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Figure 3.8: The RDFs of originally bonded atoms for (a) C{C, (b) C{O, (c) C{N,
(d) C{H and (e) N{H. The bonded and nonbonded atoms can be distinguished even
though the gaps between the rst and second peaks are bridged.
identify bond dissociation/association in the PU1000 system. Moreover, we will pro-
pose proper cuto distances Rc from three dierent criterions according to sampled
RDF, bond length distribution function (BDF), and valence electron density between
atoms.
We rst show the RDFs of the originally bonded atoms (in the reference state) in
Fig. 3.8, sampled from the trajectory of 0.2-1.8 ps NVT simulation in the reference
state, and the trajectory of 0.2-1.0 ps NVT simulation in the shocked state. For
instance, in Fig. 3.8a, the rst and second peaks at approximately 1.5 A in the
reference state correspond to the sp2- and sp3-hybridized C{C bonds, respectively.
These two peaks are separated by zero RDF values to the third peak at roughly
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Figure 3.9: The sampled BDFs of originally bonded atoms for (a-b) the reference
state and (c-d) the shocked state. The smooth curves are the theoretical distributions
computed at corresponding temperature using the parameters from COMPSS force
eld.
2.5 A, which corresponds to rst neighbor pairs (nonbonded). In the shocked state,
the peaks of the sp2- and sp3-hybridized C{C bonds merge in to a single peak, and
the gap between them and the third peak is slightly bridged, meaning that there are
some conversion from bonded to nonbonded carbon atoms. Similar trend is observed
in all subplots of Fig. 3.8. It is a candidate criterion to use the distance at the minima
of the bridged gap as the cuto distance Rc, listed in Table 3.1 under criterion I.
Figure 3.8 also shows that the peaks of bonded atoms become widespread in the
shocked state, which is caused by elevated temperature and pressure. To identify the
major source, we show in Fig. 3.9 the sampled BDF of originally bonded atoms, us-
ing the same trajectories describe above. Assuming that the bonded interactions are
quadratic as Ubond =
1
2
k(l  l0)2 and using the established parameters from the COM-
PASS force eld, we use the weighted sum of corresponding Gaussian distributions
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as the theoretical BDF, P (l)
P (l) =
X
a
wa
1
a
p
2
e
  (l l
0
a)
2
22a
a =
p
kBT=ka
(3.3)
where a denotes the type of bond (single/double/etc.) in PU1000 system, wa is the
weight of bond type a, a is the standard deviation of bond type a, and ka and l
0
a are
respectively the bond stiness and equilibrium bond length determined at ambient
conditions. In the reference state (T = 300 K), the sampled data agree well to the
theoretical BDFs, with slight shift of peak positions up to 0.03 A. Similar agreements
are shown in the shocked state (T = 3000 K), where the spreading of sampled data
still agree with the theoretical calculations, indicating that the bond stiness and
equilibrium bond length are not aected by temperature and pressure up to 3000 K
and 68 GPa. It is thus clear that the spreading of sampled BDF in the shocked state
is mainly caused by the elevated temperature, not pressure.
According to Figure 3.8, we know that there are a few originally bonded atoms
become nonbonded. We thus use an arbitrary criterion such that the cumulative
distribution function (CDF) satises CDF(Rc) = 0:995, which corresponds to using
roughly 4 in the BDF, to propose the cuto distance Rc. The calculated Rc are
listed in Table 3.1 under criterion II.
The concept of covalent bond originates from the sharing of valence electrons
between nuclei, it is thus reasonable to propose Rc from the valence electron den-
sity between atoms. As the distribution of electron density in the shocked system
is complicated, we rst study the electron density in a simple system, an ethane
molecule illustrated in Fig g:ele-den-ethanea. After optimizing the coordinates of
atoms at 0 K, we rigidly increase the distance d between the two carbon atoms while
allowing the hydrogen atoms to re-distribute. As shown in Fig 3.10b, the electron
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Figure 3.10: (a) An ethane molecule. (b) The change of valence electron density n
between the two carbon atoms as function of singed distance r. (c) The midpoint
electron density nM as function of carbon-carbon distance d.
density n between the two carbon atoms are calculated by linear interpolation of the
volumetric electron density grid data (bin size 0.0667 A). At equilibrium distance
d = 1:53 A, starting from an atom, the electron density increases to a maximum after
approximately 0.34 A which is the core cuto radius of carbon atom in the GTH
pseudopotentials. The value of n(r) at the central portion of the bond increases as
the bond is compressed and decreases as the bond is stretched. As it will be tedious
to track all n(r) values between atoms in the PU1000 system, we propose to monitor
the midpoint electron density nM at the midpoint of two atoms, and use it to check
if a bond is broken. In the ethane system, the evolution of nM between the C{C
atoms as a function of distance d is shown in Fig. 3.10c, which changes smoothly for
d 2 (0:6; 3:3) A.
From the testing ethane system, the important nding is that the midpoint elec-
tron density nM changes smoothly up to 3.3 A. We expect to observe similar behav-
ior in the PU1000 system, i.e., no abrupt change of nM will be observed as distance
d < 2 A, and it will be infeasible to propose a cuto distance Rc according to the
abrupt change of nM . Indeed, Fig. 3.11 veries this expectation, where the nM data
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Figure 3.11: The normalized midpoint electron density n^M between atoms of (a) C{
C, (b) C{O, (c) C{N, (d) C{H and (e) N{H sampled from the reference and shocked
states.
are sampled from the electron density trajectories during 50 fs and 200 fs windows in
the reference state and shocked state, respectively. For clarity, the nM data are nor-
malized by the ensembled averaged hnMi in the reference state. Due to the widespread
distance between originally bonded atoms, the distributions of normalized n^M are also
extended. If the same cuto distance Rc is used to identify bond dissociation and
association, it would be most reasonable to propose Rc such that n^M(Rc) = 0:5. The
calculated Rc are listed in Table 3.1 under criterion III.
The calculated cuto distance Rc using dierent criteria I, II and III are summa-
rized in Table 3.1, where the Rc values of dierent criteria dier from 0.7% (C{H) to
13% (C{O), showing that all criteria give similar prediction of Rc. We further use the
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Criteria C{C (A) C{O (A) C{N (A) C{H (A) N{H (A)
I 1.86 1.84 1.76 1.46 1.36
II 1.80 1.78 1.78 1.45 1.42
III 1.85 1.66 1.70 1.47 1.32
Table 3.1: The proposed cuto distance Rc for the previously bonded atoms calculated
from criteria (I) radial distribution function, (II) bond length distribution function,
and (III) midpoint valence electron density.
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Figure 3.12: The evolutions of (a) temperature and pressure and (b) the number of
identied molecules with at least 2 atoms during 1 ps of NVT simulation.
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Figure 3.13: The molecular rendering of shock-induced initial chemical event in
PU1000 (top), and the corresponding chemical equation (bottom).
Rc averaged from all criteria to identify bond dissociation and association, and show
in Fig. 3.12 the identied number of molecules containing at least 2 atoms, Nk>2, by
omitting atomic hydrogens during 1 ps of NVT simulation. As the temperature and
pressure increase from (300 K, 55 GPa) to (3000 K, 68 GPa), Nk>2 changes from 2,
the initial number of molecules in PU1000 system, to roughly 4-5 in less than 0.5 ps.
Although the exact number of identied molecules depends on the value of Rc, the
trend in Fig. 3.12 shows that the decomposition of polyurea molecules is not pervasive
at 3000 K and 68 GPa.
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During 1 ps of simulation in the shocked state, no breaking of aromatic rings is
observed, whereas two C{O single bonds in soft segment and one C{N single bond in
urea linkage are permanently dissociated as illustrated in Fig. 3.13. In comparison,
although temporary dissociation of C{C single bonds in soft segment are identied
using the calculated cuto distance Rc, the dissociated C{C bonds reform in up to
several dozen femtoseconds. The absence of bond dissociation in aromatic rings is con-
sistent with experimental data, which shows that the dissociation of carbon-carbon
bonds in aromatic rings takes place at higher pressure than that in saturated hy-
drocarbons [199]. Since the bond dissociation energies of C{C, C{O and C{N single
bonds at 273 K are respectively 346, 358 and 305 kJ/mol [200], which are comparable
to one another, it is possible to observe permanent dissociation of C{C single bonds in
PU1000 soft segment as the simulation continues. According to simulation, both soft
segment and urea linkage in hard segment can break, as shown in the chemical equa-
tion. For example, a poly(tetramethylene oxide) block in soft segment can become
dissociated and bonded to a nitrogen in urea linkage, forming a methylcyclopropyl
side group. In addition, the carbon atom in broken urea linkage can bond to another
poly(tetramethylene oxide) block. Because the repeating poly(tetramethylene oxide)
blocks in soft segment are identical, their dissociation may take place at any C{O bond
in soft segment. Using the calculated cuto distance Rc, some poly(tetramethylene
oxide) blocks can also be identied as isolated from other molecules, but the distances
between the atoms forming the breaking bond are generally less than 2 A, and the
breaking bonds will quickly reform in up to several dozen femtoseconds. Neverthe-
less, no carbon nanoparticles with tetragonal covalent bonds is identied in current
simulation, which provides only limited insight into the decomposition of polyurea
and the formation of new reaction products. Longer simulation is needed to provide
better prediction of reaction products that can be identied by experiment.
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3.3.4 Eect of Hard Segment Phase Morphology on Shock Response
We probe the eect of hard phase morphology on the shock Hugoniot of hard
segment phase clustered and mixed PU650 systems through classical MD simulations.
The MSST method is used to uniaxially compress the PU650 systems in x, y and z
directions. To ensure that the compressed system has box size larger than twice
the cuto distance of pairwise interactions, 19 A, the PU650 system (1110 atoms) is
replicated to generate a larger system (8880 atoms). Due to the xed partial charge
in COMPASS force eld, the time step is set as 0.1 fs to maintain stable simulation
under strong shock. We study two cases of shock velocity, 5 km/s (weak shock) and
10 km/s (strong shock), by performing 5 ps MSST simulations, and the calculated
physical properties are summarized in Table 3.2.
Classical MD simulations show that hard segment clusterization has neglectable
eect on the shock response of both phase clustered and mixed PU650 systems. How-
ever, it is expected that the clusterization of hard segments will aect possible chemi-
cal reaction in actual material under strong shock, but this is not handled by classical
approach and thus leads to the similarity between the shock responses of the phase
clustered and mixed systems. Another possible reason is that the systems are too
small (box length approximately 2 nm) compared with the size of hard phase in ac-
tual material, hundreds of nanometers [201]. Consequently, the small phase clustered
system can fail to capture the gluing eect of the network of hydrogen bonds [145].
3.4 Summary
We have shown that PU1000 converts from insulator under ambient conditions
to semiconductor under 68 GPa and 3000 K, such that the shocked PU1000 is not
compressed to metallic state in which the covalent bond constantly dissociate and
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System Direction us (km/s) up (km/s) jj (GPa)  T (K)
Clustered x 5.10  0.01 1.46  0.03 8.08  0.16 -0.286  0.006 459  7
y 5.00  0.01 1.46  0.01 8.11  0.07 -0.291  0.002 469  3
z 5.00  0.01 1.45  0.01 8.08  0.05 -0.292  0.001 466  2
Mixed x 5.03  0.01 1.45  0.01 8.04  0.05 -0.289  0.002 464  3
y 5.04  0.01 1.46  0.01 8.11  0.05 -0.288  0.001 469  2
z 5.01  0.01 1.45  0.01 8.07  0.04 -0.290  0.002 468  2
Clustered x 10.0  0.0 4.56  0.01 49.8  0.2 -0.455  0.001 2140  10
y 10.0  0.0 4.56  0.01 50.0  0.1 -0.457  0.000 2160  10
z 10.0  0.0 4.55  0.01 49.9  0.1 -0.456  0.000 2160  10
Mixed x 10.0  0.0 4.56  0.00 50.0  0.0 -0.456  0.000 2170  10
y 10.0  0.0 4.56  0.01 49.9  0.1 -0.456  0.001 2170  10
z 10.0  0.0 4.56  0.01 49.9  0.1 -0.456  0.000 2170  10
Table 3.2: The calculated shock response of hard segment phase clustered and mixed
PU650 systems under weak (us  5 km/s) and strong shocks (us  10 km/s) using the
MSST method. The uniaxial stress component jj and strain component  correspond
to the specied shock direction.
associate over time [202]. It is also shown that the isotropic and uniaxial Erpenbeck
method gives similar Hugoniot of PU1000 through classical MD simulations. Conse-
quently, using the isotropic Erpenbeck method, we nd that the Hugoniot of weak
shock up to 15 GPa is well described by the classical COMPASS force eld. For
strong shocks, DFT simulation gives higher delity in comparison with available ex-
perimental data up to 30 GPa. However, DFT simulation still overpredicts Hugoniot
of PU1000, possibly related to the short simulation (less than 1 ps) during which the
material may not fully reorganize its conguration to generate lower pressure [173].
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Although it is desired to perform longer DFT simulations, the huge computational
cost remains a barrier to fulll such intention. For instance, the total computational
time for the DFT simulations in calculating the Hugoniot data in Fig. 3.7 amounts
to 2.5 million CPU hours.
In order to probe shock-induced bond dissociation/association, we used three cri-
teria to calculate cuto distances to identify bonded and nonbonded atoms, including
the sampled radial distribution function, bond length distribution function, and mid-
point valence electron density between atoms. All criteria give similar cuto distances,
which, when applied, show that the number of molecules in PU1000 system is ap-
proximately doubled under 68 GPa and 3000 K in less than 0.5 ps. Two C{O and one
C{N single bonds in soft segment and urea linkage are permanently dissociated during
1 ps of simulation, whereas no permanent dissociation of C{C bonds are observed.
Some poly(tetramethylene oxide) blocks in soft segment can become dissociated and
bonded to nitrogen or carbon atom in urea linkage. Because the current simulation at
68 GPa and 3000 K shows only limited insight into the decomposition of polyurea and
the formation of new reaction products, we are continuing it to further investigate
shock-induced bond dissociation/association.
To further understand how the strength and viscoelastic property of polyurea
change under shock and what is the underlying mechanism of energy dissipation
during brittle failure, future study involves calculating the electrical and thermal
conductivity of the shocked PU1000 system, and studying the eect of hard phase
morphology on the shock response of polyurea through rst principles simulations.
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Chapter 4
SUMMARY AND CONCLUSIONS
In this dissertation, eective coarse{grained potentials for modeling polyethylene
are developed and thoroughly tested, which further enable the investigation of the
inuence of crystalline/amorphous interface morphology on the relaxation process
in polyethylene, and nally the shock response of polyurea is studied through rst
principles and classical MD simulations.
To facilitate simulations spanning representative temporal and spatial scales, we
use a systematic iterative Boltzmann inversion (IBI) routine to develop two coarse{
grained models of polyethylene. The models dier in the accuracy of reproducing the
coarse{grained bond length distribution (BDF) sampled from atomistic simulations.
It is found that a nonlinear bond potential that faithfully reproduced the BDF led
to unphysical dynamics in the crystalline phase; whereas a simple harmonic bond
potential capturing the coarse{grained bond length in the trans conformation can
more faithfully represent the semicrystalline morphology and relaxation dynamics of
the crystalline phase. Notably, this model much better captures the dierence between
the relaxation dynamics in dierent phases of polyethylene than the united atom
model. However, a weakness of this model is an articially large thermal expansion
close to ambient temperature in the crystalline phase, which is caused by the spherical
symmetric pair potential optimized at 300 K. A re-calibration of the coarse{grained
potentials with the multistate iterative Boltzmann method, or adding cross terms
for coarse-grained bond and angle potentials might improve the behavior of thermal
expansion.
With the coarse{grained potentials of polyethylene developed, we further pro-
98
posed a hybrid Monte Carlo routine to generate semicrystalline congurations of
polyethylene with prescribed crystalline/amorphous interfaces. The structural and
morphological properties of the generated systems are validated with available exper-
imental measurements and theoretical predictions. The largest model not only gives
accurate overall thermal activation energy of the 2 relaxation of crystalline stems,
but also conrms the experimental observation that polyethylene samples with pre-
vailing population of tight folds have lower activation energy. Further, the model
predicts that the lowest thermal activation energy of crystalline stem is related to
tail with 6 to 12 carbon atoms; whereas loop with more than 50 carbon atoms, tails
with more than 20 carbon atoms and bridge increase the activation energy above the
overall value. Based on the success of the generated model systems, the mechani-
cally activated 2 relaxation will be studied in future, followed by the investigation
of deformation mechanisms related to ne scale morphological details.
As a rst step toward understanding how the strength and viscoelastic property of
polyurea change under shock, we identied that polyurea 1000 converts from insulator
under ambient conditions to semiconductor under 68 GPa and 3000 K. The classical
COMPASS force eld is found to give accurate shock Hugoniot for weak shock up
to 15 GPa, whereas DFT simulation (1 ps) is show higher delity for stronger shock
up to 30 GPa. It is likely that better prediction of Hugoniot could be obtained
if we can run longer DFT simulations to allow the system to fully reorganize its
conguration to achieve lower pressure. Shock-induced bond dissociation/association
is probed by determining cuto distances based on three dierent criteria. Using
the proposed cuto distances, the polyurea 1000 system under 68 GPa and 3000 K
is found to decompose into approximately twice more molecules than the number
in the reference state. We observe that some poly(tetramethylene oxide) blocks in
soft segment can become permanently dissociated and bonded to nitrogen or carbon
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atom in urea linkage. We are continuing to run the simulation to further study the
decomposition of polyurea and the formation of new reaction products.
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