The equilibrium response to various forcing agents, including CO 2 , solar irradiance, tropospheric ozone, black carbon, organic carbon, sulfate, and volcanic aerosols, is investigated using an atmospheric general circulation model coupled to a mixed layer ocean model. The experiments are carried out by altering each forcing agent separately. Realistic spatial patterns of forcing constituents are applied but the magnitude of the forcing is adjusted so that each forcing constituent yields approximately the same strength of radiative forcing. It is demonstrated that the global mean temperature response depends on the types of forcing agents and the efficacy with respect to CO 2 forcing ranges from 58% to 100%. The smallest efficacy is seen in one of the black carbon experiments and is associated with negative cloud feedback. The sign of the cloud feedback is shown to be sensitive to the vertical distribution of black carbon. The feedback analysis suggests that the small efficacy in tropospheric ozone is due to a large negative lapse rate feedback. Global mean precipitation increases when the earth warms except for the case of black carbon in which precipitation decreases. In all experiments, the global mean convective mass flux decreases when the earth's surface warms. When the applied radiative forcing resulting from a particular forcing agent is stronger in one hemisphere, anomalous heat exchange between the hemispheres results in conjunction with changes in the Hadley circulation. The magnitude of interhemispheric heat transport is little sensitive to the details of the forcing, but is determined primarily by the interhemispheric contrast in forcing. The change in the Hadley circulation strongly impacts the precipitation changes in low latitudes.
Introduction
The effect of elevated atmospheric carbon dioxide on climate has been a focus of many climate change studies. While CO 2 is the most important radiative forcing agent between the preindustrial period and the present day, contributions of other forcing agents are not negligible (e.g., Charlson et al. 1992; Haywood and Boucher 2000; Solomon et al. 2007; Hansen and Sato 2001; NRC 2005) . In addition, it has been shown that climate sensitivity, defined here as the global and annual mean surface air temperature change per unit radiative forcing, depends on types of the forcing agent (Hansen et al. 1997a; Shine et al. 2003; Hansen et al. 2005; NRC 2005) . Furthermore, the regional impact of spatially inhomogeneous constituents such as aerosols could be much larger than that implied by the global mean radiative forcing (Chung et al. 2002; Menon et al. 2002; Cheng et al. 2005; Shindell et al. 2006) . Nevertheless, current understanding of the effect of non-CO 2 forcing on climate change is relatively poor.
Models used for climate change simulations are becoming more and more sophisticated, and detailed representation of various forcing constituents are being incorporated. In projections, detection, and attribution of climate change, it is essential that models accurately simulate both spatial patterns and amplitude of the response to external forcings. Although the evaluation of the accuracy is limited in comparisons with observations that result from a combined forcing of many agents, it is important to understand how models respond to different forcing agents. In attribution of climate change it is also fundamental that the climate system responds to one type of forcing agent differently from others.
The purpose of this study is to characterize some aspects of the quasi-equilibrium responses of a model to different radiative forcing agents and to provide a physical understanding of the responses. We aim to
Model description
The model used in this study is the NOAA Geophysical Fluid Dynamics Laboratory (GFDL) atmospheric GCM coupled to a mixed layer ocean model, which also includes land surface and sea ice components. The atmosphere, land surface, and sea ice model components are identical to those in the GFDL coupled climate model version 2.1 (CM2.1; Delworth et al. 2006 ). The CM2.1 was used, for example, for twentieth-century climate simulation (Knutson et al. 2006 ) and in future climate projections for the Intergovernmental Panel on Climate Change (IPCC) Fourth Assessment Report (AR4) (Solomon et al. 2007) .
The atmospheric component is a primitive equation model with a finite volume dynamical core (Lin 2004 ).
It has approximate horizontal resolution of 2.5°and 2.0°in longitude and latitude, respectively. The model has 24 hybrid sigma-pressure levels from about 30 m above the surface to about 3 hPa (ϳ40 km) (GFDL GAMDT 2004) . There are nine levels in the lowest 1.5 km above the surface and five levels in the stratosphere. Full radiation calculations are carried out every 3 h with a diurnal cycle. Aerosol species included are sulfate, organic carbon, black carbon, sea salt, and dust. The indirect effect of aerosols, a modification of cloud properties such as albedo and lifetime, is not included. There are three prognostic tracers associated with clouds: cloud liquid, cloud ice, and cloud fraction. The cloud microphysics and macrophysics are from Rotstayn (1997) and Tiedtke (1993) , respectively, with a modification as described in Delworth et al. (2006) . Moist convection is parameterized by the relaxed Arakawa-Schubert formulation (Moorthi and Suarez 1992) .
The ocean component is represented by a 50-m-deep motionless mixed layer. To account for ocean heat transport, which is not represented by the model, heat flux anomalies are added to the ocean. This so-called q flux is determined so that the model produces realistic annual cycles of SST and sea ice. In the Southern Ocean, however, further adjustments are required due to model biases and the lack of dynamical ocean feedback: the model produces unrealistically large cooling in that region when a large but realistic negative radiative forcing is imposed. This problem is resolved by applying a zonal mean q flux to the south of 40°S with a smooth transition from zonally averaged to zonally varying q flux between 40°and 30°S, as in Jackson and Broccoli (2003) . Note that runaway coolings with the use of slab ocean models were also reported by Mickley et al. (2004) in the Southern Ocean and Stainforth et al. (2005) in the eastern tropical Pacific. The q flux varies with season, but does not vary interannually or among the experiments conducted in this study.
The dynamic part of the sea ice component employs an elastic-viscous-plastic ice rheology, and predicts velocity of the ice pack and the area as described in Winton (2000) . Since there are no ocean dynamics in the model, the sea ice is not affected by ocean currents. Thermodynamic properties of the ice pack are calculated for one snow layer with zero heat capacity and two ice layers in five categories of ice thickness distribution.
The land component assumes an isothermal surface for soil, snow, and vegetation within a grid cell, and has three reservoirs for water for unglaciated landsnowpack, root-zone water, and groundwater-and one reservoir of snowpack for glaciated surface as described in Milly and Shmakin (2002) .
A more detailed description of the atmosphere and land surface components is available in GFDL GAMDT (2004) , and their minor modifications as well as the description of the sea ice component are available in Delworth et al. (2006) .
Experimental design
We conducted nine idealized experiments with seven different radiative forcing agents in addition to a preindustrial (PI) simulation. All experiments are integrated at least 100 years and the last 50 years are analyzed, unless noted otherwise. The abbreviations for names of the experiments and their brief descriptions are summarized in Table 1 . The PI simulation serves as a control case in our suite of experiments. The forcing of the PI control simulation is same as the corresponding coupled model simulation described in Delworth et al. (2006) : all forcings are set for 1860 AD except for natural aerosols (sea salt and dust), which are prescribed based on the estimate for 1990 AD. The forcing includes seven different well-mixed greenhouse gases (GHGs), total solar irradiance, land cover type, anthropogenic aerosols (black carbon, organic carbon, and sulfate), and ozone. Note that exact values of wellmixed GHG concentrations are listed in Delworth et al. (2006, Table 1 ). The monthly mean, three-dimensional distributions of tropospheric ozone and aerosol concentrations are prescribed based on offline chemistrytransport model calculations (Horowitz et al. 2003) . Black carbon and organic carbon contain both fossil fuel and biomass burning sources. Information on the input emission data for the offline chemistry-transport model is described in Delworth et al. (2006) . The stratospheric ozone distributions were prescribed by zonal mean values based on observational studies (Randel and Wu 1999) . Volcanic aerosols are not included in the PI control simulation.
There are two features in the experimental design: each forcing agent is applied separately in individual perturbation experiments, and the magnitude of the global and annual mean radiative forcing is approximately equal (ϳϮ2 W m
Ϫ2
) except for one perturbation experiment (BC1W; see also Table 2 ). Throughout this article, instantaneous radiative forcing, rather than adjusted radiative forcing, is used in describing the forcing in our experiments. This choice is simply for technical convenience. Indeed, the adjusted forcing has generally been favored as it represents the more effective forcing for the surface-troposphere system. The difference between the two forcings is on the order of 10% or less in most forcing agents considered here, but can be larger for tropospheric ozone (Berntsen et al. 1997; Hansen et al. 2005) . Nevertheless, we do not think that the uncertainty arising from the use of the instantaneous forcing is as large as it would compromise the conclusions of this study.
The target strength of forcings is acquired by adjusting the concentration of the forcing agents iteratively in offline calculations using the radiation part of the GCM code. The radiative forcing is calculated using one year of three-hourly meteorological fields from the PI control simulation. In the SLR experiment, total solar irradiance is altered with equal fractional changes over the spectrum. Note that the inhomogeneous fractional change may influence the result to a minor extent (Hansen et al. 2005 ). The differences in tropospheric ozone, black carbon, organic carbon, and sulfate aero- PI ϩ 1.6 ϫ ⌬C(black carbon) BC2WLO PI ϩ 5.5 ϫ ⌬C(black carbon); the perturbation is imposed only below the ϭ 0.5 level, i.e., lower troposphere Northern and Southern Hemispheres. In the VOLC experiment, the effect of volcanic aerosols in 1992, the year of the peak negative radiative forcing due to the Mount Pinatubo eruption in June 1991, is added to the PI control simulation. The effect is represented by the extinction optical depth, single scattering albedo, and asymmetry factor in the model, and the extinction optical depth is reduced by 43%.
In addition to the BC2W experiment, two other experiments are designed for black carbon: BC1W and BC2WLO. In the BC1W experiment, the global mean radiative forcing is reduced to 1 W m
. The BC1W experiment aims to investigate the nonlinearity between the forcing and response. In the BC2WLO experiment, the black carbon concentration is modified only below the ϭ 0.5 level, that is, lower troposphere, but still produces the same amount of the global mean radiative forcing as in the BC2W experiment. The amplification factor in BC2WLO experiment is required to be larger than BC2W experiment because the radiative forcing is larger when the absorbing aerosol is placed in higher altitude above reflective low clouds (Cook and Highwood 2004) . The BC2WLO experiment aims to investigate the sensitivity of the response to vertical distribution of the black carbon, which is fairly uncertain. The perturbation concentration of black carbon in the BC2WLO experiment is shown in Figs. 1e and 1f as departures from the PI control and BC2W experiments, respectively.
After the completion of the integrations, we found that we had unintentionally introduced very small changes in the concentrations of background aerosols, that is, the aerosol species other than the forcing agent that was designed to be perturbed, with respect to the PI control simulation. Although the changes are less than 10 Ϫ5 W m Ϫ2 in the global and annual mean and less than 10 Ϫ3 W m Ϫ2 at any grid point, and thus are too small to have any practical importance, we conducted an additional control simulation that also introduced these very small changes in background aerosol concentrations. The new control simulation is integrated for another 80 years, and the last 50 years are used as a control case only for aerosol perturbation experiments. However, owing to the negligible difference between the two control simulations, we do not explicitly distinguish them in the following, and denote both as PI.
Analysis method a. Partial radiative perturbation method
As a way to understand physical mechanisms of the surface temperature response to different forcing constituents, contributions of individual feedback processes are investigated (cf. Hansen et al. 1984; Schlesinger 1988) . There are several different methods to evaluate the importance of individual feedback processes with each method having some advantages and disadvantages (e.g., Soden et al. 2004; Yokohata et al. 2005b,a; Bony et al. 2006; Soden and Held 2006; Taylor et al. 2007 ). We choose to use the so-called partial radiative perturbation (PRP) method pioneered by Wetherald and Manabe (1988) and applied to multiple models for an intercomparison study by Colman (2003) . Since this method has been used repeatedly, only a brief description is given here.
If a forcing constituent is altered, net radiative imbalance or instantaneous radiative forcing at the tropopause results before the climate system adjusts to the perturbation. If a surface temperature change of ⌬T s results from a radiative forcing of ⌬F, the climate sensitivity parameter is given by ϭ ⌬T s /⌬F. In the equilibrium, the imposed radiative forcing is balanced by the change in net radiative flux caused by the adjusted climate system ⌬R; that is, ⌬F ϩ ⌬R ϭ 0. The total feedback parameter is then defined as
. If the contributions of nonlinear interactions between individual feedback processes to net radiative fluxes are ignored, that is, ⌬R ϭ ͚ i ⌬R i , the total feedback parameter is written as a sum of individual feedback parameters; that is, ϭ ͚ i i , where
Here i represents ith feedback process. In the two-sided PRP feedback analysis, ⌬R i is estimated as follows:
where R is net radiative flux at the tropopause. Here superscripts (0) and (1) denote the control and perturbation experiments, respectively; x represents a forcing constituent such as CO 2 ; and i represents meteorological fields that are associated with the ith feedback process. The actual computation is performed using the radiative transfer part of the GCM code. Water vapor, cloud, surface albedo, and total (surface ϩ air) temperature feedbacks are calculated individually with this method. The total temperature feedback is further decomposed into the blackbody response and the lapse rate feedback. Here the blackbody response is defined as a radiative flux anomaly due to a hypothetical ho-mogeneous temperature change for the entire atmosphere. It is crudely evaluated by adding the surface temperature change to the effective emission temperature and assuming blackbody radiation. The lapse rate feedback is then calculated as a residual of the blackbody response from the total temperature feedback. While the PRP feedback analysis is generally a very valuable diagnostic tool, there are some limitations in our application: 1) the computation is conducted only for 5 years, rather than for entire 50 years, and thus the results are subject to sampling errors; 2) there could be nonlinear interactions between each feedback process, or inconsistencies between perturbed and reference meteorological fields that may introduce the so-called decorrelation errors (Colman and McAvaney 1997) ; 3) fast tropospheric adjustments not resulting from surface temperature change, such as cloud changes caused by aerosol changes, are evaluated as feedbacks Lambert and Faull 2007) ; and 4) anomalous radiative fluxes at the tropopause do not necessarily scale to the surface air temperature changes. The last point requires some explanation. Suppose that feedback processes introduce the same amount of radiative flux at the tropopause at low and high latitudes. The resulting surface air temperature change in high latitudes could be much larger than in low latitudes. In a stratified atmosphere, the effects of the changes in surface fluxes induced by a radiative perturbation are concentrated in a relatively shallow layer rather than well distributed in the vertical, leading to a more intense near-surface response. Essentially, the PRP feedback analysis is a tool to evaluate radiative flux anomalies and not to directly evaluate surface temperature anomalies due to feedback processes. Nevertheless, it often provides valuable insight. Note that, unlike some previous studies, we evaluate the radiative flux at the tropopause, rather than top of the atmosphere, in order to link the feedback to the instantaneous forcing. The tropopause level is defined here as 100 hPa at the equator, descending linearly to 300 hPa at the poles.
b. Decomposition of moisture transport
The vertically integrated and zonally averaged moisture balance equation is given by
where g is gravitational acceleration, t is time, q is specific humidity, and P and E are precipitation and evaporation rates, respectively. Also, ͗A͘ and [A] denote vertical integration with respect to pressure and zonal average, respectively. In a statistical equilibrium, the tendency term may be ignored. Therefore, the difference in P Ϫ E between two experiments is written as
where A denotes average in time. For low latitudes, we can safely ignore the transient eddy component of the moisture transport (Peixoto and Oort 1992) :
where A* and AЈ denote deviations from the zonal and time averages, respectively. Consequently, the change in moisture transport is decomposed as ⌬͓q͔ ϭ ͓͔⌬͓q͔ ϩ ͓q͔⌬͓͔ ϩ ⌬͓͔⌬͓q͔ ϩ ⌬͓ * q * ͔.
͑7͒
Here the first term on the right-hand side represents the change in meridional moisture transport due to the change in specific humidity alone, the second term represents that due to the change in meridional circulation alone, the third term represents the covarying effect between the specific humidity and meridional circulation, and the last term represents the stationary eddy component. The decomposition is done with the monthly mean model output. Note that the same decomposition method was used in Yoshimori et al. (2006) .
Results

a. Global mean temperature
In Solomon et al. (2007) , the climate sensitivity obtained from equilibrium model calculations ranges from 2.1 to 4.4 K for a forcing of about 3.7 W m
Ϫ2
, and was estimated between 2.0 and 4.5 K based on expert assessment. In addition, it was pointed out that the sensitivity to radiative forcing within the same model also depends on the types of forcing agents (e.g., Hansen et al. 1997a; Shine et al. 2003; Hansen et al. 2005) . Hansen et al. (2005) termed the ratio of climate sensitivity for each forcing agent to that of CO 2 as the "efficacy." Note that the efficacy hereafter refers to the value evaluated with instantaneous radiative forcing unless otherwise noted explicitly. Note also that the cited values of efficacy from Hansen et al. (2005) have been adjusted by a factor of 0.9 for this comparison because their CO 2 efficacy with instantaneous radiative forcing is 90% of that with adjusted radiative forcing. Because the global mean temperature is an outcome of highly complicated interactions of feedback processes, it is extremely difficult to pin down the reasons for different efficacies without extensive sensitivity experiments for each forcing agent (cf. Hansen et al. 1997a Hansen et al. , 2005 . Such extensive experiments have not yet been carried out for this model. Here, we describe the results of our experiments in conjunction with other modeling studies to establish a general picture of the response. In addition, insight from the PRP feedback analysis is provided. It is, however, important to recall some of the limitations of the PRP method discussed in section 4 in assessing temperature response, and hence the interpretation from the feedback analysis should be taken as complementary. There are some differences in climate sensitivity parameter between Tables 2 and 3 because the latter values are calculated from only the five years of data used in the feedback analysis. In general, the sum of individual feedback parameters sum and the total feedback parameter in Table 3 agree reasonably well. This ensures that the decorrelation errors are small, and the total feedback effect may be decomposed into and attributed to individual feedback processes.
The efficacy of solar forcing is estimated as 0.90 in our experiments ( Table 2 ), meaning that solar forcing has a similar but slightly smaller potential in warming the earth's surface than CO 2 forcing with a given radiative forcing. This similarity has long been known (e.g., Manabe and Wetherald 1975; Wetherald and Manabe 1975) . In an experiment with 2% increase of total solar irradiance, Hansen et al. (2005) estimated the efficacy of solar forcing as 1.10. On the other hand, Forster et al. (2000) found that the efficacy of solar forcing is about 0.85 with adjusted radiative forcing. The similarity of the sensitivity between CO 2 and solar forcing was described as "partly accidental" by Hansen et al. (1997a) , which results from the tendency of higher sensitivity with more high-latitude forcing by CO 2 (Fig. 3a) and with more direct surface forcing by solar variations. In our experiments, the polar amplification by CO 2 forcing dominates (Fig. 3c) . Note that radiative forcing is about 11% larger in CO2 than SLR experiments ( Table  2) . The feedback analysis, on the other hand, suggests that the slightly smaller efficacy of solar forcing is due to smaller cloud and albedo feedbacks although they are partly counteracted by the combined water vapor and lapse rate feedback (Table 3) .
A general picture from previous studies that higher sensitivity results more high-latitude and more lowaltitude forcing is qualitatively consistent with a relatively low efficacy of tropospheric ozone forcing of 0.65 in our experiments ( Table 2 ). The forcing in this case is more concentrated toward low latitudes (Fig. 3a) and the upper troposphere. Note that Hansen et al. (2005) estimated the efficacy of tropospheric ozone as 0.76. The larger fractional forcing of tropospheric ozone in lower latitudes than CO 2 partly reflects the fact that the ozone change is more concentrated in low latitudes while CO 2 is uniformly distributed. It is also because absorption bands of ozone have less overlap than CO 2 with water vapor (Mickley et al. 2004 ). Vertical bars represent 5%-95% confidence intervals taking into account the interannual variability of surface air temperature and precipitation rate. sitivity with more extratropical ozone forcing has been demonstrated by Joshi et al. (2003) and Stuber et al. (2001 Stuber et al. ( , 2005 . It has also been shown that the efficacy is sensitive to the vertical distribution of ozone perturbations, and the perturbation in the upper troposphere tends to produce small efficacy Stuber et al. 2001 Stuber et al. , 2005 . Mickley et al. (2004) , however, found that there is little difference in efficacy between realis- . Note that all feedback parameters in this table are calculated using the 5-yr meteorological fields in the integrations. The subscripts WV, C, A, and LR denote water vapor, cloud, (surface) albedo, and lapse rate feedbacks, respectively, and P denotes blackbody response: sum represents the linear sum of these feedback parameters while represents that calculated from the radiative forcing and surface air temperature response. Note that ϭ Ϫ
Ϫ1
. The BC1W experiment is not included owing to low signal-to-noise ratio. tic and uniform distributions of tropospheric ozone change. They attributed the small efficacy of tropospheric ozone primarily to differences in vertical structure of the forcing, that is, midtropospheric forcing by CO 2 and upper-tropospheric forcing by ozone, which leads to a different cloud feedback. We also found that the increase of global mean cloud amount above 350 hPa and the decrease of low-level cloud amount by CO 2 forcing are larger than tropospheric ozone forcing.
However, the feedback analysis shows a slightly larger positive cloud feedback in the TRO3 experiment, which does not account for its smaller efficacy. Instead, it suggests that more negative lapse rate feedback in the TRO3 experiment is responsible for its small efficacy (Table 3) . Changes in the thermal structure support this interpretation (Figs. 4a and 4b) . Joshi et al. (2003) also argues that an increased static stability reduces the coupling between upper troposphere and surface, which reduces the influence of warming in the upper troposphere on the surface. The primary effect of two negative radiative forcing agents, organic carbon and sulfate aerosols, is a reduction of incident solar radiation at the surface through scattering in the atmosphere. Thus, the vertical distribution of these aerosols is unlikely an important factor for the difference in efficacy. The SULF experiment exhibits a stronger cooling in Northern Hemisphere mid and high latitudes than the OC experiment (Fig.  3c ), and this difference is reflected in the efficacy. The stronger response in the SULF experiment in these regions is consistent with more extratropical forcing than the OC experiment (Fig. 3a) . On the other hand, the difference in forcing strength in the Southern Hemisphere low latitudes between the two experiments is not reflected in local surface air temperature response. This might be due to the difference in land area between the two latitude bands over which the aerosols are most concentrated. In the feedback analysis, the largest difference between the two experiments is seen in the lapse rate feedback (Table 3 ). The larger negative lapse rate feedback in the OC experiment relative to the SULF experiment is due to the relatively larger magnitude of forcing in the tropics where the temperature profile follows the moist adiabat. This result is consistent with Soden and Held (2006) , who demonstrated a negative correlation between the lapse rate feedback and the ratio of tropical to global warming. However, the difference in lapse rate feedback is largely counteracted by the difference in water vapor feedback. The efficacy of organic carbon is relatively small in our estimate, which is in a large contrast to Hansen et al. (2005) . They estimated that the efficacy of organic carbon due to fossil fuel combustion and biomass burning are 1.12 and 0.99, respectively. Our estimate of the efficacy for sulfate aerosols is also smaller than their estimates of 1.20.
Volcanic aerosols absorb both shortwave and longwave radiation in the stratosphere, reduce incident solar radiation at the surface, and produce negative radiative forcing at the tropopause. In contrast to the OC and SULF experiments, both radiative forcing and surface air temperature change are rather symmetric between the hemispheres, and exhibit roughly mirror images of the CO2 experiment with opposite signs (Fig.  3) . In the feedback analysis, the VOLC experiment exhibits the largest positive cloud feedback (Table 3) , which occurs mainly in low latitudes. In these latitudes, cloud amount decreases at about 100 hPa where strong warming and cooling occur above and below, respectively, and increases at about 300-400 hPa below that strong cooling. The quantitative link between these cloud changes and the cloud feedback strength remains to be explored, however. Our estimate of the efficacy for volcanic aerosols is close to the estimate of 0.93 in Hansen et al. (2005) .
The smallest efficacy of 0.58 is found in the BC2W experiment (Table 2 ). This value is smaller than the efficacy of fossil fuel and biomass burning black carbon, 0.90 and 0.67, respectively, in Hansen et al. (2005) . The efficacy of black carbon remains virtually unchanged when a weaker forcing is imposed in the BC1W experiment (see also Figs. 3b and 3d) . The efficacy does change, however, when the vertical distribution of black carbon is varied in the BC2WLO experiment: more black carbon in the lower troposphere induces more near-surface warming (see also Figs. 3b and 3d) . These results are qualitatively consistent with Roberts and Jones (2004) , Hansen et al. (2005) , and Sokolov (2006) . In the feedback analysis, distinctly large negative lapse rate feedback is seen in the BC2W and BC2WLO experiments (Table 3 and Figs. 4c and 4d) . It is, however, overcompensated by the large positive water vapor feedback in the former.
The feedback analysis also shows that cloud feedback is negative in the BC2W experiment while it is positive in the BC2WLO experiment (Table 3 ), indicating that the cloud feedback strongly depends on the vertical distribution of black carbon as shown in Sokolov (2006) . The negative and positive cloud feedbacks in the BC2W and BC2WLO experiments occur primarily in shortwave and longwave fluxes, respectively. This is loosely consistent with the global mean cloud changes in which the BC2W experiment shows more high-level cloud reduction and less low-level cloud reduction than BC2WLO experiment. Figure 5 shows changes in cloud amount in the two black carbon experiments with the CO2 experiment for a reference. In the CO2 experiment, a qualitatively similar cloud change to Wetherald and Manabe (1988) is reproduced as a result that the thermal structure shifts upward near the tropopause. In the two black carbon experiments, asymmetric changes in cloud amount are seen between Northern and Southern Hemisphere low latitudes, which are consistent with changes in the Hadley circulation discussed in section 5d in detail. In the BC2W experiment, the increase in cloud amount in Northern Hemisphere midlatitudes seen in the CO2 and BC2WLO experiments is missing, and both BC2W and BC2WLO experiments show a reduction of cloud amount in the middle troposphere in Northern Hemisphere midlatitudes. The reduction of cloud amount in Northern Hemisphere midlatitudes is likely due to the result of direct local heating and a consequent reduction of relative humidity, the so-called semidirect effect of aerosols introduced by Hansen et al. (1997a) . An increase of cloud amount in high latitudes in the BC2W experiment is probably associated with a decreased stability due to upper-tropospheric warming. Cook and Highwood (2004) also found that the climate sensitivity parameter is sensitive to singlescattering albedo of aerosols particularly when clouds are allowed to vary; global and annual mean cloud amount decreases linearly with single-scattering coalbedo of aerosols. Hansen et al. (1997a) found that the cloud feedback contributes to a surface warming with absorbing aerosols when distributed in model layers below the 720-hPa level, but contributes to a cooling when distributed below the 150-hPa level or between 550-and 250-hPa levels, loosely consistent with our results.
b. Global mean precipitation
In contrast to the global mean temperature, changes in global-mean hydrological cycle have been less extensively discussed. This is partly because the temperature response is generally more homogeneous than precipitation and considered more robust. Nevertheless, it is important that we also understand the global mean response of precipitation. Figure 2b shows changes in global mean precipitation rate per unit radiative forc-ing. Consistent with previous studies (Wang 2004; Hansen et al. 2005) , the most striking result is that the precipitation rate decreases in the black carbon experiments even though the radiative forcing is positive and the global mean temperature increases (Fig. 2a) . It is also seen, by comparing BC2W and BC2WLO, that the precipitation change depends on the vertical distribution of black carbon. Any nonlinearity in the precipitation response to between the BC2W and BC1W experiments cannot be ascertained due to internal variability, but it appears small.
The reduction of precipitation in black carbon experiments is reflected in the surface energy balance (Table 4) . Although the radiative forcing at the tropopause is positive in both BC2W and BC2WLO experiments, the shortwave forcing at the surface is negative as a result of absorption by black carbon in the atmosphere. The net shortwave radiation at the surface relative to the PI control simulation remains negative (positive downward) in the equilibrium after the climate system is allowed to adjust. This reduction is partially balanced by the reduction of latent heat flux from the surface to the atmosphere and thus evaporation rate. In equilibrium, evaporation must be balanced by precipitation on the global average. This result agrees with the argument by Ramanathan et al. (2001) and the result by Cook and Highwood (2004) , but it does not support Allen and Ingram (2002) , who predict increased global mean precipitation with warming regardless of the forcing agent. Note that Roberts and Jones (2004) argue that their results are consistent with Allen and Ingram (2002) .
While the analysis of the surface energy balance explains the sign of the response, it leaves the question as to why the BC2WLO experiment shows about three times smaller reduction in the surface latent heat flux and precipitation than the BC2W experiment. Another way to look at the precipitation change is to investigate the heat budget in the atmosphere. It is well known that condensational heating is approximately balanced by dynamical and radiative coolings in the deep convective regions of the atmosphere. In subsidence regions, on the other hand, dynamical warming and radiative cooling are in approximate balance. In the global mean, in which horizontal heat transport may be ignored, the condensational heating is loosely balanced by the radiative cooling. The presence of radiative heating due to the absorption of shortwave radiation by black carbon in the atmosphere is balanced by a reduction in condensational heating compared to other forcing agents. This is particularly so in the lower troposphere where radiative damping is not efficient (Figs. 6a and  6b ). There is more condensational heating in the upper troposphere in the BC2WLO than BC2W experiments (Fig. 6c) . This corresponds to the lack of shortwave heating by black carbon in the upper troposphere in the BC2WLO experiment. It is of interest that the total precipitation changes in the black carbon experiments are dominated by decreased convective precipitation rather than increased large-scale precipitation (Table  5) , consistent with Wang (2004) . In all experiments, the large-scale precipitation increases as global temperature warms. The convective precipitation also shows the same tendency except for black carbon experiments. Figures 7a and 7b show changes in precipitation rate and precipitable water per unit change in global-mean surface air temperature. While precipitation increases less than 2.9% K Ϫ1 and decreases in the black carbon experiments, precipitable water increases as much as 6.3 to 9.3 % K
Ϫ1
. The magnitude of the precipitable water change is reasonably close to the value predicted by the Clausius-Clapeyron equation under the fixed relative humidity assumption (cf. Genfo et al. 1991; Held and Soden 2000; Wentz and Schabel 2000; . As argued in previous studies (Betts and Ridgway 1989; Knutson and Manabe 1995; , the larger fractional increase of storage (i.e., water vapor content) than flux (i.e., precipitation rate) implies that the residence time of water vapor in the atmosphere increases. In order for water vapor to remain in the atmosphere for a longer period of time, this in turn implies that the rate of exchange of water vapor between the planetary boundary layer and the free troposphere decreases. This is indeed the case for all forcing agents as represented here in convective mass flux at 500 hPa (Fig. 7c) . A similar argument holds for convective mass flux changes in the tropics, and they are linked to vertical velocity changes (Fig. 8) . Note that qualitatively similar changes in the vertical motion were reported for all IPCC AR4 models under the Special Report on Emissions Scenarios (SRES) A1B scenario by and Vecchi and Soden (2007) .
It has been suggested that the tropical circulation involving vertical motion weakens on average when the earth's surface warms while it intensifies when the earth's surface cools (Zhang and Song 2006) . Vecchi et al. (2006) extended this reasoning and demonstrated that the Walker circulation has been weakening over the last 130 years or so (see also Chen et al. 2002; Wielicki et al. 2002; Mitas and Clement 2005) , and the trend is attributed to anthropogenic forcing based on coupled model simulations. We also find weaker eastwest sea level pressure gradients in the CO2 and SLR warming experiments and a stronger gradient in the VOLC cooling experiment in which the meridional gradient in forcing is relatively small. The examination of velocity potential, however, exhibits a slightly more complicated picture (not shown). While the VOLC experiment exhibits an intensification of the Walker circulation, the response in the CO2 and SLR experiments is better described as a zonal displacement of the Walker circulation.
c. Zonal mean temperature
It has been demonstrated that thermal structure of the atmosphere is useful in distinguishing the responses to various radiative forcing agents (e.g., Santer et al. 1996; Tett et al. 1996) . Figure 9 shows the vertical structure of zonal and annual mean air temperature changes relative to the PI control simulation. The stronger response in the upper troposphere compared to the lower troposphere is commonly seen in the deep tropics in all experiments. The signature of polar amplification is recognizable in most experiments, consistent with Fig.  3 . A well-known feature of stratospheric cooling in the CO 2 experiment is simulated (e.g., Manabe and Wetherald 1967; Hartmann 1994, p. 332; Fig. 9a) . A stratospheric cooling is also seen in the tropospheric ozone experiment (Fig. 9c) , consistent with Mickley et al. (2004) . This cooling is a result of increased opacity to upwelling longwave radiation in the troposphere. On the other hand, a stratospheric warming occurs in the volcanic experiment due to the absorption of shortwave and longwave radiation by volcanic aerosols (Fig. 9g) , qualitatively consistent with Stenchikov et al. (1998) . The enhanced response in midlatitudes in the BC2W, OC, and SULF experiments corresponds to the increased aerosol concentrations in those latitudinal bands. In the BC2W experiment, the warming occurs in the upper troposphere while a relatively uniform vertical warming occurs in the BC2WLO experiment. The BC1W experiment shows a very similar structure of warming to the BC2W experiment (not shown). Figure 10 shows zonal mean zonal wind changes relative to the PI control simulation. The strong warming in the upper troposphere leads to strengthened subtropical jets in the CO2, SLR, and VOLC experiments. In the Northern Hemisphere, the westerlies show meridional displacement in other experiments, particularly in the BC2W, SULF, and BC2WLO experiments. These shifts are consistent with the midlatitude temperature changes associated with aerosol concentrations there in which a warming in midlatitudes drives stronger and weaker jets in the north and the south, respectively.
d. Zonal mean precipitation
Changes in zonal mean precipitation rate exhibit remarkably different meridional structures between forcing agents (Fig. 11a) . In high latitudes around 60°in both hemispheres, increased and decreased precipitation are seen in the warming and cooling experiments, respectively. This suggests that at least the sign of the zonal mean precipitation change in these latitudes is associated with the global-scale temperature change and thus the sign of radiative forcing at the tropopause. It is well known that the poleward transport of moisture increases with increased atmospheric water vapor content under warming (Fig. 7b) . In low latitudes, changes in precipitation are more complicated: the CO2, SLR, and TRO3 experiments show an overall increase with a small decrease between about 10°and 20°S. On the other hand, the VOLC experiment shows an overall decrease with a small increase between 10°and 30°in both hemispheres. Three black carbon experiments ex- FIG. 6 . Vertical profiles of global and annual mean variables relative to the PI control simulation: (a) heating rate for forcing and equilibrium in the BC2W experiment (K day Ϫ1 ), (b) heating rate for forcing and equilibrium in the BC2WLO experiment (K day Ϫ1 ), and (c) the difference in heating rate between BC2W and BC2WLO experiments (K day Ϫ1 ). "SW," "LW," "Cond.," and "Resid." denote shortwave, longwave, and condensational heating rates, and residuals, respectively. 
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hibit precipitation increases and decreases in Northern and Southern Hemisphere low latitudes, respectively (not shown, but see Fig. 11d ). In contrast, the OC and SULF experiments exhibit decreases and increases in Northern and Southern Hemisphere low latitudes, respectively. The peak changes occur around 10°in both hemispheres in these five aerosol experiments. While changes in global-mean precipitation rate are balanced by changes in global-mean evaporation rate, the meridional structure in precipitation changes is not reflected in evaporation changes (Fig. 11b) . In comparison with precipitation, changes in zonal mean evaporation occur relatively uniformly over the globe except for very high latitudes where the surface is covered by snow or ice. Except for black carbon experiments, evaporation rate increases and decreases in the warming and cooling experiments, respectively. It is therefore obvious that zonal mean precipitation change is primarily determined by the convergence and divergence of meridional moisture transport (Figs. 11c and  11d) .
The transport of moisture is determined by two factors: circulation and amount of moisture in the atmosphere. To determine whether changes in moisture transport are caused by changes in either or both of these two factors, the convergence of meridional moisture transport is diagnosed by decomposing it into four contributions as described in section 4b: 1) zonal mean humidity Figure 12 shows the results of the decomposition in individual forcing experiments with respect to the PI control simulation. In all analyses, the change in precipitation minus evaporation (P Ϫ E ) is satisfactorily reproduced by the convergence of meridional moisture transport calculated by monthly mean specific humidity and meridional wind velocity denoted by ⌬ [q] . This supports the reliability of the analysis. In all cases, the covariance and stationary eddy contributions are relatively small and are not important. In the CO2 experiment, the increase of precipitation in low latitudes is dominated by the contribution of specific humidity change. In the SLR and TRO3 experiments, the effect of specific humidity change is comparable to the effect of circulation change in Northern Hemisphere low latitudes. For the rest of the experiments, the contribution of specific humidity change is secondary compared to the contribution of circulation change. Therefore, it is important to understand the change in the Hadley circulation in order to understand the zonal-mean precipitation changes in low latitudes. Figure 13 shows changes in annual-mean meridional overturning mass streamfunction between 40°S and 40°N in individual forcing experiments with respect to the PI control simulation. Except for the CO2 and VOLC experiments, there is a distinct monopole pattern that may be described as an anomalous crossequatorial Hadley circulation. In a broader context, previous modeling studies have shown similar Hadley circulation changes in response to various external forcings: Broccoli (2000) , Chiang et al. (2003) , and Chiang and Bitz (2005) in simulations of the Last Glacial Maximum; Vellinga and Wood (2002) , Dahl et al. (2005) , and Zhang and Delworth (2005) in the so-called water hosing experiments; Ramaswamy and Chen (1997) in the experiments with GHGs and surface albedo forcing; Williams et al. (2001) and Rotstayn and Lohmann (2002) due to indirect effect of aerosols; Wang (2004) by black carbon; and Broccoli et al. (2006) in an idealized experiment. These modeling studies as well as FIG. 11 . Zonal and annual mean changes relative to the PI control simulation: (a) precipitation rate (P), (b) evaporation rate (E ), (c) P Ϫ E, and (d) P Ϫ E for black carbon experiments.
FIG. 12. Decomposition of moisture transport changes from the PI control simulation into terms of specific humidity change (green solid), circulation change (black dashed), covariance of the specific humidity and circulation (red dashed), and stationary eddy change (green dashed) (mm day some paleo-proxy records consistently suggest that the ascending branch of the Hadley circulation tends to become stronger in the hemisphere with more warming or less cooling, and weaker in the hemisphere with less warming or more cooling. To quantify and summarize the results in our experiments, we investigate a relation between the interhemispheric temperature contrast and the Hadley circulation changes. For convenience, we define the Hadley circulation index as a value of meridional mass streamfunction at 500 hPa at the equator. Thus, positive values of the Hadley circulation index indicate that the anomalous Hadley circulation has an ascending branch in the Southern Hemisphere and a descending branch in the Northern Hemisphere. Figure 14a shows a scatterplot of interhemispheric temperature contrast and the Hadley circulation index. Here, the interhemispheric temperature contrast is defined simply as the difference in hemispheric average near-surface air temperature between the Northern and Southern Hemispheres. In addition to the experiments listed in Table 1 , the CO 2 doubling experiment with respect to 1990 present-day simulation, denoted as "2ϫCO2 Ϫ CTRL," is added. The forcing used in our experiments yield interhemispheric temperature contrast ranging from about Ϫ1.5 to 1.5 K. In each figure, FIG. 14. Correlation analysis on the Hadley circulation changes: (a) interhemispheric temperature contrast and the Hadley circulation index, (b) interhemispheric temperature contrast and the cross-equatorial heat transport, (c) interhemispheric radiative forcing contrast and the Hadley circulation index, and (d) interhemispheric radiative forcing contrast and the cross-equatorial heat transport. Here interhemispheric temperature contrast is defined by the difference between Northern Hemisphere average and Southern Hemisphere average temperatures. On the other hand, interhemispheric radiative forcing contrast is defined as the difference between the Northern Hemisphere integrated and Southern Hemisphere integrated radiative forcings. Also, the Hadley circulation index represents the value of meridional mass streamfunction at the equator and 500-hPa level. Note that 1 PW of total energy flux is approximately equivalent to 4 W m Ϫ2 of energy fluxes when distributed uniformly over a single hemisphere. Note also that "CO2-PI" is superposed by "2ϫCO2 Ϫ CTRL" in (c) and (d).
there is a fairly high correlation between the two variables investigated. When the Northern Hemisphere undergoes greater warming than the Southern Hemisphere, the anomalous cross-equatorial Hadley circulation with the ascending branch in the Northern Hemisphere develops. When the Northern Hemisphere undergoes greater cooling than the Southern Hemisphere, an opposite pattern of the anomalous Hadley circulation develops. The strength of the Hadley circulation and the heat transport changes are highly correlated; the correlation coefficient between the Hadley circulation index and cross-equatorial heat transport is 0.99 in our experiments. There is also a good correlation between the interhemispheric temperature contrast and the northward heat transport at the equator (Fig. 14b) . This relation is consistent with the interpretation that anomalous heat is transported from the warmed to the cooled hemisphere in Broccoli et al. (2006) .
A careful inspection of the relation between the interhemispheric temperature contrast and the crossequatorial heat transport changes, however, finds an obvious outlier, that is, 2ϫCO2 Ϫ CTRL in Figs. 14a and 14b. Note that this was first pointed out by . As the Hadley circulation is closely related to the meridional heat transport, and thus to net radiation at the top of the atmosphere, it is natural to wonder if there may be a better relation between radiative forcing and the changes in the Hadley circulation. Figure 14c shows the scatterplot between the interhemispheric radiative forcing contrast and the Hadley circulation index, while Fig. 14d shows the relation between the interhemispheric radiative forcing contrast and the cross-equatorial heat transport changes. Here the interhemispheric radiative forcing contrast is defined as the difference in the integrated radiative forcing between Northern and Southern Hemispheres. In each figure, there is an even better correlation than when we used interhemispheric temperature contrast. When the same amount of radiative forcing is imposed on each hemisphere, equilibrium is achieved without changes in net heat transport between the hemispheres. On the other hand, when the radiative forcing is stronger in one hemisphere, an anomalous heat exchange between the hemispheres results. This heat exchange is accomplished by an anomalous cross-equatorial Hadley circulation, with the ascending branch in the hemisphere with a more positive or less negative radiative forcing and the descending branch in the hemisphere with a less positive or more negative radiative forcing.
As the ascending branch of the Hadley cell is accompanied by low-level mass convergence, the mean latitude of the ITCZ moves toward the hemisphere with the more positive or less negative radiative forcing in the annual mean. Because the hemisphere with the more positive radiative forcing typically undergoes greater warming, the ITCZ usually, but not always, appears to move toward the warmer hemisphere. The clockwise cross-equatorial Hadley circulation anomaly is accompanied by an increase and a decrease of precipitation in the southern and northern tropics, respectively. The opposite is true for the counterclockwise circulation anomaly. Figure 14d also shows that about 60% of the integrated radiative forcing contrast is compensated by an anomalous heat exchange between the hemispheres via the change in the Hadley circulation. The amount of energy transported interhemispherically is probably determined by a result of various feedback processes, the details of which are beyond the scope of this paper.
Summary and discussion
The equilibrium response of an atmosphere-mixed layer ocean model to various radiative forcing agents is investigated. The forcing agents include CO 2 , total solar irradiance, tropospheric ozone, black carbon, organic carbon, sulfate, and volcanic aerosols. Experiments are carried out with an amplified magnitude of forcing yet retaining the realistic spatial patterns of ozone and aerosol changes from the preindustrial period to the present.
It is demonstrated that the global mean temperature response depends on the forcing agents. Tropospheric ozone and black carbon show distinctly smaller efficacy relative to CO 2 , qualitatively consistent with previous studies. For black carbon, the efficacy can be as small as 0.58. The feedback analysis suggests that the small efficacy of black carbon is due to large negative cloud feedbacks. It is shown, however, that the sign of cloud feedback depends on the vertical distribution of black carbon. Any nonlinearity in the response to black carbon forcing is not clearly distinguishable from the interannual variability, but it appears small. The feedback analysis also suggests that the small efficacy of tropospheric ozone is due to a large negative lapse rate feedback. It should be noted that the definition of the tropopause will likely affect the details of the feedback analysis result, particularly in the longwave component, although the main conclusion should still hold. For a more quantitatively accurate assessment and future studies, the use of adjusted radiative forcing and the evaluation of radiative fluxes at the top of the atmosphere in the feedback analysis may be preferred.
Although the feedback analysis, which aims to evaluate the radiative flux at the tropopause, does not reveal an important contribution of surface albedo feedback to variations in efficacy, the experiments with high efficacy generally exhibit a large high-latitude temperature change. For the general tendency of higher efficacy with high-latitude forcing, at least three explanations have been proposed: 1) stronger stratification in highlatitude atmosphere (Manabe and Wetherald 1975; Forster et al. 2000) ; 2) larger surface albedo feedback to high-latitude forcing (Hansen et al. 1997a; Stuber et al. 2005) ; and 3) nonlinear dependence of radiative damping on emission temperature . For the general tendency of higher efficacy with low-altitude forcing, on the other hand, at least two explanations have been given: 1) stronger coupling with the surface (Hansen et al. 1997b) , and upper-tropospheric positive forcing tends to increase stability and thus further reduces the coupling with the surface ; and 2) near-surface positive forcing tends to reduce low-level cloud (Hansen et al. 1997b; Cook and Highwood 2004) . The quantification of the effect of each feedback process on surface temperature change needs to be explored further in the future.
In comparison with other studies, there seems to be variations in efficacy for certain forcing constituents. The current use of different distributions of forcing constituents prohibits the investigation of the reasons for these variations. One possibility is that the differences in the strengths of various feedbacks among models contribute to the variations in efficacy. For example, a forcing that is concentrated at high latitudes may lead to a higher efficacy in a model that has a strong albedo feedback than in a model with a weak albedo feedback. Nevertheless, the intermodel spread in CO 2 climate sensitivity is larger and still remains a large source of uncertainty in the response of future climate to anthropogenic forcing.
Global mean precipitation increases when the earth's surface warms except in the case of forcing by black carbon. The reduction of global mean precipitation by black carbon is consistent with the surface energy balance and atmospheric thermodynamic energy budget. In all experiments, global and tropical mean convective mass flux decreases when the earth's surface warms. In previous studies, this led to a notion of a weaker tropical overturning circulation, particularly the Walker circulation, when the earth warms. While the Walker circulation becomes stronger in the volcanic aerosol experiment, it is better described as zonally displaced in our CO 2 and solar irradiance experiments.
It is shown that tropical precipitation, meridional ITCZ displacement, and Hadley circulation are correlated with the interhemispheric temperature contrast as in many previous studies. In the present study, it is demonstrated that they are even more tightly linked to the interhemispheric contrast of the imposed radiative forcing. When the radiative forcing is stronger in one hemisphere, an anomalous heat exchange between the hemispheres results. This heat exchange is accompanied by an anomalous cross-equatorial Hadley circulation. The magnitude of the interhemispheric heat transport is little sensitive to the forcing agent or the detailed meridional structure of the forcing, and it is about 60% of the radiative forcing contrast in this model. Because the hemisphere with the more positive radiative forcing typically undergoes greater warming, the ITCZ usually, but not always, appears to move toward the warmer hemisphere. One important feedback remaining to be explored is the role of ocean dynamical feedback.
While the efficacy of GHGs other than CO 2 is not investigated in this study, differences from CO 2 have been reported (Hansen et al. 2005; Ponater et al. 2006) . Also, efficacy as low as 0.6 was reported for contrails, although their radiative forcing is very small (Ponater et al. , 2006 . In addition, there is a large uncertainty in the prescribed ozone and aerosol distributions. Ultimately, this issue can only be adequately addressed by incorporating two-way interactions between climate and aerosol distributions as has been done in other studies Liepert et al. 2004; Roberts and Jones 2004; Wang 2004) . A related large source of uncertainty is a lack of the aerosol indirect effect, which could dominate over the combined direct and semidirect effect on a global scale Feichter 2001, 2005) . In addition, the effect of black carbon on snow and ice surface albedo change is not included in the present study. Furthermore, the chemical interaction between ozone and methane, and indirect effect of methane on stratospheric water vapor, could also be important (Hansen et al. 2005) . It is clear that further study is needed to quantify the link between forcings and feedback processes thoroughly.
