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Adapting techniques from information geometry, we show that models of exciton transport as an open quantum
process belong to a class of mathematical models known as ‘sloppy’. Performing a multi-parameter sensitivity
analysis to reveal this sloppiness, we establish which features of a transport network lie at the heart of efficient
performance. We find that fine tuning the excitation energies in the network is generally more important than
optimizing the network geometry. Finally, we verify that our conclusions hold for different efficiency figures of
merit and when model parameters are subject to disorder within typical experimental parameter regimes.
Introduction – Energy transport processes are prevalent
across science and engineering, from biochemical reactions
supporting life [1, 2] to nowadays ubiquitous electronic de-
vices [3, 4]. Typically, the goal of this process is to guide an
excitation from a ‘source’ to a ‘sink’ as quickly and reliably
as possible; however, a trade-off between quick transport and
robust transport often arises. Recently, there has been increas-
ing interest in energy transport on the nanoscale due to the
surprisingly high efficiency of photosynthetic energy trans-
port [5], as well as potential applications in enhancing solar
cell efficiency [6, 7], and for other nanotechnologies [8]. Any
practical technology will have to deal with many uncontrol-
lable degrees of freedom, arising from vibrations, the electro-
magnetic environment, and quantum mechanical effects as-
sociated with small energy and length scales. The theory of
open quantum systems is thus an ideal starting point for build-
ing mathematical models of these transport processes [9–11].
Photosynthetic exciton transport networks have inspired
much theoretical work investigating the interplay of unitary
time evolution and environment-induced decoherence [12–
16]. Several studies have focused on the importance of
network geometry via position-dependent dipole couplings:
e.g., for purely coherent transport, Ref. [17] reports statistical
correlations between robust transport and geometries with a
‘backbone-pair’ structure. Similarly, Refs. [18–20] compare
the effects of coherent transport, phenomenological site-basis
pure dephasing, and the geometric network arrangement. In
the above cases the on-site energies were degenerate and as-
sumed to be unimportant. By contrast, Ref. [21] investi-
gates statistical correlations between efficient transport and
structural motifs for fixed non-degenerate site energies; here,
the inclusion of pure dephasing serves to overcome localiza-
tion [22]. Moving beyond pure dephasing, Ref. [23], inves-
tigates geometrical effects with a more realistic environment
model, whereas Refs. [24, 25] incorporate vibronic effects.
Since the coherent dynamics of a quantum system is gov-
erned by the Hamiltonian eigenspectrum, any disorder or
structure in the on-site energies will influence key transport
properties such as, e.g., the degree of eigenstate localization
and eigenstate-sink overlap, and the balance between reso-
nant and incoherent transport. This suggests that energy tun-
ing may be as important as geometrical arrangement, and in-
deed, as we shall argue presently, it constitutes a crucial factor
in determining transport performance.
Figure 1. (a) Schematic depiction of a typical transport network. (b)
Population dynamics and trap arrival time distribution. (c) Cartoon
illustrating the ‘hyper-ribbon’ structure of a typical transport model
manifold. (d) Fisher Information matrix (left) with a ‘sloppy’ eigen-
value spectrum (right). For parameters see SM.
In this Letter, we consider the problem of exciton (electron-
hole pair) transport through a small network of (molecular)
sites. Constructing the Fisher Information Matrix (FIM) for
our transport model, we show that its parameter space shares
many common features with mathematical models across a
variety of research fields from biology to machine learning,
in that the model is ‘sloppy’ – it depends strongly on only
a few key parameter combinations [26]. We proceed to ex-
ploit this property to analyse which physical parameters must
be controlled most carefully in order to realize fast, efficient,
and robust quantum transport. Finally, we investigate how
variations in both the transport model and the employed effi-
ciency measure affect this parameter sensitivity. In contrast to
previous works with less sophisticated vibrational models, we
find that both the on-site excitation energies and the detailed
description of the vibrational environment are of significant
importance to the transport properties of the system.
Transport model – We consider a network comprising N
sites, each modelled as a two-level system (2LS), and we as-
sume there is never more than a single excitation. Its unitary
dynamics are governed by the Hamiltonian
Hˆs =
N∑
i=1
Ei |i〉〈i|+
∑
i6=j
Vij |i〉〈j|+ H.c.
 , (1)
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2where H.c. denotes the Hermitian conjugate, Vij is the inter-
site coupling strength between localized site-basis states |i〉
and |j〉, and Ei is the on-site excitation energy for site i. For
simplicity, we here present the caseN = 4, however, our con-
clusions equally apply to other small networks, as we show in
the Supplemental Material (SM). The dipolar hopping terms
in Eq. (1) are given by Vij(~ri, ~rj) = J/|~ri − ~rj |3, where ~ri
denotes the real-space coordinates of site |i〉 and J is a cou-
pling constant (in units of eV·nm3), here assumed to be equal
for all sites.
Additionally, we account for a finite temperature phonon
environment, which couples to our transport network through
site-dependent displacements with interaction Hamiltonian
HˆI, phonon =
∑N
i σˆ
z
i ⊗
∑
k gk(cˆi,k + cˆ
†
i,k), where σˆ
z
i is the
Pauli z-operator of site i, cˆ(†)i,k is the annihilation (creation)
operator of local phonon mode k, and gk is the associated
coupling constant. For computational convenience, we as-
sume weak to moderate system-environment couplings that
are adequately described with a Bloch-Redfield master equa-
tion [9]. In this formalism, the vibrational environment pri-
marily leads to phonon-assisted transitions between system
eigenstates with rates determined by the phonon spectral den-
sity [27], for which we consider three different forms:
J1(ω) = λph
(
ω
ωc
)3
e−(
ω
ωc
)
2
[nBE(ω, Tph) + Θ(ω)] ; (2)
J2(ω) = λphΘ(ω) ; J3(ω) = λph . (3)
Here, λph controls the overall system-phonon coupling
strength. J1 is closest to microscopically-derived spectral
densities, with high-frequency cutoff ωc and ambient temper-
ature Tph reflected in the Bose-Einstein occupation (nBE).
J2 and J3 correspond to flat spectral densities at zero and
infinite temperature, respectively; the Heaviside step func-
tion Θ(ω) accounts for phonon absorption only being pos-
sible with Tph > 0 K. Within our non-secular Bloch-Redfield
treatment, the environment’s influence for J3 simplifies to a
pure dephasing Lindbladian, as used in many previous stud-
ies of exciton transport [18–21]. Note that λph corresponds
to a re-organization energy in Eq. (2), whereas in Eq. (3) it
represents a decoherence rate; however, we shall simply refer
to λph as the ‘phonon coupling strength’ in all cases. Further,
assuming equal λph for all sites, we can neglect Lamb-Shift
terms which are then inconsequential to the dynamics.
Finally, we account for two other physical processes of rel-
evance to energy transport phenomena. Namely, exciton de-
cay and extraction of the exciton from the network after suc-
cessful transport. These are simulated using the phenomeno-
logical Lindblad operators
Lˆd,i =
√
1
τi
|ground〉〈i| , Lˆt =
√
Γtrap |trap〉〈sink| , (4)
where Lˆd,i destroys an excitation at site i and Lˆt incoherently
extracts an excitation from the designated network sink to a
trap state situated in an otherwise disconnected Hilbert sub-
space (see Fig. 1a). In practice, the decay of an exciton could
(a)
(d)
(b)
(c)
Figure 2. Comparison between two transport models with differ-
ent vibrational environments: super-Ohmic J1 (a) enables phonon-
mediated transitions between energy eigenstates whereas J3 (b) re-
alizes site-basis pure dephasing (see text); (c) associated sloppiness
of the FIM eigenvalue spectra with all other parameters identical; (d)
variation of the five largest FIM eigenvalues as a function of phonon
coupling strength.
feasibly occur via radiative or non-radiative recombination.
Rates for these processes can vary significantly [1, 28], and
here we simply use an overall exciton lifetime τi = 10 ns at
each site (at the long end of the plausible spectrum) to char-
acterize recombination processes.
This provides an alternate loss channel which penalizes
particularly slow transport. Overall, the transport dynamics
of our model is governed by the Bloch-Redfield equation:
∂ρs
∂t
= −i[Hˆs, ρs] + Rˆρs + Lˆ[Lˆt]ρs +
N∑
i=1
Lˆ[Lˆd,i]ρs , (5)
where the subscript s denotes system quantities, Rˆ is our
phonon interaction Bloch-Redfield tensor, and Lˆ[•]ρ is the
usual Lindblad dissipator. Computations were performed us-
ing the QuantumOptics.jl package [29], and full parameters
for our results are provided in the SM.
Note that the ensuing analysis could equally build on other,
more accurate numerical methods for simulating open quan-
tum dynamics [30] such as polaron-transform based mas-
ter equations [31–33], hierarchical equations of motion [34],
time-dependent density matrix renormalization group ap-
proaches [35, 36] or path integral based approaches [37–39].
Fisher Information Matrix – We mainly focus on non-
equilibrium transport properties of a single quantum of en-
ergy that is generated, transported and extracted before an-
other excitation enters the system, reflecting excitation events
that are rare or transient. However, as we later show, our gen-
eral conclusions equally hold in steady-state scenarios. For
now, to investigate transport efficiency in terms of the full
time evolution of the system, we consider the probability dis-
tribution
f(t) =
1
Pmax
∂
∂t
〈trap| ρ(t) |trap〉 , (6)
3where Pmax is the final trap population. This is the likeli-
hood of the excitation arriving at the sink at some time t, nor-
malized by the total probability of successful transport (see
Fig. 1b). Using this, measures of transport efficiency such
as the mean and variance of the arrival time can be com-
puted. Our goal is to determine which, and how many, of
our model’s physical input parameters contribute most to de-
termining these properties. We explore the parameter space
of our models with the Fisher Information Matrix (FIM) [40]
which, for the distribution in Eq. (6), is defined as
gµν(~θ) = E
[ (
∂µ ln f(t, ~θ)
)(
∂ν ln f(t, ~θ)
) ∣∣∣∣ t ] . (7)
Here, E[ ... | t ] denotes the expectation value w.r.t. time,
~θ = {θµ} is the vector of input parameters (detailed in
the SM) to the transport model, and ∂µ denotes a derivative
w.r.t. parameter θµ. The FIM (7) is a metric tensor on the
model manifold (parameter space) derived from its embed-
ding in the ‘prediction’ space of possible distributions [26].
Following [41], an intuitive geometric structure emerges from
the FIM, and our transport model manifold possesses a hierar-
chy of widths corresponding to successive, exponentially less
important combinations of parameters (see Fig. 1d). Similar
geometric structures are present in many unrelated mathemat-
ical models, from a variety of scientific disciplines [42–44],
which are referred to as ‘sloppy’. Formally, the sloppiness
of a particular model is determined by the geodesic lengths
in each of the eigen-directions of the manifold. However, as
shown by Transtrum et. al. [45], the FIM eigenvalues track
these geodesic lengths, allowing us to focus on these eigen-
values as the key indicator of model sloppiness (Fig. 1c).
Throughout this work we construct the FIM using dimension-
less (log) parameters to consider relative (fractional), rather
than absolute, changes in the model input parameters. This
allows for fair comparison between parameter groups with
different physical dimensions.
Results & Discussion – We begin by investigating how
phonons affect the robustness of transport properties, as quan-
tified by the sloppiness of the model. Figure 2 compares
two transport models sharing an identical linear chain geom-
etry with degenerate on-site energies. One is subject to the
non-trivial (super-Ohmic) spectrum J1, where detailed bal-
ance causes an asymmetry in phonon absorption vs emission,
whilst the other implements simple phenomenological pure
dephasing arising from J3. This leads to different model man-
ifolds, where the strongest parameter dependencies are sev-
eral orders of magnitude larger for the first model than for the
second. As shown by the population dynamics in Fig. 2a,b
only the super-Ohmic phonon model supports coherent (site
basis) oscillations on timescales of relevance to the transport
process. In this case, the resulting interference effects con-
tribute to a dynamics that is far more sensitive to the details
of the model. However, both models are inherently sloppy;
sensitivity to small parameter changes is concentrated in a
few linearly independent perturbations, which we will now
see primarily involve the local network excitation energies.
We proceed by analysing the FIM eigenvectors to perform
Figure 3. Relative parameter importance P(θµ) for three transport
geometries. Each row panel implements the different functional
forms of phonon spectrum defined in Eqs (2)-(3) for both weak
(λw = 10−3) and stronger (λs = 10−1) phonon coupling. Insets
depict the geometries with the red and green dots representing the
source and sink, respectively. All angles and positions are in polar
coordinates with respect to the source site. The SM provides a full
description of the parameters along the x-axis.
a sensitivity analysis across different parameter regimes. This
tells us which physical model parameters have the largest in-
fluence on the dynamical evolution of the system. The linear
combination of bare model parameters of each eigenvector,
paired with the magnitude of its eigenvalue, establishes the
local (in parameter space) hierarchy of parameter sensitivi-
ties. For more general conclusions, we look for bare param-
eters which consistently have significant components in the
eigenvector(s) with the largest corresponding eigenvalue(s).
To quantify relative parameter importance we use P(θµ) =∑
i λi |eˆi · θˆµ| and normalize such that
∑
µ P(θµ) = 1, where
P(θµ) is the relative importance of model input parameter θµ
compared with all other input parameters, eˆi is the ith eigen-
vector of the FIM with eigenvalue λi, and θˆµ is the parameter
space basis vector for the bare model parameter θµ. We use
absolute values, since we are concerned with the magnitude
rather than the direction of the sensitivity [46].
Using P(θµ), Fig. 3 shows the relative parameter impor-
tance for each of the transport model’s input parameters with
a number of different phonon environment descriptions and
network geometries. For weak system-phonon coupling there
is an overall dominance in the relative importance of the pa-
rameters which control the unitary dynamics of the system
(i.e. positions and on-site energies). Furthermore, we see
a close similarity between J1 and J2 but, by contrast, for
pure-dephasing-like noise, there are qualitative differences
in parameter importance. This suggests that the presence
of an asymmetry in phonon absorption and emission rates,
derived from the thermodynamic consistency of our models
with spectra J1 and J2, is a key feature in determining which
parameters are most important in exciton transport. Physi-
cally, an up-down phonon rate asymmetry will lead to the
lower energy eigenstates becoming increasingly populated as
the evolution progresses. Therefore, the precise properties
of these lower lying eigenstates will become more impor-
tant. When there is no asymmetry in the up-down transition
4(a) (b)
Figure 4. (a) Average (solid lines) and range (shaded area) of relative
importance of different parameter groups upon varying site spacing
in a linear chain geometry. (b) Average parameter importance (main
bar) and associated variances (black error bar) for three different
transport figures of merit using 1000 randomly generated transport
models with geometries constrained within a sphere of radius r (in
nm). All parameters other than the geometries were subject to 10%
disorder around their respective means. Coloured vertical lines in (a)
indicate the average nearest neighbour couplings across 1000 ran-
dom geometries from (b).
rates then, in the absence of an extraction process, the system
would tend towards a maximally mixed state with equal pop-
ulation on all sites. In that case, the precise details of the sys-
tem Hamiltonian and its resulting eigenstates will be less im-
portant, and thus Hamiltonian parameters (site positions and
excitation energies) will have less influence on the system’s
dynamics. Finally, we note that stronger phonon coupling
tends to exaggerate the above-discussed effects: for J1, J2,
the lower energy states are populated more quickly and so the
details of these states, and the different on-site energies and
positions which determine them, are more important. Sim-
ilarly, for strong coupling J3, the maximally mixed state is
reached more quickly, regardless of the initial configuration.
Therefore, the most important considerations are simply how
close the sink site is to all others and the extraction rate Γtrap.
For the remainder of this Letter, we focus on the super-
Ohmic J1 phonon environment and turn to look more closely
at the Hamiltonian parameters. We find that there is a con-
nection between coherent coupling strength and the relative
importance of network geometry vs. on-site energy config-
uration. Figure 4a compares these two classes of parame-
ter for a degenerate linear chain, showing that the geometry
becomes more important as the coupling between sites in-
creases. However, on-site energies dominate over the network
geometry up to nearest neighbour hopping of order 100 meV.
This can be explained as follows: as coherent couplings in-
crease, eigenenergy splittings also increase. For structured
spectral densities such as J1, this entails larger differences be-
tween rates of the various phonon-mediated eigenstate tran-
sitions. In the SM we show that this energy-position impor-
tance crossover disappears for less realistic phonon models.
The shaded regions in Fig. 4a are bounded by the obtained
maximal/minimal values of P(θµ) when restricting ~θ to en-
compass only the corresponding parameters.
Figure 4b corroborates the dominant importance of on-site
energies across a large region of parameter space. Its pan-
els show the average relative parameter importance for ran-
domly generated network geometries inside a sphere of ra-
dius r with source and sink sites fixed at opposite poles, as
in Refs. [18–20]. Consequently, the average separation – and
coupling strength – is inversely related to r. Random disorder
is also applied to all other transport parameters (see SM). In
all cases, we restrict to randomly generated networks whose
time evolution lasts no longer than 1 ns, since we are inter-
ested in networks exhibiting relatively efficient transport. The
top panel shows the results for the ‘arrival time’ distribution
of Eq. (6). The middle panel shows results for a different
indicator of successful transport, namely the ‘loss time’ dis-
tribution
f(t) =
1
Ploss
∂
∂t
〈ground| ρ(t) |ground〉 (8)
which describes the probability of the exciton recombining at
time t, normalized by Ploss as the probability of being lost
overall. Finally, we consider the steady-state current into the
trap, Iss = Γtrap 〈sink| ρss |sink〉 for which we have added
an injection term Lˆ[√Γinj σˆ+1 ]ρs to Eq. (5) for re-populating
the source site. In this case, the figure of merit is a scalar
quantity, rather than a full probability distribution, so the in-
formation geometric interpretation becomes trivial, since the
manifold embedding (‘prediction’) space is now 1D. Con-
sequently, this bottom panel simply shows the magnitudes of
the partial derivatives of the scalar model output.
As shown in Fig. 4b, once we move away from the ideal-
ized degenerate linear chain to random geometries with dis-
order in other model parameters, the importance of tuning
the on-site energies dominates that of network geometry, re-
gardless of the adopted efficiency measure. By comparing
with the vertical lines in Fig. 4a, we see that the transition of
importance from on-site energies to network geometries for
stronger couplings – as seen in panel (a) – no longer occurs,
even for r = 1 nm, with average nearest-neighbour couplings
approaching 100 meV. Whilst all three distributions show the
trend of positions becoming slightly more important with de-
creasing sphere radii, we nonetheless conclude that the ener-
gies remain far more important on average. Previous stud-
ies have argued that, for photosynthetic systems under inco-
herent illumination, only steady-state transport properties are
relevant [14, 47]. Our steady-state current measure in Fig. 4b
shows that our results also hold under this condition.
Finally, we compare our insights into the importance of
on-site energies vs. coherent couplings against experimen-
tally estimated Hamiltonians for the photosynthetic Fenna-
Matthews-Olsen (FMO) complex, see Ref. [48] and the SI
of [49]. For both these Hamiltonians, the average magnitude
of the coherent nearest neighbour coupling is calculated to be
0.0065 eV and 0.0078 eV, respectively. Our analysis lets us
infer that the on-site energies, rather than geometric consider-
ations, are the most influential in determining the dynamical
transport properties generated by these Hamiltonians.
Conclusion – We have demonstrated that open quan-
tum systems models of exciton transport have a ‘sloppy’
5model manifold structure, in common with many other multi-
parameter models from a variety of scientific domains. For
generic transport models, we found the extent of the slop-
piness to depend on the nature of the phonon environment
and, in particular, the coupling strength and finite temperature
asymmetry in transition rates. Making use of the intrinsic hi-
erarchy of parameter importances implied by the sloppiness
of our model, we performed a parameter sensitivity analysis
to understand which physical features of the system most af-
fect its transport performance.
Our results underline the importance of a tailored on-site
energy landscape for achieving efficient quantum transport.
Intuitively, this reflects the fact that onsite energies have a di-
rect influence on both the unitary and non-unitary dynamics
through their effects on the eigenenergies and eigenstates of
the system, simultaneous governing coherent as well as dis-
sipative processes. Importantly, our conclusions demonstrate
considerable robustness to disorder in the model’s input pa-
rameters. This suggests they may be of use in establishing
design principles for future practical applications.
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Supplementary Material
Model Parametrization
In this section, we provide some details on our transport
model parametrization and how these parameters are used in
the FIM. Each of the sites in our transport network is parame-
terized by an on-site energy Ei, an intrinsic decay lifetime τi,
and a real space site position. The positions are specified in
spherical coordinates with the ‘source’ site fixed at the origin
so that sites 2 toN have coordinates (r1i, θ1i, φ1i), which de-
note their position relative to the source. In order to charac-
terize the vibrational system-environmental coupling in our
model, we use an overall system-phonon coupling strength
λph and an environmental temperature Tph. To describe the
exciton extraction process we use a rate Γtrap. This means
that all our environmental processes are captured in these
three variables. Combining all of these, for a four-site net-
work, we have a vector of parameters given by
~θ =
{
E1, E2, E3, E4, τ1, τ2, τ3, τ4,
r12, θ12, φ12, r13, θ13, φ13, r14, θ14, φ14,
Γtrap, λph, Tph
}
,
with respect to which we then take derivatives in order to form
the FIM. For example, the matrix element g12 is given by
g12 =
∫ ∞
0
dt
1
f(t, ~θ)
∂f
∂E1
∂f
∂E2
, (9)
where f is the either the ‘arrival-time’ or ‘loss-time’ proba-
bility density function defined in the main text. All of the par-
tial derivatives and the subsequent integration are performed
using numerical methods. Due to the factor of 1/f in the
integrand, the computations can be susceptible to numerical
noise in some cases. To overcome this in our implementation,
we cut off any parts of the integrand which are dominated by
numerical noise.
As mentioned in the main text, we use a log-
parametrization in order to make the FIM dimensionless. Ex-
plicitly, if we let θ˜ = log θ, then the differential element de-
scribes a relative change in the parameter
dθ˜ =
dθ
θ
, (10)
rather than an absolute change. Furthermore, for an arbitrary
probability distribution y(θ), we can write
∂y
∂θ˜
= θ
∂y
∂θ
, (11)
which is a dimensionless quantity. We use this procedure for
all model parameters except the angular co-ordinates of each
site, since these angles are already dimensionless quantities
and can have an arbitrary factor of {2npi : n ∈ Z} added
to them; this would have the effect of artificially ‘inflating’
the logarithmic angular derivatives due to the factor of θ in
Eq. (11).
Default Transport Parameters and Geometries
The table below lists the default set of transport model pa-
rameters used throughout the main text and SM unless other-
wise specified (apart from the Γinj parameter which is only
used when looking at the steady state current figure of merit,
otherwise it is set to zero). The value of the dipole coupling
constant J in the main text was taken to be 10−8 eV · nm3
since this leads to couplings in the 10’s of meV for dipoles
separated by 1 or 2 nm.
Parameter Value
Ei 2 eV
τi 10 ns
Tph 300 K
λph 0.01 eV
Γtrap 0.001 eV
Γinj 0.0001 eV
As for the geometries used in the main text figures, the
dynamics plot in Fig. 1 uses a linear chain geometry with
3 nm nearest neighbour (NN) spacing, the FIM in the same
figure uses a square network with side length 1 nm. In Fig. 2
we also use a linear chain geometry with NN spacing at 3 nm
for both J1 and J3 models.
6Randomization Procedure
Here we briefly describe the process used to generate the
random networks for Fig. 4 of the main text (and Fig. S10).
In order to generate the random geometries in a sphere of
radius r, we first fix the source and sink sites at Cartesian co-
ordinates (−r, 0, 0) and (r, 0, 0) respectively.[50] Then, for
sites 2 to N − 1, we generate random coordinates within the
sphere of radius r centered on the origin. Once all site po-
sitions have been generated, we check that no two sites are
closer together than 0.5 nm and, if they are, then we generate
new site positions for all sites. Although a spacing of 0.5 nm
would, in practice, likely invalidate the point-dipole approx-
imation and lead to very large nearest neighbour couplings,
we choose this as our cutoff so as not to discard too many ge-
ometric configurations for a sphere of radius 1 nm. Further-
more, as can be seen from the vertical dashed lines in Fig. 4
of the main text, the average nearest neighbour coupling for
the r = 1 nm sphere was around 100 meV. This tells us that,
on average, the nearest neighbour spacings were much closer
to 1 nm, so the precise value of the "too close" cutoff is not
important. Once the site positions are acceptable, we then
add some disorder to all other base model parameters such
that θi = θi0(1 + 0.1δ) where δ is a random variable drawn
from a normal distribution with a mean of 0 and a variance of
1. The values of the various θ0’s are listed in the table in the
previous section of the SM.
Validity of Previous Studies
Although the main text emphasizes that on-site energies
are the important transport parameters in most typical param-
eter regimes, we note here that this does not invalidate the
previous studies mentioned at the beginning of the main text.
Fig. S5 shows a repeat of the left hand panel of Fig. 4 in the
main text with the phonon spectrum changed to an infinite
temperature flat spectrum (J3 in the main text). This gives
rise to the phenomenological pure dephasing (in the site ba-
sis) considered in previous studies. It is clear here that the
position parameters have a stronger influence on the transport
properties, over a large range of nearest neighbour hopping
strengths, with this type of vibrational environment descrip-
tion. Therefore, for many of the models constructed in pre-
vious literature, it is sensible to focus on optimizing the ge-
ometric arrangement of sites in order to to achieve efficient
transport. However, with our more realistic model we find
that this is no longer the case.
Varying Number of Sites
Figures S6-S10 demonstrate that our results are not lim-
ited to networks with only four sites. In Figures S6 & S7 we
use a degenerate linear chain network and fix the distance be-
tween nearest neighbour sites which leads to an increase in
the source-sink distance with increasing number of sites (N ).
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Figure S5. A repeat of the parameter group importance vs nearest
neighbour coupling strength plot from the main text, except that the
phonon environment has been changed to cause phenomenological
site-basis pure dephasing. This leads to clear qualitative differences
in the relative importance of the different parameter groups. The
‘notch’ around 0.065 eV in the upper bound of the position parame-
ter importance occurs due to a level crossing in the FIM eigenvalues,
the details of which are unimportant to the main message of the plot.
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Figure S6. Parameter importance for linear chain networks while
varying the number of sites in the chain. The source and sink site are
kept as the first and last sites in the chain for all N . Nearest neigh-
bour distances were fixed at 1 nm (leading to nearest neighbour cou-
plings around 80meV), therefore the distance between source and
sink increases with N .
Fig. S6 has nearest neighbour distances fixed at 1 nm which
leads to strong nearest neighbour couplings (∼ 80 meV) and
shows that, in all except the three-site network, the positions
are somewhat important relative to the site energies. We also
see that as N increases, the positions of the end sites in the
chain (i.e. those nearest the sink) become much more impor-
tant. This feature can be explained by a combination of two
considerations. Namely, the change in the overlaps of the
various system eigenstates with the sites of the chain nearest
the sink and the fact that, as the chain length increases, the
time evolution lasts longer. This provides more time for the
asymmetric phonon-mediated eigenstate transitions to funnel
the excitation into the lower energy eigenstates which have
a small overlap with the sites near the sink relative to sites
nearer the center of the chain.
For the case shown in Fig. S7, which has a larger nearest
neighbour spacing of 2 nm, leading to weaker nearest neigh-
bour coupling (∼ 10 meV), the couplings are weak enough
that only the on-site energies are important for all values of
N considered here. This agrees with the conclusions of the
main text.
In Figures S8 & S9, instead of fixing the nearest neighbour
distance, we fix the source-sink distance (i.e. the distance
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Figure S7. Parameter importance for linear chain networks while
varying the number of sites in the chain. All parameters are kept the
same as in Fig. S6 other than the nearest neighbour distances, which
were increased to 2 nm, so that the nearest neighbour coupling is
around 10meV.
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Figure S8. Parameter importance for linear chain networks while
varying the number of sites and keeping a constant source-sink dis-
tance of 5 nm. TheN−2 intermediate sites are evenly spaced along
the line connecting source to sink, so that higherN leads to stronger
nearest neighbour coupling. With six sites and 5 nm between source
and sink, the sites end up being < 1 nm apart which, in practice,
would be likely be beyond the limits of the point dipole approxima-
tion, therefore we stop at six sites here.
from one end of the chain to the other) and then vary the
number of (equally spaced) intermediate sites. This means
that as N increases, in contrast to Figures S6 & S7, the
nearest neighbour coupling strength between sites also in-
creases. Fig. S8 shows the relative parameter importance us-
ing a source-sink separation of 5 nm. Here we see that as
N increases, the resulting increase in nearest neighbour cou-
pling strength causes a transition from on-site energies to site
position parameters being the most important for the transport
dynamics. For a six-site chain with 5 nm source-sink separa-
tion, the nearest neighbour couplings are ∼ 0.15 eV in our
model and so, based on the findings of the main text, it is ex-
pected that site positions become important in this parameter
regime. This is exactly what we observe in the Figure.
In Fig. S9, we now fix the source-sink distance at 10 nm.
In this case, we see that there is a marginal increase in posi-
tion parameter importance as we increase N ; however, even
for an eight-site chain, the on-site energies are still far more
important. This reinforces the conclusion of the left hand
panel in Fig. 4 of the main text, since an eight-site chain with
10 nm source-sink separation leads to nearest neighbour cou-
plings ∼ 35 meV. This coupling strength is clearly below
the ‘crossover’ region in the main text plot where, on aver-
age, position parameters start to become more important that
on-site energies.
As well as looking at varying the number of sites in a linear
degenerate chain as done above, we can also look at the rel-
ative parameter importance for randomly generated networks
with more than four sites. Fig. S10 shows a plot similar to
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Figure S9. Parameter importance for linear chain while varying the
number of sites in the same way as Fig. S8. In this case, the source-
sink distance is held constant at 10 nm.
Figure S10. Average parameter importance for 100 randomly gen-
erated six-site networks. Generated in the same way as Fig. 4 in the
main text.
the right hand panel of Fig. 4 in the main text. The difference
here is that we instead use six-site transport networks, still
with source and sink fixed at opposite poles of a sphere of ra-
dius r and all other sites randomly placed within the sphere.
All other model parameters also have disorder added to them.
As with the main text figure, we restrict ourselves to random
networks with relatively short steady state times (< 1 ns) since
we are not interested in cases which exhibit localisation ef-
fects or poor transport performance. Furthermore, instead of
looking at spheres of radius {1, 2, 3} nm, as in the main text,
we instead use r = {2, 3, 4} nm, so that the six-site networks
are not overly compact in their spatial arrangement. Since the
relative parameter importance for six-site networks is compu-
tationally more expensive to calculate, we only use 100 ran-
domly generated networks here, rather than the 1000 used in
the main text. This figure clearly agrees with our conclusion
that the on-site energies are generally more important to the
dynamics for the transport model described in the main text.
Again, we can see a marginal decrease in the importance of
the various position parameters with increasing r, but this is
negligible in comparison to the importance of the on-site en-
ergies.
8Scalar Figures of Merit
Finally, we briefly comment on the differences in the sensi-
tivity analysis procedure for the scalar steady state time figure
of merit compared with the two distribution figures of merit
defined in the main text. For a simple ‘binary choice’ scalar
figure of merit of the form
f(x, θ) = P (θ)x(1− P (θ))1−x, (12)
it can be shown that the FIM elements reduce to
gµν =
(
1
P
+
1
1− P
)
∂P
∂θµ
∂P
∂θν
, (13)
and for this form of FIM, the Information Geometric picture
is no longer valid (since the ‘embedding space’ is now 1D). In
this case, all except one of the FIM eigenvalues are trivially
zero. Even though our steady state current figure of merit
does not fall into this ‘binary choice’ category, it is still a sim-
ple scalar quantity. Therefore, for the parameter importance
we simply use the matrix of partial derivatives given by
gµν =
∂Iss
∂θµ
∂Iss
∂θν
, (14)
such that the eigenvector of this matrix corresponding to the
only non-zero eigenvalue gives us the direction of steepest
ascent in parameter space (i.e. ~∇Iss) and the gradients along
all orthogonal directions are zero. The absolute values of the
components of this eigenvector in the bare parameter basis
then give us the relative importance of each model input pa-
rameter on the steady state current. This is more similar to a
traditional sensitivity analysis rather than the method used for
the arrival and loss time distributions described in the main
text.
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