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Abst rac t - -The  paper addresses the properties of finite element solutions for the Helmholtz equa- 
tion. The h-version of the finite element method with piecewise linear approximation is applied to 
a one-dimensional model problem. New results are shown on stability and error estimation of the 
discrete model. In all propositions, assumptions are made on the magnitude of hk only, where k is 
the wavelength and h is the stepwidth of the FF_.~mesh. Previous analytical results had been shown 
with the assumption that k2h is small. For medium and high wavenumber, these results do not cover 
the meshsizes that are applied in practical applications. The main estimate reveals that the error 
in Hi-norm of discrete solutions for the Helmholtz equation is polluted when k2h is not small. The 
error is then not quasioptimal; i.e., the relation of the FE-error to the error of best approximation 
generally depends on the wavenumber k. It is noted that the pollution term in the relative rror is of 
the same order as the phase lead of the numerical solution. In the result of this analysis, thorough and 
rigorous understanding of error behavior throughout the range of convergence is gained. Numerical 
results are presented that show sharpness of the error estimates and highlight some phenomena of 
the discrete solution behavior. The h-p-version of the FEM is studied in Part II. 
Seywords - -He lmhol tz  equation, Finite element method, Elliptic, Partial differential equation. 
1. INTRODUCTION 
Boundary value problems for the Helmholtz equation 
Au + k2u = f,  
where k is the wave number,  arise in a number of physical applications [1], in part icular in 
problems of wave scattering and fluid-solid-interaction [2].
The qual ity of discrete numerical solutions to the Helmholtz equation depends ignificantly on 
the physical parameter k. It is clear and well known that  the stepwidth h of meshes for finite 
element or finite difference computat ions should be adjusted to the wavenumber k. In practice, 
one usual ly follows a "rule of the thumb" of the form [3, p. 71] 
kh = const. 
In computat ions with low wavenumber, this rule leads to sufficiently correct results. The qual ity 
of numerical  results, however, deteriorates if the wavenumber k increases. Thus, Bayliss et al. [4] 
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solve the two-dimensional Helmholtz equation by piecewise linear FEM and tabulate the errors 
in L2-norm. The results show that the errors grow with k for k h = const. On the other hand, the 
errors are bounded on a series of meshes with k3h 2 ~ const. A convergence theorem is stated in [4] 
under the assumption that k2h is su]flciently small. As a consequence of this theorem, it is shown 
that for certain classes of data the relative errors are O((kh) p) in Hi -norm and O(k(kh) p+I) in 
L2-norm, where p is the order of polynomial approximation. The theorem from [4] has been 
rigorously proven for one-dimensional Helmholtz problems and piecewise linear approximation 
by Aziz et al. [5] and Douglas et al. [6]. In particular, it is shown that, if k2h is sufficiently 
small, the error in Hl-seminorm satisfies a quasioptimal estimate 
[u - u.fe[1 <_ C inf [u - v i i  , 
VE Vh 
where Vh is the finite element subspace and C is a constant hat does not depend on k and h. 
However, the assumption on k2h is unsatisfactory from a practical point of view since it gen- 
erally holds on very fine mesh only. 
To the knowledge of the authors, no error estimates for finite element solutions of the Helmholtz 
equation are known in the practically relevant case when the magnitude of kh is constrained. In 
this paper, we show for a one-dimensional model problem new results on stability and error 
estimation that hold under assumptions on the magnitude of kh only. This is called the pre- 
asymptotic case, whereas tatements with the assumption that k2h is small are called asymptotic. 
The paper is the first in a series dealing with the Galerkin finite element method for Helmholtz 
problems. In this first part, we restrict ourselves to piecewise linear approximation (p = 1) and 
concentrate on the Hi-norm of the error. 
As a result of this analysis, a thorough and rigorous understanding of the error behavior of 
the finite element solution throughout he range of convergence is gained for the most simple 
case. However, as investigation of a fluid-solid interaction problem [7] and of the two-dimensional 
Helmholtz equation [8,9] have shown, the results of this basic investigation are well suited to 
explain the error behavior of more complicated Helmholtz problems. 
In particular, it will be shown here that the relative error of the FE-solution in Hl-seminorm 
generally can be written as 
gl ~-- Clkh + C2k3h 2. 
The first member on the right hand side reflects the approximation error which is of local charac- 
ter; it is present also in the asymptotic estimates. The second part is due to numerical pollution. 
This is a global effect hat can be connected to a phase lead of the numerical solution. Note that 
the asymptotic estimate 
~1 <_ Ckh 
follows from the preasymptotic estimate if k2h is small. The effect of numerical pollution in the 
HI-estimates i asymptotically negligible which leads to the previously known estimates. 
As a prerequisite to the error estimate, the Babu~ka-Brezzi constant is computed here, both on 
the full space and in the finite element subspace. The constant is found to be of order k -1 in both 
cases. This is in correlation with previous numerical results reported by Demkowicz [10, p. 83] 
for a one-dimensional coustic fluid-structure interaction problem. 
We remark that the observation of the phase lead in discrete solutions for Helmholtz prob- 
lems has given rise to specific modifications of the finite element method (e.g., the Galerkin 
Least Squares (GLS) method [3,11,12]. These methods can be interpreted in a broader sense 
as generalized finite element methods [9,13]. The reduction of the phase lead achieved by the 
GLS-method is equivalent to raising the order of k, h in the pollution term of the preasymptotic 
error [13]. In one dimension, the phase error can be eliminated without sacrificing the optimal 
order of convergence. In two dimensions, it is not possible to eliminate pollution entirely by any 
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modification of the Galerkin finite element approach [12,13]. A generalized FEM that leads to 
minimal phase error for arbitrary wave direction in two dimensions is presented in [9]. 
The paper is organized as follows. We start (Section 2) with a recollection of existence, unique- 
ness and stability results in the strong sense. We then show existence-uniqueness for the weak 
solution and compute the Babugka-Brezzi constant. These results are the prerequisite for the 
main subject, the analysis of the finite element solution (Section 3). We first (Section 3.1) recall 
a standard approximation result in H 1 showing that the relative approximation error is O(hk). 
We then (Section 3.2) formulate and prove a statement of existence-uniqueness for the finite ele- 
ment solution following Douglas et al. [6]. The proof is outlined in detail in order to keep track 
of all restrictions on h and k. The essence of the argument is that the finite element solution is 
quasioptimal provided the magnitude of hk 2 is sufficiently small. We then turn to the preasymp- 
totic analysis where we make assumptions on the magnitude of hk only. Here, the finite element 
solution is analyzed via it's Green's function representation. 1 We investigate stability and show 
that on the finite-dimensional level the B-B-constant is of order k -1. We then show that the rela- 
tive error in Hi -norm is bounded if hk and h2k 3 are appropriately constrained. In the numerical 
evaluation (Section 4), we present results from various computational experiments, applying and 
illustrating the main results of our study. We show, in particular, that the restriction of hk 2 is 
indeed necessary for quasioptimality of the finite element solution. The numerical experiments 
also prove that the theoretical error estimates are sharp. 
2. THE MODEL PROBLEM 
In this section, we prove existence-uniqueness of the solution to the one-dimensional reduced 
wave equation with Dirichlet and nonrefiecting boundary conditions. We analyze the cases u E 
H2(0, 1) and u E Hi(0, 1) separately and show that different stability conditions apply for these 
two cases. The construction of the Green's function to the problem is essential to both proofs. 
2.1. The  Boundary  Value Prob lem 
Let f~ -- (0, 1) and let on ~ the boundary value problem Lu = - f  be given: 
u"(x) 4- k2u(x) -= - f (x ) ,  (2.1) 
u(o) = o, (2.2) 
u'(1) - iku(1) -= 0, (2.3) 
where, for simplicity, f(x) E C1(0, 1) and k - const., k C R,k > 0. 
Physically, if u is the variation of pressure in an acoustic medium at a fixed time, equation (2.1) 
is the equation of a plane wave with (nondimensional) wave number 
wL 
c 
where w is a given frequency, L is the measure of the domain and c is the speed of sound in the 
acoustic medium. In x = 0, a Dirichlet boundary condition is given (prescribed pressure); the 
mixed boundary condition in x = 1 is a Robin condition which in the one-dimensional case is 
equivalent to the Sommerfeldt radiation condition. 
Notat ion  
By L2(~) := H°(fl), we denote the space of all square-integrable complex-valued functions 
equipped with the inner product 
(v, w) := ~ v(x)ff~(x) dx 
1The analysis is thus limited to uniform meshes. However, similar error behavior has been observed in numerical 
computation on highly irregular meshes [13]. 
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and the norm 
We use the notation Hs(~) for the the Sobolev spaces of (integer) order s in the usual sense. 
Besides the usual full norm on Hs, we will also consider the seminorm 
luls = ll0Sull, 
where OSu is the s-derivative of u in the distributional sense. Note that for functions atisfying 
a Dirichlet condition (2.2), the seminorm lull is equivalent to the full HLnorm llullt = (lul 2 + 
Ilu112)1/~]. 
Existence and Uniqueness in H2(0, 1) 
The BVP (2.1)-(2.3) has a unique solution in the space H2(0, 1). For the proof see, e.g., [5]. 
The existence of the solution is concluded from the following construction. 
Inverse Operator  
The Green's function of the BVP (2.1)-(2.3) is 
k{sinkxeikS; O<x<s,  
G(x,s) = (2.4) 
sinkseikz; s < x < l. 
The solution u(x) of (2.1)-(2.3) exists for all k > 0 and can be written as 
u(x) = G(x, s)f(s) ds. 
LEMMA 1. Let u • H2(0, 1) be the solution to the BVP (2.1)-(2.3). Then, i f ]  • L2(0, 1) 
Ilull ___ k - l l l f l l ,  (2.5) 
lull _< II/11, (2.6) 
lul2 _< (1 + k)ll/ l l .  (2.7) 
PROOF. See Douglas et al. [6]. i l  
REMARK 1. The aforementioned results are valid also for the adjoint problem (2.1), (2.2) and 
u'(1) + iku(1) = O. 
2.2. Var iat ional  Formulat ion and Weak Solut ion 
Consider the variational problem. Find u • 1/1 such that 
13(u, v) = (u'(x)V'(x) - k2u(x)~(x)) dx - iku(1)V(1) = ~(v), (2.8) 
where 
L 1 ~(v) = f(x)V(x) dx, (2.9) 
holds for all v • 1/2. With 
V, = V2 = H(lo)(0, 1):= {v • Hi(0, 1) Av(0) = 0}, (2.10) 
this problem (2.8) is equivalent to the BVP (2.1)-(2.3) in the sense that for sufficiently smooth 
data any weak solution of (2.8) is a "strong" solution of (2.1)-(2.3). 
For test functions v • Hi(0, 1), the problem (2.8) is well defined if the data f lies at least in 
the dual space 
H- I (O ' I ) :={ f if i - l := sup ' f~fv'  } 
~H~o>(~) Ivl---T < c¢ 
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Cont inu i ty  o f  the  fo rm B 
Applying Poincard's inequality, we obtain the continuity estimate 
IS(u,v)l < Co(k)luldvh, 
with Co = 1 + k+ k 2. 
Existence-uniqueness of the weak  solution 
We first show uniqueness. It suffices to show that u = 0 is the only homogeneous solution 
of (2.8). Hence, equation (2.8) hold with Jr(v) = 0 for all v. Then for v = u, 
/ol B(u,  u) --- (u ' (x) f i ' (x)  - k2u(x) f i (x ) )  dx - /ku(1) f i (1 )  = 0. 
Since the right-hand side of this equation is real, it follows that u(1) = 0, hence, 
Vv E V : u '~'dx = k 2 u~ dx. 
Taking v = x, we have 
/0 /0 0 = u(1) - u(0) = u'dx  = k 2 uxdx .  
Assume now f l  ux"dx  = 0 for some natural n, then partial integration yields 
- - -  Ut X n+l  dx  -~ uT, n'[-2 dx .  
0= ~+1 (~+ I ) (~+2)  
It follows by induction that 
0 = ux  8dx,  s = 1,3 ,5 , . . . .  
Since, as a consequence from Miintz's theorem [14, p. 45], the set 
span {x' I s = 1 ,3 ,5 , . . .}  
is dense in L2(0, 1), we conclude that u - 0. 
For the proof of existence, we observe that for the form B, a Ghrdings inequality 
(B(u, u)) + Cll. I I  2 >_ Ilull~ (2.11) 
holds for C = C(k)  = 1 + k 2. We then have (see, e.g., [15, p. 194]) the alternative statement: 
either there exists a nontrivial solution of the homogeneous problem Lu  = 0 with Dirichlet 
data 0, or a solution of Lu  = f with Dirichlet data 0 exists for every sufficiently regular f .  Since 
uniqueness has been proved, existence follows. The proof is completed. 
REMARK 2. As in the strong case, we remark that existence-uniqueness holds obviously also for 
the adjoint form 
B*(u, v) = (u'(x)¢(x) - k%(x)~(x)) dx + iku(1)e(1). 
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Stab i l i ty  in H I -norm and Babu ika -Brezz i -constant  
Stability in the weak case f E H- I (~)  is concluded from the following theorem. 
THEOREM 1. Let V = H~o)(O, 1) and B : V x V ~ C as de/ined in equation (2.8). The Babu~ka- 
Brezzi stability constant 
7 := inf sup IB(u,v)l 
~V~v lulllvla 
is of order k-1; more precisely, there exist positive constants C1, C2 not depending on k such 
that 
Ca < 7 < C2 (2.12) ~--  -T  
PROOF. Let us first proof the left inequality of (2.12). We will show that for any given u E V 
there exists an element v E V such that 
C 
IB(=,v)l > ~l=la Ivll. (2.13) 
Let u ~ V be given. Define v := u + z where z is a solution of the problem 
Vw • V : B(w, z) = k2(w, u). (2.14) 
The solution z exists and is uniquely defined. Furthermore, since u • Hi(0, 1), z is a solution of 
the BVP (2.1)-(2.3) with data k2u, hence z = k s f l  G( x, s )u( s ) with the Greens function G( x, s) 
from equation (2.4). Then 
IB(u,v)l > ReB(u,v) 
= Re (B(u, u) + m(u, z)) 
= Re (re(u, ~) + B(~, z) + ks(u, ~) - k2(~, ~)) 
= aeB(~,~)+ k~llull 2 = I~1~. 
Now, if we show that 
C 
I~li > ~ Ivla, (2.15) 
we have proved inequality (2.13) and the inf-sup-condition follows. 
To obtain inequality (2.15), integrate by parts the Green's function representation f z, 
z(x) = k2 (H(x, 1)u(1)- ~olH(x,s)u'(s)ds) , (2.16) 
where I' H(x, s) := G(x, t) dr. 
Differentiating this equation and taking absolute values, we get by triangular inequality 
( /0' ) iz'(x)l < k 2 IH.(x, 1)l I=(1)l + IH,(z, s)u'(s)l ds 
< k 2 (IHx(x, 1)l + IJHxJl)Juli 
By direct computation, IHz(x, 1)1 < 1/k, IIHxll _< 1/k, hence, 
Iz[x < 2kJuJi. 
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Consequently, 
IV[1 __~ lull -~- IZ[1 <~ (1 + 2k)[u]l 
and, finally, 
C 
i~ll > ~lvl l  
for k > 1. Together with equation (2.15), this validates the upper bound of the B-B-constant. 
To prove the lower bound, it is sufficient to find some function zo(x) E V for which 
i~(zo, v)i < ~-Ivll. 
w :  IZol----7- 
Consider the function 
sin kx 
Zo(X) = ~(~)  k 
where ~ E C~(0, 1) does not depend on k and is chosen such that 
zo(O) = Zo(1) = ~'(o) = z ' (1)  = o. (2.1~) 
We further equire 
izoil > 
for some ~ > 0, not depending on k (take, e.g., ~(x) = x(x - 1)2). Then 
IS(zo,v)] < l ls(zo, v) I 
Vv e V : Izoll - 
and with equations (2.17), we obtain by partial integration 
/0 Vv s y : B(Zo, V) = - (z" + k2zo)~. 
Direct computation shows that 
z~o ~+ k2zo = ~o" sin kx + 2~'(x) cos kx. 
Define /: ~(~) := (z"(8) + k2~o0)) e~, (2.18) 
then 
u(1)~(l) ~01 I [B(Zo, V)[ = - u(x)O'(x)dx <_ (]u(1)[ + iJull)Jvh. 
On the other hand, integrating zy parts in equation (2.18), it is easy to see that 
1 It 
lu(1)l _< ~lk 0 l[oo 
and 
1 
Ilull < ~ (ll~"iloo + 21l~'lloo) • 
Hence, there exists a constant C such that 
C 
(M1)i + ifuli) -< ~.  
Consequently, 
C 
vv e v :  IB(zo, v)l < -f Ivll 
and the proof is completed. | 
From general theory [16, p. 112] we then have the following corollary. 
COROLLARY 1. Let u E Hi(O, 1) be asolution o£the variationa/problem (2.8). Then the stability 
estimate 
lull <- Ckl/I-1 
holds for constant C not depending on k. 
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3. FINITE ELEMENT SOLUTION 
Following preliminary definitions, we state approximability of the exact solution as a direct 
conclusion from the approximation properties of the finite element space and stability (3.1). We 
then study the conditions for discrete stability and quasioptimal error estimates in the asymptotic 
range. 
After that, we proceed to the study of the finite element solution in the preasymptotic 
range (3.2). We show the inf-sup condition and prove the main theorem, stating an error es- 
timate in Hi-norm with assumptions on the magnitude of hk only. The section is concluded with 
some comments. 
3.1. Approx imabi l i ty  and Quas iopt imal  Error Est imate  
Notat ion  
Let on Q a uniform mesh of n + 1 nodes 
Xh = {xj  = J ,  j =O, 1 , . . . ,n}  C [O, 1] (3.1) 
be given. The stepsize is h = 1/n. The intervals [Xj_l, xj] are called finite elements. We define 
the subspace Sh(f~) C Hl(f~) as the set of all functions u E Hl(f~) such that the restriction of u 
to any element [X~-l, x~] is a linear function. We further define the subspace 
Vh = Sh[0, 1) := {v • Sh(O, 1),v(O) --- 0}. 
A function u • Vh is called the finite element solution of the variational problem (2.8) if B(u, v) = 
~(v) for all v • Vh. 
Further, a function defined on Xh is called a mesh function and will be referred to by sub- 
script h. For a mesh function u = Uh, we will denote left and right differences, respectively, 
by 
d~ u := u(xi) - u(xi-1) Di u := u(xi+l) - u(x~) 
hi ' h~+l 
In the linear space of mesh functions, an inner product in L2-analogy is defined by 
(fh, gh)h = h ~ fj~j. 
j-=l 
We will denote the discrete L2-norm by [[. H. The discrete analogon to the HLseminorm is given 
by 
n 
-- h Id,  l 
i-----1 
Note that for any piecewise linear function u with nodal points on Xh, we have lUll = lUhll, i.e., 
the discrete and exact Hi-norms are identical. We will use the discrete Dirac symbol defined as 
1, i f /= j ,  
~ij := 
0, i f /  # j .  
Approx imat ion  propert ies  of  Sh(~2) 
It is well known that in one dimension, the best piecewise linear approximation i  Hl-seminorm 
to a function u • Hl(f~) is the interpolant ul. Furthermore, if u • H~(~), there holds the 
following lemma. 
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LEMMA 2. Let u 6 H2(0, 1) and u1 6 Sh(O, 1) be the piecewise linear interpolant of u. Then 
inf I lu- vii < I lu- uJII < lull, (3.2) vESh -- -- 
inf [u -v [1 .~[u -U i [ l<  (h~ [1/.[2 , (3.3) 
vESu 
[,U - Ul[[ ~_ ( h ) [u - ui[1 . (3.4) 
PROOF. See, e.g., [17, p. 45]. | 
Hl-approximability for Helmholtz problems now immediately follows. 
THEOREM 2. Let u 6 H2(~) be the solution of the variational problem (2.8)--or, equivalently, 
of the BVP (2.1)-(2.3)--for given data f 6 L2(f~). Then 
lu - u,  I1 _< h(x + k)ll/H. 
PROOF. Combine Lemmas 1 and 2. | 
We now reproduce a quasioptimal error estimate shown by Douglas et al. [6], paying special 
attention to the constants involved in the estimates. The proof is detailed in the Appendix. 
THEOREM 3. Let f • L2(O, 1) and let u E H2(0, 1) be the exact and ufe e Sh[O, 1) be the finite 
element solutions of the BVP (2.1)-(2.3), respectively. Assume that h and k are such that the 
denominators of the constants in the following estimates are positive. 
Then 
[u - Ufe[x < C s inf [u -v ] l  (3.5) 
-- v6 Vh 
holds with 
1~2 ~ 1/2 
/'\l+~2~j ] 2 
Cs:= 
(~ - 6c~k2h2(1 + k)2) 1/~ 
and 
2 
C1 := (1--2( l+k) k'h'~ " -~--) ~r 
Furthermore, 
[U - -  U fe[1  ~_< C s (1 + k) h [If[]. (3.6) 
PROOF. See Appendix A. | 
Note that, for the denominator of Cs to be positive, the magnitudes of (hk) 2, h2k 3 and h2k 4 
must be small. The term (hk/2~r) 2 in the numerator can then be omitted. Hence if h and k fulfill 
the assumptions of the theorem, the finite element solution converges like the best approxima- 
tion. It will be shown by numerical experiment that a bound on k2h is also necessary for this 
quasioptimal behavior. 
It is another question whether the assumptions of the theorem are necessary to bound the finite 
element error by some finite magnitude (like, e.g., an a priori given tolerance). The following 
simple computation indicates that this is not the case for high k. Let hk ~ <_ a for some a > 0. 
Then h <_ c~/k 2 and 
lu - us~ll < C2(1 + k )~l l / l l ;  
hence, the error estimates of the theorem tend towards 0 (while they have only to be bounded 
for practical purposes) as k is increased. 
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3.2. Stability and Error Estimation in the Preasymptotic Range 
Global FE-equations and discrete fundamental system 
After assembling the local equations (2.8) and multiplying the whole set by h, we arrive at a 
set of linear equations for the mesh-function ua = ufe [xh: 
LhUh = rh. (3.7) 
The discrete operator Lh Call be written as an n x n-tridiagonal matrix 
2S(t) R(t) I 
R(t) 2S(t) R(t) 
nh = ".. (3.8) 
n(t) 2S(t) n(t) 
R(t) S(t) - it 
with 
t 2 t 2 
R(t) = -1 - -~, S(t) = 1 3' t = hk 
and 
rj = h(f, ej), (3.9) 
where ej E Sh(~) is the usual hat-function. 
REMARK 3. The product t = kh is a measure of the number of elements per wavelength (of 
the exact solution). In particular, if the stepwidth is such that t = ~ for integer l then exactly 
1 elements are placed on one half-wave of the exact solution. 
Discrete  wavenumber  and  Green 's  funct ion  
The fundamental system of equation (3.7) is 
Fh = {e-ik%,e~k'Z , x E { J ; j  =O, 1 , . . . ,n}  } , (3.10) 
where k' is a parameter yet to be determined. To this end, we solve any of the"interior" equations 
in the point xj = j /n ,  1 < j < n: 
R(t)e ~k'(j-Uh + 2S(t)e ik'jh +/~(t)~ = 0. (3.11) 
With 
-~- e ik 'h ,  
equation (3.11) has the solutions 
= S( t ) /S2( t )  = { (*) cOmplex c°njugate' if ~-~1 < 1' (3.12) 
A1,2 R(t) 4- VR--~(t) 1 (**) real, if R~ -> 1. 
From the definition of A, we see that the discrete wave number k' is either real (in case (*)) or 
pure complex (case (**)). Physically, case (*) describes a propagating wave whereas case (**) 
describes a decaying wave [3]. For h <_ v/-~/k, one obtains always the complex conjugate solution, 
case (*). 
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The discrete wavenumber k' can be formally computed in terms of t = kh. From equation 
(3.12), case (.), we get 
cos(k'h) - S(t) R(t)' (3.13) 
and hence, 
k' 1 " '[_S[t) ~ (3.14) = ~ arccos \ R(t)]"  
Consider the Taylor expansion 
k'h = arccos \ R(t))  
= kh (kh)3 3(kh)5 
2---~ + 64-----0-- + O ((kh)7). 
Hence, for fixed k, 
k3h 2 
k' = k - 2"-'~ + 0(k5h4)" (3.15) 
From the fundamental system Fh, the discrete Green's function is constructed (see [18,19] for 
details). We obtain 
1 { s ink'x(AsinMs+cosk's) ,  x <_ s, 
Gh(x,s) = hsink'h_ sinMs(Asink~x + cosk'x), s < x < 1, (3.16) 
with 
t 2 sin k' cos k' + i vZi2vZi-J - t 2 
A = 12 - t 2 cos 2 k' (3.17) 
Obviously, [AI is bounded independently of k if t = hk < a < vI-~. 
n The discrete solution Uh(Xh) = h ~j=l  Gh(Xh, sj)rh(S3) is 
( ± 1 cos k'hl rj sin k'hj+ Uh(XZ) = hsink'h 
\ ~=i 
(3.18) 
sinkfhl j=/+l f i  rj cosklhj J- Asink'hl j=l ~ rjc°sklhJ) ' 
fo r0</<n.  
3.3. Inf-sup-Stability Condition and Preasymptotic Error Estimate 
In this section, we compute the Babu~ka-Brezzi stability constant of finite element solutions 
on uniform mesh using the discrete Green's function. Existence-uniqueness of the FE-solution 
then follows with an assumption on the magnitude of hk only. We then show discrete stability 
with respect o L2-data and proceed to an HLestimate of the finite element error. 
Discrete BabuSka-Brezzi constant and stability 
The discrete inf-sup constant is of the same order in k as the constant on the full space. 
THEOREM 4. Let Y h = Sh[O , 1) C Hi(0, 1), and let B : Vh x V h --+ C be the sesqui]Jnear form 
defined by equation (2.8). Then, ff hk < 1, the Babu$ka-Brezzi stability condition 
inf sup [B(u,v)[ ueVh veVh [U]I]V]I -- 7h > 0 (3.19) 
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holds and there exist positive constants C1 and C2, not depending on k or h such that 
C1 <~ "~h <~ C2 
-E  - - - F  " 
PROOF. The proof is similar to the infinite-dimensional case (see Appendix B). II 
REMARK 4. We recapitulate that, for f E L2(0,1), both approximability (Theorem 2) and the 
discrete stability condition hold under the assumption the hk is sufficiently small. It then follows 
from a fundamental theorem [3, p. 187] that the FE-solution exists and is uniquely determined. 
We emphasize that this result is obtained by restricting the magnitude of hk only (compare to 
the restriction of hk 2 to show existence-uniqueness in Theorem 3!). 
A stability condition for the finite element solution with respect to L2-data is given in the 
following lemma. 
LEMMA 3. Let ule E Vh be the finite element solution to the variational problem (2.8) for given 
data f E L2(0, 1). Then, ff h is small such that hk < 1, there exists a constant C not depending 
on h and k such that 
luioll <_ cIIfll. 
PROOF. Since ule is piecewise linear, we have 
= 
Write un := Ulelxh in terms of the discrete Green's function as 
n 
ui = h E Gqr j, 
j----1 
then n 
diu = h E diGqrj 
j= l  
and 
Id~ul <_ IId~GII lrll (3.20) 
holds with 
[[d~GH= h (d~G.j) 2 , [Ir[[= h (3.21) 
k J = l  ,] 
From rj = h(f, Cj) it is easy to see that there exists a constant C1 such that 
Ilrll < C, h211lll. 
The derivatives of the Green's function are 
k'h • 1 cos(-~-(2z-1))(Asink's,+cosk'Sl) ,  i<_l, 
d~G4 = h2c°s~ - sink'sl (Acos (~b-(2i - 1 ) ) -  sin (k2--b-h(2i - 1 ) ) ) ,  i>  I. 
Obviously, h 2 Id~G.ll is bounded provided that k'h _< a < It. From the Taylor series expansion 
of k'h, equation (3.15), we conclude that such a exists for sufficiently (say, kh < 1) small kh. 
Hence there is a constant C2 such that 
vi,j: I¢c 
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Then also 
C2 
v~: IId'GII < 
and the statement follows from equation (3.20) with C = C1C2. The proof is completed. II 
We are now in a position to state the error estimate. 
THEOREM 5. Let u E H2(0, 1) be the exact solution of the variationaJ problem (2.8) with data 
f e L2(0,1) and let ule E Sh[O, 1) be the finite dement  solution of  (2.8). Then, i f  hk <_ 1, the 
est imate 
) l u -  uyell -< - -  -t- C (1 -t- k) Ilfll (3.22) 
holds with a constant C not depending on h and k. 
PROOF. Let Ul e Vh = Sh[O, 1) be the interpolant ofu  and define z E Vh by z := uye -u l .  Then, 
by Vh-orthogonality of the error and linearity of the form B, 
Vv e yh :  s (~ - u r , , )  = ~(z, v). 
On the other hand, it is easy to see by partial integration that ((u - ul) ' ,  v') = 0 for v E Vh, and 
therefore 
B(u  - u l ,  v)  = k2(u  - u~, v) .  
Hence, z is a solution of B(z, v) = k 2 (u - Ul, v) for all v e Vh, and from Lemma 3 we have the 
estimate 
Izll -< Ck211 u - uIII. 
Then, by triangular inequality, 
lu - u le[1  <_ lu - u I I1  + Izl~ 
<_ Ju - uII1 + C k211u - uzll. (3.23) 
We now invoke the approximation properties of the space Vh from Lemma 2 to obtain 
lell < + C--~-)lul2, 
and the proposition follows from Lemma 1. II 
COROLLARY 2. f f  hk < 1, then for k > 1 
lu - ufel l  <_ Ck inf lu - v h (3.24) 
v6Sh 
where C does not depend on h, k. 
PROOF. Continue inequality (3.23) as 
lu - ufell < (1 + Clk2h) lu - uiI1 < Ck inf lu - vii 
-- -- vE Vh 
taking, e.g., C = (1 + Ca) with hk < a < 1. | 
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3.4. Comments  
If the exact solution to the Helmholtz equation is a sinusoidal wave with frequency k, i.e., 
u = A sin kx + B cos kx where A, B do not depend on k, then there are constants CI, C2 such 
that 
Ci < [uh < C2 
T -  I-~1 - T 
In this case, the estimate of Theorem 5 leads to 
el . -  lu - ufe]l < Clhk 4- C2k3h 2, (3.25) 
l u l i  - 
i.e., the relative error in HI -norm is bounded by k3h 2. The first term in equation (3.25) is the 
approximation error. This is a local property that can be found from the analysis on any element 
separately. 
The second term is due to numerical pollution [13]. It is a global property of the finite element 
solution to Helmholtz problems. Note that the pollution term is of the same size as the phase 
lead of the finite element solution (see [8] for a detailed discussion of this aspect). The topic of 
numerical pollution in the context of a posteriori error estimation is addressed in [20-22]. 
Note that the preasymptotic estimate in the theorem is a generalization of the asymptotic 
statement in Theorem 3. Indeed, taking out kh in equation (3.22), we directly get equation (3.6) 
from Theorem 3 
[U -- Ufe]l (_ C1ll - Ulll <_ C h(1 4- k)Ilfll 
i f  k2h is small. Both error estimates hence lead to the conclusion that the stability constant 
Cs does not depend on k if k2h is bounded. We will show by numerical experiment that this 
conclusion is sharp, i.e., the constant Cs grows with k if k2h is not restricted. 
The assumption of uniform mesh is due to technical necessities of the proofs for Theorems 4
and 5. All statements of this section should hold for quasiuniform esh as well. 
4. NUMERICAL  EVALUATION 
Throughout his section, we consider the variational problem (2.8) with constant right hand 
side f (x )  - -1 .  
1 
O-5 
0.2 
0.1 
0.05 
.{ ;o}  . . . .  .&} . . . ;o}  . . . .  .{2oo} . . . . . . . . .  
i 
1 10. 100. 1000. 
Number of elemen~ 
Figure 1. Relative error of the best approximation i Hl-seminorm and predicted 
critical numbers of DOF for k = 10, k = 100 and k = 400. 
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Er ror  of  the  best  approx imat ion  
Consider in Figure 1 log-log-plots of the relative error ea := I u - Ulll/luh of the best approxi- 
mation in Hl -seminorm for different k. All error curves decrease with constant slope of -1 .  Note 
that the error stays at 100% on coarse mesh and starts to decrease at a certain meshsize. We are 
interested in the point where the descent starts. More precisely, we seek the critical number of 
degrees of freedom according to the following definition. 
Define--for any fixed k and f - - the  critical number of degrees of freedom (DOF) as the minimal 
number N(k, f) of DOF for which 
1. ~(n,k) < 1 and 
2. ~(n, k) is monotone decreasing with respect o n 
for n > N.(k, f) .  
For the best approximation, the critical number of DOF is determined by the rule that the 
stepwidth of interpolation by piecewise linears should be smaller than one half of the wavelength 
of the exact solution, i.e., hk < ~r. The critical point no, computed accordingly from 
no[ ] /41  
is plotted for different k. It coincides well with the start of convergence on all curves. 
The figure also shows that the error of the best approximation is controlled by the magnitude 
hk. For illustration, the points that are computed from hk -~ 0.2 are connected. The connecting 
line does neither increase nor decrease significantly with the change of k. 
0.0291 
O. 029 
0 
0.0289 
0 
-H 
~o.o2ee 
0.0287 
°.°286 [Jl]lllml,, 
0 100 200 300 400 500 
Wavenumber k 
Figure 2. Relative error of the best approximation i HZ-seminorm computed for 
k = 1... 500 with stepwidth  determined by hk = 0.1. 
For more detailed observation, the relative error of the best approximation, computed for all 
integer k from 1 to 500 and for hk - 0.1, is plotted in Figure 2. The error oscillates with decaying 
amplitude around the horizontal ine 
l ea [1  = 0.02887. 
With lul2/lulx ~ k for sufficiently large k, the upper estimate from Lemma 2 is 
[ea[1 __~ __0"I = 0.03183. 
7r 
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Figure 3. Phase lead of the Finite element solution for k = 10, n = 10. 
Discrete  wavenumber  
Unlike the best approximation, the finite element solution is, in general, not in phase with 
the exact solution. The discrete solution has a phase lead with respect o the exact solution. 
This is shown in Figure 3, where the real and imaginary parts of both solutions are plotted for 
k=10,  hk= l.  
On uniform mesh, the relation 
cosk 'h  = S(t )  
R(O ' 
where t = hk  and the right-hand side is a rational function of t--equation (3.13), is used for com- 
putation of the discrete wavenumber that governs the periodicity of the finite element solution. 
In Figure 4, the functions Yz = -S ( t ) /R ( t ) ,  Y2 = cost and lY31 = 1 are plotted. At to = v/~,  the 
function Yz reaches absolute value 1; the numerical solution switches from the propagating case to 
the decaying case. The value to corresponds to a cuto]]frequency for the numerical solution [23]. 
For fixed k, the convergence k' --* k is visualized by cos k 'h  --* cos $ = cos kh  as h --* O. The 
curves begin to deviate significantly at about hk  = 1. 
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Figure 4. Convergence of discrete to exact wavenumber via comparison of cosk lh  ~- 
-S ( : r ) /R (x )  to cos(x) for x = kh. 
Error  o f  the  f inite e lement  so lut ion 
In Figure 5, the relative error of the finite element solution in Hl-seminorm is plotted for 
different k. 
1 
0.3 
I hk~0. 
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0.~ 
. . . . . . . . . . . . . . . . . .  kffi3, k~.10 .. . .  ~ .Iwlflfl 
10. 100. I000. 
Number of 
Figure 5. Relative rror in Hl-seminorm: Finite element solutions for k ---- 3, k --- 10, 
k-- 50 and k = 100. 
For low k (k -- 3, k -- 10), the finite element solution converges as the best approximation. 
For high k, the relative error oscillates above 100% before a critical value of degrees of freedom 
is reached. The decrease then first occurs with a rate greater than -1  in the log-log-scale but 
becomes -1  for small h. The relative rror generally grows with k along lines hk  - coast. Unlike 
the error of the best approximation, the error of the finite element solution is not controlled by 
the magnitude of hk--see also Figure 6 and Table 1. 
Asymptot ic  s tab i l i ty  and  quas iopt ima l i ty  
In Figure 7, the relative error of the finite element solution and the relative error of the best 
appr~dmation are displayed in one plot. To enhance the quasioptimal stability estimate of 
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Tab le  1. Number  o f  e lements  per  wave length  needed for accuracy  o f  10% in H l -  
seminorm.  I k 100 200 300 400 600 800 I000  
# of  e lements  38 57 63 82 94 107 120 
.. . . . . .  . _ ., . . . . .  . . . . . . . . .  . . . . . . . .  . . 
1 
0.I 
~ 0.01 
0.~1 
. . . . .  _ , ,  , _ . . . . . . . . . . . . . . . . . . . . . . . . .  
!111 • 1000. 10000. 1(10000. 
Number of elemems 
F igure  6. Re la t ive  er ror  in H l - seminorm:  F in i te  e lement  so lu t ions  for  k = i00 ,  
200 ,300,  400 ,600,  800 and  k = i000.  
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I 0.I 
• . |  
°°'I 1 
| ,~=~u ~.  ~.~--...~k^2,h= i 1 
0001 ~ 
!0. !00. 1000. 10000. 100000. 
Number of elemen~ 
F igure  7. Re la t ive  er ror  of  the  f inite e lement  so lu t ion  and  the  approx imat ion  in 
HLseminorm for  k = 10, 50, 100 and  k = 200. Meshes  w i th  k2h = 0.1 or  k2h = I,  
respect ive ly ,  a re  connected  on  both  curves .  
Theorem 3, the lines k2h = ~ - const are plotted for a = 1 and a -- 0.1. We observe that along 
these lines the ratio of the errors does not depend on k (the distances between both curves in the 
log-log-plot do not grow). This is exactly in accord with the quasioptimal estimate stating that 
the ratio efe /eba  is bounded by a stability constant C's independently on k, h. In Figure 8, the 
ratio efe/eba, computed with the restriction k2h = 1, is plotted for k from 1 to 200. Obviously, 
the ratio does neither decrease nor grow with increasing k. On the other hand, the error ratio 
does  depend on k on all lines hk  ~ = a with ~ < 2. In particular, C~ is increasing with k on the 
line defined by hk  --  1, as shown in Figure 9. 
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Figure 8. Relat ion efe/eb~ of the finite element error to the  minimal  error H 1- 
seminorm with k2h = 1. 
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Figure 9. Ratio efe/eba of the  finite element error to the minimal  error H l - seminorm 
with hk = 0.1. 
Preasymptot ic  stabi l i ty  and er ror  es t imate  
We have seen that the assumption on k2h is necessary for quasioptimal convergence in H 1- 
seminorm of the finite element solution. However, it is not necessary to bound this ratio for the 
practical purpose of limiting the error of the FE-solution at finite range. Indeed, C8 grows with k 
on the line of constant relative error of the FE-solution (Figure 10). 
According to Theorem 5, the relative error is bounded at any range by the magnitudes of h2k 3 
and hk. In Figure 11, the relative error of the finite element solution for k from I to 1000 on 
meshes with h = 1/(k s/2) is shown. We observe: 
• For low k (1 _< k < 50), the relative error decreases rapidly with k. In this range, the 
FE-solution is still close to the best approximation (hk 2 = 5.48 for k = 30) and hence, the 
term hk is the significant member in the estimate (3.40). 
• For large k (k _> 100), the error is bounded by ~ = 0.05. The term h2k 3 is leading in 
estimate (3.40). 
Consider the effect on the results of applied computations. To this end, we write the estimate 
of Theorem 5 in the form 
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Figure 10. Stability constant C8 (vertical lines) at relative error of ~ 20% for k = 10, 
k=50andk=100.  
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Figure 11. Relative error of the finite element solution in Hl-seminorm with con- 
straint h2k 3 = 1 for k = 1, 1000, 1. 
lell _< (~ ÷ C(1 ÷ e)~ ~) Ilfll (4.2) 
with a := hk/Ir. Let c~ = 0.1, i.e., the wavelength is resolved by 20 elements. Then for k - 10, we 
have ka  2 - 0.1: both terms in equation (4.2) are of the same magnitude, and hence, the phase 
lead does not affect the error significantly. Consequently, no negative effects should be observed 
in benchmark tests. However, for high wavenumber (say, k = 100) the second member equals 1 
for the same resolution a - 0.1 and hence dominates the estimate. The pollution effect is still 
more significant for lower resolutions like a = 0.2 or ~ = 0.5 (cited as "acceptable resolution" or 
"limit of resolution," respectively, in [3]). For k = 10, the magnitudes c~ = 0.2 and k~ 2 = 0.4 are 
still of the same order for acceptable resolution but differ considerably for the limit of resolution 
(a = 0.5 and ka  2 = 2.5). For high wavenumber (k = 100), the second member of the estimate 
is clearly dominating for both resolutions: we have ~ -- 0.2 vs. k~ 2 - 4 and, for the limit of 
resolution, ~ = 0.5 vs. ka  2 = 25. 
Finally, we demonstrate that  also the critical number of DOF for the finite element error is 
governed by the magnitude of h2k 3. In Figure 12, the numbers 
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Figure 12. Relative rror of the finite element solution in Hl-seminorm and predicted 
position of the "knee" (critical Numbers of DOF) for k = 10, 40, 100, 400 and 
k = 1000. 
No = (4.3) 
axe plotted for different k. The predicted critical number of DOF is close to the start of con- 
vergence of the finite lement solution. The formula (4.3) is motivated as follows. Assume that 
the solutions are given by u = sinkx and Uh = ufe [X~ = sink~xh and consider the error 
in the L~-norm. Then, if the phase lead k ~ - k is smaller than 7r/2, the maximal difference of 
amplitudes [sin kXh --sin k~Xh[ occurs at the end of the interval [0, 1]. For x = 1, the error of the 
finite element solution is 
cos k+k '  I sin k-k '  I I s ink -s ink '  1=2 ~ ~ . 
Since II sin kxll ~ = 1 for sufficiently large k, the relative error in LC~-norm is smaller than 1 if 
sin k - kl < 1 
2 -2  
or, equivalently, 
7r 
k-  kl < -~ ,~ l. 
With this, equation (4.3) follows from the Taylor expansion equation (3.21). 
5. CONCLUSIONS 
The numerical solution of the Helmholtz equation with the h-version of the FEM is studied 
on a one-dimensional model problem. New analytical statements hat hold in the preasymptotic 
range of discretisation are shown. The analytical study is completed with results of computational 
experiments. 
This investigation of the Galerkin finite element method on a one-dimensional model problem 
for the Helmholtz equation reveals: 
• The finite element solution is stable given only restrictions on the magnitude of hk. 
• The relative error in Hl-seminorm of best approximation i the finite element subspace 
is controlled by a term of order hk. If k2h is small, then the finite element solution is 
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quasioptimal, i.e., equivalent to the best approximation; the equivalence r lation does not 
depend on k. 
• In the preasymptotic range, the relative rror in Hi-norm of the finite element solution is 
governed by the term h2k 3, and hence, can be controlled restricting this magnitude. 
• The Babu~ka-Brezzi stability constant is of order k -1 both in the continuous and the 
discrete case. 
• The restriction of hk 2 is not only sufficient, but also necessary for quasioptimality of the 
finite element solution in HLnorm. 
If hk 2 is small, then the finite element solution is in the asymptotic range of convergence where 
it is close to the interpolant of the exact solution and hence is quasioptimal, i.e., the finite element 
error is proportinal (independently of k) to the interpolation error. In the preasymptotic range, 
the difference between the finite element solution and the interpolant (the phase lead of the finite 
element solution) is the dominant part of the finite element error. 
In Part II, results are presented for the h-p-version of the Galerkin FEM for Helmholtz prob- 
lems. 
APPENDIX  A 
PROOF OF THEOREM 3. Denote e := u - uye. Then e lies in the Hilbert space V C Hi(0, 1) 
and, consequently (cf. Remark 3), there exists z E V such that 
Vv • V:  B(v,z) = (v,e). 
In particular, B(e, z) = (e, e) for v = e. 
Further, the error is B-orthogonal to the discrete test space Vh := Sh[O, 1]: 
Vw • Vh : B(e, w) = O. 
Then, for all w • Vh, 
Ilell 2 : (e,e)  = B(e ,z  - -  W) 
= / e' (-~---'-w)'- k 2 / e (~-w) -  i ke (1) (z (1 ) -  w(1)) 
<- II (z - w)'ll Ile'll + k211z - wll Ilel[ + klz(1) - w(1)l le(1)l. 
Apply the inequality Iv(1)l < V~llvlll/211v'lll/2 which is true for all v • V to obtain 
klz(1 ) - w(1)l le(1)l < 2kll (z - w)'l11/211e'lll/211z - wlll/211elll/2 
<_ k211 z - wll Ilell + II (z - w)'ll Ile'll, (A.1) 
where the inequality 2ab < a 2 + b 2 has been applied. This gives, for all w • Vh, 
liell 2 _< 2 (ll (z - w)'ll Ile'll + k21lz - w l [  Ilell) • 
In particular, we may apply Lemmas 1 and 2 for w = zl • Vh (the piecewise linear interpolant 
of z) to obtain 
Ilell 2 -< (11 (z - zl)'ll Ile'll + k211z - zlll Ilell) 
<2 ( (1+ k)hlle',, Ilell + k2~(1  + k)Ilel'2) • 
Divide both sides of the inequality above by the common factor [lell, then 
[[e H __< C 1 (1 + k) h [[e'[[ (A.2) 
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holds with 
2 
C1: - -  
(I  - 2(1 k2a2 + k) ~-~-) 
under the assumption that k, h are such that the denominator f CI is positive. 
Next, from B-orthogonality of the error to elements from V'a, we have 
B(e,  e) = I3(e, u - use) = B(e,  u), 
and hence, 
Vv • Yh : B(e,  e) = 8(e ,  u - v). 
Thus, for all v • Vh 
/ e"g' - k2 / e~-  ik,e(1),2 = / e'(-U-'L--v)' - k 2 / e(u'L-'-v) - ike(l)(~(1) - ~(1)) 
and therefore, 
Ile'll 2 _< k2llell 2 + kle(1)l 2 + Ile'll II(u - v)'ll + k2llell II u - vii + kle(1)l lu(1) - v(1)l 
<: k2HeH 24- 2kHe' H I[eH + 211e'll II(u - v)'lJ + 2k2HeH I]u - vH, 
where the terms in x -- 1 have been estimated as in (A.1). We now use the e-inequality to get 
the estimates 
1 
2k IJe'll Ilell < ~ Ile'll 2 + 4k211ell 2,
1 
2 Ile'll II(u - v)'ll < ~ Ile'll 2 + 4ll(u - v)'ll 2, 
2k 2 Ilell Ilu - ~11 < k 2 Ilell 2 + k211u - vii ~. 
Introducing these estimates into the inequality leads to 
1 
Vv • Vh:  Ile'll 2 < 6k2JlelJ 2 + ~lleql 2 + 41J(u - v)'ll 2 + k211u-  vii 2. (A.3) 
Then, using the intermediary result (A.2) and the approximation results from Lemma 2 for 
v = ui, we get 
11e'll < + + (1 + + + II]ll 2, 6k2(1 k)2C21h211elll2 4 
and hence, 
and the statement of the theorem follows. The proof is completed. 
To prove the corollary, introduce quation (3.4) from Lemma 2 to (A.3). 
APPENDIX  B 
PROOF OF THEOREM 4. We show that for any given u • Vh there exists some v • Vh such that 
C uq 
I~(u,v)l > ¥11 I I1¢11. 
32 F. |HLENBURG AND I. BABU.~KA 
Hence, let u E Vh be given and define v :-- u + z where z E Vh is a solution of the variational 
problem 
vw ~ vh : B(w,z)  = k2(w,u). (B .U 
Since Vh is a Hilbert space, the solution of (B.1) exists and is uniquely defined. As in the 
continuous case, we will now prove that 
C 
lulx > -£1vll 
using the Green's function representation f z: 
n 
zi -- zh(zd = h ~_~ ai~r 5, (B.2) 
1--1 
where 
Gij :--- Gh(Zi, ss); r 5 := rh(s~). 
Summation by parts in equation (B.2) yields 
n 
zi = Hinr,  - Hi,ro - h ~ H~jdhr (B.3) 
j r *  
with 
/ :PHi.  = Gi j ,  j = 1 . . . .  n - 1. (B.4) 
Since the mesh function H is defined by equation (B.4) up to a constant, we are free to choose 
Hi1 = 0. 
Let us now take the left differences of Zh in some fixed point i = l: 
11 
dtz = dtH.nrn - h ~ dtH.jdhr. (B.5) 
j=l 
Then, applying the Schwarz inequality, we obtain the estimate 
Idtz[ < Idtg.nl Irnl + IIHxll Irll 
-< (Id~H.~l + IIHxll)Irll. (n.6) 
The right-hand side of the variational problem is by direct computation 
rj = lkZhZ (us_ 1 + 4uj + ?£ J+*)  , j --- 1,. . .  n - -  1 
hence, 
Irll < ChZkZlu]l (S.7) 
where C is a constant of order 1. We now turn to estimation of the magnitude $dtH.nl + IIn~ll. 
From equation (B.4), we obtain after summation over j
5--1 j--* 
Hit -- Hi1 = h E DI Hi. = h E Gil 
tffiffil /ffil 
and consequently, since Hil = O, 
5-1 
= h ~ G.. Hij (B.S) 
lffil 
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Taking left differences, we obtain 
j-1 
diH.j -- h E d~G'l" (B.9) 
l= l  
The derivatives (as left differences) of the discrete Greens function are 
1 ! @sink'xh(Asink'sl + cosk'sl), Xh <_ Sh 
diG'l = h sin k'h, sin k'sl (Ad ~ sin MXh + a~ cos k'xh), Xh >_ Sl. (B . IO)  
We substitute 
d isink%h=-~cos (2 i -1 )  sin 2 ' 
dicosk'xh = -gs in  (2i - 1) sin-~-, 
to obtain 
- (B .11)  
k 'h  • h2c°s~ b- sink's, (Acos (k2-~-h(2i- 1)) --sin (-~-(2z--1))) ,  i>  l. 
Then, for j > i + 1, 
j--I ( ( ? )  ( i i / 
Edna.,_ 1 AEsink,hl h cos  cos (2i- 1) + cosk'h  
/=1 l=l /--1 / 
j-1 
+ =~i+ls ink 'h l (Acos(~(2 i - l ) ) - s in (~(2 i - l ) ) ) )  
=h2cosk~hsin~_~ (c°s(~(2 i - -1) ) )  
x AsmTs in  2 +s inTcos  
( (j - jk'h ik'h (i+~)k'h)) + sin 1)k'h sin - sin sin - 
2 -T-  --Y- 
x (Acos(~-(2i-1))-sin(~(2i-1)))) 
D1 < 
-- h 2 sin k'h' 
since IAI and hence the expression in the brackets are bounded. With the assumption that kh 
and hence k'h is small there exists D2 > 0 such that 
s ink lh=k 'h  1-~+. . .  >_D2klh, 
then 
= h h d~G.~ 
jffil I lffil 
: h3/2 d~a.l , 
j= l  
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and with the previous inequalities, we obtain 
D3h 3/2 D3 
) <- h712 k, <-h2k,. 
j=l 
By similar computation, we can show that for any l, 1 < l < n 
n 
Id g.,d = h ~-~ d'a.j < D4 , 
, j=l , -  h2k' 
hence, 
D 
IIHx[I + m~x Idtg..[ _< 
h2k ,
where D = D3 -b D4. 
Returning now to equations (B.5) and (B.7), 
I z l l=  h dlz[ 2 
- < \1<1<. ( max Id'H.,,I + IIH~ll)Ir, I1 
<hD-~k, Ch2k21ull 
From the Taylor series expansion (3.15), we see that 
k' k2h 2 3kah 4 
- -=1+- - - - -+ . . .  
k 6 640 
is bounded for sufficiently small kh. Hence, there exists a constant E not depending on h and k 
such that 
[Z[1 __<~ Ek[u[1. (8.12) 
We then have 
M1 = I~ + zll _< (1 - I -  Ek)lul,, 
hence, there exists, for sufficiently large k, a constant F such that 
F luh > ¥1vll 
and left inequality of the statement follows from the definition of z and the G£rdings-type in- 
equality (2.11). 
To prove the right inequality, we construct, in analogy to Section 2, a function zo for which 
continuity holds with Ck-1. Consider the function 
z(.) = ~(.) ~(.), 
where ~o(x) E C°°(0, 1) and 
sin k' x 
w( . )  = k 
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is a fundamental solution of the discrete system equation (3.7). Let zo(x) E Vh be the piecewise 
linear interpolant of Z(x) on Xh. Again we assume that ~o does not depend on the parameter k 
and is selected such that 
~o(0) = ~(1) = ~'(1) = 0, 
and there exists a > 0 such that 
IZoll >_ 
independently on k. Then 
II~(Zo, V)l <_ 1 IB(zo, v)l. 
Vv • Vh : Izoll  
Turn to the estimation of ]B(zo,V)t (we omit the subscript o from now on): 
/01 /01 t3(z, v)  = z 'v '  - k 2 zv 
n k2 n 
= h E e, zeJv - ~ h ~ (z,_, + 4z, + z,÷l)vj 
j= l  j= l  
(let formally zn+1 := Zn-l). Summation by parts then yields 
) B(z ,v )=-h  DJ(dJz)+-'~(Zj- l+azj+zj+l) ~j+-~(Zn-l~n-Zo~o). 
j----1 
The term outside the sum is O(h). Indeed, zo = 0 and 
h 2 
~n-1 = ~o(1) - hv'(1) + -~-~"(1) + O(h3). 
Consequently, since ~(1) = ~o~(1) = 0, we have h-lz,~_l = h-l~n_lWn_l = O(h). Hence, 
omitting the terms O(h), 
) B(z ,v )=-h  DJ(dJz)+--~(zj_l +4zj + zj+l) Vj. 
j= l  
For arbitrarily fixed j ,  we write the second differences as 
DJ(dJz) = DS(dJ(~w)) = D j ((dJ~o)wj_l + ~jdJw) 
= DJ(dJ~o)Wj_l + 2DJ~odJw + ~jDJ(dJw) 
and the weighted sum as 
Zj_ 1 + 4Zj "-[- Zj+ 1 = (~W) j_  1 -~- 4(~w)j + (~ow)s_l 
= wj_l(~oj - h~ + O(h2)) + 4wj~j + Wj+l(~j + h~} + O(h2)) 
2 t t = ~0j (ws-1 + 4ws + wj+~) + 2h ~swj + O(h2)). 
Then, neglecting all terms that are O(h) we can write 
k 2 
DS(dSz) + --~ (zs_~ + 4zs + zs+~) = 
¢ps DS(dSw) + -~ (wj_~ + 4ws + Wj+l) + DS(d3~o)wj_~ + 2D~d3w. 
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Since w has been selected as a fundamental solution of the discrete system, the expression in 
square brackets vanishes. We now define the piecewise linear function u as the linear interpolant 
of the meshfunction Uh defined by 
Uh(X d := h D J (Wz)  + -~ (zj-1 + 4zj + Zj+l) • 
j=l 
Then, on the one hand, 
u(1)v(1) f01 u(z)¢(z) IB(z,v)l  = - dx < (lu(1)l + Ilull)tVll, 
and on the other hand 
1/2 
Ilull = h h (DJ(dJ~o)Wj_l + 2DJ~dJw) 
• = \ j=l 
1/2 ( )) h (-DJ(aJ~o)Wj_l  + 2 (D i - l~0wi_ l -w lD°~o) )  
Making use of the smoothness of the function ~, we have for all j 
DJ(d3~o) = ~"( jh )  + O(h2), 
DJ-l~o = ~'( ( j  - 1)h) + O(h), 
and we obtain 
n 
lluH <_ h E (hilwl (IP"II~ + (IP'II~ + 2ll~'lt~ + O(h)))2) 1/2, 
i= l  
where the function w = k -1 sin krx can be estimated by 
1 
Iwl < 
and the term O(h) does not depend on k. 
By similar estimates for ]u(1)], we conclude that for sufficiently small h there exists a constant 
C with 
C 
(llull + lu(1)l) _< ~. 
It then follows that  
C 
Vv e Vh: IB(z,v)l _< -~ Ivll 
and the proof is completed. 
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