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The ARCHy^GARCH models have been used successfully in modeling the financial 
time series since their introduction by Engle (1982) and Bollerslev (1986a). However, 
empirical evidence shows that the assumption of normality proposed by Engle (1982) has 
been violated. Bollerslev (1987) argues that it is better to fit the GARCH model under 
Student-/ distributed errors for Standard and Poor's 500 Composite Index. A more general 
GARCH model called the semiparametric GARCH model is used in this study. In the 
semiparametric GARCH model, no assumption about the distribution o f errors is imposed 
and the density function of the errors is estimated by the local polynomial fitt ing method. 
Superior performance of the semiparameric GARCH model over the conventional 
GARCH model is found when it is applied to the Hang Seng Index (HSI) of the Hong 
Kong stock market the stocks of individual firms. 
The local polynomial fitting technique is also applied to the stock return series for 
the individual firms. The advantages of local polynomial fitting such as design-adaptive, 
automatic carpentry for boundary effect and minimax efficiency are the reasons to choose 
this technique. The first order polynomial with Epanechnikov kernel and rule of thumb 
bandwidth is used in this study. The in-sample evaluation shows that the local polynomial 
model outperforms the parametric counterpart. A comparison of the MSEs indicates that 
the MSE of the local polynomial fitting is about 80% of the MSE from that of GARCH 
models. A comparison of the out-of-sample forecasts also shows that the local polynomial 
model outperforms the GARCH model. 
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The stock returns and volatility are of interest to many investors and researchers. 
Estimated volatility is often used as a simple measure of risk and both the stock returns 
and volatility have to be specified when applying the asset pricing models. 
Empirical research on the statistical properties of stock returns dates back to the 
pioneering works of Mandelbrot (1963) and Fama (1965). The volatility clustering 
phenomenon is reported in their works. However, it is until the introduction of the 
Autoregressive Conditional Heteroskedasticity (ARCH) model by Engle (1982), that the 
changing conditional variance can be modeled. Bollserlev (1986) extended the ARCH 
model to the Generalized Autoregressive Conditional Heteroskedasticity (GARCH) 
model. The ARCH/GARCH models have been a widely acceptable measurement of 
volatility in stock prices (see for example Pagan and Schwert (1990), Engle and Ng 
(1993)). 
Since the work of Engle (1982), the assumption of conditional normality 
St |v,_i � i V ( 0 , / z J has been widely used in theoretical as well as empirical research. 
However, evidence has been found to make it possible to reject the assumption of 
normality. Bollerslev (1987) concluded that the monthly returns to the Standard and Poor's 
500 (SP500) Composite Index were better fitted with a GARCH model under assumption 
of Student-t distributed errors. Hong (1988) rejected conditional normality claiming 
abnormally high kurtosis in the daily New York Stock Exchange stock returns. As the 
distribution of the errors are uncertain and we do not have guidelines on how to choose the 
density function. To avoid the introduction of a wrong parametric family of innovations 
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distribution, a semiparametric approach in which the assumption of known conditional 
density is relaxed, is proposed by Engle and Gonzalez-Rivera (1991). They found that 
there was efficiency gain in the semiparametric model when compared to the false 
assumption of normality. Pagan and Hong (1988) gave some examples of where 
nonparametric estimations had gain over parametric formulation such as GARCH models. 
The word semiparametric means that both parametric formulation and nonparametric 
estimation have been adopted in the same model. In the semiparametric GARCH model, 
the GARCH(p,q) process of the residuals are modeled by the parametric formulation with 
the orders o f p and q. However, no specific known conditional density is assumed for the 
innovations, instead how they distributed are told by the data themselves that is be 
estimated by the nonparametric estimation. 
Volatility forecasts are important because they have many practical applications such 
as use in the analysis of market timing decisions, aid with portfolio selection and the 
provision of estimates of variance for use in asset and option pricing models. 
Meanwhile, the investigation of stock returns also has a long history. Much attention 
has been put on the forecasting of stock retums since it has a direct effect in the 
investment decision and is an important criterion for the evaluation of companies' 
performance. 
From the GARCH models, besides forecasting the stock volatility, the stock returns 
can also be forecasted from the mean equations. However, this kind of forecast belongs to 
the parametric model which rely on particular functional form of the stock returns. To 
avoid the specification of functional form for the variables, nonparametric models are 
introduced. The nonparametric models are robust to functional form assumptions and 
allow the data to determine how they are related. The nonparametric model adopted in this 
study is the local polynomial estimation which approximates the relationship among 
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variables locally with a polynomial. The superior properties such as design-adaptive (can 
handle random and some unusual designs automatically), automatic correction of 
boundary effect, attains certain minimax properties in efficiency and can be easily 
extended to multidimensional analysis are some of the strengths of local polynomial 
estimation (see Hastie and Loader (1993)，and Fan and Gijbels (1996) for detailed 
discussion of the properties oflocal polynomial) over other nonparametric models. 
The investigation of stock returns in the US stock market has been extensively 
undertaken (see the review of Bollerslev, Chou and Kroner (1992)). However, relatively 
little work has been done on the Asian countries, especially Hong Kong. With the 
increasing role in the world economy, the Asian countries have provided much investment 
opportunities for the international investors. The unique geographical and political 
environment has made Hong Kong an important international financial center. Hong Kong 
acts as the bridge between China and other western countries. Capitals are channeled to 
China through Hong Kong stock market. Many Chinese companies raise fund in Hong 
Kong stock market. At the end of 1997, there were 619 public companies listed on the 
Stock Exchange o fHong Kong (SEHK) with a total market capitalization of 4270 billion 
Hong Kong dollars. In terms of market capitalization. Hong Kong has the second largest 
stock market in Asia, after Tokyo. 
This study consists two parts. The first is to estimate the conditional volatility of the 
HSI returns and the returns of the five representative companies, consisting of Cheung 
Kong OHoldings) Ltd., Hang Seng Bank Ltd., HSBC Holdings Ltd., Hong Kong 
Telecommunications Ltd., and Hutchison and Whampoa Ltd., using the ARCH7GARCH 
approach with normal and t-distributed innovations imposed. The semiparametric GARCH 
model is also fitted to improve the results from the ARCH/GARCH models with 
assumption of normality and Student -t distribution for the innovations. Then the in-sampe 
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forecasts are compared. 
In the second part, returns of the five representative companies are estimated by the 
local polynomial fitting technique using the return and change in trading volume series. 
The results are compared with those estimated from the mean equations of GARCH 
models. The out-of-sample forecasts of the returns for the five representative companies 
are generated from both methods and their in-sample and out-of -sample performance are 
compared. 
This study is organized as follows. The second chapter is a review of existing 
literature on the work of stock volatility and non-parametric estimation, the local 
polynomial fitting. Chapter three discusses the methodologies of certain tests such as the 
tests for order ofintegration, the causality tests and the test for the ARCH/GARCH effect. 
The framework o f the models used in this study such as the ARCH/GARCH models, the 
semiparametric GARCH models, and the local polynomial estimation are also discussed in 
that chapter. The description of the data used in this study and the empirical procedures, 
and results are presented in chapter four. Forecasts from the mean equations of GARCH 
models and local polynomial estimations are also given in that chapter while chapter five 
is the conclusion. 
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CHAPTER TWO 
THE LITERATURE REVIEW 
This study mainly consists of two parts. The first part is the application of 
semiparametric GARCH models to different stock returns, and the comparison the 
results to the standard GARCH models. The second part is on the use of the local 
polynomial fitting to study the stock retum series. Hence, the review of literature also 
consists of two parts. 
The ARCH/GARCH Models for Stock Volatility 
Due to the practical applications such as use in the analysis of market timing 
decision, aid with portfolio selection and the provision of estimates of variance for use 
in asset pricing model, the stock volatility has caught a lot of attention from the 
researchers and investors. 
Since the studies of Mandelbrot (1963) and Fama (1965), the stock volatility 
clustering phenomenon is found and recorded. Early research on time-varying 
volatility extracted volatility estimates from asset retum data before specifying a 
parametric time-series model for volatility. Officer (1973) use a rolling standard 
deviation, the standard deviation of returns measured over a subsample which moves 
forward through time, to estimate volatility at each point in time. Garman and Klass 
(1980) use the difference between the high and low prices on a given day to estimate 
volatility for that day. Such methods implicitly assume that volatility is constant over 
some interval of time. 
Merton (1980) argue that if an asset price follows a diffusion with constant 
volatility, e.g. a geometric Brownian motion, volatility can be estimated arbitrarily 
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accurately with an arbitrarily short sample period if one measures prices sufficiently 
frequently. 
However, it is statistically inefficient to use volatility measures that are based on 
the assumption of constant volatility over some period when resulting series moves 
through time. 
A basic observation about the asset return data is that large returns (of either 
sign) tend to be followed by more large returns (of either sign). In other words，the 
volatility of stock returns appears to be serial correlated. Engle (1982) propose the 
class of Autoregressive Conditional Heteroskedastic (ARCH) models to capture the 
serial correlation of volatility. Bollerslev (1986) extend the ARCH model to 
Generalized Autoregressive Conditional Heteroskedastic (GARCH) model where a 
more parsimonious representation of the ARCH model is allowed. 
Since their introduction, the ARCHy'GARCH type models have been widely used 
as a measure of volatility and a large number of studies applying these models to 
financial time series data have emerged. As a result, our review is inevitably selective. 
Examples can be found in the survey paper ofBollerslev et al. (1992). 
In Engle's original work, the maximum likelihood (ML) based inference is used 
for the estimation. Also, the assumption of normal distributed errors is imposed. 
Detailed discussion on the estimation procedure can be found in Engle (1982). 
Although a simple scoring algorithm is available for the ML estimation for ARCH(p) 
models, the normality assumption of the errors is debatable. 
Milhoj (1985) and Bollerslev (1986) show that the unconditional price or return 
distributions tend to have fatter tails than the normal distribution. Following White 
(1982), asymptotic standard errors for the parameters in the conditional mean and 
variance functions that are robust to departures from normality have been derived by 
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Weiss (1984, 1986). Diebold (1988) shows that the assumption of normality is often 
violated in empirical examples. Typically, the innovations have fat-tailed distributions 
and they are also non-symmetric in several applications. Drost and Werker (1996) and 
Drost and Nijman (1993) provide an explanation for high kurtosis if the observations 
arise from a GARCH data-generating process in continuous time. 
Moreover, Engle and Mustafa (1992) and Baillie and Bollerslev (1992) argued 
that fully efficient maximum likelihood (ML) estimates might be preferred in some 
situations. Also，in addition to the potential gains in efficiency, the exact form of the 
error distribution also plays an important role in several important applications o f t h e 
ARCH model, such as option pricing and the construction of optimal forecast error 
intervals. 
To cope with the this problem，Bollerslev (1987) suggests using the standardized 
Student-t distribution with the degrees of freedom being estimated instead of the 
normal assumption used by Engle. Many other different assumptions imposed to the 
innovations are tried. For examples, Jorion (1988) used the normal-Poisson mixture 
distribution, Hsieh (1989) used the normal-lognormal mixture distribbution and 
Nelson (1990) used the generalized exponential distribution to estimate the ARCH 
model. 
Another approach to avoid the introduction of explicit assumption about the 
innovations is the seminonparametric method. Using this method Gallent and Tauchen 
(1989) report significant evidence of both conditional heteroskedasticity in the 
direction of ARCH and conditional nonnormality for the daily NYSE value-weighted 
index for two separate periods, 1959-1978 and 1959-1984. A variant of the 
seminonparametric method in which the leading erm is an ARCH-type formulation is 
also used in Gallent, Hansen，and Tauchen (1989) in estimating the density function 
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for monthly stock returns. Similarily，a semiparametric density estimation technique 
could also be used in approximating the distribution of the innovations. Following 
Gallant and Nychka (1987)，in Gallant and Tauchen (1989), Gallent, Hsieh, and 
Tauchen (1989), the density function of the innovations is replaced by a polynomial 
expansion. Engle and Gonzalez-Rivera (1991) suggest a density estimator originally 
developed by Tapia and Thompson (1978) and concluded that the semiparametric 
method has efficiency gain when compared to the ML estimator with the 
misspecification of normal distributed innovations. By avoiding any specific 
distributional assumption, semiparametric density estimation gives an added 
flexibility in the specification. 
Gourieroux and Monfort (1992) suggest a nonparametric approach. They do not 
restrict attention to conditional variances that depend only upon past squared 
observations, but they try to estimate the functional form of the conditional 
heteroskedastic variance from the data. 
Hardle and Tsybakov (1997) consider a class of dynamic models in which both 
the conditional mean and conditional variance (volatility) are unknown of functions of 
the past. They constructed an estimator based on local polynomial fitting and the 
fitting of the volatility function is applied to different foreign exchange rate series. 
Pagan and Schwert (1990) show the importance of nonlinearities in stock return 
behavior that are not captured by conventional ARCHy^GARCH models and the 
nonstationarity of stock volatility. The performance of both the parametric and 
nonparametric models are compared and concluded that the parametric methods use 
the persistent, smoother aspects of conditional volatility, while the nonparametric 
methods use the highly nonlinear response to large retum shocks. 
Drost and Klaassen (1997) use a semiparametric approach based on a general 
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locally asymptotic normal (LAN) theorem for time-series models to construct 
adaptive and efficient estimators in a general GARCH in mean-type context including 
integrated GRACH models. Their results show that with moderate sample size of 
1000 observations, the semiparametric approach work reasonably well. 
Donaldson and Kamstra (1997) use a seminonparametric nonlinear GARCH 
model and compare the performance of the forecasting ability to stock return volatility 
in London, New York, Tokyo and Toronto. 
In this study, the semiparametric GARCH model proposed by Engle and 
Gonzalez-Rivera (1991) is applied to the HSI index and the stock retums of the five 
representative firms. 
The Density Estimation 
Before reviewing the literature of the nonparametric estimation, we first discuss 
the density estimation, which is one of the major applications of nonparametric 
estimation and also constitutes a major portion in the semiparametric estimation we 
mention in previous part. 
Density estimation as discussed by Silverman (1986) is the construction of an 
estimate of the density function from the observed data. Though two approaches to 
density estimation, the parametric and nonparametric approaches are, are available, 
we only consider the nonparametric approach in this thesis. In the nonparametric 
approach, less rigid assumptions will be made about the distribution of the observed 
data. Although it will be assumed that the distribution has a probability density/，the 
data will be allowed to speak for themselves in determining the estimate of f more 
than would be the case i f /were constrained to fall in a given parametric family. 
The oldest and most widely used density estimator is the histogram. This is 
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usually formed by dividing the real line into equally sized intervals, often called bins. 
The histogram is then a step function with height being the proportion of the sample 
contained. 
The density estimation techniques we used in this study is the local polynomial 
regression for density estimation. Fan (1996) gave the exact formulation and 
justification for the claim that the density estimation problem can be regarded as a 
heteroskedastic nonparametric regression problem. Cheng, Fan and Marron (1993) 
shows that the asymptotic properties of the estimated density obtained by the local 
polynomial regression is the same as those obtained by the kernel density estimator 
under certain assumptions. The detail of local polynomial regression would be 
discussed in the following. 
Local Polynomial Estimation 
The idea of nonparametric regression has existed for a long time. The local 
polynomial fitting is one of the nonparametric regression approaches to deal with the 
nonlinearity of the regression function and has been widely discussed in the literature. 
For the local polynomial fitting, we fit low-order polynomial in x locally at xo, and the 
estimate of f(xo) is taken from the fitted polynomial at xo. The size of the local 
neighborhood, called the bandwidth, will be chosen either subjectively by analysts or 
objectively by data. 
The classical works of Stone (1977) and Cleveland (1979) have contributed 
greatly to the development of the techniques. Stone (1977) suggested the locally 
weighted regression and systematically studied the asymptotic properties of 
nonparametric regression. Cleveland (1979) introduced the LOcally WEighted Scatter 
plot Smoothing QLOWESS) procedures to reduce the distortions of the outlier and 
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robustify the results. Two other contributions of Stone (1980, 1982) studied rates of 
convergence in nonparametric regression and showed that local regression achieves 
rates that are optimal in a certain minimax sense. Muller (1987) established an 
asymptotic equivalence with kernel methods in a very restrictive setting and studied 
the variable bandwidth kernel estimator of regression functions. Cleveland, Devlin 
and Grosse (1988) studied local regression for multivariate predictors and also the 
methods, properties and computational algorithms for local fitting. Fan (1992, 1993) 
studied local linear regression and established some asymptotic minimax efficiency 
properties. 
Some of the simple nonparametric estimates are proposed by Naraya and Watson 
(1964) QSrW method) which is based on locally weighted averaging. Another popular 
estimate is the integral kernel estimate proposed by Gasser and Muller (1979) (GM 
method). Although these methods are simple to use and easy to implement, they did 
encounter some problems. For example, there is boundary bias for both NW and GM 
estimators caused by the used of symmetric kernel and no observations outside the 
boundary received weights. 
As these estimators are not design-adaptive, similar problems will occur if the 
observations are unequally spaced and is particular severe and difficult to handle 
when the predictors are multidimensional. 
The local polynomial, as noted in Hastie and Loader (1993)，and Fan (1992), has 
many advantages over the other nonparametric regressions. For example, it is design-
adaptive and adapts to various types of designs such as random and fixed designs, 
highly clustered and nearly uniform designs (see also Mack and Muller (1989), and 
Chu and Marron (1991)). Furthermore, Fan and Gijbels (1992) prove that there is an 
absence of boundary effects, that is, the bias at the boundary stays automatically of 
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the same order as in the interior, without use of specific boundary kernel. This is an 
important merit especially when dealing with multidimensional situations because 
boundary modifications in higher dimensions, as mentioned in Silverman (1986), and 
Fan and Marron (1993), are very difficult task. 
From the computational point of view, the simplicity of local polynomial fitting 
is attractive and Fan and Marron (1994) show that the implementation of fast 
algorithms such as binning methods and updating methods is at least as fast as other 
popular methods. Local polynomial estimators also have nice minimax efficiency 
properties. Fan (1992) shows that by considering the linear setting and in terms of 
percentage, the local linear fitting has 100% efficiency when compared to the 67% 
efficiency of GM estimators and 0% of NW estimators. Fan, Gasser, Gijbels, 
Brockmann and Engel (1995) show that this minimax properties can be extended to 
the general case oflocal polynomial estimators and derivative estimation. 
In general, local polynomial fitting has certain advantages over the NW and GM 
estimators not only for estimating regression curves, but also for derivative 
estimation. We are interested in the derivative estimation because the first and second 
derivatives of a regression function often have important implications. Modification 
of kernel functions can be used to estimate the derivatives of the function (see Gasser 
and Muller (1984)). However, with the aid of Taylor's expansion, local polynomial 
fitting provides a much intuitive and convenient way for derivative estimation. Muller 
(1987) establishes an asymptotic equivalence between higher order kernel functions 
and local polynomial fitting with a well-behaved design. 
In conclusion, the local polynomial fitting has many advantages over other 
nonparametric methods (see Chu and Marron (1991), Fan and Gijbels (1992), Hastie 
and Loader (1993)，Cheng, Fan and Marron (1993) and Ruppert and Wand (1994) for 
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detailed discussion). In this study, we adopt such superior method in estimating and 
forecasting the stock returns and compare the results with those obtained by the mean 




This chapter mainly consists ofthree parts. In the first part, we discuss some 
testing procedures such as the test for order of integration, the causality test and 
the Langrange multiplier (LM) test for GARCH effect. The second part 
introduces the frameworks of the models we used in this study, the GARCH 
model and the semiparametric GARCH model. The third part discusses issues 
about the local polynomial fitting, that is the order of polynomial used, the 
choice ofbandwidth, and the choice ofkernel function. 
As stationary series are required in performing the causality test and in 
fitting the GARCH models, we start from testing the order of integration 
(provided that the variable can be transformed into a stationary variable through 
differencing). Then the causality test is used to determine the causal relation 
between the stock retums and the change in trading volumes which is important 
in applying the local polynomial fitting. 
Test for the Order of Integration 
As the stationarity of the return series and change in trading volumes is very 
important for fitting the ARCH/GARCH models and for performing the causality test, 
we first check the stationarity or the order of integration of the data by using the 
augmented Dickey-Fuller (ADF) unit root test. 
To perform ADF the test, we have to determine the optimal lag length included 
in the model. Optimal lag length can be found by comparing the model selection 
criteria such as the Akaike (1974) Information Criterion (AIC), the Schwarz Bayesian 
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Criterion (SBC) or the Likelihood Ratio (LR). In this study, we use AIC as our 
selection criterion since AIC enables us to included enough lags in the model to 
correct the serial correlation between the variables. 
One issue of our concern for the use of ADF test is that whether we should 
include a drift and trend in the estimated model. As presence of unnecessary drift or 
trend will definitely reduce the power of the test (i.e. bias to accept the null hypothesis 
of the existence of unit root) and additional parameters will affect the choice of 
critical value. 
To determine whether to include a trend, we can plot of the series first. If it 
shows a trend, we then include a trend in the model and check whether the trend is 
significant in the model. Drift is always included in our model to adjust for the 
intercept. 
Philip-Perron (PP) Test 
We further confirm the results of ADF test by performing the Philip-Perron 
(1988) test, which is a more general procedure of Dicky-Fuller test that allows for 
fairly mild assumptions concerning the distribution of the errors. 
The number oflag truncation parameter is 8 lags for the HSI series and 7 for the 
individual firm series. The choice of truncation lags to be included is equivalent to 
T"4, where T is sample size (see Said and Dickey, 1984; pp599-607). 
Causality Test in the Stock Price-Volume Relation 
The inter-relation between stock prices and trading volume had been widely 
studied in the past. Hiemstra and Jones (1994) claimed that causality tests can 
provided useful information on whether knowledge of past stock price movement 
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improves short-run forecasts of current and future movements in trading volume, and 
vice versa. Gallant, Rossi, and Tauchen (1992) also argued that more can be learned 
about stock market through studying the joint dynamics of stock prices and trading 
volume than by focusing only on the univariate dynamics ofstock prices. 
In this study, causality test is important to determine the causal relation between 
stock return and change in trading volume. This is an essential issue in the non-
parametric estimation we perform in the latter chapter. Traditional Granger causality 
test and also the likelihood ratio test (LR) are employed to investigate the presence of 
linear predictive power between the two variables, return and change in trading 
volume, we concern in this study. 
As originally specified, the general formalization of Granger (1969) causality for 
the case of two scalar-valued, stationary time series {Xt) and {7,)is defined as 
follows. 
Let F(X, I /,_,) be the conditional probability distribution of Xt given the 
bivariate information set /,.； consisting of an Lx-length lagged vector of Xt, say 
义,七三（7(七’乂七+1，……，义卜1)’ — an Ly-length lagged vector of 7. say 
r,_,y ^ (r,.LyJt-Ly.^^……X-^)' Give” hgs Lx cuui Ly, the time series 化 } does not 
strictly Granger cause { X(} i f : 
F ( . V J / , , ) = F ( . V , | ( / , _ , - r , _ , , ) ) . /=1’2， . . . . . . （3.1) 
If the equality in equation (3.1) does not holcl then knowledge ofpast Y values helps 
to predict current atidfuture X values, and Y is said to strictly Granger causes X. 
As shown in equation (3.1), strict Granger causality relates the past of time 
series to the present and future of another time series. 
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Granger Causality Test 
Granger test is used in our study to discover the causal relation between the stock 
returns and the change in trading volumes. This is a test for bivariate causality, which 
involves estimating a linear reduced-form vector autoregression (VAR): 
m n 
\ = Z > / � + Z A ^ > V y + " . ( 均 
/=i y=i 
m n 
yt 二Y J i y t - i ^Yayj^t-j +",' (3-3) 
/=i ;=i 
where x^  and y^ are stationary series ； 
a^,j3j,^^,/j, i= 1广..历 a n d j = l,....,n are constant parameters ； 
u t^ and Uyt are mutually independent white noises. 
To test strict Granger causality from Y to X in this linear framework, a standard 
joint test (T- test) is used to determine whether lagged Y has significant linear 
predictive power for current X. The null hypothesis that Y does not Granger-cause X 
is rejected if the coefficients ^ j for j 二1，2，...，" are jointly significant different from 
zero. 
The restricted model is therefore: 
m 
^t = Z ^ ' ^ - / +^x/ (3.4) 
/=i 
The test statistic is the standard Wald F-statistic: 
^JSSE^-SSE,)!q 
'SSEJ{T-p-q) 
where SSER is the sum of squared errors from the restricted model, 
SSEu is the sum of squared errors form the unrestricted model, 
q is the number of restricted variables, 
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p is the number of variables in the unrestricted model, and 
r i s the total number of observations. 
The orders of p and q will be determined by the optimal lag length test in the 
following. Rejecting the null hypothesis that Y does not Granger-cause X indicates Y 
Granger-causes X. 
Before performing the Granger causality test, the optimal lag length included in 
the Vector Autoregressive (VAR) model should be determined first. As an increase of 
lag lengths or variables will quickly eroded the degrees of freedom while too few lags 
will misspecified the model. The order ofVAR model k, can be selected either with 
the help ofmodel selection criteria, such as Akaike information criterion (AIC) or the 
Schwarz Bayesian criterion (SBC), or by means of a sequence of log-likelihood ratio 
test. In this study, the optimal order k is chosen by using the SBC which is the most 
parsimonious criterion, producing the smallest average squared forecasting errors, and 
yielding the autoregressive order correctly most often according to the study of 
Lutkepohl (1985). 
The Likelihood Ratio {LR) Test 
The other approach to the causality detection is the likelihood ratio {LR) test 
where similar work can be found in Caines (1976) and Caines and Chan (1975). This 
test is to discriminate between various pairs of restricted and unrestricted models held 
as the null and alternative hypotheses respectively. 
The unrestricted model (of order k) is a model of form 
V i i W y^,A^)Yx^^ 
vV^2iW & ( z ) J L y J t 
where y/{z)is a polynomial oflag operator which specified the optimal lag length. 
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X, and 乂 are the univariate processes, and 
St is the white noise with covariance Z„. 
The restricted model (of order k) is of form 
‘冷 n ( z ) 小 i 2 ( ^ ) Y ^ / ^ ^ ^ 
J 2i(z)伞 22{z)XyJ ‘ 
where ¢.. are zero polynomial for the specified restriction. If not restricted,冷” =Wi” 
V, is a white noise with covariance Z^. 
There are four possible models (hypotheses of causality relationships between x, 
and y, ) which we call H^，H,, H:，H^ and are defined in Table 1. 
The variance/covariance matrices of the unrestricted model, the bivariate 
autoregressive model isZ„ and the restricted model, the bivariate model excluding the 
cross coefficients isE, are calculated. Then the asymptotic test statistic (suggested by 
Sims, 1980) is 
( r — c)(ln|2:�— |2:„|) 
which has a x^ distribution with degrees of freedom equal to the number of 
restrictions in the system. 
Lagrange Multiplier (LM) Test for the ARCH Effect 
The formal test for existence ofARCH effect in the errors is the LM test for 
ARCH effect proposed by Engle (1982) which involves two steps. In the first step， 
ordinary least square (OLS) regression is used to estimated the most appropriate 
AR(p) model (or regression model) where p is the order of the model. Then the 
residuals, e^, from OLS regression is obtained. The second step involves regressing 
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the squared residuals, Sf, on a constant and its own lagged values with different 
orders: 
云,2二仅。+«1仏+……+ a ^ + v , (3.5) 
where v, is white noise. 
The null hypothesis o fno ARCH effect is H^ : a, 二 a�二 ……=a^ 二 0 . 
If there is no ARCH effect, the regression in (3.5) will have little explanatory 
power so that the coefficient of determination (usually i?^-statistic) will be quite low. 
With a sample of T residuals, under the null hypothesis of no ARCH errors, the test 
statistic TxR^ converges to x ] distribution. If TxR^ is sufficiently large, rejection 
of the null hypothesis that a, through a^ jointly equal to zero is equivalent to 
rejecting the null hypothesis of no ARCH errors. On the other hand, if TxR^ is 
sufficiently low, it is possible to conclude that there are no ARCH effects. 
ARCH(p) and GARCH(p,q) Models 
I f the results of the LM test described above conclude that there exists an ARCH 
effect in the errors, the Autoregressive Conditional Heteroskedasticity (ARCH) of 
Engle (1982) model can be used to capture the volatility clustering characteristic. 
Bollerslev (1986) extended Engle's original work by developing a technique that 
allows the conditional variance to be an autoregressive moving average (ARMA) 
process. That is the Generalized Autoregressive Conditional Heteroskedasticity 
(GARCH) model. 
The standard ARCH/GARCH model involves the joint estimation of a 
conditional mean and a conditional variance equation. In the original work ofEngle's 
ARCH model, consider the first-order autoregression AR(1) model 
20 
yt ^ryt-i + 。 
where y is a constant parameter, 
乂_1 is the first lag value of 兄， 
St are the errors which are assumed to be conditional normally distributed 
with zero-mean and conditional variance h^，and 
St I y / t - � � N ( Q , h t ) where y/,_^  is the information set at time M . 
Since the pioneering work of Engle (1982), the assumption of conditional 
normality errors has been widely used in theoretical as well as in empirical research. 
However, evidence has been found to make it possible to reject the assumption of 
normality. It is a well-known fact that the unconditional distribution of retums to 
financial assets exhibits fatter tails than a normal distribution and leptokurtosis is also 
found in the conditional distribution as well. Gallant, Hsieh, and Tauchen (1989) gave 
a theoretical explanation of why we should find leptokurtosis in the conditional 
distribution of financial returns and confirmed their findings in the daily exchange 
rate of the British pound to dollar. Bollerslev (1987) concluded that the monthly 
returns to the Standard and Poor's 500 (SP500) Composite Index were better fitted 
with a GARCH model under assumption of Student-t distributed errors. Baille and 
Bollerslev (1987) used a conditional Student-t to model exchange rates. Nelson 
(1991) used the Generalized Error distribution to model the conditional probability 
density function of stock returns. 
Follow the findings ofBollerslev (1987), the assumption of conditional Student-t 
distributed innovations is also perform in our study. 
St 丨 y/卜、�/(¾/?,), where y/^_^ is the information set at time t-l. 
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After model the conditional mean, the conditional variance is modeled as follows, 
� = v A � , 2 
where v^  is a white noise with zero mean and variance ofone. 
ARCH (p) model ofEngle (1982) 
p 
\ = « � + Z l « , i i / 
;=1 
where a . , i = 0，1... p are parameters to be estimated, 
s^_.，are the residuals at time M , t-l, t-p, and 
ht is the conditional variance conditional on the past information set 
K � / 2(〜，a ) . 
The ARCH model has found to be useful to predict the future variance from one 
period to another. McNees (1979) suggest that, “ the inherent uncertainty or 
randomness associated with different forecast periods seems to vary widely over 
time." He also documents that, “ large and small errors tend to cluster together." The 
ARCH model is proven to be useful where the underlying forecast variance may 
change over time and is predicted by past forecast errors. However, assumptions 
about the parameters have been made when applying the ARCH model. First，the 
parameters, aQ,a^,.....a^ are assumed to be positive so as to ensure the unconditional 
variance of the errors is positive. Second, the parameters are assumed to be，0 
<a^,a^,. . . . .a^ <1, to guarantee the stability of the model. 





where p, q are the order of the model, 
a,J 二 0，1，……,pand p.J 二 0,1,……,^are parameters to be estimated, 
St_i，are the residuals at time M , t-2, t-p, and 
ht is the conditional variance conditional on the past information set. 
The GARCH(p,q) model is an extension of ARCH(p) model where the 
conditional variance is extended from AR process to ARMA process. The GARCH 
model has a more parsimonious representation of the ARCH model, which definitely 
has an advantage of easier identified and estimated. It has proven to be particularly 
suited for modeling the behavior of financial time series. However, the restriction 
about the parameters in the ARCH model is also valid in the GARCH model. 
The unconditional mean and variance of a GARCH process are constant，but the 
conditional mean and variances are time dependent. The fact that conditional 
variances are allowed to depend on past realized variances is particularly consistent 
with the actual volatility pattem of stock market where there are both stable and 
unstable periods. 
To estimate the parameters in the GARCH(p,q) model, the maximum likelihood 




where p, q are the orders of GARCH model, 
0 are the parameters to be estimated, and 
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f (y,, \ ) is the normal or Student-t density function (assumption) and y^，/?, 
are calculated from the conditional mean and variance equation. 
The log likelihood function is maximized to obtain the corresponding 
parameters. 
In this study, the HSI retum series is found to follow the ARCHy'GARCH type 
process. As a result, different types of GARCH models are fitted to the return series 
and different model selection criteria such as AIC, SBC and the Maximum Log-
likekihood value are compared. 
Poon and Taylor (1992) found that the order of GARCH(p,q) with p + q > 4 will 
cause unstable system when applying to the U.K data. Similar results are found when 
the HSI returns series are used. So, we only tried those models with p + q < 4 . 
Semiparamteric GARCH 
We first follow Engle (1982) to fit the ARCH7GARCH type models with 
assumption of normal or t-distributed innovations to model the volatility clustering 
phenomenon. However, Diebold (1988) shows that this assumption of normality or t-
distribution is often violated in empirical examples, typically, the innovations with fat 
tails or non-symmetric distributions. Drost and Werker (1996) provide an explanation 
for high kurtosis when the data come from a GARCH data-generating process in 
continuous time (see also Drost and Nijman, 1993; Nelson, 1990a). 
Because of the lack of the prior knowledge on the error density function, to be 
flexible and to avoid the introduction of an incorrect innovation distribution which 
may lead to inconsistent estimators, Engle and Gonzalez-Rivera (1991) proposed a 
semiparametric estimator, which consists of a parsimonious parametric specification 
of the mean and variance equations. Even though the conditional probability density 
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function of the innovations is not known, it is assumed to be sufficiently smooth to be 
approximated by a non-parametric density estimator. How the innovations are 
distributed will be told by the residuals themselves. The data-driven density will be 
estimated by a non-parametric density estimation approach that is, the kernel density 
estimation. Cheng，Fan and Marron (1993) show that the density function estimated 
by kernel density estimation and nonparametric regression have the same asymptotic 
properties, (see also Fany'Gijbels, 1995). Some results for semiparametric GARCH 
model can be found in Engle and Gonzalez-Rivera (1991)，Stigerwald (1992), 
Potscher(1995) and Steigerwald (1995). In this study, the semiparametric GARCH 
model proposed by Engle and Gonzalez-Rivera (1991) has been applied to the HSI 
retum series. The results are then compared to those obtained from the GARCH 
model with normal and t-distributed innovations. 
The Semiparametric GARCHModel 
The semiparametric estimator is a two-step estimator. In the first step, consistent 
estimates of the parameters of interest are obtained through maximum likelihood 
estimation, where the likelihood function is written under the assumption of 
conditional normality of the innovations despite the fact that this may be an 
inappropriate assumption. With initial estimates of parameters, 6, a non-parametric 
density of the standardized innovations is constructed. The second step consists of 
using this non-parametric density to build a non-parametric likelihood that is 
maximized with respect to the parameters we interested, 0 . 
Following Engle and Gonzalez-Rivera (1991), let us consider the following 
model, 
yt :<l>o+TL<l>iyt-i+8t k=i,2,…… 
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」 
� I y^t—\ � f ( O A ) or Ut = h~28,�iidg(0,l) 
^t 二Vt^|^ 
ht:o^ + j]a,sL+jyjht_j p = 1,2,..... ¢^  q = 1,2,…… 
i=i ;=i 
where / i s the unknown density of s^  conditional on the past information set ^/卜\， 
g is the standardized density function for u^， 
v^  is a white noise with crJ = 1， 
y/^_^ is the information set at time t-\, 
k is the order of AR process in the mean equation, 
p and q are the order of GARCH process, 
ht is the conditional variance, 
w, is the standardized variable, and 
^.,co,a^ and p^ are vectors of parameters in mean and variance equation. 
Conditioning on the information set y/^_^，that contains information up to time t-
1，the random variable s^  is distributed as / ( 0 , h^), where h^  is the conditional 
variance which is a function of past information and of a set of parameters 6, where 
0 contains the parameters to be estimated in the mean and variance equation, i.e. 
¢.,Q),a.2ind P[ 
The models are summarized as h^  二/7(<?卜"<?,_2,...;(9). The probability density 
function f is not specified. In order to estimate this model, we consider the 
」 
standardized variable u^  = h^  ~s^. The random variables u^  are assumed to be i.i.d. 
with continuous density function g ( u J with mean zero and variance one. The shape 
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of g(uJ will be obtained independently from a non-parametric method. For the 
sample size of T, the semiparametric log likelihood function is given by 
/ ^ = l o g l “ 0 = i l o g / ( � l d (3.6) 
1=] 
This function will be maximized to estimate the known parameters 0 as well as 
the unknown / the unknown density function of s � T h e set of parameters in 0 
represents the ones in the mean equation and the ones in the variance equation. To 
」 
facilitate the estimation, the residuals 8^  are standardized to form /^^  三 /?, ^s^. Taking 
into account the transformation of the random variable, the log likelihood function 
looks like, 
hiP) = - \ f ^ l � g � + i ： l o g H O (3.7) 
1 t=\ t=\ 
where T is the sample size. 
To maximize the log likelihood function in (3.7)，the score function is required to 
calculate. For a semiparametric GARCH model, the scores are 
di, ^ j . 1 1 dh, ^ 1 f d s , i d h , s , y M 
de~h 2h, dO -i [ dO 2d6h,)g{u,) ‘ 
"t 
where g'{u^) is the first derivative of the estimated density function 
(¢.] � r 1彳 
. _ � 么 — 广 2 dSt _ —3Vi 
" - a , . , i — 了 ' - 1 ， ^ “ ： . 
R � � J _ . 
\Pi y V yt-k 
To perform the estimation procedures, it is essential to choose the nonparametric 
method in estimating the unknown density function. The local polynomial fitting for 
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density estimation is used to obtain the estimation of the unknown density function of 
the innovations. The other issue is the choice of algorithm in implementing the 
estimation procedure in the computer, the Berndt Hall, Hall and Hausman (BHHH 
1974) algorithm is employed to implement the procedure. 
Density Estimation 
In the semiparametric GARCH model, we have to estimate the distribution of the 
errors. The density estimation used in this study is the local polynomial fitting for 
density estimation developed by Fan and Gijbels (1995) which is implemented in the 
computer program called Xplore. Consider a random sample {X^,..... J(^} that is taken 
from a population with a probability density f(x). The empirical cumulative 
N 
distribution function F^(x)is obtained by putting \/n mass at each datum point. 
A 
However, the data structure can hardly be examined by the plot of the function F^{x). 
A 
A better visualization device is to plot its density function F^‘(x), which however, 
does not exist. A better idea is to smoothly distribute the 1/n mass at each datum point 
to its vicinity. 
A symmetric probability density function, called kernel function K and a 
nonnegative parameter h, called the bandwidth are used to achieve this purpose. The 
kemel function K controls the shape of the mass redistribution and the bandwidth h 
govems the spread of the mass redistribution. Let K^{t) = K{t!h)/h be a rescaling 
^ _ “ 
function of K. The kernel density estimator is defined by j\ (x) 二 77"' ^  K^ (x — X.). 
;=i 
The kernel function K used in the density estimation is the Epanechnikov kernel and 
the bandwidth h chosen is the rule of thumb (ROT) bandwidth. 
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The Berndt Hall, Hall and Hausman (BHHH) algorithm 
The other consideration of the maximum estimation is how it is implemented in 
computer. The BHHH algorithm is one of the many computing algorithms in 
performing iteration in maximum likelihood estimator. The advantage of using this 
algorithm is that only the first derivative of the log ftinction is needed. In the BHHH 
algorithm, we approximate the Hessian matrix by 
'dXogL{0)dXogm 
^ do de� ‘ 
So, the iterating scheme of the BHHH algorithm is 
" * = “ ; f e p i � g " " ) T n j : ~ _ i (3.10) 
_t=\ V 洲 J _ L^=i 洲 _ 
where L(0 ) is the log likelihood function, 
0 * is the updated vector parameters, 
A 
0 current parameters which all the quantities on the right hand side are 
evaluated, and 
X is the step length. 
The iterating scheme is considered as having converged if 
{ 0 ^ - d y { 0 ^ - 6 ) < ( ; (3.11) 
w h e r e � i s an arbitrary set constant 
Under the BHHH algorithm, the parameters will be updated according to the step 
length and the approximated Hessian matrix. In each iteration, the current parameters, 
� 
6 will be updated by the value of all quantities on the right hand side of equation 
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(3.10) to form 0^ . The model is said to be converged if the difference between the 
current parameters and the updated parameters is getting smaller. The convergence 
level is constant which is arbitrary set. 
Local Polynomial Fitting 
In the local polynomial fitting, we suppose that locally the regression function 
m{x) can be approximated by a polynomial 
m{x) « m(X�) + m' ( x � ) ( x - x , ) + •.. + m �（x�)(x - x � ) ^ / p\ (3 • 12) 
for X in a neighborhood of xo, by using Taylor's expansion. From the local modeling 
point of view, we models the unknown regression function by a polynomial of order 
p. This suggests fitting a local polynomial regression : 
min 2 ^ - Po - P\ ( ^ , - ^ 0 ) — — P p (Z, - ^0) P f K,(足-X�) (3.13) 
i=\ 
/\ A 
Let >^ (x。)，...，y^ p(x�) be the minimizer to the minimization problem. The local 
A 
polynomial regression estimator of the regression function is m(xQ) = /^ ^ (x^). The 
whole curve m{-) is obtained by fitting the above local polynomial regression with Xo 
varying in an appropriate domain ofinterest. 
In performing the local polynomial fitting, three components have to be 
specified. These issues are I) the choice of the order of the local polynomial, II) the 
selection ofbandwidth and III) the choice ofkernel. 
A) The choice of the order the local polynomial 
Fan, Gijbels, Hu and Huang (1996) showed that for estimating the v^ ^ derivative 
of a function, there is no increase in variability when passing from an even (i.e. p-v 
even) p = v + 2q order fit to an odd p = v + 2q + 1 order fit, but when passing from 
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an odd p = v + 2q + 1 order fit to the consecutive even p = v + 2q + 2 order fit there 
is a price to be paid in terms of increased variability. Therefore, even order fits p = v 
+ 2q are not recommended. Fan and Gijbels (1992) suggested the use of lowest odd 
order, i.e. p = v + 1，or occasionally p 二 v + 3. Similar results are obtained in Ruppert 
and Wand (1994) and the discussion is extended to a multivariate setup in their work. 
B) The selection of bandwidth 
The size of the local neighborhood, the bandwidth parameter h’ plays a crucial 
role in the local polynomial fitting. A too large bandwidth under-parameterizes the 
regression function, causing a large modeling bias, while a too small bandwidth over-
parameterizes the unknown function and results in noisy estimates. 
In short，the selection of bandwidth involves the tradeoff between the bias and 
variance of the estimators. Large bandwidth reduces the variance but increase the bias 
while small bandwidth will reduce the bias on the price of increasing variability. 
Though it is obvious that we can use subjective choice, more complicated structure 
will need a more precise method, that is，the data-driven bandwidth. 
Fan，Gijbels, Hu and Huang (1996) discussed the theoretical choice of optimal 
bandwidth which is obtained by minimized the asymptotic mean squared error (MSE) 
or mean integrated squared error (MISE). The relative error of this method in 
obtaining optimal bandwidths is also studied. However, these asymptotically optimal 
bandwidths depend on unknown quantities such as the design density, the conditional 
variance and the derivative function. Different methods dealing with the problem will 
lead to different methodologies in choosing the bandwidth. 
Silverman (1986) suggested a simple bandwidth selection method for the kernel 
density estimator, the rule of thumb (ROT) method which is with reference to the 
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normal distribution and assumes that the distribution of the observations is normal. 
The idea seems to date back to Deheuvels (1977)，who proposed it for histograms and 
Scott (1979) provided a discussion for the problem of choosing the optimal bin width 
for histogram. Fan and Gijbels (1995b) extended to the application in the local 
polynomial fitting. Hardle and Marron (1995) deveIope another ROT bandwidth 
where a piecewise polynomial fitting is used to recover the curvature. Bowman 
(1985) finds that a ROT bandwidth performed very well in his Monte Carlo study 
when the underlying density was close to normal. 
Rudemo (1982) and Bowman (1984) propose the least square cross-validation 
bandwidth. It involved minimizing the least square cross-validation function. For a 
given datum point /, we use data [{Xj, Yj)J 本 i } to build the regression function. The 
criterion is defined by the weighted average squared errors of the regression function. 
Hardle (1990) carries the idea over to the estimation of derivative curves. There are 
also other version of cross-validation method in which the cross-validation function to 
be minimized is different. Scott and Terrell (1987) propose the bias cross-validation 
bandwidth. Wahba (1977) and Craven and Wahba (1979) use the generalized cross-
validation. As noted in Sheather (1992) and Fan and Gijbels (1996)，the performance 
of the bandwidths under different cross-validation methods are similar. 
The direct plug-in method introduced by Woodroofe (1970) in density estimation 
is another popular bandwidth selector. The idea involved substituting the unknown 
quantities by pilot estimators and then carrying out an iterative procedure until 
convergence. Scott, Tapia and Thompson (1977) propose the iterative procedure for 
the estimation of the plug-in estimated bandwidth and Rupper, Sheather and Wand 
(1995) gives examples of the application of plug-in techniques in the regression 
estimation setup. Other plug-in type bandwidth selectors have been proposed. One of 
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them is developed by Sheather and Jones (1991) who use the bandwidth in initial 
setup by making reference to a normal density with unknown standard deviation. 
Many other methods are proposed as the bandwidth selector. As a result, we 
inevitably have to be selective. Moreover, not all of them are popular and have good 
performance. Sheather (1992) compared performance of six popular bandwidth 
selection methods. Fan and Gijbels (1995a) studied the data-driven bandwidth 
selection in local polynomial fitting. 
In this study, in order to keep the computation simple, only the rule of thumb 
bandwidth developed by Fan and Gijbels is used in the density estimation for 
semiparametric GARCH model, while the local polynomial fitting technique is 
applied to the stock returns. 
The ROT procedure developed by Fan and Gijbels (1995b) starts from the 
minimization of the conditional weighted mean integrated squared error (MISE): 
MISE = U[Bias{m\x) | A^}]�+[Var{m^x) | X)])w{x)dx (3.14) 
« 
where 7¾ (^-) is the estimator of the v^ derivative of m(.)， 
X = (X,......XJ,and 
w(') > 0 is a given weighting function. 
A theoretical optimal constant bandwidth for estimating the v^ derivative of m(-) is 
obtained from the about minimization problem. Using the asymptotic expression, we 
find an asymptotically optimal constant bandwidth given by 
- ^M{2p+Z) 
a ^ (x)w(x) / / (x)dx i / ( 2 + 3 ) 
印' � ‘ \{n^'^'\xifw{x)dx 
_ * — 
where h^ ^^  is the asymptotic optimal bandwidth, 
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cr2(.) is the conditional variance o f X , 
m(”�) (•) is the Q?+1)^ derivative ofm(-)， 
f (•) is the design density of X, 
p is the order of polynomial used in estimation, and 
C^ p {K) is a constant which is solely depends on v, p and the kemel 
function used, (see J. Fan and I. Gijbels (1996). Local Polynomial Modeling 
and Its application. Chapman and Hall, London, 1997) 
These asymptotic optimal bandwidths depend on unknown quantities such as the 
design density/(-) , the conditional variance cr^Q, and the derivative function 
历(州)(-).Different approach in estimating these quantities leads to different practical 
bandwidth selection procedures. The rule of thumb (ROT) bandwidth is obtained by 
fitting a polynomial of order p + 3 globally to m(x), leading to the parametric fit 
7^(x) = a � + . . . + 5，+3xP+3 (3.16) 
The standardized residual sum of squares from this parametric fit denoted by a^ 
is then used to substitute cr^(x) by treating the conditional variance as a constant. By 
differentiate the fit p + 1 times with respect to x, we can obtain a quadratic function of 
A(P+o(.) The function is then used to replace 爪(洲(.）.Finally, suppose that we are 
interested in estimating 历⑴（.），we can take>v(x) = /(x)w。（x)for some specific 
functionn^oOO • Putting all together, we have 
- n-i/(2/'+3) 
G~ w.. (x)cbc 
Kt = C” (K)———^ (3.17) 
nj^^'''\x)]w^{x)f{x)ck 




which leads to the Fan-Gijbels' rule ofthumb (ROT) bandwidth selector 
厂 广 n - l / ( 2;7+ 3 ) 
一 a^^w^{x)dx 
力-二。^，“幻[1,:1_+”(幻}2拟。(幻_ 
This ROT bandwidth is used in this study. 
C) The choice of kernel function 
After having studied the order of polynomial used and the choice of 
neighborhood, the bandwidth, we now come to determine the weighting scheme, the 
kernel function K, to each of the data. Since the estimate is based on the local 
regression, no negative weight kernel should be used. Marron and Nolan (1988) noted 
that Gaussian kemel and the 'symmetric Beta family，includes most widely used 
kernel functions. The Gaussian kernel functions is defined as follows 
K{t) - {4^y' expH'/2), 
The 'symmetric Beta family’ is defined as 
糊=颇(1/12，,+1)(1-々+，”0,1，…. 
where subscript + denotes the positive part, which is assumed to be taken before the 
exponentiation. The choices of y = 0, 1，2 and 3 lead to respectively the uniform, the 
Epanechnikov, the biweight and the triweight kernel function. 
When the optimal bandwidth is chosen, the asymptotic MSE and MISE depend 
on the kemel function K. To determine the optimal kemels K, we should choose the 
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one which minimizes the MSE and MISE. Optimal kernels K have been derived in 
Gasser, Muller and Mammitzsch (1985)，and Granovsky and Muller (1991) and the 
Epanechnikov kernel is shown to be the optimal kernel. Fan, Gasser, Gijbels, 
Brockmann and Engel (1995) found that it is a easy task to obtained the minimum 
variance kernel in which only the asymptotic variance contributes to the MSE and 
MISE in the framework oflocal polynomial fitting. 
However, as noted in Fan and Gijbels (1996), the choice of the kernel function K 
is not very important for the performance of the local polynomial fitting, both 
theoretically and empirically. Since Epanechnikov kernel is optimal in minimizing 
MSE and MISE at an interior point and the structure of the kemel enable 
implementation of fast algorithm, it is recommended by Fan and Gijbels (1996). 
Following this recommendation, the Epanechnikov kernel is used as the 
weighting scheme in both the density estimation of the semiparametric GARCH 
model and also the local polynomial fitting of the stock retums. 
The Epanechnikov kernel is defined as 




DATA AND EMPIRICAL RESULTS 
This chapter presents the empirical results of the test for the order of integration 
for the series we used in this study. The test results for ARCH effect in the errors are 
also discussed before we proceed to fit GARCH models and semiparametric GARCH 
models to the HSI retum series and the representative firms' stock returns. Since the 
causal relation between the stock returns and change in trading volumes is an essential 
issue to the local polynomial fitting, we discuss the test for causality before applying 
the local polynomial fitting technique to stock return series. Finally, the results of 
using the local polynomial fitting to the stock returns are compared to those obtained 
by the mean equations of GARCH models. However, prior to all the tests and models 
fitting, we first discuss the data used in this study. 
Data Description 
The data used in this study are the daily closing price and trading volume of the 
Hang Seng Index (HSI)' of the Hong Kong Stock Market and daily closing prices and 
trading volumes of five representative companies chosen from the constituent stocks 
ofthe index. The HSI comprises 33 constituent stocks which are representatives of the 
market. On November，24, 1998, the aggregate market capitalization of these stocks 
accounted for about 70% of the total market capitalization on the Hong Kong stock 
market. 
However, the performance and market capitalization of the stocks are time 
varying, so the constituent stocks are subject to change under the selection criteria 
‘ T h e HSI has been constnicted since July, 31. 1964 and was set to be 100 at that tiine. 
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announced by the HSI Services Ltd. The list of current constituent stocks and the 
selection criteria are in Appendix 1 while Appendix 2 shows the calculation formula 
for the HSI. 
The daily data of the HSI returns and trading volumes used in this study cover 
the period ofJune, 1, 1988 to September, 30, 1997 with a total o f2316 observations. 
They are supplied by the HSI Services Ltd. A sample of 2235 observations ranging 
from June, 1，1988 to May, 30，1997 is used for model estimation. 
The non-trading days are excluded from this study. These days included the 
official holidays and Saturdays. Moreover, some special occasions in which there are 
no trading activities, such as the death of governor and the break down of computers 
are also excluded. 
In addition to the HSI, we also study the firm level by choosing five 
representative constituent stocks of the HSI. The five representative firms are the 
Cheung Kong (Holdings) Ltd. (CHGK), the HSBC Holdings plc (HSBC), the Hong 
Kong Telecommunications Ltd. (TELE)，the Hang Seng Bank Ltd. (HSBA) and the 
Hutchison Whampoa Ltd. (HUTI). These representative stocks are the most active 
ones in terms of turnover and market capitalization. 
The daily data of individual companies employed in our study are collected from 
the on-line Datastream, a U.K. incorporated data service company. Daily data ranging 
from June, 1，1988 to May, 30，1997 are used for the estimation and data from June, 1， 
1997 to September, 30，1997 are reserved for evaluation. Those days when stock 
tradings were suspended for special occasions such as merger and acquisition, major 
ownership changes or abnormal movements of the stock prices are excluded from the 
analysis. 
The names of the representative companies, their stock codes and sample periods 
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used are listed in Table 2 while Figures 1 to 6 show the HSI and the stock prices for 
； 
the representative firms against time. 
Transformation ofData 
As we are interested in the change of the stock prices，the returns rather than the 
level ofindex themselves are used. Data are transformed to daily returns by taking the 
first difference of the logarithm of the daily closing index, namely, 
R^=lnP,-lnP^_, 
where Pt is the daily closing price of the HSI, 
Rt is the stock return, and 
ln is the natural logarithm operator. 
The trading volume (or turnover) measures the trading activities in the Hong 
Kong stock market and the daily closing trading volumes are also transformed in the 
similar manner as that for the HSI. 
AV^  = lnV^ -lnF,_, 
where V^  is the trading volume in HK$. 
The summary statistics of the stock retum, Rt, and change in trading volume AF^  are 
listed in Table 3. 
Skewness and kurtosis respectively measure the skewness and peakness of a 
probability distribution. The skewness and kurtosis for a standard normal distribution 
should be zero and three respectively. From Table 3, we can see that all the return 
series have the negative skewness indicating that the distributions of retums are 
skewed to the left. The extremely high sample kurtosis indicates the empirical 
distributions have heavy tails compared to the normal distribution. Leptokurtic 
properties of daily stock returns are well-known for financial data series and there is 
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no exception in our case. 
However, there is a difference in the change in trading volume, AV,. Table 4 
shows that there is positive skewness for the trading volume series indicating the 
series are skewed to the right. The values ofkurtosis are below three, suggesting that 
the empirical distributions for change in trading volume are platokurtic when 
compared to normal distribution. 
Figures 7 to 18 show that the returns and change in trading volumes of the HSI 
and the individual firms against time. From these figures, we can see that the returns 
fluctuate around zero and the clustering of fluctuations are apparent: large changes (of 
either sign) tend to be followed by large changes, and small by small. This 
phenomenon is typical for many financial data sets and have been studied by Engle 
(1982) using the ARCH model, and Bollerslev (1986) with the GARCH model. 
Test for the Order ofIntegration 
To perform the ADF test, we have to determine the optimal lag length for the 
inclusion of lagged dependent variables in the test equations. The lag order ranging 
from 1 to 50 (equivalent to a length two months) is chosen to fit different models. 
Then AICs are compared to choose the optimal one. 
After determining the optimal lag length, we perform the ADF test with constant 
term but omitting the linear trend. Table 5 reports the test results. 
The ADF test statistics reject the null hypothesis of unit root at the 1% 
significant level. This shows that both the stock return and change in trading volume 
are integrated of order zero, I(0). i.e. they are stationary. Similar conclusion can be 
drawn by using the Philip-Perron (PP) test. 
40 
Test for the ARCH Effect 
Before any specific models are fitted to the HSI return series, the properties of 
the data must be studied carefully. By visual inspection of figures 7 to 12 on the 
movements of the stock returns, we observe that the large changes are followed by 
large changes (of either sign), and small, by small. It may be a sign of varying 
volatility，and formal tests are called for. To test the randomness of the residuals and 
squared residuals, we employ the test developed by Dufour and Roy (1985), we call it 
the DR test hereafter. In the DR test, the exact mean and exact variance are used to 
compute the test statistic : 
The exact mean 
脉 ) = - ^ ^ (4.1) 
n{n -1) 
and the exact variance 
z � n' - (k + 3)n' + 3kn^ + 2k(k +1) - 4k^ . . . . 
var(r,) : ( ^^, 2 , " ~ 7 ^ (4.¾ 
{n + \)n (77-l) 
where rk is the autocorrelation, 
n is the sample size, and 
k is the lag order. 
The test statistics R^ : � - 八 has the distribution ofN{0,l), 
^k 
where ju^ is derived by (4.1) and cr^  is derived by (4.2). 
According to the simulation results of Dufour and Roy (1985), the DR test has 
better performance than the Box and Pierce (1970) test and the Lung-Box (1978) test 
and is robust to the distribution of the test series. 
To perform the DR test, we first have to choose the most appropriate order of the 
AR models by fitting AR models with lag length from 1 to 50 (equivalents to two 
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months) and then compare the SBC of the models. The AR(1) model is found to be 
the best fitted model and the residuals from the AR(1) model are obtained. 
The results of the DR test for the residuals and the squared residuals are shown 
in Table 7. The results show that the serial correlations in the residuals are small and 
large alternatively which is a sign for the changing volatility. Significant serial 
correlations are also found for the squared residuals. 
We then proceed to test the existence of the ARCHy^GARCH effect in the errors 
by the Langrange multiplier (LM) test proposed by Engle (1982). 
In applying the LM test, the first step is to use the ordinary least square 
regression to estimate the most appropriate AR(p) model where p is the order of the 
model. As found above，the AR(1) model is the most appropriate model. 
Then the second step is to regress the squared residuals on a constant and its own 
lagged values with different orders. The first twelve orders are used and the test 
statistics are reported in Table 8. The results show that the null hypothesis of no 
ARCH effect is rejected. We can conclude that there is ARCH effect in the return 
series and the ARCH/GARCH model is used to capture these properties. The question 
ofhow to choose the order of GARCH models will be discussed in the next part. 
GARCH Models for the HSI 
As noted in Engle (1982), the mean and variance are simultaneously modeled in 
the ARCH/GARCH model. So, before fitting the GARCH models, the lag order of the 
mean equation of the model must be characterized. The most appropriate mean 
equation is found to be an AR(1) model by using the SBC statistic. 
After choosing the conditional mean equation, we continue to specify the 
variance equation, that is, the orders of the GARCH(p,q) model. Similar to the 
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findings ofPoon and Taylor (1992), we find that the order of GARCH(p,q) models 
with p ^ q > 4 will cause unstable system when HSI return series are fitted. So, only 
models with p + q < 4 are tried in this study. As suggested by Bollerslev(1986) and 
Akgiray (1989), the model log-likelihood values are compared when selecting the best 
model. The results of GARCH models with different orders are shown in Table 9. 
From the results，we can see that the GARCH models with t-distributed innovations 
out-perform those with normal distributed errors for all orders. This confirms the 
findings of Bollerslev (1986). Among different GARCH models with t-distributed 
errors, GARCH(1,1) model has the largest log-likelihood value indicating that it is the 
best model. Table 10 shows the estimated parameters by the GARCH(1,1) models 
with both normal and Student-t errors. 
A 
The estimated parameters, a, and p�，for the conditional variance equations have 
the sum of around 0.9 for all the three models. This indicates that the fitted models are 
second-order stationary and reflects the persistence of the volatility. 
Estimation for the Representative Firms' Returns 
The above procedure is applied to estimate models for the five individual firms. 
It is found that the same mean equations of AR(1) is the best fitted model to 
individual firms. Different GARCH models with different error assumptions are fitted 
and the results are similar to that of the HSI，that is, the GARCH(1,1) model with the 
Student-t distributed errors is the best model. 
Table 11 shows the best fitted GARCH(1,1) model with corresponding values of 
the model selection criteria for each firms while Table 12 shows that estimated 
parameters for the mean equations and variance equations with the t-statistic in 
parentheses. 
43 
Semiparametric GARCH Model 
After having estimated the standard GARCH models, we now try to relax the 
assumption of normal or Student-t distribution imposed on the innovations to avoid 
the introduction of wrong density function and add flexibility to the model. 
The semiparametric GARCH model is a GARCH model without the assumption 
of specific density function imposed on the innovations. Instead, movements of errors 
are allowed to speak for themselves, that is, the distribution of innovations are 
estimated by a nonparametric method. 
As mentioned in chapter three, the local polynomial fitting technique with first 
order polynomial，Epanechnikov kemel and rule of thumb (ROT) bandwidth is used 
to estimate the density function for the innovations in the semiparametric GARCH 
model. 
Following the procedure suggested in Engle and G. Rivera (1991), the 
GARCH(1,1) model, which is found to be the best model in previous section，is first 
fitted to obtain the initial estimated parameters. Then the estimated parameters and 
density function from the local polynomial fitting will be used in the maximum 
likelihood estimation with the BHHH algorithm implemented in the statistical 
program called Xplore to estimate the parameters. 
The estimated parameters and their log-likelihood values of the HSI for the 
GARCH models with student-t error assumption and the semiparametric GARCH 
model are shown in Table 10 while Table 12 shows the results for the representative 
firms. The semiparametric GARCH models according to the log-likelihood values do 
out-perform the GARCH models for all the series. This shows that the semiparametric 
GARCH models have the better description about the distribution of the errors. 
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Causality Test 
We now move to the nonparametric estimation. Before applying the local 
polynomial fitting technique to the stock returns and change in trading volumes, we 
have to study the causal relation between these two variables. It is important to 
determine which variable is the explanatory variable and which is the dependent 
variable in the local polynomial fitting. In this study, the series to be tested are the 
stock returns and the change in trading volumes. 
To examine the relation between stock returns and change in trading volume, the 
number of lags included in a vector autoregressive (VAR) regression which is 
essential in the test for causality, should be determined first. As an increase of lags 
will quickly erode the degrees of freedom while too few lags may misspecify the 
model, the SBC model selection criterion is adopted here. We choose the lag length 
by comparing the values of SBC, the model with the largest SBC will be the optimal 
one, we find that the optimal lag length for the HSI return series is four. For individual 
firms, we apply the same selection criterion, and the results are summarized in Table 
6. 
Both the Granger test which has the test statistics of standard Wald F-statistics 
and the LR test developed by Caines (1976) are performed to test the causality 
between the stock retum and the change in trading volume series. The results of the 
causality tests are shown in Table 6. 
The test results show that the causal relation for the HSI different from that for 
individual firms. For the HSI, it is the returns that cause the change in trading 
volumes while the reverse is true for the five representative firms, except for HUTI 
for which no causality relation between returns and change in trading volume was 
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found. 
This difference may be due to the fact that "noise traders" constitute a large part 
of the Hong Kong stock market. The HSI is the weighted average prices of 33 
constituent stocks, because the five representative stocks used in this study account 
for a large share of the market capitalization, their movements can therefore affect 
that of the HSI to a large extent, (see Appendix 2 for the formula for calculating the 
HSI). For example, when the trading volumes of the HSBC stock increase 
substantially, this will increase the price of HSBC stocks and subsequently drives up 
the HSI. The increase in the HSI will further motivate the so-called "noise traders" to 
"take a lift" and "rush" to buy other constituent stocks which they expect to rise in a 
short time. This “gold rush" behavior will increase the trading volume of the HSI. 
The causal relation found for the representative stocks may be due to the fact that 
when the companies have good performance, investors will tend to buy the stocks and 
increase the trading volume and subsequently drive the prices up. Moreover, when 
investors have optimistic forecast about the Hong Kong's economic growth, they will 
choose those stocks they think to be more "safe". The representative stocks are the 
most suitable choices. The buying of "large" investors will attract the "small" 
investors to follow, consequently the increase of trading volume by the "large 
investor" will drive the prices up by the "small" investors. Same causal relation found 
for the representative stocks as they have similar "image" to the investors, and similar 
company structure and influence on the stock market. 
Local Polynomial Estimation for the Stock Returns 
Evidence has shown that the stock returns do exhibit serial correlation, which 
contradicts the traditional random walk hypothesis. We have found that the daily HSI 
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return series demonstrated an autocorrelation. For GARCH model, both mean and 
variance are simultaneously modeled. In addition to the conditional variance, also 
captures the behavior of mean stock returns. 
Unlike parametric models, nonparametric models do not specify the relationship 
among variables and is robust to functional form assumptions. These models allow 
the data themselves to determine how they are related. It is believed that this free of 
functional restriction may bring some advantages over the parametric approach. To 
assess the performance of nonparametric approach over the parametric counterpart, 
results of the two approaches are compared by using the in-sample and out-of sample 
forecasts performance for the stock returns. 
From the causality test, we found that the causal relation mns from the change in 
volume to stock returns for the representative firms (except HHJTI) while the reverse 
is true for the HSI. It is more interesting and useful to forecast the stock returns from 
the change in trading volumes rather than the reverse. As a result, only the stock 
returns of the representative firms are used in the local polynomial fitt ing in this 
study. We cannot reject the null hypothesis of no causal relation between the change 
in trading volumes and stock returns for the HUTI. The series is excluded from the 
local polynomial fitting. 
As explained in chapter three, we specify the first order polynomial and the 
Epanechnikov kernel function to control the weighting scheme. The most crucial 
component, the bandwidth h, is determined by the Fan-Gijbels rule of thumb (ROT) 
method. Prior to any fitting, the ROT bandwidths are estimated for each series. The 
ROT bandwidths found for the CHGK, HKBC, TELE and HSBA are 0.482, 0.480, 
0.716 and 0.880 respectively. These bandwidths are different across firms, this is 
because the distribution of the returns for each firms is different. 
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It should be noted that observations with extreme value are excluded in findini? o 
the ROT bandwidth. I f outliers are included, the ROT bandwidths wi l l be 
overestimated and the performance of the local polynomial fitting wi l l be affected. 
To obtain the fitted stock return values from the local polynomial models, we use 
2000 grid points over the range of the change of volume. 
Model Evaluation 
Here, we discuss the approach to evaluate the performance of local polynomial 
models against the mean equations of GARCH(1,1) model. To make the comparison 
easier, manner to the local polynomial fitting, we use R�二 a + y^AF^ + 8^ as the mean 
equation for the GARCH(1,1) model to generate the forecasts of returns. The mean 
squared errors (MSEs) are used as the criterion for evaluation and both the in-sample 
performance and out-of-sample performance wi l l be considered. 
In-sample performance evahiation 
The sample used for estimation ranges from June, 1, 1988 to May, 30, 1997. 
Using the fitted GARCH(1,1) models, we obtain the fitted stock returns from the 
mean equations. In the meantime, we also obtain fitted stock returns from the local 
polynomial models. Then the MSEs for both models are calculated and compared. 
Table 13 shows the mean squared errors from both models for the four representative 
firms. We can see that the MSE of the local polynomial fitting is smaller than that 
from the GARCH(1,1) model for each firm. The fourth column shows the ratio of the 
two MSEs which is around 0.8’ meaning local polynomial does out-perform the 
GARCH(1,1) in fitting the stock returns 
within the sample. 
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Out-of- sample forecast evahiatiori 
In order to obtain a better understanding of how the local polynomial models 
perform relative to the parametric GARCH models, this section wi l l evaluate the out-
of-sample performance of the models based on the MSE and see i f the conclusion 
drawn above are still valid. The forecast period ranges from June, 1, 1997 to February, 
27, 1998 with a total o f l 8 0 forecasting values. 
To evaluate the out-of-sample performance of the GARCH(1,1) model, the one 
step ahead forecast for the GARCH(1,1) model is made. The forecast of GARCH(1,1) 
model is based on the conditional mean equation which is given by 
/•V A A 
Rt” = d + P^Vi^j, j =1,2,... .p where p and d are maximum likelihood estimators of 
the regression coefficients. That is to generate the , period ahead forecast, the j-1 '^ 
samples are used to estimate the parameters and then obtain the 产 forecast. 
Obviously, this wi l l be the optimal method as it utilizes all the available information 
for each forecast. 
In the literature, it has been found that the nonparametric methods usually have a 
superior in-sample performance over their parametric counterparts. However, unstable 
and variable results are reported when out-of-sample forecasts comparison are made 
using the nonparametric method. In this study, the MSEs of out-of-sample forecasts 
for both models increase when compared to those of the in-samples. On average, they 
are about six times as much as the in-sample MSEs. One reason for the sharp increase 
in MSEs is that the out-of-sample forecasting period includes the period of Asian 
financial crisis. During the crisis period, abrupt changes in stock prices are 
experienced and these changes have increased the MSEs significantly. 
When the out-of-sample forecasts from the local polynomial models are 
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compared with the G A R C H ( l J ) models we see that the ratio of the two MSEs 
ranging from 0.90 to 0.99 indicating that in the cases for CHGK, HSBC and HSBA, 
the performance of both models are similar, while for TELE, the MSE of the local 
polynomial model is smaller than the GARCH model by 10%. We can conclude that 
the local polynomial models are at least as good as the GARCH models. Table 14 
shows the MSEs for the out-of-sample forecasts of the GARCH(1,1) models and the 
local polynomial models. 
Forecast comparison by rank tesl 
However, Jenkins (1982) suggests that it may be inappropriate to use statistics 
such as MSE to evaluate forecasts. The problem revolves around the appropriateness 
of averaging the squared errors over observations that have different degrees of 
variability. He argues that it is better to consider each observation than just examine 
the aggregate statistics where information may be lost i f the observations are 
aggregated. Moreover, as the MSEs may be affected by outliers, it is inappropriate to 
evaluate forecasts by only comparing the MSE which is an average of the squared 
errors. To determine whether the GARCH(1,1) model, on average, is better than the 
local polynomial model, the rank test developed by Stekler(1987) is adopted here. The 
specific null hypothesis that will be tested is that both models have the same 
performance, with the alternative hypothesis that there is a model who consistently 
performs above average on the forecasting task. The idea of the test is that for each 
observation, the forecasts of the two models are ranked according to their accuracy in 
predicting that observation. Then a score equal to their place in that ranking is then 
assigned, with the better one receiving a score of 1, the other receiving 2. Formally 
R,, wil l denote the score assigned to the different models in predicting sample t. Then 
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T 
the scores are summed; that is, S- = ^ R , , , where T is the sample size. I f the two 
i=\ 
models have equal forecasting ability, their scores over the time would have the same 
expected value. It is possible to test the null hypothesis that the two models have 
equal scores. The ;j;"goodness-of-fit test statistic may be used for testing this null 
2 2 
hypothesis, with / -=玄（乂 ― 乂 ― ） " ― ， w h e r e ‘5搬。、)。，is the average score. 
;=i 
A rejection of the null hypothesis would indicate that the scores differed significantly 
and the alternative hypothesis that the two models do not have equal abilities, is tme. 
The test results for both the in-sample forecasts and out-of-sampIe forecasts are 
shown in Table 15. For the in-sample forecasts, the calculated value of x^ is greater 
than the 5% critical value for HSBC and HSBA, while it is significant at 10% level 
for CHGK. Consequently, the hypothesis that both models would have equal ability 
can be rejected for these firms at the 10% level or better, suggesting that for HSBC, 
HSBA and CHGK the local polynomial models have better performance in predicting 
CHGK, HKBC and HSBA returns in the in-sample evaluation. 
However, the calculated values of ;i;" in the out-of-sample forecasts indicate that 
we cannot reject the null hypothesis that both models have equal forecasting ability. 




Since the introduction of ARCH model by Engle (1982) and GARCH model by 
Bollerslev (1986), the ARCH/GARCH class models have been found to be very 
successful in application to the financial time series. However, there is enough 
evidence to reject the assumption of conditional normality in financial series. 
Bollerslev suggested using the assumption of Student-t distribution instead of the 
normality assumption to the innovations original proposed by Engle. 
In this study, we found that base on the log-likelihood values, when applying to 
the HSI and the firms' stock return series, the GARCH model with assumption of t-
distributed errors has superior performance over their counterparts of normality 
assumption. It indicates that the errors of the stock returns are better described by the 
t-distribution. 
However, to avoid the misspecification on the density function o f the 
innovations, we apply the more general GARCH model—the semiparametric 
GARCH model. As we do not have guideline about which probability function the 
errors belong to, so the best approximation to the true generating mechanism we can 
think should come from the data itself. The local polynomial fitting for density 
estimation response to this concern while the semiparametric GARCH model is able 
to accommodate any particular conditional probability density of the disturbance 
term. 
The application of semiparametric GARCH approach to the HSI and the firms' 
stock returns suggested that better performance of the semiparametric GARCH model 
over the GARCH model with the assumption of Student-t distributed errors. This is 
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due to the fact that the errors of stock return series are different from the Student-t, 
and the semiparametric GARCH can have better approximation of the true density 
function of the errors. Actually, the semiparametric GARCH model is recommended 
when we do not have idea about the density function of the innovations. However, i f 
the true generating process is known, the semiparametric GARCH may not as good as 
it seems to be. 
A nonparametric approach to the stock returns has also been studied in this 
thesis. For the nonparametric approach, no functional assumption has imposed on any 
quantities and the data are allowed to “speak for themselves". Among many 
nonparametric models, we employ the local polynomial estimation technique to 
obtain the stock returns from the change in trading volumes in this study. The 
advantages of local polynomial fitting such as, design-adaptive, automatic carpentry 
for boundary effect and attain nice minimax efficiency have been discussed in Hastie 
and Loader (1993) and Fan and Gijbels (1996). 
However, the applications of the local polynomial f i tt ing to the stock returns and 
change in trading volumes have been restricted by the causal relation between these 
two variables in this study. We are only interested in using the change in trading 
volumes to predict the stock returns. As a result, the HSI where the causal relation 
runs from stock returns to the change in trading volume and the HUTI where no 
causal relation is found between the returns and change in trading volumes are 
excluded in the local polynomial fitting. Actually, other variables such as interest rate 
may also be included in the local polynomial fitting. However, other daily data may 
not be available. So they are not consider in this thesis. 
ln applying the local polynomial fitting to the stock returns, we use the first order 
polynomial with the weighting scheme of Epanechnikov kernel function which is 
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recommended by Fan (1996). The most crucial component is the bandwidth which 
determines how "local" in the estimation. The automatic data-driven rule of thumb 
(ROT) bandwidth developed by Fan and Gijbels is used in this study. 
Observations with extreme values are excluded from estimating the ROT 
bandwidth. It is found that i f the outliers are included, the ROT bandwidth wi l l be 
overestimated and the performance of the local polynomial fitting become poor. This 
further shows the importance of bandwidth selection in the local polynomial fitting. 
Other data-driven bandwidth selector may be considered to try to improve the 
performance but they are not considered in this study. 
The performance of the local polynomial fitting is compared with the results 
generated from the mean equations of the GARCH models. Base on the MSE, the 
local polynomial fitting has superior performance over its counterpart in the in-sample 
forecasts. The ratio of the MSE from local polynomial fitting to the MSE from the 
mean equations of GARCH model have the values of around 0.8 indicates that the 
MSE of the local polynomial fitting is about 80% of the MSE from mean equations of 
GARCH models. The models are tested by the rank test developed by StekIer (1987) 
to see whether the models have different forecasting ability. It is found that the 
differences for CHGK, HSBC and HSBA are significant meaning that the local 
polynomial fitting has better performance than the GARCH model in the in-sample 
evaluation. 
However, the out-of-sample performance of local polynomial is more unreliable. 
The ratio ofthe two MSE are ranging from 0.90 o fTELE to 0.99 o fCHGK indicating 
that the local polynomial may have better performance over the mean equations of 
GAJRCH models but to a lesser extent. However, the results of the rank test show that 
these differences are insignificant and we may concluded that the two models have 
54 
indifferent performance in the out-of-sample forecasting. It may due to the fact that 
there is problem of overfitting in nonparametric estimation which is one of the 
constraint of the local polynomial fitting. The other constraint of local polynomial 
fitt ing or even nonparametric models is that they are data intensive and large sample 
size have to be used in estimation. This definitely restricts the application of the local 
polynomial fitting. 
This study is just one of the efforts to apply the local polynomial fitt ing to the 
stock returns. An improvement is found when compare the local polynomial fitting to 
the parametric estimation. There is still a large scope of the application of the local 
polynomial fitting to financial data waiting for development. It is worth to note that 
due to the capability to relax the restrictive assumption about function form specifying 
the relationship among variables, local polynomial fitting technique is particularly 
suitable to model data exhibiting relationship that may be difficult to model property 
with global modeling technique. 
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Table 1. Four possible ijiodels for causality between Jc and j^ 
Hypotheses Representation 
. iVii ^iO \ ^ 兄 
The alternative hypothesis, H��二 “ 
V^21 y^22j Feedback 
• (y/,, 0 ) X , 丄兄 
Null hypothesis, H、 -
V 0 ^22y X and_y independent 
f ^ , , 〜 ） N o t x , = > X 
Null hypothesis, H’_ - “ 
、0 y^22) not X granger cause_y 
. (y/,, 0 ) Not y, => X, 
Null hypothesis, H^ 二 
V^^ 2i '/22 y not y granger cause x 
Source: P. E. 6:ariGsr6r\AZ—ICen—g aiiIsr:[^ .l-eiTiTTi981) p.273 
Table 2. Samples used in the study 
Company names Code Sector Sample Period T Sample for 
Forecast 
Hang Seng Index H ^ - 1/6/88-30/9/97 2 ^ -
Cheung Kong (Holdings) Ltd. CHGK Property 1/6/88-30/9/97 2230 81 
HSBC Holdings HSBC Finance 1/6/88-30/9/97 2226 81 
Hong Kong Telecom. Ltd. TELE Util i ty 1/6/88-30/9/97 2228 81 
Hang Seng Bank HSBA Finance 1/6/88-30/9/97 2231 81 
Hutchison Whampoa Ltd. HUT I Commerce 1/6/88-30/9/97 2228 81 
Note : T is the number of observations used in the estimation. 
Table 3. Summary statistics of the stock returns, Rt 
Variables Max. Min. Mean Std. Error Skewness Kurtosis T 
t m 0.08895 -0.2452~~7.919E-4 0.01469~~-2.6345 40.3868 2 ^ ~ ~ 
CHGK 0.9975 -0.3149 0.001073 0.01976 -1.8120 31.0012 2229 
HSBC 0.08128 -0.1669 0.0011 0.01569 -0.4364 8.9123 2225 
TELE 0.1140 -0.1306 0.0004791 0.01673 -0.0818 5.6984 2227 
HSBA 0.08239 -0.1870 0.001036 0.01692 -0.9630 11.3211 2230 
HUTI 0.1142 -0.3448 0.009180 0.02040 -2.1584 39.8437 2227 
Note : T is the number of observations used in the estimation. 
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Table 4. Summary statistics of the change in the trading volume, AF, 
Variables Max. Min. Mean Std. Error Skewness Kurtosis T 
HIS l".2848……:r:oT67'………0^001368•.…o'2628 o'.3529 1'^SS—……2234 
CHGK 3.2043 -2.8303 0.0002452 0.5155 0.2876 1.5751 2229 
HSBC 1.8366 -1.5110 0.0003081 0.4859 0.2747 0.2423 2225 
TELE 2.6419 -2.6094 0.001437 0.5726 0.1365 1.1369 2227 
HSBA 2.6993 -2.6242 0.0005759 0.5582 0.2599 1.2014 2230 
HUTI 3.7292 -2.9088 8.38E-5 0.5069 0.4176 2.2235 2227 
Note : T is the nunibcr ofobsen^ations uscd in the estimation. 
Table 5. The test results of the ADF test and PP test for returns and change in trading 
voiu.T.e serjes of the HSI and individual firms. 
Firm ADF test PP test ~ ^ 5% c.v.「 
Code Series P Statistics TL'^ Statistics 
HSI Return 10 -12.90 8 -25:08 -3:4.1 
Volume 18 -14.46 8 -11.29 -3.41 
CHGK Return 6 -17.20 7 -36.28 -3.41 
Volume 37 -11.62 7 -68.03 -3.41 
HSBC Return 2 -26.24 7 -36.32 -3.41 
Volume 30 -12.48 7 -70.17 -3.41 
TELE Return 1 -35.24 7 -36.77 -3.41 
Volume 41 -10.39 7 -62.39 -3.41 
HSBA Return 2 -26.57 7 -35.82 -3.41 
Volume 33 -11.65 7 -63.72 -3.41 
HUTI Return 10 -13.64 7 -36.61 -3.41 
Volume 37 -12.17 7 -56.79 -3.41 
Notes: All t h c � e s t models arc wiih drift tenn biil wiihoiit trend. The column beneath "p" gives Uie lag 
lengtli uscd for ihc corresponding iesl (which is choscii base on thc AIC). Thc column beneath ‘TL" is 
thc iuuiibcr of tnincatcd lng uscd in thc P P � c s t . All the statistics are significant at the 1% level. 
a. The critical vnIues nre iliose adjusted for lng order, nnd nrc based on Cheung and Lai (1995). 
b. The length tnincatcd lags chuscn in lhe PP tcst is equivalent to T l / 4 where 丁 is the sample size (sec 
Snid nnd Dickcy, 1984. pp.599-607) 
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Table 6. Results of the Granger causality test 
Ho\ Volume Changes Do Not Ho: Stock returns Do Not 
Firm Cause Stock Returns Cause Volume Changes 
--.• --.»• • _»^»^一一一《~«~»~>~»~»-,-•〜一，，~^~»~«~» -^ ^^ ‘—‘' ‘ j_jj'“ — - •*j‘‘�‘_j - _ j ‘“' “ J“J丄_ 
Code k ^2 p-vaiue F-stal. p-vahie k ；^ -^ p-value F-stcit. p-vahie 
H ^ “ “ 3 3.840~~~0.279~~~1.277 0.281 3 21.58~~0.000~~7.205 0.000 
CHGK 4 12.43 0.014 3.104 0.015 4 1.152 0.886 0.287 0.887 
HSBC 4 12.74 0.013 3.180 0.013 4 3.550 0.470 0.885 0.472 
TELE 4 11.14 0.025 2.782 0.025 4 6.921 0.140 1.726 0.142 
HSBA 3 12.80 0.005 4.266 0.005 3 3.223 0.358 1.072 0.360 
HUTI 5 6.828 0.444 0.951 0.447 5 2.775 0.226 1.382 0.228 ***^  
Notes: k denotes the optimal lag included in lhe VAR model. 
Table 7. The DR test for the HSI residuals and squared residuals 
U g i 2 3 4 5 6 7 8 9 fo U T T ^ 
's]………5:5^g-:5.:!STI&7「.〕:％.g7.:b-:hT":T:.^riri3�-7-:b—:S7S••…=f7;^7^1:-3'&iI"^"^^r'i;):gF 
£.2 3.221* 2.574* 2.254* 3.837* 1.775+ 0,260 5.479* 0.509 5.730* 8.799* 2.145* 0.599 
Note: The D R test is the test developed by Diifour and Roy (1985) . 
* s ignif icant at the 5% level, 
+ s ignif icant at the 10% level. 
Table 8. The results of the test for ARCH effects for the HSI return series 
No. oflags 1 Y'"——- "Y"^ 4 5 6 
;^2-statistics 4.960 7.4681 7.789 19.54 21.44 21.84 “ 
p-value 0.026 0.024 0.051 0.001 0.001 0.001 
No. oflags 7 8 9 io U U 
^'-statistics 48.26 48:54 68.93 138^26 138：82 139^ 22……… 
p-value 0.000 0.000 0.000 0.000 0.000 0.000 
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Table 9. R — t s _of gARCH —ej2.jlf^t?Jj[S;l._»;£t，！e"es 二丨!丨二丨；<1巧1_哩丨—>1_^£_巡_11._ 
Mode l " j j - - ‘ _ ™ ™ ^ Log-L 
Normal Student-t~~ Normal Student-t Normal Student-t 
^ A R C H ( 2 ^ ^ ^ 7 2 670T4 "64^]"? ^ s T l ~ — 6497.2 6706.4 
GARCH(l ,2) 6527.8 6716.5 6516.4 6702.2 6531.8 6721.5 
GARCH(2,1) 6606.1 6738.1 6594.7 6723.8 6610.1 6743.1 
GARCH(1,1) 6602.7 6740.9 6591.2 6726.7 6606.7 6745.9 
GARCH(0,2) 6399.6 6664.1 6391.0 6652.7 6402.6 6668.1 
GARCH(0,1) 6346.0 6680.0 6337.4 6668.6 6349.0 6684.0 
Note : Normal and Student -1 represent the assumption of density function of the iiuiovations imposed. 
AIC, SBC and Log-L represent the Akaike Information Criterion, Schwartz Bayseian Criterion and log 
likelihood value, respectively. 
Table 10. Results o f G A R C H ( l , l ) model with different distribution assumptions. 
Parameters, 0 s Normal Student-1 Semiparametric 
Mean equations parameters 
¢^ 0.001079 0.9796E-3 0.983e-3 
。 (0.000) (0.000) 
¢^  0.15100 0.092407 0.09921 
1 (0.000) (0.000) 
Variance equations parameters 
CO(、 l.]38e-5 1.247e-5 1.256e-5 
(0.000) (0.000) 
c^ i 0.14857 0.13314 0.14339 
(0.000) (0.000) 
P\ 0.80023 0.79871 0.79159 
(0.000) (0.000) 
Log-L 6606.7 6745.9 6822.2 
Note : All the parameters in both the mean and the variance equations are significant at the 1% level. 
Log-L represents t.he log-likelihood value. Semiparametric denotes the semiparametric GARCH 
model. 
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Table 11. Model selection criteria for individual firms with GARCH(1,1) model 
Code Fitted AlC s i c Log-L 
Model Norinai t-dist. Normal t-dist. Normal t-dist. 
CHGK AR(1) 5850.6~~"5902.9 5839.2~~5888.6 5854.6~~~5907.9~~ 
HSBC AR(1) 6234.3 6347.9 6222.8 6333.7 6238.3 6352.9 
TELE AR(1) 6037.7 6138.4 6026.3 6124.1 6041.7 6143.4 
HSBA AR(1) 6160.8 6271.9 6149.4 6257.6 6164.8 6276.9 
H U T I AR(1) 5783.0 5883.0 5771.5 5868.7 5787.0 5888.0 
Note : “Normal” for normality assumption and “t — dist" for Stiident-t distribution. They are the 
assumptions imposed on the innovations. 
Table 12. Estimated parameters for the mean equations and variance equations of 
individual firms 
Firm Models Mean Equations Variance Equations Log-L 
Code 么） 也 (o^ a, A 
CHGK GARCH 0.001046~~0.1026 1.788e-5 0.1153 0.8341 5907.9~~ 
(0.001) (0.000) (0.000) (0.000) (0.000) 
SEMI 0.001044 0.1020 1.766e-5 0.1201 0.8219 5961.3 
HSBC GARCH 8.536e-4 0.01944 8.408e-6 0.068347 0.8989 6352.9 
(0.001) (0.355) (0.040) (0.007) (0.000) 
SEMI 8.571e-4 0.01959 8.286e-6 0.065819 0.8696 6400.3 
TELE GARCH 2.606e-4 0.001976 5.529e-5 0.15971 0.64673 6143.4 
(0.370) (0.930) (0.000) (0.000) (0.000) 
SEMI 2.57e-4 0.002677 5.531e-5 0.16599 0.63418 6205.4 
HSBA GARCH 0.001065 7.039e-3 9.579e-5 0.1273 0.8509 6276.9 
(0.000) (0.974) (0.015) (0.000) (0.000) 
SEMI 5.803e-4 0.16704 6.809e-5 0.13115 0.83978 6309.1 
HUT I GARCH 9.687e-4 0.05924 1.428e-5 0.08764 0.8731 5888.0 
(0.003) (0.007) (0.000) (0.000) (0.000) 
SEMI 0.0010431 0.10248 1.784e-5 0.11353 0.83327 5931.6 
Note : “ S E M r denoms the semipanniietric b X p i t H model and “(3XRCH” (denoks G/VP^ttI-model 
with assumption of stiident-t distribution imposed on the errors. “Log-L” denotes the log-likelihood 
value for the model, t-ratios are in the parentheses 
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Table 13, The MSE for in-sample forecasts for the representative firms 
Firm Sample Mean Squared Errors (MSE) MSE,^^^, 
Code Period …GARCH(1,1)* Local poiynomial M S E _ c H 
CHGK m i ^ o i W j 0.0003905 0.0003080 0.7887 
HSBC 1/6/88-30/5/97 0.0002440 0.0002011 0.8242 
TELE 1/6/88-30/5/97 0.0002776 0.0002359 0.8498 
HSBA 1/6/88-30/5/97 0.0002846 0.0002342 0.8229 
Note : * The mean equation of the GARCH(I ,1 ) model is R, 二 a + y^ AF； + s , . 
Table 14. MSE for out-of-sample forecasts for the representative firms 
Firm Forecasts Mean Squared Errors (MSE) MSEi_ i 
Code Sample period GARCH(1,1)* Local polynomial ^^^oARCH 
CHGK 1/6/97-28/2/98 0.001824 0.001809 0.9918 
HSBC 1/6/97-28/2/98 0.001326 0.001273 0.9600 
TELE 1/6/97-28/2/98 0.001604 0.001439 0.8971 
HSBA 1/6/97-28/2/98 0.001434 0.001409 0.9826 
Note : * The mean equation of the GARCH(1,1) model is /?, 二 a + ^bJ/, +s,. 
Table 15. j]^!_[〒!」tso【raj2l<tggtfgrtjig—sigrjlficance of the difference of the models 
Firm Chi Square Test Statistics 
Code in-sample out-of-sample 
'CHGK l 9 5 6 3 * o"8963 
HSBC 9.4439** 0.0074 
TELE 0.1021 0.1852 
HSBA 8.9023** 2.1407 
Note : * denotes significant at 10% level. 
** denotes significant at 5% level. 
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Figure 1. Hang Seng Index (HSI), 1988-1997 
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Figure 4. Stock Price for the Hong Kong Telecommunications Ltd. 
(TELE), 1988-1997 
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Figure 4. Stock Price for the Hong Kong Telecomnunications Ltd. 
(TELE), 1988-1997 
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Figure 5. Stock Pricefor Hang Seng Bank (HSBA), 1988-1997 
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Figure6. Stock Pricefor Hutchison Whampoa Ltd. (HUTI), 
1988-1997 
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Figure 7. Daily HSI Retums, 1988-1997 
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Figure 8. Daily Cheung Kong (Holdings) Ltd. (CHGK) Retums, 
1988-1997 
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Figure 9. Daily HSBC Holdings plc (HSBC) Returns, 1988-1997 
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Figure 11. Daily Hang Seng Bank (HSBA) Returns, 1988-1997 
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Figure 13. Daily Change in Trading Volume for HSI, 1988-1997 
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Figure 14. Daily Change in Trading Volume for Cheung Kong 
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Figure 15. Daily Change in Trading Volume for HSBC Holdings plc 
(HSBC), 1988-1997 
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Figure 16. Daily Change in Trading Volume for Hong Kong 
Telecommunications Ltd. (TELE), 1988-1997 
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Figure 17. Daily Change in Trading Volume for Hang Seng Bank 
(HSBA), 1988-1997 
3 T - “ 
2 — ~ ~ 
I 1 -||幽1^_幽_鍾_|__|_|_ §: j p ^ p n p ^ ^ H P , | i ^ p 5 B I 
- 2 _ • I 
-3 ^ — 
Time 
Figure 18. Daily Change in Trading Volume for Hutchison 












List ofConsti tuent Stocks of the Hnng Seng Index (at 1998) 
No. List Code Company Name Sector 
1 1 Cheung Kong (Holdings) Ltd. Properties 
2 2 Ch inaL igh t&PowerCo .L td . Utilities 
3 3 The Hong Kong and China Gas Co. Ltd. Utilities 
4 4 The Wharf(Holding) Ltd. Com. and Ind. 
5 5 HSBC Holding plc Financial 
6 6 Hong Kong Electric Holdings Ltd. Utilities 
7 8 Hong Kong Telecommunication Ltd. Utilities 
8 10 Hang Lung Development Co. Ltd. Properties 
9 11 Hang Seng Bank Ltd. Financial 
10 12 Henderson Land Development Co. Ltd. Properties 
11 13 Hutchison Whampoa Ltd. Com. and Ind. 
12 14 Hysan Development Co. Ltd. Properties 
13 16 Sun Hung Kai Properties Ltd. Properties 
14 17 New World Development Co. Ltd. Properties 
15 19 Swire Pacific Ltd. ‘ ‘A” Com. and Ind. 
16 20 Wheelock And Co. Ltd. Com. and Ind. 
17 23 The Bank ofEast Asia, Ltd. Financial 
18 41 Great Eagle Holding Ltd. Properties 
19 45 The Hongkong & Shanghai Hotels, Ltd. Com. and Ind. 
20 54 Hopewell Holdings Ltd. Properties 
21 69 Shangri-La Asia Ltd. Com. and Ind. 
22 83 Sino Land Co. Ltd. Properties 
23 97 Henderson Invesment Ltd. Properties 
24 101 Amoy Porperties Ltd. Properties 
25 142 First Pacific Co. Ltd. Com. and Ind. 
26 267 CITIC Pacific Ltd. Com. and Ind. 
27 270 Guangdong Investment Ltd. Com. and Ind. 
28 291 China Resources Enterprise, Ltd. Properties 
29 293 Cathy Pacific Airways Ltd. Com. and Ind. 
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List ofConstituent Stocks of the Hang Seng Index (at 1998) (Con't) 
No. List Code Company Name Sector 
~~30 ^ Shanghai Industrial Holdings Ltd. Com. and Ind. 
31 511 Television Broadcasts Ltd. Com. and Ind. 
32 941 China Telecom (Hong Kong) Ltd. Utilities 
33 1038 Cheung Kong Infrastructure Holding Ltd. Com. and Ind. 
The selection criteria for the constituent stocks for the HSI 
Constituent stocks of the HSI are selected by a rigorous process of detailed analysis, 
supported by extensive external consultation. To be eligible for selection, a company: 
1. must be among those that constitute the top 90% of the total market capitalisation o fa l l 
ordinary shares listed on the SEHX (market capitalisation is expressed as an average of 
the past 12 months); 
2. must be among those that constitute the top 90% of the total turnover on the SEHX 
(turnover is expressed as an aggregate of the past 24 months); 
3. should have a listing history of24 months; and 
4. should not be a foreign company as defined by the SEHK. 
From the many eligible candidates, final selections are based on the following: 
1. the market capitalisation and turnover rankings of the companies; 
2. the representation ofthe sub-sectors within the HSI directly reflecting that ofthe 
market; and 
3. the financial performance of the companies. 
Source : HSI Services Limited, (ht tp: / /www.hsiservices.com) 
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APPENDIX 2 
The calculation formula for the HSI 
The HSI is a value weighted average of i ts 33 constituent stocks. The calculation formula 
of the index is as follows 
m i : ^ x m i 
YAMC 
where HSI is the Hang Seng Tndex o fHong Kong 
CAMC is the current aggregate market capitalization of constituent stocks 
YAMC is the yesterday aggregate market capitalization of constituent stocks 
YCI is the yesterday closing Index 
Source : HSI Services Limited, (http://www.hsiservices.com) 
73 
BIBLIOGRAPHY 
Ballie, R.T. and R.P. DeGennaro (1990), "Stock returns and volati l i ty", Journal of 
Financial and Ouantita(ive Analysis, 25, pp.203-215. 
Bickel, PJ. and M. Rosenblatt (1973), "On some global measures o f the deviation 
ofdensity function estimates", Arnnial Statistics, 1, pp.1071-1095. 
Bollerslev, T. (1986a)，"Generalized autoregressive conditional heteroskedasticity", 
Jovrnal of Econometrics, 31, pp.307-327. 
Bollerslev, T. (1986b), “ A conditionally heteroskedastic time series model securities 
prices and rates ofreturn data”，Review of Economics and Statistics, 59, 
pp.542-547. 
Bollerslev, T. (1987), "A conditional heteroskedastic time series model for 
Speculative prices and rates ofreturn", Review of Economics and Statistics, 
69, pp.542-547. 
Caines, P. E., C. W. Keng, and S. P. Sethi (1981), "Causality Analysis and 
Multivariated Autoregressive Modell ing with an Application to Supermarket 
Sales Analysis", Jovrnal of Economic Dynamics and Control, 3, pp.267-298. 
Chou, R.Y. (1988), "Volati l i ty persistence and stock valuations: Some empirical 
Evidence using GARCH", Journal of Applied Econometrics, 3, pp.279-294. 
Chu, C.K. and J.S. Marron (1991), "Choosing a kernel regression estimator (with 
Discussions)", Statistic Science, 6, pp.404-436. 
Clevaland, W.S. (1979), "Robust locally weighted regression and smoothing 
scatterplots", journal ofAmericari Statistics Association, 74，pp.829-836. 
Clevaland, W.S. and S.J. Devlin (1988), "Locally-weighted regression: an approach to 
Regression analysis by local fitt ing", Jovrnal ofAmerican Statistics 
Association, 83, pp.587-610. 
Craven, P. and G. Wahba (1979), "Smoothing noisy data with spline functions: 
Estimating the correct degree of smoothing by the method ofgeneralized 
cross-Validation", Numerich4athematics, 31, pp.377-403. 
Deheuvels, P. (1977), "Estimation nonparametrique de la densite par histogrammes 
generalises", Revie^v of Statistics A pplicatioru 35, pp.5-42. 
Devroye, L.P. (1981), "On the almost everywhere convergence o f non-parametric 
regression estimates", Amiual Statistics, 9, pp.1310-1319. 
Devroye, L.P. and T. J. Wagner (1980), "Distribution-free consistency results in non-
Parametric discrimination and regression flinction estimation", Anniial 
Statistics, 8, pp.231-239. 
74 
Diebold, F. X. (1988), Empirical modeling of exchange rate dynamics. Springer 
Verlag, New York, NY. 
Engle, R. F., (1982), "Autoregressive conditional heteroskedasticity wi th estimates 
^ Of the variance o fU .K . inflation", Econometrica, 50, pp.987-1008. 
Engle, R. F. and Gloria Gonzalex-Rivera, (1991), "Semiparametric A R C H models", 
Jonnial ofBusimss and Economic Stalistics, 9, pp.345-360. 
Engle, R. F. and C. Mustafa (1992), "Implied ARCH models from 
Options prices", Joumal of Econometrics, 52, pp298-311. 
Engle, R.F. and V. K. Ng (1993), "Measuring and Testing the Impact o fNews on 
。Vola t i l i t y " , Journal ofFmance, 48, pp.1749-1778. 
Fama, E. F. (1965), “The behavior ofstock market prices”，Jonrnal qfBnsiness, 38, 
pp.34-105. 
Fan, J. (1992), "Design-adaptive non-parametric regression", Journal ofAmerican 
StatisticsAssociation^ 87, pp.998-1004. 
Fan, J. (1993), "Local linear egression smoothers and their minimax efficiency", 
Annual Statistics, 21, pp.196-216. 
Fan, J., T. Gasser, I. Gijbels, M. Brockmann and J. Engel (1995), "On non-
Parametric estimation via local polynomial regression", (Discussion paper 
#9511), Institute ofStatistics, Catholic University ofLouvain, Louvain-;a-
neuve, Belgium. 
Fan, J. and 1. Gijbels (1992), "Variable bandwidth and local linear regression 
,Smoothers", Arnmal Statistics, 20, pp.2008-2036. 
Fan, J. and I. Gijbels (1995a), "Data-driven bandwidth selection in local polynomial 
，Fit t ing: variable bandwidth and spatial adaptation", Journal ofRoyal Statistics 
Society, 57, pp.371-394. 
Fan, J. and I. Gijbels (1995b), "Adaptive order polynomial fitting; bandwidth 
Robustification and bias reduction". Journal of Computing Graphics and 
Statistics, 4, pp.213-227. 
Fan, J.，I. Gijbels, T.C. Hu and L. S. Huang (1996), "An asymptotic study of 
variable bandwidth selection for local polynomial regression with 
application to density estimation", Staistica Sinica, 6, pp.1-24. 
Fan, J. and J.S. Marron (1993), "Comments on (Local regression: automatic kernel 
carpentry by Hastie and Loader", Statistic Science, 8’ pp.129-134. 
Fan, J. and J.S. Marron (1994)，"Fast implementations of non-parametric curve 
estimators". Journal of Computing Graphics and Statistics, 3, pp.35-56. 
75 
Gallant, A. R and W. N. Douglas (1987), "Seminonparametric maximum 
Likelihood estimation", Economefrica, 55, pp.363-390. 
Gallant, A. Ronald and G. Tauchen (1989), "Semi non-parametric estimation of 
Conditionally constrained heterogeneous processes: Asset pricing 
applications", Ecoriomelrica, 57, pp.1091-1120. 
Gallant, A. Ronald, P. H. Lars and G. Tauchen (1989), "Using 
conditional moments ofasset payoffs to infer the volatil ity ofintertemporal 
marginal rates ofsubstitution", (Unpublished manuscript), Department of 
Economics, Duke University, Durham, NC. 
Gallant, A. Ronald，A. David, Hsieh, and G. Tauchen (1989),"〇n fitt ing a 
Recalcitrant series: the pound/dollar exchange rate 1974-83", (Unpublished 
Manuscript), Department ofEconomics, Duke University, Durham, NC. 
Gallant, A. R., P. E. Rossi, and G, Tauchen (1992), “Stock Prices and Volume", 
Review of Financial Studies, 5, pp. 199-242. 
Gasser, T. and H.G. Muller (1979), "Kernel estimation of regression functions. In 
Smoothing Techniques for Curve Estimation" in Lecture Notes in Mathematics, 
Springer-Verlag, New York, pp.23-68 
Gasser, T. and H.G. Mul ler(1984), "Estimating regression functions and their 
derivatives by the kernel method", Scandinavian Journal ofStatistics, 11, 
pp.171-185. 
Gasser, T., H.G. Muller and V. Mammitzsch (1985), "Kernels for non-parametric 
curve estimation". Journal of Royal Statistics Society, 47, pp.238-252. 
Gourieroux, C. and A. Monfort (1992), "Qualitative threshold ARCH models", 
Journal of Econometrics, 52, pp. 159-199. 
Granovsky, B.L. and H.G. Muller(1991), "Optimizing kernel methods: a unifying 
variational principle", liUernational Statistics Review, 59, pp,373-388. 
Hall, P. and T. E. Wehrly (1991), "A geometrical method for removing edge effects 
From kernel-type non-parametric regression estimators". Journal ofAmerican 
Statistics Association, 86, pp.665-672. 
Hardle, W. (1990), AppliedNonparametric Regfession, Cambridge University Press, 
Cambridge. 
Hardle, W. and J.S. Marron (1995), "Fast and simple scatterplot smoothing", 
Computing Statistics Data Analysis, 20, pp. 1 -17. 
Hastie, T. J. and C. Loader (1993), "Local regression: automatic kernel carpentry 
(with discussion)". Statistics Sciences, 8, pp.120-143. 
76 
Hiemstra, C., and J. D. Jones(1994), 'Testing for Linear and Nonlinear Granger 
Causality in the Stock Price-Volume Relation", Journal ofFi"ance, 49， 
pp.1639-1664. 
Hsieh and David A. (1989), "Modeling heteroskedasticity in daily foreign exchange 
rates". Journal ofBusiness andEcoriomic Statistics, 7, pp.307-317. 
Jenkins, G. M. (1982), "Some Practical Aspects ofForecasting in Organizations", 
Joiniial of Forecasting, 1, pp.3-21. 
Jorion, Philippe (1988), "Onjump processes in the foreign exchange and stock 
markets". Review ofFiriancial Studies, 1, pp.427-445. 
Marron, J. S. and D. Nolan (1988), "Canonical kernels for density estimation", 
siatLst.icalPwhabnUyLetters�7, pp.195-199. 
Mandelbrot, B. (1963), "The variation of certain speculative prices", Jovrnal of 
Business, 36, pp.394-419. 
Merton, C. Robert (1980), "On estimating the expected return on the market". Journal 
of Financial Economics, 8, pp.323-361. 
Milhoj and Anders (1985), "The moment structure of ARCH processes", 
Scandinavian Jovrrial ofStatistics, 12, pp.281-292. 
Muller, H.G. (1987), "Weighted local regression and kernel methods for 
nonparametric curve fitting", Journal ofAmerican Statistics Association, 82， 
pp.231-238. 
Muller, H.G. (1988), "Nonparametric Regression Analysis ofLongitudinal Data", in 
Lecture Notes in Statistics, 46. Springer-Verlag, Berlin. 
Nelson and B. Daniel, (1990), "Conditional heteroskedasticity in asset returns: A 
new approach", Ecorwmetrica�59, pp.347-370. 
Nadaraya, E.A. (1964), "On estimating regression", lheoiy Probability Application, 
9’ pp.141-142. 
Pagan, R. Adrian and G. W. Schwert (1990), "Alternative models for conditional 
stock volatility". Journal of Econometrics, 45, pp.267-290. 
Pagan, A. R. and Y. S. Hong (1989), Nonparametric estimation and the riskpremivm, 
in : W. Barmtt, J. Powell, amiG. Tanchen, eds., Semiparametric and 
nonparametric methods iri econoweliics and statistics, Cambridge University 
Press, Cambridge. 
Pantula, G. Sastry (1985), "Estimation of autoregressive models with ARCH 
errors", (Unpublished manuscript). Department ofStatistics, North Carolina 
State University, Raleigh, NC. 
77 
Parzen, E. (1962), "On estimation o f a probability density function and mode", 
AnmialMathematics Slatistics, 33, pp.1065-1076. 
Rice, J. A. (1984), "Boundary modification for nonparametric regression，" 
ComniimityStatislics TheoryMelhod, 13, pp.893-900. 
Ruppert，D., S. J. Sheather and M.P. Wand (1995)，"An effectivebandwidth selector 
for local least squares regression", Joumal ofAmericari Statistics 
Association, 90,1257-1270. 
Ruppert, D. and M. P. Wand (1994)，"Multivariate weighted least squares regression", 
Arinnal Statistics, 22，pp.1346-1370. 
Scott, D. W., R.A. Tapia and J.R. Thompson (1977), "Kernel density estimation 
revisited". Nonlinear A m i y s i s \ 1, pp.339-372. 
Scott, D. W. and Terrell, G.R. (1987), "Biased and unbiased cross-validation in 
density estimation", Joumal ofAmericcm StatisticsAssociation, 82’ 
pp.1131-1146. 
Sheather, S. J. and M. C. Jones (1991), "A reliable data-based bandwidth selection 
Method for kernel density estimation". Journal of Royal Statistics Society, 
53, pp.683-690. 
Silverman, B. W. (1986). "Density Estimation for Statistics and Data Analysis", 
Chapman amIHall�London. 
Stekler, H.〇 . (1987), “Who Forecasts Better?”，Journal ofBnsiness & Economic 
Statistics�5, pp.155-158. 
Stone, C.J. (1977), "Consistent nonparametric regression", Armual Statistics, 5， 
pp.595-645. 
Stone, C.J. (1980), "Optimal rates of convergence for nonparametric estimators", 
Armual Statistics, 8, pp.1348-1360. 
Stone, C.J. (1982), "Optimal global rates of convergence for nonparametric 
regression", Annual Slatislics, 10, 1040-1053. 
Wahba, G. (1977), "A survey ofsome smoothing problems and the method of 
generalized cross-validation for solving them". Applications ofStatistics 
(P.R. Krisriaiah, ed.人 North Holland, Amsterdam, pp.507-523. 
Watson, G. S. (1964), "Smooth regression analysis. Sankhya Ser. A, 26, 359-372. 
Weiss and A. A n d r e v v ( 1 9 8 4 ) , "ARMA models with ARCH errors", Jounial ofTime 
Series Ajialysis, 5, pp. 129-143. 
78 
Weiss and A. Andrew (1986), "Asymptotics theory for ARCH models: Estimation 
and testing", Econome(.irc Theory, 2, pp.107-131. 
White and Halbert(1982), "Maximum likelihood estimation of misspecified models", 
Ecofumelrica, 50, pp.1-25. 
Woodroofe, M, (1970), "On choosing a delta-sequence", AmmalMathematics 
Statistics, 41, pp.1665-1671. 
79 

C U H K L i b r a r i e s _ l l l l l l l l _ l _ l 
0D37E3bDb 
