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RESUMEN 
 
En esta tesis se investigan varios aspectos del control de los generadores de 
inducción doblemente alimentados (DFIG por sus siglas en inglés) conectados a un 
sistema eléctrico de potencia variable y como es el comportamiento de estos ante 
este sistema. Dicho control es basado en el enfoque LMI (Linear Matrix Inequalities). 
Se inicia el trabajo de investigación con un estudio detallado del estado del arte del 
modelo matemático del generador nombrado anteriormente y se obtienen las 
ecuaciones de estado por medio de técnicas de identificación de sistemas. 
 
El trabajo abarca el estudio del comportamiento del viento, ya que este es un 
parámetro importante para la generación de energía eléctrica y es variable en el 
tiempo, para esto se requiere una identificación de sistemas multivariables no 
lineales (SISO), ya que el control tiene como objetivo de diseñar estrategias que 
permitan comandar estas variables de manera que se puedan mantener las 
variables controladas en unos valores deseados a pesar de las perturbaciones que 
puedan afectar al sistema generadas por el comportamiento del generador y su 
interconexión con el sistema eléctrico de potencia. Lo que se logra con un sistema 
eléctrico de potencia, es que todos los generadores que estén conectados a este 
tengan tensión y frecuencia iguales y constantes para no tener problemas con la 
carga que se esté alimentando. Por lo anterior se emplean diferentes técnicas que 
se orientan hacia el control en la energía eólica debido a la variabilidad que tiene el 
viento en diferentes momentos del día, en este caso específicamente se utiliza la 
técnica de control anteriormente nombrada.  
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INTRODUCCIÓN 
 
La demanda de Energía Eléctrica ha ido aumentando en el transcurso de los años 
por eso varias investigaciones se han ido realizando, especialmente sobre otros 
tipos de energía, llamadas “Energías Renovables”, para así ir disminuyendo la 
dependencia que se tiene de la Energía Fósil. La energía eólica aporta, a los países, 
un beneficio económico por evitar que se importe materia prima para el uso de las 
energías fósiles, siendo una energía limpia y noble con el medio ambiente, lo que 
hace que esta sea cada vez más utilizada en el mundo. La Energía Eólica, es una 
energía renovable que se basa en la utilización de una turbina eólica para la 
transformación de la energía mecánica del viento en energía eléctrica para luego 
ser inyectada a la red. En este tipo de energía no hay posibilidad de que su recurso, 
el viento, escasee y que tenga efectos contaminantes sobre el medio ambiente. El 
viento es una fuente que no es constante en el tiempo y por esto requiere un 
respaldo que no afecte la energía suministrada a la red.  
 
La energía eléctrica derivada de la energía eólica por medio de una turbina, es una 
aplicación que se ha ido desarrollando más rápido en las últimas tres décadas tanto 
en su tecnología como en la creciente tendencia de aerogeneradores o turbinas de 
viento de gran potencia. La demanda evolutiva del mercado en las dos últimas 
décadas está tendiendo a sobre-explotar los recursos ingenieriles y la capacidad de 
producción. Los precios han ido en aumento haciendo explotar la tecnología al 
máximo de su potencial y optimizar los diseños [1].  
 
La energía eólica es un campo interdisciplinario de rápido crecimiento que abarca 
múltiples ramas de la ingeniería y la ciencia. De acuerdo con la World Wind Energy 
Association, la capacidad mundial instalada de aerogeneradores creció a una tasa 
promedio del 27% anual durante los años 2005-2009 [2]. Debido a que los 
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aerogeneradores son grandes y con estructuras flexibles que operan en entornos 
ruidosos, presentan una gran variedad de problemas de control que, si se resuelven, 
podrían reducir el costo de la energía eólica [3]. El área de control es una tecnología 
que requiere el conocimiento de la mayoría de aspectos relacionados con las 
turbinas y con ciertos aspectos del diseño. Esto afecta el rendimiento y fiabilidad 
durante la vida útil de la máquina. Sin embargo, en comparación con otros aspectos 
tecnológicos, el desarrollo de los sistemas de control ha sido lento [1].  
 
Se requiere que los generadores conectados a la red eléctrica tengan tensión y 
frecuencia iguales y constantes por eso se emplean diferentes técnicas de control 
a cada sistema de generación eléctrica, en especial en la generación eólica debido 
a la alta variabilidad que tiene su recurso, el viento. El control de la energía eléctrica 
a partir de la energía eólica ha ido en aumento en los últimos años, debido a que 
todos están impulsados en reducir costos, aumentar la captura de energía a 
velocidades bajas del viento o combinación de ambas. A bajas velocidades del 
viento, por debajo de la velocidad de conexión, las turbinas eólicas no están en 
funcionamiento ya que las pérdidas superan la energía extraída del viento. A 
velocidades muy altas, por encima de la velocidad de corte, las turbinas son 
apagadas ya que el coste adicional de ingeniería para permitir el funcionamiento en 
tales condiciones no es rentable [1]. 
 
Los controladores han adquirido un grado de complejidad que solo son resueltos 
con métodos de control avanzado. El diseño de las diferentes máquinas eléctricas, 
implica que el controlador sea diseñado para una turbina o aerogenerador 
específico, ya que cada máquina posee características distintas con respecto a las 
demás. Esto lleva a que cada controlador sea determinante a la hora del 
funcionamiento de la turbina según los parámetros que se desean manejar [1].  
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El desarrollo y evolución de la teoría de control, ha permitido desarrollar gran 
cantidad de técnicas tanto de identificación como de control adaptativas que utilizan 
el computador digital para tal propósito. Entre las técnicas de control existentes se 
mencionan el controlador  PID con enfoque de LMI, la cual es usada como caso de 
estudio de este proyecto para el propósito de control [4]. El aumento en 
publicaciones basadas en estrategias de control avanzado de las turbinas de viento 
está impulsado por el objetivo de reducir el costo de la energía eólica, ya sea 
mediante la reducción de costos, el aumento de la captación de energía, o alguna 
combinación de estos. La reducción de costos se puede lograr por medio de la 
reducción de la carga, que puede reducir los costos de mantenimiento durante la 
vida  útil de la turbina o hacer que la turbina sea construida con menos inversión 
inicial. Los controladores tempranos utilizaron control de tono individual para reducir 
las cargas de los componentes [2]. 
 
Al consultar la literatura especializada, se puede notar que preferiblemente el control 
se realiza por los medios mecánicos aerodinámicos. Sin embargo, al revisar los 
conceptos de conversión de la energía del viento, queda en evidencia que otra 
forma de lograr la regulación de la potencia producida es mediante el control de la 
velocidad de rotación de la turbina eólica. Un sistema de generación eólica puede 
verse como un accionamiento regenerativo de un ventilador. Por lo tanto, se pueden 
realizar variadas congelaciones, con máquinas tanto de inducción como 
sincrónicas. Aquí es donde se incorpora el área de los accionamientos de máquinas 
de la ingeniería eléctrica. Hace ya varias décadas esta disciplina ha desarrollado 
distintas formas de control de velocidad, muchas de las cuales son aplicables a los 
sistemas de conversión de la energía del viento [5]. 
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Capítulo 1 
 
Modelo Matemático de la               
Turbina Eólica 
 
Un aerogenerador es un dispositivo mecánico que convierte la energía del viento en 
electricidad. Sus precedentes directos son los molinos de viento que se empleaban 
para la molienda y obtención de harina. Para este caso, la energía eólica, la energía 
cinética del aire en movimiento, mueve la hélice y, a través de un sistema mecánico 
de engranajes, hace girar el rotor de un generador, normalmente un alternador 
trifásico, que convierte la energía mecánica rotacional en energía eléctrica. Los 
aerogeneradores se agrupan en parques eólicos distanciados unos de otros, en 
función del impacto ambiental y de las turbulencias generadas por el movimiento de 
las palas. 
 
Para aportar energía eléctrica a la red, los aerogeneradores deben de estar dotados 
de un sofisticado sistema de sincronización para que la frecuencia de la corriente 
generada se mantenga perfectamente sincronizada con la frecuencia de la red. En 
la práctica las turbinas eólicas se diseñan para trabajar dentro de ciertas 
velocidades de viento. La velocidad más baja, llamada velocidad de corte inferior 
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que es generalmente de 4 a 5 [
𝑚
𝑠
], pues por debajo de esta velocidad no hay 
suficiente energía como para superar las pérdidas del sistema. 
 
La velocidad de corte superior es determinada por la capacidad de una máquina en 
particular de soportar fuertes vientos. La velocidad nominal es la velocidad del viento 
a la cual una maquina particular alcanza su máxima potencia nominal. Por arriba de 
esta velocidad, se puede contar con mecanismos que mantengan la potencia de 
salida en un valor constante con el aumento de la velocidad del viento. 
 
Los elementos principales de cualquier turbina de viento son el rotor, una caja de 
engranajes, un generador, equipo de control y monitoreo de la torre. 
 
 
Figura 1.1. Esquema de la turbina eólica 
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1.1. Modelo mecánico de la Turbina 
 
De la expresión de energía cinética del flujo de aire, la potencia contenida en el 
viento que pasa por un área A con velocidad del viento 𝑣1 [6]: 
 
                                           𝑃𝑤 =
𝜌
2
𝐴𝑣1
3                                                     (1.1) 
 
Donde 𝜌 es la masa específica del aire que depende de la presión del aire y de la 
humedad, se supone 𝜌 ≈ 1.2 [
𝑘𝑔
𝑚3
] . Las corrientes de aire tienen dirección axial a 
través de la turbina eólica, de lo que A es el área de barrida circular. La potencia 
útil obtenida es expresada por medio del coeficiente de potencia 𝐶𝑝 [6]: 
 
                                        𝑃𝑤 = 𝐶𝑝
𝜌
2
𝐴𝑣1
3                                                   (1.2) 
 
Se han desarrollado aproximaciones numéricas para conocer el valor del coeficiente 
de potencia 𝐶𝑝  [7]: 
 
                              𝐶𝑝 = 0.22 (
116
𝛽
− 0.4𝜃 − 5) 𝑒
−12.5
𝛽                                 (1.3) 
 
Donde 𝛽  se puede calcular [7]: 
 
                                              𝛽 =
1
1
𝜆+0.8𝜃
−
0.035
𝜃3+1
                                              (1.4) 
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Donde 𝜆 y 𝜃 es la velocidad específica y ángulo de paso, respectivamente, de la 
turbina eólica. 
 
 
Figura 1.2. Variación del Coeficiente de potencia 𝐶𝑝 de la turbina eólica en función 
de 𝜆 y 𝜃 [8]. 
 
A medida que el ángulo de paso 𝜃 aumenta, el coeficiente de potencia disminuye 
como se muestra en la figura 1.2 y en consecuencia afecta la potencia que la turbina 
eólica extrae del viento, de acuerdo a la siguiente ecuación [10]: 
 
                                    𝑃𝑡 =
1
2
𝜌𝜋𝑅2𝐶𝑝(𝜃, 𝛽)𝑣1
3                                  (1.5) 
 
Para conocer el torque entregado por la turbina eólica, se tiene la máxima potencia 
extraída del viento  𝑃𝑡 y 𝜔𝑡 la velocidad angular de la turbina: 
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𝑃𝑡 = 𝑇𝑡𝜔𝑡                                               (1.6) 
 
𝜔𝑡 =
𝜆 𝑣1
𝑅
                                                 (1.7) 
 
Reemplazando la ecuación (1.7) en la ecuación (1.5) y luego despejando de (1.6), 
se obtiene la expresión del torque 𝑇 [7]: 
 
   𝑇𝑡 =
1
2
𝜌𝜋𝑅3𝑣1
2𝐶𝑡(𝜆, 𝛽)                                    (1.8)             
 
Donde 𝐶𝑡 representa:     
 
𝐶𝑡 =
𝐶𝑝(𝜃,𝛽)
𝜆
                                              (1.9)   
 
La energía generada a partir de la turbina depende del Coeficiente de Potencia. 
Para cada velocidad del viento, hay una velocidad de rotación de la turbina 
específica que genera la máxima potencia 𝑃𝑡. De esta manera, el seguimiento del 
punto de máxima potencia (MPPT) para cada velocidad del viento aumenta la 
generación de energía en la turbina. La curva del coeficiente de potencia con la 
curva MPPT se muestra en la figura 1.3, de la que se puede observar que, para 
cualquier velocidad del viento en particular, hay una velocidad de rotación 𝜔𝑡, que 
genera la potencia máxima extraída 𝑃𝑡. 
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Figura 1.3. Característica de seguimiento de la turbina del punto de máxima 
potencia [9]. 
                                                    
 
De la ecuación (1.6), es claro que la potencia máxima generada es proporcional al 
cubo de la velocidad de rotación 𝜔𝑡  [11].  
 
El tren de potencia o transmisión de los generadores eólicos consta de cinco partes, 
el rotor, el eje de baja velocidad, caja de cambios, eje de alta velocidad y el 
generador. En el análisis, las otras partes de las turbinas de viento, por ejemplo, la  
torre y los modos de flexión de las hélices pueden ser despreciados. Cuando el 
interés de estudio varía, la complejidad del tren de transmisión difiere. Por ejemplo, 
cuando se estudian los problemas tales como la fatiga de torsión, la dinámica de 
ambos lados de la caja de cambios tienen que ser considerados. 
Entonces, se requieren dos masas agrupadas o modelos más sofisticados. Pero 
cuando el estudio se centra en la interacción entre los parques eólicos y las redes 
19 
 
de CA del tren de transmisión puede ser tratada como un modelo de masa 
despreciable en aras de la eficiencia del tiempo y precisión adecuada. Por lo tanto, 
el tren de transmisión adopta la forma de un modelo de masa despreciable y se 
muestra en la Figura 1.3 en el que los parámetros se han referenciado al del 
generador. 
 
{
𝑑𝜔𝑔
𝑑𝑡
= (𝑇𝑒 − 𝑇𝜔𝑔 − 𝐵𝑚𝜔𝑔)
1
𝐽𝑒𝑞
 
𝑑𝛼𝑔
𝑑𝑡
= 𝜔𝑔                                                     
                                (1.10) 
 
donde g representa los parámetros del lado del generador, 𝐽𝑒𝑞 es la inercia 
rotacional del generador la cual se deriva en 𝐽𝑒𝑞 =
𝐽𝑔+𝐽𝜔
𝑛𝑔
,  es la relación de 
transmisión, 𝐵𝑚 es la fricción de rotación. 𝑇𝑒 es el torque electromagnético, 𝛼𝑔es el 
ángulo mecánico del generador, 𝑇𝜔𝑔 es el torque aerodinámico que se ha referido 
al lado del generador por medio de 𝑇𝜔𝑔 =
𝑇𝜔
𝑛𝑔
 y  𝜔𝑔 es la velocidad angular mecánica. 
 
 
1.2. Modelado del viento 
 
El modelado adecuado de los proyectos de energía eólica en los estudios de 
sistemas de potencia es cada vez más importante para los operadores del sistema 
y los propietarios de las redes de transporte de energía. La expansión de la energía 
eólica se ha acelerado debido a los avances tecnológicos, la reducción y la 
preocupación por el calentamiento global causado en parte por una mayor 
concentración de CO2 en la atmósfera en todo el mundo [12]. Los parques eólicos 
que se instalan constan de cientos de unidades, haciendo que el parque eólico sea 
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capaz de producir unos cientos de MW. La ubicación de un parque eólico se 
selecciona basándose principalmente en condiciones de buen viento y, por 
supuesto, las condiciones favorables tanto económicas como ambientales. Sin 
embargo, estas buenas condiciones de viento a menudo coinciden con partes 
relativamente remotas del sistema de potencia. Por lo tanto la operación del parque 
eólico y su respuesta a perturbaciones u otras condiciones cambiantes del sistema 
de energía se está convirtiendo en una preocupación creciente, especialmente en 
los casos en los parques eólicos que representan una porción significativa de la 
generación local [13]. 
 
Como resultado, ha habido un creciente interés en la producción del modelado de 
la energía eólica y estudios de simulación. Estos estudios incluyen la cuantificación 
de los recursos de viento, modelado de la velocidad del viento, la producción de 
energía eólica, y la evaluación de la habilidad del sistema [12]. 
 
Con el fin de obtener un modelo de la velocidad del viento, que sea similar a la 
velocidad real del viento; la velocidad del viento es la suma de la velocidad básica 
del viento, la velocidad de ráfaga, la velocidad gradual y velocidad del viento al azar 
[14]. 
 
 
 
1.2.1. Velocidad básica del viento 
 
La velocidad básica del viento existe durante todo el tiempo que opera la turbina  
eólica. El valor de la velocidad básica del viento refleja la velocidad media del viento 
del parque eólico. A medida que la distribución de la velocidad del viento cumple la 
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Distribución Ceibal, el valor de la velocidad básica del viento se puede derivar de 
los datos recogidos de un parque eólico [14]. 
 
𝑉𝜔𝑏=𝐶Γ(1 +
1
𝐾
)                                          (1.11) 
 
donde 𝐶 es el parámetro de escala de la Distribución de Weibull, 𝐾 es el parámetro 
de forma de la Distribución de Weibull y Γ es la función gamma. 
 
 
1.2.2. Velocidad de ráfaga del viento 
 
Velocidad de ráfaga del viento puede simular la variación de la velocidad del viento 
en un corto tiempo. La velocidad de ráfaga está dada por: 
 
 
𝑉𝜔𝑔 = {
   0                                               𝑡 < 𝑇1𝑔
 
𝐺𝑚𝑎𝑥
2
[1 − cos (2𝜋
𝑡−𝑇1𝑔
𝑇𝑔
)]       𝑇1𝑔 < 𝑡 < 𝑇1𝑔 + 𝑇𝑔
             (1.12) 
 
 
donde 𝐺𝑚𝑎𝑥es el valor máximo de la velocidad de ráfaga, 𝑇1𝑔 es el tiempo de ráfaga 
que aparezca y 𝑇𝑔 es el periodo de ráfaga. 
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1.2.3. Velocidad gradual del viento 
 
La velocidad gradual del viento puede simular la variación de la velocidad del viento 
en un largo tiempo. La velocidad gradual viento está dada por: 
 
 
𝑉𝜔𝑟 = 
{
 
 
 
 
  0                                                              𝑡 < 𝑇1𝑟
  𝑅𝑚𝑎𝑥
𝑡−𝑇1𝑟
𝑇2𝑟−𝑇1𝑟
                             𝑇1𝑟 < 𝑡 < 𝑇2𝑟
  𝑅𝑚𝑎𝑥                                𝑇1𝑔 < 𝑡 < 𝑇1𝑔 + 𝑇𝑔
  0                                                    𝑇2𝑟 + 𝑇𝑟 ≤ 𝑡
                  (1.13) 
 
donde   𝑅𝑚𝑎𝑥 es el valor máximo de la velocidad gradual del viento,    𝑇1𝑟 es el 
momento en que aparece el tiempo gradual y 𝑇2𝑟 es el tiempo en el que se acabe 
el viento gradual y 𝑇𝑟 es el tiempo que dura el viento gradual. 
 
 
1.2.4. Velocidad del viento al azar 
 
La velocidad del viento al azar refleja el carácter aleatorio de la velocidad del viento. 
Se obtiene por: 
 
𝑉𝜔𝑛 = 2∑ 𝑆𝑉(𝜔𝑖Δ𝜔)
1
2𝑛
𝑖=1 cos(𝜔𝑖𝑡 + 𝜑𝑖)                    (1.14) 
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𝑆𝑉(𝜔𝑖) =
2𝐾𝑛𝐹
2𝜔𝑖
𝜋2[1+(
𝐹𝜔𝑖
𝜇𝜋
)
2
]
4
3
                                   (1.15) 
 
 
𝜔𝑖 = (𝑖 − 0.5)Δ𝜔                                      (1.16) 
 
donde 𝜑𝑖 es la tolerancia estocástica con distribución uniforme, 𝐾𝑛 es el coeficiente 
de rugosidad de la superficie, 𝐹 es la amplitud de la velocidad del viento al azar, 𝜔𝑖 
es la frecuencia circular de la componente i – ésima  y 𝑆𝑉(𝜔𝑖) es la amplitud del 
componente aleatorio i – ésima. 
 
La constitución del modelo combinado de la velocidad del viento es la velocidad 
básica del viento, la velocidad de ráfaga, la velocidad gradual y velocidad del viento 
al azar. 
 
 
                                   𝑉𝜔 = 𝑉𝜔𝑏 + 𝑉𝜔𝑔 + 𝑉𝜔𝑟 + 𝑉𝜔𝑛                          (1.17) 
 
 
1.3. Modelado del generador de inducción doblemente 
alimentado (DFIG) 
 
Anteriormente, la generación de energía eólica ha sido conectada a la red 
suponiendo que su tamaño y su influencia son pequeños y por lo tanto los requisitos 
de conexión han sido menos estrictos. Por lo general, los parques eólicos no 
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contribuyen a la estabilización o regulación de la red de corriente alterna AC, y en 
muchos casos no se realizan estudios de transitorios detallados o estudios de 
estabilidad. Con la inyección de potencia proyectada en el orden de cientos de 
megavatios [Mw] las plantas de energía pueden tener una influencia significativa en 
la red y necesitan ser investigados cuidadosamente los problemas de interacción. 
Se buscan nuevas soluciones de integración, teniendo en cuenta las propiedades 
del sistema de AC, incluyendo no sólo la estabilización, la regulación y la 
recuperación de fallos, sino también, debe examinarse el costo efectivo de las 
topologías de los parques eólicos, su dinámica, transitorios y la eficiencia. 
 
Como el poder de acción de la generación eólica va en aumento, es necesario que 
tengan un papel más activo en la regulación de los sistemas de AC. En los últimos 
años, con el desarrollo de la electrónica de potencia, el convertidor de fuente de 
tensión VSC, se ha transformado en un agente activo en la transmisión y distribución 
de electricidad. Una de las aplicaciones atractivas de la VSC – HV  DC es que puede 
ser utilizado para conectar un parque eólico a una red de AC para resolver algunos 
problemas potenciales [15].  
 
 
1.3.1. Modelo dinámico del generador (DFIG) 
 
Un DFIG es un generador de inducción de rotor bobinado, con el estator conectado 
a la red de transmisión o a una carga balanceada, y el rotor va unido a un inversor 
AC/AC, el cual compensa la potencia reactiva. El sistema de ecuaciones 
diferenciales que caracterizan la dinámica de la máquina se puede establecer 
utilizando el sistema de referencia ABC o un sistema de coordenadas arbitrario dq. 
En el primer caso, las inductancias son función de la velocidad del rotor, por lo tanto 
los coeficientes de la matriz de estados son variante en el dominio del tiempo. Un 
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cambio a un sistema de coordenadas que gire a una velocidad angular arbitraria g 
ω, reduce la complejidad de estas ecuaciones. Normalmente se utiliza la 
transformación de Park, asumiendo como velocidad de referencia la de sincronismo, 
ω0. La matriz de transformación para las corrientes del estator a variables dq está 
dada por la ecuación (1.18). 
 
    [
𝐼𝑑𝑠
𝐼𝑞𝑠
] =
2
3
[
cos(𝜔0𝑡) cos(𝜔0𝑡 −
2𝜋
3
) cos(𝜔0𝑡 +
2𝜋
3
)
− sin(𝜔0𝑡) − sin(𝜔0𝑡 −
2𝜋
3
) − sin(𝜔0𝑡 +
2𝜋
3
)
] [
𝐼𝐴
𝐼𝐵
𝐼𝐶
]     (1.18) 
 
La matriz de transformación para las corrientes del rotor está dada por la ecuación 
(1.19): 
 
             [
𝐼𝑑𝑟
𝐼𝑞𝑟
] =
2
3
[
cos(𝜃) cos(𝜃 −
2𝜋
3
) cos(𝜃 +
2𝜋
3
)
− sin(𝜃) − sin(𝜃 −
2𝜋
3
) − sin(𝜃 +
2𝜋
3
)
] [
𝐼𝑎
𝐼𝑏
𝐼𝑐
]       (1.19) 
 
                                              
𝑑𝜃
𝑑𝑡
= 𝜔0 −𝜔𝑟                                      (1.20) 
 
Las ecuaciones para la tensión del estator y el rotor, aplicando las matrices de 
transformación de la ecuación (1.18) y (1.19) son: 
 
                     
[
 
 
 
𝑉𝑑𝑠
𝑉𝑞𝑠
𝑉𝑑𝑟
𝑉𝑞𝑟 ]
 
 
 
= [𝑅]
[
 
 
 
𝐼𝑑𝑠
𝐼𝑞𝑠
𝐼𝑑𝑟
𝐼𝑞𝑟]
 
 
 
+
𝑑
𝑑𝑡
[
 
 
 
Ψ𝑑𝑠
Ψ𝑞𝑠
Ψ𝑑𝑟
Ψ𝑞𝑟]
 
 
 
+ [Ω]
[
 
 
 
Ψ𝑑𝑠
Ψ𝑞𝑠
Ψ𝑑𝑟
Ψ𝑞𝑟]
 
 
 
                             (1.21) 
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                                     𝑅 = [
𝑅𝑠 0 0 0
0 𝑅𝑠 0 0
0 0 𝑅𝑟 0
0 0 0 𝑅𝑟
]                                            (1.22)        
  
                      Ω =
[
 
 
 
0 −𝜔0 0 0
𝜔0 0 0 0
0 0 0 −(𝜔0 − 𝜔𝑟)
0 0 (𝜔0 − 𝜔𝑟) 0 ]
 
 
 
                        (1.23) 
 
                              
[
 
 
 
Ψ𝑑𝑠
Ψ𝑞𝑠
Ψ𝑑𝑟
Ψ𝑞𝑟]
 
 
 
= [
𝐿𝑠𝑠 0 𝐿𝑚 0
0 𝐿𝑠𝑠 0 𝐿𝑚
𝐿𝑚 0 𝐿𝑟𝑟 0
0 𝐿𝑚 0 𝐿𝑟𝑟
] 
[
 
 
 
𝐼𝑑𝑠
𝐼𝑞𝑠
𝐼𝑑𝑟
𝐼𝑞𝑟]
 
 
 
                          (1.24)         
 
Donde 
𝑅𝑠    Resistencia del bobinado del estator. 
𝐿𝑠𝑠   Inductancia del bobinado del estator. 
𝑅𝑟    Resistencia del bobinado del rotor. 
𝐿𝑟𝑟    Inductancia del bobinado del rotor. 
𝐿𝑚    Inductancia mutua. 
𝑃𝑓     Número de par de polos. 
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El par electromagnético, la potencia activa y la potencia reactiva al aplicar la 
transformación de Park se definen, respectivamente, como: 
 
 𝑇𝑒 =
3
2
𝑃𝑓𝐿𝑚(𝐼𝑑𝑟𝐼𝑞𝑠 − 𝐼𝑞𝑟𝐼𝑑𝑠)                            (1.25) 
 
 𝑃𝐴𝐶𝑇 =
3
2
(𝑉𝑑𝑠𝐼𝑑𝑠 − 𝑉𝑞𝑠𝐼𝑞𝑠)                              (1.26) 
 
 𝑄𝑅𝐸𝐴 =
3
2
(𝑉𝑞𝑠𝐼𝑑𝑠 − 𝑉𝑑𝑠𝐼𝑞𝑠)                              (1.27) 
 
El generador DFIG presenta dos modos de operación que dependen de la magnitud 
y fase de la tensión del rotor con relación al voltaje inducido: si el voltaje del rotor se 
encuentra en contrafase con el voltaje inducido y su magnitud es menor, se 
denomina modo sub-síncrono. El segundo modo, denominado sobre-síncrono se 
presenta cuando el voltaje del rotor está en fase con el voltaje inducido y su 
magnitud es mayor. Al controlar la potencia del generador a través de una tensión 
aplicada al rotor se debe garantizar el modo sobre síncrono, para lo cual lo se debe 
limitar la tensión a los cuadrantes 0 ≤ 𝑉𝑑𝑟≤ ∞  y  ∞ ≤ 𝑉𝑞𝑟≤ 0, para evitar inestabilidad 
del sistema de generación [16]. 
 
 
1.3.2. Modelo del generador (DFIG) en espacio de estados 
 
Para llegar a un modelo del generador de inducción doblemente alimentado (DFIG), 
conectado a la red eléctrica, en espacio de estados, se busca aproximar el 
comportamiento dinámico del generador a una máquina de corriente continua, para 
lo cual se deben considerar las siguientes apreciaciones: 
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 Despreciar la resistencia del bobinado del estator, 𝑅𝑠, usualmente justificado 
en máquinas con una  potencia mayor a 10 [Kw]. 
 
 El fasor de corriente de magnetización |𝐼𝑚𝑠⃗⃗⃗⃗⃗⃗ |, suponerlo constante. 
 
 Considerar constante la frecuencia de la red eléctrica a la cual se encuentra 
conectado el bobinado del estator. 
 
Asumiendo que el flujo del estator se encuentra en una sola dirección y es 
constante, se pueden realizar las siguientes simplificaciones a las ecuaciones del 
flujo magnético, ecuación (1.24). 
  
  Ψ𝑑𝑠 = 𝐿𝑚|𝐼𝑚𝑠⃗⃗⃗⃗⃗⃗ | = 𝐿𝑠𝑠𝐼𝑑𝑠 + 𝐿𝑚𝐼𝑑𝑟                            (1.28) 
 
 Ψ𝑞𝑠 = 0 = 𝐿𝑠𝑠𝐼𝑞𝑠 + 𝐿𝑚𝐼𝑞𝑟                                 (1.29) 
 
 Ψ𝑑𝑟 =
𝐿𝑚
2
𝐿𝑠𝑠
|𝐼𝑚𝑠⃗⃗⃗⃗ ⃗⃗ | + 𝜎𝐿𝑟𝑟𝐼𝑑𝑟                             (1.30) 
 
 Ψ𝑞𝑟 = 𝜎𝐿𝑟𝑟𝐼𝑞𝑟                                          (1.31) 
 
𝜎 = 1 −
𝐿𝑚
2  
𝐿𝑠𝑠𝐿𝑟𝑟
                                         (1.32) 
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La dinámica del generador DFIG en variables de estado, al aplicar esta 
simplificación, está dado por la ecuación (1.33). 
 
[
𝐼𝑑𝑟̇
𝐼𝑞𝑟̇
] = [
−
𝑅𝑟
𝜎𝐿𝑟𝑟
𝜔𝑠𝑙
−𝜔𝑠𝑙 −
𝑅𝑟
𝜎𝐿𝑟𝑟
] [
𝐼𝑑𝑟
𝐼𝑞𝑟
] + [
1
𝜎𝐿𝑟𝑟
0
0
1
𝜎𝐿𝑟𝑟
] [
𝑉𝑑𝑟
𝑉𝐴
]             (1.33) 
 
𝑉𝐴 = 𝑉𝑞𝑟 −
𝜔𝑠𝑙𝐿𝑚
2|𝐼𝑚𝑠⃗⃗ ⃗⃗ ⃗⃗  ⃗|
𝐿𝑠𝑠
                               (1.34) 
 
La potencia activa y reactiva, en el nuevo sistema de referencia, se definen 
respectivamente [16]: 
 
𝑃𝐴𝐶𝑇 = −
3
2
|𝑉𝑠⃗⃗⃗  |
𝐿𝑚
𝐿𝑠𝑠
𝐼𝑞𝑟                               (1.35) 
 
𝑄𝑅𝐸𝐴 = −
3
2
(
|𝑉𝑠⃗⃗  ⃗|
2
𝜔0𝐿𝑠𝑠
−
|𝑉𝑠⃗⃗  ⃗|𝐿𝑚
𝐿𝑠𝑠
𝐼𝑑𝑟)                      (1.36) 
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Capítulo 2 
 
Desigualdades Lineales         
Matriciales (LMI) 
 
Numerosos avances a lo largo de las últimas dos décadas han dado como resultado 
soluciones numéricas a problemas procedentes del control automático. En primer 
lugar, el continuo crecimiento en el poder computacional, en segundo lugar, los 
adelantos en la teoría de optimización generando algoritmos, especialmente en 
optimización convexa, y en tercer lugar, los recientes avances en álgebra lineal 
numérica. 
Los problemas de optimización que involucran Desigualdades Lineales Matriciales 
(LMI por sus siglas en inglés) constituyen una especial y amplia clase de problemas 
de optimización convexa que atrae considerable atención de teóricos de la 
optimización e investigadores en control. Dos razones que explican este interés son 
la gran variedad de especificaciones y restricciones de diseño que se pueden 
expresar mediante LMIs; y que una vez formulado en términos de LMIs, un problema 
se puede resolver mediante algoritmos muy eficientes de optimización convexa, 
especialmente los basados en métodos de punto interior. Como consecuencia, 
usando métodos numéricos, se pueden resolver actualmente una gran variedad de 
problemas de control automático cuya solución analítica es desconocida o no la 
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tienen. El campo de aplicaciones se extiende a diversas técnicas, como control 
robusto, control óptimo y control difuso, entre otros [17]. 
 
2.1. Algunos problemas definibles con LMIs 
 
Una desigualdad lineal matricial (LMI) es una restricción convexa, expresada 
usualmente de la forma: 
 
𝐹(𝑥) = 𝐹0 + ∑ 𝑥𝑖𝐹𝑖 > 0
𝑚
𝑖=1                                (2.1) 
 
donde 𝑥 ∈ ℜ𝑚, 𝐹𝑖 ∈ ℜ
𝑛𝑥𝑛. Las matrices simétricas 𝐹𝑖, 𝑖 = 0,1, … ,𝑚 son fijas y 𝑥 es la 
variable. Por tanto 𝐹(𝑥) es una función afín de los elementos de 𝑥. La LMI (2.1) 
significa que 𝐹(𝑥) es una matriz definida positiva. También se puede dar en la forma 
𝐹(𝑥) ≥ 0. Es fácil ver que una LMI define un conjunto convexo; es decir, el conjunto 
𝑋 = {𝑥|𝐹(𝑥) > 0} es convexo; además, no necesariamente tiene una frontera suave. 
Se define la función: 
 
𝜙(𝑥) = {ln det 𝐹(𝑥)
−1   𝑥 ∈ 𝑋
∞                        𝑥 ∈ 𝑋
                          (2.2) 
 
Esta función tiene la propiedad de ser finita únicamente en 𝑋 y de tender a infinito 
cuando se acerca a su frontera. Las curvas de nivel de la función 𝜙 dan una 
aproximación suave de la forma del conjunto factible 𝑋. Esta aproximación por 
líneas de contorno es ilustrada en la figura 2.1. 
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Figura 2.1. Líneas de contorno de la función 𝜙(𝑥), las cuales dan una 
aproximación suave de la forma del conjunto factible 𝑋 [17]. 
 
 
Varias LMIs 𝐹1(𝑥),… , 𝐹𝑗(𝑥) se puede expresar como la LMI 
𝑑𝑖𝑎𝑔 (𝐹1(𝑥),… , 𝐹𝑗(𝑥)) > 0. Una LMI también permite expresar finitas desigualdades 
lineales. Si se quiere expresar 𝐴𝑥 ≤ 𝑏 (es claro que esta desigualdad es 
componente por componente) de la forma (2.1), se toma                 𝐹0 =
𝑑𝑖𝑎𝑔(𝑏1, … , 𝑏𝑚) y 𝐹𝑖 = 𝑑𝑖𝑎𝑔(−𝑎1, … , −𝑎𝑚𝑖), donde 𝑎𝑖𝑗 son las entradas de la matriz 𝐴 
y 𝑏𝑖 las del vector 𝑏. Una restricción cuadrática convexa (𝐴𝑥 + 𝑏)
𝑇(𝐴𝑥 + 𝑏) − 𝑐𝑇𝑥 −
𝑑 ≤ 0, con 𝑥 ∈ ℜ𝑘  se puede escribir, usando los complementos de Schur, de la 
forma: 
 
[
𝐼 𝐴𝑥 + 𝑏
(𝐴𝑥 + 𝑏)𝑇 𝑐𝑇𝑥 + 𝑑
] ≥ 0                             (2.3) 
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La cual se puede escribir de la forma (2.1) con: 
 
𝐹0 = [
𝐼 𝑏
𝑏𝑇 𝑑
] , 𝐹𝑖 = [
0 𝑎𝑖
𝑎𝑖
𝑇 𝑐𝑖
] , 𝑖 = 1,… , 𝑘                 (2.4) 
 
donde 𝐴 = (𝑎1, … , 𝑎𝑘). Así mismo, la restricción ‖𝑍(𝑥)‖ ≤ 1 donde 𝑍(𝑥) es una 
matriz, no necesariamente cuadrada, que depende de 𝑥, se puede expresar como: 
 
[
𝐼 𝑍(𝑥)
𝑍(𝑥)𝑇 𝐼
] ≥ 0                                  (2.5) 
 
pues ‖𝑍(𝑥)‖ ≤ 1, es equivalente a 𝐼 − 𝑍(𝑥)𝑇𝑍(𝑥) > 0. También se puede plantear 
el problema de minimizar ‖𝑍(𝑥)‖ de la forma: 
 
𝑚𝑖𝑛 𝑡
𝑠𝑢𝑗𝑒𝑡𝑜 𝑎 [
𝑡𝐼 𝑍(𝑥)
𝑍(𝑥)𝑇 𝑡𝐼
] > 0                          (2.6) 
 
con variables 𝑥 y 𝑡. Al tipo de programa matemático que minimiza una función lineal 
con restricciones expresadas como LMIs se le denomina programa semidefinido. 
Desigualdades en las que las variables son matrices, son comunes en problemas 
que vienen de la teoría de control, tal es el caso de la desigualdad de Lyapunov, 
 
𝐴𝑇𝑃 + 𝑃𝐴 < 0                                      (2.7) 
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donde 𝐴 es una matriz de 𝑛𝑥𝑛 y 𝑃 = 𝑃𝑇 es la variable. La desigualdad (2.7) se puede 
expresar de la forma (2.1) así: Sean 𝑃1, 𝑃2, … , 𝑃𝑚 una base para las matrices 
simétricas de 𝑛𝑥𝑛 (𝑚 = 𝑛(𝑛 + 1)/2), entonces se toma 𝐹0 = 0 y                         𝐹𝑖 =
−𝐴𝑇𝑃𝑖 − 𝑃𝑖𝐴. Así que no se hará distinción entre las formas (2.1) ó (2.7) de expresar 
una LMI. Los problemas siguientes son llamados problemas estándar, necesarios 
para plantear las aplicaciones en control que se tratarán adelante [17]. 
 
 
2.1.1. Problemas LMI 
 
Dada una LMI 𝐹(𝑥) > 0, el correspondiente problema LMI (LMIP) es encontrar un 
𝑥∗ tal que 𝐹(𝑥∗) > 0 ó determinar que tal 𝑥∗ no existe; es decir, que la LMI no es 
factible [17]. 
 
 
2.1.2. Problemas de valores propios 
 
El problema de valores propios (EVP) es minimizar el valor propio máximo de una 
matriz que dependa de alguna variable, sujeto a una LMI, por ejemplo: 
 
𝑚𝑖𝑛 𝜆
𝑠𝑢𝑗𝑒𝑡𝑜 𝑎
 
 
𝜆 − 𝐴(𝑥) > 0
𝐵(𝑥) > 0
                                (2.8) 
 
 
 
Un EVP también puede aparecer como un programa semi-definido, es decir, de la 
forma [17]: 
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𝑚𝑖𝑛 𝑐𝑇𝑥
𝑠𝑢𝑗𝑒𝑡𝑜 𝑎 𝐹(𝑥) > 0
                                   (2.9) 
 
 
2.1.3. Problemas de valores propios generalizado 
 
El problema anterior se puede extender a minimizar el máximo valor propio 
generalizado de un par de matrices que dependen de alguna variable sujeto a una 
LMI (GEVP). Su forma general es [17]: 
 
𝑚𝑖𝑛 𝜆
𝑠𝑢𝑗𝑒𝑡𝑜 𝑎
 
 
  
 
𝜆 − 𝐴(𝑥) > 0
𝐵(𝑥) > 0
𝐶(𝑥) > 0
                                 (2.10) 
 
 
2.2. Inclusiones diferenciales lineales 
 
Una Inclusión Diferencial (DI) se describe por: 
 
?̇? ∈ 𝐹(𝑥(𝑡), 𝑡),      𝑥(0) = 𝑥0                              (2.11) 
 
donde 𝐹 es una función de ℜ𝑛𝑥 ℜ+ en una familia de subconjuntos de ℜ
𝑛. Cualquier 
𝑥:ℜ+ → ℜ
𝑛que satisface la DI se le llama trayectoria. Es claro que hay muchas 
trayectorias para una DI dada. Un caso particular de DI es la lineal. Una Inclusión 
Diferencial Lineal (LDI) está dada por: 
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?̇? ∈ {𝐴𝑥|𝐴 ∈ Ω},     𝑥(0) = 𝑥0                            (2.12) 
 
Donde Ω es un conjunto de matrices 𝑛𝑥𝑛. La anterior definición se puede generalizar 
a sistemas con múltiples entradas y salidas de la siguiente forma:  
 
?̇? = 𝐴𝑥 + 𝐵𝑢
𝑦 = 𝐶𝑥 + 𝐷𝑢
                                          (2.13) 
 
donde 𝑥:ℜ+ → ℜ
𝑛es el vector de estado, 𝑢:ℜ+ → ℜ
𝑚 es el vector de entradas, 
𝑦:ℜ+ → ℜ
𝑠es la salida y las matrices satisfacen que: 
 
[
𝐴 𝐵
𝐶 𝐷
] ∈ Ω                                          (2.14) 
 
para todo 𝑡 ≥ 0 y Ω es un conjunto de matrices de (𝑛 + 𝑠)𝑥(𝑛 + 𝑚). En adelante solo 
interesarán las siguientes clases de LDIs [17]. 
 
 
2.2.1. Sistemas lineales invariantes en el tiempo (LTI) 
 
Son sistemas en los cuales Ω es unitario [17]: 
 
Ω = {[
𝐴 𝐵
𝐶 𝐷
]}                                        (2.15) 
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2.2.2. LDIs Politópicos (PLDI) 
 
En esta clase se encuentran los sistemas donde es un politopo descrito por sus 
vértices, esto es, tiene la forma: 
 
Ω = C0 {[
𝐴1 𝐵1
𝐶1 𝐷1
] , … , [
𝐴𝐿 𝐵𝐿
𝐶𝐿 𝐷𝐿
] }                         (2.16) 
 
donde C0 es la envolvente convexa del conjunto de matrices. Esto permite evaluar 
todos los estados intermedios incluidos en el politopo [17]. 
 
 
2.3. Estabilidad cuadrática 
 
Se consideran LDIs donde Ω tiene alguna de las formas descritas anteriormente. 
Una condición suficiente para que cualquier trayectoria de una LDI converja al 
origen cuando 𝑡 → ∞ es la estabilidad cuadrática; es decir, que exista una función 
cuadrática 𝑉(𝜉) = 𝜉𝑇𝑃𝜉 con 𝑃 > 0 decreciente a lo largo de cualquier trayectoria no 
trivial de la LDI. A esta función 𝑉 se le llama función cuadrática de Lyapunov. Si 
𝑉(𝜉) = 𝜉𝑇𝑃𝜉 es una función cuadrática de Lyapunov, entonces: 
 
𝑑
𝑑𝑡
𝑉(𝑥) = 𝑥𝑇(𝐴𝑇𝑃 + 𝑃𝐴)𝑥                                   (2.17) 
 
luego 𝑉 es decreciente si y sólo, 𝐴𝑇𝑃 + 𝑃𝐴 < 0  para toda 𝐴 ∈ Ω [17]. 
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2.3.1. Sistemas en tiempo continuo 
 
Así, que una LDI sea cuadráticamente estable, es equivalente a que exista una 
matriz 𝑃 tal que: 
 
𝑃 > 0,      𝐴𝑇𝑃 + 𝑃𝐴 < 0      ∀A ∈ Ω                            (2.18) 
 
Por tanto, para sistemas LTI la condición (2.18) es entonces: 
 
𝑃 > 0,      𝐴𝑇𝑃 + 𝑃𝐴 < 0                                (2.19) 
 
que es el criterio clásico de estabilidad de Lyapunov para sistemas LTI. Ahora, para 
una PLDI, la condición (2.18) toma la forma: 
 
𝑃 > 0,      𝐴𝑖
𝑇𝑃 + 𝑃𝐴𝑖 < 0    𝑖 = 1,… , 𝐿                      (2.20) 
 
La tasa de decaimiento, también llamada el mayor exponente de Lyapunov, de una 
LDI, se define como el mayor 𝛼 tal que: 
  
lim
𝑡→∞
𝑒𝛼𝑡‖𝑥(𝑡)‖ = 0                                    (2.21) 
 
Para todas las trayectorias de la LDI. La función cuadrática de Lyapunov              
𝑉(𝜉) = 𝜉𝑇𝑃𝜉 sirve para establecer una cota inferior para la tasa de decaimiento. Si: 
 
𝑑
𝑑𝑡
𝑉(𝑥) ≤ −2𝛼𝑉(𝑥)                                    (2.22) 
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para toda trayectoria 𝑥, entonces 𝑉(𝑥(𝑡)) ≤ 𝑒−2𝛼𝑡𝑉(𝑥(0)) Así que, 
 
‖𝑥(𝑡)‖ ≤ 𝑒𝛼𝑡 (
𝜆𝑚𝑎𝑥(𝑃)
𝜆𝑚𝑖𝑛(𝑃)
)
1/2
‖𝑥(0)‖                         (2.23) 
 
para todas las trayectorias, luego la tasa de decaimiento es al menos 𝛼. Ahora, la 
condición (2.22) es equivalente a: 
 
𝐴𝑇𝑃 + 𝑃𝐴 + 2𝛼𝑃 ≤ 0            ∀𝐴 ∈ Ω                             (2.24) 
 
Así que, para los tipos de sistemas enunciados, la máxima cota inferior para la tasa 
de decaimiento que se puede encontrar usando funciones cuadráticas de Lyapunov, 
se halla resolviendo los siguientes GEVP con variables 𝑃 y 𝛼 [17]. 
 
 
2.3.1.1. LTI 
 
𝑚𝑎𝑥 𝛼
𝑠𝑢𝑗𝑒𝑡𝑜 𝑎       𝑃 > 0, 𝐴𝑇𝑃 + 𝑃𝐴 + 2𝛼𝑃 ≤ 0                      (2.25) 
 
 
2.3.1.2. PLDI 
 
𝑚𝑎𝑥 𝛼
𝑠𝑢𝑗𝑒𝑡𝑜 𝑎
 
      𝑃 > 0, 𝐴𝑖
𝑇𝑃 + 𝑃𝐴𝑖 + 2𝛼𝑃 ≤ 0 
𝑖 = 1,… , 𝐿
                   (2.26) 
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Los problemas anteriores se pueden plantear también como EVPs de la siguiente 
forma: Dividiendo 𝑃 por el valor propio mínimo de 𝑃 y por el doble de tal valor en la 
ecuación (2.24), se obtienen ?̂? > 0 y ?̂? ≥ 𝐼 tales que: 
  
?̂??̂? − 𝐴𝑇?̂? − ?̂?𝐴 > 0                                  (2.27) 
 
Como ?̂? ≥ 𝐼, entonces: 
 
−?̂?𝐼 − 𝐴𝑇?̂? − ?̂?𝐴 ≥ ?̂??̂? − 𝐴𝑇?̂? − ?̂?𝐴 > 0                  (2.28) 
 
Entonces el problema se plantea como: 
 
𝑚𝑖𝑛 𝛼
𝑠𝑢𝑗𝑒𝑡𝑜 𝑎       𝑃 ≥ 𝐼,    𝛼𝐼 − 𝐴𝑇𝑃 + 𝑃𝐴 ≥ 0 
                     (2.29) 
 
Ajustándolo a cada uno de los sistemas enunciados. A un sistema se le llama 
estabilizable cuadráticamente si existe una ganancia de retroalimentación de estado 
𝐾 tal que el sistema en lazo cerrado sea cuadráticamente estable. Si se fija una 
matriz 𝐾, un sistema es cuadráticamente estable si y sólo si existe una matriz 𝑃 > 0 
tal que: 
 
(𝐴 + 𝐵𝐾)𝑇𝑃 + 𝑃(𝐴 + 𝐵𝐾) < 0       ∀[𝐴 𝐵] ∈ Ω                 (2.30) 
 
ó con la expresión equivalente, si existe 𝑄 > 0 tal que: 
 
𝑄(𝐴 + 𝐵𝐾)𝑇 + (𝐴 + 𝐵𝐾)𝑄 < 0       ∀[𝐴 𝐵] ∈ Ω                (2.31) 
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Ninguna de las dos expresiones anteriores es una desigualdad convexa en las 
matrices 𝐾 y 𝑃 o 𝑄, pero con el cambio de variable 𝑌 = 𝐾𝑄  en la segunda 
desigualdad, se obtiene la expresión equivalente, 
 
𝐴𝑄 + 𝑄𝐴𝑇 + 𝐵𝑌 + 𝐵𝑇𝑌𝑇 < 0       ∀[𝐴 𝐵] ∈ Ω                  (2.32) 
 
Este LMIP, con variables 𝑄 y 𝑌 , resulta factible si y sólo si, el sistema es 
estabilizable cuadráticamente, con ganancia de retroalimentación de estado 𝐾 =
𝑌𝑄−1 [17]. 
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Capítulo 3 
 
PID ROBUSTO COMO 
CONTROLADOR DE 
RETROALIMENTACIÓN DE 
ESTADOS 
 
Se considera una planta de orden 𝑛 con una sola entrada de salidas múltiples. 
 
?̇? = 𝐴(𝑡)𝑥 + 𝐵𝑢(𝑡)
𝑦 = 𝐶𝑥
                                        (3.1) 
 
donde el vector de estados 𝑥 es asumido,  𝑦 es la salida,                           [𝐴(𝑡), 𝐵(𝑡)] ∈
Ω = 𝐶𝑜𝑣{[𝐴1, 𝐵1], [𝐴2, 𝐵2], … , [𝐴𝑝, 𝐵𝑝]}, donde p es el número de vértices, y Ω es el 
politopo. Asumiendo que el vector de estados 𝑥 es de la forma: 𝑥 =
[𝑥1 𝑥2 𝑥3… 𝑥𝑛/2 𝑥1̇ 𝑥2̇  ?̇?𝑛/2]
𝑇
. Este tipo de estructura de sistemas es ampliamente 
encontrado en sistemas de control. Si la señal de control es elegida para ser de la 
forma  𝑢 = 𝐾𝑥, entonces 𝐾 simplemente contiene ganancias de control proporcional 
y derivativo de bucles de realimentación interna y externa. Sin embargo,  con el fin 
de transformar el sistema a un marco PID, se deben incluir variables de estado 
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adicionales para la acción integral, generalmente se eligen para plantas que 
requieran un error de estado estacionario igual a cero. Por ejemplo, se va a 
seleccionar   𝑥1 para ser la salida que requiere tener error de estado estacionario 
cero. Si vector de estados aumentado se elige para ser 𝜏 = ∫(𝑟 − 𝑥1), donde r es la 
trayectoria deseada para la salida   𝑥1, entonces el PID como control de 
realimentación de estados puede interpretarse como se muestra en la figura 3.1, 
donde todas las ganancias del controlador son análogas a las ganancias de 
realimentación de estados. En este caso, la planta y el controlador pueden ser 
evaluados así:    
 
?̇? = 𝐴(𝑡)𝑥 + 𝐵𝑢(𝑡)  
?̇? = 𝑥1 − 𝑟                                           (3.2) 
𝑦 = 𝐶𝑥 
𝑢 =
[𝐾𝑝1  𝐾𝑝2… 𝐾𝑝(𝑛/2)  𝐾𝑑1  𝐾𝑑2  … 𝐾𝑑(𝑛/2)  |𝐾𝐼]⏟                            
?̃?
[
𝑥
𝜏
]
⏟
?̃?
 
 
donde ?̃? es el nuevo vector de estados aumentado [4]. 
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Figura 3.1. Estructura general del PID como control de realimentación de  
estados [4]. 
 
 
3.1. PID según la técnica de LMI basado en la estrategia 
de control  LQR 
 
En la sección anterior se obtuvo la formulación de realimentación de estados de un 
sistema general politópico lineal variable en el tiempo (LTV). En esta sección, se 
presenta la técnica de síntesis para el PID; Se indica como es la estructura basada 
en LMI. Se va a considerar el control de realimentación de estados del sistema LTV, 
así:  
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?̇̃? = ?̃?(𝑡)?̃? + ?̃?𝑢(𝑡)
𝑦 = 𝐶?̃?,       ?̃?(0) = ?̃?0
                                        (3.3) 
 
y la señal de control será 𝑢 = ?̃??̃?, el objetivo es encontrar la ganancia de control ?̃? 
que minimiza el objetivo cuadrático 𝐽(𝑢) = 𝑠𝑢𝑝 ∫ (?̃?𝑇
∞
0
𝑄?̃? + 𝑢𝑇𝑅𝑢) sobre todas las 
trayectorias de estado donde 𝑄>0 y 𝑅 > 0. Es bien sabido que este problema es 
equivalente al problema de valor propio: 
 
𝑚𝑖𝑛 ?̃?0
𝑇𝑋−1?̃?0
𝑠𝑢𝑗𝑒𝑡𝑜 𝑎 [
?̃?𝑖 + 𝑋?̃?𝑖
𝑇
+ ?̃?𝑖𝑌 + 𝑌
𝑇?̃?𝑖
𝑇
𝑋𝑄1/2 𝑌𝑅1/2
⋆ −𝐼 0
⋆ ⋆ −𝐼
] ≤ 0,
    (3.4) 
𝑋 > 0,     𝑌 ∀ 𝑖 = 1,… , 𝑝. 
 
Aquí ?̃?0
𝑇𝑋−1?̃?0 es el límite superior para 𝐽 y la ganancia de control que minimiza este 
índice de rendimiento es ?̃? = 𝑌𝑋−1. 
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Capítulo 4 
 
Control PI en el Generador   
de Inducción  Doblemente  Alimentado 
(DFIG) 
 
El controlador PI se realiza sobre el modelo de espacio de estados del generador 
DFIG mostrado en el capítulo 1. Además, las ganancias del controlador se calculan 
en base a diferentes técnicas. Con el fin de compararlas y observar las diferencias 
entre sí para verificar la técnica de control más óptima para este caso específico. 
Las técnicas de control utilizadas se describen en este capítulo.     
 
 
4.1. Controlador PI aplicado al modelo del generador 
DFIG basado en la herramienta PID Tuning de MATLAB. 
 
PID Tuning es el proceso de encontrar los valores de las ganancias proporcional, 
integral y derivativo de un controlador PID para lograr el rendimiento deseado y 
cumplir con los requisitos de diseño [18]. 
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El PID Tuning permite lograr un buen equilibrio entre rendimiento y robustez, ya 
sean controladores PID de uno o dos grados de libertad. 
 
El PID tuning: 
 
 Calcula automáticamente un modelo lineal de la planta en su modelo. La 
planta se considera como la combinación de todos los bloques entre la salida 
del controlador PID y la entrada. Por lo tanto, la planta incluye todos los 
bloques en el bucle de control, que no sean el propio controlador. 
 
 Calcula automáticamente un diseño PID inicial con un equilibrio entre 
rendimiento y robustez. El PID tuning basa el diseño inicial de la respuesta 
en frecuencia en lazo abierto de la planta linealizada.  
 
 La interfaz gráfica del PID Tuning ayuda a refinar interactivamente el 
desempeño del controlador PID para satisfacer sus requisitos de diseño [19]. 
 
En la figura 4.1 se observa la configuración utilizada para implementar el modelo 
del generador DFIG y el control PI utilizando la herramienta PID tuning en Matlab. 
El controlador PID se hace con base a una referencia escalón unitario.   
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Figura 4.1. Configuración utilizada para implementar el modelo del generador 
DFIG y el control PI utilizando la herramienta PID tuning. 
 
 
4.2. Controlador PI aplicado al modelo del generador 
DFIG basado en la técnica LMI garantizando 
únicamente la estabilidad del sistema. 
 
La técnica LMI permite calcular las ganancias proporcional, integral y derivativo tal 
y como se muestra en el capítulo 2. En este caso se calcula el sistema aumentado 
de la planta mostrada en el capítulo 1, esto con el fin de garantizar que el método 
entregue la ganancia integral además de la proporcional. A continuación se puede 
apreciar el  sistema aumentado: 
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?̃? = [
𝐴 0
−𝐶 0
] 
(4.1) 
?̃? = [
𝐵
0
] 
 
donde ?̃? y ?̃?  son la matriz 𝐴 y 𝐵 respectivamente del sistema en espacio de 
estados aumentado. 
 
El sistema de LMI que garantiza la estabilidad del sistema cumpliendo con el 
criterio de Lyapunov se observa  
 
?̃?𝑋 + 𝑋?̃? + ?̃?𝑌 + 𝑌𝑇?̃?𝑇 ≤ 0 
(4.2) 
𝑋 > 0,   𝑌 ∀𝑖= 1,… , 𝑝   
 
La solución del sistema y el cálculo de las ganancias del controlador se realiza 
utilizando el toolbox de LMI de Matlab. El algoritmo implementado se puede apreciar 
en el apéndice A. Algoritmos. 
 
La configuración utilizada para implementar el controlador PID basado en las LMI 
se observa en la figura 4.2.  
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Figura 4.2. Configuración utilizada para implementar el controlador PID basado en 
las LMI. 
 
 
4.3. Controlador PI aplicado al modelo del generador 
DFIG según la técnica de LMI basado en la estrategia 
de control  LQR. 
 
En este caso se calculan las ganancias PI del controlador sobre el sistema 
aumentado mostrado en la ecuación 4.1, pero además de garantizar la estabilidad 
del sistema, se emplea la estrategia de control LQR.  
 
El sistema de LMI emplea la estrategia nombrada anteriormente y además garantiza 
la estabilidad del sistema se muestra a continuación en su forma matricial. 
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[
?̃?𝑖 + 𝑋?̃?𝑖
𝑇
+ ?̃?𝑖𝑌 + 𝑌
𝑇?̃?𝑖
𝑇
𝑋𝑄1/2 𝑌𝑅1/2
𝑋𝑇𝑄𝑇
1/2
−𝐼 0
𝑌𝑇𝑅𝑇
1/2
0 −𝐼
] ≤ 0    (4.3) 
 
𝑋 > 0,     𝑌 ∀ 𝑖 = 1,… , 𝑝. 
 
Los valores de las matrices Q y R se obtienen según las ecuaciones 4.4. y 4.5 
respectivamente.  
 
𝑄 = 𝐶𝑇𝐶                                                   (4.4) 
 
𝐷 = 𝐷𝑇𝐷                                                   (4.5) 
 
donde 𝐶 y 𝐷 son las matrices del sistema en espacio de estados mostrado en el 
capítulo 1. 
 
La solución del sistema y el cálculo de las ganancias del controlador se realiza 
utilizando el toolbox de LMI de Matlab. El algoritmo implementado se puede 
apreciar en el apéndice A. Algoritmos. 
 
La configuración utilizada para implementar el controlador PI según las LMI y 
basado en LQR se observa en la figura 4.3. 
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Figura 4.3. Configuración utilizada para implementar el controlador PI según las 
LMI y basado en LQR. 
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Capítulo 5 
 
Resultados de las simulaciones y 
análisis  
 
En este capítulo se muestran los resultados de las pruebas realizadas sobre el 
modelo del Generador de Inducción Doblemente Alimentado por medio de 
simulación del modelo en espacio de estados del generador conectado a la red en 
SIMULINK/MATLAB. Las pruebas realizadas consisten en implementar diferentes 
tipos de control PI, uno con la herramienta PID tuning de MATLAB, otro aplicando 
la técnica de las LMI garantizando únicamente la estabilidad cuadrática y finalmente 
un control que además de garantizar la estabilidad cuadrática, se basa en la 
estrategia de control LQR.  
 
Los valores de los parámetros del generador DFIG utilizados para realizar las 
simulaciones se observan en la tabla 5.1. 
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Potencia nominal [MW] 9 
Tensión nominal (𝑉𝑠⃗⃗⃗  ) [pu] 
1 
Frecuencia [Hz] 60 
Resistencia del bobinado del estator (𝑅𝑠)  [pu] 0.00706 
Resistencia del bobinado del rotor (𝑅𝑟) [pu] 0.005 
Inductancia del bobinado del estator (𝐿𝑠) [pu] 0.171 
Inductancia del bobinado del rotor (𝐿𝑟) [pu] 0.156 
Inductancia mutua (𝐿𝑚) [pu] 2.9 
Numero de pares de polos (𝑃𝑓) 3 
Velocidad síncrona (𝜔𝑠) [pu] 1 
 
Tabla 5.1: parámetros del generador DFIG utilizados para realizar las simulaciones 
[20]. 
 
El modelo en espacio de estados reemplazando los parámetros del generador 
mostrados anteriormente es: 
 
[
𝐼𝑑𝑟̇
𝐼𝑞𝑟̇
] = [1.0199𝑥10
−4 1
1 1.0199𝑥10−4
] [
𝐼𝑑𝑟
𝐼𝑞𝑟
] + [
−0.0204 0
0 −0.204
] [
𝑉𝑑𝑟
𝑉𝐴
] 
(5.1) 
[
𝑃𝐴𝐶𝑇
𝑄𝑅𝐸𝐴
] = −
3
2
[
16.9591 0
0 −16.9591
] [
𝐼𝑑𝑟
𝐼𝑞𝑟
]                     (5.2) 
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5.1. Resultados 
 
A continuación se muestran los resultados obtenidos para cada uno de las 
configuraciones de los controladores PI mostrados en el capítulo 4. 
 
5.1.1. Respuesta del Controlador PI basado en la herramienta 
PID Tuning de MATLAB. 
 
En la figura 5.1 se observa la respuesta del controlador utilizando la herramienta  
PID Tuning de MATLAB y la configuración mostrada en la figura 4.1. 
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Figura 5.1. Respuesta de potencia activa y reactiva del DFIG con un control PI 
utilizando PID tunning. 
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Con el control PI utilizando la herramienta PID tunning de MATLAB, el sistema 
responde en un tiempo de 2.5𝑥105 ms hasta llegar a la señal de referencia, el cual, 
es un tiempo de establecimiento bastante grande, además, en el transcurso de 
este tiempo se pueden observar unas variaciones importantes en el proceso de 
control de las señales   
 
5.1.2. Respuesta del Controlador PI basado en la técnica LMI 
garantizando únicamente la estabilidad del sistema. 
 
En la figura 5.2 se muestra la respuesta que se obtiene del controlador PI 
empleando la técnica de las LMI, garantizando únicamente la estabilidad del sistema 
(ecuación 4.2), y empleando la configuración mostrada en la figura 4.2. 
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Figura 5.2. Respuesta de potencia activa y reactiva del DFIG con un control PI 
basado en la técnica de las LMI garantizando la estabilidad del sistema. 
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El controlador PI basado en la técnica de las LMI responde en un tiempo de 15 ms 
hasta llegar a la señal de referencia, pero, es claro que en el transcurso de este 
tiempo se presentan muchas oscilaciones de la señal de salida, lo cual no es 
conveniente para esta aplicación, ya que se busca tener la menor variación posible 
en la salida de potencia.    
 
5.1.3. Controlador PI aplicado al modelo del generador DFIG 
según la técnica de LMI basado en la estrategia de control  
LQR. 
En la figura 5.3 se observa la respuesta obtenida del controlador PI empleando la 
técnica de las LMI y además basado en la estrategia de control LQR (ecuación 4.3), 
y empleando la configuración mostrada en la figura 4.3, además las matrices Q y R 
se calculan según las ecuaciones 4.4 y 4.5 respectivamente. 
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Figura 5.3. Respuesta de potencia activa y reactiva del DFIG con un control PI 
basado en la técnica de las LMI garantizando la estabilidad del sistema. 
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El controlador PI empleando la técnica de las LMI y además basado en la estrategia 
de control LQR responde en un tiempo de 9 ms aproximadamente hasta llegar a la 
señal de referencia, lo que demuestra que es más rápido que los controladores 
anteriores, y además se ve claramente que elimina totalmente las oscilaciones que 
se presentaban durante el tiempo de establecimiento, siendo el control más óptimo 
para esta aplicación.  
 
CONTROLADOR 
SEÑAL DE 
CONTROL 
Ganancia 
Proporcional (Kp) 
Ganancia 
Integral (Ki) 
Tiempo de 
Establecimiento 
[ms] 
PI basado en la 
herramienta PID 
Tuning 
Potencia 
Activa 
0.002440787 0.002440787  
250000 Potencia 
Reactiva 
-0.002440787 -2.46E-08 
PI basado en la 
técnica LMI 
garantizando la 
estabilidad del 
sistema 
Potencia 
Activa 
49.0303 1248.1 
 
15 Potencia 
Reactiva 
49.0303 -1248.1 
PI según la técnica 
de LMI basado en la 
estrategia de control  
LQR 
Potencia 
Activa 
1748.7 42.0134 
 
9 Potencia 
Reactiva 
1748.7 -42.0134 
 
Tabla 5.2: Comparación de ganancias y tiempo de establecimiento según el tipo 
de controlador utilizado. 
 
Los algoritmos implementados para los controladores anteriores se pueden apreciar 
en el APÉNDICE B. algoritmos. 
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CONCLUSIONES 
 
 
Un controlador PI basado en la técnica de las LMI y en el criterio de Lyapunov 
garantiza la estabilidad del sistema, pero puede presentar oscilaciones muy grandes 
antes de llegar a la referencia deseada. 
 
El controlador PI utilizando las LMI y la estrategia de control LQR permite garantizar 
la estabilidad del sistema, y además llega a la referencia con error de estado 
estacionario igual a cero y sin ningún tipo de oscilaciones y/o transitorios.       
 
Son evidentes las ventajas que posee el controlador PI basado en la técnica de las 
LMI con respecto al controlador PI clásico que implementa el toolbox PID tunning 
de MATLAB, y aún más si se tiene en cuenta la estrategia de control LQR. La ventaja 
más obvia se aprecia en el tiempo de respuesta del controlador.     
 
Se puede observar que el controlador PI utilizado sobre el generador DFIG cumple 
con el objetivo propuesto. 
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APÉNDICE A 
 
 
GLOSARIO 
 
AC: la corriente eléctrica alterna es aquella en la que la magnitud y el sentido varían 
cíclicamente. La forma de oscilación de la corriente alterna más comúnmente 
utilizada es la de una oscilación sinusoidal, puesto que se consigue una transmisión 
más eficiente de la energía. 
 
DC: La corriente continua o corriente directa es aquella cuyas cargas eléctricas o 
electrones fluyen siempre en el mismo sentido en un circuito eléctrico cerrado, 
moviéndose del polo negativo hacia el polo positivo de una fuente de fuerza 
electromotriz, tal como ocurre en las baterías, las dinamos o en cualquier otra fuente 
generadora de ese tipo de corriente eléctrica. 
 
CONTROL: La palabra control proviene del término francés controle y significa 
comprobación, inspección, fiscalización o intervención. También puede hacer 
referencia al dominio, mando y preponderancia, o a la regulación sobre un sistema. 
 
CONTROLADOR: Es aquel que compara el valor medido con el valor deseado, en 
base a esta comparación calcula un error (diferencia entre valor medido y deseado), 
para luego actuar a fin de corregir este error. Tiene por objetivo elaborar la señal de 
control que permita que la variable controlada corresponda a la señal de referencia. 
 
CONVERTIDOR VSC: Es un sistema moderno utilizado en transporte de energía 
eléctrica, basados en la unión de dispositivos IGBT (Insulate Gate Bipolar 
Transistor) como se necesiten para conseguir el nivel de tensión deseado.    
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DFIG: Generador de inducción doblemente alimentado (Doubly Fed Induction 
Generator). 
 
ECUACIONES EN ESPACIO DE ESTADOS: se basa en la descripción de las 
ecuaciones de un sistema en términos de n ecuaciones diferenciales de primer 
orden, que se combinan en una ecuación diferencial matricial de primer orden. 
 
ENERGÍA ELÉCTRICA: se denomina energía eléctrica a la forma de energía que 
resulta de la existencia de una diferencia de potencial entre dos puntos, lo que 
permite establecer una corriente eléctrica entre ambos cuando se los pone en 
contacto por medio de un conductor eléctrico y obtienen trabajo. La energía eléctrica 
puede transformarse en muchas otras formas de energía, tales como la energía 
luminosa o luz, la energía mecánica y la energía térmica. 
 
ENERGÍA EÓLICA: la energía eólica es la energía obtenida del viento, es decir, 
aquella que se obtiene de la energía cinética generada por efecto de las corrientes 
de aire y así mismo las vibraciones que el aire produce. 
 
ESTADO: Es el conjunto más pequeño de variables (denominadas variables de 
estado) de modo que el conocimiento de estas variables en 𝑡 = 𝑡0, junto con el 
conocimiento de la entrada para 𝑡 ≥ 𝑡0, determina por completo el comportamiento 
del sistema para cualquier tiempo 𝑡 ≥ 𝑡0. 
 
EVP: Problema de valores propios (Eigenvalue ¨Problem). 
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GENERACIÓN: generación es un término con origen en el latín generatio que tiene 
diversos significados y usos. Puede utilizarse para nombrar a la acción y efecto de 
engendrar (procrear) o a la acción y efecto de generar (producir, causar algo). 
 
GEVP: Problema de valores propios generalizado (Generalized Eigenvalue 
Problem)  
 
HVDC-VSC: es un control rápido y preciso de las tensiones y flujos de potencia. 
 
LDI: Inclusiones diferenciales lineales (Linear Differential Inclusions). 
 
LINEAL: una función lineal es aquella que satisface las propiedades aditiva y 
homogénea. 
 
LMI: Desigualdades lineales matriciales (Linear Matrix Inequalities). 
 
LTI: Sistema lineal e invariante en el tiempo (Linear Time-Invariant), es aquel que, 
como su propio nombre indica, cumple las propiedades de linealidad e invariancia 
en el tiempo. 
 
LQR: Regulador cuadrático – lineal (Linear Quadratic Regulator). 
 
MÁQUINA ELÉCTRICA: una máquina eléctrica es un dispositivo que transforma la 
energía cinética en otra energía, o bien, en energía potencial pero con una 
presentación distinta, pasando esta energía por una etapa de almacenamiento en 
un campo magnético. Se clasifican en tres grandes grupos: generadores, motores 
y transformadores. 
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MODELO: es una representación abstracta, conceptual, gráfica o visual, física, 
matemática, de fenómenos, sistemas o procesos a  fin de analizar, describir, 
explicar, simular - en general, explorar, controlar y predecir- esos fenómenos o 
procesos. Un modelo permite determinar un resultado  final u output a partir de unos 
datos de entrada o inputs. Se considera que la creación de un modelo es una parte 
esencial de toda actividad científica. 
 
MPPT: seguimiento del punto de máxima potencia MPPT (Maximum power point 
tracking). 
 
MW: el Megavatio es una unidad de potencia en el Sistema Internacional 
equivalente a un millón de vatios, se emplea para medir potencias muy grandes, 
donde las cifras del orden de los cientos de miles no resultan significativas. Como 
es múltiplo del vatio adquiere en forma lineal sus equivalencias. 
 
NO LINEAL: los sistemas no lineales representan sistemas cuyo comportamiento 
no es expresable como la suma de los comportamientos de sus descriptores. 
 
OPTIMIZACIÓN: optimización es la acción y efecto de optimizar. Este verbo hace 
referencia a buscar la mejor manera de realizar una actividad. El término se utiliza 
mucho en el ámbito de la informática. 
 
PARÁMETROS: se conoce como parámetro al dato que se considera como 
imprescindible y orientativo para lograr evaluar o valorar una determinada situación. 
A partir de un parámetro, una cierta circunstancia puede comprenderse o ubicarse 
en perspectiva. 
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PID: significa Proporcional, Integral y Derivativa. Un lazo de control PID está 
diseñado para eliminar la necesidad de supervisión continúa de una operación por 
parte de los operadores. 
 
PROCESOS: se denomina proceso al conjunto de acciones o actividades 
sistematizadas que se realizan o tienen lugar con un  fin. 
 
SISTEMA DE POTENCIA: es el conjunto de centrales generadoras, de líneas de 
transmisión interconectadas entre sí y de sistemas de distribución esenciales para 
el consumo de energía eléctrica. 
 
TORQUE: el torque puede ser el momento de fuerza o momento dinámico, que es 
una magnitud vectorial obtenida a partir del punto de aplicación de la fuerza. Esta 
magnitud se obtiene como producto vectorial (el vector ortogonal que resulta de una 
operación binaria entre dos vectores de un espacio euclídeo tridimensional). 
 
TURBINA: rueda hidráulica, con paletas curvas colocadas en su periferia, que recibe 
el agua por el centro y la despide en dirección tangente a la circunferencia, con lo 
cual aprovecha la mayor parte posible de la fuerza motriz. 
 
VARIABLES DE ESTADO: son las que forman el conjunto más pequeño de 
variables que determinan el estado del sistema dinámico. No necesitan ser 
cantidades medibles u observables físicamente. En la práctica, sin embargo 
conviene elegir cantidades medibles con facilidad. 
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APÉNDICE B 
 
 
ALGORITMOS 
 
Algoritmo para encontrar las ganancias del control PI para el modelo del generador 
DFIG basado en las LMI, garantizando únicamente la estabilidad del sistema. 
 
% LMI DFIG 
%%Preliminares 
 
clear all 
clc 
 
%Datos del DFIG   
%Propiedades del Sistema 
 
Rs  = 0.00706;     %Resistencia Bobinado del Estator [Pu] 
Ls  = 0.171;       %Inductacia del Bobinado del Estator [Pu] 
Rr  = 0.005;       %Resistencia Bobinado del Rotor [Pu] 
Lr  = 0.156;        %Inductacia del Bobinado del Rotor [Pu] 
Lm  = 2.9;          %Inductacia Mutua [Pu] 
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p   = 3;               %Numero de Pares de Polos 
ws  = 1;              %Velocidad Angular del Estator [Pu] 
wr  = 1.03;          %Velocidad Angular del Rotor [Pu] 
wsl = ws-wr;       %Deslizamiento  
alpha = 1-(Lm^2/(Ls*Lr));%Factor   
 
syms idr iqr Vdr Va %Variables de Estado: 
                               %idr e iqr: Corrientes en el Rotor 
                     
didr = ((-Rr/(alpha*Lr))*idr)+(wsl*iqr)+((1/(alpha*Lr))*Vdr); 
diqr = (-wsl*idr)+((-Rr/(alpha*Lr))*iqr)+((1/(alpha*Lr))*Va); 
 
%El Modelo es de la Forma dx = Ax + Bu, Este es Linealizado Alrededor 
%un punto de operacion wsl=0  
 
A = [(-Rr/(alpha*Lr)) wsl; -wsl (-Rr/(alpha*Lr))]; 
B = [(1/(alpha*Lr)) 0; 0 (1/(alpha*Lr))]; 
C = [(-3/2)*16.9591 0; 0 (3/2)*16.9591]; 
Aa=[A zeros(2,2);-C zeros(2,2)]; 
Ba=[B;zeros(2,2)]; 
%A(:,:,2) = [(-Rr/(alpha*Lr)) wsl; -wsl (-Rr/(alpha*Lr))]; 
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%B(:,:,2) = [(1/(alpha*Lr)) 0; 0 (1/(alpha*Lr))]; 
 
%Solucion LMI con Control 
 
setlmis([]) 
%Q = eye(2); 
%R = eye(2); 
X = lmivar(1,[4,1]); 
Y = lmivar(2,[2,4]); 
 
lmiterm([1 1 1 X],Aa,1,'s');   %LMI #1 
lmiterm([1 1 1 Y],Ba,1);       %LMI #1 
lmiterm([1 1 1 -Y],1,Ba');     %LMI #1 
%lmiterm([1 1 1 X],Q^(1/2),1); 
%lmiterm([1 1 1 Y],R^(1/2),1); 
%lmiterm ([1 2 2 0], - 1);             
%lmiterm ([1 3 3 0], - 1); 
 
%lmiterm([2 1 1 X],A(:,:,2),1,'s');   %LMI #2 
%lmiterm([2 1 1 Y],B(:,:,2),1);       %LMI #2 
%lmiterm([2 1 1 -Y],1,B(:,:,2)');     %LMI #2 
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lmiterm([-2 1 1 X],1,1);   %LMI #3 
 
lmis = getlmis; 
[tmin, xfeas] = feasp(lmis); 
X = dec2mat(lmis,xfeas,X) 
Y = dec2mat(lmis,xfeas,Y) 
Ka= Y*inv(X) 
K=Ka(:,1:2) 
Ki=Ka(:,3:end)  
 
Algoritmo para encontrar las ganancias del control PI para el modelo del generador 
DFIG basado en las LMI, garantizando únicamente la estabilidad del sistema. 
 
% LMI – LQR DFIG 
 
%%Preliminares 
clear all 
clc 
 
%%Datos del DFIG   
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%Propiedades del Sistema 
 
Rs  = 0.00706;     %Resistencia Bobinado del Estator [Pu] 
Ls  = 0.171;       %Inductacia del Bobinado del Estator [Pu] 
Rr  = 0.005;       %Resistencia Bobinado del Rotor [Pu] 
Lr  = 0.156;       %Inductacia del Bobinado del Rotor [Pu] 
Lm  = 2.9;         %Inductacia Mutua [Pu] 
p   = 3;           %Numero de Pares de Polos 
ws  = 1;           %Velocidad Angular del Estator [Pu] 
wr  = 1.03;           %Velocidad Angular del Rotor [Pu] 
wsl = ws-wr;       %Deslizamiento  
alpha = 1-(Lm^2/(Ls*Lr));%Factor   
 
syms idr iqr Vdr Va %Variables de Estado: 
                                %idr e iqr: Corrientes en el Rotor 
                     
didr = ((-Rr/(alpha*Lr))*idr)+(wsl*iqr)+((1/(alpha*Lr))*Vdr); 
diqr = (-wsl*idr)+((-Rr/(alpha*Lr))*iqr)+((1/(alpha*Lr))*Va); 
 
 
%El Modelo es de la Forma dx = Ax + Bu, Este es Linealizado Alrededor 
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%de un punto de operacion wsl=0  
 
A = [(-Rr/(alpha*Lr)) wsl; -wsl (-Rr/(alpha*Lr))]; 
B = [(1/(alpha*Lr)) 0; 0 (1/(alpha*Lr))]; 
C = [(-3/2)*16.9591 0; 0 (3/2)*16.9591]; 
D = [0 0;0 0] 
 
Aa=[A zeros(2,2);-C zeros(2,2)]; 
Ba=[B;zeros(2,2)]; 
Ca=[C;zeros(2,2)]; 
Da=[D;zeros(2,2)]; 
 
%Solucion LMI con Control 
 
setlmis([]) 
Q = Ca*Ca'; 
R = Da'*Da; 
X = lmivar(1,[4,1]); 
Y = lmivar(2,[2,4]); 
 
lmiterm([1 1 1 X],Aa,1,'s');     %LMI #1 
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lmiterm([1 1 1 Y],Ba,1);         %LMI #1 
lmiterm([1 1 1 -Y],1,Ba');       %LMI #1 
lmiterm([1 2 1 -X],1,Q'^(1/2));  %LMI #1 
lmiterm([1 2 2 0], - 1);         %LMI #1 
lmiterm([1 3 1 -Y],1,R'^(1/2));  %LMI #1 
lmiterm([1 3 3 0], - 1);         %LMI #1 
 
lmiterm([-2 1 1 X],1,1);         %LMI #3 
 
lmis = getlmis; 
[tmin, xfeas] = feasp(lmis); 
X = dec2mat(lmis,xfeas,X) 
Y = dec2mat(lmis,xfeas,Y) 
Ka= Y*inv(X) 
K=Ka(:,1:2) 
Ki=Ka(:,3:end) 
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