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SOBOLEV ORTHOGONAL POLYNOMIALS ON PRODUCT
DOMAINS
LIDIA FERNA´NDEZ, FRANCISCO MARCELLA´N, TERESA E. PE´REZ,
MIGUEL A. PIN˜AR, AND YUAN XU
Abstract. Orthogonal polynomials on the product domain [a1, b1]× [a2, b2]
with respect to the inner product
〈f, g〉
S
=
∫
b1
a1
∫
b2
a2
∇f(x, y) · ∇g(x, y)w1(x)w2(y) dx dy + λf(c1, c2)g(c1, c2)
are constructed, where wi is a weight function on [ai, bi] for i = 1, 2, λ > 0,
and (c1, c2) is a fixed point. The main result shows how an orthogonal basis
for such an inner product can be constructed for certain weight functions, in
particular, for product Laguerre and product Gegenbauer weight functions,
which serve as primary examples.
1. Introduction
Let wi(x) be a nonnegative weight function defined on an interval [ai, bi], where
i = 1, 2. Let W be the product weight function
(1.1) W (x, y) := w1(x)w2(y), (x, y) ∈ Ω := [a1, b1]× [a2, b2].
The purpose of this paper is to study orthogonal polynomials with respect to the
inner product
(1.2) 〈f, g〉S =
∫∫
Ω
∇f(x, y) · ∇g(x, y)W (x, y) dx dy + λf(c1, c2)g(c1, c2),
where λ > 0 and (c1, c2) is a fixed point, typically a corner point of the product
domain Ω.
Sobolev orthogonal polynomials of one variable have been extensively studied
(see the survey [7]). In particular, polynomials that are orthogonal with respect
to the one–variable analogue of the inner product (1.1) were analyzed in [2]. In
contrast, the study of such polynomials in several variables is a fairly recent affair.
In [9], one of the earliest studies in several variables, Sobolev orthogonal polyno-
mials with respect to an inner product similar to (1.2) on the unit ball of Rd are
constructed, where the discrete part could also be replaced by the integral on the
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boundary of the ball. The motivation of [9] came from a question from engineering
that requires control over the gradient. Such inner products appear naturally in the
analysis of spectral methods for numerical solutions of partial differential equations
(cf. [3]), which motivates our study.
For the ordinary inner product on the product domain,
(1.3) 〈f, g〉W =
∫∫
Ω
f(x, y)g(x, y)W (x, y) dx dy,
it is immediate that a basis of orthogonal polynomials of degree n is given by
pk(w1;x)pn−k(w2; y), 0 6 k 6 n, where pk(w;x) denotes the orthogonal polynomial
of degree k with respect to w. A moment reflection shows, however, that Sobolev
orthogonal polynomials with respect to the inner product (1.2) do not possess
product structure. Our goal in this paper is to study the orthogonal structure for
the inner product (1.2) on the product domain.
Our main result provides a way to construct a basis of Sobolev orthogonal poly-
nomials, complemented with an algorithm that computes both orthogonal polyno-
mials and their L2 norm, when both weight functions w1 and w2 are self-coherent,
which means that their monic orthogonal polynomials satisfy the relations of the
form
(1.4) pn(x) =
p′n+1(x)
n+ 1
+ anp
′
n(x) + bnp
′
n−1(x), n > 1.
Weight functions, or measures, that are self-coherent have been studied extensively
and characterized. They are essentially the classical measures. In [4] the authors
proved that (1.4) characterizes classical orthogonal polynomials.
Our approach is to express the Sobolev orthogonal polynomials with respect to
the inner product 〈·, ·〉S in terms of a family of product polynomials, which are not,
however, the product orthogonal polynomials with respect to (1.3), but product
polynomials of the form qk(w1;x)qn−k(w2; y), where qk(w) takes the form of the
right hand side of (1.4) without the derivative. In order to keep the idea trans-
parent, we will not work with the most general case that our method applies, but
work primarily with two examples, product Laguerre weight functions and product
Gegenbauer weight functions, for which we work out our algorithms explicitly.
Some of our results can no doubly be extended from two variables to several
variables. We choose to stay with two variables to avoid complicated notation and
keep the algorithm practical.
The paper is organized as follows. In the next section, we recall the basics for or-
thogonal polynomials of several variables, and describe our strategy for constructing
Sobolev orthogonal polynomials for the product weight functions. The construction
is worked out explicitly in the case of product Laguerre weight in Section 3 and in
the case of product Gegenbauer weight in Section 4.
2. Constructing bases for Sobolev orthogonal polynomials
The basics of orthogonal polynomials in several variables are given in the first
subsection. Sobolev orthogonal polynomials for product measures are described
in the second subsection, and the strategy for constructing an orthogonal basis is
discussed in the third subsection.
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2.1. Orthogonal polynomials of two variables. Let Π2 denote the space of
polynomials in two real variables and, for n = 0, 1, 2, . . ., let Π2n denote the subspace
of polynomials of (total) degree at most n in Π2. For an inner product 〈·, ·〉 defined
on Π2, a polynomial P ∈ Π2n is said to be orthogonal if 〈P,Q〉 = 0 for all Q ∈ Π2n−1.
Let V2n denote the space of orthogonal polynomials of total degree n with respect
to 〈·, ·〉. It is known that
dimΠ2n =
(
n+ 2
n
)
and dimV2n = n+ 1.
The space V2n can have many different bases. A basis {Pnk : 0 6 k 6 n} of V2n is
called mutually orthogonal if 〈Pnk , Pnj 〉 = 0 for k 6= j and it is called orthonormal if,
in addition, 〈Pnk , Pnk 〉 = 1. Another polynomial basis that is of interest is the monic
basis, for which Pnk (x, y) = x
n−kyk +Rnk (x, y), where R
n
k ∈ Π2n−1, 0 6 k 6 n. It is
often convenient to use the vector notation
Pn =
(
Pn0 , P
n
1 , . . . , P
n
n
)T
,
considered as a column vector, which we also regard as a set of orthogonal poly-
nomials of degree n. In this notation, 〈Pn,PTm〉 = Hnδn,m, where Hn is a matrix
of size (n+ 1)× (n+ 1), necessarily symmetric and positive definite. If the set Pn
contains a mutually orthogonal basis then Hn is diagonal, and if it is orthonormal
then Hn is the identity matrix.
For W (x, y) = w1(x)w2(y) as in (1.1), we consider the inner product
〈f, g〉W = c
∫
Ω
f(x, y)g(x, y)W (x, y)dxdy,
where c is a normalization constant of W so that 〈1, 1〉W = 1. A basis of V2n(W ) is
given by the product polynomials
(2.1) Pnk (x, y) := pn−k(w1;x)pk(w2; y), 0 6 k 6 n,
where pk(wi;x) = x
k+ . . . denotes the monic orthogonal polynomial with respect to
wi on [ai, bi]. Then P
n
k is the monic orthogonal polynomial and {Pnk : 0 6 k 6 n}
forms a mutually orthogonal basis of V2n(W ).
2.2. Sobolev orthogonal polynomials. For i = 1, 2, let wi be a weight function
defined on the interval [ai, bi], where −ai and bi can be infinity. For the product
weight function W in (1.1), let V2n(S) denote the space of Sobolev orthogonal poly-
nomials of degree n with respect to the inner product 〈·, ·〉S defined in (1.2). Most
of our work will be carried out for the following two examples.
Example 2.1. For α > −1, let wα be the Laguerre weight function
wα(x) := x
αe−x, x ∈ R+ := [0,∞).
For α, β > −1, let Wα,β be the product Laguerre weight function defined by
Wα,β(x, y) := wα(x)wβ(y), (x, y) ∈ Ω := R2+.
There is only one finite corner point of Ω, and we consider the inner product
(2.2) 〈f, g〉S = cα,β
∫
R
2
+
∇f(x, y) · ∇g(x, y)Wα,β(x, y) dx dy + λf(0, 0)g(0, 0),
where λ > 0 is a fixed constant and cα,β = 1/
∫
R
2
+
Wα,β(x, y) dx dy.
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Example 2.2. For α > −1/2, let uα be the Gegenbauer weight function
uα(x) := (1− x2)α− 12 , x ∈ [−1, 1].
For α, β > −1/2, let Uα,β be the product Gegenbauer weight function defined by
Uα,β(x, y) := uα(x)uβ(y), (x, y) ∈ Ω := [−1, 1]2.
There are four corner points of Ω and we consider the inner product
〈f, g〉S = cα,β
∫ 1
−1
∫ 1
−1
∇f(x, y) · ∇g(x, y)Uα,β(x, y) dx dy + λf(1, 1)g(1, 1),(2.3)
where λ > 0 is a fixed constant and cα,β = 1/
∫
Ω
Uα,β(x, y) dx dy.
For the inner product 〈·, ·〉S in (1.2), we denote its main part by
〈f, g〉
∇
:=c
∫
Ω
∇f(x, y) · ∇g(x, y)W (x, y)dxdy(2.4)
=〈∂1f, ∂1g〉W + 〈∂2f, ∂2g〉W .
This is a bilinear form and it is an inner product on the linear space Π2\R of
polynomials having a zero constant term. Let
V2n(S) := V2n(S,W ) and V2n(∇) := V2n(∇,W )
denote the linear spaces of orthogonal polynomials of total degree n associated with
〈·, ·〉S and 〈·, ·〉∇, respectively.
Let Snk be the monic orthogonal polynomial of degree n in V2n(S) that satisfies
Snk (x, y) − xn−kyk ∈ Π2n−1 for 0 6 k 6 n. Likewise, for n > 1, let Snk be a monic
orthogonal polynomial in V2n(∇).
Theorem 2.3. For n > 1, let {Snk : 0 6 k 6 n} denote a monic orthogonal basis
of V2n(∇). Then, the monic orthogonal basis {Snk : 0 6 k 6 n} of V2n(S) is given by
S00(x, y) = 1 and
S
n
k (x, y) = S
n
k (x, y)− Snk (c1, c2), n > 1.
Proof. Since Snk (c1, c2) = 0, it follows that 〈Snk , Smj 〉S = 〈Snk , Smj 〉∇ if n > 1. 
This theorem shows that we only need to work with the bilinear form 〈·, ·〉
∇
and
on the linear space Π2\R. Observe that the orthogonal polynomials in V2n(∇) are
determined up to an additive constant c. Indeed, for any constant c, the polynomial
Snk + c is also a monic orthogonal polynomial in V2n(∇). By Theorem 2.3, however,
we only need to determine Snk up to a constant. For convenience, we adopt the
following notation for two functions that are equal up to a constant:
f(x, y)
c
= g(x, y) if f(x, y)− g(x, y) ≡ c,
where c ∈ R is a generic constant.
2.3. Strategy for constructing Sobolev orthogonal polynomials. In order to
construct the polynomial Snk , we expand it in terms of a known basis of polynomials
denoted by {Qmj : 0 6 j 6 m 6 n},
(2.5) Snk (x, y) =
n∑
m=0
m∑
j=0
aj,m(k)Q
m
j (x, y),
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and determine the coefficients aj,m(k) by orthogonality. Since S
n
k is determined up
to a constant, the equal sign should be replaced by
c
= in (2.5).
The choice of Qmj clearly matters. An obvious choice is the basis of product
orthogonal polynomials Pnk in (2.1). This basis, however, is not a good choice since
we need to work with derivatives of the basis elements. This is where the notion of
coherent pair comes in.
A weight function w defined on the real line is called self-coherent if its monic
orthogonal polynomials pn(w) satisfy the relation
(2.6) pn(w;x) =
p′n+1(w;x)
n+ 1
+ anp
′
n(w;x), n > 0,
for some constants an. Furthermore, w is called symmetric self-coherent, if w is an
even function and its monic orthogonal polynomials pn(w) satisfy the relation
(2.7) pn(w;x) =
p′n+1(w;x)
n+ 1
+ bnp
′
n−1(w;x), n > 1.
More generally, we can call w self-coherent if it satisfies (1.4), that is,
pn(w;x) =
p′n+1(w;x)
n+ 1
+ anp
′
n(w;x) + bnp
′
n−1(w;x), n > 1
If w is self-coherent, we denote by qn(w) the polynomial of degree n defined by
(2.8) qn(w;x) = pn(w;x) + nan−1pn−1(w;x) + nbn−1pn−2(w;x), n > 1,
where, by convention, p−1(w;x) = 0 and we assume the last term is zero if n = 1.
It follows directly from the definition that qn(w) is monic and
q′n(w;x) = npn−1(w;x).
Notice that self-coherent orthogonal polynomials are essentially, up to a linear
change of variable, the classical orthogonal polynomials (Jacobi, Laguerre and Her-
mite) as was proved in [4].
We now define the polynomials Qmj of two variables by
(2.9) Qnk (x, y) := qn−k(w1;x)qk(w2; y), 0 6 k 6 n, n = 0, 1, . . . .
The derivatives of Qnk can be given explicitly in terms of product orthogonal poly-
nomials Pmj in (2.1).
Lemma 2.4. Let ∂i denote the i-th partial derivative. Then
∂1Q
n
0 (x, y) = npn−1(w1;x) = nP
n−1
0 (x, y) and ∂2Q
n
0 (x, y) = 0,
∂1Q
n
n(x, y) = 0 and ∂2Q
n
0 (x, y) = npn−1(w2; y) = nP
n−1
n−1 (x, y).
Furthermore, for 1 6 k 6 n− 1,
∂1Q
n
k = (n− k)
(
Pn−1k + kak−1(w2)P
n−2
k−1 + kbk−1(w2)P
n−3
k−2
)
,
∂2Q
n
k = k
(
Pn−1k−1 + (n− k)an−k−1(w1)Pn−2k−1 + (n− k)bn−k−1(w1)Pn−3k−1
)
.
Proof. For 1 6 k 6 n, it follows directly from the definition of Qnk that
∂1Q
n
k (x, y) = q
′
n−k(w1;x)qk(w2; y) = (n− k)pn−k−1(w1;x)qk(w2; y).
Substituting qk(w2; y) by its definition (2.8), the identity for ∂1Q
n
k follows from the
definition of Pmj . The other identities are proved similarly. 
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Let Qn = (Q
n
0 , . . . , Q
n
n)
T and Sn = (S
n
0 , . . . , S
n
n)
T denote the column vector of
polynomials Qnk and S
n
k , respectively. Furthermore, let ei denote the standard
Euclidean coordinate vector whose i-th element is 1 and all other elements are 0.
Theorem 2.5. For 0 6 k 6 n, there exist real numbers ai,k and bi,k such that
(2.10) Qnk (x, y)
c
= Snk (x, y) +
n−1∑
i=0
ai,kS
n−1
i (x, y) +
n∑
i=0
bi,kS
n−2
i (x, y).
Moreover, in the case of k = 0 and k = n, we have, respectively,
(2.11) Sn0 (x, y)
c
= Qn0 (x, y) and S
n
n(x, y)
c
= Qnn(x, y).
In terms of vector notation, (2.10) can be written as
(2.12) Qn
c
= Sn +An−1Sn−1 +Bn−2Sn−2,
where An−1 and Bn−2 are matrices of the form
An−1 =


0 . . . 0
A˜n−1
0 . . . 0

 and Bn−2 =


0 . . . 0
B˜n−2
0 . . . 0

 .
Here A˜n−1 and B˜n−2 are matrices of size (n − 1) × n and (n − 1) × (n − 1),
respectively.
Proof. If k = 0 and P is any polynomial in Π2n−1, then, by Lemma 2.4,
〈Qn0 , P 〉∇ = 〈Pn−10 , ∂1P 〉W = 0.
Since the space {∂1P : P ∈ Π2n−1} is Π2n−2, this shows that Qn0 ∈ V2n(∇) and it is
equal to Sn0 as it is monic. The proof for S
n
n is similar. Moreover, if 1 6 k 6 n, it
follows from Lemma 2.4 that
〈Qnk , P 〉∇ = 〈∂1Qnk , ∂1P 〉W + 〈∂2Qnk , ∂2P 〉W = 0
for any polynomial P of degree at most n− 3. Consequently, Qnk can be written as
a linear combination of the Sobolev orthogonal polynomials of degree n, n− 1 and
n− 2. Since both Qnk and Snk are monic by definition, (2.10) follows. 
To determine the matricesAn−1 and Bn−2, we need to work with specific weight
functions. The simplest cases are the product Laguerre polynomials for which
Bn−2 = 0 and the product Gegenbauer polynomials for which An−1 = 0. These
two cases will be worked out in detail in the next two sections.
3. The product Laguerre weight
In this section we consider the product of Laguerre weight functions and the
inner product (2.2). The Laguerre polynomials are defined by (cf. [8, Chapt V])
Lαn(x) :=
(α+ 1)n
n!
1F1(−n;α+ 1;x) = (−1)
n
n!
xn + · · ·
and their orthogonality is given by
〈Lαn, Lαm〉wα :=
1
Γ(α+ 1)
∫ +∞
0
Lαn(x)L
α
m(x)wα(x)dx =
(α+ 1)n
n!
δn,m,
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where (a)n = a(a+ 1) · · · (a+ n− 1), n > 1, (a)0 = 1, is the Pochhammer symbol.
Furthermore, they satisfy the relation ([8, p. 102])
Lαn(x) = −
d
dx
Lαn+1(x) +
d
dx
Lαn(x),
which shows that the Laguerre weight function wα is self-coherent. Monic Laguerre
orthogonal polynomial pn(wα) and its L
2 norm are given by
pn(wα;x) := (−1)n n!Lαn(x), hαn := 〈pn(wα), pn(wα)〉wα = n! (α+ 1)n.
From these relations, it follows readily that the polynomial
qn(wα;x) := pn(wα;x) + npn−1(wα;x)
satisfies q′n(wα;x) = npn−1(wα;x) for n = 0, 1, 2, . . .
We are now ready to state our polynomials in two variables for the product
Laguerre weight function Wα,β on R
2
+, with α, β > −1. We again denote the
orthogonal polynomials by Pnk ,
Pnk (x, y) := pn−k(wα;x)pk(wβ ; y), 0 6 k 6 n.
It follows readily that these are mutually orthogonal polynomials and
(3.1) hnk := 〈Pnk , Pnk 〉Wα,β = hαn−k h
β
k = (n− k)! k! (α+ 1)n−k (β + 1)k.
We also define the monic polynomial Qnk by
Qnk (x, y) := qn−k(wα;x)qk(wβ ; y), 0 6 k 6 n.
In this setting, their partial derivative for 1 6 k 6 n in Lemma 2.4 becomes the
following:
Lemma 3.1. For 1 6 k 6 n− 1, the following formulas hold
∂1Q
n
k(x, y) = (n− k)
[
Pn−1k (x, y) + k P
n−2
k−1 (x, y)
]
,
∂2Q
n
k(x, y) = k
[
Pn−1k−1 (x, y) + (n− k)Pn−2k−1 (x, y)
]
.
Recall that V2n(∇,Wα,β), n > 1, is the space of Sobolev orthogonal polynomials
with respect to the bilinear form 〈·, ·〉
∇
defined in (2.4). Let Snk = x
n−kyk + · · · be
a monic orthogonal polynomial in V2n(∇,Wα,β). Then relation (2.12) becomes
(3.2) Qn
c
= Sn +An−1Sn−1.
Our goal is to show how An−1 can be explicitly computed. To this end, we need
explicit formulas for the inner products of the gradients of the polynomials Qnk . In
the following we write 〈·, ·〉 = 〈·, ·〉Wα,β .
Lemma 3.2. For 0 6 i 6 n and 0 6 l 6 m,
〈Qni , Qml 〉∇ =
[
l(m− l)2 hm−2l−1 δi,l−1 + l2(m− l)hm−2l−1 δi,l
]
δn,m−1
+
[
(m− l)2 hm−1l δi,l + 2l2(m− l)2 hm−2l−1 δi,l + l2hm−1l−1 δi,l
]
δn,m
+
[
(l + 1)(m− l)2 hm−1l δi−1,l + l2(m+ 1− l)hm−1l−1 δi,l
]
δn,m+1.
In particular,
〈Qn0 , Qml 〉∇ = (m− 1)2 hm−20 δl,1 δn,m−1 +m2 hm−10 δl,0 δn,m,
〈Qnn, Qml 〉∇ = (m− 1)2 hm−2m−2 δl,n δn,m−1 +m2 hm−1m−1 δl,n δn,m.
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Proof. Directly from the definition,
〈Qni , Qml 〉∇ = 〈∇Qni ,∇Qml 〉 = 〈∂1Qni , ∂1Qml 〉+ 〈∂2Qni , ∂2Qml 〉.
By Lemmas 2.4 and 3.1, the inner product 〈∂jQni , ∂jQml 〉 can be computed by the
orthogonality of Pnk and (3.1). For example,
〈∂1Qni , ∂1Qml 〉 =(n− i)(m− l) 〈Pn−1i , Pm−1l 〉+ l(n− i)(m− l) 〈Pn−1i , Pm−2l−1 〉
+ i(n− i)(m− l) 〈Pn−2i−1 , Pm−1l 〉+ il(n− i)(m− l) 〈Pn−2i−1 , Pm−2l−1 〉
=(n− i)(m− l)hn−1i δi,l δn,m + l(n− i)(m− l)hn−1i δi,l−1 δn,m−1
+ i(n− i)(m− l)hn−2i−1 δi−1,l δn−1,m + il(n− i)(m− l)hn−2i−1 δi,l δn,m
The other terms are computed similarly. 
Corollary 3.3. For 0 6 i 6 n, 0 6 l 6 m, and m 6 n− 1 it holds
〈Qni , Qml 〉∇ =
[
(l + 1)(m− l)2 hm−1l δi−1,l + l2(m+ 1− l)hm−1l−1 δi,l
]
δn−1,m.
In particular,
〈Qn0 , Qml 〉∇ = 0 and 〈Qnn, Qml 〉∇ = 0, m < n.
To determine the matrix An−1, we will need explicit forms of the following two
matrices:
Cn := 〈Qn+1,QTn〉∇ and Dn := 〈Qn,QTn〉∇.
Lemma 3.4. For n = 0, 1, 2, . . ., Dn is a diagonal matrix
(3.3) Dn = diag{dn0 , dn1 , . . . , dnn},
where
dnj = (n− j)2 hn−1j + j2 hn−1j−1 + 2j2(n− j)2 hn−2j−1 , 0 6 j 6 n,
with hmj as given in (3.1), and Cn : (n+ 2)× (n+ 1) is a bidiagonal matrix,
(3.4) Cn =


0 0 · · · 0
cn1,0 c
n
1,1
cn2,1 c
n
2,2
. . .
. . .
cnn,n−1 c
n
n,n
0 · · · 0 0


,
where
cni,i = i
2(n− i+ 1)hn−1i−1 , 1 6 i 6 n,
cni+1,i = (i+ 1)(n− i)2 hn−1i , 0 6 i 6 n− 1.
Proof. The formula for Dn follows directly from Lemma 3.2. Furthermore, by
Corollary 3.3, for 1 6 i 6 n− 1,
〈∇Qni ,∇Qn−1l 〉 = (l + 1)(n− 1− l)2 hn−2l δi,l+1 + l2(n− l)hn−2l−1 δi,l,
which shows that Cn is a bidiagonal matrix and its first and the last row are
zero. 
We are now ready to determine the matrix An−1 in (3.2).
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Theorem 3.5. Let H∇n := 〈Sn, STn〉∇. Then H∇n satisfies the recursive relation
H∇n = Dn −Cn−1(H∇n−1)−1CTn−1,(3.5)
where the iteration is initiated by H∇1 = I, the identity matrix. Furthermore, for
n = 1, 2, . . ., the matrix An in (3.2) is determined by
An = Cn(H
∇
n )
−1.(3.6)
Proof. Using the orthogonality of Sn and the fact that S
n
k −Qnk ∈ Π2n−1, we obtain
from (3.2) that
〈Sn+1, STn〉∇ = 〈Qn+1,QTn〉∇ −An〈Sn, STn〉∇
= 〈Qn+1,QTn〉∇ −An〈Qn, STn〉∇
= 〈Qn+1,QTn〉∇ −An〈Qn, (Qn −An−1 Sn−1)T〉∇,
where we have used (3.2) once more . Hence, it follows that
〈Sn+1, STn〉∇ = 〈Qn+1,QTn〉∇ −An〈Qn,QTn〉∇ +An〈Qn, STn−1〉∇ATn−1
= 〈Qn+1,QTn〉∇ −An〈Qn,QTn〉∇ +An〈Qn,QTn−1〉∇ATn−1.
Consequently, from 〈∇Sn+1,∇STn〉 = 0 we obtain
(3.7) An
[〈Qn,QTn〉∇ − 〈Qn,QTn−1〉∇ATn−1] = 〈Qn+1,QTn〉∇.
Next we compute H∇n = 〈Sn, STn〉∇ by using (3.2) and the orthogonality of Sn,
H∇n = 〈Qn, STn〉∇ = 〈Qn, (Qn −An−1Sn−1)T〉∇(3.8)
= 〈Qn,QTn〉∇ − 〈Qn, STn−1〉∇ATn−1
= 〈Qn,QTn〉∇ − 〈Qn,QTn−1〉∇ATn−1.
Since H∇n is nonsingular, substituting the above relation into (3.7) proves (3.6).
Furthermore, substituting (3.6) into (3.8) shows that H∇n satisfies
H∇n = 〈Qn,QTn〉∇ − 〈Qn,QTn−1〉∇(〈Qn,QTn−1〉∇(H∇n−1)−1)T,
which simplifies to (3.5) from the symmetry of H∇n−1, and therefore completes the
proof. 
The theorem shows that H∇n , hence An, can be determined iteratively.
Since Sn0 = Q
n
0 and S
n
n = Q
n
n, we only need to determine S
n
k for 1 6 k 6
n− 1. This additional information is reflected in the matrix structure, as shown in
Theorem 2.5 and (3.4),
An−1 =


0 . . . 0
A˜n−1
0 . . . 0

 and Cn−1 =


0 . . . 0
C˜n−1
0 . . . 0

 ,
where A˜n−1 and C˜n−1 are matrices of size (n − 1) × n. These suggest a further
simplification in the iteration, which we now explore.
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The matrix structure shows that
H∇n = Dn −Cn−1ATn−1 =

 dn0 D˜n
dnn

−


0 · · · 0
... C˜n−1A˜
T
n−1
...
0 · · · 0

 ,
which shows that the matrix H∇n takes the form
(3.9) H∇n =

dn0 0Ĥ∇n
0 dnn

 with Ĥ∇n = D˜n − C˜n−1A˜Tn−1.
Consequently, we only need to determine Ĥ∇n . Let us further write
C˜n =


cn1,0 0
... Ĉn
...
0 cnn,n

 with Ĉn =


cn1,1 ©
cn2,1 c
n
2,2
. . .
. . .
cnn−1,n−2 c
n
n−1,n−1
© cnn,n−1

 .
It then follows from An = Cn
(
H∇n
)−1
at (3.6) that
A˜n = C˜n


(dn0 )
−1 . . . 0(
Ĥ∇n
)−1
0 . . . (dnn)
−1

 =


1 0
... Ĉn
(
Ĥ∇n
)−1 ...
0 1

 ,
where we have used the fact that cn1,0 = d
n
0 = n
2hn−10 and c
n
n,n = d
n
n = n
2hn−1n−1,
which follow directly from their explicit formulas. Consequently, we see that A˜n is
of the form
(3.10) A˜n =
[
e1|Ân|en
]
with Ân = Ĉn
(
Ĥ∇n
)−1
,
where e1, en are, respectively, the first and the last vector in the canonical basis of
Rn. Consequently, it follows that
C˜n−1A˜
T
n−1 = d
n−1
0 e1e
T
1 + Ĉn−1Â
T
n−1 + d
n−1
n−1en−1e
T
n−1.
We finally conclude by (3.9) that the matrix Ĥ∇n satisfies the relation
Ĥ∇n = D̂n − Ĉn−1ÂTn−1,
where D̂n is the diagonal matrix
D̂n = D˜n − dn−10 e1eT1 − dn−1n−1en−1eTn−1.
Summing up, we have proved the following proposition.
Proposition 3.6. Let Q̂n := (Q
n
1 , . . . , Q
n
n−1) and Ŝn := (S
n
1 , . . . , S
n
n−1). Then
Ĥ∇n = 〈Ŝn, ŜTn〉∇. Furthermore, for n = 2, 3, . . .,
(3.11) Q̂n
c
= Ŝn +
[
e1
∣∣Ân−1∣∣en−1]Sn−1,
where the matrices Ân of size n × (n − 1) and Ĥ∇n of size (n − 1) × (n − 1) are
determined iteratively by
Ân = Ĉn
(
Ĥ∇n
)−1
and Ĥ∇n = D̂n − Ĉn−1ÂTn−1
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for n = 3, 4, . . . , with the starting point Â1 = 0.
Example 3.7. In the case of α = β = 0, the iterative algorithm gives
Â2 =
[
1
1
]
, Ĥ2 =
[
2
]
,
Â3 =
1
4

5 15 5
1 5

 , Ĥ3 =
[
10 −2
−2 10
]
,
Â4 =
1
56


90 24 6
53 72 11
11 72 53
6 24 90

 , Ĥ4 =

 93 −12 −3−12 48 −12
−3 −12 93

 .
Once the matrices Ân are determined, the relation (3.11) can be used to deter-
mine the Sobolev orthogonal polynomials Sn iteratively, since
Ŝn
c
= Q̂n −Qn−10 e1 −Qn−1n−1en−1 − Ân−1Ŝn−1,
where we have used Sn−10 = Q
n−1
0 and S
n−1
n−1 = Q
n−1
n−1.
We could also determine the polynomials Snk directly by solving a linear system
of equations. For this purpose, we fix k, 1 6 k 6 n− 1, write
(3.12) Snk (x, y)
c
= Qnk (x, y) +
n−1∑
j=1
j∑
i=0
aji Q
j
i (x, y)
and determine the coefficient aji by the orthogonality 〈Snk , Qmj 〉∇ = 0 for 0 6 l 6
m 6 n− 1, which is equivalent to the linear system of equations
n−1∑
j=1
j∑
i=0
aji 〈Qji , Qml 〉∇ = −〈Qnk , Qml 〉∇, 0 6 l 6 m 6 n− 1.
By Lemma 3.2, these equations become
l(m− l)2hm−2l−1 am−1l−1 + l2(m− l)hm−2l−1 am−1l
+
[
(m− l)2hm−1l + 2(m− l)2l2hm−2l−1 + l2hm−1l−1
]
aml
+ l2(m− l+ 1)hm−1l−1 am+1l + (l + 1)(m− l)2hm−1l am+1l+1
= −[(l + 1)(m− l)2hm−1l δk−1,l + l2(m+ 1− l)hm−1l−1 δk,l]δm,n−1.
Observe that for m = n − 1 the third term in the left hand side does not appear
since anl = 0 by definition. Using h
m−1
l−1 = (m − l)(α +m − l)hm−2l−1 and hm−1l =
l(β + l)hm−2l−1 , the above equations can be simplified to
(m− l) am−1l−1 + l am−1l + [lα+ (m− l)β + 4l(m− l)] aml(3.13)
+ l(m− l + 1)(α+m− l) am+1l + (l + 1)(m− l)(β + l) am+1l+1
= −[(l + 1)(m− l)(β + l)δk,l+1 + l(m+ 1− l)(α+m− l)δk,l]δm,n−1.
The indexes of aml are lattices in Λn := {(l,m) : 0 6 l 6 m 6 n − 1}. For each
(l,m), the equation (3.13) involves aml and its four neighbors, directly above and
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below, left and right of aml in the lattice. In particular, for l = 0 and l = m we
obtain the equations
am0 + a
m+1
1 = −δk,1 δm,n−1, amm + am+1m = −δk,m δm,n−1.
By anl = 0, these equations can be written in an equivalent way as
an−10 = −δk,1 an−1n−1 = −δk,n−1 amm + am+1m = 0
am0 + a
m+1
1 = 0, 1 6 m 6 n− 2.
(3.14)
These provide the boundary relations for the lattice Λn. Together, (3.13) and (3.14)
form a linear system of equations that can be solved for {aml : 0 6 l 6 m 6 n− 1}.
Furthermore, the relations in (3.14) allow us to combine some of the terms in the
sum (3.12). We summarize the above consideration into the following proposition.
Proposition 3.8. For 1 6 k 6 n− 1, the monic Sobolev polynomials are given by
Snk
c
=Qnk − δk,1Qn−10 − δn,n−1Qn−1n−1 +
n−2∑
j=1
aj0 (Q
j
0 −Qj+11 )
+
n−2∑
j=1
ajj (Q
j
j −Qj+1j ) +
n−1∑
j=4
j∑
i=4
aji−2Q
j
i−2
where the coefficients aji are solutions of (3.13) and (3.14).
Example 3.9. For the case of α = β = 0, the monic Laguerre–Sobolev orthogonal
polynomials satisfy the relation
Snn−k(x, y) = S
n
k (y, x), 0 6 k 6 n.
The following are these polynomials in lower degrees: S10(x, y) = x,
S20(x, y) = x(x − 2), S21(x, y) = xy − x− y,
S30(x, y) = x(x
2 − 6x+ 6), S31(x, y) = x2y − x2 − 3xy + 3x+ y.
Remark 3.1. In the case of α = β = 0 we have (see equation (5.2.1) in [8])
qn(u0;x) = (−1)n 1
n!
L−1n (x) = (−1)n−1
1
(n− 1)!xL
1
n−1(x),
and therefore the constant term in qn(u0;x) always vanishes for n > 1. Conse-
quently, in this case, equations that hold under modulo constant, or
c
=, in Theorem
2.5 can be replaced by the usual equal sign.
4. The product Gegenbauer weight
In this section we study the product of Gegenbauer (or ultraspherical) weight
functions and the inner product (2.3). Let
uα(x) := (1− x2)α− 12 , α > − 12 .
The classical Gegenbauer polynomials Cλn , defined by ([8, Chapt IV])
Cαn (x) :=
(
n+ 2α− 1
n
)
2F1(−n, n+ 2α;α+ 1
2
;x) = 2n
(
n+ α− 1
n
)
xn + · · ·
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are orthogonal with respect to the inner product
〈f, g〉uα :=
Γ(α+ 1)
Γ(α+ 1/2)Γ(1/2)
∫ 1
−1
f(x)g(x)uα(x)dx.
More precisely, they satisfy
〈Cαn , Cαm〉uα =
21−2α α
√
pi
Γ(α+ 1/2) Γ(α)
Γ(n+ 2α)
(n+ α)n!
δn,m.
Moreover, they are self-coherent since they satisfy ([8, (4.7.29) in p. 83])
2 (n+ α)Cαn (x) =
d
dx
[
Cαn+1(x) − Cαn−1(x)
]
, n ≥ 1.
Monic Gegenbauer orthogonal polynomials pn(uα) are defined by
pn(uα;x) := 2
−n
(
n+ α− 1
n
)−1
Cαn (x),
and their L2 norms are given by
hαn := 〈pn(uα), pn(uα)〉uα =
21−2α−2n
√
pi n! Γ(α+ 1)Γ(n+ 2α)
Γ(α+ 1/2) Γ(n+ α) Γ(n+ α+ 1)
.
From these relations, we deduce that the polynomial
qn(uα;x) := pn(uα;x) + n bn−1(α) pn−2(uα;x),
where
bn−1(α) = − (n− 1)
4 (n+ α− 1) (n+ α− 2) , n ≥ 2,
satisfies q′n(uα;x) = n pn−1(uα;x) for n = 1, 2, . . .
We define the product Gegenbauer weight function Uα,β(x, y) := uα(x)yβ(y) on
[−1, 1]× [−1, 1] for α, β > −1/2 and define monic product polynomials
Pnk (x, y) := pn−k(uα;x) pk(uβ ; y), 0 6 k 6 n.
These are mutually orthogonal polynomials, and
(4.1) hnk := 〈Pnk , Pnk 〉Uα,β = hαn−k h
β
k .
We also define the monic polynomial Qnk by
Qnk (x, y) := qn−k(uα;x) qk(uβ; y), 0 6 k 6 n.
In this setting, their partial derivatives for 1 6 k 6 n in Lemma 2.4 become
Lemma 4.1. For 1 6 k 6 n− 1,
∂1Q
n
k (x, y) = (n− k)
[
Pn−1k (x, y) + k bk−1(β)P
n−3
k−2 (x, y)
]
,
∂2Q
n
k (x, y) = k
[
Pn−1k−1 (x, y) + (n− k) bn−k−1(α)Pn−3k−1 (x, y)
]
.
Denote by V2n(∇, Uα,β), n ≥ 1, the space of Sobolev orthogonal polynomials with
respect to the bilinear form 〈·, ·〉
∇
defined in (2.4), and let Snk = x
n−kyk+· · · be the
monic orthogonal polynomials in V2n(∇, Uα,β). In this case, relation (2.12) becomes
(4.2) Qn
c
= Sn +Bn−2Sn−2.
To compute Bn−2 explicitly, we need explicit formulas for the inner products of the
gradients of the polynomials Qnk . In order to simplify the expressions, from now on
we will write 〈·, ·〉 = 〈·, ·〉Uα,β .
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Lemma 4.2. For 0 6 i 6 n and 0 6 l 6 m,
〈Qni , Qml 〉∇ =δn,m+2
[
(m− l)2(l + 2) bl+1(β)hm−1l δi,l+2
+l2(m− l + 2) bm−l+1(α)hm−1l−1 δi,l
]
+ δn,m
[
(m− l)2 hm−1l δi,l + l2(m− l)2 b2l−1(β)hm−3l−2 δi,l
+l2hm−1l−1 δi,l + l
2(m− l)2 b2m−l−1(α)hm−3l−1 δi,l
]
+ δn,m−2
[
l(m− l)2 bl−1(β)hm−3l−2 δi,l−2
+l2(m− l) bm−l−1(α)hm−3l−1 δi,l
]
.
In particular,
〈Qn0 , Qml 〉∇ = 2(m− 2)2 b1(β)hm−10 δl,2 δn,m−2 +m2 hm−10 δl,0 δn,m.
〈Qnn, Qml 〉∇ = 2(m− 2)2 b1(α)hm−1m−1 δl,n δn,m−2 +m2 hm−1m−1 δl,n δn,m.
The proof is analogous to that of Lemma 3.2.
Corollary 4.3. For 0 6 i 6 n, 0 6 l 6 m, and m 6 n− 1 it holds
〈Qni , Qml 〉∇ = δn,m+2
[
(m− l)2(l + 2) bl+1(β)hm−1l δi,l+2
+l2(m− l+ 2) bm−l+1(α)hm−1l−1 δi,l
]
.
In particular,
〈Qn0 , Qml 〉∇ = 0 and 〈Qnn, Qml 〉∇ = 0, m < n.
To determine the matrix Bn−2, we will need explicit forms of the following two
matrices:
Cn := 〈Qn+2,QTn〉∇ and Dn := 〈Qn,QTn〉∇.
Lemma 4.4. For n = 0, 1, 2, . . ., Dn is a diagonal matrix
(4.3) Dn = diag{dn0 , dn1 , . . . , dnn},
where, for 0 6 j 6 n,
dnj = (n− j)2 hn−1j + j2(n− j)2 b2j−1(β)hn−3j−2
+ j2 hn−1j−1 + j
2(n− j)2 b2n−j−1(α)hn−3j−1 ,
with hmj as given in (4.1), and Cn : (n+ 3)× (n+ 1) is a bidiagonal matrix,
(4.4) Cn =


0 0 0 · · · 0
0 cn1,1 0
cn2,0 0 c
n
2,2
. . .
. . .
. . .
0 cnn,n
cnn+1,n−1 0
0 · · · 0 0


,
where
cnl,l = 〈Qn+2l , Qnl 〉∇ = l2(n− l + 2) bn−l+1(α)hn−1l−1 , 0 6 l 6 n
cnl+2,l = 〈Qn+2l+2 , Qnl 〉∇ = (l + 2)(n− l)2 bl+1(β)hn−1l , 0 6 l 6 n.
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Proof. The formula for Dn follows directly from Lemma 4.2. Furthermore, by
Corollary 4.3, for 0 6 i 6 n+ 2,
〈Qn+2i , Qnl 〉∇ = (l+2)(n− l)2 bl+1(β)hn−1l δi,l+2 + l2(n− l+2) bn−l+1(α)hn−1l−1 δi,l,
which shows that Cn is a bidiagonal matrix and its first and last row are zero. 
Now we can compute the matrix Bn−2 in (4.2).
Theorem 4.5. Let H∇n := 〈Sn, Sn〉∇. Then H∇n satisfies the recursive relation
H∇n = Dn −Cn−2(H∇n−2)−1CTn−2,(4.5)
where the iteration is initiated by H∇1 = I, the identity matrix, and H
∇
2 = D2.
Furthermore, for n = 1, 2, . . ., the matrix Bn in (4.2) is determined by
Bn = Cn(H
∇
n )
−1.(4.6)
Proof. This is similar to the proof of Theorem 3.5. Using (4.2) twice we obtain
〈Sn+2, STn〉∇ = 〈Qn+2,QTn〉∇ −Bn〈Sn, STn〉∇
= 〈Qn+2,QTn〉∇ −Bn〈Qn, (Qn −Bn−2 Sn−2)T〉∇
= 〈Qn+2,QTn〉∇ −Bn〈Qn,QTn〉∇ +Bn〈Qn,QTn−2〉∇BTn−2.
And from 〈∇Sn+2,∇STn〉 = 0 we deduce
(4.7) 〈Qn+2,QTn〉∇ = Bn
[〈Qn,QTn〉∇ − 〈Qn,QTn−2〉∇BTn−2] .
Next we compute H∇n = 〈Sn, STn〉∇ by using (4.2) and the orthogonality of Sn,
H∇n = 〈Qn, STn〉∇ = 〈Qn, (Qn −Bn−2Sn−2)T〉∇(4.8)
= 〈Qn,QTn〉∇ − 〈Qn,QTn−2〉∇BTn−2.
Since H∇n is nonsingular, substituting the above relation into (4.7) proves (4.6).
Finally, substituting (4.6) into (4.8) shows (4.5). 
The previous theorem shows that H∇n and Bn can be determined iteratively.
Since Sn0
c
= Qn0 and S
n
n
c
= Qnn, we only need to determine S
n
k for 1 6 k 6 n− 1.
The matrix structure reflects this information, as shown in Theorem 2.5 and (4.4);
in fact we have
Bn−2 =


0 . . . 0
B˜n−2
0 . . . 0

 and Cn−2 =


0 . . . 0
C˜n−2
0 . . . 0

 ,
where B˜n−2 and C˜n−2 are matrices of size (n− 1)× (n− 1).
We now proceed as in Section 3 to simplify the iteration process.
The matrix structure reads as
H∇n = Dn −Cn−2BTn−2 =

 dn0 D˜n
dnn

−


0 · · · 0
... C˜n−2B˜
T
n−2
...
0 · · · 0

 ,
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which shows that the matrix H∇n takes the form
(4.9) H∇n =

dn0 0Ĥ∇n
0 dnn

 with Ĥ∇n = D˜n − C˜n−2B˜Tn−2,
and we only need to determine Ĥ∇n . If we write
C˜n =


0 0
cn2,0 0
... Ĉn
...
0 cnn,n
0 0

 with Ĉn =


cn1,1 0
0 cn2,2
cn3,1 0
. . .
. . .
. . .
0 cnn−1,n−1
cnn,n−2 0
0 cnn+1,n−1


,
then from Bn = Cn
(
H∇n
)−1
at (4.6) we conclude
B˜n = C˜n


(dn0 )
−1 . . . 0(
Ĥ∇n
)−1
0 . . . (dnn)
−1

 =


0 0
2b1(β) 0
... Ĉn
(
Ĥ∇n
)−1 ...
0 2b1(α)
0 0

 ,
where we use
cn2,0 = 2b1(β)n
2hn−10 , d
n
0 = n
2hn−10 ,
cnn,n = 2b1(α)n
2hn−1n−1, d
n
n = n
2hn−1n−1.
Consequently, we see that B˜n is of the form
(4.10) B˜n =
[
2b1(β)e2|B̂n|2b1(α)en
]
with B̂n = Ĉn
(
Ĥ∇n
)−1
,
where e2 and en are, respectively, the second vector and the second last vector in
the canonical basis of Rn+1. Consequently, it follows that
C˜n−2B˜
T
n−2 = 4b
2
1(β)d
n−2
0 e2e
T
2 + Ĉn−2B̂
T
n−2 + 4b
2
1(α)d
n−2
n−2en−2e
T
n−2.
We finally conclude by (4.9) that the matrix Ĥ∇n satisfies the relation
Ĥ∇n = D̂n − Ĉn−2B̂Tn−2,
where D̂n is the diagonal matrix
D̂n = D˜n − 4b21(β)dn−20 e2eT2 − 4b21(α)dn−2n−2en−2eTn−2.
Summing up, we have proved the following proposition.
Proposition 4.6. Let Q̂n := (Q
n
1 , . . . , Q
n
n−1) and Ŝn := (S
n
1 , . . . , S
n
n−1). Then
Ĥ∇n = 〈Ŝn, ŜTn〉∇. Furthermore, for n = 3, 4, . . .,
(4.11) Q̂n
c
= Ŝn +
[
2b1(β)e2
∣∣B̂n−2∣∣2b1(α)en−2]Sn−2,
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where the matrices B̂n of size n × (n − 2) and Ĥ∇n of size (n − 1) × (n − 1) are
determined iteratively by
B̂n = Ĉn
(
Ĥ∇n
)−1
and Ĥ∇n = D̂n − Ĉn−2B̂Tn−2
for n = 3, 4, . . . , with the initial condition B̂1 = 0.
Example 4.7. In the case of α = β = 1 we have b1(1) = − 18 , and the iterative
algorithm gives
B̂2 = −1
8

10
1

 , Ĥ2 = [ 12] ,
B̂3 = − 1
20


1 0
0 4
4 0
0 1

 , Ĥ3 = 516
[
1 0
0 1
]
B̂4 = − 1
880


21 0 1
0 110 0
198 0 198
0 110 0
1 0 21

 , Ĥ4 =
1
128

21 0 −10 16 0
−1 0 21

 .
Once the matrices B̂n are determined, the relation (4.11) can be used to deter-
mine the Sobolev orthogonal polynomials Sn iteratively, since
Ŝn
c
= Q̂n −Qn−20 2b1(β)e2 −Qn−2n−22b1(α)en−2 − B̂n−2Ŝn−2,
where we have used Sn0
c
= Qn0 and S
n
n
c
= Qnn.
Example 4.8. For the case of α = β = 1, the monic Gegenbauer–Sobolev orthog-
onal polynomials satisfy the relation
Snn−k(x, y) = S
n
k (y, x), 0 6 k 6 n.
The following are these polynomials in lower degrees:
S10(x, y) = x
S20(x, y) = x
2, S21(x, y) = xy,
S30(x, y) = x(x
2 − 3
4
), S31(x, y) = (x
2 − 1
4
)y,
S40(x, y) = x
2(x2 − 1), S41(x, y) = x(x2 −
5
8
)y, S42(x, y) = x
2y2 − 1
4
x2 − 1
4
y2.
Remark 4.1. In contrast to the Laguerre case with α = β = 0, we need the modulo
constant, or
c
=, in the Theorem 2.5 for the Gegenbauer case. Note, however, that
this is not a real limitation, since our main goal is to construct a basis for V2n(S),
for which the additive constant does not matter, as shown in Theorem 2.3.
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