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RÉS Ui\IIÉ 
La recherche en intelligence art ificielle dans les jeux de stratégie en temps réel 
(RTS) fait face à plusieurs challenges. Parmi eux figure le raisonnement spatial, 
qui est lié à chaque aspect de l'exploitation du terrain. Les travaux de recherche 
récents en raisonnement patial sc focalisent principalement sur les aspects de bas 
niveau (réaction, tactique), ct cc, sans considérer le niveau plus élevé (stratégie) , 
dans lequel le raisonnement spatial pourrait améliorer la qualité des décisions. On 
propose dans cc mémoire une approche destinée à donner une plus grande impor-
tance au raisonnement spatial ·ur le plan stratégique dans les RTS . On souhaite 
construire une stratégie pour chaque partie en fonction de l'analyse du terrain 
effectuée sur la carte de jeu, dans le but d 'augmenter la capacité d 'adaptat ion 
ct la polyvalence d 'un bot par rapport à son environnement . Pour évaluer cette 
approche, on a développé une intelligence art ificielle (bot) qui joue au jeu vidéo 
StarCraft. Un système de décision , basé sur des techniques d 'intelligence art ifi-
cielle, permet de générer une stratégie adaptée aux condition de l'environnement. 
Le système calcule le chemin le p lus court entre la principale base de chacun des 
deux joueurs en début de partie. Sur le chemin , un système à base de règles choi-
sit ct fort ifie la région la plus prometteuse pour la réu site de l'application de 
la stratégie. De plus, le bot décide par lui-même, lorsque le moment propice se 
présente, de contre-attaquer ou de lancer une attaque sur son adversaire. D'autre 
part , on se distingue par la mise en place d' un écosystème de gestion des bases 
permettant de créer différents types de bases qui passent elles-mêmes leurs com-
mandes selon leurs besoins. L'approche proposée a été validée à l'aide de t rois 
expérimentations, qui démontrent son efficacité. En effet , les décisions prises sont 
pertinentes ct montrent une forte capacité d 'adaptabilité en fonction du corpus 
d'expérimentat ion. Le bot a part icipé à une compétition officielle organisée dans le 
cadre de la conférence IEEE Computational Intelligence and Cames (CIG) 2016. 
Il s 'est classé 12ème sur 16 participants ct les données récoltées en contexte réel 
confirment le potentiel de l'approche présentée. 
MOTS-CLÉS : intelligence artificielle, jeux vidéo de stratégie en temps réel, rai-
onncmcnt spatial, décision stratégiques , StarCraft . 

I ITRODUCTION 
Les jeux vidéo sont ut ilisés comme activité de loisir ct de diverti ·cmcnt depuis 
quelques dizaines d 'années. Depuis Pong, un jeu édité par la société Atari en 1972 
qui a connu le succès auprès du grand public, le secteur des jeux vidéo a connu une 
croissance fu lgurante, au point de s 'imposer comme une industrie à part entière . 
Aujourd'hui , les jeux vidéo sont intégrés à la cult ure populaire ct font part ie du 
quotidien d'une large partie de la population. 
À partir du début des années 2000, l'intérêt pour la recherche en intelligence ar-
t ificielle (IA) dans les jeux vidéo a fortement augmenté. En effet , les jeux vidéo 
sont de plus en plus ut ilisés comme bancs d 'essai pour la recherche en IA (Laird et 
Lent , 2000). Ils sont envisagés comme un champ de recherche potent iel , aboutis-
sant finalement à la quête d 'une IA toujours plus réaliste (Weber et al. , 2011b). 
En 2004, Michael Buro, professeur à l'Université d 'Alberta (Canada) , a lancé un 
appel pour motiver la recherche dans les jeux de stratégie en temps réel (RTS) 
(Buro, 2004). Ce type de jeu fournit un environnement propice pour explorer di-
vers défis complexes qui sont au cœur de l'lA, dans les jeux vidéo ct dans beaucoup 
d 'autres contextes , comme le contexte militaire. 
Dans cc mémoire, on s 'intéresse aux jeux de stratégie militaire, qui sont un cas 
particulier de RTS. À t itre d'exemple, StarCraft figure parmi les jeux de stratégie 
militaire les plus connus ct fréquemment ut ilisés ct cités en recherche. Dans les 
jeux de stratégie militaire, les joueurs doivent : (1) développer une économie en 
récoltant des ressources naturelles ct en construisant une base ct (2) , déployer 
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une force militaire en formant de unités de combat ct en investissant dans de 
recherches technologiques. Le but du jeu c t de détruire l'armée ct la ba c de 
l'adversaire ou des adversaires (le jeu peut comporter de 2 à 4 joueurs). 
D'un point de vue théorique, il y a plusieurs différences entre les RTS ct les jeux 
plu classiques, comme les échecs (Ontaiï.ôn et al. , 2013). Contrairement aux jeux 
de plateau , comme les dames ct les échecs, dans les RTS , de nombreuses actions 
peuvent être exécutées en tout temps durant le jeu. Cela fait exploser le nombre 
de possibilités, rendant difficile la conception d 'algorithmes efficaces pour ces jeux. 
Pour ces raisons, les techniques d'lA ne peuvent être appliquées directement aux 
RTS sans définir un niveau d'abstraction ou faire d 'autres simplifications. En fait , 
la prise de décision ct la planification doivent être faites sur plusieurs niveaux de 
hiérarchie. 
La complexité de cc genre de jeux est très élevée en raison d 'un facteur de branche-
ment (nombre d 'actions exécutables à un instant donné) important , cc qui a pour 
effet de faire augmenter la taille de l'espace d 'états. Par exemple, l'espace l'états 
moyen d 'un RTS est estimé à plusieurs ordres de grandeur de plus que pour les 
échecs ct le jeu de go (Ontaiï.ôn et al., 2013). Pour faire face à cette complexité, 
on distingue principalement deux grandes familles d 'approches. Il y a d 'un côté 
les approches génériques, qui cherchent à faire de l'approximation (Brownc et al. , 
2012) , et de l'autre les approches spécifiques , qui sont beaucoup plus scriptécs ct 
dépendantes de chaque jeu. 
Les chercheurs ont dégagé plusicur challenge pour ce domaine de recherche en 
IA (Buro , 2003; Buro, 2004). Parmi eux figure le raisonnement spatial (Ontaiï.ôn 
et al. , 2013; Robertson ct Watson , 2014). Le raisonnement spatial est lié à chaque 
aspect de l'exploitat ion du terrain , comme le choix stratégique de l'emplacement 
des bâtiments , le placement stratégique des unités pour les batailles, la prédiction 
3 
de la position l'un ennemi basée sur peu d 'informations, etc. Des travaux ont été 
effectués pour analyser les cartes (Pcrkins, 2010) , tenter de prédire la position des 
ennemis (VVcbcr et al. , 2011b) , inculquer à l'lA des techniques utilisées par le· 
joueurs de haut niveau (Ccrt icky , 2013) , etc. La majeure part ie de la recherche en 
rai onncment spatial dans les RTS cherche à agréger ct extraire de l'information 
patialc en addit ionnant des données individuel! s pour les regrouper en champs 
sur une zone (Hagclbi:i..ck ct Johansson , 2008; Synnacvc ct Bessière, 2011c; riartc 
ct Ontafiôn , 2012). 
Cependant , les techniques précitées ont des lacunes. Elles permettent rarement 
d'ant iciper le agissements de l'adversaire ct souffrent de problèmes d 'optimum 
locaux (Ontafiôn et al. , 2013). En plus de demander beaucoup de ressources (Ha-
gclbi:i..ck ct Johansson , 2008) , ces méthodes de reconnaissance de terrain requièrent 
souvent de nombreux réglages avant d 'être efficaces (Robertson ct Watson, 2014) 
ct ont diffi iles à paramétrer (Hagclbi:i..ck, 2009). D'autre part , la recherche dans 
les RTS sc focalise principalement ur les aspects de bas niveau, c'est-à-dire au 
niveau tactique (raisonnement à court terme) ct au niveau de la réaction (décision 
immédiate sans raisonnement). Le niveau le plus élevé, c'est-à-dire le niveau de la 
stratégie, est plus rarement étudié. L'hypothèse portée par les travaux présentés 
dans cc mémoire est que le raisonnement spatial peut lui aussi améliorer la prise 
de décision au niveau stratégique. 
L'objectif principal de ce mémoire est de présenter une approche destinée à donner 
une plus gra nde importance au raisonnement spatial sur le plan stratégique dans 
les RTS. On souhaite construire une stratégie pour chaque partie en fonction de 
l'analyse du terrain effectuée sur la carte de jeu, dans le but d 'augmenter la ca-
pacité d 'adaptat ion ct la polyvalence d'un bot par rapport à son environnement . 
On cherche à démontrer qu 'il est pos iblc de bât ir une stratégie en fonction du 
contexte spatial, sans définir ou programmer de règles spécifique à une carte don-
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née, pour faciliter le maintien ct le paramétrage d 'une telle intelligence artificielle. 
L'approche proposée consiste à calculer le chemin le plus court entre les deux 
joueurs d'une partie. Sur cc chemin, on détermine la région la plus pertinente à 
consolider afin de bloquer l'adversaire. Cette région devient le centre des affron-
tements sur la carte de jeu ; après avoir estimé le moment propice , le bot 1 décide 
de façon autonome de pas ·cr à l'attaque contre l'ennemi. 
On a expérimenté cette approche avec le jeu Sta.rCra.ft , qui fait l'objet de compé-
titions en IA . Les résultats démont rent la pertinence de la. méthode. En effet, les 
décision pri cs sont efficaces ct démontrent une forte capacité d'adaptabilité en 
fonction du corpus d 'expérimentation. 
Cc mémoire adopte une structure en cinq chapitres. Le premier présente de façon 
générale l'application de l'intelligence artificielle aux jeux. On y débute l'état de 
l'art en faisant un survol des connaissances importantes du domaine. Le second 
chapitre fo calise l'attention sur les RTS , qui représentent un défi pour l'lA, ct re-
centre l'état de l'art au regard du statut de la. recherche dans ce domaine précis. Le 
t roi ièmc chapitre clôt l'état de l'art du mémoire en s' intéressant plus précisément 
à la. recherche en raisonnement spatial dans les RTS. Dans le chapitre quatre, on 
aborde la. contribution du mémoire à la. recherche, avec la mise en place du raison-
nement spatial au cœur de la stratégie ct de la. prise de décision d 'une intelligence 
a.rtifi icllc de RTS. Enfin , le ha.pitrc cinq détaille les expérimentation· effectuées 
ct leur analyse. Finalement, une conclusion clôt cc mémoire . 
1. Bot= « Joueur virtuel contrôlé par l'ordi nateur, capa ble de reproduire le comportement 
d 'un joueur humain , qui peut remplacer un joueur cl ans un jeu multijoueur ».Source : http : 
//granddictionnaire.com/fiche0qlf.aspx?Id_Fiche=39606. 
CHAPITRE I 
L'INTELLIGENCE ARTIFICIELLE APPLIQUÉE AUX JEUX 
En intelligence artificielle, un agent intelligent est une entité qui peut percevoir 
son environnement à l'aide de ses capteurs ct agir dans cet environnement à l'aide 
de ses effecteurs. Son intelligence peut être vue comme une fonction qui asso-
cie un historique de percepts (données fournies par les capteurs) à une action. 
Cette fonction est continuellement évaluée à une certaine fréquence ct c'est elle 
qu'on programme en intelligence art ificielle afin de résoudre des problèmes. Il 
existe plusieurs approches pour implémenter une telle fonction. Parmi elles figure 
la « recherche ». Le processus de résolution peut consister à observer la situation 
actuelle, énumérer les options possibles, évaluer leurs conséquences et , finalement , 
retenir la meilleure option possible pour atteindre le but fixé. Il s 'agit en fait d 'ex-
plorer ct de trouver la meilleure solution entre toutes. Ainsi, on parle de résolution 
de problème par recherche, ou de problème d 'exploration (des solutions). 
Dans ce chapitre , on commence par définir ce qu 'est un jeu pour l'intelligence 
artificielle. On présente ensuite des algorithmes de prise de décision pour les jeux. 
La section 1.3 dresse un état de l'art des programmes de jeu , dans lequel on relate 
les performances de l'ordinateur face à des jeux classiques. Puis, on termine par 
exposer les différences au sujet de l'intelligence art ificielle da ns les domaines de la 
recherche académique ct de l' industrie du jeu vidéo. 
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1.1 Les jeux 
On s 'intéresse aux situations qui apparaissent lor qu'on c aie de faire des plans à 
l'avance, dans un monde dans lequel d 'aut res font des plans opposés aux nôtres . 
On sc retrouve dans une situation où les buts ct stra tégies respectives entrent en 
conflit , cc qui ent raîne des problèmes dits d '« explorat ion en sit uation d 'adver-
sité » (Russell ct Torvig, 2009), communément appelés jeux. On emploie le terme 
exploration pour exprimer la recherche de solut ions (à un problème) . Ainsi, en 
intelligence artificielle, les jeux sont des problèmes de recherche de solutions en 
situation d 'adversité. 
Un jeu est caractérisé de manière formelle par les éléments uivants : 
Un état initial, qui décrit la situat ion du jeu au début ; 
Les joueurs , ct celui qui a le droit de jouer dans l'ét at donné; 
Les actions , c'est-à-dire l'en cmblc des coups possibles dans un ét at donné ; 
Le modèle de transition, qui définit le résultat d'un coup ; 
n test de terminaison, qui indique si oui ou non le jeu est fini. Les états 
dans lcsquel le jeu s 'arrête sont appelés les « états t rminaux » ; 
Une fonction d 'utilité , ou fonction « d 'objectif » ou « de gain », qui donne 
une valeur numérique pour un jeu qui sc termine dans un état terminal 
donné pour un joueur donné. 
Russel ct Norvig int roduisent également dans leur livre les notions d 'arbre de 
j eu ct d 'arbre d'exploration. L'arbre de jeu pour un part ie est défini par 
l'état init ial, les action ct le modèle de t ransit ion. Il représente l'ensemble des 
déroulements ct dénouements possibles de la part ie. Ses ommcts sont des états 
du jeu ct ses arêtes sont des coups. L'arbre d'exploration c t un arbre part iel qui 
sc superpose à l'arbre de jeu (qui lui est complet) , mais qui cont ient suffisamment 
de nœud pour permettre à un joueur de choi ir un coup. 
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En intelligence artificielle, les jeux les plus communs sont d 'un type particulier : 
on les appelle jeux à somme nulle ct à information parfaite. Dans ces jeux , 
la somme des valeurs de la fonction d 'ut ilité obtenue par les joueurs est toujours 
égale à zéro, car ces valeurs s 'opposent. De plus, ces jeux sont déterministes , cc qui 
signifie que dans leur environnement, l'état suivant est complètement déterminé 
par l'état courant ct par l'action choisie par le joueur. Ils sont aussi complètement 
observables , c'est-à-dire qu'un joueur peut tout savoir de l'état de l'environnement 
à un moment donné. Enfin , on dit qu 'ils sont alternés , parce que les joueurs 
agissent à t our de rôle. Par exemple, les échecs sont considérés comme un jeu 
à somme nulle ct à information parfaite. Effectivement , si un joueur gagne une 
partie d 'échecs, l'autre perd obligatoirement. 
Il existe d 'autres types de jeux, comme les jeux stochastiques , qui incluent une 
not ion d 'imprévisibilité ou de hasard sous la forme d 'un élément aléatoire, tel un 
lancer de dés. Une incidence sc fait alors remarquer dans l'arbre de jeu, pui qu'il 
faut y inclure des « nœuds de hasard », ce qui augmente considérablement sa 
taille. Les jeux peuvent être partiellement observables ct donc à information 
imparfaite , comme la bataille navale par exemple. Dans cc cas, la taille de l'arbre 
de jeu augmente beaucoup également. On doit créer des « états de croyance » pour 
représenter l'ensemble de tous les ét ats logiquement pos iblcs du jeu, étant donné 
l'historique complet de l'environnement ct des actions (Russell ct Norvig, 2009). 
Les jeux ont la cote en intelligence artificielle, parce qu 'ils mobilisent les facultés 
intellectuelles de l'homme ct sont parfois trop difficiles à résoudre. Un jeu simple 
comme le t ic- tac-toc a un arbre de jeu de moins de 9! (362 880) nœuds terminaux 1 . 
De plus, dans les problèmes d 'exploration classiques , la recherche d'une solut ion 
1. NB : L'arbre de jeu contient des nœuds représentant des états équivalents et inaccessibles . 
E n réalité, le nombre d 'états uniques e. t seulement 5478 (Source : https : //goo. gl/qy9LDP) . 
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optimale consiste à trouver une séquence d 'actions qui conduit à un état terminal 
désiré (Russell ct Norvig, 2009). Or dan une exploration en situation d 'advcr ·ité, 
le joueur doit trouver une t ratégic qui spécifie on coup à l'état initial, ses coups 
dans les états résultant de tous les choix possibles de son adversaire, pui. ceux que 
provoqueront les états résultant des réponses possibles de l'adversaire à ses propres 
coups, ct ainsi de suite jusqu 'à une fin du jeu. On sc rend rapidement compte que le 
problème peut devenir complexe à résoudre, d 'autant qu 'en réali té, le temps alloué 
pour t rouver une stratégie optimale est limité. C'est pourquoi on doit parfois 
arrêter la recherche avant la fin ct retourner une décision imparfaite. Dans la 
prochaine section, on présente des algorithmes qui permettent de déterminer cette 
stratégie optimale. 
1.2 Algorithme de prise de décision 
1.2.1 Algorithme minimax 
Soit deux joueurs MAX ct MIN. MAX joue en premier , puis les deux joueur· jouent 
à tour de rôle jusqu 'à la fin du jeu. ne stratégie optimale a des résultats au 
moins aussi bons que toute autre stratégie contre un adversaire optimal. À partir 
d 'un arbre de jeu, on peut trouver la stratégie optimale en cherchant la valeur 
minimax de chaque nœud. La valeur minimax d'un nœud (MINIMAX(n)) est 
l'utilité pour MAX, associée à l'état du nœud (si les deux joueurs jouent de manière 
optimale depuis l'état courant jusqu 'à la fin). Naturellement , MAX préfère les état 
caractérisés par une ut ilité maximale, alors que MI N préfère les états de valeur 
minimale. On peut calculer la valeur minimax d 'un états avec l'équation (1. 1) 
Utilité(s) si TEST-TERMIN AJSON(s) 
MINlMAX(s) = maxaEA(s) M INIMAX("y(s, a)) si JOUEUR(s) = MAX 
minaEA( )MlNIM AX("y(s , a)) si JOUE R(s) =MIN 
(1.1) 
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où A( s) est l 'ensemble des actions applicable dans l'éta t s, ct 1( s, a) est la fonction 
de t ran it ion retournant l'état résultat de l'application de l'act ion a dans l'état s. 
L'algorithme minimax présenté à la figure 1.2 calcule la décision minimax 
pour l'état courant. On peut alors l'identifier à la racine de l'arbre de jeu. Soit 
l'arbre de jeu à la figure 1.1. Les t riangles qui pointent ver le haut sont des 
« nœuds MAX » dans lesquels MAX a l'init iative, ct les t riangles pointant vers le bas 
sont des« nœuds MIN ». Les nœud terminaux indiquent les valeurs d 'utilité pour 
MAX ct les autres sont étiquetés par leur valeur minimax. À la racine, le meilleur 
coup po iblc pour MAX est a1 , parce qu 'il mène à l'état ayant la plus forte valeur 
M INIMAX , ct la meilleure réponse de MIN est b1 , parce qu 'il mène à l'état ayant la 
plus faible valeur M I !MA X à part ir du choix de MAX . 
MAX 
MIN 
3 12 8 2 4 6 14 5 2 
Figure 1.1 Un arbre de jeu. Source : (Russell ct Torvig, 2009). 
L'algorit hme ut ilise un calcul récursif des valeurs MI !M AX de chaque état succes-
seur par le biais d 'une implémentation des équations de MINIMAX. La récursivité 
commence par développer toutes les feuilles de l'arbre, pui elle fait remonter les 
valeurs M INIMAX le long de l'arbre niveau par niveau lorsque les appels récursifs 
sont dépilés . On développe, dan un premier t emps, la part ie gauche de l'arbre 
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jusqu 'à atteindre les nœuds terminaux , puis on ut ilise la fonction UTILITÉ pour 
trouver les valeurs 3, 12 ct 8. Ensuite, on prend la plus basse de ces valeurs ct on 
la retourne comme valeur pour le nœud parent . On obtient de la même façon les 
valeurs 2 pour le nœud MIN du milieu ct- 2 pour le nœud MIN de droite . Enfin , on 
sélectionne la plus grande valeur entre 3, 2 ct 2 pour la remonter au nœud racine. 
Pour cet arbre, le coup optimal pour MAX est donc a 1 . 
fonction DÉc rsro N-M INIMA X(état) retourne une action 
retourner arg maxaEAction(état) VAL EU R-MIN(RÉSU LTAT( état , a)) 
fonct ion VALEU R-MAx(état) retourne une valeur d 'ut ilité 
s i TEST-TERMINA I ON(état) alors retourner UTILITÉ(état) 
v +--- -00 
pour chaque a dans ACTIO s(état) faire 
v +--- MAX(v , VALEU R-MlN(RÉs LTAT(état , a))) 
retourner v 
fonction VALEU R-M tN(état) retourne une valeur d 'ut ilit é 
s i TEST-TERMINA ISON( état) alors retourner UTILITÉ( état) 
v +--- +oo 
pour chaque a dans ACTIONS(état) faire 
V +--- MIN (v , VALEUR-MAX (R ÉSU LTAT(état , a))) 
retourner v 
Figure 1.2 Pseudo-code pour l'algorit hme minimax. Les fonctions VALEUR-
MAX ct VALEUR-MIN traversent la totalité de l'arbre de jeu jusqu 'à atteindre 
les feuilles , de manière à déterminer la valeur à remonter pour caractériser un 
état. Source : (Russell ct Norvig, 2009) . 
L'algorithme minimax réalise une exploration en profondeur d 'abord (DFS , pour 
11 
Depth First Search) de l'arbre de jeu. Cette défin ition du coup optimal pour MAX 
suppose que MI N joue aussi de manière optimale, c'est-à-dire qu 'il maximise la pire 
issue pos iblc pour MAX. Si MI N ne joue pas de façon optimale, MAX peut obtenir un 
gain encore plu élevé, mais face à des adversaires sous-optimaux , il peut y avoir 
de tratégics plus intéressantes que minimax. 
Si la profondeur maximale de l'arbre est m ct qu 'il y a b coups à chaque point , 
alor.· la complexité en temps de l'algorithme minimax est O(bm) ct la complexité 
en espace est O(bm). On voit bien que pour des situat ions réelles , l'emploi de cet 
algorithme nécessite un temps qui le rend inefficace. Il c t cependant à la base 
d'algorithmes plus prat iques , comme l'algorithme d 'exploration alpha-bêta. 
1.2.2 Algorithme d'exploration minimax avec élagage alpha-bêta 
Le problème de l'exploration minimax est que le nombre d 'états à examiner dé-
pend exponentiellement de la profondeur de l'arbre. Il est impossible d 'éliminer 
l'exposant, mais on peut le diviser par deux pour obtenir une complexité tempo-
relle de O(bml2 ) dans le meilleur cas. En effet, il est parfois possible de calculer 
la décision minimax sans avoir à examiner tous les nœuds de l'arbre de jeu. Pour 
cela, il faut choisir un ordre des nœuds à visiter pour maximiser l'élagage. On ap-
pelle cette technique l'é lagage alpha-bêta. Appliquée à un arbre, elle retourne 
le même coup que l'algorithme minimax, mais en élaguant des branches qui ne 
risquent pas d'influer sur la décision finale. L'élagage alpha-bêta s'applique à des 
arbres de n'importe quelle profondeur et il est souvent possible d 'élaguer des sous-
arbres entiers de cette façon. Le principe est de considérer un nœud n de l'arbre, 
de sorte que le joueur ait le choix de sc déplacer jusqu 'à cc nœud. Si le joueur 
dispose d'un meilleur choix m au niveau du nœud parent de n ou même plus haut , 
alors n ne sera jamais atteint dans le jeu. Quand on en sait suffisamment sur n 
grâce à l'examen de ses descendants, on peut l'élaguer (Rus cll ct Torvig , 2009). 
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Comme l'algorithme minimax exécute une exploration en profondeur d 'abord, les 
nœuds à considér r sont uniquement ceux situés le long d'un chemin de l'arbre. 
La technique t ir on nom des deux bornes qui sont remontées le long du chemin. 
ex représente la valeur la plus élevée trouvée jusqu'ici pour les choix effectués le 
long du chemin par MAX ct f3 la valeur la plus basse t rouvée jusqu 'ici pour les 
choix effectués le long du chemin par MI N. L'exploration alpha-bêta met à jour les 
valeurs ex ct f3 au fur ct à mesure de sa progression ct élague les branches restantes 
d 'un nœud (elle termine l'appel récursif). On procède à l'élagage dès que la valeur 
du nœud courant est assurément moins bonne que la valeur ex ou f3 concurrente 
pour MAX ou MIN respectivement. 
(a) 
[--co, 3] 
3 3 12 
(c) [3, -kx:J] A (d) 
1 12 8 3 12 8 2 
(e) (f) 
3 12 8 2 14 3 12 8 2 14 5 2 
Figure 1.3 Étapes du calcul de la décision optimale avec élagage pour l'arbre de 
jeu de la figure 1.1. Source : (Russell ct Norvig, 2009). 
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Reprenons la figure 1. 1 pour y appliquer l'algorithme minimax avec élagage alpha-
bêta. La figure 1.3 mont re la t race de l'algorithme. Au point (a) , la première 
feuille sous B a la valeur 3. Par conséquent, B, qui e t un nœud MI N, a une valeur 
maximale de 3. En. uit , au point (b), la deuxième feuille ous B a une valeur de 
12. MI N ne choisira pas cc coup , la valeur de B reste d 'au plu 3. En (c), la dernière 
feuille sous B a une valeur de . MI N ne choisira pas cc coup non plus. Comme 
tous les états ucccs ·curs de B ont été explorés , la valeur d B est exactement 3. 
On peut donc inférer que la valeur de la racine A est au minimum de 3, car MAX 
a un choix auquel est associée la valeur 3 à la racine. Au point (d), la première 
feuille sous C a la valeur 2. Par conséquent , C, qui est un nœud MIN , a une valeur 
maximale de 2. Or , on sait que B vaut 3, c'est pourquoi MAX ne choisira jamais C. 
Il est donc inut ile d 'explorer les autres états successeurs de C : c'est un exemple 
d'élagage al ph a-bêt a . Le point ( e) développe la première feuille sous D, qui a la 
valeur de 14. Donc, D vaut au maximum 14. 
Comme cette valeur est supérieure à la meilleure solut ion de MAX (qui est actuel-
lement 3), on doit cont inuer d 'explorer le états successeurs de D. Remarquons 
qu 'on connaît maintenant les limites (3 , 14) pour les successeurs de la racine ct 
que sa valeur est au maximum de 14. Enfin, en (! ), le deuxième successeur de D 
vaut 5, qui est inférieur à 14 ct devient donc la préférence, mais on doit continuer 
l'explorat ion . Le t roi ième successeur de D vaut 2, qui est lui aussi inférieur. MIN 
le choisira . Donc, D vaut désormais exactement 2. La décision de MAX est donc le 
coup vers B pour une valeur de 3. 
En comparant le pseudo-code de l'algorithme minimax (figure 1. 2) à celui de l'al-
gorithme d 'exploration alpha-bêt a (figure 1.4) , on remarque qu 'on ajoute unique-
ment deux lignes à la fin de VALEUR- M A X ct V A LEU R- M IN pour la comparaison 
avec a ct (3 respectivement, ainsi que pour leur mise à jour. On effectue aussi les 
changements pour les passer en argument . 
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fonction EXPLORAT ION-ALP HA- BÊTA(état) retourne une act ion 
v t- VALEUR- MAX(éta.t, - oo , oo) 
retourner l 'action dans A CTIO NS(état) avec la. valeur v 
fonction VALEUR-MAx(éta.t , a, [3 ) retourne une valeur d 'u tilité 
s i TEST-T ERM INA JSON(éta.t) alors retourner UTILITÉ(éta.t) 
v t- -oo 
pour chaque a dans ACTIONS(éta.t) faire 
v t- MAX(v, VALEU R-MIN(RÉSULTAT(état, a.), a , {3) 
s i v ?: f3 alors retourner v 
at- MAx(a , v) 
retourner v 
fonction VALEUR- MIN(éta.t, a, [3 ) retourne une valeur d 'ut ilité 
s i TEST-TERMl AISON(état) alors retourner UTILITÉ(état) 
v +-+ 
p our chaque a. dans ACTIONS(état) faire 
v t- MIN(v , VALEUR-MAx(RÉSULTAT(éta.t , a.) , a , [3 ) 
s i v ::; a alors retourner v 
f3 t- MAX(/3 , v) 
retourner v 
Figure 1 .4 Pseudo- ode pour l'a lgorithme d'exploration alpha-bêta. Source 
(Russell ct T orvig, 2009) . 
Si l'élagage alpha-bêta peut permettre d 'éviter l'explorat ion de grandes partie de 
l'arbre de jeu , il implique quand même l'exploration d 'un nombre significatif de 
nœuds de l'arbre jusqu'aux états terminaux . Le problème est que cette profondeur 
est généralement impo siblc à atteindre en pratique, parce que b ct m sont trop 
grands ct que les coup doivent être joués dans un laps de temps court (de l'ordre 
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de la minute aux échecs ct beaucoup moin dan les jeux vidéo, par exemple). 
Dans son art icle « Programming a Computer for Playing Che » (S hannon , 1988) , 
Claude Shannon propo ait que les programmes interrompent l'exploration plus tôt 
ct appliquent une fonction d 'évaluation sur des état afin de tran former des 
nœ uds non terminaux en feuilles terminales. Il suggérait de modifier le algo-
rithmes minimax ou alpha-bêta de deux manières. Premièrement , remplacer la 
fonction d 'utilité par une fonction d 'évaluation EVAL, qui donne une c timation 
de l'utilité de la po ·it ion. Dcuxièm ment , remplacer le tc t de terminaison par un 
t est d 'arrêt , qui décide quand appliquer EVAL. Limiter la profondeur de cette 
façon est une technique permettant de prendre des décisions en tcmp réel. 
Comme la fonction cl évaluation retourne une estimation de l'ut ilité espérée du jeu 
pour l'état donné, on tombe obligatoirement dans des « décisions imparfaites ». La 
qualité de l'estimation a une incidence directe sur la qualité des décisions prises . 
Tout d 'abord, la fonction d 'évaluation doit ordonner les états terminaux de la 
même façon que la vraie fonction d 'utilité. En effet , les états correspondant à des 
victoires doivent être mieux notés que ceux menant à un match nul, qui eux-mêmes 
doivent être mieux notés que ceux correspondant à une défaite. Ensuite, il ne faut 
pas que les calculs prennent t rop de temps, puisque l'objectif principal est d 'en 
gagner. Enfin , pour des états non terminaux, il faut que la fonction d 'évaluation 
oit for tement corrélée avec le chances effectives de victoire (Russell ct orvig, 
2009). 
Dans le cas de l'algorithme d 'exploration alpha-bêta, il faut alors modifier les 
lignes de la figure 1.4, qui appellent T EST- TERMINA ISON par : 
si TEST- ARRÊT( état , profondeur) alors r etourner EVAL( état) 
De cette façon , on peut réaliser une exploration avec arrêt à la profondeur sou-
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haitéc ct avoir un outil exploitable dan des situations réelles . Dans la sect ion 
uivantc, on étudie une autre technique permettant de prendre des déci ions en 
temps réel. 
1. 2.3 Méthodes de Monte-Carlo 
Les méthodes de Monte-Carlo représentent un concept t rès général qui sc réfère 
à l'ut ilisation de méthodes stochastiques (impliquant la cha nce ct la théorie des 
probabilités) pour ré. oudrc des problèmes. En d 'autre t ermes , une méthode de 
Monte-Carlo est « une méthode qui ré ·out un problème en générant des nombres 
aléatoires ct en observant qu 'une part ie des nombres obéit à une ou des proprié-
tés» 2 . On en utilise pour la résolut ion avec ordinateur de problèmes numériques où 
il n 'y a pas de solution analytique, mais aussi dans d 'aut res contexte , comme pour 
la simulat ion de systèmes complexes (prévisions météorologiques) ou la résolution 
d'intégrales ct de systèmes d 'équations différentielles. Avec cc genre de technique , 
la qualité de l'estimation s'améliore avec le nombre de données/ itérations . Or , la 
qualité de l'échant illonnage de nombre aléatoires est primordiale pour avoir de 
bon résultats. 
Dans le contexte de l'lA ct des jeux, les méthodes de Monte-Carlo sont utilisées 
pour la prise de décision. Un algorithme reprenant cc principe doit êt re composé 
des éléments suivants : 
Une définition du problème ct des ent rées possibles; 
Un générateur de nombres aléatoires ou processus d 'échantillonnage ; 
Un mécanisme pour faire les calculs avec les nombres aléatoires ; 
Un mécani mc pour assembler les ré ultats ct en déduire quelque chose. 
L'idée d' ut iliser ces méthodes de /[ontc-Carlo pour les problèmes d 'explorat ion est 
2. Source : http : 1 /mathworld. wolfram. corn 
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relativement récente (Abram on, 1990; Brügmann , 1993) , mais cc n 'est qu'encore 
plus tard qu'elle a vraiment été populari éc (Coulom , 2006) notamment pour le 
jeu de go. Le principe qui en dérive pour explorer un arbre ou un c pace d 'états en 
ut ilisant de méthodes de Monte-Carlo a été appelé Mon te-Carlo Tree S earch 
(MCTS ). C'est une méthode pour trouver d s déci ions approximatives dans un 
domaine donné , en prenant des échantillons aléatoires dans l'espace de décision 
ct en con truisant un arbre de recherche. Ici, au lieu de limiter la profondeur , on 
limite le nombre de branches à visiter , en sélectionnant des bran ch s aléatoires ct 
en allant ouvent jusqu'aux feuilles (nœuds sur lesquels il est po siblc de calculer 
l'utilité). Elle est basée sur les concepts suivants : 
La valeur d 'une action est calculée approximativement ct de façon aléatoire ; 
Les valeurs des act ion ont utilisées pour ajuster la politique d 'exploration; 
On construit un arbre de façon partielle, en fonction des résultats des ex-
plorations précédentes ; 
P lus on fait d 'itérations, plus la précision augmente. 
À chaque itération d 'un algorithme tiCTS , on passe par quatre étapes (figure 1.5). 
La première est celle de la sélection. En partant de la racine, on explore l'arbre 
jusqu 'à trouver un nœud non terminal hors de la front ière ct ayant un enfant 
non visité. À part ir de cc nœud, on passe à l'étape d 'exp a n sion, qui consiste à 
explorer un des successeurs, choisi de façon aléatoire. Ainsi, on ajoute un nœud à 
l'arbre. Depuis ce nouveau nœud, on effectue l'étape de simulation, dans laquelle 
on développe ses successeurs de façon aléatoire jusqu 'à arriver à une feuille, pour 
en récupérer l'utilité. Enfin , la dernière étape est la propagation-ar riè r e : on va 
remonter la valeur d'utilité obtenue jusqu 'à la racine. 
On dit également qu 'un algorithme emploie deux polit iques (Bauckhagc, 2014). 
La première, TREEWALK, regroupe les étapes de sélection ct d 'expansion ct ajoute 
un nœud à l'arbre qui est construit . La deuxième, RANDOMWALK , correspond à 
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l'étape de simulat ion ct sélect ionne des act ions aléatoires jusqu 'à pouvoir retourner 
une utilité. Il est à noter que les nœuds parcourus à l'étape de simulat ion ne sont 
pas ajoutés à l'arbre, contrairement au nœud choi i lors de la première polit ique 
ct durant laquelle on en ajoute un dans l'arbre. 
Selection - Expansion - Simulation - Backpropagation 
Tree 
Policy 
Default 
Po licy 
Fig ure 1.5 Étapes d 'une itérat ion d'un algorit hme MCTS (Brownc et al., 2012). 
À l'exécut ion, l'algorithme (figure 1.6) part de la racine de l'arbre ct ent re avec le 
nœud racine dans T REEW A LK. Si le nœud n 'est pas dan la front ière de l'arbre, 
on choisit un de ses successeurs de façon aléatoire ct on ré-exécute TREEWALK 
avec lui, de façon récursive. Une fo is qu 'on a trouvé un nœud de la front ière, on 
choisit un de ses successeurs de façon aléatoire ct on l'ajoute à l'arbre. Après cela , 
on appelle RANDOMWALK sur cc nœud. Dans RANDOMWA LK , si le nœud n 'est 
pas une feuille, on l'étend aléatoirement sans ajouter son successeur à l'arbre 
ct on ré-exécute R AN D OMW A LK avec lui , de façon récursive, ju qu'à arriver à 
une feuille. Quand on trouve un nœud feuille, on remonte son ut ilité jusqu 'à la 
racine en complétant les appels récursifs, cc qui va mettre à jour la valeur d'ut ilité 
as ociéc à chaque nœud de l'arbre. Enfin , l'exécution s 'arrête quand on le souhaite 
(après T itéra tions) grâce à la boucle pour de M CTS, ct l'algorit hme retourne 
le successeur direct de la racine avec la meilleure valeur d 'ut ilité . 
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La complexité d'un algorit hme MCTS de cc type est en O(m) , où m est la profon-
deur maximale de l'arbre (Bauckhagc, 2014) . Cependant , il faut garder à l'esprit 
qu 'il est nécessaire de réaliser un grand nombre d 'itérat ions pour obtenir de bons 
résultats; cc nombre est ouvcnt déterminé par le temps alloué à l'algorithme. 
Un autre avantage intéressant d'un algorithme MCTS vient du fait qu 'il est pos-
sible d'obtenir des informations sur la partie en cours en observant la structure 
de l'arbre généré. On peut , par exemple, remarquer rapidement qu 'une partie est 
perdue d'avance. 
Pour terminer, il faut noter que lors des étapes de élection ct d 'expansion d'une 
méthode MCTS , on ne devrait pas choisir de successeur de façon aléatoire si 
un nœud a déjà été étendu ent ièrement ct n 'est donc plus dans la front ière. En 
effet, pour des raisons d'efficacité, il est judicieux de choisir plus finement. On 
se trouve alors devant un problème qu 'on appelle multi-armed bandit problem 
(Brownc et al. , 2012), ou dilemme explorat ion/exploitation. La quest ion qui sc 
pose est : doit-on cont inuer de confirmer les statistiques sur la branche profitable, 
ou plutôt explorer une aut re branche qui pourrait l'être encore plus? En d 'autres 
mots, on souhaite acquérir de nouvelles connaissances tout en maximisant la ré-
compense basée sur les connaissances actuelles. 
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fonction MCTS(s0 ) 
Soit arbre un arbre init ialisé avec un état d'origine s0 
Soit n 0 la racine de arbre représentant s0 
pour i = 1 à T faire 
récompense +--- TREEW ALK (ar bre, n 0 ) 
retourner le fi ls de n 0 avec la meilleure récompense 
fonction TREEWALK(arbre, n) 
si n a été complètement exploré et n n'est pas une feuille alors 
Soit successeur un fils de n choisi de façon aléatoire 
récompense +--- TREEWALK (arbre, successeur) 
sinon 
sin est une feuille alors récompense +--- RANDOMWALK(arbre, n) 
sinon 
Soit nonExploré un fi ls non exploré de n choisi de façon aléatoire 
Ajouter nonExploré comme fils de n à arbre 
récompense +--- RANDOMWALK(arbre, nonExploré) 
récompense(n) +--- récompense(n) +récompense 
retourner récompense 
fonction RANDOMWALK(arbre, n) 
si n est une feuille alors 
récompense +--- UTILITÉ(n) 
sinon 
Soit successeur un fi ls de n choisi de façon aléatoire 
récompense +--- RANDOMWALK(arbre, successeur) 
retourner récompense 
Figure 1.6 Pseudo-code d 'un algorithme MCTS. Source: (Browne et al. , 2012). 
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Pour résoudre ce genre de problème, on int roduit les notions de regret ct d' Upper 
Confidence Bounds . Le regret est la perte attendue en ne faisant pas le meilleur 
choix ; on va donc naturellement chercher à le limiter. Upper Confidence Bounds 
est une polit ique qui détermine quelle décision prendre pour limiter le regret . Elle 
indique de prendre la décision qui maximise UCB1 (équation (1.2)). 
Cette polit ique est implémentée dans l'algorithme Upper Confidence Bounds 
for Trees (UCT), qui est l'algorithme le plus populaire de la famille des _I!CTS. 
Enfin , si on laisse UCT itérer à l'infini , celui-ci converge vers l'algorit hme minimax. 
(1.2) 
où X j correspond à la moyenne de récompenses pour le successeur j , nj représente 
le nombre de fois que j a été choisi ct n le nombre de décisions prises (Brownc 
et al. , 2012) . 
1.3 État de l'art des programmes de jeu 
En 1965 , le mathématicien russe Alexander Kronrod a appelé les échecs « la dro-
sophile de l'intelligence artificielle ». Alors que les généticiens se servent de la 
mouche drosophile pour faire des découvertes applicables à la biologie en général, 
l'lA s'est servi des échecs et d 'a utres jeux. Une meilleure analogie consisterait 
peut-être à dire que les échecs étaient à l'lA ce qu 'un Grand Prix de Formule 1 
(F1 ) est à l' industrie automobile. Un flux constant d 'innovations , qui sont ensuite 
adoptées par le grand public, voit le jour grâce aux challenges que représentent 
les jeux pour les chercheurs. Dans cette section , on s'intéresse à des jeux qui re-
présentent ou ont représenté un défi pour l' intelligence artificielle. On dresse un 
état de l'art sous forme d 'historique, dans lequel on relate les performances de 
l'ordinateur en intelligence artificielle face à des jeux classiques. Les informations 
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ci-dessous constituent un résumé de la section 5. 7 du livre Artificial Intelligence : 
A Modern Approach (3rd Edition) (Russell ct Norvig, 2009). 
Échecs . Le supcrordinatcur Dccp Blue d 'lB.![ s 'est rendu célèbre en battant le 
champion du monde Garry Kasparov (1997). Dccp Blue effectuait une explora-
tion alpha-bêta ct examinait jusqu 'à 30 milliards de po itions par coup , il at-
teignait régulièrement une profondeur de 14. Aujourd'hui , un de ses successeurs, 
HYDRA , réalise des performances semblables à Dccp Blue, mais à une profondeur 
de 18 coups. Le système RYBKA , multiple vainqueur des championnats mondiaux 
d'échecs pour ordinateurs, fonctionne même avec des composants du commerce. 
De plus, les récentes rencontres semblent confirmer la tendance ct indiquer que les 
meilleurs programmes informatiques pour le jeu d'échecs ont distancé tous leurs 
adversaires humain . Les échecs ne ont donc plus au cœur de la recherche en IA. 
J eu d e d a m es. Jonathan Schaeffer ct ses collègues ont mis au point le système 
CHINOOK, qui fonctionne sur des P C ordinaires. Cc y tèmc utilise l'exploration 
alpha-bêta ct joue dcpui 2007 de façon parfaite. 
Othello. Aussi appelé Rcvcrsi , cc jeu a un espace d 'exploration plus petit que les 
échecs. Depuis 1997 (programme LOGISTELLO), on admet que les humains ne 
peuvent plus égaler les ordinateurs à cc jeu. 
B ackgammon. La compo ante aléatoire du jeu de backgammon rend l'explora-
t ion en profondeur très coûteuse. Gerry Tcsauro (1992) a combiné une méthode 
d 'apprent issage avec des réseaux de neurones pour développer un évaluatcur. 
Après plus d 'un million de parties d 'entraînement , TD-GAMMON peut sc mesurer 
aux meilleurs joueurs mondiaux. Par ailleurs, les indications du programme quant 
à certains coups ont parfois complètement modifié les conceptions jusqu'alors ad-
mises. 
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Bridge. L'élément d 'incertitude du jeu a encouragé les meilleurs programmes à 
utiliser des méthodes de Monte-Carlo . Le programme GIB (Ginsberg, 1999) est 
le meilleur à cc jour ct a atteint un niveau d 'expert. Il n'a cependant pas réussi à 
battre les rn illcurs joueurs humains , sc ela sant douzième sur trente-cinq dans un 
tournoi au Championnat du monde humain. La simulation d Monte-Carlo traite 
efficacement le caractère aléatoire, mais ne traite pas toujours la stratégie. 
Scrabble. Le problème du Scrabble vient du fait qu 'il soit à la fois partiellement 
observable ct stochastique : on ne sait pa quelles sont les lettre de l'autre joueur 
ni celles qu 'on va tirer au prochain coup. En 2006 , le programme QUACKLE a 
battu l'ancien champion du monde David Boy par 3 à 2. Néanmoins, le jeu n 'est 
pas considéré comme résolu ct aucun programme n'est reconnu pour avoir atteint 
le niveau expert. 
Go . Le jeu de go a un espace d'états estimé autour de 10170 , alors qu 'il est de 1050 
pour les échecs. Par conséquent , les meilleurs programmes évitent l'exploration 
alpha-bêta ct utilisent des méthodes de Monte-Carlo, qui ne permettent cependant 
d'obtenir qu 'un niveau de bon amateur sur un échiquier complet. Défi complexe 
et à la pointe de l' intelligence art ificielle, le jeu de go est resté, jusqu'en 2016 , 
le jeu phare dans lequel aucun ordinateur n 'avait battu un champion humain. 
Or , en mar 2016 , le programme AlphaGo de Googlc a battu Lee Sccdol, l'un 
des meilleurs j oucurs mondiaux classé au niveau maximal (ge dan professionnel). 
AlphaGo utilise des méthodes de Monte-Carlo, guidées par un réseau de valeurs 
ct un réseau d'objectifs (Silver et al., 2016). 
Comme on a pu le voir, il existe des programmes capables de battre les humains à 
des jeux comme les échecs, othcllo ct le backgammon sur du matériel informatique 
standard aujourd 'hui. Les humains restent meilleurs dans cliver jeux à information 
imparfaite, comme le poker ct d 'aut res jeux ayant un facteur de branchement 
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important ct pour lesquels on dispose de peu de savoir heuristique, comme le jeu 
de go. Maintenant qu 'un ordinateur a battu un champion humain à cc jeu, la 
recherche en IA va sc chercher de nouveaux défis, encore plus complexes . Pour la 
suite, de nombreux regards sc tournent vers les jeux vidéo. 
1.4 IA pour les jeux dans la recherche académique ct IA dans les jeux vidéo 
1.4. 1 Situation actuelle 
Lorsqu 'on s' intéresse à l'intelligence artificielle dans les jeux , il apparaît clairement 
qu 'une distinction existe entre le domaine de la recherche académique ct celui 
de l'industrie du jeu vidéo. En effet, les deux mondes emploient des techniques 
ct des algorithmes d 'intelligence artificielle, mais il est encore rare que cc soient les 
mêmes. Le point d 'entrée de ce débat se trouve dans la constatation que l' industrie 
du jeu vidéo emploie la plupart du temps des techniques simples, mais qui sont 
généralement suffisantes pour donner l'impression d 'intelligence ct de réalisme, 
cela dans le but de procurer une expérience de jeu intéressante aux joueurs . Par 
exemple, on peut citer l'algorithme A* ou les machines à états finis (FSM , pour 
Finite-State Machine) (Rabin, 2013). De l'autre côté, la recherche académique 
cherche à mettre au point des techniques de pointe ct à démontrer leur efficacité. 
Mais alors pourquoi l'industrie ne profite-t-elle pas également des avancées de la 
recherche académique? Cela peut s 'expliquer par plusieurs raisons. Tout d 'abord, 
lor d'expérimentations pour la recherche, les algorithme disposent de toute la 
puissance de calcul disponible pour s'exécuter. Or , dans un jeu vidéo , la plus 
grande partie du temps de calcul par image est utilisée aut re part ct l'lA doit 
faire avec l'environnement ct les ressources restantes , ou encore celle qu 'on veut 
bien lui attribuer. L'écart est grand si on compare avec les ressources offertes aux 
techniques de pointe de la recherche (Dicken, 2011). 
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La raison la plus importante est sans doute le fait que les objectifs ne sont pas les 
mêmes de part ct d 'aut re. En effet , si la recherche en intelligence artificielle tend 
à toujours aller de l'avant en gagnant en efficacité ct en performance, l'lA dans 
les jeux a pour sa part comme objectif principal de divert ir ses joueurs. L'objectif 
n 'est pas ici de battre le joueur , mais au contraire de perdre de façon à le sat isfaire. 
De plus, l'industrie doit composer avec des cont raintes monétaires plus strictes 
que le milieu académique. En effet , dans l'industr ie, un jeu doit rapporter de 
l'argent , cc qui représente un argument de poids lors de la réflexion autour de l'lA. 
Pourquoi prendre beaucoup de temps pour implémenter des systèmes complexes , 
alors que des solutions plus accessibles , suffisantes, ct qu 'on maît rise déjà existent? 
Pourquoi prendre le risque dans ce marché difficile? 
Enfin, alors que la recherche académique a pour obj ectif de résoudre des problèmes 
réels et ne peut pas tricher pour y parvenir , l'intelligence artificielle dans les jeux 
vidéo peut se permettre de tricher . Effectivement , cc qui compte dans ces œuvres 
de divert issement est l'expérience finale. Les moyens ut ilisés pour y parvenir ne 
sont la plupart du temps pas visibles ni importants. Ainsi, l'lA dans les jeux a le 
droit de t richer avec les règles de son monde pour être omnisciente , ou encore de 
délibérément rat er sa cible pour le bien de l'expérience à délivrer . 
1.4.2 Vers une convergence? 
Lorsqu'on parle d'intelligence artificielle dans les jeux vidéo, on sc limite sou-
vent à l'hypothèse que l'lA est ut ilisée uniquement pour contrôler des person-
nages non joueurs. En fait , c'est seulement une des nombreuses applications que 
peuvent trouver les diverses techniques d 'intelligence artificielle dans les jeux. Les 
techniques d 'lA peuvent aussi êt re ut ilisées pour générer du contenu (niveaux, 
cartes , règles, puzzles , etc.) , modéliser des personnages, adapter des aspects du 
jeu (comme la difficulté) , associer des joueurs pour des parties en ligne, contrô-
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lcr de ystèmcs ct des économies artificielles , etc . Tous ces éléments constituent 
des problèmes intéressants auxquel la recherche académique peut apporter des 
réponses pertinentes (recherche de chemin, planification , etc.) (Togcli us, 2011) . 
En plus des progrès rapides du matériel informatique qui lui permettent de ne 
plus forcément être limitant , des signes prometteurs commencent à apparaître 
dans l'industrie. En effet, des techniques plus avancées d 'intelligence artificielle 
ont été implémentées avec succès dans des jeux vidéo commerciaux. On en t rouve 
dans des jeux comme Black €3 White (apprentissage-machine) , F.E.A.R (com-
portement en fonction du contexte) , Façade (interprétation du langage naturel) , 
Spore (simulation de forme de vic dirigée par les données) ct les Si ms (interactions 
entre agents) , pour en nommer quelques-uns (Graft , 2015). 
De plus en plus d 'éléments comme le game design ut ilisent de l'intelligence art ifi-
cielle ct celle-ci s' impose petit à petit. Les outils ut ilisés pour assister la concept ion 
des jeux commencent eux aussi à en bénéficier ct l'exploitat ion de données mas-
sives (Big Data) ainsi que l'apprentissage machine vont prendre une place majeure 
à l'avenir. Si les programmeurs en intelligence artificielle dans l'industrie du jeu 
vidéo ne s'accordent pas tous à propo de la façon dont l'lA va s' intégrer plus 
profondément dans le domaine, la convergence entre l'intelligence artificielle dans 
la recherche académique ct celle employée dans l' industrie du jeu vidéo est bien 
en cours ct elle sera bénéfique pour le deux parties ( Graft , 2015) . 
CHAPITRE II 
JEUX DE STRATÉGIE EN TEMPS RÉEL: UN DÉFI POUR 
L'INTELLIGENCE ARTIFICIELLE 
Comme vu au chapitre précédent , certains jeux suscitent un intérêt particulier 
dans le domaine de l' intelligence artificielle en raison de leurs spécificités , comme 
les échecs , le jeu de go ou d 'autres. Aujourd'hui , les avancées en intelligence ar-
tificielle permettent de pouvoir être toujours plus exigeant et optimiste ct de se 
fixer des défis de plus en plus complexes. Nés grâce à l' informatique, les jeux vi-
déo entendent garder la même philosophie que leurs ainés les jeux ct peuvent être 
considérés comme un des prochains grands challenges de l'intelligence artificielle 
en raison de la puissance de leur support . 
Dans cc chapitre, on s'intéresse plus précisément au jeu vidéo StarCraft en raison 
de ses caractéristiques, qui sont exposées à la section 2.1. La recherche dans ce 
jeu s'articule autour de la création d 'un bot (module logiciel qui joue une partie 
comme un humain) avec lequel les chercheurs mènent leurs expérimentations. On 
traite de ce sujet dans la section 2.2 , en réalisant un état de l'art du domaine. 
Enfin , la section 2.3 est consacrée à la communauté de recherche qui s 'est formée 
autour du jeu ct aux outils qu 'elle emploie. On conclut ce chapitre par l'étude en 
détail d'un bot (section 2.3.3) afin de comprendre les tenants ct les about issants 
de la recherche en IA dans StarCraft. 
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2.1 Le jeu StarCraft : Brood War 
2.1.1 Description du jeu 
StarCraft est un jeu de stratégie militaire en temps réel (RTS) prenant place 
dans un univers de science-fiction développé par Blizzard Entcrtainmcnt. Il est 
sorti en 1998 a été suivi rapidement , la même année, par une extension nommée 
Brood War . Dix ans plus tard (2007) , le jeu est toujours apprécié; il s'est vendu 
à près de dix millions de copies. 
Le jeu de stratégie en temps réel est un sous-genre des jeux de stratégie dans lequel 
les joueurs doivent construire une économie (récolter des ressources ct construire 
une base) ct une force militaire (former des unités ct mener des recherches tech-
nologiques) dans le but de battre leurs adversaires (détruire leur armée ct leur 
base). D'un point de vue théorique, il y a plusieurs différences entre les RTS ct 
les jeux déterministes à somme nulle, plus classiques , comme le échecs. 
Tout d 'abord, les RTS sont des jeux à mouvement simultané, c'est-à-dire que 
plusieurs joueur peuvent effectuer des act ion en même temps. Cc actions ne 
sont pas in tantanécs , c'est-à-dire que leurs effets peuvent prendre du temps à sc 
concrétiser. Aussi, on dit de ces jeux qu'ils sont en temps réel , cc qui signifie que 
chaque joueur a peu de temps pour décider de sa prochaine action. En comparai-
son avec les échecs , où les joueurs disposent de plusieurs minutes pour réfléchir à 
leur prochain coup , dans StarCraft , le jeu affiche 24 images par secondes. Ainsi les 
joueurs ont ·culcmcnt 42 millisccondcs pour agir avant que l'état du jeu ne change. 
En uitc, la plupart des jeux de cc genre, dont StarCraft , sont partiellement obser-
vable . En effet , les joueurs ne peuvent pas voir l'entièreté de la carte au départ ; 
chaque joueur peut uniquement voir la portion de la carte qu 'il a déjà explorée 
(on parle de « brouillard de guerre »). Ces jeux sont également non déterministes , 
car certaines actions ont des chances de succès . 
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Enfin , la complexité des RTS est élevée, au i bien en cc qui concerne la taille de 
l'espace d 'états que le nombre d'actions po siblcs à chaque cycle de décision. Par 
exemple, la taille de l'espace d 'états de · échecs est estimée approximativement à 
1050 , celle du Poker (Texas Hold 'cm) à environ 1080 ct celle du jeu de go à environ 
10170 . En comparaison, la taille de l'c pace d 'états d 'une partie de StarCraft est 
estimée à plusieurs ordres de grandeur de plu (Ontafi6n et al. , 2013). 
Pour remporter la victoire, les joueurs de StarCraft doivent gérer leur écono-
mie, leurs technologies ct leur armée de façon rapide ct stratégique. Les principes 
de base sont , d 'une part , de récolter deux types de ressources (minerai ct gaz) 
ct , d 'autre part , de les ut iliser pour ach ter des bâtiments , des améliorations ct 
des unités de combat. En prenant du recul ur le déroulement d 'une partie, on 
distingue deux tâches principales pour le joueur . La macro-gestion (macroma-
nagcmcnt ou macro) ct la micro-gestion (micromanagcmcnt ou micro). Tandis 
que la micro-gestion réfère aux événements locaux ct plus spécialisés, la macro-
gestion concerne le déroulement à plu haut niveau de la partie ct la dimension 
économique. Il est important pour le joueur de StarCraft de bien maîtriser ces 
aspects ct d'assurer l'équilibre entre les deux. 
Le micromanagcmcnt englobe la gestion de l'armée. On s'occupe des déplace-
ments, de l'attaque ct de la retraite avec l'objectif de surpas cr l'adversaire. La 
micro est l'habileté à contrôler les unités individuellement de façon à optimiser le 
comportement imparfait des unité du j u (en particulier pour le déplacement). 
Par exemple, on cherche à éviter les piège ennemis en les contournant , alor qu 'un 
ordre direct de déplacement vers une cible (laissé aux mains du système de dépla-
cement du jeu) ira droit dedans. En général, le principe de la micro est de garder 
le plus d'unités possible en vic. 
Le macromanagemcnt englobe pour sa part la gestion de l'économie ct de la tech-
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nologic : on s'a .. ·ure de récolter suffisamment de ressources ct de les dépenser 
correctement. La macro est l'habileté à produire des unités ct à conserver tous les 
bâtiments actif durant la partie. Habituellement , un joueur avec une meilleure 
capacité de macro que son adversaire parvient à produire une armée plus grande. 
Un autre élément de la macro-gestion est la capacité de 'étendre aux temps ap-
propriés pour permettre une production con tante d 'unités . Un bon joueur de 
macro a la capacité d 'augmenter sa capacité de production tout en s'assurant de 
pouvoir disposer de suffi ammcnt de ressources pour en profiter. 
Toutes ces opérations prennent place en tcmp réel ; les commandes sont exécutées 
quand elle sont reçues. Cela signifie qu 'un joueur ne doit pas seulement être bon 
stratégiquement , mais aussi rapide, habile ct capable de faire du multitâchc. Cette 
capacité est d 'ailleurs mesurée en APM (actions par minutes) . 
Si l'idéal est de faire simultanément de la micro ct de la macro, il est impossible 
pour un joueur humain de faire les deux tâches en même temps aussi bien que 
s' il en faisait une cule. Ainsi, le joueur est forcé de sc concentrer sur une de ces 
tâches à la fois, ct la subt ilité sc trouve dans l'équilibre à trouver entre le deux. 
On con idèrc généralement qu 'une bonne macro est plus importante qu 'une bonne 
micro. En effet , si on considère deux joueurs au même niveau d 'APM , que l'un 
est orienté micro ct l'autre macro, le joueur macro aura une meilleure économie ct 
plus d'unités ct pourra dominer son adversaire, peu importe la qualité de sa micro. 
Les capacités de micro entrent en jeu ct permettent d départager deux joueurs 
lor que ces dernier sont du même niveau de macro. En cc ens, c'est à nouveau la 
capacité de jongler entre les deux tâches qui fait la différence (Liquipcdia , ·2016). 
Une carte de StarCraft est constituée d 'un rectangle, où la longueur ct la largeur 
sont mesurées par le nombre de carrés de 32*32 pixels aligné. verticalement ct ho-
rizontalement . Ces carrés de 32*32 pixels correspondent aux cases employées pour 
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placer les 1 â timcnts, alor · que les cases utilis 'es pour le déplacement des unité · 
sont de 8* pixels. La taille des cartes varie généralement de 64*64 à 256*256 case.· 
(pour les bâtiments) . Chaque joueur peut contrôler jusqu 'à 200 unités et posséder 
un nombre illimité de bâtiments. De plus. le joueur incarne une race , qui dispo. ·c 
de 30 à 35 types d 'unités et de bâtiment · différents , dont la plupart possèdent des 
capacités spéciales . Tous cc.· facteurs font de StarCraft un challenge complexe, 
clans lequel le· humain ont toujours bien meilleur.· que les ordina teurs . 
Figure 2.1 Un début de partie cl ans StarCraft (Robertson ct Watson , 2014) . 
D'un point de vue théorique, l'espace d 'états d 'une partie de StarCraft est très 
important. Considérons par exemple nnc carte de 128* 12 . À tout moment , on 
peut compter entre 50 et 400 unités ·m la carte, et chacune pré. ·cnte un éta t interne 
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complexe (point. de vie, énergie restante, action en cours, etc.). Cette sit uation 
mène rapidement A un nombre immense d 'états possibles. bien plus grand que 
pour les échecs ou le jeu de go. En considérant uniquement la position des uni tés 
(avec 128*128 po.- it ions possible.- par uni té) , pour 400 uni tés, on obtient environ 
(12 * 128) 400 ~ 1016 !) (Onta i16n et al .. 2013), ct cc. sa ns prendre en compte les 
a,utrcs facteurs. 
Un a,utrc moyen de mesurer la complexité du jeu est de regarder le facteur de 
bmnchcmcnt b ct la profondeur du jeu p. comme proposé par Synnaeve (2012 ). 
avec une complexité totale de bP. Aux échecs, b ~ 35 ct p ~ 0: a,u jeu de go. 
b ~ 30 à 300 ct 7J ~ 150 à 200. Pom déterminer le fa,cteur de bm nchcmcnt dans 
StarCraft , il faut penser au fa it qu'un ordinateur peut effectuer des actions en 
simulta,né a,vcc a,uta,nt d 'unités que souhaité. En considérant cch pour 50 à 200 
unités, le facteur de branchement sc sit ue ent re u50 ct 11200 . où u est le nombre 
moyen cl ·a,ctions que chaque unité peut exécuter . Estimer u est diffi cil e étant donné 
que le nombre d 'actions disponibles dépend du contexte. En ·implifiant bea ucoup 
le problème (fa,ible nombre d 'ennemis, mouvement · limi tés . etc.) ct en prcna,nt en 
compte le fait que ccrta,inc. a,ctions ont des durées d 'indisponibilité ( cooldowns). 
on arrive à une cstima,t ion de 10 act ions possibles pa,r uni té pa,r ima,ge. Le hctcur 
de branchement b est donc estimé entre 1050 ct 10200 , eu considérant seulement 
les unités (sans les bâtiments ct leurs actions) . Quant à la profondeur p , si on 
considère qu 'une partie dure cuvirou 25 lllÎlmtcs, ou arrive à p ~ 36000 (2G min * 
60 sec* 24 images par seconde) (OnLai16n et al., 2013). 
Le joueur peu t choisir une rac parmi les Protoss. les Terrans ct les Z rgs. Cha-
une des mecs as s quali tés, faiblesses, uni tés , capa ités ct mécaniques de jeu. Les 
P1 ·otoss son t une race psyonique ct technologique comportant des unités plus coû-
teuses que les autres races. parce qu'elles sont plus fortes. Toutes ces unités sont 
équipées d 'un bou li er qui sc régénère. Les Protoss sont la race la plus puissante 
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en début ct en fin de partie. En termes de mobilité par contre, il · sont moyens 
par rapport aux autres races . 
Les Terrans ont une race humaine dont le unités présentent le ratio coût/ efficacité 
le plu élev'. Il ont la réputation d 'être la race la plus adaptable. ne de leurs 
particularités est qu 'ils peuvent soigner ct réparer les unités ct bâtiments. 
Les Zergs sont une race xénomorphc, dont les unités sont le moin coûteuses. Ils 
sont considérés comme la race la plus mobile. Leurs unités sont par conséquent 
les plus faib le , mais ils comptent sur leur grand nombre pour compétit ionncr à 
force égale ave les autres races (Liquipcdia, 2016). 
2.1.2 Aperçu des stratégies 
À travers le temps, StarCraft a évolué sur le plan compétitif pour devenir un 
« c-sport » impliquant beaucoup de tactiques ct de manières de jouer . Le jeu est 
pratiqué profcs ionncllcmcnt depuis 1998, en particulier en Corée du Sud. Il existe 
de nombrcu cs tratégics recensées ct utilisées au niveau compétitif pour StarCraft 
(Liquipcdia , 2016). Le choix d 'une stratégie est en général lié à la race jouée ainsi 
qu 'à la race de l'adversaire. En effet , les particularités de chaque race rendent 
certaines stratégies très efficaces ou, au contraire, non pertinentes. Le choix de 
stratégie détermine également le type d 'ouverture qu 'on applique en tout début 
de partie. 
De la même façon qu 'aux échecs , l'ouverture est le premier composant lié à la 
stratégie qu 'on souhaite appliquer. Dan· StarCraft, c'est la séquence de bâtiments 
ct d 'unités qui est créée au début de la partie. On parle de build-order pour 
désigner une séquence d'unités ou de bâtiments à créer. 
Pour cette section, on s'intéresse aux stratégies générales qui sont la plupart du 
temps mises en œuvre (Liquipcdia , 2016). Ces stratégies générales sont ensuite 
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déclinées en de multiples variantes par les joueurs (t iming d 'exécution , type ou 
nombre d 'unités, etc .). Elles sont plus ou moins risquées à employer en jeu, ct sont 
utilisées à différents moments d 'une partie ainsi qu 'à différents niveaux d 'engage-
ment de la part du joueur. 
Le scouting 
Le scouting est une partie intégrante du jeu qui consiste à espionner son adversaire 
pour découvrir sa stratégie. Tous les joueurs présentant un bon niveau de jeu 
emploient cc concept . Le scouting est important à tout moment, mais il est surtout 
réalisé en tout début de partie. L'objectif est d 'observer l'ouverture de l'adversaire 
pour pouvoir ajuster sa propre stratégie. Il permet égalcm nt de déterminer la 
composition ct la posit ion de l'armée de l'adversaire, ainsi que de découvrir si 
celui-ci s'est déjà déplacé ct étendu ur la carte (en créant notamment de nouvelles 
bases) . 
Le rush 
Cette tratégic sc résume à attaquer le plu rapidement po iblc l'adversaire en 
invest issant toutes les ressources dans la production d'unités, dans le but de sub-
merger l'adversaire ct de le battre avant qu 'il n 'ait pu sc développer ou même sc 
défendre. Bien que très efficace, notamment avec la race des Zergs en raison des ses 
spécificités, le rush reste une tactique à double tranchant. En effet, utiliser cette 
technique revient à jouer quitte ou double, à cau c de l'engagement de toutes les 
ressources du joueur. Les joueurs avancés savent e protéger d 'un rush en début 
de partie ct parviennent alors à retourner la partie à leur avantage ct à battre 
faci lement l'advcr aire dont le ru h a échoué. Cc dernier sc retrouve alors trop en 
retard (en termes de ressources) dans la partie pour pouvoir lutter. En revanche, 
si le rush réu it , la par t ie est gagnée rapidement. 
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L'cxpan ion 
Créer d nouvelle bases ct ·'étendre sur la carte pour dominer en termes de 
possession du terrain est un enj eu important dans une partie de StarCraft . En 
réalité, le nombre de bases détenues par le joueur ct ayant des ressources proches 
à exploiter est un des facteur décisifs pour le dénouement d'une partie. Étant 
donné que les ressources sont très importantes pour le développement , le joueur 
qui en pos 'de ou en sécurise le plu afin que son adversaire n 'en profite pas est en 
position de force . Souvent , avoir un plu grand nombre de bases que l'adversaire 
est l'objc t if principal d'une partie. 
La guérilla 
Le principe est d 'abuser de la composante micro de StarCraft en harassant constam-
ment l'adversaire pour l'obliger lui aus i à faire beaucoup de micro. En appliquant 
cette technique, on ne cherche pas forcément à affronter l'adversaire, mais plutôt 
à lancer contre lui de petites attaques localisées tout en évitant les gro conflits . 
Le but est ici d 'éliminer les unités de l'adversaire petit à petit ct de jouer avec 
ses nerfs en 1 obligeant sans ces cà abandonner ses projets de macromanagcmcnt , 
sous peine de perdre ses unités . 
Le sabotage 
Cette stratégie consiste à saper la capacité de récolte ct de production de res-
sources de l'ennemi (en éliminant ses unités de récolte ou de construction) dans 
le but de le paralyser ct de ralentir son développement. Saboter l'approvisionne-
ment de l'ennemi c t très effi cace en début de partie; combinée au scouting, cette 
technique peut lui être fatale. L'effet est problématique pour l'adversaire à tout 
moment de la partie, mais il sc fera moins sentir en fin de partie, alors que les 
deux forces auront déjà con titué une armée conséquente. 
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Le siège 
Le siège est aussi une stratégie classique. Dans StarCraft , le joueur va avancer 
rapidement vers le camp adverse pour tenter de le contenir ct de limiter son 
expansion . Ainsi, l'ennemi va à terme manquer de place pour sc développer ct 
surtout , tomber à court de ressources. 
Le kiting 
L'objectif c t de provoquer ct d'att irer l'ennemi , de le pousser à suivre alors que 
l'on recule, dan le but de le déplacer vers la posit ion de notre choix. C'c t une 
stratégie utili éc souvent en combinaison avec la guérilla, avec laquelle on attaque 
un peu l'adversaire en fuyant vers notre base lorsqu 'il riposte, pour en ·uitc neu-
traliser ses unités , si elles suivent , avec les défenses de la base. 
L'embu cade 
L'embuscade ct une stratégie militaire élémentaire qu 'on peut aussi appliquer 
dans StarCraft . On va cacher des unités à un endroit stratégique pour piéger 
l'adversaire, en ut ilisant par exemple l'avantage conféré par un terrain favorable. 
On peut également profiter de l'effet de surprise ct tenter de perturber la micro-
gestion de l'ennemi pour le déjouer. Logiquement , le kiting peut aussi servir à 
mener les unité adverse dan une embuscade. 
Le dropping 
Dans la même veine que le sabotage, mais acccs iblc en milieu ct en fin de partie, 
le dropping reprend le concept de frappe , cette fo is en plein cœur d 'une base 
adverse. Cette technique nécessite la capacité de transporter des unités (qu'on 
doit acquérir en cours de partie) . L'idée est d'envoyer des unités directement 
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dans une base ennemie par voie aérienne, dans le but de causer un maximum de 
dommages en visant les points clés , comme les unités de récolte ct de construction, 
les bâtiments qui produisent des unités offensives, les défenses gênantes pour un 
assaut , etc. 
2.1.3 Challenges pour l'intelligence art ificielle 
En 2003, les premières recherches en intelligence art ificielle pour les RTS ont 
identifié les challenges suivants (Buro, 2003) 
La gestion des ressources ; 
La prise de décision sou incert itude ; 
Le raisonnement spatial ct temporel ; 
La collaboration (ent re pl usicurs IA) ; 
La modélisation de l'adversaire ct l'apprentissage; 
La planification en temps réel ct en situation d 'adversité . 
Alors que beaucoup de travail a été effectué pour relever certains de ces challenges , 
d 'aut res ont été moins explorés . De plus, de nouveaux challenges ont été identifiés 
plus récemment ct regroupés en six catégories principales par les auteurs d 'un 
article très complet sur le sujet (Ontai'i6n et al. , 2013). 
Le premier est la planification. Comme on l'a vu à la section 2.1.1 , la taille de 
l'espace d 'ét ats dans les RTS est beaucoup plus grande que pour les échecs ou le jeu 
de go. Ainsi, les approches standards de planification en situation d 'adversité ne 
sont pas applicables direct ement . La planification dans les jeux comme StarCraft 
peut être vue selon plusieurs niveaux d 'abstraction , mais il n 'exist e pas encore de 
techniques efficaces en pratique pour résoudre cc genre de problème. 
Le challenge suivant est l'apprentissage. On peut distinguer trois types de pro-
blèmes d 'apprentissage dans les RTS. L'apprentissage à partir des données dispo-
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nibles : la quest ion qui sc po. c est comment exploiter les données que constit uent 
les enregistrements de parties ou les informations à propos des car tes , pour ap-
prendre des stratégies à l'avance? Beaucoup de travail est effectué dans cette 
direction (Ontafi6n et al., 2013). De plus, on s' intéresse aussi à l'apprentissage 
en cours de jeu : comment les bots peuvent améliorer leur stratégie pendant la 
partie? La réponse est grâce à l'apprent issage par rcnfor cmcnt ou de la modélisa-
t ion de l'adversaire, mais le problème vient du fait que les RTS sont part iellement 
observables . Enfin , l'apprentis ·age entre parties : que peut-on apprendre pour aug-
menter les chances de victoire dans la partie suivante? Certains bots choisissent 
entre plusieurs stratégie , mais le problème reste non résolu. 
Un autre challenge réside dans l'incert itude. La planification en situation d 'in-
cert itude dans des domaines de la taille des RTS c t encore à cc jour un problème 
sans solutions applicables. Le jeu est partiellement observable ct un joueur ne 
peut pas prédire avec certit ude les actions de son adversaire. Pour cc genre d 'in-
certitude, l'lA, comme l'humain, ne peut que sc construire un modèle de cc que 
l'adversaire va probablement faire. 
L'exploitation des connaissances du domaine est aussi un challenge. Pour les 
échecs , le chercheurs ont exploité le larges connaissances existant sur le domaine. 
Pour les RTS , il est encore difficile de trouver comment les bots peuvent exploiter 
les nombreuses connaissances qui existent. Certains bots implémentent directe-
ment plu icurs stratégies ct choisissent laquelle appliquer en début de partie, mais 
apprcndr de façon automatique dcpui le données est toujours un problème ou-
vert . 
Un autre challenge s'art icule autour de la décomposition des tâches. À cau c de 
la complexité de j ux comme StarCraft , toutes les approches existant pour faire 
jouer des bots décomposent la partie en un ensemble de plus petits problèmes. 
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Avec cette décomposition , le challenge important sc situe dan la modélisation 
d'architectures qui permettent aux différentes techniques d'intelligence art ificie lle 
de communiquer ent re elles ct de travailler ensemble, de résoudre des conflits , etc. 
Enfin, le dernier challenge est le raisonnement spatial et temporel. Le raison-
nement temporel joue un rôle clé dans la raisonnement stratégique, par exemple 
pour attaquer ct sc replier au bon moment afin de prendre l'avantage. À un plus 
haut niveau stratégique, le joueur doit réfléchir à quand lancer des act ions aux 
effets ct à l' impact économique à long terme (améliorat ions , constructions, chan-
gements de stratégie, etc .). Quant au raisonnement spatial, on lui consacre la 
section 3. 1 pour l'étudier en détail. 
2.2 État de l'art de l'lA appliquée à StarCraft 
Les bots qui jouent à StarCraft doivent résoudre beaucoup de problèmes, dont ceux 
évoqués à la section 2.1.3. On constate que d 'une manière générale, ils semblent 
souvent adopter des approches ad hoc. Pour faciliter la lecture de cet état de 
l'art , on divise le travail existant dans le domaine en trois niveaux d'abstract ion : 
la stratégie (qui sc rapproche de la macro) , la tactique et la réaction (qui se 
rapproche de la micro) . La stratégie correspond au processus de prise de décision 
qui porte sur une longue durée (plusieurs minutes dans StarCraft). La réaction , 
au contraire, correspond aux décisions immédiates de bas niveau (de l'ordre de la 
seconde ou moins) . La tactique se trouve entre les deux. Aussi, les décisions straté-
giques prennent en compte la totalité de la part ie, alors que les décisions tactiques 
ct de réaction sont localisées ct affectent uniquement des groupes spécifiques d 'uni-
tés. En général, les décisions stratégiques condit ionnent les décisions tactiques , qui 
elles-mêmes condit ionnent les réactions. Cependant , l'effet inverse peut aussi se 
produire, puisque les informations recueillies lors de la réaction peuvent influencer 
la tact ique, qui peut entraîner un nouveau raisonnement stratégique. 
- - - ------- · -
40 
En suivant cette idée, on considère dans la stratégie tout cc qui est lié aux amélio-
rat ions, aux ouvertures ct à la composit ion d 'armées. C'est le niveau qui demande 
le plus de réflexion à un joueur , puisque cc dernier choisit sa strat égie (qui va dé-
fin ir son att itude dans la partie) en gardant l'aspect tactique en tête. On englobe 
tout cc qui est lié aux confrontat ions entre groupes d 'unités dans la tactique. Le 
raisonnement tact ique inclut le raisonnement spat ial ct temporel. Enfin , la réac-
t ion décrit comment le joueur ou l'IA cont rôle chaque unité individuellement pour 
maximiser son effi cacité en temps réel. La différence ent re la tactique ct la réact ion 
est que le raisonnement tact ique implique une planificat ion à l'avance, alors que 
la réaction correspond à un réfl exe face à un mouvement de l'adversaire. 
Par exemple, au tout début de la part ie, un joueur peut essayer d 'ut iliser une 
stratégie de rush (qui implique de produire rapidement une armée ct d 'attaquer 
aussi vite que possible), puis ut iliser une tact ique d 'encerclement lors de l'attaque. 
Pendant l'encerclement, il peut décider d 'ut iliser des techniques réactives pour 
effectuer des petites at taques suivies de repli , ct cc, de façon répétée avec des 
unités individuelles , pour tenter de maximiser leur efficacité ct ainsi perturber 
l'adversaire ( Ontaii.6n et al., 2013). 
2.2.1 Approches au niveau stratégie 
La prise de décision stratégique dans des environnements en temps réel est encore 
un problème ouvert. Dans le contexte des RTS , plusieurs techniques d 'intelligence 
art ificielle ont été mises à l'essai, comme les approches scriptécs (prédéfin ies) , les 
approches à base de planificat ion ou celles basées sur l'apprentissage machine. On 
s 'y intéresse dans cette section , qui résume les principales approches recensées par 
Ontafi6n ct ses collègues (Ontafi6n et al., 2013) . 
Les approches scrip técs ont été très utilisées dans les jeux issus de l'industrie. Les 
plus communes sont basées sur des machines à ét ats finis (FSM) , cc qui permet au 
~-------
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développeur d'é rire directement la stratégie que le bot va employer (Fu ct Hou-
lette, 2004) . L'idée derrière les FSM est de décomposer le comportement de l'lA 
en des états facile à gérer . On définit, par exemple, les état «attaquer », « récol-
ter des ressources» ct « réparer », ct on n'a plus qu 'à spécifier les conditions qui 
ent raînent les transit ions ent re eux. On t rouve également des jeux commercialisés 
qui incluent des machines à états composée de façon hiérarchique. Ces approches 
scriptécs ont connu un bon succès ct ont utilisées dans beaucoup de projets de 
recherche académiqu dans les RTS. Cependant , ces techniques peinent à délivrer 
des comportements adaptatifs et dynamiques ct sont facilement exploitables par 
les ad ver aire·. 
Deuxièmement , les approches qui utilisent des techniques de planification ont aussi 
été explorées dan la li ttérature. Elles offrent plus d 'adaptabili té stratégique que 
les méthodes criptécs. Cependant , les contraintes des RTS limitent les approches 
possibles. Seulement deux solutions ont été explorées pour le moment : les HTN 
(Hierarchical Task-Network) (Hoang et al., 2005) ct la planification basée sur les 
cas (CBP, pour Case-Based Planning) (Ontan6n et al. , 2008). /.[alheurcuscment , 
aucune de ces approches ne prend en considération les problèmes d temps ou 
d 'ordonnancement qui sont majeurs dans les RTS . Une exception notable est le 
t ravail de Churchill ct Buro, qui ont utilisé la panification pour un système de 
production d 'unités prenant en compte l économie ct les contraintes de temps des 
différentes actions (Churchill ct Buro, 2011). 
En cc qui concerne l'apprentissage machine, Weber ct Matcas ont proposé une 
approche de fouille de données pour de la prédiction de stratégie ct font de l'ap-
prentissage supervisé sur des enregistrements de parties de StarCraft (Weber ct 
Matcas , 2009). Dcrcszynski ct al. ut ilisent des modèles de Markov cachés (HMM, 
pour Hidden Markov Madel) pour apprendre les probabilités de t ransit ions de sé-
quences d 'ordre de construction ct gardent les plus probables pour produire des 
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modèles probabiliste de comportement (Dcrcszynski et al. , 2011 ). Synnacvc ct 
Bessière présentent un modèle bayésicn scmi-supcrvisé pour apprendre des en-
registrements ct prédire les ouvertures de parties (Synnacvc ct Bessière, 2011 a) . 
Ils proposent également un modèle d 'apprentissage bayésicn non supervisé pour 
la prédiction de l'arbre technologique d 'une part ie de StarCraft, en utilisant des 
part ies enregistrées (Synnacvc ct Bessière, 2011b) . 
Toujours dans la catégorie de l'apprentissage machine, beaucoup de chercheurs 
ont utilisé des approches de raisonnement basé sur les cas (CBR : Case-Based 
Reasoning) pour la pri c de décision stratégique (Aamodt ct P laza, 1994). Hsich 
ct Sun emploient un modèle de CBR avec des part ies enregistrées pour monter des 
séquences de construction de bâtiments (Hsich ct Sun , 2008) . À leur tour, Ccrticky 
ct al. ut ilisent du CBR pour con t ruirc leur armée en fonction de la compo ition 
de l'armée adverse, ct pointent l'importance d 'un bon scouting pour obtenir de 
bons résultats ( Ccrt icky ct Ccrt icky, 2013) . 
Enfin , on sait que StarCraft est un jeu partiellement observable, cc qui signifie 
que le joueur doit découvrir la carte de jeu ct peut uniquement voir les zones 
proches de ses unités . Les zones hors de on champ de vi ion ne donnent aucune 
information. C 'est une des raisons qui poussent les joueurs à faire du scouting. La 
taille de l'espace d 'états dans StarCraft empêche l'application directe de solutions 
à base de processus de décision de Markov part iellement observables (POMDP, 
pour P artially Observable Markov Decision Process) , ct peu d 'approches tentent 
de résoudre cc problème. Concernant le problème de l'information imparfaite, un 
travail notable c t c lui de Weber ct al. , qui u tiliscnt un modèle de part icules 
avec mise à jour linéaire de t rajectoire pour suivre le déplacement des unités de 
l'adversaire quand elles ne ont plus visibles (Weber et al., 2011a) . Ils produisent 
également des objectifs tact iques grâce à de la planification réactive ct à de l'au-
tonomie dirigée par les buts. 
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2.2.2 Approches au niveau tact ique 
Le raisonnement tact ique implique la prise en compte des différentes capacités des 
unités dans un groupe, de l'environnement ct de la posit ion des différents groupes 
d 'unités dans cet environnement , dans le but de gagner l'avantage militaire pen-
dant le combat. Par exemple, envoyer des unités rapides , invi ·iblcs ou volantes 
(unités coûteuses) en première ligne contre des unités lourdes est une mauvaise 
idée , car elles seront vite abattues . On divise cette section en deux parties , l'ana-
lyse de terrain ct la prise de décision. 
L'analyse de terrain apporte des informations structurées ct très importantes sur 
la carte à l'lA pour l' aider lors de la prise de déci ion. Cette analyse est souvent 
réali éc une seule fo is par carte en tout début de part ie ct est ensuite sauvegardée 
dans un fichier à part , pour pouvoir être réutilisée à chaque partie afin d 'économi-
ser du temps CPU en jeu. Pour StarCraft , Pcrkins applique une décomposit ion de 
Voronoï (avec élagage) pour détecter des régions ct goulots d 'étranglement per-
tinents sur les cartes. Cette technique est implémentée dans la librairie BWTA 
qu 'on étudie à la section 2.3.2 (Pcrkins, 2010) . 
D 'autre part , le walling est le fait de placer des bâtiments à l 'entrée de sa propre 
base afin de bloquer le chemin ct d 'empêcher l'ennemi de pénétrer à l'intérieur. 
Cette technique est souvent utilisée pour survivre aux agressions rapides ct per-
met de gagner du temps pour produire plus d 'unités . Ccrticky a reproduit cette 
technique en la transformant en un problème de satisfaction de contraintes ct 
en utilisant de la programmation déclarat ive (ASP : Answer Set Programming) 
(Ccrticky, 2013). 
Pour la prise de décision stratégique, de nombreuses approches ont été étudiées , 
comme l'apprentissage machine ou les techniques d 'exploration d 'arbres. Hladky 
ct Bulit ko ont testé des demi-modèles de Markov cachés (HSMM , pour Hidden 
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Semi-Markov Madel) ct des fil tres de particules pour le suivi d 'unités (Hladky ct 
Bulitko , 2008) . Bien que leur expérimentat ion soit faite sur des jeux de tir à la 
première personne (FPS , pour First-Person Shooter) , les résultats peuvent s'ap-
pliquer aux RTS également. Ils montrent que la précision des cartes d 'occupation 
(occupa ney map) est améliorée dans les HSMM en utilisant des modèles de dé-
placement (appris du comportement des joueurs) . Kabanza ct al. améliorent un 
système probabiliste de suivi des tâches de l'adversaire en encodant les stratégies 
en tant qu 'HTN, qu 'ils utilisent pour faire de la reconnaissance de plan ct trouver 
des opportunités tactiques (Kabanza et al. , 2010). Sharma ct al. combinent du 
CBR ct de l'apprentissage par renforcement pour permettre la réuti lisation de 
parties de plans tactiques (Sharma et al. , 2007). Une autre technique combine les 
informations du ravail de Pcrkins ct de la prise de décision tactique , en assignant 
des scores aux régions ct en cherchant des correspondances dans des enregi tre-
mcnts de parties de joueurs professionnels. Enfin , Miles ct Louis donnent l'idée de 
l'IMTrees, un arbre dans lequel chaque feuille est en fait une carte d 'influence ct 
chaque nœud intermédiaire est une opération de combinaison (addit ion , multipli-
cation) ( iles ct Louis , 2007). Ils ut ilisent ensuite des algorit hmes évolut ionnistes 
pour apprendre des IMTrccs pour chaque décision dans le jeu qui implique du 
raisonnement spatial, en combinant des cartes d'influence basiques. 
Les techniques de recherche dans un arbre de jeu ont aussi été explorées pour 
la prise de décision tactique. Churchill ct Buro présentent l'algorithme ABCD 
(Alpha- Beta Considering Durations), un algorithme d'exploration d 'arbres pour 
les bataille tactiques dans les RTS (Churchill et al. , 2012). D'autres emploient 
des techniques de Monte-Carlo pour faire de la planification d 'attaque. Pour que 
les techniques de recherche dans un arbre soient applicables à cc niveau , de fortes 
abstractions de l'état du jeu doivent être faites pour en réduire la complexité, de 
même que de ab tractions ou des simplifications de l'ensemble des act ions pos-
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siblcs. De plus, le scouting est aussi important pour la prise de décision tactique, 
que stratégique. Malgré tout , peu de travail a été effectué en cc sens. Enfin, il faut 
préciser que les approches de cette section , incluant les techniques de recherche 
d'arbre, font l'hypothèse d 'avoir de informations parfaites (Ontafi6n et al., 2013). 
2.2.3 Approches au niveau de la réaction 
Dans la catégorie de la réaction , on cherche à maximiser l'efficacité des unités , 
incluant le contrôle en simultané de plu icur unités de différents types, dans des 
batailles complexes ct sur des terrain hétérogènes. 
Les champs de potentiel ct les cartes d'influence sont les technique les plu utili-
sées pour la prise de décision réact ive. Quelques utilisations des champs de poten-
tiel incluent l'évitement d'obst acles, l'évitement des t irs de l'ennemi ou le fait de 
se maintenir hors de sa portée. Ils ont aussi été combinés avec l'algorithme de re-
cherche de chemin A* pour faire de l'évitement de piège. Hagclback ct Johansson 
présentent un bot multi-agcnt basé sur des champs de potentiel pour résoudre le 
problème du « brouillard de guerre» (Hagelback ct Johansson, 2008). Danielsick 
ct al. utilisent des cartes d 'influence pour créer des mouvements de groupe intel-
ligents, afin de prendre les ennemis à revers (Danielsick et al., 200 ) . tlalgré leur 
succès dans les RTS , un inconvénient des techniques à base de champs de potentiel 
est le grand nombre de paramètres qui doivent être aj ustés pour produire le com-
portement désiré. Des approches pour apprendre automatiquement ces paramètres 
ont été explorées, par exemple en utilisant de l'apprentissage par renforcement ou 
des SOM (self-organizing-maps) (Prcuss et al., 2010) . Il est important de noter 
que les champs de potentiel représentent une technique totalement réactive ; ils 
ne font aucune sorte d'anticipation. Par conséquent, ces techniques ont sensibles 
aux problèmes d'optimums locaux (Ontafi6n et al., 2013). 
Il y a également eu du t ravail du côté des techniques d'apprentissage machine 
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pour les problèmes de réaction. Un modèle bayésicn a été utilisé pour améliorer 
les résul tats des champs de potentiel , cc qui permet une intégration des objectifs 
tactiques directement dans la micro-gestion. De plus, Madeira ct al. ont aussi 
cs ·ayé de l'apprentissage par renforcement (RL, pour R einforcem ent Learning) 
pour faire de la micro-gestion décentralisée (Madeira et al. , 2006) . Ils conseillent 
l'utilisation de connaissances du domaine pour accélérer l'apprentissage, en raison 
de la taille de l'espace d 'états d'une partie de RTS. Cela requiert d 'exploiter 
la. structure existante du jeu dans un processus de décision de Markov partiel, 
accompagné d 'une heuristique. D'autres approches qui cherchent à apprendre un 
sous-modèle du jeu ont aussi été explorées. Par exemple, Ponscn fait l'essai de 
techniques d 'apprentissage par évolut ion, mais il rencontre le même problème de 
dimension (Ponscn , 2004) . L'opt imisation par évolu t ion en simulant des combats 
peut être adaptée à tout modèle de microma.na.gcmcnt , ct l'a. été dans un bot 
(Othman et al. , 2012). 
Enfin , des approches basées sur des recherches dans l'arbre de jeu ont été explo-
rée plus récemment pour la. micro. Churchill ct al. ont présenté une variante de 
l'algorithme alpha-bêta. capable de prendre en compte des actions simultanées ct 
avec une durée (Churchill et al. , 2012). D'autres recherches pour la. réaction ont 
lieu dans le domaine des sciences cognitives : Wintcrmunc ct a l. ont testé des 
modèles d 'attention identiques à l'humain pour le contrôle réact if (Wintcrmute 
et al. , 2007). Pour finir , même si la. recherche de chemin (pathfinding) n'ent re 
pas dans la. catégorie de la. réaction, on l'inclut dans cette section , puisqu 'elle sc 
déroule à très bas niveau ct ne fait pas partie non plus du raisonnement tac-
tique ou stratégique. L'algorithme le plus commun est A*, mai. il est coütcux en 
tcmp ct en mémoire, cc qui le rend difficilement satisfaisant dan le RTS. Des 
comportements considérant le mouvcm nt des unités en groupe plutôt qu 'en tant 
qu'individu , ommc le steering ou le fiocking (comportements de déplacement en 
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société d 'individus comme les essaims ou les nuées), peuvent être ut ilisés comme 
surcouchc du ystèmc de calcul de chemin de base du jeu (Ontaii6n et al. , 2013) . 
2.3 Communauté d 'lA pour StarCraft 
Une importante communauté de chercheurs s 'est réunie autour de la recherche 
en intelligence artificielle dans StarCraft. Ces étudiants ct chercheurs de tous les 
continents sc sont regroupés ct contribuent chacun de façon active à la création 
commune de contenu. Disposant de groupes de discussion ct de forums , les contri-
butcurs développent leurs bots , proposent des tutoriels et des problématiques ct 
rédigent des art icles scientifiques sur le sujet . Actuellement , on rcccn c plus de 60 
bots différents ct plus de 70 articles ont été publiés , sans compter les mémoires 
de maîtrise ct les t hèses de doctorat (Uriartc, 2016). 
En effet , cette communauté est reconnue au sein de la recherche ct participe à des 
conférences renommées, dont la conférence IEEE CIG (Conference on Computa-
tional Intelligence and Cames) ct la conférence AIIDE (Conference on Artificial 
Intelligence and Interactive Digital Entertainment) organisée par l'AAAI (Asso-
ciation for the Advancement of Artificial Intelligence). 
De plus, tout au long de l'année ct durant des compétitions organisées lors des 
conférences, les développeurs font s'affronter leurs bots dans des part ies ct des 
tournois. Certaines compétitions comme celles de CIG ou de l'AIIDE offrent par-
fois des récompenses ct des prix aux meilleurs ct permettent aux chercheurs de 
tester les capacités de leurs IA. Il existe aussi un tournoi permanent nommé SS-
CAIT 1 (Student StarCraft A I Tournament) qui permet à tous de participer ct 
même de regarder en ligne ct en direct les rencontres, ct propose un classement 
ct des statistiques. 
1. http ://sscaitournament .com 
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2.3. 1 Interface de programmation 
Depuis la sortie de la première version de l' interface de programmation BWAPI 
(BroodWar Application Programming Interfa ce) (Hcincrmann , 2009) , il est devenu 
possible de contrôler StarCraft avec des programmes développés en C++. BWAPI 
est un framcwork gratuit ct en code ouvert (open source) créé spécialement pour 
permettre aux étudiants, chercheurs, a insi qu'à toute autre personne intéressée de 
développer des bots qui jouent au jeu . Actuellement disponible en version 4.1.2 
(sortie en juillet 2015) , elle offre la. possibilité de développer des bots en J ava., C# 
ct Python en plus du C++, qui reste le langage le plus utilisé. 
BWAPI est ut ilisée par tous ct ne révèle que les éléments de l'espace d 'états du 
jeu visibles par défaut aux programmes d 'intelligence art ificielle, cc qui signifie 
qu 'un bot aura exactement les mêmes informations que peut obtenir un joueur 
humain. Les informations des unités dans le « brouillard de guerre » sont rendues 
inaccessibles , ce qui permet aux développeurs d 'écrire des bots qui doivent planifier 
ct opérer dans des condit ions à information partielle tout en jouant de façon loyale, 
sans t richer. 
De plus, l'interface désactive également les ent rées utilisateur par défaut , cc qui 
permet d 'assurer que personne ne prenne le cont rôle ct n 'interagisse avec le jeu en 
complément d 'un bot en cours de partie. Ces paramètres par défaut peuvent être 
changés pour des raisons de fl exibilité lors du développement, mais sont forcés lors 
de tournois ct compétitions. Notons également que l'interface de programmation 
(API) permet de dcbuggcr les bots ; cette fonctionnalité sc révèle très utile, même 
si elle ralentit beaucoup le jeu. Enfin , il est important de préciser que BWAPI 
n'est pas une interface de programmation officielle ct proposée par l'éditeur du 
jeu, Blizzard Entcrta.inmcnt . Elle est proposée par une partie t ierce. D'un point 
de vue légal, l'interface viole certaines conditions du contrat de licence de l'utili-
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, a tcur final (CLUF) du jeu StarCraft, mais cette situation est tolérée par Blizzard 
Entcrtainmcnt (Hcincrmann , 2009). 
Composée de nombreuses classes ct interfaces , l'API permet de cont rôler les uni-
tés de façon individuelle ct de lire tous les aspects pert inents de l'état du jeu. 
Elle donne au si la possibilité d 'analy cr de nrcgi t rcmcnts de part ies image par 
image ct d 'extraire d 'aut res informations ut iles , comme les tendances générales , les 
ouvert ures , les build- orders ct les stratégie courantes . Grâce à elle, on peut égale-
ment obtenir les informations complètes sur les types d 'unités, les améliorations, 
les technologies ct les armes, etc . Par exemple, on peut citer parmi les plus ut ilisées 
les interfaces Game, Playerlnterface ct Unitlnterface. Game est le premier moyen 
d 'obtenir des informations générales sur la partie (nom de la carte , temps de jeu , 
nombre de joueurs, scores, etc.). Playerlnterfa ce représente un joueur unique de 
la partie ct fournit l'accès à toutes sc données (son nom, sa race, son nombre de 
res ourccs, etc.) . Finalement , Unitlnterface de ccnd à un niveau plus bas et offre 
le cont rôle ct l'accès à une unité de façon individuelle (nombre de points de vie, 
ident ifiant, act ion en cours, etc.). 
Pour permettre cc niveau d'accès ct de contrôle avec le jeu, BWAPI s' injecte dans 
StarCraft ct lit la mémoire du jeu comme si elle ét ait la sienne. Elle modifie éga-
lement quelques paramètres de la logique compilée de l'application pour faciliter 
l'échange entrée/sortie de données entre le deux parties . En effet , on récupère 
l'adresse des espaces mémoire du jeu ct on les convert it grâce à une autre API de 
Windows pour modifier les permissions d 'accè à la mémoire du jeu. Ensuite, on 
modifie quelques octets pour que les appels dirigent en réalité vers des fonctions de 
BWAPI. Par exemple, au lieu de « call starcraft_ 405678 », l'appel devient « call 
bwapi_ onFramc » pour appeler la méthode onframe de BWAPI. Au retour de la 
fonction, le flux retourne à l'exécution normale de StarCraft de façon invisible et 
transparente pour le jeu. 
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2.3.2 Analyse de la carte 
Développé par Pcrkins (Perkins, 2010), l'outil BWTA (BroodWar Termin Ana-
lyzer ) est un complément à BWAPI ut ilisé par tous les développeurs en intel-
ligence artificielle pour StarCraft. BWTA fourni t des fonctionnalités d 'analyse 
de terrain sur les cartes du jeu, incluant le calcul des régions basé sur la. fusion 
de diagrammes de Voronoï ct la. détection de goulots d 'étranglement. Un dia-
gramme de Voronoï est un découpage du plan (pavage) en cellules à partir d 'un 
ensemble discret de points appelés « germes ». Chaque cellule renferme un seul 
germe, elle forme l'ensemble des points du plan qui sont plus proches de cc germe 
que de tous les autres germes . La cellule représente en quelque sorte la. « zone d 'in-
fluence» du germe (Wikipédia.) . Disponible en tant que proj et open source, BWTA 
(https : 11 code. google . corn/ ar chi ve/p/bwta/ ) a. été repris ct est maintenu par 
Uria.rtc. Aujourd'hui , c'est cette version BVvTA2 qui est ut ilisée communément 
(https://bitbucket .org/auriarte/bwta2/wiki/Home). 
L'algorithme d 'analyse passe par une séqu nec de huit étapes : 
1. Reconnaissance de obsta.cl sou forme de polygone 
2. Calcul du diagramme de Voronoï ; 
3. Élagage du diagramme de Voronoï ; 
4. Identification des régions sous forme de nœuds ; 
5. Ident ification des goulot d 'étranglement sou · forme de nœud 
6. Fusion de régions adjacentes; 
7. Validation des goulots d 'étranglement 
8. Validation des polygones des région . 
Pour la. description de chaque étape, on illustre le résultat à part ir d'une carte de 
Sta.rCra.ft (figure 2.2) . 
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Figure 2 .2 La carte Byzantium de StarCraft. 
1. Reconnaissance des obstacles sous forme de polygones 
Premièrement , l'algorithme convertit le tableau à deux dimensions de la carte 
en une représentation géométrique des obstacles. Ce procédé s'appelle la vecto-
risation: dans notre cas , les pixels sout des valeurs binaires (traversable ou non 
traversable) . Tout d 'abord , on applique un remplissage par diffusion (flood-fill) sm 
la carte pour déterminer les composants connectés. Ensuite , l'algorithme trace le 
contour de chaque composant connecté pour construire une bordure de polygone. 
Troisièmement , les polygones de composants traversables qui sont inclus d:=tns des 
polygones de composants non traversables sont représentés comme des t rous clans 
ces polygones, pour que chaque obstacle sur la cmte soit représenté comme un 
polygone avec zéro ou plusieurs trous. Les obsta les qui sont plu petits qu 'un 
certain seuil ne sont pas conservés. Enfin , tous les obstacles sont simplifiés pour 
réduire le nombre de sommets de chaque polygone. 
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A B c 
Figure 2.3 Les étapes 1 à 4. (A) Calcul du diagramme de Voronoï: (B) Élagage 
cl u diagramme le Voronoï ; ( C) Identification clet; région.· t;ous forme de nœuds. 
Somcc : (Pcrkins, 2010). 
2. Calcul elu diagramme de Voronoï 
Lors cl cette étape, on calcule le diagramme de Voronoï A partir des arêtes des 
polygones des obstacles . Le calcul est réalisé avec une implémentati on de cal-
cul de graphe de Delaunay (2D Segment D elaunay Graph) de la librairie GCAL 
( Computational Geometry Algorithrns L'l:bmry) . 
3. Élagage du diagramme de Voronoï 
La t roisième étape p rmct de retrancher les portions inutiles du diagramme de 
Voronoï . On commence pa r calculer pour chaque sommet du graphe la distance 
(radius) entre cc sommet ct l'obstacle le plus proche ou la bordure de la carte. 
Ensuite, l'a lgori t hme itère sur chaque point de terminaison du graphe, ct si le 
radius du sommet est plus petit que celui de son parent dans le graphe, le sommet 
ct l'arête adj ac nte sont supprimés. La suppression de l'arête peut transformer le 
sommet adj acent en point de terminaison du graphe : ainsi le procédé est répété 
jusqu 'à cc qu 'aucun autre sommet ou arête ne puisse être supprimé. Cela résulte 
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en un graphe dont les points de terminaison restants ont un radius plus grand que 
leurs parents . Enfin , l 'algorithme supprime les sommets isolés dont le radius est 
plus petit qu 'un certain seuil. Cette étape réduit de beaucoup la complexité du 
diagramme de Voronoï, tout en rcpré entant fidèlement la structure de la carte. 
4. Ident ification des régions sous forme de nœuds 
Quatrièmement , on commence le processus de partitionnement de la carte en ré-
gions. Pour cela on marque tous les nœuds de degré autre que 2 comme nœuds ré-
gion , parce qu 'ils représentent des zones importantes dans la structure de la carte, 
comme des intersection , des point d terminaison et des composants isolés. Les 
nœuds de degré 2 sont marqués comme nœuds région seulement s'ils représentent 
un maximum local ct ont un certain radius. Un nœud A est un maximum local 
si, pour tout autre nœud B dans le radius de A , le radius de B est plus petit que 
celui de A. Dans la figure 2.3 (C) , les nœuds région sont illustr ' par les points 
noirs. 
Figure 2 .4 Les étapes 5 à 8. (A) Identification des goulots d'étranglement sous 
forme de nœuds ; (B) Fusion de région adjacentes; (C) Résultat final. Source : 
(Pcrkins , 2010). 
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5. Identification des goulots d'étranglement sous forme de nœuds 
Comme tous les sommets de degré différent de 2 sont maintenant des nœuds 
région, tous les sommets non marqués doivent avoir un degré de 2 ct être situés le 
long d 'un certain chemin qui relie deux nœuds région. Ainsi, la cinquième étape 
suit chaque chemin , trouve le sommet avec le plus petit radius, le marque en tant 
que goulot d 'étranglement ct le lie à la paire de nœuds région qu 'il connecte. Il est 
possible qu 'un sommet soit à la fois nœud région ct goulot d 'étranglement. Dans 
la figure 2.4(A) les goulots d 'étranglement sont illustrés par les triangles noirs. 
6. Fusion de régions adjacentes 
Si l'algorit hme passait directement de l'étape 5 à 7, on partitionnerait la carte en 
un nombre plus important de régions que nécessaire ct on placerait des goulots 
d 'étranglement aux mauvais endroits. De cc fait , l'étape 6 fusionne des régions 
adjacentes ct supprime des goulots non pertinents. Deux régions adj acentes sont 
fusionnées si une des condit ions suivantes est vérifiée . Tout d 'abord, si le radius 
du goulot qui les lie est plus grand que 90% du radius du nœud région le plus 
petit des deux, ou plus grand que 5% du radius du plus grand nœud région . La 
deuxième condition s'applique spécifiquement dans le cas où une des régions a 
exactement deux goulots d 'étranglement. Pour une région avec deux goulots , elle 
est fusionnée avec la région adjacente qui est connectée au plus grand des deux 
goulots seulement si le radiu du goulot le plus grand est plus grand que 70% du 
radius de la région originale. Dans la figure 2.4(B) , le diagramme de Voronoï est 
remplacé par des segments pour lier les nœuds région aux goulots. 
7. Validation des goulots d 'étranglement 
Une fois que les nœuds région ct nœuds goulots sont ident ifiés , il faut calculer la 
forme exacte du polygone de chaque région ct les deux côtés des goulots d 'étran-
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glcmcnt. Pour réali. ·er cet te étape, 1 'a lgorithme itère sur chaque goulo t ct regarde 
l'ensemble des point · le· plus proches sur les polygone· de · obstacles voisins. L'im-
plémenta t ion du calcul de graphe de Delaunay (voir étape 2) facili tc cette étape 
en trouvant les paires de segments d"obstacles qui défin issent chaque arête dans le 
diagramme de Voronoï. ne fo is que les deux points termina ux sont trouvés, un 
segment qui les connecte e.t ajouté. 
8. Validation des polygones des régions 
Finalem nt , aprè.· avoir identifié les goulots d 'étranglement , chaqu nœud région 
est dans une face unique dans l 'arrangement des obstacles et goulots. L'algorithme 
cherche donc la face corre. ·pondantc pour chaque nœud région ct itère sur les arêtes 
pour d 'terminer la bordure elu polygone de la région. Le résultat final e.t montré 
à la figure 2.4(C) , où chaque polygone blanc est une région et où le ' li rrnes noires 
entre deux régions adjacentes rcpré ·entent les goulot. · cl 'étranglement. 
Ain.'i, BVlTA2 offr r acc's aux régions et goulots d 'étranglement cl la même 
façon que le fait BWAPI par le moyen de ses interfaces. B\iVTA2 appor te aussi une 
classe Bas Location, qui fo urni t des informat ions supplémentaires sur 1 · po.' it ions 
potentielles pour des bases ct des fonctions util itaires (calcul de distance· , calcul de 
chemin , etc.). Au final, on p ut afficher certaine.' de ces informations visuellement 
dans le j u (figure 2.5). 
2.3.3 UAlbcrtaBot : ét ude d 'un bot 
UAlbertaBot est un bot pour StarCraft développé A l'uni versité d 'Alberta par 
David Churchill (Churchill. 20 16) . Le bot s"cs t régulièrement di.tingué aux com-
pétitions internationales maj eures cl ïntelligen e artificielle clans StarCraft . Il s ·est 
entre aut res classé au premier rang lors de la compétit ion de l'AIIDE 2013. Le 
design et le · objectif · du proj et ont évolué au fi l du temps en un système robuste 
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F igure 2.5 Exemple d 'affichage gràce à BWTA. Les contours vert.· d ' partagent 
les régions des zones non traversables, la ligne rouge démarque un goulot cl 'étran-
glement , les cercles bleu cyan indiquent les ressources ct le rectangle bleu une 
position possible pour une base. (https: 1 /code .google. com/archive/p/bwta/ ) 
ct moclnlcire capable de jouer les trois races du jeu. UAlbertaBot est disponible 
cu code ouvert. Son concepteur encourage la communauté à s'en servir comme 
bas<> pour leurs propres travaux. En fait. cc l ot a servi de base à de nombreux 
bot · t rè · p rformants (dont L taBot. qui a gagné les ompétitions SSCAIT 2014 
ct 2015) . De plns. le bot est également utilisé comme outil éducat if cl an. le cadre 
cl' uu com s donné à l'tmivcrsit é d'Alberta ( CMPUT350 Advanced Gam . and A l 
Pmgmmming couT e) . Il sera 1 r ' scnté plus en détail an chapitre 3, car on a 'ga-
Iement utilisé cc bot dans le adr elu présent mémoire. 
UAlbert aBot est écrit en ++ ct utilise B\ API. Il a été pensé avec un design 
hiérarchique ct modulaire similai re à une .-tructurc de commandement mili taire. 
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Cette architecture est bénéfique pour plusieurs raisons. Le nom des classes est 
intuit if, cc qui facilite l'interprétation , par exemple la lasse ProductionManager 
prend en charge toutes les tâches liées à la production de bâtiments ct d 'unités . 
Le design modulaire permet de fair des modifications ct des mise· à jour rapide-
ment ct facilement . La structure ct la communication vert icales entre les entités 
réduisent la complexité ct le duplications de codes. Les informations au sein des 
classes sont basée sur le principe « doit-savoir ». Par exemple, seule la classe 
WorkerManager sait quelles unit és ont a ignées à quelles tâches. La hiérarchie 
des classe est présentée à la figure 2.6. 
Figure 2.6 Hiérarchie des clas cs de AlbcrtaBot. Contrairement à un dia-
gramme UML, ici, une flèche indique une relation de rcspon abilité (Source : 
(Churchill, 2016)). 
Il y a quelques cas de communication globale au sein du bot ; ils sont implémentés 
via des classes singleton (patron de conception). Les tâches coûteuses en calculs, 
comme la recherche de chemin, ont faites dans ces classes ct les résultats sont 
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disponibles globalement . Il y a quatre classes de cc genre. La classe Information-
Manager calcule ct contient des informations importantes à propos des unités (par 
exemple le nombre de pertes de l'adversaire). MapTools fait du calcul de chemin 
avec distances au sol ct met en cache les résultats pour une ut ilisation ultérieure. 
MapGrid fait de· calculs de voisins les plus proches ct contient des informations 
relat ives à la carte (sous forme de grille), comme la dernière fois qu 'une zone de la 
carte a été visitée. StrategyManager prend des décisions à propos des build-orders, 
du moment auquel s'étendre sur la carte, ct d 'autres poli t iques de jeu. 
Au démarrage d 'une partie, le code commence par lire un fichier de configurat ion 
qui définit quelques paramètres ct permet des changements de configurat ion ra-
pides sans modifier le code. Après le démarrage du bot, BVvAPI interagit avec 
StarCraft ct appelle a fonction OnFrame() après chaque image du jeu. Cette 
fonct ion peut être vue comme une boucle standard dans laquelle toute la logique 
d ' AlbcrtaBot est exécutée. La méthode OnFrame() d 'UAlbcrtaBot appelle Ga-
meCommander. update(). Le « travailleur » est l'unité de base du jeu, qui permet 
de récolter des ressources ct construire de bâtiments. Le flux logique complet est 
détaillé à la figure 2. 7. 
AlbertaBot contient un mélange de système. dynamiques d 'intelligence artifi-
cielle et de règles de prise de décision prédéfinies ( scriptécs). Pour allouer des t ra-
vailleurs à la collecte de ressources, le système utilise des règles prédéfinies basées 
sur des connaissances expertes acquises de joueurs professionnels de StarCraft. Le 
micromanagcmcnt est également basé sur des politiques prédéfinies pour chaque 
type d 'unités (les combattants de base suivent des règles différentes de celles des 
véhicules de combat ct de t ransport , etc.). De plus, un algorit hme de remplissage 
par diffusion est employé pour calculer les plus courts chemins au sol vers une cer-
taine position de la carte . Ces résultats sont ensuite conservé pour réut ilisation 
ultérieure (ct ne pas avoir à les recalculer) (Churchill , 2016). 
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Pour tous les combats, UAlbcrtaBot simule au préalable la bataille grâce à Spar-
Craft , un sy tèmc de simulat ion de combat du même auteur (Ch 1rchill et al. , 
2012). Si la prédiction du système est po ·itivc, l'lA engage le combat , sinon l'ordre 
de repli c t donné . SparCraft inclut plusieurs algorithmes développés pour le com-
bat dans les jeux de stratégie en temps réel. ne version modifiée de l'algorithme 
alpha-bêta qui prend en compte les durée (voir ABCD dans la section 2.2 .2) , 
un algorithme UCT (méthodes de Monte-Carlo) modifié pour être utilisé avec les 
RTS ct une technique de recherche gloutonne qui est plus performante que les 
deux précédentes lors de larges affrontements, mai moins efficace pour les petits 
combats (Churchill ct Buro, 2013). 
Enfin , tous les build-orders du bot sont planifiés par un sy tèmc de planification 
de build-ordeT basé sur une recherche par heuristique, nommé BOSS (Build Or-
der Search System). Les objectifs pour la construction de bâtiments ct d'unités 
sont donnés par StrategyManager au ProductionManager, qui utilise ensuite BOSS 
pour générer dynamiquement des build-orders quasi optimaux comparables à des 
joueurs profc ionncls de StarCraft . BOSS utilise un algorithme de séparation 
ct évaluation avec parcours en profondeur pour la recherche (Churchill ct Buro, 
2011). 
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Ga meCommander.update() 
WorkerMa nager.upda te() 
Ré-as igner les t ravai lleurs à de nouveaux minera is si les a nciens sont terminés 
Envoyer des travai lleurs inactifs récolter des minera is 
Allouer des trava illeurs jusqu 'à 3 pa r ra ffin erie 
Déplace r les travailleurs vers la pos it ion de construct ion si nécessa ire 
Prod uction lVIa nager. upda.te() 
Si un événement act ionne un nouveau build- order 
Vider le build- order coura nt 
Obtenir un nouvea u build-order de 'iraiegyManager 
Enregist rer le nouveau build-o1·der de SiarCraftBuildOrderSearch 
Produire l'élément à la plus ha ute priorité dan le build-oTdeT si possi ble 
Si l'élément à produire est un bâ timent , ajoute r la tâche a u BuildingManager 
Bu i Id ingManager. update() 
Vérifier si les travailleurs ass ignés à un bâ time nt sont morts avant d 'avoir fini 
Trouver un position pour le bâtiment en chercha nt en pirale depuis la position désirée 
Assigner les travai lleurs a ux bâtiments non ass ignés et le ma rquer comme pla nifi és 
Pour chaque bâtiment planifié, dire a u t rava illeur assigné de le construire 
Sui vre en conti nu le statut des bâtiments en const ruct ion 
i on est Terran et que Je travail leur est mort en construi sa nt , en assigner un a ut re 
Si un bâtiment se termine, supprimer la tâche et ma rquer le t ravailleur inactif 
CombatComma nder .update() 
Envoyer un t ravai lleu r fai re du scouiing si c 'e t le bon moment 
Si des ennemis sont près de notre ba e, y ass ig ner un grou pe de défen e 
Si d 'autres unités sont disponibles pou r attaq uer, attaquer comme suit : 
Si une base ennemie est visible, l'attaquer 
inon, si on voit des ennemis, les attaquer 
Sinon , i on cannait la pos ition d 'un bâtiment ennemi , l'attaquer 
Sinon, explorer la région de la carte vue la moins récemment 
Squads. update() 
Si la force de défense a tué les ennemis, ajouter les défenseurs a u groupe d 'attaque 
Fai re une simulation de combat avec Spa rCraft pour le groupe d 'attaque 
Si la simulation prédit la victoire, conti nuer d 'attaquer 
Si !·attaque continue, appeler la sous-clas e MicroManager pour chaque unité 
Si la simu lation prédit la défaite , se replier vers la base 
i le groupe ne contient pas d 'unité, le supprimer 
ScoutManager.update() 
Si la posit,ion de la base ennemie est connue , y a ller et conti nuer d'observer 
Si le scout n'est pas attaqué, attaquer Je travai lleur le plu proche, sinon e replier 
Si on ne peut pas voir la base ennemie, explore r l'emplacement possible de base le plus proche 
1 n formation Manager.update() 
Si une un ité ennemie est visible, enregist rer sa dernï re po ition connue 
Si une uni té ennemie meurt , ajouter la perte en ressource a u total perdu 
Figure 2.7 Flux logique complet d 'UAlbertaBot (Churchill , 2016). 
CHAPITRE III 
E IPLOI DU RAISO NNEJ\ IENT SPATIAL DANS LE JEU STARCRAFT 
Dans ce chapi t re, on s'intéress de plu · près à un des cha llenges identifiés par la 
communauté de recherche en IA pour StarCraft , soit le raisonnement spatial. Le 
raisonnement spatial on.'istc à prendre connaissan ·c de chaque aspect de l'envi-
ronnement ou du terrain afin cl pouvoir l'exploiter pour prendre des décisions. 
Dans StarCraft, il est lié à chaque aspect de l'exploitation du terrain , comme le 
choix stratégique de l'emplacement des bâtiments. le placement des uni tés pour 
les batailles , la prédiction de la p osition cl· un ennemi basée sur peu cl ' informations, 
etc. Le raisonnement spatial mène aussi à choisir des emplacements où faire du 
scov,ting ct explorer , des endroits pour attaquer ou encore pour placer des t roupes , 
ainsi qu 'à fa ire de la planification cl chemin. Il permet d 'id nt ifier les impasses 
ct les goulots cl 'étranglcm nt. les points stratégiques ct les zones dangereuses , de 
gérer l'aménagement de la base . etc. 
Dans le pages qui suivent , on commence par faire l'état de 1 'art du raisonnement 
spati al appliqué à StarCraft (section 3.1 ), clans lequel on observe des approche · de 
différents niveaux et où on constate des limites . Ensui te, on propose une nouvelle 
direction pour la recherche dans l domaine. en présentant la motivat ion ct les 
objectifs de cc mémoire (section 3.2) . 
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3.1 État de l'art du raisonnement spat ial appliqué à StarCraft 
Dans la li ttérature, on emploie aussi les termes « analyse spatiale » ou « analyse 
de terrain » pour désigner le ra.isonn m nt spatial, même si l'analyse de t rrain en 
est davantage une compo ·ante (récupérat ion des informations) qu 'un équivalent 
(récupérat ion ct ut ilisation des informations). Cependant, on comprend que cc 
concept est un élément central et st à la base d 'une intelligence artifi ciell r buste. 
En effet . le raisonnement spatial est lié à la représentation des connaissances. Or. 
une bonne représentation des connaissances combinée à !"accès à un maximum 
d1nformation.· permet ensuite un meilleur trava il de raisonnement par rapport au 
contexte. 
F igure 3 .1 La percept ion d 'un bot de StarCraft inclut la position de ses uni tés 
(en vert) . des estimations dr position drs r nnemis (en bleu). les régions (ru gris). 
les goulots cl 'étranglement ' (entourés en orange). La position réelle des rnnemis 
(en rouge) n 'est pas visible par le bot. Source: (Weber et al. . 2011b) . 
Beaucoup d 'approches préscntrs dans la li ttératnrr sr concrnt rrnt sur Ir position-
ncmcnt des Ullités (formations, micromanagcmcnt) . D·autrcs tentent de reproduire 
----------------- --- -----·--- -----------------------------
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des comportements observés chez les humains (loi ting, walling). Dans les 1 ots dé-
veloppés avec BWAPI , l'analyse de terrain est faite par un module développé par 
Perkin. ·, qui utilise de.· diagrammes de Voronoï p ur identifier des régions et des 
goulots d 'étranglement (vu à la section 2.3 .2) . Tel qu 'ob.-ervé à la section 2.2, on 
peut constater que la recherche en raisonnement spatial dans StarCraft se fait à 
plusicur.- niveaux d 'approches : une approche tactiqzLe, qui représente le mi croma-
nagemcnt ct englobe les décisions à court terme, comme le placement des unités 
pour les batailles ou la recherche de chemin , ct une approche plus stratégique, le 
macromanagement , pour des décisions à plus long terme. co1m11e le placement des 
bâtim nts ct l'aménagement de la ba. c. ainsi que la gestion de l'économie. 
3. 1.1 Approche tactique : le micromanagemcnt 
Dans leur article Pattern Fonnation Based on Potential Field in Real- T1:me Stra-
tegy Gam (Cheng-Yu Chen et Ting, 2012) . les auteurs proposent de générer des 
modèle.- de formation de combat pour des groupe · d 'unités en sc ba. ·ant sur des 
champs de potent iel. Lem méthode contrôle le mouvement des uni tés ct ajuste 
leur formation en con. ·idérant le nombre ct le ty) c cl 'ennemis. De façon plus spé-
cifique, une fois un enn mi détecté. l 'objectif est de synchroniser le déplacement 
des unités individuelles pour encercler l'adversaire, comme à la figure 3.2. 
En 2011 , Gonzalez et Garrido présentent une méthode pour contrôler les uni tés , 
ba éc sur une intelligence distribuée dans le but cl 'obtenir de meilleures perfor-
mances que l'intelligence artificielle de base elu jeu (figure 3.3). Cett méthode 
propo ·c de former le unités de façon à cc qu 'elles puissent atteindre une bonne po-
sition pour attaquer un groupe d'ennemis du même type. Leurs résul tats montrent 
qu 'il est possible cl ' implémenter une telle technique ct d'obtenir une meilleure per-
formance que l'algorithme glouton de l'lA de base de StarCraft . De plus , la nature 
de la technique la rend extensible, décentralisée ct robuste. 
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Figure 3.2 Placement des unités pour encercler 1 'ad ver. ·aire pendant le combat 
avec des champs de potentiel. Source : (Cheng-Yu Chen ct Ting, 201 2). 
!!··· 
··-=· 
) 
Figure 3.3 Placement des unités pour le combat avec les comportements de type 
essa im. Source : ( Gonzalcz ct Garrido, 2011 ). 
D'aut re part, les <-L.c;pccts haut m nt dynamiques ct le d ' roulement en temps réel 
des RTS font de la planification de chemin , élément crucial pour le déplac ment 
des uni tés, une tâche difficile pour les bots. Habituellem nt . ce probl' m st traité 
avec des a lgorithmes comme A*, qui sans adaptations ne fonctionnent pas opt i-
malcm nt clans des environnements clynamiqucs. Ainsi. une combinaison de l' algo-
rithmc A* avec des champs cl c potentiel a été étu li ée pom mieux gérer les aspects 
dynamiques de StarCraft. . Elle affiche des résul tats plus in t.ér ssants qu 'av c une 
utilisation de A* uniquement (figure 3.4) . 
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Figure 3 .4 Le champ de potentiel pour une unité (point vert) dans un état de 
retraite stra tégique face à un ennemi (point rouge) . la zone rouge est répulsive. 
Sourc : (Hagclback, 2012). 
De plu.' , cl s chercheurs le l'université du evada (Siming Liu ct icolc. ·cu, 
201 3) ont comparé des algori thmes génétiques avec des algorit hmes cl ' scaladc 
(hill-climbing) pour le micromanagement. Ils utilis nt des carte d 'influence pour 
générer le posit ionnement en groupe des uni tés et des champs de potent iel pour 
guider leur déplacement (figure 3.5) . Les comportements obtenus avec un algo-
ri thme g' nétique et deux techniques de hill- climbing so11t ensui te testés contre 
l' intelligence art ificielle de base elu jeu . Leur · ré ·ul tats indiquent que les algo-
rithmes de hill-chmbing apportent rapidement des comportements de qualité de 
50% à 70% du temps, alors que les algorithmes génétiques produisen t des om-
portcmcnts de qualité plus de 70 7b elu temps, mais ·ont beaucoup plus lents . 
Enfin , on peut noter que de nombreuses aut res t chniques ont été étudiée · pour 
le micromanagment dans StarCraft , comme des algori t hme.' 1CT S, pour déter-
miner des séquences cl 'actions opt imales pour des uni tés en combat, ou des algo-
ri thmes génétique. pour obtenir des formations tactiques émergentes. En plus des 
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algorit hmes génét iques et hûl-clirnbers cités pom le posit ionnement ct le léplacc-
mcnt des unités, d 'antres chercheurs ont aussi testé des algori thmes génét iques à 
cas informés pour le même problème. Deux art icle , importants dans le domaine 
recensent ces tnwaux ainsi que d 'autres pour le micromanagment. à base de tech-
niques de IVIontc-Carlo ou de réseaux de neurones (Ontaii.6n et al., 2013; Robert-
son ct \t\Tatson , 2014). 
F igure 3.5 Une carte d 'infi 1enc implémentée clans StarCraft pour le posit ion-
nement ct déplacement des uni tés. Source : (S iming Lin C't Nicolcscu , 2013). 
3. 1.2 Approche strRtégiqne : le macromanagcmcnt 
Dans leur art i l A Partiel Mod l for Stat Estimation in Real- Tirn Stmtegy 
Carnes (Weber et al. , 2011a) , les a uteurs explorent une a.pproche Rvcc modèle 
de particules pour tenter de prédire la position des em1emis dans Star raft. en sc 
basant sur leur trajectoire ct les goulots cl 'étranglement pr chcs an moment où ils 
ont été aperçus. Ils ut ilisent une particule unique pour chaque unité plutôt qu'un 
nuage de particul s. par ·e qu ïl n ' ·t pas possible de clifférenci r cl ux unit ' s du 
même type. et donc qu 'il aurait été difficile de mettre à jour 1 nuage cle particules 
dans les cas où des unités sont pcrdncs (hors du champ de vision) puis retrouvées. 
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P ur contourner le problème de différence entre les types d 'unit ' s. ce. chercheurs 
les divisent en classe. ct apprennent un modèle de déplacement pour chacune 
à partir cl ' nregistremcnts de joueurs professionnels sur une variét é de cartes de 
StarCraft. Cette technique est implémentée dans leur bot (EISBot ), ce qui leur 
permet de prédire la position le· ennemis après les avoir vus ct de lever des 
conditions qui déclenchent des comportements tactiques au sein du bot. D·après 
les résultats, cc système a permis d 'augmenter les performances d 'EISBot de 10 :Vc . 
Le kiting (technique qui consiste à attaquer un ennemi pour ensuite se mettre 
immédiatement hors de sa portée, voir section 2.1.2) fa it part ie cl 'un des objectifs 
des chercheurs tentant la re-création de comportements humains par le bots dans 
StarCraft . Alors que les cartes cl 'influence .-ont utilisées avec succè.- pour contrô-
ler le déplacement d 'uni tés, riartc et Ontafi6n (2012) proposent de les utiliser 
également pour la simulation du kiting clans le jeu. Pom cc faire, ils divisent le 
problème en trois sous-problèmes : (1) décider quand faire du küing ; (2) créer 
une carte d 'influence pour guider le déplacement des unit' s et (3) sélectionner 
une cille. Leur ·olution final et viable en termes de calcul pour l 'ordinateur et 
ut ilisable par des bots en temps réel ; elle est d 'ailleur · implémentée dans leur bot 
NOVA (Uriartc ct Onta fi6n. 2012). 
Toujours dans le but de reproduire des comportemcHts de joueurs, Certicky (2013) 
s'intéresse au problème du walling. Cette technique est employée par les joueurs 
pour bloquer l'entrée de leur base ct survivre aux agressions de leurs adversaires 
en début de parti e. Il résout le problème de trouver le placement approprié des 
bâtiments pour fermer le goulot cl 'étranglement à l'entrée de la base du joueur 
en utilisant de la programmation par contraintes. Il commence par faire une liste 
des bâtiments utilisable.- (avec leur taille et l'espace requis), puis il ut ilise BWAPI 
pour récupérer des informations sm le terrain. Il te tc ensuite des combinaisons et 
vérifie s' il existe encore un passage. jusqu'à trouver une solu t i n avec un solveur de 
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programmation par contrainte. Généralement , un p tit xécutable externe effectue 
ces calcu ls en début d parti e, juste après r a.nalyse de la cmte de jeu. En sorti e, 
on récupère le type des bâtiments à const ruire ainsi que leur posit ion. 
Figure 3.6 Un exemple de walling : on peut voir en jaune la position recomman-
dée pom l . bâtiments ainsi que lem type. pour bloquer l'entrée en bas à droite. 
ource : (Cert ick:)r. 2013). 
3. 1.3 Limites ct constat 
l\ Ialgré 1 ïntéré't porté a.u raisonnement spatial par la communauté de recherche 
ct le t ravail déjà accompli . beaucoup d 'autres idées restent à explorer dans le 
domaine, d 'autant plus que les technique · actn Il s sont encore imparfaites . Ef-
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fcct ivcmcnt, si les champs de potent iel ct les cartes d 'influence offrent des perfor-
mances intéressantes , ils ne sont pas sans inconvénients. Ces techniques souffrent , 
par exemple, de problèmes de type opt imum local ct demandent beaucoup de 
ressources (Hagelback ct Johansson , 2008) . De plus, ces méthodes de reconnais-
sance de terrain ont besoin de beaucoup de paramétrage ct de réglages de pré-
eisen avant d 'être performante pour une part ie de StarCraft (Hagelback, 2009). 
D'autre part , à l'heure actuelle, les systèmes d 'intelligence artificielle pour les RTS 
ne parviennent à reproduire que des tactiques simples de joueur expérimentés, 
alors qu 'on souhaite pouvoir générer des plans complexes pour approcher de plus 
en plus du niveau des professionnels (Uriartc ct Ontafi6n , 2012). Par exemple , on 
pourrait vouloir faire elu ki ting ct attirer l'adversaire clans une embuscade planifiée 
grâce au raisonnement spatial, ou exploiter encore davantage le terrain. 
Après avoir exploré la littérature sur le raisonnement spatial clans les RTS ct plus 
spécifiquement clans StarCraft , plusieurs constats peuvent être faits . En effet , on 
remarque que beaucoup plus d 'attent ion a été portée sur le micromanagcmcnt ct la 
gestion de bas niveau des uni té que sur le macromanagcmcnt ct la stratégie à plus 
haute échelle. En réalité, la majorité des t ravaux concernent le micromanagcmcnt , 
une petite partie la t actique de niveau intermédiaire, mais au meilleur de nos 
connaissances, on ne trouve pas d'étude au niveau supérieur représenté par la 
stratégie. 
C'est pour cette raison qu 'on a choisi de t ravailler autour elu raisonnement spatial 
clans les jeux de stratégie en temps réel. Dans un deuxième temps, on a choisi le 
jeu StarCraft parce qu 'une communauté de recherche importante ct active existe 
déjà aut our elu jeu ct pour son st atut de jeu commercial compétitif t rès répandu. 
De plus, tel que ment ionné à la section 2. 3.1 , une interface de programmation 
(BWAPI) est disponible ct maintenue, et des compétit ions de bots sont organisées 
annuellement lors des conférences CIG , AIIDE, etc. 
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3.2 Motivation ct objectifs du mémoire 
La motivation principale de cc t ravail est d 'ut iliser le raisonnement spatial à un 
niveau où il n 'a a priori pas encore été utilisé, un niveau plus élevé que la réaction 
ou la tact ique à court terme, la prise de décision stratégique. L'idée c. t de définir 
des stratégie · en fonction du raisonnement spatial ct du terrain ou de baser la 
stratégie sur le raisonnement ·patial. Le bu t est de donner la priorité, dans la 
stratégie, au raisonnement spatial afin de prouver qu'il est pertinent ct possible 
de définir dans les RTS des tra tégic en fonction de celui-ci, qui sont capables de 
reproduire des comportements humains avancés (embuscades , barrages, etc.). 
On sc fixe par cc choix l'objectif d 'améliorer la capacité d'adaptation d 'un bot en 
fonction des cartes de jeu, en comparaison d 'autre bots établis. Cela afin d 'aug-
menter la polyvalence de cc type de bot vi ·-à-vis du contexte dans lequel il évolue, 
pour finalement offrir plus de divcr ité ct une meilleure expérience de jeu à ses 
adversaire . Cette approche permettra de découvrir ce qu'apporte le fait de mettre 
le raisonnement spatial au centre du système ct de la stratégie par rapport aux 
autres solut ions existantes. En d 'autres termes, on souhaite sort ir des convent ions 
habituelles de la figure 3.7 pour augmenter les privilèges ct l' importance accordés 
au raisonnement spatial, pour que sur la figure, il puisse sc hisser au niveau de la 
stratégie. 
À la figur 3.7, l'incertitude (qui provient des informations partielles ct du fait 
qu 'on ne connait pas les intentions de l'adversaire) est plu. grande pour les ni-
veaux d 'abstract ion les plus hauts . Les temps sur la droite correspondent à des 
c t imations de durée entre deux changements de comportement dans StarCraft. Le 
raisonnement spatial ct le rai onncmcnt temporel sont indiqués pour les niveaux 
auxquels des solut ion « gourmandes » ne ·uffiscnt pa . 
-----------------------------------------------------------------------------------------------------
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Figure 3.7 Les niveR.ux cl 'abstraction clR.ssiques de l 'lA cl 'un bot de StarCraft. 
Source : (Ontafi.6n et al. , 20 13) . 
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CHAPITRE IV 
INTÉGRATION DU RAIS01 NEiviK TT SPATIAL A CŒ R DE LA 
STRATÉGIE ET DE LA PRISE DE DÉCISIONS 
Cc chapitre présente not re approche pour employer le raisonnement spatial à un 
niveau stratégique ct lors de la pri e de décision , dans le but d 'augmenter la 
polyvalence des bots de RTS. Pour cc faire, on s'engage dans le développement 
d'un bot nommé « SRbotOnc » (Spatial Reasoning bot version One) pour servir 
de banc d 'essai aux idées qu 'on souhaite développer . Afin de ne pas ré- inventer 
la roue, on prend l'initiative de ré-employer la base robuste ct open source, déjà 
étudiée en détail, d 'UAlbcrtaBot. 
Dans la section 4.1 , on présente le design ct les idées de conception de SRbotOne 
dans lesquelles on définit une stratégie globale en concordance avec l'emploi du 
raisonnement spatial. La section 4.2 est consacrée aux détails de développement 
du bot ct aux différents systèmes qui y sont ajoutés , avant de sc terminer par une 
comparaison avec UAlbcrtaBot. 
4.1 SRbotOne : Design ct stratégie 
Puisque l'on souhaite concevoir SRbotOnc autour d 'une philosophie globale basée 
sur le raisonnement spatial, on doit penser son design ainsi que sa stratégie en 
accord avec les objectifs fixés. Pour la stratégie globale d 'un bot , un choix doit 
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être fait dans un premier temps au plus haut niveau de décision possible : at taquer 
ou défendre? La grande majorité des bots développés pour StarCraft font le choix 
de l'attaque, celle-ci est tout à fait légit ime. 
En réalité, elle représente l'object if principal, cc pourquoi on joue dans la plupart 
des RTS , étant donné que le but du jeu est de sc développer , créer une armée 
pour conquérir le monde ou dominer l'adversaire (voire l'anéant ir), qui sont les 
conditions de victoire. C'est le cas dans StarCraft aussi, ct si on s 'intéresse de 
façon plus précise au contexte des bots développés pour la compét it ion dans le 
jeu, l'attaque est prisée car on peut la considérer plus simple à mettre en place . En 
effet, un des plus grands défis dans la recherche en IA dans StarCraft est de faire 
durer la part ie longtemps. À mesure que la partie progresse , le nombre d 'unités 
ainsi que les act ions possibles augmente, cc qui impacte le facteur de branchement 
ct conduit à une explosion combinatoire. Or , tout prendre en compte complexifie 
beaucoup le développement. Ainsi, plus on termine la part ie rapidement , plus 
on peut considérer le développement simple, car on a beaucoup moins de cas ct 
scénarios à traiter . Et pour cc faire, on décide d 'attaquer (le plus tôt possible) 
parce que c'est le moyen le plus rapide de fi nir une partie. Enfin, on constate 
également que l'attaque est pous éc par les stratégies de rush qui sont très efficaces 
en compétit ion. 
Après l'ét ude approfondie du domaine qu 'on a pu faire, on choisit une st ratégie 
défensive pour SRbotOnc. Comme on souhaite mettre en avant le raisonnement 
spatial, défendre offre plus d 'opportunités qu 'at taquer. En effet , même si l'at taque 
peut aussi servir de banc d 'essai pour le rai onncmcnt spatial, une IA offensive 
sera basée plus sur le micromanagcmcnt , ct on a vu que beaucoup de travail a déjà 
été effectué dans cc domaine. Or , un de nos objectifs est d 'ut iliser le raisonnement 
spatial à plus haut niveau (macromanagcmcnt ct stratégie globale) , d 'où le choix 
de la défcn ·c. En plus, part ir sur une stratégie défensive permet de sc différencier 
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ct d 'expérimenter d 'autres pi tes pour la recherche, comme tenter de faire durer 
la part ie plus longtemps ct tester des façons de résister ou contrer des stratégies 
qu 'on sait portées sur l'attaque. 
Plus précisément , comme la condition de victoire dans StarCraft reste la destruc-
t ion complète de l'ennemi , on va tout de même devoir attaquer à un moment. 
P lutôt qu 'une stratégie de défense pure , on doit ainsi dévier vers de la contre-
attaque. On choisit de défendre dans un premier temps , en utilisant du raisonne-
ment spatial ct de partir en contre au moment opportun. L'intelligence ar tificielle 
de SRbotOnc est donc développée pour commencer la partie en mode défensif, 
afin de sc protéger ct attendre les attaques ennemies , ct pour contrer au moment 
opportun ou passer à l'attaque si l'adversaire n 'attaque pas lui non plus. 
Une fois la stratégie globale choisie, la prochaine interrogation sc situe dans le 
choix de la race qui y correspond le mieux. Tel que vu dans la section 2.1.1 , les 
races dans StarCraft sont équilibrées ct ont des spécificités propres. Pour une 
stratégie de contre-attaque, il apparaît que les Terrans représentent la meilleure 
option. En effet , ils sont réputés pour être la race du jeu la plus adaptative cc 
qui est un atout pour défendre ct attaquer en même temps. De plus, ils sont 
aussi caractérisés pour avoir une forte capacité défensive, aussi bien grâce à des 
bâtiments à vocation défensive que des unités . Par exemple, parmi leurs atouts , on 
peut mentionner que seuls les Terrans sont capables de construire des bunkers ou 
de produire des unités médicales qui peuvent soigner les autres uni tés. En plus de 
pouvoir soigner leurs unités , ils sont aussi les seuls à pouvoir réparer des bâtiments 
ct unités mécaniques. Enfin , un joueur Terran peut construire de · tanks qui ont la 
particularité de posséder deux modes , un mode normal ct un mode de siège dans 
lequel le tank se stabilise au sol, le rendant immobile mais lui faisant gagner en 
portée d 'attaque ct en puissance de feu. Grâce à cc mode de siège, cette unité est 
celle qui profite de la plus grande portée de tir du jeu. Ainsi comme on peut le 
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voir, les Termn offrent de nombreux avantage pour la stratégie qu 'on souhaite 
mettre en place, voilà pourquoi on les choi it . 
4. 1.1 Stratégie d 'ouverture 
L'ouverture d 'une partie de StarCraft est cruciale puisqu'elle condit ionne toute la 
uitc de la partie. À chaque début de partie, tous les joueurs commcn cnt avec 
quatre t ravailleurs ct un bâtiment principal. La première chose à faire est de lancer 
la récolte de ressources. À partir de cc moment , les stratégies sc différencient , on 
peut choisir d'envoyer les quatre travailleurs récolter des ressources , ou n envoyer 
trois seulement ct construire quelque chose avec le dernier , etc. Lor qu'on raisonne 
à propos de l'ouverture, deux questions principales sc posent : quel build-order 
(séquence de produ tion de bât iments ct d 'uni tés) choisir ? Et quand créer la 
première extension (deuxième base) ? 
Étant donné que les r ssourccs jouent un rôle clé dans StarCraft , n m t l'accent 
sur leur production dans SRbotOnc, ccci en tentant de maximi ·cr la capacité de 
production le plu rapidement possible. Concernant la deuxième que tion , comme 
pour la production de res ourccs, on choi it de 'étendre vers une d uxièmc base 
le plus rapidement possible. Cependant , on s' impose la condit ion de n pas nuire 
a u taux de production de ressources. C'est-à-dire qu'on ne souhaite pas cr' cr une 
extension dans le temps théorique le plus rapide. mais la lancer au moment le plus 
tôt , cc qui permet de maximiser la production. Pour donner un exemple, on pour-
rait récolter juste assez de ressources pour pouvoir construire une nouvelle ba c ct 
la construire immédiatement , mai cela impacte beaucoup la capacité de récolte 
de ressources ct donc la réserve de ces dernières. En réalité, il est plus judicieux 
de produire en premier davantage de travailleur pour augmenter la productivité 
ct ensuite lanc r l'cxtcn ion. Ceci signifie qu'à un même temps T , ayant con truit 
l'extension au plu vite, on sc retrouvera avec moins de ressources en ré erve qu 'en 
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ayant produit d 'abord des travailleurs supplémentaires pu is l'extension. Or , un re-
tard pris en terme de ressources dès le début de la partie est ouvcnt fatal dans 
StarCraft. 
Par chance, le coût ainsi que la durée de production des unités ct bâtiments, en plus 
du taux de récolte de res ourccs de t ravailleurs, sont connu pour le jeu. Donc, il 
est possible de calculer quand créer la première extension tout en maximisant un 
taux de production de ressources optimal, ct d 'en déduire par la même occasion le 
build-order à choi. ir pour remplir les objectifs fixés. Les informations de coût ct de 
durée de production auxquelles on ' intérc c sont présentées dan le tableau 4.1. 
Tableau 4.1 Information · de production de unité de d'but de partie. 
Nom Coût (minerai) Durée (secondes) 
Baraquement 150 80 
Centre de Commandement 400 120 
Dépôt 100 40 
Travailleur 50 20 
De plus, on sait qu 'un travailleur a un taux de récolte de minerai de 40 par 
minute. Pour que le calcul soit proche ct fidèle à la réali té, plu ·icurs éléments 
sont à prendre en compte. Tout d 'abord, une notion de population existe dans 
StarCraft. Elle représente en quelque sorte une capacité du nombre d 'unités. En 
jeu , la populat ion qu 'un joueur peut avoir c t limitée (à 200 au maximum). Chaque 
unité créée augmente le compteur de population d 'une valeur qui dépend de son 
type (par exemple de 1 pour un t ravailleur ct de 2 pour un tank). En début de 
partie, un joueur commence avec une population de 4 ( 4 travailleurs) sur 10 (la 
capacité de population apportée par le centre de commandement, bâtiment avec 
lequel on commence). De cc fait, il existe effectivement des bâtiments qui ont la 
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particularité d 'augmenter la capacité limite de population du joueur , ct durant 
la part ie le joueur doit en const ruire pour augmenter sa capacité ct la taille de 
son armée. Pour les Terrans, ces bât iments sont le centre de commandem ent ( + 10 
sur la capacité de populat ion) ct le dépôt ( + 8 sur la capacité de populat ion). Cet 
élément doit être pris en compte dans le calcul pour l'ouverture. 
Deuxièmement , lors du calcul on doit faire attention au nombre de t ravailleurs 
disponibles . Cc nombre varie étant donné qu'un travailleur ne peut exécuter qu 'une 
tâche à la fo is (récolter des ressources , construire quelque chose, ou effect uer une 
aut re action). Ccci signifie qu'il ne faut pas prendre en compte dans le calcul de 
production un travailleur qui collectait des ressources mais à qui on a donné un 
autre ordre : il est occupé pendant la durée de l'autre act ion ct ne récolte rien. 
Troisièmement , on doit également prendre en compte ct retrancher le coût de 
production des bât iments ct unités produites dans le calcul. Ccci en gardant la 
t ratégic défensive en tête , d 'où l'ajout au build- order de la création de bâtiments 
pécifiqucs, comme le baraquement qui permet de produire des unités pour se 
défendre en début de part ie. 
On fait le choix d 'augmenter rapidement la capacité de product ion de ressources , 
par conséquent la stratégie est de produire des t ravailleurs supplémentaires de 
façon constante en début de part ie (on ne peut en produire qu'un à la fois). On 
définit l'équation (4 .1 ) qui permet d ' stimcr la réserve en r ssourcc qu 'on peut 
avoir toutes les 20 ccondcs (durée de production d'un t ravailleur). 
RÉSERVEt = RÉSERVEt- l - 50+ p- cb ( 4.1) 
où p est la production de l'ensemble des travailleurs (qui récoltent) en 20s, ct cb 
est le coût du bât iment à construire si il y a lieu. 
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Ainsi, on obtient RÉS ~ RY Et, 20 condes aprè R : SERV Et-! , le - 50 correspond au 
retranchement du oût de production d 'un t ravailleur. L'application de cette équa-
t ion durant quelques itération produit les résultats présentés dans le tableau 4.2. 
Tableau 4.2 E t imation de la réserve de ressources en début de part ie ct déduc-
t ion des dates de con truction de bâtiments . 
Bâtiment Itération Réserve (minerai) Temps (secondes) 
0 3.33 20 
1 20.00 40 
2 50.00 60 
3 93.33 80 
Dépôt 4 36 .67 100 
5 93.33 120 
Baraquement 6 13.33 140 
7 96. 67 160 
Dépôt 8 80.00 180 
9 176.67 200 
10 300.00 220 
Centre de Commandement 11 36 .67 240 
12 186.67 260 
13 350.00 280 
La limite de populat ion oblige à créer des dépôts pour pouvoir cont inuer la pro-
duction de t ravailleurs toutes les 20 secondes. De cc fait, le temps de production de 
ces dépôts est imposé ct influence la quantité de r ssourccs en réserve, cc qui condi-
tionne la suite de la planification. En ajoutant comme ouhaité un baraquem ent 
dès que po iblc pour la défense, on fixe indirectement le moment où l'on pourra 
ensuite effectivement créer la première extension, d 'où les résultats présentés . 
80 
L'obtention de ces données pour les premières minutes de jeu permet de déterminer 
que pour assurer une capacité de production de ressources maximale, il faut lancer 
la création de la seconde base à exactement quatre minutes après le début de 
la part ie, en suivant également les dates de création des bâtiments ava nt. Créer 
l'extension plus tôt ou plus tard impactera négativement la capacité de production 
de ressources. En plus des temps de création des bâtiments ct de la première 
extension, on peut naturellement déduire de ces résultats le build-order optimal 
d 'ouverture à appliquer pour SRbotOnc. En conséquence, la séquence d 'unités ct 
de bâtiments à produire en début de part ie mise en place est la suivante : 
(SCV, SCV, SCV, SCV, Dépôt, SCV, SCV, Baraquement, SCV, SCV, Dépôt) 
SCV est le nom dans StarCraft d 'un travailleur de race Terran. On peut re-
marquer qu 'on ne spécifie pas dans le build-order d 'ouverture la liste complète 
jusqu'au centre de commandement : ccci se justifie par la présence au sein du 
bot d 'un système qui prend ensuite le relais (mais respecte les écrits en planifiant 
automatiquement les derniers travailleurs ct l'extension). En résumé, la stl·até-
gic d'ouverture choisie consiste à produire des t ravailleurs de façon constante ct 
les envoyer récolter des ressources en permanence. Juste avant que la limite de 
population soit atteinte, on envoie un travailleur construire un dépôt, ct un autre 
construire un baraquement dès que possible. Ils sont ensuite ré-affectés à la collecte 
de ressources. À nouveau, dès que la réserve le permet, on envoie un travailleur 
construire la seconde base, ce qui marque généralement la fin de l'ouverture d 'une 
partie de StarCraft . 
Pour terminer concernant la stratégie d 'ouverture, une des ambitions de départ 
a été d 'implémenter le système de walling décrit par Ccrt icky (section 3.1.2). 
Malheureusement, la solution proposée par l'auteur ne permet pas d'obtenir des 
résultats satisfaisants dans des conditions réelles . En effet , le résultat optimal 
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souhaité est obtenu uniquement sur un fl:übl c nombre de crtrtcs de jeu. le système 
étant in ffi ace la plupart du temps. De plu ·. en addition à son coüt n re. ·s ur es 
élevé. lorsque le sy.-tèmc fonctionne. un ges tion complexe supplémentaire doit 
être mise en place. i l'ent rée de la base st a lors défendue de.- intru ·ions pré-
cac .- ennemie.- , le joueur qui l"uti lise sc retrouve lui bloqué à lïntéricur. cc qui 
empêche la ré olt c de ressources supplémenta ires et l'extension rapid . Bien . ûr. 
il existe des solu t ions que 1 s joueurs humains emploient , cependa nt on a jugé que 
l' ffort et la g stion supplém nta ire on t itu nt des inconvénients trop importants 
pour ju tifi r r emploi de cette technique. De ce fai t. bi n quïmplémenté clans 
SRbotOnc, le walling n·cst pas utilisé dans la stra tégie cl"ouvcrtm mise en pla c. 
4.1.2 Choix de la stra tégie principal 
La définition de la tratégie principal de RbotOne es t pas ·'c par plusieurs itéra-
tion · lors de sa mise en plac . Afin de respe t r les obj ectifs prés .nt' s auparavant 
ct cl 'utiliser du ra isonnement spati a l. on ~ dans un premier temps imaginé une stra-
tégi cl contrôle cl territoire et cl monop lisat ion cl s res ·ources. La figure 4.1 
re pré. ·cnte une carte de jeu sous forme de grR.phc pour schématiser cette première 
intuition ct permet cl ' en illustrer les lignes directrice.-. 
Les sommet s représentent des régions t les a rêtes indiquent qu 'il e.' t possible de 
passer cl 'un région à l'a utre. Les somm ts contenant un carré représentent les 
bases que 1 'on possède t le cercle inscrit dans un autr désigne la base ennemie. 
Les petits carrés , ronds noirs ct triangles bleus autour d'tm sommet indiquent 
que la région correspondante contient respecti vement des bâtimcuts cl' fensif-. des 
unités et des ressources. Enfin . les flè hes rouge.- entre deux régions indiquent le 
mouvement de troupes. 
En comm nçant en ba · au mili eu cl la figure, l 'idée est cl s 'éten lre rapidement et 
le plus possible sur la carte ct de construir de.' bases sécuri sées par de.· défcn. ·cs 
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Figure 4.1 Première stratégie envisagée pom RbotOnc. 
dans des régions contenant des ressources. De cette façon , on s·assm c un ·ontrôle 
du territoire ct des ressources. ct une vü;ion cl 'ens ml le sur la carte permettant 
cl"<mticipcr les mouvements de l" advcrsairc. On part sur le principe de construire 
b aucoup de bases ct de bâtiments défensifs ct de répart ir des unités pcutout sm 
lR carte. Ainsi. on peut ensuite mettre en place des patrouilles ct embuscades 
entre les régions occupées ct attendre l'R.dvcrsairc pom le piéger ct le contrer par 
la suite. De plus. cette stratégie offr l'avantage de le priver des ressource1:> . on 
pa rt du princip que plus on possède ou on lui empêche d 'Recéder aux ressources 
(sR ns forcément lrs exploiter) moins lui en aurR. De cc fa it . on tente de gagner 
lR supériori té sm r nncmi grâce aux ressources. reprenant le principe mili taire 
d ·at trition. 
J\Ialhem eusement, cette st ratégie implique une livision des unités sur la carte pour 
la répartition ct la mobilisation de beaucoup de ressources ponr IR construction des 
défenses. Ces ressources sont fina lem nt cl s pertes, puisqu ·en réali té on con. ta te 
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que l'ennemi envoie tout sc . · forces au combat et tente de sc rendre vers la base 
principale de la façon la plus clir etc possible. Ainsi, la plupart des régions qu ·on 
aura protégées ne seront même pas explorées par l 'ennemi . D'autre part , mener 
de petits fronts comme le suggère cette première tentative ne se révèle pas être 
une bonne idée. En effet. puisque l'adversaire envoie tout s ses uni tés cl un coup , 
s 'il t mbe sur une cl s régions que l'on aura fortifié. il passera sans prollèmes 
vu que l"on a dispersé l s unités sur la cart e et que l" on se retrouve en infériori té 
partout où il pourrait attaquer . Pour finir , en plus de sa complexité. cette t ratégie 
n 'est pas viable parce qu 'en pratique. une part ie de StarCraft ne dure pas assez 
longtemps pour permet tre de s'étendre autant et imposer un contrôle si étendu 
de la surface de jeu . 
À partir de ce constat , on a pu mettr au point une deuxième stratégie (figure 4. 2). 
À présent. l'objectif n 'est plus de cont rôler la carte et les ressources (qui ne sont au 
final pa · si déterminantes). mais de deviner le chemin que va emprunter 1 'ennemi 
pour attaquer. Une fois le chemin ent re les deux bases trouvé. on choisit une région 
ur cc hcmin qu 'on va renforcer au maximum en y plaçant beaucoup de bâtiment.· 
défensifs et d 'unités . De cette façon , on tente de forcer uuc zone de combat ct un 
gros front en maximisant les chances puisqu 'on ne divise plus les troupes ct on 
attend que l'adversaire vienne at taquer et se heurter aux fort ifications pr ' par 'es, 
avant de lui porter une cont re-attaque fatale. 
Concernant la poli t ique d 'expansion , on sc concent re sur la création cl 'une dcuxi' mc 
base uniquement , ct on sc contente de créer des avant-postes ct de placer quelques 
uni tés dans les zones à ressources, pour t enter d 'au moins gêner l'adversaire ·'il 
s 'en approche (en plus de récupérer l'information). On envoie aussi des unités se 
placer dans les gonlots d 'étranglement des régions les plus proches de l'ennemi , 
pour c.-pionncr ses agissement.- ct pouvoir ant iciper s' il s 'avère qu'il ait décidé de 
prendre un autre chemin que le chemin prévu, ou pour pouvoir réagir si l'estima-
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t ion st fausse . De cc fait. on a la possibili té de réagir ct de déplacer latéralement 
ou ver · l'arrière l' ensemble des t roupes stationnées clans la région fort ifiée si l'on se 
rend compte que l 'ennemi tente de contourner les défenses avec to ute son armée. 
Si les uni tés qu 'on a placées à l'avant survivent ou arrivent à. s 'échapper à temps. 
on obtient même la possibili té d 'attirer l'cnn mi ct le rediriger vers la. région qu 'on 
aura sécurisée. en employant par exemple la technique elu kiting . 
._ res sou re es 
• unités 
c bâtiment défensif 
> mouvement de troupes 
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Figure 4 .2 Deuxième hypothèse cl.c stratégie pom SRbotOnc. Les doubles arêtes 
qui relient les deux bases illustrent l'estimation qu 'on fait ln chemin qu 'cmpnm-
tcra l'adversaire pour attaquer. 
De la même façon . l'implénwntc-üion de cette stratégie a perm1s d 'obtenir des 
observations et cl · affiner encore la. stratégie pour la t roisièm et dernière i t'ration 
(figure 4.3). On a une nouv 11 fois constat' que répartir trop le · unités sur le 
terrain n' est pas bénéfique et constitue une perte en ressources qu 'on a tout intérêt 
à limi ter. afin de pouvoir renforcer davantage la région choisi . Car cl \m autr 
côté, des t stf'5 durant le clév loppcmcnt nt montré qu e l'estimation elu chemin le 
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plu. ' probable de l' enn mi e.t g' néralement fiable et peut Atre suivie pour choisir 
une région à défendre. Ainsi, on peaufine encore la stratégie en supprimant tous 
bâtiment. · défensifs ct uni tés placé s hors des zones clé. ' de la carte . cc qui résulte 
n la fo rt ification et le placement ini t ial de uni tés sur seulement deux régions (la 
base de départ et la région qu 'on décide de sécuriser). 
On cont inue tout de même à s'ét ndre vers un deuxième base dans un premier 
temps et dès que possible en rapport au calcul de la section précédente. Aussi, 
même si la figure 4.3 n l'indique pa ·, durant la part ie on .t amené à créer d 'aut res 
extensions par besoin d r ssourc s (cela n 'influe pas sur la stratégie globale) . D 
plus. on décide de ne pas prot 'ger du tout les extensions pour ne gâcher aucune 
rcssom cc ct pouvoir sc fo itliser sur la production d'unit' s ct de défenses ponr la 
région de combat. Les régions d 'extensions contiennent uni quement un centre de 
commanderrwnt pour qu 'on y amène les ressources collectées. 
Cette simplifi cation s'avère payante et réaliste en condi t ions de jeu . Au final, 
la stratégie de SRbotOne consiste don à calculer le chemin ent re les ba.'Ses des 
deux joueurs ct déterminer quelle région empruntée par ce chemin est la plus 
pert inent à sécuriser pour pouvoir bloquer l'ennemi. On effectue cette tâche en 
parall ' le à l 'ouverture de la part ie, ainsi tant qu la région clé n 'e t pas défin ie 
on va produire des unités qui ont pour vocation de défendre la base. Dès que la 
région est sélectionnée, on envoie des travailleurs pour y construire des bâtiments 
défensifs ( b1.mkers, tourelles ant i-aériennes) , ainsi que les troupes qui a ttendaicnt 
A lit base pour protéger les travailleurs lors de la construction . À chaque bunker 
construit , les unités sur place y ent rent ct le remplissent en .-e préparant à l'attaque 
ennemie. Les autres tiennent une position ent re les défcn. cs ct la base ennemie. 
À part ir d 'un certain seui l de bâtiments défen if · qu 'on juge suffisant , les troupes 
qui ne peuvent sc protéger à l 'intérieur viennent sc réfu gier ct attendre derrière 
les défense ·. 
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Vient alors une phase d 'attente cl l'attaque de l' adversaire. Si l' on survit à 
quelques attaques ennemies ct que l 'on juge qu 'il est temps do contre-attaquer , on 
envoie toutes les force· restante. · à l'a ·saut de sa base jusqu 'à la fin. Durant toute 
la partie. on produit sans cesse des uni tés qui viennent s'ajouter à la défense do 
la région fo rtifiée ou qui vont directement vers la ba. ·e enn mi . ·i on a lancé le 
contre. Dans los cas où l'ennemi n 'attaque pas , on décide do sortir à. un moment 
pour marcher vors la base ennemie avec l' ensemble do l' année. 
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• unités 
c bât1ment défensif 
) mouvement de 
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Figure 4 .3 Stratégie finale employ ' par SRbotOne. On optimise l'utilisation des 
ressources et la sécurisation de la, régiou choisie pour l'affroniem nt. 
4.1.3 Choix de la région à sécuriser 
Ayant choisi llllC' stratégie basée sm une région clans laquelle la majorité de la 
partie cloit sc jouer , on comprend que le choix clc cette région est primorcli al. On 
cl oit s 'assmcr que c'est un bon cnclroit pour bloquer ct repousser l' adversaire. ct 
surtout qu'on sc trouve sur le chemin qull va prendre, ou en tout as celui qu 'il 
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empruntera le plus probablement. Le processus de élection de la région à sécuriser 
qu 'on appelle « région clé » est composé de plusieurs étapes. 
Premièrement, le besoin préalable à tout cc qui suit est de onnaîtrc la posit ion 
de la base ennemie. Pour obtenir cette information , on envoie en tout début de 
partie un travailleur explorer la carte vers les emplacements les plus probables où 
la ba c ennemie peut sc trouver. Le placement des deux joueurs en début de partie 
est aléatoire, cependant des zones sont prédéfini s (ct toujours les mêmes) pour 
chaque carte de jeu, ct chaque joueur sc voit attribuer une de ces zones au hasard. 
Ces zones sont connues grâce à l'interface BWTA, cc qui permet d 'envoyer le 
scout (travailleur) explorer des endroits précis jusqu 'à trouver l'adversaire. En plus 
d'obtenir la posit ion de la base ennemie, cette étape permet aussi de déterminer 
sa race, cc qui offre une information d 'importance qu 'on peut ensuite utiliser pour 
adapter certains détails. 
Dan un second temps , on tente de trouver un chemin entre les bases des deux 
joueurs. On peut s 'interroger sur comment trouver le bon chemin sachant qu 'il y 
en a toujours plusieurs possibles. L'observation des tendances générales en com-
pétition de bots dans StarCraft , ct de l'lA d'origine du jeu , démont re (de façon 
prévisible) que le chemin à privilégier est le chemin le plus court entre les deux 
bases. Ccci s 'explique par le fait qu 'au début de partie, les premières unités de 
chaque race ont sensiblement la même vitesse de déplacement , ct qu 'aucune unité 
volante n 'est accessible. D'autant que puisque beaucoup de stratégies sont basées 
sur le rush de l'adversaire, l'objectif commun est d 'arriver le plus vite chez l'ad-
versaire ct par conséquent de prendre le plus court chemin. En conséquence, on 
emploie l'algorithme A* au sein de SRbotOnc pour trouver cc chemin dans le jeu. 
Étant donné que l'algorithme A* retourne un chemin sous forme de liste de posi-
tions (posit ions de cases , la carte étant découpée en cases), une troisième étape est 
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nécessaire avant de pouvoir réfléchir à la région clé. Celle-ci est assez triviale mais 
obligatoire : on va parcourir la liste complète des ca cs que composent le chemin 
obtenu pour en extraire une nouvelle liste de régions auxquelles appartiennent ces 
cases. Ainsi, on transforme le chemin de positions en un chemin fait d 'une liste 
de régions qui sera plus exploitable par la suite. 
Quatrièmement , avec le · éléments dont on dispose, on peut enfin déterminer quelle 
sera la région clé. Pour cc faire, on parcourt la liste des r 'gions sur le chemin qu 'on 
a calculé. Si la région qu'on observe correspond à la région de départ d 'un des 
deux joueurs, on l'ignore, car une région contenant une base principale ne peut 
pas être la région clé. 
Si la région est t rop éloignée de l'endroit où l'on démarre (ou trop proche de la base 
de l'ennemi) on l'ignore également , car on prend trop de temps pour s'y rendre ct 
pour la sécuriser. En effet, une région trop proche de l'ennemi est plus susceptible 
d 'être attaquée rapidement , avant qu 'on ait pu bien la fort ifier , ct prend aussi plus 
de temps à être approvisionnée par les renforts . Ain i, pui que la li tc des régions 
qui relient les deux ba c est ordonnée de la. base du joueur à celle de l'ennemi, 
on arrête de chercher si on dépas c la. moitié de la liste. 
Si la région qu 'on étudie ne remplit pas une des deux précédentes conditions , alors 
on la. définit comme région clé. À partir du moment où l'on a. défini une région 
clé, on continue de parcourir les régions dans la liste ct on va les comparer à la 
région clé actuelle, si elles ne remplissent pas les conditions qui empêchent d 'être 
région clé elles-même . 
Lor d 'une comparaison entre la région clé ct une autre région de la liste , si la 
seconde a plus de goulots d 'étranglement que la. région clé , elle devient alors la 
région clé. De cette façon, on choisit de sécuriser la région sur le chemin qui 
dispose de plus de région voisines , cc qui permet de bloquer un maximum de 
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chemins annexes. Si les deux régions que l'on compare ont le même nombre de 
goulots d 'étranglement , alors on va comparer leur taille. Ainsi, si la région qu 'on a 
élcctionnéc dans la liste est plus petite que la région clé actuelle, alors elle devient 
la nouvelle région clé. Ccci simplement parce qu'il est plus facile de défendre 
ct sécuriser complètement une région de plus faible superficie. En procédant de 
cette manière, on dispose, après avoir parcouru la liste complète des régions sur le 
chemin le plus court entre les deux bases, d 'une région clé unique qu 'on va pouvoir 
sécuriser . 
Après l'obtention de la région clé, une dernière étape est requise avant de pouvoir 
exploiter l'information ct mettre la stratégie en place . Effectivement , si l'on dispose 
de la région à sécuriser , il faut encore savoir à quel endroit placer les défenses. 
Plus précisément , la réelle question concerne le placement des premiers bâtiments 
défensifs, l'objectif est de remplir au maximum la région, mais le placement des 
première défenses est important. Dans la prat ique, il est rare qu 'on ait le temps 
de fortifier entièrement une zone avant de subir la première attaque, la position 
à laquelle on a. placé les défenses est alors cruciale ct influence même la suite de 
toute la. stratégie. Des défenses mal placées au départ ne résisteront pas à l'assaut 
ennemi , cc qui peut entraîner la. perte de la. partie par exemple, ou retarder la. 
fortification de la. région clé, ce qui ent raînera. également par la. suite l'inefficacité 
de la défense. Ainsi, ct pour les mêmes raisons qu'auparavant , on décide de placer 
les premières défenses au niveau du goulot d'étranglement de la. région clé le plus 
proche de l'endroit où l'on a débuté la. part ie. Pour réaliser cette étape, on parcourt 
la. liste des goulots d'étranglement de la. région clé ct on compare la. distance du 
centre du goulot à la. base. La. posit ion du goulot à la. distance la. plus proche est 
choisie pour les premiers bâtiments. 
Les condit ions de jeu réelles d 'une part ie de StarCra.ft obligent à prendre en compte 
une dernière subtilité. En effet, il existe des endroits sur la carte où il est impossible 
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de construire en raison d 'irrégularités sur le terrain. Cc paramètre peut entraîner 
un problème ct invalider le processus de sélection de la région clé mis en place. 
Il peut arriver qu'aucune place ne soit constructible dans la région clé ou qu 'il 
ne soit possible de construire qu 'un trop petit nombre de défenses. Dans cc cas , 
un système a été mis en place pour placer cette région dans une nouvelle liste de 
régions non candidates pour être la région clé , ct pour relancer le processus de 
sélection en ne prenant pas en compte les régions présentes dans cette liste. Le 
processus final de choix de la région à sécuriser est résumé par la figure 4.4. 
pour toute région r sur le chemin entre les deux bases 
si la région r est une région de départ alors l'ignorer 
si r est dans la liste des régions non candidates alors l'ignorer 
si r est trop éloignée alors l'ignorer 
si on n 'a pas encore de région clé alors r le devient ct on continue avec la 
suivante de la liste 
si T a plus de goulots que la région clé alors r devient la région clé 
sinon si r a autant de goulots que la région clé alors 
si r est plus petite que la région clé alors r devient la région clé 
fin du si 
fin 
Figure 4.4 Processus de choix de la région à sécuriser . 
Pour finir , on a implémenté au sein de SRbotOnc une fonctionnalité supplémen-
taire pour la sélection de la région clé afin d'imposer qu'elle soit la région voisine à 
la région de départ (afin de gagner du temps) . Ccci dans le but de lutter contre les 
tratégies de rush, qui grâce à leur rapidité pouvaient parvenir à passer avant qu 'on 
commence à sécuri cr la région choi ic. Cette fonctionnalité est paramétrable, on 
peut par exemple l'employer contre des adversaires connus pour leurs stratégies 
de rush ou contre les ennemis d 'une race en particulier (comme les Zergs). 
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4.1.4 Adaptat ions stratégiques ct déroulement 
Afin de terminer l'explication de la tratégic déployée par SRbotOnc, on doit en-
core détailler la composition de l'armée qu'on produit , ainsi que le variation 
introduites ct le raisonnement temporel qui régit les déci ion concernant le pas-
sage de la défcn c à l'attaque. 
La composition de l'armée c t choi ic pour être la plu optimi éc possible avec 
la stratégie directrice mise en place. On décide de tout mi cr sur la production 
de deux types d 'unités différentes uniquement , les marines ct les medics. Dans 
StarCraft , le marine est l'unité de combat de base de la race Terran, sa facilité de 
production (disponible dès le début de la partie) ct ses particularités en font un 
choix logique pour la stratégie visée. En effet , le marine peut être placé dan les 
bâtiments défensifs comme le bunker (que l'on utilise beaucoup avec la stratégie 
choisie) , cc qui lui fait en plus gagner en portée d 'attaque. Vu que l'on se focalise 
sur cc type d'unité, on effectue aussi des recherches en jeu pour augmenter ses 
caractéristique ct capacités . 
Dans le jeu, une recherche est une augmentation des statistiques de ba c d 'un type 
d'unité, une nouvelle capacité pour un type d 'unité, ou une nouvelle technologie 
pour le joueur , qu 'on obtient (uniquement pour la partie en cours) moyennant des 
ressources ct du temps. C 'est-à-dire qu 'un joueur doit effectuer les recherches à 
chaque partie si il veut en avoir les bénéfices. Pour les marines, la tratégic prévoit 
qu 'on achète, par le biais des recherches, des améliorations de portée d 'attaque, 
de puissance d 'attaque ct d 'armure, ainsi que la capacité dite de stim pack. Ainsi, 
chacun de marines que l'on possède ou produit verra cs caractéristiques aug-
menter ct obtiendra la nouvelle capacité. Stim pack est une capacité qui augmente 
la vitesse de déplacement ct d 'attaque du marine de 50:fo pour une durée d 'en-
viron 10 secondes ct coûte 10 point de vic à l'unité qui l'ut ilise. ne unité ne 
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peut utiliser qu 'un stim pack à la fois, c'est à dire que pendant le· 10 secondes 
d'activat ion de la capacité, un marine ne peut en ut iliser un autre (il faut attendre 
la fin des 10 secondes) . 
Ainsi, l'armée est composée de marines augmentés ct son plein potentiel est at-
teint grâce à l'emploi des medics. Le medic est une uni té de clas c moyenne qui 
peut ·oigncr ses alliés. On produit des medics avec l'objectif de conserver un ra-
tio de un pour cinq marines. L'apport de medics dans la compo it ion de l'armée 
est important ct non négligeable. En plus de permettre à l'armée de résister plus 
longtcmp grâce aux soins, il permet également d 'utiliser au maximum la capacité 
stim pack des marines, puisque les soins permettent aussi de contrer son coût ct 
donc de l'uti liser presque en permanence. De cette façon , on peut exploiter les 
marines au maximum de leur capacité, ct la stratégie con ·i tc à en produire le 
maximum possible en continu. On fait le choix de produire beaucoup d 'unités peu 
chères en misant sur le grand nombre plutôt que de produire moins d 'unités plus 
chères, car c'est cc qui correspond le plus à la philosophie recherchée. Cette com-
posit ion d 'armée est connue des joueurs de StarCraft , on l'app Ile communément 
« MnM » pour « Marine and Mcdics ». 
Dans le but de contrer les autres bots qui utilisent de l'apprentis age ct de pouvoir 
s 'adapter aux adversaires ct aux événements qui surviennent durant une partie , on 
introduit dans la composition standard de l'armée un petit nombre d 'autres unités 
selon les cas. Par exemple, avec la tratégic que l'on a choisie, il faut s'attendre à 
subir des situation de siège. Or , si l'ennemi déploie un grand nombre d 'unités ou 
des unités de plus haut niveau comme des unités de siège, il est possible que les 
défenses ne puissent tenir ct finissent par céder. C'est pourquoi dès lors que l'on 
détecte l unités de siège, on décide d 'en produire également ayant constaté que 
cc genre d 'unité est au si trè efficace pour sc défendre lors d 'un siège. Dans cc 
cas, on produit des tanks (ent re 2 ct 4) qui , même si ils sont des unités d 'attaque 
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initialement , sont aussi efficaces en défense grâce à leurs t irs qui font des dégâts 
de zone (pouvant toucher pl usicurs unités à la fois) , ct leur longue portée. Cela les 
rend t rès pratiques lorsqu'on est assailli par beaucoup de t roupes ennemies . En 
plus, l' investissement n 'est pas vain , puisque dans les cas où l'on contre-attaque, 
les tanks servent aussi. 
Dans d 'autres situations, comme la détection d 'un type particulier d 'unité, ou le 
fait de jouer contre une certaine race, on apporte également des variantes à la 
composition de l 'armée. Par exemple, lors de la détection de lurker qui est un 
type particulier d 'unité Zerg qui peut s'enfouir sous terre ct ainsi attaquer sans 
être vu , on ordonne la création de t roupes volantes ( wraith ), celles-ci étant les 
unités de contre par excellence du lurker. Cette évolut ion de l'armée permet en 
plus de gagner beaucoup en capacité de déplacement ct d 'exploration. De plus, si 
les conditions sont réunies , il est tout à fait possible de combiner ct de mixer les 
var iantes de stratégie, ainsi on peut sc retrouver avec l'armée standard composée 
en plus de tanks , unités volantes ct autres. 
Comme le choix de la région que l 'on décide de sécuriser , le choix du moment 
où l'on va contre-attaquer ou attaquer l'ennemi est crucial dans la stratégie, ct 
déterminant dans le dénouement final de la partie. En effet , il faut trouver le bon 
moment , celui où l'on a l'avantage sur l'adversaire. La complexité d 'une partie de 
StarCraft rend cette décision non triviale ct difficile à résumer en peu de critères. 
Avec la stratégie mise en place dans SRbotOnc, la problématique réside dans 
le fait de ne pas attendre t rop avant de contre-attaquer , mais aussi de ne pas 
envoyer toute l'armée à l'attaque trop vite. Cette situation peut être vue comme 
un quitte ou double, à partir du moment ou l 'on décide d 'att aquer , si c'est trop 
tôt , on n'aura peut-être pas assez de troupes pour passer les défenses de l'ennemi 
ct le vaincre totalement. Dans cc cas , il pourra à son tour att aquer ct remporter 
la victoire facilement ayant déjà éliminé toute opposition . D'autre part , si l'on 
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attend trop avant d 'attaquer , soit on ne profitera pa· le l'avantage gagné par les 
défenses que l'on a prévues, car on laissera le temps à l'ennemi de reconst ituer son 
armée , soit de la même façon, attendre trop l'aura laissé former une armée assez 
conséquente pour pas ·cr les fortificat ions ct gagner la par tie. Le quitte ou double 
semble peut-être extrême, mais dans StarCraft, pour la victoire finale, mieux vaut 
engager toutes les unités que l'on possède dans la bataille plutôt que des plus 
petits groupes. En effet, le nombre est souvent plus important que le type des 
unités , ct cc fait est d 'autant plus constaté avec des stra tégies comme « MnM » 
dont c'est le principe de ba c. 
Au sein de SRbotOnc, à chaque fois que l'on sc questionne sur le fait d 'attaquer 
ou non , on pas c par une procédure de vérifications qui permet de déterminer si 
c'c t le bon moment (figure 4.5) . Tout d 'abord, on observe le tcmp écoulé depuis 
le début de la part ie. ne partie de StarCraft sc découpe en trois temps, le début, 
le millicu ct la fin. Le début de partie représente les 5 ou 6 premières minutes de 
jeu, le millicu est considéré durer jusqu 'à la 18e minute, ct le temps écoulé après 
est considéré comme fin de part ie. Dans le bot, la première vérification s'occupe 
de voir si l'on a atteint ou dépassé le temps qui marque la fin de partie. Si oui, on 
retourne la commande d 'attaquer systématiquement. Le problème vient du fait 
qu 'on peut considérer qu 'en fin de partie, l'adversaire est apablc de produire les 
unités les plus coûteuses du jeu (très puissantes) qui prendront le dessus sur les 
unités de base ct la t ratégic « MnM ». On n'a donc plu le tcmp d 'attendre, 
il faut at taquer. Si la fin de part ie n 'est pas at teinte, on effectue alors d 'autres 
vérifications . On préci c aussi que le design de SRbotOnc permet de changer ct 
d'ajuster la valeur de basculement des 18 minutes, cc qui permet de perturber 
ct d 'empêcher les cnn mis qui utilisent de l'apprent i age de facilement cerner le 
comportement du bot, ainsi que de s'adapter à différent adversaires ct repousser 
l'action si l'on sait qu 'on a davantage de temps avec eux. 
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Dans les cas où la condition de temps n'est pas atteinte, on va attendre de re-
pousser deux fois l'ennemi avec les défenses dans le but de l'affaiblir ct de prendre 
l'avantage sur lui. À partir de cc moment , on vérifie le nombre de pertes de l'en-
nemi. S'il a perdu 33% de ressources de plus que SRbotOnc lors des affrontements, 
on déclare que c'est le bon moment pour contre-attaquer. Sinon , on vérifie si on 
di pose d'une armée de plus de 40 unités pour le combat (sur 200 maximum) , dans 
tel cas, on décide également d 'attaquer. Si aucune des deux condit ions précédentes 
n 'est vérifiée, on continue d 'attendre ct de défendre. 
Les valeurs de 33% ct 40 unités ont été fixées empiriquement (au cours de tests 
durant le développement) ct montrent des résultats sa. t i fai ants mais peuvent 
encore être affinées . Puisqu'ils sont vérifiés fréquemment , ces critères apportent des 
comportements non figés et évolutifs . En effet , on pourra donner l'ordre d 'attaque, 
mais sc trouver dans des situat ions où il est préférable durant l'attaque de sc replier 
afin de ne pas perdre toute l'armée si l'ennemi se défend bien. Dans ces cas, étant 
donné que le rat io ne sera plus aussi favorable, la décision de sc replier ct de 
retourner défendre dans la zone sécurisée sera prise automatiquement . 
si le temps de jeu est supérieur à tAttaque alors attaquer 
si on a. résisté à au moins deux attaques adverses alors 
si l'ennemi a 33o/c de pertes de plus alors attaquer 
sinon si on a. au moins 40 unités pour le combat alors attaquer 
sinon défendre 
fin 
F igure 4.5 Procédure pour déterminer le moment propice à l'attaque. 
Pour clôturer cette section, on présente le flux logique de SRbotOnc (figure 4.6) , 
étant donné qu'on s'est basé sur UAlbertaBot , on peut le comparer au sien (fi-
gure 2. 7) . Lors de la. concept ion de SRbotOnc, chaque partie de UAlbcrtaBot a 
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été retouchée à plu ou moins grande échelle, cependant le flux logique ne s'en re-
trouve pas forcément modifié, c'est pourquoi sur la figure 4.6 certains niveaux sont 
identiques . Afin de rendre plu claire la compréhension , les ajouts ct modifications 
apportées au flux logique ont indiqués en gras sur la figure. On peut constater des 
changements majeurs au niveau du CombatCommander, cc qui est logique 'tant 
donné que la majorité des éléments stratégiques des bots y est contenue. 
Comme on peut le voir , la stratégie ct l'activi té de SRbotOnc sont conditionnées 
par la région clé. La ge t ion liffércntc des troupes par rapport UAlbcrtaBot en-
traîne également des divergences dans la gestion des Squads. On note aussi l'ajout 
important du calcul de la région qui est pris en charge par InformationManager, 
même s'il dépend aussi de ScoutManager indirectement . 
Enfin , on remarque l'ajout d 'un élément BaseManager au début du flux logique, 
conçu pour permettre une meilleure ge tion des expansions ct bases (manquante 
dans UAlbcrtaBot parce que certainement pas un sujet majeur du bot). Ses tâches 
principales ont la mi c à jour des données sur les ba cs ct la récupération des 
commandes (besoin ou requêtes de production) en bâtiments ct unités de chacune 
des bases. Il est intimement lié au ProductionM a nager mis en place au départ dans 
UAlbcrtaBot. On revient en détails sur cc nouveau manager ct d 'aut res ajouts 
dans la section suivante. 
GameComma nder.update() 
BaseManage r. update() 
M ettre à jour les informations sur les bases 
R éc upérer les comma ndes e n bâtime nts et unités des bases 
VVorkerM anager.update() 
- Identique à UA lbertaBot 
Prod uctiontvlanager.update() 
- Identique à UAlbertaBot 
BuildingManage r.upcla te() 
- Identique à UAlberta Bot 
Com batCommander .update() 
Envoyer un t ravail! ur fai re du scouiing si c 'e t le bon moment 
Si la r égion clé est con nue : 
Si une bataille est e n co urs, m e ttre à jour les informa tions 
Sinon, si o n doit attaquer : 
Vide r les bunker s 
Attaque r la base ennemie 
Utiliser les s tim packs 
Sinon, attendre une bataille 
Si on est attaqué, se r é fugie r dans les bunker·s 
Squads. update() 
Fai re une s imu lation de combat avec SparCraft 
Si la simulation prédit la victoi re, cont inuer d 'attaquer 
Si l'attaque conti nue, appeler la sous classe MicroManager pour chaque unité 
Si la simu lation prédit la défa ite, se replier vers la base ou la r égion clé 
Si un groupe d é passe 4 unités, en créer un nouvea u 
ScoutManager .update() 
- Identique à UA lbertaBot 
1 nformat ionManager.update() 
Si la r égion clé n 'es t pas d é t e rminée, la calcule r 
i une uni té ennemie est visible, enregist rer sa dern iè re posit ion connue 
Si une uni té ennemie meurt , ajouter la perte en ressource a u tota l perd u 
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Figure 4.6 Flux logique de SRbotOne, avec différences en gras par rapport à 
UAlbertaBot (figure 2.7). 
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4.2 SRbotOnc : Détails de développement 
4.2.1 Système de gestion des bases 
Lors de la. réflexion pour le choix de la. st ratégie principale, ct notamment la. 
première hypothèse formulée , on a. ident ifié un manque dans la. solut ion proposée 
par U Alberta.Bot . En effet , la. stratégie étant basée ur la. création de nombreuses 
bases, on a. remarqué l'absence au sein d 'UAlbcrta.Bot d'un système de gestion 
de bases . Le bot sc contente de produire des centr-es de commandement pour 
s'étendre, mais ne dispose pas de code pour une gestion plus avancée, comme la. 
répartit ion des bâtiments ct unités ent re les bases , leur spécialisation , etc . En fait, 
tout est programmé pour être créé prè · du point de départ du joueur. 
Ainsi, SRbotOnc int roduit une classe Base permettant de créer des objets concrets 
ct un manager (BaseManager-) de plus haut niveau pour en permettre la. gestion. 
Une ba. st caractérisée par une localisation (posit ion, nombre de re ourccs 
disponibles , etc .) , une liste de bât iments construits , une liste de bât iments com-
mandés , ct la région dans laquelle elle sc trouve. Elle contient aussi d s attributs 
comme des limites de compte pour des bâtiments spécifiques, des compteurs pour 
les types de bâtiments, ct de booléens permettant par exemple de savoir si elle 
est la. base principale, si elle a. un mur , etc. 
BaseManag er- contient la. liste des bases du joueur ct ser t d 'interface ent re les 
bases ct le aut res modules du système. Il permet la mi à jour des informations 
ct attributs concernant les base , l'interaction évent uelle avec le WallingManager-
(si la. base est la principale ct qu'on utilise du walling) , en plus de la communicat ion 
avec le StmtegyManager ct le ProductionManager (qu'on a modifiés à part ir de 
la. version de UAlbcrtaBot), pour la planification de build-orders ( ·équences de 
bâtiments à construire) . 
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Durant une part ie, à chaque création de centre de commandement, un objet Base 
est créé automatiquement ct spécialisé en fonction des informations du terrain 
environnant . C'est-à-dire qu 'on personnalise la base selon la taille de la région 
dans laquelle elle sc trouve. On paramètre notamment les limites de nombre de 
bâtiments de la base pour s'assurer que la base ne sera pas t rop grande ct ne 
dépassera pas la région , ou qu 'on ne voudra pas mettre t rop de bât iments pour 
la place disponible. Ce système a été pensé pour fonctionner avec un ·ystèmc 
de commandes de bâtiments pour chaque base ct coopère parfaitement pour en 
limiter les abus ct incohérences. 
En effet , dans SRbotOnc chaque base est autonome ct commande elle-même cs 
propres bâtiments lorsque le bot a terminé de produire les bâtiments planifiés 
auparavant , et qu 'il entame le processus de nouvelle planification de build- order. 
De cett e façon, on peut répartir la production de bâtiments ct d 'unités entre les 
bases ct même l'automatiser , contrairement à UAlbcrtaBot . De façon plus intéres-
sante, cc système permet de créer des bases spécialisées dans certaines tâches. Par 
exemple, créer une base concent rée uniquement ur la production d 'unités, alors 
qu 'une autre sera spécialisée dans la récolte de ressources , tandis qu 'une autre 
sera ut ilisée pour augmenter la population maximum du joueur , etc. En pratique, 
on l'ut ilise pour différencier la base principale des extensions ct de la base qui 
représente la région clé, en créant des types de ba cs différents. 
4.2.2 Système de gestion des fronts 
On emploie le système de ge t ian des fronts au sein du CombatCommander, pour 
la mise en place de la stratégie globale de défense ct de contre-attaque de SR-
botOnc. Comme évoqué dans la section 4.1.4, on s 'intéresse aux fronts , ct plus 
particulièrement aux fronts dans la région clé pour déterminer le moment le plus 
opportun pour passer à l'action, ct attaquer la base ennemie ou riposter. Dans 
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l' implémentation act uelle, on s'attend à être pris à parti par l'adversaire ct l'ob-
jectif est de survivre au moins dctLx fois, c'est pourquoi cc système de gestion de 
fronts est important. 
Par conséquent, on développe une classe Battlefront pour solutionner ces itua-
t ions. Une instance de BattlejTOnt cont ient une liste des unités de SRbotOnc (pré-
sente dans la région), une liste des unités de l'ennemi (visibles dans la région) , 
un compteur de ressources perdues par SRbotOnc (qui additionne les coûts en 
ressource · des unités perdues par SRbotOnc), ct un compteur identique pour les 
pertes ennemies. Elle enregistre aussi les dates de début ct de fin du front , ct 
dispose de booléens pour vérifier la fin du front ct si SRbotOnc a gagné ou perdu 
cc front. Le CombatCommander maintient une liste des fronts ct est le module 
dans lequel s'effectue la logique du ystèmc. 
En prat ique, dans StarCraft , à partir du moment où la région clé est trouvée , on 
commence à vérifier la présence d 'un front dans la région. Un front est créé dès lors 
que les unité de SRbotOnc dan la région clé sont attaquées ct qu 'il y a au moins 
trois unités ennemies dans la région . Ensuite , tant qu 'un front n'est pas terminé ct 
que l'affrontement est en cours, on met à jour en permanence les information du 
front (compteurs de pertes , listes d 'unités) . Un front est considéré comme terminé 
lorsque toutes les troupes ennemies sont battues ct que les troupes de SRbotOnc 
ne ont pas attaquées pendant 20 secondes. Il peut au si sc finir si l'ensemble des 
unités adverses ne sont pas vaincues mais sc replient , dans cc cas, on attend une 
minute avant de déclarer le front terminé ct remporté. Si l'ensemble des unités de 
SRbotOnc sont éliminées , le front est également terminé ct perdu. À chaque fois 
que l'on sc rend dans le CombatCommander dans l'exécution du code ct qu 'un 
front n 'c t pas en cours , on ob erve pour voir si un front n'a pas commencé, ct 
on s'interroge sur la ju tc sc du moment pour attaquer en uivant la procédure 
décrite à la figure 4.5. De cette façon , SRbotOnc peut surveiller la présence de 
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fronts ct le bot peut prendre intelligemment la décision de passer de la défense à 
l'attaque, lorsque les critère · fixés sont atteints. 
4.2 .3 Comparaison avec AlbertaBot 
Si on reprend la figure 2.6 pour la comparer avec la figure 4. 7. on peut observer 
les apports et modifications de SRbotOne par rapport à UAlbertaBot sur lequel il 
est basé. En vert. on présente les classes complètement nouvelles et en bleu. celles 
qui ont été instaurées par AlbertaBot mais largement modifiées pour intégrer la 
philosophie ct la stratégie mise en place au sein de SRbotOnc. 
Ainsi , on retrouve les classes Battlefront , ct Basel\!Ianager-. Base, Wallingl\!Ianager, 
ajoutées pour participer respectivement à la gestion du sy. tèmc de fronts. et du 
système de gestion de bases ct extensions qu 'apporte SRbotOnc. Parmi les classes 
modifiées , Productionl\!Ianager-, BuildOTderSear-ch, Buildingl\!Ianager et Build?;ng-
PlaceT ont été adaptées pour fonct ionner avec le nouveau système de gestion de 
bases en place . Un deuxième ensemble composé de CombatCommander et Squad 
a été modifié pour permettre la gestion des t roup s et fronts telle qu'on l'a im-
plémentée clans SRbotOne. Cc même ensemble joint à Star-tegyl\!Ianager regroupe 
des modifications concernant la stratégie globale de l'lA. Enfin , InjoTmationMa-
nageT ct GameComrnander contiennent respectivement des ajustements pour la 
définition de la région 1/ qu 'on utilise , a insi que des modification.· d 'ordre général 
pour le fonct ionnement de SRbotOne au cours d 'une partie. 
UAlbertabot est un projet dont l'ordre de grandeur est d 'environ 32000 lignes 
de code. SRbotOne compte tm nombre de lignes dont l'ordre de grandeur est 
de 36000. cc qui constitue une augmentation cl 'environ 12.5o/c . De plus, avec les 
changements apportés aux classes existantes, on peut estimer que plus d 'un t iers de 
la logique cl 'origine a été modifiée pour SRbotOne afin d 'agir sur le comportement 
de haut niveau de UAlbcrtaBot . 
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CHAPITRE V 
EXPÉRIMENTATIONS ET ANALYSE DES RÉS ULTATS 
Pour évaluer SRbotOnc, nous avons réalisé t rois expérimentations sous forme 
d 'enchaînements de part ies de StarCraft . L'object if de ces expérimentat ions est 
de confirmer qu'il est possible de construire une stratégie pour StarCraft en fonc-
t ion du raisonnement spatial, en con crvant de bons résultats, ct dans le but 
d 'améliorer l'adaptabilité des bots. Afin de pouvoir analyser plus précisément les 
apports de not re approche, nous avons développé un système de récolte de données 
au sein de SRbotOnc qui génère des fichiers de journaux (section 5.1). 
La première expérience a consisté à faire jouer SRbotOnc cont re l'IA originale 
du jeu (section 5.2). La deuxième fut de comparer SRbotOnc à d 'aut res bots 
disponibles en code ouvert ct qui ont déjà part icipé, avec succès , à des compé-
t it ions internationales de bots (section 5.3) . Comme t roisième expérimentation , 
nous avons soumis SRbot Onc à une compétition dans le cadre de la conférence CIG 
2016 (section 5.4). Pour conclure, la fin de cc chapitre (section 5.5) est consacrée 
à une analyse globale des résultats, tendances, ct enseignements de l'ensemble des 
expérimentat ion. , avant de sc terminer par une comparaison avec UAlbcrtaBot . 
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5.1 Sy tèmc de fichiers de journaux 
Dans le contexte de StarCraft , il est difficile d 'évaluer les performances ct impacts 
d 'une t ratégic en observant uniquement le pourcentage de victoires , étant donné 
le nombre incalculable d 'événements qui peuvent sc produire ct entrer en jeu dans 
la détermination du résultat d 'une part ie. Or, on a besoin de pouvoir obtenir 
de données plus pertinentes afin de pouvoir analyser les apports de la tratégic 
ct de ses paramétrages. Puisque, en effet , en plus de t irer des enseignement , 
ces informations peuvent être ut iles pour peaufiner ct affiner certains paramètres 
en vue d 'améliorer les performances d 'un bot. C'est pourquoi on développe au 
cin de SRbotOnc un sy tèmc de fichiers de journaux personnalisé, qui en plus 
d 'cnrcgi t rcr les informations essentielles, cible surtout les points capitaux de la 
tratégic dans le but de déterminer la qualité des prises cl décision 
Pour les observations sur la prise de décision du bot , on garde en mémoire les 
moments de la partie dans lesquels l'lA a décidé de prendre l'initiative ct de pas cr 
à l'attaque. Dans le code, on enregistre les données au fur ct à mesure ct lors de 
la prise de décision (dans CombatCommander) . On développe un programme en 
complément pour rassembler les données ct facili ter leur analyse . 
Dans un premier temps, on peut compter le nombre de victoires ct de défaites sur 
la série ct obtenir le pourcentage de victoire . Deuxièmement , de façon plu inté-
rc sante, on peut calculer le pourcentage de victoire lorsqu'on décide d'attaquer 
avant la période considérée comme la fin de partie (avant 18 minutes de jeu). Cela 
signifie qu 'on a résisté à au moins deux fronts ct que le ratio est assez avantageux, 
ou qu 'on dispose d 'assez d'unités avant 18 minute de partie . On peut aussi déter-
miner le pourcentage de victoire quand on attaque après cc 18 minutes ou après 
un temps pcr onnalisé. On doit également prendre en compte le pourcentage de 
victoire par plantage ou dépassement du temps de l'adversaire (cc qui arrive) . Fi-
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nalcmcnt , on peut extraire beaucoup d'autres information intéressantes comme 
le nombre minimal de ressources perdues de l'ennemi, à partir duquel on gagne à 
tou les coups. De plus, on peut encore affiner chacune des statistiques précédentes 
en les recoupant par ennemi , par carte de jeu , ou même par ennemi ct carte à la 
fo is, si on dispose de suffisamment de données. 
5.2 SRbotOnc vs l'lA originale de StarCraft 
On a organi é des parties ent re SRbotOnc ct l'intelligence artificielle originale 
du jeu StarCraft version 1.16.1. SRbotOnc ut ilise la version 4. 1.2 de BWAPl ct 
la version 2.2 de B\iVTA. Le tableau 5.1 décrit les spécifications de la machine 
utilisée. 
Les parties ont été accélérées au maximum ( 42ms par image contre 67ms par image 
à vitesse normale) ct leur lancement en continu est automatisé ct paramétré de la 
façon suivante : 
le type de partie est touj ours un contre un (SRbotOnc contre l'lA du jeu) ; 
la race de l'adversaire est choisie aléatoirement entre les trois disponibles; 
la race de SRbotOnc est toujours Terran ; 
le point de départ des joueurs est choisi de façon aléatoire parmi les points 
prédéfinis pour chaque carte. 
À chaque part ie, une carte est choisie aléatoirement parmi 30 cartes t irées des 
listes officielles des compétitions AIIDE 2015 ct ClG 2016. Cc corpus contient : 
10 cartes à deux joueurs (2 points de départ par carte) ; 
8 cartes onçucs pour trois joueurs (3 points de départ par carte); ct 
12 cartes à quatre joueurs (4 points de départ par carte). 
À noter que, bien que plusieurs cartes soient conçues pour plus de deux joueurs, 
il n 'y a toujours que deux bots qui s'affrontent dans nos expérimentations. Mais 
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les cartes peuvent être de plus grande taille ct la différence sc fait surtout sur le 
nombre de points de départ. Cela indique qu 'il peut y avoir plus de variations 
avec ces cartes. 
Tableau 5.1 Caractéristiques de la machine de test principale. 
Système d 'exploitation \i\Tindows 7 Pro SP1 , 64bits 
Processeur Intel Core 2 Quad Q6600 2.40 Ghz 
Mémoire vive 4 Go 
Dans le cadre de cette expérimentation, on a analy é les résultats de 1400 parties , 
d 'une durée d 'environ 20 minutes de temps en jeu par partie, cc qui représente 
plus de 460 heures de temps en jeu pour SRbotOnc. Le temps en jeu est le temps 
réel à vitesse normale du jeu (67ms par image), il ne représente pas le temps 
qu 'ont nécessité les tests. 
5.2. 1 Résul tats 
Les résultats sont présenté dans le tableau 5.2 . Les deux premières lignes donnent 
les nombres ct pourcentages de victoires de SRbotOnc, ct les lignes 3 ct 4 re-
groupent ses nombres ct pourcentages de défaites. Quant aux deux dernières lignes , 
elles affichent les totaux. Les colonnes représentent de gauche à droite les cas où la 
partie s'est terminée avant que SRbotOne ne contre-attaque, les cas où la partie 
s'est terminée après une contre-attaque de SRbotOne, ct les cas où SRbotOne a 
attaqué uniquement en fin de partie (situations dans lesquelles SRbotOnc a choisi 
de ne pas contre-attaquer , mais d 'attaquer délibérément on adversaire à un temps 
donné). Enfin la dernière colonne affiche également les totaux. 
Avant d'analyser les données , on peut signaler qu'aucun plantage n 'a été subit 
durant cette expérimentation. Considérant le nombre de part ies ct les heures de 
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jeu que cela représente, on peut t irer la conclusion que la ver ·ion actuelle de 
SRbotOnc est stable ct robuste. De plus, il faut noter que Blizzard Entcrtainmcnt 
ne fournit pas de détails sur l'implémentation de l'lA d 'origine du jeu, ainsi on ne 
peut pas déterminer du niveau d 'informations dont elle dispose. Celle-ci pourrait 
donc user de méthodes qu 'on peut considérer comme de la triche à la place d 'un 
joueur. 
Tableau 5.2 Résultats de l'opposition à l'lA de StarCraft. 
Avant CA Après CA Lors A Total 
# 0 444 101 545 
Victoires 
% 0 % 31.72 % 7.21 % 38.93 % 
# 113 393 349 855 
Défaites 
% 8.07 % 28.07 % 24.93% 61.07 % 
# 393 793 214 1400 
Total 
% 8.07 % 59.79 % 32.14 % 100 % 
On affiche 38.93% de victoire sur l'ensemble des parties. Les pourcentages sont 
répartis entre le moment où l'on choisit de contre-attaquer avant la période de 
fin de partie (31.72%), ct le moment où l'on décide d 'attaquer alors que l'ennemi 
attend la fin de partie (7.21%). Logiquement , le pourcentage de victoire avant la 
contre-attaque est de zéro , étant donné qu 'il n 'est pas possible de gagner contre 
l'intelligence artificielle du jeu sans passer à l'offensive durant la partie. 
Les chiffres montrent également que SRbotOne adopte une tendance assez nette 
à contre-attaquer l'lA plutôt que d'at tendre la fin de partie. Cela signifie que les 
conditions qui entraînent la contre-attaque (nombre d 'attaques subies, nombre 
pertes de l'ennemi, etc .) sont souvent atteintes lorsqu'on joue contre l'lA de base 
de StarCraft. 
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Pour juger de la qualité du système de décision mis en place, comparons les pour-
centages de victoire aux pourcentages de défaite . On remarque que la large majo-
rité des victoires est obtenue avec la décision de contre-attaquer. Proportionnel-
lement , cela représente 31.72/38 .93 = 81.47% des victoires pour cette décision. 
En mettant ces chiffres en parallèle avec leurs équivalents pour les défaites, on 
peut opposer les 81.47% de victoire proport ionnelle résultant du choix de contre-
attaquer aux 28 .07/61.07 = 45 .96% de défaite proportionnelle pour le même choix. 
On constate que cette décision apporte un ratio largement positif ct , ainsi, on peut 
en déduire que SRbotOnc ident ifie correctement la tendance à suivre. De plus , le 
système de décision en place est en accord avec cette tendance. On peut valider , 
grâce à ces données , le fait qu 'il choisit globalement les décisions les plus pert i-
nentes en fonction du déroulement des part ies, ct du comportement de l'IA de base 
du jeu. En effet , contre-attaquer apporte plus souvent la victoire que la défaite, 
ct c'est le comportement majoritairement choisi par SRbotOnc. 
Enfin , on peut extraire une statistique intéressante qui exprime le nombre de 
pertes en ressources (minerai) de l'ennemi, grâce aux défenses que l'on produit , 
à partir duquel on gagne systématiquement une partie. Autrement dit , le nombre 
de ressources correspondant aux unités ennemies perdues dans la zone qu'on a 
choisi de défendre, à partir duquel la victoire est assurée à 100%. Lors de cette 
expérimentation, ce nombre s'élève à 14125 (de minerai) , mais une telle quantité 
est atteinte un nombre relativement limité de fois , étant donné que les pertes 
moyennes sur l'ensemble des parties s'élèvent à 2220,22. 
5.3 SRbotOnc vs d'aut res bots 
La deuxième expérimentation consiste en un tournoi oppo ant SRbotOnc aux 22 
bots inscrits à la compétition AUDE 2015. La majorité de ces 22 bots ont été 
développés dans des laboratoires de recherche en IA qui s' intéressent aux jeux. Le 
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code source ct binaire de ces 22 bots est disponible en raison des règlements des 
compétitions majeures qui exigent aux part icipants de publier leur code source 
après chaque compétit ion . 
Les compétitions sont gérées grâce au Star-Craft AI Toumament Manag er- déve-
loppé en Java par David Churchill (développeur d'UAlbcrtaBot) . Cet outil permet 
l'automatisation ct la gestion des parties, le contrôle des règles du jeu ct la collecte 
des résultats . 
En raison des limites techniques de StarCraft ct BWAPI, il est impossible de lancer 
simultanément deux bots dans une même instance de (machine) \ i\lïndows. Ainsi, 
pour jouer une partie entre deux bots , il faut au moins deux machines Windows, 
reliées en réseau, chacune exécutant un bot. P lutôt que d 'utiliser des machines 
virtuelles sur une même machine physique, on a choisi de lancer les expérimentions 
sur deux PCs aux spécifications similaires . De ce fait , on utilise la même machine 
que pour la première expérimentat ion (tableau 5. 1) ct une seconde avec le même 
système d'exploitation, un processeur Intel Core 2 Duo E8500 3.16 Ghz ct 4 Go 
de mémoire vive. L'outil gérant le tournoi (Star-Craft AI Toumament Manager-) 
a signe aléat oirement les PCs aux bots pour chaque partie. Cela élimine tout biais 
qui aurait pu exister dans le cas où l'un des deux PC serait plus performant que 
l'autre. 
On utilise la même version de StarCraft sur chacun des ordinateurs (1.16.1). Les 
versions employées de B\i\1API ct BWTA dépendent de chaque bot. Certains bots 
sont développés avec BWAPI 3.74, 4.01, ou 4.1.2 comme SRbotOnc. Pour BWTA, 
l'utilisation est libre ct propre à chacun , comme pour la première expérimentation, 
SRbotOnc utilise la version 2.2. 
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5.3.1 Règlement du tournoi 
Pour cc tournoi, le type de part ie est toujours un cont re un (un bot cont re un 
autre bot) . Chaque bot spécifie sa race pour qu'elle soit choisie par le programme 
(un faible nombre joue une race aléatoire) , ct le point de départ des joueurs en 
part ie est choisi aléatoirement. Les cartes ut ilisées sont les mêmes que celles de la 
compétit ion AIIDE 2015, soit 3 cartes à 2 joueurs, 2 carte à 3 joueurs , ct 5 cartes 
à 4 joueurs. De plus, dans le but de tester SRbotOnc en conditions de compétit ion 
officielle, on applique le règlement mis en place pour le tournoi de la conférence 
CIG 2016. 
StarCraft A I Tournam ent Manager vérifie le respect du règlement ct impo c par 
con ·équcnt une limite de 86400 images par part ie, cc qui correspond à une heure 
de jeu (1 heure = 3600s, ct on joue a 24 images par ccondc , cc qui donne 
24*3600= 86400). Si une part ie sc prolonge jusqu 'à cette durée , elle est arrêtée 
ct le gagnant est déterminé par le ~core calculé par le juu. Eu cfid, à la liu 
d 'une part ie, chaque joueur sc voit attribuer un core qui est déterminé par son 
ut ilisation des ressources , les unités produite · ct t uées (ennemies) , ain i que les 
bâtiments produits ct détruits (ennemis) . 
D'aut re part , un bot ne devrait pas ralent ir le jeu, une limite de 42ms par image 
est imposée. Si cette limit e est dépassée un nombre trop élevé de fois, le bot est 
déclaré perdant ct la victoire est crédi tée à son adversaire. Ainsi, pour le tournoi 
de l'expérimentation, comme pour la compétit ion CIG 2016 , un bot est considéré 
perdant pour une partie i : 200 images ou plus excèdent 55ms, 10 images ou plu 
excèdent 1 seconde, ou 2 images ou plus dépassent 10 ccondc . 
Évidemment , la triche est interdite. Les bots ne doivent pas ut ili cr les opt ions 
de BWAPI qui permettent l'accès à toutes le informations du jeu (information 
parfaite) . Tout bot au comportement malicieux est disqualifié. Dan le même ordre 
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cl ïd 'e, un plantage du jeu en cours de part ie est considéré comme une défaite pour 
le système responsable. I ttr le jeu en pause est au. si intcrdi t ct donne la victoire 
à l'adversaire. Le règlement autorise l'exploitation de certains bug· spécifiques et 
connu.· cl u jeu (empilement chmités volantes, etc.) . ct cl 'antres sont formellement 
interdi ts (mines alliées. empilement d 'unités terrestres, etc.). 
Enfin. le tournoi est cl type toutes Tondes (mund-m bin ou all-play-all ). C'est-à-
dire que les part icipants sc rencont rent tous un nombre égal de fois. ct tous une 
fois sur chaque carte. Dans le cadre de l'expérimentation , avec 23 bots ct 10 cartes , 
chaque bot joue ainsi 220 par ties, cc qui donne (23*220) / 2 = 2530 parties pour 
le tournoi. Dans la section suivante , on pré ente le: résultats de 2529 parties en 
raison cl 'un bug connu elu programme qui ne lance pas la dernière partie prévue. 
5.3.2 Résul tats 
Le tableau 5.3 regroupe les statistiques générées à la fin du tournoi par Star·Cmft 
A I Toumament Manag 1 ... Il est ordonné par rapport au pourcentage de victoire 
clans l'ordre décroissant. Il présente notamment la durée moyenne clcs parties (en 
minu tes). le nombre cie par ties par bot qui a at teint la limi te de tcmp: (1 heure) , 
le nombre de plantages par bot t le nombre de part ies où le bot a 't' disqualifié 
pour avoir t rop ralent i le jeu. 
SRbotOnc sc classe 14èwe sur 23 avec 48. 18% de victoire sur 220 part ies. On peut 
constater que la clnréc moyenne cie partie pour les meilleurs est trè. courte . cc qui 
est logique étant donné que la majorit é d'entre eux emploie une stratégie de TUsh 
(les résul tats en prouvent l'efficacité). Cependant . ayant basé notre t ratégie sur 
la défense, on a au contraire l'objectif de fa ire durer la par tie plus longtemps. Or. 
SRbotOnc est deuxième clans la li ste en termes de durée moyenne de partie, par 
rapport au pourcentage de victoire (17 minutes ct 8 secondes en moyenne) . De 
plus, si on compare avec UAlber ta Bot sur lequel on s'est basé, le temps moyen de 
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part ie est augmenté considérablement . 
Tableau 5.3 Résultats de !"opposit ion à d'a ut re.· bots (tournoi). 
Bot ~ Parties ~ Victoires~ Défaites* %Victoire* TempsMoy* 
tsanoo 
GarmBot 
Ximp 
Total 2529 2529 2529 N/A 14 :05 
Heure * 
0 2 
154 84 
Lenteur* 
193 
235 
La couleur sm le nom des bots représente leur race . violet pom Zerg, jaune pour 
Protoss. bl n pour Ten-an. ct gri. · pour a.léatoir . 
Co mm lors dr la première expérimenta t ion. on remarque qu· aucun plantage n 'est 
survenu cette fo i ·- i non plus, e qui confirme la ta l ili té cl la version actuelle de 
SRbotOne. D 'autre part . les données montrent qu 'on a atteint à, quatre repri ses 
la limi te de l'hcm c de jeu. Après analyse des résultats détaillés . les quatre parties 
ont été comptées comme des défaites. Cela s·explique par le départage a u score 
qui a été défavorable à, chaque fois. La. raison vient sans cloute du fait que les 
,--------------- ----- - - -- -- - -- - -
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Mar-ines, que l'on produit en masse, ne rapportent pas beaucoup de points par 
rapport aux unités de haut niveau que produisent les adversaire en fin de partie. 
Si on s 'intércs c à la colonne des disqualifications pour ralentis cmcnt du jeu 
(Lenteur) , 9 part ies ont été perdues. Sur 6 de ces 9 part ie· , SRbotOnc avait 
pourtant l'avantage. Cela signifie que la disqualification s'est produite alors que le 
bot était en upériorité ct allait gagner la partie. Le problème vient elu fait qu 'on 
clispo ait d'un trop grand nombre d'uni té , ct que la structure d 'UAlbcrtaBot n 'est 
pas conçue pour en gérer un si grand nombre, d 'où les ralentissements. Étant donné 
que UAlbcrtaBot n 'utilise que des stratégies de Tush, il n 'est pas conçu pour avoir 
un maximum d 'unités ct jouer des part ies jusqu'à l'heure de jeu. On en montre 
en quelque sorte les limites avec notre stratégie, optimiser le système pour ces cas 
serait une piste intéressante. En effet , avec ces 6 victoires , le taux de victoire de 
SRbotOnc passerait à plus de 50%, cc qui lui ferait gagner 2 places au classement . 
Les résultats détaillés fournis par SRbotOnc sont présentés clans le tableau 5.4. 
Le tableau adopte la même structure que le tableau 5. 2, à l'except ion de trois 
colonnes. Les colonnes « Lors A18 », « Lors A23 » ct « Lors PT » représentent 
respectivement les cas où SRbotOnc a attaqué à la 18e minute (sans avoir décidé 
de contre-attaquer auparavant), SRbotOne a attaqué à la 23e minute (sans avoir 
décidé de contre-attaquer auparavant) , la part ie a été interrompue en raison d 'un 
plantage ou de trop nombreux ralentissements. Cela s'explique car , en t ournoi, 
SRbot Onc change quelque peu sa stratégie contre les adversaires connus pour 
at t aquer en msh, d'où les deux colonnes pour l'attaque à 18 ct 23 minutes (voir 
figure 4.5 , tAttaque) . Les statistiques de défaites lors d 'un plantage ou d 'un nombre 
t rop important de ralentissements ne sont pas affichées pour SRbotOnc, car elles 
sont pri cs en comptes clans les chiffres des autres colonnes. 
Ici, les 48 .18% de victoire sont répartis entre le moment où l'on choisit de cont re-
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attaquer avant la période de fin de partie (11.36o/c ), le moment où l'on décide 
d 'attaquer à la minute 18 (30. 92%) , le moment où l'on décide d 'attaque après 
23 minutes de jeu (0.45%), ct les victoires par disqualification adverse (5 .45%). 
Comme lors de la première expérimentat ion, le pourcentage de victoire avant la 
contre-at taque est de zéro. 
Tableau 5.4 Résultats de l'opposit ion à d 'aut res bots (fichiers de journaux). 
Av CA Ap CA Lors A18 Lors A23 Lors PT Total 
# 0 25 68 1 12 106 
v 
% 0 % 11.36 % 30.92 % 0.45 % 5.45 % 48. 18 % 
# 68 28 18 0 N/ A 114 
D 
% 30.91 % 12.73 % 8. 18 % 0 % N/ A % 51.82 % 
# 68 53 86 1 12 220 
T 
% 30.91 % 24 .09 % 39.1 % 0.45 % 5.45 % 100 % 
Les chiffres montrent que SRbotOnc adopte une tendance assez nette à attaquer 
plus tard ct attendre la fi n de partie, cc qui rcprés nt le scénario inverse à la 
première expérimentat ion contre l'lA originale de StarCraft . Cela signifie que les 
condit ions qui entraînent la cont re-attaque (nombre d'attaques subies , nombre 
pertes de l'ennemi, etc.) sont plus rarement at teintes lorsqu 'on joue cont re d 'aut res 
bot . On peut attribuer cc phénomène à la qualité des autres bots qui mont rent 
une bien meilleure gestion des unités que l'lA de base du jeu (ct subissent moins 
de pertes). 
On remarque ici que la majorité des victoires est obtenue en combinant les déci-
·ion d 'attendre la période de fin de part ie (18e ct 23e minutes), cela représente 
30.92+ 0.45 = 31.37%. Proport ionnellement , cela rcpré nte 31.37/ 48 .18 = 65 .10% 
des victoires pour la déci ion d 'attendre la période de fin de part ie. En mettant 
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ces chiffres en parallèle avec leur 'quivalcnts pour les défaites , on peut opposer 
les 65.10% de vi toirc proportionnelle ré ·ultant du choix d 'attendre la période de 
fin de partie, aux 8.18/ 51.32 = 15.79o/c de défaite proportionnelle pour les mêmes 
choix. On constate que cette décision apporte un ratio largement positif, ainsi on 
peut en déduire que SRbotOnc ident ifie correctement la tendance à uivrc. De 
plus, le sy tèmc de décision en place ct en accord avec c ttc tendance. On peut 
une nouvelle foi valider, grâce à ces données , le fait qu'il choisit globalement les 
décision le· plu pertinentes, en fonction du déroulement de parties ct du com-
portement de son adversaire. En effet , lors de cette expérimentation , attendre la 
période de fin de partie apporte plus souvent la victoire que la défaite, ct c'est le 
comportement majoritairement choisi par SRbotOnc. 
Enfin , le stati tiques de défaites indiquent un nombre important de 30.91 o/c de 
parties perdue avant même d 'avoir pu contre-attaquer. Cette donnée peut mon-
trer deux choses. Tout d 'abord, un grand nombre d 'adversaires privilégient effec-
tivement les stratégies de rush en début de partie, ct par conséquent empêchent 
SRbotOnc d 'installer ses défenses. Et ensuite, que dans certain cas , les défcn cs 
de SRbotOnc en début de partie n 'arrivent pas à résister aux attaques ennemies , 
cc qui entraîne sa défaite . 
Pour finir , on extrait à nouveau la statistique qui exprime le nombre de pertes 
en ressources (minerai) de l'ennemi grâce aux défenses que l'on produit, à partir 
duquel on gagne systématiquement une partie. Lors de cette expérimentat ion , cc 
nombre s'élève à 6750 (de minerai) , mais comme la première fois, cette quantité 
est atteinte un nombre relativement limité de fois. Les pertes moyennes adverses 
sur l'ensemble des parties s 'élèvent à 572. 
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5.4 Compétition CIG 2016 
SRbotOnc a par ticipé à la compétition officielle d 'IA pour StarCraft , organisée 
par l'université de Scjong (Corée du Sud) , dans le cadre de la conférence IEEE 
CIG 2016. Les résultats de la compétit ion ont été dévoilés lors de la conférence , 
du 20 au 23 cptcmbrc 2016 , à Santorini en Grèce . Pour l 'année 2016 , 16 bots ont 
été soumis pour participer en provenance de 13 pays. 
Parmi ces 16 participants , 7 sont de entrées ayant concouru à une compétition 
en 2015 ct qui n 'ont pas subi de modifications. Les 9 autres ·ont des bots dont 
la version a été mise à jour, ou de nouveaux bots . On peut noter que SRbotOnc 
est la seule entrée complètement nouvelle (bot ct développeur) ; en effet, d 'autres 
bots sont nouveaux , mais leurs développeurs ont déjà participé à des compétitions 
antérieures . SRbotOnc est également le seul bot à adopter une stratégie défensive 
ct d 'attente, tous les autres participant ont une stratégie globale offensive ct 
agrc~s ivc (5 d 'entre eux emploient le ru h principalement). 
Malhcurcu cmcnt , on ne dispose pas des informations concernant le matériel ct 
les spécifications des machines utilisées pour les parties. Cependant, le règlement 
utilisé est le même que celui de l'expérimentation 2 (section 5.3. 1). L'ensemble de 
cartes ut ili é pour la compétition est composé de 1 carte à deux joueur , 2 cartes 
à trois joueur , ct 2 cartes à quatre joueur . 
Le tournoi est organisé avec le programme StarCraft A I Toumament Manager 
ct sc déroule en deux phases. La première est une phase qualificative pour sé-
lectionner la meilleure moitié des participants, en sc basant sur le pourcentage 
de victoire'. Dans la deuxième pha ·c, seule la meilleure moitié des bots joue pour 
former un classement final. Les résultats de la première phase ne sont pas utilisés 
pour la phase finale , ct le classement final est basé uniquement sur la seconde 
phase de compétition. Les deux étapes de la compétit ion sc déroulent en mode 
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toute TOndes (mund- robin) , où tous les participants s'affrontent un nombr de 
fois éoal ct équi valent ·ur chaque carte. Pour la. compétit ion CIG de l" année 2016. 
environ 1500 parties par participant ont ét é jouées lor. · de l" étap qualificative. et 
700 parties par bot en phase finale. soit un total de 14800 par t ies de Sta.rCraft . 
5.4. 1 Résulta ts 
Le ta blea.u 5.5 présente les résul tats générés par le programme gestionnaire du 
tournoi à la fin du tour qualificatif. comme ce fu t le cas lor · cl l 'expérimentation 
2 (tableau 5.3) . SRbotOnc sc classe 12 .-ur 16 participants avec 22 .1 5o/c de victoire 
sm 1499 par t i s. Ce score n lui permet ma lheureusement pas de se qua.lifi r pour 
la dctLxièmc phase de la compétit ion. Il est assez loin . puisque la dernière place 
elu top 8 sc jouait aux a lentours de 63 .1 5%. Par rapport à la deuxième expéri-
mentation , on peut constater que la. durée moyenne de parti e pom les meilleurs 
c. t scn.-iblcmcnt plus longue (plus de 13 minutes contre environ minutes) . Cc-
pendant , si on observe le classement en termes de durée moyenne de part ie par 
rapport au pourcentage de victoire. SRbotOne conserve sa deuxième place (der-
rière Tyr avec 17 minutes et 19 cconclcs pour 61.64 3'b de victoire) . De plus. en 
comparaison avec UAlbcr ta.Bot, la durée moyenne des par t ies est touj ours bien 
plus longue. 
Pour la première fois, 3 plantages sont attribués à SRbotOne. Leur rai. ·on n 'est 
pRs encore connne. mais ce nombre est tolérable en comparaison aux autres par-
ticipants . De plu ·, le· chiffres montrent que cet te fois-ci on a atteint à 19 repri ·es 
l'heur de jeu. L'analyse de ces parties en détails montre que 15 défaites ont été 
comptabili. ·écs pour seulement 4 victoire · par départage au score. Cet te situa-
tion confirme l 'hypoth ' s émise lors de r expérimentation précédente (manque le 
points apportés par les unités produi tes) et démont re une lacune de la t ratégic 
actuelle. 
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Tableau 5.5 Résultats elu tour qualificatif de la compétition CIG 2016. 
Total 11988 11988 11988 N/A 12 :51 195 1840 477 
La, couleur sm le nom des bots représente lem mec, violet pom Zerg, ja nnc ponr 
Protoss, bleu pom Ter-r-an. et gris pom aléatoire. 
Concernant les disqualifications pour ralent issement , on en recense 6, dont 2 clans 
lc::Jq ucllcs SRbotOnc a,va,it l'ava,ntagc. On semble à nouvca n sc heurter au problème 
du nombre t rop important de troupes, qui pert urbe les systèmes mis en place par 
U AlbertaBot . Cela permet cl ' identifier un aut re point à améliorer pour le bot. 
Le tablca.u 5.6 C!-:it construi t de la même façon que le tableau 5.4 de la, section 5.3 .2 
et affiche le::J ::Jtati.-tique::J obtenues av c l'exploitation des fichiers de jounwux 
générés par SRbotOnc. Les stat istiques de défait es lors d 'un plantage ou d 'un 
nombre trop important de ralentissements ne sont pa · affichées pour SRbotOne. 
car elles sont pri ·es en comptes dans les chiffres des autres colonnes. 
Les 22. 15% de victoire sont répart is entre le moment où 1 'on choisit de contre-
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Tableau 5.6 Résultats du tour qualificatif de la compétition CIG 2016 (fichiers 
de journaux). 
Av CA Ap CA Lors A18 Lors A23 Lors PT Total 
# 0 55 218 12 47 332 
v 
% O o/c 3.67 % 14.54 % 0.8 % 3.14 o/c 22. 15 o/c 
# 903 150 113 1 N/A 1167 
D 
% 60.24 % 10.01 % 7.54 % 0.06 % N/A 77.85 % 
# 903 205 331 13 47 1499 
T 
% 60.24 o/c 13 .6 % 22 .08 % 0.86 % 3.14 % 100 % 
attaquer avant la période de fin de partie (3 .67%), le moment où l'on décide 
d'attaquer à la minute 18 (14.54%), le moment où l'on décide d 'attaque après 23 
minutes de jeu (0.80%), ct les victoires par disqualification adverse (3. 14%). Les 
statistiques sont plus faibles mais respectent la même séparation que celle obser-
vée lors du premier test contre les aut res bots des chercheurs (section 5.3.2) . La 
majorité est obtenue après une attaque tardive ct en fin de partie, un nombre plus 
faible en contre-attaque directe , ct enfin le reste par les dysfonctionnements ad-
verses. SRbotOnc adopte à nouveau une tendance à attaquer plus tard ct attendre 
la fin de partie. 
L'analyse des données amène à t irer les mêmes conclusions par rapport au système 
de prise de décision de SRbotOnc. On remarque que la majorité des victoires est 
obtenue en combinant les décisions d 'attendre la période de fin de partie (18e ct 
23e minutes) , cela représente 14.54 + 0.8 = 15.34%. Proportionnellement , cela re-
présente 15.34/22 .15 = 69.25% des victoires pour la décision d 'attendre la période 
de fin de partie. En mettant ces chiffres en parallèle avec leurs équivalents pour les 
défaites, on peut opposer les 69.25% de victoire proportionnelle résultant du choix 
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d 'attendre la période de fin de partie aux 7.6/ 77 .85 = 9.77o/c de défaite propor-
tionnel le pour les mêmes choix. Cet te décision apporte un ratio largement posit if 
ct , ainsi, on peut en déduire que SRbotOnc identifie correctement la tendance à 
suivre. De plus, on remarque de façon intéressante que les 69.25% ct 9.77% sont 
elu même ordre de grandeur que les 65.10% ct 15.79% de la deuxième expérimen-
t ation. Attendre la période de fin de partie apporte plus souvent la victoire que 
la défa ite, ct c 'est le comportement majoritairement choisi par le bot. 
Enfin , SRbot One a perdu 60.24% de part ies avant même de passer à l'offensive 
dans cette compétit ion. Soit le double elu chiffre observé lors de l'expérience nu-
méro 2 (section 5.3.2) . Le · enseignements sont les mêmes, ct l'écart conséquent 
mont re un autre aspect des compétit ions entre bots clans StarCraft . Les autres 
bots écrivent des fi chiers de journaux après chaque partie, ct surtout les réutilisent 
à chaque début de jeu pour adapter leur stratégie. La plupart implémente plusieurs 
stratégies ct retient les résultats de chacune contre ses adversaires . Ainsi, dès le 
moment où une certaine strat égie fonctionne contre un adversaire, le bot l'appli-
quera systématiquement. Le problème est que SRbotOnc ne fait actuellement pas 
le même effort , ct qu'en plu il n 'implémente qu 'une seule stratégie principale. Or , 
les adversaires qui at taquent rapidement en début de part ie obtiennent de bons 
résultat s contre SRbot Onc. Par conséquent , l'analyse des fichiers de journaux les 
conduit logiquement à tendre vers une utilisation systématique de cette straté-
gie. On peut malhcurcu cmcnt imaginer que plus le nombre de part ies augmente, 
plus le bots s'adaptent ct plus le nombre de défaites pour cc raisons augmente. 
F inalement, on n'obt ient pa de seuil de pertes ennemies en re sources à part ir 
duquel la victoire est assuré à 100% cette fois-ci. Les pertes moyennes adverses 
sur l'ensemble des part ies s'élèvent à 410.71. 
L s ré ultats détaillés de la comp ' t it ion CIG 2016 sont li poniblcs à cette adresse : 
https : //sites.google.com/site/starcraftaic/result . 
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5.5 Analyse globale des résultats 
D'une manière générale, on peut voir que les bots développés par les chercheurs 
ont un comportement plus agressif que l'lA originale le StarCraft. Les résultats 
indiquent clairement que les bots ont de meilleures capacités de micro ct sont 
plus efficaces. La question de déterminer qui de l'lA originale ou des bots de 
compétitions est la meilleure solut ion reste ouverte à débat. Effectivement , les 
meilleurs agents intelligents sont supérieurs à l'lA du jeu en opposit ion directe, 
mais il ne faut pas oublier que leurs objectifs sont différents. L'lA du jeu doit 
apporter au joueur une bonne expérience de jeu en lui offrant une opposition, alors 
que les bots de compétit ion sont conçus spécialement pour gagner un maximum 
de parties, ct cc cont re d 'a ut res bots. Un humain n 'appréciera pas le jeu contre 
un bot qui rush rapidement ct ne le laisse pas jouer. Ainsi, le choix de la meilleure 
solution ent re les deux est plus compliqué. 
D'aut re part , StarCraft étant un jeu relat ivement ancien, il a des pré-requis com-
plètement insignifiants pour les P Cs d 'aujourd 'hui (processeur Pcntium 90 MHz, 
16 Mo de RAM). Mais l'utilisation de techniques ct algorit hmes d 'intelligence ar-
t ificielle (comme A* ) au sein du jeu peut amener à s' interroger sur l'importance 
de la configuration matérielle des machines ct de son impact . Après avoir testé 
SRbotOnc sur les machines de l'expérimentation 2 (section 5.3) et sur une troi-
sième configuration (Intel Core i7-4710HQ 2.5 Ghz, Go de RAM), on ne constate 
pas de difFérences significatives. Pour 200 parties effectuées sur chaque machine 
dans les mêmes conditions de tournoi, on note une variation de quelques points 
de pourcentage du nombre de victoires uniquement. Ainsi, on ne peut pas t irer 
de réelle conclu ion ou vérifier une influence importante qu 'on pourrait attribuer 
à la puissance disponible. 
SRbotOnc base sa stratégie sur la fort ification d'une région de la carte de jeu, ce 
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choix crée une dépendance par rapport aux carte . En effet, pour chaque carte ct 
même chaque point de départ des cartes, la région choisie varie. Certaines n 'ont 
pas un espace 100% constructible, ct peuvent même avoir une topographie qui 
empêche de construire des lignes de fortification pour former un mur qui bloque le 
passage. Ainsi , l'effi cacité ct la robustesse d 'une stratégie qui y accorde une telle 
importance offre des résultats différents sur chaque carte. Les tableaux 5.7, 5.8, 5.9 
ct 5. 10 visibles à la fin du chapitre donnent des statistiques pour chaque carte, en 
fonct ion des trois expérimentations effectuées. 
En observant les tableaux 5.9 ct 5.10, qui représentent respectivement le expéri-
mentations 2 ct 3, on peut constater (en retirant les extrêmes) que les résultats 
pour chaque carte sont relativement rapprochés. De plus, ils sont également très 
proches ct représentatifs des 48.18% ct 22.15% respectifs de victoire globale des 
expérimentations 2 ct 3. Ccci ignific que le système en place au sein de SRbo-
tOnc est performant ct fiable, puisqu 'il s'adapte bien ct apporte des résultats 
homogènes , malgré la variat ion des cartes. 
Pour l'expérimentation 1, les tableaux 5.7, 5.8 affichent une répartition plu im-
portante. Cela peut s 'expliquer par le nombre plus important de cartes pour cette 
expérience, mais indique tout de même que des ca particuliers sont encore diffi-
ciles à gérer par le système (problèmes de géométrie des zones non-constructibles 
pour certaines région). La carte Plasmal.O, pour laquelle on obtient 0% de vic-
toire n'c t pas à prendre en compte pour cette statistique. En effet , c'est une carte 
spéciale dont les passages entre régions sont bloqué , cc qui ne permet pas d 'ap-
pliquer la stratégie de SRbotOnc. De cc fait, la victoire est départagée au score, 
ct le bot souffre du faible apport en points de ses productions (problème évoqué 
à la cction 5.3.2). 
Globalement, on peut conclure que le système en place fonctionne ct apporte des 
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résultats prometteurs. Il reste perfectible , en rai on du problème de placement d 
bâtiments en fonction des zones non constructibles. Mais les résultats par rapport 
aux cartes ne sont pas à attribuer uniquement à cc ·y tèmc, ils dépendent a.us i 
de la. t ra.tégic ct de la micro ennemie. De plu , on démontre avec ces ré ul tats 
qu 'il s'adapte bien à chaque carte. En effet , la. version actuelle est stable. Elle a. 
l'avantage de pouvoir jouer différemment sur n 'importe quelle carte, contrairement 
à d 'autres bots qui ont souvent des comportcm nts pécifiqucs pour chacune. Or , 
on remarque un nombre important de plantages sur ces bots , parce qu'ils ne sont 
simplement pas compatibles avec certaines cartes de jeu. 
Les statistiques de pertes moyennes ennemies dans la r 'gion fortifiée n 'apportent 
pas beaucoup d 'informations. Les pertes moyennes ne cmblcnt pas être fortement 
liées au pourcentage de victoire, le plus grand nombre ne correspond pas au plus 
grand pourcentage. Cependant , on remarque tout de même que pour les pour-
centage les plus faib les , les pertes moyennes tendent à être dans les plus faibles 
selon les expérimentations et en dessous de leur moyenne générale. On rappelle 
que les pertes prises en compte ont uniquement les pertes lors de fronts (groupes 
d 'au moin 3 unités), dans la région sécurisée. De cc fait , les uni tés olitaircs ou 
groupes de 2 ne sont pas comptées dans ces statistiques. 
Concernant la prise de décision à propos du moment propice pour contre-attaquer 
avant la période de fin de partie, ou pour attaquer après, les trois expérimenta-
t ions ont montré de bons résultats. Le bot est capable d 'ident ifier la tendance à 
suivre ct de s'adapter à son advcr aire. Ses choix ont orrccts ct pertinents , il 
apportent la victoire en majorité , comme le montrent les résultats . Ainsi , on peut 
en conclure que les obj ctifs de montrer qu 'une stratégie ba éc sur la raisonnement 
spatial ct de valider le système de décision pour le passage à 1 'action sont atteints. 
Malheureusement , si le pourcentage de victoire n 'est pas plus important, c'est à 
cause d 'autres lacunes de SRbotOnc, que les statistiques font apparaître. 
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5.5.1 Principales lacunes ct pistes d 'évolu tion 
Quatre lacunes principales re sortent des données ct observat ions recueillies , celles-
ci représentent des pistes d 'évolut ion ct améliorations à apporter à SRbotOnc. 
Premièrement , les résultats mont rent un problème important de résistance aux 
stratégies de rush. Ces attaques rapides empêchent le bot d'installer une ligne 
de défense suffisante. Les part ies sont perdues avant même que le système de 
cont re-attaque ne soit en place ct actif. Dans ces cas , le bot ne peut développer 
sa stratégie. ne solution c t d 'optimiser encore le début de partie de SRbotOnc 
pour qu 'il soit plus effi cace ct s' inst alle plus vite sur la carte. D'autre part , on 
peut imaginer un début de part ie en deux étapes : tout d 'abord utiliser du walling 
pour contrer les rushs, puis sécuriser une région ct suivre la stratégie initiale. 
Deuxièmement , on rencontre des ralentissements qui peuvent ent raîner la disqua-
lification. On a ident ifié le imulateur de combat inclus dans AlbcrtaBot comme 
source du problème. En effet , on simule chaque bataille pour estimer le chances 
de victoires ct donner l'ordre de repli au besoin. Cependant , UAlbcrta.Bot effec-
tuant majoritairement des stratégies de rush, il n'ct pas conçu pour la imulation 
de grosses armées en fin de partie. D'où les ralent issements, à cause du temps de 
calcul plus long. Pour contrer cc problème dans la version actuelle de SRbotOnc, 
on arrête d 'ut iliser le simulateur à partir d 'un certain nombre d 'unités engagées 
au combat. Cela permet de réduire les ralent issements en général, mais en consé-
quence, on ne gère plus les unités de façon effi cace. En effet , elles sont envoyées au 
combat ct attaquent jusqu'à mourir , sans plus de réflexion. Cc manque de gestion 
entraîne malheureusement de nombreuses défaites . 
Une solut ion plus viable est de réviser les part ies de la structure de AlbcrtaBot 
concernées , afin de pouvoir supporter plus d 'unités, ans causer de ralenti scmcnt 
ct ain i conserver le simulateur actif. D'autre part , on peut aussi envisager de 
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changer la stratégie concernant la production des unité en fin de partie. L'idée 
est de créer un nombre d'unités moins important , mais de plus haut niveau que 
les Marines, qui sont les unités de base , pour éviter la surcharg . 
Ensuite, pour poursuivr dans le sens de la dernière solution proposée, les résultats 
démontrent que si la stratégie de défense est bonne, une lacune sc trouve dans 
la stratégie offensive du bot . En effet , lorsqu 'on décide de contre-attaquer ou 
d'attaquer , on envoie toutes nos troupes à l'assaut vers la base ennemie. Celle que 
l'on continue de produire y partent également une par une, sans plus de gestion. 
Une meilleure solut ion serait d 'étoffer la tratégic offensive, pour lui donner plus 
de diversité ct d'efficacité. 
Par exemple, on pourrait utiliser du raisonnement spatial pour le micromanagc-
mcnt (champs de potentiel, cartes d'influences) , dont les résultats ont déjà été 
montrés dans la littérature. De plus, l'idée de changer la composition de l'armée 
pour des unités plus puissantes (ct qui rapportent plus de points) , peut y être 
combinée pour résoudre le problème du départage au score à l'heure de jeu, qm 
est souvent défavorable à SRbotOnc. 
Enfin , on a pu constater que l'exploitation des fichiers de journaux à des fins 
d'adaptation stratégiques est un élément crucial. SRbotOnc ne les utilise que 
pour enregist rer des statistiques , contrairement aux autres bots. Or, c'est claire-
ment une lacune pour les compétitions. Afin d 'améliorer les résultats, diversifier 
les stratégies d 'attaque du bot , ct choisir la plus efficace par rapport à chaque ad-
versaire, selon les résul tats lors de précédentes rencontres contre lui, est une idée 
à développer. Observer l'évolut ion du pourcentage de victoire du bot au tournoi 
SCCAIT 1 ne fait que confirmer cette hypothèse. 
1. http: //sscaitournament .com/ index. php?act ion=scor es 
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SSCAIT est le tournoi permanent en parallèle aux compétit ions CIG ct AIIDE 
(section 2.3). Peu après son inscription , le bot affichait 40o/c de victoire. Le pour-
centage à diminué au fi l du temps pour atteindre 24% (au moment de la rédaction). 
Étant donné que les adversaires apprennent petit à petit le stratégies ct points 
faibles du bot , ses chances de victoire ne font que baisser. 
5.5.2 Comparaison avec UAlbcrtaBot 
Après toutes ces expérimentations , on peut comparer les d nnécs avec celles 
d 'UAlbcrtaBot . Opposer les deux bots par rapport au pourcentage de victoire 
est difficile, car peu pert inent en raison de l'approche adoptée pour SRbot Onc. 
UAlbcrtaBot est supérieur , il en va de même pour les confrontations directes. En 
effet , l'objectif principal de SRbot Onc n 'est pas d 'obtenir un meilleur pourcentage, 
ou de battre celui sur lequel il est basé. Son but premier t d'explorer la pos i-
bilité d 'ut iliser du raisonnement spatial, pour la prise de décision stratégique ct 
la stratégie de haut niveau . Ainsi , différencier les deux bots sur les ritèr statis-
t iques principaux ne permet pas de prouver la valeur de SRbotOnc. La statistique 
intérc sante à ob crvcr est celle du temps moyen de la durée des parties. 
Les parties de SRbotOne durent plus longtemps que celles d 'UAlbcrtaBot, cc 
qui illustre leur différence de stratégie. Le second emploie une stratégie de ru h 
pour fin ir la partie rapidement , alors que le premier cherche à faire durer la par-
t ic dans une stratégie plus complexe. Cc changement de concept ainsi que les 
modifications apportés au code init ial (gestion pou sée des bases, etc.) , en plu 
des lacunes constatées pour SRbotOnc dans sa version actuelle, rendent une im-
prc sion moyenne à partir des résultats , par rapport à un bot développé depuis 
plusieurs années. En réalité, pour un premier pas , les résultats sont positifs ct 
encourageants . Avec une version plus complète de SRbotOnc, reprenant les point 
à améliorer , on pourra comparer à nouveau avec UAlbcrtaBot. 
--------------
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Tableau 5 .7 Statist iques des artes de l'expérimentat ion 1 (1/ 2). 
Carte V ictoires (%) P ertes ennemies (moy) 
( 4)EmpireoftheSun 70.83 1439.06 
(2)Benzene 58 .33 2519.08 
(2)NiatchPoint l. 3 55.81 2153.53 
(3)TauCross 53. 19 3404.53 
(3)Aztec 52.38 2223 .80 
(3 )Tau Cross1.1 50.90 2780.89 
(3)NeoAztec2 .1 49.12 2505.35 
( 4)NeoSniperRidge2.0 49.09 2858.36 
(2) Destination 46.93 2368.44 
( 2) He art breakRidge 46.80 2280.72 
(3)Alchemist1.0 42 .22 2331.6 
( 4)CircuitBreaker 42 .00 2212.58 
( 4) FightingSpiritl.3 41.50 2570.67 
(2)NeoChupungRyeong2. 1 41.30 2720.15 
(2) Hitchhikerl. 1 41. 17 2410.41 
( 4)LunaTheFinal2 .3 40.54 1952.00 
(2) Destination1. 1 40 .00 2717.95 
(4)Andromeda 37.50 2570 .25 
(2)NeoHeartbreakerRidge 36 .36 2242.43 
( 4) Circui tB reakers 1. 0 34.78 2407.02 
( 3) Pathfinder 1. 0 32 .35 1836 .73 
(4) Pythonl. 3 31. 11 1933.84 
( 3) G reatBarrier Reefl. 0 30.23 1655.39 
Le tableau est trié dans l'ordre décroissant du pourcentage de victoire. Le chiffre 
entre parenthèses devant le nom d 'une carte indique le nombre de points de départ . 
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Tableau 5.8 Statistiques des cartes de l'expérimentation 1 (2/ 2). 
Carte Victoires (%) P ertes ennemies (moy) 
(2) RideofValkyries1.0 29.41 1812.52 
( 4) Arcadiaii2 . 02 28.88 2539.62 
(4)Andromeda1.0 21.05 2584.17 
( 4) Fortress 20.83 1721.18 
(4) Python 20.00 2700.85 
(2) BlueStorml.2 12.00 483.54 
(3) Plasma l.O 0.00 0.00 
Suite du tableau 4.5, trié dans l'ordre décroissant du pourcentage de victoire. 
Tableau 5 .9 Stati tiques des cartes de l'expérimentation 2. 
Carte Victoires (%) Pertes ennemies (moy) 
(2)HeartbreakRidge 59.09 587.63 
( 4)EmpireoftheSun 54.54 551.13 
(2)Benzene 50.00 890.09 
( 4)CircuitBreaker 50.00 796 .59 
( 4 )Andromeda 50.00 736.68 
(3)TauCross 50.00 476 .45 
(2)Dcstination 50 .00 38.72 
(3)Aztec 45.45 802.40 
( 4) Fortress 40.90 107.95 
(4)Python 31.81 333.00 
Le tableau est trié dans l'ordre décroissant du pourcentage de victoire. Le chiffre 
entre parenthèses devant le nom d 'une carte indique le nombre de points de départ. 
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Tableau 5.10 Stat istiques des cartes de l'expérimentation 3. 
Carte Victoires (%) Pertes ennemies (moy) 
(2)RideoN alkyries 24.33 260.29 
(3)Alchemist 23.66 483 .78 
(4) Python 21.07 43 1.02 
(3)TauCross 21.00 558.33 
( 4)LunaTheFinal 20 .66 320.17 
Le tableau est trié dans l'ordre décroissant elu pourcentage de victoire. Le chiffre 
entre parenthèses devant le nom d 'une carte indique le nombre de points de départ. 

CONCLUSION 
Dans cc mémoire, on a présenté une approche dest inée à donner une plus grande 
importance sur le plan stratégique a.u raisonnement spa.tia.l dans un jeu de stratégie 
en temps réel. L'objectif est d 'améliorer l'adaptabilité ct l'expérience de jeu offerte 
pa.r les bots de cc genre de jeux. Cette approche consiste à construire la. stratégie 
pour une partie en fonction du raisonnement spa.tia.l effectué sur la. carte . Un 
système de décision, ba.sé sur des techniques d 'intelligence art ificielle, permet de 
générer une stratégie adaptée a.ux conditions de chaque environnement. 
Dans le but d'expérimenter ct d 'observer la. pertinence de l'idée, on a. développé 
un bot, c'est-à-dire une intelligence artificielle, capable de jouer a.u jeu vidéo Sta.r-
Cra.ft. En tant que jeu de stratégie militaire en temps réel, StarCraft propose des 
environnements ct possibilités d' interaction variés ct complexes. Il représente ainsi 
un banc d'essai intéressant pour illustrer l'efficacité de l'approche proposée. En ef-
fet , c'est un jeu à mouvement simultané dont les actions sont non déterministes ct 
à durée variable, ct l'état du jeu est part iellement observable. De plus , les cartes de 
jeu sont de tailles , topologies ct configurations diverses (surfaces non traversables 
ou non constructibles, mult iples points de départ , etc.). Notre bot SRbotOnc est 
fondé sur la structure d 'UAlbcrtaBot , un autre bot de la. communauté qui a. servi 
de ba.se. 
L'approche proposée da.ns cc mémoire a. été testée en contexte réel de jeu , grâce à 
trois expérimentations décrites dans le chapitre 5, dont la. participation à une com-
pétition officielle de bots pour Sta.rCraft , soit celle organisée dans le cadre de la. 
conférence IEEE CIG 2016. L'implémentation de l'approche a.u sein de SRbotOnc 
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offre des résultats encourageants . Ces résultats démontrent que l'emploi du raison-
nement spatial pour la prise de décision stratégique est une piste prometteuse. Les 
décisions prises par le bot sont pertinentes ct montrent une forte capacité d 'adap-
tabilité en fonction des 30 cartes du corpus d 'expérimentation. On le constate en 
comparaison aux autres agents intelligents , notamment grâce à la statistique du 
nombre de plantages ct problèmes techniques. En effet, SRbotOnc n'intègre au-
cun comportement ou composant spécifique, fonctionnant avec une carte précise 
uniquement. Au contraire, il est indépendant vis-à-vis des environnements ct s'y 
adapte , cc qui le rend compatible à n 'importe quelle carte. 
L'approche consiste à calculer le chemin traversable au ol le plus direct, entre les 
deux bases principales des joueurs en début de partie. Cc chemin est un passage 
obligatoire pour l'adversaire durant la partie, lorsqu 'il poursuit son objectif de 
victoire ct cherche à attaquer la base principale qu 'on possède. 
Sur cc chemin, un système de règles choisit ct fortifie la région la plus avantageuse 
ct promcttcu cà la réu site de l'application de la stratégie. Ce système sélectionne 
une région qui n 'est pas t rop éloignée de la base, qui a un maximum de voies 
d 'accès, ct qui dispo c d 'un ratio taille/espace constructible suffisant pour être 
sécurisablc ct résistante aux assauts ennemi . 
De plus, contrairement à plusicm s autres bots existants qui favorisent des attaques 
rapides, SRbotOnc favor ise l'attente . En effet, il laisse l'adversaire attaquer en 
premier ct mise ainsi sur la force de ses défenses. Il décide par lui-même, lorsque 
le moment propice sc présente, de contre-attaquer ou de lancer une attaque sur 
on opposant. SRbotOne incite l'adversaire à investir ct à perdre des ressources , 
pour l'affaiblir ct le frapper lor ·que la situat ion tourne à son désavantage. 
D'autre part, SRbotOnc sc distingue d 'autres bots dont UAlbcrtaBot par la mi c 
en place d 'un écosystème de gestion des bases. Fondé sur un modèle de bases pcr-
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sonnali éc ct une chaîne logistique, notre approche permet la création de ba ·cs 
autonomes ct spécialisée· dans certaines fonctions. Effectivement , on peut en-
vi agcr différents types de bases qui passent elles-mêmes leurs commandes en 
bâtiments ct unité selon leurs besoins . 
En tant que première itération, la version actuelle de SRbotOnc n'affi che pas des 
performance à la hauteur des meilleurs bots existants , du moins pas en termes de 
pourcentage de victoire. L'obj ectif d 'intégration des concepts explicités auparavant 
a relayé au ccond plan la visée pure de performances en opposit ion aux autres. 
De plus, les points faibles du bot que les expérimentat ions ont fait apparaître, 
comme la vulnérabilité aux stratégies de rush ct le manque de tactique lors de la 
phase d 'attaque, expliquent également le faible taux de victoire de SRbotOnc en 
tournoi. 
Ainsi, pour rivaliser en compétition, on peut t âcher de t ravailler à améliorer ct 
combler ces lacunes pour augmenter les statistiques du bot. Cependant , en plus de 
corriger les problèmes aperçus, il pourrait être intéressant de pous cr encore plus 
le concept du raisonnement spatial au cœur de la stratégie. En effet, envisager que 
le système choisisse ct conçoive lui-même les stratégies, grâce à du raisonnement 
spatial, plutôt que d 'en fixer une qui ne fait que s'adapter en fonct ion de l'environ-
nement, comme actuellement. Combiné à un système de reconnaissance du terrain 
plus puissant, cc système apporterait beaucoup plus de variété et d 'imprédictibi-
lité aux agents intelligents, dont le comportement sc répète la plupart du temps 
(car pré-défini) . Enfin , l'ensemble du système bénéficierait beaucoup d'une touche 
d'apprentissage, au si bien pour comprendre quelles sont les stratégies pertinentes 
selon le contexte spatial, que selon l'adversaire. 
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