We present the SP package which provides some functions on Schubert polynomials. These polynomials contain as a subfamily the Schur functions that are the fundamental symmetric functions. They are indexed by permutations and provide a convenient basis of the polynomial ring.
Introduction
Let x := fx 1 ; : : : ; x n g be a totally ordered set of variables. We denote by s i ; i = 1; : : : ; n ? 1 
It is well-known that the symmetric group S n of degree n is generated by elementary transpositions s i ; i = 1; : : : ; n ? 1, so that for any permutation 2 S n , one can nd an expression of as a product
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where ! = (n; n?1; : : :; 2; 1) denotes the longest element of S n . These are polynomials in n variables, indexed by permutations 2 S n which provide a convenient basis of the polynomial ring regarded as a free module over the ring of symmetric polynomials. Schubert polynomials are non-negative integral Schubert polynomials are compatible with the embedding S n , ! S n+1 that maps ( (1); : : : ; (n)) onto ( (1); : : : ; (n); n+1). When S n is identi ed with its image in S n+1 , Schubert polynomials form a basis of the polynomial ring Z x 1 ; x 2 ; : : :] in an in nite sequence of indeterminates. But the most important key is that Schubert polynomials are compatible with divided di erences, which turn to be the fundamental operators of the Schubert calculus. This was realized independently by Bernstein, Gelfand & Gelfand and by Demazure, who introduced such operators for any Weyl group and applied them to the description of the cohomology of generalized ag manifolds G=P where G is a complex semisimple Lie group and P a parabolic subgroup.
Algebraic calculation on Schubert polynomials involve both manipulations of combinatorial objects such as permutations, codes or diagrams, and a scalar product with self-adjoint operators. This combinatorics includes the combinatorics of Schur functions|partitions being considered as Lehmer codes of special permutations|and is moreover very similar to it. With Schubert polynomials, one can compute directly on polynomials, not passing to the quotient by the ideal I + . The resulting theory appears as the natural generalization of the theory of Schur functions (which correspond to Grassmann manifolds) and provides some deep insights in the combinatorics of permutations.
The kernel of the program system SYMMETRICA 6] is based on Schubert polynomials|in fact the development started with a program devoted to the Littlewood-Richardson rule for which the method of Schubert polynomials was used 11]. This system, which is well suited for large scale computations, requires the compilation of a source le for each computation. The aim of the SP package is to provide a more exible tool for experimentation, in the spirit of J. Stembridge 
This operator which maps polynomials onto polynomials and decreases the degrees by 1, satis es the following properties: @ xi;xj s xi;xj = ?@ xi;xj ; (9) s xi;xj @ xi;xj = @ xi;xj ; 
The resulting is a polynomial which is symmetric in x i and x i+1 . It is very helpful to remark that both operators s i and @ i separately satisfy the braid relations. This allows to de ne operators @ for any permutation 2 S n . When considering that S n is embedded into S n+1 by adding a xed point n + 1, then we can de ne the group
of permutations of the set of positive integers that x all but a nite number of them. Thus, one can more generally consider operators @ for any permutation 2 S 1 .
Let p 2 K x 1 ] be a polynomial in the unique variable x 1 of degree less than n and let also fy 1 ; : : : ; y n?1 g denote any set of elements of K . Then, the Newton interpolation formula can be written p(x 1 ) = p(y 1 ) + n?1 X i=1 @ i : : : @ 1 (p)(x 1 ? y 1 ) : : : (x 1 ? y i ) ; (14) in which divided di erences act on the alphabet fy 1 ; : : : ; y n?1 g.
A couple (i; j) of indices such that 1 i < j n and (i) > (j) is called an inversion of . The code of is the vector c( ) := (c 1 ; : : : ; c n ) of non-negative integers, c i being the number of j such that (i; j) is an inversion of . The code of a permutation describes its inversions and is another coding of the permutation. In other words, there is a one-to-one correspondence between elements of S n and vectors of N n or more generally between permutations of S 1 and vectors of N (N ) . It is also useful to consider the partition ( ) associated with the permutation . The parts of this partition are the non-zero entries of the vector c( ), arranged in weakly decreasing order.
We introduce a special class of permutations known as the vexillary class. A permutation is said to be vexillary if there do not exist four positions 1 i < j < k < l such that (j) < (i) < (l) < (k).
For instance, all permutations of S 1 ; S 2 and S 3 are vexillary, while the only permutation in S 4 which is not vexillary is = (2; 1; 4; 3). Testing whether a permutation is vexillary or not is not so trivial but among vexillary permutations one has sub-families for which this test is easier. Let 2 S n and c( ) = (c 1 ; : : : ; c n ) denote its code. Then, is said to be dominant when c( ) is a partition, i.e. a weakly decreasing sequence of non-negative integers. On another hand, is said to be Grassmannian if and only if c 1 c k and 8i > k; c i = 0 for some k. In fact, dominant and Grassmannian permutations are vexillary ones.
We recall that s 1 ; : : : ; s n?1 generate the symmetric group S n i.e. each permutation 2 S n can be expressed as a product of elementary (simple) transpositions. The length l( ) of the permutation is the minimal number of simple transpositions required to express as such a product: this product is then called a reduced decomposition of . It is a classical result that the length of a permutation is also equal to the number of its inversions or equivalently to the sum of all components of its code.
Because of relations (1) and (2) the reduced decomposition of a permutation 2 S n is in general not unique, but thanks to relations (4) and (5) Some basic properties of Schubert polynomials are the following:
1. 8 2 S n , X is a homogeneous polynomial of degree l( ) in the variables x 1 ; : : : ; x n?1 . 2. 8 2 S n , X is symmetric in x i ; x i+1 if and only if (i) < (i + 1).
3. X ! = x and X 1;:::;n = 1. The multiplicative structure in Sym x 1 ; : : : ; x n ] is determined by Pieri's formula that expresses in the basis of Schur functions the product h i s (respectively e i s ), i 0, being a partition, and where h i (resp. e i ) denotes the i-th complete (resp. elementary) symmetric function. In the Schubert basis, the multiplicative structure relies on the multiplication by one variable. It involves a certain combinatorics on permutations described by Monk A more general Pieri formula 14] provides a way to express the product h i X (resp. e i X ) in the Schubert basis. For the time being, Monk's formula appears as the fundamental tool for calculation on Schubert polynomials. Exempli gratia, we may choose r so that there is only one positive term in the product x r X . In that case, we obtain the following so-called transition: X = x r X + X X : (17) By iterating this same principle on X and all X , it gives an e cient way to develop a Schubert polynomial X in the basis of monomials (this algorithm is used by the function X2x). Now, starting from an identity of type (17) , one writes X ?! X X ; (18) and calls it a truncated transition. This amounts to ignore the extra term x r X (this can be of course realized by putting x r = 0). To de ne the maximal transition of , we start from equation (17) in which one chooses r to be the last descent of the permutation|this ensures the validity of the equation (18) To any permutation , one can associate a tree de ned as follows: if is vexillary, the tree is reduced to one leaf indexed by ; otherwise, considering the truncated maximal transition X ?! P X , one builds all edges from to all sub-trees corresponding to each . For instance, the tree that corresponds to = 4; 2; 1; 3; 7; 6; 5 is: In relation with the geometry of ag manifolds, it is natural to de ne a scalar product on Z x 1 ; : : : ; x n ] for which elements of the ring of symmetric polynomials Sym x 1 ; : : : ; x n ] are scalars. The use of the @ ! ; (! 2 S n ) operator seems to be the best adapted so that the scalar product may be de ned by:
hf; gi := @ ! (fg) : (19) For this scalar product, divided di erences @ i ; i = 1; : : : ; n ? 1 are self-adjoint and more generally we get the next property on Schubert polynomials: let ; 2 S n such that l( ) + l( ) = The next section is devoted to the study of double Schubert polynomials and our point of view will be to shed some new light on simple Schubert polynomials. 
This provides a convenient way to compute the development of a double Schubert polynomial in the basis of monomials but the most interesting point to notice is that it gives an e cient manner to specialize double Schubert polynomials. Indeed, in relation (26) the term (x r ? y (r) )X will be very soon specialized to zero whenever the specialization of the second alphabet to a permutation of the rst one maps the factor x r ? y (r) onto zero. More generally, the specialization of the second alphabet (Specialize) is related to many interesting properties, which justify using double Schubert polynomials instead of their specialization y i = 0. so that the required degree is 78. For more details about how to e ectively compute the projective degrees of Schubert cycles, the reader may refer to 12].
The double Schubert polynomials also have a geometrical interpretation 3]. When the variables x i and y j are interpreted as Chern classes of certain line bundles over a variety M, they give the cohomology classes corresponding to various degeneracy loci of maps of agged bundles over M.
