Tunnel boring machine (TBM) is a complex engineering system widely used for tunnel construction. In view of the complicated construction environments, it is necessary to predict geology conditions prior to excavation. In recent years, massive operation data of TBM has been recorded, and mining these data can provide important references and useful information for designers and operators of TBM. In this work, a geology prediction approach is proposed based on deep neural network and operation data. It can provide relatively accurate geology prediction results ahead of the tunnel face compared with the other prediction models based on statistical learning methods. The application case study on a tunnel in China shows that the proposed approach can accurately estimate the geological conditions prior to excavation, especially for the short range ahead of training data. This work can be regarded as a good complement to the geophysical prospecting approach during the construction of tunnels, and also highlights the applicability and potential of deep neural networks for other data mining tasks of TBMs.
Introduction
Tunnel boring machines (TBM) have been widely used for the tunnel construction because of their relatively high efficiency, safety and environmental friendliness compared to conventional blasting excavation [1] [2] [3] . During the tunneling process, a TBM excavates various geologies especially in the construction of metro tunnels, but the geological conditions are usually unknown prior to excavation [4] [5] [6] . Unknown geological conditions might bring huge damage to TBM, so it is necessary to develop methods to infer the geological conditions prior to excavation [7] [8] [9] [10] . In recent years, a number of methods, including hard methods and soft methods, have been developed to infer the geological conditions prior to excavation in tunnel projects [1] [2] [7] [8] [9] [10] [11] [12] [13] [14] . Hard methods, including subsurface boring, pilot drilling and advanced geophysical prospecting, utilize in-site equipment to obtain geological information along the tunnel alignment [1] [2] . However, they are usually not practical in real engineering practices since their high time and economic costs [4] . In contrast, soft methods, using statistical learning methods to estimate the geology conditions based on the geological information in some specific locations along the tunnel, are widely used to predict geology conditions in many tunnel projects. Alimoradi and Lau [5] used neural networks to predict the geological conditions based on the obtained geological information from the geological investigation report. Sun [11] utilized Kriging method to estimate the geological conditions and used the geology prediction results to help the load prediction of TBM. Sousa [12] used Bayesian networks to predict the geology conditions based on the performance of the tunnel boring machine. Miranda [13] used Bayesian updating and transition probability calculation to estimate the state probability of ground conditions along the tunnel alignment. Felletti and Beretta [14] used markov process approach to estimate the geology conditions based on the geological information revealed in some specific locations. Guan [4] improved their work, which can update the transition probability matrix dynamically along the tunnel. However, the geological information used in these statistical learning methods is only from limited specific locations along the tunnel, but not includes the whole geological information along the tunnel. On the other hand, most statistical learning methods have their special statistical assumptions (such as Kriging method assumes that all the attributes follows gaussian process, markov process approach assumes that the data is stationary), but the geologies in tunnel is difficult to follow these assumptions [2] . With the advancement and development of cyber-physical systems and measurement techniques, massive operation data of TBM are obtained during the excavation process. These data record not only the operation information of TBM but also the geological information [11] .
Thus, mining these data is very useful for the geology prediction. However, the relationship between operation data and geological conditions is very nonlinear. In this work, a new method with strong nonlinear learning ability, deep neural networks, is introduced to predict the geological condition based on the operation data of TBM prior to excavation.
Deep neural networks is a type of machine learning method originating from artificial neural network, has drawn a lot of academic and industrial interest in recent years [15] .
It uses multiple-layer architectures/deep architecture to extract the inherent features in data from the lowest layer to the highest layer, thus it can discover huge amounts of structure features including the complex relationship in the data set. It has been applied with success in engineering regression/classification tasks such as pattern recognition, image recognition, object detection, fault diagnosis and so on [16] [17] [18] [19] [20] . Google developed an image recognizer based on a nine-layered neural network and achieved the highest recognition rate in the international Imagenet Large Scale Visual Recognition Challenge competition in 2012 [16] . Tello [21] used deep neural networks to locate the root causes of failure in a semiconductor fabrication process, and demonstrated it achieved a better overall performance compared with traditional methods. Han [22] developed a geospatial object detection framework using a deep Boltzmann machine to assist the automatic interpretation of the optical remote sensing images. Tamilselvan [23] used deep belief networks for the health diagnosis of aircraft engine and electric power transformer, and AlThobiani [24] used it for the fault diagnosis of the valves in reciprocating compressors based on the vibration, pressure and current signals. Since the relationship between operation data and geological conditions is complicated in nature, deep neural networks can learn the complex relationship between the operation data and the corresponding geologies without any statistical assumptions, which has good performance for geology prediction.
In this work, a deep neural networks-based geology prediction approach is proposed aiming at predicting the geological conditions prior to excavation based on the operation data of TBM. To the best of the authors' knowledge, it is the first time that the deep neural networks is used to predict geological conditions for TBM. In addition, it demonstrates that the proposed geology prediction approach for has competitive performance compared with most soft geology prediction methods based on statistical learning methods. The rest of this paper is organized as follows. Section 2 presents the details of the proposed approach. Section 3 presents the geology prediction results on a tunnel constructed by TBM in China and their comparison with other geology prediction models based on statistical learning methods. Concluding remarks are described in Section 4.
Deep neural networks-based geology prediction approach

Deep neural networks
Deep neural networks originates from artificial neural networks. In 1989, Nielsen [25] proved the universal expressive power of three-layer nets through bumps and Fourier ideas. The proof indicates that any continuous functions from input to output can be implemented in a three-layer net, give sufficient number of hidden units and proper nonlinearities in activation function and weights. However, due to the lack of proper training algorithms, artificial neural network attracts less attention than the other statistical learning methods such as gaussian process and support vector machine until Hinton proposed deep learning in 2006 [16] . Deep learning involves a class of methods which try to hierarchically learn deep features of input data with very deep neural networks, typically deeper than three layers. It uses multiple-layer architecture/deep architecture to extract the inherent features in data from the lowest layer to the layer level. Thus, it can discover huge amounts of structure features including the complex relationship in the data set. According to some recent papers, it can give a better approximation to nonlinear functions than traditional statistical learning methods [26] [27] [28] . In this work, a deep neural networks is used to predict the geological conditions prior to excavation based on the operation data of TBM. A brief description of DNN and its training method used in this work is given as follows.
Artificial neural networks (ANN) have been developed as generalizations of mathematical models of biological nervous systems [16] . The basic element of ANN is artificial neuron (Fig. 1 ). For each artificial neuron, its output is computed as the weighted sum of the inputs, transformed by an activation function (•) as follows.
where is the weight. The common activation functions include sigmoid function, tenhyperbolic function, softplus function and ReLu function as follows.
Thus, the artificial neuron obtained the nonlinear capability by the help of the activation function. The learning capability of an artificial neuron is achieved by adjusting the weights in accordance to the chosen learning algorithm. hidden, and output layers as shown in Fig. 2 . The commonly used neural networks is feed-forward networks, which the data flow is from input to output, strictly in a feedforward direction. There are several other neural network architectures such as Elman network and recurrent networks, and more details can be referred to Ref. [16] for an extensive overview of the different neural network architectures and learning algorithms.
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The following discussion about deep learning and the proposed geology prediction approach in this work are both based on feed-forward networks (Fig. 3) . From Figure 2 and 3, it can be found that the main difference between DNN and ANN is that deep neural networks use multiple-layer architecture by adding more layers into hidden layers. Thus, DNN obtains stronger nonlinear learning capability and is able to extract more inherent features in data from the lowest layer to the layer level. In this work, a DNN is used to predict the geology conditions based on the operation data of TBM prior to excavation. In this work, operation data 1.0 meter before excavation face is used to predict the geologies appearing on the excavation face. For each geology, one DNN is built to predict it appears or not based on operation data. Thus, if there are m geologies exist in the tunnel, m DNNs are built. The DNNs used in this paper are built as follows.
Loss function
Denote , as the output of the DNN-based predictors for the operation datum x and a special loss function categorical cross entropy [16] is used to measure the difference between the real output , and the prediction output , .
2 =1 =1 (6) where , is the real output, and , is the predictions.
Training method Figure 5 Gradient descent
The training of ANN is generally dependent on the gradient method as shown in Figure 5 . In order to get better performance, a special gradient descent-base optimization method RMSpop [16] is used to minimize the loss function ( ) which one can achieve the network training and then obtain the appropriate weights for the resulting predictor. Compared with the traditional gradient descent optimization method with a constant learning rate , RMSpop has a special learning rate as shown in Figure 6 .
Figure 6 RMSpop
The desired weights can be obtained until the iteration rules such as maximum iterations reach.
Dropout
Because a fully connected layer occupies most of the parameters, it is prone to overfitting. One important method to reduce over-fitting is dropout [30] . At each training stage, individual nodes are either "dropped out" of the networks with probability p or kept with probability 1-p, so that a reduced network is left; incoming and outgoing to a dropped-out node are also removed. Only the reduced network is trained on the data in that stage. The removed nodes are then reinserted into the network with their original weights. In the training stages, the probability that a hidden node will be dropped is usually 0.1~0.5. In this work, the probability of hidden nodes and input nodes is set at 0.2. Finally, the structure of the deep neural network used in this paper is as shown in [30], naive Bayes classifiers (NBC) [31] , random forest (RF) [32] and k-nearest neighbor (KNN) [33] are used to predict the geology based on the operation as well in this paper.
Measurement Indexes
Confusion matrix [34] is used and defined as follows: 
= + − 1
The higher AC and BMI and the closer MCC to 1, the better the performance.
Engineering application
In this section, we provide the experimental results of the proposed approach for a real TBM. All experiments were processed by using Keras in a computer with Intel
Core i7 CPU at 3.40 GHz, 16GB RAM and a NVIDIA GT1050T GPU. For each layer, if it appears on the excavation face, the corresponding geology is "1";
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and if not, the geology is "0". Thus, the geology data are obtained.
Operation data description and preparation
The operation data are composed of 53 attributes (for details, see Appendix A) that were continuously measured with a frequency of 1 Hz along the entire tunnel. 100s' operation data before the location 1.0 m are used to predict the geologies of the corresponding location. In this paper, the geology information is obtained from 93 geology sampling locations along the tunnel, so 93 operation data sets containing a total of 9300*53 elements are obtained. These initial operation data sets inevitably have invalid values, and an index rate of change (ROC) is used to detect them []:
where + is the ROC of attribute x between time t and t+1, and − is the ROC of attribute x between time t and t-1. The criteria of + and − can be set to any value in terms of different applications. In this paper, both of them are set to 1.0; that is, the value of attribute x is deemed to be invalid only when both of them are larger than 
where is the j-th estimated value from the beginning of the set of consecutive invalid values, m is the number of consecutive invalid values, is the normal value next to the last invalid value, and 0 is the normal value before the first invalid value. For one or two invalid values, the "persistence" method is adopted. This method involves using the normal value before the first invalid value to replace the following invalid values as follows:
where is the invalid value. Then, the prepared operation data are combined with the geological data. Thus, 93 data sets are obtained. To validate the performance of the proposed geology prediction approach based on DNN, the former sequential 79 data sets are used as training data, and the latter 14 data sets are used as testing data. It is noted that the training data are sequentially but not randomly selected from the total data set (Fig. 4) , which is more pratical for engineering practices [16, 34] .
Results
In this section, the proposed geology prediction approach based on DNN is used to predict the geologies based on operation data. For each geological layer, one DNN is built and trained as discussed in Section 2. Eight DNN prediction models are built, and the prediction models based on different statistical learning models are built, respectively. The final results are presented in Figure 7 . 
Conclusions
In this work, a geology prediction approach is proposed based on a five-layers deep neural networks and operation data. In the deep neural networks, categorical cross entropy is used as the loss function considering the unbalance of geology data, a special gradient descent-base optimization method RMSpop is used to minimize the loss function, and dropout is used to reduce over-fitting. The application case study on a tunnel in China shows that the proposed approach can accurately estimate the geological conditions prior to excavation compared with the other prediction models based on statistical learning methods LR, NBC, RF and KNN. This work can be regarded as a good complement to the geophysical prospecting approach during the construction of tunnels, and also highlights the applicability and potential of deep neural networks for other data mining tasks of TBMs. 
