Introduction.
We consider the following problem of computing expected costs associated with Markov chains. Let {i t } be an irreducible Markov chain on a finite state space I = {1, 2, . . . , n} with transition probability matrix P . A trajectory of {i t } is observed together with transition costs g(i t , i t+1 ), t = 0, 1, . . . , where g : I 2 → . From these observations, we wish to estimate the expected discounted total costs, E t≥0 α t g(i t , i t+1 ) | i 0 = i , i ∈ I, where {i t } is a Markov chain on I with transition probability matrix Q = P . Here α < 1 is the discount factor and Q is assumed to be absolutely continuous with respect to P (denoted Q ≺ P ) in the sense that (1) p ij = 0 ⇒ q ij = 0, i,j ∈ I, where p ij , q ij are the (i, j)th elements of P, Q, respectively. Aside from the ratios p ij /q ij between their elements, the transition matrices themselves can be unknown. This problem appears in policy evaluation for discounted cost, finite state, and action Markov decision processes (MDP) in the learning and simulation context, where the model of the MDP is unavailable and policy costs are estimated from data. More specifically, for stationary policies of the MDP, which induce Markov chains on the state and state-action spaces, we estimate their expected discounted costs from observations of actions applied, state transitions, and transition costs incurred. The mechanism that generates the observations is represented by the transition matrix P introduced earlier, with the observation process represented by the Markov chain {i t }, Meyn [21] ). As we will show, the convergence of {b t }, {C t } in the first mean can be established using arguments based on the ergodicity of the Markov chain {i t }. But for proving the almost sure convergence, we did not find such arguments to be sufficient, in contrast with the on-policy LSTD case as analyzed by Meyn [22, Chap. 11.5] . Instead, we will study the Markov chain {(i t , Z t )} on the topological space I × d and exploit its weak Feller property as well as other properties to establish its ergodicity and the almost sure convergence of {b t }, {C t }.
We note that the study of the almost sure convergence of the off-policy LSTD(λ) is not solely of theoretical interest. Various TD algorithms use the same approximations b t , C t to build approximating models (e.g., preconditioned TD(λ) in Yao and Liu [35] ) or fixed point iterations (e.g., for LSPE(λ), see Bertsekas and Yu [8] ; and for scaled versions of LSPE(λ), see Bertsekas [5] ). Thus the asymptotic behavior of these algorithms in the off-policy case depends on the mode of convergence of {b t }, {C t }, and so does the interpretation of the approximate solutions generated by these algorithms. For algorithms whose convergence relies on the contraction property of mappings (e.g., LSPE(λ)), the convergence of {b t }, {C t } on almost every sample path is critical. Moreover, the mode of convergence of the off-policy LSTD(λ) is also relevant for understanding the behavior of algorithms which use stochastic approximation-type iterations to solve projected Bellman equations (3), such as the on-line off-policy TD(λ) algorithm of [8] and the off-policy TD(λ) algorithm of [25] . While these algorithms do not directly compute b t , C t , they implicitly depend on the convergence properties of {b t }, {C t }. Thus our results and line of analysis are useful also for analyzing various algorithms other than LSTD.
Besides the main results mentioned above, this paper contains several additional results as applications or extensions of the main analysis. These include (i) a convergence analysis of a constrained version of an off-policy TD(λ) algorithm proposed in [8] ; (ii) the extension of the analysis of the off-policy LSTD(λ) algorithm to special cases of MDP with compact state and action spaces; and (iii) a convergence proof of a recently proposed LSTD algorithm with state-dependent λ-parameters (Yu and Bertsekas [38] ).
The paper is organized as follows. We describe the off-policy LSTD(λ) algorithm and specify notation and definitions in section 2. We present our main convergence results for finite space MDP in section 3. We then give in section 4 the additional results just mentioned. Finally, we discuss other applications of our results and future research in section 5. andḡ is the vector of expected one-stage costs:
For λ ∈ [0, 1], define a multistep Bellman operator by
(In particular, T (0) = T and T (1) (·) ≡ J * .) Then J * is the unique solution of the multistep Bellman equation
We consider approximating J * by a vector in a subspace H ⊂ n by solving the projected Bellman equation (2) ,
where Π is a projection onto H, to be defined below. Let Φ be an n × d matrix whose columns span the approximation subspace H, i.e., H = {Φr | r ∈ d }. While H has infinitely many representations, in practice, one often chooses first some matrix Φ based on the understanding of the MDP problem, and Φ then determines the subspace H. Typically, Φ need not be stored because one has access to the function φ : I → d which maps i to the ith row of Φ; i.e.,
where we treat φ(i) as d × 1 vectors and we use the symbol to denote transpose. The vectors φ(i) are often referred to as "features" (of the states and actions of the MDP). Choosing the "feature-mapping" φ is extremely important in practice but is beyond the scope of this paper.
We define Π to be the projection onto H with respect to the weighted Euclidean norm J ξ = i∈I ξ(i)J(i) 2 1/2 , where ξ(i) are the steady-state probabilities of the Downloaded 03/11/13 to 18.51. 1.228 . Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Markov chain {i t } and are strictly positive under our irreducibility assumption on P . To derive a low-dimensional representation of the projected Bellman equation (2) in terms of r, let Ξ denote the diagonal matrix with ξ(i) being the diagonal elements. Equation (2) and by rearranging terms, it can be written as
Cr +b = 0, (6) whereb is a d × 1 vector andC a d × d matrix, given bȳ
To approximateb,C, the off-policy LSTD(λ) algorithm [8, sec. 5.2] computes iteratively vectors b t and matrices C t , using the observations i t , g(i t , i t+1 ), t = 0, 1, . . . , generated under the behavior policy. To facilitate iterative computation, the algorithm also computes a third sequence of d-dimensional vectors Z t . These iterates are defined as follows. With (Z 0 , b 0 , C 0 ) being the initial condition, for t ≥ 1,
Here {γ t } is a stepsize sequence with γ t ∈ (0, 1], and typically γ t = 1/(t + 1) in practice. A solution r t of the equation
is used to give Φr t as an approximation of J * at time t.
1 If P = Q, then all the ratios qi t−1 i t pi t−1 i t appearing in the above iterates become 1, and the algorithm reduces to the on-policy LSTD algorithm [12, 11] . In general, the ratios qij pij needed for computing the iterates are available in practice, because they depend only on policy parameters and not on the parameter of the MDP model. Moreover, like the matrix Φ, they need not be stored and can be computed on-line. The details will be explained in Examples 2.1 and 2.2 shortly. So, like the on-policy TD algorithms, the off-policy LSTD algorithm is also a model-free method in practice.
We are interested in whether {b t }, {C t } converge tob,C, respectively, in some mode (in mean, with probability one, or in probability). As the two sequences {b t } and {C t } have the same iterative structure, we can consider just one sequence in a more general form to simplify notation:
with (Z 0 , G 0 ) being the initial condition. The sequence {G t } specializes to {b t } or {C t } with particular choices of the (vector-valued) function ψ(i, j):
We will consider stepsize sequences {γ t } that satisfy the following condition. Such sequences include γ t = t −ν , ν ∈ (0.5, 1], for example. When conclusions hold for a specific sequence {γ t }, such as γ t = 1/t, we will state them explicitly.
Assumption 2.2. The sequence of stepsizes γ t is deterministic and eventually nonincreasing and satisfies
The question of convergence of {b t }, {C t } now amounts to that of the convergence of {G t }, in any mode, to the constant vector/matrix
where β = λα and the vector/matrix Ψ is given in terms of its rows by
For the two choices of ψ in (12), we have, respectively, Ψ =ḡ or (αQ − I)Φ, G * =b orC (cf. (7)).
Before proceeding to convergence analysis, we explain in the rest of this section some details of applications in MDP, which have been left out in our description of the LSTD algorithm so far. (These details will not be relied upon in our analysis.)
Applications of LSTD to Q-Factor and Cost Approximations in MDP Consider an MDP which has a finite state space D and for each state s ∈ D, a finite set of feasible actions, U (s). From state s with an action u ∈ U (s), transition to stateŝ occurs with probability p(ŝ | s, u) and incurs cost c (s, u,ŝ 
, possible actions of the target policy μ are also possible actions of the behavior policy μ o . There are two common ways to evaluate a policy with learning or simulation: evaluate the costs or evaluate the so-called Q-factors (or state-action values), which are costs associated with initial state-action pairs. The LSTD algorithm has slightly different forms in these two cases, so we describe them separately.
Example 2.1 (Q-factor approximation). For all s ∈ D, u ∈ U (s), let V * (s, u) be the expected cost of starting from state s, taking action u, and then applying the policy μ. They are called Q-factors of μ, and in the learning context, they facilitate the computation of an improved policy. The Q-factors uniquely satisfy the Bellman equation: for all s ∈ D, u ∈ U (s), We evaluate μ by approximating V * with LSTD(λ). This Q-factor approximation problem can be cast into our framework with the following correspondences.
The space I corresponds to the set of state-action pairs, {(s, u) | s ∈ D, u ∈ U (s)}, the desired cost vector J * corresponds to the Q-factors V * of μ, and the Bellman equation J * = T (J * ) corresponds to (14) . The Markov chain {i t } corresponds to the state-action process {(s t , u t )} induced by μ o . For i, j ∈ I with their associated stateaction pairs being (s, u), (ŝ,û), respectively, the transition cost g(i, j) and expected one-stage costḡ(i) are given by
and the transition probabilities p ij , q ij are given by
Notice that the ratio
μ o (û|ŝ) that appears in (8)- (10) does not depend on the transition probability p(ŝ | s, u) of the MDP model. Moreover, since they depend only on μ o and μ, the n 2 terms qij pij , i, j ∈ I, need not be stored and can be calculated on-line when needed in the LSTD algorithm.
The
(More generally, if this is not so, we can let I be a subset of (s, u) that forms a recurrent class under μ o .) Special to the case of Q-factor approximation is that the expected one-stage cost g(i), as defined above, does not depend on policy μ. This allows for a simplification in the LSTD(λ) iterates: the updates for b t can be simplified to 
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We then consider approximatingṼ * byφ(s) r for some parameter r ∈ d . This approximation problem can be cast into our framework with the following correspondences.
The space I corresponds to the set of action-state pairs, (u,ŝ) , respectively, the transition cost g(i, j) = c(s, u,ŝ) if u ∈ U (s), and it can be arbitrarily defined otherwise; and the transition probabilities are given by
where we let (8)- (10)) become
Main results.
We analyze the convergence of the sequence {G t }, defined by (11) , in mean and with probability one. For the former, we will use properties of the finite space Markov chain {i t }, and, for the latter, those of the topological space Markov chain {(i t , Z t )}. Along with the convergence results, we will establish an ergodic theorem for {(i t , Z t )}. We start by listing several properties of the iterates {Z t }, which will be related to or needed in the subsequent analysis.
Throughout the paper, let · denote the norm G = max i,j |G ij | if G is a matrix with elements G ij , and the infinity norm G = max i |G i | if G is a vector with components G i . Matrix-valued processes (e.g., {G t }) or matrix-valued functions will be generally regarded as vector-valued. We let "a.s." stand for "almost surely." 3.1. Some properties of LSTD iterates. We denote by L t the product of ratios of transition probabilities along a segment of the state sequence, (i , i +1 , . . . , i t ), where 0 ≤ ≤ t:
The iterate Z t given by (8) is [27] . In the infinite-horizon case we consider, using the iterative form (18) , one can easily construct examples where the second moments of the variables Z t (or any νth-order moments with ν > 1) are unbounded as t increases. Furthermore, as we will show shortly (Proposition 3.1), under seemingly fairly common situations, Z t is almost surely unbounded. Thus even for a finite space MDP, the case P = Q sharply contrasts with the standard case P = Q, where {Z t } is by definition bounded.
On the other hand, the iterates Z t exhibit a number of "good" properties indicating that the process {Z t } is well behaved for all values of λ. First, we have the following property, which will be used in the convergence analysis of this and the following sections.
Lemma 3.1. (17) , (18) . Part (ii) is a consequence of (i); alternatively, it can be derived from the expression of Z t in (19) : withc = max{ z 0 , c},
The function V in Lemma 3.1(i) is a stochastic Lyapunov function for the Markov process {(i t , Z t )} and has powerful implications on the behavior of the process (see [23, 21] ). For most of our analysis, however, property (ii) will be sufficient. The next property will be used to establish, among others, the uniqueness of the invariant probability measure of the process {(i t , Z t )}. 
where → 0. We now demonstrate by construction that in seemingly fairly common situations, Z t is almost surely unbounded. This suggests that in the case of a general value of λ, it would be unrealistic to assume the boundedness of {G t } by assuming the boundedness of {Z t }. Since boundedness of the iterates is often the first step in o.d.e.-based convergence proofs, this result motivates us to use alternative arguments to prove the almost sure convergence of {G t }, and, in particular, it leads us to consider {(i t , Z t )} as a weak Feller Markov chain (section 3.3).
Our construction of unbounded {Z t } is based on a consequence of the extended Borel-Cantelli lemma [13, Problem 5.9, p. 97], given below. In the lemma, the abbreviation "i.o." stands for "infinitely often," and "a.s." attached to a set-inclusion relation means that the relation holds after excluding a set of probability zero from the sample space.
Lemma 3.3. Let S be a topological space. For any S-valued process {X t , t ≥ 0} and Borel-measurable subsets A, B of S, if for all t
Our construction is as follows. Denote by Z t,j and φ j (i) the jth elements of the vectors Z t and φ(i), respectively. Consider a cycle formed by m ≥ 1 states, {ī 1 ,ī 2 , . . . ,ī m ,ī 1 }, with the following three properties:
(a) it occurs with positive probability from stateī 1 : pī 1ī2 pī 2ī3 · · · pī mī1 > 0; (b) it has an amplifying effect in the sense that β
(c) for somej, thejth elements of φ(ī 1 ), . . . , φ(ī m ) have the same sign and their sum is nonzero:
The next proposition shows that if such a cycle exists, then {Z t } is unbounded with probability 1 in almost all natural problems. A nonrestrictive technical condition involved in the proposition will be discussed after the proof. 
Then, the cycle defines a constant ν, which is negative (respectively, positive) if (20) (respectively, (21)) holds in (c), and if for some neighborhood
Proof. Denote by C the set of states {ī 1 ,ī 2 , . . . ,ī m } in the cycle. By symmetry, it is sufficient to prove the statement for the case where the cycle satisfies properties (a), (b), and (c) with (20) .
Suppose at time t, i t =ī 1 and Z t = z t . If the chain {i t } goes through the cycle of states during the time interval [t, t + m], then a direct calculation shows that the value z t+m,j of thejth component of Z t+m would be 
By properties (b) and (c) with (20) 
be the negative constant in the statement of the proposition. Consider any η > 0 and any
. By property (a) of the cycle and the Markov property of {i t }, whenever i t =ī 1 , conditionally on the history, there is some positive probability δ independent of t to repeat the cycle times. Therefore, applying Lemma 3.3 with X t = (i t , Z t ), we have
We now prove P sup t≥0
By the definition of the event E, this implies
It then follows from (23) that for any
Since P(E) ≥ δ/2, this contradicts the definition of E in (24) . Therefore, we must have P sup t≥0 Z t < ∞ = 0. This completes the proof. We note that the extra technical condition P(i t =ī 1 , Z t,j ∈ O(ν) i.o.) = 1 in Proposition 3.1 is not restrictive. The opposite case-that on a set with nonnegligible probability, Z t,j eventually always lies arbitrarily close to ν whenever i t =ī 1 -seems unlikely to occur except in highly contrived examples. Simple examples with almost surely unbounded {Z t } can be obtained by letting Z 0 and φ(i), i ∈ I, all be Downloaded 03/11/13 to 18.51.1.228. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php nonnegative and constructing a cycle of states with the properties above.
3 Moreover, the sign constraints in property (c) are introduced for the convenience of constructing such examples; they are not necessary for the conclusion of the proposition to hold, as the proof shows.
The phenomenon of unbounded {Z t } can be better understood from the viewpoint of the ergodic behavior of the Markov process {(i t , Z t )}, to be discussed in section 3 → 0 when γ t = 1/(t + 1) will be implied by the almost sure convergence of G t that we later establish. For practical implementation, if Z t becomes intolerably large, we can equivalently iterate γ t Z t via 
See [36, Prop. 3 .1] for details. Remark 3.2. As we showed, the iterates {Z t } can have different properties in offpolicy and on-policy learning. Several earlier works on LSTD or similar TD algorithms have used boundedness properties of {Z t } in their analyses. In the on-policy case, the bounded variance property of {Z t } has been relied upon by the convergence proofs for TD(λ) (Tsitsiklis and Van Roy [34] ) and LSTD(λ) (Nedić and Bertsekas [24] ). The analyses in [24] and [8] (for off-policy LSTD under an additional condition) also use the boundedness of {Z t }, and so does the analysis in [25] for an off-policy TD algorithm, which calculates Z t only for state trajectories of a predetermined finite length. This is the reason that for the analysis of the off-policy LSTD(λ) algorithm with a general value of λ, we do not follow the approaches in these works.
Convergence in mean.
We show now that G t converges in mean to G * . This implies in particular that G t converges in probability to G * , and hence that the LSTD(λ) solution Φr t converges in probability to the solution Φr * of the projected Bellman equation (2), when the latter exists and is unique. We state the result in a slightly more general context involving a Lipschitz continuous function h(z, i, j), which 3 Here is one such example. Let β = 0.98, 
Let {G h t } be a sequence defined by the recursion
Then under Assumptions 2.1 and 2.2, there exists a constant vector G h, * (independent of the stepsizes) such that for each initial condition of
Proof. For notational simplicity, we suppress the superscript h in the proof. To prove the convergence of {G t } in mean, we introduce, for each positive integer K, another process {( Z t,K , G t,K )} and apply a law of large numbers for a finite space irreducible Markov chain to { G t,K }. We then relate the processes {(
For a positive integer K, define Z t,K = Z t for t ≤ K and G 0,K = G 0 , and define
We have, for t ≤ K, G t,K = G t because Z t,K and Z t coincide. By construction { Z t,K } and { G t,K } lie in some bounded sets depending on K and the initial condition. This is because max i φ(i) and 
where 
and by the preceding proof,
Using the definition of Z t,K and similar to the proof of Lemma 3.1(ii), we have
Therefore, using the triangle inequality, the Lipschitz property of h, and (30), we have
which implies under the stepsize condition in Assumption 2.2 that lim sup t→∞
This completes the proof. For the special case h(z, i, j) = zψ(i, j) and G h t = G t , the sequence {G h, * K } given by (27) in the proof and its limit G h, * in the preceding theorem have explicit expressions:
The limit G h, * is G * given by (13) with product topology (discrete topology on I and usual topology on d ). We view S also as a metric space (with the usual metric consistent with the topology). We will establish an ergodic theorem for {(i t , Z t )} (Theorem 3.2) and the almost sure convergence of {G t } when the stepsize is γ t = 1/(t + 1) (Theorem 3.3) . The latter will imply that the sequence {Φr t } computed by the off-policy LSTD(λ) algorithm with the same stepsizes converges almost surely to the solution Φr * of the projected Bellman equation (2) when the latter exists and is unique.
First, we specify some notation and definitions for topological space Markov chains in general. Let P S denote the transition probability kernel of a Markov chain {X t } on the state space S, i.e.,
where P S (x, ·) is the conditional probability of X 1 given X 0 = x, and B(S) denotes the Borel σ-field on S. The k-step transition probability kernel is denoted by P k S . As an operator, P k S maps any bounded Borel-measurable function f : S → to another such function P k S f given by
where E x denotes expectation with respect to P x , the probability distribution of {X t } initialized with X 0 = x.
Let C b (S) denote the set of bounded continuous functions on S. A Markov chain on S is a weak Feller chain (or simply, a Feller chain) if for all f ∈ C b (S), P S f ∈ C b (S) [23, Prop. 6.1.1(i)]. A Markov chain {X t } on S is said to be bounded in probability if, for each initial state x and each > 0, there exists a compact subset C ⊂ S such that lim inf t→∞ P x (X t ∈ C) ≥ 1 − .
We now relate {(i t , Z t )} to a Feller chain 4 with desirable properties.
Lemma 3.4. The Markov chain {(i t , Z t )} is weak Feller and bounded in probability, and it therefore has at least one invariant probability measure.
Proof.
. It is continuous in z 0 for given (i 0 , i 1 ). Since the space I is discrete, for any f ∈ C b (S), f (i, z) is bounded and continuous in z for each i. It then follows that
is also bounded and continuous in z for each i, so P S f ∈ C b (S) and the chain {(i t , Z t )} is weak Feller. Lemma 3.1 together with Markov's inequality implies that for each initial condition x = (ī,z) and some constant c x ,
Since I is compact, this shows that the chain {(i t , Z t )} is bounded in probability. By [23, Prop. 12.1.3], a weak Feller chain that is bounded in probability has at least one invariant probability measure. We now show that the invariant probability measure of {(i t , Z t )} is unique and the chain is ergodic. We need the notion of weak convergence of occupation measures.
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For a Markov chain {X t } on S, the occupation probability measures μ t , t ≥ 1, are defined by
where 1 A denotes the indicator function for a Borel-measurable set A ⊂ S. For an initial condition x ∈ S, we use {μ x,t } to denote the occupation measure sequence, and we note that for any Borel-measurable function f on S, the expression
A sequence of probability measures {μ t } is said to converge weakly to a probability measure μ if, for all f ∈ C b (S), f dμ t converges to f dμ (see [23, Chap. D.5] Proof. Since {(i t , Z t )} has an invariant probability measure π, it follows by a strong law of large numbers for stationary Markov chains (see, e.g., the discussion preceding [21, Prop. 4.1]) that for each x = (ī,z) from a set F ⊂ S with full π-measure, almost surely {μ x,t } converges weakly to some probability measure π x on S that is a function of x. (Since {(i t , Z t )} is weak Feller, these π x must also be invariant probability measures [21, Prop. 4.1]; but this fact will not be used in our proof. ) We show first that corresponding to x = (ī,z) ∈ F , for eachx = (ī, z), almost surely {μx ,t } converges weakly to π x , so, in particular, π x does not depend onz. To this end, consider the processes {Z t } and {Ẑ t } defined by (18) and initialized with Z 0 =z andẐ 0 = z, respectively, and for the same random variables {i t } with i 0 =ī. By Lemma 3.2, Z t −Ẑ t a.s. → 0. Therefore, almost surely, for all bounded and uniformly continuous functions f on S, lim t→∞ f (i t , Z t ) − f (i t ,Ẑ t ) = 0, and, consequently,
Since almost surely μ x,t → π x weakly, lim t→∞
surely. It then follows that, almost surely,
for all bounded and uniformly continuous functions f , and hence, by [15, Prop. 11.3.3] , almost surely μx ,t → π x weakly.
We now show that π x is the same for all x ∈ F . Suppose this is not true: there exist states x = (ī,z),x = (î,ẑ) ∈ F with π x = πx. Then by [15 h dμ t converges in mean to a constant and therefore has a subsequence converging almost surely to the same constant (which is a degenerate random variable), which is a contradiction. Thus π x must be the same for all x ∈ F ; denote this probability measure byπ.
We now show π =π. Consider any bounded and continuous function f on S. By the strong law of large numbers for stationary processes (see, e.g., [14, Chap. X, Theorem 2.1]),
whereas by the preceding proof we have for each x ∈ F a set with π(F ) = 1, lim t→∞ f dμ x,t = f dπ, P x -almost surely. Therefore,
This shows π =π.
Finally, suppose there exists another invariant probability measureπ. Then, the preceding conclusions apply also toπ and some setF ⊂ S withπ(F ) = 1. On the other hand, clearly the marginals of π andπ on I must coincide with the unique invariant probability of the irreducible chain {i t }, so using the fact π(F ) =π(F ) = 1, we have that for any stateī, there existz,z such that (ī,z) ∈ F and (ī,z) ∈F . Then, by the preceding proof, with initial condition x = (ī, z) for any z, almost surely, μ x,t →π and μ x,t → π weakly. Hence π =π, and the chain has a unique invariant probability measure.
Remark 3.3. In the preceding proof, we used the conclusion of Theorem 3.1 to show that π x is the same for all x ∈ F . Alternative arguments can be used at this step for the finite space MDP case, but the preceding proof also applies readily to compact space MDP models that we will consider later. Another entirely different proof based on the theory of e-chains [23] can be found in [36] ; however, it is much longer than the one given here.
Remark 3.4. The ergodicity of the chain {(i t , Z t )} shown by the preceding theorem gives a clear explanation of the unboundedness of {Z t } that we observed in section 3.1, Proposition 3.1: If π does not concentrate its mass on a bounded set of S, then since the sequence of occupation measures converges weakly to π almost surely, {Z t } must be unbounded with probability 1.
Remark 3.5. The preceding theorem also implies that we can obtain a good approximation of G h, * by using modified bounded iterates, such as
Let E π denote expectation with respect to P π . To establish the almost sure convergence of {G t }, we need to first show that E π Z 0 ψ(i 0 , i 1 ) < ∞. Here we prove it using the following two facts. First, Theorem 3.2 implies that, ast → ∞,
weakly −→ π ∀x ∈ S. Downloaded 03/11/13 to 18.51.1.228. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Second, by Lemma 3.1, for some constant c depending on the initial condition x,
As in the preceding subsection, we state the result in slightly more general terms for all functions Lipschitz continuous in z, which will be useful later in analyzing the convergence of other TD(λ) algorithms.
Proposition 3.2. Let Assumption 2.1 hold. Then for any (vector-valued) function h(z, i, j) on
d × I 2 that is Lipschitz continuous in z, E π h(Z 0 , i 0 , i 1 ) < ∞.
Proof. By the Lipschitz property of h, h(Z
for some constant M h , and, therefore, to prove the proposition, it is sufficient to show that E π [ Z 0 ] < ∞. To this end, consider a sequence of scalars a k , k ≥ 0, with
Define a sequence of disjoint open sets {O k , k ≥ 0} on the space of z as
It is then sufficient to show that for any such {a k },
Fix any initial condition x. Using (32), we have, for all integers
Therefore, for all K ≥ 0,t ≥ 0,
Since 
Combining this with (35), we have, for all K ≥ 0,
and, therefore,
This completes the proof.
5 This is because we can choose two sequences {a 1 k }, {a 2 k } as in (33) 
it is clear that on a sample path, the convergence of {G t } is equivalent to that of the sequence { 
→ G
h, * for a stepsize sequence that decreases at a rate slower than 1/t. This question is closely connected to the rate of convergence of
In particular, suppose it holds that 
Applications and extensions.
In this section we discuss applications and extensions of the results of section 3. First, we apply these results to analyze the convergence of an off-policy TD(λ) algorithm (section 4.1). We then extend the analysis of the off-policy LSTD(λ) algorithm from finite space models to compact space models (section 4.2). Finally, we show that the convergence of a recently proposed LSTD algorithm with state-dependent λ-parameters also follows from our results (section 4.3).
Convergence of an off-policy TD(λ) algorithm.
We consider an offpolicy TD(λ) algorithm which aims to solve the projected Bellman equation (6) with stochastic approximation-type iterations. It has the same form as the standard, onpolicy TD(λ) algorithm, and it is given by (36) r
where Z t is as in (18) and d t is the so-called temporal difference term given by
This algorithm is proposed in [8, sec. 5.3] in the context of approximate solutions of linear equations with TD methods. It bears similarity to the off-policy TD(λ) algorithm of Precup, Sutton, and Dasgupta [25] , but the two algorithms also differ in several significant ways. (In particular, they differ in their definitions of Z t and the projected Bellman equations they aim to solve. Also, they use the observations differently when updating Z t 's: in (36) an infinitely long trajectory of observations is used, whereas in [25] a fixed-length trajectory is used.) Convergence of the algorithm (36) has not been fully analyzed; it was considered only for the range of values of λ for which {Z t } is bounded and ΠT (λ) is a contraction [8] . We now apply the results of section 3.3 and the o.d.e.-based stochastic approximation theory (Kushner and Yin [17, Chap. 6] ) to analyze a constrained version of the algorithm.
Introducing the function
, we may write the off-policy TD(λ) algorithm (36) equivalently as
To avoid the technical difficulty related to the boundedness of {r t } in the algorithm, we consider its constrained version (38) 
where H is either a hyperrectangle or a closed ball in d and Π H is the Euclidean projection onto H.
Let Assumption 2.1 hold. We apply [17, Theorem 6.1.1] to analyze the convergence of the constrained algorithm (38) . Since [17] is a standard reference on stochastic approximation, we do not repeat here the theorem and its long list of conditions, nor do we verify the conditions one by one for the TD(λ) algorithm, as some of them obviously hold. We will point out only the key arguments in the analysis. Downloaded 03/11/13 to 18.51.1.228. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
The "mean o.d.e." associated with the algorithm (38) isṙ =h(r), where the "mean" functionh :
withC,b defined as in (7). We have, for any fixed r and initial condition of Z 0 ,
→h(r)
by Theorem 3.3. We can bound the function h(z, i, j; r) by
and bound the change in h(z, i, j; r) in terms of the change in r by
The functions ρ 1 and ρ 2 are Lipschitz continuous in z, and so by Theorem 3.3,
The relations (39) and (40) ensure that when γ t is of the order of 1/t with 
where N H (r) is the normal cone of H at the point r ∈ H, and z is the boundaryreflecting term to keep the o.d.e. solution in H.
As shown in [8, Props. 3 and 5], when λ is sufficiently close to 1, the mapping ΠT (λ) becomes a contraction, and correspondingly, with Φ having full rank, the matrix C inh(r) is negative definite. In that case, if the unique solution r * ofh(r) = 0 lies in H, and if H is a closed ball centered at the origin with sufficiently large radius, then, using the negative definiteness ofC, it can be shown that the boundary-reflecting term is zero at all r ∈ H and r t a.s.
→ r
* . Similar to the discussion in Remark 3.6, the question of whether the conclusion of Proposition 4.1 holds for a stepsize sequence that decreases at a rate slower than 1/t is closely connected to the rate of the convergence in (39) and (40) 
Extension to compact space MDP.
In this subsection we extend the convergence analysis of the LSTD algorithm in section 3 from finite space models to compact space models. We focus on the case where I is a compact metric space, the per-stage cost function is continuous, and the Markov chains associated with the behavior and target policies are both weak Feller Markov chains on I. The results of section 3 then extend directly. The case of more general models is a subject for future research.
Let I be a compact metric space and B(I) the Borel σ-field on I. We will still use i or j to denote a point/state in I. Let Q and P be two transition probability kernels on I, B(I) , represented as
where Q(i, ·), P (i, ·) denote the transition probabilities for state i. As before, we let {i t } denote the Markov chain with transition kernel P . We will later use P S to denote the transition probability kernel of the Markov chain {(i t , Z t )}. We impose the following conditions on P , Q, the per-stage costs, and the approximation subspace. Assumption 4.1.
(i) The Markov chain {i t } is weak Feller and has a unique invariant probability measure ξ.
(
ii) For all i ∈ I, Q(i, ·) is absolutely continuous with respect to P (i, ·). Moreover, there exists a continuous function ζ on I 2 such that ζ(i, ·) is the Radon-Nikodym derivative of Q(i, ·) with respect to P (i, ·).
Assumption 4.2. Under Assumption 4.1, the transition probability kernel Q must also have the weak Feller property.
6 So for the target policy, the expected one-stage cost function, 
Let L 2 (I, ξ) denote the factor space of equivalent classes for the equivalence relation ∼ defined by f ∼f if and only if f −f 2,ξ = 0. For f ∈ L 2 (I, ξ), let f ∼ denote its equivalent class in L 2 (I, ξ), and let H ∼ denote the subspace of equivalent classes of f , f ∈ H.
We consider the projected multistep Bellman equation
where Π : 
In the above, Q (λ) denotes the weighted sum of m-step transition probability kernels Q m :
(cf. (7)), and it is a linear operator on the space of bounded measurable functions on I. 
The goal is again to use sample-based approximations (b t , C t ) to estimate (b,C), which define the projected Bellman equation (41) As before, to analyze the convergence of LSTD(λ), we will study the iterates Z t and
where ψ is some d -valued continuous function on I 2 . When ψ is chosen according to (46) or (47), {G t } specializes to {b t } or {C t }:
, denote the kth component function of ψ, and, similar to the finite space case, denote byψ k the function defined by the following conditional expectations:ψ
Then the convergence of {b t }, {C t } tob,C (given by (43)- (44)), respectively, in any mode, amounts to the convergence of {G t } to
Convergence analysis.
We now show the convergence of {G t } to G * in mean and with probability one under Assumptions 4.1 and 4.2 and proper conditions on the stepsizes γ t . First, we redefine L t , ≤ t, appearing in the analysis of section 3 to be
with L 
By Assumptions 4.1(ii) and 4.2(ii), ζ and φ are uniformly bounded on their domains. Consequently, { Z t,K } can be bounded by some (deterministic) constant depending on K, and so can { h Z t,K , i t , i t+1 } and { G t,K } because of the boundedness of h on compact sets and the assumption γ t ∈ (0, 1] (Assumption 2.2).
We then show that { G t,K } converges almost surely to a constant G As in the finite space case, Lemma 4.1, together with the fact that {(i t , Z t )} is bounded in probability (Lemma 3.1(ii)), implies that {(i t , Z t )} has at least one invariant probability measure π. But we will now give an alternative way of reasoning for this, which is much more general and does not rely on which type of chain {i t } is or whether φ is bounded. The argument is based on constructing directly a stationary process {(i t , Z t )}. This idea was used by Tsitsiklis and Van Roy [34, (5) 
where A is a measurable subset of I ∞ such that μ Y (A) = 1 and for all y ∈ A the series appearing in the first case of the definition (53) converges to a vector in d ; and f satisfies 
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} is a Markov chain with transition probability kernel P S . Consider the two functions f andf . By the definition of f in (53) and the fact that ) have the same distribution, which is an invariant probability measure of the chain {(i t , Z t )} (with transition probability kernel P S ). Denote this measure by π. Then by (54), Proof. Let π be any invariant probability measure of {(i t , Z t )}, the existence of which follows from Lemma 4.2. First, we argue exactly as in the proof of Theorem 3.2, using Proposition 4.2 in place of Theorem 3.1, to establish that there exists a subset F of S with π(F ) = 1, and for each initial condition x = (ī, z) such that (ī,z) ∈ F for somez, {μ x,t } converges weakly to π, P x -almost surely.
Next we show that π is unique. Supposeπ is another invariant probability measure. Then the preceding conclusion holds for a setF with fullπ-measure. On the other hand, π andπ must have their marginals on I coincide with ξ, the unique invariant probability measure of the chain {i t }. Let F I = {i | (i, z) ∈ F for some z}, and defineF I similarly as the projection ofF on I. The fact π(F ) =π(F ) = 1 implies ξ(F I ) = ξ(F I ) = 1, so F I ∩F I = ∅, and there exists a stateī with (ī,z) ∈ F and (ī,ẑ) ∈F for somez,ẑ. Then, by the preceding proof, for any initial condition x = (ī, z) with z ∈ d , μ x,t → π and μ x,t →π weakly, P x -almost surely. Hence we must have π =π. This shows that π is the unique invariant probability measure of
Finally, consider those initial conditions x = (ī,z) withī ∈ F I , so x ∈ F . Because {(i t , Z t )} is weak Feller (Lemma 4.1), has a unique invariant probability measure, and satisfies the drift condition given in Lemma 3.1(i) with the stochastic Lyapunov function V (i, z) = z , which is nonnegative, continuous, and coercive on S, we have the almost sure weak convergence of {μ x,t } to π also for each x ∈ F by [21, Props. 3.2, 4.2]. This completes the proof.
Let us use E π to denote also the expectation with respect to the stationary distribution of {(i t , Z t )}. Similar to the proof of Proposition 3.2, it can be seen that the conclusion with T (x) = Ax + b and find an approximate solution of x = Ax + b by solving x = ΠT (λ) (x) using simulation-based algorithms. In particular, we can treat the row/column indices of the matrix A as states, employ a Markovian row/column sampling scheme described by a transition matrix P , and apply the off-policy LSTD(λ) algorithm with the coefficients αq ij replaced by a ij , as described in [8] .
Similarly, the analysis given in section 3 extends directly to this context, assuming that P is irreducible and |A| ≺ P , in addition to λ|A| being strictly substochastic. We need only a slight modification in the analysis: when bounding various quantities of interest, we replace the ratios L (17), we use the property that
for some constant ν. A slightly more general case, where λ j |a ij | ≤ 1 for all i with strict inequality for some i, may be analyzed using a similar approach.
There are several problems deserving further study. One is the convergence of the unconstrained version of the on-line off-policy TD(λ) algorithm [8] for a general value of λ. (In the case λ = 0, there are several convergent gradient-based offpolicy TD variants; see Sutton et al. [33] and the references therein.) Another is the almost sure convergence of LSTD(λ) with a general stepsize sequence, possibly random; such stepsizes are useful particularly in two-time-scale policy iteration schemes, where LSTD(λ) is applied to policy evaluation at a faster time-scale and incremental policy improvement is carried out at a slower time-scale. One may also try to extend the analysis in this paper to MDP models with a noncompact state-action space and unbounded costs. Finally, while we have focused on the asymptotic convergence of the off-policy LSTD algorithm, its finite-sample properties, such as those considered by Antos, Szepesvari, and Munos [2] and Lazaric, Ghavamzadeh, and Munos [18, 19] , and its convergence rate and large deviations properties are also worth studying.
