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Abstract
Concomitant with the digital information age, an increasing amount of multi-
media data is generated, processed, and finally stored in very large multime-
dia data collections. The expansion of the internet and the spread of mobile
devices allow users the utilization of multimedia data everywhere. Multime-
dia data collections tend to grow continuously and are thus no longer man-
ually manageable by humans. As a result, multimedia retrieval approaches
that allow efficient information access to massive multimedia data collections
become immensely important. These approaches support users in searching
multimedia data collections in a content-based way based on a similarity
model. A similarity model defines the similarity between multimedia data
objects and is the core of each multimedia retrieval approach.
This thesis investigates distance-based similarity models in the scope of
content-based multimedia retrieval. After an introduction to content-based
multimedia retrieval, the first part deals with the fundamentals of modeling
and comparing contents of multimedia data. This is complemented by an
explanation of different query types and query processing approaches. A
novel distance-based similarity model, namely the Signature Quadratic Form
Distance, is developed in the second part of this thesis. The theoretical
and empirical properties are investigated and an extension of this model to
continuous feature representations is proposed. Finally, different techniques
for efficient similarity query processing are studied and evaluated.
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Zusammenfassung
Die kontinuierliche Zunahme digitaler Multimedia-Daten fu¨hrt zu einem sta¨n-
digen Wachstum von Multimedia-Datenbanken. Bedingt durch die Entwick-
lung des Internets und die Verbreitung mobiler Gera¨te sind die Mo¨glich-
keiten zur Erzeugung, Verarbeitung und Speicherung von Multimedia-Daten
ausgereift und fu¨r nahezu jeden Benutzer zuga¨nglich. Die dabei entstehen-
den Multimedia-Datenbanken sind jedoch aufgrund ihrer Gro¨ße oftmals nicht
mehr manuell zu verwalten. Multimedia-Retrieval-Ansa¨tze ermo¨glichen einen
effizienten Informationszugriff und unterstu¨tzen den Benutzer bei der inhalts-
basierten Suche in unu¨berschaubaren Mengen digitaler Multimedia-Daten.
Den Kern eines jeden Multimedia-Retrieval-Ansatzes bildet ein A¨hnlichkeits-
modell, welches die A¨hnlichkeit zwischen Multimedia-Daten definiert.
In dieser Arbeit werden distanzbasierte A¨hnlichkeitsmodelle im Kontext
des inhaltsbasierten Multimedia-Retrievals untersucht. Im ersten Teil wer-
den, nach einer Einfu¨hrung in das Thema des inhaltsbasierten Multimedia-
Retrievals, die Grundlagen zur Modellierung und zum Vergleich von Multi-
media-Daten behandelt. Anschließend werden Mo¨glichkeiten zur Anfrage-
spezifikation und -bearbeitung beschrieben. Im zweiten Teil dieser Arbeit
wird ein neues distanzbasiertes A¨hnlichkeitsmodell entwickelt, die Signa-
ture Quadratic Form Distance. Die theoretischen und empirischen Eigen-
schaften werden untersucht und eine Erweiterung des Modells fu¨r kontinuier-
liche Merkmalsrepra¨sentationen wird vorgestellt. Schließlich werden unter-
schiedliche Techniken zur effizienten Anfragebearbeitung untersucht und eva-
luiert.
3

1
Introduction
1.1 Motivation
Concomitant with the explosive growth of the digital universe [Gantz et al.,
2008], an immensely increasing amount of multimedia data is generated, pro-
cessed, and finally stored in very large multimedia data collections. The rapid
expansion of the internet and the extensive spread of mobile devices allow
users to generate and share multimedia data everywhere and at any time. As
a result, multimedia data collections tend to grow continuously without any
restriction and are thus no longer manually manageable by humans. Auto-
matic approaches that allow for effective and efficient information access to
massive multimedia data collections become immensely important.
Multimedia retrieval approaches [Lew et al., 2006] are one class of infor-
mation access approaches that allow to manage and access multimedia data
collections with respect to the users’ information needs. These approaches
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deal with the representation, storage, organization of, and access to informa-
tion items [Baeza-Yates and Ribeiro-Neto, 2011]. In fact, they can be thought
of approaches allowing us to search, browse, explore, and analyze multime-
dia data collections by means of similarity relations among multimedia data
objects.
One promising and widespread approach to define similarity between
multimedia data objects consists in automatically extracting the inherent
content-based properties of the multimedia data objects and comparing them
with each other. For this purpose, the content-based properties of multimedia
data objects are modeled by feature representations which are comparable by
means of distance-based similarity measures. This class of similarity measures
follows a rigorous mathematical interpretation [Shepard, 1957] and allows do-
main experts and database experts to address the issues of effectiveness and
efficiency simultaneously and independently.
Accompanied by the increasing complexity of multimedia data objects,
the requirements of today’s distance-based similarity measures are steadily
growing. While it has been sufficient for distance-based similarity measures
of the early days to be applicable to simple feature representations such as
Euclidean vectors, modern distance-based similarity measures are supposed
to be adaptable to various types of feature representations such as discrete
and continuous mixture models. In addition, it has become mandatory for
current distance-based similarity measures to be indexable in order to facili-
tate large-scale applicability.
Defining a distance-based similarity measure maintaining the qualities of
adaptability and indexability concurrently is a challenging task. While a vast
number of distance-based approaches have been proposed in the last decades,
this thesis focuses on the class of signature-based similarity measures [Beecks
et al., 2010d] and is mainly devoted to the investigation of the Signature
Quadratic Form Distance [Beecks et al., 2009a, 2010c]. Throughout this
thesis, I will deal with the questions of adaptability and indexability, and I
will investigate the associated problems outlined in the following section.
6
1.2 Problem Statement
This thesis investigates the class of distance-based similarity models for
content-based retrieval purposes with a particular focus on the Quadratic
Form Distance on feature signatures. Thus, the following major problems
will be studied throughout this thesis.
• Mathematically unified feature representation model. Feature
histograms and feature signatures are common feature representations
which are thought of as fixed-binning and adaptive-binning histograms
so far. In this view, they are incompatible with continuous proba-
bility distributions which comprise an infinite number of bins. Thus,
the problem is to unify different feature representations into a generic
algebraic structure.
• Mathematically generic model of the Quadratic Form Dis-
tance. The classic Quadratic Form Distance is applicable to feature
histograms sharing the same dimensions. The applicability of this dis-
tance to feature signatures as well as to discrete respectively continu-
ous probability distributions has not been ensured theoretically so far.
Thus, the problem is to formalize a mathematical model that allows to
apply the Quadratic Form Distance to different feature representations.
• Theoretical properties of the Quadratic Form Distance. The
Quadratic Form Distance and its properties are well-understood on
feature histograms. The theoretical properties of this distance are at-
tributed to its inherent similarity function. Thus, the problem is to
theoretically prove which similarity functions lead to a norm-based, a
metric, and a Ptolemaic metric Quadratic Form Distance on feature
signatures.
• Efficiency of the Quadratic Form Distance computation on
feature signatures. There exist many approaches aiming at improv-
ing the efficiency of the Quadratic Form Distance computation on fea-
ture histograms. These approaches, however, do not directly improve
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the efficiency of the Quadratic Form Distance computation on feature
signatures. Thus, the problem is to develop novel approaches for the
Quadratic Form Distance on feature signatures which achieve an im-
provement in efficiency.
1.3 Contributions
This thesis contributes novel insights into distance-based similarity models
on adaptive feature representations. In particular the investigation of the
Quadratic Form Distance on feature signatures advances the scientific state
of the art. The contributions are listed below.
• Mathematically unified feature representation model. Feature
histograms, feature signatures, and probability distributions are math-
ematically modeled as a function from a feature space into the field of
real numbers. This generic model allows to exploit the vector space
properties and to define rigorous mathematical operations. This con-
tribution is presented in Chapter 3.
• Classification of signature-based distance functions. Signature-
based distance functions are distinguished into the classes of matching-
based measures, transformation-based measures, and correlation-based
measures. This classification allows to better analyze and understand
current and prospective distance functions. This contribution is pre-
sented in Chapter 4.
• Quadratic Form Distance on feature signatures. Based on the
feature representation model developed in Chapter 3, the Quadratic
Form Distance is defined on feature signatures. Three computation
models, namely the coincidence, the concatenation, and the quadratic
form model are developed and analyzed for the class of feature signa-
tures. The resulting Signature Quadratic Form Distance is a norm-
based distance function which complies with the metric and Ptolemaic
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metric postulates provided that the inherent similarity function is pos-
itive definite. This contribution is presented in Chapter 6.
• Quadratic Form Distance on probabilistic feature signatures.
Based on the feature representation model developed in Chapter 3,
the Signature Quadratic Form Distance is defined and investigated for
mixtures of probabilistic feature signatures. An analytic closed-form
solution of the Signature Quadratic Form Distance between Gaussian
mixture models is developed. This contribution is presented in Chap-
ter 7.
• Comparison of efficient query processing techniques. A short
survey of existing techniques for the Quadratic Form Distance on fea-
ture histograms and a discussion about their inapplicability to the Sig-
nature Quadratic Form Distance on feature signatures is given. Fur-
ther, examples of model-specific and generic approaches are summa-
rized and compared. This contribution is presented in Chapter 8.
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1.5 Thesis Organization
This thesis is structured into two parts.
Part I is devoted to the fundamentals of content-based multimedia re-
trieval. For this purpose, Chapter 2 provides a short introduction to content-
based multimedia retrieval. The investigation of feature representations is
provided in Chapter 3, while different distance-based similarity measures are
summarized in Chapter 4. The fundamentals of distance-based similarity
query processing are then presented in Chapter 5.
Part II is devoted to the investigation of the Signature Quadratic Form
Distance. The Quadratic Form Distance on feature signatures is introduced
and investigated in Chapter 6. The investigation of the Quadratic Form Dis-
tance on probabilistic feature signatures is provided in Chapter 7. Efficient
similarity query processing approaches are studied in Chapter 8. This thesis
is finally summarized with an outlook on future work in Chapter 9.
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Part I
Fundamentals
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2
An Introduction to Content-based
Multimedia Retrieval
Multimedia information retrieval denotes the process of retrieving multime-
dia data objects as well as information about multimedia data objects with
respect to a user’s information need. In general, it is about the search for
knowledge in all its forms, everywhere [Lew et al., 2006]. In addition, content-
based multimedia retrieval addresses the issue of retrieving multimedia data
objects related to a user’s information need by means of content-based meth-
ods and techniques. Thus, content-based multimedia retrieval approaches
directly focus on the inherent properties of multimedia data objects.
In order to retrieve multimedia data objects, the user’s information need
has to be formalized into a query. A query can comprise descriptions, ex-
amples, or sketches of multimedia data objects, which exemplify the user’s
information need. This corresponds to the query-by-example model [Porkaew
et al., 1999]. Further query models investigated in the field of multimodal
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human computer interaction [Jaimes and Sebe, 2007] suggest to include for
instance automatic face expression analysis [Fasel and Luettin, 2003], gesture
recognition [Marcel, 2002], human motion analysis [Aggarwal and Cai, 1999],
or audio-visual automatic speech recognition [Potamianos et al., 2004] in or-
der to capture the information needs more precisely and intuitively. These
approaches may also help to mitigate the lack of correspondence between the
user’s search intention and the formalized query. This mismatch caused by
the query ambiguity is known as intention gap [Zha et al., 2010].
Multimedia data objects are retrieved in response to a query. Their rela-
tion to the query is defined by means of a similarity model. A similarity model
is responsible for modeling similarity and for determining those multimedia
data objects which are similar to the query. For this purpose, it is endowed
with a method of modeling the inherent properties of multimedia data objects
and a method of comparing these properties. These methods are denoted as
feature extraction and similarity measure, respectively. In general, similarity
models play a fundamental role in any multimedia retrieval approach, such as
content-based approaches to image retrieval [Smeulders et al., 2000, Datta
et al., 2008], video retrieval [Hu et al., 2011], and audio retrieval [Mitro-
vic et al., 2010]. Moreover, they are irreplaceable in many other research
fields, such as data mining [Han et al., 2006], information retrieval [Man-
ning et al., 2008], pattern recognition [Duda et al., 2001], computer vision
[Szeliski, 2010], and also throughout all areas of database research.
But how can a similarity model, and in particular a content-based sim-
ilarity model, be understood? In order to deepen our understanding, I will
provide a generic definition of a content-based similarity model below. For
this purpose, let U denote the universe of all multimedia data objects such
as images or videos. The inherent properties of each multimedia data ob-
ject are modeled in a feature representation space Fˆ, which comprises for
instance feature histograms or feature signatures. This is done by applying
an appropriate feature extraction f : U→ Fˆ to each multimedia data object.
Further, the comparison of two multimedia data objects is attributed to a
similarity measure s : Fˆ× Fˆ→ R over the feature representation space Fˆ. A
similarity measure assigns a high similarity value to multimedia data objects
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which share many content-based properties and a low similarity value to mul-
timedia data objects which share only a few content-based properties. Based
on these fundamentals, the definition of a content-based similarity model is
given below.
Definition 2.0.1 (Content-based similarity model)
Let U be a universe of multimedia data objects, f : U → Fˆ be a feature
extraction, and s : Fˆ × Fˆ → R be a similarity measure. A content-based
similarity model S : U× U→ R is defined for all oi, oj ∈ U as:
S(oi, oj) = s
(
f(oi), f(oj)
)
.
According to Definition 2.0.1, a content-based similarity model S is a
mathematical function that maps two multimedia data objects oi and oj
to a real number quantifying their similarity. The similarity is defined by
nesting the similarity measure s with the feature extraction f . This definition
shows the universality of a content-based similarity model. It is able to cope
with different types of multimedia data objects provided that an appropriate
feature extraction is given. In addition, it supports any kind of similarity
measure.
Based on a content-based similarity model S, the content-based multime-
dia retrieval process can now be understood as maximizing S(q, ·) for a query
q ∈ U over a multimedia database DB ⊂ U.
In this thesis, I will develop and investigate different content-based similarity
models for multimedia data objects, which allow for efficient computation
within the content-based retrieval process. For this purpose, I will first define
a mathematically unified and generic feature representation for multimedia
data objects in the following chapter.
19

3
Modeling Contents of Multimedia Data
This chapter introduces a generic feature representation for the purpose
of content-based multimedia modeling. First, some fundamental algebraic
structures are summarized in Section 3.1. Then, a generic feature represen-
tation including feature signatures and feature histograms is introduced in
Section 3.2. The major algebraic properties of those feature representations
are investigated in Section 3.3. An example of content-based image modeling
in Section 3.4 finally concludes this chapter.
21
3.1 Fundamental Algebraic Structures
This section summarizes some fundamental algebraic structures. The follow-
ing definitions are taken from the books of Jacobson [2012], Folland [1999],
Jain et al. [1996], Young [1988], and Scho¨lkopf and Smola [2001]. Let us
begin with an Abelian group over a set X.
Definition 3.1.1 (Abelian group)
Let X be a set with a binary operation ◦ : X × X → X. The tuple (X, ◦) is
called an Abelian group if it satisfies the following properties:
• associativity: ∀x, y, z ∈ X : (x ◦ y) ◦ z = x ◦ (y ◦ z)
• commutativity: ∀x, y ∈ X : x ◦ y = y ◦ x
• identity element: ∃e ∈ X,∀x ∈ X : x ◦ e = e ◦ x = x
• inverse element: for each x ∈ X,∃x¯ ∈ X : x ◦ x¯ = x¯ ◦ x = e
where e ∈ X denotes the identity element and x¯ ∈ X denotes the inverse
element with respect to x ∈ X.
As can be seen in Definition 3.1.1, an Abelian group allows to combine
two elements with a binary operation. Frequently encountered structures are
the additive Abelian group (X,+), where the identity element is denoted as
0 ∈ X and the inverse element of x ∈ X is denoted as −x ∈ X, as well as the
multiplicative Abelian group (X, ·), where the identity element is denoted as
1 ∈ X and the inverse element of x ∈ X is denoted as x−1 ∈ X.
Based on Abelian groups, a field is defined as an algebraic structure
with two binary operations. These operations allow the intuitive notion of
addition and multiplication of elements. The formal definition of a field is
given below.
Definition 3.1.2 (Field)
Let X be a set with two binary operations + : X×X→ X and · : X×X→ X.
The tuple (X,+, ·) is called a field if it holds that:
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• (X,+) is an Abelian group with identity element 0 ∈ X
• (X\{0}, ·) is an Abelian group with identity element 1 ∈ X
• ∀x, y, z ∈ X : x · (y + z) = x · y + x · z ∧ (x+ y) · z = x · z + y · z
The combination of an additive Abelian group with a field by means of a
scalar multiplication finally yields the algebraic structure of a vector space.
This space allows to add its elements, called vectors, with each other and to
multiply them by a scalar value. The formal definition of this space is given
below.
Definition 3.1.3 (Vector space)
Let (X,+) be an additive Abelian group and (K,+, ·) be a field. The tuple
(X,+, ∗) with scalar multiplication ∗ : K × X → X is called a vector space
over the field (K,+, ·) if it satisfies the following properties:
• ∀x ∈ X,∀α, β ∈ K : (α · β) ∗ x = α ∗ (β ∗ x)
• ∀x ∈ X,∀α, β ∈ K : (α + β) ∗ x = α ∗ x+ β ∗ x
• ∀x, y ∈ X,∀α ∈ K : α ∗ (x+ y) = α ∗ x+ α ∗ y
• ∀x ∈ X,1 ∈ K (identity element) : 1 ∗ x = x
A vector space (X,+, ∗) over a field (K,+, ·) inherits the associativity
and commutativity properties from the additive Abelian group (X,+). This
Abelian group provides an identity element 0 ∈ X and an inverse element
−x ∈ X for each element x ∈ X. In addition, the vector space satisfies dif-
ferent types of distributivity of scalar multiplication regarding field addition
and vector addition. Any non-empty subset X′ ⊆ X that is closed under
vector addition and scalar multiplication is denoted as vector subspace, as
formalized below.
Definition 3.1.4 (Vector subspace)
Let (X,+, ∗) be a vector space over a field (K,+, ·). The tuple (X′,+, ∗) is
called a vector subspace over the field (K,+, ·) if it satisfies the following
properties:
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• X′ 6= ∅
• X′ ⊆ X
• ∀x, y ∈ X′ : x+ y ∈ X′
• ∀x ∈ X′,∀α ∈ K : α ∗ x ∈ X′
Any vector subspace is a vector space, and although vector spaces allow
vector addition and scalar multiplication, they do not provide a notion of
length or size. This notion is induced by a norm, which is mathematically
defined as a function that maps each vector to a real number. In order to
quantify the length of a vector by a real number, let us consider vector spaces
over the field of real numbers (R,+, ·) in the remainder of this section. The
formal definition of a norm is given below.
Definition 3.1.5 (Norm)
Let (X,+, ∗) be a vector space over the field of real numbers (R,+, ·). A
function ‖·‖ : X→ R≥0 is called a norm if it satisfies the following properties:
• definiteness: ∀x ∈ X : ‖x‖ = 0⇔ x = 0 ∈ X (identity element)
• positive homogeneity: ∀x ∈ X,∀α ∈ R : ‖α ∗ x‖ = |α| · ‖x‖
• subadditivity: ∀x, y ∈ X : ‖x+ y‖ ≤ ‖x‖+ ‖y‖
As can be seen in the definition above, the norm ‖x‖ of an element x ∈ X
becomes zero if and only if the element x is the identity element, i.e. if it
holds that x = 0 ∈ X. Any other element is quantified to a positive real
number. A norm also allows for positive scalability and subadditivity. The
latter is also known as triangle inequality, which states that the length of
the vector addition ‖x + y‖ is not longer than the addition ‖x‖ + ‖y‖ of
the lengths of the vectors. By endowing a vector space over the field of real
numbers with a norm, we obtain a normed vector space. Its definition is
given below.
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Definition 3.1.6 (Normed vector space)
A vector space (X,+, ∗) over the field of real numbers (R,+, ·) endowed with
a norm ‖ · ‖ : X→ R≥0 is called a normed vector space.
A more general concept than a norm is a bilinear form. A bilinear form is
a bilinear mapping from the Cartesian product of a vector space into the field
of real numbers. It offers the ability to express the fundamental notions of
length of a single vector, angle between two vectors, and even orthogonality
of two vectors. The definition of a bilinear form over the Cartesian product
of a vector space into the field of real numbers is provided below.
Definition 3.1.7 (Bilinear form)
Let (X,+, ∗) be a vector space over the field of real numbers (R,+, ·). A
function 〈·, ·〉 : X×X→ R is called a bilinear form if it satisfies the following
properties:
• ∀x, y, z ∈ X : 〈x+ y, z〉 = 〈x, z〉+ 〈y, z〉
• ∀x, y, z ∈ X : 〈x, y + z〉 = 〈x, y〉+ 〈x, z〉
• ∀x, y ∈ X, ∀α ∈ R : 〈α ∗ x, y〉 = 〈x, α ∗ y〉 = α · 〈x, y〉
According to the Definition above, a bilinear form is linear in both argu-
ments. It allows to move the scalar multiplication between both arguments
and to detach it from the bilinear form. If the bilinear form is symmetric and
positive definite it is called an inner product. The corresponding definition
is given below.
Definition 3.1.8 (Inner product)
Let (X,+, ∗) be a vector space over the field of real numbers (R,+, ·). A
bilinear form 〈·, ·〉 : X × X → R is called an inner product if it satisfies the
following properties:
• ∀x ∈ X : 〈x, x〉 ≥ 0
• ∀x ∈ X : 〈x, x〉 = 0⇔ x = 0 ∈ X (identity element)
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• ∀x, y ∈ X : 〈x, y〉 = 〈y, x〉
By endowing a vector space over the field of real numbers with an inner
product, we obtain an inner product space, which is also called pre-Hilbert
space. The definition of this space is given below.
Definition 3.1.9 (Inner product space)
A vector space (X,+, ∗) over the field of real numbers (R,+, ·) endowed with
an inner product 〈·, ·〉 : X× X→ R≥0 is called an inner product space.
An inner product space (X,+, ∗) endowed with an inner product 〈·, ·〉 :
X× X→ R≥0 induces a norm ‖ · ‖〈·,·〉 : X→ R≥0. This inner product norm,
which is also referred to as the naturally defined norm [Kumaresan, 2004], is
formally defined below.
Definition 3.1.10 (Inner product norm)
Let (X,+, ∗) be an inner product space over the field of real numbers (R,+, ·)
endowed with an inner product 〈·, ·〉 : X×X→ R≥0. The inner product norm
‖ · ‖〈·,·〉 : X→ R≥0 is defined for all x ∈ X as:
‖x‖〈·,·〉 =
√
〈x, x〉.
According to Definition 3.1.10, the inner product norm ‖x‖〈·,·〉 of an el-
ement x ∈ X is the square root of the inner product √〈x, x〉. Hence, any
inner product space is also a normed vector space and provides the notions
of convergence, completeness, separability and density, see for instance the
books of Jain et al. [1996] and Young [1988]. Further, it satisfies the paral-
lelogram law [Jain et al., 1996]. An inner product space becomes a Hilbert
space if it is complete with respect to the naturally defined norm [Folland,
1999].
Based on the fundamental algebraic structures outlined above, let us now
take a closer look at feature representations of multimedia data objects in
the following section.
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3.2 Feature Representations of Multimedia Data Objects
Representing multimedia data objects by their inherent characteristic proper-
ties is a challenging task for all content-based access and analysis approaches.
The question of how to describe and model these properties mathematically
is of central significance for the success of a content-based retrieval approach
concerning the aspects of accuracy and efficiency.
The most frequently encountered approach to represent multimedia data
objects is by means of the concept of a feature space. A feature space is
defined as an ordered pair (F, δ), where F is the set of all features and δ :
F×F→ R is a measure to compare two features. Frequently, and as we will
see in Chapter 4, the function δ is supposed to be a similarity or dissimilarity
measure.
Based on a particular feature space (F, δ), a multimedia data object o ∈ U
is then represented by means of features f1, . . . , fn ∈ F. Intuitively, these fea-
tures reflect the characteristic content-based properties of a multimedia data
object. In addition, each feature f ∈ F is assigned to a real-valued weight
that indicates the importance of a feature. The value zero is designated for
features that are not relevant for a certain multimedia data object. This
leads to the following formal definition of a feature representation.
Definition 3.2.1 (Feature representation)
Let (F, δ) be a feature space. A feature representation F is defined as:
F : F→ R.
Mathematically, a feature representation F is a function that relates each
feature f ∈ F with a real number F (f) ∈ R. The value F (f) of the feature f
is denoted as weight. Those features that are assigned non-zero weights are
denoted as representatives. Let us formalize these notations in the following
definition.
Definition 3.2.2 (Representatives and weights)
Let (F, δ) be a feature space. For any feature representation F : F → R the
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representatives RF ⊆ F are defined as RF = F−1(R6=0) = {f ∈ F|F (f) 6= 0}.
The weight of a feature f ∈ F is defined as F (f) ∈ R.
From this perspective, a feature representation weights a finite or even
infinite number of representatives with a weight unequal to zero. Restricting
a feature representation F to a finite set of representatives RF ⊆ F yields a
feature signature. Its formal definition is given below.
Definition 3.2.3 (Feature signature)
Let (F, δ) be a feature space. A feature signature S is defined as:
S : F→ R subject to |RS| <∞.
A feature signature epitomizes an adaptable and at the same time finite
way of representing the contents of a multimedia data object by a function
S : F→ R that is restricted to a finite number of representatives |RS| <∞.
In general, a feature signature S allows to define the contributing features,
i.e. those features with a weight unequal to zero, individually for each mul-
timedia data object. While this assures high flexibility for content-based
modeling, it comes at the costs of utilizing complex signature-based distance
functions for the comparison of two feature signatures, cf. Chapter 4. Thus,
a common way to decrease the complexity of a feature representation is to
align the contributing features in advance by means of a finite set of shared
representatives R ⊆ F. These shared representatives are determined by an
additional preprocessing step and are frequently obtained with respect to a
certain multimedia database. The utilization of the shared representatives
leads to the concept of a feature histogram whose formal definition is given
below.
Definition 3.2.4 (Feature histogram)
Let (F, δ) be a feature space. A feature histogram HR with respect to the
shared representatives R ⊆ F ∧ |R| <∞ is defined as:
HR : F→ R subject to HR(F\R) = {0}.
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Mathematically, each feature histogram is a feature signature. The dif-
ference lies in the restriction of the representatives. While feature signatures
define their individual representatives, feature histograms are restricted to
the shared representatives R. In this way, each multimedia data object is
characterized by the weights of the same shared representatives when us-
ing feature histograms. It is worth noting that the weights of the shared
representatives can have a value of zero. Nonetheless, let us use the nota-
tions of shared representatives and representatives synonymously for feature
histograms.
In addition to the definitions above, the following definition formalizes
different classes of feature representations.
Definition 3.2.5 (Classes of feature representations)
Let (F, δ) be a feature space. Let us define the following classes of feature
representations.
• Class of feature representations:
RF = {F |F : F→ R}.
• Class of feature signatures:
S = {S|S ∈ RF ∧ |RS| <∞}.
• Class of feature histograms w.r.t. R ⊆ F with |R| <∞:
HR = {H|H ∈ RF ∧HR(F\R) = {0}}.
• Union of all feature histograms:
H =
⋃
R⊆F∧|R|<∞
HR.
The relations between the different feature representation classes are de-
picted by means of a Venn diagram in Figure 3.1. As can be seen in the figure,
for a given feature space (F, δ), the class of feature representations RF includes
29
RF
S = H
HR
Figure 3.1: Relations of feature representations
the class of feature signatures S and the class of feature histograms HR with
respect to any shared representatives R ⊆ F subject to |R| <∞. Obviously,
the union of all feature histograms H is the same as the class of feature
signatures S. This fact, however, does not mitigate the adaptability and ex-
pressiveness of feature signatures, since the utilization of feature histograms
is accompanied by the use of the shared representatives.
Based on the provided definition of a generic feature representation and
those of a feature signature and a feature histogram, we can now investigate
their major algebraic properties in the following section.
3.3 Algebraic Properties of Feature Representations
In order to examine the algebraic properties of feature representations and in
particular those of feature signatures and feature histograms, let us first for-
malize some frequently encountered classes of feature signatures and feature
histograms in the following definitions.
30
Definition 3.3.1 (Classes of feature signatures)
Let (F, δ) be a feature space and let S = {S|S ∈ RF ∧ |RS| < ∞} denote
the class of feature signatures. Let us define the following classes of feature
signatures for λ ∈ R.
• Class of non-negative feature signatures:
S≥0 = {S|S ∈ S ∧ S(F) ⊆ R≥0}.
• Class of λ-normalized feature signatures:
Sλ = {S|S ∈ S ∧
∑
f∈F
S(f) = λ}.
• Class of non-negative λ-normalized feature signatures:
S≥0λ = S
≥0 ∩ Sλ.
According to Definition 3.3.1, the class of non-negative feature signa-
tures S≥0 comprises all feature signatures whose weights are greater than or
equal to zero. Feature signatures belonging to that class correspond to an
intuitive content-based modeling since contributing features are assigned a
positive weight, whereas those features which are not present in a multime-
dia data object are weighted by a value of zero. The class of λ-normalized
feature signatures Sλ includes all feature signatures whose weights sum up
to a value of λ ∈ R. Thus, the normalization focuses on the weights of the
feature signatures. Finally, the class of non-negative λ-normalized feature
signatures S≥0λ = S≥0 ∩ Sλ contains the intersection of both classes. In par-
ticular for λ = 1, the class S≥01 comprises finite discrete probability mass
functions, since all weights are non-negative and sum up to a value of one.
The equivalent classes are defined for feature histograms below.
Definition 3.3.2 (Classes of feature histograms)
Let (F, δ) be a feature space and let HR = {H|H ∈ RF ∧ HR(F\R) = {0}}
denote the class of feature histograms with respect to any shared represen-
tatives R ⊆ F with |R| < ∞. Let us define the following classes of feature
histograms for λ ∈ R.
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• Class of non-negative feature histograms w.r.t. R:
H≥0R = {H|H ∈ HR ∧H(F) ⊆ R≥0}.
• Class of λ-normalized feature histograms w.r.t. R:
HR,λ = {H|H ∈ HR ∧
∑
f∈F
H(f) = λ}.
• Class of non-negative λ-normalized feature histograms w.r.t. R:
H≥0R,λ = H
≥0
R ∩HR,λ.
Definition 3.3.2 for feature histograms conforms to Definition 3.3.1 for
feature signatures. The following lemma correlates the classes within both
definitions with each other.
Lemma 3.3.1 (Relations of feature representations)
Let (F, δ) be a feature space and let the classes of feature signatures and
feature histograms be defined as in Definitions 3.3.1 and 3.3.2. It holds that:
• S≥0 ⊂ ⋃λ∈R Sλ = S
• H≥0R ⊂
⋃
λ∈RHR,λ = HR
Proof.
For all λ ∈ R it holds that S ∈ Sλ ⇒ S ∈ S. For each S ∈ S it holds that
∃λ ∈ R such that S ∈ Sλ, Therefore it holds that
⋃
λ∈R Sλ = S. Further, it
holds that S ∈ S≥0 ⇒ S ∈ S, but the converse is not true. For any λ < 0 it
holds that S ∈ Sλ ⇒ S 6∈ S≥0. Therefore it holds that S≥0 ⊂ ⋃λ∈R Sλ. The
feature histogram case can be proven analogously.
Lemma 3.3.1 provides a basic insight into the previously defined classes
of feature signatures and feature histograms. It shows that some classes of
feature signatures and of feature histograms are real restrictions compared
to the class of feature signatures S and that of feature histograms HR, re-
spectively.
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In order to show which of these classes satisfy the vector space properties,
let us first define two basic operations on feature representations, namely the
addition and the scalar multiplication. The addition of two feature represen-
tations is formally defined below.
Definition 3.3.3 (Addition of feature representations)
Let (F, δ) be a feature space. The addition + : RF ×RF → RF of two feature
representations X, Y ∈ RF is defined for all f ∈ F as:
+(X, Y )(f) = (X + Y )(f) = X(f) + Y (f).
The addition of two feature representations X ∈ RF and Y ∈ RF defines
a new feature representation +(X, Y ) ∈ RF that is defined for all f ∈ F as
f 7→ X(f)+Y (f). The infix notation (X+Y ) is used for the addition of two
feature representations where appropriate. Since any feature signature or
feature histogram belongs to the generic class of feature representations RF,
the addition and the following scalar multiplication remain valid for those
specific instances.
Definition 3.3.4 (Scalar multiplication of feature representation)
Let (F, δ) be a feature space. The scalar multiplication ∗ : R × RF → RF of
scalar α ∈ R and feature representation X ∈ RF is defined for all f ∈ F as:
∗(α,X)(f) = (α ∗X)(f) = α ·X(f).
As can be seen in Definition 3.3.4, the scalar multiplication ∗(α,X) ∈ RF
of scalar α ∈ R and feature representation X ∈ RF is defined for all f ∈ F as
f 7→ α ·X(f). By analogy with the addition of two feature representations,
let us also use the corresponding infix notation (α ∗X) where appropriate.
By utilizing the addition and the scalar multiplication, the following
lemma shows that (RF,+, ∗) is a vector space according to Definition 3.1.3.
Lemma 3.3.2 ((RF,+, ∗) is a vector space)
Let (F, δ) be a feature space. The tuple (RF,+, ∗) is a vector space over the
field of real numbers (R,+, ·).
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Proof.
Let us first show that (RF,+) is an additive Abelian group with identity ele-
ment 0 ∈ RF and inverse element −X ∈ RF for each X ∈ RF. Let 0 ∈ RF
be defined for all f ∈ F as 0(f) = 0 ∈ R. Then, it holds for all X ∈ RF that
0+X = X, since it holds that (0+X)(f) = 0(f)+X(f) = 0+X(f) = X(f)
for all f ∈ F. Let further −X ∈ RF be defined for all f ∈ F as −X(f) =
−1 · X(f). It holds for all X ∈ RF that −X + X = 0, since it holds that
(−X +X)(f) = −X(f) +X(f) = −1 ·X(f) +X(f) = 0 for all f ∈ F. Due
to associativity and commutativity of + : RF × RF → RF the tuple (RF,+)
is thus an additive Abelian group with identity element 0 ∈ RF and inverse
element −X ∈ RF for each X ∈ RF.
Let us now show that (RF,+, ∗) complies with the vector space properties
according to Definition 3.1.3. Let α, β ∈ R and X, Y ∈ RF. It holds that
α ∗ (β ∗ X) is defined for all f ∈ F as α · (β · X(f)) = (α · β) · X(f),
which corresponds to the feature representation (α · β) ∗ X ∈ RF. Further,
it holds that α ∗ (X + Y ) is defined for all f ∈ F as α · (X(f) + Y (f)) =
α ·X(f) + α · Y (f), which corresponds to the feature representation α ∗X +
α ∗ Y ∈ RF. Further, it holds that (α + β) ∗ X is defined for all f ∈ F
as (α + β) · X(f) = α · X(f) + β · X(f), which corresponds to the feature
representation α ∗ X + β ∗ X ∈ RF. Finally, it holds that 1 ∗ X is defined
for all f ∈ F as 1 · X(f), which corresponds to the feature representation
X ∈ RF. Consequently, the statement is shown.
According to Lemma 3.3.2, the tuple (RF,+, ∗) is a vector space over the
field of real numbers (R,+, ·). Let us now show that the restriction of the
class of feature representations RF to the class of feature signatures S also
yields a vector space, since the latter is closed under addition and scalar
multiplication. This is shown in the following lemma.
Lemma 3.3.3 ((S,+, ∗) is a vector space)
Let (F, δ) be a feature space. The tuple (S,+, ∗) is a vector space over the
field of real numbers (R,+, ·).
Proof.
Let X, Y ∈ S be two feature signatures. By definition it holds that |RX | <∞
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and |RY | < ∞. For the addition X + Y it holds that |RX+Y | < ∞. For the
scalar multiplication α ∗X with α ∈ R it holds that |Rα∗X | <∞. Therefore,
according to Definition 3.1.4 it holds that (S,+, ∗) is a vector space.
The proof of Lemma 3.3.3 utilizes the fact that each feature signature
X ∈ S comprises a finite number of representatives RX . As a consequence,
the number of representatives under addition and scalar multiplication stays
finite and the resulting feature representation is still a valid feature signature.
The same arguments are used when showing that the class of 0-normalized
feature signatures yields a vector space. This is shown in the following lemma.
Lemma 3.3.4 ((S0,+, ∗) is a vector space)
Let (F, δ) be a feature space. The tuple (S0,+, ∗) is a vector space over the
field of real numbers (R,+, ·).
Proof.
Let X, Y ∈ S0 be two feature signatures. By definition it holds that |RX | <∞,
|RY | < ∞, and
∑
f∈FX(f) =
∑
f∈F Y (f) = 0. For the addition X + Y
it holds that |RX+Y | < ∞ and that
∑
f∈FX(f) + Y (f) =
∑
f∈FX(f) +∑
f∈F Y (f) = 0. For the scalar multiplication α ∗ X with α ∈ R it holds
that |Rα∗X | < ∞ and that
∑
f∈F α · X(f) = α ·
∑
f∈FX(f) = 0. Therefore,
according to Definition 3.1.4 it holds that (S0,+, ∗) is a vector space.
Both lemmata above apply to feature signatures. In addition, the fol-
lowing lemmata show that the class of feature histograms HR ⊂ RF and
the class of 0-normalized feature histograms HR,0 ⊂ RF with respect to any
shared representatives R ⊆ F are vector spaces.
Lemma 3.3.5 ((HR,+, ∗) is a vector space)
Let (F, δ) be a feature space. The tuple (HR,+, ∗) is a vector space over the
field of real numbers (R,+, ·) with respect to R ⊆ F and |R| <∞.
Proof.
Let X, Y ∈ HR be two feature histograms. It holds for the addition X + Y
that RX+Y = R. For the scalar multiplication α ∗X with α ∈ R it holds that
Rα∗X = R. Therefore, according to Definition 3.1.4 it holds that (HR,+, ∗)
is a vector space.
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The lemma above shows that (HR,+, ∗) is a vector space over the field of
real numbers (R,+, ·) with respect to any shared representatives R ⊆ F. In
fact, the addition of two feature histograms and the scalar multiplication of
a scalar with a feature histogram is closed since the feature histograms are
based on the same shared representatives.
The subsequent lemma finally shows that the class of 0-normalized feature
histograms HR,0 yields a vector space.
Lemma 3.3.6 ((HR,0,+, ∗) is a vector space)
Let (F, δ) be a feature space. The tuple (HR,0,+, ∗) is a vector space over the
field of real numbers (R,+, ·) with respect to R ⊆ F |R| <∞.
Proof.
Let X, Y ∈ HR,0 be two feature histograms. By definition it holds that∑
f∈FX(f) =
∑
f∈F Y (f) = 0. For the addition X+Y it holds that RX+Y = R
and that
∑
f∈FX(f) + Y (f) =
∑
f∈FX(f) +
∑
f∈F Y (f) = 0. For the
scalar multiplication α ∗ X with α ∈ R it holds that Rα∗X = R and that∑
f∈F α ·X(f) = α ·
∑
f∈FX(f) = 0. Therefore, according to Definition 3.1.4
it holds that (HR,0,+, ∗) is a vector space.
Summarizing, the lemmata provided above finally show that the class of
feature representations including the particular classes of feature signatures
and feature histograms are vector spaces. In addition, these lemmata also
indicate that the class of λ-normalized feature signatures and the class of
λ-normalized feature histograms are vector spaces if and only if λ = 0. In
the case of λ 6= 0, the addition and scalar multiplication is not closed and
the corresponding classes are thus no vector spaces.
How feature representations and in particular feature signatures are gen-
erated in practice for the purpose of content-based image modeling is ex-
plained in the following section.
3.4 Feature Representations of Images
In order to model the content of an image I ∈ U from the universe of multime-
dia data objects U by means of a feature signature SI ∈ S, the characteristic
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properties of an image are first extracted and then described mathematically
by means of features f1, . . . , fn ∈ F over a feature space (F, δ), cf. Section
3.2. In fact, we will denote the features as feature descriptors, as we will see
below.
In general, a feature is considered to be a specific part, such as a single
point, a region, or an edge, in an image reflecting some characteristic proper-
ties. These features are identified by feature detectors [Tuytelaars and Miko-
lajczyk, 2008]. Prominent feature detectors are the Laplacian of Gaussian
detector [Lindeberg, 1998], the Difference of Gaussian detector [Lowe, 1999],
and the Harris Laplace detector [Mikolajczyk and Schmid, 2004]. Besides
the utilization of these detectors, other strategies such as random sampling
or dense sampling are applicable in order to find interesting features within
an image.
After having identified interesting features within an image, they are
described mathematically by feature descriptors [Penatti et al., 2012, Li
and Allinson, 2008, Deselaers et al., 2008, Mikolajczyk and Schmid, 2005].
Whereas low-dimensional feature descriptors include for instance the infor-
mation about the position, the color, or the texture [Tamura et al., 1978] of
a feature, more complex high-dimensional feature descriptors such as SIFT
[Lowe, 2004] or Color SIFT [Abdel-Hakim and Farag, 2006] summarize the
local gradient distribution in a region around a feature. Colloquially, the
extracted feature descriptors are frequently also denoted as features.
Based on the extracted feature descriptors f1, . . . , fn ∈ F of an image I,
we can simply define its feature representation FI : F→ R by assigning the
contributing feature descriptors fi for 1 ≤ i ≤ n a weight of one as follows:
FI(f) =
1 if f = fi0 otherwise.
In case the number of feature descriptors is finite, this feature represen-
tation immediately corresponds to a feature signature. Since the number of
extracted feature descriptors is typically in the range of hundreds to thou-
sands, a means of aggregation is necessary in order to obtain a compact
feature representation. For this reason, the extracted feature descriptors are
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frequently aggregated by a clustering algorithm, such as the k-means algo-
rithm [MacQueen, 1967] or the expectation maximization algorithm [Demp-
ster et al., 1977]. Based on a finite clustering C with clusters C1, . . . , Ck ⊂ F
of feature descriptors f1, . . . , fn ∈ F, the feature signature SI ∈ S of image
I can be defined by the corresponding cluster centroids c¯i ∈ F and their
weights w(c¯i) ∈ R for all 1 ≤ i ≤ k as follows:
SI(f) =
w(c¯i) if f = c¯i0 otherwise.
Provided that the feature space (F, δ) is a multidimensional vector space,
such as the d-dimensional Euclidean space (Rd,L2), the cluster centroids
c¯i =
∑
f∈Ci f
|Ci| become the means with weights w(c¯i) =
|Ci|
n
for all 1 ≤ i ≤ k.
In order to provide a concrete example of a feature signature, Figure 3.2
depicts an example image with a visualization of its feature signatures. These
feature signatures were generated by mapping 40,000 randomly selected im-
age pixels into a seven-dimensional feature space (L, a, b, x, y, χ, η) ∈ F = R7
that comprises color (L, a, b), position (x, y), contrast χ, and coarseness η
information. The extracted seven-dimensional features are clustered by the
k-means algorithm in order to obtain the feature signatures with different
number of representatives. As can be seen in the figure, the higher the
number of representatives, which are depicted as circles in the correspond-
ing color, the better the visual content approximation, and vice versa. The
weights of the representatives are indicated by the diameters of the circles.
While a small number of representatives only provides a coarse approxima-
tion of the original image, a large number of representatives may help to
assign individual representatives to the corresponding parts in the images.
The example above indicates that feature signatures are an appropriate way
of modeling image content.
In this chapter, a generic feature representation for the purpose of content-
based multimedia modeling has been developed. By defining a feature rep-
resentation as a mathematical function from a feature space into the real
numbers, I have particularly shown that the class of feature signatures and
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(a) original image (b) 100 representatives
(c) 500 representatives (d) 1000 representatives
Figure 3.2: An example image and its feature signatures with respect to
different number of representatives.
the class of feature histograms are vector spaces. This mathematical insight
allows to advance the interpretation of a feature signature and to provide
rigorous mathematical operations.
In the following chapter, I will introduce distance-based similarity mea-
sures for feature histograms and feature signatures.
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4
Distance-based Similarity Measures
This chapter introduces distance-based similarity measures for generic feature
representations. Along with a short insight from the psychological perspec-
tive, Section 4.1 introduces the fundamental concepts and properties of a
distance function and a similarity function. Distance functions for the class
of feature histograms are summarized in Section 4.2, while distance functions
for the class of feature signatures are summarized in Section 4.3.
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4.1 Fundamentals of Distance and Similarity
A common, preferable, and influential approach [Ashby and Perrin, 1988,
Shepard, 1957, Ja¨kel et al., 2008, Santini and Jain, 1999] to model similarity
between objects is the geometric approach. The fundamental idea underlying
this approach is to define similarity between objects by means of a geomet-
ric distance between their perceptual representations. Thus, the geometric
distance reflects the dissimilarity between the perceptual representations of
the objects in a perceptual space, which is also known as the psychological
space [Shepard, 1957]. Within the scope of modeling content-based simi-
larity of multimedia data objects, the perceptual space becomes the feature
space (F, δ) and the geometric distance is reflected by a distance function
δ : F × F → R≥0. The distance function is applied to the perceptual repre-
sentations, i.e. the features, of the multimedia data objects. It quantifies the
dissimilarity between any two features by a non-negative real-valued number.
For complex multimedia data objects, this concept is frequently lifted from
the feature space to the more expressive feature representation space. The
distance function δ is then applied to the feature representations, such as
feature signatures or feature histograms, of the multimedia data objects.
The following mathematical definitions are given in accordance with the
definitions provided in the exhaustive book of Deza and Deza [2009]. The
definitions below abstract from a concrete feature representation and are
defined over a set X. The first definition formalizes a distance function.
Definition 4.1.1 (Distance function)
Let X be a set. A function δ : X× X → R≥0 is called a distance function if
it satisfies the following properties:
• reflexivity: ∀x ∈ X : δ(x, x) = 0
• non-negativity: ∀x, y ∈ X : δ(x, y) ≥ 0
• symmetry: ∀x, y ∈ X : δ(x, y) = δ(y, x)
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As can be seen in Definition 4.1.1, a distance function δ : X × X → R≥0
over a set X is a mathematical function that maps two elements from X to
a real number. It has to comply with the properties of reflexivity, i.e. an
element x ∈ X shows the distance of zero to itself, non-negativity, i.e. the
distance between two elements is always greater than or equal to zero, and
symmetry, i.e. the distance δ(x, y) from element x ∈ X to element y ∈ X is
the same as the distance δ(y, x) from y to x.
A stricter definition is that of a semi-metric distance function. It requires
the distance function to satisfy the triangle inequality. This inequality states
that the distance between two elements x, y ∈ X is always smaller than or
equal to the added up distances over a third element z ∈ X, i.e. it holds
for all elements x, y, z ∈ X that δ(x, y) ≤ δ(x, z) + δ(z, y). This leads to the
following definition.
Definition 4.1.2 (Semi-metric distance function)
Let X be a set. A function δ : X×X→ R≥0 is called a semi-metric distance
function if it satisfies the following properties:
• reflexivity: ∀x ∈ X : δ(x, x) = 0
• non-negativity: ∀x, y ∈ X : δ(x, y) ≥ 0
• symmetry: ∀x, y ∈ X : δ(x, y) = δ(y, x)
• triangle inequality: ∀x, y, z ∈ X : δ(x, y) ≤ δ(x, z) + δ(z, y)
According to Definition 4.1.2, a semi-metric distance function does not
prohibit to define a distance of zero δ(x, y) = 0 for different elements x 6= y.
This is done by a metric distance function, or metric for short. In addition
to the properties defined above, it satisfies the property of identity of in-
discernibles, which states that the distance between two elements x, y ∈ X
becomes zero if and only if the elements are the same. Thus, by replacing
the reflexivity property in Definition 4.1.2 with the identity of indiscernibles
property, we finally obtain the following definition of a metric distance func-
tion.
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Definition 4.1.3 (Metric distance function)
Let X be a set. A function δ : X × X → R≥0 is called a metric distance
function if it satisfies the following properties:
• identity of indiscernibles: ∀x, y ∈ X : δ(x, y) = 0⇔ x = y
• non-negativity: ∀x, y ∈ X : δ(x, y) ≥ 0
• symmetry: ∀x, y ∈ X : δ(x, y) = δ(y, x)
• triangle inequality: ∀x, y, z ∈ X : δ(x, y) ≤ δ(x, z) + δ(z, y)
The non-negativity property of a semi-metric respectively metric distance
function follows immediately from the reflexivity, symmetry, and triangle
inequality properties. Since it holds for all x, y ∈ X that 0 = δ(x, x) ≤
δ(x, y) + δ(y, x) = 2 · δ(x, y) it follows that 0 ≤ δ(x, y) and thus that the
property of non-negativity holds.
According to the definitions above, let us denote the tuple (X, δ) as a
distance space if δ is a distance function. The tuple (X, δ) becomes a metric
space [Cha´vez et al., 2001, Samet, 2006, Zezula et al., 2006] if δ is a metric
distance function.
Although the distance-based approach to content-based similarity, either
by a metric or a non-metric distance function, has the advantage of a rigorous
mathematical interpretation [Shepard, 1957], it is questioned by psychologists
whether it reflects the perceived dissimilarity among the perceptual represen-
tations appropriately. Based on the distinction between judged dissimilarity
and perceived dissimilarity [Ashby and Perrin, 1988], i.e. the dissimilarity
rated by subjects and that computed by the distance function, the proper-
ties of a distance function are debated and particularly shown to be violated
in some cases [Tversky, 1977, Krumhansl, 1978]. In particular, the triangle
inequality seems to be a clear violation [Ashby and Perrin, 1988], as already
pointed out a century ago by James [1890]. If one is willing to agree that
a flame is similar to the moon with respect to the luminosity and that the
moon is also similar to a ball with respect to the roundness, both flame and
ball have no properties that are shared alike, thus they are not similar. This
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demonstrates that the triangle inequality might be invalid to some extent, as
the dissimilarity between the flame and the ball can lead to a higher distance
compared to the distances between the flame and the moon and the moon
and the ball.
In spite of doubts from the field of psychology, the triangle inequality plays
a fundamental role in the field of database research. By relating the distances
of three objects with each other, the triangle inequality allows to derive a
powerful lower bound for metric indexing approaches [Zezula et al., 2006,
Samet, 2006, Hjaltason and Samet, 2003, Cha´vez et al., 2001]. In addition, it
has been shown by Skopal [2007] that each non-metric distance function can
be transformed into a metric one. How the triangle inequality is particularly
utilized in combination with the Signature Quadratic Form Distance in order
to process similarity queries efficiently is explained in Chapter 8.
The definitions above show how to formalize the geometric approach by
means of a distance function, which serves as a dissimilarity measure. As
we will see in the remainder of this chapter, some distance functions inher-
ently utilize the opposing concept of a similarity measure [Santini and Jain,
1999, Boriah et al., 2008, Jones and Furnas, 1987]. Mathematically, a sim-
ilarity measure can be defined by means of a similarity function, which is
formalized in the following generic definition.
Definition 4.1.4 (Similarity function)
Let X be a set. A similarity function is a symmetric function s : X×X→ R
for which the following holds:
∀x, y ∈ X : s(x, x) ≥ s(x, y).
According to Definition 4.1.4, a similarity function follows the intuitive
notion that nothing is more similar than the same. Therefore, the self-
similarity s(x, x) between the same element x is always higher than the
similarity s(x, y) between different elements x and y. The self-similarities
s(x, x) and s(y, y) of different elements x and y are not put into relation.
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A frequently encountered approach to define a similarity function between
two elements consists in transforming their distance into a similarity value in
order to let the similarity function behave inversely to a distance function.
For instance, suppose we are given two elements x, y ∈ X from a set X, we
then assume a similarity function s(x, y) to be monotonically decreasing with
respect to the distance δ(x, y) between the elements x and y. In other words,
a small distance between two elements will result in a high similarity value
between those elements, and vice versa. Thus, a similarity function can be
defined by utilizing a monotonically decreasing transformation of a distance
function. This is shown in the following lemma.
Lemma 4.1.1 (Monotonically decreasing transformation of a dis-
tance function into a similarity function)
Let X be a set, δ : X × X → R≥0 be a distance function, and f : R → R
be a monotonically decreasing function. The function s : X × X → R which
is defined as s(x, y) = f(δ(x, y)) for all x, y ∈ X is a similarity function
according to Definition 4.1.4.
Proof.
Let x, y ∈ X be two elements. Then, it holds that δ(x, x) ≤ δ(x, y). Since f is
monotonically decreasing it holds that f(δ(x, x)) ≥ f(δ(x, y)). Consequently,
it holds that s(x, x) ≥ s(x, y).
Some prominent examples of similarity functions utilizing monotonically
decreasing transformations are the linear similarity function s−(x, y) = 1 −
δ(x, y), the logarithmic similarity function sl(x, y) = 1 − log(1 + δ(x, y)),
and the exponential similarity function se(x, y) = e
−δ(x,y). In particular,
the exponential similarity function se is universal [Shepard, 1987] due to
its inverse exponential behavior and is thus appropriate for many feature
spaces that are endowed with a Minkowski metric [Santini and Jain, 1999].
Besides these similarity functions, the class of kernel similarity functions will
be investigated in Section 6.4.
The aforementioned similarity functions are illustrated in Figure 4.1,
where the similarity values are plotted against the distance values. As can be
seen in the figure, all similarity functions follow the monotonically decreasing
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Figure 4.1: The illustration of different similarity functions s(x, y) as a func-
tion of the distance δ(x, y).
behavior. The lower the distance δ(x, y) between two elements x, y ∈ X the
higher the corresponding similarity value s(x, y) and vice versa.
In the scope of this thesis, I will distinguish between two special classes
of similarity functions, namely the class of positive semi-definite similarity
functions and the class of positive definite similarity functions. The formal
definition of a positive semi-definite similarity function is provided below.
Definition 4.1.5 (Positive semi-definite similarity function)
Let X be a set. The similarity function s : X×X→ R is positive semi-definite
if it holds for all n ∈ N, x1, . . . , xn ∈ X, and c1, . . . , cn ∈ R that:
n∑
i=1
n∑
j=1
ci · cj · s(xi, xj) ≥ 0.
A symmetric similarity function s : X×X→ R is positive semi-definite if
any combination of objects x1, . . . , xn ∈ X and constants c1, . . . , cn ∈ R gen-
erates non-negative values according to Definition 4.1.5. A more restrictive
definition of a similarity function is given by replacing the positive semi-
definiteness with the positive definiteness. This leads to a positive definite
similarity function which is formally defined below.
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Definition 4.1.6 (Positive definite similarity function)
Let X be a set. The similarity function s : X× X→ R is positive definite if
it holds for all n ∈ N, x1, . . . , xn ∈ X, and c1, . . . , cn ∈ R with at least one
ci 6= 0 that:
n∑
i=1
n∑
j=1
ci · cj · s(xi, xj) > 0.
As can be seen in Definition 4.1.6, a positive definite similarity function
is more restrictive than a positive semi-definite one. A positive definite sim-
ilarity function does not allow a value of zero for identical arguments, since
it particularly holds that c2i · s(xi, xi) > 0 for any xi ∈ X and ci ∈ R. It fol-
lows by definition that each positive definite similarity function is a positive
semi-definite similarity function, but the converse is not true.
Based on the fundamentals of distance and similarity, let us now investigate
distance functions for the class of feature histograms in the following section.
4.2 Distance Functions for Feature Histograms
There is a vast amount of literature investigating distance functions for dif-
ferent types of data, ranging from the early investigations of McGill [1979]
to the extensive Encyclopedia of Distances by Deza and Deza [2009], which
outlines a multitude of distance functions applicable to different scientific
and non-scientific areas. More tied to the class of feature histograms and to
the purpose of content-based image retrieval are the works of Rubner et al.
[2001], Zhang and Lu [2003], and Hu et al. [2008]. In particular the latter
offers a classification scheme for distance functions. According to Hu et al.
[2008], distance functions are divided into the classes of geometric measures,
information theoretic measures, and statistic measures. While information
theoretic measures, such as the Kullback-Leiber Divergence [Kullback and
Leibler, 1951], treat the feature histogram entries as a probability distribu-
tion, statistic measures, such as the χ2-statistic [Puzicha et al., 1997], assume
the feature histogram entries to be samples of a distribution.
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In this section, I will focus on distance functions belonging to the class
of geometric measures since they naturally correspond to the geometric ap-
proach of defining similarity between objects, see Section 4.1. A prominent
way of defining a geometric distance function is by means of a norm. In
particular the p-norm ‖ · ‖p : Rd → R≥0, which is defined for a d-dimensional
vector x ∈ Rd as ‖x‖p =
(∑d
i=1 |xi|p
) 1
p
for 1 ≤ p <∞, implies the Minkowski
Distance.
The following definition shows how to adapt the Minkowski Distance,
which is originally defined on real-valued multidimensional vectors, to the
class of feature histograms, as formally defined in Section 3.2. For this pur-
pose, let us assume the class of feature histograms HR with shared repre-
sentatives R ⊆ F to be defined over a feature space (F, δ) in the remainder
of this section. The Minkowski Distance Lp for feature histograms is then
defined as follows.
Definition 4.2.1 (Minkowski Distance)
Let (F, δ) be a feature space and X, Y ∈ HR be two feature histograms. The
Minkowski Distance Lp : HR × HR → R≥0 between X and Y is defined for
p ∈ R≥0 ∪ {∞} as:
Lp(X, Y ) =
(∑
f∈F
|X(f)− Y (f)|p
) 1
p
.
Based on this generic definition, the Minkowski Distance Lp is the sum
over the differences of the weights of both feature histograms with corre-
sponding exponentiations. By definition, the sum is carried out over the
entire feature space (F, δ). Since all feature histograms from the class HR
are aligned by the shared representatives R ⊆ F, those features f ∈ F which
are not contained in R are assigned a weight of zero, i.e. it holds that
X(F\R) = Y (F\R) = {0}. Therefore, the sum can be restricted to the
shared representatives, and the Minkowski Distance Lp(X, Y ) between two
feature histograms X, Y ∈ HR can be defined equivalently as:
Lp(X, Y ) =
(∑
f∈R
|X(f)− Y (f)|p
) 1
p
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This formula immediately shows that the computation time complexity of
a single distance computation lies in O(|R|). In other words, the Minkowski
Distance on feature histograms has a computation time complexity that is
linear in the number of shared representatives.
The Minkowski Distance Lp is a metric distance function according to
Definition 4.1.3 for the parameter 1 ≤ p ≤ ∞. For the parameter 0 < p < 1,
this distance is known as the Fractional Minkowski Distance [Aggarwal et al.,
2001]. For p = 1 it is called Manhattan Distance, for p = 2 it is called
Euclidean Distance, and for p → ∞ it is called Chebyshev Distance, where
the formula simplifies to L∞(X, Y ) = limp→∞
(∑
f∈R |X(f)− Y (f)|p
) 1
p
=
maxf∈F |X(f)− Y (f)|.
While the Minkowski Distance allows to adapt to specific data charac-
teristics only by alteration of the parameter p ∈ R≥0 ∪ {∞}, the Weighted
Minkowski Distance Lp,w allows to weight each feature f ∈ F individually
by means of a weighting function w : F → R≥0 that assigns each feature a
non-negative real-valued weight. By generalizing Definition 4.2.1, the formal
definition of the Weighted Minkowski Distance is provided below.
Definition 4.2.2 (Weighted Minkowski Distance)
Let (F, δ) be a feature space and X, Y ∈ HR be two feature histograms. Given
a weighting function w : F → R≥0, the Weighted Minkowski Distance Lp,w :
HR ×HR → R≥0 between X and Y is defined for p ∈ R≥0 ∪ {∞} as:
Lp,w(X, Y ) =
(∑
f∈F
w(f) · |X(f)− Y (f)|p
) 1
p
.
As can be seen in the definition above, the Weighted Minkowski Dis-
tance Lp,w generalizes the Minkowski Distance Lp by weighting the difference
terms |X(f) − Y (f)|p with the weighting function w(f). Equality holds
for the class of weighting functions that are uniform with respect to the
representatives R, i.e. for each weighting function w1 ∈ {w′ |w′ : F →
R≥0 ∧w′(R) = {1}} it holds that Lp(X, Y ) = Lp,w1(X, Y ) for all X, Y ∈ HR.
Analogous to the Minkowski Distance on feature histograms, the Weighted
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Minkowski Distance can be defined by restricting the sum to the shared repre-
sentatives of the feature histograms, i.e. by defining the distance Lp,w(X, Y )
between two feature histograms X, Y ∈ HR as:
Lp,w(X, Y ) =
(∑
f∈R
w(f) · |X(f)− Y (f)|p
) 1
p
The Weighted Minkowski Distance thus shows a computation time com-
plexity in O(|R|), provided that the weighting function is of constant com-
putation time complexity. In addition, the Weighted Minkowski Distance
inherits the properties of the Minkowski Distance.
The weighting function w : F → R≥0 improves the adaptability of the
Minkowski Distance by decreasing or increasing the influence of each fea-
ture f ∈ F. An even more general and more adaptable concept consists in
modeling the influence not only for each single feature f ∈ F, but also among
different pairs of features f, g ∈ F. This can be done by means of a similarity
function s : F× F→ R that models the influence between features in terms
of their similarity relation. One distance function that includes the influence
of all pairs of features from a feature space is the Quadratic Form Distance
[Ioka, 1989, Niblack et al., 1993, Faloutsos et al., 1994a, Hafner et al., 1995].
Its formal definition is given below.
Definition 4.2.3 (Quadratic Form Distance)
Let (F, δ) be a feature space and X, Y ∈ HR be two feature histograms. Given
a similarity function s : F × F → R, the Quadratic Form Distance QFDs :
HR ×HR → R≥0 between X and Y is defined as:
QFDs(X, Y ) =
(∑
f∈F
∑
g∈F
(X(f)− Y (f)) · (X(g)− Y (g)) · s(f, g)
) 1
2
.
The Quadratic Form Distance QFDs is the square root of the sum of the
product of weight differences (X(f)−Y (f)) and (X(g)−Y (g)) together with
the corresponding similarity value s(f, g) over all pairs of features f, g ∈ F.
In this way, it generalizes the Weighted Euclidean Distance L2,w. Both dis-
tances are equivalent, i.e. for all feature histograms X, Y ∈ HR it holds that
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QFDs′(X, Y ) = L2,w(X, Y ), if the similarity function s
′ : F× F→ R extends
the weighting function w : F→ R≥0 as follows:
s′(f, g) =
w(f) if f = g,0 otherwise.
Similar to the Minkowski Distance, the definition of the Quadratic Form
Distance can be restricted to the shared representatives of the feature his-
tograms. Thus, for all feature histograms X, Y ∈ HR the Quadratic Form
Distance QFDs between X and Y can be equivalently defined as:
QFDs(X, Y ) =
(∑
f∈R
∑
g∈R
(X(f)− Y (f)) · (X(g)− Y (g)) · s(f, g)
) 1
2
As can be seen directly from this formula, the computation of the Quad-
ratic Form Distance by evaluating the nested sums has a quadratic compu-
tation time complexity with respect to the number of shared representatives.
Provided that the computation time complexity of the similarity function
lies in O(1), the computation time complexity of a single Quadratic Form
Distance computation lies in O(|R|2). The assumption of a constant com-
putation time complexity of the similarity function typically holds true in
practice, since the similarity function among the shared representatives of
the feature histograms is frequently precomputed prior to query processing.
The Quadratic Form Distance is a metric distance function on the class
of feature histograms HR if its inherent similarity function is positive definite
on the shared representatives R.
In order to illustrate the differences of the aforementioned distance func-
tions, Figure 4.2 depicts the isosurfaces for the Minkowski Distances L1, L2,
and L∞ and for the Quadratic Form Distance QFDs over the class of feature
histograms HR with R = {r1, r2} ⊂ F = R. The isosurfaces, which are plot-
ted by the dotted lines, contain all feature histograms with the same distance
to a feature histogram X ∈ HR. As can be seen in the figure, the Manhattan
Distance L1 and the Chebyshev Distance L∞ show rectangular isosurfaces,
while the Euclidean Distance L2 shows a spherical isosurface. The isosurface
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Figure 4.2: Isosurfaces for the Minkowski Distances L1, L2, and L∞ and for
the Quadratic Form Distance QFDs over the class of feature histograms HR
with R = {r1, r2}.
of the Quadratic Form Distance QFDs is elliptical and its orientation and
dilatation is determined by the similarity function s.
Summarizing, the distance functions presented above have been defined for
the class of feature histogramsHR. In principle, there is nothing that prevents
us from applying these distance functions to the class of feature signatures S,
since the proposed generic definitions take into account the entire feature
space. Nonetheless, when applying the Minkowski Distance or its weighted
variant to two feature signatures X, Y ∈ S with disjoint representatives RX∩
RY = ∅ the distance becomes zero. Thus the meaningfulness of those distance
functions on feature signatures is questionable, except the Quadratic Form
Distance which theoretically correlates all features of a feature space. The
investigation of the Quadratic Form Distance on feature signatures is one of
the main objectives of this thesis and carried out in Part II.
The following section continues with summarizing distance functions that
have been developed for the class of feature signatures.
4.3 Distance Functions for Feature Signatures
A first thorough investigation of distance functions applicable to the class
of feature signatures has been provided by Puzicha et al. [1999] and Rubner
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et al. [2001]. They investigated the performance of signature-based distance
functions in the context of content-based image retrieval and classification.
As a result, they adduced the empirical evidence of superior performance of
the Earth Mover’s Distance [Rubner et al., 2000]. More recent performance
evaluations, which point out the existence of attractive competitors, such
as the Signature Quadratic Form Distance [Beecks et al., 2009a, 2010c] or
the Signature Matching Distance [Beecks et al., 2013a], can be found in the
works of Beecks et al. [2010d, 2013a,b] and Beecks and Seidl [2012].
In contrast to distance functions designed for the class of feature his-
tograms HR, which attribute their computation to the shared representa-
tives R, distance functions designed for the class of feature signatures S have
to address the issue of how to relate different representatives arising from dif-
ferent feature signatures with each other. The method of relation defines the
different classes of signature-based distance functions. The class of matching-
based measures comprises distance functions which relate the representatives
of the feature signatures according to their local coincidence. The class of
transformation-based measures comprises distance functions which relate the
representatives of the feature signatures according to a transformation of
one feature signature into another. The class of correlation-based measures
comprises distance functions which relate all representatives of the feature
signatures with each other in a correlation-based manner.
The utilization of a ground distance function δ : F × F → R≥0, which
relates the representatives of the feature signatures to each other, is common
for all signature-based distance functions. Clearly, and as I will do in the
remainder of this section, it is straightforward but not necessary to use the
distance function δ of the underlying feature space (F, δ) as a ground distance
function.
Let us begin with investigating the class of matching-based measures in
the following section.
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4.3.1 Matching-based Measures
The idea of distance functions belonging to the class of matching-based mea-
sures consists in defining a distance value between feature signatures based
on the coincident similar parts of their representatives. These parts are iden-
tified and tied together by a so called matching. A cost function is then
used to evaluate the quality of a matching and to define the distance. The
following definition provides a generic formalization of a matching between
two feature signatures based on their representatives.
Definition 4.3.1 (Matching)
Let (F, δ) be a feature space and X, Y ∈ S be two feature signatures with
representatives RX ,RY ⊆ F. A matching mX↔Y ⊆ RX × RY between X
and Y is defined as a subset of the Cartesian product of the representatives
RX and RY .
According to Definition 4.3.1, a matching mX↔Y between two feature
signatures X and Y relates the representatives from RX with one or more
representatives from RY . If each representative from RX is assigned to
exactly one representative from RY , i.e. if the matching mX↔Y between
the two feature signatures X and Y satisfies both left totality and right
uniqueness, which are defined as ∀x ∈ RX∃y ∈ Ry : (x, y) ∈ mX↔Y and
∀x ∈ RX ,∀y, z ∈ RY : (x, y) ∈ mX↔Y ∧ (x, z) ∈ mX↔Y ⇒ y = z, we denote
the matching by the expression mX→Y . In this case, it can be described by
a matching function piX→Y which is defined below.
Definition 4.3.2 (Matching function)
Let (F, δ) be a feature space and X, Y ∈ S be two feature signatures with
representatives RX ,RY ⊆ F. A matching function piX→Y : RX → RY maps
each representative x ∈ RX to exactly one representative y ∈ RY .
Consequently, a matching mX→Y between two feature signatures X and Y
is formally defined by the graph of its matching function piX→Y , i.e. it holds
that mX→Y = {(x, piX→Y (x))|∀x ∈ RX}.
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Based on these generic definitions, let us now take a closer look at dif-
ferent matching strategies that allow to match the representatives of feature
signatures. These matchings are summarized in the work of Beecks et al.
[2013a].
The most intuitive way to match representatives between two feature
signatures is by means of the concept of the nearest neighbor. Given a feature
space (F, δ), the nearest neighbors NNδ,F of a feature f ∈ F are defined as:
NNδ,F(f) = {f ′ | f ′ = argming∈F δ(f, g)}.
By definition, the set NNδ,F can comprise more than one element. When
coping with feature signatures of multimedia data objects this case rarely
occurs since the nearest neighbors are usually computed between the repre-
sentatives of two feature signatures, which differ due to numerical reasons.
Therefore, it is most likely that the distances δ between the representatives
are unique and that there exists exactly one nearest neighbor. In case the
set NNδ,F contains more than one nearest neighbor, let us assume that one
nearest neighbor is selected non-deterministically in the remainder of this
section.
The utilization of the concept of the nearest neighbor between the rep-
resentatives of two feature signatures leads to the following definition of the
nearest neighbor matching [Mikolajczyk and Schmid, 2005].
Definition 4.3.3 (Nearest neighbor matching)
Let (F, δ) be a feature space and X, Y ∈ S be two feature signatures. The
nearest neighbor matching mNNX→Y ⊆ RX × RY from X to Y is defined as:
mNNX→Y = {(x, y) |x ∈ RX ∧ y ∈ NNδ,RY (x)}.
The nearest neighbor matching mNNX→Y satisfies both left totality and right
uniqueness. Each representative x ∈ RX is matched to exactly one represen-
tative y ∈ RY that minimizes δ(x, y). Thus, the nearest neighbor matching
mNNX→Y is of size |mNNX→Y | = |RX |. Figure 4.3 provides an example of the
nearest neighbor matching mNNX→Y between two feature signatures X and Y ,
where x ∈ RX is matched to y ∈ RY . As can be seen in this example, the
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Figure 4.3: Nearest neighbor matching mNNX→Y = {(x, y)} between two feature
signatures X, Y ∈ S with representatives RX = {x} and RY = {y, y′}. The
diameters reflect the weights of the representatives.
distances δ(x, y) and δ(x, y′) differ only marginally. Thus, the nearest neigh-
bor matching becomes ambiguous, since both representatives y and y′ serve
as good matching candidates.
A well-known strategy to overcome the issue of ambiguity of the nearest
neighbor matching is given by the distance ratio matching Mikolajczyk and
Schmid [2005]. Intuitively, it is defined by matching only those representa-
tives of the feature signatures that are unique with respect to the ratio of the
nearest and second nearest neighbor. The formal definition of the distance
ratio matching is given below.
Definition 4.3.4 (Distance ratio matching)
Let (F, δ) be a feature space and X, Y ∈ S be two feature signatures. The
distance ratio matching mδrX→Y ⊆ RX × RY from X to Y is defined with
respect to the parameter ε ≤ 1 ∈ R>0 as:
mδrX→Y = {(x, y) |x ∈ RX∧y ∈ NNδ,RY (x)∧∀y′ ∈ NNδ,RY \{y}(x) :
δ(x, y)
δ(x, y′)
< ε}.
The distance ratio matching mδrX→Y does not satisfy left totality but it
satisfies right uniqueness. Each representative x ∈ RX from the feature
signature X is matched to at most one representative y ∈ RY from the
feature signature Y . Thus, the size of this matching is |mδrX→Y | ≤ |RX |.
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Figure 4.4: Distance ratio matching mδrX→Y = ∅ between two feature sig-
natures X, Y ∈ S with representatives RX = {x} and RY = {y, y′}. The
diameters reflect the weights of the representatives.
In the extreme case, the distance ratio matching could even be empty, i.e.
mδrX→Y = ∅, as illustrated in Figure 4.4. In fact, the distance ratio matching
mδrX→Y epitomizes a defensive matching strategy. It completely rejects those
pairs of representatives that result in an ambiguous matching.
A more offensive matching strategy that works inverse is the inverse dis-
tance ratio matching [Beecks et al., 2013a]. Instead of excluding those pairs
(x, y) and (x, y′) of representatives that cause ambiguity, the inverse dis-
tance ratio matching proposes to include them. The formal definition of this
matching is given below.
Definition 4.3.5 (Inverse distance ratio matching)
Let (F, δ) be a feature space and X, Y ∈ S be two feature signatures. The
inverse distance ratio matching miδrX→Y ⊆ RX × RY from X to Y is defined
with respect to the parameter ε ≤ 1 ∈ R>0 as:
miδrX→Y = m
NN
X→Y ∪
{(x, y′) |x ∈ RX ∧ ∀y ∈ NNδ,RY (x) : y′ ∈ NNδ,RY \{y}(x) ∧
δ(x, y)
δ(x, y′)
> ε}.
In contrast to the distance ratio matching, the inverse variant miδrX→Y
satisfies left totality but not right uniqueness. As can be seen in Figure 4.5,
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Figure 4.5: Inverse distance ratio matching miδrX→Y = {(x, y), (x, y′)} between
two feature signatures X, Y ∈ S with representatives RX = {x} and RY =
{y, y′}. The diameters reflect the weights of the representatives.
each representative x ∈ RX from the feature signature X is assigned to
at most two representatives from the feature signature Y . This leads to a
matching size of |miδrX→Y | ≤ 2 · |RX |.
In general, it holds that the inverse distance ratio matching is a general-
ization of the nearest neighbor matching, while the distance ratio matching
is a specialization, i.e. it holds for any two feature signatures X, Y ∈ S that
mδrX→Y ⊆ mNNX→Y ⊆ miδrX→Y with equality for ε = 1.
While the aforementioned matchings consider only the distances between
the representatives of the feature signatures, the distance weight ratio match-
ing additionally takes into account the weights of the feature signatures.
This matching is defined by means of the distance weight ratio δ/w∗(x, y) =
δ(x,y)
min{X(x),Y (y)} between two representatives x ∈ RX and y ∈ RY of the feature
signatures X and Y , as shown in the following definition.
Definition 4.3.6 (Distance weight ratio matching)
Let (F, δ) be a feature space and X, Y ∈ S be two feature signatures. The
distance weight ratio matching m
δ/w∗
X→Y ⊆ RX × RY from X to Y is defined
as:
m
δ/w∗
X→Y = {(x, y) |x ∈ RX ∧ y = argminy′∈RY δ/w∗(x, y′)}.
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Figure 4.6: Distance weight ratio matching m
δ/w∗
X→Y = {(x, y′)} between two
feature signatures X, Y ∈ S with representatives RX = {x} and RY = {y, y′}.
The diameters reflect the weights of the representatives.
The distance weight ratio matching m
δ/w∗
X→Y satisfies both left totality and
right uniqueness. Thus, this matching is of size |mδ/w∗X→Y | = |RX |. By di-
viding the distance δ(x, y) between two representatives x and y by their
minimal weight, this matching penalizes those representatives y from the
feature signature Y that have a smaller weight than the representative x
from the feature signature X. This is illustrated in Figure 4.6. Although
representative y is located slightly closer to representative x than represen-
tative y′, the representative x is not matched to the representative y since
the fact that Y (y) < X(x) increases the distance weight ratio such that
δ/w∗(x, y′) < δ/w∗(x, y). As a consequence, the distance weight ratio matching
suppresses the contribution of noisy representatives of the feature signatures
in a self-adjusting manner.
Let ξ denote the computation time complexity of the ground distance
function δ. The computation time complexity of the matchings presented
above lies in O(|RX | · |RY | · ξ), when computing these matchings in a naive
way. What is finally needed in order to define a distance function between
feature signatures based on a matching is a cost function that evaluates a
given matching. The formal generic definition of a cost function is provided
below.
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Definition 4.3.7 (Cost function)
Let (F, δ) be a feature space. A cost function c is defined as c : 2F×F → R.
Based on the generic definitions of a matching and a cost function, cf. Def-
inition 4.3.1 and Definition 4.3.7, I will now continue with defining matching-
based distance functions for the class of feature signatures. For this purpose,
the corresponding cost functions are specified within the definitions of the
matching-based distance functions where appropriate.
An early definition of a distance between two sets is the Hausdorff Distance,
which dates back to Hausdorff’s pioneering book Grundzu¨ge der Mengenlehre
[Hausdorff, 1914]. Originally defined as a distance between sets, it has been
modified and applied to a wide variety of problems in computer science, for
instance for image comparison [Huttenlocher et al., 1993], face recognition
[Chen and Lovell, 2010, Vivek and Sudha, 2007] and object location [Ruck-
lidge, 1997].
The Hausdorff Distance between two sets is defined as the maximum
nearest neighbor distance between the elements from both sets. For this
purpose, each element from one set is matched to its nearest neighbor in
the other set, and the costs of these nearest neighbor matchings are defined
by the maximum distance of the matching elements. Intuitively, two sets
are close to each other, if each element from one set is close to at least one
element from the other set. Adapted to feature signatures, the Hausdorff
Distance is evaluated between the representatives of two feature signatures
as shown in the following definition.
Definition 4.3.8 (Hausdorff Distance)
Let (F, δ) be a feature space and X, Y ∈ S be two feature signatures. The
Hausdorff Distance HDδ : S× S→ R≥0 between X and Y is defined as:
HDδ(X, Y ) = max{c(mNNX→Y ), c(mNNY→X)},
where the cost function c : 2F×F → R is defined as
c(mNNX→Y ) = max{δ(x, y) | ∀(x, y) ∈ mNNX→Y }.
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As can be seen in the definition above, the Hausdorff Distance evaluates
the cost functions c(mNNX→Y ) and c(m
NN
Y→X) of the nearest neighbor matchings
mNNX→Y and m
NN
Y→X , whose maximum finally defines the distance value. Since
the computation time complexity of the cost function is linear with respect
to the size of the matching, i.e. it holds that c(mNNX→Y ) ∈ O(|RX | · ξ) and
c(mNNY→X) ∈ O(|RY | · ξ), where ξ denotes the computation time complexity of
the ground distance function δ, the Hausdorff Distance inherits the quadratic
computation time complexity of the underlying matching. Thus, a single
distance computation lies in O(|RX | · |RY | · ξ).
Although the Hausdorff Distance is a metric distance function for sets
[Skopal and Bustos, 2011], it does not comply with the properties of a met-
ric according to Definition 4.1.3 when applied to feature signatures, since
it completely disregards the weights X(x) and Y (y) of the representatives
x ∈ RX and y ∈ RY of two feature signatures X and Y . Obviously, it vi-
olates the identity of indiscernibles property since it becomes zero for two
different feature signatures X 6= Y ∈ S if they share the same representatives
RX = RY ⊆ F.
Based on the idea of the Hausdorff Distance, numerous modifications and
variants have been developed, see for instance the work of Dubuisson and Jain
[1994]. One prominent modification that has been introduced for signature-
based image retrieval is the Perceptually Modified Hausdorff Distance [Park
et al., 2006, 2008]. This distance takes into account the weights of the repre-
sentatives of the feature signatures and is defined by means of the distance
weight ratio matching as the maximum average minimal distance weight ratio
between the representatives of two feature signatures. Intuitively, two feature
signatures are close to each other if each representative of one feature signa-
ture has a close counterpart in the other feature signature with respect to
the distance weight ratio. The formal definition of the Perceptually Modified
Hausdorff Distance is given below.
Definition 4.3.9 (Perceptually Modified Hausdorff Distance)
Let (F, δ) be a feature space and X, Y ∈ S be two feature signatures. The
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Perceptually Modified Hausdorff Distance PMHDδ : S×S→ R≥0 between X
and Y is defined as:
PMHDδ(X, Y ) = max{c(mδ/w
∗
X→Y ), c(m
δ/w∗
Y→X)},
where the cost function c : 2F×F → R is defined as
c(m
δ/w∗
X→Y ) =
∑
(x,y)∈mδ/w∗X→Y
X(x) · δ(x,y)
min{X(x),Y (y)}∑
(x,y)∈mδ/w∗X→Y
X(x)
.
Similar to the Hausdorff Distance, the Perceptually Modified Hausdorff
Distance evaluates the cost functions c(m
δ/w∗
X→Y ) and c(m
δ/w∗
Y→X) of the distance
weight ratio matchings m
δ/w∗
X→Y and m
δ/w∗
Y→X , whose maximum finally defines
the distance value. Since the computation time complexity of the cost func-
tion is linear with respect to the size of the matching, i.e. it holds that
c(m
δ/w∗
X→Y ) ∈ O(|RX | · ξ) and c(mδ/w
∗
Y→X) ∈ O(|RY | · ξ), where ξ denotes the
computation time complexity of the ground distance function δ, the Percep-
tually Modified Hausdorff Distance inherits the quadratic computation time
complexity of the underlying matching. Thus, a single distance computation
lies in O(|RX | · |RY | · ξ). Besides the same computation time complexity as
that of the Hausdorff Distance, the Perceptually Modified Hausdorff Distance
also violates the metric properties according to Definition 4.1.3 for the same
reasons as the Hausdorff Distance does.
Another promising and generic matching-based distance function that has
recently been proposed by Beecks et al. [2013a] is the Signature Matching
Distance. The idea consists in modeling the distance between two feature
signatures by means of the cost of the symmetric difference of the matching
elements of the feature signatures. In general, the symmetric difference A∆B
of two sets A and B is the set of elements which are contained in either A or B
but not in their intersection A∩B, i.e. A∆B = A∪B \A∩B. By adapting
this concept to matchings between two feature signatures X and Y , the set A
becomes the matching mX→Y and the set B becomes the matching mY→X .
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Figure 4.7: Matching-based principle of the SMD between two feature sig-
natures X, Y ∈ S with representatives RX = {x1, x2, x3} and RY = {y1, y2}.
While the symmetric difference mX→Y ∆ mY→X completely disregards the
matching between x1 and y1, the SMD includes this bidirectional matching
dependent on the parameter λ.
The symmetric difference is thus defined as mX→Y ∆ mY→X = {(x, y)|(x, y) ∈
mX→Y ⊕ (y, x) ∈ mY→X}.
An example of the symmetric difference mX→Y ∆ mY→X between two fea-
ture signatures X, Y ∈ S with representatives RX = {x1, x2, x3} and RY =
{y1, y2} is depicted in Figure 4.7, where the representatives of X and Y are
shown by blue and orange circles, and the corresponding weights are indicated
by the respective diameters. In this example, the distance weight ratio match-
ing defines the matchings m
δ/w∗
X→Y = {(x1, y1), (x2, y1), (x3, y2)} and mδ/w
∗
Y→X =
{(y1, x1), (y2, x1)}, which are depicted by blue and orange arrows between the
corresponding representatives of the feature signatures. As can be seen in the
figure, the symmetric difference mX→Y ∆ mY→X = {(x2, y1), (x3, y2), (x1, y2)}
completely disregards bidirectional matches that are depicted by the dashed
arrows, i.e. it neglects those pairs of representatives x ∈ RX and y ∈ RY for
which holds that (x, y) ∈ mX→Y ∧ (y, x) ∈ mY→X .
On the one hand, excluding these bidirectional matches corresponds to
the idea of measuring dissimilarity by those elements of the feature signatures
that are less similar, on the other hand the exclusion of bidirectional matches
reduces the discriminability of similar feature signatures whose matchings
mainly comprise bidirectional matches. In order to balance this trade-off,
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the Signature Matching Distance is defined with an additional real-valued
parameter λ ≤ 1 ∈ R≥0 which generalizes the symmetric difference by mod-
eling the exclusion of bidirectional matchings from the distance computation.
The formal definition of the Signature Matching Distance is given below.
Definition 4.3.10 (Signature Matching Distance)
Let (F, δ) be a feature space and X, Y ∈ S be two feature signatures. The
Signature Matching Distance SMDδ : S × S → R≥0 between X and Y with
respect to a matching m, a cost function c, and parameter λ ≤ 1 ∈ R≥0 is
defined as:
SMDδ(X, Y ) = c(mX→Y ) + c(mY→X)− 2λ · c(mX↔Y ).
As can be seen in Definition 4.3.10, the Signature Matching Distance
between two feature signatures X and Y is defined by adding the costs
c(mX→Y ) and c(mY→X) of the matchings mX→Y and mY→X and subtract-
ing the cost c(mX↔Y ) of the corresponding bidirectional matching mX↔Y =
{(x, y)|(x, y) ∈ mX→Y ∧ (y, x) ∈ mY→X}. The costs c(mX↔Y ) are multiplied
by the parameter λ ≤ 1 ∈ R≥0 and doubled, since bidirectional matches oc-
cur in both matchings mX→Y and mY→X . A value of λ = 0 includes the cost
of bidirectional matchings in the distance computation, while a value of λ = 1
excludes the cost of bidirectional matchings in the distance computation. In
case λ = 1 the Signature Matching Distance between two feature signatures
X and Y becomes the cost of the symmetric difference of the corresponding
matchings, i.e. for λ = 1 it holds that SMDδ(X, Y ) = c(mX→Y ∆ mY→X).
Possible cost functions for a matching mX→Y between two feature signatures
X and Y are for instance cδ(mX→Y ) =
∑
(x,y)∈mX→Y X(x) · Y (y) · δ(x, y) and
cδ/w∗(mX→Y ) =
∑
(x,y)∈mX→Y X(x) · Y (y) · δ/w∗(x, y).
Under the assumption that the computation time complexity of the cost
function is linear in the matching size, the computation time complexity of
a single Signature Matching Distance computation between two feature sig-
natures X, Y ∈ S lies in O(|RX | · |RY | · ξ), where ξ denotes the computation
time complexity of the ground distance function δ. The metric properties of
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the Signature Matching Distance have not been investigated so far.
To sum up, the core idea of matching-based measures is to attribute the
distance computation to the matching parts of the feature signatures. Con-
trary to this, a transformation-based measure attributes the distance com-
putation to the cost of transforming one feature signature into another.
Transformation-based measures are outlined in the following section.
4.3.2 Transformation-based Measures
The idea of distance functions belonging to the class of transformation-based
measures consists in transforming one feature representation into another
one and treating the costs of this transformation as distance. A prominent
example for the comparison of general discrete structures is the Levenshtein
Distance [Levenshtein, 1966], also referred to as Edit Distance, which defines
the distance by means of the minimum number of edit operations that are
needed to transform one structure into another one. Possible edit operations
are insertion, deletion, and substitution. Another example distance function
tailored to time series is the Dynamic Time Warping Distance, which was
first introduced in the field of speech recognition by Itakura [1975] and Sakoe
and Chiba [1978] and later brought to the domain of pattern detection in
databases by Berndt and Clifford [1994]. The idea of this distance is to
transform one time series into another one by replicating their elements.
The minimum number of replications then defines a distance value.
Besides the aforementioned distance functions, the probably most well-
known distance function for feature signatures is the Earth Mover’s Distance
[Rubner et al., 2000], which is also known as the first-degree Wasserstein
Distance or Mallows Distance [Dobrushin, 1970, Levina and Bickel, 2001].
The Earth Mover’s Distance is based on the transportation problem that
was originally formulated by Monge [1781] and solved by Kantorovich [1942].
For this reason the transportation problem is also referred to as the Monge-
Kantorovich problem. In the 1980s, Werman et al. [1985] and Peleg et al.
[1989] came up with the idea of applying a solution to this transportation
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problem to problems related to the computer vision domain. They defined
gray-scale image dissimilarity by measuring the cost of transforming one im-
age histogram into another. In 1998, Rubner et al. [1998] extended this
dissimilarity model to feature signatures and finally published it under the
today’s well-known name Earth Mover’s Distance. In fact, this name was in-
spired by Stolfi [1994] and his vivid description of the transportation problem
to think of it in terms of earth hills and earth holes and the task of finding
the minimal cost for moving the total amount of earth from the hills into
the holes, cf. Rubner et al. [2000]. A formal definition of the Earth Mover’s
Distance adapted to feature signatures is given below.
Definition 4.3.11 (Earth Mover’s Distance)
Let (F, δ) be a feature space and X, Y ∈ S be two feature signatures. The
Earth Mover’s Distance EMDδ : S × S → R≥0 between X and Y is defined
as a minimum cost flow of all possible flows F = {f |f : F× F→ R} = RF×F
as follows:
EMDδ(X, Y ) = min
F

∑
g∈F
∑
h∈F
f(g, h) · δ(g, h)
min{∑
g∈F
X(g),
∑
h∈F
Y (h)}
 ,
subject to the constraints:
• ∀g, h ∈ F : f(g, h) ≥ 0
• ∀g ∈ F : ∑
h∈F
f(g, h) ≤ X(g)
• ∀h ∈ F : ∑
g∈F
f(g, h) ≤ Y (h)
• ∑
g∈F
∑
h∈F
f(g, h) = min{∑
g∈F
X(g),
∑
h∈F
Y (h)}.
As can be seen in Definition 4.3.11, the Earth Mover’s Distance is defined
as a solution of an optimization problem, which is optimal in terms of the
minimum cost flow, subject to certain constraints. These constraints guar-
antee a feasible solution, i.e. all flows are positive and do not exceed the
corresponding limitations given by the weights of the representatives of both
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feature signatures. In fact, the definition of the Earth Mover’s Distance can
be restricted to the representatives of both feature signatures.
Finding an optimal solution to this transportation problem and thus to
the Earth Mover’s Distance can be computed based on a specific variant of
the simplex algorithm [Hillier and Lieberman, 1990]. It comes at a cost of
an average empirical computation time complexity between O(|RX |3) and
O(|RX |4) [Shirdhonkar and Jacobs, 2008], provided that |RX | ≥ |RY | for two
feature signatures X, Y ∈ S. This empirical computation time complexity
deteriorates to an exponential computation time complexity in the theoretic
worst case. In practice, however, numerous research efforts have been con-
ducted in order to investigate the efficiency of the Earth Mover’s Distance,
such as the works of Assent et al. [2006a, 2008] and Wichterich et al. [2008a]
as well as the works of Lokocˇ et al. [2011a, 2012].
Rubner et al. [2000] have shown that the Earth Mover’s Distance satis-
fies the metric properties according to Definition 4.1.3 if the ground distance
function δ is a metric distance function and if the feature signatures have the
same total weights, i.e. it holds that
∑
f∈FX(f) =
∑
f∈F Y (f) for all feature
signatures X, Y ∈ S. Thus, (S≥0λ ,EMDδ) is a metric space for any metric
ground distance function δ and λ > 0.
To sum up, transformation-based measures attribute the distance compu-
tation to the cost of transforming one feature signature into another. Fre-
quently, this is formalized in terms of an optimization problem. Contrary
to this, correlation-based measures utilize the concept of correlation in order
to define a distance function. These measures are presented in the following
section.
4.3.3 Correlation-based Measures
The idea of distance functions belonging to the class of correlation-based
measures consists in adapting the generic concept of correlation to the rep-
resentatives of the feature signatures. In general, correlation is the most
basic measure of bivariate relationship between two variables [Rodgers and
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Nicewander, 1988], which can be interpreted as the amount of variance these
variables share [Rovine and Von Eye, 1997]. In 1895, Pearson [1895] provided
a first mathematical definition of correlation, namely the Pearson product-
moment correlation coefficient, which is generally defined as the covariance
of two variables divided by the product of their standard deviations. In the
meantime, however, the term correlation has generally been used for indicat-
ing the similarity between two objects.
In order to quantify a similarity value between two feature signatures by
means of the principle of correlation, all representatives and corresponding
weights of the two feature signatures are compared with each other. This
comparison is established by making use of a similarity function. The result-
ing measure, which is denoted as similarity correlation, thus expresses the
similarity relation between two feature signatures by correlating all represen-
tatives of the feature signatures with each other by means of the underlying
similarity function. A formal definition of the similarity correlation is given
below.
Definition 4.3.12 (Similarity correlation)
Let (F, δ) be a feature space and X, Y ∈ S be two feature signatures. The
similarity correlation 〈·, ·〉s : S × S → R between X and Y with respect to a
similarity function s : F× F→ R is defined as:
〈X, Y 〉s =
∑
f∈F
∑
g∈F
X(f) · Y (g) · s(f, g).
According to Definition 4.3.12, the similarity correlation between two
feature signatures is evaluated by adding up the weights multiplied by the
similarity values of all pairs of features from the feature space (F, δ). By
definition of a feature signature, the similarity correlation can be restricted
to the representatives of the feature signatures and defined equivalently as
follows:
〈X, Y 〉s =
∑
f∈RX
∑
g∈RY
X(f) · Y (g) · s(f, g).
Intuitively, a high similarity correlation between two feature signatures
is expected if the representatives of the feature signatures are similar to
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each other. The more discriminative the representatives of the feature sig-
natures, for instance when they are much scattered within the underlying
feature space, the less probable is a high similarity correlation value. An-
other interpretation is obtained when applying the similarity correlation to
the class of non-negative λ-normalized feature signatures with the parameter
λ = 1, i.e. by considering the special case of feature signatures from the
class S≥01 = {S|S ∈ S ∧ S(F) ⊆ R≥0 ∧
∑
f∈F S(f) = 1}. In this case, the
feature signatures can be interpret as finite discrete probability distributions
and the similarity correlation becomes the expected similarity of the simi-
larity function given the corresponding feature signatures, i.e. it holds that
〈X, Y 〉s = E[s(X, Y )] for all X, Y ∈ S≥01 , cf. Definition 7.3.1 in Section 7.3.
One advantageous property of the similarity correlation defined above is
its mathematical interpretation. Provided that the feature signatures yield a
vector space, which is shown in Section 3.3, the similarity correlation defines
a bilinear form independent of the choice of the similarity function. More-
over, if the similarity function is positive definite, the similarity correlation
becomes an inner product, as shown in Section 6.3. These mathematical
properties are investigated along with the theoretical properties of the Sig-
nature Quadratic Form Distance in Part II of this thesis.
In order to define a distance function between feature signatures by means
of the similarity correlation, Leow and Li [2001, 2004] have utilized a specific
similarity/weighting function inside the similarity correlation and denoted
the resulting distance function as Weighted Correlation Distance. Against
the background of color-based feature signatures, they assume that the rep-
resentatives of the feature signatures are spherical bins with a fixed volume
in some perceptually uniform color space. They then define the similarity
function of two representatives by their volume of intersection. The formal
definition of this distance function elucidating the origin of its name and the
relatedness to the Pearson product-moment correlation coefficient is given
below.
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Definition 4.3.13 (Weighted Correlation Distance)
Let (F, δ) be a feature space and X, Y ∈ S be two feature signatures. The
Weighted Correlation Distance WCDδ : S× S→ R≥0 between X and Y is
defined as:
WCDδ(X, Y ) = 1− 〈X, Y 〉V√〈X,X〉V ·√〈Y, Y 〉V
where the similarity function V : F × F → R with maximum cluster radius
R ∈ R>0 is defined for all fi, fj ∈ F as:
V(f, g) =
1−
3·δ(f,g)
4·R +
δ(f,g)3
16·R3 if 0 ≤ δ(f,g)R ≤ 2,
0 otherwise.
As can be seen in Definition 4.3.13, the Weighted Correlation Distance
between two feature signatures X and Y is defined by means of the spe-
cific similarity correlation 〈X, Y 〉V between both feature signatures and the
corresponding self-similarity correlations
√〈X,X〉V and √〈Y, Y 〉V of both
feature signatures. The self-similarity correlations serve as normalization and
guarantee that the Weighted Correlation Distance is bounded between zero
and one under some further assumptions [Leow and Li, 2004]. Whether the
Weighted Correlation Distance is a metric distance function or not is left
open in the work of Leow and Li [2004].
The similarity function V : F× F→ R models the volume of intersection
between two spherical bins which are centered around the corresponding
representatives of the feature signatures. The volume of each spherical bin
is fixed an determined by the maximum cluster radius R ∈ R>0, which needs
to be provided within the extraction process of the feature signatures.
The computation time complexity of a single computation of the Weighted
Correlation Distance between two feature signatures X, Y ∈ S lies in
O(max{|RX |2, |RY |2} · ξ), where ξ denotes the computation time complexity
of the similarity function V .
This chapter summarizes different distance-based similarity measures for
the class of feature histograms and the class of feature signatures. These
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similarity measures follow the geometric approach of defining similarity be-
tween multimedia data objects by means of a distance between their feature
representations. They can be classified according to the way of how the
information of the feature representations are utilized within the distance
computation. As exemplified for feature signatures, distance-based simi-
larity measures can be distinguished among the classes of matching-based
measures, transformation-based measures, and correlation-based measures.
Corresponding examples that have been presented in this chapter are the
Hausdorff Distance and its perceptually modified variant, the Earth Mover’s
Distance, and the Weighted Correlation Distance. Another correlation-based
measure, namely the Signature Quadratic Form Distance, is developed and
investigated in Part II of this thesis.
Among the aforementioned distance functions for feature signatures, the
Earth Mover’s Distance has been shown to comply with the metric properties
if the feature signatures have the same total weights and the ground distance
function is a metric [Rubner et al., 2000]. In contrast to this distance, I will
show in Part II of this thesis that the Signature Quadratic Form Distance
complies with the metric properties for any feature signatures provided that
its inherent similarity function is positive definite.
The following chapter reviews the fundamentals of distance-based simi-
larity query processing and thus answers the question of how to access mul-
timedia databases by means of a distance-based similarity model.
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5
Distance-based Similarity Query
Processing
This chapter presents the fundamentals of distance-based similarity query
processing. Prominent types of distance-based similarity queries are de-
scribed in Section 5.1. How queries can be processed efficiently without
the need of an index structure is explained in Section 5.2.
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5.1 Distance-based Similarity Queries
A query formalizes an information need. While the information need ex-
presses the topic the user is interested in [Manning et al., 2008], the query is
a formal specification of the information need which is passed to the retrieval
or database system. Based on a query, the system aims at retrieving data
objects which coincide with the user’s information need. By evaluating the
data objects with respect to a query by means of the concept of similarity,
the query is commonly denoted as similarity query. In case the underly-
ing similarity model is a distance-based one, the query is further denoted as
distance-based similarity query.
Mathematically, a distance-based similarity query is a function that de-
fines a subset of database objects with respect to a query object and a dis-
tance function. By including those database objects whose distances to the
query object lie within a specific threshold, the query is called range query.
The formal definition is given below.
Definition 5.1.1 (Range query)
Let X be a set, δ : X×X→ R≥0 be a distance function, and q ∈ X be a query
object. The range query rangeε(q, δ,X ) ⊆ X for X ⊆ X with respect to a
range ε ∈ R≥0 is defined as:
rangeε(q, δ,X ) = {x ∈ X | δ(q, x) ≤ ε}.
Given a distance function δ over a domain X, a range query
rangeε(q, δ,X ) is defined as the set of elements x ∈ X whose distances δ(q, x)
to the query object q ∈ X do not exceed the range ε. The query object q
is included in rangeε(q, δ,X ) if and only if it is also contained in the set X .
In general, the cardinality of rangeε(q, δ,X ) is not bounded by the range ε.
Thus, it can hold that |rangeε(q, δ,X )| = |X | if the range ε is not specified
appropriately.
A pseudo code for computing a range query on a finite set X is listed in
Algorithm 5.1.1. Beginning with an empty result set, the algorithm expands
the result set with each element x ∈ X whose distance δ(q, x) to the query q is
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Algorithm 5.1.1 Range query
1: procedure rangeε(q, δ,X )
2: result← ∅
3: for x ∈ X do
4: if δ(q, x) ≤ ε then
5: result← result ∪ {x}
6: return result
smaller than or equal to the range ε (see line 4). This range query algorithm
performs a sequential scan of the entire set X and thus its computation time
complexity lies in O(|X |).
Although the range query is very intuitive, it demands the specification of
a meaningful range ε in order to provide an appropriate size of the result set.
In particular if the distribution of data objects and their possibly different
scales are not known in advance, i.e. prior to the specification of the query,
a range query can result in a very small or a very large result set. In order
to overcome the issue of finding a suitable range ε, one can directly specify
the number of data objects included in the result set. This leads to the
k-nearest-neighbor query. Its formal definition is given below.
Definition 5.1.2 (k-nearest-neighbor query)
Let X be a set, δ : X×X→ R≥0 be a distance function, and q ∈ X be a query
object. The nearest neighbor query NNk(q, δ,X ) ⊆ X for X ⊆ X with respect
to the number of nearest neighbors k ∈ N is recursively defined as:
NN0(q, δ,X ) = ∅,
NNk(q, δ,X ) = {x ∈ X | ∀x′ ∈ X − NNk−1(q, δ,X ) : δ(q, x) ≤ δ(q, x′)}.
While the nearest neighbor of a query object is that data object with
the smallest distance, the kth-nearest neighbor is that data object with kth-
smallest distance. A k -nearest-neighbor query NNk(q, δ,X ) includes the
nearest neighbors of the query object q up to the kth one, with respect
to the distance function δ. If the distance values between the query ob-
ject and the data objects from the set X are unique, i.e. if it holds that
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Algorithm 5.1.2 k -nearest-neighbor query
1: procedure NNk(q, δ,X )
2: result← ∅
3: for x ∈ X do
4: if |result| < k then
5: result← result ∪ {x}
6: else if δ(q, x) ≤ maxr∈result δ(q, r) then
7: result← result ∪ {x}
8: result← result− {arg maxr∈result δ(q, r)}
9: return result
∀x, x′ ∈ X : δ(q, x) 6= δ(q, x′), the cardinality of NNk(q, δ,X ) is bounded
by min{k, |X |}. Otherwise, NNk(q, δ,X ) can comprise more than k data
objects, since two or more data objects may have the same distance to the
query object. The query object q is included in NNk(q, δ,X ) if and only if it
is also contained in the set X .
A pseudo code for computing a k -nearest-neighbor query on a finite set X
is listed in Algorithm 5.1.2. Beginning with an empty result set, the algo-
rithm expands the result set with each element x ∈ X either if the number
of results is to small (see line 4) or if the distance δ(q, x) to the query q is
smaller than the distance to the most dissimilar temporary result (see line 6),
i.e. if it holds that δ(q, x) ≤ maxr∈result δ(q, r). By removing the most dis-
similar element from the result set (see line 8), this k -nearest-neighbor query
algorithm guarantees an output of size k. This k -nearest-neighbor query al-
gorithm performs a sequential scan of the entire set X and its computation
time complexity lies in O(|X |).
Both range query and k -nearest-neighbor query are defined as a set of
data objects without any ordering. A ranking query allows for ordering of
data objects with respect to the distances to the query object. Its formal
definition is given below.
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Algorithm 5.1.3 Ranking query
1: procedure ranking(q, δ,X )
2: result← ⊥
3: for x ∈ X do
4: result← result.append(x)
5: result.sortAscending(δ(q, ·))
6: return result
Definition 5.1.3 (Ranking query)
Let X be a set, δ : X×X→ R≥0 be a distance function, and q ∈ X be a query
object. The ranking query ranking(q, δ,X ) is a sequence of X defined as:
ranking(q, δ,X ) = x1, . . . , x|X |,
where it holds that δ(q, xi) ≤ δ(q, xj) for all 1 ≤ i ≤ j ≤ |X |.
According to Definition 5.1.3, a ranking query ranking(q, δ,X ) sorts the
set X in ascending order with respect to the distances δ(q, ·) to the query
object q. Equivalent to the range query and the k -nearest-neighbor query,
the query object q is included in ranking(q, δ,X ) if and only if the query
object q is also contained in the set X . Formally, the cardinality of a ranking
query can be restricted by nesting it with other query types. For instance, the
expression ranking(q, δ,NNk(q, δ,X )) yields the sorted sequence of the kth-
nearest neighbors, while the expression ranking(q, δ, rangeε(q, δ,X )) yields
the sorted sequence of data objects within the range ε.
A pseudo code for computing a ranking query on a finite set X is listed
in Algorithm 5.1.3. In fact, the algorithm begins with an empty sequence
and appends all elements x ∈ X (see line 4). It then sorts the sequence in
ascending order with respect to the distance δ(q, ·) to the query objects (see
line 5). The computation time complexity of this ranking algorithm thus
depends on the computation time complexity of the sorting algorithm, which
generally lies in O(|X | · log(|X |)) in the worst case.
Figure 5.1 illustrates different distance-based similarity queries over the
two-dimensional Euclidean space (R2,L2). Given a query object q ∈ R2
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Figure 5.1: Illustration of different distance-based similarity queries over the
two-dimensional Euclidean space (R2,L2) with a query object q ∈ R2 and a
finite set of data objects X = {x1, . . . x7} ⊂ R2.
and a finite set of data objects X = {x1, . . . x7} ⊂ R2, the range query
rangeε(q,L2,X ) with range ε ∈ R as depicted in Figure 5.1 yields the
result set {x1, x2, x3}. This is equivalent to the k -nearest-neighbor query
NN3(q,L2,X ) = {x1, x2, x3} with k = 3. In contrast to these queries,
the ranking query ranking(q,L2,X ) yields the sequence x1, . . . , x7, which
is sorted in ascending order according to the distances L2(q, ·) to the query
object q.
In general, the aforementioned algorithms over a set X show at least a linear
computation time complexity of O(|X |), when evaluating all data objects
sequentially. While this computation time complexity is indeed acceptable
for small-to-moderate sets X , which contain a few hundreds or thousands of
data objects, it becomes impractical in today’s multimedia retrieval systems,
since they are frequently based on very large multimedia databases. Thus,
processing distance-based similarity queries sequentially on millions, billions,
or even trillions of data objects is infeasible in practice. For this reason,
the fundamental principles of efficient query processing are outlined in the
following section.
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5.2 Principles of Efficient Query Processing
Processing distance-based similarity queries efficiently is a major challenge
for today’s multimedia databases and retrieval systems. In order to avoid a
time-consuming sequential scan of the complete multimedia database, spatial
access methods [Bo¨hm et al., 2001], metric access methods [Cha´vez et al.,
2001, Samet, 2006, Zezula et al., 2006], and even Ptolemaic access methods
[Hetland et al., 2013] have been developed. They frequently index multimedia
databases hierarchically with the ultimate goal of processing distance-based
similarity queries efficiently.
A fundamental approach underlying many access methods is the multi-
step approach, which has been investigated by Agrawal et al. [1993], Faloutsos
et al. [1994b], Korn et al. [1996, 1998], and Seidl and Kriegel [1998] and
more recently by Kriegel et al. [2007] and Houle et al. [2012]. Although
this approach is free of any specific index structure, it can generically be
integrated within any index structure. The idea of this approach consists
in processing distance-based similarity queries in multiple interleaved steps.
Each step generates a set of candidate objects which are reduced in each
subsequent step in order to obtain the final results. The completeness of this
approach is ensured by approximating the distance function by means of a
lower bound, whose formal definition is given below.
Definition 5.2.1 (Lower bound)
Let X be a set and δ : X × X → R≥0 be a distance function. A function
δLB : X× X→ R≥0 is a lower bound of δ if the following holds:
∀x, y ∈ X : δLB(x, y) ≤ δ(x, y).
As can be seen in the definition above, a lower bound δLB is always
smaller than or equal to the corresponding distance function δ. In other
words, the function δLB lower-bounds the distance function δ. A lower bound
can be derived by exploiting the internal workings of a distance function δ
or, more generically, by exploiting the properties of the corresponding dis-
tance space (X, δ). Examples of model-specific lower bounds that are de-
pendent on the inner workings of the corresponding distance function are
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the geometrically inspired box approximation and sphere approximation of
the Quadratic Form Distance [Ankerst et al., 1998] or the Minkowski-based
lower bounds of the Earth Mover’s Distance [Assent et al., 2006a]. Generic
lower bounds are frequently encountered in metric spaces, where the triangle
inequality is used to define a lower bound of the distance function δ(x, y) by
δLB(x, y) = |δ(x, p) − δ(p, y)|. A lower bound should meet the ICES crite-
ria [Assent et al., 2006b] and should be indexable, complete, efficient, and
selective.
After having defined an appropriate lower bound for a specific distance
function, distance-based similarity queries can be processed in a nested way.
A range query rangeε(q, δ,X ) can be processed equivalently by computing
rangeε(q, δ, rangeε(q, δLB,X )). In this way, the inner range query efficiently
determines the candidate objects by applying the lower bound δLB to each
data object from X , while the outer range query refines these candidate
objects by the distance function δ. Both range queries use the same static
range defined by the parameter ε.
This is different when processing k -nearest-neighbor queries. Intuitively,
each k -nearest-neighbor query corresponds to a range query with a certain
range that is unknown in advance. In order to process a k -nearest-neighbor
query by means of a lower bound, one could either carry out some range
queries with certain ranges or attribute the computation to a ranking query.
The latter approach is used in Algorithm 5.2.1. The first step consists in
generating a ranking by means of the lower bound (see line 3). Afterwards,
this ranking will be processed as long as the lower bound does not exceed the
distance of the kth-nearest neighbor (see line 5). Similar to the k -nearest-
neighbor query Algorithm 5.1.2, the algorithm updates the result set as long
as data objects with a smaller distance have been found (see line 8).
The multi-step k -nearest-neighbor query algorithm defined by Seidl and
Kriegel [1998] is optimal in the number candidate objects. Thus, for a given
lower bound, one has to refine at least those candidate objects which are pro-
vided by the multi-step k -nearest-neighbor query algorithm. Otherwise, one
would jeopardize the completeness of the results. This approach has been
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Algorithm 5.2.1 Optimal multi-step k -nearest-neighbor query
1: procedure Optimal-Multi-Step-NNk(q, δLB, δ,X )
2: result← ∅
3: filterRanking ← ranking(q, δLB,X )
4: x← filterRanking.next()
5: while δLB(q, x) ≤ maxr∈result δ(q, r) do
6: if |result| < k then
7: result← result ∪ {x}
8: else if δ(q, x) ≤ maxr∈result δ(q, r) then
9: result← result ∪ {x}
10: result← result− {arg maxr∈result δ(q, r)}
11: x← filterRanking.next()
12: return result
further investigated by Kriegel et al. [2007] and Houle et al. [2012].
This chapter summarizes different types of distance-based similarity queries
and algorithms to compute them. Prominent query types are the range query,
the k -nearest-neighbor query, and the ranking query. The difference of these
queries lies in the way of how the results are specified. The most naive
way of computing these queries consists in processing a multimedia database
sequentially. An efficient alternative for computing range and k -nearest-
neighbor queries that is found in many access methods is the multi-step
approach, which utilizes the principle of a lower bound.
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Part II
Signature Quadratic Form
Distance
83

6
Quadratic Form Distance on Feature
Signatures
This chapter proposes the Quadratic Form Distance on the class of feature
signatures. Following a short introduction in Section 6.1, I will show how
to define the Quadratic Form Distance on feature signatures in Section 6.2.
The major theoretical qualities of the resulting Signature Quadratic Form
Distance including its metric and Ptolemaic properties are investigated in
Section 6.3. Appropriate kernel similarity functions are discussed in Sec-
tion 6.4. The Signature Quadratic Form Distance is elucidated by means
of an example in Section 6.5. The retrieval performance analysis is finally
presented in Section 6.6.
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6.1 Introduction
The Quadratic Form Distance has been proposed by Ioka [1989] as a method
of defining color-based image similarity. This distance has become prominent
since its utilization within the QBIC project of IBM [Niblack et al., 1993],
which aimed at developing a content-based retrieval system for efficient and
effective querying of large image databases [Faloutsos et al., 1994a]. In the
scope of this project, the Quadratic Form Distance has been investigated for
the comparison of color distributions of images which are approximated at
its time by color histograms. Initially defined as a distance between color
histograms, the Quadratic Form Distance has been tailored to many different
domains nowadays.
It has become a common understanding that the Quadratic Form Dis-
tance is only applicable to feature vectors, which correspond to feature his-
tograms in the terminology of this thesis, of the same dimensionality, pro-
vided that they share the same definition in each dimension. This common
understanding persists more than a decade. A reason for this could be the
interpretation of the Quadratic Form Distance as a norm-induced distance
over the vector space of feature histograms. As a consequence, no one has
thought of applying the Quadratic Form Distance to feature signatures, since
they did not provide the mathematical prerequisites.
It has been shown in Chapter 3 that a feature signature can be defined
as a mathematical function from a feature space into the real numbers. This
definition allows feature signatures to form a vector space. Though, this
means that any feature signature is a vector from the corresponding vector
space on which the Quadratic Form Distance can be applied to.
In the following section, I will investigate the Quadratic Form Distance
on the class of feature signatures. Consequently, the distance is denoted
as Signature Quadratic Form Distance. According to its scientific evolution
[Beecks and Seidl, 2009a, Beecks et al., 2009a, 2010c], I will provide several
mathematically equivalent definitions and interpretations.
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6.2 Signature Quadratic Form Distance
While the Quadratic Form Distance is a distance function initially designed
for quantifying the dissimilarity between two feature histograms X, Y ∈ HR
sharing the same representatives R ⊆ F over a feature space (F, δ), the Sig-
nature Quadratic Form Distance is defined for the comparison of two feature
signatures X, Y ∈ S with different representatives RX 6= RY ⊆ F. Thus,
following the principle of the Quadratic Form Distance, all representatives of
the feature signatures are correlated with each other by means of their simi-
larity relations, as illustrated in Figure 6.1. The figure depicts the represen-
tatives RX = {x1, x2, x3, x4} and RY = {y1, y2, y3} of two feature signatures
X, Y ∈ S by circles and their similarity relations by the corresponding lines.
As can be seen in the figure, each representative xi ∈ RX is related with
each representative xj ∈ RX and with each representative yi ∈ RY , depicted
by the blue dashed lines and the gray lines, respectively. Conversely, each
representative yi ∈ RY is related with each representative yj ∈ RY and with
each representative xi ∈ RX , depicted by the orange dashed lines and the
gray lines, respectively.
In fact, the difference between the Quadratic Form Distance and the
Signature Quadratic Form Distance consists in the coincidence of represen-
tatives. While the Quadratic Form Distance is supposed to be applied to
representatives that are known prior to the distance computation, the Signa-
ture Quadratic Form Distance is supposed to be applied to representatives
that are unknown prior to the distance computation. Thus, in order to de-
fine the Signature Quadratic Form Distance between two feature signatures,
the first idea is to determine the coincidence of their representatives explic-
itly. This leads to the coincidence model of the Signature Quadratic Form
Distance.
6.2.1 Coincidence Model
The idea of the coincidence model, as proposed by Beecks and Seidl [2009a],
consists in algebraically attributing the computation of the Signature Quad-
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Figure 6.1: The similarity relations of representatives RX = {x1, x2, x3, x4}
and RY = {y1, y2, y3} of two feature signatures X, Y ∈ S according to the
principle of the Quadratic Form Distance.
ratic Form Distance between two feature signatures to the computation of the
Quadratic Form Distance between two feature histograms. For this purpose,
the coincidence of representatives is utilized in order to align the weights of
the feature signatures. Mathematically, the aligned weights are defined by
means of the mutually aligned weight vectors. These and the other vectors
which are used throughout this chapter are considered to be row vectors.
The formal definition of the mutually aligned weight vectors is given below.
Definition 6.2.1 (Mutually aligned weight vectors)
Let (F, δ) be a feature space and X, Y ∈ S be two feature signatures. The
mutually aligned weight vectors x˜, y˜ ∈ R|RX∪RY | of the feature signatures
X and Y are defined with respect to the representatives {ri}n−ki=1 = RX\RY ,
{ri}ni=n−k+1 = RX ∩ RY , and {ri}n+m−ki=n+1 = RY \RX as:
x˜ = (X(r1), . . . , X(rn+m−k)),
y˜ = (Y (r1), . . . , Y (rn+m−k)).
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As can be seen in the definition above, the mutually aligned weight vectors
x˜ and y˜ align the weights of two feature signatures X and Y to each other
by permuting the representatives RX and RY according to their coincidence.
Supposed that two feature signatures X, Y ∈ S with |RX | = n and |RY | = m
are given and that they share k = |RX ∩ RY | common representatives, the
structure of the mutually aligned weight vectors x˜ and y˜ is as follows:
x˜ =
(
X(r1), . . . , X(rn−k)︸ ︷︷ ︸
RX\RY
, X(rn−k+1), . . . , X(rn)︸ ︷︷ ︸
RX∩RY
, X(rn+1), . . . , X(rn+m−k)︸ ︷︷ ︸
RY \RX
)
,
y˜ =
(
Y (r1), . . . , Y (rn−k)︸ ︷︷ ︸
RX\RY
, Y (rn−k+1), . . . , Y (rn)︸ ︷︷ ︸
RX∩RY
, Y (rn+1), . . . , Y (rn+m−k)︸ ︷︷ ︸
RY \RX
)
.
While the first entries of the mutually aligned weight vectors x˜ and y˜
comprise the weights of the representatives {ri}n−ki=1 = RX\RY that are exclu-
sively contributing to the feature signature X, the last entries of the mutually
aligned weight vectors x˜ and y˜ comprise the weights of the representatives
{ri}n+m−ki=n+1 = RY \RX that are exclusively contributing to the feature sig-
nature Y . In between are the weights of the representatives {ri}ni=n−k+1 =
RX ∩ RY that are contributing to both feature signatures. Thus, the en-
tries x˜[n+1], . . . , x˜[n+m−k] which correspond to the weights X(rn+1), . . . ,
X(rn+m−k) of the feature signature X and the entries y˜[1], . . . , y˜[n−k] which
correspond to the weights Y (r1), . . . , Y (rn−k) of the feature signature Y have
a value of zero and the mutually aligned weight vectors show the following
structure:
x˜ =
(
X(r1) , . . . , X(rn−k) , X(rn−k+1), . . . , X(rn), 0 , . . . , 0
)
,
y˜ =
(
0 , . . . , 0 , Y (rn−k+1), . . . , Y (rn), Y (rn+1) , . . . , Y (rn+m−k)
)
.
Based on the mutually aligned weight vectors, which sort the weights of
two feature signatures according to the coincidence of their representatives,
the coincidence model of the Signature Quadratic Form Distance can be
defined as shown in the definition below.
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Definition 6.2.2 (SQFD – Coincidence model)
Let (F, δ) be a feature space, X, Y ∈ S be two feature signatures, and s :
F×F→ R be a similarity function. The Signature Quadratic Form Distance
SQFD∼s : S× S→ R≥0 between X and Y is defined as:
SQFD∼s (X, Y ) =
√
(x˜− y˜) · S˜ · (x˜− y˜)T ,
where x˜, y˜ ∈ R|RX∪RY | denote the mutually aligned weight vectors of the
feature signatures X, Y and S˜[i, j] = s(ri, rj) ∈ R|RX∪RY |×|RX∪RY | denotes
the similarity matrix for 1 ≤ i ≤ |RX ∪ RY | and 1 ≤ j ≤ |RX ∪ RY |.
The Definition 6.2.2 above shows that the Signature Quadratic Form Dis-
tance SQFD∼s (X, Y ) between two feature signatures X and Y is defined as
the square root of the product of the difference vector (x˜− y˜), similarity ma-
trix S˜, and transposed difference vector (x˜−y˜)T . The contributing weights of
the feature signatures are compared by means of the mutually aligned weight
vectors and their underlying similarity relations are assessed through the sim-
ilarity function s, which defines the similarity matrix S˜ ∈ R|RX∪RY |×|RX∪RY |.
The coincidence of the representatives RX and RY of two feature signa-
tures X and Y determines the structure and the size of the similarity matrix
S˜, as illustrated in Figure 6.2. As can be seen in the figure, one can dis-
tinguish between the following three different types of coincidence, where
n = |RX |, m = |RY |, and k = |RX ∩ RY |:
• no coincidence
In this case, as illustrated in Figure 6.2(a), the representatives RX and
RY are disjoint, i.e. there exist no common representatives which con-
tribute to both feature signatures X and Y . Since it holds that RX ∩
RY = ∅, the similarity matrix S˜ ∈ R(n+m)×(n+m) comprises four differ-
ent blocks. While the submatrices S˜RX = S˜|1≤i≤n
1≤j≤n
∈ Rn×n and S˜RY =
S˜|n+1≤i≤n+m
n+1≤j≤n+m
Rm×m model the intra-similarity relations among represen-
tatives from either RX or RY , the submatrices S˜RX ,RY = S˜| 1≤i≤n
n+1≤j≤n+m
∈
Rn×m and S˜RY ,RX = S˜|n+1≤i≤n+m
1≤j≤n
Rm×n model the inter-similarity rela-
tions among representatives from RX and RY .
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Figure 6.2: The structure of the similarity matrix S˜ ∈ R|RX∪RY |×|RX∪RY | for
(a) no coincidence, (b) partial coincidence, and (c) full coincidence.
• partial coincidence
In this case, as illustrated in Figure 6.2(b), the representatives RX
and RY share some but not all elements. Since it holds that RX 6=
RY ∧ RX ∩ RY 6= ∅, the similarity matrix S˜ ∈ R(n+m−k)×(n+m−k) com-
prises nine different blocks. These blocks result from the coincidence
of representatives and thus through the overlap of the aforementioned
submatrices S˜RX , S˜RY , S˜RX ,RY , and S˜RY ,RX .
• full coincidence
In this case, as illustrated in Figure 6.2(c), the representatives RX and
RY are the same, i.e. it holds that RX = RY . Consequently, the
similarity matrix S˜ ∈ Rn×n models the similarity relations among the
shared representatives and thus comprises one single block.
To sum up, the coincidence model provides an initial definition of the Sig-
nature Quadratic Form Distance by aligning the weights of the feature sig-
natures according to the coincidence of their representatives to each other.
Since the computation of the Signature Quadratic Form Distance is carried
out by means of the mutually aligned weight vectors, the computation time
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complexity of a single distance computation between two feature signatures
X, Y ∈ S lies in O(ζ+ |RX ∪RY |2 ·ξ), where ζ denotes the computation time
complexity of determining the mutually aligned weight vectors, and ξ denotes
the computation time complexity of the similarity function s. Knowing the
coincidence prior to the distance computation results in constant computa-
tion time complexity ζ = O(1).
6.2.2 Concatenation Model
The concatenation model of the Signature Quadratic Form Distance, as pro-
posed by Beecks et al. [2009a, 2010c], is mathematically equivalent to the
coincidence model. The idea of this model is to keep the random order of
the representatives of the feature signatures and to replace the alignment of
the corresponding weights by a computationally less complex concatenation.
In order to utilize this concatenation for the distance definition, let us first
define the random weight vector of a feature signature below.
Definition 6.2.3 (Random weight vector)
Let (F, δ) be a feature space and X ∈ S be a feature signature. The ran-
dom weight vector x ∈ R|RX | of the feature signature X with representatives
{ri}ni=1 = RX is defined as:
x =
(
X(r1), . . . , X(rn)
)
.
As can be seen in the definition above, the random weight vector x com-
prises the weights of a feature signature X in random order. In contrast to
the mutually aligned weight vectors defined for the coincidence model, the
random weight vectors are computed for each feature signature individually,
and they do not depend on the coincidence of representatives from two fea-
ture signatures. Therefore, the information of two random weight vectors are
not aligned.
Given two random weight vectors x ∈ R|RX | and y ∈ R|RY | of the fea-
ture signatures X and Y , the Signature Quadratic Form Distance is de-
fined by making use of the concatenated random weight vector (x | − y) =
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(
X(r1), . . . , X(rn),−Y (rn+1), . . . ,−Y (rn+m)
) ∈ R|RX |+|RY | for representatives
{ri}ni=1 = RX and {ri}n+mi=n+1 = RY . This concatenation is put into relation
with a similarity matrix S ∈ R(|RX |+|RY |)×(|RX |+|RY |) in order to define the Sig-
nature Quadratic Form Distance. The formal definition of the concatenation
model of the Signature Quadratic Form Distance is given below.
Definition 6.2.4 (SQFD – Concatenation model)
Let (F, δ) be a feature space, X, Y ∈ S be two feature signatures, and s :
F×F→ R be a similarity function. The Signature Quadratic Form Distance
SQFD◦s : S× S→ R≥0 between X and Y is defined as:
SQFD◦s(X, Y ) =
√
(x | − y) · S · (x | − y)T ,
where x ∈ R|RX | and y ∈ R|RY | denote the random weight vectors of the fea-
ture signatures X, Y with their concatenation (x |−y) = (X(r1), . . . , X(r|RX |),
−Y (r|RX |+1), . . . ,−Y (r|RX |+|RY |)
)
and S[i, j]=s(ri, rj)∈ R(|RX |+|RY |)×(|RX |+|RY |)
denotes the similarity matrix for 1 ≤ i ≤ |RX |+|RY | and 1 ≤ j ≤ |RX |+|RY |.
According to Definition 6.2.4, the Signature Quadratic Form Distance
SQFD◦s(X, Y ) between two feature signatures X and Y is defined as the
square root of the product of the concatenation (x | − y), similarity matrix
S, and transposed concatenation (x | −y)T . The contributing weights of the
feature signatures are implicitly compared by means of the concatenation of
the random weight vectors, and their underlying similarity relations among
the representatives are assessed through the similarity function s, which de-
fines the similarity matrix S. The structure of the similarity S between two
feature signatures X and Y is given as:
S =
(
SRX SRX ,RY
SRY ,RX SRY
)
,
where the matrices SRX ∈ R|RX |×|RX | and SRY ∈ R|RY |×|RY | model the intra-
similarity relations and the matrices SRX ,RY ∈ R|RX |×|RY | and SRY ,RX ∈
R|RY |×|RX | model the inter-similarity relations among the representatives of
the feature signatures.
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To sum up, the concatenation model facilitates the computation of the Sig-
nature Quadratic Form Distance without the necessity of determining the
shared representatives of the two feature signatures X, Y ∈ S, i.e. without
computing the intersection RX ∩ RY which is indispensable for the coin-
cidence model. Thereby, the Signature Quadratic Form Distance can be
computed with respect to the random order of the representatives of the
feature signatures at the cost of a similarity matrix of higher dimensional-
ity. Thus, the computation time complexity of a single Signature Quadratic
Form Distance computation between two feature signatures X, Y ∈ S lies in
O((|RX | + |RY |)2 · ξ), where ξ denotes the computation time complexity of
the similarity function s.
Both models of the Signature Quadratic Form Distance do not explicitly
exploit the fact that feature signatures form a vector space. This is finally
done by the following model.
6.2.3 Quadratic Form Model
The aim of the quadratic form model is to mathematically define the Signa-
ture Quadratic Form Distance by means of a quadratic form. A necessary
condition for this mathematical definition is the vector space property of the
feature signatures, which has been shown in Chapter 3.
Let us begin with recapitulating the similarity correlation 〈·, ·〉s : S ×
S → R on the class of feature signatures S over a feature space (F, δ) with
respect to a similarity function s : F × F → R. As has been defined in
Definition 4.3.12, the similarity correlation
〈X, Y 〉s =
∑
f∈F
∑
g∈F
X(f) · Y (g) · s(f, g)
correlates the representatives of the feature signatures X and Y with their
weights by means of the similarity function s. It thus expresses the similarity
between two feature signatures by taking into account the relationship among
all representatives of the feature signatures. The similarity correlation defines
a symmetric bilinear form, as shown in the lemma below.
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Lemma 6.2.1 (Symmetry and bilinearity of 〈·, ·〉s)
Let (F, δ) be a feature space and s : F× F→ R be a similarity function. The
similarity correlation 〈·, ·〉s : S× S→ R is a symmetric bilinear form.
Proof.
Let us first show the symmetry of both arguments. Due to the symmetry of
the similarity function s it holds for all X, Y ∈ S that:
〈X, Y 〉s =
∑
f∈F
∑
g∈F
X(f) · Y (g) · s(f, g)
=
∑
g∈F
∑
f∈F
Y (g) ·X(f) · s(g, f)
= 〈Y,X〉s.
Let us now show the linearity of the first argument, the proof of the second
argument is analogous. For all X, Y, Z ∈ S we have:
〈X + Y, Z〉s =
∑
f∈F
∑
g∈F
(X + Y )(f) · Z(g) · s(f, g)
=
∑
f∈F
∑
g∈F
(X(f) + Y (f)) · Z(g) · s(f, g)
=
∑
f∈F
∑
g∈F
(X(f) · Z(g) · s(f, g) + Y (f) · Z(g) · s(f, g))
= 〈X,Z〉s + 〈Y, Z〉s.
Let us finally show the scalability with respect to scalar multiplication. For
all X, Y ∈ S and α ∈ R we have:
〈α ∗X, Y 〉s =
∑
f∈F
∑
g∈F
(α ∗X)(f) · Y (g) · s(f, g)
=
∑
f∈F
∑
g∈F
α ·X(f) · Y (g) · s(f, g)
= 〈X,α ∗ Y 〉s = α · 〈X, Y 〉s.
Consequently, the statement is shown.
As can be seen in Lemma 6.2.1, the symmetry of the similarity correlation
depends on the symmetry of the similarity function, while the bilinearity of
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the similarity correlation is completely independent of the similarity func-
tion. Since any symmetric bilinear form defines a quadratic form, we can
now utilize the similarity correlation in order to define the corresponding
similarity quadratic form, as shown in the definition below.
Definition 6.2.5 (Similarity quadratic form)
Let (F, δ) be a feature space and s : F× F→ R be a similarity function. The
similarity quadratic form Qs : S→ R is defined for all X ∈ S as:
Qs(X) = 〈X,X〉s.
The definition of the similarity quadratic form finally leads to the quadratic
form model of the Signature Quadratic Form Distance. The formal definition
of this model is given below.
Definition 6.2.6 (SQFD – Quadratic form model)
Let (F, δ) be a feature space, X, Y ∈ S be two feature signatures, and s :
F×F→ R be a similarity function. The Signature Quadratic Form Distance
SQFDs : S× S→ R≥0 between X and Y is defined as:
SQFDs(X, Y ) =
√
Qs(X − Y ).
This definition shows that the Signature Quadratic Form Distance on
the class of feature signatures is indeed induced by a quadratic form. In
fact, the quadratic form Qs(·) and its underlying bilinear form 〈·, ·〉s allow to
decompose the Signature Quadratic Form Distance as follows:
SQFDs(X, Y ) =
√
Qs(X − Y )
=
√
〈X − Y,X − Y 〉s
=
√
〈X,X〉s − 2 · 〈X, Y 〉s + 〈Y, Y 〉s
=
(∑
f∈F
∑
g∈F
X(f) ·X(g) · s(f, g)
−2 ·
∑
f∈F
∑
g∈F
X(f) · Y (g) · s(f, g)
+
∑
f∈F
∑
g∈F
Y (f) · Y (g) · s(f, g)
) 1
2
.
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Consequently, the Signature Quadratic Form Distance is defined by adding
the intra-similarity correlations 〈X,X〉s and 〈Y, Y 〉s of the feature signa-
tures X and Y and subtracting their inter-similarity correlations 〈X, Y 〉s
and 〈Y,X〉s, which correspond to 2 · 〈X, Y 〉s, accordingly. The smaller the
differences among the intra-similarity and inter-similarity correlations, the
lower the resulting Signature Quadratic Form Distance, and vice versa.
According to this decomposition, the computation time complexity of a
single Signature Quadratic Form Distance computation between two feature
signatures X, Y ∈ S lies in O((|RX | + |RY |)2 · ξ), where ξ denotes the com-
putation time complexity of the similarity function s.
Summarizing, I have presented three different models of the Signature Quad-
ratic Form Distance, referred to as coincidence model, concatenation model,
and quadratic form model. The formal definitions and computation time
complexities of these models between two feature signatures X, Y ∈ S are
summarized in the table below, where ξ and ζ denote the computation time
complexities of the similarity function s and of determining the mutually
aligned weight vectors x˜ and y˜.
model definition time complexity
coincidence
(
(x˜− y˜) · S˜ · (x˜− y˜)T ) 12 O(ζ + |RX ∪ RY |2 · ξ)
concatenation
(
(x | − y) · S · (x | − y)T ) 12 O((|RX |+ |RY |)2 · ξ)
quadratic form
(
Qs(X − Y )
) 1
2 O((|RX |+ |RY |)2 · ξ)
While the coincidence model requires the computation of the mutually
aligned weight vectors x˜ and y˜ prior to the distance computation, the con-
catenation model does not consider the coincidence of representatives and
defines the Signature Quadratic Form Distance by means of the random
weight vectors x and y. Finally, the quadratic form model explicitly utilizes
the vector space property of the feature signatures and defines the Signature
Quadratic Form Distance by means of a quadratic form on the difference of
two feature signatures. Although these three models formally differ in their
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definition, they are mathematically equivalent. This and other theoretical
properties are shown in the following section.
6.3 Theoretical Properties
The theoretical properties of the Signature Quadratic Form Distance are
investigated in this section. The main objectives consist in first proving
the equivalence of the different models presented in the previous section in
order to provide different means of interpreting and analyzing the Signature
Quadratic Form Distance and in second showing which conditions finally lead
to a metric and Ptolemaic metric Signature Quadratic Form Distance.
Let us begin with showing the equivalence of the different models of the
Signature Quadratic Form Distance in the theorem below.
Theorem 6.3.1 (Equivalence of SQFD models)
Let (F, δ) be a feature space and s : F× F→ R be a similarity function. For
all feature signatures X, Y ∈ S it holds that:
SQFD∼s (X, Y ) = SQFD
◦
s(X, Y ) = SQFDs(X, Y ).
Proof.
Let the mutually aligned weight vectors x˜, y˜ ∈ R|RX∪RY | and the random
weight vectors x ∈ R|RX | and y ∈ R|RY | of two feature signatures X, Y ∈ S
be defined according to Definitions 6.2.1 and 6.2.3. Then, we have:
SQFDs(X, Y )
2
= (x˜− y˜) · S˜ · (x˜− y˜)T
= x˜ · S˜ · x˜T − x˜ · S˜ · y˜T − y˜ · S˜ · x˜T + y˜ · S˜ · y˜T
=
|RX∪RY |∑
i=1
|RX∪RY |∑
j=1
x˜[i] · x˜[j] · S˜[i, j]−
|RX∪RY |∑
i=1
|RX∪RY |∑
j=1
x˜[i] · y˜[j] · S˜[i, j]
−
|RX∪RY |∑
i=1
|RX∪RY |∑
j=1
y˜[i] · x˜[j] · S˜[i, j] +
|RX∪RY |∑
i=1
|RX∪RY |∑
j=1
y˜[i] · y˜[j] · S˜[i, j]
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=|RX |∑
i=1
|RX |∑
j=1
x[i] · x[j] · S[i, j]−
|RX |∑
i=1
|RY |∑
j=1
x[i] · y[j] · S[i, |RX |+j]
−
|RY |∑
i=1
|RX |∑
j=1
y[i] · x[j] · S[|RX |+i, j] +
|RY |∑
i=1
|RY |∑
j=1
y[i] · y[j] · S[|RX |+i, |RX |+j]︸ ︷︷ ︸
=(x |−y)·S·(x |−y)T
=
∑
ri∈RX
∑
rj∈RX
X(ri) ·X(rj) · s(ri, rj)−
∑
ri∈RX
∑
rj∈RY
X(ri) · Y (rj) · s(ri, rj)
−
∑
ri∈RY
∑
rj∈RX
Y (ri) ·X(rj) · s(ri, rj) +
∑
ri∈RY
∑
rj∈RY
Y (ri) · Y (rj) · s(ri, rj)︸ ︷︷ ︸
=〈X−Y,X−Y 〉s=Qs(X−Y )
Consequently, the theorem is shown.
The theorem above proves the mathematical equivalence of the coinci-
dence model, the concatenation model, and the quadratic form model of the
Signature Quadratic Form Distance according to the Definitions 6.2.2, 6.2.4,
and 6.2.6. This equivalence shows that all models can be used concurrently.
Hence, any investigation of the Signature Quadratic Form Distance can be
done on the favorite model. In addition, the following lemma shows the
equivalence of the Signature Quadratic Form Distance and the Quadratic
Form Distance on the class of feature histograms.
Lemma 6.3.2 (Equivalence of SQFD and QFD on HR)
Let (F, δ) be a feature space and HR be the class of feature histograms with
respect to the representatives R ⊆ F. Given the Signature Quadratic Form
Distance SQFDs and the Quadratic Form Distance QFDs with a similarity
function s : F× F→ R it holds that:
∀X, Y ∈ HR : SQFDs(X, Y ) = QFDs(X, Y ).
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Proof.
The equivalence follows immediately by definition:
SQFDs(X, Y ) =
√
〈X − Y,X − Y 〉s
=
√∑
f∈F
∑
g∈F
(X − Y )(f) · (X − Y )(g) · s(f, g)
=
√∑
f∈F
∑
g∈F
(
X(f)− Y (f)) · (X(g)− Y (g)) · s(f, g)
= QFDs(X, Y )
Consequently, the statement is true.
The theorem and lemma stated above allow us to think of the Quadratic
Form Distance as a quadratic form-induced distance function on the class of
feature histograms and feature signatures. In fact, the theorem and lemma
above indicate that the Quadratic Form Distance can be generalized to any
vector space over the real numbers. The analysis of arbitrary vector spaces
falls beyond the scope of this thesis.
In the remainder of this section, I will investigate the metric and Ptole-
maic metric properties of the Signature Quadratic Form Distance. For this
purpose, let us first show the positive semi-definiteness of the similarity cor-
relation 〈·, ·〉s in dependence on its underlying similarity function s in the
following lemma.
Lemma 6.3.3 (Positive semi-definiteness of 〈·, ·〉s)
Let (F, δ) be a feature space and S be the class of feature signatures. The
similarity correlation 〈·, ·〉s : S×S→ R is a positive semi-definite symmetric
bilinear form if the similarity function s : F×F→ R is positive semi-definite.
Proof.
Lemma 6.2.1 shows that 〈·, ·〉s is a symmetric bilinear form. Provided that
the similarity function s is positive semi-definite, it holds that 〈X,X〉s ≥ 0
for all X ∈ S according to Definition 4.1.5.
By making use of a positive semi-definite similarity function s,
Lemma 6.3.3 shows that the corresponding similarity correlation 〈·, ·〉s be-
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comes a positive semi-definite symmetric bilinear form. In addition, a pos-
itive definite similarity function defines the similarity correlation to be an
inner product, as shown in the lemma below.
Lemma 6.3.4 (〈·, ·〉s is an inner product)
Let (F, δ) be a feature space and S be the class of feature signatures. The
similarity correlation 〈·, ·〉s : S× S→ R is an inner product if the similarity
function s : F× F→ R is positive definite.
Proof.
It is sufficient to prove the positive definiteness. Let 0 ∈ S be defined as
0(f) = 0 for all f ∈ F. Provided that the similarity function s is positive
definite, it holds that 〈X,X〉s > 0 for all X 6= 0 ∈ S according to Defini-
tion 4.1.6. By definition it also holds that 〈0,0〉s = 0.
Lemma 6.3.3 and Lemma 6.3.4 above attribute the properties of the sim-
ilarity correlation 〈·, ·〉s : S × S → R to the properties of the corresponding
similarity function s : F × F → R over a feature space (F, δ). In other
words, the theoretical characteristics of the similarity function in terms of
definiteness are lifted from the set of features F into the set of feature sig-
natures S. The resulting inner product additionally satisfies some kind of
Cauchy Schwarz inequality and the subadditivity property, as shown in the
lemmata below. These lemmata and their proofs are attributed to the work
of Rao and Nayak [1985]. Similar proofs are included for instance in the
books of Young [1988] and Jain et al. [1996].
Lemma 6.3.5 (Cauchy Schwarz inequality of 〈·, ·〉s)
Let (F, δ) be a feature space and S be the class of feature signatures. If
s : F×F→ R is a positive definite similarity function, then for all X, Y ∈ S
it holds that:
〈X, Y 〉2s ≤ 〈X,X〉s · 〈Y, Y 〉s
Proof.
For 〈X,X〉s = 0 or 〈Y, Y 〉s = 0 it follows that X = 0 ∈ S or Y = 0 ∈ S and
thus that 〈X, Y 〉s = 0.
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Let both 〈X,X〉s 6= 0 and 〈Y, Y 〉s 6= 0 and let the feature signature Z ∈ S
be defined as Z = X√〈X,X〉s −
Y√
〈Y,Y 〉s
. We then have:
〈Z,Z〉s
=
∑
f∈F
∑
g∈F
Z(f) · Z(g) · s(f, g)
=
∑
f∈F
∑
g∈F
(
X(f)√〈X,X〉s − Y (f)√〈Y, Y 〉s
)
·
(
X(g)√〈X,X〉s − Y (g)√〈Y, Y 〉s
)
· s(f, g)
=
∑
f∈F
∑
g∈F
X(f) ·X(g)
〈X,X〉s · s(f, g) +
∑
f∈F
∑
g∈F
Y (f) · Y (g)
〈Y, Y 〉s · s(f, g)
−2 ·
∑
f∈F
∑
g∈F
X(f) · Y (g)√〈X,X〉s ·√〈Y, Y 〉s · s(f, g)
= 1 + 1− 2 · 〈X, Y 〉s√〈X,X〉s ·√〈Y, Y 〉s ≥ 0
Consequently, the statement is shown.
By utilizing the Cauchy Schwarz inequality of the similarity correla-
tion 〈·, ·〉s with a positive definite similarity function, we can now show that
this inner product 〈·, ·〉s also satisfies the subadditivity property. This is
shown in the following lemma.
Lemma 6.3.6 (Subadditivity of 〈·, ·〉s)
Let (F, δ) be a feature space and S be the class of feature signatures. If
s : F×F→ R is a positive definite similarity function, then for all X, Y ∈ S
and Z = X + Y ∈ S it holds that:√
〈Z,Z〉s ≤
√
〈X,X〉s +
√
〈Y, Y 〉s
Proof.
〈Z,Z〉s
=
∑
f∈F
∑
g∈F
Z(f) · Z(g) · s(f, g)
=
∑
f∈F
∑
g∈F
(
X(f) + Y (f)
) · (X(g) + Y (g)) · s(f, g)
102
=
∑
f∈F
∑
g∈F
(
X(f) ·X(g) +X(f) · Y (g) +X(g) · Y (f) + Y (f) · Y (g)) · s(f, g)
= 〈X,X〉s + 〈Y, Y 〉s + 2 · 〈X, Y 〉s
≤ 〈X,X〉s + 〈Y, Y 〉s + 2 ·
√
〈X,X〉s ·
√
〈Y, Y 〉s
=
(√
〈X,X〉s +
√
〈Y, Y 〉s
)2
Consequently, the statement is shown.
By utilizing the properties of the similarity correlation in accordance with
the lemmata above, one can show the metric properties of the Signature
Quadratic Form Distance. The following theorem at first shows that the
Signature Quadratic Form Distance is a valid distance function according to
Definition 4.1.1 for the class of positive semi-definite similarity functions.
Theorem 6.3.7 (SQFD is a distance function)
Let (F, δ) be a feature space and S be the class of feature signatures. The
Signature Quadratic Form Distance SQFDs : S×S→ R is a distance function
if the similarity function s : F×F→ R is positive semi-definite. In this case,
the following holds for all feature signatures X, Y ∈ S:
• reflexivity: SQFDs(X,X) = 0
• non-negativity: SQFDs(X, Y ) ≥ 0
• symmetry: SQFDs(X, Y ) = SQFDs(Y,X)
Proof.
For all X, Y ∈ S it holds that SQFDs(X,X) =
√〈X −X,X −X〉s =√〈0,0〉s = 0 and that SQFDs(X, Y ) = √〈X − Y,X − Y 〉s ≥ 0 according to
Lemma 6.3.3. Further, it holds that SQFDs(X, Y ) =
√〈X − Y,X − Y 〉s =√〈−1 ∗ (X − Y ),−1 ∗ (X − Y )〉s = √〈Y −X, Y −X〉s = SQFDs(Y,X).
According to Theorem 6.3.7 above, the Signature Quadratic Form Dis-
tance epitomizes a valid distance function on the class of feature signatures
provided that the similarity function is positive semi-definite. In fact, the
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properties of the similarity function do not affect the reflexivity and symme-
try properties of the Signature Quadratic Form Distance. The latter qualities
are solely attributed to the similarity correlation, which is a bilinear form for
any similarity function. Thus, the positive semi-definiteness of the similarity
function is only required to prove the non-negativity property of the Signa-
ture Quadratic Form Distance.
In order to turn the Signature Quadratic Form Distance into a metric
distance function according to Definition 4.1.3, one has to impose a further
restriction to the similarity function. By making use of a positive definite
similarity function, the Signature Quadratic Form Distance is a metric dis-
tance function, as shown in the following theorem.
Theorem 6.3.8 (SQFD is a metric distance function)
Let (F, δ) be a feature space and S be the class of feature signatures. The
Signature Quadratic Form Distance SQFDs : S×S→ R is a metric distance
function if the similarity function s : F× F→ R is positive definite. In this
case, the following holds for all feature signatures X, Y, Z ∈ S:
• identity of indiscernibles: SQFDs(X, Y ) = 0⇔ X = Y
• non-negativity: SQFDs(X, Y ) ≥ 0
• symmetry: SQFDs(X, Y ) = SQFDs(Y,X)
• triangle inequality: SQFDs(X, Y ) ≤ SQFDs(X,Z) + SQFDs(Z, Y )
Proof.
Since any positive definite similarity function is positive semi-definite, the
SQFDs satisfies the distance properties as have been shown in Theorem 6.3.7.
Since the similarity correlation 〈·, ·〉s is an inner product it holds for all
X, Y ∈ S that SQFDs(X, Y ) =
√〈X − Y,X − Y 〉s = 0 ⇔ X − Y = 0 ∈ S.
Therefore, the identity of indiscernibles property holds. In addition, the
similarity correlation 〈·, ·〉s with a positive definite similarity function sat-
isfies the subadditivity property as has been shown in Lemma 6.3.6, i.e.
for all X ′, Y ′ ∈ S and Z ′ = X ′ + Y ′ ∈ S it holds that: √〈Z ′, Z ′〉s ≤
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√〈X ′, X ′〉s +√〈Y ′, Y ′〉s. By replacing X ′ with X − Z and Y ′ with Z − Y
we have Z ′ = X − Z + Z − Y = X − Y . Therefore, the triangle inequality
holds. This gives us the theorem.
According to Theorem 6.3.8, the Signature Quadratic Form Distance com-
plies with the metric postulates of identity of indiscernibles, non-negativity,
symmetry, and triangle inequality on the class of feature signatures S if the
underlying similarity function is positive definite.
As has been pointed out in Section 3.1, any inner product induces a norm
on the accompanying vector space. In particular in the metric case, where the
similarity correlation 〈·, ·〉s has shown to be an inner product, the Signature
Quadratic Form Distance is defined by the corresponding inner product norm
‖ · ‖〈·,·〉s : S→ R≥0, cf. Definition 3.1.10, as follows:
SQFDs(X, Y ) = ‖X − Y ‖〈·,·〉s =
√
〈 X − Y,X − Y 〉s
As a consequence, the Signature Quadratic Form Distance between two
feature signatures can be thought of as the length of their difference. More-
over, the Signature Quadratic Form Distance is translation invariant and it
scales absolutely, i.e. it holds that SQFDs(X + Z, Y + Z) = SQFDs(X, Y )
and that SQFDs(α ∗X,α ∗ Y ) = |α| · SQFDs(X, Y ) for all feature signatures
X, Y, Z ∈ S and scalars α ∈ R.
Besides the aforementioned properties, the Signature Quadratic Form
Distance also satisfies Ptolemy’s inequality, which is named after to the Greek
astronomer and mathematician Claudius Ptolemaeus. The inequality is gen-
erally defined in below.
Definition 6.3.1 (Ptolemy’s inequality)
Let (X,+, ∗) be an inner product space over the field of real numbers (R,+, ·)
endowed the inner product norm ‖ · ‖ : X → R≥0. For any U, V,X, Y ∈ X,
Ptolemy’s inequality is defined as:
‖X − V ‖ · |Y − U‖ ≤ ‖X − Y ‖ · ‖U − V ‖+ ‖X − U‖ · ‖Y − V ‖
In other words, Ptolemy’s inequality states that for any quadrilateral
which is defined by U, V,X, Y ∈ X the pairwise products of opposing sides
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sum to more than the product of the diagonals [Hetland et al., 2013], where
the sides and diagonals are defined with respect to the inner product norm.
Ptolemy’s inequality holds in any inner product space over the real numbers,
as has been shown by Schoenberg [1940]. Further, Schoenberg [1940] pointed
out that Ptolemy’s inequality neither is implied nor implies the triangle in-
equality.
Sine any metric distance function that is induced by an inner product
norm satisfies Ptolemy’s inequality Hetland [2009b], it is obvious to remark
that the Signature Quadratic Form Distance is a Ptolemaic metric distance
function, as has been sketched by Lokocˇ et al. [2011b] and by Hetland et al.
[2013]. The following theorem summarizes that positive definite similarity
functions lead to a Ptolemaic metric Signature Quadratic Form Distance.
Theorem 6.3.9 (SQFD is a Ptolemaic metric distance function)
Let (F, δ) be a feature space and S be the class of feature signatures. The
Signature Quadratic Form Distance SQFDs : S×S→ R is a Ptolemaic metric
distance function if the similarity function s : F×F→ R is positive definite.
In this case, the following holds for all feature signatures U, V,X, Y ∈ S:
• identity of indiscernibles: SQFDs(X, Y ) = 0⇔ X = Y
• non-negativity: SQFDs(X, Y ) ≥ 0
• symmetry: SQFDs(X, Y ) = SQFDs(Y,X)
• triangle inequality: SQFDs(X, Y ) ≤ SQFDs(X,U) + SQFDs(U, Y )
• Ptolemy’s inequality: SQFDs(X, V ) · SQFDs(Y, U) ≤ SQFDs(X, Y ) ·
SQFDs(U, V ) + SQFDs(X,U) · SQFDs(Y, V )
Proof.
Provided that the similarity function s is positive definite, it holds that the
Signature Quadratic Form Distance SQFDs(X, Y ) between two feature sig-
natures X, Y ∈ S is induced by an inner product norm ‖X − Y ‖〈·,·〉s =√〈 X − Y,X − Y 〉s. Any metric that is induced by an inner product norm
is a Ptolemaic metric distance function [Hetland, 2009b].
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Theorem 6.3.9 finally shows that the Ptolemy’s inequality is inherently
fulfilled by the Signature Quadratic Form Distance, provided it is a met-
ric. The metric properties of the Signature Quadratic Form Distance are
attributed to the underlying similarity function, which has to be positive
definite according to Theorem 6.3.8.
But which concrete similarity functions preserve the metric properties of
the Signature Quadratic Form Distance? In the following section, I will an-
swer this question by outlining the class of kernel similarity functions. These
similarity functions have the advantage of rigorous mathematical properties.
I will show which particular kernel will lead to a metric respectively Ptole-
maic metric Signature Quadratic Form Distance.
6.4 Kernel Similarity Functions
A prominent class of similarity functions is that of kernels. Intuitively, a ker-
nel is a function that corresponds to a dot product in some dot product space
[Hofmann et al., 2008]. In this sense, a kernel (non-linearly) generalizes one
of the simplest similarity measures, the canonical dot product, cf. [Scho¨lkopf,
2001]. The formal definition of a kernel is given below.
Definition 6.4.1 (Kernel)
Let X be a set. A kernel is a symmetric function k : X×X→ R for which it
holds that:
∀x, y ∈ X : k(x, y) = 〈Φ(x),Φ(y)〉,
where the feature map Φ : X→ H maps each argument x ∈ X into some dot
product space H.
As can be seen in Definition 6.4.1, a function k : X × X → R is called
a kernel if and only if there exists a feature map Φ : X → H that maps
the arguments into some dot product space H, such that the function k
can be computed by means of a dot product 〈·, ·〉 : H × H → R. The dot
product and the dot product space correspond to an inner product and an
inner product space as defined in Section 3.1. In order to decide whether
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a function k : X × X → R is a kernel or not, one has to either know how
to explicitly construct the feature map Φ or how to ensure its theoretical
existence.
A more practical approach to define a kernel is by means of the property
of positive definiteness. By using this property, one can define a positive
definite kernel independent of its accompanying feature map, as shown in
the following definition.
Definition 6.4.2 (Positive definite kernel)
Let X be a set. A symmetric function k : X × X → R is a positive definite
kernel if it holds for any n ∈ N, x1, . . . , xn ∈ X, and c1, . . . , cn ∈ R that
n∑
i=1
n∑
j=1
ci · cj · k(xi, xj) ≥ 0.
The definition of a positive definite kernel corresponds to the definition
of a positive semi-definite similarity function, i.e. each positive semi-definite
similarity function is a positive definite kernel. In fact, there is a discrepancy
between positive definiteness in the kernel literature [Scho¨lkopf and Smola,
2001] and positive semi-definiteness in matrix theory, since each positive
definite kernel gives rise to a positive semi-definite matrix K = [k(xi, xj)]ij,
which is denoted as Gram matrix or kernel matrix.
The class of positive definite kernels coincides with the class of kernels
that can be written according to Definition 6.4.1 [Hofmann et al., 2008].
For each positive definite kernel, one can construct a feature map and a dot
product yielding the so called reproducing kernel Hilbert space (RKHS), see
[Scho¨lkopf, 2001] as an example. This reproducing kernel Hilbert space is
unique, as has been shown by Aronszajn [1950].
Similar to a positive definite similarity function, one can define a strictly
positive definite kernel, as shown in the following definition.
Definition 6.4.3 (Strictly positive definite kernel)
Let X be a set. A symmetric function k : X × X → R is a strictly positive
definite kernel if it holds for any n ∈ N, x1, . . . , xn ∈ X, and c1, . . . , cn ∈ R
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with at least one ci 6= 0 that
n∑
i=1
n∑
j=1
ci · cj · k(xi, xj) > 0.
Obviously, a strictly positive definite kernel is more restrictive than a
positive definite kernel, thus it follows by definition that each strictly pos-
itive definite kernel is a positive definite one, but the converse is not true.
Analogously, each positive definite similarity function is a strictly positive
definite kernel.
Another important class of kernels is that of conditionally positive def-
inite kernels. Kernels belonging to this class require the real-valued con-
stants ci ∈ R to be constrained, as shown in the formal definition below.
Definition 6.4.4 (Conditionally positive definite kernel)
Let X be a set. A symmetric function k : X × X → R is a condition-
ally positive definite kernel if it holds for any n ∈ N, x1, . . . , xn ∈ X, and
c1, . . . , cn ∈ R with
∑n
i=1 ci = 0 that
n∑
i=1
n∑
j=1
ci · cj · k(xi, xj) ≥ 0.
A conditionally positive definite kernel corresponds to a positive definite
kernel except the constraint
∑n
i=1 ci = 0 for any c1, . . . , cn ∈ R. Thus, each
positive definite kernel is a conditionally positive definite kernel, but the
converse is not true.
Let me give some concrete examples of kernels. For this purpose, the fol-
lowing definition includes the Gaussian kernel, which is one of the best-known
positive definite kernels [Fasshauer, 2011], the Laplacian kernel [Chapelle
et al., 1999], the power kernel [Scho¨lkopf, 2001], and the log kernel [Boughor-
bel et al., 2005].
Definition 6.4.5 (Some conditionally positive definite kernels)
Let X be a set. Let us define the following kernels k : X × X → R for all
x, y ∈ X and α, σ ∈ R with 0 < α ≤ 2 and 0 < σ as follows:
109
• kGaussian(x, y) = e−
‖x−y‖2
2σ2
• kLaplacian(x, y) = e− ‖x−y‖σ
• kpower(x, y) = −‖x− y‖α
• klog(x, y) = − log(1 + ‖x− y‖α)
The Gaussian kernel kGaussian, which is illustrated in Figure 6.3, behaves
inversely proportional to the distance ‖x−y‖ between two elements x, y ∈ X.
The lower the distance between x and y, the higher their similarity value
kGaussian(x, y), and vice versa. This kernel is strictly positive definite [Hof-
mann et al., 2008, Wendland, 2005].
The Laplacian kernel kLaplacian, which is illustrated in Figure 6.4, is similar
to the Gaussian kernel. It also shows an exponentially decreasing relation-
ship between the distance ‖x − y‖ and the similarity value kLaplacian(x, y)
between two elements x, y ∈ X. It is conditionally positive definite for 0 < σ
[Chapelle et al., 1999]. These two kernels follow Shepard’s universal law of
generalization [Shepard, 1987], which claims that an exponentially decreas-
ing relationship between distance, i.e. ‖x− y‖, and perceived similarity, i.e.
k(x, y), fits to the most diverse situations when determining the similarity
between features of multimedia data [Santini and Jain, 1999].
The power kernel kpower, which is illustrated in Figure 6.5, behaves lin-
early inverse to the exponentiated distance ‖x − y‖α between two elements
x, y ∈ X. Finally, the log kernel klog, which is illustrated in Figure 6.6, uses
the logarithm in order to convert the distance ‖x − y‖α between x and y
into a similarity value. Both power kernel and log kernel show a similar be-
havior, and although the values of these kernels are non-positive, they are
conditionally positive definite for the parameter 0 < α ≤ 2 [Scho¨lkopf, 2001,
Boughorbel et al., 2005].
As can be seen in the figures above, the kernels provided in Definition 6.4.5
are monotonically decreasing with respect to the distance ‖x−y‖, i.e. it holds
for all x, x′, y, y′ ∈ X that ‖x − y‖ ≤ ‖x′ − y′‖ ⇒ k(x, y) ≥ k(x′, y′). Thus,
these kernels can be thought of as monotonically decreasing transformations
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Figure 6.3: The gaussian kernel kGaussian as a function of ‖x−y‖ for different
parameters σ ∈ R.
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Figure 6.4: The laplacian kernel kLaplacian as a function of ‖x−y‖ for different
parameters σ ∈ R.
of the distance ‖x − y‖. According to Lemma 4.1.1, each of these kernels
thus complies with the properties of a similarity function.
In fact, the kernels provided in Definition 6.4.5, namely the Gaussian
kernel, the Laplacian kernel, the power kernel, and the log kernel, are con-
ditionally positive definite and are valid similarity functions. Therefore,
they define the Signature Quadratic Form Distance to be a distance func-
tion according to Definition 4.1.1 on the class of λ-normalized feature sig-
natures Sλ, i.e. the tuple (Sλ, SQFDk) is a distance space for all λ ∈ R
111
-4.0
-3.0
-2.0
-1.0
0.0
0.0 1.0 2.0 3.0 4.0
k p
ow
er
 
||x-y||  
α=2.0 
α=1.5 
α=1.0 
α=0.5 
α=0.1 
Figure 6.5: The power kernel kpower as a function of ‖x − y‖ for different
parameters α ∈ R.
-1.0
-0.8
-0.6
-0.4
-0.2
0.0
0.0 1.0 2.0 3.0 4.0
k l
og
 
||x-y||  
α=2.0 
α=1.5 
α=1.0 
α=0.5 
α=0.1 
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and k ∈ {kGaussian, kLaplacian, kpower, klog} with kernel parameters according to
Definition 6.4.5.
In addition, the Gaussian kernel is strictly positive definite and complies
with the properties of a positive definite similarity function according to
Definition 4.1.6. Therefore, the Gaussian kernel yields a metric Signature
Quadratic Form Distance, cf. Theorem 6.3.8, which is also a Ptolemaic
metric, cf. Theorem 6.3.9. As a result, the tuple (S, SQFDkGaussian) with
kernel parameter σ ∈ R>0 is a Ptolemaic metric space.
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In order to get a better understanding, the following section exemplifies
the computation of the Signature Quadratic Form Distance between two
feature signatures.
6.5 Example
Suppose we are given a two-dimensional Euclidean feature space (R2,L2),
where we denote the elements x = (x1, x2) ∈ R2 as row vectors. Let us define
the following two feature signatures X, Y ∈ RR2 for all f ∈ R2 as follows:
• X(f) =

0.5, f = (3, 3) ∈ R2
0.5, f = (8, 7) ∈ R2
0, otherwise
• Y (f) =

0.5, f = (4, 7) ∈ R2
0.25, f = (9, 5) ∈ R2
0.25, f = (8, 1) ∈ R2
0, otherwise
The feature signature X − Y ∈ RR2 is then defined for all f ∈ R2 as:
• X − Y (f) =

0.5, f = (3, 3) ∈ R2
0.5, f = (8, 7) ∈ R2
−0.5, f = (4, 7) ∈ R2
−0.25, f = (9, 5) ∈ R2
−0.25, f = (8, 1) ∈ R2
0, otherwise
Suppose we want to compute the Signature Quadratic Form Distance
SQFDs(X, Y ) between the two feature signatures X, Y ∈ RR2 by means of
the Gaussian kernel with parameter σ = 10, i.e. by the similarity function
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s(fi, fj) = kGaussian(fi, fj) = e
− ‖fi−fj‖
2
2·102 for all fi, fj ∈ R2, we then have:
SQFDs(X, Y )
2
= Qs(X − Y ) = 〈X − Y,X − Y 〉s
=
∑
f∈R2
∑
g∈R2
(X − Y )(f) · (X − Y )(g) · s(f, g)
= 0.5 · 0.5 · s((3, 3), (3, 3))+ 0.5 · 0.5 · s((3, 3), (8, 7))
− 0.5 · 0.5 · s((3, 3), (4, 7))− 0.5 · 0.25 · s((3, 3), (9, 5))
− 0.5 · 0.25 · s((3, 3), (8, 1))
+ 0.5 · 0.5 · s((8, 7), (3, 3))+ 0.5 · 0.5 · s((8, 7), (8, 7))
− 0.5 · 0.5 · s((8, 7), (4, 7))− 0.5 · 0.25 · s((8, 7), (9, 5))
− 0.5 · 0.25 · s((8, 7), (8, 1))
− 0.5 · 0.5 · s((4, 7), (3, 3))− 0.5 · 0.5 · s((4, 7), (8, 7))
+ 0.5 · 0.5 · s((4, 7), (4, 7))+ 0.5 · 0.25 · s((4, 7), (9, 5))
+ 0.5 · 0.25 · s((4, 7), (8, 1))
− 0.25 · 0.5 · s((9, 5), (3, 3))− 0.25 · 0.5 · s((9, 5), (8, 7))
+ 0.25 · 0.5 · s((9, 5), (4, 7))+ 0.25 · 0.25 · s((9, 5), (9, 5))
+ 0.25 · 0.25 · s((9, 5), (8, 1))
− 0.25 · 0.5 · s((8, 1), (3, 3))− 0.25 · 0.5 · s((8, 1), (8, 7))
+ 0.25 · 0.5 · s((8, 1), (4, 7))+ 0.25 · 0.25 · s((8, 1), (9, 5))
+ 0.25 · 0.25 · s((8, 1), (8, 1))
= 0.25 · 1.0 + 0.25 · 0.815− 0.25 · 0.919− 0.125 · 0.819− 0.125 · 0.865
+ 0.25 · 0.815 + 0.25 · 1.0− 0.25 · 0.923− 0.125 · 0.975− 0.125 · 0.835
− 0.25 · 0.919− 0.25 · 0.923 + 0.25 · 1.0 + 0.125 · 0.865 + 0.125 · 0.771
− 0.125 · 0.819− 0.125 · 0.975 + 0.125 · 0.865 + 0.0625 · 1.0 + 0.0625 · 0.919
− 0.125 · 0.865− 0.125 · 0.835 + 0.125 · 0.771 + 0.0625 · 0.919 + 0.0625 · 1.0
⇒ SQFDs(X, Y ) ≈ 0.109
Though, the manual computation of the Signature Quadratic Form Dis-
tance above is quite lengthy. In fact, it would be easier to utilize the con-
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catenation model. Thus, let us define the random weight vectors x ∈ R2 and
y ∈ R3 of the feature signatures X and Y as follows:
• x = (X(3, 3), X(8, 7)) = (0.5, 0.5) ∈ R2
• y = (Y (4, 7), Y (9, 5), Y (8, 1)) = (0.5, 0.25, 0.25) ∈ R3
The concatenation (x | − y) ∈ R5 of x and y is defined as:
(x | − y) = (X(3, 3), X(8, 7),−Y (4, 7),−Y (9, 5),−Y (8, 1))
= (0.5, 0.5,−0.5,−0.25,−0.25)
This yields the following similarity matrix S ∈ R5×5:
S =

1.000 0.815 0.919 0.819 0.865
0.815 1.000 0.923 0.975 0.835
0.919 0.923 1.000 0.865 0.771
0.819 0.975 0.865 1.000 0.919
0.865 0.835 0.771 0.919 1.000

Finally, the Signature Quadratic Form Distance can be computed accord-
ing to Definition 6.2.4 as SQFD◦s(X, Y ) =
√
(x | − y) · S · (x | − y)T ≈ 0.109.
The example above shows how to compute the Signature Quadratic Form
Distance between two feature signatures. The probably most convenient way
of computing the Signature Quadratic Form Distance is by means of the
concatenation model.
6.6 Retrieval Performance Analysis
In this section, we compare the retrieval performance in terms of accuracy
and efficiency of the Signature Quadratic Form Distance with that of the
other signature-based distance functions presented in Section 4.3, namely
the Hausdorff Distance and its perceptually modified variant, the Signature
Matching Distance, the Earth Mover’s Distance, and the Weighted Correla-
tion Distance.
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The retrieval performance of the Signature Quadratic Form Distance has
already been studied in the works of Beecks and Seidl [2009a] and Beecks
et al. [2009a, 2010c]. Summarizing, these empirical investigations have shown
that the Signature Quadratic Form Distance is able to outperform the other
signature-based distance functions in terms of accuracy and efficiency on the
Wang [Wang et al., 2001], Coil100 [Nene et al., 1996], MIR Flickr [Huiskes
and Lew, 2008], and 101 Objects [Fei-Fei et al., 2007] databases by using
a low-dimensional feature descriptor including position, color, and texture
information. The same tendency has also been shown by the performance
evaluation of Beecks et al. [2010d]. Furthermore, Beecks and Seidl [2012] and
Beecks et al. [2013b] have also investigated the stability of signature-based
distance functions on the aforementioned databases and, in addition, on the
ALOI [Geusebroek et al., 2005] and Copydays [Douze et al., 2009] databases.
As a result, the Signature Quadratic Form Distance has shown the highest
retrieval stability with respect to changes in the number of representatives
of the feature signatures between the query and database side.
The present performance analysis focuses on the kernel similarity func-
tions presented in Section 6.4 in combination with high-dimensional local fea-
ture descriptors. Except the partial investigation of the SIFT [Lowe, 2004]
and CSIFT [Burghouts and Geusebroek, 2009] descriptors in the work of
Beecks et al. [2013a], high-dimensional local feature descriptors have not been
analyzed in detail for signature-based distance functions. For this purpose,
their retrieval performance is exemplarily evaluated on the Holidays [Jegou
et al., 2008] database, since it provides a solid ground truth for benchmarking
content-based image retrieval approaches. The Holidays database comprises
1,491 holiday photos corresponding to a large variety of scene types. It was
designed to test the robustness, for instance, to rotation, viewpoint, and
illumination changes and provides 500 selected queries.
The feature signatures are generated for each image by extracting the
local feature descriptors with the Harris Laplace detector [Mikolajczyk and
Schmid, 2004], which is an interest point detector combining the Harris detec-
tor and the Laplacian-based scale selection [Mikolajczyk, 2002], and cluster-
ing them with the k-means algorithm [MacQueen, 1967]. The color descriptor
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software provided by van de Sande et al. [2010] is used to extract the local
feature descriptors and the WEKA framework [Hall et al., 2009] is utilized
to cluster the extracted descriptors with the k-means algorithm in order to
generate multiple feature signatures per image varying in the number of rep-
resentatives between 10 and 100. A more detailed explanation of the utilized
pixel-based histogram descriptors, color moment descriptors, and gradient-
based SIFT descriptors can also be found in the work of van de Sande et al.
[2010]. In addition to the local feature descriptors, a low-dimensional de-
scriptor describing the relative spatial information of a pixel, its CIELAB
color value, and its coarseness and contrast values [Tamura et al., 1978] is
extracted. This descriptor is denoted by PCT [Beecks et al., 2010d] (Position,
Color, Texture). The corresponding PCT-based feature signatures are gen-
erated by using a random sampling of 40,000 image pixels in order to extract
the PCT descriptors which are then clustered by the k-means algorithm.
The performance in terms of accuracy is investigated by means of the
mean average precision measure, which provides a single-figure measure of
quality across all recall levels [Manning et al., 2008]. The mean average
precision measure is evaluated separately for all feature signature sizes on
the 500 selected queries of the Holidays database.
The mean average precision values of the Signature Quadratic Form Dis-
tance SQFD with respect to the Gaussian kernel kGaussian and the Laplacian
kernel kLaplacian are summarized in Table 6.1, the corresponding values with
respect to the power kernel kpower and the log kernel klog are reported in Table
6.2. All kernels are used with the Euclidean norm. These tables report the
highest mean average precision values for different kernel parameters σ ∈ R>0
respectively α ≤ 2 ∈ R>0 and feature signature sizes between 10 and 100.
The highest mean average precision values are highlighted for each kernel
similarity function.
As can be seen in Table 6.1, the Signature Quadratic Form Distance
with both Gaussian and Laplacian kernel reaches a mean average precision
value of greater than 0.7 on average. The highest mean average precision
value of 0.761 is reached by the Signature Quadratic Form Distance with the
Gaussian kernel when using PCT-based feature signatures. Although the
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Table 6.1: Mean average precision (map) values of the Signature Quadratic
Form Distance with respect to the Gaussian and Laplacian kernel on the
Holidays database.
SQFDkGaussian SQFDkLaplacian
descriptor map size σ map size σ
pct 0.761 40 0.31 0.759 50 0.30
rgbhistogram 0.696 30 0.19 0.695 60 0.17
opponenthist. 0.711 20 0.23 0.708 20 0.29
huehistogram 0.710 40 0.07 0.707 40 0.07
nrghistogram 0.685 10 0.21 0.683 30 0.16
transf.colorhist. 0.695 70 0.08 0.699 80 0.08
colormoments 0.611 20 6.01 0.632 20 6.01
col.mom.inv. 0.557 70 32.51 0.607 90 342.41
sift 0.705 80 103.02 0.692 40 119.43
huesift 0.741 70 115.58 0.731 70 92.47
hsvsift 0.750 40 153.83 0.732 30 175.80
opponentsift 0.731 90 177.44 0.713 30 205.77
rgsift 0.756 30 154.60 0.740 10 190.54
csift 0.757 20 150.90 0.739 20 172.46
rgbsift 0.711 50 178.04 0.695 30 205.49
PCT descriptor comprises only seven dimensions, it is able to outperform
the expressive CSIFT descriptor comprising 384 dimensions, which reaches
a mean average precision value of 0.757. Regarding the feature signature
sizes, the number of representatives doubles. While PCT-based feature sig-
natures reach the highest mean average precision value with 40 representa-
tives, CSIFT-based feature signatures need only 20 representatives in order
to reach the highest mean average precision value. A similar tendency can
be observed when utilizing the Signature Quadratic Form Distance with the
Laplacian kernel. By making use of PCT-based feature signatures compris-
ing 50 representatives, a mean average precision value of 0.759 is reached.
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Table 6.2: Mean average precision (map) values of the Signature Quadratic
Form Distance with respect to the power and log kernel on the Holidays
database.
SQFDkpower SQFDklog
descriptor map size α map size α
pct 0.733 90 0.3 0.730 90 0.2
rgbhistogram 0.666 40 0.3 0.668 60 0.3
opponenthist. 0.690 20 0.3 0.693 10 0.6
huehistogram 0.686 10 0.5 0.688 10 0.6
nrghistogram 0.665 20 0.3 0.668 20 0.4
transf.colorhist. 0.682 80 0.3 0.684 70 0.4
colormoments 0.608 20 0.3 0.621 20 2
col.mom.inv. 0.609 90 0.7 0.599 90 1.6
sift 0.673 20 0.5 0.661 20 1.9
huesift 0.709 30 0.3 0.711 90 1.9
hsvsift 0.714 10 0.6 0.693 40 1.7
opponentsift 0.695 30 0.5 0.679 30 1.9
rgsift 0.722 10 0.6 0.698 90 2
csift 0.722 10 0.6 0.695 30 1.7
rgbsift 0.680 20 0.6 0.662 30 1.7
The second highest mean average precision value of 0.740 is reached when
using the Laplacian kernel and RGSIFT-based feature signatures comprising
10 representatives.
The mean average precision values of the Signature Quadratic Form Dis-
tance with respect to the power and log kernel, as reported in Table 6.2,
show a similar behavior. The highest mean average precision value of 0.733
is obtained by using the Signature Quadratic Form Distance with the power
kernel on PCT-based feature signatures of size 90. The combination of the
Signature Quadratic Form Distance with the log kernel and PCT-based fea-
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Figure 6.7: Mean average precision values of the Signature Quadratic Form
Distance SQFDkGaussian on the Holidays database as a function of the kernel
parameter σ∈R and various signature sizes for PCT-based feature signatures.
10
20
30
40
50
60
70
80
90
100
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
50
70
90
110
130
150
170
190
210
230
250
signature 
size 
m
ea
n 
av
er
ag
e 
pr
ec
is
io
n 
parameter σ 
Figure 6.8: Mean average precision values of the Signature Quadratic Form
Distance SQFDkGaussian on the Holidays database as a function of the kernel
parameter σ∈R and various signature sizes for SIFT-based feature signatures.
ture signatures of size 90 shows the second highest mean average precision
value of 0.730.
In order to investigate the influence of the similarity function on the
Signature Quadratic Form Distance, the mean average precision values of the
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Figure 6.9: Mean average precision values of the Signature Quadratic Form
Distance SQFDkGaussian on the Holidays database as a function of the kernel
parameter σ∈R and various signature sizes for CSIFT-based feature signa-
tures.
Signature Quadratic Form Distance SQFDkGaussian with respect to different
kernel parameters σ ∈ R on the Holidays database are depicted for PCT-
based feature signatures in Figure 6.7, for SIFT-based feature signatures in
Figure 6.8, and for CSIFT-based feature signatures in Figure 6.9. As can
be seen in these exemplary figures, the Signature Quadratic Form Distance
reaches high mean average precision values for a wide range of parameters.
The mean average precision values of the matching-based measures, name-
ly the Hausdorff Distance HDL2 , the Perceptually Modified Hausdorff Dis-
tance PMHDL2 , and the Signature Matching Distance SMDL2 , are summa-
rized in Table 6.3. This table reports the highest mean average precision val-
ues for feature signature sizes between 10 and 100. Regarding the Signature
Matching Distance, the inverse distance ratio matching is used and the high-
est mean average precision values for the parameters ε ∈ {0.1, 0.2, . . . , 1.0}
and λ ∈ {0.0, 0.05, . . . 1.0} are reported, cf. Section 4.3.1. The highest mean
average precision values are highlighted for each distance function.
As can be seen in Table 6.3, the Signature Matching Distance reaches the
highest mean average precision value of 0.816 by using PCT-based feature
121
Table 6.3: Mean average precision (map) values of the matching-based mea-
sures on the Holidays database.
HDL2 PMHDL2 SMDL2
descriptor map size map size map size ε λ
pct 0.585 80 0.804 80 0.816 70 0.8 1.0
rgbhistogram 0.540 20 0.716 90 0.717 90 0.8 1.0
opponenthist. 0.603 60 0.756 80 0.761 80 0.8 0.9
huehistogram 0.634 20 0.767 100 0.776 60 0.6 1.0
nrghistogram 0.629 40 0.745 100 0.743 90 0.8 1.0
transf.colorhist. 0.510 10 0.729 90 0.673 60 0.7 1.0
colormoments 0.537 100 0.711 100 0.733 100 0.7 0.8
col.mom.inv. 0.476 70 0.619 100 0.501 100 0.8 1.0
sift 0.495 20 0.673 70 0.645 40 0.5 0.3
huesift 0.617 10 0.747 100 0.734 30 0.7 0.1
hsvsift 0.557 10 0.740 30 0.726 30 0.8 0.3
opponentsift 0.535 20 0.710 30 0.685 60 0.7 1.0
rgsift 0.584 10 0.758 40 0.744 40 0.8 0.7
csift 0.572 20 0.755 40 0.744 30 0.7 0.6
rgbsift 0.504 20 0.680 40 0.648 40 0.5 0.3
signatures of size 70 and adjusting its parameters ε and λ correspondingly.
The second highest mean average precision value of 0.804 is obtained by
making use of the Perceptually Modified Hausdorff Distance on PCT-based
feature signatures of size 80. The Hausdorff Distance, which does not take
into account the weights of the feature signatures, shows the lowest mean av-
erage precision values on all descriptors. It reaches the highest mean average
precision value of 0.634.
The mean average precision values of the transformation-based Earth
Mover’s Distance EMDL2 and the correlation-based Weighted Correlation
Distance WCDL2 are finally summarized in Table 6.4. The highest mean
average precision values are highlighted for each distance function, and the
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Table 6.4: Mean average precision (map) values of the transformation-based
measures and the correlation-based measures on the Holidays database.
EMDL2 WCDL2
descriptor map size map size
pct 0.720 90 0.757 40
rgbhistogram 0.659 100 0.680 100
opponenthist. 0.708 100 0.709 60
huehistogram 0.696 90 0.710 70
nrghistogram 0.677 20 0.677 50
transf.colorhist. 0.698 100 0.668 90
colormoments 0.586 30 0.607 20
col.mom.inv. 0.625 100 0.618 90
sift 0.678 70 0.676 90
huesift 0.735 70 0.751 100
hsvsift 0.731 30 0.715 30
opponentsift 0.704 60 0.701 90
rgsift 0.750 20 0.739 70
csift 0.749 40 0.737 60
rgbsift 0.681 40 0.681 100
highest mean average precision values with respect to feature signature sizes
between 10 and 100 are reported.
As can be seen in Table 6.4, the Earth Mover’s Distance is partially
outperformed by the Weighted Correlation Distance. In fact, the Weighted
Correlation Distance reaches the highest mean average precision value of
0.757 by using PCT-based feature signatures comprising 40 representatives,
while the Earth Mover’s Distance reaches the highest mean average precision
value of 0.750 by using feature signatures of size 20 that are based on the
RGSIFT descriptor.
The performance analysis of the signature-based distance functions re-
veals that the matching-based measures, namely the Perceptually Modified
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Table 6.5: Computation time values in milliseconds needed to perform a
single distance computation between two feature signatures of size 100.
distance pct (7d) sift (128d) csift (384d)
HDL2 0.171 2.107 6.304
PMHDL2 0.281 2.248 6.431
SMDL2 0.172 1.313 3.386
EMDL2 13.665 11.576 15.615
WCDL2 1.779 3.386 9.641
SQFDkGaussian 1.653 3.719 9.969
SQFDkLaplacian 1.653 3.669 9.922
SQFDkpower 5.039 8.612 14.897
SQFDklog 5.881 9.442 15.852
Hausdorff Distance and the Signature Matching Distance, are able to achieve
the highest retrieval performance in terms of mean average precision values
when using PCT-based feature signatures with more than 80 representatives.
This corresponds to the conclusions drawn in the works of Beecks et al.
[2013b], Beecks and Seidl [2012], and Beecks et al. [2013a]. The performance
analysis also shows that the Signature Quadratic Form Distance outperforms
the Weighted Correlation Distance and the Earth Mover’s Distance. More-
over, the Signature Quadratic Form Distance achieves the highest retrieval
performance in terms of mean average precision values on feature signatures
based on SIFT and CSIFT descriptors.
Let us now take a closer look at the efficiency of the signature-based distance
functions. For this purpose, the computation time values needed to perform
a single distance computation between two feature signatures of size 100 are
reported in Table 6.5. The signature-based distance functions have been
implemented in Java 1.6 and evaluated on a single-core 3.4 GHz machine
with 16 Gb main memory.
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As can be seen in this table, the computation time values increase with
growing dimensionality of the underlying local feature descriptors. While
the matching-based measures, i.e. the Hausdorff Distance, the Perceptually
Modified Hausdorff Distance, and the Signature Matching Distance, show
the lowest computation time values, the Earth Mover’s Distance shows the
highest computation time values on average. The computation time values
of the correlation-based measures, i.e. the Weighted Correlation Distance
and the Signature Quadratic Form Distance, lie in between. In fact, the
computation time of the Signature Quadratic Form Distance depends on the
similarity function. By making use of the Gaussian kernel, the Signature
Quadratic Form Distance performs a single distance computation between
two PCT-based feature signatures of size 100 in approximately 1.6 millisec-
onds, while the computation time between two CSIFT-based feature signa-
tures is approximately 9.9 milliseconds.
Summarizing, nearly all signature-based distance functions have shown a
comparatively high retrieval performance in terms of mean average precision
values on a broad range of local feature descriptors. Matching-based mea-
sures combine the highest accuracy with the lowest computation time. The
Signature Quadratic Form Distance is able to outperform other signature-
based distance functions such as the well-known Earth Mover’s Distance. In
addition, it shows the highest retrieval performance on SIFT and CSIFT
descriptors in comparison to the other signature-based distance functions.
I thus conclude that the Signature Quadratic Form Distance is competitive
with the state-of-the-art signature-based distance functions.
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7
Quadratic Form Distance on
Probabilistic Feature Signatures
This chapter proposes the Quadratic Form Distance on the class of proba-
bilistic feature signatures. Probabilistic feature signatures are introduced in
Section 7.1. Applicable distance measures are summarized in Section 7.2.
The Signature Quadratic Form Distance is investigated for mixtures of prob-
abilistic feature signatures in Section 7.3. An analytic closed-form solution
for Gaussian mixture models is proposed in Section 7.4. Finally, the retrieval
performance analysis is presented in Section 7.5.
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7.1 Probabilistic Feature Signatures
A frequently encountered approach to access the contents of multimedia data
objects consists in extracting their inherent characteristic properties and de-
scribing these properties by features in a feature space. Summarizing these
features finally yields a feature representation such as a feature signature or
a feature histogram. In this way, the distribution of features is approximated
by a finite number of representatives. The larger the number of represen-
tatives, the better the content approximation. Thus, in order to allow the
theoretically best content approximation by an infinite number of represen-
tatives, we have introduced the concept of probabilistic feature signatures
[Beecks et al., 2011c]. They epitomize a generic probabilistic way of mod-
eling contents of multimedia data objects. The definition of a probabilistic
feature signature is given below.
Definition 7.1.1 (Probabilistic feature signature)
Let (F, δ) be a feature space. A feature representation X ∈ RF that defines a
probability distribution is called a probabilistic feature signature.
According to Definition 7.1.1, a probabilistic feature signature X ∈ RF
over a feature space (F, δ) is a probability distribution that assigns each
feature in the feature space a value greater than or equal to zero. The prob-
ability distribution can either be discrete or continuous. Whereas a discrete
probability distribution is characterized by a probability mass function, which
specifies the likelihood of each feature in the feature space to occur in the
corresponding multimedia data object, a continuous probability distribution
is characterized by a probability density function, which specifies the density
of each feature in the feature space. Thus, for a discrete probabilistic feature
signature X it holds that the sum of all features from the underlying feature
space is one, i.e.
∑
f∈FX(f) = 1, while for a continuous probabilistic feature
signature X it holds that the integral over the entire feature space is one, i.e.∫
f∈FX(f) df = 1.
The following definition formalizes the class of probabilistic feature sig-
natures.
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Definition 7.1.2 (Class of probabilistic feature signatures)
Let (F, δ) be a feature space. The class of probabilistic feature signatures
SPr ⊂ RF is defined as:
SPr = {X |X ∈ RF ∧X defines a probability distribution}.
Any probabilistic feature signature X ∈ SPr is a valid feature representa-
tion according to Definition 3.2.1, since it maps each feature f ∈ F to a weight
X(f) ∈ R. Nonetheless, there exist probabilistic feature signatures that do
not belong to the class of feature signatures S, as shown in Lemma 7.1.1
below. Thus, the class of probabilistic feature signatures SPr only partially
coincides with the class of feature signatures S, i.e. it holds that SPr 6= S. The
intersection of both classes SPr ∩ S = S≥01 defines the class of non-negative
1-normalized feature signatures S≥01 , cf. Definition 3.3.1. In fact, this in-
tersection comprises finite discrete probabilistic feature signatures that are
described by means of finite probability mass functions. This relationship is
formally summarized in the following lemma.
Lemma 7.1.1 (Coincidence of S≥01 and SPr)
Let (F, δ) be a feature space, S≥01 be the class of non-negative 1-normalized
feature signatures, and SPr be the class of probabilistic feature signatures.
Then, it holds that:
∀X ∈ RF : X ∈ S≥01 ⇒ X ∈ SPr.
Proof.
By definition of X ∈ S≥01 it holds that X(F) ⊆ R≥0, |X−1(R6=0)| < ∞, and∑
f∈FX(f) = 1. Thus, X is a probability mass function and it holds that
X ∈ SPr.
The lemma above shows that each non-negative 1-normalized feature sig-
nature is a probabilistic feature signature, the converse is not true since any
probabilistic feature signature that defines an infinite probability mass func-
tion or infinite probability density function requires an infinite number of
representatives. We will see in the remainder of this chapter how to omit the
issue of an infinite number of representatives by means of mixtures models.
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Let us first show that each finite discrete probabilistic feature signature
can be interpreted as a continuous probabilistic feature signature. The cor-
responding continuous complement of a finite discrete probabilistic feature
signatures is denoted as the equivalent continuous probabilistic feature signa-
ture and is defined below.
Definition 7.1.3 (Equivalent continuous probabilistic feature signa-
ture)
Let (F, δ) be a feature space and X ∈ SPr∩S≥01 be a finite discrete probabilistic
feature signature. The equivalent continuous probabilistic feature signature
Xc ∈ SPr is defined for all f ∈ F as:
Xc(f) =
∑
r∈RX
X(r) · fδ(f − r),
where fδ : F → R is the Dirac delta function [Dirac, 1958] which satisfies
fδ(f − r) = 0 for all f 6= r ∈ F and
∫
f∈F fδ(f − r) df = 1.
The equivalent continuous probabilistic feature signature Xc of a finite
discrete probabilistic feature signature X follows the idea of defining a prob-
ability density function based on a probability mass function by means of the
Dirac delta function [Li and Chen, 2009]. Clearly, Xc is a valid probabilistic
feature signature as can be seen by integrating appropriately:∫
f∈F
Xc(f) df =
∫
f∈F
∑
r∈RX
X(r) · fδ(f − r) df
=
∑
r∈RX
X(r) ·
∫
f∈F
fδ(f − r) df
=
∑
r∈RX
X(r) · 1
= 1.
As a result, any non-negative 1-normalized feature signature from the
class S≥01 can be interpreted and defined as a discrete or a continuous prob-
abilistic feature signature belonging to the class SPr. The structure of the
equivalent continuous probabilistic feature signature Xc is a finite, weighted
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linear combination of Dirac delta functions fδ(f − r). Each Dirac delta func-
tion can be regarded as continuous probabilistic feature signature.
In general, any finite linear combination of probabilistic feature signatures
whose weights sum up to a value of one is called a mixture of probabilistic
feature signatures. Its formal definition is given below.
Definition 7.1.4 (Mixture of probabilistic feature signatures)
Let (F, δ) be a feature space. A mixture of probabilistic feature signatures
X : F → R with n ∈ N mixture components X1, . . . , Xn ∈ SPr and prior
probabilities pii ∈ R>0 for 1 ≤ i ≤ n such that
∑n
i=1 pii = 1 is defined as:
X =
n∑
i=1
pii ·Xi.
As can be seen in Definition 7.1.4, a mixture of probabilistic feature sig-
natures X ∈ SPr is a probabilistic feature signature that comprises a finite
number of mixture components Xi ∈ SPr. These mixture components are
weighted by their corresponding prior probabilities pii which sum up to a
value of one. A mixture of probabilistic feature signatures is a generalization
of a probabilistic feature signature, since each probabilistic feature signa-
ture can be thought of a mixture comprising only one component with prior
probability one.
The components of a mixture of probabilistic feature signatures can be
defined for any type of probability distribution. Although there exists a mul-
titude of discrete and continuous probability distributions, see for instance
the multiple-volume work by Johnson and Kotz [1969, 1970, 1972] for a com-
prehensive overview, the remainder of this section focuses on one of the most
prominent probability distribution: the normal probability distribution which
is also known as the Gaussian probability distribution. The Gaussian prob-
ability distribution plays a central role in statistics for the following three
reasons [Casella and Berger, 2001]: First, it is very tractable analytically.
Second, it has a familiar symmetrical bell shape. Third, it approximates a
large variety of probability distributions according to the Central Limit The-
orem. Its formal definition based on a multi-dimensional Euclidean feature
space is given below.
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Definition 7.1.5 (Gaussian probability distribution)
Let (F, δ) be a multi-dimensional Euclidean feature space with F = Rd. The
Gaussian probability distribution Nµ,Σ : F→ R is defined for all f ∈ F as:
Nµ,Σ(f) = 1√
(2pi)d|Σ|e
− 1
2
(f−µ)Σ−1(f−µ)T ,
where µ ∈ F denotes the mean and Σ ∈ Rd×d denotes the covariance matrix
with determinant |Σ|.
The Gaussian probability distribution is centered at mean µ ∈ F. The
covariance matrix Σ ∈ Rd×d defines the correlations among the dimensions of
the feature space (F, δ) and thus models the bell shape of this distribution.
Since a Gaussian probability distribution is a probabilistic feature signature,
we can now use this probability distribution in order to define a Gaussian
mixture model. Its formal definition is given below.
Definition 7.1.6 (Gaussian mixture model)
Let (F, δ) be a multi-dimensional Euclidean feature space with F = Rd. A
Gaussian mixture model XG : F → R is a mixture of Gaussian probability
distributions Nµi,Σi with prior probabilities pii ∈ R>0 for 1 ≤ i ≤ n and∑n
i=1 pii = 1 that is defined as:
XG =
n∑
i=1
pii · Nµi,Σi .
A Gaussian mixture model is a finite linear combination of Gaussian
probability distributions. It thus provides an expressive yet compact way of
generatively describing a distribution of features arising, for instance, from
a single multimedia data object. In fact, each Gaussian probability distri-
bution Nµi,Σi over a feature space (F, δ) is completely defined by its mean
µi ∈ F and its covariance matrix Σ ∈ Rd×d, thus the storage required to
represent a Gaussian mixture model XG is dependent on the dimensionality
d ∈ N of the multi-dimensional Euclidean feature space (F = Rd, δ) and the
number of components of XG.
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Summarizing, a probabilistic feature signature is an extension of a feature sig-
nature. Each non-negative 1-normalized feature signature can be interpreted
as a finite discrete probabilistic feature signature and also as an equivalent
continuous probabilistic feature signature. In general, each probabilistic fea-
ture signature, either discrete or continuous, can be thought of as a mixture.
The following section summarizes distance measures that are applicable
to probabilistic feature signatures with a particular focus on the Kullback-
Leibler Divergence and its approximations for Gaussian mixture models.
7.2 Distance Measures for Probabilistic Feature Signa-
tures
Distance measures for probabilistic feature signatures are generally called
probabilistic distance measures. Comprehensive overviews of probabilistic
distance measures can be found for instance in the works of Devijver and
Kittler [1982], Basseville [1989], Zhou and Chellappa [2006], and Cha [2007].
The following definition presents some relevant probabilistic distance mea-
sures in the context of probabilistic feature signatures including references
for further reading.
Definition 7.2.1 (Some probabilistic distance measures)
Let (F, δ) be a feature space and X, Y ∈ SPr be two probabilistic feature
signatures. Let us define the following probabilistic distance measures D :
SPr × SPr → R between X and Y as follows:
• Chernoff Distance (CD) [Chernoff, 1952] with 0 < λ < 1 ∈ R:
CD(X, Y ) = − log
(∫
f∈F
X(f)λ · Y (f)1−λ df
)
• Bhattacharyya Distance (BD) [Bhattacharyya, 1946, Kailath, 1967]:
BD(X, Y ) = − log
(∫
f∈F
√
X(f) · Y (f) df
)
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• Kullback-Leibler Divergence (KL) [Kullback and Leibler, 1951]:
KL(X, Y ) =
∫
f∈F
X(f) · log X(f)
Y (f)
df
• Symmetric Kullback-Leibler Divergence (SKL) [Kullback and Leibler,
1951]:
SKL(X, Y ) =
∫
f∈F
(X(f)− Y (f)) · log X(f)
Y (f)
df
• Generalized Matusita Distance (GMD) [Basseville, 1989] with r ∈ R>0:
GMD(X, Y ) =
(∫
f∈F
|X(f) 1r − Y (f) 1r |r df
) 1
r
• Patrick-Fischer Distance (PFD) [Patrick and Fischer, 1969] with prior
probabilities pi(X), pi(Y ) ∈ R:
PFD(X, Y ) =
(∫
f∈F
(X(f) · pi(X)− Y (f) · pi(Y ))2 df
) 1
2
• Lissack-Fu Distance (LFD) [Lissack and Fu, 1976] with prior probabil-
ities pi(X), pi(Y ) ∈ R and α ∈ R≥0:
LFD(X, Y ) =
∫
f∈F
|X(f) · pi(X)− Y (f) · pi(Y )|α
|X(f) · pi(X) + Y (f) · pi(Y )|α−1 df
• Kolmogorov Distance (KD) [Adhikari and Joshi, 1956, Devijver and
Kittler, 1982] with prior probabilities pi(X), pi(Y ) ∈ R:
KD(X, Y ) =
∫
f∈F
|X(f) · pi(X)− Y (f) · pi(Y )| df
As pointed out, for instance by Rauber et al. [2008] and Gibbs and Su
[2002], these probabilistic distance measures show some well-known relation-
ships and properties. A handy reference diagram illustrating the bounds
between some major probabilistic distance measures can be found in the
work of Gibbs and Su [2002].
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Let us put our focus on the Kullback-Leibler Divergence in the remainder
of this section. The Kullback-Leibler Divergence, which is also known as rel-
ative entropy, is one of the most frequently encountered and well understood
approaches to define a distance measure between probability distributions.
In the case the probability distributions do not allow to derive a closed-form
expression of the Kullback-Leibler Divergence, it can be approximated by
means of a Monte Carlo simulation. By taking a sufficiently large sampling
f1, . . . , fn ∈ F, it holds that the Kullback-Leibler Divergence KL(X, Y ) be-
tween two probabilistic feature signatures X, Y ∈ SPr is approximated as
follows:
KL(X, Y ) =
∫
f∈F
X(f) · log X(f)
Y (f)
df ≈ 1
n
n∑
i=1
log
X(fi)
Y (fi)
.
This Monte Carlo sampling is one method to estimate the Kullback-
Leibler Divergence with arbitrary accuracy [Hershey and Olsen, 2007]. Ob-
viously, taking a sufficiently large sampling in order to accurately approx-
imate the Kullback-Leibler Divergence is infeasible in practice due to its
high computational effort. Luckily, there is a closed-form expression of the
Kullback-Leibler Divergence between two Gaussian probability distributions,
which can be solved analytically. In this case, the Kullback-Leibler Di-
vergence KL(Nµx,Σx ,Nµy ,Σy) between two Gaussian probability distributions
Nµx,Σx ,Nµy ,Σy ∈ RF over a multi-dimensional Euclidean feature space, i.e.
F = Rd, can be defined as follows, cf. [Hershey and Olsen, 2007]:
KL(Nµx,Σx ,Nµy ,Σy) =
1
2
(
log(
|Σy|
|Σx|) + tr(Σ
y−1 · Σx) + (µx − µy) · Σy−1 · (µx − µy)T − d
)
,
where tr(Σ) =
∑d
i=1 Σ[i, i] denotes the trace of a matrix Σ ∈ Rd×d.
This closed-form expression of the Kullback-Leibler Divergence between two
Gaussian probability distributions is further utilized in order to approximate
the Kullback-Leibler Divergence between Gaussian mixture models. In fact,
there exists no closed-form expression of the Kullback-Leibler Divergence
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between Gaussian mixture models. Nonetheless, the last decade has yield a
number of approximations of the Kullback-Leibler Divergence between Gaus-
sian mixture models which are attributed to the closed-form expression of
the Kullback-Leibler Divergence between Gaussian probability distributions.
These approximations are presented in the remainder of this section. A con-
cise overview can be found for instance in the work of Hershey and Olsen
[2007].
One approximation of the Kullback-Leibler Divergence between Gaussian
mixture models is the matching-based Goldberger approximation [Goldberger
et al., 2003]. The idea of this approximation is to match each mixture com-
ponent of the fist Gaussian mixture model to one single mixture component
of the second Gaussian mixture model. The matching is determined by the
Kullback-Leibler Divergence or, as done earlier by Vasconcelos [2001], by the
Mahalanobis Distance [Mahalanobis, 1936] between the means of the mixture
components. A formal definition of the Goldberger approximation is given
below.
Definition 7.2.2 (Goldberger approximation)
Let (F, δ) be a feature space and XG =
∑n
i=1 pi
x
i · Nµxi ,Σxi ∈ SPr and Y G =∑m
j=1 pi
y
j · Nµyj ,Σyj ∈ SPr be two Gaussian mixture models. The Goldberger
approximation of the Kullback-Leibler Divergence KLGoldberger : RF×RF → R
between XG and Y G is defined as:
KLGoldberger(X
G, Y G) =
n∑
i=1
pixi ·
(
KL(Nµxi ,Σxi ,Nµyρ(i),Σyρ(i)) + log
pixi
piyρ(i)
)
,
where ρ(i) = arg min
1≤j≤m
{KL(Nµxi ,Σxi ,Nµyj ,Σyj )−log pi(Nµyj ,Σyj )} denotes the match-
ing function between single mixture components Nµxi ,Σxi and Nµyj ,Σyj of the
Gaussian mixture models XG and Y G.
As can be seen in the definition above, the Goldberger approximation
KLGoldberger(X
G, Y G) between two Gaussian mixture models XG and Y G is
defined as the sum of the Kullback-Leibler Divergences KL(Nµxi ,Σxi ,Nµyρ(i),Σyρ(i))
plus the logarithm of the quotient of their prior probabilities log
pixi
piy
ρ(i)
be-
tween matching mixture components Nµxi ,Σxi and Nµyρ(i),Σyρ(i) , multiplied with
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the prior probabilities pixi of the mixture components of the first Gaussian
mixture model XG.
Hershey and Olsen [2007] have pointed out by that the Goldberger ap-
proximation works well empirically. Huo and Li [2006] have reported that this
approximation performs poorly when the Gaussian mixture models comprise
a few mixture components with low prior probability. In addition, Gold-
berger et al. [2003] state that this approximation works well when the mix-
ture components are far apart and show no significant overlap. In order to
handle overlapping situations, Goldberger et al. [2003] furthermore propose
another approximation that is based on the unscented transform [Julier and
Uhlmann, 1996]. The idea of this approximation is similar to the Monte Carlo
simulation. Instead of taking a large independent and identically distributed
sampling, the unscented transform approach deterministically defines a sam-
pling which generatively reflects the mixture components of a Gaussian mix-
ture model. The unscented transform approximation of the Kullback-Leibler
Divergence is formalized in the following definition.
Definition 7.2.3 (Unscented transform approximation)
Let (F, δ) be a feature space of dimensionality d ∈ N and XG = ∑ni=1 pixi ·
Nµxi ,Σxi ∈ SPr and Y G =
∑m
j=1 pi
y
j · Nµyj ,Σyj ∈ SPr be two Gaussian mixture
models. The unscented transform approximation of the Kullback-Leibler
Divergence KLunscented : RF × RF → R between XG and Y G is defined as:
KLunscented(X
G, Y G) =
1
2 · d ·
n∑
i=1
pixi ·
d∑
k=1
log
XG(fi,k)
Y G(fi,k)
,
such that the sample points fi,k = µ
x
i ±
√
d · λi,k · ei,k ∈ F reflect the mean
and variance of single components Nµxi ,Σxi , while λi,k ∈ R and ei,k ∈ F denote
the i-th eigenvalue and eigenvector of Σxi , respectively.
Definition 7.2.3 shows how the unscented transform is utilized to ap-
proximate the Kullback-Leibler Divergence between two Gaussian mixture
models. Based on 2 · d-many sampling points fi,k ∈ F, the integral of
the Kullback-Leibler Divergence is approximated through the corresponding
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sums, as shown in the definition above. The unscented transform approxi-
mation of the Kullback-Leibler Divergence provides a high accuracy by using
a comparatively small sampling size in comparison to the Monte Carlo sim-
ulation. Thus, this approximation shows faster computation times than the
approximation by the Monte Carlo simulation but slower computation times
than the Goldberger approximation.
Whereas the aforementioned approximations of the Kullback-Leibler Di-
vergence are originally defined within the context of content-based image
retrieval in order to quantify the dissimilarity between two images, the next
approximation is investigated in the context of acoustic models for speech
recognition. The variational approximation [Hershey and Olsen, 2007], which
based on variational methods [Jordan et al., 1999], is defined below.
Definition 7.2.4 (Variational approximation)
Let (F, δ) be a feature space and XG =
∑n
i=1 pi
x
i · Nµxi ,Σxi ∈ SPr and Y G =∑m
j=1 pi
y
j · Nµyj ,Σyj ∈ SPr be two Gaussian mixture models. The variational
approximation of the Kullback-Leibler Divergence KLvariational : RF×RF → R
between XG and Y G is defined as:
KLvariational(X
G, Y G) =
n∑
i=1
pixi · log
∑ni′=1 pixi′ · e−KL(Nµxi ,Σxi ,Nµxi′ ,Σxi′ )∑m
j=1 pi
y
j · e
−KL(Nµx
i
,Σx
i
,N
µ
y
j
,Σ
y
j
)
 .
Unlike the other approaches, the variational approximation
KLvariational(X
G, Y G) between two Gaussian mixture models XG and Y G also
takes into account the Kullback-Leibler Divergences of the mixture compo-
nents KL(Nµxi ,Σxi ,Nµxi′ ,Σxi′ ) within the first Gaussian mixture model XG and
the Kullback-Leibler Divergences between the mixture components of both
Gaussian mixture models XG and Y G.
The aforementioned approximations of the Kullback-Leibler Divergence be-
tween two Gaussian mixture models differ in the way how the components
of the Gaussian mixture models are put into relation. The Goldberger ap-
proximation relates the components of the first Gaussian mixture model with
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those of the second Gaussian mixture model with each other in a matching-
based way by means of the Kullback-Leibler Divergence. In contrast to the
Goldberger approximation, the variational approximation relates the compo-
nents within the first Gaussian mixture model and the components between
the first Gaussian mixture model and the second Gaussian mixture model
with each other by means of the Kullback-Leibler Divergence. The unscented
transform does not relate single components with each other. In fact, none of
these approximations relate all components of both Gaussian mixture models
with each other in a correlation-based manner. How this is approached by
means of the Signature Quadratic Form Distance between generic mixtures
of probabilistic feature signatures is investigated in the following section.
7.3 Signature Quadratic Form Distance on Mixtures of
Probabilistic Feature Signatures
The Signature Quadratic Form Distance between mixtures of probabilis-
tic feature signatures has been proposed and investigated by Beecks et al.
[2011b,c] and in the diploma thesis of Steffen Kirchhoff. The idea of this
approach consists in correlating all components of the mixtures with each
other by means of a similarity function. Thus, if one is willing to apply
the Signature Quadratic Form Distance to mixtures of probabilistic feature
signatures, one has to tackle the problem of defining a similarity function
between the components of the mixtures of probabilistic feature signatures.
One possibility to define a similarity function between single mixture
components consists in transforming a probabilistic distance measure into a
similarity function. Possible monotonically decreasing transformations are
explained in Section 4.1. For instance, any kernel presented in Definition
6.4.5 can be used by replacing its norm with the corresponding probabilistic
distance measure.
Another possibility to define a similarity function between single mixture
components is by means of the expected value of a similarity function. By
evaluating a similarity function in a feature space according to the corre-
139
sponding mixtures of probabilistic feature signatures, i.e. by distributing
the arguments of the similarity function accordingly, the expected similarity
between two mixture components can be defined without the need of any
additional probabilistic distance measure. The generic definition of the ex-
pected similarity between two probabilistic feature signatures is given below.
Definition 7.3.1 (Expected similarity)
Let (F, δ) be a feature space and X, Y ∈ SPr be two probabilistic feature
signatures. The expected similarity E[s(·, ·)] : SPr × SPr → R of a similarity
function s : F × F → R with respect to X and Y is defined for discrete
probabilistic feature signatures as:
E[s(X, Y )] =
∑
f∈F
∑
g∈F
X(f) · Y (g) · s(f, g),
and for continuous probabilistic feature signatures as:
E[s(X, Y )] =
∫
f∈F
∫
g∈F
X(f) · Y (g) · s(f, g) dfdg.
As can be seen in Definition 7.3.1 above, the expected similarity E[s(X, Y )]
of a similarity function s between two discrete probabilistic feature signatures
X and Y is defined as the sum over all pairs of features f ∼ X and g ∼ Y of
their joint probabilities X(f)·Y (g) multiplied by their similarity value s(f, g).
For continuous probabilistic feature signatures, the sum is replaced by an in-
tegral over the entire feature space. The definition of the expected similarity
E[s(X, Y )] corresponds to the expected value of s(X, Y ) due to the law of
the unconscious statistician [Ross, 2009], whose name is not always found to
be amusing [Casella and Berger, 2001]. Adapted to the case above, the law
states that the expected value of s(X, Y ) can be computed without explic-
itly knowing the probability distribution of the joint probability of X and Y
by summarizing respectively integrating over all possible values of s(X, Y )
multiplied by their joint probabilities.
Based on the definition of the expected similarity between two probabilis-
tic feature signatures, let us now define the expected similarity correlation
between two mixtures of probabilistic feature signatures with respect to a
similarity function. Its formal definition is given below.
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Definition 7.3.2 (Expected similarity correlation)
Let (F, δ) be a feature space and X =
∑n
i=1 pi
x
i ·Xi ∈ SPr and Y =
∑m
j=1 pi
y
j ·
Yj ∈ SPr be two mixtures of probabilistic feature signatures. The expected
similarity correlation E〈·, ·〉s : SPr × SPr → R of X and Y with respect to a
similarity function s : F× F→ R is defined as:
E〈X, Y 〉s =
n∑
i=1
m∑
j=1
pixi · piyj · E[s(Xi, Yj)].
According to the definition above, the expected similarity correlation
E〈X, Y 〉s between two mixtures of probabilistic feature signatures
X =
∑n
i=1 pi
x
i ·Xi and Y =
∑m
j=1 pi
y
j ·Yj is defined as the sum over all pairs of
mixture components by multiplying their prior probabilities pixi and pi
y
j and
their expected similarity E[s(Xi, Yj)]. In this way, a high expected similar-
ity correlation is supposed if the mixture components of both probabilistic
feature signatures are similar to each other.
Given the definition of the expected similarity correlation between mix-
tures of probabilistic feature signatures, we can now define the Signature
Quadratic Form Distance for mixtures of probabilistic feature signatures, as
shown in the following definition.
Definition 7.3.3 (SQFD on mixtures of probabilistic feature signa-
tures)
Let (F, δ) be a feature space, X =
∑n
i=1 pi
x
i ·Xi ∈ SPr and Y =
∑m
j=1 pi
y
j ·Yj ∈
SPr be two mixtures of probabilistic feature signatures, and s : F × F → R
be a similarity function. The Signature Quadratic Form Distance SQFDPrs :
SPr × SPr → R≥0 between X and Y is defined as:
SQFDPrs (X, Y ) =
√
E〈X − Y,X − Y 〉s.
This definition of the Signature Quadratic Form Distance on mixtures
of probabilistic feature signatures assumes that the difference of two mix-
tures of probabilistic feature signatures is defined and that the expected
similarity correlation is a bilinear form, which both holds. In consideration
of Lemma 3.3.2 in conjunction with Definition 3.3.3 and Definition 3.3.4, the
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difference of two mixtures of probabilistic feature signatures X =
∑n
i=1 pi
x
i ·Xi
and Y =
∑m
j=1 pi
y
j · Yj is defined as X − Y =
∑n
i=1 pi
x
i · Xi −
∑m
j=1 pi
y
j · Yj.
Consequently, the Signature Quadratic Form Distance SQFDPrs (X, Y ) be-
tween two mixtures of probabilistic feature signatures X =
∑n
i=1 pi
x
i ·Xi and
Y =
∑m
j=1 pi
y
j · Yj can be decomposed and computed as follows:
SQFDPrs (X, Y )
=
(
E〈X − Y,X − Y 〉s
) 1
2
=
(
E〈X,X〉s − E〈X, Y 〉s − E〈Y,X〉s + E〈Y, Y 〉s
) 1
2
=
(
n∑
i=1
n∑
j=1
pixi · pixj · E[s(Xi, Xj)]−
n∑
i=1
m∑
j=1
pixi · piyj · E[s(Xi, Yj)]
−
m∑
j=1
n∑
i=1
piyj · pixi · E[s(Yj, Xi)] +
m∑
i=1
m∑
j=1
piyi · piyj · E[s(Yi, Yj)]
) 1
2
.
To sum up, Definition 7.3.3 shows how to define the Signature Quadratic
Form Distance between mixtures of probabilistic feature signatures. It shows
how to analytically solve the Signature Quadratic Form Distance between
mixtures of probabilistic feature signatures by attributing the distance com-
putation to the expected similarity between the mixture components. In
case the mixture components are finite and discrete, the expected similarity
E[s(Xi, Yj)] can be computed by summarizing over all features that appear
with probability greater than zero, i.e. those features f ∈ F for which holds
that Xi(f) > 0 ∧ Yj(f) > 0. In case the mixture components are infinite or
continuous, the infinite sum or integral has to be solved.
The following section shows how to derive an analytic closed-form solution
of the expected similarity with respect to Gaussian probability distributions
by utilizing the Gaussian kernel as similarity function. The proposed ana-
lytic closed-form solution allows to compute the Signature Quadratic Form
Distance between Gaussian mixture models with a closed-form expression.
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7.4 Analytic Closed-form Solution
As has been shown in the previous section, the computation of the Signa-
ture Quadratic Form Distance between two mixtures of probabilistic feature
signatures X =
∑n
i=1 pi
x
i · Xi and Y =
∑m
j=1 pi
y
j · Yj relies on solving the
expected similarity E[s(Xi, Yj)] between their internal mixture components
Xi and Yj. The expect similarities E[s(Xi, Xi′)] and E[s(Yj, Yj′)] have to be
solved likewise.
Suppose we are given two Gaussian probability distributions Nµa,Σa and
Nµb,Σb over a multi-dimensional Euclidean feature space (F, δ), i.e. F = Rd.
Under the assumption of diagonal covariance matrices Σa = diag(σa1 , . . . σ
a
d)
and Σb = diag(σb1, . . . σ
b
d) and by making use of the Gaussian kernel
kGaussian(x, y) = e
− ‖x−y‖2
2σ2 with the Euclidean norm ‖x‖ =
√∑d
i=1 x
2
i , it has
been shown in the work of Beecks et al. [2011b] and in Steffen Kirchhoff’s
diploma thesis how to derive a closed-form expression of the expected simi-
larity E[kGaussian(Nµa,Σa ,Nµb,Σb)].
The fundamental idea of deriving a closed-form expression consists in de-
composing the Gaussian kernel as well as the multivariate Gaussian probabil-
ity distributions in order to define the expected similarity as a dimension-wise
product. For this purpose, the multivariate Gaussian probability distribu-
tions are rewritten as products of univariate Gaussian probability distribu-
tions for each dimension. Similarly, the Gaussian kernel is also defined for
each dimension. The corresponding theorem is given below.
Theorem 7.4.1 (Closed-form expression)
Let (F, δ) be a multi-dimensional Euclidean feature space with F = Rd,
Nµa,Σa ,Nµb,Σb ∈ SPr be two Gaussian probability distributions with diago-
nal covariance matrices Σa = diag(σa1 , . . . σ
a
d) and Σ
b = diag(σb1, . . . σ
b
d), and
kGaussian(x, y) = e
− ‖x−y‖2
2σ2 be the Gaussian kernel with the Euclidean norm
‖x‖ =
√∑d
i=1 x
2
i . Then, it holds that
E[kGaussian(Nµa,Σa ,Nµb,Σb)] =
d∏
i=1
e
− 1
2
· (µ
a
i −µbi )2
σ2+(σa
i
)2+(σb
i
)2
1
σ
√
σ2 + (σai )
2 + (σbi )
2
,
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where µai , µ
b
i , σ
a
i , σ
b
i ∈ R denote the means and the standard deviations of the
Gaussian probability distributions Nµa,Σa and Nµb,Σb in dimension i ∈ N for
1 ≤ i ≤ d of the feature space F = Rd and σ ∈ R denotes the kernel parameter
of the Gaussian kernel kGaussian.
Proof.
As we only consider multivariate Gaussian probability distributions Nµa,Σa
and Nµb,Σb with diagonal covariance matrices Σa and Σb, we can rewrite
any Gaussian probability distribution Nµ,Σ as the product of its univariate
Gaussian probability distributions in each dimension, i.e. for x ∈ F = Rd we
have
Nµ,Σ(x) =
d∏
i=1
1√
2piσi
· e−
1
2
(xi−µi)2
σ2
i =
d∏
i=1
Nµi,σi(xi),
where Nµi,σi(xi) denotes the univariate Gaussian probability distribution in
dimension i with mean µi and standard deviation σi = Σ[i, i]. Let us now
consider the Gaussian kernel kGaussian with the Euclidean norm dimension-
wise as follows:
kGaussian(x, y) = e
− ‖x−y‖2
2σ2 = e−
√∑d
i=1
(xi−yi)2
2
2σ2
=
d∏
i=1
e−
(xi−yi)2
2σ2 =
d∏
i=1
kiGaussian(xi, yi),
where x, y ∈ F = Rd are points in the feature space and kiGaussian : Fi×Fi → R
denotes the Gaussian kernel applied to a single dimension Fi of the feature
space (F, δ). Then, it holds that:
E[kGaussian(Nµa,Σa ,Nµb,Σb)]
=
∫
x∈F
∫
y∈F
Nµa,Σa(x) · Nµb,Σb(y) · kGaussian(x, y) dxdy
=
d∏
i=1
∫
xi∈Fi
∫
yi∈Fi
Nµai ,σai (xi) · Nµbi ,σbi (yi) · kiGaussian(xi, yi) dxidyi
=
d∏
i=1
∫
xi∈Fi
Nµai ,σai (xi) ·
(∫
yi∈Fi
Nµbi ,σbi (yi) · kiGaussian(xi, yi) dyi
)
dxi.
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We will first solve the inner integral by showing for every dimension Fi that
it holds:∫
yi∈Fi
Nµbi ,σbi (yi) · kiGaussian(xi, yi) dyi =
1√
1 + 1
σ2
(σbi )
2
· e
− 1
2σ2
(xi−µbi )2
1+ 1
σ2
(σb
i
)2 .
We then have:∫
yi∈Fi
Nµbi ,σbi (yi) · kiGaussian(xi, yi) dyi
=
∫
yi∈Fi
1√
2piσbi
· e
(yi−µbi )2
2(σb
i
)2 · e− (xi−yi)
2
2σ2 dyi
=
∫
yi∈Fi
1√
2piσbi
· e−
(
1
2(σb
i
)2
+ 1
2σ2
)
y2i+
(
µbi
(σb
i
)2
+ 1
σ2
xi
)
yi+
(
−(µbi )2
2(σb
i
)2
− 1
2σ2
x2i
)
dyi.
By substituting k = 1√
2piσbi
, f = 1
2(σbi )
2 +
1
2σ2
, g =
µbi
(σbi )
2 +
1
σ2
xi, and h =
−(µbi )2
2(σbi )
2 − 12σ2x2i , we can solve the Gaussian integral above by∫
yi∈Fi
k · e−fy2i+gyi+h dyi =
∫
yi∈Fi
k · e−f(yi− g2f )2+ g
2
4f
+h dyi
= k ·
√
pi
f
· e g
2
4f
+h
=
1√
1 + 1
σ2
(σbi )
2
· e
− 1
2σ2
(xi−µbi )2
1+ 1
σ2
(σb
i
)2 .
This integral converges as f is strictly positive ( 1
2σ2
and σbi are positive).
Analogously, we can solve the outer integral:
d∏
i=1
∫
xi∈Fi
Nµai ,σai (xi) ·
(∫
yi∈Fi
Nµbi ,σbi (yi) · kiGaussian(xi, yi) dyi
)
dxi
=
d∏
i=1
∫
xi∈Fi
1√
2piσai
· e−
1
2
(xi−µai )2
(σa
i
)2 ·
 1√
1 + 1
σ2
(σbi )
2
· e
− 1
2σ2
(xi−µbi )2
1+ 1
σ2
(σb
i
)2
 dxi
=
d∏
i=1
∫
xi∈Fi
k′ · e−f ′x2i+g′xi+h′ dxi,
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with k′ = 1√
2pi(σai )
2(1+ 1
σ2
(σbi )
2)
, f ′ = 1
2(σai )
2 +
1
2σ2
1+ 1
σ2
(σbi )
2 , g
′ = µ
a
i
(σai )
2 +
1
σ2
µbi
1+ 1
σ2
(σbi )
2 ,
and h′ = −(µ
a
i )
2
2(σai )
2 −
1
2σ2
(µbi )
2
1+ 1
σ2
(σbi )
2 . This finally yields
E[kGaussian(Nµa,Σa ,Nµb,Σb)] =
d∏
i=1
e
− 1
2
· (µ
a
i −µbi )2
σ2+(σa
i
)2+(σb
i
)2
1
σ
√
σ2 + (σai )
2 + (σbi )
2
.
Consequently, the theorem is shown.
As has been proven in Theorem 7.4.1, the expected similarity of the Gaus-
sian kernel with respect to two Gaussian probability distributions with diag-
onal covariance matrices can be computed efficiently by means of a closed-
form expression. As a result, this theorem enables us to compute the exact,
i.e. non-approximate, Signature Quadratic Form Distance between Gaussian
mixture models efficiently.
7.5 Retrieval Performance Analysis
In this section, we study the retrieval performance in terms of accuracy and
efficiency of the Signature Quadratic Form Distance on mixtures of proba-
bilistic feature signatures. The retrieval performance has already been inves-
tigated on Gaussian mixture models in the works of Beecks et al. [2011b,c].
In their performance evaluations, it has been shown that the Signature
Quadratic Form Distance using the closed-form expression presented in Sec-
tion 7.4 is able to outperform other signature-based distance functions and
other approximations of the Kullback-Leibler Divergence between Gaussian
mixture models on the Wang [Wang et al., 2001], Coil100 [Nene et al., 1996],
and UCID [Schaefer and Stich, 2004] databases.
The present performance analysis focuses on mixtures of probabilistic
feature signatures over high-dimensional local feature descriptors. In par-
ticular, the focus lies on the comparison of the Signature Quadratic Form
Distance using the closed-form expression as developed in Section 7.4 with
the other signature-based distance functions presented in Section 4.3 utiliz-
ing the Kullback-Leibler Divergence as ground distance function and with
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the approximations of the Kullback-Leibler Divergence as presented in Sec-
tion 7.2. For this purpose, probabilistic feature signatures where extracted
on the Holidays [Jegou et al., 2008] database in the same way as described in
Section 6.6 with the exception that the k-means algorithm has been replaced
with the expectation maximization algorithm [Dempster et al., 1977] in order
to obtain Gaussian mixture models with ten mixture components.
The performance in terms of accuracy is investigated by means of the
mean average precision measure on the 500 selected queries of the Holidays
database, cf. Section 6.6.
The mean average precision values of the Hausdorff Distance HDKL, Per-
ceptually Modified Hausdorff Distance PMHDKL, Signature Matching Dis-
tance SMDKL, Earth Mover’s Distance EMDKL, and Weighted Correlation
Distance WCDKL are summarized in Table 7.1. The highest mean aver-
age precision values are highlighted for each distance function. Regard-
ing the Signature Matching Distance, the inverse distance ratio matching
is used and the highest mean average precision values for the parameters
ε ∈ {0.1, 0.2, . . . , 1.0} and λ ∈ {0.0, 0.05, . . . 1.0} are reported, cf. Sec-
tion 4.3.1. Regarding the Weighted Correlation Distance, cf. Section 4.3.3,
the maximum cluster radius is empirically defined by 10% of the maximum
Euclidean Distance among the means of the mixture components of each
Gaussian mixture model.
As can be seen in Table 7.1, the matching-based measures, namely the
Hausdorff Distance, Perceptually Modified Hausdorff Distance, and Signa-
ture Matching Distance, and the transformation-based Earth Mover’s Dis-
tance perform well on pixel-based histogram descriptors, color moment de-
scriptors, and gradient-based SIFT descriptors, while the Weighted Corre-
lation Distance only performs well on pixel-based histogram descriptors. In
fact, the highest mean average precision value of 0.591 is reached by the Per-
ceptually Modified Hausdorff Distance followed by a mean average precision
value of 0.589 that is reached by the Signature Matching Distance.
The mean average precision values of the Signature Quadratic Form
Distance with respect to different kernel similarity functions based on the
Kullback-Leibler Divergence are summarized in Table 7.2. The table reports
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Table 7.1: Mean average precision (map) values of the signature-based dis-
tance functions utilizing the Kullback-Leibler Divergence as ground distance
function on the Holidays database.
HDKL PMHDKL SMDKL EMDKL WCDKL
descriptor map map map ε λ map map
rgbhistogram 0.426 0.461 0.438 1.0 0.7 0.418 0.427
opponenthist. 0.429 0.460 0.441 0.4 0.55 0.420 0.422
huehistogram 0.453 0.502 0.476 0.9 0.4 0.468 0.436
nrghistogram 0.377 0.392 0.376 0.9 0.05 0.369 0.360
transf.colorhist. 0.463 0.521 0.512 1.0 0.0 0.500 0.430
colormoments 0.536 0.589 0.589 1.0 0.0 0.518 0.087
col.mom.inv. 0.523 0.591 0.582 1.0 0.5 0.562 0.019
sift 0.434 0.457 0.458 0.3 0.4 0.458 0.007
huesift 0.438 0.476 0.455 0.2 0.85 0.467 0.005
hsvsift 0.447 0.483 0.470 0.2 0.4 0.479 0.006
opponentsift 0.455 0.483 0.479 0.4 0.55 0.478 0.006
rgsift 0.438 0.477 0.470 0.2 0.75 0.474 0.005
csift 0.440 0.472 0.471 0.4 0.3 0.472 0.005
rgbsift 0.439 0.468 0.468 0.3 0.85 0.470 0.006
the highest mean average precision values for different kernel parameters
σ ∈ R>0 respectively α ≤ 2 ∈ R>0. The highest mean average precision
values are highlighted for each kernel similarity function.
As can be seen in Table 7.2, the Signature Quadratic Form Distance
performs well on all combinations of local feature descriptors and Kullback-
Leibler Divergence-based kernel similarity functions. By utilizing the Gaus-
sian and Laplacian kernel, the Signature Quadratic Form Distance shows
higher mean average precision values on the pixel-based histogram descriptors
than by utilizing the power and log kernel. The latter combination, i.e. the
Signature Quadratic Form Distance with the log kernel, reaches the highest
mean average precision values on the gradient-based SIFT descriptors. Sum-
marizing, the highest mean average precision value of 0.542 is reached by the
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Table 7.2: Mean average precision (map) values of the Signature Quadratic
Form Distance with respect to different kernel similarity functions based on
the Kullback-Leibler Divergence on the Holidays database.
kGaussian,KL kLaplacian,KL kpower,KL klog,KL
descriptor map σ map σ map α map α
rbghistogram 0.463 2.13 0.471 2.13 0.406 1.0 0.410 2.0
opponenthist. 0.458 2.23 0.464 2.23 0.404 1.0 0.406 2.0
huehistogram 0.483 1.38 0.484 1.38 0.410 1.0 0.407 1.0
nrghistogram 0.387 1.96 0.388 1.96 0.352 1.0 0.355 2.0
transf.colorhist. 0.491 0.34 0.542 1.36 0.409 2.0 0.422 1.0
colormoments 0.441 5.73 0.469 5.73 0.419 0.1 0.434 1.0
col.mom.inv. 0.412 532.73 0.412 26.64 0.412 2.0 0.421 1.0
sift 0.406 69.70 0.410 38.72 0.406 1.0 0.415 1.0
huesift 0.410 57.30 0.412 40.11 0.409 1.0 0.422 1.0
hsvsift 0.407 195.26 0.410 390.53 0.407 1.0 0.424 1.0
opponentsift 0.409 197.24 0.409 65.75 0.407 2.0 0.421 1.0
rgsift 0.409 103.93 0.412 76.21 0.409 1.0 0.415 1.0
csift 0.412 393.40 0.412 78.68 0.408 2.0 0.419 1.0
rgbsift 0.406 67.00 0.410 86.14 0.405 1.0 0.418 1.0
Signature Quadratic Form Distance with the Kullback-Leibler Divergence-
based Laplacian kernel kLaplacian,KL, while the second-highest mean average
precision value is obtained by utilizing the Gaussian kernel kGaussian,KL with
the Kullback-Leibler Divergence.
The mean average precision values of the Signature Quadratic Form Dis-
tance SQFDPrkGaussian based on the proposed closed-form expression presented
in Section 7.4 as well as those of the Goldberger approximation KLGoldberger,
unscented transform approximation KLunscented, and variational approxima-
tion KLvariational of the Kullback-Leibler Divergence between Gaussian mix-
ture models are summarized in Table 7.3. The table reports the highest mean
average precision values for different kernel parameters σ ∈ R>0. The highest
mean average precision values are highlighted for each approach.
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Table 7.3: Mean average precision (map) values of the Signature Quadratic
Form Distance SQFDPrkGaussian based on the closed-form expression and ap-
proximations of the Kullback-Leibler Divergence on the Holidays database.
SQFDPrkGaussian KLGoldberger KLunscented KLvariational
descriptor map σ map map map
rgbhistogram 0.654 0.43 0.450 0.501 0.463
opponenthist. 0.680 0.45 0.445 0.451 0.461
huehistogram 0.670 0.23 0.480 0.579 0.495
nrghistogram 0.643 0.39 0.353 0.490 0.377
transf.colorhist. 0.630 0.23 0.286 0.687 0.500
colormoments 0.598 5.73 0.555 0.612 0.577
col.mom.inv. 0.508 53.27 0.526 0.684 0.607
sift 0.653 174.25 0.063 0.581 0.141
huesift 0.703 200.54 0.028 0.177 0.092
hsvsift 0.675 390.53 0.046 – 0.109
opponentsift 0.675 295.86 0.063 – 0.129
rgsift 0.680 285.80 0.049 – 0.108
csift 0.682 295.05 0.048 – 0.106
rgbsift 0.663 301.49 0.059 – 0.126
As can be seen in Table 7.3, the Signature Quadratic Form Distance
based on the closed-form expression outperforms the approximations of the
Kullback-Leibler Divergence on most of the pixel-based histogram descriptors
and on all gradient-based SIFT descriptors. In particular the high dimension-
ality of the gradient-based SIFT descriptors causes the unscented transform
approximation to fail due to algorithmic reasons [Beecks et al., 2011b]. The
Signature Quadratic Form Distance SQFDPrkGaussian based on the closed-form
expression reaches the highest mean average precision value of 0.703.
The mean average precision values summarized in Table 7.1, Table 7.2,
and Table 7.3 show that the Signature Quadratic Form Distance SQFDPrkGaussian
based on the closed-form expression outperforms nearly all approximations of
the Kullback-Leibler Divergence and all signature-based approaches utilizing
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Table 7.4: Computation time values in milliseconds needed to perform a
single distance computation between two Gaussian mixture models with 10
components.
approach rgbhistogram (45d) sift (128d) csift (384d)
HDKL 0.031 0.032 0.032
PMHDKL 0.032 0.033 0.038
SMDKL 0.032 0.037 0.032
EMDKL 0.125 0.112 0.125
WCDKL 0.048 0.079 0.093
SQFDkGaussian,KL 0.048 0.047 0.063
SQFDkLaplacian,KL 0.048 0.049 0.062
SQFDkpower,KL 0.079 0.079 0.087
SQFDklog,KL 0.094 0.094 0.095
KLGoldberger 0.016 0.031 0.032
KLunscented 2.856 22.59 196.327
KLvariational 0.041 0.046 0.048
SQFDPrkGaussian 0.101 0.251 0.719
the Kullback-Leibler Divergence as ground distance function on the pixel-
based histogram and gradient-based SIFT descriptors. It thus epitomizes
a competitive distance-based approach to determine dissimilarity between
Gaussian mixture models.
Let us now take a closer look at the efficiency of the aforementioned ap-
proaches. For this purpose, the computation time values needed to perform
a single distance computation between two Gaussian mixture models of size
10 are reported in Table 7.4. The approaches have been implemented in
Java 1.6 and evaluated on a single-core 3.4 GHz machine with 16 Gb main
memory.
As can be seen in Table 7.4, all approaches except the unscented transform
approximation of the Kullback-Leibler Divergence are computed between two
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Gaussian mixture models in less than one millisecond. The Hausdorff Dis-
tance HDKL, Perceptually Modified Hausdorff Distance PMHDKL, and Signa-
ture Matching Distance SMDKL are faster than the Weighted Correlation Dis-
tance WCDKL and Signature Quadratic Form Distance SQFD with respect
to the different kernel similarity functions based on the Kullback-Leibler Di-
vergence. The computation time values of the Goldberger and variational
approximations of the Kullback-Leibler Divergence are in between those of
the matching-based and correlation-based measures. The computation time
values of the Earth Mover’s Distance EMDKL lie above the computation time
values of the aforementioned approaches. The computation time values of the
Signature Quadratic Form Distance SQFDPrkGaussian based on the closed-form
expression approximately lie between 0.1 and 0.7 milliseconds when utilizing
Gaussian mixture models over 45-dimensional and 384-dimensional descrip-
tors, respectively.
Summarizing, the retrieval performance analysis shows that most of the eval-
uated approaches are applicable to Gaussian mixture models for the purpose
of content-based retrieval. It also shows that none of these approaches is able
to compete with the Signature Quadratic Form Distance based on the closed-
form expression with respect to the highest mean average precision value. I
thus conclude that the Signature Quadratic Form Distance on mixtures of
probabilistic feature signatures, as proposed in this chapter, is a competitive
distance-based approach to define dissimilarity between Gaussian mixture
models.
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8
Efficient Similarity Query Processing
This chapter provides an overview of efficient similarity query processing ap-
proaches for the Signature Quadratic Form Distance. Existing query process-
ing techniques for the class of feature histograms are outlined and discussed
in Section 8.1. Domain-specific approaches, whose idea is to modify the in-
ner workings of a specific similarity model, are exemplified in Section 8.2.
Generic approaches, whose idea is to utilize the generic mathematical prop-
erties of a family of similarity models, are presented in Section 8.3. Finally,
a comparative performance analysis is presented in Section 8.4.
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8.1 Why not applying existing techniques?
When aiming at designing efficient query processing techniques for the Signa-
ture Quadratic Form Distance on feature signatures one could ask whether
existing techniques of the Quadratic Form Distance on feature histograms
can be used or not. In fact, many techniques [Hafner et al., 1995, Seidl and
Kriegel, 1997, Ankerst et al., 1998, Skopal et al., 2011] have been proposed in
order to improve the efficiency of similarity query processing when applying
the Quadratic Form Distance to feature histograms.
A short overview of these techniques and an explanation of their practical
infeasibility for feature signatures is given in the remainder of this section.
For this purpose, let (F, δ) be a feature space and X, Y ∈ HR be two feature
histograms. Then, the Quadratic Form Distance QFDs(X, Y ) with similarity
function s : F × F → R is defined by means of the coincidence model, see
Section 6.2.1, as:
QFDs(X, Y ) =
√
(x− y) · S · (x− y)T = QFDS(x,y),
where x,y ∈ R|R| are the mutually aligned weight vectors which are defined
as x =
(
X(r1), . . . , X(r|R|)
)
and y =
(
Y (r1), . . . , Y (r|R|)
)
for ri ∈ R and
S ∈ R|R|×|R| is the similarity matrix which is defined as S[i, j] = s(ri, rj)
for 1 ≤ i ≤ |R| and 1 ≤ j ≤ |R|. These mutually aligned weight vectors
correspond to the random weight vectors with the same order of representa-
tives, see Section 6.2.2. For the sake of convenience, we will use the notion
QFDS(x,y) which includes the similarity matrix S throughout this section.
Analogously, we denote the Minkowsi distance Lp(X, Y ) and its weighted
variant Lp,w(X, Y ) between two feature histograms as Lp(x,y) and Lp,w(x,y)
between the corresponding mutually aligned weight vectors, respectively.
One of the first approaches that reduces the computational effort of a
single Quadratic Form Distance computation has been proposed by Hafner
et al. [1995]. By utilizing a symmetric decomposition of a similarity matrix S,
i.e. by using the diagonalization S = VWV T with orthonormal matrices V
and V T and a diagonal matrix W , the Quadratic Form Distance between two
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feature histograms is replaced by the Weighted Euclidean Distance as follows:
QFDS(x,y) = QFDW (x · V,y · V ) = L2,w(x · V,y · V ),
where w : F→ R is defined by the diagonal matrix W for all f ∈ F as
w(f)
W [i, i] if f = ri ∈ R0 otherwise.
Following the idea of decomposing the similarity matrix S, Skopal et al.
[2011] utilize the Cholesky decomposition S = BBT in the same manner in
order to obtain the following substitution of the Quadratic Form Distance:
QFDS(x,y) = QFDI(x ·B,y ·B) = L2(x ·B,y ·B),
where I denotes the identity matrix of corresponding dimensionality.
Based on these decompositions of a similarity matrix of the Quadratic
Form Distance, both groups of authors suggest to index a database by means
of the transformed feature histograms, i.e. by either x ·V or x ·B, in order to
process similarity queries with the (Weighted) Euclidean Distance efficiently.
Skopal et al. [2011] further studied the possibility of indexing the transformed
feature histograms by metric access methods [Cha´vez et al., 2001, Samet,
2006, Zezula et al., 2006].
Both approaches achieve an improvement in efficiency and allow the uti-
lization of conventional dimensionality reduction techniques. What makes
them inflexible is the dependence on a constant similarity matrix. Varying
the similarity matrix causes the recomputation of the transformed feature
histograms and thus the reorganization of the entire database. As a con-
sequence, these approaches require an invariable similarity matrix of the
Quadratic Form Distance.
In order to overcome this issue, Seidl and Kriegel [1997] generalized the
idea of decomposing the similarity matrix by including arbitrary transforma-
tions which are definable by an orthonormal matrixR within the computation
of the Quadratic Form Distance as follows:
QFDS(x,y) = QFDRSRT (x ·R,y ·R).
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The transformation defined through the orthonormal matrix R is applied
two the feature histograms of a database prior to the distance computation.
Thus at query time, the similarity matrix S of the Quadratic Form Dis-
tance has to be transformed only once in order to process the query. By
means of this decomposition, Seidl and Kriegel [1997] have shown how to
define a greatest lower bound of the Quadratic Form Distance QFDS by it-
eratively reducing the similarity matrix S ∈ R|R|×|R| to a similarity matrix
S ′ ∈ R|R|−1×|R|−1 as follows:
S ′[i, j] = S[i, j]− (S[i, k] + S[k, i]) · (S[k, j] + S[j, k])
4 · S[k, k] ,
for 1 ≤ i ≤ |R|−1 and 1 ≤ j ≤ |R|−1 and k = |R|. According to the formula
above, the similarity matrix S ′ truncates the last dimension of the similarity
matrix S. By truncating the feature histograms correspondingly, this yields
the lower bound QFDS′(x
′,y′) ≤ QFDS(x,y) which can be further lower
bounded by applying the formula recursively.
While the techniques summarized above are motivated algebraically, the
two following lower bounds are motivated geometrically. Ankerst et al. [1998]
propose to approximate the ellipsoid isosurface of the Quadratic Form Dis-
tance by a sphere or a box isosurface which can be described by the corre-
sponding instances of the Minkowski Distance. The resulting lower bounds
are defined as follows:
• sphere approximation: √wmin · L2(x,y) ≤ QFDS(x,y)
• box approximation: L∞,w(x,y) ≤ QFDS(x,y) with w(i) = S−1[i, i]
As can be seen in the formulas above, the sphere approximation is based
on the Euclidean Distance and relies on on the smallest eigenvalue wmin ∈ R
of the similarity matrix S. The box approximation is based on the Chebyshev
Distance and relies on the diagonal values S−1[i, i] of the inverse similarity
matrix S−1. Thus, these lower bounds are dependent on a static similarity
matrix in order to process similarity queries efficiently.
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As pointed out by Beecks et al. [2010e], it is theoretically possible to apply
the techniques presented above to the Signature Quadratic Form Distance
on feature signatures. What makes it difficult to improve the efficiency of
query processing is the fact that each computation of the Signature Quadratic
Form Distance between two feature signatures is carried out according to the
representatives of the feature signatures. Since each distance computation
requires the determination of its own similarity matrix, the techniques pre-
sented above have to be applied individually to each single distance compu-
tation. Obviously, this worsen the efficiency of query processing instead of
improving it.
In the following section, I will exemplify the idea of model-specific ap-
proaches for the Signature Quadratic Form Distance on feature signatures.
8.2 Model-specific Approaches
The idea of model-specific approaches is to modify the inner workings of a
specific distance-based similarity model, in our case the Signature Quadratic
Form Distance on feature signatures, in order to process similarity queries
efficiently. In the following, I will outline three easy-to-use model-specific
approaches for the Signature Quadratic Form Distance, which exemplarily
point out different ways of utilizing the inherent characteristics of the sim-
ilarity model. The maximum components approach [Beecks et al., 2010e]
attributes the distance computation to a very smaller part of the feature
signatures, namely to the representatives with the highest weights. The sim-
ilarity matrix compression approach [Beecks et al., 2010f] exploits the shared
representatives of the feature signatures in order to reduce the computa-
tion time complexity. Similarly, the L2-Signature Quadratic Form Distance
[Beecks et al., 2011g] exploits a specific similarity function in order to al-
gebraically simplify the distance computation. It is worth mentioning that
these approaches can be combined in order to process similarity queries ef-
ficiently without the need of any indexing structure. In addition, I will also
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outline the GPU-based approach by Kruliˇs et al. [2011, 2012] as an example
of utilizing different parallel computer architectures.
8.2.1 Maximum Components
The maximum components approach [Beecks et al., 2010e] epitomizes an
intuitive way of approximating the Signature Quadratic Form Distance be-
tween two feature signatures. The idea of this approach consists in reducing
the computation of the Signature Quadratic Form Distance to the maximum
components of the feature signatures. A formal definition of the maximum
components of a feature signature is given below.
Definition 8.2.1 (Maximum components)
Let (F, δ) be a feature space and X ∈ S be a feature signature. The maximum
components R∗X ⊆ F of X of size c ∈ N are defined as follows:
R∗X ⊆ RX ∧ |R∗X | = c such that
∀r ∈ R∗X ,∀r′ ∈ RX\R∗X : X(r) ≥ X(r′).
As can be seen in the definition above, the maximum components R∗X ⊆
RX of a feature signature X comprise the representatives r
∗ with the highest
weights X(r∗). Intuitively, the maximum components correspond to the
most influential part of a feature signature. Given this formal definition,
each feature signature can now be restricted to its maximum components, as
defined below.
Definition 8.2.2 (Maximum component feature signature)
Let (F, δ) be a feature space and X ∈ S be a feature signature with maximum
components R∗X . The corresponding maximum component feature signature
X∗ ∈ S is defined for all f ∈ F as:
X∗(f) =
X(f) if f ∈ R∗X ,0 otherwise.
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By utilizing the concept of the maximum component feature signature,
Beecks et al. [2010e] have proposed to use the distance SQFD∗s(X, Y ) =
SQFDs(X
∗, Y ∗) between the corresponding maximum component feature sig-
natures X∗ and Y ∗ as an approximation of the Signature Quadratic Form
Distance SQFDs(X, Y ) between two feature signatures X and Y . This ap-
proximation is then applied in the multi-step approach [Seidl and Kriegel,
1998], which is described in Section 5.2, in order to process k-nearest-neighbor
queries efficiently but approximately. As a result, this approach reaches a
completeness of more than 98% on average by maintaining an average selec-
tivity of more than 63% Beecks et al. [2010e].
While the maximum components approach shows how to improve the
efficiency of query processing by means of a simple modification of the sim-
ilarity model, i.e. by a modification of the feature signatures, the following
approach shows how to improve the efficiency of query processing by exploit-
ing common parts of the feature signatures.
8.2.2 Similarity Matrix Compression
The idea of the similarity matrix compression approach [Beecks et al., 2010f]
is to exploit common parts of the feature signatures which share the same
information in order to reduce the complexity of a single distance compu-
tation. For this purpose, the representatives of the feature signatures are
subdivided into global representatives that are guaranteed to appear in all
feature signatures and local representatives that individually appear in each
feature signature. Let us denote the global representatives as RS ⊆ F with
respect to a finite set of feature signatures S ⊂ S. We then suppose each
feature signature X ∈ S to share the global representatives, i.e. it holds for
all X ∈ S that RS ⊆ RX .
As investigated by Beecks et al. [2010f], these global representatives RS
are then used to speed up the computation of the Signature Quadratic Form
Distance. This is achieved by performing a lossless compression of the simi-
larity matrix. Instead of computing the Signature Quadratic Form Distance
SQFDs between two feature signatures X, Y ∈ S by means of the concatena-
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tion model as SQFD◦s(X, Y ) =
√
(x | − y) · S · (x | − y)T , where x ∈ R|RX |
and y ∈ R|RY | are the random weight vectors and S ∈ R(|RX |+|RY |)×(|RX |+|RY |)
is the corresponding similarity matrix, the Signature Quadratic Form Dis-
tance is computed by means of the coincide model as SQFD∼s (X, Y ) =√
(x˜− y˜) · S˜ · (x˜− y˜)T , where x˜, y˜ ∈ R|RX∪RY | are the mutually aligned
weight vectors and S˜ ∈ R(|RX∪RY |)×(|RX∪RY |) is the corresponding similarity
matrix, as explained in Section 6.2.
In this way, the similarity matrix S is compressed to the similarity ma-
trix S˜. Although both matrices capture the same information, i.e. they both
include the same similarity values among the representatives of the feature
signatures, they differ in terms of redundancy. Similarity matrix S includes
the similarity values affecting the global representatives RS twice, while simi-
larity matrix S˜ includes these similarity values only once. Thus, the similarity
matrix S˜ comprises only similarity values among distinct representatives.
In combination with the equivalence of the concatenation and the co-
incidence model of the Signature Quadratic Form Distance, which has been
shown in Theorem 6.3.1, the similarity matrix compression approach becomes
an efficient query processing approach provided that the feature signatures
share the global representatives RS . In this case, the similarity matrix S˜ can
be partially precomputed prior to the query processing, which reduces the
computation time of each single distance computation.
While this approach shows how to utilize a particular structure of the
feature signatures, the following approach shows how to utilize a specific
similarity function in order to simplify the computation of the Signature
Quadratic Form Distance.
8.2.3 L2-Signature Quadratic Form Distance
The idea of the L2-Signature Quadratic Form Distance [Beecks et al., 2011g]
consists in replacing the distance computation with a compact closed-form
expression. This is done by exploiting the specific power kernel kpower(x, y) =
−‖x−y‖2
2
= −L2(x,y)2
2
with the Euclidean norm ‖x‖ =
√∑d
i=1 x
2
i as similar-
ity function. The Signature Quadratic Form Distance then simplifies to the
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Euclidean Distance between the weighted means of the corresponding repre-
sentatives of the feature signatures. For this purpose, let us first define the
mean representative of a feature signature.
Definition 8.2.3 (Mean representative of a feature signature)
Let (F, δ) be a feature space and X ∈ S be a feature signature. The mean
representative x¯ ∈ F of X is defined as follows:
x¯ =
∑
f∈F
f ·X(f).
As can be seen in the definition above, the mean representative x¯ ∈ F
of a feature signature X summarizes the contributing features f ∈ RX with
their corresponding weights X(f). It thus aggregates the local properties of
a multimedia data object, which are expressed via the corresponding repre-
sentatives of the feature signatures. As a result, it reflects a feature signature
by means of a single representative.
Based on the mean representative of a feature signature, the Signature
Quadratic Form Distance SQFDs(X, Y ) between two feature signatures X
and Y can be simplified to the Euclidean Distance between their mean rep-
resentatives x¯ and y¯ when using the similarity function s(x, y) = −L2(x,y)2
2
.
This particular instance of the Signature Quadratic Form Distance is de-
noted as L2-Signature Quadratic Form Distance [Beecks et al., 2011g]. The
corresponding theorem is given below.
Theorem 8.2.1 (Simplification of the SQFD)
Let (F, δ) be a multi-dimensional Euclidean feature space with F = Rd and
s(x, y) = −L2(x,y)2
2
be a similarity function over F. Then, it holds for all
feature signatures X, Y ∈ S that:
SQFDs(X, Y ) = L2(x¯, y¯),
where x¯, y¯ ∈ F denote the mean representatives of the feature signatures X
and Y .
Proof.
Let 〈·, ·〉 : F×F→ R denote the canonical dot product 〈x, y〉 = ∑di=1 xi ·yi for
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all x, y ∈ F = Rd. Further, let us define ‖x, y〉 = 〈x, x〉 and 〈x, y‖ = 〈y, y〉.
Since it holds that L2(x, y)
2 = 〈x, x〉−2〈x, y〉+〈y, y〉 = ‖x, y〉−2〈x, y〉+〈x, y‖
we have:
SQFDs(X, Y )
2 = 〈X − Y,X − Y 〉s
= −1
2
· 〈X − Y,X − Y 〉L22
= −1
2
〈X,X〉L22 + 〈X, Y 〉L22 −
1
2
〈Y, Y 〉L22
= −1
2
〈X,X〉‖·,·〉 + 〈X,X〉〈·,·〉 − 1
2
〈X,X〉〈·,·‖
+〈X,X〉‖·,·〉 − 2〈X, Y 〉〈·,·〉 + 〈Y, Y 〉〈·,·‖
−1
2
〈Y, Y 〉‖·,·〉 + 〈Y, Y 〉〈·,·〉 − 1
2
〈Y, Y 〉〈·,·‖
= 〈X,X〉〈·,·〉 − 2〈X, Y 〉〈·,·〉 + 〈Y, Y 〉〈·,·〉
= 〈x¯, x¯〉 − 2〈x¯, y¯〉+ 〈y¯, y¯〉
= L2(x¯, y¯)
2
Consequently, we obtain that SQFDs(X, Y ) = L2(x¯, y¯).
By simplifying the Signature Quadratic Form Distance and replacing it
with the Euclidean Distance according to Theorem 8.2.1, the computation
time complexity and space complexity of the L2-Signature Quadratic Form
Distance becomes linear with respect to the dimensionality d of the underly-
ing feature space Rd. Provided that the mean representative of each database
feature signature is precomputed and stored, this approach improves the ef-
ficiency of query processing significantly. Nonetheless, the efficiency comes
at the cost of the expressiveness which is limited to that of the Euclidean
Distance between the corresponding mean representatives of the feature sig-
natures.
Summarizing, this approach has shown how to algebraically utilize a spe-
cific similarity function within the Signature Quadratic Form Distance.
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8.2.4 GPU-based Query Processing
In addition to the model-specific approaches mentioned above, Kruliˇs et al.
[2011, 2012] also investigated the utilization of many-core graphics process-
ing units (GPUs) and multi-core central processing units (CPUs) in order to
process the Signature Quadratic Form Distance efficiently on different par-
allel computer architectures. The main challenge lies in defining an efficient
parallel computation model of the Signature Quadratic Form Distance for
specific GPU architectures, which differ from CPU architectures in multi-
ple ways. Kruliˇs et al. [2011, 2012] have shown how to take into account
the internal factors of GPU architectures, such as the thread execution and
memory organization, in order to design an efficient parallel computation
model of the Signature Quadratic Form Distance. This computation model
considers both the parallel execution of multiple distance computations as
well as the parallelization of each single distance computation. Further, the
application of this parallel computation model by combining GPU and CPU
architectures results in an outstanding improvement in efficiency. Thus, pro-
cessing similarity queries with the Signature Quadratic Form Distance in a
GPU-based manner reveals an efficient and effective alternative compared
with other existing approaches. In fact, Kruliˇs et al. [2011, 2012] have also
included metric and Ptolemaic query processing approaches into their paral-
lel computation model. These approaches will be explained in the following
section.
8.3 Generic Approaches
The idea of generic approaches is to utilize the generic mathematical prop-
erties of a family of distance-based similarity models instead of modifying
the inner workings of a specific similarity model as done by model-specific
approaches that are presented in Section 8.2. Thus, generic approaches are
applicable to any distance-based similarity model that complies with the re-
quired mathematical conditions. For instance, metric approaches are appli-
cable to the family of similarity models comprising metric distance functions
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while Ptolemaic approaches are applicable to the family of similarity models
comprising Ptolemaic distance functions.
The advantage of generic approaches is the independence between sim-
ilarity modeling and efficient query processing. A generic approach allows
domain experts to model their notion of distance-based similarity by an ap-
propriate feature representation and distance function. At the same time,
this approach allows database experts to design access methods for efficient
query processing of content-based similarity queries, which solely rely on the
generic mathematical properties of the distance-based similarity model. In
other words, generic approaches do not necessarily know the structure of the
distance-based similarity model, they esteem it as black box.
In the remainder of this section, I will present the principles of metric
respectively Ptolemaic approaches, starting with the first mentioned.
8.3.1 Metric Approaches
The fundamental idea of metric approaches [Zezula et al., 2006, Samet, 2006,
Hjaltason and Samet, 2003, Cha´vez et al., 2001] is to utilize a lower bound
that is induced by the metric properties of a distance-based similarity model
in order to process similarity queries efficiently. The lower bound is directly
derived from the triangle inequality, which states that the direct distance
between two objects is always smaller than or equal to the sum of distances
over any additional object. Thus, it is independent of the inner workings of
the corresponding distance-based similarity model.
Let (X, δ) be a metric space satisfying the metric properties according
to Definition 4.1.3. Then, based on the triangle inequality, it holds for all
x, y, z ∈ X that:
δ(x, z) ≤ δ(x, y) + δ(y, z)⇒ δ(x, z)− δ(y, z) ≤ δ(x, y),
δ(y, z) ≤ δ(y, x) + δ(x, z)⇒ δ(y, z)− δ(x, z) ≤ δ(y, x).
Combining both inequalities yields:
−δ(x, y) ≤ δ(x, z)− δ(y, z) ≤ δ(x, y)
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and thus
|δ(x, z)− δ(y, z)| ≤ δ(x, y).
The latter inequality is denoted as reverse or inverse triangle inequality.
It states that the distance δ(x, y) between x and y is always greater than
or equal to the absolute difference of distance δ(x, z) between x and z and
distance δ(y, z) between y and z. In other words, δ4z (x, y) = |δ(x, z)−δ(y, z)|
is a lower bound of the distance δ(x, y) with respect to z. This lower bound δ4z
of δ can be defined with respect to any element z ∈ X. Thus, multiple lower
bounds δ4z1 , . . . δ
4
zk
are mathematically related by means of their maximum,
since we are interested in the greatest lower bound. This leads us to the
definition of the triangle lower bound, as shown below.
Definition 8.3.1 (Triangle lower bound)
Let (X, δ) be a metric space and P ⊆ X be a finite set of elements. The
triangle lower bound δ4P : X × X → R with respect to P is defined for all
x, y ∈ X as:
δ4P (x, y) = max
p∈P
|δ(x, p)− δ(p, y)|.
As can be seen in Definition 8.3.1, the triangle lower bound δ4P is defined
with respect to a finite set of elements P, which are referred to as reference
objects or pivot elements. It can be utilized directly within the multi-step
algorithm presented in Section 5.2 in order to process distance-based simi-
larity queries. Nonetheless, the direct utilization is not meaningful since a
single lower bound computation requires 2 · |P| distance evaluations.
In order to process distance-based similarity queries efficiently, the dis-
tances between the database objects and the pivot elements have to be pre-
computed prior to the query evaluation. This idea finally leads to the concept
of a pivot table [Navarro, 2009], which was originally introduced as LAESA
by Mico´ et al. [1994]. A pivot table over a metric space (X, δ) stores the dis-
tances δ(x, p) between each database object x ∈ DB and each pivot element
p ∈ P. The stored distances are then used at query time to compute the
lower bounds δ4P (q, x) between the query object q ∈ X and each database
object x ∈ DB efficiently.
165
The pivot table is regarded as one of the most simplistic yet effective
metric access method which, in fact, only applies caching of distances. Other
metric access methods which organize the data hierarchically are for instance
the M-tree [Ciaccia et al., 1997], the PM-tree [Skopal, 2004, Skopal et al.,
2005], the iDistance [Jagadish et al., 2005], and the M-index [Novak et al.,
2011], to name just a few. A more comprehensive overview of the basic
principles of metric indexing along with an overview of metric access methods
can also be found in the work of Hetland [2009a].
The performance of a metric access method in terms of efficiency depends
on a number of factors, such as the pivot selection strategies, the insertion
strategies of hierarchical approaches, etc. One important factor that has
to be taken into account when indexing a multimedia database is the data
distribution. If the multimedia data objects are not naturally well clustered,
then it might be impossible for metric access methods to process content-
based similarity queries efficiently [Beecks et al., 2011e]. The ability of being
successfully indexable with respect to efficient query processing is denoted
as indexability. It can intuitively be interpret as the intrinsic difficulty of
the search problem [Cha´vez et al., 2001] and corresponds to the curse of
dimensionality [Bo¨hm et al., 2001] in high-dimensional vector spaces. One
way of quantifying the indexability is the intrinsic dimensionality [Cha´vez
et al., 2001], whose formal definition is given below.
Definition 8.3.2 (Intrinsic dimensionality)
Let (X, δ) be a metric space. The intrinsic dimensionality ρ of (X, δ) is defined
as follows:
ρ[X, δ] =
E[δ(X,X)]2
2 · var[δ(X,X)] ,
where E[δ(X,X)] denotes the expected distance and var[δ(X,X)] denotes the
variance of the distance within X.
According to Definition 8.3.2, the intrinsic dimensionality ρ reflects the
indexability of a data distribution within a metric space (X, δ) by means of
its distance distribution. The lower the intrinsic dimensionality the better
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the indexability, and vice versa. According to Cha´vez et al. [2001], the in-
trinsic dimensionality grows with the expected distance and decreases with
the variance of the distance.
The indexability of the Signature Quadratic Form Distance on the class of
feature signatures has been investigated empirically by Beecks et al. [2011e].
The investigation shows a strong connection between the indexability and
the similarity function of the Signature Quadratic Form Distance. This con-
nection has been found out for instance when utilizing the Gaussian kernel
kGaussian(x, y) = e
− ‖x−y‖2
2σ2 with 0 < σ ∈ R as similarity function, see Section
6.4. The larger the parameter σ of this similarity function, the smaller the
intrinsic dimensionality and, thus, the better the indexability. This behavior
is also noticeable for other similarity functions. According to Beecks et al.
[2011e], the impact of the similarity function results in a trade-off between in-
dexability and retrieval accuracy of the Signature Quadratic Form Distance:
the higher the indexability the lower the retrieval accuracy. This observation
is also supported by Lokocˇ et al. [2011a] for the Earth Mover’s Distance,
where the indexability is determined by the ground distance function.
While metric approaches are well-understood and well-applicable to com-
plex metric spaces such as the class of feature signatures endowed with the
Signature Quadratic Form Distance (S, SQFDs), Ptolemaic approaches [Het-
land, 2009b, Hetland et al., 2013] are a new trend that seems to successfully
challenge metric approaches. The principles of Ptolemaic approaches are
described in the following section.
8.3.2 Ptolemaic Approaches
While the fundamental idea of metric approaches consists in utilizing the
triangle inequality in order to define a triangle lower bound, the main idea of
Ptolemaic approaches [Hetland, 2009b, Hetland et al., 2013] is to utilize the
Ptolemy inequality, which has been formalized in Definition 6.3.1, in order
to induce a lower bound. Originated from the Euclidean space (Rn,L2),
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Ptolemy’s inequality relates the lengths of the four sides and of the two
diagonals of a quadrilateral with each other and states that the pairwise
products of opposing sides sum to more than the product of the diagonals
[Hetland et al., 2013].
For the sake of convenience, let us suppose (X, δ) to be a metric space
satisfying Ptolemy’s inequality in the remainder of this section. Then, as has
been shown by Hetland [2009b], it holds for all x, y, u, v ∈ X that:
δ(x, v) · δ(y, u) ≤ δ(x, y) · δ(u, v) + δ(x, u) · δ(y, v)
δ(x, v) · δ(y, u)− δ(x, u) · δ(y, v) ≤ δ(x, y) · δ(u, v)
(δ(x, v) · δ(y, u)− δ(x, u) · δ(y, v)) /δ(u, v) ≤ δ(x, y),
and through the exchange of u and v:
δ(x, u) · δ(y, v) ≤ δ(x, y) · δ(v, u) + δ(x, v) · δ(y, u)
δ(x, u) · δ(y, v)− δ(x, v) · δ(y, u) ≤ δ(x, y) · δ(v, u)
(δ(x, u) · δ(y, v)− δ(x, v) · δ(y, u)) /δ(v, u) ≤ δ(x, y)
(δ(x, v) · δ(y, u)− δ(x, u) · δ(y, v)) /δ(u, v) ≥ −δ(x, y).
Combining these inequalities yields:
−δ(x, y) ≤ δ(x, v) · δ(y, u)− δ(x, u) · δ(y, v)
δ(u, v)
≤ δ(x, y)
and thus
|δ(x, v) · δ(y, u)− δ(x, u) · δ(y, v)|
δ(u, v)
≤ δ(x, y).
This inequality defines a lower bound of the distance δ(x, y) between x and
y by means of the distances δ(x, v), δ(x, u), δ(y, v), δ(y, u), and δ(u, v) among
x, y, u, and v. Thus, the lower bound δPtou,v (x, y) =
|δ(x,v)·δ(y,u)−δ(x,u)·δ(y,v)|
δ(u,v)
of
the distance δ(x, y) can be defined with respect to any two elements u, v ∈ X.
Generalizing from two elements to a finite set of elements P ⊆ X finally gives
us the definition of the Ptolemaic lower bound, as shown below.
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Definition 8.3.3 (Ptolemaic lower bound)
Let (X, δ) be a metric space and P ⊆ X be a finite set of elements. The
Ptolemaic lower bound δPtoP : X×X→ R with respect to P is defined for all
x, y ∈ X as:
δPtoP (x, y) = max
pi,pj∈P
|δ(x, pi) · δ(y, pj)− δ(x, pj) · δ(y, pi)|
δ(pi, pj)
.
The Ptolemaic lower bound complements the triangle lower bound and
can also be utilized directly within the multi-step algorithm presented in Sec-
tion 5.2 in order to process distance-based similarity queries. The problem of
caching distances, however, becomes more apparent since each computation
of the Ptolemaic lower bound δPtoP entails 5 ·
(|P|
2
)
distance computations.
Precomputing the distances prior to the query evaluation in addition
with heuristics to compute a single Ptolemaic lower bound efficiently gives
us the Ptolemaic pivot table [Hetland et al., 2013, Lokocˇ et al., 2011b]. The
unbalanced heuristic follows the idea of minimizing the expression δ(x, pj) ·
δ(y, pi) by examining those pivots pi, pj ∈ P which are either close to x or to y,
while the balanced heuristic examines those pivots which are close to both x
and y. Both heuristics rely on storing the corresponding pivot permutations
for each database object x ∈ DB in order to approximate the Ptolemaic lower
bound δPtoP efficiently.
In addition to the Ptolemaic pivot table, Hetland et al. [2013] and Lokocˇ
et al. [2011b] made use of the so-called Ptolemaic shell filtering in order to
establish the class of Ptolemaic access methods including the Ptolemaic vari-
ants of the PM-tree and the M-index.
Since the Signature Quadratic Form Distance is a Ptolemaic metric distance
function on the class of feature signatures provided that the inherent sim-
ilarity function is positive definite, cf. Theorem 6.3.9, the Ptolemaic ap-
proaches described above can be utilized in order to process similarity queries
non-approximately. A performance comparison of metric and Ptolemaic ap-
proaches is included in the following section.
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8.4 Performance Analysis
In this section, we compare model-specific and generic approaches for efficient
similarity query processing with respect to the Signature Quadratic Form
Distance. The maximum components approach presented in Section 8.2.1,
the similarity matrix compression approach presented in Section 8.2.2, and
the L2-Signature Quadratic Form Distance presented in Section 8.2.3 have
already been investigated by Beecks et al. [2010e,f, 2011g] on the Wang [Wang
et al., 2001], Coil100 [Nene et al., 1996], MIR Flickr [Huiskes and Lew,
2008], 101 Objects [Fei-Fei et al., 2007], ALOI [Geusebroek et al., 2005],
and MSRA-MM [Wang et al., 2009] databases. In addition, Kruliˇs et al.
[2011, 2012] investigated the GPU-based approach outlined in Section 8.2.4
on the synthetic Clouds and CoPhIR [Bolettieri et al., 2009] databases. The
metric and Ptolemaic approaches presented in Section 8.3.1 and Section 8.3.2
have correspondingly been investigated by Beecks et al. [2011e], Lokocˇ et al.
[2011b], and Hetland et al. [2013] on the Wang, Coil100, MIR Flickr, 101
Objects, ALOI, and Clouds databases.
The present performance analysis focuses on a comparative evaluation of
model-specific and generic approaches with respect to the Signature Quadratic
Form Distance utilizing the Gaussian kernel with the Euclidean norm as sim-
ilarity function. Following the results of the performance analysis of the Sig-
nature Quadratic Form Distance in Chapter 6, PCT-based feature signatures
of size 40 are used in order to benchmark the efficiency of query processing
approaches, since they show the highest retrieval performance in terms of
mean average precision values. The feature signatures have been extracted
as described in Section 6.6 for the Holidays [Jegou et al., 2008] database.
This database has been extended by 100,000 feature signatures of random
images from the MIR Flickr 1M [Mark J. Huiskes and Lew, 2010] database.
Let us refer to this combined database as the extended Holidays database.
In order to compare different query processing approaches with each
other, Table 8.1 summarizes the mean average precision values and the in-
trinsic dimensionality ρ ∈ R, cf. Section 8.3.1, of the extended Holidays
database. These values have been obtained by making use of the Signature
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Table 8.1: Mean average precision (map) values and intrinsic dimensionality
ρ of the Signature Quadratic Form Distance SQFDkGaussian with the Gaussian
kernel with respect to different kernel parameters σ ∈ R on the extended
Holidays database.
SQFDkGaussian
σ 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 2.0 5.0 10.0
map 0.59 0.70 0.71 0.71 0.69 0.68 0.66 0.64 0.63 0.62 0.54 0.49 0.48
ρ 77.6 28.5 18.2 13.6 10.7 8.8 7.4 6.5 5.7 5.2 3.1 2.5 2.4
Quadratic Form Distance SQFDkGaussian with the Gaussian kernel with respect
to different kernel parameters σ ∈ R. As can be seen in this table, the highest
mean average precision value of 0.713 is reached with the kernel parameter
σ = 0.3. The intrinsic dimensionality, which indicates the indexability of a
database with respect to the utilized distance-based similarity measure, has a
value of ρ = 18.2. On average, performing a sequential scan on the extended
Holidays database with the Signature Quadratic Form Distance using the
Gaussian kernel as similarity function is done in 29.2 seconds. This and the
following computation time values have been measured by implementing the
approaches in Java 1.6 on a single-core 3.4 GHz machine with 16 Gb main
memory, as described in Section 6.6.
The retrieval performance of the maximum components approach, i.e.
that of the Signature Quadratic Form Distance SQFD∗kGaussian with the Gaus-
sian kernel applied to the maximum component feature signatures, is sum-
marized in Table 8.2. It comprises the computation time values in mil-
liseconds needed to perform a sequential scan and the highest mean aver-
age precision values with respect to different number of maximum compo-
nents c ∈ N. The table also includes the values of the kernel parameter
σ ∈ {0.1, . . . , 0.9, 1.0, 2.0, 5.0, 10.0} ⊂ R leading to the highest mean average
precision values.
As can be seen in this table, the larger the number of maximum com-
ponents the higher the corresponding mean average precision values. This
growth of retrieval performance is concomitant with an increase in computa-
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Table 8.2: Computation time values in milliseconds and mean average pre-
cision (map) values of the maximum components approach with respect to
different number of maximum components c ∈ N including the best kernel
parameter σ ∈ R.
SQFD∗kGaussian
c 1 2 3 4 5 6 7 8 9 10
time 93 154 244 366 527 708 925 1187 1769 2130
map 0.43 0.44 0.47 0.49 0.52 0.54 0.54 0.56 0.59 0.60
σ 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.3 0.3
tion time that is needed to perform the sequential scan. In fact, the maximum
components approach is able to process a sequential scan by means of a single
maximum component in 93 milliseconds. This computation time deteriorates
to 2130 milliseconds when using 10 maximum components. While a single
maximum component yields a mean average precision value of 0.428, the uti-
lization of feature signatures comprising ten maximum components improves
the mean average precision to a value of 0.60. The computation of the max-
imum component feature signatures of the extended Holidays database has
been performed in 466 milliseconds.
In comparison to the maximum components approach, which utilizes the
Signature Quadratic Form Distance on the maximum component feature sig-
natures, the L2-Signature Quadratic Form Distance exploits a specific sim-
ilarity function in order to algebraically simplify the distance computation.
As a result, the L2-Signature Quadratic Form Distance is able to perform
a sequential scan on the extended Holidays database in 38 milliseconds by
maintaining a mean average precision value of 0.464. This corresponds to
the retrieval accuracy of the maximum components approach with approxi-
mately 3 maximum components. The computation of the mean representa-
tives of the feature signatures of the extended Holidays database has been
performed in 78 milliseconds.
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Summarizing, the evaluated model-specific approaches provide a compro-
mise between retrieval accuracy and efficiency. Nonetheless, these approaches
are thought of as approximations of the Signature Quadratic Form Distance.
Thus, they do not provide exact results. This property is maintained by the
generic approaches evaluated in below.
Provided that the utilized distance-based similarity model complies with
the metric respectively Ptolemaic properties, which holds true for the Signa-
ture Quadratic Form Distance with the Gaussian kernel on feature signatures,
the retrieval performance in terms of accuracy of the generic approaches is
equivalent to that of the sequential scan. Thus, in order to compare metric
and Ptolemaic approaches, it is sufficient to focus on the efficiency of pro-
cessing k-nearest-neigbor queries. For this purpose, the pivot table [Navarro,
2009], as described in Section 8.3.1, is utilized. The distances needed to
compute the triangle lower bound, cf. Definition 8.3.1, and the Ptolemaic
lower bound, cf. Definition 8.3.3, are precomputed and stored prior to query
processing. In fact, the precomputation of the (Ptolemaic) pivot table for
the extended Holidays database has been performed on average in 25, 52,
and 98 minutes by making use of 50, 100, and 200 pivot elements, respec-
tively. The pivot elements have been chosen randomly from the MIR Flickr
1M database.
The retrieval performance in terms of efficiency of the Signature Quadratic
Form Distance SQFDkGaussian with the Gaussian kernel has then been eval-
uated for both approaches separately by means of the optimal multi-step
algorithm, cf. Section 5.2, for k-nearest-neighbor queries with k = 100. The
number of candidates of the metric and Ptolemaic approaches using the trian-
gle and the Ptolemaic lower bound, respectively, are depicted in Figure 8.1.
The number of candidates is shown as a function of the kernel parameter
σ ∈ R.
As can be seen in the figure, the number of candidates decreases by either
enlarging the number of pivot elements or by increasing the parameter σ ∈ R
of the Gaussian kernel. In particular the latter implies a smaller intrinsic
dimensionality, as reported in Table 8.1. The figure shows that the Ptolemaic
approach, i.e. the Ptolemaic lower bound, produces less candidates then the
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Figure 8.1: Number of candidates for k-nearest neighbor queries with k = 100
of metric and Ptolemaic approaches by varying the kernel parameter σ ∈ R
of SQFDkGaussian . The number of pivot elements varies between 50 and 200.
metric approach, i.e. the triangle lower bound. For instance by using a
parameter of σ = 0.6 and 50 pivot elements, the triangle lower bound and
the Ptolemaic lower bound generate on average 51,996 and 28,170 candidates,
respectively. By utilizing 200 pivot elements, the number decreases to 39,544
and 16,063 candidates, respectively.
The Ptolemaic lower bound generates less candidates but is computation-
ally more expensive than the triangle lower bound. Thus a high number of
pivot elements cause Ptolemaic approaches to become inefficient unless pivot
selection heuristics [Hetland et al., 2013] are utilized. The computation time
values needed to process k-nearest neighbor queries on the extended Holi-
days database are depicted in Figure 8.2. The computation time values are
shown in milliseconds for the metric and Ptolemaic approaches with respect
to different numbers of pivot elements and kernel parameters σ ∈ R.
As can be seen in this figure, the Ptolemaic approach using 200 pivot
elements shows the highest computation time values. This is due to the ex-
haustive pivot examination within each Ptolemaic lower bound computation.
By decreasing the number of pivot elements to 50, the Ptolemaic approach
becomes faster than the metric approach for the kernel parameter σ between
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Figure 8.2: Computation time values in milliseconds needed to process k-
nearest neighbor queries with k = 100 of metric and Ptolemaic approaches
by varying the kernel parameter σ ∈ R of SQFDkGaussian . The number of pivot
elements varies between 50 and 200.
0.4 and 0.9. In general, increasing the kernel parameter σ reduces the intrin-
sic dimensionality and thus improves the efficiency of both approaches.
Let us finally investigate the efficiency of metric and Ptolemaic approaches
by nesting both lower bounds according to the multi-step approach presented
in Section 5.2. The resulting computation time values in milliseconds and
the number of pivot elements |P| ∈ {50, 100, 200} leading to these values are
summarized in Table 8.3 with respect to different kernel parameters σ ∈ R.
As can be seen in this table, the multi-step approach combining both
triangle lower bound and Ptolemaic lower bound is able to improve the ef-
ficiency of k-nearest neighbor query processing when utilizing a kernel pa-
rameter σ ≥ 0.4. Thus, by maintaining a certain mean average precision
level, the presented generic approaches are more efficient than the evaluated
model-specific approaches.
Summarizing, the performance analysis shows that generic approaches are
able to outperform model-specific approaches. In fact, the present perfor-
mance analysis solely investigates the fundamental properties of the generic
approaches. By utilizing pivot selection heuristics and hierarchically struc-
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Table 8.3: Performance comparison of metric and Ptolemaic approaches and
their combination within the multi-step approach on the extended Holidays
database. The computation time values are given in milliseconds. The num-
ber of corresponding pivot elements is denoted by |P|.
σ 0.1 0.2 0.3 0.4
time |P| time |P| time |P| time |P|
metric 29821 200 29141 200 28879 200 26010 200
Ptolemaic 30954 50 32340 50 30723 50 24972 50
multi-step 31027 50 32426 50 30689 50 24746 50
σ 0.5 0.6 0.7 0.8
time |P| time |P| time |P| time |P|
metric 18125 200 12241 200 7231 200 4542 200
Ptolemaic 15608 100 9543 50 5789 50 3615 50
multi-step 14488 100 8282 100 4670 100 2873 100
σ 0.9 1.0 2.0 5.0 10.0
time |P| time |P| time |P| time |P| time |P|
metric 3231 200 1858 200 425 200 178 200 131 200
Ptolemaic 2694 50 2025 50 1092 50 937 50 803 50
multi-step 1865 100 1208 100 272 100 136 50 97 50
tured access methods the performance of those approaches in terms of effi-
ciency improves, as shown for instance by Hetland et al. [2013].
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Conclusions and Outlook
In this thesis, I have investigated distance-based similarity models for the
purpose of content-based multimedia retrieval. I have put a particular focus
on the investigation of the Signature Quadratic Form Distance.
As a first contribution, I have proposed to model a feature representation
as a mathematical function from a feature space into the real numbers. I have
shown that this generic type of feature representation includes feature sig-
natures and feature histograms. Moreover, this definition allows to consider
feature signatures and feature histograms as elements of a vector space. By
utilizing the fundamental mathematical properties of the proposed feature
representation, I have formally shown that feature signatures and feature
histograms yield a vector space which can additionally be endowed with an
inner product in order to obtain an inner product space. The properties of
the proposed feature representation are mathematically studied in Chapter
3. The corresponding inner product is developed and investigated within the
scope of the Signature Quadratic Form Distance in Chapter 6.
177
As another contribution, I have provided a classification of distance-
based similarity measures for feature signatures. I have shown how to place
distance-based similarity measures into the classes of matching-based, trans-
formation-based, and correlation-based measures. This classification allows
to theoretically analyze the commonalities and differences of existing and
prospective distance-based similarity measures. It can be found in Chap-
ter 4.
As a first major contribution, I have proposed and investigated the Quad-
ratic Form Distance on feature signatures. Unlike existing works, I have de-
veloped a mathematical rigorous definition of the Signature Quadratic Form
Distance which elucidates that the distance is defined as a quadratic form
on the difference of two feature signatures. I have formally shown that the
Signature Quadratic Form Distance is induced by a norm and that the dis-
tance can thus be thought of as the length of the difference feature signa-
ture. Moreover, I have formally shown that the Signature Quadratic Form
Distance is a metric provided that its inherent similarity function is positive
definite. In addition, a theorem showing that the Signature Quadratic Form
Distance is a Ptolemaic metric is included. The Gaussian kernel complies
with the property of positive definiteness and is thus to be preferred. The
Signature Quadratic Form Distance on feature signatures is investigated and
evaluated in Chapter 6. The performance analysis shows that the Signature
Quadratic Form Distance is able to outperform the major state-of-the-art
distance-based similarity measures on feature signatures.
As a second major contribution, I have proposed and investigated the
Quadratic Form Distance on probabilistic feature signatures. These prob-
abilistic feature signatures are compatible with the generic definition of a
feature representation proposed above. I have formally defined the Signature
Quadratic Form Distance for probabilistic feature signatures and shown how
to analytically solve this distance between mixtures of probabilistic feature
signatures. I have presented a closed-form expression for the important case
of Gaussian mixture models. The Signature Quadratic Form Distance on
probabilistic feature signatures is investigated and evaluated in Chapter 7.
The performance analysis shows that the Signature Quadratic Form Dis-
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tance on Gaussian mixture models is able to outperform the other examined
approaches.
As a final contribution, I have investigated and compared different effi-
cient query processing approaches for the Signature Quadratic Form Distance
on feature signatures. I have classified these approaches into model-specific
approaches and generic approaches. An explanation and a comparative eval-
uation can be found in Chapter 8. The performance evaluation shows that
metric and Ptolemaic approaches are able to outperform model-specific ap-
proaches.
Parts of the research presented in this thesis have led to the project Signa-
ture Quadratic Form Distance for Efficient Multimedia Database Retrieval
which is founded by the German Research Foundation DFG. Besides the re-
search issues addressed within the scope of this project, the contributions and
insights developed in this thesis establish several future research directions.
A first research direction consists in investigating the vector space prop-
erties of the proposed feature representations in order to further develop and
improve metric and Ptolemaic metric access methods. By taking into account
the algebraic structure and the mathematical properties of the feature rep-
resentations, new algebraically optimized lower bounds can be studied and
developed. In particular, the issue of pivot selection for metric and Ptolemaic
metric access methods can be investigated in view of algebraic pivot object
generation.
A second research direction consists in generalizing distance-based sim-
ilarity measures and in particular the Signature Quadratic Form Distance
to arbitrary vector spaces. While this thesis is mainly devoted to the in-
vestigation of the Signature Quadratic Form Distance on the class of feature
signatures and on the class of probabilistic feature signatures, there is nothing
that prevents from defining and applying this particular distance to arbitrary
finite-dimensional and infinite-dimensional vector spaces.
A third research direction consists in applying the distance-based similar-
ity measures on the proposed feature representations to other domains such as
data mining. In particular, efficient clustering and classification methods for
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multimedia data objects can be studied and developed with respect to met-
ric and Ptolemaic metric access methods based on the Signature Quadratic
Form Distance.
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