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Abstract
In this work, we show how the entropy method enables to get in an elementary way (and without
linearization) estimates of exponential decay towards equilibrium for solutions of reaction–diffusion
equations corresponding to a reversible reaction. Explicit rates of convergence combining the dissi-
pative effects of diffusion and reaction are given.
 2005 Elsevier Inc. All rights reserved.
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1. Introduction
The entropy method for the study of the long-time asymptotics of a dissipative PDE
consists in looking for a nonnegative Lyapunov functional H ≡ H(f ) and its nonnegative
dissipation D ≡ D(f ) (i.e., functionals which satisfy
d
dt
H
(
f (t)
)= −D(f (t))
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158 L. Desvillettes, K. Fellner / J. Math. Anal. Appl. 319 (2006) 157–176along the flow of the PDE), which are well behaved in the following sense: first,
H(f ) = 0 ⇐⇒ f = f∞
for some equilibrium f∞ (usually, such a result is true only when all the conserved quan-
tities have been taken into account), and secondly,
D(f )Φ
(
H(f )
)
for some nonnegative function Φ such that Φ(x) = 0 ⇔ x = 0.
If Φ ′(0) = 0, one usually gets exponential convergence toward f∞ with a rate which can
be explicitly estimated. This method, which is an alternative to the linearization around the
equilibrium, has the advantage of being quite robust. This is due to the fact that it mainly
relies on functional inequalities which have no direct link with the original PDE.
The entropy method has lately been used in many situations: nonlinear diffusion equa-
tions (such as fast diffusions [9,10], equations of fourth order [5], Landau equation [13],
etc.), integral equations (such as the spatially homogeneous Boltzmann equation [40–42]),
or kinetic equations [6,14,15,17].
We propose here to use the entropy method in the context of systems of reaction–
diffusion equations. Several previous results on the long-time behavior of reaction–
diffusion systems have been obtain by different (for instance, by linearization) methods
(e.g., [2,7,33]).
In [7], exponential convergence to equilibrium for systems of reaction–diffusion equa-
tions (for which the solution trajectories remain in invariant domains) was shown provided
that the diffusion term dominates over the reaction- (as well as convection-) terms. More
precisely, the first non-zero eigenvalue of the diffusion term (with boundary conditions)
multiplied by the minimal diffusion constant has to be bigger than the linearized effects of
reaction (and convection) estimated within the invariant domain. The obtained convergence
rate is then simply the difference of the two according values.
Lyapunov functionals were previously considered by many authors, see, for instance,
[25–27,29,33,44,45] and the references therein. In particular, [35] presents nicely how
Lyapunov functionals are used (for the system (14)–(18) below) to prove the ω-limit set to
consist only of the steady states (see (22) below). Moreover, we emphasize [20,21,34] for
how generalized Lyapunov structures of reaction–diffusion systems yield a priori estimates
to establish global existence of solutions.
The works which are closest to our approach are [22–24], where reaction–diffusion
systems including drift and modelling the transport of electrically charged species are con-
sidered. A lower bound of the entropy dissipation in terms of the entropy was established
there, but in a non-constructive way, i.e., via a contradiction argument with no control on
the constants.
Our aim is to provide quantitative exponential convergence to equilibrium with explicit
rates and constants for reversible reaction processes of species Ai , i = 1,2, . . . , q , of the
type
α1A1 + · · · + αqAq  β1A1 + · · · + βqAq, αi, βi ∈ Z+,
in a bounded box Ω ⊂ RN (N  1). More precisely, we consider a system of PDE’s whose
unknowns are ai ≡ ai(t, x) 0, i = 1, . . . , q , where t  0 and x ∈ Ω . This system writes
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(
l
q∏
i=1
a
αi
i − k
q∏
i=1
a
βi
i
)
(1)
with the homogeneous Neumann boundary condition ∇xai · n = 0 (on ∂Ω , with n the
outward normal to Ω). Here, di are constant diffusion rates, αi,βi the stoichiometric co-
efficients, and k > 0, l > 0 are strictly positive reaction rates corresponding to a reversible
reaction. In [23], systems quite more general than (1) are proven to have a unique asymp-
totically stable steady state.
Applications of systems like (1) have been stated to model reactions of chemical
substances (see, e.g., [18,35] for the system (14)–(18) below and [16,19,36,43] more gen-
erally).
They can be obtained by a suitable scaling, either starting from microscopic systems
(cf., for example, [11,39] in simplified situations) or from mesoscopic (kinetic) equations,
see [3,37,38].
In particular, we shall consider two typical situations. The first one corresponds to a
system of two equations:
∂ta − da∆xa = −2(a2 − b), (2)
∂tb − db∆xb = a2 − b. (3)
They satisfy the homogeneous Neumann conditions
n(x) · ∇xa = 0, n(x) · ∇xb = 0, x ∈ ∂Ω, (4)
and the nonnegative initial condition
a(0, x) = a0(x) 0, b(0, x) = b0(x) 0. (5)
We remark that compared to (1) and thanks to the rescaling t → 1
k
t , x → |Ω| 1N x, (a, b) →
k
l
(a, b), it is—without loss of generality—convenient to assume that
l = k = 1, |Ω| = 1. (6)
The flow of Eqs. (2)–(5) conserves the total L1-norm
0 <M ≡
∫
Ω
(
a(t, x)+ 2b(t, x))dx = ∫
Ω
(
a0(x)+ 2b0(x)
)
dx, (7)
which we assume strictly positive and determines (at least formally) the unique equilibrium
states (a∞, b∞) as the nonnegative constants satisfying a∞+2b∞ = M and a2∞ = b∞, i.e.,
a∞ = −14 +
1
4
√
1 + 8M, b∞ = M − a∞2 = a
2∞. (8)
Finally, we introduce the entropy functional (which has the physical meaning of a free
energy) associated to (2)–(5)
E(a,b) ≡
∫
Ω
(
a(lna − 1)+ b(lnb − 1))dx (9)
to state our main result for this system:
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da, db be two strictly positive diffusivity constants. Let the initial data a0, b0 be two non-
negative functions of L∞(Ω) with strictly positive mass ∫
Ω
(a0 + 2b0) dx = M > 0 and
denote L1 ≡ ‖a0‖∞ + 2‖b0‖∞. Then, the unique nonnegative global solution t ∈ R+ →
(a(t), b(t)) in L∞(Ω) to Eqs. (2)–(6) obeys the following exponential decay toward equi-
librium:
1
2
∥∥a(t, ·)− a∞∥∥2L1(Ω) + ∥∥b(t, ·)− b∞∥∥2L1(Ω)
 (6 + 2
√
2)M
3 + 2√2
(
E(a0, b0)−E(a∞, b∞)
)
e
− 4t
K1
min{1, da
P (Ω)K2
}
, (10)
where P(Ω) is the Poincaré constant of Ω , and K1(L1,M),K2(M,da/db) are constants
defined as follows: we introduce the function Φ : (0,∞)2 → R defined by
Φ(x,y) = x(ln(x)− ln(y))− (x − y)
(
√
x − √y )2 . (11)
Then
K1(L1,M) = max
{
Φ(L1, a∞)
a∞
,Φ
(
L1
2
, b∞
)}
= O(ln(L1)) for large L1, (12)
K2(M,da/db) = da
db
√
1 + 8M
2
+
√
d2a
d2b
1 + 8M
4
+ da
db
√
1 + 8M − 1
4
. (13)
Remark 1.1 (Regularity of the boundary ∂Ω). In fact, assuming Lipschitz-continuity of
∂Ω would be sufficient for the entropy approach. Extra smoothness is needed for globally
bounded solutions. For example, in dimensions N > 5 if ∂Ω ∈ C3, then the system (14)–
(18) admits such solutions [18].
The second situation we wish to investigate corresponds to a system of three equations:
∂ta − da∆xa = −ab + c, (14)
∂tb − db∆xb = −ab + c, (15)
∂t c − dc∆xc = ab − c, (16)
with a, b, c satisfying homogeneous Neumann conditions
n(x) · ∇xa = 0, n(x) · ∇xb = 0, n(x) · ∇xc = 0, x ∈ ∂Ω, (17)
and the nonnegative initial condition
a(0, x) = a0(x) 0, b(0, x) = b0(x) 0, c(0, x) = c0(x) 0. (18)
As above, due to the rescaling t → 1
k
t , x → |Ω| 1N x, (a, b, c) → k
l
(a, b, c), it means no
restriction for (14)–(16) to assume that
l = k = 1, |Ω| = 1. (19)
The following conservation laws hold for solutions of (14)–(18):
L. Desvillettes, K. Fellner / J. Math. Anal. Appl. 319 (2006) 157–176 1610 <M1 ≡
∫
Ω
(
a(t, x)+ c(t, x))dx = ∫
Ω
(
a0(x)+ c0(x)
)
dx, (20)
0 <M2 ≡
∫
Ω
(
b(t, x)+ c(t, x))dx = ∫
Ω
(
b0(x)+ c0(x)
)
dx, (21)
where we assume strictly positive masses M1, M2 characterizing the unique equilibrium
(a∞, b∞, c∞) as the unique nonnegative constants satisfying
a∞ + c∞ = M1, b∞ + c∞ = M2, and a∞b∞ = c∞,
i.e.,
c∞ = 12 (1 +M1 +M2)−
1
2
√
(1 +M1 +M2)2 − 4M1M2,
a∞ = M1 − c∞, b∞ = M2 − c∞. (22)
Introducing the entropy functional (or physically free energy) associated to (14)–(18)
E(a,b, c) ≡
∫
Ω
(
a
(
ln(a)− 1)+ b(ln(b)− 1)+ c(ln(c)− 1))dx, (23)
our main theorem in this case writes as follows.
Theorem 1.2. Let Ω be a smoothly bounded and connected open set of RN (N  1), and
da , db , dc be three strictly positive diffusivity constants. Let the initial data a0, b0, c0 be
three nonnegative functions of L∞(Ω) with strictly positive masses 0 < M1, 0 < M2 (if
N > 5, we suppose, moreover, that a0, b0, c0 are C3(Ω)). Then, the unique nonnegative
global solution t ∈ R+ → (a(t), b(t), c(t)) in L∞(Ω) to Eqs. (14)–(19) satisfies the fol-
lowing estimate of exponential decay toward equilibrium:
1
2M1
∥∥a(t, ·)− a∞∥∥L1(Ω) + 12M2
∥∥b(t, ·)− b∞∥∥L1(Ω)
+ 1
M1 +M2
∥∥c(t, ·)− c∞∥∥L1(Ω)
 9 + 2
√
2
3 + 2√2
(
E(a0, b0, c0)−E(a∞, b∞, c∞)
)
e−K1t , (24)
with
K1 = 1
K2
min
{
4,
4da
P (Ω)(b∞4 +K3)
,
4db
P (Ω)(a∞4 +K4)
,
4dc
P (Ω)(2 +K5)
}
, (25)
where P(Ω) is the Poincaré constant of Ω , and K2, . . . ,K5 are constants (depending
only on da , db , dc, and M1, M2, and the global L∞ bound L2 (see (43) below)), whose
complicated expressions are given in (47) and (52)–(53).
We strongly believe that the presented method should still work whenever some uniform
in time L∞-bounds are available for the concentrations and one unique, asymptotically
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be zero or when the L∞-bounds grow as a polynomial in time will be studied in [12].
Among the open problems for which extra ideas are probably necessary, we would like
to quote:
• cases when Lp-bounds (p ∈ [2,∞)) for the concentrations are available, but no L∞-
bounds (that happens, for instance, for four speciesA1 +A2A3 +A4 in dimension
N  2 (see [12]);
• cases with large number of species (this number can even be infinite, like in coagula-
tion/fragmentation problems);
• cases when the reaction terms give rise to steady states which are not asymptotically
stable (like in predator–prey type models).
Notations. In the formulas for K1, . . . ,K5 as well as in all the following, we introduce
capital letters as a short notation for square roots of lower case concentrations
A ≡ √a, A∞ ≡ √a∞, B ≡
√
b, B∞ ≡
√
b∞,
C ≡ √c, C∞ ≡ √c∞,
and overlines for spatial averaging (remember that |Ω| = 1): A = ∫
Ω
Adx, . . . . Though
we prefer different letters for different unknowns, there are some points where an index
notation is more convenient: a1 ≡ a, a2 ≡ b, a3 ≡ c. There will be no confusion with Ki
with i integer denoting various constants. Moreover, we denote ‖f ‖22 =
∫
Ω
f 2 dx for a
given function f :Ω → R.
Outline. In Section 2, we prove Theorem 1.1 and make some remarks. Next, in Section 3,
we state the proof of Theorem 1.2.
2. The case of two equations
We begin with an elementary lemma that will be useful in Sections 2 and 3.
Lemma 2.1. We consider the function Φ : (0,∞)2 → R defined by (11). Then, Φ is contin-
uous on (0,+∞)2. For all y > 0, Φ(·, y) is strictly increasing on (0,+∞), and satisfies
limx→0 Φ(x,y) = 1, Φ(y,y) = 2, and Φ(x,y) ∼ lnx for x → ∞. Finally, for all x > 0,
Φ(x, ·) is strictly decreasing.
Proof. We notice that ∂xΦ(x, y) > 0 if and only if
1 > ln
(
x
y
)(√
x
y
−
√
y
x
)−1
. (26)
Then, remembering that lna <
√
a − 1√
a
for a > 1, we see that ∂xΦ(x, y) > 0 for all
x ∈ (0,+∞)\{y}. Similarly, we notice that ∂yΦ(x, y) < 0 if and only if (26) holds and
therefore ∂yΦ(x, y) < 0 for all y ∈ (0,+∞)\{x}. 
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solution such that
0 a(t) L1 ≡ ‖a0‖∞ + 2‖b0‖∞, 0 b(t) L12 , for t  0, (27)
as can be shown by a direct application of the maximum principle or by comparison with
the diffusionless system (see, e.g., [4,30]).
Proof of Theorem 1.1
We recall the entropy for Eqs. (2)–(5)
E(a,b) ≡
∫
Ω
(
a(lna − 1)+ b(lnb − 1))dx,
and introduce the entropy dissipation
D(a,b) = da
∫
Ω
|∇xa|2
a
dx + db
∫
Ω
|∇xb|2
b
dx +
∫
Ω
(a2 − b) ln a
2
b
dx. (28)
It is clear that (for nonnegative functions a, b such that identity ∫
Ω
(a + 2b) = M holds)
D(a,b) = 0 if and only if (a, b) = (a∞, b∞). In the following, we prove a quantitative
lower bound of the entropy dissipation in terms of the relative entropy with respect to
the equilibrium—called sometimes the entropy/entropy-dissipation estimate. Note that this
estimate is valid for functions which may have nothing to do with the solutions of Eqs. (2)–
(6).
Lemma 2.2. For all (measurable) functions a, b :Ω → R, which satisfy that 0 a  L1,
0 b L12 , and
∫
Ω
(a + 2b) = M ,
D(a,b) 4
K1
min
{
1,
da
P (Ω)K2
}(
E(a,b)−E(a∞, b∞)
)
, (29)
where P(Ω) is the Poincaré constant of Ω , a∞, b∞ are given by (8), and the explicit
constants K1(L1,M), K2(M,da/db) are defined by the formulas (12) and (13).
Proof. Recalling the notation A = √a, we start with the identity |∇xa|2/a = 4|∇xA|2,
and apply Poincaré’s inequality. Using then the inequality
(a − b)(ln(a)− ln(b)) 4(A−B)2,
we get
D(a,b) 4
∥∥A2 −B∥∥22 + 4daP (Ω)‖A−A‖22 + 4dbP (Ω)‖B −B‖22. (30)
We shall prove in the sequel that the right-hand side of (30) is bounded below by (some
constant times) the relative entropy E(a,b)−E(a∞, b∞).
Firstly, we use the conservation law (7) to rewrite the relative entropy as
164 L. Desvillettes, K. Fellner / J. Math. Anal. Appl. 319 (2006) 157–176E(a,b)−E(a∞, b∞)
=
∫
Ω
(
a ln
(
a
a∞
)
− (a − a∞)+ b ln
(
b
b∞
)
− (b − b∞)
)
dx,
and use Lemma 2.1 as well as the global bound (27) to obtain
E(a,b)−E(a∞, b∞)K1(L1,M)
(
A2∞‖A−A∞‖22 + ‖B −B∞‖22
)
, (31)
with K1(L1,M) given in (12).
Defining now (for some γ > 0)
K2(γ ) = A∞γ, K3(γ ) = 4B∞ + 1 + A∞
γ
, (32)
we prove that the quantity Γ defined below is nonnegative:
0 Γ ≡ ∥∥A(A−A∞)∥∥22 + 2A∞
∫
Ω
A(A−A∞)2 dx +K2‖A−A‖22
+K3‖B −B‖22 + 2
∫
Ω
(
A2 −A2∞
)
(B∞ −B)dx
︸ ︷︷ ︸
∗
. (33)
Note that in (33) only ∗ may be nonpositive. We distinguish three cases:
1. We suppose that B∞ − B > 0 and A∞ − A > 0. Then, the conservation law (7), i.e.,∫
Ω
(A2 −A2∞) dx = 2
∫
Ω
(B2∞ −B2) dx yields
∗ = 2(B∞ −B)2
∫
Ω
(B∞ +B)dx − 2(B∞ −B)‖B −B‖22 (34)
+
∫
Ω
(
A(A−A∞)(B −B)+A∞(A−A)(B −B)
)
dx
−2B∞‖B −B‖22 −
1
2
∥∥A(A−A∞)∥∥22 − 12‖B −B‖22 (35)
− A∞γ
2
‖A−A‖22 −
A∞
2γ
‖B −B‖22,
thanks to Young’s inequality (and for all γ > 0). By comparing (35) with (33), we
obtain the constants (32).
2. We now suppose that B∞ −B > 0 and A∞ −A< 0. We observe that
2(B∞ −B)2
∫
Ω
(B∞ +B)dx − 2(B∞ −B)‖B −B‖22
= (B∞ −B)
∫
Ω
(
A2 −A2∞
)
dx
= (B∞ −B)
(‖A−A‖2 + (A−A∞)(A+A∞)) 0.2
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∗
∫
Ω
(
A(A−A∞)(B −B)+A∞(A−A)(B −B)
)
dx (36)
and (35) still holds.
3. Finally, if B∞ −B < 0, then A∞ −A> 0 because of (7) and the line (34) is obviously
nonnegative (as in the second case), so that (35) holds again.
Therefore, using (33) and (31) yields
1
K1
(
E(a,b)−E(a∞, b∞)
)
A2∞‖A−A∞‖22 + ‖B −B∞‖22 + Γ
= ∥∥A2 −A2∞ +B∞ −B∥∥22 +K2‖A−A‖22 +K3‖B −B‖22, (37)
by recalling that A2∞ = B∞. To conclude the proof of the lemma, it remains to compare
(37) with (30), which gives (29) after choosing γ in order to set the fraction K2/K3 =
da/db according to (30), i.e., by taking
γ = da
db
(
2A∞ + 12A∞
)
+
√√√√d2a
d2b
(
2A∞ + 12A∞
)2
+ da
db
, (38)
so that (13) follows (32) and a∞ = − 14 + 14
√
1 + 8M in (8). 
We now turn to another lemma, which plays here the same role as the Cziszár–
Kullback–Pinsker inequality [8,31] in information theory. That is, we show that the relative
entropy E(a,b) − E(a∞, b∞) controls (from above) the squares of the
L1-distances to the equilibrium.
Lemma 2.3. For all (measurable) functions a, b :Ω → R such that 0  a, 0  b and∫
Ω
(a + 2b) = M ,
E(a,b)−E(a∞, b∞) 3 + 2
√
2
(6 + 2√2)M
(
1
2
‖a − a∞‖21 + ‖b − b∞‖21
)
, (39)
where a∞ and b∞ are defined by (8).
Proof. Recalling a¯ = ∫
Ω
a dx and b¯ = ∫
Ω
bdx, we define q(x) ≡ x lnx − x to write
E(a,b)−E(a∞, b∞) =
∫
Ω
a ln
(
a
a
)
dx +
∫
Ω
b ln
(
b
b
)
dx
+ (q(a)− q(a∞))+ (q(b)− q(b∞)).
We first note that thanks to the Cziszár–Kullback–Pinsker inequality∫
a ln
(
a
a
)
dx  1
2a
‖a − a‖21,
∫
b ln
(
b
b
)
dx  1
2b
‖b − b‖21,Ω Ω
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Q(a) ≡ q(a) + q(M−a2 ) for a ∈ (0,M) and R(b) ≡ q(b) + q(M − 2b) for b ∈ (0,M/2).
Since
Q′′(a) = 1
a
+ 1
2
1
M − a 
3 + 2√2
2M
, (40)
and
R′′(b) = 1
b
+ 4
M − bai 
6 + 4√2
M
, (41)
we combine 2/3 of (40) and 1/3 of (41) to Taylor-expand
(
q(a)− q(a∞)
)+ (q(b)− q(b∞)) 3 + 2
√
2
6M
|a − a∞|2 + 3 + 2
√
2
3M
|b − b∞|2.
Finally, we conclude the proof of the lemma by observing that
‖a − a∞‖21 
6 + 2√2
3 + 2√2
(
‖a − a‖21 +
3 + 2√2
3
|a − a∞|2
)
,
and
‖b − b∞‖21 
6 + 2√2
3 + 2√2
(
‖b − b‖21 +
3 + 2√2
3
|b − b∞|2
)
,
by Young’s inequality. 
Proof of Theorem 1.1. We observe that
d
dt
(
E
(
a(t), b(t)
)−E(a∞, b∞))= −D(a(t), b(t)).
Using Lemma 2.2 and Gronwall’s lemma, we see that
E
(
a(t), b(t)
)−E(a∞, b∞) (E(a0, b0)−E(a∞, b∞))e− 4tK1 min(1, daP (Ω)K2 ), (42)
and we obtain Theorem 1.1 by combining Lemma 2.3 and estimate (42). 
Remark 2.1 (Decay rate). The result of Theorem 1.1 express, up to our knowledge, the
first explicit rates of convergence to equilibrium for reaction–diffusion systems. The rate
4/K1 min{1, da/P (Ω)K2} obtained in Lemma 2.2 via the entropy method reflects the com-
bined dissipative effects of reaction (i.e., 1 due to the rescaling (6)) and the diffusion (i.e.,
da/P (Ω)K2).
This is an improvement compared to classical linearization results like [7], where the
diffusion term had to dominate over the reaction, which was estimated like a perturbation
within a invariant region.
Nevertheless, the obtained rate is not sharp (which is obvious, for instance, in the esti-
mate of case 1 in Lemma 2.2).
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Theorem 1.1, in order to show that the rates obtained by our method are of order 1 when
the data also are of order 1. For L = 3M , M = 3, a∞ = 1 = b∞, da = db , we get
≈ min
{
1.36;0.26 da
P (Ω)
}
.
3. The case of three equations
Proof of Theorem 1.2
Under the assumptions of Theorem 1.2, the system (14), (15), (16) with boundary con-
dition (17) and initial data (18) has a unique nonnegative globally bound solution. (See,
e.g., [1,20,28,32,34] and references therein for general results. Especially for (14)–(16),
see, e.g., [35] for dimensions N  5 and [18] for all dimensions under the additional as-
sumptions of C2+α-boundaries (0 < α < 1) and correspondingly smooth initial data (18).)
We denote by L2 the global bound for this system:
L2 ≡ sup
t0
{∥∥a(t, ·)∥∥∞,∥∥b(t, ·)∥∥∞,∥∥c(t, ·)∥∥∞}< ∞. (43)
We recall the entropy functional E(a,b, c) associated to (14)–(19):
E(a,b, c) ≡
∫
Ω
(
a(lna − 1)+ b(lnb − 1)+ c(ln c − 1))dx,
and introduce the corresponding entropy dissipation
D(a,b, c) = da
∫
Ω
|∇xa|2
a
dx + db
∫
Ω
|∇xb|2
b
dx + dc
∫
Ω
|∇xc|2
c
dx
+
∫
Ω
(ab − c)( ln(ab)− ln c)dx.
Note that D(a,b, c) = 0 if and only if (a, b, c) = (a∞, b∞, c∞) (provided that the conser-
vation laws (20) and (21) hold).
We now state the entropy/entropy-dissipation lemma for our model. Note once again
that this lemma applies for functions which are not necessarily solutions of system (14)–
(19).
Lemma 3.1. Let a, b, c be (measurable) functions from Ω to R such that 0  a  L2,
0 bL2, 0 c L2 and
∫
Ω
a + c = M1,
∫
Ω
b + c = M2. Then,
D(a,b, c)K1
(
E(a,b, c)−E(a∞, b∞, c∞)
) (44)
with K1 defined by (25) (and (47), (51)–(53)), and a∞, b∞, c∞ defined by (22).
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Using Poincaré’s inequality and (ab − c)(ln(ab) − ln c)  4(AB − C)2, we obtain the
estimate
D(a,b, c) 4‖AB −C‖22 +
4da
P (Ω)
‖A−A‖22 +
4db
P (Ω)
‖B −B‖22
+ 4dc
P (Ω)
‖C −C‖22. (45)
Analog to the proof of Lemma 2.2, we show in the sequel that the right-hand side of (45)
is bounded below by the relative entropy E(a,b, c)−E(a∞, b∞, c∞).
First, we use the conservation laws (20), (21) to rewrite the relative entropy as
E(a,b, c)−E(a∞, b∞, c∞)
=
∫
Ω
(
a ln
(
a
a∞
)
− (a − a∞)+ b ln
(
b
b∞
)
− (b − b∞)+ c ln
(
c
c∞
)
− (c − c∞)
)
dx,
and we use Lemma 2.1 as well as the global bound (43) to estimate
E(a,b, c)−E(a∞, b∞, c∞)
K2
(
B2∞
4
‖A−A∞‖22 +
A2∞
4
‖B −B∞‖22 + ‖C −C∞‖22
)
, (46)
with
K2(L2,M1,M2)
= max
{
4
b∞
Φ
(‖a‖∞, a∞), 4
a∞
Φ
(‖b‖∞, b∞),Φ(‖c‖∞, c∞)}. (47)
The statement of Lemma 3.1 with the constant K1 given by (25) follows from the following
lemma, which provides an upper bound for the right-hand side of (46) in terms of the right-
hand side of (45).
Lemma 3.2. Let A, B , and C be (measurable) functions from Ω to R+ such that
A2 +C2 = M1 (48)
and
B2 +C2 = M2. (49)
Then, the estimate
B2∞
4
‖A−A∞‖22 +
A2∞
4
‖B −B∞‖22 + ‖C −C∞‖22
 ‖AB −C‖22 +
(
B2∞
4
+K3
)
‖A−A‖22 +
(
A2∞
4
+K4
)
‖B −B‖22
+ (2 +K5)‖C −C‖2 (50)2
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K3 = max


C∞ + A∞B∞2 + 2C
2∞
M1
,√
min{M1,M2} + A∞B∞2 ,
C∞ + A∞
√
M2
2 + A∞(
√
M2+B∞)C∞
M1
+ A2∞2 + B∞(
√
M2−B∞)
2 ,
C∞ +
√
M1B∞
2 − B
2∞
2 − A∞(
√
M1−A∞)
2 ,
C∞ + A∞(
√
M2−B∞)
4 + (
√
M1−A∞)B∞
4


, (51)
K4 = max


C∞ + A∞B∞2 + 2C
2∞
M2
,√
min{M1,M2} + A∞B∞2 ,
C∞ + A∞
√
M2
2 − A
2∞
2 − B∞(
√
M2−B∞)
2 ,
C∞ +
√
M1B∞
2 + (
√
M1+A∞)B∞C∞
M2
+ B2∞2 + A∞(
√
M1−A∞)
2 ,
C∞ + A∞(
√
M2−B∞)
4 + (
√
M1−A∞)B∞
4


, (52)
and
K5 = max
{
2C2∞
(
1
M1
+ 1
M2
)
,
A∞(
√
M2 +B∞)C∞
M1
,
(
√
M1 +A∞)B∞C∞
M2
}
.
(53)
Proof. In a first step, we reformulate (50) in order to isolate the “bad” terms (i.e., the
analogs to ∗ in Eq. (33) in Section 2). In a second step, we shall control these terms using
the conservations laws A2 +C2 = M1 and B2 +C2 = M2.
We start with
‖AB −C‖22 = ‖AB −A∞B∞‖22 + ‖C −C∞‖22 (54)
+ 2
∫
Ω
(AB −A∞B∞)(C∞ −C)dx, (55)
where we split (55) using C∞ −C = (C∞ −C)+ (C −C) and calculate for the first part
2
∫
Ω
(AB −A∞B∞)(C∞ −C)dx
= (C∞ −C)
(
2
∫
Ω
(A−A)(B −B)dx (56)
+ (A−A∞)(B +B∞)+ (B −B∞)(A+A∞)
)
, (57)
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2
∫
Ω
(AB −A∞B∞)(C −C)dx −12‖AB −A∞B∞‖
2
2 − 2‖C −C‖22. (58)
After inserting (58) into (55), there remains 12‖AB − A∞B∞‖22, which we split again as
the sum of two halfs. Expanding the first half using −A∞B + A∞B and the second half
using −AB∞ +AB∞ yields
1
2
‖AB −A∞B∞‖22
= 1
4
∥∥(A−A∞)B∥∥22 + 12
∫
Ω
(A−A∞)BA∞(B −B∞) dx
+ A
2∞
4
‖B −B∞‖22 (59)
+ 1
4
∥∥A(B −B∞)∥∥22 + 12
∫
Ω
A(B −B∞)(A−A∞)B∞ dx
+ B
2∞
4
‖A−A∞‖22. (60)
Next, the integrals in (59) and (60) are expanded using B − B∞ = (B − B) + (B − B∞)
(respectively A − A∞ = (A − A) + (A − A∞)) and the first of these further parts are
estimated thanks to
1
2
∫
Ω
(A−A∞)BA∞(B −B)dx −14
∥∥(A−A∞)B∥∥22 − A2∞4 ‖B −B‖22, (61)
1
2
∫
Ω
A(B −B∞)(A−A)B∞ dx −14
∥∥A(B −B∞)∥∥22 − B2∞4 ‖A−A‖22. (62)
Altogether, we obtain from (59)–(62) that
1
2
‖AB −A∞B∞‖22
 B
2∞
4
‖A−A∞‖22 +
A2∞
4
‖B −B∞‖22 −
A2∞
4
‖B −B‖22 −
B2∞
4
‖A−A‖22 (63)
+ 1
2
(
A∞(B −B∞)+ (A−A∞)B∞
)∫
Ω
(A−A)(B −B)dx
+ 1
2
(A−A∞)(B −B∞)(A∞B +B∞A). (64)
After inserting (54)–(64) into (50), it remains (as second step) to show that
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+
(
2(C∞ −C)+ 12
(
A∞(B −B∞)+ (A−A∞)B∞
))∫
Ω
(A−A)(B −B)dx
+ (C∞ −C)
(
(A−A∞)(B +B∞)+ (B −B∞)(A+A∞)
)
+ 1
2
(A−A∞)(B −B∞)(A∞B +B∞A) 0, (65)
for which we are going to distinguish five cases:
1. For the case A<A∞, B <B∞, and C <C∞, it is sufficient to show
K3‖A−A‖22 +K4‖B −B‖22 +K5‖C −C‖22
− (2C∞ +A∞B∞)
(
1
2
‖A−A‖22 +
1
2
‖B −B‖22
)
(66)
− (C∞ −C)(A∞ −A)(B +B∞) (67)
− (C∞ −C)(B∞ −B)(A+A∞) 0. (68)
Since (67) and (68) are symmetric in A and B , we choose (68) to show how the conserva-
tion (21)—rewritten in the form
‖B −B‖22 + ‖C −C‖22 = (B∞ −B)(B +B∞)+ (C∞ −C)(C +C∞), (69)
allows to prove that (remember that A<A∞, B <B∞, C <C∞)
2C2∞
M2
(‖B −B‖22 + ‖C −C‖22)− (C∞ −C)(B∞ −B)(A+A∞)
 2C
2∞
M2
(
(B∞ −B)B∞ + (C∞ −C)C∞
)− 2A∞(C∞ −C)(B∞ −B).
This last expression is a linear function of B (which will be denoted by Ψ (B)) which is
nonnegative on 0 B  B∞ because
Ψ (B∞)
2C2∞
M2
(C∞ −C)C∞  0, (70)
Ψ (0) 2A∞B∞
B2∞/(C∞ −C)+C∞
(
B2∞ + (C∞ −C)C∞
) (71)
− 2A∞B∞(C∞ −C) = 0, (72)
where we have used A∞B∞ = C∞ and C∞  C∞ −C.
For (67), there is a symmetric estimate based on the conservation (20). Adding these
two estimates together with the coefficient of (66) gives the first lines for the constants K3
(51) and K4 (52) and the first expression for K5 (53).
172 L. Desvillettes, K. Fellner / J. Math. Anal. Appl. 319 (2006) 157–1762. For the second case A<A∞, B < B∞, and C > C∞, we proceed in a similar way to
(66)–(68), but instead of line (66), we find here
−(2C +A∞B∞)
(
1
2
‖A−A‖22 +
1
2
‖B −B‖22
)
,
while the lines (67) and (68) are nonnegative in this case and thus neglected. Using the
estimate C2 min{M1,M2} (due to (20) and (21)), we get the second line of (51) and (52).
3. In the third case A < A∞, B > B∞, the latter hypothesis implies C < C∞ by the
conservation law (21). As above, we estimate
K3‖A−A‖22 +K4‖B −B‖22 +K5‖C −C‖22 (73)
− (2C∞ +A∞√M2 )(12‖A−A‖22 + 12‖B −B‖22
)
(74)
− (C∞ −C)(A∞ −A)(B +B∞) (75)
+ 1
2
(A−A∞)(B −B∞)(A∞B +B∞A) 0, (76)
where we have used the conservation law (21) to estimate
B 
√
B2 
√
M2,
in the coefficient of (74). An analog argument to (69)–(72) shows for the term (75) that
A∞(
√
M2 +B∞)C∞
M1
(‖A−A‖22 + ‖C −C‖22)
− (C∞ −C)(A∞ −A)(B +B∞) 0. (77)
For (76), we use
‖A−A‖22 − ‖B −B‖22 = (A∞ −A)(A+A∞)− (B∞ −B)(B +B∞)
in order to calculate
(A−A∞)(B −B∞)(A∞B +A∞B∞ − 2A∞B∞ +A∞B∞ +B∞A)
= A∞(A−A∞)2(A+A∞)+B∞(B −B∞)2(B +B∞)
− 2A∞B∞(A−A∞)(B −B∞) (78)
+ (A∞(A−A∞)−B∞(B −B∞))(‖A−A‖22 − ‖B −B‖22), (79)
where the line (78) is nonnegative in the considered case. For (79), we observe that in the
present case, ‖A−A‖22 − ‖B −B‖22 is nonnegative and hence that (79) is bounded below
by
−(A2∞ +B∞(√M2 −B∞))(‖A−A‖22 − ‖B −B‖22). (80)
Hence, combining (76) and (77)–(80) yields the third contributions to K3 (51), K4 (52)
and the second to K5 (53).
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proceed in a symmetric way compared to case three, which leads to the fourth contributions
to K3 (51), K4 (52) and the third to K5 (53).
5. In the final case, we consider A>A∞, B >B∞ implying C <C∞. Therefore, (65) is
bounded below by
−
(
C∞ + A∞(
√
M2 −B∞)
4
+ (
√
M1 −A∞)B∞
4
)(‖A−A‖22 + ‖B −B‖22),
which completes the formulas for K3 (51) and K4 (52).
This ends the proof of Lemma 3.2. 
According to estimate (46) and Lemma 3.2, we obtain Lemma 3.1. 
We now write down the lemma which plays the role of Cziszár–Kullback–Pinsker in-
equality in information theory.
Lemma 3.3. For all (measurable) functions a, b, c :Ω → R such that 0 a, 0 b, 0 c
and
∫
Ω
(a + c) = M1,
∫
Ω
(b + c) = M2,
E(a,b, c)−E(a∞, b∞, c∞)
 3 + 2
√
2
2M1(9 + 2
√
2)
‖a − a∞‖21 +
3 + 2√2
2M2(9 + 2
√
2)
‖b − b∞‖21
+ 3 + 2
√
2
(M1 +M2)(9 + 2
√
2)
‖c − c∞‖21, (81)
where a∞, b∞ and c∞ are defined by (22).
Proof. As in Lemma 2.3, we define q(ai) = ai lnai − ai for a1 ≡ a, a2 ≡ b, and a3 ≡ c,
and rewrite
E(a,b, c)−E(a∞, b∞, c∞)
=
∫
Ω
a ln
a
a
dx +
∫
Ω
b ln
b
b
dx +
∫
Ω
c ln
c
c
dx (82)
+ q(a)− q(a∞)+ q(b)− q(b∞)+ q(c)− q(c∞). (83)
Using the conservations (20) and (21), and defining
Q(Mi, ai) = q(ai)+ 12q(Mi − ai) for ai ∈ [0,Mi], i = 1,2,
R(Mi, ai) = 12q(ai)+ q(Mi − ai) for ai ∈ [0,Mi], i = 1,2,
we can write the line (83) in two ways as
Q(M1, a)−Q(M1, a∞)+Q(M2, b)−Q(M2, b∞)
= R(M1, c)−R(M1, c∞)+R(M2, c)−R(M2, c∞). (84)
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Q′(M1, a∞)+Q′(M2, b∞) = −R′(M1, c∞)−R′(M2, c∞) = ln a∞b∞
c∞
= 0
and (for ai ∈ [0,Mi], i = 1,2)
Q′′(Mi, ai),R′′(Mi, ai)
K6
2Mi
with K6 = 3 + 2
√
2,
we bound (84) from below by
K6
4M1
(
θ |a − a∞|2 + (1 − θ)|c − c∞|2
)+ K6
4M2
(
θ |b − b∞|2 + (1 − θ)|c − c∞|2
)
,
for all 0 θ  1. Using the Cziszár–Kullback–Pinsker inequality and choosing θ = 13 , we
obtain
E(a,b, c)−E(a∞, b∞, c∞)
 1
2M1
(
‖a − a‖21 +
K6
6
|a − a∞|2
)
+ 1
2M2
(
‖b − b‖21 +
K6
6
|b − b∞|2
)
+ 1
M1 +M2
(
‖c − c‖21 +
K6
6
|c − c∞|2
)
.
Then,
‖a − a∞‖21 
(
1 + 6
K6
)(
‖a − a‖21 +
K6
6
|a − a∞|2
)
,
and the same holds for b and c, so that we get
E(a,b, c)−E(a∞, b∞, c∞) 12M1
K6
K6 + 6‖a − a∞‖
2
1 +
1
2M2
K6
K6 + 6‖b − b∞‖
2
1
+ 1
M1 +M2
K6
K6 + 6‖c − c∞‖
2
1.
This ends the proof of Lemma 3.3. 
Proof of Theorem 1.2. Noting that the solution to the system (14)–(19) satisfies the en-
tropy equality
d
dt
(
E
(
a(t), b(t), c(t)
)−E(a∞, b∞, c∞))= −D(a(t), b(t), c(t)),
we see that Theorem 1.2 is a direct consequence of Lemmas 3.1, 3.3 and Gronwall’s
lemma. 
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