Abstract: This paper discusses system identification of dual-rate systems. In particular, a dual-rate system with control interval T and output sampling interval nT is considered. At first the problem of identifying a fast single-rate model with sampling period T based on dual-rate input-output data is studied in the polynomial domain. Then the proposed algorithm is applied to model an industrial process. The estimated fast-rate model is then used in inferential control of the octane quality in a continuous catalytic reformer.
INTRODUCTION
Multirate systems are common in the chemical process industry. For example, in polymer reactors ((Gudi et al. 1994) , (Ohshima et al. 1992) ), the composition, density and molecular weight distribution measurements are typically obtained after several minutes of analysis, whereas the manipulated variables can be adjusted at relatively fast rates, the only limitation being the load on the distributed control system. This paper is concerned with identification of such multirate systems from multirate input-output data. We assume that the output sampling period is larger than the input control period, and that they are related rationally. In the identification process, a model for the multirate system is first identified, and then a single-rate model at the fast rate is extracted, i.e. at the sampling period equal to the input control period. Such fast single-rate models are useful in many applications in control, e.g., they can be used to predict inter-sample behavior for inferential control schemes. The standard technique of lifting is used to find equivalent representations for the multirate systems. In this paper, an identification algorithm for transfer function models of the lifted systems is proposed, and a method for extracting the fast single-rate models based on the identified multirate models is also discussed.
The study of multirate systems goes back to the early 1950's. The first important work was performed by Kranc on the switch decomposition technique (Kranc 1957) ; later Friedland further developed the concept of lifting which converts a periodic discrete-time system into a timeinvariant system (Friedland 1960) . Since then, the lifting technique has become an important and widely used tool for analysis of multirate systems. In the process control literature, multirate systems have also been studied. For example, Lu and Fisher (Lu and Fisher 1988) proposed an algorithm for estimating the inter-sample outputs by using slowly measured outputs and fast control inputs; Lee and Morari developed a generalized inferential control scheme and discussed various optimal control problems in the LQG, MPC, and IMC framework (Lee and Morari 1992 ); Gudi and Shah developed an enhanced observability method to estimate the inter-sample outputs and used these for fast-rate control (Gudi et al. 1995) . We note that most inferential control algorithms reported in the literature, (Lee and Morari 1992 , Gudi et al. 1995 ) , assume that fast singlerate models of the processes are available. This is usually not true. One of the purposes of this paper is to fill the gap by providing methods of obtaining such fast single-rate models based on multirate data.
System identification techniques in the polynomial domain have been applied successfully in industry for the last two decades ( (Ljung 1987) , (Soderstrom and Stoica 1989) (Verhaegen and Yu 1995) . Our approach is to estimate the fast sampled single-rate model from multirate data. The results in this paper differ from those by Verhaegen and Yu (Verhaegen and Yu 1995) in that this method identifies not only a lifted model for the multirate process but also a fast single-rate model, based on multirate input-output data. This paper will focus on one special class of multirate systems where the output sampling interval is nT , but the control interval is T . Clearly such multirate systems are dual-rate systems. This paper will develop an algorithm to estimate a singlerate model of the system with sampling period T from dual-rate data. This paper is organized as follows. In Section 2 the lifting technique and lifted dual-rate systems in both state-space and transfer function forms are presented. A method for extracting fast-rate models from the lifted models in the polynomial domain is given in Section 3. Finally, the results of the paper are illustrated and validated in Section 4 on an industrial case study.
PRELIMINARIES
In this section, the basic idea of the lifting operator will be presented first; then the lifting technique will be explored to show how to transform a dual-rate system into a single-rate system.
Consider the dual-rate sampled-data system in Figure 1 . Here, P is a continuous-time process with additive noise; the noise is generated by a continuous-time model N with a white noise input e; the output of P is corrupted by that of N , and is sampled by a sampler S nT with period nT , yielding the sampled output y(k); the input to P is generated by a zero-order hold with period T . This is a fairly common and a practical problem in the process industry. From here on, this paper will focus on this case.
Note that both u(k) and y(k) are discrete-time signals defined on the time set Z + := {0, 1, 2, · · · }; but their underlying periods are T and nT , respectively. Throughout the paper P is assumed to be LTI. However, the discrete-time system from u(k) to y(k), with e = 0, is linear and periodically timevarying. In order to get a tractable model for this dual-rate system, the lifting technique is used.
Let u(k) be a discrete-time signal defined on Z + . The n-fold lifting operator L n maps u to u L (subscript L denotes lifting) as follows: If
Note that the dimension of the lifted signal u L is n times that of u, and the underlying period of u L again is n times that of u. It is easy to see that the inverse lifting process, L −1 n , mapping u L back to u, is well-defined. It is easy to obtain the following identities
The dual-rate system from u to y in Figure 1 can be transformed into a single-rate system with underlying period nT by lifting the input; and hence u needs to be lifted by L n to arrive at Figure 2 .
In order to derive a state-space model for the lifted system, one can discretize P via the zero-order hold method with the sampling period T to get P T := S T P H T , S T and H T being the sampler and zero-order hold with period T , and assume that P T has a state-space model of the form:
Let P L represent the lifted system. P L has the following model
The state space model of the lifted system is
and P L is LTI (Chen and Francis 1995) . Discretizing the continuous-time noise model N in Figure 1 with sampling period nT gives N nT . Thus one can get the overall lifted model as follows:
Most chemical processes are strictly proper or have a time delay, hence matrix D can be set to a zero matrix without loss of generality. The lifted system is LTI, so most of the existing identification algorithms in both the polynomial and subspace domains can be used to estimate the lifted model.
DUAL-RATE SYSTEM IDENTIFICATION
If the model of a lifted dual-rate system can be estimated, then the natural question to ask is: can one determine the model of the fast-rate system from the estimated lifted model? The answer to this question is in the affirmative. This problem has been solved in state space domain (Li et al. Jan 2001) ; and in this section a method for extracting a fast model in transfer function domain will be presented: One can start with a model for P L in equation (5). Knowing the transfer function P L (z), we would like to compute the model for P T = S T P H T ; specifically, from equation (6), we would like to compute the transfer function D + C(zI − A) −1 B. P L has n inputs, so P L has n sub-systems:
Equation (6) means that
. . .
After estimating the transfer function of the lifted system, one can formulate a new transfer function, ϕ(z), as follows
Since
equation (9) can be reduced to
Clearly, ϕ(z) is exactly the single-rate model of the process sampled at the fast-rate.
INDUSTRIAL APPLICATION
In this section an industrial case study will be used to validate the results presented in our paper.
The Octane content is an important quality criterion in the gasoline production units. The continuous catalytic reforming (CCR) unit is responsible for upgrading the research octane number (RON) of a naphtha feed stream. The increase in RON is accomplished by conversion of a naphthene and paraffin material to aromatic. Therefore, it is an indication of the severity of the CCR reaction. The CCR reactor consists of 4 beds with continuous catalyst circulation and regeneration. Because the reforming reactions are largely endothermic, heat must be added to the reactor feed prior to entering each bed. The heat is provided by a 4 cell balanced draft fired heater with a common convection section. The reactor bed volumes are different and increase with each successive bed. Currently, a weighted average inlet temperature (WAIT) QDMC application is used to control the reactor severity.
There are also many other variables, affecting the RON, inside the unit such as loop pressure, reactor temperatures and outside the unit such as the feed composition changes. For instance, as the amount of feed precursors is decreased, the RON will also decrease for a given severity. If this change is measured, increasing the reactor weighted average inlet temperature (WAIT) can offset the decrease in RON. By implementing RON control, the effect of process disturbances can be minimized. The WAIT can also be manipulated to compensate for other critical operating variables such as decreased catalyst activity.
Usually the Octane is sampled and tested in the plant laboratory on a daily basis. Good Octane control needs online and frequent measurements of the Octane content which is an expensive analytic equipment. There are limited technologies in the market but all require large capital investment and extensive maintenance efforts. As a tradeoff of performance and investment, an Octane GC analyzer was installed in the process environment to measure the composition of the CCR product stream from which the Octane is validated and calculated for online measurement. It provides Octane reading about every 2.5 hours. Although this seems too slow for typical control application, it is certainly a big step forward toward plant optimization. Currently, the WAIT target is set by operators based on the slow sampled octane measurement and the desired octane requirement (open loop).
The main objective of this control application is therefore to close the loop around octane control. Due to the slow sampling rate of the analyzer, an inferential octane model has to be developed to allow the control application to make moves at a faster rate. Reactor WAIT is the manipulated variable and is adjusted every 30 minutes. All other disturbance variable measurements are also available to estimate the octane at this 30 minutes inter-sampling intervals. Therefore, the first step is to identify the dynamic models from all input variables to the output octane variable, a multirate model identification problem.
For the purpose of convenience, y is used to represent the output, u to represent the manipulated variable, and d i i = 1, · · · 7 to represent the disturbances. A total of 205 output data are collected at a rate of 150 minutes. The corresponding input/disturbances are collected at a fast rate of 30 minutes. The detrended output/manipulated variables are shown in Figure 3 .
Three disturbances are shown in Figure 4 (the reason why only three disturbances are shown will be stated later).
In total there are 1 output and 8 inputs (manipulated variable and disturbances), and the ratio between the output sampling interval and control interval is 5; so if one lift the input in order to get a single-rate lifted system, there will be 40 )(= 8 × 5) inputs in the lifted system. Our objective is to estimate the model of the lifted system and then extract a fast sampled model from the lifted model; clearly it is difficult to estimate the model of the system with 40 inputs from only 200 data points. So before the model estimation stage, we ask the question: Do all the inputs affect the output significantly? If some of the inputs do not affect the output, then these inputs can be ignored and a model between the output and only the most significant inputs can be estimated. In order to answer the question, two data sets are formulated, the output set Y and the lifted input set U , in the following way:
Since CVA can quantify the relations between two sets of variables (Hotelling 1936) , the CVA relations between Y and U are computed. The CVA relations show that only the manipulated variable and 3 other disturbances affect the output significantly (that is why only three disturbances were shown in Figure 4 ). Hence the model between the output and 4 inputs is estimated; in this case there are 20 (=4 × 5) inputs in the lifted system. The lifted model is estimated and a fast sampled model is extracted. Because the data set is too small, again the same data set is used to validate the estimated fast model (another data set should ideally be used to validate the model); the comparison between the output measurement and the prediction of the model is shown in Figure 5 .
The modeling result is quite reasonable with the variance of the prediction error being 0.04. The models can be further improved by collecting more data with more input excitations. As mentioned The inferential models were implemented into a QDMC control application with a control interval of 30 minutes. The controller is multi-rate which makes optimal moves at a fast rate of 30 minutes while the output variable is measured every 2.5 hours. When the slow sampled output measurement is available, it is used for bias or feedback correction. If not, the model gives an output estimate for the control. After one week of online operation, the control variance obtained is shown in Figure 6 and compared with manual (open-loop) control in the past. It can be seen that the controller has reduced the variance by 40%. Therefore, significant economic benefits have been achieved.
CONCLUSION
In this paper we have shown by a theoretical analysis and industrial application, that a fast single-rate model in which the sampling interval is the same as the control interval of the dualrate system can be estimated from dual-rate data collected from a special but practical class of dualrate systems where the output sampling period is an integer multiple of the control period. The fastrate model is then used for inferential control of an industrial unit with significant benefits in terms of reduced quality variance.
