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Abstract 
This paper proposes an ATMS-based geometric reasoning system for feature-based 3D solid 
modeling. Here, every feature is described by a set of geometric onstraints uch as distances 
between edges and angles between faces. The system has to evaluate the constraints in order 
to determine the attributes of all the geometric elements in the features. Therefore, the model- 
ing process can be considered as a constraint satisfaction problem. Our ATMS-based approach 
overcomes two serious drawbacks of conventional rule-based approaches: inefficiency and poor 
conflict handling. 
For the first problem, a state reduction method, represented as an ATMS justification, re- 
solves the problem of combinatorial explosion in the rules’ pattern matching. Here, intermediate 
states are defined by the degree of freedom: the determined geometric elements have zero de- 
grees, and free faces, edges, and vertices have three, four, and three degrees, respectively. Each 
constraint invocation reduces the degree; that is, it increases the level of determinacy of the 
status. 
For the second problem, the ATMS’s label update propagation mechanism resolves conflicts 
of constraints. It distinguishes conflicting situations from redundant or under-constrained ones, 
and the minimum diagnosis technique detects which constraint causes the conflict. The use of an 
ATMS as a propositional reasoning function has various advantages over rule-based systems, such 
as avoidance of infinite loops and reasoning without pattern matching. 
The paper also considers the computational efficiency of our approach and proves its practicality 
by presenting data on an actual product. @ 1997 Published by Elsevier Science B.V. 
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1. Introduction 
Three-dimensional modeling is essential to the integration of CAD and CAM. How- 
ever, since 3D modeling technology is still immature in comparison with 2D modeling, 
it is necessary to establish a new 3D modeling methodology. 
In constructive solid geometry (CSG), which is a well-known methodology for rep- 
resenting 3D shapes, complicated shapes are formed by Boolean operations on primitive 
solids, such as cylinders and prisms, that are separately modeled and placed. Existing 
CSG modeling first determines the primitives by specifying their parameter, such as 
height and radius for a cylinder, then moves and rotates them to the appropriate posi- 
tion, and finally creates the desired shape by Boolean operations on them. The problem 
here is that 
( 1) the parameter set is fixed for each primitive, 
(2) the calculation of the translation is complicated, and 
(3) local modification is impossible, because the relations between primitives are not 
saved. 
Therefore it is difficult to apply this modeling to conceptual design, in which trial-and- 
error modeling is required. 
When a designer defines shapes, he thinks first about the topological structure and 
then geometric constraints represented by symbols and annotations giving information on 
dimensions in drawings. These are considered as design rationale. Sizing and translating 
primitives are secondary operations for realizing the design rationale. If the computer 
were able to understand the design rationale and calculate the above geometry, then the 
designer could concentrate on the creative aspect of the design. 
We previously proposed a constraint-based 3D shape representation in which the 
topological structure and dimensions are considered as constraints [ 111. We also de- 
veloped a geometric inference system that determines the shape from constraints [ 121. 
The system uses ATMS (the assumption-based truth maintenance system) as a solver 
of propositional logic; it computes geometric attributes such as the coordinates of a 
vertex or a normal vector of a face by using a label propagation algorithm [ 31. Prob- 
lems arise in the constraint-based approach in over-constrained situations in which some 
constraints are redundant or incompatible, or in which a computational explosion occurs 
because the problem is NP-hard. Here we will propose a new ATMS-based 3D modeling 
technique that can handle over-constrained and redundantly constrained situations, and 
will also introduce intermediate states of geometric inference in order to improve the 
computation. Using these methods, we applied our engine to actual 3D CAD. 
2. Constraint-based 3D shape model 
2.1. Hierarchical representation 
We use hierarchical representation for the 3D shapes shown in Fig. 1. Here, fea- 
tures [7] are introduced to represent topological structures. Features such as “steps”, 
“grooves”, and “through holes” are components of 3D shapes. Since they have already 
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Fig. 1. Hierarchy of 3D objects. 
been used as units of manufacturing and design, it will be easy for designers to adopt 
them as 3D modeling primitives. Features are further decomposed into primitive solids 
such as prisms and cylinders that are defined by topological structures containing faces, 
edges, and vertices. 
Three-dimensional shapes are basically constructed by Boolean operations on primitive 
sol )wn in Fig. 2. The kinds of features they include determine whether the 
Bo ,ation should be union or difference operations. Therefore, the sizes of the 
pril ids, their positions, and the Boolean operations on them are enough to 
det,,.A,...W ..A shape of the resultant solid. The sizes and positions of the primitive solids 
are unique.ly determined when the attributes of their constituents, such as the normal 
vector of a face or the coordinates of the vertices, are determined. 
2.2. Geometric onstraint 
Geometric constraints for representing 3D shapes can be categorized into the following 
three types: 
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Fig. 2. A constructive solid geometry (CSG) tree. 
( 1) Topological constraint. A topological constraint defines the topology of a prim- 
itive solid itself by specifying the connection between the geometric elements. 
For example, a prism is composed of 8 vertices, 12 edges, and 6 faces, and 
is defined by the binary relations between components, such as all the vertices 
being shared by 3 edges. 
(2) Structural constraint. A structural constraint gives the primitive solid the charac- 
ter of a particular feature. Groove, square hole, and step features have the same 
topological structure of “4-sided prism”, but are distinguished by their relations 
to the base object [ 91. For example, if the prism has top and bottom faces that 
are common to the base object, then it is called a square hole. If the top and 
bottom faces and one of the side faces are common to the base object, it is called 
a groove. 
(3) Dimensional constraint. Dimensional constraints define the size and location of 
a feature. There are two constraints: the distance and angle between geometric 
elements. These correspond to dimensions in drawings. Dimensional constraints 
can be applied not only between the elements inside a primitive, but also between 
the elements in different primitives. For example, the depth of a step feature is a 
dimensional constraint inside a primitive, but if we focus on the object after the 
step has been removed, the height of the remaining part is important. Therefore 
the step is also specified by the height of that part, which is the distance between 
the elements in the step and the base object. 
It should be noticed that one cannot give a dimensional constraint that violates 
the other two types of constraints. In other words, when the topological con- 
straints are given, the dimensional constraints are automatically determined to 
some extent. For example, a through hole has top and bottom faces in common 
with those of the base object, and its depth is the same as that of the base object. 
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These three types of constraint have the following characteristics: 
(a) The number of intra-primitive topological constraints is large. For example, a 
4-sided prism has 72 binary intra-primitive constraints. 
(b) Geometric attributes may be determined by various combinations of constraints. 
For example, a vertex is determined by three faces, and also by two edges. 
(c) The constraints are redundant and cyclic. For example, an edge is determined 
by two intersecting faces; at the same time, a face is determined by two edges. 
Since the constraints are cyclic, the problem is where to begin and end. Another 
example is the distance between faces. If one is determined, then the other face 
can be calculated, but what happens if both are determined or free? In this case 
the constraint is bidirectional. 
(d) Given constraints are often too few, too many, or too inconsistent to uniquely 
specify a shape. Since shape is specified by many combinations of constraints, 
the designer cannot trace the validity of all the input constraints, especially 
dimensional constraints. He prefers an over-constrained situation in which the 
dimensions are redundantly specified. But in order to uniquely determine the 
shape, it is necessary to have a set of sufficient and consistent constraints. 
3. Geometric reasoning 
Geometric reasoning is a process for calculating attribute values of geometric el- 
ements, such as the normal vectors of planes and the coordinates of vertices, from 
geometric onstraints defining a shape. 
Some previous studies have presented constraint-based approaches to handling ge- 
ometry. Aldefeld [ 1 ] has proposed geometric onstraint propagation with a rule-based 
system for 2D drawings. In his system, each rule has, in the conclusion part, a ge- 
ometric element whose attribute has no assigned value, and in the condition part, a 
conjoined set of geometric onstraints and elements with assigned attributes ufficient 
to calculate the attribute value of the conclusion element. The system uses a pattern 
matching process to find all the sets that satisfy the conjoined parts of the condi- 
tion, and then evaluates the constraints o that the attribute of the conclusion part is 
assigned by the numeric calculation procedure attached to the rule (constraint eval- 
uation). This assignment may then trigger the firing of other rules that include the 
conclusion of the rule in the condition (constraint propagation). Thus, constraint eval- 
uation and propagation is performed as a forward inference mechanism of a rule-based 
system. 
The rule-based evaluation and propagation approach as two major problems, namely, 
ineficiency and poor handling of temporary conflicts. The inference engine of a rule- 
based system must observe every datum that is put into a working memory, and apply 
it to every rule. This global processing of all input is a major reason for the inefficiency 
problem: the time required for pattern matching between all the data and rules increases 
in a polynomial order whose base is the number of geometric elements and whose power 
depends ton the number of condition patterns in each rule [ 81. An explicit control of 
reasoning [51 does not help much, since every geometric rule must be applied. Aldefeld 
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[ I] reported that in his system the reasoning time increases approximately in proportion 
to the fourth power of the number of geometric elements. Our previous approach [ 111 
has the same problem of inefficiency. 
To avoid infinite loops, the forward inference mechanism does not allow multiple 
values to be assigned to a single geometric element. This automatically excludes over- 
constrained situations, but it causes another problem: no temporary conflicts can be 
handled. Over-constrained situations, especially conflicts of constraints, should be re- 
solved in the final stage of design, so that a product has a consistent shape. However, 
they should be temporarily allowed in some design stages, since they usually occur when 
designers modify the attribute values of some constraints or replace some constraints 
with others because of changes in a product’s specification. Otherwise, the designers are 
obliged to find and remove any constraints that conflict with the new ones before they 
make any changes. 
To resolve the second problem, Ando et al. [2] introduced the assumption-based 
truth maintenance system (ATMS) [ 31 for use with a rule-based system in man- 
aging dependency. The dependency information in the ATMS represents the history 
of determination processes. Using this information, the system can distinguish over- 
constrained situations from cyclic dependency, which causes infinite loops. If conflicts 
occur, their sources are recorded as nogood, and the reasoning continues in multiple 
consistent contexts each of which contains no nogoods. However, the inefficiency prob- 
lem still remains, because of the evaluation and propagation by the forward inference 
mechanism, as described below, and becomes much worse because of multiple context 
reasoning. 
We have focused on the propositional reasoning ability of the ATMS, and developed a 
new geometric reasoning system that performs constraint propagation by using only the 
ATMS without the rule-based system. Our system does not need the pattern matching 
process for evaluating constraints, because it introduces intermediate states of geometric 
elements in order to solve the inefficiency problem. 
3.1. Representation of geometric constraints 
First, we describe the representation of geometric constraints and elements and their 
attributes in terms of the ATMS. 
( 1) Node. Every attribute value of a geometric element, such as its coordinates and 
a normal vector, can be represented as an ATMS node. An ATIvIS node has 
various sets of assumptions, described in the next paragraph, under which it is 
believed. Each set of assumptions is called an environment, and the environments 
in which a node is believed are called that node’s label. In other words, the label 
can be considered as the source that directly or indirectly supports the node 
itself. 
(2) Assumption. Every attribute value of a geometric constraint, such as a distance 
or angle, can be represented as an ATh4S assumption. Thus, any label of a ge- 
ometric element node refers to the sets of the constraints necessary to calculate 
the attributes of the node. An ATMS assumption is a kind of nodes; however, it 
is the only data type that can be canceled later. 
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(3) Cl~zss. Every geometric element and constraint can be represented as an ATMS 
class. Generally, each class represents a variable, while each node represents a 
value of the variable. When a geometric element class has a single valid at- 
tribute node, the attribute of the element is found to be uniquely determined. 
When the class has no valid node, it is found to be not yet determined. When 
the class has two or more valid nodes, it is found that an over-constrained sit- 
uation occurs and that some of the constraints conflict with each other. When 
the situation is over-constrained but constraints are merely redundant, the class 
has a single valid node. However, the node has a label containing two or 
more environments, which indicates that the attribute value can be calculated 
from two or more sets of the constraints. Thus, the system can distinguish 
four situations: insufficient, necessary and sufficient, redundant, and conflict- 
ing . 
(4) Just$cution. An ATMS justification refers to direct dependency between nodes: 
a node depends on a conjunction of other nodes. It is automatically put into 
the system by a class consumer, described in the next paragraph, when geomet- 
ric elements and constraints are given some relations. The labels are calculated 
according to given justifications. 
(5) Clrzss consumer. Every local dependency between geometric constraints and el- 
ements can be represented as an ATMS class consumer. Each class consumer 
has a condition part and a conclusion part as well as the rules, and also has a 
procedure for calculating the conclusion attribute from the condition parts. It is, 
however, very different from the condition patterns of the rules in that it directly 
binds each constraint and element. 
3.2. Propngation of geometric constraints 
We now describe the flow of the constraint propagation in the terms given in the 
previous section. First, all the topological constraints included in a form feature can 
be named when that form feature is selected by designers, because each form feature 
refers to a geometric primitive, and each primitive has its own topological constraints. 
Thus, the :system can, in advance, name all the derivative forms; that is, for example, an 
edge may be calculated as the intersection of two planes. Each of the derivative forms 
is obtained by merging two or more topological constraints. The derivative forms are 
shown in Table 1. In general, each class consumer of topological constraints has the 
following form: 
element, element, . . . H [element: attribute]. 
The class consumer of the two crossing planes and the edge is as follows: 
f0,f1 H Ie4: line], 
where fo and f, are the planar face classes of the primitive. The right-hand side 
indicates that the system calculates and gives a line attribute (line) as an attribute 
node for the edge class e4. When both of the face classes on the left-hand side have 
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Table 1 
ToDological constraints 
LJ +- fl.f2.f3 
v + el,e2 
0te.f 
e + w,u2 
e + fl,f2 
f +- el.ez 
f+-u,e 
f + UI,U2,KJ 
valid attribute nodes, (planea) and (plunel), that is, when the attributes of the faces are 
properly assigned, the system calculates the line attribute for the edge class and invokes 
the following justification: 
where (lined) is an attribute node of the edge class e4 calculated from the plane attributes 
in the left-hand side. Justifications thus indicate local dependency between attribute 
nodes. The ATMS updates the labels of the nodes according to such justifications. In 
this example, suppose that the labels of the nodes in the left-hand side are {{A}, {B, C}} 
and {{D}}, respectively; then the node in the right-hand side is updated to have the 
label {{A, D}, {B,C, D}}, w h ere A, B, C, and D are the assumptions. 
We mentioned in the previous section that topological constraints are redundant in 
themselves. Here, we describe how the ATMS avoids the infinite loops caused by the 
redundancy. The attribute of the face fa in the previous example can be calculated from 
the attributes of the edges on the face. The following class consumer is the derivative 
form obtained from the relations between the edges and face: 
e2, e4 H [ fo: plane]. 
While fa is a source for determining e4 in the former consumer, they are inverted in 
this consumer. Therefore, these two consumers are cyclic. The latter consumer invokes 
the following justification when the class e2 has an attribute node (line;?): 
(Zinq) , (line4) =s (pZune0). 
However, the node in the right-hand side will never be updated, because the environments 
in the labels are guaranteed to be minimal, which is a property of the ATMS. “Minimal” 
means that no environment in a label is a subset of the other environments. In this exam- 
ple, because the second term in the left-hand side has {{A, D}, {B, C, D}} as its label, 
the node in the right-hand side, which already has fewer assumptions {{A}, {B, C}} 
in its environments, will never be updated. If the label is not updated any more, then 
the propagation will cease. Thus, the infinite loop caused by the cyclic dependency is 
automatically avoided because of the use of the ATMS label update algorithm. 
S. Shimizu, M. Numao/Artifcial Intelligence 91 (1997) 51-69 59 
*****....... (&.7 c&.....;~~~:~~ 
..** 
.L..................................tz A:‘.................................... 9  
(a) (b) 
Fig. 3. Examples of intermediate states for faces. (a) distance( u2, f). (b) on(ul , f), distance(q, f). 
Structural constraints and dimensional constraints are binary relations, and can there- 
fore be represented as the following consumer: 
constraint, element I+ [element: attribute]. 
For example, when the distance d between the two faces fa and fi is given, the system 
will create the following dual consumers: 
d, fo I+ [f2: plane], 
d, f2 I++ [fo: plane]. 
The infinim loop caused by the duality is also avoided because of the minimality of the 
labels as well as the topological constraints. 
3.3. Evahution of geometric onstraints 
As mentioned in the previous section, in general, two or more geometric constraints 
are necessary to calculate the attribute of a geometric element, and the constraints can 
also be combined in many ways. In a rule-based system, all the combinations must be 
given in thie condition parts of the rules, and the system will then find sets that satisfy 
the parts by using a complicated pattern matching process. This causes the inefficiency 
problem described before. However, such pattern matching can be rendered unnecessary 
by introducing intermediate states for geometric elements and using a small set of 
reduction rules for the states. 
For instance, when the distance constraint between a vertex and a face is given, and 
the vertex has been determined, the face is constrained to be tangent to a sphere whose 
center is the vertex and whose radius is the distance value, as show in Fig. 3 (a). If 
another vertex on the face is given, the face’s state changes so that the face is constrained 
to be tangent to a cone, as shown in Fig. 3(b). These situations can be considered as 
reduction operations for transforming the intermediate state in which the face is tangent 
to a sphere into another state in which the face includes the second given vertex. If such 
intermediate states and reduction operations are manipulated, it is unnecessary to wait 
until all of the conditions are satisfied, and the attribute determination processes can be 
localized in each element so that the reasoning becomes more efficient. 
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Table 2 
Mapping of constraints to symbols for a face 
distance(face,face) - 
distance( edge&e) - 
distance(vertex.face) - 
angleC&ce,face) - 
angle( edge,face) - 
Pin 
cyl or lin 
sph or pnt 
agl or nrm 
agl or nrm 
The intermediate constrained states for faces are as follows: 
l pnt [ 1 ] : the face includes a given point. 
l sph [ 1 ] : the face is tangent o a sphere. 
l lin [ 21: the face includes a given line. 
l cyl [ 21: the face is tangent o a cylinder. 
l ugl [ I] : an angle from some vector is given. 
l nnn [2]: a normal vector of the face is given. 
l con [ 21: the face is tangent o a cone. 
The numbers following the symbols indicate how many degrees of freedom they remove 
in typical cases. The number of degrees of freedom for planes is three. The planar face 
is led to one of the above states when it is given geometric onstraints such as distances 
and angles from other elements uch as vertices, linear edges, and planar faces, as shown 
in Table 2. For instance, when a constraint is given on the distance between a face and 
an edge, the face is constrained in a “cyl” or “Zin” state. The “lid state is the special 
case when the distance value is zero. 
When the geometric onstraints are fed into the system, they are converted into class 
consumers, as described in the previous section. In the above example, the following 
dual consumers are produced: 
d,e H [f: cyl or En], 
d,f ++ [e: &I, 
where d, e, and f indicate a distance constraint, an edge, and a face, respectively. The 
edge is constrained to be included in a plane at a given distance (‘)ln”) from the 
other plane. Note that the right-hand side of the justification produced by consumers 
does not always consist of attribute values that determine an element uniquely, but 
sometimes consists of intermediate states, as in this example. Geometric element classes, 
thus, have not only attribute nodes but also intermediate constrained states as their 
nodes. 
Two intermediate states of a single geometric element can be reduced to another state. 
Table 3 shows a reduction matrix whose contents indicate the results of reducing two 
states to one. A circle in the table means a determined state. A minus sign means that 
no reduction is necessary, and a plus sign means the same, except hat a conflict check 
is necessary. We now describe the use of this table in the case of Fig. 3: when the face 
in the “sph” state is given a “pnt” state, the two states are reduced to a single “con” 
state, which means that the face is tangent to a cone. In addition, when the face is given 
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Table 3 
Reduction matrix for a face’s symbols 
Pnt 
sPh 
lin 
cyl 
ad 
nrm 
con 
Pnt 
lin 
sPh 
con/o 
cyll 
con/o 
lin 
0 
0 
cl 
cyl 
0 
0 
0 
0 
ad 
- 
- 
0 
0 
nrm 
nrm 
0 
0 
0 
0 
+ 
+ 
an angle from another face, the “con” and a new “uge’ are reduced to a “pin” state, 
which indicates a determined state. 
Note that, in some cases, the reduction leads to a determined state, even when the 
simple accumulation of degrees of freedom is less than three, which is the number of 
degrees of freedom of a face. For instance, the reduction of “pnt [ 11” and “sph [ 1 ] ” 
may be the: face itself if the “pnt” is exactly on the “sph”. In other cases, it may become 
a “con” state if the “pnt” is outside the “sph”, or the two states may conflict if the “pnt” 
is inside the “sph”. 
As was mentioned before, because of the introducing intermediate constrained states, 
the system can convert geometric constraints into the appropriate class consumers as 
soon as the constraints are given. The consumers can then produce state (or attribute) 
nodes for element classes and justifications. When a new state node is added to an 
element class, the state reduction process may start inside the class, reducing it to a 
determined state by using the reduction matrices. In this method, global processing 
like that in a rule-based system is not necessary, but localized processing inside each 
element ca.n calculate attribute values. Therefore, evaluation of geometric constraints 
never depends on the number of geometric elements and constraints. 
3.4. Resolving conjlicts 
The system can detect conflicts between geometric constraints not only by examining 
whether a geometric element has two or more attribute nodes, but also by reducing the 
state nodes described in the previous section. A conflict detection process as well as an 
evaluation of geometric constraints is localized in a single geometric element. 
Two state nodes are found to conflict with each other if calculation of their reduction 
procedure is impossible. In this case, the system will register nogood in the ATMS as 
follows: 
(state I), (stuteq) * 1. 
This justification will calculate direct products, that is, sets of environments, of the labels 
in the left-hand side and register them in the nogood database. The ATMS then removes 
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the new nogood environments and their supersets from all the nodes, and subsequently 
will never create any new environments that are supersets of the nogoods. Therefore, 
every label is guaranteed not to contain supersets of nogoods as its environments (this 
property is called soundness of labels). When the label updating process is carried out 
to maintain soundness, the reasoning is performed in multiple consistent contexts. Since 
the label updating process must examine whether the new environments are supersets 
of the nogoods, the processing time depends on the number of assumptions, that is, the 
number of geometric constraints. 
Each context is consistent in itself, and each represents its own shape. Construction 
of an interpretation, which is an operation to find all the maximum inconsistent environ- 
ments has been proved to be NP-complete [ lo]. Therefore, it is clearly best to solve 
conflicts as soon as they are detected, and to perform reasoning in a single consistent 
context. 
In order to reduce multiple contexts to a single context, the appropriate single-term 
nogood should be asserted; that is, some assumptions (i.e., constraint values) should be 
individually asserted as nogood. The diagnostic reasoning for this has been discussed in 
terms of minimal candidates [ 61, and runs as follows: if we suppose that the nogood 
database is 
{AAC}, {AU’), (&CD}, 
then the Boolean equations to prohibit each set of them are as follows: 
ABC = 0, ABD = 0, BCD = 0. 
These are equivalent to the following single equation: 
ABC + ABD + BCD = 0. 
Since any disjunctive form can be translated into a conjunctive form, this form is 
transformed into 
(AfC).(A+D).B.(C+D)=O, 
which means that the conjunctions A V C, A V D, B, and C V D should be false, and thus 
that each of the terms is a cancelation candidate. For instance, if assumptions A and 
C are asserted as nogood, the nogood database will change to {{A}, {C}} because it 
also maintains minimality. Since the environments that are supersets of the new nogoods 
will be removed from all the labels, the labels of the attribute nodes that are derived 
from the canceled constraints will then become empty. On the other hand, only the 
other attribute nodes conflicting with them will be valid, and so the shape will become 
uniquely determined. 
Note that while canceling each of the candidates is sufficient to resolve conflicts, 
canceling some of them may also change uniquely determined elements into undeter- 
mined ones. Thus, the candidates are divided into two types: those that make all nodes 
in some single-node classes empty labeled, and those that keep only one node in each 
single-node class nonempty labeled. It is usually desirable to cancel the latter type. 
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3.5. Handling ambiguity 
The reduction processes decrease the number of degrees of freedom to zero. However, 
this does not always mean that the value is uniquely determined, but only that the domain 
of the possible values becomes finite. For instance, the two “agf’s are reduced to ‘km”, 
but the normal vector may have two different values. In this case, two “nmz”s are 
produced, and thus they make the face ambiguous. However, both of the values must be 
accepted and passed to the later process because the system cannot decide which value 
should be chosen at this time. 
When an ambiguous situation occurs, the system constructs multiple contexts by using 
the “choose” and “nogood” forms of the ATMS as follows: 
choose{ S, T} and nogood{ S, T}. 
This means that the disjunction “A V B” must hold, and that the assumptions A and B 
cannot hold simultaneously. The nodes of the new symbol are then justified with these 
assumptions as follows: 
(S), (:rtatet ), (state*) H (sta&), 
(T), (statq), (state*) H (state;). 
The new nodes on the right-hand side 
dictory assumptions in their labels. 
contradict each other, because they have contra- 
Environments that include one or more “chosen” assumptions are called inactive. 
Labels in which every environment is inactive are also called inactive. If nodes have in- 
active labels, they are ambiguous nodes, which represent ambiguous values. The contexts 
constructed for handling ambiguity are called controlled contexts. 
Disambiguation, which makes inactive labels active, is performed by the following 
hyperresolution rule for binary disjunctions [ 41: 
choose{S, T} where T $2 a, 
cr=ST 
nogood[ {S} U a], 
When nogoods that include one of the chosen assumptions are given (for example, 
{S, A, B}) , the other chosen assumption may be updated with its label by the hyperres- 
olution rule (for example, {{T}, {A, B}}). Consequently, one of the ambiguous nodes 
has the active label and so the ambiguation is solved. In most cases, the topological 
constraints give nogoods that resolve any ambiguity. 
The hyperresolution implemented especially for 2-term nogoods [ 31 does not depend 
on the number of the nogood environments. Therefore, though the contradictory as- 
sumptions create multiple worlds, the time needed for disambiguation does not increase 
much. 
3.6. Complexity consideration 
Our approach has the following characteristics with regard to computational complex- 
ity: 
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Fig. 4. Example of a “step” feature. 
No interpretation construction required. As mentioned above, our geometric con- 
straint solver is based on an incremental label update algorithm in the ATMS. 
Interpretation construction, which is NP-complete [ lo], is not required. 
No heavy hyperresolution is required. In most cases, the number of ambiguous 
candidates is two. Consequently, disambiguation can be performed by the rule 
for binary disjunctions, which is very fast [4]. 
Multiple contexts can be restricted inside each primitive. Ambiguous candidates 
may cause an exponential increase in the size of the ATh4S when they are 
sources of other ambiguous candidates. However, this can be avoided, if chosen 
assumptions are propagated only inside a primitive. We set a restriction that 
forbids propagation from a primitive’s elements to other primitives unless the 
elements are uniquely determined. It leads to no serious defect, because most 
ambiguities are resolved by the topology inside each primitive. 
Propagation paths are short. In most design stages, the designer adds new fea- 
tures to established ones. As a result, most of the label propagation is performed 
inside the new feature. That is, most propagation does not depend on the model 
size, and is done within a constant time, except when some of the constraints 
that are specified at an early stage are changed, or when an over-constrained 
situation occurs. 
Therefore, most of the constraint specification in our system should preferably be 
performed in some constant time, regardless of the number of constraints and ele- 
ments. 
4. Examples 
Here, we give an example of a simple “step” feature that shows how the geometric 
constraint solver works and how conflicts are resolved. The meaning of the “step” fea- 
ture may be represented by the basic structural constraints and the default dimensional 
constraints. In Fig. 4, the “step” feature is implicitly given “coincident” constraints 
for four faces, fa, ft, f2, and fs, to be located on the four faces of the base ob- 
ject, respectively, and is explicitly given some dimensional constraints to determine its 
shape. The step is then created by a Boolean operation between the base and the step 
object. 
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4.1. Comtraint evaluation 
First, we consider the following three geometric constraints, which are necessary and 
sufficient to determine the shape of the step without conflicts: 
distance(f4, fs) - {Br}, 
distance(es, es) - {Bz}, 
wle(f3, f4> - {B3), 
where BI, B2, and Bs are respective assumptions for each constraint. Suppose that the 
faces of the base block are determined and have the assumptions, as shown in the figure; 
then fr and fs are determined by the structural constraints, and the nodes that belong to 
these face classes have the labels {{Al}} and {{As}}, respectively. The first constraint 
determines f4, whose label is now {{AS, BI}}, and the second determines es, whose 
label becomes {{Al, As. BI , Bz)}, because es depends on fr and f4. 
We focus on the face f3 in order to explain how symbol reduction consumers work. 
This face is constrained by a pair of dimensional constraints, “distance( es, f3)” (that is, 
on(e9, f3)) and “angle( f3, f4)“. These constraints are converted into consumers that 
produce constraint symbols, such as: 
on(,e9,f3),e9 k+ [f3: cyl or /in], 
de9,f3),f3 c-) [es: phi, 
wMf3,f4),f4 w [f3:agll, 
Since e9, f4, and the constraints are determined and have nonempty labeled nodes, these 
consumers invoke the following justifications: 
(on(es,f3)).(e9 = (PI,&>) * (f3: lin= (PI,VI)), 
(wkWf3, f4> = RI), (f4 = (P2, W) 3 (f3: agl= (V2, RI )), 
where 9 and P2 are points on es and f4, respectively, VI is the direction vector of es, 
V2 is the normal vector of f4, and R1 is the value of the angle between f3 and f4. These 
justifications add new labels for their consequents. The related reduction consumers are 
then applied, and the following justifications are invoked in order: 
(S),(f3: agf= (Vz,Rl)),(f3: lin= (PI,%)) + (f3 = (Pl,v3)), 
where V3 and VI are the ambiguous normal vectors, and both of them are at right angles 
to “VI” and at angles of “RI” to “V2”. Consequently, these two ambiguous nodes of the 
f3 class are assigned the labels {(Al, Ag, BI , B2, B3, S}} and ({Al, As, BI, Bz, B3, T}}, 
respectively, where “5”’ and “T” are chosen assumptions. Now, the f3 class has nonempty 
labeled nodes; however, it is not yet determined, because the labels of these nodes are 
inactive. 
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4.2. Disambiguation 
AS the labels of the two nodes in fs are updated, the following derivation rule of the 
topology is invoked: 
e9 + .f3,f4, 
which derives eg’s attribute values from f3 and f4. In this case, the rule calculates two 
attribute values for the edge es, and then invokes the justifications in order to propagate 
the labels as follows: 
(f3 =(Slv3)),(f4=(p2,v2)) =+ (e9=(J?,K)), 
(f3 = (9. %I), (f4 = (9, v2)) +- (e9 = (PI, Y’)), 
where “V;” is the reverse of “VI”. 
Now, es has two conflicting nodes whose labels are {{Al, As, II,, 82)) and {{Al, As, 
B1 , B2, B3, T}}, respectively. Since multiple nodes for any element always cause con- 
flicts, the appropriate consumers give the following justification to the ATMS: 
(es=(S,~)),(e9=(9,VI))~I, 
and then the following nogood is then registered with the ATM& 
nogood{A,,As,B1,B2,B3,T}. 
Since this nogood triggers the hyperresolution rule, the label of “5”’ is updated as 
described in Section 3.5: 
Consequently, the first node in the face f3 is updated together with its label from 
{{Al,Ag, B1, B2, B3, S}} to {{Al,A5, BI, B2, B3}}, and becomes active. Thus, the dis- 
ambiguation is performed, and f3 now has only one active node that represents a unique 
attribute value for f 3. 
4.3. Over-constraint resolution 
Next, we consider the over-constrained situation in which a new constraint is added 
to an established shape. This situation often occurs when the specification of a product 
is changed. Suppose that a new dimensional constraint is added between edges es and 
ell: 
distance(es, ert) - {B4}, 
where B4 is the assumption automatically attached by the system. This constraint causes 
a new constraint-solving process and propagation, and the following nogood may then 
be reported: 
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Fig. 5. Example of conflict resolution. (a) Over-constrained situation. (b) Conflict resolved shape. 
because thlree elements, f3, es, and ei I, may have multiple attributes, as shown in 
Fig. 5(a). 
If the designer wishes to resolve the conflicts, he can find the following cancelation 
candidates.: 
{AI), {AS), #t}, {B2}, (B3)r {&}, 
which are obtained from the above nogood. As mentioned in Section 3.4, there are two 
types of candidate: if Al, AZ, or Bt is canceled, then not only conflicting elements but 
also consistent ones have no nodes with nonempty labels. On the other hand, if BP, 
Bs. or B4 is canceled, then each conflicting element has only one nonempty labeled 
node and s.everal empty labeled ones. Consequently, the system can show only the latter 
candidates to the designer. If he cancels Bs, the product will have a consistent shape, as 
shown in Fig. 5 (b) . 
The solution seems naive in this example, but if the shape is complicated, it is difficult 
for the designer to determine which constraints cause conflict. Therefore, the function 
described above is very important for an interactive modeling system. 
4.4. Experimental results 
Fig. 6 shows a real example of a bearing consisting of 20 primitives and 225 geometric 
elements, which is given 129 geometric constraints. In the ATMS, 721 nodes, 167 
assumptions, 2,188 justifications, and 561 cached environments containing 97 nogoods 
are produced. Evaluation and propagation of each constraint akes an almost constant 
time and d.oes not depend on the size of the model. The total time for processing of the 
geometric reasoning is 1.8 seconds on an IEM RS/6000-980. 
Fig. 6(b) shows a modification of the shape in Fig. 6(a), with the base height 
stretched. The step on the left-hand side is given the distance from the bottom and the 
opposite step is given the depth from the top, so the shape in Fig. 6(b) still satisfies 
the constraints. Because the base primitive is given in the first stage of the design, most 
of the oth,er objects depend on it directly or indirectly. In this case, re-evaluation and 
propagation of the constraints took 1.0 second on the same machine. 12 nodes and 93 
elements are affected, and 209 nodes are newly produced. 
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(a) (b) 
Fig. 6. Example of geometric reasoning. (a) A bearing. (b) Modified bearing with the height of the base 
changed. 
5. Conclusion 
We have proposed a new methodology for an ATMS-based geometric constraint solver 
in order to resolve two serious problems in conventional rule-based approaches, namely, 
poor handling of temporary conflicts and inefficiency. The straightforward application 
of the ATMS overcomes the first problem. Now, the system can, by minimal diagnosis, 
detect an over-constrained situation and advise the designers on which constraints should 
be canceled in order to resolve it. With regard to the second problem, we have shown 
that in our approach, the complexity becomes almost linear with respect to the number 
of constraints. 
We have also shown how modification of the symbolic constraints affects the shape. 
We have developed a 3D CAD system using our new geometric reasoning technology 
and shown that the performance of the system is enough for practical use. 
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