With the massive use of the internet and the search engines,
INTRODUCTION
Web spamming refers to the actions intended to mislead search engines that give some pages a higher ranking than that they actually deserve [13, 18] . With the exponential rise in the number of web sites available on the web, the amount of webspam has also galloped in the years which could lead to the degradation of the search engine results. The search engines can be misled to display pages that are given a higher PageRank by the illicit manipulation of the links and the contents of a page (pages with more number of links can be given a higher rank and so on). To improve the quality of the results displayed by the search engine, it needs to combat with this issue called the web spam. This can be done by analyzing the techniques that the spammers use, to introduce spam in web pages.
The search engine displays its result on the basis of the probability of occurrence of the various words in a document by means of a language model [20] . A language model assigns a probability to the sequence of words found in a document, based its probability distribution [21] . Whenever a query is given to a search engine, the keywords in the query are compared with this probability distribution of words in each document and then the web page containing the document with the highest probability distribution of the keywords searched, are displayed first in the search engine results.
The Kullback-Leibler (KL) Divergence technique is used to obtain the differences in the probabilities of a term in the source page, to the same term in the target page. The higher the value of divergence between the source and the target page, higher the possibility that the page is spam. Otherwise, it is a non-spam or a normal page. A comparison between the similarity values of the various sources of information such as the anchor text, page-title and the meta tags in the source page and the target page is made.
Search engines depend a lot on the link structure of the web to assign PageRank to a web page. Link structure is hence a key feature that the spammers aim at in deceiving the search engines [9, 10, 11] . The four features used for link analysis are the recovery degree, incoming and outgoing links, internal and external links and the broken links. Recovery degree is the total number of links that are extracted from a URL's home page. Incoming links refer to all the links that travel into a page and the outgoing links are those that go out from a page. Internal links refer to the links within a particular website and external links are those that point to pages in websites other than the home site. These features are an important metric for the PageRank determination of a web page. The broken links refer to links whose continuity is destroyed. The number of broken links for a spam page is usually higher than that for a non-spam page.
Web spam detection using various unsupervised learning techniques takes into account the link-based features and content-based features for analysis. The existing techniques have used the supervised model for web spam detection such as the Naïve Bayes Model and the Support Vector Machine. The main drawback of such an approach is that it works well only for small datasets and a limited number of class labels. In contrast, the unsupervised learning algorithms have no previous class definitions to map to. As a result they find out all possible relations between the source and the target page. The unsupervised techniques used are the Hidden Markov Model, Self Organizing Map and the Adaptive Resonance Theory. A comparative study of these algorithms is made based on its outcome against various performance metrics. [7] presents a spam detection system that uses the topology of the Web graph by exploiting the link dependencies among the Web pages, and the content of the pages themselves. It finds that linked hosts tend to belong to the same class: either both are spam or both are non-spam. The system demonstrates three methods of incorporating the Web graph topology into the predictions obtained by their base classifier: (i) clustering the host graph, and assigning the label of all hosts in the cluster by majority vote, (ii) propagating the predicted labels to neighboring hosts, and (iii) using the predicted labels of neighboring hosts as new features and retraining the classifier. The result is an accurate system for detecting Web spam that can be applied in practice to large-scale Web data. Lourdes Araujo and Juan Martinez-Romo in [8] describes the web spam detection in terms of link-spam and content spam, taking into consideration the language model approach based on the KL-divergence values of the various features in the source and the target page.
RELATED WORKS

UNSUPERVISED MODELS FOR WEB SPAM DETECTION
An unsupervised model to detect web spam in contrast to the already existing supervised models such as the Support Vector Machine (SVM) is proposed. The link-based features such as the recovery degree, incoming-outgoing links, internalexternal links and the broken links and also the content-based features such as the anchor text, page title and the meta tags that are extracted from the web page are considered as the input to these unsupervised algorithms.
The Hidden Markov Model
The Hidden Markov Model (HMM) is used to capture the different browsing patterns of the users. In a HMM, only the output of a state is visible to the user and the input state remains hidden [14] . In case of websites, the users may not only access the web through direct hyperlinks since they may jump from one page to another by typing the URL or even by opening multiple windows thereby making the page unaware of the origin of its link. The unsupervised techniques have no previous class definitions to map their results to, as a result of which it finds out all possible probabilities of relation between the source and target page. In a HMM, a state denotes a link, transition among states denotes hyperlinks among different pages, and emissions of a state refer to the objects forming the corresponding page. Therefore, the state transition matrix is determined by the website's structure of hyperlinks and the emission/observation matrix is determined by the objects embedded in the pages. The state transition probabilities describe how frequently the users browse from one page to another and the emission/observation probabilities for each state describe how often the requests for the objects forming a page can arrive at the original web server. Hereby, the website's basic information is extracted from a given dataset and the link is analyzed as being spam or non-spam.
Self Organizing Maps
One of the most popular neural network models is the Self Organizing Maps (SOM). With reference to [15, 16] a SOM belongs to the category of competitive learning networks based on unsupervised learning, in which no human intervention is needed during the classification of the training data. Competitive learning depends on the fact that only one output neuron is activated at a time and that neuron is considered as the winning neuron. SOM provides a topology preserving mapping from the high dimensional space to map units. Map units, or neurons, usually form a two-dimensional lattice. Points that are near each other in the input space are mapped to nearby map units in the SOM. SOM also has the capability to generalize. Generalization capability helps the network to recognize or characterize inputs that it has never encountered before.
Consider the neural network architecture consisting of the input layer, hidden layer and the output layer. The training data consists of p input vectors X of the form (x 1, x 2, x 3,.. .x n ) where each x i denotes a component of the input vector such as the recovery degree, incoming-outgoing links, internalexternal links, broken links, the anchor text, page title and the meta tags. The test data which is the final URL that has been given as input is the output vector Y of the form (y 1, y 2, y 3,.. .y m ) that is classified as falling into one of the m clusters. This technique considers two output clusters, one denoting spam and the other non-spam. The input layer and the hidden layer are connected by weights {w 1, w 2 , w 3, .. .w n } which are random vales between 0 and 1. The weight matrix consists of two units (rows) indicating the two output clusters that is to be determined. The columns of the weight matrix correspond to the components of the input vector.
The square of the Euclidean distance of an input unit X from the weight vectors associated with each output node is computed. The output unit with the least distance to the weight vector is chosen as the winner. As a result, the weight value of the winning output unit is updated in the weight matrix, using the SOM weight update equation. The same process continues with the next input vector and the updated value of the weight vectors. The weight update procedure is referred to as the learning process of SOM. The learning rate decreases with time. Similarly, each input vector is trained to fall into any of the m output clusters considered.
Adaptive Resonance Theory
Adaptive Resonance Theory (ART) is a theory developed on the property of the brain to processes information [12] . The primary intuition behind the ART model is that object identification and recognition occur as a result of the interaction of 'top-down' observer expectations with 'bottomup' sensory information [24] . The 'top-down' expectations take the form of a prototype that is compared with the actual features of an object as detected by the senses. As long as this difference between sensation and expectation does not exceed a set threshold called the 'vigilance parameter', the sensed object will be considered a member of the expected class [17] . The ART is used to overcome the stability-plasticity dilemma of learning systems. The input and the weight vectors take the same format as that discussed in SOMs. The ART consists of the input layer F 1 and the cluster units F 2 . Initially an input vector based on the features extracted from the web page, is activated at F 1. There exists bottom up connection weights b ij and top down connection weights called t ij. . X propagates through the bottom-up connections and activates nodes at F 2. As a result, competition between neurons occurs at F 2. and the maximally active node becomes the winner. The rest are zeroed using the reset mechanism of ART. The winner forms a new cluster which in this case is that of spam and non-spam. The F 2 node now has to back propagate the pattern that it encoded, using the top down weights. This is then matched with the input pattern at F 1 . The match is determined by the vigilance parameter P which is a value between 0 and 1. If F 2 node does not match with the pattern at F 1 , then the winner at F 2 is inhibited.
RESULTS
The unsupervised techniques namely the Hidden Markov Model, Self Organizing Map and the Adaptive Resonance Theory can be evaluated with metrics such as Precision, Recall, F-measure and Accuracy, considering the true positive (TP) rate and false positive (FP) rate for web spam classifiers using different feature sets on datasets [19, 22, 23] . Based on the experimental results and their comparison, the proposed approach works better than the already existing supervised systems.
True Positive (TP):
The conditional probability that a spam page is detected as a spam page itself.
True Negative (FN):
The conditional probability that a spam page is detected as a non-spam page.
False Positive (FP):
The conditional probability that a nonspam page is detected as a non-spam page.
False Negative (FN):
The conditional probability that a nonspam page is detected as a spam page.
Precision:
Precision is the probability that a (randomly selected) retrieved document is spam. 
CONCLUSION
The work presented in this paper relates to the comparison of web spam detection using three unsupervised learning methods, HMM, SOM AND ART in contrast to the supervised techniques SVM. The supervised techniques suffers from the drawback that it works well only with large datasets and is not intended to be a real -time application. After a comparative study, the proposed technique is found to yield a higher performance than the existing supervised learning methods. Future enhancements can include techniques to obtain effective results even while reducing the number of links accessed and analyzed per page.
ACKNOWLEDGMENTS
Heartfelt thanks to Mr. Sreenivasan Puthiyandi and Mrs. Shylaja Sreenivasan for all the support and blessings.
