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This approach allows us to design the algorithmic parameters on which the method depends, which we
do here when the discrete ordinates method is used for the directional approximation. We concentrate on
two stabilized methods, namely, the classical SUPG technique and the orthogonal subscale stabilization.
A numerical analysis of the spatial approximation for both formulations is performed, which shows that
they have a similar behavior: they are both stable and optimally convergent in the same mesh-dependent
norm. A comparison with the behavior of the Galerkin method, for which a non-standard numerical
analysis is done, is also presented.
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Radiation is energy propagation due to movement of subatomic
particles or photons. Thermal radiation in particular refers to radi-
ation caused by electromagnetic waves or photons. From the math-
ematical point of view, the problem consists in finding the
radiative intensity field u, which depends on the position (x), on
the propagating direction (s) and on the frequency or wave length
(k), that is u = u(k,x,s). In many cases of interest it is possible to
assume that different frequencies do not interact and therefore
the radiative intensity is computed for each frequency separately.
The problem is still very hard to approximate numerically, as it
involves in one way or another the discretization of the spatial
and directional domains to obtain approximations to the solution
of the integro-differential radiative transport equation (RTE). An
exception is the Monte Carlo method, in which these discretiza-
tions are not explicitly built but the movement of individual
photons is followed invoking statistical concepts to solve the
problem. It is widely recognized as a simple and efficient method,
but also very time consuming, especially in three dimensions.
During the last decades there were numerous efforts to develop
suitable numerical schemes for the radiative transfer equation
[16]. Several options for the directional discretization have been
considered in the literature, including the discrete ordinates meth-
od (DOM) and the method of spherical harmonics (also called PNll rights reserved.
vila), ramon.codina@upc.eduapproximation). In both cases the directional discretization trans-
forms the integro-differential RTE into a set of coupled differential
equations. In the case of the DOM the unknown of each equation is
the radiative intensity in a given direction and integration over the
solid angle is replaced by a quadrature sum, which is a set of dis-
crete ordinate directions and the corresponding weights. The
DOM was first proposed by Chandrasekhar [4] in his work on stel-
lar and atmospheric radiation, analyzing radiation problems within
a plane parallel medium. The PN approximation, which will not be
used here, was first proposed by Jeans [12] in his work on radiative
transfer in stars.
Besides the selection of the directional discretization, a proper
spatial discretization is needed. When the problem also involves
convective heat transfer, the numerical scheme for the RTE should
be compatible with those for the mass, momentum and energy
conservation equations governing the flow field. Implementation
of inhomogeneity and anisotropic radiative scattering is required
for practical applications in a multidimensional complex geometry,
using different grids. In these situations natural candidates are
finite volume methods (FVM) and finite element methods (FEM).
These methods have the advantage that can deal with complex
geometric shape and boundary conditions conveniently without
increasing the computational complexity.
A finite element approximation of radiative heat transfer in
one-dimensional problems was proposed by Viskanta [18] in
1965. Razzaque et al. [15] studied the finite element solution of
radiative heat transfer in a two dimensional rectangular enclosure.
Fiveland [20] developed a finite element formulation based on the
DOM to solve absorbing, emitting and isotropic scattering in
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deal with the problem of anisotropic scattering. Richling et al.
[19] formulated the radiative transfer equation in three dimen-
sions for discrete ordinates using finite elements for anisotropi-
cally scattering media.
It is well known that a careful numerical formulation of the
problem is needed to avoid numerical instabilities due to the first
order hyperbolic nature of the problem. The Galerkin formulation
is known to be unstable and therefore a stabilized formulation is
necessary. For example, Kanschat [13] applied and analyzed the
streamline upwind Petrov Galerkin (SUPG) formulation [3] for
the problem continuous in the propagating direction. A discontin-
uous Galerkin approximation in space combined with the DOM for
the directional discretization was proposed in [1].
In this work we propose a stabilized finite element formulation
based on an arbitrary angular discretization for solving the radia-
tive transfer equation in multidimensional geometries for absorb-
ing, emitting and anisotropic scattering media. We analyze the
SUPG method and the orthogonal subscales stabilization (OSS)
method [5], which can be described in the variational multiscale
framework introduced in [11]. A comparison with the behavior of
the Galerkin method, for which a non-standard numerical analysis
is performed, is also presented.
The paper is organized as follows. After describing the problem
in Section 2, we present in Section 3.1 the spatial discretization,
which is based on the variational multiscale formulation and the
algebraic approximation to the subscales, leaving the discussion
of the choice of the stabilization parameters to Section 3.3.2. A gen-
eral directional discretization and its particular form for the DOM
is presented in Section 3.2. A complete numerical analysis of the
formulation is presented in Section 4, where stability and optimal
convergence of the SUPG and OSS methods are proved, together
with a non-standard stability and convergence analysis of the
Galerkin method. The accuracy and efficiency of the scheme are
discussed in Section 5, where some numerical experiments are
presented. Concluding remarks close the paper in Section 6.
2. Problem statement
2.1. Boundary value problem
Let X  R3 and let S2 be the unit sphere in R3. For conciseness,
we consider the three dimensional problem, but all what follows
can be applied to the two-dimensional case as well.
The monochromatic radiative transfer problem consists in
finding u : X S2 ! R such that
Lu ¼ f in X S2; ð1Þ
where the source of intensity f(x,s) is a given function (depending
on the temperature in thermal radiation) and the operator L is
defined as
Luðx; sÞ ¼ s  ruðx; sÞ þ jðxÞuðx; sÞ þ Sruðx; sÞ; ðx; sÞ 2 X S2;
ð2Þ
where
Sruðx; sÞ :¼ rsðxÞS1uðx; sÞ; ð3Þ
S1uðx; sÞ :¼ uðx; sÞ  14p
Z
S2
/ðs; s0Þuðx; s0Þds0: ð4Þ
For clarity, the arguments on which the functions depend have been
explicitly displayed. Functions j(x)P 0 and rs(x)P 0 in (2) and (3)
are the absorption and extinction coefficients, respectively. They
only need to be bounded for the following developments, although
we will consider them constant in the numerical analysis for
simplicity.The operator Sr defined in (3) is the so called scattering opera-
tor. It depends on the phase function / 2 C1ðS2  S2;RþÞ, which is
normalized in such a way thatZ 2
S
/ðs; s0Þds0 ¼ 4p 8s 2 S2:
According to the physical model, the phase function /(s,s0) usually
depends only on the cosine of the angle between s and s0. For het-
erogeneous media, it could also depend on the position x, although
we will not consider this possibility here.
The boundary C ¼ @X S2 of X S2 is divided into the inflow
C and outflow C+ boundaries, defined as
C ¼ fðx; sÞ 2 Cjs  n < 0g; Cþ ¼ fðx; sÞ 2 Cjs  nP 0g; ð5Þ
where n is the unit normal vector pointing outwards oX at x. We
shall also make use of the hemispheres
Sx :¼ fs 2 S2js  n < 0g; Sþx :¼ fs 2 S2js  nP 0g; ð6Þ
which are defined for each x 2 oX.
For simplicity, in the description and analysis of the formulation
we shall supply (1) with the simplest boundary condition u = 0 on
C, although in the numerical examples we shall deal also with
emissive and reflective boundary conditions. Changes required to
extend the numerical approximation and its analysis to this situa-
tion are explained in Section 2.3.
2.2. Variational form
In order to write the weak form of the problem let us introduce
the spaces
V ¼ fu : X S2 ! Rju; s  ru 2 L2ðXÞ8s 2 S2g;
W ¼ fu : X S2 ! RjkukX; ks  rukX 2 L2ðS2Þg ¼ L2ðS2;VÞ;
where kukX is the usual L2(X)-norm. We also define the inner prod-
uct for functions in W (not the one associated to its topology) as
ðu; vÞ ¼
Z
S2
Z
X
u x; sð Þv x; sð Þdxds ¼
Z
S2
u;vð ÞXds; ð7Þ
where (u,v)X is the usual L2(X)-inner product. The norm associated
to (, ) is written as kuk = (u,u)1/2. If c  @X S2, we define
ðu; vÞc ¼
Z
c
uðx; sÞvðx; sÞjn  sjdxds
and the associated norm kukc ¼ ðu;uÞ1=2c . In particular, we will use
this definition for c = C+, case in which jnsj = ns.
The weak form of problem (1) consists in finding u 2 W such
that
Bðu; vÞ :¼ ðLu;vÞ ¼ ðs  ru;vÞ þ ðju;vÞ þ ðSru; vÞ ¼ ðf ; vÞ
¼: LðvÞ 8v 2 L2ðS2; L2ðXÞÞ: ð8Þ
By assumption, / is a bounded and symmetric function on
S2  S2, and therefore S1 defined in (4) is a self-adjoint operator
from L2ðS2Þ onto itself. It is a compact perturbation of the identity
operator and has a real and countable spectrum confined to the
interval [0,1]. The set of eigenfunctions corresponding to the
eigenvalue k0 = 0 contains at least the constants on S2 and, further-
more, zero is an isolated eigenvalue.
By the Hilbert–Schmidt theorem there is an orthonormal set
{un(s)} of eigenfunctions corresponding to non-zero eigenvalues
{kn} of S1 such that every function uðx; Þ 2 L2ðS2Þ has a unique
decomposition of the form
uðx; sÞ ¼
X1
n¼1
anðxÞunðsÞ þ u0ðx; sÞ; ð9Þ
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S1uðx; sÞ ¼
X1
n¼1
knanðxÞunðsÞ: ð10Þ
For x 2X fixed, L2ðS2Þ can be decomposed as L2ðS2Þ ¼ ker S1
ðker S1Þ?. If we denote by P\ the orthogonal projection onto (ker
S1)\, from (9) and (10) it is easily seen that the scattering operator
satisfies the following properties when applied to functions
u;v 2 L2ðX S2Þ:
ðS1u; vÞ ¼ P?S1u;P?v
  ¼ P?S1v;P?u ;
k1krsP?uk 6 kSruk 6 krsP?uk;
kS1uk2 6 ðS1u;uÞ: ð11Þ2.3. Emissive and reflective boundary conditions
A generalization of the homogeneous boundary conditions that
we will use for the presentation of the method is a boundary con-
dition of the form
uðx; sÞjSx ¼ uðx; sÞjSx þ
1 
p
AþuðxÞ; ð12Þ
AuðxÞ :¼
Z
Sx
uðx; s0Þjn  s0jds0;
where u is a given function and 0 6  6 1. Note that the last term in
(12) does not depend on s. Such type of boundary condition corre-
sponds to the so called emissive and reflective boundaries. In this
case, q :¼ 1   and  are the diffuse reflection and emissive wall
coefficients, respectively, and uðx; sÞ ¼ IbðxÞ is the blackbody radia-
tion, given by Ib = rBT4/p, where T is the wall temperature and
rB = 5.6704108 W/m2 K is the Stefan–Boltzmann constant. Note
that in this case the whole right-hand-side in (12) is independent
of s.
Condition (12) can be imposed weakly, leading to the following
variational form of the problem: find u 2 W such that
Bðu;vÞ þ gðu;vÞC  g
1 
p
ðAþu;vÞC ¼ LðvÞ þ gðu;vÞC 8v 2 W;
ð13Þ
where g is a dimensionless parameter that has to satisfy the condi-
tions indicated later. Observe that the space of test functions is now
W, since traces of this test functions are required on C.
The introduction of the new terms in (13) with respect to (8)
does not offer any problem for the numerical approximation. In
fact, it can be understood that the boundary condition (12) is
imposed with Nitsche’s method [17].
The stability properties of both the continuous problem (13)
and of its discrete finite element approximation are similar to
those of (8). This is so because the positivity of the bilinear form
in the left-hand-side of (13) can be guaranteed as explained in
the following. Let us start noting that
AuðxÞ 6
Z
Sx
jn  sjds
 !1=2 Z
Sx
u2ðx; sÞjn  sjds
 !1=2
¼ ffiffiffipp Z
Sx
u2ðx; sÞjn  sjds
 !1=2
and therefore
AþuðxÞAðxÞ 6 p
2
1
a
Z
Sx
u2ðx; sÞjn  sjdsþ a
Z
Sþx
u2ðx; sÞjn  sjds
 !
;
for all a > 0. Using the positive definiteness of S1, the fact that jP 0
and this last inequality it follows thatBðu;uÞ þ gðu;uÞC  g
1 
p
ðAþu;uÞC
P
1
2
ðu;uÞCþ 
1
2
ðu;uÞC þ gðu;uÞC
 g1 
p
Z
@X
AþuðxÞAuðxÞdx
P kuk2Cþ
1
2
 g1 
2
a
 
þ kuk2C 
1
2
þ g g1 
2a
 
: ð14Þ
Positivity of (14) follows from conditions
g 6 1
að1 Þ ; g 1
1 
2a
 
P
1
2
: ð15Þ
For  = 1 the only requirement is gP 12, whereas for  < 1 it is easily
checked that the above conditions are feasible. For example, for
a = 1   they read 1 6 g 6 (1  )2. If fact, a little analysis shows
that the upper bound for g is maximized if a ¼ 1q
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1
q2  1
q
(where
q = 1  ), which satisfies aP q2 and is obtained by choosing a as the
smallest value satisfying ðqaÞ1 P 2 1 q2a
  1. Note that when the
= sign holds in the first inequality of (15), control on kukCþ is lost. If
this norm is to be included in the stability norm (see (42) below),
the 6 symbol has to be replaced by <. In the case  = 0 one must
choose a = 1 and thus g = 1. Therefore,  > 0 is needed if (15) has
to hold with strict inequalities.
The positivity of (14) is enough to extend the formulation
and analysis of the methods that follow to (12) with minor
modifications.
3. Numerical approximation
In this section we consider the numerical approximation of
problem (8). Spatial and directional discretizations will be consid-
ered independently. Our main concern is the former, and we will
therefore consider a generic finite dimensional space of functions
defined on S2. However, we will also particularize our formulation
to the DOM directional discretization, which will be used in the
numerical experiments of Section 5.
3.1. Spatial discretization
Let us consider a finite element partition Ph ¼ fKg of the
domain X of diameter h. From this finite element partition we
build up conforming finite element spaces Vh  V in the usual
manner. Let also Wh ¼ L2ðS2;VhÞ. Discrete test functions will also
be taken in this space.
3.1.1. Galerkin finite element approximation
The spatial Galerkin finite element approximation of problem
(8) consists in finding uh 2 Wh such that
Bðuh;vhÞ ¼ LðvhÞ 8vh 2 Wh: ð16Þ
The question that arises once the discrete problem is set is whether
it is stable or not. The bilinear form Bðuh;vhÞ is not coercive with re-
spect to the graph norm (in particular, with respect to the deriva-
tives involved), as we shall see later. In the particular case of null
scattering (rs = 0 on X), the problem decouples into a system of
convection–reaction equations on X. This system is hyperbolic,
and the Galerkin finite element method is known to produce spuri-
ous oscillations in this case.
3.1.2. Stabilized finite element approximation using subscales
In this section we describe the finite element approximation
proposed, which can be cast in the variational multiscale frame-
work proposed in [11]. For completeness, we briefly describe it
in the following, also adapted to our particular proposal.
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where ~V is any space to complete Vh in V, obviously infinite-dimen-
sional. From Vh and eV we may define Wh ¼ L2ðS2;VhÞ andfW ¼ L2ðS2; eVÞ, which satisfyW ¼Wh fW . Since ~u 2 fW represents
the component of u whose spatial dependence cannot be repre-
sented in the finite element space, we call fW the space of subscales
or subgrid scales. We may also decompose the space of test
functions as L2ðS2; L2ðXÞÞ ¼ Wh þfW T .
The weak form of the continuous problem (8) is exactly
equivalent to find uh 2 Wh and ~u 2 fW such that
B uh; vhð Þ þ B ~u;vhð Þ ¼ L vhð Þ 8vh 2 Wh; ð17Þ
B uh; ~vð Þ þ B ~u; ~vð Þ ¼ L ~vð Þ 8~v 2 fW T : ð18Þ
Integrating the convective term by parts in the second term in the
left-hand-side of (17) and in (18) it is found that problem (17)
and (18) can be written as
B uh; vhð Þ þ Lvh; ~uð Þ þ vh; ~uð ÞCþ ¼ ðvh; f Þ; ð19Þ
~v; L~uð Þ ¼ ~v; f  Luhð Þ; ð20Þ
where L* denotes the adjoint operator, which is defined as
Luðx; sÞ ¼ s  ruðx; sÞ þ juðx; sÞ þ Sruðx; sÞ:
Eq. (20) is equivalent to
L~u ¼ f  Luh þ vh;ort in X; vh;ort 2 fW?T ; ð21Þ
where vh,ort is responsible to enforce that the previous equation
holds in the space of the subscales. The goal of all subscale methods
is to approximate ~u to end up with a modified problem for uh with
enhanced stability properties.
There are several possibilities to deal with problem (21). We
consider the algebraic approximation L~u 	 s1~u, which has to be
understood in the L2-norm (see [6]). Another possibility is to
approximate ~u by bubble functions, which leads to a similar meth-
od for a proper identification of this bubble functions (see [2], for
example). When replaced into Eq. (21) this approximation gives
~u ¼ s f  Luh þ vh;ort
 
; ð22Þ
where s is an algorithmic parameter depending on the geometry of
each element domain K and the coefficients of operator L. This
approximation for ~u is intended to mimic the effect of the exact sub-
scales in the volume integral of (19), whereas the integral over the
boundary C+ will be neglected. It remains to define the stabilization
parameter s in terms of the equation coefficients and the mesh size
and to define vh,ort, thus selecting the space of subscales. The
approximation performed to obtain s is based on an (approximate)
Fourier analysis of the problem as in [6] and will be discussed in
Section 3.3.2 after the directional discretization is introduced. The
choice of the space of subscales is discussed in the rest of this
section, where two different possibilities are considered.
3.1.2.1. Algebraic subscales and the SUPG method. The simplest
choice for the space of subscales is to take vh,ort = 0, which implies
that the subscales belong to the space of the residuals. This results
in what we will call algebraic subgrid scale method (ASGS). Insert-
ing (22) in (19), the discrete problem in this case reads: find
uh 2 Wh such that
Basgsðuh;vhÞ ¼ LasgsðvhÞ 8vh 2 Wh;
where
Basgs uh;vhð Þ :¼ B uh;vhð Þ þ ðLvh; sLuhÞ;
LasgsðvhÞ :¼ LðvhÞ þ ðLvh; sf Þ:
This method is a generalization of the well known SUPG method in
which only the advective term is considered to weight the subscalesinstead of the whole adjoint operator L*. In this method the discrete
problem reads: find uh 2 Wh such that
Bsupgðuh;vhÞ ¼ LsupgðvhÞ 8vh 2 Wh; ð23Þ
where
Bsupgðuh;vhÞ :¼ B uh;vhð Þ þ ðs  rvh; sLuhÞ; ð24Þ
LsupgðvhÞ :¼ LðvhÞ þ ðs  rvh; sf Þ:3.1.2.2. Orthogonal subscales. The starting point has been the
decomposition V ¼ Vh  eV . Among the possibilities to choose eV , a
particular choice is to take the space for the subscales orthogonal
to the finite element space, that is to say,eV ¼ V?h \ V 	 V?h ; ð25Þ
where the symbol 	 has to be understood in the sense that confor-
mity is violated. Using the same reasoning as in [6], this approxima-
tion together with some additional simplifications lead to the
expression for the subscales
~u ¼ sP?h s  ruhð Þ;
with P?h ¼ I  Ph, I being the identity and Ph the L2-projection onto
the finite element space. Replacing this expression into Eq. (19)
and taking into account that subscale functions vanish on oX we
get the final discrete problem: find uh 2 Wh such that
Boss uh;vhð Þ ¼ LðvhÞ 8vh 2 Wh; ð26Þ
where, for constant physical coefficients and uniform meshes,
Bossðuh;vhÞ :¼ Bðuh; vhÞ þ ðs  rvh; sP?h ðs  ruhÞÞ: ð27Þ
The simplifying assumptions have yielded a method that is easy to
implement and with good stability properties, as we shall see in
Section 4. Comparing expressions (23) and (27) it is observed that
the latter has less terms to evaluate, since it is not necessary to
weight the whole residual by srvh. However, the term
P?h ðs  ruhÞ leads to a wider connectivity between the mesh nodes.
Nevertheless, iterative schemes may be devised to deal with this
coupling, which may be very effective when the RTE is coupled with
nonlinear flow problems.
3.2. Directional discretization
3.2.1. Approximation of the directional component
As mentioned in Section 1, there exist several possible choices
for the directional discretization. Introducing a generic basis
{wa(s), a = 1, . . . ,N} to approximate L2ðS2Þ with a space of dimen-
sion N, we can approximate W ¼ L2ðS2;VÞ by
WN :¼ v 2 L2ðS2;VÞjvðx; sÞ ¼
XN
a¼1
waðsÞvaðxÞ;vaðxÞ 2 V 8a
( )
:
The space of test functions L2ðS2; L2ðXÞÞ can be approximated simi-
larly, replacing the condition vaðxÞ 2 V by va(x) 2 L2(X). The result-
ing space is denoted by WT;N
The Galerkin method applied to the directional discretization of
problem (8) consists in finding uN 2 WN such that
BðuN ;vNÞ ¼ LðvNÞ 8vN 2 WT;N: ð28Þ
If ua and va are the components of the unknown and test func-
tion in WN , we may write
BðuN ;vNÞ ¼
XN
a;b¼1
va;Aabi @iu
b
	 

X
þ va; Sabub
	 

X
h i
;
LðvNÞ ¼
XN
a¼1
ðva; f aÞX; ð29Þ
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Aabi ¼
Z
S2
siw
aðsÞwbðsÞds; ð30Þ
SabðxÞ ¼ ðjðxÞ þ rsðxÞÞ
Z
S2
waðsÞwbðsÞds
 rsðxÞ
4p
Z
S2
Z
S2
waðsÞ/ðs; s0Þwbðs0Þdsds0; ð31Þ
f aðxÞ ¼
Z
S2
waðsÞf ðx; sÞds: ð32Þ
Repeated indexes i in (29) and below that run over the space dimen-
sions (from 1 to 3) imply summation.
Defining the vector fields u 2 VN and f : X! RN by their com-
ponents ua, fa, a = 1, . . . , N, and introducing the vector operator L
defined by
Luja ¼
XN
b¼1
Aabi @ iu
b þ Sabub
	 

; ð33Þ
we may write the discrete problem (28) (see (29)) as: find u 2 VN
such that
ðv; LuÞX ¼ ðv; f ÞX 8v 2 L2ðXÞN : ð34Þ3.2.2. The discrete ordinates method
The simplest way to discretize the directional domain S2 is
using the so called discrete ordinates method (DOM). Let us consider
a partition of the unit sphere of the form S2 ¼ SNa¼1S2;a, and let
wa :¼measðS2;aÞ. The DOM is defined by setting wa(s) = va(s), the
characteristic function of S2;a (equal to 1 if s 2 S2;a, 0 otherwise).
If sa is the barycenter of S2;a, expressions (30)–(32) may be
approximated by
Aabi ¼ sai wadab; ð35Þ
SabðxÞ ¼ jðxÞ þ rsðxÞð Þwadab  rsðxÞ4p wawb/ðs
b; saÞ; ð36Þ
f aðxÞ ¼ waf ðx; saÞ: ð37Þ
In this case the unknown ua(x) represents the radiation intensity in
the direction sa, that is to say, ua(x) = u(x,sa).
3.3. Fully discrete problem using the discrete ordinates method
3.3.1. Spatial and directional discretization
We may now proceed to the spatial discretization of problem
(34). Let
Wh;N :¼ v 2 L2ðS2;VÞjvðx; sÞ ¼
XN
a¼1
waðsÞvahðxÞ;vahðxÞ 2 Vh 8a
( )
be the finite element space to approximateWN . This same space can
be used to approximate the space of test functions WT;N . The
Galerkin fully discrete problem, corresponding to the directional
discretization of (16), consists in finding uh;N 2 Wh;N such that
Bðuh;N ;vh;NÞ ¼ Lðvh;NÞ 8vh;N 2 Wh;N: ð38Þ
As explained earlier, this formulation lacks numerical stability. To
design stabilized finite element methods we may proceed as in
the previous subsection, simply replacing scalar-valued unknowns
and test functions by their vector-valued counterparts, as well as
the scalar operator L defined in (2) by the vector operator L intro-
duced in (33). In particular, the equation for the subscales ~u 2 eVN
will beePðL~uÞ ¼ ePðf  LuhÞ; ð39Þwhere eP ¼ I for the ASGS formulation and eP ¼ P?h in the OSS meth-
od. It is understood that eP acts componentwise. The approximation
of L~u we use is described next.
3.3.2. The general approach to design the stabilization parameters
The unresolved subscales are modeled with the algebraic
approximation in (22). The behavior of the stabilization parameter
s can be analyzed using an approximate Fourier analysis of the
problem, in the same way as it is done in [9,6].
Let us consider problem (39) posed in each element domain K.
Our purpose is to approximate L~u 	 s1~u in a certain sense, with
s1 a diagonal matrix that has to be determined and that we will
call matrix of stabilization parameters. We propose to do this
imposing that the induced L2-norm of s1 is an upper bound for
the induced L2-norm of L, that is to say kLkL2ðKÞ 6 ks1kL2ðKÞ. The
symbol 6 has to be understood up to constants and holding inde-
pendently of the equation coefficients. From an approximate Fou-
rier analysis (see [9,6]) it may be concluded that kLkL2ðKÞ 6 jbLðk0Þj
for a certain wave number, denoted k0, where the bL is the algebraic
operator resulting from the Fourier transform of Lu. In view of this
fact, our proposal is to choose s1 such that jbLðk0Þj ¼ js1j.
Obviously k0 is unknown and has to be understood in this context
as a vector of algorithmic coefficients.
The norm jbLðk0Þj can be computed as the square root of the
maximum eigenvalue (in module) of the generalized eigenvalue
problembLðk0ÞbLðk0Þu ¼ ku: ð40Þ
This leads to an effective way to determine the expression of matrix
of stabilization parameters s. Taking it as diagonal, it can be com-
puted as s ¼ k1=2max I.
The general idea exposed allows us to obtain the correct matrix
of stabilization parameters for several problems (see [8,9] for an
obtention of this matrix in the context of the hyperbolic wave
equation and the three field formulation of the Stokes problem,
for example). In particular, we will apply it now to the design of
the s matrix for the DOM presented above. Let us also note that
in some vector cases it is necessary to introduce a scaling matrix
in the definition of s, which in the problem considered is not
required.
3.3.3. Tau matrix for the discrete ordinates method
For the sake of simplicity we will assume isotropic scattering,
that is / = 1, and constant physical properties. Let us introduce
the abbreviations j ¼ jþ rs; wa ¼ wa rs4p. We wish to apply the
previous ideas to problem (39). If we call r the right-hand-side
term, the Fourier transformed equation for the DOM readsXN
b¼1
wa ih
1ðk  saÞdab þ jdab  wb
h i
u^b ¼ war^a;
where i ¼
ffiffiffiffiffiffiffi
1
p
; r^a is the Fourier transform of r(x,s) evaluated at sa
and use has been made of (35)–(37). From this expression we see
that we need to estimate the maximum eigenvalue of (40), the
matrices involved having componentsbLabðk0Þ ¼ ih1ðk0  saÞdab þ jdab  wb;bLabðk0Þ ¼ ih1ðk0  sbÞdab þ jdab  wa:
After some algebraic manipulations that are omitted, it can be
shown that
kmax 6 2c
rs
N
þ c2 þ j2;
where c is a constant, independent of the equation coefficients and
the number of modes in the DOM expansion N. In view of this, for
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eters s given by
s ¼ c1
h
	 
2
þ ðjþ rsÞ2 þ 2c1 rshN
 1=2
I; ð41Þ
where c1 is an algorithmic constant. We take it as c1 = 2 in the
numerical examples of Section 5 using linear elements. In the anal-
ysis presented in the following section this constant is required to
be large enough, but the value indicated is what we have found
effective in practice.
The matrix of stabilization parameters is an algebraic approxi-
mation to the radiative transport operator in (1). The first term
in (41) approximates the convective operator, the second term
approximates the non integral reactive term and the last term
approximates the integral operator. Observe that in the last term
the directional and spatial discretization parameters N and h ap-
pear, and that it vanishes as N?1. In any case, for practical values
of N this last term is negligible, even if h decreases as N grows.
A simple analysis of the magnitude of the different terms in (41)
when both N?1 and h? 0 shows that the last term can never
dominate. Thus, (41) has the behavior of the stabilization parame-
ters usually found in the literature and that will be used in the
numerical analysis presented next.
4. Numerical analysis
4.1. Preliminaries
In the present section we present a stability and convergence
analysis of the SUPG and OSS methods, as well as a non-standard
analysis of the Galerkin method, when they are used for the spatial
discretization of the RTE, for simplicity with essential homoge-
neous boundary conditions on C.
For simplicity, we will consider quasi-uniform refinements, and
thus all the element diameters can be bounded above and below by
constants multiplying h. The extension of the following analysis to
non quasi-uniform refinements and non uniform properties can be
done using the strategy followed in [7]. We also consider uniform
properties j and rs. With these assumptions, the stabilization
parameters can be considered constant in the whole computa-
tional domain.
For the SUPG and the OSS methods the norm in which the re-
sults will be presented is
jjjvhjjj2 :¼ sks  rvhk2 þ kvhk2Cþ þ jkvhk2 þ k1rskP?vhk2;
vhð; sÞ 2 Vh; s 2 S2: ð42Þ
It is understood that the directional variable s remains continuous,
that is to say, the semi-discrete problem is analyzed, although min-
or modifications permit the extension of our analysis to the fully
discrete DOM, for example. When the directional dependence is ac-
counted for, vh 2 Wh ¼ L2ðS2;VhÞ. If x is a spatial domain, we will
use the abbreviation kvhkx :¼ kvhkL2ðS2 ;L2ðxÞÞ. Likewise, if j  jHiðXÞ is
the seminorm of Hi(X), we will write kjvjHiðXÞkL2ðS2Þ ¼ jvjL2ðS2 ;HiðXÞÞ.
Let u 2 W be the solution of the continuous problem
and u^h 2 Wh a finite element interpolant of degree p. If
ku u^hkL2ðS2 ;HiðXÞÞ 6 Chpþ1ijujL2ðS2 ;Hpþ1ðXÞÞ ¼: eiðuÞ; i ¼ 0;1, we will
show that the error function of the SUPG and OSS methods in the
norm (42) is given by
EðhÞ :¼ s1=2e0ðuÞ þ s1=2e1ðuÞ: ð43Þ
Obviously, we could express E(h) in terms of e0(u) or e1(u), but we
prefer to keep the explicit dependence on both to stress the behav-
ior of E(h) in terms of the physical coefficients of the problem.We will use the notation Ah J Bh and Ah[ Bh to indicate that
AhP CBh and Ah 6 CBh, respectively, where Ah and Bh are expres-
sions that may depend on h and C is a generic constant, indepen-
dent of h and of the physical parameters.
The expression of s we will use corresponds to the limit for
N?1 of the diagonal in (41), that is to say,
s2 ¼ ðjþ rsÞ2 þ c21h2: ð44Þ
Since the finite element partitions are assumed quasi-uniform,
there is a positive constant Cinv independent of the mesh size h
(the maximum of all element diameters), such that
rvhk kK 6 Cinvh1 vhk kK ; ð45Þ
for all finite element functions vh defined on an element K 2 Ph.
Remember that the subscript K denotes that the spatial integral in-
volved in kk is carried over element K. Similarly, the trace
inequality
kvk2@K 6 Ctrace h1kvk2K þ hkrvk2K
	 

ð46Þ
is assumed to hold for functions v 2 L2ðS2;H1ðKÞÞ; K 2 Ph. Now,
subscript @K denotes the L2(@K)-norm. The last term can be dropped
if v is a polynomial on the element domain K. Thus, if vh is a piece-
wise continuous polynomial, it follows that
kvhk2@K 6 Ctraceh1kvhk2K : ð47ÞLemma 1. For sufficiently smooth solutions u of the continuous
problem there holds
jjju u^hjjjKEðhÞ:Proof. The results follows easily from the definition of jjjjjj and the
behavior (44) assumed for s, together with the trace inequality
(46), which implies
ku u^hkCþKh1=2e0ðuÞ þ h1=2e1ðuÞ: ð48ÞThis inequality will be used later on. hRemark 1. The previous result makes sense for smooth enough
functions u, in particular for u at least in L2ðS2;H1ðXÞÞ. Thus, the
traces of u onC+ are well defined for almost every direction, as well
as the traces of functions in the finite element spaces we have con-
structed. However, if instead of seeking the order of convergence
we only want to prove convergence towards a solution with the
minimum regularity requirements, that is to say, u 2 W, the trace
of u on C+ is not necessarily defined. As it is shown in [10] (Lemma
3.1) this trace makes sense if C+ and C defined in (5) are well
separated.4.2. SUPG method
In this subsection we will prove that the solution of the discrete
problem (23) is stable and convergent to the solution of the contin-
uous problem (1).
Lemma 2 (Coercivity of the SUPG method). The bilinear form Bsupg
defined in (24) satisfies
Bsupg vh;vhð ÞJ jjjvhjjj2 8vh 2 Wh:
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Bsupgðvh; vhÞ ¼ ðs  rvh;vhÞ þ jðvh; vhÞ þ ðSrvh;vhÞ
þ sðs  rvh; s  rvhÞ þ jsðvh; s  rvhÞ
þ sðSrvh; s  rvhÞP 12 kvhk
2
Cþ þ jkvhk2
þ rsðS1vh;vhÞ þ sks  rvhk2  jskvhkks  rvhk
 rsskS1vhkks  rvhk: ð49Þ
The last two terms can be bounded using Young’s inequality and
expression (44), for example in the form
jskvhkks  rvhk  rsskS1vhkks  rvhk
P j1=2s1=2kvhkks  rvhk  r1=2s s1=2kS1vhkks  rvhk
P 2
3
jkvhk2  38 sks  rvhk
2  2
3
rskS1vhk2  38 sks  rvhk
2:
The Lemma follows using the fact that kS1vhk2P (S1vh,vh), using
the last inequality in (49) and that ðS1vh;vhÞP k1kP?vhk2. hLemma 3 (Interpolation error of the SUPG method). There holds
Bsupg u u^h;vhð ÞKEðhÞjjjvhjjj 8vh 2 Wh:Proof. Integrating by parts the first term in Bsupgðu u^h;vhÞ and
using Schwartz inequality and the behavior (44) assumed for s it
is found that
Bsupg u u^h;vhð Þ 6 s1=2ku u^hks1=2ks  rvhk þ ku u^hkCþkvhkCþ
þ j1=2ku u^hkj1=2kvhk þ r1=2s ku u^hkr1=2s kP?vhk
þ s1=2krðu u^hÞks1=2ks  rvhk
þ j1=2ku u^hks1=2ks  rvhk
þ r1=2s ku u^hks1=2ks  rvhk:
Estimate (48) and the definitions of E(h) and jjjjjj yield the
result. hTheorem 1 (Convergence of the SUPG method). The solution uh of
problem (23) satisfies
jjju uhjjjKEðhÞ:Proof. The proof is completely standard. From the coercivity given
by Lemma 2, the obvious consistency of the SUPG method and the
interpolation error estimate in Lemma 3 it follows that
jjjuh  u^hjjj2KBsupg uh  u^h;uh  u^hð Þ
¼ Bsupg u u^h;uh  u^hð ÞKEðhÞjjjuh  u^hjjj:
The result is a consequence of this, Lemma 1 and the triangle
inequality. h4.3. OSS method
In this subsection we prove that method (26) is stable and the
solution converges to the continuous one as for the SUPG method.
We start proving stability in the form of an inf-sup condition for
the bilinear form in (27):
Lemma 4 (Stability of the OSS method). Suppose that c1 in (44) is
large enough. Then, there is a constant C > 0 such that
inf
uh2Whnf0g
sup
vh2Whnf0g
Boss uh; vhð Þ
jjjuhjjjjjjvhjjjP C: ð50ÞProof. Let us start noting that, for any function uh 2 Wh, we have
Boss uh;uhð Þ ¼ 12 kuhk
2
Cþ þ jkuhk2 þ Sruh;uhð Þ þ skP?h s  ruhð Þk2:
ð51Þ
Clearly, Boss is not coercive in the norm (42). The basic idea is to ob-
tain control on the components on the finite element space for the
terms whose orthogonal components appear in this expression. The
key point is that this control comes from the Galerkin terms in the
bilinear form Boss. Let us consider vh,0 :¼ sPh(sruh). We have that
Boss uh; vh;0
  ¼ s  ruh þ juh þ Sruh; sPh s  ruhð Þð Þ
þ P?h s  ruhð Þ; ss  r sPh s  ruhð Þð Þ
 
P skPh s  ruhð Þk2 þ js uh; Ph s  ruhð Þð Þ
þ s Sruh; Ph s  ruhð Þð Þ
 s2kP?h s  ruhð Þkkr Ph s  ruhð Þð Þk:
Using the inverse estimate (45), the fact that sc1 6 h, Young’s
inequality and (11), we get
Boss uh; vh;0
 
P skPh s  ruhð Þk2  34 sj
2kuhk2  34 sr
2
s kS1uhk2
 2
3
skPh s  ruhð Þk2  s2
 Cinv
h
kP? s  ruhð ÞkkPh s  ruhð Þk
P
1
3
skPh s  ruhð Þk2  34 sj
2kuhk2
 3
4
sr2s ðS1uh;uhÞ 
Cinv
c1
sks  ruhk2: ð52Þ
Let vh = uh + avh,0. Adding up inequality (52) multiplied by a to (51)
it follows that
Boss uh;vhð ÞP 12 kuhk
2
Cþ þ jkuhk2 þ Sruh;uhð Þ þ skP?h s  ruhð Þk2
þ a s
3
kPh s  ruhð Þk2  34 sj
2kuhk2  34 sr
2
s ðS1uh;uhÞ

 Cinv
c1
sks  ruhk2

:
Using again Young’s inequality and that sj 6 1 and srs 6 1, we get
Boss uh;vhð ÞP 12 kuhk
2
Cþ þ 1
3
4
a
 
jkuhk2 þ 1 34a
 
Sruh;uhð Þ
þ skP?h s  ruhð Þk2 þ
a
3
skPh s  ruhð Þk2
 Cinv
c1
asks  ruhk2:
Therefore
Boss uh;vhð ÞP 12 kuhk
2
Cþ þ 1
3
4
a
 
jkuhk2
þ 1 3
4
a
 
k1rskP?uhk2
þmin 1 aCinv
c1
;
a
3
 aCinv
c1
 
sks  ruhk2
Pmin 1 aCinv
c1
;a
1
3
 Cinv
c1
 
; 1 3a
4
 
;
1
2
 
jjjuhjjj2:
ð53Þ
If we choose a such that 0 < a < min c1Cinv ;
4
3
n o
we have that
Bossðuh;vhÞJ jjjuhjjj2 for the discrete function vh we have chosen,
provided c1 is large enough, for example c1 > 3Cinv.
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and (47) and condition sc1 6 h we have that
jjjvh;0jjj2 ¼ jjjsPh s  ruhð Þjjj2
6 s3ks  r Ph s  ruhð Þð Þk2 þ s2kPh s  ruhð Þk2Cþ þ ðjs2
þ k1rss2ÞkPh s  ruhð Þk2
6 s3 C
2
inv
h2
ks  ruhk2 þ Ctraceh s
2ks  ruhk2 þ 2sks  ruhk2
6 C
2
inv
c21
þ Ctrace
c1
þ 2
 !
sks  ruhk2K jjjuhjjj2:
Using this fact in (53) we have shown that for each uh 2 Wh there
exists vh 2 Wh such that
Bossðuh; vhÞJ jjjuhjjjjjjvhjjj;
from where the inf sup condition (50) is verified and stability is
established. hLemma 5 (Interpolation error of the OSS method). There holds
Boss u u^h; vhð ÞKEðhÞjjjvhjjj 8vh 2 Wh:Proof. The proof is very similar to that of Lemma 3. The difference
is only the treatment of the stabilization term, which in this case
can be easily bounded as
sðs  rðuh  u^hÞ; P?h ðs  rvhÞÞ 6 s1=2krðuh  u^hÞks1=2ks  rvhk
from where we can proceed as in Lemma 3. h
Contrary to the Galerkin and the SUPG methods, the OSS meth-
od is not consistent (in the version we have presented it, see [7]).
There is a consistency error given by the fact that
Boss u uh; vhð Þ ¼ s P?h s  ruð Þ; s  rvh
 
: ð54Þ
However, this consistency error can be bounded as follows:
Lemma 6 (Bound for the consistency error of the OSS method). Sup-
pose that f in (1) belongs to the finite element space. Then, there holds
Bossðu uh; vhÞKEðhÞjjjvhjjj 8vh 2 Wh:Proof. From (54) we have that
Boss u uh; vhð Þ ¼ s P?h s  ruð Þ; s  rvh
 
6 s1=2kP?h s  ruð Þks1=2ks  rvhk:
Since sru = f  ju  Sru and P?h ðf Þ ¼ 0, we have that P?h ðs  ruÞ ¼
P?h ðjuþ SruÞ, and the results follow from the best approximation
property of the projection Ph with respect to the L2-norm and the
expression of s. hRemark 2. The assumption P?h ðf Þ ¼ 0 is not as restrictive as it
might seem. Clearly, the component of f orthogonal to the finite
element space vanishes when it is tested with a finite element
function, and therefore the Galerkin method does not account for
it, in spite of its optimal accuracy (and lack of stability). On the
other hand, there would be no problem in keeping the whole resid-
ual in the definition of the subscale in Section 3.1.2, case in which
the OSS method would be exactly consistent.
Combining the previous results we easily get:
Theorem 2 (Convergence of the OSS method). The solution uh of the
OSS method satisfies
jjju uhjjjKEðhÞ:4.4. Galerkin method
The previous analysis could be easily adapted to account for the
possibility s = 0, which corresponds to the Galerkin method. Apart
from the need of redefining the error function E(h) given by (43) if
s = 0, also the working norm needs to be modified, since in fact the
Galerkin method provides some sort of control on the convective
term, as we shall show below. More precisely, we will prove stabil-
ity and convergence in the norm
jjjvhjjj2G :¼ kvhk2Cþ þ jkvhk2 þ k1rskP?vhk2 þ hkPhðs  rvhÞk2
ð55Þ
defined for vh 2 Wh. This norm does not contain the whole deriva-
tive of vh along direction s, but only the projection onto the finite
element space. Moreover, the factor of the last term is the mesh size
h, not s. We discuss later the implications of these facts.
Lemma 7 (Stability of the Galerkin method). For h(j + rs) 6 C0,
there is a constant C > 0such that
inf
uh2Whnf0g
sup
vh2Whnf0g
Bðuh; vhÞ
jjjuhjjjGjjjvhjjjG
P C: ð56ÞProof. For any function uh 2 Wh, we have
Bðuh;uhÞ ¼ 12 kuhk
2
Cþ þ jkuhk2 þ Sruh;uhð Þ: ð57Þ
It is obvious that B is not coercive in the norm (55). Similar to the
proof of (50), let us consider vh,0 :¼ hPh(s  ruh). We have that
Bðuh;vh;0Þ ¼ s  ruh þ juh þ Sruh; hPh s  ruhð Þð Þ
¼ hkPh s  ruhð Þk2 þ jh uh; Ph s  ruhð Þð Þ
þ h Sruh; Ph s  ruhð Þð Þ:
Using Young’s inequality and (11) we can bound this as follows:
Bðuh;vh;0ÞP hkPh s  ruhð Þk2  34hj
2kuhk2
 3
4
hkSruhk2  23 hkPhðs  ruhÞk
2
P
1
3
hkPhðs  ruhÞk2  34 hj
2kuhk2  34hrsðSruh;uhÞ:
ð58Þ
Thus, from (57) and (58) it follows that, for all a > 0,
B uh;uh þ avh;0
 
P
1
2
kuhk2Cþ þ 1
3
4
hja
 
jkuhk2
þ 1 3
4
hrsa
 
k1rskP?uhk2 þ 13ahkPhðs  ruhÞk
2
:
From the assumption h(j + rs) 6 C0 if follows that we may choose a
such that Bðuh;uh þ avh;0ÞJ jjjuhjjj2G. It remains only to prove that
jjjvh,0jjjG[ jjjuhjjjG, which can be done as in the proof of Lemma 4
using (45) and (47) and now condition h(j + rs) 6 C0:
jjjvh;0jjj2G ¼ jjjhPh s  ruhð Þjjj2G
6 h3kPh s  r Ph s  ruhð Þð Þð Þk2 þ h2kPh s  ruhð Þk2Cþ þ ðjh2
þ k1rsh2ÞkPh s  ruhð Þk2
6 h3 C
2
inv
h2
kPhðs  ruhÞk2 þ Ctraceh h
2kPhðs  ruhÞk2 þ h2ðj
þ rsÞkPhðs  ruhÞk2
6 C2inv þ Ctrace þ hðjþ rsÞ
	 

hkPhðs  ruhÞk2K jjjuhjjj2G
from where the result follows. h
Table 1
Convergence behavior of stabilized and Galerkin methods in limiting cases.
Limit case Stabilized methods Galerkin method
jh
 1 hks  rðu uhÞk þ ðjhÞ1=2ku uhkK hpþ1jujL2ðS2 ;Hpþ1ðXÞÞ hkPhðs  rðu uhÞÞk þ ðjhÞ1=2ku uhkK ðjhÞ1=2hpþ1jujL2ðS2 ;Hpþ1ðXÞÞ
jh 1 hks  rðu uhÞk þ jhku uhkK ðjhÞhpþ1jujL2ðS2 ;Hpþ1ðXÞÞ hkPhðs  rðu uhÞÞk þ ðjhÞ1=2ku uhkKhpþ1jujL2ðS2 ;Hpþ1ðXÞÞ
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not only in the asymptotic behavior h? 0, but also in the limits
obtained when the physical parameters vary for h fixed. Assump-
tion h(j + rs) 6 C0 precludes estimate (56) to be valid when h is
fixed and either j?1 or rs?1. However, this is a theoretical
restriction rather than a practical one in the problem we are ana-
lyzing. In particular, it does not appear in the numerical examples
of Section 5. In fact, when j is constant, as we assume, it can be
relaxed to hrs 6 C0 for stability (Lemma 7) but condition
h(j + rs) 6 C0 will be again required for convergence (Lemma 8
and Theorem 3). To see why hrs 6 C0 is enough for stability it suf-
fices to observe that
jh uh; Ph s  ruhð Þð Þ ¼ jh uh; s  ruhð Þ ¼ jh12 kuhk
2
Cþ P 0;
so that bound (58) is not sharp. However, the proof of Lemma 7 can
be straightforwardly extended to variable coefficients if condition
h(j + rs) 6 C0, with j the maximum value of the absorption coeffi-
cient, is kept.
The error function of the Galerkin method is determined by the
following result:
Lemma 8 (Interpolation error of the Galerkin method). For
h(j + rs) 6 C0, there holds
jjju ~uhjjjGK h1=2e1ðuÞ; ð59Þ
Bðu ~uh; vhÞK ðj1=2 þ h1=2Þe1ðuÞjjjvhjjjG: ð60ÞProof. Estimate (59) is a trivial consequence of the definition of
jjjjjjG in (55), assumption h(j + rs) 6 C0, the trace inequality (47)
and the fact that h1/2e1(u) = h1/2e0(u). The proof of (60) is as
follows:
Bðu ~uh; vhÞ ¼ ðs  rðu ~uhÞ;vhÞ þ jðu ~uh; vhÞ þ ðSrðu ~uhÞ;vhÞ
6 krðu ~uhÞkkvhk þ jku ~uhkkvhk
þ rsku ~uhkkP?vhkK ðj1=2e1ðuÞ
þ j1=2e0ðuÞÞj1=2kvhk þ r1=2s e0ðuÞr1=2s kP?vhk
K j1=2 þ j1=2 þ r1=2s
 
h
 
e1ðuÞjjjvhjjjG: ð61Þ
The proof is complete using once again that h(j + rs) 6 C0. h
Combining the results of Lemmas 7 and 8 and the consistency of
the Galerkin formulation it is found that:
Theorem 3 (Convergence of the Galerkin method). For h(j + rs) 6
C0, the solution uh of the Galerkin method satisfies
jjju uhjjjGK ðj1=2 þ h1=2Þe1ðuÞ:
At this point it is interesting to compare what happens in the
limit of dominant directional derivative or dominant absorption
in the stabilized formulations, either SUPG or OSS, and the Galerkin
method. To simplify the discussion, suppose that rs = 0 and let us
neglect the error control obtained on the boundary C+. We may
write the convergence estimates asStabilized methodsðSUPG; OSSÞ :
s1=2ks  rðu uhÞk þ j1=2ku uhk
K ðs1=2hpþ1 þ s1=2hpÞjujL2ðS2 ;Hpþ1ðXÞÞ;
Galerkin method :
h1=2kPhðs  rðu uhÞÞk þ j1=2ku uhk
K ðj1=2hp þ h1=2hpÞjujL2ðS2 ;Hpþ1ðXÞÞ:
The behavior when jh
 1 (small absorption) and when jh 1
(large absorption) is displayed in Table 1 (results in this table are
obtained multiplying by adequate factors both sides of the corre-
sponding error estimates). The two main conclusions that may be
drawn from this table are:
 When absorption is dominant, both stabilized methods and the
Galerkin method yield optimal convergence in the L2(X)-norm
of the error. Note however that we cannot consider h fixed
and let j?1 because of the assumption h(j + rs) 6 C0 on
which all our previous analysis relies (see also Remark 3). Thus,
the estimate for jh 1 in the case of the Galerkin method has
to be understood with caution, considering that jh is large but
without the possibility to take the limit jh?1. It cannot be
considered better than the estimate for the stabilized methods.
 When absorption is small, stabilized methods yield optimal
convergence, of order hp for the directional derivative. However,
the Galerkin method fails because of the large factor (jh)1/2
(apart from the fact that only the projection onto the finite ele-
ment space of the norm of the directional derivative is
controlled).
5. Numerical examples
To investigate and compare the accuracy and efficiency of the
SUPG and OSS stabilization methods, three typical test problems
with absorbing/emitting and scattering media enclosed by gray
walls are considered. The directional domain S2 is discretized with
the discrete ordinates method, using the SN quadrature sets intro-
duced by Lathrop and Carlson [14]. Three tests cases are selected to
compare the behavior of the different methods.
After the spatial and directional discretizations have been car-
ried out, the resulting linear system of equations is expensive
and strongly coupled due to the discretization of the integral oper-
ator in the RTE (1). In order to save computer memory, the DOM
equations are solved iteratively. If I denotes the iteration counter,
the implemented iterative scheme is
s  ruaI þ jþ rs 
rs
4p
wa/ sa; sað Þ
	 

uaI
¼ rs
4p
XN
b¼1;b–a
wb/ sa; sb
 
ubI1 þ f a; ð62Þ
with a = 1, 2, . . . , N, and where sa and wa are the chosen sets of
directions (ordinates) and weights; the unknown uaI is the radiative
intensity propagating in direction sa evaluated at iteration I, and fa
is the source term. We have to deal with N equations that are solved
independently for each direction, and that are coupled only by the
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Fig. 2. Relative error of the solutions for different methods against mesh size h.
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Gauss–Seidel iterative method could also be employed.
In some of the cases described next, the radiative transfer equa-
tion (1) is subject to emissive and reflective boundary conditions of
the form (12). As explained in Section 2.3, the variational problem
(13) needs to be discretized. In the stabilized formulation, the
forms involved in the problem are modified as explained for homo-
geneous boundary conditions. After the DOM discretization, the
new boundary conditions couple different directions through the
reflective integral term. In the framework of the iterative scheme
(62), values of u at the previous iteration can be used to evaluate
the resulting right-hand-side term.
Let us consider the finite element approximation of (62). For
each equation of this system the implementation is based on an
a priori calculation of the integrals appearing in the formulation
and then the construction of the matrices and right-hand-side vec-
tors of the final algebraic systems to be solved. These matrices and
these vectors can be constructed directly for each nodal point,
without the need to loop over the elements, thus making the calcu-
lations much faster.
It is important to note that as (j + rs)h? 0 each discrete equa-
tion is dominated by the convective term. The Galerkin contribu-
tion of the convective term is a singular matrix. Therefore, as
(j + rs)h? 0 the Galerkin method gives almost singular matrices.
This causes that iterative solvers as GMRES do not converge, even
when using good ILUt preconditioners. We had to use direct solv-
ers for solving the test problems described next with the Galerkin
method.
5.1. Gaussian shaped radiative source term between one-dimensional
parallel black slabs
The first test problem that we consider, taken from [21], is
known to produce Galerkin oscillations. It consists in solving the
radiative transfer problem in a nonscattering medium between-0.06
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Fig. 1. Radiative intensity distribution for a mesh with 20 (top left), 2one-dimensional finite parallel black slab. This problem is modeled
by the one dimensional RTE
ldu
dx
þ ju ¼ exp 2500ðx 0:5Þ2
	 

; x 2 ½0;1;
where l is the cosine between direction s and the x axis.
Homogeneous boundary conditions are taken:
uð0;lÞ ¼ 0; l > 0;
uð1;lÞ ¼ 0; l < 0:
The analytical solution of this problem in the case of l > 0 can be
written as-0.01
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5 (top right), 50 (bottom left) and 100 (bottom right) elements.
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ffiffiffi
p
p
2l exp 
j
l x
j
10000l 0:5
  
 erf j
100l
þ 50ð0:5 xÞ
 
 erf j
100l
þ 25
  
:
Fig. 1 shows the radiative intensity distribution for
l = 0.5773505 and j = 1. The Galerkin and the stabilized SUPG
and OSS methods are compared against the analytical solution.
We used uniform meshes, with the number of elements ranging
from 20 to 400 linear elements. For coarser grids global spurious
oscillations occur when the Galerkin method is used. This is be-
cause it is stable in the norm (55), which has poor control on the
derivatives. Due to the nature of the analytical solution we found
bigger oscillations for an even quantity of elements.Fig. 3. Radiative intensity solutions using the SUPG method in a mesh of 240  240 elem
from the upper hot wall (left picture) and the cold walls (right picture).
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Fig. 4. Radiative intensity cut at x = 0.4 m using different numerical methods on a mesh
cases the reference solution computed on a mesh of 480  480 elements is also shown.When using stabilized formulations global oscillations are re-
moved. For some meshes, the OSS method presents higher local-
ized peaks than the SUPG method due to the less diffusive nature
of the scheme. When using a finer grid capable of capturing the
jump of the analytical solution, all oscillations are removed.
Fig. 2 shows the L2 error of the different methods relative to the
reference solution against the mesh size h. We observe from this
figure optimal convergence, that is ku  uhk 6 Ch2 when h? 0.
5.2. Absorbing and anisotropic scattering in the unit square (2D
problem)
The second test problem consists in solving the radiative heat
transfer equation over a square domain. The medium is consideredents corresponding to case 1 (j = 0.2 m1 and rs = 0.8 m1). Radiation propagating
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of 20  20 (top left), 80  80 (top right) and 240  240 (bottom left) elements. In all
Relative error of the solutions against mesh size h (bottom right). Case 1 (j = 0.2).
Fig. 5. Radiative intensity solution using the SUPG (left) and the Galerkin (right) methods in a mesh of 480  480 elements. Case 2 (j = 0.01 m1 and rs = 0.001 m1).
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Fig. 6. Radiative intensity cut at 0.4 m (right) and 0.6 m (left) from the hot wall for different numerical methods and reference solution in meshes of 80  80 (top) 240  240
(middle) 480  480 (bottom) elements. Case 2 (j = 0.01 m1 and rs = 0.001 m1).
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by boundaries of length L = 1 m with emissivity  = 0.8 and reflec-
tivity q = 0.2. From the discussion after (15) it follows that the
maximum upper bound for g in this case is g 	 49.49. We have
chosen g = 40 with good results.
The upper wall is maintained at a temperature Thot = 1000 K,
and all other walls at a temperature Tcold = 500 K. The medium is
maintained at uniform temperature of Tg = 800 K. We consider
the phase function /(s0,s) as linearly anisotropic, of the form
/ðs0; sÞ ¼ 1þ A1s0  s;
where A1 = 0.2.
For the space discretization we use bilinear rectangular ele-
ments Q1. For discretizing the angular dependency is used the
SN8 ordinates set [16], consisting of 80 directions. Discretization
in space goes from meshes of 20  20 to 240  240 elements.
As the RTE does not have analytical solutions for arbitrary
geometries, we have compared the results of the different formu-
lations with a reference solution, obtained using a finer grid of
480  480 elements.
We have run two cases, the first one with an optical thickness
b = (j + rs)L = 1, and the second one with b = (j + rs)L = 0.011. In
the later case the medium is quite nonparticipative. Due to the dis-
continuity in the boundary conditions, solutions may present sharp
gradients that can activate instabilities.Fig. 7. Radiative intensity solution with the SUPG method in the whole domain
using a mesh of 20  20  20 trilinear elements.
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Fig. 8. Radiative intensity cut for the SUPG, the OSS and the Galerkin methods against the
elements.Case 1 In this first case the physical properties of the medium
are taken as j = 0.2 m1 and rs = 0.8 m1. In Fig. 3, two solutions
are plotted for the radiation intensity in X when solving with the
SUPGmethod and using a mesh of 240  240 elements. The picture
on the left corresponds to radiation propagating from the upper
hot wall, whereas in the picture on the right it propagates from
the cold walls.
The solutions obtained when using Galerkin, the SUPG and the
OSS methods are compared against the reference solution in Fig. 4,
using meshes of 20  20, 80  80 and 240  240 linear elements. A
cut of these solutions is shown. The Galerkin method shows higher
numerical oscillations for finer grids. The stabilized methods OSS
and SUPG give very similar results, without numerical oscillations.
The error of the different methods relative to reference solution
is also plotted against mesh size h in Fig. 4 (bottom-right). This
error has been computed as
Error ¼
P
a;a uhðxa; saÞ  uðxa; saÞð Þ2P
a;a uðxa; saÞð Þ2
; ð63Þ
where a, a refers to nodes and directions, uh(xa,sa) is the discrete
solution at node xa and direction sa, and u(xa,sa) is the reference
solution at this node and with this direction. For the smallest values
of h a linear convergence of the error is observed. This convergence is
not optimal. A possible explanation is that the analytical solution is
discontinuous due to the discontinuity in the boundary conditions.
Case 2 In this case the medium has as absorption coefficient
j = 0.01 m1 and as scattering coefficient rs = 0.001 m1. Fig. 5
shows the solutions obtained for the radiation intensity when
using the SUPG and the Galerkin methods in a mesh of
480  480 elements. In this example, the radiation intensity comes
from the upper hot wall. It is observed that the Galerkin solution is
polluted with global oscillations.
In Fig. 6 different cuts of radiative intensity are shown for the
stabilized and the Galerkin methods for meshes of 80  80,240 
240 and 480  480 elements. As in case 1, the Galerkin method
shows higher numerical oscillations for finer grids. When using fi-
ner grids, the OSS and the SUPG methods give results similar to the
reference solution, so that only this reference solution has been
plotted. It is worth to note that the Galerkin oscillations are not
node to node.
5.3. Absorbing and isotropic scattering in the unit cube (3D problem)
The third test problem consists in solving the radiative transfer
equation in the unit cube (x,y,z) 2 [0,1]3. The temperature of the
medium is Tm = 800 K. The boundary conditions consist of one
hot wall (z = 1) at Th = 1000 K, while the other walls are maintained 0
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reference solution in a mesh of 20  20  20 (left) and 40  40  40 (right) trilinear
438 M. Avila et al. / Comput. Methods Appl. Mech. Engrg. 200 (2011) 425–438cold (Tc = 0 K). The hot wall is considered opaque and non reflective
( = 1.0,q = 0.0). The physical absorption and scattering are j = 0.2
and rs = 0.3 (SI units are assumed).
Fig. 7 shows the solution for radiation intensity over the cubic
domain coming from the upper hot wall when using the SUPG
method and a mesh of 20  20  20 trilinear elements. Fig. 8
shows plots of radiative intensity cuts for the stabilized and the
Galerkin methods using respectively meshes of 20  20  20 and
40  40  40 trilinear elements. The tests are compared to a refer-
ence solution obtained with a mesh of 80  80  80 trilinear ele-
ments using the SUPG method. The obtained results using the
SUPG and the OSS methods are very close. The behavior of the
Galerkin method is similar to the one observed in the bidimen-
sional problem (see Fig. 4).
6. Conclusions
In this paper we have designed and analyzed stabilized finite
element methods to approximate the radiative transport equa-
tion. The problem is posed in a spatial domain and in the unit
sphere S2, and both need to be discretized. We have focused
our attention to the spatial discretization, and used only the
DOM in the numerical testing, although any other discretization
of S2 could be used.
The Galerkin method for the spatial discretization suffers from
numerical oscillations due to the convective term in the equation
to be approximated. We have presented a non-conventional
numerical analysis that shows that some control on the convective
derivative can be obtained, but not enough to prevent the appear-
ance of numerical wiggles.
In order to overcome the misbehavior of the Galerkin method,
two stabilized finite element methods have been discussed,
namely, the well known SUPG formulation and the OSS method.
Both can be motivated within the variational multiscale frame-
work, although some simplifying assumptions have to be added
to arrive to the version of the methods analyzed here.
Both approximations, the SUPG and the OSS, are stable and opti-
mally convergent in the same norm and with the same error func-
tion. This norm happens to be finer than the one in which the
Galerkin method can be analyzed. There is full control in the con-
vective derivative that translates into globally smooth solutions,
although some local oscillations may be still encountered. As the
OSS method introduces less numerical dissipation than the SUPG
method, the local overshoots and undershoots are sometimes high-
er using the OSS method. Let us stress that the norm in which we
have presented the stability and convergence results remains
meaningful for all values of the physical parameters. For the SUPG
method this represents a modification of well known results,
whereas for the OSS method this analysis was not available.Acknowledgment
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