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Today, the turbulent boundary layer (TBL) is the major source for aircraft cabin
interiour acoustics. Due to the decreasing contribution of aircraft engines to the
cabin noise levels, the importance of TBL as source is increasing. Especially air-
craft manufacturers are interested in building the quietest and most comfortable
aircrafts in the market. To do so, it is of interest to investigate the TBL as a noise
source and being able to precisely estimate its contribution to the interiour noise
everywhere on the aircraft.
This thesis deals with the prediction of aircraft fuselage vibration excitation by
the TBL at typical cruise flight conditions. To characterise the excitation by the
TBL, information about the frequency dependent pressure fluctuations, thus the
strength of turbulence as a measure for the pressure amplitudes is necessary. Fur-
thermore, the development of turbulence in space and time is important. This
information is covered by the auto-spectrum as well as the wavenumber-frequency
spectrum.
In a first step, measured auto-spectra during flight tests are postprocessed and
analysed as a validation data base. Furthermore, models for auto-spectra and
wavenumber-frequency spectra are reviewed from literature and finally, an en-
hanced auto-spectrum model is developed. To do so, computational fluid dynam-
ics (CFD) is used to solve the Reynolds averaged Navier Stokes (RANS) equations
numerically with DLR’s TAU code and the respective aerodynamic data is used
as input for the development of the new auto-spectrum model. Parallelly to these
semi-empirical modelling activities, a full numerical approach is followed to pre-
dict the TBL in terms of auto-spectra and wavenumber-frequency spectra. For
this purpose, the Fast Random Particle-Mesh Method (FRPM) from DLR is ap-
plied to distinct parts of an Airbus A320 at cruise flight conditions. Beside this,
the predicted excitation models are numerically applied to aircraft fuselage sec-
tions by using the Statistical Energy Analysis (SEA) and the structural response
of several subsystems is analysed. Finally, the numerically estimated structural
vibrations are compared with analysed measured vibrations from flight tests on
the real aircraft structure.
The new developed auto-spectrum model demonstrates a good reliability in the
prediction of auto-spectra on an aircrafts fuselage within its aerodynamic lim-
its. Beside this, predicted and measured structural vibration collapse over a large
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frequency range for the tested areas. This new method enables a CFD based pre-




Die turbulente Grenzschicht (TBL) ist die Hauptlärmquelle der Kabinenakustik
bei heutigen Verkehrsflugzeugen. Durch den verringerten Schalleintrag aus mod-
ernen Triebwerken steigt die Relevanz der TBL als Lärmquelle für die Flugzeug-
kabine. Flugzeughersteller haben das Ziel, das leiseste und komfortabelste Flugzeug
auf dem Markt zu bauen. Um dieses Ziel zu erreichen, ist es von großer Bedeutung
die TBL als Lärmquelle genau zu verstehen und den Schalleintrag in der gesamten
Flugzeugkabine berechnen zu können.
Diese Doktorarbeit beschäftigt sich mit der Vorhersage von Rumpfstrukturanre-
gung bei Verkehrsflugzeugen durch die TBL bei typischen Reiseflugbedingungen.
Um die Anregung zu charakterisieren, müssen Informationen über die frequenz-
abhängigen Druckfluktuationen, also die Stärke der Turbulenz vorliegen. Außer-
dem sind Informationen über die räumliche und zeitliche Entwicklung der Turbu-
lenz unabdingbar. Diese Informationen werden über das Autospektrum sowie das
Wellenzahlfrequenzspektrum abgebildet.
Im ersten Schritt werden Flugtestdaten ausgewertet, die zur Validierung herange-
zogen werden. Nachfolgend werden Modelle für Autospektren und Wellenzahlfre-
quenzspektren aus der Literatur verglichen und in einem weiteren Schritt wird ein
bestehendes Modell zur Vorhersage von Autospektren weiterentwickelt. Für diese
Weiterentwicklung werden numerisch die Zustandsgrößen der Strömung berech-
net (CFD), wobei der "Reynolds averaged Navier Stokes" (RANS) Löser TAU des
DLR genutzt wird. Die Strömungsgrößen werden als Eingangsgrößen für das neue
Autospektren Modell genutzt. Parallel zu den semi-empirischen Modellierungen
wird ein voll numerischer Ansatz verfolgt, um die Autospektren und Wellenzahlfre-
quenzspektren der TBL vorherzusagen. Hierzu wird die "Fast Random Particle-
Mesh" Methode (FRPM) des DLR in bestimmten Bereichen eines Airbus A320
bei Reiseflugbedingungen angewendet. In einem weiteren Schritt werden die An-
regungsmodelle mit Hilfe der Statistischen Energieanalyse (SEA) numerisch an
eine Flugzeugstruktur gerechnet und die daraus resultierenden Strukturvibratio-
nen ausgewählter Subsysteme ausgewertet. Abschließend wird die numerische
Vorhersage mit den gemessenen Strukturvibrationen des A320 aus Flugtests ver-
glichen.
Das neu entwickelte Autospektrenmodell zeigt eine hohe Vorhersagegenauigkeit
innerhalb der definierten aerodynamischen Grenzen. Des Weiteren liegen die
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vorhergesagten und gemessenen Strukturvibrationen in einem großen Frequenzbe-
reiche übereinander. Die neue Methode ermöglicht eine CFD basierte Vorhersage
der Autospektren überall auf dem Flugzeugrumpf und somit auch die Berechnung
der Strukturvibrationsanregung des Rumpfes.
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1.1 Motivation and Background
People will spend more and more time on planes, whether for private or busi-
ness purposes, and their comfort expectance will successively grow. Among other
demands on passenger comfort, aircraft cabin noise should be as low as possi-
ble. Many sources of noise contribute to the sound pressure level (SPL) inside an
aircraft cabin (cf. Figure 1.1). One of the main cabin noise contributors is the
turbulent boundary layer (TBL), causing fluctuating pressures on the fuselage.
These pressure fluctuations excite structural vibrations and noise. Via complex








Figure 1.1: Examples of noise sources driving cabin SPL
Aircraft manufacturers, like Airbus, are interested in an exact estimation of cabin
SPL at every position inside the cabin. Therefore, detailed knowledge of the struc-
tural excitation by TBL is essential, which is addressed in this thesis by using
methods like Computational Fluid Dynamics (CFD), Computational Aeroacous-
tics (CAA) and Statistic Energy Analysis (SEA). This knowledge enables engineers
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to implement shape optimisations of the aircraft structure or to improve the in-
sulation concept of todays existing and of future aircraft designs. Finally, this is
required to reach the lowest cabin SPL and the highest passenger comfort in the
market.
The research objectives of this thesis are presented in detail in Section 1.3 and a
brief introductory summary of the state of the art is given below.
1.2 State of the Art
Today, cabin SPL estimations in aircraft are done by using semi-empirical models
on the TBL excitation side. According to the work of Miller [66], available
prediction methods can be classified into three categories, sorted by complexity
of the used field statistics and prediction output, i. e. models which are mainly
described by
a) the overall mean square pressure as a direct measure of the energy due to
the pressure fluctuations beneath the TBL,
b) the single point wall pressure spectrum (auto-spectrum) sorting this energy
into frequencies, or
c) the wavenumber-frequency spectrum, further sorting the energy into wavenum-
bers, i. e. providing correlation information in time and space.
In this thesis the focus is on the auto-spectra as well as on the wavenumber-
frequency spectra prediction, to characterise the TBL excitation. In the last fifty
years many semi-empirical models to predict surface pressure fluctuations beneath
a TBL have been developed for a large variety of test conditions.
The development of models for auto-spectra prediction begins with the work of
Robertson [71] in 1971, which is based on the work of Lowson [63] (1968)
and constitutes an improvement at low and high Strouhal numbers. Further-
more, Lowson’s work is originally based on work of Speaker and Ailman [81].
Robertson takes flight test and wind tunnel data, in a range of Ma∞ = 0.6...3.0,
for his model into account. In 1974, Cockburn and Robertson [15] conducted
tests on a payload shroud at Ma∞ = 0.7, 0.8, 2.0. They proposed an enhanced
model, based on the work of Robertson. Different other models were developed,
like the model by Chase in 1980 [12] or the Efimtsov models in 1982 [20] and
1984 [19]. The Efimtsov 1 model [20] was developed based on flight test data in
the Mach number range of Ma = 0.41...2.1. Further wind tunnel measurements
(Ma∞ = 0.015...4.0) at TsAGI (Central Aerohydrodynamic Institute in Moscow,
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Russia) enabled Efimtsov to enhance his model to the Efimtsov 2 model [19].
Many more models have been developed in the 80s and 90s by e.g. Howe [51],
Smol’yakov [77] and Tkachenko [86]. In the early 2000s, Goody [37] proposed
a new model, based on the Chase model. Also, Rackl & Weston [70] proposed
an enhancement of the existing Efimtsov 2 model. All mentioned models were
developed for different speeds and Reynolds numbers but always for zero pres-
sure gradient flows. In a next stage of development, Rozenberg [73] published
a model for auto-spectra prediction under adverse pressure gradients, using the
Goody model as a starting point. Catlett [10] did the same in 2014 and Hu
[53] in 2016. This gives a rough overview of the models, developed in the last 50
years. Another detailed overview of the last 50 years on the field of development
of semi-empirical models, which calculate the turbulent boundary layer wall pres-
sure frequency spectrum (auto-spectrum) has been summarised by Hwang [56],
whose work is based on observations from Bull [8], Farabee [31], Blake [4, 5] and
others. A more detailed overview of the existing models to estimate auto-spectra
is given in chapter 3.1.
Beside the information delivered by the auto-spectrum, it is essential to have
knowledge about the space and time development of the turbulence. For this pur-
pose many models for the wavenumber-frequency spectrum are available. Again,
the development of these models started in the 60s with the work of Corcos [17].
Corcos’ idea was to divide the flow into two parts, the flow direction itself and
the cross flow direction. The decay in turbulence for both directions is estimated
with exponential-functions. This model does only describe the convective region,
where most of the energy of the TBL is positioned and is the major driver of ex-
citing structures on aircraft (cf. Graham [43]). Jolly [14] enhanced the Corcos
model in 1968 with the local boundary layer thickness δl as this is important at
low frequencies. Following the same idea of dividing the flow (flow- and cross flow
direction) and taking δl into account, Efimtsov [20] developed a model in 1982, as
well based on correlation measurements. Smol’yakov and Tkachenko [79] also
performed wind tunnel measurements at U∞ = 40m/s. Their model is an approx-
imation of these measurements and the difference to the beforehand mentioned
models is a mixture of the flow and cross flow direction to realise an elliptical
shape of the convective ridge, instead of a rhombic shape. Smol’yakov extended
this model by taking the viscosity of the fluid into account and published it in 2006
[78]. Finally, also Chase proposed two models for the wavenumber-frequency spec-
trum, the first one in 1980 [12]. A second model [11] was published in 1987, where
Chase included terms to describe the acoustic region and relaxed the requirement
for a low wavenumber dependence ∼ |k|2 (Kraichnan-Phillips theorem [61, 50]).
All these models are in detail presented in chapter 3.2.
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In addition to these semi-empirical models, it is possible to estimate the quan-
tities (auto-spectra, wavenumber-frequency spectra) by numerical methods. The
development of high-performance computing (HPC) systems enables the compu-
tation of the fluctuating pressure field by several methods, like direct numerical
simulation (DNS) and large eddy simulation (LES). Publications from Spalart
[80] in 1986 and Gloerfelt & Berland [34] in 2009 are worth to be mentioned
respectively. A drawback in these methods is still the numerical cost, which is out
of range for computations of real aircraft structures at high Reynolds numbers.
Therefore, these methods are today limited to smaller applications at low Reynolds
numbers. For industrially relevant geometries the Fast Random Particle-Mesh
Method (FRPM) of Ewert [25] can be used to reconstruct synthetic turbulence.
This stochastic realisation uses time averaged turbulence statistics from Reynolds
averaged Navier-Stokes (RANS) calculations and the pressure field can be calcu-
lated by solving the Poisson equation.
Beside this, the coupling of TBL to an aircraft structure is of interest for the SPL
estimation inside the cabin. Therefore, vibration analysis is of interest within
this thesis. Conventional vibration analysis is based upon a mathematical model
which precisely represents the geometric forms, interconnections, boundaries and
stiffness related properties of the various components of a structure, together with
the applied forces or displacements. The solutions represent its vibrational re-
sponse at different locations in terms of displacements, accelerations, etc., over a
predefined range of frequency.
Noise and vibration problems in aircraft involve very complex structures consist-
ing of many different forms of components. In conventional analysis (e.g. finite
elements methods (FEM)) this poses different problems for two main reasons.
Firstly, the size of the computational model becomes very large and therefore the
time to solve the problem severely increases and it becomes impossible to handle
the amount of data necessary for full aircraft models of higher frequencies. For
higher frequencies more detailed FEM meshes are necessary and the data volume
further increases. Secondly, high frequency modes are increasingly sensitive to
small variations of the system properties so that a lack of precise knowledge on
the model leads to uncertainties in the prediction process [29]. These reasons ren-
der a conventional analysis impossible for complex structures at high frequencies.
However, SEA provides an alternative approach to analyse complex structures by
dividing a complex model into smaller oscillatory subsystems and estimates the
power flow between these coupled multimode subsystems. The vibrational ener-
gies of these subsystems representing a certain type of wave, are the main output
of SEA calculations. Contrary to the conventional analysis, the calculation of
4
1.3 Scope and Research Objectives
magnitude and phase quantities of a dynamic system at a particular coordinate
location is not within the scope of the method. However, the goal is to calculate
averaged dynamic vibration levels for rather broad frequency analysis of a larger
part (subsystem) of the model. The SEA is most suitable for cases of broadband
excitation over a bandwidth encompassing many natural frequencies (eigenmodes)
[30]. The energy received by a fuselage structure from pressure fluctuations of the
TBL can be calculated by a modal based approach that uses the eigenmodes of
the structure. Evaluations of models for TBL induced noise into aircraft were
done by Graham in 1993 [38]. Graham developed a method of how to do this
calculation for a flat plate, which was published in 1996 [41]. Furthermore, he es-
tablished a method for a trimmed flat plate in [42] and examined the influence of
curvature [40], as well. Today, commercial software like VA One1 is used for these
applications in aircraft development. Further information about SEA can be found
in the thesis of Callsen [9] and in a paper of Borello and Nguyen van Lan [6].
For the validation of the calculations, an unique pool of data is available at German
Aerospace Center (DLR) and Airbus. The data base is gathered during several
flight test campaigns of DLR and Airbus on DLR’s Airbus A320 Advanced Tech-
nology Research Aircraft (ATRA). More than 100 Brüel & Kjaer aircraft surface
microphones (Type 4948-W-003) and Kulite XCL-093 pressure transducers were
installed on the outside of the fuselage. Furthermore, vibrational measurements
with accelerometers on the primary and secondary structure are available. Finally,
a bunch of microphones were installed inside the cabin as well. A good overview
of the instrumentation is given in the work of Spehr et al. [82]. Results of corre-
lation analysis are given by Haxter [46–48] and auto-spectra analysis by Klabes
[57].
1.3 Scope and Research Objectives
The present work addresses the development of a full tool chain to estimate aircraft
fuselage vibration at cruise flight conditions. This work includes two streams, a
numerical and a semi-empirical one, to calculate the TBL excitation. Therefore, a
new CFD based auto-spectrum model for aircraft in cruise flight conditions with
and without moderate local pressure gradients is developed. Beside this, in the
second stream, CAA tools are employed to calculate the same quantities. This
new model and the pure numerical results are validated with flight test data.




Furthermore, the structural vibration of a simply supported flat plate test case as
well as of a real aircraft structure is calculated by using SEA. Finally, the SEA
estimation of structural vibration is validated with measured structural vibrations
from the mentioned flight test campaigns.
The working tasks, to achieve these goals are the following:
• Postprocessing and analysis of the mentioned flight test data in terms of
auto-spectra, to prepare a reliable validation data base.
• Extensive study of existing semi-empirical models for auto-spectra prediction
and comparison with measurement data base.
• Conduct CFD calculations equal to the flight test configurations, to gain
detailed knowledge of the aerodynamics all-around the aircraft.
• Development of an enhanced auto-spectra prediction model, based on CFD
input data and validation with flight test data.
• Performing CAA computations of auto-spectra and wavenumber-frequency
spectra as an input for SEA.
• Coupling TBL excitation with a simply supported flat plate for parameter
studies to analyse the influence of different auto-spectra and wavenumber-
frequency models and their robustness against parameter variation.
• Coupling TBL excitation from semi-empirical and numerical models to real
aircraft structures by making use of SEA.
• Validate the SEA estimations of structural vibration with in-flight measured
vibrations.
1.4 Outline
This thesis is structured as follows:
Chapter 2 gives a detailed overview of the existing flight test data, which is used
for validation. Furthermore, a data correction as well as a comparison is done
within this chapter. In chapter 3, a literature review of the most relevant and
most often cited auto-spectra and wavenumber-frequency models is presented.
Beside this, Graham’s [41] coupling method is briefly reviewed and the way of
how it is employed within this thesis is pointed out. Information about the CFD
calculations and the analysis is given in chapter 4. Based on the knowledge about
the aerodynamics all-around the aircraft and the capabilities of existing auto-
spectra models, an enhanced model is developed in chapter 5.1. In chapter 5.2,
CAA methods are depicted, which facilitate the prediction of auto-spectra and
wavenumber-frequency spectra using CFD input. This method can be seen as
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a second stream in parallel with the semi-empirical models to calculate input
data for the structural vibration calculation. Afterwards, in chapter 6, all results
of the new semi-empirical model and the numerical predictions are presented in
comparison with flight test data. Finally, in chapter 7 the conclusion of this thesis
and an outlook is given.
7

2 Experimental Validation Database
This chapter provides an overview of the experimental data base, used for the val-
idation of the developed methods and tools. Flight test data were gathered during
three different test campaigns for different flight configurations (cf. Figure 2.1)
on the A320 ATRA. During these test campaigns the focus was on different areas
of the aircraft, which are marked with different colours in Figure 2.2. Here, blue
depicts the front, red the mid and green the aft area, respectively. The data avail-
ability for each campaign is in detail shown in Figure 2.1. Here, the grey marked
flight level (FL) and Mach number combinations denote the configurations which
are mostly focused on, within this thesis. Chapter 2.1 gives a detailed overview of
the installed sensors and their positions. Afterwards, in chapter 2.2 results of the
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Figure 2.1: Flight test configurations and data availability [57]
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2.1 Experimental Setup
The experimental setup, which is of interest within this thesis, consists of sur-
face microphones, piezoresistive pressure transducers and accelerometers. Firstly,
the arrangement and installation situation of microphones and pressure transduc-
ers on the outer skin is presented in chapter 2.1.1. Secondly, the positioning of
accelerometers on the primary structure is illustrated in chapter 2.1.2.
2.1.1 Pressure Measurement Equipment
Kulites
Kulite pressure transducers of type XCL-093 [82] were installed during all three
test campaigns and thus in all areas of the aircraft (front, mid, aft). For each
configuration, a total of 30 transducers were installed in three dummy windows,
which replaced the standard passenger windows. The exact window positions are
depicted in Figure 2.2 as coloured windows. For the front area it is, e.g. window
2...4. Figure 2.3 describes the arrangement of these sensors in each window in
detail. The sensor arrangement is optimised for correlation analysis and therefore
each sensor has one longitudinal and one lateral neighbour. Furthermore, they are
arranged in a quasi-randomised way to enhance the possibility of wavenumber-
frequency analysis because of an increase in spatial resolution. The Kulite instal-
lation setup was developed by the DLR team of Spehr and is described in [82].
Figure 2.2: Sketch of ATRA with Kulite positions (wing profile changed)
The sensors are not directly exposed to the flow but recessed installed behind a
small hole of d = 0.3·10−3 m diameter, that is drilled into the dummy windows.
In detail this is sketched in Figure 2.4. The Kulite sensor itself is shown in red,
10
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Figure 2.4: Kulite (red) installation situation (dimensions in mm), according to [45]
lying parallel to the surface of the dummy window and therefore parallel to the
flow. Different cavities between flow and sensor causes a Helmholtz resonance that
limits the usable frequency range for the auto-spectra analysis, which is discussed
in detail in chapter 2.2.
Microphones
Beside the Kulite pressure transducers, which are limited to be installed in the
passenger window plane, flush mounted microphones were installed. These flush
mounted sensors of type Brüel & Kjaer 4948-W-003 (special type of 4948-A) were
only installed during two flight test campaigns and only in two regions (front and
aft). The sensor installation and data recording was performed by Airbus during
the campaigns. The sensor itself has a membrane diameter of d = 10.3 ·10−3 m,
especially developed for aircraft applications. A big advantage of these sensors
11
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is the flexibility of the positioning because they can be glued everywhere on the
surface of an aircraft. The flush mounted microphones were installed in groups of
three or five sensors as well as stand-alone microphones. A group of three sensors
is always installed in the form of a so called Triplet and all other arrangements
are composed of stand-alone microphones. These two basic types are sketched in
Figure 2.5, where the microphones are depicted as black dots. One can see that
the microphones are surrounded by a grey area. This denotes the backing mate-
rial of the microphones, a rubber like mat of t = 4 ·10−3 m thickness which can
be glued on the fuselage surface, triangular in shape for the Triplets and circular
for the stand-alone microphones. This mat decreases linearly in thickness to the
edges, where it is close to zero.
Figures 2.6 (a) and (b) present the sensor installation of flush mounted micro-
Flow
Figure 2.5: Sketch of flush mounted microphones (black dots) with backing material
(grey), compare [57]
phones in the front aircraft and cockpit area with the respective naming. In these
areas, stand-alone microphones are installed solely. Furthermore, the cockpit area
contains antennas, which are not shown in the graphics. However, they influence
the auto-spectra and are not under detailed analysis within this thesis. Data of
undisturbed sensors, measuring TBL, are shown in chapter 2.2.3 only.
Beside the front area, the aft area was also equipped with flush mounted sensors,
which are presented in Figure 2.7. Here, stand-alone microphones are denoted in
blue and in an arrangement of five, they are plotted in red on a grey subfont. All
other sensors are installed as Triplets, named with the Triplet number (Txx or
Trxx) and the respective name of each microphone. Triplets Trxx are rotated by
a specific angle, as depicted in Figure 2.7.
2.1.2 Vibration Measurement Equipment
Beside the pressure fluctuation measurements on the outer surface, vibrational
measurements on the primary structure were performed as well. Therefore, ac-
celerometers of type PCB M352C65 with an approximate weight of 2.8 g were in-





























(b) 3D view of a cockpit half model








































































Figure 2.7: Sketch of ATRA with aft sensors
installed in the respective three frame bay areas from floor to roof. Few accelerom-
eters are installed in the adjacent frame bays as well. Figure 2.8 presents the posi-
tions for the mid aircraft area, with the Kulite windows included as reference. The
red numbers denote radial and the blue numbers longitudinal sensor measurement
direction. Furthermore, "f" denotes positioning on a frame, "s" on a stringer, "fs"
on a frame at frame/stringer crossing, "sf" on a stringer at stringer/frame cross-
ing, "r" on a window frame and finally "a" on an attachment point. Beside this,
the rolled off fuselage is divided into different subsystems, according to the SEA
models
13
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• Stringer 1...5: Roof,
• Stringer 5...11: Roof lower,
• Stringer 11...14: Sidewall upper,
• Stringer 14...18: Win/Sidewall,















































































































Figure 2.8: Accelerometer positions in mid area
Figure 2.9 presents the accelerometer layout for the aft region of the aircraft,
which is a pretty similar layout, compared to the mid area. The accelerometer
arrangement for the front region is not shown here, but it is similar to the mid
14
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Figure 2.9: Accelerometer positions in aft area
2.2 Auto-Spectra Measurement
In this chapter, an overview of the measured auto-spectra data is given. First of all,
a correction for the B&K microphones is performed due to the sensors surface size.
Secondly, the sensor installation of these sensors is discussed (cf. chapter 2.2.1). In
15
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a third step, the Kulite installation is surveyed and the impact on the auto-spectra
is discussed. Beside that, usable validation auto-spectra for further analysis are
shown in chapter 2.2.2 for standard cruise flight condition (Ma = 0.78, FL350).
Finally, in chapter 2.2.3, the data variation at different positions on the aircraft
is presented and discussed, as well as the influence of different flight levels and
airspeeds on the auto-spectra.
2.2.1 Data Correction and Deficiencies
B&K Microphones
The first mentioned phenomenon occurs in the high frequency range, due to the
size of the sensor’s sensitive surface. Very small structures, relative to the sensor
size, are associated with high frequency pressure fluctuations. However, the size of
the sensor limits the spatial resolution and therefore attenuates the measured high
frequency part in the auto-spectrum. Corcos [16] developed a correction for this
spatial resolution problem, which is applied to the data. Corcos investigated the
attenuation of the frequency spectral density for square and round transducers.
In [16] a table with attenuation factor ΦΦm (Φ, corrected auto-spectrum; Φm,
uncorrected measured auto-spectrum) dependent on the similarity variable ωrUc is
provided, which is also plotted in Fig. 2.2.1. With Uc as the convective velocity and
r as the radius of the round transducer sensitive face. In general, the convective











Figure 2.10: Corcos attenuation factor over Strouhal number, according to [16]
velocity is a function of frequency and a fraction of free stream velocity. For
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this correction, measured Uc values from the mid flight test campaign are used.
Haxter & Spehr [48] found that Uc is nearly a linear function of frequency
beginning at 475 Hz with Uc/U∞ = 0.9, decreasing to a value of 0.75 at f =
5000 Hz. For higher frequencies, Uc is assumed to be a constant fraction of
Uc = 0.75 ·U∞. Instead of U∞, the local boundary layer edge velocity Ue at every
position of analysis is used for the correction, because of varying velocities around
the aircraft. Ue is taken from CFD data, whose analysis is in detail described in
chapter 4.
The Corcos corrected data, exemplarily for Triplet 7 (cf. Figure 2.7), is presented
in Figure 2.11(a). It shows ME38 and ME40 at Ma = 0.78 and FL350, which are
representative in their characteristics for all B&K microphones. According to
the Corcos correction model, a significant attenuation of the signal begins at
f ≈ 1500 Hz, when calculating the convective velocity based on the edge velocity
Ue of the turbulent boundary layer. Therefore Ue = 231, 5m/s is taken instead of
U∞ = 237m/s. Taking the data from [48] into account, Uc can be calculated as
Uc = 0.83 · Ue at 1500 Hz. Figure 2.11(a) presents the raw measurement data
for ME38 (black), which is a sensor positioned at the leading edge of the Triplet
and for ME40 (red), which is the sensor close to the Triplet’s trailing edge. The
green curve shows the Corcos corrected data for ME40, it is observable that the
correction overshoots in the higher frequency range above f > 2500 Hz, compared
to the theoretical expected f−1 slope. This behaviour was already determined
at other measurement campaigns in DLR’s Acoustic Wind Tunnel Braunschweig
(AWB). As best practice, it is decided to take the energetic mean value between the
measured and corrected data. This data is represented by the magenta coloured
line and follows perfectly the f−1 slope, denoted in black, which is expected from
theory in this frequency region. Details about the expected spectral shape are
presented in chapter 3. The correction gives a delta of 0.9 dB at f = 3000 Hz
and 4.9 dB at f = 10000 Hz. Compared to the unmodified corrected values, this
is a difference of 0.7 dB and 2.2 dB for 3000 Hz and 10000 Hz, respectively.
Beside the high frequency correction, a low frequency phenomenon was observed
for some microphones, which is also visible in Figures 2.11(a) and 2.11(b) below
f < 400 Hz. In Fig. 2.11(b) the red line (ME40) appears trustworthy below
f < 400 Hz in contrast to ME38 and ME39. All three auto-spectra are measured
on Triplet 7 (Fig. 2.7). ME38 and ME39 are positioned close to the Triplet’s lead-
ing edge (compare Figure 2.5), which are contaminated by a small step induced
flow irregularity upstream the microphones. Microphone ME40 is on the bottom
right position, ME38 on the bottom left and ME39 on the top left position. For
stand-alone microphones an equivalent effect is observed in the spectra (ME47).
Therefore, it is important to derive a correction of this effect from Triplet instal-
17
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(b) Low frequency issue at Triplet and stand-
alone sensors
Figure 2.11: B&K Microphone Data Corrections and Deficiencies, similar to [57]
lations, to correct the spectra of stand-alone microphones because in some areas
only single microphones are installed. In the mentioned example, only ME40 is
assumed to represent correct spectral shape below f < 400 Hz. A wind tunnel
test was executed in the AWB, to find a correction function for the low frequency
behaviour. This aim could not be reached, it was only possible to reproduce the
effect with a much bigger step in front of the sensors. Reasons for that are proba-
bly the lower velocity in the wind tunnel (max. U∞ = 60m/s) and the thin TBL.
Furthermore, the effect in the auto-spectra may be provoked by a separation bub-
ble due to the step. This topic was not under further investigation during this
thesis and the data from nearly all stand-alone and leading edge Triplet micro-
phones is classified as reliable above f > 400 Hz for all B&K microphones. Some
exceptional cases are found, where the auto-spectra from B&K microphones are
not increasing in level below f < 400 Hz and therefore some data is reliable up to a
lower frequency. Also a different behaviour is observed for sensors under very thin
boundary layers, where the reliable range of the auto-spectrum begins at higher
frequencies. Always the change in slope and therefore the increasing behaviour in
level with decreasing frequency is taken as a criterion to define the trustworthy




In comparison to the presented microphone measurements, Figures 2.12(a) and
2.12(b) depicts Kulite measurements for the front and aft measurement region,
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Figure 2.12: B&K Microphone compared with Kulite auto-spectra, similar to [57]
For all Kulite data, a steep drop in spectral level is visible above f ' 3000 Hz,
independent from the position on the aircraft. The reason for this seems to be
the sensor installation situation, which was presented in Figure 2.4. Based on
that drawing, a Helmholtz resonance frequency of f = 3349 Hz is calculated by
Equation (2.1).
f = c2pi ·
√
S0
V0(l0 + pi2 r)
(2.1)
With c denoting the speed of sound, S0 as the pinhole area with radius r, V0 as the
volume of the cavity directly in front of the sensor and l0 as the distance between
pinhole and sensor. Due to slightly different installation of each Kulite sensor,
this frequency varies somewhat. Beside this, the Kulite pressure transducers do
not have a linear frequency-response characteristic. Calibration tests with a loud-
speaker set-up showed a contaminated frequency-response, individual for every
Kulite. This calibration method is a simplified set-up with a loudspeaker, without
any testing under real TBL conditions. Therefore, a retrospectively performed
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calibration is not possible and it is decided to trust the data up to f ≈ 1500 Hz,
as long as it follows the Corcos corrected microphone measurements.
2.2.2 Validation Auto-Spectra
With the limitations of different sensor types and different sensor installation
situations, highlighted in chapter 2.2.1, validation auto-spectra can be combined
for the whole frequency range (f = 100 Hz ... 10000 Hz). This is possible for the
front and aft aircraft region, where all different sensor types are installed side by
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(b) Aft area
Figure 2.13: Validation auto-spectra, similar to [57]
with a maximum at f = 800 Hz. Kulite data from the front region is plotted
from f = 100 Hz ... 800 Hz and data from B&K microphones ME15e and ME20e
from f = 400 Hz ... 10000 Hz. Therefore a data overlap of 400 Hz is ensured.
Figure 2.13(b) shows the respective validation auto-spectrum for the aft region,
with a maximum at f = 300 Hz, for orientation, the 800 Hz line from the front
spectrum is plotted as well. Kulite data from the aft region is shown from f =
100 Hz ... 800 Hz and data from B&K microphones ME38, 39 and ME40 from
f = 400 Hz ... 10000 Hz. The presented validation auto-spectra are valid for




This chapter gives an overview of the measured data all over the fuselage and an
impression of the influence of position variation as well as Mach number and flight
level variation.
Varying measurement position
An effect of varying measurement positions and thus varying running length can
be studied best by considering data from areas with more or less undisturbed flow.
In more specific terms, this means without strong pressure gradients, flow sepa-
ration or any installation effects. Therefore, data from areas around the Kulite
windows are taken. The Kulite window sensors in the front area are installed
at x = 9.2 m, the window in the middle is at x = 15.0 m and the most back-
wards Kulites are located at x = 26.0 m, measured from the aircrafts nose. In
Figure 2.14(a) data from FL350 and Ma = 0.78 are presented. It is x = 9.2 m
blue, x = 15.0 m red and x = 26.0 m green lines respectively. The trend is as
expected, with increasing x-value, the spectra increase in the low frequency region
and decrease in the higher frequency region. This reflects the development of the
TBL thickness, the larger x, the thicker the TBL and therefore, bigger structures
dominate the spectra. An equivalent trend can also be seen in the B&K micro-
phone data, which are plotted in figure 2.14(b) for the front (x ≈ 9.9 m) and aft
(x ≈ 26.5 m) positions. One can see data from stand-alone microphones for the
front region and data from a downstream Triplet microphone for the aft region.
The Triplet trailing edge microphone shows trustworthy data in the frequency
range between f = 200 ... 10000 Hz. Stand-alone microphone data are affected
by the step upstream the sensors between f = 100 ... 400 Hz. Therefore, data is
plotted beginning at f = 400 Hz. However, the effect of increasing x is equal for
all beforehand mentioned sensor types.
Beside the comparison of data, being a long distance away from each other, data
comparison can be done in a small cockpit area as well (cf. Figure 2.6 for sen-
sor positioning). The area beginning close to the cockpit windows (ME5e) and
ending at a x-position near the front Kulite windows (ME12e) experiences the
highest pressure gradients of the whole measurement campaign, due to the in-
creasing diameter of the cockpit. Furthermore, the effect of sensor installation for
the stand-alone microphones is clearly present in the analysis, which is not shown
here. The thinner the TBL thickness, the larger the contaminated low frequency
area. Therefore, ME5e is trustworthy beginning at f ≈ 1700 Hz, ME7e/8e at
f ≈ 650 Hz and ME10e/11e/12e at f = 500 Hz. The effect of the contamination
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Figure 2.15: Data comparison front fuselage area [58]
and its influence on the plotted frequency range is unclear for sensors under very
thin boundary layers and could not be further quantified due to limited data in
similar areas. Also a variation in the high frequency slope is present, which results
from different pressure gradients on the cockpit. The aerodynamic properties are
discussed in more detail in chapter 4. Sensors, close to the front Kulite windows,
from the top, mid and bottom fuselage position, are presented in Figure 2.15. Due
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to equivalent flow conditions and running length, there is nearly no variation in
the spectra visible.
In addition to the data comparison in the front area, further comparison can be
made with microphones located between the trailing edge of the wing and the
horizontal tail plane (HTP) / vertical tail plane (VTP) zone. This region is shown
in Figure 2.7 and the chosen sensors for a first analysis are located in a straight
line above and parallel to the passenger windows. In Figure 2.16(a), the measured
auto-spectra are compared, beginning at x = 22.1 m (ME21) and ending at x =
30.5 m (ME76). Microphones are distributed equidistantly. At first glance it is
striking that there is nearly no change in the spectra with varying x. However,
this is an expected result, which can be partly explained with the development of
the local boundary layer thickness δl. From x = 22.1 ... 30.5 m the thickness of the
boundary layer is increasing by roughly 25% (flat plate estimation), correspond-
ing to a level increase of order 1 dB which cannot be resolved by the respective
measurements (lies within the data scattering). In contrast, the local boundary
layer thickness is always doubled from front to mid and from mid to aft as well,
therefore the increase of 3 dB in level at low frequencies can be explained, com-
pare Fig. 2.14(a). Comparison for measured auto-spectra with equal x-position
(T6-T9 & Tr1) are depicted in Figure 2.16(b), with varying circumferential posi-
tion. Even here, no significant change is visible, which means that the influence
of the wing has already vanished or the influence is equal for the whole circumfer-
ential fuselage. The wing wake influence is visible when comparing data directly
behind the wing, which is presented in Figure 2.16(c) (T5, T8, T9, T11) and Fig-
ure 2.16(d) (T5, T8, T11, Tr2, T15). Especially in the lower frequency range,
below 1000 Hz spectra are varying of more than 5 dB. ME29 shows the highest
levels, due to its closest location to the wings trailing edge and the therefore high
amount of turbulence. With increasing distance, spectra are decreasing in level
because of decreasing turbulence. In Figure 2.16(d) also a little change in the high
frequency slope is present, which is caused by the conical shape of the fuselage
and hence by changing flow conditions in terms of pressure gradient. Changes
in the auto-spectra, affected by the fuselage/wing interaction are constituted in
Figures 2.17(a) and 2.17(b). Comparing ME8, ME9/10 and ME14, one would ex-
pect the lowest auto-spectrum at ME8 and equal auto-spectra for the remaining
microphones. However, the effect is the other way round, ME8 shows the highest
level and values are decreasing to ME14 and further decreasing to ME9/10. This
effect can be explained by the increase in turbulence, due to the fuselage wing
interaction and the wings trailing edge. ME9/10 shows the lowest levels and lower
levels than ME14 because of a larger separation to the wing. Also, Figure 2.17(b),
where all microphones close to the Belly Fairing are presented, show a huge de-
pendency on the local flow conditions. In summary, it can be stated that there is
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(d) Microphones from trailing edge to HTP
Figure 2.16: Data comparison aft and wing wake area [58]
a distinct change in the spectra with varying x-value from the nose to the wing’s
trailing edge (Kulite comparison). However, in the area behind the wing up to
the HTP/VTP zone and above the wing wake, no change in spectral shape and
level can be seen. Reasons for that were given beforehand on the basis of the
development of local boundary layer thickness. Beside this, huge differences in
the spectral shape and absolute levels are visible in the area around and directly
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(b) Microphones around Belly Fairing
Figure 2.17: Data comparison aft wing area [58]
More details about that are presented in chapter 4.
Varying flight level and Mach number
Figures 2.18 show the influence of Mach number and flight level variation on the
auto-spectra using the example of ME15e in the front region. One can see the effect
of a varying flight level in Figure 2.18(a) at constant Mach number (Ma = 0.78).
The variation in flight level with constant Mach number causes a shift of 2.0 dB
and 1.8 dB for the comparison of FL390 with FL350 and FL350 with FL310.
Hence, lowering the flight altitude by 4000 ft leads to a broadband noise increase
by about 2.0 dB, which can be explained by a higher air density at the lower flight
level. These findings correspond to the observed results for measured cabin noise
at the same test conditions by Hu [55]. Furthermore, Mach number variation
causes a shift in absolute level of 1.8 dB and 1.5 dB for the comparison Ma 0.72
to Ma 0.78 and Ma 0.78 to Ma 0.82, respectively (cf. Figure 2.18(b)).
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ME 15e, FL390 Ma0.78
ME 15e, FL350 Ma0.78
ME 15e, FL310 Ma0.78
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ME 15e, FL350 Ma0.78
ME 15e, FL350 Ma0.72
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10 dB
(b) Variation in Mach number
Figure 2.18: FL and Mach number variation on the example of front microphone
ME15e [58]
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Layer
For the estimation of structural vibration of an aircraft’s fuselage, excited by
TBL, two types of TBL models are necessary. On the one hand side, the auto-
spectrum, that sorts the energy at a single point due to the pressure fluctuations
beneath a TBL into frequencies, is required. On the other hand side, a nor-
malised wavenumber-frequency spectrum, that sorts the energy distribution into
wavenumbers and gives information about the spacial development of turbulence,
is needed.
Chapter 3.1 gives an overview of the multiple development of semi-empirical mod-
els, to calculate the TBL wall pressure frequency spectrum. Models, most often
found in the last 50 years of literature are provided in a summarised form. Further-
more, chapter 3.2 constitutes this overview for the wavenumber-frequency models.
Beside the excitation modelling, a description of the structural coupling is indis-
pensable. The idea of Graham [41] and its application in this thesis is shortly
summarised in chapter 3.3.
3.1 Auto-Spectra
Extensive summaries on the field of developing semi-empirical auto-spectra mod-
els are prepared by e.g. Hwang [56], whose work is based on observations from
Bull [8], Farabee [31], Blake [4, 5] and others. The characterisation of the
wall pressure spectra that have formed over the years is summarised and comple-
mented in the following. Figure 3.1 presents the characteristic shape of a TBL
wall pressure spectrum (auto-spectrum), which is based on a determination of
which scaling variables work best in particular frequency regions. The spectrum
is divided into four characteristic regions, with its frequency intervals formulated
by dimensionless frequencies:
• Low-frequency region, ωδ/Uτ ≤ 5,
• Mid-frequency region, 5 ≤ ωδ/Uτ ≤ 100,
• Overlap region, 100 ≤ ωδ/Uτ ≤ 0.3(Uτδ/ν), exists when Reynolds number
Uτδ/ν > 333,
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• High-frequency region, ων/U2τ ≥ 0.3.
The low- and mid-frequency regions are dominated by structures in the outer layer
and either q = 12ρU
2
∞ (dynamic pressure) or τw (wall shear stress) may be used
as the pressure scale and δ∗/U∞ (δ∗ as the boundary layer displacement thick-
ness) as the time scale as well as τw as the pressure scale and δl/Uτ as the time
scale respectively. The distinctive spectral peak occurs roughly at ωδ/Uτ ≈ 50
in the mid-frequency region. In the overlap region, both inner- and outer-layer
scaling can be used to make the data collapse, which implies a variation of the
spectrum as ω−1, but data by Goody [37] and Smol’yakov [77] show variation of
the spectrum as ω−0.7 and ω−1.1, respectively. Finally, the high-frequency region
is influenced by viscosity and scaled on inner-layer variables, usually with τw as


























ω δ / Uτ≈050
ω δ / Uτ0≈050
ω δ / Uτ0≈0100 ω ν / Uτ20≈00.3
Figure 3.1: General spectral characteristics of a TBL wall pressure spectrum at various
frequency regions, according to [56]
The wall pressure spectrum in the low- and mid-frequency regions are composed
of pressure fluctuations impressed on the wall by a physical process that occurs
largely in the outer layer, away from the wall, while the higher spectral frequencies
reflect physical behaviour occurring close to the wall. This duality contributes to
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the non-homogeneous nature of the wall pressure [68]. According to Hwang [56],
one can conclude the following scaling laws for the respective regions:
• Low: Φ(ω) U∞
q2δ∗ = f(
ωδ∗





• Mid: Φ(ω) Uτ
τ2wδ
= f( ωδUτ ),
• Overlap: ωΦ(ω)τ2w = f = constant,




= f( ωνU2τ ).
These frequency dependent spectral characteristics shows that a suitable model for
auto-spectra prediction must be a function of many scaling variables. Solutions for
that are presented in the following, based on the work of different researchers.
3.1.1 Robertson (1971)
The model by Robertson [71] is based on the work of Lowson [63] and con-
stitutes an improvement at low and high Strouhal numbers, published in 1971.
Robertson defines the auto-spectrum as follows, by comparing the Lowson
















Where ω is the angular frequency, U∞ the free stream velocity and δ∗ the local
boundary layer displacement thickness. Furthermore, the mean square pressure







This formulation of the mean square pressure fluctuation is introduced by Lowson
[63]. Good agreement of calculated values with experimental results is shown in
the Mach number range from Ma = 0.6 up to Ma = 3.0 [71].
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3.1.2 Cockburn & Robertson (1974)
For attached turbulent flow, Cockburn & Robertson stated the formula which
was previously derived by Robertson (Equ. (3.1)). Cockburn & Robertson
conducted tests on a 15◦ cone-cylinder payload shroud at three Mach numbers
(Ma1 = 0.7,Ma2 = 0.8,Ma3 = 2.0) [15]. Their presented results were derived for
an Atlas-Agena launch vehicle, fitted with a standard payload shroud comprising
fiberglass skin and aluminium ring-frame stiffeners. The model is 1.676 m in
diameter and 5.791 m long, wherein the cylindrical section has a length of 3.302 m.










At first glance this model seems to be equal to the Robertson model, but Cock-





The estimate of the characteristic frequency used here is based on the local TBL
thickness δl instead of δ∗. As the mean square pressure fluctuation formulation,
Equ. (3.3) is used.
3.1.3 Chase (1980/1987)








(1 + µ2Mα2M ) +
3piCT
αT
(1 + α−2T )
]
. (3.6)
A first formula for the wavenumber-frequency spectrum was published by Chase
in 1980 [12]. Chase improved his model further and published the latest version
of the wavenumber-frequency spectrum in 1987 [11], which is the starting point for
Equ. (3.6). Equation (3.6) is obtained by integrating the wavenumber-frequency
spectrum over the wave vector plane. The constants and variables in Equ. (3.6)






)−2, αT = √1 + ( bCωδlUc )−2, CM = 0.1553,
CT = 0.00476, bC = 0.75, µM = 0.176, αP = 2pi(CM + CT ), γM = CMCM+CT .





equations for αM and αT one parameter is the convective velocity (Uc) of the
turbulence in the turbulent boundary layer. According to Chase [12, 11], it is
between Uc = 0.65 ·U∞ and Uc = 0.75 ·U∞. This value can be determined more
exactly by using the phase velocity of the cross-spectrum between two sensors
aligned with the flow direction. Following that approach, ratios between convective
and free stream velocity of about Uc/U∞ = 0.75...0.80 were measured frequency
dependent for in-flight data of the aircraft, studied in [60].
3.1.4 Efimtsov (1982/1984)
The Efimtsov 1 model [20] is dependent on Mach number (Ma), Reynolds number
(Re) and Strouhal number (Sh), in this case defined as Sh = ωδlUτ [20]. The model
is based on flight test data in the range of Mach numbers Ma = 0.41...2.1, and
Reynolds numbers of Re = 0.5 · 108...4.85 · 108. The pressure fluctuations were
measured at various positions on an aircraft’s fuselage, where the boundary layer
was considered fully developed with zero pressure gradient. Efimtsov’s single












The Efimtsov 2 model [19] is a further development of the Efimtsov 1 model
(Equ. (3.7)), using additional data from low and high speed TsAGI (Central
Aerohydrodynamic Institute in Moscow, Russia) wind tunnels. The measure-
ments span Mach numbers from Ma = 0.015...4.0 and Reynolds numbers from
Re = 6 · 102...1.5 · 105 [19]. According to Efimtsov [19], the single point wall













with Reτ = δlUτνw , Reτ0 = 3000, Sh =
ωδl





)3] 13 , αE = 0.01,
νw = ν ρρw
( Tw
T∞
)γ , γ = 0.905, Tw = T∞ (1 + r κ−12 Ma2), r = 0.89, κ = 1.4,
ρw = ρT∞Tw .
According to Rackl & Weston [70], also flight measurements on a TU144 and a
Russian twin engined supersonic military aircraft (TU-22) are taken into account
for this model. Rackl states that the sensor positions appear to be similar to
those used on a TU144 by NASA-Boeing (cf. chapter 3.1.8).
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3.1.5 Chase-Howe (1998)










)2 + 0.0144] 32 . (3.9)
The Chase - Howe model was presented by Howe [51] and is based on the Chase
model. It is much simpler than the model proposed by Chase and the first time
referred to as the Chase - Howe model by Goody [37].
Compared to the Chase model, the modified Chase - Howe model takes not
as many TBL variables into account, which is evidence for the lower degree of
complexity of the Chase - Howe model.
3.1.6 Smol’yakov (2000)
Smol’yakov proposed a new model using different scaling variables for different
frequency regions. He described three regions in the spectrum, a low frequency,
an universal and a high frequency region. The model proposed by Smol’yakov
is analogue to the three mentioned regions divided in three formulae [77]. The
Smol’yakov model is based on a thorough analysis of his theoretical model of
the wavenumber-frequency spectrum and a diverse group of data reported in the
literature [56].
a) Low frequency region at ω < ω0









b) Universal frequency region at ω0 < ω < 0.2















c) High frequency region at ω > 0.2
Φ(ω) =
(



















Equations (3.10) - (3.12) are valid at Reθ > 103 (Re > 5 · 105). Furthermore ω
and ω0 are defined by ω = ω ν/U2τ respectively ω0 = 49.35Re−0.88θ , these values
are dimensionless frequencies.
According to Smol’yakov [77], the first factors in the formulae (Equ. (3.10) -
(3.12)) describe the main laws governing the behaviour of the spectra in the low
frequency, universal, and high frequency ranges, respectively. The second factor
(in parentheses) provide a smooth matching of the levels in the regions between
these ranges.





with the boundary layer momentum loss thickness θ.
3.1.7 Goody (2004)











)c + d]e + [(f RgT ) (ωδlUe )]h , (3.14)
with a-h = 3.0, 2.0, 0.75, 0.5, 3.7, 1.1, −0.57, 7.0 and RT = U
2
τ δl
Ueν is the ratio of
the outer-layer-to-inner-layer timescale, which can better be seen after rearrang-
ing
(




. The Goody model offers a high degree of confidence when
extrapolated to flows with a higher Reynolds number and zero pressure gradient
[37]. Goody used the Chase - Howe model as a starting point for the devel-
opment of his model. He reviewed the experimental surface pressure spectra of
six research groups in his dissertation [36], that cover a large Reynolds number
range: 1.4 · 103 < Reθ < 2.34 · 104, Reθ = Ueθν . This Reynolds number span is
representative for most laboratory flows, that is, wind tunnels and water tunnels
(Reθ ∼ 103...104). Most practical flows, like the flow over airplanes have a larger
momentum Reynolds number (Reθ ∼ 105...106) [37].
3.1.8 Rackl & Weston (2005)
Rackl and Westons model is an adjustment of the existing Efimtsov 2 model,
they published their modification in 2005 [70]. Comparisons of measured flight
test data from a TU 144LL with predictions from the Efimtsov 2 model showed
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two characteristics. The first was a broad band spectral peak around Strouhal
number of Sh = 0.6, where the Strouhal number is calculated as Sh = 2pifδ
∗
U∞ .
As the second, data showed a slightly steeper roll-off at high frequencies (above
1 kHz) than the predicted roll-off. Speculations about the reasons for the observed
deviations can be found in reference [70].





; (C1 = 2.5), (3.15)
Sh1 = 0.6 is the reference value, where the spectral peak in the measurements













[(Ma− 1.65) log(f)] . (3.16)
In Equ. (3.16), since only the high frequency slope needs adjustment, a tanh-
function centered at 1000 Hz is included. The second term in parentheses accounts
for the overprediction of the Efimtsov 2 model in the range below Ma = 1.65 and























[(Ma− 1.65) log(f)] .
(3.17)
3.1.9 Model Comparison
In this section, plots with all recently introduced semi-empirical TBL models
are presented for FL350 and Ma = 0.78 at front and aft Kulite positions. The
models’ auto-spectra for the front area are shown in Figures 3.2(a) and 3.2(b).
Figures 3.2(c) and 3.2(d) present the models for front and aft region with their
respective validation auto-spectra from flight test measurements. All models are
calculated with the local flow parameters from CFD calculation.
Figures 3.2(a), 3.2(b) shows that the models can be divided into two major groups.
On the one hand the green and blue lines, describing the Robertson / Cockburn
& Robertson, respectively the Efimtsov / Rackl & Weston models. These












































































(d) Aft models with validation auto-spectra
Figure 3.2: Comparison of predictions from all auto-spectra models with validation auto-
spectra; Ma = 0.78, FL350, front and aft area [58]
numbers. Distinctive for this models is a large plateau in the low frequency range
with a roll-off at higher frequencies.
On the other hand, the Goody, Chase - Howe and Smol’yakov models rep-
resent the second group. This group obviously provides spectra with different
shapes, especially in the low frequency range. The absolute values of these pre-
dictions increase with increasing frequency until a maximum in the mid frequency
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range is reached and then it is followed by a decreasing behaviour with increasing
frequency.
The Chase model is with regard to the shape, something in between these two
mentioned groups (cf. Figure 3.2(a)). In the low frequency range a large plateau
is characteristic, as it is for the Robertson / Cockburn & Robertson and the
Efimtsov / Rackl & Westonmodels. For higher frequencies the predicted spec-
trum peaks and afterwards it is characterised by a roll-off similar to the Goody,
Chase - Howe and Smol’yakov models. It is remarkable that each model has
its own shape and slightly different characteristics. None of the models fits per-
fectly to the validation auto-spectra measured by DLR and Airbus. It seems as
if each of the presented models is adjusted to one set of measurement data with
its own drawbacks in the data quality. Therefore, in this thesis special emphasis
was on the analysis of the auto-spectra from different sensor systems, to avoid the
modelling of artefacts. Furthermore, it is decided to go further with the Goody
model because it is based on different measurement data bases. Beside this, the
model family beginning with Chase’s model and being further developed to the
Goody model is closest to the measurement data and to the theoretical shape of
an auto-spectrum, presented in Figure 3.1.
3.2 Wavenumber-Spectra
In this chapter, the relationship between auto-spectra, cross-spectra, correlation
function and wavenumber-spectra is introduced. Beside this, an overview of ex-
isting wavenumber-frequency models for TBL flow is given.
In signal processing, correlation functions are usually applied to time domain data.
They are derived from two signals which are observed at a time (or space) lag such
that periodically recurring content is filtered and while non recurring contents are
eliminated. The purpose of correlation functions is to give a measure of agree-
ment between two signals and therefore to give information about the change of
the signal. According to [23], the cross-spectral density function R(ξ, η, ω) can be
calculated by making use of the space-time correlation function G(ξ, η, τ), which is
defined as the ensemble average (〈...〉) of the wall pressure at two different points
or at one point with a time lag
G(ξ, η, τ) = 〈p(x, y, t) · p(x+ ξ, y + η, t+ τ)〉 . (3.18)
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ξ, η denote the separation between two points in the x, y-plane. The cross-spectral
density is obtained by a Fourier transform of G(ξ, η, τ) with respect to time
R(ξ, η, ω) = 12pi
∞∫
−∞
G(ξ, η, τ)e−iωτdτ . (3.19)
Furthermore, for each frequency (ω), a wavenumber-frequency spectrum (Φ(kx, ky, ω))
can be generated by the spacial Fourier transform of the cross-spectral density
R(ξ, η, ω)







R(ξ, η, ω)e−i(kxξ+kyη)dηdξ . (3.20)
Integration over kx and ky of Φ(kx, ky, ω) yields the auto-spectrum of the wall






Φ(kx, ky, ω)dkxdky . (3.21)
Beside these quantities, a measure for the power decay rate in the streamwise
and cross stream direction can be determined from cross correlation analysis, by
fitting an exponential distribution to the peaks in the cross correlation, taken from
a reference sensor and other sensors (x, i = 1, 2, 3, ...)
max(G(x, x+ ξi, t, t+ τi)) ∼= e−
|ξi|
L . (3.22)
The correlation length, L, is determined by the value that produces the best fit
over all the correlation peaks [68].
Beside this, often the coherence (γ2) is referred to, which is a normalised cross-
spectrum between two points (x, x+ ξ). It gives a measure of the degree of linear
dependence between the two signals as a function of frequency and the range of
the resultant values is between 0 and 1. The square root of the coherence is used
throughout the thesis and referred to as coherence, for better comparability with
the work of Palumbo [67] and Haxter [47]. The coherence between two points
within flow direction is equivalent to the cross-spectrum magnitude normalised by
the square root of the respective auto-spectra [2]
γ(x, x+ ξ, ω) = |R(x, x+ ξ, ω)|√
Φ(x, ω)Φ(x+ ξ, ω)
. (3.23)
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A value of γ = 1 denotes perfectly correlated signals and γ = 0 denotes completely
uncorrelated signals. Furthermore the coherence length (Lγ) for a particular fre-
quency is found by fitting an exponential to γ at that frequency
γ(x, x+ ξ, ωj) ∼= e
− |ξ|
Lγj , j = 1, 2, 3, ... . (3.24)
According to Palumbo [68], the coherence length is a strongly frequency depen-
dent quantity, reaching its maximum at frequencies corresponding to the peak in
the auto-spectrum and decreasing rapidly at higher frequencies. At high frequen-
cies, structures in the inner layer dominate the wall pressure behaviour and at low
frequencies, structures in the outer layer dominate the wall pressure behaviour.
However, cross correlation is a wide band analysis in that its result is a combina-
tion of these behaviours over all frequencies. At short distances the short decay
lengths of the structures at the higher frequencies causes a rapid fall off in corre-
lated power and at greater distances, the longer decay lengths of the low frequency
structures sustain the correlated power. The lack of consistency in the correlation
decay processes across the frequency band results in a behaviour that cannot be
adequately modeled by a single exponential curve. The terminology in this thesis
follows Palumbo’s terminology in [68] and therefore the term correlation length
is used to describe power decay rates, computed using the cross correlation and
coherence length for rates computed using the cross-spectrum.
A schematical sketch of the wavenumber-frequency spectrum with all characteristic
regions is given in Figure 3.3 at constant frequency. Here, kx is the wavenumber,
corresponding to the flow direction and ky is the wavenumber corresponding to
the cross flow direction. This description can e.g. be found in [5], [8] or [65]. Bull
states in [8], that the general shape of the spectrum underneath TBL is driven by
pressure-field components with phase velocities ω/k = Uc. This area is called the
convective ridge of the wavenumber-spectrum (centered around kω = ω/Uc), where
most of the TBL turbulence energy is located. Furthermore, acoustic radiation
is associated with components with phase velocities which are equal or greater
than the speed of sound in the fluid. Therefore, detailed knowledge of the whole
wavenumber-frequency spectrum is necessary. The spectrum, depicted in Fig. 3.3
is subdivided in: (1) supersonic region (not marked), k < ω/c (= k0); (2) sonic or
acoustic region, k ' ω/c; (3) subconvective region, ω/c < k < ω/Uc; (4) convec-
tive region, centred around k = ω/Uc; (5) viscous region, k  ω/Uc [8].
Beside this, Graham [43] supposed that the subconvective region, which is im-
portant for underwater applications, is not dominant to aircraft applications. It
is the convective region, where most of the energy of the TBL is positioned and
is the major driver of exciting structures on aircraft. Finally, the viscous region is
that region, where small scale turbulence occurs [65].
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The following analysis of different models will show that the convective peak, the
area with most of the energy, is much wider in cross flow direction compared to
the flow direction, which is an effect of different coherence length in the respective
direction.
Furthermore, Smol’yakov states in [78] that all known wavenumber-frequency
models can be categorised into two models. The first group contains convertible
models, which allow one to pass from the wavenumber-frequency representation
of the spectrum to the cross-spectrum and back in an analytical way via Fourier
transformation. According to Smol’yakov, the convertibility of the models is
convenient for using different methods in calculating both structural vibrations
and flow noise. The second group consists of models that do not possess this







Acoustic Subconvective Convective Viscous
Region
1/δ ω/U∞
Figure 3.3: Characteristic regions of wavenumber-spectrum; according to Howe [51]
Graham [41, 43] uses the wavenumber-frequency model in a normalised form,
to compare the different models among each other. The Graham normalisation
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works like
Φ˜(kx, ky, ω) =
(2pi)2 ω2
U2c Φ(ω)
· Φ(kx, ky, ω) , (3.25)






Φ(kx, ky, ω)dkxdky = 1, on condition, that Φ(ω) = 1. (3.26)












dkxdky = 1 . (3.27)
In the following, only models complying with this criterion are presented. The ad-
vantage of this description is the ability to combine each normalised wavenumber-
frequency spectrum with each auto-spectrum model.
3.2.1 Corcos (1964)
As explained in the beforehand chapter, the wavenumber-frequency spectrum is
a Fourier transformed cross-spectral density function R(ξ, η, ω). The Corcos
formulation [17] of the pressure fluctuations in the space-frequency domain is given
by the exponential function
R(ξ, η, ω) = Φ(ω)e−|αξ|e−|βη|eikωξ . (3.28)
Here, the e-functions denote the correlation function and therefore the streamwise
and transversal development of the flow. Furthermore, the convective wavenumber
kω, which defines the peak in the spectrum, is given by
kω = ω/Uc (3.29)
and ξ as well as η denotes the longitudinal and respectively lateral distance. The
Corcos model is not taking the acoustic region, mentioned in Fig. 3.3, into ac-
count. Furthermore, the used variables α and β (= 1/Lγ) are defined as






















The coefficients αx and αy are the decay coefficients in the flow and cross flow
direction, respectively. Graham [43] suggested values as αx = 0.1 and αy = 0.77.
Other researchers like Blake [5] propose values like αx = 0.32 and αy = 0.7 for
aircraft boundary layers. In the formulation of the coherence length one of the
drawbacks of the model can be seen. In case ω → 0, the coherence length tends
to infinity. However, from experiments it follows that at low frequencies, the co-
herence length tend to finite values. The finite thickness of the TBL prevents the
unlimited growth of coherence length. Blake [5] has analysed data and arrived
at a conclusion regarding the invalidity of the Corcos model at low wavenumbers
due to the disregard of the finite size of the TBL.
Finally, the Corcos wavenumber-frequency model is found by Fourier transform-
ing Equ. (3.28) and is given by
Φ(kx, ky, ω) =
Φ(ω)
pi2
· αβ[α2 + (kx − kω)2] [β2 + k2y] . (3.33)
This transformation is in detail described in [65] and [12]. Equation (3.33) can be
normalised by the Graham formulation (Equ. 3.25), which yields the Graham
normalised Corcos wavenumber-frequency model















A sketch of the Corcos model for typical cruise flight condition is given in Fig-
ures 3.4(a) and 3.4(b) at f = 2000 Hz. In Fig. 3.4(b), the classical rhombic shape
is visible, caused by the separate consideration of flow and cross flow direction.
3.2.2 Jolly (1968)
Jollys model is an improvement of the Corcos model, presented before. Jolly
extended the model with a formula that takes the limited thickness of the boundary
layer into account, what was missing in the Corcos model. This extension is an
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B
(a) Side view (b) Top view
Figure 3.4: Corcos wavenumber-frequency model
improvement especially in the low frequency range of the coherence length. In
[14], Jolly proposed the following modification factor
εJ =
√
1 + (3kωδ∗)−2 . (3.35)
Equations (3.30) and (3.31) are multiplied by this factor and finally the following
cross-spectral density function results as a modification of Equation (3.28)
R(ξ, η, ω) = Φ(ω)e−εJ |αξ|e−εJ |βη|eikωξ . (3.36)
Fourier transforming this equation, the wavenumber-frequency model follows as






[α2ε2J + (kx − kω)2] [β2ε2J + k2y]
. (3.37)
Performing the Graham normalisation yields















A sketch of the Jolly model for typical cruise flight condition is given in Fig-
ure 3.5(a) and 3.5(b) at f = 2000 Hz.
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(a) Side view (b) Top view
Figure 3.5: Jolly wavenumber-frequency model
3.2.3 Efimtsov (1982)
The Efimtsov wavenumber-frequency model [20] follows the same philosophy
than the Corcosmodel and describes the flow- and cross flow direction separately.
In contrast to the Corcos model, Efimtsov takes the TBL thickness for the
calculation of the coherence length in his model into account. Efimtsov gives an
estimate for the flow direction by the empirical expression










and for the cross flow direction by









, Ma∞ < 0.75,
(3.40)







, Ma∞ > 0.9. (3.41)
For flight speeds between Ma 0.75 and Ma 0.9 values have to be interpolated.





. Efimtsov propose a calculation of these parameters by the
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procedures described by Bies in [3]. Furthermore, Efimtsov states a formula for









The constants a1−a10 are, respectively, 0.1, 72.8, 1.54, 0.77, 548, 13.5, 5.66, 9.55,
6.38 · 10−4, 3.98 · 10−3.
The wavenumber-frequency model is achieved by replacing α and β in Equa-
tion (3.33) by the reciprocal of the Efimtsov coherence lengths, 1/Λx and 1/Λy
respectively. This yields





Λx · 1Λy[( 1
Λx
)2 + (kx − kω)2] [( 1Λy )2 + ky2] . (3.43)
To achieve the normalised form of the Efimtsov wavenumber-frequency spectrum,
one has to replace αx and αy in Equ. (3.34) by Uc/|ω|Λx and Uc/|ω|Λy respectively.
A sketch of the Efimtsov model for typical cruise flight condition is given in
Figure 3.6(a) and 3.6(b) at f = 2000 Hz.
(a) Side view (b) Top view
Figure 3.6: Efimtsov wavenumber-frequency model
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3.2.4 Smol’yakov and Tkachenko (1991)
Smol’yakov and Tkachenko [79] measured spatial pressure correlations of wall
pressure fluctuations in gradient-free TBL as a function of spatial separation and
boundary layer thickness and fitted exponential curves to their results. Therefore,
it is formulated like the Corcos model, on the basis of an approximation of the
results of measurements and in a certain sense is a generalisation of the Corcos
model. The proposed model includes analytical expressions for the wavenumber-
frequency spectrum as well as for the cross-spectrum. Their measurements were
conducted in a closed section of a wind tunnel at U∞ = 40 m/s.
The expression, Smol’yakov and Tkachenko finally proposed for the calculation
of the wavenumber-frequency spectrum is






h(ω) [F (kx, ky, ω)−∆F (kx, ky, ω)] . (3.44)
Applying the Graham normalisation factor on Equ. (3.44), yields
Φ˜(kx, ky, ω) = A(ω)
2pi
m0
h(ω) [F (kx, ky, ω)−∆F (kx, ky, ω)] . (3.45)
All used functions in Equation (3.44) are given in the following,













The resulting low levels at low wavenumbers are an improvement on the Corcos
prediction, but are still higher than experimental values, so that a correction
was added to the model to bring it into agreement without significantly affecting
the convective peak levels. This correction repeats the structure of F (kx, ky, ω)
(Equ. (3.46)) and yields



















with a function h(ω) that is used to balance the energy after introducing the
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Formulae (3.46) - (3.49) can be calculated with the variablesm0 = 6.452, n = 1.005
and a function for m1 and G1
m1 =
1 +A2
5n− 4 +A2 , G = 1 +A
2(ω)− nm1 . (3.50)
This model is like all other beforehand mentioned models only valid in the range
k > k0 (k0 = ω/c0), cf. Figure 3.3. A sketch of the Smol’yakov and Tkachenko
model for typical cruise flight condition is given in Figure 3.7(a) and 3.7(b) at
f = 2000 Hz. The characteristic shape of the model is different, compared with
the beforehand presented models. It is the first model reproducing the convective
ridge in an quasi-elliptical shape instead of rhombic, which is more realistic and
observed in measurements.
(a) Side view (b) Top view
Figure 3.7: Smol’yakov and Tkachenko wavenumber-frequency model
3.2.5 Smol’yakov (2006)
Smol’yakov proposed a new model for wavenumber-frequency spectra calculation
in [78]. This model, in contrast to all other before mentioned models, takes the
viscosity of the fluid into account and therefore depends on Reynolds number.
Without taking this effect into account, like in the Corcos model, the coherence
length (Equ. (3.32)) decreases to 0 with increasing frequency. This is, according
to Smol’yakov, not physical because the minimum vortex size is limited due to
viscous forces. In isotropic turbulence for instance, the smallest vortices have the
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size that is denoted by the Kolmogorov scale λ = (ν3/ε)1/4, where ε is the
dissipation rate of the kinetic energy of the flow. This is a rough estimate because
the turbulence of a boundary layer is not isotropic [78].
The Smol’yakov model is an extension of the previous model by Smol’yakov
& Tkachenko, Equ. (3.44). Differences to the previous model are listed in the
following:
a) An auto-spectrum, explicitly dependent on viscosity is used. Therefore, the
model from Smol’yakov [77] is proposed to be used.
b) The ratio of the convective velocity to the free stream velocity (Uc/U∞) is
assumed to be non-constant, and the dependence on dimensionless frequency
ωδ∗/U∞ is taken into account.
c) Model is expressed in terms of coherence length Lγ , as calculated in Equ. (3.32).
d) Model takes the dependence of the cross-spectra on viscosity through the
parameter Sm in Equ. (3.54) into account. Smol’yakov says that possible
variations of the parameter Sm lies within 70...150 with the most probable
value Sm = 100.
The final analytical expression of the Smol’yakov wavenumber-frequency model
is given as





(1 + (Λxω/Uc − Λxkx)2 + (Λyky)2)3/2
− (h− 1)l
2




which is the Fourier transformed cross-spectrum
R(ξ, η, ω) = Φ(ω) [hγ exp(iξω/Uc)− (h− 1)∆γ exp(im1ξω/Uc)] . (3.52)































5n− 4 +B2 , G = 1 +B






,m0 = 6.45 , n = 1.005 ,
(3.53)
47
3 Fundamentals of Fuselage Excitation by Turbulent Boundary Layer
here m0 characterises the ratio of the transverse and longitudinal damping decre-
ments in the Corcos model. Furthermore function B acts as a damping decre-
ment, but frequency dependent in this case and not frequency fix like it is in the
Corcos model
B(ω) = A
















+ 0.6 . (3.56)
With the Graham normalisation factor it follows for Equ. (3.51)
Φ˜(kx, ky, ω) = 2pikω
[
hΛxΛy
(1 + (Λxω/Uc − Λxkx)2 + (Λyky)2)3/2
− (h− 1)l
2




The cross-spectrum is calculated in a similar way as it is done in the Smol’yakov
& Tkachenko model (cf. chapter 3.2.4). It is again the difference of two
terms, the first term constructed on basis of cross-spectrum measurement re-
sults and the second term as a small correction for the first one. According to
Smol’yakov, the correction term was introduced to provide agreement of the
model with wavenumber-frequency spectra measurements.
Furthermore, the before mentioned multiplication hypothesis is modified in this
model, as it is also done in the Smol’yakov & Tkachenko model (cf. chap-
ter 3.2.4). The Corcos model achieves equal-level lines |Φ(ξ, η, ω)| = const in
a rhombic shape, which is unrealistic, in Smol’yakov this is replaced by an el-
liptical window concept, which is developed by Schewe in [74]. A sketch of the
Smol’yakov model for typical cruise flight condition is given in figure 3.8(a) and
3.8(b) at f = 2000 Hz.
3.2.6 Chase (1980/1987)
Chase developed and presented two models for the wavenumber-frequency spec-
trum. The first model is shown in [12] and the second in [11]. It is noticeable in
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(a) Side view (b) Top view
Figure 3.8: Smol’yakov wavenumber-frequency model
the first model that it has a discontinuity at kx = ky = 0 which lowers the levels
in the acoustic domain. The expression of the model is given like,














+ |k|2 + (biδ)−2 , i = M, T , (3.59)
where the coefficients are defined as cM = 0.0745, cT = 0.0475, bM = 0.756,
bT = 0.378 and hCh = 3.0. k is the wavevector in plane of the wall, including kx
and ky, like |k|2 = k2x + k2y.
Applying the Graham normalisation to the model it follows















(cMFM + cTFT ) , (3.61)
where the coefficients are denoted as
FM =
[
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, i = M, T . (3.64)
A sketch of the Chase 1 model for typical cruise flight condition is given in Fig-
ure 3.9(a) and 3.9(b) at f = 2000 Hz. According to the work of Graham [43],
(a) Side view (b) Top view
Figure 3.9: Chase 1 wavenumber-frequency model
the Chase 1 model suffers from two deficiencies: it does not take account of the
supersonic region (|kx| < ω/c0) and it is not able to reproduce the characteristics
of experimental observations in the low wavenumber region (ω/c0 < kx  ω/Uc)
[5]. Chase started an attempt to eliminate these problems and relaxed the re-
quirement for a low wavenumber dependence ∼ |k|2 (Kraichnan-Phillips theorem)
and included terms describing the acoustic region. The Chase 2 model is defined
by









When applying the normalisation of Graham, it follows
















Ch)(1 + α2)/α3 , (3.67)
with h = 3.0, CM = 0, 15533, CT = 0.00466 and bi = 0.75. A sketch of the Chase
2 model for typical cruise flight condition is given in Figure 3.10(a) and 3.10(b)
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at f = 2000 Hz. Here, the typical shape of the Chase models is retained, with a
singularity at kx = ky = 0. However, the convective ridge seems to be expanded
in x-direction, compared with the first Chase model.
(a) Side view (b) Top view
Figure 3.10: Chase 2 wavenumber-frequency model
3.2.7 Model Comparison
Figures 3.11(a), 3.11(b) give a comparison of the shape of the different models.
The comparison is done at kx = kω and ky = 0 respectively, to show the convective
ridge, where most of the energy is located. As can be seen in the plots, all
models are strongly peaked at kx = ωUc , ky = 0. If the boundary layer were
a perfectly frozen eddy pattern convecting at speed Uc, all of the energy would
be concentrated here [43]. The models can be split up in two major groups, the
first contains the model family around the Corcos model, where the Jolly and
Efimtsov models belong to. Both models are developed, based on the Corcos
model and its basic concept of separation of flow and cross flow direction. Beside
this, the second group contains the Chase and Smol’yakov models, which are
more advanced models that try to better implement the wavenumber regions away
from the convective ridge. These models are calculated by taking combined values
for the wavenumbers in flow and cross flow direction. Therefore, they are ending
up with the more elliptical shape, which is closer to reality. Differences of more
than 7 dB are visible in the peak region and with increasing distance to the
convective ridge, the differences are increasing up to more than 30 dB. Far away
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(a) Wavenumber frequency spectra, side view
at ky = 0
ky










































(b) Wavenumber frequency spectra, side view
at kx = kω
Figure 3.11: Comparison of wavenumber-frequency spectra models
from the convective ridge, the elliptical models are more realistic than the rhombic
models. Nevertheless, the convective ridge region and its closest surrounding is
the most important for aircraft applications.
3.3 TBL - Fuselage Interaction, Graham’s Method
For the calculation of the structural vibration of an e.g. aircraft’s fuselage, a
description of the coupling between TBL and structure is indispensable. Therefore,
the method of Graham (cf. [39], [41], [42] and [43]) is chosen and the basic idea is
reviewed shortly in this chapter as well as the application for simple test cases is
presented. In detail, the example of a simply supported flat plate (plate is clamped
to a stiff frame on all edges), fluid-loaded by a random pressure field, is chosen.
Graham’s idea of an excited plate by a TBL is presented in Figure 3.12. The thin
elastic plate is of length a, width b, mass per unit areaM = m
A
, membrane tension
Nx, Ny and bending stiffness B = Et
3
12(1−ν2p)
(with Young’s modulus E, Poisson’s
ratio νp and thickness t) is excited by TBL and radiates acoustic power into the
bounding fluid.
In the first model, presented by Graham in [39], the surrounding is an infinite
rigid baﬄe, and backing it is a vacuum. In [41], Graham extended his model and
substituted the vacuum by a bounded fluid. The external and internal fluids have
density and speed of sound (ρ0, c0) and (ρ1, c1) respectively. According to [41], the
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plate vibration induced by the turbulent boundary layer pressures will itself alter
those pressures, and this back-reaction must be accounted for. Due to the fact
that a formally exact approach would use the Lighthill stress tensor to describe the
TBL sources, however, the exact form of the tensor is unknown and therefore this
method cannot be used for the numerical prediction. Instead, Graham proposed a
method where the external pressures are considered as consisting of the "blocked"
turbulent boundary layer pressures found on a rigid wall plus the acoustic pressures
caused by the plate motion, which is called the weak coupling assumption. This
approximation is valid as long as the acoustic velocities are much smaller than the
turbulence velocities [41]. According to Graham, the coupled fluid-plate response
may then be found by expanding the plate displacement in terms of its modes of
vibration in vacuo and solving for the modal velocities. Only the main equations
S0
S1
Turbulent Boundary Layer (St)
Infinite Baffle




Figure 3.12: Graham’s flat plate model [41]
of the methods are presented in the following. The objective which is pursued
in this work is, to calculate the vibrational power of a structure, excited by a
turbulent boundary layer. Assuming bounded fluids on both sides of the plate
[41], the power balance equation yields
St(ω) = S0(ω) + S1(ω) + Sd(ω) , (3.68)
with
• St(ω) as the vibrational power, excited by the turbulent boundary layer,
• S0(ω) as the outwardly radiated power,
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• S1(ω) as the inwardly radiated power,
• Sd(ω) as the structurally dissipated power spectra.





Simn(ω), i = 0, 1, t, d , (3.69)
where Simn is the spectrum of the e.g. radiation from mode (m, n). The vi-
brational power of the plate can now be calculated as stated in Equ. (3.68), by
summation of the various power spectra. Writing this equation dependent on the









with ωtbl standing for the TBL spectra frequencies supposed to be the excitation.










with the restoring force terms of the plate’s bending stiffness (Br) and tensions
(Nyr, Nzr). Beside this, εs is the structural damping factor. Taking Equ. (3.71)














with ωEV representing the frequency of the plate’s eigenvector. A distinct number
of frequencies is used to represent the excitation. Beside this, the modal excitation








Φ(ky, kz, ωtbl)|Smn(ky, kz)|2dkydkz . (3.73)
Φ(ky, kz, ωtbl) is the wavenumber-frequency TBL model, which were introduced
in chapter 3.2, including the auto-spectra as well as the correlation behaviour of
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ΨMmn(y, z)e−ikyye−ikzzdydz . (3.74)
Taking |Smn(ky, kz)|2 one achieves the panel acceptance, which is used for the
calculation of the modal excitation term (Equ. (3.73)). Wherein ΨMmn denotes the
in vacuo (m, n) mode shape (mass normalised) for the simply supported flat plate,












Here, m and n denote the number of half waves in flow and cross flow direction of
the plate’s eigenmode under investigation. In summary, with this set of formulae
one can calculate the power spectrum of a simply supported plate with homoge-
neous mass distribution. Inhomogeneities from e.g. frames and stringers will lead
to coupling between the modes and this claims an expansion of the given set of for-
mulae. As denoted in Equation 3.74, the eigenmode is used in a mass-normalised
way, to take the plate’s mass into account. According to [28], the modal model
of a flat plate with equal mass distribution possesses important properties, the
orthogonality properties which are concisely stated in matrix syntax ([...]) as
[Ψ]T [M ][Ψ] = [m] , (3.77)
[Ψ]T [K][Ψ] = [k] , (3.78)
where [m] and [k] are referred to as the modal mass and modal stiffness diagonal
matrices of the plate’s eigenmodes. [M ] as well as [K] are the physical mass and
stiffness matrices of the plate. Besides, [Ψ] includes all eigenvectors of the plate.
The mass normalised eigenvectors [ΨM ] are calculated as
[ΨM ] = [Ψ][m−1/2] (3.79)
by making use of Equ. (3.77), where the modal mass [m] of each eigenmode is
allocated. Consecutively, the mass-normalised eigenvector matrix satisfies the
following condition
[ΨMmn]T [M ][ΨMmn] = [I] , (3.80)
with the identity matrix [I].
The beforehand discussed method is used to calculate the plate response, gen-
erated by different excitations from various combinations of auto-spectra and
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wavenumber-frequency spectra models (cf. chapter 3.1 and 3.2). Results of this
study are presented in chapter 6.2.
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For the prediction of the beforehand introduced auto-spectra and wavenumber-
frequency spectra models, aerodynamic input is necessary. Usually, this input is
calculated by theoretical formulae, whose validity is limited by drastic simplifica-
tions, when applied to a whole aircraft. Furthermore, measurement data is not
always available to feed the models. Therefore, it is decided to establish a new
approach by using data from CFD calculations, to have a clear picture of the aero-
dynamics on the whole fuselage. The following two sections provide an overview of
the CFD calculations performed and the analysis methods conducted, to achieve
the required aerodynamic parameters as an input for the models. Beside this,
CFD data is needed as an input for CAA calculations that are performed as well
and presented in chapter 5.2.
Firstly, chapter 4.1 gives an overview of the numerical setup and the performed
CFD calculations. Furthermore, the quality of the CFD calculation as well as the
special needs for acoustics are discussed. Secondly, in chapter 4.2 the analysis
methods and the available data are presented.
4.1 Numerical Setup
CFD calculations were performed with DLR’s in-house code TAU [33, 76], apply-
ing a Reynolds Stress turbulence model (RSMg) [87]. The Reynolds Stress model
belongs to the Reynolds-averaged Navier-Stokes (RANS) modelling and represents
the highest level of this class of models. For each component of the Reynolds stress
tensor a transport equation is solved. Further, an additional equation for the




) is applied, with ωD repre-
senting the specific dissipation rate. This alleviates the problem of singularity for
ωD near the wall. In regions, where appropriate near wall grid resolution is diffi-
cult to achieve, e.g. the transition of wing to fuselage, amendable grids often lower
the convergence rate massively or lead to numerical errors. This can be avoided
by using the g formulation for the length scale equation. CFD computations were
carried out with TAU 2014.2 and 2015.2 versions. Upwind discretisation for the
inviscid fluxes and Runge-Kutta time stepping scheme were applied.
In a first step, the mesh generation was performed with the grid generator SOLAR
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[62], according to Airbus best practice. The advantage of SOLAR in the case of
a full aircraft is that main parts of the fuselage and wing can be meshed using
a suited degree of structurisation. Therefore, the generation of quite thick hex-
ahedral and prismatic layers, to cover the complete fuselage boundary layer, is
automatically possible. Here, the geometry of an Airbus A320 without engines,
but including all other details, like HTP, VTP, winglets and flap tracks, was used.
Figure 4.1(a) gives an impression of the detailed geometry without engines. Due
to the fact, that the main focus is on the boundary layer at the fuselage, this is
assumed to be a straight simplification, to increase the numerical quality and to
decrease costs. During the first test it was decided to further simplify and op-
timise the aircraft geometry, to simplify the meshing process and therefore the
to increase the quality of the mesh. Therefore, all attachments at the wing, like
winglet and flap tracks, were removed to create a clean wing. This new, clean wing
aircraft configuration is presented in Figure 4.1(b). The mesh for the clean wing
configuration contains about 17 mio. nodes in total, thereby 13 mio. nodes belong
to hexahedral elements, which mainly reproduces the near field of the fuselage and
therefore the turbulent boundary layer.
(a) A/C without engine
(b) A/C with clean wing
Figure 4.1: A320 CAD half model for CFD, similar to [58]
Special attention was payed to the mesh design, to create a proper resolution of
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the boundary layer around the fuselage. The aim, of generating a thick hexahedral
layer on the fuselage, to resolve the whole boundary layer was achieved with the
clean wing configuration. A comparison between the mesh with detailed and clean
wing is presented in Figures 4.2(a) - 4.2(d). Figures 4.2(a) and 4.2(b) show a slice
of the half model along the wing with a sweep angle of 20◦. Figures 4.2(c) and
4.2(d) show the respective zoomed areas around the second flap track. Striking
is a decrease of thickness in the structured mesh layer in the flap track area on
both sides (pressure- and suction side) of the wing. This is caused by the flap
track itself, which constitutes a disturbance for the automated meshing process
and therefore lowers the thickness of the structured layer. In the area of these
intersections, so called "junction sources" are added into the mesh. Due to that,
anisotropy is removed from the mesh and in the vicinity of the intersections an
isotropic mesh is created, which finally lowers the thickness of the structured part
of the mesh. SOLAR has an abort criterion that stops the structured meshing due
to disturbances. Therefore, it is important to prohibit the abortion in a too early
stage, to achieve a structured layer that resolves the whole boundary layer. These
disturbances on the wing influences the hexahedral layer on the fuselage directly,
which is visible in the comparison of the two cases in Figures 4.2(a) - 4.2(d), where
the lower degree of disturbance in the clean wing configuration leads to a much
thicker structured mesh layer on the fuselage.
On the top of the fuselage, in the front area, at roughly x = 9 m, the structured
layer has a thickness of 0.34 m and consists of 34 points in direction normal to
the fuselages surface for the mesh around the detailed geometry (OLD mesh, cf.
Fig. 4.1(a)). For the clean wing version (NEWmesh, cf. Fig. 4.1(b)), a thickness of
0.58 m with 53 points was achieved. Cell thickness is increasing with increasing
distance to the surface, which points out the importance of a thick structured
layer, to resolve the boundary layer properly. The OLD mesh has a thickness of
1 · 10−5 m for the first cell, whereas the NEW mesh has a first cell thickness of
2 ·10−6 m. Beside this, a boundary layer thickness of δl = 0.30 m is resolved with
28 points and 50 points for the OLD and the NEWmesh, respectively. This follows
a thickness of the last cell of 0.072 m and 0.059 m for the OLD and NEW mesh.
Especially for areas with thin boundary layers of e.g. δl = 0.06 m, a high mesh
resolution is an important factor for the extraction of the aerodynamic parameters.
An example for this is shown in Figures 4.3(a) and 4.3(b). Figures 4.3 present
data from the top of the fuselage at x = 9m at standard cruise flight condition.
The magenta line depicts the results from the first SOLAR mesh (OLD) and
blue shows the results from the clean wing SOLAR mesh configuration (NEW).
Data are directly taken from the nodes of the mesh normal to the surface and
no interpolation is performed. Figure 4.3(a) shows the turbulence kinetic energy
(TKE) and Figure 4.3(b) the velocity parallel to the fuselage along the aircrafts
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(a) Wing with tracks and winglet (b) Clean wing
(c) Wing with tracks, zoomed (d) Clean wing, zoomed
Figure 4.2: Mesh quality of different wing configurations without engine, similar to [58]
x-axis. Turbulence kinetic energy (TKE, k) is calculated by the turbulence model,
used for the closure of the Reynolds equation in a CFD calculation [69]. In the
RSMg model, the Reynolds stresses are the components of a second-order tensor
and the TKE can be calculated by the diagonal components of the Reynolds stress
tensor, which are the normal stresses, like
k = 12(u
′2















































Figure 4.3: Grid resolution SOLAR OLD vs. NEW, influence on parameters
Especially the shape of the TKE distribution reflects the lower resolution in the
OLD mesh. The shape is serrated and not smooth, like it is in the NEW mesh. An
equal effect is visible in the course of the velocity profile, but not that pronounced.
Beside these criteria, the dimensionless wall distance (y+) is a measure of the grid
quality. This parameter should be lower than 1 and is defined as
y+ = Uτ · yw
ν
, with yw as the wall distance . (4.2)
Figures 4.4(a) and 4.4(b) depict y+ for both meshing cases, with a colouring from
0 to 1. Huge differences are visible for the two cases. The OLD mesh, shown
in Figure 4.4(a) exhibits values y+ > 1 everywhere on the fuselage. Values are
between y+ = 3...4, which is sufficient for aerodynamic calculations but could
cause first inaccuracies in the turbulent boundary layer region. In contrast, the
NEW clean wing mesh (Figure 4.4(b)) comes up with values y+ < 0.5 all over
the fuselage and therefore complies with the y+ criterion. Finally, several CFD
calculations were performed on the A320 with the NEW SOLAR mesh and TAU
2015.2 version. The different configurations were close to be equal to the flight
test configurations and in detail listed in Table 4.1 (Here, the second column gives
the respective flight test (FT) configuration).
To sum up, following the Airbus best practices of mesh generation with SOLAR,
the fuselage itself was not sufficiently meshed for acoustical purposes. Maintaining
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(a) Grid with flap tracks and winglets (b) Grid with clean wings
Figure 4.4: Investigation of y+ for different CFD grids
Table 4.1: CFD flight conditions
FT Conf. FL [100 ft] Ma [-] αAoA [◦] TAS [m/s] ∆ ISA [◦C]
1 E17 390 0.78 2.4 231 +1.25
2 C6 350 0.82 1.4 247 +10
3 C7 350 0.78 2.0 237 +10
4 C8 350 0.72 3.0 217 +10
5 C26 310 0.78 0.9 236 -1.3
the best practice and simplifying the aircraft in terms of neglecting details, a
sufficient CFD mesh from the acoustical point of view could be generated.
4.2 Analysis of Flow Parameters
For the analysis of the required aerodynamic parameters, a Matlab script was
developed that extracts flow parameters at predefined positions on the fuselage
automatically. In a first step, these predefined positions correspond to the mi-
crophone and Kulite positions, presented in Figures 2.2, 2.6, 2.7. However, it is
possible to analyse every position of interest, by depositing a different position
data base. Furthermore, the extracted parameters are applied as source data for
the auto-spectra as well as the wavenumber-frequency models. Required param-
eters are listed in Table 4.2 with the corresponding CFD source solution. This
could be either the surface solution, for parameters directly calculated on the wall
or the volume solution, for parameters not directly measured on the wall. Direct
extraction from the surface solution is possible for the friction coefficient cf and
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Table 4.2: CFD parameters and corresponding solution







the pressure coefficient cp, which is used to calculate the pressure gradient as
dpl
dx = q ·
dcp




with q(= 1/2ρU2∞) representing the dynamic pressure, pl and p∞ the local and far
field static pressures, respectively. Turbulence kinetic energy (k) is determined
from the volume solution in a perpendicular slice above the requested position by
making use of the surface normal vector.
Only the boundary layer thickness and the respective edge velocity (Ue) are not
instantly ascertainable. According to flat plate theory, the turbulent boundary
layer edge is defined where the flow velocity reaches 99% of the free stream velocity
U∞ [75, 69]. Especially in areas with non-zero pressure gradient this definition is
not practicable due to flow acceleration and deceleration. Hence, three different
methods were tested to determine these quantities in a reliable quality as well as
in a fully automated way.
Firstly, following the derivation of Eisfeld [24], it is assumed to calculate a virtual




























with the temperature T, the isentropic exponent κ = 1.4 and specific gas constant
R = 287.058 J
kg K
. At the analysed position, the boundary layer thickness is de-
fined as the wall distance of the point in the flow where U = 0.99 · Ul, which is
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hence Ue. For this method a fully automated process is not possible because it
requires corrections by hand in a multitude of cases.
Secondly, a more simple approach was tested, based on best practice procedures
from DLR aerodynamics experts. This method makes use of the drop of total pres-
sure in the vicinity of the fuselage due to a change in dynamic pressure. Finally
it is assumed to find the edge of the TBL at
pt,l
pt,∞
= 0.98 ,with pt = pdynamic + pstatic =
ρ
2U
2 + pstatic . (4.6)
Here, the total pressure pt,∞ is taken from the far field of the CFD volume so-
lution. Beside this, pt,l describes the total pressure in the near wall region and
pstatic is assumed to be constant. With knowledge of the position of this specific
pressure ratio, the boundary layer edge velocity as well as the thickness can be
estimated. This method is fully automatable and therefore fulfills all criteria for
application.
Thirdly, data for validation were taken from flight test measurements, acquired
within the CENT-LSHX project in the frame of the European R&T programme
JTI Clean Sky [18]. Pressure rake measurements were performed and these data
were analysed with regard to the boundary layer thickness.
Figures 4.5(a) and 4.5(b) show the comparison of data from the first and sec-
ond method, which show a good conformity. Figure 4.5(a) shows the deviation
between method one (Equ. (4.4) and (4.5)) and two (Equ. (4.6)) in percent for
the boundary layer thickness at a line along the fuselage, in the window plane and
on the top of the fuselage (roof). The median of the δl–deviation for the window
plane is 3.6% and for the roof area it is 4.9%. In Fig. 4.5(b) the deviation between
the methods for Ue estimation is shown. Equally, the median of the Ue–deviation
can be quantified; quantified as 1.1% for the roof area and 0.93% for the window
plane, respectively. It is noticeable, that the differences between both methods are
increasing in areas with accelerated and decelerated flow. Here, the first method
is assumed to give better results than the second. The second method assumes
the static pressure part to be constant, which is not correct in the accelerated and
decelerated flow areas. This simplification falsifies the results.
Nevertheless, for the final evaluation it is decided to use the second method be-
cause it allows a fully automated analysis process without human intervention,
which preserve the results from human interpretation and make them 100% repro-
ducible. Further comparisons between method two and the measured validation
data from flight tests, which are not shown here, confirm a reasonable accuracy
of the second method. Measurement data (method three) and the automated
analysis (method two) show a variation in the data for δl of 1.7% and for Ue of
0.6%, respectively. This comparison was done with data from the underpart of the
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(a) Comparison of δl (b) Comparison of Ue
Figure 4.5: Comparison CFD vs. virtual Mach number estimation method [58]
fuselage near the wings at FL390 and Ma = 0.82. The edge velocity was deter-
mined as Ue ≈ 248 m/s and the thickness of the boundary layer was estimated




This chapter contains all modelling activities on auto-spectra and wavenumber-
frequency prediction models. It is divided in two major parts. Firstly the en-
hancements of the semi-empirical Goody model for auto-spectra predictions are
presented in chapter 5.1. Secondly, a full numerical approach for the prediction of
auto-spectra as well as wavenumber-spectra is given in chapter 5.2.
5.1 CFD based Semi-Empirical Auto-Spectra Prediction Model
In this chapter a new model for CFD based auto-spectra prediction is presented,
a rough overview of a forerunner of this new model can also be found in [58, 59].
After comparison of the available measurement data with published auto-spectra
models in Figures 3.2(c)-3.2(d) it is decided to use Goody’s [37] model as a start-
ing point for further development. Beside this, the Goody model is part of the
Chase and Chase–Howe model family and is the most validated model with
measurement data sets. Remarkable is the history of these models because they
were developed for low speed applications. Nevertheless, the applicability seems
to be better, when compared with the original high speed models, like the one of
Efimtsov. This decision is also backed with the findings of Gloerfelt [35] and
Alaoui [1] that Mach number and compressibility effects for flows, ranging from
Ma = 0.5 ... 0.9 have very low effect on the structure of turbulence.
In the following sections, firstly, a detailed overview of the Goody model, its flex-
ibility and adaptability is provided in chapter 5.1.1. Secondly, in chapter 5.1.2 the
applicability to measurement data is discussed in detail, with a following scaling
experiment. Thirdly, CFD data is analysed with regard to the model and new def-
initions of the original model parameters are introduced in chapter 5.1.3. Finally,
some preliminary results of the new DLR auto-spectrum model are presented in
chapter 5.1.4.
5.1.1 Model Parameter Study and Uncertainties
The Goody [37] model offers a high degree of confidence when extrapolated to
flows with a higher Reynolds number and zero pressure gradient. Goody used
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the Chase–Howe model (presented by Howe [51]) as a starting point for the
development of his model. He reviewed the experimental surface pressure spectra
of six research groups in his dissertation [36], that cover a large Reynolds number
range: 1.4·103 < Reθ < 2.34·104, Reθ = Ueθν , with Ue, θ and ν, the boundary layer
edge velocity, momentum thickness and kinematic viscosity, respectively. This
Reynolds number span is representative for most laboratory flows, that is, wind
tunnels and water tunnels (Reθ ∼ 103 − 104). Most practical flows, like the flow
over airplanes have a larger momentum Reynolds number (Reθ ∼ 105 − 106) [37].
This section gives a detailed insight into the original Goody model (Equ. (5.1)),












)c + d]e + [(fRgT ) (ωδlUe )]h (5.1)
Main aerodynamic quantities, included in the model, are the local boundary layer
thickness δl, the boundary layer edge velocity Ue and the skin friction coeffi-








. The originally defined coefficients and exponents by Goody are
presented in Tab. 5.1. Furthermore, in Fig. 5.1(a) - 5.2(c) the effect of a variation
of these parameters is presented.
Table 5.1: Original Goody model coefficients and exponents
a b c d e f g h
3.0 2.0 0.75 0.5 3.7 1.1 -0.57 7.0
The parameter sensitivity study was conducted at typical aircraft cruise flight con-





Reynolds number region only the numerator (red and black) and the first bracket
term of the denominator (red) of Equ. (5.1) are relevant and the blue part (second
bracket term of the denominator) is negligible. The blue part, containing f, g
and h as well as RT , controls the very high frequency range of the spectrum and
takes into account the ω−5 slope in the high frequency region. For the present





not relevant for aircraft applications at cruise flight conditions. The ω−5 slope is
calculated by b− h = −5 in Equ. (5.1).
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(a) Variation of coefficient a











(b) Variation of exponent b
Figure 5.1: Goody parameter variation study, part 1 [58]
The baseline in the parameter study is always plotted in bold black and incorpo-
rates the original Goody parameters. Variations of the coefficient a are sketched
in Fig. 5.1(a). a has no influence on the spectral shape of the spectrum, but con-
trols the level by shifting the spectrum parallel up and down. Fig. 5.1(b), 5.2(a)
and 5.2(c) show that the exponents b, c and e affect the frequency dependent
shape of the spectrum. In this group, exponent b is the only exponent, changing
the very low frequency slope of the spectrum (Sh = 2 · 10−3 ... 2 · 10−1), which
is the outer scaling region, while significantly touching also the mid frequency re-
gion’s slope (Sh = 2 ·10−1 ... 2 ·101) or also called universal scaling region. Beside
this, exponents c and e mainly modify the mid frequency region, in which c and
e also have little influence on the position of the maximum. Exponents b, c and e
control the slope of the universal scaling region of the spectrum, which is expected
to follow a ω−0.7...−1.1 principle for zero pressure gradients (cf. Figure 3.1). The
ω exponents are calculated by b− c · e = −0.7...− 1.1. Finally, the last coefficient
d, shown in Fig. 5.2(b) also modifies the position of the maximum in terms of
absolute level and frequency position but has no influence on the spectral shape.
It shifts the spectrum along the mid frequency slope.
Finally, the uncertainty of the varying Ue– and δl–prediction, contemplated in
chapter 4.2, on the predicted spectra is also quantified. An Ue–variation of ±7.6%
causes a level change of the predicted spectrum of < ±1 dB, while a δl–variation
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(a) Variation of exponent c











(b) Variation of coefficient d











(c) Variation of exponent e
Figure 5.2: Goody parameter variation study, part 2 [58]
of ±12% causes a level change of < ±0.5 dB. Furthermore, a negligible frequency
shift is apparent.
70
5.1 CFD based Semi-Empirical Auto-Spectra Prediction Model
5.1.2 Scaling Tests
In this chapter, the Goody auto-spectrum model is applied to different positions
on the aircraft and compared with the regarding measurement results. For the
model, as presented in Equ. (5.1), aerodynamic input is required. These aerody-
namic parameters can, on the one hand side, be calculated by flat plate estimates,
following the approaches of e.g. Schlichting [75] or Blake [4, 5] or, on the other
hand side, the parameters can be calculated based on CFD calculations. Predic-
tion and measurement results for two different areas are presented in the following,
firstly the overwing area and secondly the wing wake area are shown (For sensor
positions compare Fig. 2.7).
In Figures 5.3(a) and 5.3(b) the semi-empirical model of Goody (aerodynamics
based on flat plate estimates) is presented in comparison with the measurement
data for overwing and wing wake area, respectively. One can see that the Goody
model, subject to these estimates does not fit the measured data, neither in level
nor in shape. The Goody model predicts the same auto-spectrum for all posi-
tions, which is a consequence of the aerodynamic data. Both sensor groups and
especially the sensors within a group have similar distance to the aircrafts nose
and therefore the flat plate estimate yields similar aerodynamic parameters. The
attempt to improve these results by using flow parameters from CFD calculations,
which takes local phenomena (e.g. aircraft integration effects) into account is pre-
sented in Figures 5.3(c) and 5.3(d) for overwing and wing wake area, respectively.
One can see that the semi-empirical models does not reproduce the measurement
results either. However, differences in the predicted auto-spectra are obvious,
which is an improvement compared with the prior prediction without CFD data.
Indeed, the order of predicted spectra does not fit the measurements, which raises
the question, if the Goody model includes all important aerodynamic parame-
ters. Focusing e.g. on the prediction for the most forward positioned sensor in
Figure 5.3(c), the difference between measurement and prediction is about 6 dB at
f ≈ 350 Hz. Here, the black marked sensor has the highest levels compared to the
two others, while it has the most forward x-position of this group. From theory the
most forward sensor should have lowest levels. Taking further the analysed data
from turbulence kinetic energy into account (Fig. 5.4(a), 5.4(c)), this could be one
of the missing parameters in the auto-spectra prediction. For the overwing area,
the most forward positioned sensor shows the highest k values above the sensor in
the CFD data and the highest absolute levels for the auto-spectrum. While the
sensor located far away from the wing, with the lowest k value gives the lowest
absolute auto-spectrum levels. Thus, a precise quantification of the turbulence
kinetic energy could improve the prediction result when taken into account. Fur-


















































(d) T5, T8, T11, CFD aerodynamics
Figure 5.3: Measurement compared with Goody prediction from different aerodynamic
inputs [57]
from wind tunnel test from e.g. Hu [53] and should also be taken into account.
Pressure gradients are low for all sensors positioned slightly behind and above the
wing, as shown by the cp distribution in Fig. 5.4(b) and 5.4(d).
Beside this, the prediction for the most forward positioned sensor in the wing wake
area (Fig. 5.3(d)) shows a similar behaviour as the most forward positioned one
above the wing, again a difference of 5 dB is present at f ≈ 350 Hz in comparison
72
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TKE: 0 123.421 246.842
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(c) TKE distribution at sensor with huge dis-
















(d) cp distribution at sensor with huge dis-
tance to the wing
Figure 5.4: TKE, cp and δl comparison at overwing area, see also [57]
to the measurement. In this case, the value of kinetic energy is not as high as
in the before mentioned case, but a peak value of energy exists above the sensor
(Fig. 5.5(a)). Furthermore, Figure 5.5(b) shows decelerated flow over the most for-
ward positioned sensor, which triggers a low frequency energy increase and could,
in combination with the kinetic energy distribution explain the differences in the
spectra. Concluding, it might be important to adapt the auto-spectra model with
k and cp distribution information, to capture the flow history and upstream flow
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development and finally to predict measured auto-spectra correctly in shape and
level.














TKE: 0 132.632 265.263
δl
[m2/s2]
















(b) cp distribution at sensors
Figure 5.5: TKE, cp and δl comparison at wing wake area, see also [57]
ing auto-spectra under adverse pressure gradients, was tested. The prediction
results (results not shown) were not able to fit the measurement data and does
not constitute an improvement of the Goody prediction results at the beforehand
mentioned positions on the fuselage at cruise flight condition. Also the Catlett
model does not include the turbulence kinetic energy, which is assumed to be a
driving parameter in the auto-spectra prediction.
To prove this assumption, a scaling experiment is conducted and for this purpose
the original normalisation, proposed by Goody [37], is applied to the data in Fig-





Beside this, the scaling is applied to measured spectra in areas without distur-
bances, like in the window plane far away from the wings, a good collapse of
the data is achieved (Results were published by the author in [58]). In contrast
data comparison for the overwing and wing wake area show a different scaling be-
haviour. In Figures 5.6(a) and 5.6(b), respectively, one can see the original scaling
– data do not collapse, which shows that the main parameter driving the absolute
level is missing. However, in Figures 5.7(a) and 5.7(b) data collapse in the peak
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(a) T1, T2, T3, Goody scaling
















(b) T5, T8, T11, Goody scaling
Figure 5.6: Measurement scaled with Goody method [58]
area, where a different scaling method is applied. Here, the maximum value of





The presented scaling results give a strong lead that the maximum of kinetic
energy above a sensor dominates the absolute level of the spectrum. Therefore,
turbulence kinetic energy is taken into account as one important parameter in the
proposed extension of the original Goody model, which is presented in the next
chapter.
5.1.3 Parameter Description
The content of this chapter is the development of the proposed extension of the
original Goody model based on Airbus A320 flight test data. For this, the original
formulation of Goody (Equ. (3.14)) is not modified, however the variables as well
as the constant model parameters are adapted. As learned from chapter 5.1.1, the
coefficients and exponents f, g and h are not affecting the spectrum at present
flight conditions in the frequency range of interest. Thus, the development of new
formulations is not primarily focusing on them, only a supplementary adaptation
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(a) T1, T2, T3, TKE scaling
















(b) T5, T8, T11, TKE scaling
Figure 5.7: Measurement scaled with TKE method [58]
is performed to retain the original high frequency behaviour of the Goody model.
In a first step, coefficient b, which was defined as b = 2 by Goody is adapted to
the low frequency slope of the data. From the literature it is known that a slope
of ω0.2...0.8 is typical for zero pressure gradient (ZPG) flows (cf. Hu & Herr [53]
and Farabee & Casarella [31]), but also ω2 slopes are found in the literature (cf.
[37] or Fig. 3.1 [56]). Furthermore, measurements by Catlett et al. [10] and
Suryadi [84] showed increased slopes for adverse pressure gradient (APG) cases
of ω0.6...1.0. An adaption of the model to
b = 0.5 , (5.4)
which correlates to a ω0.5 slope, give best results compared to the flight test mea-
surements that are close to zero pressure gradients.
In a second step, coefficient a is expressed by evaluating the maximum of the
frequency independent value of the turbulence kinetic energy (max(k)). This is
done because the scaling method in Equ. (5.3) gave a perfect collapse of the spec-
tral peak values as seen from the scaling experiment. Beside this, only parameter
a shifts the spectra up and down without changing the spectral shape and is






, k0 = 10m2/s2 , ki = max(k) . (5.5)
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Here, ki is nondimensionalised by k0 and γDG was determined by least square fits
of measured to predicted maxima of the auto-spectra. In total, 79 sensors for each
of the five analysed flight test configurations were included in the analysis. γDG
was found to be a function of the friction coefficient cf , like
γDG = γm · cf + γc , (5.6)














Figure 5.8: γDG over cf for all flight configurations
optimised linear fit through all γDG values in Fig. 5.8 gives different slopes and
intercepts for each flight case, which are listed in Table 5.2. From these results a
Table 5.2: γDG functions; slopes and intercepts
FL Ma γm γc
350 0.78 -1008.7 2.2712
350 0.72 -1038.0 2.3413
350 0.82 -978.52 2.2010
310 0.78 -1016.1 2.3063
390 0.78 -857.69 2.0920
Mach number and flight level dependency can be directly calculated and yields




γc = −1.3845 ·Ma− 0.7182− 4.5031 · 10−5 · FL2 + 2.7361 · 10−2 · FL. (5.8)
Combining Equ. (5.6) with Equ. (5.7), (5.8) and inserting into Equ. (5.5), the
calculation of a is possible for all measurement positions on the aircraft.
In a next step, after the absolute level calibration of the model was performed
as described before, the shape of the model is adapted to the measurement data.
To adapt the shape, a least squares method is applied to minimise the difference
between prediction and measurement by varying the exponents c and e as well as
the coefficient d. All these variables influence the frequency dependent position
of the spectral peak. Furthermore, exponents c and e change the whole shape
of the auto-spectrum, while shifting the peak value frequency dependently. The
frequency dependent shift of the spectral peak is inter alia a consequence of a
changing Reynolds number, which is observable in the measurement data in e.g.
Figure 2.14. Furthermore, it is known from other measurements (e.g. Hu &
Herr [53], Catlett et al. [10]) that the pressure gradient has a strong influence
on the shape as well as on the position of the peak value of an auto-spectrum.
For exponent c, a dependence on Clauser’s [13] parameter, which is often used





dx or normalised βδl = δl
dcp
dx (5.9)
was found, with a correction term based on Reynolds number for the high and low
Reynolds number cases, like
c = 2.7 + (3 · βδl)−
[








Beside this, exponent e showed a dependency on similar parameters. This time a
Clauser parameter, based on a slightly modified Rotta-Clauser length scale,
is adopted. The original Rotta-Clauser length scale was introduced by Rotta






with the displacement thickness δ∗. In this work, the Rotta-Clauser length
scale is slightly modified and the displacement thickness is replaced by the local







5.1 CFD based Semi-Empirical Auto-Spectra Prediction Model
According to Fernholz and Finley [32], the length scale ∆ is a more appropriate
quantity for scaling turbulence, than only using δl. Furthermore, by making use
of ∆ or in this case ∆δl , this work follows the philosophy of the work of Catlett
et al. [10], who already presented an adapted Goody model dedicated to adverse
pressure gradients. Finally, the definition of exponent e was found to be
e = 0.675 + 0.11428 · β∆δl +
[
7 · 10−11 · (Re0.6δl − 3750)3 − 0.01
]
, (5.14)
again with a correction term for the low and high Reynolds numbers.
Furthermore, the least squares analysis results for coefficient d could be approx-
imated by applying the Clauser parameter from Equ. (5.9) and the Reynolds
number from Equ. (5.11) like






The newly defined exponents and coefficients as well as their dependencies are
summed up in Tab. 5.3. Furthermore, the group of parameters, responsible for
the very high frequency range, that has up to now not been considered has to
be slightly modified. Due to the adaptation of coefficient b, from b = 2 to b
= 0.5, exponent h in the denominator of Equ. (5.1) has to be adapted from
h = 7 to h = 5.5, to hold the high frequency slope of ω−5. This measure is
only based on theoretical deliberation because the measured auto-spectra from
the flight test validation data base does not show any ω−5 slopes in the high
frequency range. The main reason for that is the measurement equipment, which
is not able to record data at frequencies above f = 10 kHz, where the ω−5 slope
is expected at the existent high Reynolds numbers of the flight tests. Beside
this, results of the calculated parameters a, c, d and e for different flight cases
are presented in Figures 5.9(a)- 5.9(d). For this purpose, sensors were grouped
and the results were randomly allocated to a number, which is used as the x-axis
in the plots. The results show that the parameters are varying, dependent on
the aerodynamics, and that it is not possible to calculate the auto-spectra with
constant values as it is done by the original model of Goody. The scatter of
parameter values at a given sensor shows its sensitivity on the flight condition,
while its dependency on the sensor position shows the importance of the local
flow. Parameter a (Fig. 5.9(a)) shows the strongest scatter among the various
flight conditions and positions because of the scatter of kinetic energy and the
changing friction coefficient. Beside this, also parameter d (Fig. 5.9(c)) shows
varying values due to the Reynolds number and pressure gradient dependency.
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Figure 5.9: Parameter range of new defined exponents and coefficients for different flight
cases
For the presented adaptation of the Goody model, the validity of the method has
been proven within the aerodynamic limits for the ATRA flight test campaign,
presented in Table 5.4. Finally, the parameter range depicted in Tab. 5.4 is large
and covers most of the important areas on an short to medium-haul range aircraft
for standard flight missions.
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Table 5.3: New coefficients and exponents
a = f(k, cf ,Ma,FL) b = 0.5
c = f(βδl , Reδl) f = 1.1
d = f(βδl , Reδl) g = -0.57
e = f(β∆δl , Reδl) h = 5.5
Table 5.4: Aerodynamic limits of the new model
min max unit
Ue 201.7 259.0 m/s
δl 0.0603 0.3172 m
cf 1.215 · 10−3 2.112 · 10−3 [−]
kmax 138.9 454.2 m2/s2
dcp/dx -0.0858 0.1801 1/m
Mal 0.679 0.872 [−]
Ma∞ 0.720 0.820 [−]
Reδl 350637.8 1961865.8 [−]
FL 310 390 100ft
5.1.4 Model Results
In this chapter first results of the further developed Goody model in compari-
son with the already presented measurement data from Figures 5.3(a)- 5.3(d) are
shown in Figures 5.10(a)- 5.10(f). Comparing the results with the new model, one
can see a model precision of ±1dB and a good collapse of the measurement and
model results. Furthermore, it is an improvement of the original Goody model,
whose results were shown in Figures 5.3(a)- 5.3(d) and gave an offset of > 5dB to
the measurements. Beside this, the original model was not able to fit the shape of
the measured auto-spectra. More results, for more positions and flight conditions,






















































(f) Wing wake position far away from the
Belly fairing
Figure 5.10: Measurements compared with adapted Goody-DLR auto-spectrum model,
also compare [58]
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5.2 CFD / CAA based Prediction
Containing the full numerical prediction approach, this Chapter constitutes, be-
side the semi-empirical modelling approach in the beforehand Chapter, the second
part of the prediction model activities within this thesis.
For the numerical prediction of wall pressure fluctuations, the method of Hu et
al. [52, 54] is applied. Therefore, a turbulent boundary layer flow on an aircraft
is simulated, using synthetic turbulence, generated by the Fast Random Particle-
Mesh Method (FRPM) of Ewert [26, 27]. The stochastic realisation is based
on time averaged turbulence statistics calculated from full aircraft RANS com-
putations as described in Chapter 4. According to Hu [54], for incompressible
quasi-parallel flow, the fluctuating pressure at the fuselage surface is determined
by solving a Poisson equation with an unsteady right-hand side source term de-
rived from the synthetic turbulence realisation, like
∆p′ = −ρ0





(u′iu′j − u′iu′j)︸ ︷︷ ︸
turb.−turb.
 (5.16)
Here, U1 denotes the mean-flow velocity component in the wall tangential x1-
direction and u′i,j indicates velocity fluctuations. Beside this, ρ0 is the mean air
density and p′ the fluctuating pressure. u′2 denotes the velocity fluctuations in
wall normal direction.
One methodology to calculate the fluctuating pressures p′ within the volume (V∞)
is, to calculate the convolution of the free-space Green function (G) and the right-





Q(ξ, t) ·G(x− ξ)d3ξ = Q ∗G , G = − 14pir (in 3D) , (5.17)
with r = |x − ξ|, where ξ denotes the location of the source. The convolution
is solved via spatial fast Fourier transform using Hockney’s method [49], like
F{Q∗G} = Qˆ(k, t)·Gˆ(k). Which finally results in the spatial pressure fluctuations
by back transformation as p′(x, t) = F−1{Qˆ(k, t) · Gˆ(k)}. In the full Poisson
equation (Equ. (5.16)), both, mean-shear turbulence interaction and turbulence-
turbulence interaction terms are considered.
To prescribe the right-hand side source term in Equ. (5.16), synthetic turbulent
velocity fluctuations, calculated by FRPM are used. The main idea in FRPM is
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to generate a fluctuating potential ψ′i with three components from a convolution




Aˆ(x)G(x− ξ)Ui(ξ, t)d3ξ , (5.18)
with







where Aˆ denotes an amplitude function taken from RANS statistics, whose appro-
priate scaling yields the desired variance of ψ′i. x defines the field coordinates of the
vector potential and ξ defines the white noise field coordinates. Furthermore, ls is
an integral turbulence length scale determined from RANS calculations. Finally,
the fluctuating velocities, used as an input for the Poisson equation (Equ. (5.16)),
can be obtained by taking the curl of the fluctuating potential field ψ′,
u′ = ∇× ψ′ . (5.20)
Calculation of the fluctuating velocities and therefore of the pressure fluctuations
are necessary to calculate the auto-spectra and to analyse the two-point statistics,
thus to obtain the correlation behaviour as well as the wavenumber-frequency
spectra. Due to the used spatial Fourier transform in the method of Hu, this
method is limited to Cartesian patches consisting of equidistant cell size for each
spatial direction. In the case of an aircraft, input data from CFD is not available
in this specific format. Therefore, CFD data in the computation domain has to
be further processed to be usable for Hu’s method. This process is described
in detail in Chapter 5.2.1 together with the selection of appropriate areas for
numerical calculations. Beside this, data analysis and first results for the analysed
auto-spectra and wavenumber-frequency spectra are presented in Chapter 5.2.2
and 5.2.3, respectively.
5.2.1 Data Preparation Method
In spite of the development of high performance computing (HPC), the CAA
method of Hu described in the beforehand Chapter is still a time and resources
consuming numerical method compared to CFD calculations. Today, CFD cal-
culations can be easily applied to full aircraft models and results are, thanks to
HPC, available within several days. Due to the much higher computational cost
of Hu’s method, the calculation domain has to be reduced compared to the CFD
domain and is therefore limited to small areas. These areas correlate to the areas
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on the aircraft, where Kulite windows were installed; their global positions are
shown in Figure 2.2. Furthermore, data has to be transferred to Cartesian meshes
with equidistant cell size that are not directly available in the CFD solution. To
do so, a new mesh adapted to the CAD geometry of the aircraft is generated with
ICEM2. Afterwards, data from the full CFD calculation are interpolated to the
new meshes. Tests were performed in the three Kulite window areas of the aircraft
and the new meshes for these areas are visible in Figure 5.11 for the front, mid
and aft region in blue, red and green, respectively. Grey meshes above and below
the coloured meshes are also used for testing but not treated in detail here. A
front view of the bended new mesh is presented in Figure 5.12(a).
In a next step this mesh is rolled off and data is reorganised on a Cartesian
Figure 5.11: Aircraft – Meshes for CAA Patches
mesh. Data structure is kept due to the i, j, k organisation in Tecplot3 and the
reorganisation is automated in a Matlab4 script. Due to the transformation of the
coordinate system, the x-, y-, z-mean flow velocities must be converted to the new
system at every node.
Data conversion is depicted in Figure 5.12(b) for the velocity vector. The chosen
patch position on the cylindrical part of the fuselage simplifies the conversion to
a recalculation of the y- and z-parts of the velocity because the x-part of the
coordinate system stays unchanged. As depicted, the 2D velocity vector u in
Fig. 5.12(b) consists of a uy and uz component. These components are converted
to a wall tangential that becomes the wall parallel velocity in the Cartesian mesh
(up) and a wall normal velocity component (un) for each node in the mesh. This
conversion is realised by means of the wall normal vector of the CAD geometry,
2Commercial mesh generator – ANSYS ICEM CFD, Version 14.5
3Commercial CFD data visualisation tool – Tecplot 360, Version 2012R1
4Commercial technical computing and model-based design software – Matlab, Version R2013b
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Figure 5.12: From bended CFD- to Cartesian FRPM mesh
which consists of a Ny and Nz part and yields
un = uy ·Ny + uz ·Nz , (5.21)
up = uy ·Nz + uz · (−Ny) . (5.22)
Finally, a Cartesian patch with equidistant cell size is calculated, which is used
for the main calculation with Hu’s method. To reduce computational costs, it is
considered to keep the patch as small as possible and the mesh as coarse as possible.
The minima for a calculation are as presented in Figure 5.13, the thickness should
be≈ 1.1·δl, the width as well as the length≈ 2·δl and≈ 4·δl, respectively. Analysis
studies showed that the analysable area is somewhat smaller, a constant distance of
≈ 0.5·δl has to be held to the lateral borders of the patch. In longitudinal direction,
a distance of ≈ 1 · δl to the borders has to be met. Finally the green marked area
in Fig. 5.13 gives satisfactory results for auto-spectra and wavenumber-frequency
spectra, whose results are presented in the following two Chapters.
5.2.2 Auto-Spectra Prediction
CAA calculations, with the beforehand described method, were performed for the
coloured marked areas in Figure 5.11. In this Chapter, results for the numerical
estimated auto-spectra are presented for the front and aft regions. Auto-spectra
are calculated at several locations at the bottom surface of the different patches
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Figure 5.13: Cartesian CAA Patch and minimal dimensions
– measurement positions are represented by virtual microphones. These virtual
microphones record time dependent pressure fluctuations, similar to microphone
recordings on a real aircraft. The time signals length are t = 0.4 s for both cases
and the calculation time 11 days and 25 days on 5 CPU’s of a standard state of
the art LINUX workstation for the front and aft patch, respectively. Time data
are equally analysed and the frequency dependent auto-spectra are compared in
Figure 5.14. Validation auto-spectra, already presented in Figure 2.13 are used
for comparison and plotted in blue for the front region (Fig. 5.14(a)) as well as
in green for the aft region (Fig. 5.14(b)). Numerically calculated auto-spectra are
plotted in pink and red for the front and aft region, respectively. A row of virtual
microphones located in the middle of each patch is analysed and plotted as thin
lines, the mean value is shown as a thick line. The presented numerical predictions
reflect the measurements quite well. Absolute levels fit over a large frequency band
and the position of the maximum is well represented. Especially in the low and
high frequency range, measurement and prediction diverge. Explanations for this
behaviour are manifold, however, the two main influencing factors are discussed
in the following.
Firstly, following the approach of Hu et al. in [52], the turbulence-turbulence
term in the Poisson equation (Equ. (5.16)) was neglected in the calculations to
minimise computational costs (neglect reduces computational costs by 50 %). Ac-
cording to Hu et al., the turbulence-turbulence term contributes mainly to the
low frequency range of the auto-spectra. It causes a maximum error of 3 dB at
100 Hz, decreasing to zero at ≈ 900 Hz, shown for an auto-spectrum having its
maximum at ≈ 1 kHz (cf. [52]). Taking into account the turbulence-turbulence
term of the Poisson equation should therefore solve the low frequency deviation
of both results and increase the spectral levels.
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Figure 5.14: Validation auto-spectra: CAA vs. Measurements
lack in reconstructed turbulence kinetic energy in the numerical calculation. A
comparison between the input kinetic energy from RANS computation and the
reconstruction by FRPM is shown in Figure 5.15(a) and 5.15(b) for the front and
aft patch, respectively. It is particularly noticeable that the reconstruction in es-
pecially the region close to the wall (< 0.3 δl) yields too low values. This effect
is also observed by Hu [52] and the reason for erroneous energy reconstruction is
explained as follows. On the one hand side, in the inner region the kinetic energy
and the length scale change fast. This is not the optimal condition for FRPM ki-
netic energy realisation, which assumes slowly changing turbulent intensities. On
the other hand side, the grid resolution is too coarse to resolve the small turbu-
lence structures. The grid resolution is always a compromise between frequency
resolution and computational cost because of the equidistant mesh. FRPM uses a
spatial Gaussian filter to generate fluctuating turbulence velocities, which is highly
dependent on grid resolution. Hu observed in [54] that the realised Gaussian tur-
bulence velocity spectrum is attenuated in the high frequency region compared to
the analytical formulation. Therefore, the roll-off frequency of the realised auto-
spectrum is shifted to lower frequencies compared to the analytical spectrum.
Again, this is probably caused by the too coarse grid to resolve the fine turbulence
structures. More details about this analysis, can be found in [52, 54].
To sum up, the presented method is able to predict auto-spectra within a limited
frequency range. For the front area example (cf. Fig. 5.14(a)), results are within
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Figure 5.15: Comparison of turbulence kinetic energy – CFD input vs. FRPM
reconstruction
an uncertainty of ±1 dB up to 3600 Hz. Above, the deviation of the numerical
prediction increases to 1.7 dB at 5000 Hz and increases further with increasing
frequency. In the aft region example (cf. Fig. 5.14(b)), a similar behaviour is on
hand, from 200 Hz ... 1500 Hz the numerical prediction reproduces the measure-
ment with a maximum deviation of ±1 dB, above the error increases slowly to
1.7 dB at 4000 Hz. Further across, the deviation increases dramatically.
5.2.3 Wavenumber-Spectra Prediction
Beside the auto-spectrum, which represents the energy level at a point, also
the two-point statistics can be analysed, to gain information about the time
and spacial development of turbulence. In this Chapter, results for calculated
wavenumber-frequency spectra (Φ(kx, ky, ω)) are presented for the front aircraft
region (cf. Fig. 5.11 (blue)). The calculation is done by taking the spatial Fourier
transform of the cross-spectral density, as described in Equ. (3.20). For this anal-
ysis, an FRPM calculation with a larger dimensioned patch, compared to the
auto-spectra calculations, was performed. Patch dimensions are increased to gain
a higher resolution in the wavenumber domain. The final resolution in longitu-
dinal and lateral direction is defined by the length (Lx = 1.22 m) and width
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= 2pi0.306 m = 20.53 m
−1 . (5.24)
An additional increase of resolution is possible by zero padding, to avoid resolution
problems in the analysis. Therefore, the calculation domain was extended by zero
padding to spatial extensions of Lx = 10.98 m and Ly = 2.754 m which yields
∆kx ≈ 0.57 m−1 and ∆ky ≈ 2.28 m−1.
During the numerical calculation data were recorded with an array of 77·18 = 1386
virtual microphones and a final recording length of t = 0.98 s was achieved.
This equals a computation time of 23 days on 8 CPU’s. A microphone dis-
tance of ≈ 2.4 mm could be realised by the microphone array. Requiring a
sampling of 3 microphones per wavelength, frequencies up to ≈ 34.6 kHz can
be analysed (f = Uc
λ
= 0.7·237m/s2·0.0024m = 34562.5Hz). Beside this, the size of each
cell in the FRPM mesh was slightly increased, in comparison to the mesh for
auto-spectra calculations, to optimise computation time for the huge mesh. This
potentially lowers the quality of the high frequency energy reconstruction, com-
pared to the auto-spectrum calculation in Fig. 5.14(a). Results with high qual-
ity are expected to be achievable up to f . 3000 Hz. An analysis of the cal-
culated wavenumber-frequency spectra is presented in Figures 5.16(a) - 5.17(b).
Figure 5.16 gives a comparison of wavenumber-frequency spectra for different fre-
quencies from 500 Hz ... 5500 Hz in slices at ky = 0. For this purpose, Φ(kx, ky, f)
is normalised to
∫ ∫
Φ(kx, ky, f) = 1 and the slices at ky = 0 are plotted to repre-
sent the maximum of the convective ridge best (located at kx = kω = ω/Uc). The
comparison up to 3000 Hz shows quite satisfying results (cf. Fig. 5.16(a)) when
compared to theoretical estimations from literature, like depicted in Fig. 3.3. Es-
pecially up to 2000 Hz, the shape of the convective ridge looks physical with a
steady slope at the flanks around the convective peak. However for higher fre-
quencies the ridge starts slowly to broaden and the slopes around the peak be-
come unsteady and rough. Consulting data from higher frequencies f > 3000 Hz
(Fig. 5.16(b)), the shape of the convective ridge looks not physical any more,
when compared to theoretical expectations (cf. Fig. 3.3), and the clear peak at kω
vanishes with increasing frequency. One explanation for this is the erroneous re-
construction of kinetic energy close to the wall, as already discussed in connection
with Fig. 5.15(a). Missing small turbulence reconstruction influences the high fre-
quency range and therefore lowers the coherence the higher frequency range, which
finally stretches the convective ridge in kx direction. Beside this, the isotropic tur-
bulence reconstruction, used in FRPM influences the results as well. In real flows,
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(b) 3000 ... 5500 Hz
Figure 5.16: Comparison of FRPM wavenumber-frequency spectra – ky = 0, similar
to [64]
spatial turbulence stretching in streamwise direction occurs and lowers the width
of the convective ridge in kx direction. Additional, this stretching in flow direc-
tion triggers a broadening in ky direction due to lower coherence. Comparing
the convective ridge in slices along kx = kω in Figures 5.17(a) and 5.17(b), this
broadening does not occur. Finally, the turbulence decay in the FRPM calculation
influences the shape of the convective ridge in kx direction as well and could be
an additional issue.
To sum up, challenges in the wavenumber-frequency spectra computation have
been identified and a quantitative comparison of the spectra is given. A conclusion
about the quality of the presented spectra is not possible by direct comparison
with measurement data because no comparable data is available. Therefore, a
comparison of the structural vibration, calculated with the FRPM wavenumber



























































(b) 3000 ... 4000 Hz
Figure 5.17: Comparison of FRPM wavenumber-frequency spectra – kx = kω , similar
to [64]
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6 Results and Discussion
This chapter gives a summary and a discussion of the results of this thesis. It
is divided in two main parts, on the one hand side with a focus on the TBL
excitation in terms of auto-spectra. And on the other hand side, focusing on
structural response, at which the influence of different excitation models in terms
of auto-spectra as well as wavenumber-frequency spectra on the power input from
TBL and the resulting structural vibration (acceleration) is studied. Therefore,
this chapter is organised as follows.
Firstly, results of the new auto-spectrum model (cf. Ch. 5.1), are presented in
detail and compared with flight test data in chapter 6.1. Secondly, the influence
of different auto-spectra models as well as wavenumber-frequency models on the
excitation is tested, by coupling to a flat aluminium plate. This calculation is
performed in Matlab by following the approach of Graham (compare Ch. 3.3) and
by using a commercial software package (VA One) as well. Results are presented
in chapter 6.2 and the quantity of comparison is the power input into the excited
plate. Thirdly, comparisons of numerically estimated and measured vibrations of
a real A320 aircraft structure are performed with the presented excitation models.
These results are created by using VA One and industrial SEA models of the A320
from Airbus and their presentation is given in Ch. 6.3.
6.1 CFD based Semi-Empirical Auto-Spectra Prediction Model
In this chapter, results of the new auto-spectrum model, which was presented in
Ch. 5.1, are presented in more detail than in the development chapter. The influ-
ence of position variation on the whole aircraft, on predicted and measured auto-
spectra is done. Beside this, the influence of varying flight level and Mach number
is studied, as it was done in the flight test data analysis chapter (Ch. 2.2) for
the measurement data only. Predictions are always compared with measurement
data. The positions of microphones, used in this chapter, are given in Figures 2.6
and 2.7.
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Varying measurement position
In this section, the comparison of data with varying positions on the aircraft is























Figure 6.1: Goody-DLR auto-spectrum model – Results compared with measured valida-
tion auto-spectra in the Kulite window region, similar to [58]
and 6.1(b) show the measured validation auto-spectra for the front and aft aircraft
region, as already known from Ch. 2.2.2. In dashed red lines, the respective predic-
tions, made by the Goody-DLR auto-spectrum model are plotted. An accurate
collapse of the auto-spectra is achieved with a maximum deviation of ±1 dB for
the front area between f = 100...8000 Hz; above, the deviation increases slightly
up to 1.7 dB at f = 10 kHz. For the aft region, the prediction is within the mean
variation of the measurement for the complete frequency range f = 100...10000 Hz.
Therefore, the shape and the absolute levels as well as the position of the frequency
maximum is precisely represented by the new model.
Beside this, Figures 6.2(a) and 6.2(b) depict the prediction results in the aft roof
fuselage region compared to the measurements on the example of two sensors.
Measurement data is partly shown for a limited frequency range, which was dis-
cussed in Ch. 2.2.1. Within the plotted frequency range, both predictions, for
both sensors fulfill an accuracy of ±1 dB compared to the measurements.
Furthermore, Figures 6.3(a) - 6.3(d) give an overview of the predicted auto-spectra
in the aircraft’s front region around the Kulite window area (cf. Fig. 2.6(a)) for
four positions. Again, the auto-spectrum model is able to reproduce the measure-
ment data within a precision of ±1 dB. However, the very high frequency region
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(b) Above and behind the last Kulite window,
FL350 Ma0.78
Figure 6.2: Goody-DLR auto-spectrum model – Comparison of results in A/C aft roof
region, similar to [58]
between f = 8...10 kHz exhibits a slightly higher deviation of 1.7 dB for the data
in Figure 6.3(a).
In addition, data from the aircrafts wing wake region is compared in Fig-
ures 6.4(a) - 6.4(d). The model reproduces the measurements again with a preci-
sion of ±1 dB for the presented positions.
Varying flight level and Mach number
Finally, a data comparison for configurations of varying flight level and varying
Mach number is performed. For Mach number variation at constant flight level,
measurement and prediction results for one front and one aft position are presented
in Fig. 6.5(a) and Fig 6.5(b), respectively. The variation of Mach number is
Ma = 0.72, 0.78, 0.82. In the front region case, prediction results collapse with
the measurements. Therefore, the trends in level variation of increasing auto-
spectra levels with increasing Mach number are correctly reproduced. This is also
applicable to the aft region example, shown in Figure 6.5(b). However, in the
Ma = 0.78 and Ma = 0.82 cases the model overpredicts the measured results by
≈ 1...1.5 dB in the frequency range f < 750 Hz. Nevertheless, deltas between the
three flight-cases are correctly reproduced.
A similar behaviour is observable for the flight level variation cases, presented in
Figures 6.6(a) and 6.6(b). For the front area, the results of the prediction model
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(d) Window plane third position, FL350
Ma0.78
Figure 6.3: Goody-DLR auto-spectrum model – Comparison of results in front A/C area,
similar to [58]
and the measurement results collapse. Again, for the aft region, the prediction
model overpredicts the levels by 1...1.5 dB in the frequency range f < 750 Hz.
Above, f > 750 Hz, the prediction and measurements collapse. Nevertheless,
spectral trends and deltas between the different cases are correctly represented. To
sum up, the new Goody-DLR auto-spectrum model has proven a good reliability
within an uncertainty of at most ±1.5 dB. It is able to reproduce the spectral
shape and absolute levels of the measured data. Furthermore, it represents the
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(d) Third sensor behind the wing’s trailing
edge, FL350 Ma0.78
Figure 6.4: Goody-DLR auto-spectrum model – Comparison of results in the wing wake
area, similar to [58]
spectral trends for different flight conditions correctly. The model is limited due
to aerodynamic limitations within the flight tests as listed in Table 5.4.
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Figure 6.6: Goody-DLR auto-spectrum model – Variation of flight level
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6.2 Coupling – Flat Plate
In the final application, the TBL excitation models are used to calculate the energy
input from TBL into an aircraft structure. From the resulting structural vibration,
the interiour cabin noise is calculated. Therefore, knowledge about the importance
of the auto-spectrum as well as the wavenumber-frequency spectrum on structural
vibration is indispensable. To gain this knowledge, a study with different excita-
tion models applied to a flat aluminium plate with homogeneous mass distribution
is performed. This simplification is made instead of applying the excitation mod-
els to curved and stiffened aircraft structures. The advantage of this testing is
the simplicity of the structural component and therefore the reduction of poten-
tial errors due to uncertainties in the complex numerical description of complex
real aircraft structures. The influence of changing auto-spectra models by keeping
the wavenumber-frequency spectrum constant is analysed in chapter 6.2.1. Beside
this, in chapter 6.2.2 the influence of different wavenumber-frequency spectra is
studied. Within these chapters, the influence of different aerodynamic input into
the models is discussed as well. A sketch of the used SEA model from VA One is
shown in Figure 6.7, with the TBL coupling symbol included. The plate consists
of aircraft like length and width (cf. Table 6.1), but thicker than standard fuselage




Figure 6.7: Sketch of plate model for
excitation testing






In this variation test, the flat plate model is excited with different auto-spectra
models at typical aircraft cruise flight conditions. The wavenumber-frequency
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spectrum remains the same for each of the tests, in which the model of Jolly
is chosen (cf. Equ (3.38)). Varying auto-spectra models are taken from the pool
of models presented in chapter 3.1. In detail, the models from Cockburn &
Robertson (Ch. 3.1.2), Efimtsov 1 (Ch. 3.1.4), Goody (Ch. 3.1.7) and Klabes
(presented in Ch. 5.1 and until now named as the DLR-Goody model) are com-
pared, to cover the huge variety of different auto-spectra shapes. Ambient condi-
tions are set to FL350 and Ue = 239.4 m/s at an x-position of x = 7.4 m, yielding
a TBL thickness of δl = 6.1 cm.
Figure 6.8(a) shows the auto-spectra, used as exciting forces on the flat plate in
this test. Calculated results of the plate’s response are plotted in Figure 6.8(b)
in terms of excitation power input. The excitation power St (Equ. (3.70)) is the
power, the system (plate) is able to receive from the TBL due to its physical
properties. Comparing the auto-spectra and the respective plate responses, it is
obvious that huge differences in the auto-spectra are directly visible in the plate
response. For example, a difference of ∆Φ = 10 dB at f = 200 Hz (Fig. 6.8(a))
between the auto-spectrum of Cockburn & Robertson and Efimtsov 1 is vis-
ible as a factor of 10 between the calculated power inputs (Fig. 6.8(b)) of these































Figure 6.8: Power Inputs due to different auto-spectra
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6.2.2 Varying Wavenumber-Frequency Spectra
In a next step, the importance and the influence of different wavenumber-frequency
spectra on the plate response is studied, using the models of Corcos (Ch. 3.2.1),
Jolly (Ch. 3.2.2), Efimtsov (Ch. 3.2.3), Smol’yakov & Tkachenko (Ch. 3.2.4),
Smol’yakov (Ch. 3.2.5) and Chase (Ch. 3.2.6). Whereupon, the Corcos model
can be stated as the origin of models and the Jolly as well as the Efimtsov
are modifications, including more information of the turbulent boundary layer,
e.g. the boundary layer thickness. However, these three models are following
the same strategy of describing the flow, by dividing it in a streamwise and a
cross stream component. Due to that, the characteristic rhombic shape of the
spectra follows, as already discussed in chapter 3.2. Finally, calculations with the
Smol’yakov and Chase models are performed, as representatives of the ellip-
tical shaped wavenumber-frequency models. The Klabes auto-spectrum model
(Fig. 6.8(a)) is used as the point excitation for all wavenumber-frequency models.
Results of the applied Corcos, Jolly and Efimtsov wavenumber models are pre-







































(b) Smol’yakov elliptical models
Figure 6.9: Power Inputs due to different wavenumber-frequency spectra
cos and Jolly model look similar in shape, only the levels for the 100...1000 Hz
1/3-octave bands are higher for the Corcos model excitation. The maximum of
power input is centered around the 630 Hz 1/3-octave band. The higher values
below f < 1000 Hz for the Corcos excitation can be explained with the different
absolute levels of the convective ridge between the Corcos and Jolly models, by
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being nearly unchanged already at small distances away from the convective peak.
This can be seen in Fig. 3.11(b). Furthermore, differences between the two models
are negligible above f > 1000 Hz. Beside this, the power input calculated with the
Efimtsov model is much lower, compared to the two before mentioned models.
This behaviour can be explained by the level of the convective peak again, which
is lower than in all other models (cf. Fig. 3.11(b)).
Differences in the frequency dependent power input can be explained by looking
into Graham’s method. The power input level is dependent on the overlap of
the TBL wavenumber-frequency model and the eigenmodes of the structure. The
better the overlap, the higher the value of the modal excitation term (Φmn, cf.
Equ. (3.73)), which follows in a higher power input (St(ω), cf. Equ. (3.70)). A
sketch of this principle, according to Graham, is given in Figure 6.10. Within the
band of f = 630 Hz, the TBL wavenumber is kω = ωUc =
2pi·630 Hz
0.8·237m/s = 20.88 m
−1.
In that frequency band, four eigenmodes are existent with m = 4 at km = m·piLx =
4·pi
0.6 m = 20.94 m
−1, being slightly shifted in the ky direction, by a maximum of
n = 5. The frequency of coincidence is achieved at f = 630 Hz, which is also
confirmed by the results of VA One. In the higher frequency range (f > 1500 Hz)
the overlap of TBL and eigenmodes (Fig. 6.10) is lowered and therefore the en-
ergy input as well. Data about the eigenmodes of the plate are extracted from VA










Figure 6.10: Overlap of TBL and eigenmode in longitudinal (kx) direction
models and the impact on the power input. No tremendous differences are visible,
however, small variations are visible above f > 2000 Hz. This is according to ex-
pectation, because there are no significant differences in the models in Figure 3.11.
Furthermore, the comparison of the Chase models in Fig. 6.11(a) show a parallel
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shift of the power inputs to higher levels, when changing from the Chase 1 to








































(b) All model families
Figure 6.11: Power Inputs due to different wavenumber-frequency spectra
(cf. Fig. 3.11(b)), and a second reason could be the broader extension of the
wavenumber spectrum in kx direction (cf. Fig. 3.11(a)). Contrary is the shape in
ky direction, here the Chase 2 model is tapered, compared to the Chase 1 model.
Finally, a comparison of all model families is given in Figure 6.11(b), which
shows a large variation between the calculated power inputs. At low frequencies,
f = 100 Hz, results differ by a factor of 3.5 (Chase 1 vs. Smol’yakov). This
deviation decreases and is low between f = 250...1500 Hz for all models, except
for the Efimtsov model, which still differs and stays different up to f = 2000 Hz.
Above frequencies of f > 1500 Hz differences are increasing, dependent on the
model family. The rhombic models deliver higher power input levels, while the
elliptical models provide lower levels. These differences are increasing up to a
factor of 55 between the estimations of Jolly and Chase 1 at the 1/3-octave
band of f = 5000 Hz. Nevertheless, all models show a consistent trend of low
coupling of energy for TBL at high frequencies (f > 2000 Hz). This shows that
the modal approach of calculating the power input, is highly sensitive on the cho-
sen wavenumber-frequency model. Here, the absolute levels of the peak values
as well as the shape in streamwise and cross stream direction are essential. As
a last test, the influence of errors in the determination of the convection velocity
Uc is studied on the example of the Jolly model with a variation of ±10 m/s.
Results are presented in Figure 6.12. The influence is up to ∆max = ±1.3 dB
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for the f = 1250 1/3-octave band. Below and above differences decrease and be-
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(b)
Figure 6.12: Power Inputs due to variation in Uc applied to the Jolly model
wavenumber-frequency spectra and the aerodynamic input parameter are as im-
portant as the auto-spectra for the correct estimation of the power input into a
structure and finally the plate’s vibration. The wavenumber-frequency models are
not further investigated within this thesis.
6.3 Coupling – Aircraft
Finally, the application of the new auto-spectrum model as well as semi-empirical
and numerical wavenumber-frequency spectra to real aircraft structures is pre-
sented in this chapter. According to the Kulite window measurement regions
(cf. Fig. 6.13), SEA models are developed for the respective regions, mainly by
Callsen5 and supported by the work of Teschner [85] and Klabes [60]. The
SEA models always stretch across four frame bays and are sketched in Fig. 6.13
together with the Kulite windows and their global position on the aircraft. Fur-
thermore, the different naming of the SEA subsystem regions is presented. During
the collaboration with Airbus, detailed analysis were performed for all aircraft
models. In this thesis, only results for the front model from floor to floor are
5Airbus Acoustic Engineer
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Figure 6.13: Sketch of ATRA with SEA model and Kulite positions, similar to [64]
presented in the following.
First of all, it is important to have a rough overview of the frequency limitations of
SEA, when applied to aircraft structures. The level of confidence is high between
f = 400...5000 Hz, especially below f < 400 Hz, the confidence is lower due to
global modes, until the modes are becoming more local and therefore appropriate
for the SEA subsystems. Therefore, normally Finite Element methods (FEM) are
employed in the lower frequency range, delivering results of high confidence level.
However, a coupling of TBL models with FEM is not yet possible. Beside this,
the structure modelling of reduced ribbed panels for the fuselage in SEA could
cause indefinite inaccuracies. Nevertheless, the modelling was done by Airbus best
practice.
In a first step, an analysis similar to the analysis in the beforehand section is done.
Therefore, the influence of different wavenumber-frequency models is analysed on
the structural vibration of the Roof subsystem. This analysis is presented in Fig-
ures 6.14(a) ... 6.16(b). In all plots, 0 dB is the median value of the measured ac-
celeration, while all other data is plotted in ∆ dB to this value. The grey line gives
the scatter band of the flight test data. Furthermore, all wavenumber-frequency
models are calculated with the actual aerodynamic parameters from CFD and the
auto-spectrum input is calculated with the Klabes model (cf. Ch. 5.1). There-
fore, errors due to the auto-spectrum model are negligible. The procedure for the
comparison of the models is that the rhombic models are tested first. Secondly, the
best performing rhombic model is retained and compared with the results from
elliptical models. Thirdly, the best models of both families are compared with
results from FRPM and with an adapted Efimtsov model.
Figure 6.14(a) shows the results for the applied Jolly, Corcos and Efimtsov
original models. Results are plotted for the 1/3-octave bands from f = 100...5000 Hz.
From f = 100...400 Hz, the Efimtsovmodel shows the lowest deviation from flight
test data. Whereas the Jolly and Corcos models show huge differences to the
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measurements. In the mid frequency range from f = 500...1600 Hz, this effect
is inverted and the Efimtsov model gives results outside the measured scatter
band. The Corcos model shows slightly higher levels than the Jolly model,
which is according to expectation (cf. Fig. 6.9(a)). Finally, in the high frequency
range f = 2000...5000 Hz all three models deliver similar results, which is also ex-













































(b) Jolly vs. Smol’yakov vs. Chase 1 vs.
Smol’yakov & Tkachenko
Figure 6.14: Comparison of structural vibration due to different wavenumber-frequency
models – Roof
with the Jolly, Smol’yakov, Chase 1 and Smol’yakov & Tkachenko models
is presented in Fig. 6.14(b) for the Roof subsystem as well. The Smol’yakov
and Chase 1 models produce equal results in the mid to high frequency range,
f = 500...5000 Hz. While they differ in the low frequency range. Also the
Smol’yakov & Tkachenko model results are plotted and give satisfying re-
sults, by generating the lowest offset from the measurements for the whole mid
to high frequency range. Only in the low frequency range below f < 400 Hz
the Smol’yakov & Tkachenko model results are outside the measured scatter
band. Finally, the Jolly as well as the Smol’yakov & Tkachenko models create
best results as representatives of the rhombic and elliptical models, respectively.
Therefore, further comparisons are only performed with these two models.
Furthermore, a wavenumber-frequency spectrum, fully numerical calculated with
FRPM (cf. Ch. 5.2) is applied to the SEA model as well and presented in
Fig. 6.15(a). The results, calculated with the FRPM model give satisfying re-
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sults within their validity range, which was estimated to be up to f < 3000 Hz,
in chapter 5.2.3. This assumption can be confirmed by the predicted vibration
results with FRPM wavenumber-frequency input, because the vibration levels













































(b) Jolly vs. Smol’yakov & Tkachenko vs.
Efimtsov adapted
Figure 6.15: Comparison of structural vibration due to different wavenumber-frequency
models – Roof
wavenumber-frequency model is also applied to the SEA model. This model is
modified according to the work of Haxter [45], who fitted the model parameters
(a1...a7) in a way that the model coherence length collapse with the measured
coherence length from flight test data. A comparison of the structural vibrations
shows a good reproduction of the measured vibrations from f = 400...5000 Hz
in Figure 6.15(b) with some exceptions at f = 500 Hz and 800 Hz. In the fre-
quency range below, estimated vibration data deviate from the measurements,
like the results from all other semi-empirical wavenumber-frequency models do,
except the original Efimtsov model in Figure 6.14(a). Comparing both models,
the FRPM and the adapted Efimtsov, in Figure 6.16(a), both models give a good
estimate within different frequency ranges. The FRPM model is satisfactory be-
tween f = 100...2500 Hz and the adapted Efimtsov between f = 400...5000 Hz.
Also the plotted results from the Smol’yakov & Tkachenko model are satis-
factory between f = 200...5000 Hz, predictions lie inside the measured scatter
band. Haxter showed in [45] that the coherence length of the Smol’yakov &
Tkachenkomodel collapse with the measured coherence length. Including as well
107
6 Results and Discussion
the Jolly model in this group in Fig. 6.16(b), the model behaviour is comparable
with the other models (except FRPM) between f = 400...5000 Hz. Again, the
predicted levels are too high below f < 400 Hz, while this phenomenon cannot be
observed with the FRPM model. This leads to the assumption that especially the
rhombic wavenumber-frequency models (Corcos, Jolly, Efimtsov) have draw-
backs in the low frequency range (f = 100...400 Hz).














































(b) Jolly vs. Smol’yakov & Tkachenko vs.
Efimtsov adapted vs. FRPM
Figure 6.16: Comparison of structural vibration due to different wavenumber-frequency
models – Roof
tems are compared to the predictions of the Jolly, FRPM, adapted Efimtsov and
Smol’yakov & Tkachenko models. The results for the Roof lower subsystem
(Fig. 6.17(a)) show similar behaviour than the Roof subsystem. Different models
are valid within different frequency ranges. FRPM: f = 125...2500 Hz, Efimtsov
adapted: f = 400...4000 Hz, Smol’yakov & Tkachenko: f = 400...5000 Hz
and Jolly: f = 400...3150 Hz (compare also Tab. 6.2). This model validity range
is similar for the next subsystem (Sidewall upper), shown in Fig. 6.17(b). Beside
this, in the two firstly shown subsystem results (Roof, Roof lower), huge deviations
in the 1/3-octave bands of f = 400 Hz and f = 800 Hz are visible. This behaviour
is assumed to be an artefact of the ribbed panel subsystem modelling, the frame
distance and therefore the dimensions of the subsystem in SEA. The subsystem
Sidewall upper does not show this effect, however, it is modelled differently in size
in SEA. Nonetheless it may be noted, that the FRPM results show least scatter
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(b) Sidewall upper, similar to [64]
Figure 6.17: Comparison of structural vibration – Jolly vs. Smol’yakov & Tkachenko vs.
Efimtsov adapted vs. FRPM
pared in Figures 6.18(a) and 6.18(b). The Sidewall lower subsystem in Fig. 6.18(b),
shows again similar results than the subsystems before. Figure 6.18(a) gives
a slightly different picture. All wavenumber-frequency models calculate vibra-
tion levels within the measured scatter band from f = 160...1000 Hz (FRPM:
f = 100...1000 Hz). Above, all models overpredict the measurements except
the FRPM model, which again indicates least scattering among all models. The
Window / Sidewall subsystem is the most complex fuselage area because of the
integration of passenger windows. Therefore, it is not just an aluminium structure,
stiffened uniformly with frames and stringers. The observed behaviour leads to
the assumption that the modelling of the subsystem in SEA causes the observed
deviation in the results and the different behaviour as observed for the other sub-
systems.
To sum up, in this chapter, a comparison of numerically estimated and mea-
sured structural vibrations was given for an Airbus A320 fuselage in the front
region. The calculation is done with the SEA software VA One, applying the
auto-spectrum model developed in this thesis and several wavenumber-frequency
spectra. All subsystems were reviewed separately and a clear picture of the ap-
plicability of different models is obtained. Their validity range is summed up in
Table 6.2.
Both rhombic models, the adapted Efimtsov and Jolly, show gaps below
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Figure 6.18: Comparison of structural vibration – Jolly vs. Smol’yakov & Tkachenko vs.
Efimtsov adapted vs. FRPM
Table 6.2: Frequency limits of different wavenumber-frequency models
Model fmin, Hz fmax, Hz
Jolly 400 3150
Smol’yakov & Tkachenko 400 5000
Efimtsov adapted 400 5000
FRPM (depending on num. resolution) 100 2500
f < 400 Hz. This is remarkable because the adapted Efimtsov model is fitted to
measurement data, which may indicate that there are general inaccuracies in the
rhombic modelling approach. Contrary to this, the Smol’yakov & Tkachenko
model, which is an elliptical model performs slightly better in the low frequency
range and is able to estimate better results than the two before mentioned models.
This assists the assumption of the drawbacks in the low frequency range of the
rhombic models. Furthermore, the Smol’yakov & Tkachenko model performs
accurate above f > 400 Hz. It is remarkable for this model because it is not es-
pecially fitted to some flight test measurement data, but the original model from
literature is used with aerodynamic input from CFD. As the last model, the full
numeric approach with FRPM was presented, which delivers satisfying results for
a wide frequency range. It is assumed that this model, by solving the already
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7 Conclusion and Outlook
Summary
This thesis was performed in the context of aircraft cabin interiour noise and in
detail focusing on the fuselage structural excitation by turbulent boundary layer
(TBL) flows at typical cruise flight conditions. Aircraft at cruise flight are flying
at high Mach numbers, typically between Ma = 0.78 ... 0.85, dependent on the
type and mission of the aircraft. At these flight conditions, the flow around the
aircraft’s fuselage is a turbulent flow with high turbulence intensity. The eddies
within the TBL cause pressure fluctuations on the fuselage and therefore the fuse-
lage receives energy and starts to vibrate. This vibration is inter alia dependent on
the flow velocity and thus the strength of the turbulent boundary layer as a source
for cabin acoustics. For today’s state of the art aircraft the TBL is the dominating
source, due to advanced low-noise technologies of modern engines. Because of this
development, for aircraft manufacturers like Airbus, it is important to understand
the TBL as a source for cabin acoustics and being able to estimate the structural
excitation of the whole fuselage. Especially in an early design stage it is important
to be able to estimate the noise level of the design and optimise e.g. the shape
of an aircraft from the acoustical point of view. TBL estimations in areas on the
aircraft subjected to disturbed flows, by integration effects like the junction of
wing and fuselage or changing fuselage diameter were not possible with today’s
semi-empirical methods. For the prediction, knowledge about the strength of the
TBL and the development over space and time is necessary, which is described by
the auto-spectrum and the wavenumber-frequency spectrum, respectively.
Therefore, the objective of this thesis was to close this gap. Today’s available
auto-spectra prediction model are not sufficient enough to do so and therefore,
an existing semi-empirical model was further developed to tackle these challenges
after reviewing available models in the literature. The main technological inno-
vation of the new auto-spectrum model is, taking aerodynamic parameters of the
flow from computational fluid dynamics (CFD) calculations instead of calculating
it with formulae, mostly developed from measurements on flat plates. Besides, it
was found that the turbulence kinetic energy (TKE) is a main quantity, driving
the auto-spectrum and thus it was included in the new model. This new model
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is validated with measured auto-spectra from flight tests, performed on the Ad-
vanced Technology Research Aircraft (ATRA) of the German Aerospace Centre
(DLR), an Airbus A320. Therefore it is valid in a rather large parameter space,
covering the operational range of a short- to medium-haul aircraft. The analysis
of the validation data base was also performed within this work.
In parallel, a full numerical approach to estimate the auto-spectrum as well as the
wavenumber-frequency spectrum was executed by making use of the Fast Ran-
dom Particle-Mesh Method (FRPM) of the DLR. This approach is based on the
synthetic reconstruction of turbulence over space and time, using CFD data in-
put. The FRPM approach showed being able to estimate auto-spectra as well as
wavenumber-frequency spectra in selected areas of high quality. Currently, the
only drawback is a frequency limitation to high frequencies, especially visible in
the wavenumber spectra over f > 2500 Hz.
Beside these modelling activities, rhombic and elliptical wavenumber-frequency
models from literature were reviewed and the effect on a flat plate’s vibrational
response was studied. This study was conducted by using the method of Gra-
ham [41], implemented in Matlab and by a commercial implementation in a Sta-
tistical Energy Analysis (SEA) software package. Both approaches showed equal
results for the flat plate test.
Finally, the developed auto-spectrum model as well as the different reviewed
wavenumber spectrum models, also the FRPM wavenumber spectrum and a model
fitted to analysed flight test data were applied to the real aircraft, by using SEA.
For the SEA computations the commercial software VA One was employed with
Airbus A320 SEA models used for research and development at Airbus. Fuselage
vibration data, estimated with these models was finally compared with measured
structural vibrations from flight tests in different areas of the aircraft. Estimated
structural vibrations gave a good collapse with the measured accelerations, but
also showed challenges for different wavenumber-frequency models in distinct fre-
quency ranges. Especially in the low frequency range semi-empirical models tend
to deviate from measurements. In the mid and high frequency range reliable mod-
els could be identified. However, SEA modelling of fuselage components also has
its limits and the confidence in the structural modelling has to be independently
analysed.
Outlook
Suggested tasks for future work are manifold.
Firstly, the enhanced auto-spectrum model should be further developed and its
validity range should be further extended by verifying it with additional available
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flight test data. This extension refers to flight speed and altitude on the one hand
side and on the other hand side to pressure gradients. The limits of the model
should be further shifted into areas with high favorable as well as adverse pressure
gradients as they occur on the cockpit of an aircraft.
Secondly, the field of semi-empirical wavenumber-frequency spectra should be fur-
ther studied and an approach, similar to the auto-spectrum modelling in this
thesis should be followed. This means, that an enhancement of the wavenumber-
frequency models, based on CFD input data should be followed. It is suggested to
move on with the elliptical Smol’yakov & Tkachenko model [79] because this
model performed well during the tests. However, this model is very complex in
its description and difficult to access. Therefore, it is also possible to start with
a more handy model of the rhombic model family and it is suggested to use the
Efimtsov model [20]. The Efimtsov model showed a good adaptability to flight
test data and produced satisfactory results as well.
Thirdly, it is suggested to put some effort on the numerical tools as well. The
FRPM method showed a great potential and the illustrated high-frequency issues
in the test cases are assumed to be solvable. This can be done by increasing the
computational mesh resolution, which directly addresses the necessity of parallel
computing for the method to decrease computation time. Furthermore, consider-
ing the anisotropy of the flow could improve the accuracy of the method, which is
already under investigation. The same is true for computational speed by means
of parallelisation of the FRPM. Finally, the great advantage of this method is its
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