Extreme multi-label classification (XMC) is the problem of finding the relevant labels for an input, from a very large universe of possible labels. We consider XMC in the setting where labels are available only for groups of samples -but not for individual ones. Current XMC approaches are not built for such multi-instance multi-label (MIML) training data, and MIML approaches do not scale to XMC sizes. We develop a new and scalable algorithm to impute individual-sample labels from the group labels; this can be paired with any existing XMC method to solve the aggregated label problem. We characterize the statistical properties of our algorithm under mild assumptions, and provide a new end-to-end framework for MIML as an extension. Experiments on both aggregated label XMC and MIML tasks show the advantages over existing approaches.
Introduction
Extreme multi-label classification (XMC) is the problem of finding the relevant labels for an input from a very large universe of possible labels. XMC has wide applications in machine learning including product categorization [AGPV13, YJKD14] , webpage annotation [PKB + 15] and hash-tag suggestion [DWP + 15], where both the sample size and the label size are extremely large. Recently, many XMC methods have been proposed with new benchmark results on standard datasets [PKG + 18, GMW + 19, JBCV19].
XMC problem, as well as many other modern machine learning problems, often require a large amount of data. As the size of the data grows, the annotation of the data becomes less accurate, and large-scale data annotation with high quality becomes growingly expensive. As a result, modern machine learning applications need to deal with certain types of weak supervision, including partial but noisy labeling and active labeling. These scenarios lead to exploration of advanced learning methods including semi(self)-supervised learning, robust learning and active learning.
In this paper, we study a typical weak supervision setting for XMC named Aggregated Label eXtreme Multi-label Classification (AL-XMC), where only aggregated labels are provided to a group of samples. AL-XMC is of interest in many practical scenarios where directly annotated training data can not be extracted easily, which is often due to the way data is organized. For example, Wikipedia contains a set of annotated labels for every wiki page, and can be used by an XMC algorithm for the task of tagging a new wiki page. However, if one is interested in predicting keywords for a new wiki paragraph, there is no such directly annotated data. Similarly, in e-commerce, the attributes of a product may not be provided directly, but the attributes of the brand of the product may be easier to extract. To summarize, it is often easier to get aggregated annotations belonging to a group of samples. This is known as multi-instance multi-label (MIML) [ZZHL12] problem in the non-extreme label size setting.
AL-XMC raises new challenges that standard approaches are not able to address. Because of the enormously large label size, directly using MIML methods leads to computation and memory issues. On the other hand, standard XMC approaches suffer from two main problems when directly applied to AL-XMC: are provided without correspondences. Our work uniquely focuses on an aggregation structure where we know the group-wise correspondences. Our targeted applications have extreme label size that makes even classically efficient estimators hard to compute. Another line of work studies learning with noisy labels [NDRT13, LT15], where one is interested in identifying the subset of correctly labeled samples [SS19b] , but there is no group-to-group structure. More broadly, in the natural language processing context, indirect supervision [CSGR10, WP18] tries to address the label scarcity problem where large-scale coarse annotations are provided with very limited fine-grain annotations.
Problem Setup and Preliminaries
In this section, we first provide a brief overview of XMC, whose definition helps us formulate the aggregated label XMC (AL-XMC) problem. Based on the formulation, we use one toy example to illustrate the shortcomings of existing XMC approaches when applied to AL-XMC.
XMC and AL-XMC formulation. An XMC problem can be defined by {X, Y}, where X ∈ R n×d is the feature matrix for all n samples, Y ∈ {0, 1} n×l is the sample-to-label binary annotation matrix with label size l (if sample i is annotated by label k then Y i,k = 1). For the AL-XMC problem, however, such a clean annotation matrix is not available. Instead, aggregated labels are available for subsets of samples. We use m intermediate nodes to represent this aggregation, where each node is connected to a subset of samples and gets annotated by multiple labels. More specifically, AL-XMC can be described by {X, Y 1 , Y 2 }, where the original annotation matrix is replaced by two binary matrices Y 1 ∈ {0, 1} n×m and Y 2 ∈ {0, 1} m×l . Y 1 captures how the samples are grouped, while Y 2 captures the labels for the aggregated samples. The goal is to use {X, Y 1 , Y 2 } to learn a good extreme multi-label classifier. Letḡ = nnz(Y 1 )/m denote the average group size. In general, the largerḡ is, the weaker the annotation quality becomes. For convenience, let N , M, L be the set of samples, intermediate nodes, and labels, respectively. Let N j , L j be the set of samples, labels linked to intermediate node j respectively, ∀j ∈ M, and M k be the set of nodes in M connected to label k ∈ L 1 . Let x i be the i-th row in X for i ∈ N j , j ∈ M, and X S be the submatrix of X that includes rows with index in set S ⊆ N 2 .
Deficiency of existing XMC approaches. Existing XMC approaches can be applied for AL-XMC by treating the product Y 1 Y 2 directly as the annotation matrix, and learning a model using {X, Y 1 Y 2 }. While using all labeling information, this simple treatment ignores the possible incorrect correspondences due to label aggregation. To see the problem of this treatment, we take the XMC method Parabel [PKH + 18] as an example. Notice that the deficiency generally holds for all standard XMC approaches, but it is convenient to illustrate for a specific XMC method. Parabel is a scalable algorithm that achieves good performance on standard XMC datasets based on a partitioned label tree: It first calculates label representations L = Y X that summarize the positive samples associated with every label (step 1); Next, a balanced hierarchical partitioning of the labels is learned using L (step 2); Finally, a hierarchical probabilistic model is learned given the label tree (step 3). Notice that the label embedding that Parabel would use for AL-XMC if we naively use Y 1 Y 2 as the annotation matrix is given by:
(1)
Consider an example where there are n samples and 2 labels, with
n 2 ×2 defined as follows: where ⊗ is the Kronecker product, 1 d (1 d1×d2 ) is an all-ones vector(matrix) with dimension d(d 1 × d 2 ) and I d is the identity matrix with size d. A pictorial explanation is shown in Figure 1 . The embedding calculated using the above X, Y 1 , Y 2 leads to L = 0 n×2 and loses all the information. With this label embedding, the clustering algorithm in step 2 and the probabilistic model in step 3 would fail to learn anything useful. However, a good model for the above setting should classify samples with feature close to x as label 1 and samples with feature close to −x as label 2 (or vice versa). Such a failure of classic XMC approaches motivates us to provide algorithms that are robust for the AL-XMC problem.
Algorithms
The main insight we draw from the toy example above is that ignoring the aggregation structure may lead to serious information loss. Therefore, we propose an efficient and robust label embedding learning algorithm to address this. We start with the guiding principle of our approach, and then explain the algorithmic details. Given an XMC dataset with aggregated labels, our key idea for finding the embedding for each label is the following:
The embedding of label k ∈ L should be close to the embedding of at least one of the samples in
The closeness here can be any general characterization of similarity, e.g., the standard cosine similarity. According to this rule, in the previous toy example, the optimal label embedding for both labels is either
More formally, the label embedding for label k ∈ L is calculated based on the following:ê
where M k , N j are as defined in Section 3. The goal of (2) is to find label k's representation that is robust even when every group has samples not related to k. However, finding the estimator in (2) is in general hard, since the number of possible combinations for choosing the maximum in each group is exponential in n. We provide an iterative algorithm that alternates Algorithm 1 GROUP_ROBUST_LABEL_REPR (GRLR)
Return: e T .
Algorithm 2 EAGLE
between the following two steps for T times to approximate this estimator: (i) identify the closest sample in each group given the current label embedding, and (ii) update the label embedding based on the direction determined by all currently closest samples. This is formally described in Algorithm 1.
The complete algorithm Efficient AGgregated Label lEarning (EAGLE) is formally described in Algorithm 2, whose output can be directly fed into any standard XMC solver. Given the label embedding and a set of samples connected to the same intermediate node, each positive label is assigned to the sample with highest similarity. Notice that calculating the label embedding using Algorithm 1 is equivalent to Parabel's label embedding in (1) ifḡ = 1, i.e., the standard XMC setting. For generalḡ,(1) may perform well if each sample in N j contributes equally to the label k ∈ L, for every node j ∈ M k . However, this is not always the case.
Complexity. Computational efficiency is one of the main benefits of EAGLE. Notice that for each label, only the samples belonging to its positively labeled groups are used. Letd be the average feature sparsity and assume each sample has O(log l) labels, the positive samples for each label is O(n log l/l ·ḡ). Therefore, the total complexity for learning all label's embedding is O(nd log l/l ·ḡl) = O(ndḡ log l). On the other hand, the time complexity for Parabel (one of the most efficient XMC solver) is O(nd log l) for step 1, O(ld log l) for step 2 and O(nd log l) for step 3 [PKH + 18]. Therefore, EAGLE paired with any standard XMC solver for solving AL-XMC adds very affordable pre-processing cost.
Analysis
In this section, we provide theoretical analysis and explanations to the proposed algorithm EAGLE in Section 4. We start with comparing two estimators under the simplified regression setting to explain when assigning labels to each sample is helpful. Next, we analyze the statistical property of the label embedding estimator defined in (2) in Theorem 3, and the one-step convergence result of the key step in Algorithm 1 in Theorem 4.
In EAGLE, a learned label embedding is used to assign each label to the 'closest' sample in its aggregated group. Therefore, we start with justifying when label assignment would help. Since the multi-label classification setting may complicate the analysis, we instead analyze a simplified regression scenario. Let Z ∈ R n×l be the response of all n samples in X. Given B ∈ R d×l , each group in Z is generated according to
where E j is the noise matrix, and Π j is an unknown permutation matrix. For simplicity, we assume each group includes g samples and the aggregation structure can be described by Y 1 = I m ⊗1 g , Y 2 = I m ⊗ 1 g ·Z with m = n/g. If each row in Z is a one-hot vector, Y 2 becomes a binary matrix and {X, Y 1 , Y 2 } corresponds to the standard AL-XMC problem. Our goal here is to recover the model parameter B , with B = 1 for convenience. We assume each row in E j independently follows N (0, σ 2 e I l ), each sample feature is generated according to x i =x j + d i for i ∈ N j , j ∈ M, wherex j ∼ N (0, σ 2 1 I d ) describes the center of each group, and d i ∼ N (0, σ 2 2 I d ) captures the deviation within the group. Notice that the special case of σ 1 σ 2 corresponds to all samples are i.i.d. generated spherical Gaussians. In the other extreme, σ 2 σ 1 corresponds to samples within each group are clustered well. We consider the following two estimators:
x i z i and i = arg minī ∈Nj z i −B NoAS xī . Here,B NoAS corresponds to the baseline approach that learns a model without label assignment. On the other hand,B AS corresponds to the estimator we learn after assigning each output in the group to the closest instance based on the residual norm usingB NoAS . We have the following result that describes the property of the two estimators:
, with n ≥ c 0 pgd log 2 d, the following holds with high probability (i.e., 1 − n −c1 ):
We can see the pros and cons of the two estimators from the above theorem. The first term in (5) is the rate achieved by the maximum likelihood estimator with all correspondences given (known Π j s), while the second term is a bias term due to incorrect assignment. This bias term gets smaller as the measurement noise and the estimation error become smaller. In (4), when σ 1 σ 2 ,B NoAS achieves the same rate as the optimal estimator, but when σ 1 σ 2 , the rate goes down from n −1/2 to (n/g) −1/2 . This shows thatB NoAS is close to optimal when the clustering quality is high (within group deviation is small), on the other hand,B AS is nearly optimal for all clustering methods, while having an additional bias term that depends on the measurement noise.
Next, we analyze the property of the estimator in (2), since our iterative algorithm tries to approximate it. We assume that for each label k ∈ L, there is some ground truth embedding e k , and each sample is associated with one of the labels. For sample i with ground truth label k, its feature vector x i can be decomposed as:
x i = e k + i . Without loss of generality, we only need to focus on the recovering of single label k ∈ L. Further, for simplicity, let us assume that both x i and e k have unit norm measured in Euclidean space. We introduce the following definition that describes the property of the data: , where the Deep-MIML module converts X to V 2 as in (7). In the lower branch, EAGLE first learns label embedding using Algorithm 1 by re-organizing the MIML dataset. Then, a soft-assignment mask is generated based on the inner product between the multi-instance inputs and the label embedding. The masked MI logit is an element-wise multiplication of the mask and the original MI logit. A max-pooling operation over instances on the masked MI logit gives the final logit for prediction, similar to the original deep MIML. Given the above definition, we have the following result showing the property of the estimator in (2):
Theorem 3. With q, δ > 0, the estimator in (2) satisfies:
where
Theorem 3 characterizes the consistency of the estimator as noise goes to zero. It also quantifies the influence of minimum separation as well as maximum overlap between labels. A smaller δ and a larger q both leads to harder identification problem, which is reflected in an increasing r in (6). We then provide the following one-step convergence analysis for each iteration in Algorithm 1.
Theorem 4. Given label k and current iterate e t . Let S good t be the set of groups where e t is closest to the sample belongs to label k. Denote |S good t |/|M k | = α t . The next step iterate given by Algorithm 1 has the following one-step property:
and a sufficient condition for contraction is e k , e t ≤ 1 − 2 1−f /2 αt − 1 2 . Theorem 4 shows how each iterate gets closer to the ground truth label embedding. Since our algorithm does not require any assumption on the group size, we do not show the connection between α t and e t (which requires more restrictive assumptions), but instead provide a sufficient condition to illustrate when the next iterate would improve. Notice that as the group size becomes larger, the signal becomes smaller and α is smaller in general.
Extensions
In the previous section, EAGLE is proposed for AL-XMC in the extreme label setting. In the non-extreme case, EAGLE naturally leads to a solution for the general MIML problems.
Deep-MIML Network. Feng and Zhou [FZ17] propose a general deep-MIML network: given a multiinstance input X with shape g × d, the network first transforms it into a g × k × l tensor V 1 through a fully connected layer and a ReLU layer, where l is the label size and k is the additional dimension called 'concept size' [FZ17] to improve the model capacity. A max-pooling operation over all 'concepts' is taken on V 1 to provide a g × l matrix V 2 (which we call multi-instance logit). Finally, max-pooling over all instances is taken on V 2 to give the final length-l logit predictionŶ. This network can be summarized as:
A co-attention framework Our idea can be directly applied to modify the deep-MIML network structure, as shown in Figure 2 . The main idea is to add a soft-assignment mask to the original multi-instance logit, where this mask mimics the label assignment in EAGLE. After learning the label embedding L ∈ R l×d from the dataset using Algorithm 1, the mask M ∈ R g×l is calculated by M = g · Softmax τ X Mj L where this softmax operation applies to each column in M. As a result, M i,j indicates the affinity between instance i and label j. Notice that τ controls the hardness of the assignment, and the special case of τ = 0 corresponds to the standard deep-MIML framework. Interestingly, this mask can also be interpreted as an attention weight matrix, which is then multiplied with the multi-instance logit matrix V 2 . While there is other literature using attention for MIL [ITW18] , none of the existing methods uses a robust calculation of the label embedding as the input to the attention. The proposed co-attention framework is easily interpretable since both labels and samples lie in the same representation space, with theoretical justifications we have shown in Section 5. Notice that the co-attention framework in Figure 2 can be trained end-to-end.
Experimental Results
In this section, we empirically verify the effectiveness of EAGLE from multiple standpoints. First, we run simulations to verify and explain the benefit of label assignment as analyzed in Theorem 1. Next, we run synthetic experiments on standard XMC datasets to understand the advantages of EAGLE under multiple aggregation rules. Lastly, for the natural extension of EAGLE in the non-extreme setting (as mentioned in Section 6), we study multiple MIML tasks and show the benefit of EAGLE over standard MIML solution. We include details of the experimental settings and more comparison results in the Appendix.
Simulations
We design a toy regression task to better explain the performance of our approach from an empirical perspective. Our data generating process strictly follows the setting in Theorem 1. We set σ 1 = σ e = 1.0 and vary σ 2 from 0.0 to 10.0, which corresponds to heterogeneity within group changes from low to high.
Results
. In Figure 3 , as the deviation within each sample group increases, AS performs much better, which is due to the √ g difference in the error rate between (4) and the first term in (5). On the other hand, AS may perform slightly worse than NoAS in the well-clustered setting, which is due to the second term in (5). See another toy classification task with similar observations in the Appendix. 
Extreme Multi-label Experiments
We first verify our idea on 4 standard extreme classification tasks 3 (1 small, 2 mid-size and 1 large), whose detailed statistics are shown in Table 1 . For all tasks, the samples are grouped under different rules including: (i) random clustering: each group of samples are randomly selected; (ii) hierarchical clustering: samples are hierarchically clustered using k-means. Each sample in the original XMC dataset belongs to exactly one of the groups. As described in Section 4, EAGLE learns the label embeddings, and assigns every label in the group to one of the samples based on the embeddings. Then, we run Parabel and compare the final performance. Notice that it is possible to assign labels more cleverly, however, we focus on the quality of the label embedding learned through EAGLE hence we stick to this simple assigning rule. We consider (i) Baseline: Parabel without label assignment; (ii) EAGLE-0: EAGLE without label learning (T = 0); and (iii) EAGLE: EAGLE with label learning (T = 20 by default).
Results. We report the performance using the standard Precision@1/3/5 metrics in Table 2 . From the empirical results, we find that EAGLE performs better than EAGLE-0 almost consistently, across all tasks and all grouping methods, and is much better than Baseline where we ignore such aggregation structure.
Baseline performs much better only on AmazonCat-13k with hierarchical clustering, which is because of the low heterogeneity within each cluster, as theoretically explained by our Theorem 1. Notice that the precision on standard AmazonCat-13k achieves 93.04, which implies that the samples are easily separated. Furthermore, we also provide ablation study on EurLex-4K in Figure 4 to understand the influence of group size and clustering rule. We report the decrement percentage over a model trained with known correspondences. As a sanity check, as the size of the group gets smaller and annotation gets finer in Figure 4 
MIML Experiments
First, we run a set of synthetic experiments on the standard MNIST & Fashion-MNIST image datasets, where we use the raw 784-dimension vector as the representation. Each 'sample' in our training set consists of g random digit/clothing images and the set of corresponding labels (we set g = 4, 50). We then test the accuracy on the standard test set. On the other hand, we collect the standard Yelp's customer review data from the web. Our goal is to predict the tags of a restaurant based on the customer reviews. We choose 10 labels with balanced positive samples and report the overall accuracy. Notice that each single review can be splitted into multiple sentences, as a result, we formulate it as an MIML problem similar to [FZ17] . We retrieve the feature of each instance using InferSent 4 , an off-the-shelf sentence embedding method. We randomly collect 20k reviews with 4 sentences for training, 10k reviews with single sentence for validation and 10k reviews with single sentence for testing. We report the top-1 precision. For both the tasks, we use a two-layer feed-forward neural network as the base model, identical to the setting in [FZ17] . We compare Deep-MIML with the extension of EAGLE-0 and EAGLE for MIML, as illustrated in Figure 2 . We first do a hyper-parameter search for Deep-MIML to find the best learning rate and the ideal epoch number. Then we fix those hyper-parameters and use them for all algorithms.
Results. The performance of EAGLE in multiple MIML tasks is shown in Table 3 . We see a 5.6% absolute improvement over Deep-MIML on the Yelp dataset. There is consistent improvement for the image tasks as well. Notice that the improvement on the large group size is much significant than on the small group size. This is because the original Deep-MIML framework is able to handle the easy MIML tasks well, but is less effective for difficult tasks. Figure 5 visualizes the learned label embedding for Fashion-MNIST dataset. All these results corroborate the advantage of using label embeddings at the beginning of feed-forward neural networks in MIML.
Conclusions & Discussion
In this paper, we study XMC with aggregated labels, and propose the first efficient algorithm EAGLE that advances standard XMC methods in most settings. Our work leaves open several interesting issues to study in the future. First, while using positively labeled groups to learn label embedding, what would be the most efficient way to also learn/sample from negatively labeled groups? Second, is there a way to estimate the clustering quality and adjust the hyper-parameters accordingly? Moving forward, we believe the co-attention framework we proposed in Section 6 can help design deeper neural network architectures for MIML with better performance and interpretation. 
A Clarifications
Notations We could not summarize all notations in the main text due to space constraint. Here, we list and summarize important notations in Table 4 for reader's reference. On the efficiency of EAGLE In Section 4, we have discussed the complexity of EAGLE. Remind that we have O(ndḡ log l) complexity for EAGLE and O(nd log l), O(ld log l), O(nd log l) for the three steps in Parabel [PKH + 18]. Notice that Parabel's complexity is analyzed underḡ = 1. As a result, if we directly apply Parabel to {X, Y 1 Y 2 }, i.e., using the baseline approach (without label assignment), the time complexity becomes O(nḡd log l), O(ld log l), O(nḡd log l) for the three steps, which is not better than EAGLE (and slower in practice, because step 3 costs more time than step 1). For other XMC approaches that are less efficient, the computation complexity would also increase by a factor ofḡ. As a result, running the baseline approach (without label assignment) becomes less efficient compared to EAGLE. From the model size perspective, due to the label assignment, EAGLE would not increase the model size. However, for the baseline approach, models that use sparse representations will see an increase in model size with a multiplicative factor roughly equals toḡ.
B Additional Plots/Tables and Experimental Details B.1 Simulations
We run simulation to verify the results in Theorem 1. We include a linear regression experiment and a linear classification experiment. The setting for the regression experiment is as follows 5 : The input features are generated following a two-step procedure: first, the mean (center) for samples associated with each group is generated following N (0, σ 2 1 I d ); then, given the center x c , the feature of each sample in this group is x c plus an additional vector that follows distribution N (0, σ 2 2 I d ). The response of each sample, is generated following y = B x i + i , where B ∈ R l×d is the parameter to be recovered, ∼ N (0, σ 2 e I d ). This setting is identical to the setting we analyzed in Section 5. Notice that σ 2 /σ 1 characterizes the quality of the clustering.
For the classification experiment, we first generate the ground truth for each label. Then, the feature of each sample is one of the ground truth label with an additional noise, and the label of the feature is the arg max i e k , x i + i . Note that in regression setting, we used σ 2 /σ 1 to describe how good the clustering quality is, here, we control the clustering quality by changing the ground truth labels in each group from evenly generated (p = [1/l, · · · , 1/l]) to unevenly generated with probability vector p = 1 l−1+exp(σ2) · 1 + exp(σ2) l−1+exp(σ2) h k for some random label index k ∈ L, where h k is the one-hot vector with non-zero index at the kth position. Figure 6 : Simulation results for a regression task (left) and a classification task (right). Rel. RMS stands for relative root mean square error, which calculates the ratio between RMS using the estimator over RMS using the oracle estimator with known correspondences. Rel. Error stands for relative error, which calculates the ratio between prediction error of the estimator over the error using the oracle estimator with known correspondences. For both plots, lower y-value corresponds to a better estimator.
The parameters used for the experiments are as follows: g = 10, n = 1000, d = 10, l = 5, σ 2 ∈ [0.0, 0.1, 1.0, 5.0, 10.0]. For regression, σ 1 = σ e = 1.0. For classification, σ 1 = 0.1, σ e = 0.0. The results are shown in Figure 6 . For both tasks, AS becomes significantly better than NoAS as the heterogeneity within the group becomes higher.
B.2 Experiments for XMC datasets
Details. We use a default learning rate λ = 0.1 and iteration number T = 20 for all the experiments. When generating the AL-XMC dataset, we aggregate label set of each sample in every group by simple list merge operation, and there may be repetitions in the list of aggregated labels. One can also use set merge that guarantees no repetitions in each aggregated group, and the results should not be significantly different. Nevertheless, this is an experimental detail we did not point out in the main text due to space constraint. For the optimal iteration number T , we find that increasing T does not always increase the final performance. From the theoretical perspective, Theorem 4 only shows contraction when the previous iterate is out of the noise region. In other words, we have converge up to a noise ball. As a result, the quality of the learned embedding may get slightly worse (up to the noise level) as T increase. For Wiki-10k experiments with hierarchical clustering, the reported results use T = 5.
Additional plots. We include here additional tables / plots for the XMC experiments. Table 5 presents the detailed values we got on the EurLex-4k dataset, with standard deviation calculated on 5 random runs. Figure  7 and 8 show the comparison under random grouping and hierarchical clustering setting, respectively. Figure  9 shows how the improvement changes when the heterogeneity within group gradually changes from low to high. Low heterogeneity corresponds to hierarchical clustering while high heterogeneity corresponds to random grouping. For all three figures, we include the Precision @1/3/5 metrics (whereas in the main text, only Precision @1 is shown). Notice that cluster depth equals d corresponds to 2 d groups in total. We can see consistent improvement in all plots, while we can also see that Precision @5 performs relatively worse than Precision @1. Part of the reason is because our algorithm does not take into account the fact that each sample may have multiple labels with different importance. Improving the quality of improvement for less important labels would be an interesting problem to study in the future. These labels have balanced number of samples, which makes precision the correct metric to use. The original sentence embedding has dimension 4096. For the convenience of the experiment, we reduce the dimension to 512 for all the embeddings through random projection.
MNIST/Fashion-MNIST dataset
We use the 784-dimension raw input as the feature, and subtract the average over all training samples. We generate the MIML dataset following the same principle as the AL-XMC experiments. Notice that for group size being 50, we observe a list of possibly repetitive labels. Doing Baseline EAGLE-0 EAGLE Figure 9 : The effect of within group heterogeneity to the performance. the set merge operation when aggregating the labels does not make a lot of sense here, since with very high probability, each group will be labeled by all 10 labels, and there is nothing to be learned from. We also visualize the learned label embeddings for the Fashion-MNIST experiment (with group size 4) in Figure 10 .
C Proofs
Proof of Theorem 1. We have n samples splitted into m = n/g groups, each with g samples. In the regression setting, both N j and L j refer to the same set of samples, so we use N j for clarity. We follow the close form solution of linear regression and the NoAS estimator can be written as:
T-shirt Trouser Pullover Dress
Coat Sandal Shirt Sneaker Bag Boot Figure 10 : Visualization of learned label embedding on Fashion-MNIST dataset.
Re-organizing the above equation we get:
where the last equation uses the fact that 1 g Π j = 1 g for any permutation matrix Π j . Therefore,
Based on how X Nj is generated, we know thatX j := 1 g 1 g X Nj ∼ N (0, (σ 2 1 + σ 2 2 /g)I d ). Moreover, {X j } j∈M are independent and identically distributed. Based on concentration property, we know that the middle term in (8) is lower and upper bounded by n −2 g −2 (σ 2 1 + σ 2 2 /g) −2 1 − O d n , n −2 g −2 (σ 2 1 + σ 2 2 /g) −2 1 + O d n .
Therefore, Next, let us analyzeB AS . We use A j to denote a binary square matrix with size g such that each row has a unique non-zero entry (A j does not need to be a permutation matrix, each column may include multiple non-zero entries or none). This A j matrix describes the assignment happening within each group j ∈ M. For convenience, let us assume Π i = I g . By definition, we have:
Re-organizing the expression, we have:
Here, F j is the residual matrix that quantifies the accuracy of the assignment A j , i.e., F j = A j − I g . The number of non-zero rows/columns in F j is the number of incorrect assignment in group N j . For convenience of the analysis, we separate the expression into terms T 0 , T 1 , T 2 , T 3 . With these notations, we have
Where T 0 , T 3 are relatively easy to be controlled. We first analyze T 0 , T 3 here. Notice that different from the above analysis forB NoAS , the random vectors in ∪ j∈M ∪ i∈Nj {x i } are not independent. However, we notice that the set of all vectors can be splitted into g groups, where the vectors within each group are i.i.d. generated. Therefore, with n ≥ O(gd log 2 d), we still have T 3 T 3 ≤ O ndσ 2 x σ 2 e , and σ min (T 0 ) = σ max (T 0 ) = O nσ 2
x . Plug in the result of T 0 , T 3 into the previous expression (9), we have:
We next control T 1 and T 2 . Letr be the total number of samples incorrectly assigned byB NoAS , and we focus on l = 1 (Notice that with l = 1, the residual for a fixed predictor follows Gaussian distribution, which is easier to describe. For larger l, the residual for a fixed predictor would follow χ 2 distribution. The dependency on l is not the focus of our analysis here. As a result, we stick to this simple setting. ). Similar to the analysis for T 0 , where we separate the vectors into groups and bound each group, we apply Lemma 5 in [SS19a] to get σ min (T 1 ) = Θ(rσ 2 x ), σ max (T 2 ) = O(r(σ 2 x + σ 2 e )). As a result, boundingr is the key to controlling both T 1 and T 2 .
Notice that for any previous estimatorB NoAS with upper bound R 1 (R 1 := B NoAS − B ), we know the residual for correct correspondences has variance at most σ 2 e + R 2 1 σ 2 x . On the other hand, for incorrect correspondences, the variance is σ 2 e + 2σ 2 x . As a result, using the result of Lemma 6 in [SS19a] for each group of vectors, we know thatr ≤ c σ 2 e +R 2 1 σ 2 x σ 2 e +2σ 2
x n g · g. As a result, the denominator is not dominated by σ min (T 1 ). Therefore,
ndσ 2 x σ 2 e + T 2 T 2 (nσ 2
x + σ min (T 1 )) Proof of Theorem 3. We study the property of the estimator in (2) for each label k ∈ L. According to the definition, we know that for each intermediate node j ∈ M k , there exists a sample connected to j that belongs to label k, and we denote this sample to be x (j,0) . On the other hand, let x (j,ê k ) be the sample connected to node j that is closest toê k . Let S k ⊆ M k be the set of intermediate nodes with x (j,ê k ) = x (j,0) . We have:
≥ j∈M k e k , x (j,0) ,
