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La adecuación de las decisiones argumentativas desde la teoría de juegos 
Gustavo A, Bodanza* 
Introducción 
Una de las formas destacadas en que los agentes racionales tratan de establecer la adecuación 
de las conclusiones es a través de la argumentación. La idea es que las opiniones más 
apropiadas deberían ser soportadas por los argumentos más convincentes. Cuando la 
argumentación es vista como un fundamento para sistemas de razonamiento, el objetivo no es 
determinar quién gana una discusión, sino qué conclusiones son soportadas por los mejores 
argumentos, Además, para el propósito de determinar las conclusiones apropiadas, no importa 
si la discusión tiene una naturaleza polémica o cooperativa. El primer c,aso es lo que 
usualmente llamamos 'debate', y en él algunos agentes ganao y otros pieréleri. En Una 
discusión cooperativa, en cambio, los agentes colaboran a fm de enc_()nQ:al: 1aJu"Jou:e~pm~sta.a 
algún pt()blema suscitado. Pero aún si los fines de quienes discuten n() entran en conflicto, 
deben buscarse y ponderarse argumentos en pro y en contra para ver cuáles son los más 
apropiados. parece natural, entonces, recurrir a la idea de un juego en el que. dos jugadores 
.ficticios hacen sus movidas, esto es, seleccionan los argumentos que van a utilizar en una 
discusión. Un. buen ejemplo que muestra el tipo de 'juego" al que nos referimos es .el de dos o 
más científicos (o equipos de científicos) que intentan poner a prueba una hipótesis, buscando 
datos que la confirmen o la refuten, y que luego del proceso de investigación compilan todos 
sus argumentos y discuten los resultados. 
Si bien los enfoques juego-teoréticos de la lógica son bien conocidos (p.e., Hintikka 
(1973), Hintikka y Sandu (1997}, Lorenzen y Lorenz (1978), Bentham (2002)), nuestro 
objetivo aquí es algo diferente. Por un lado, buscamos una representación juego-teorética de la 
argumentación abstracta, siguiendo prmcipalmente la teoría de Dung (1995), una de las obras 
más influyentes de los últimos años en el campo de los sistemas argumentativos. En esta veta, 
veremos a una discusión como un proceso para resolver un problema. La misma idea ha sido 
desarrollada previamente desde un punto de vista dialógico (por ejemplo, en Vreeswijk y 
Prakken (2000)), pero nuestro enfoque puede ser abstraído de cualquier estructura de diálogo. 
Desde este punto de vista, una nueva caracterización de la adecuación de una justificación 
argumentativa surge en términos de consideracienes estratégicas en juegos de argumentación. 
En estos juegos, vamos a considerar que todos los argumentos que pueden ser usados están 
disponibles para dos jugadores ficticios .. Sus estrategias, en la forma estratégica (normal) del 
juego que representa la discusión, están conformadas por subconjuntos de argumentos del 
conjunto de todos los-argumentos conocidos 
El punto principal en teoría de juegos involucra las soluczones de un juego, es decir, los 
resultados más plausibles del mismo. En un juego de argumentación estratégica, mostraremos 
que las soluciones pueden variar dependiendo de lo que usualmente es interpretado en sistemas 
de argumentación rebatible como actitudes epistémicas, en una escala que se mueve entre el 
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escepticismo y la credulidad, lo que tiene que ver con la capacidad de JUstificar menos o más 
argumentos. Las soluciones consistirán en los argumentos más adecuados de acuerdo a las 
especificaciones requeridas por cada actitud 
Nuestro principal objetivo será mostrar que cualquier solución de tipo crédulo debe 
atenerse a los equilibrios de Nash de un juego .. Argumentaremos, entonces, que esta noción 
fundamental en teoría de JUegos es una buena herramienta para marcar los límites usualmente 
considerados en sistemas argumentativos sobre la credulidad de un agente. 
Marcos y juegos argumentativos 
Siguiendo a Dung ( op. czt,), los entes más básicos de nuestra ontología, o sea, las piezas del 
juego que buscamos, serán argumentos. Informalmente, entendemos un argumento como un 
objeto del lenguaje q\le expresa razones que sostienen una conclusión .. Los argumentos pueden 
estar conectados por una relación de ataque.. Para nuestros fines, ésta será una relación 
arbitraria{i.e., que no cumple necesariamente ninguna propiedad relevante). En la teoría de la 
argumentación abstracta de Dung, un marco argumentativo (argumentation framework) es un 
par AF = (AR, => ), donde AR es un conjunto cualquiera de argumentos y = es una relación 
binaria entre elementos de AR que representa los ataques que se dan entre los argumentos. El 
propósito es determinar qué argumentos resultan JUstificados en un marco argumentativo dado 
teniendo efi cuenta los ataques que se producen. 
Consideremos ahora un marco argumentativo genénco AF Definimos un juego 
argumentativo asoczado a AF como un trjplo JAAF =(N, E, P. N¡ = {1,2} es el conjunto de 
jugadores Qugador 1 y JUgador 2) E = zA es el conjunto de estrategias, el mismo para cada 
jugador. Los jugadores harán su movida ehgiendo una estrategia posible (un subconjunto de 
argumentos de AR), y obtendrán una utilidad de acuerdo a si la estrategm elegida puede ser 
defendida o no de los argumentos que forman la estrategta del otro jugador. La utilidad está 
definida por la función de pago P, que defmimos: 
1) P: Ex E~ {0,1} x {0,1}, donde para cada. par (A,B) E Ex E, A es la estrategia elegida por 
1 y Bes la estrategia elegida por 2, mienn:as para cada par (x,y) E {0,1} x {0,1}, x es la 
utilidad obtenida por 1 e y es la utilidad obtemda por 2 .. Obviando este ordenamie~to, por 
comodidad notacional denotaremos con 'P1(A,B)' el pago que recibe el jugador i (i=l,2) por 
jugar A contra la estrategia B del otro jugador, -z, mientras 'P .. 1(A,B)' denotará el pago que 
recibe el jugador -i por jugar B contra la estrategia A del otro jugador, i 
2) 
P,{A,B) = 
.~i _A_ tien~ ~gu_IQ.entos que se atacan entre sí_, o 
existe un argumento aEA y existe un argumento 
bEB tales que b => a y para todo cEA, ~e e => b) (o 
sea, A no puede defender su argumento a del 
ataque de bEB), 
en cualquier otro caso 
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Nótese que de lo anterior se sigue que P(A,B)=(x,y) sii P(B,A)=(y,x), lo que significa que los 
pagos dependen solamente de las estrategias jugadas y no de qué jugador las elige, 
Ejemplo 1 
El juego asociado al marco argumentativo AF =({a, b}, {(a,b), (b,a)}) queda representado en 
la matriz de la Figura 1, Las filas corresponden a las estrategias del jugador 1 y las columnas a 
las del jugador 2. En cada celda, el número de la izquierda corresponde a la utilidad de 1 y el 
de la derecha a la de 2. 
2 
0 {a} {b} {a,b} 
1 0 1,1 1,1 1,1 1,0 
{a} 1,1 1,1 1,1 1,0 
{b} 1,1 1,1 1,1 1,0 
{a,b} 0,1 0,1 0,1 0,0 
F1gura l 
El concepto más unportaute en teoría de juegos es el de solución. Una solución es un perfil del 
juego (i.e. una tupla ordenada de estrategias, una para cada jugador) que indica las jugadas más 
plausibles de los jugadores. Puede haber distintas nociones de solución y cada una puede dar 
múltiples resultados, dependiendo de cómo se espera que losjugadores hagan sus movidas,, En 
general, los jugadores decidirán su juego procurando obtener la mayor utilidad posible. Pero 
muchas veces ese criterio es insuficiente. Por ejemplo, en el juego de arriba este criterio nos 
indica que ninguno de los jugadores elegirá la estrategia {a,b}, ya que claramente ofrece üria 
utilidad en todos los casos menor que cualquiera de las otras, Pero saber esto no nos alcanza 
para determinar cuál estrategia elegirán entre las otras tres, 
Tratándose en especial de juegos argumentativos, supondremos que los jugadores elegirán 
siempre la estrategia que contenga la mayor cantidad de argumentos posibl~ entre aquella~ que 
consideren !menas candidatas. Con esto representaremos el hecho de que un agente racional no 
tiene inconvenientes en aceptar un argumento si no cuenta con buenas razones para rechazarlo. 
Llamaremos principw de maximización argumentatíva (PMA) a este supuesto. Ahora bien, el 
criterio según el cuál cada jugador preselecciona las estrategias candidatas puede variar. Por 
ejemplo, un criterio sencillo sería tomar aquellas que aseguran la mayor utilidad posible. En el 
ejemplo anterior, éstas serían 0, {a} y {h},ya que siempre pagan 1, no importa qué movida 
realice el otro jugador,, Luego, siguiendo el PMA, cada jugador optará indistintamente entre 
{a} y {b}, ya que éstas son las máximas (ex as;;;) entre las candidatas. Consecuentemente, el 
juego tendrá cuatro soluciones posibles. ({a},{a}), ({a},{b)), ({b},{a}) y ({b},{b}). Q ~ea; 
ambos jugadores estarán de acuerdo, respecto de {a}, o ambos estarán de acuerdo respecto de 
{b}, o estarán en desacuerdo eligiendo de modo diferente, En sistemas argumentativos, a las 
decisiones indistintas entre alternativas incompatibles se las interpreta como "crédulas"1• En 
contraposición, una decisión "escéptica" consistiría en rechazar tanto {a} como {b}, puesto 
que sus argumentos se atacan mutuamente sin que ninguno prevalezca sobre el otro,, El criterio 
escéptico se justifica entendiendo que el jugador rechaza cualquier argumento "dudoso" En 
nuestro ejemplo, entonces, la solución escéptica será (0, 0). Nótese que la decisión escéptica 
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no está en desacuerdo con el PMA, sino que al elegrr la mayor estrategia que no contiene 
argumentos "dudosos", en este caso, elig~ la estrategia vacía. 
Estas mismas actitudes (credulidad, escepticismo) han sido modeladas en distíntos 
sistemas argumentativos, y nuestro enfoque juego-teorético en realidad no agrega nada nuevo 
al respecto. En el aspecto en el que sí introduce una novedad, es en que permite marcar un 
límite preciso para la racionalidad de las decisiones crédulas a través de una noción 
fundamental en teoría de juegos: la de equilzbrio de Nash En lo que sigue veremos algunos 
ejemplos que problematlzan las decisiones crédulas. Luego presentaremos la noción de 
equilibrio de Nash, y mostraremos cómo ésta permite una demarcación entre las soluciones 
crédulas adecuadas y las no adecuadas. 
El equilibrio de Nash como criterio de adecuación de la credulidad 
Uno de los problemas más discutidos en la literatlrra sobre argumentación rebatible es el de los 
argumentos que se auto atacan ( cf. Pollock( 1991) ). La principal dificultad radica en que no es 
claro de qué modo debe considerarse la interacción de estos argumentos con otros mediante 
ataques, ya que ni siquiera es claro qué condiciones determinan que un argumento se ataque a 
sí mismo .. En general se piensa en argumentos paradójicos, tales como "al decir 'miento' estoy 
mintiendo, luego, al decir 'miento' digo la verdad." Puesto que la conclusión contradice la 
premisa, podemos considerar que este argumento se autoataca. Ahora bien, hay cierto acuerdo 
respecto de que los argumentos autoatacados son injunstificables (sobre todo teniendo en 
cuenta que lo contrario plantearía la dificultad metodológica de abandonar los criterios 
habiluales de justificación, que suponen que todo conjunto de argumentos justificados debe 
estar libre de ataques internos). Esto es ciertamente discutible, pero para seguir con nuestro 
plan supondremos que es correcto. Bajo esta hipótesis es lícito concluir (aunque hay 
objeciones, como la de Jakobovits y Verrneir (1999)) que si un argumento autoatacado a ataca 
a su vez a un argumento no autoatacado b, entonces (ceteris parib;¡¡s) b debería quedar 
justificado, precisamente porque su atacante a no puede ser justific.ádo al autoatacarse 
Forrnahnente; 
Ejemplo 2 
SeaAF =({a, b}, {(a,a), (a,b)}) El juego JAAFtlene la forma descnpta en la Figura 2 
2 
0 
{a} 
{b} 
{a,b} 
0 
1, l 
0,1 
1,1 
0,1 
{a} 
1,0 
0,0 
0,0 
0,0 
F1gura2 
{b} 
1' 1 
0,0 
1,1 
0,0 
{a,b} 
1,0 
0,0 
0,0 
0,0 
Este ejemplo nos muestra que tanto bajo una actitud eséptica como bajo una crédula -tal como 
las consideramos previamente- queda sancionado el perfil (0, 0) como única solución 
aceptable. Esto es contrario a lo que esperábamos, i.e que la solución fuera ({b},{b}).. Si {b} 
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es la estrategia sugenda, ésta debería ser elegida al menos desde el punto de vista crédulo. Sin 
embargo no ocurre2 La cuestión, entonces, es definir un criterio de credulidad alternativo, lo 
suficientemente amplio como para incluir el resultado esperado, pero que no valide otras 
soluciones no adecuadas. Ahora bien, ¿cómo podemos precisar hasta qué punto una solución 
crédula es adecuada? 
La teoría de juegos ha dado un criterio de solución conocido como equilibrio de Nash, que 
puede ser de utilidad para nuestro fin. Un equilibrio de Nash es un perfil de jueg9 tal que 
ningún jugador podría mejorar su utilidad cambiando la estrategia elegida si los otros 
jugadores no cambian las suyas. Fonnahnente, (A,B) es un equilibrio de Nash en nuestros 
juegos argumentativos sii para toda estrategia C, P,(C,B) S P,{A,B) y P.¡(A,C) SP.,(A,B). En 
estos juegos, cualquier perfil que arroje el resultado (!, 1) es un equihbrio de Nash, puesto que 
ningún jugador podría obtener un pago mayor que l. Claramente, cualquier solución escéptica 
o crédula, tal como las definirnos antes, es un equilibrio de Nash. Para nosotros, esta noción 
marca un criterio de racionalidad minimo que toda solución adecuada deberí;t CUIJlJ?li.!:, En 
efecto, lo que nos indica es bajo qué condiciones (o sea, bajo qué elecciones de estrategias 
posibles) un jugador no encontraría incentivos para cambiar su decisión. Si al definir un tipo de 
solución "más crédulo" que el propuesto -a ím de resolver problemas como d planteado en el-
halláramos soluciones que no fueran equilibrios de Nash, entonces no sería adecuado, pues 
estaríamos validando perfiles espurios teniendo en cuenta que los jugadores podrían desviar 
sus elecciones razonablemente. En consecuencia, cualquier nuevo criterio de credulidad q¡¡e 
introduzcamos debería arrojar como soluciones sólo equilibrios de Nash. En otras palabi1!S, 
aunque éste no sea un requisito suficiente, sí parece ser necesario. · 
Algunos autores, como Baroni et al. (2005) proponen una solución al problema de los 
argumentos autoatacados qúe resuelve M:n el próolema del Ejemplo 2, o sea, valida la 
elección de la estrategia {b}. Sin embargo, no cumple con nuestro requisito en todos los 
casos. La propuesta, llamada por los autores semántica CK2, tiene una formulación demasiado 
compltcada y extensa como para exponer aquí, pero de todos modos podemos analizar el 
siguiente ejemplo para observar que el resultado de su aplicación da soluciones que no son 
equilibrios de 1:-fash. 
Ejemplo 3 
Sea AF = ({a, b, e}, {(a,b), (b,c), (c,a)}). El juego asociado a este marco se muestra 
parcialmente en la Figura 3 
2 
0 {a} {b} {e} 
0 1,1 1,1 1,1 . 1 '1 
{a} 1,1 1' 1 1,0 0,1 
{b} 1' 1 0,1 1,1 1,0 
{e} 1,1 0,1 1,0 1 ,1 
Figura 3 
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En este marco argumentativo la semánl!ca CF2 sanciona las extensiones {a}, {b} y {e}, lo que 
sugiere la elección de esos subconjuntos como estrategias altematívas válidas para el tipo de 
credulidad que se busca modelar (Pollock(l994) apoya una decisión de este tipo). Sin 
embargo, puede verse que si las respectivas elecciones de los jugadores no coinciden entre si (o 
sea, si eligen los perfiles ({a}, {b}), ({a},{c}), etc), entonces el resultado del juego no va a ser 
un equilibrio de Nash. Otras criticas a semánticas como éstas son habituales. Algunos autores, 
como Dung, sostienen que no es recomendable elegir entre {a}, {b} y {e} puesto que los 
argumentos que contienen forman un ciclo impar de ataques, y entienden que así cada 
argumento se ataca a si mismos de un modo indirecto (es decir, dado el ciclo a = b = e = a, 
a se ataca a si mismo al defender a su atacante e del ataque de b; lo mismo ocurre con los otros 
argumentos}. 
Vamos a proponer ahora un criteno de credulidad según el cuál siempre se obtendrán 
equilibrios de Nash .. Diremos que A es una estrategia vindicable si y sólo s1 A es un 
subconjunto máximo (de acuerdo con el PMA) de argumentos tal que para toda estrategia B, 
P 1(A,B)::.P .. ,{A,B) Por su parte, un perfil (A,B) será una solución vindicable si y sólo si A y B 
son estrategias vmdicables. Considerando los pagos, lo que una estrategia vindícable asegura 
es obtener al menos la misma utilidad que el otro jugador; desde el punto de vista 
argumentatlvo, lo que asegura es que el otro jugador no pueda refutar. En el 
Ejemplo 2 ( { b}, { b}) es la única solución vindicable y es también un eqmlibno de Nash, 
mientras en el Ejemplo 3 (0,0) es la única solución vindícable y es también un equilibno de 
Nash Por su parte, {a}, {b} y {e} no son vindicables en este ejemplo Así, hemos obtenido un 
noción de solución adecuada que resuelve el problema de los argumentos que se autoatacan e 
inhibe la justificación de argumentos "demasiado" crédulos 
Es fácil demostrar que las soluciones vindicables son "más crédulas" que las solucwnes 
crédulas definidas ínicmlmente (no lo hacemos aquí por falta de espacio) Por otra parte, el 
siguiente resultado nos asegura lo que más nos importa, a saber, que se mantienen dentro de 
los límites de la racwnalidad impuesta por los equilibrios de N ash 
Teorema 1 
Para todo marco argumentativo AF, sí (A,B) es una solución vmdicable de JAAF entonces (A,B) 
es un equilibrio de Nash de JAAF 
Prueba. Sea (A,B) una solución víndicable. Entonces A y B son ambas estrategias vmdicables, 
lo que implica que P1(A,B) = P 1(A,B). Luego, o bien (í) P(A,B) = (O, O) o bien (li) P(A,B) = 
(1,1). Supongamos que se da (i); entonces o bien (i.a) ocurren ataques internos en A (y/o en B) 
o bien (i.b) existe un argumento a E A (B) que es atacado por algún b E B (A), pero b no es 
atacado por ningún argumento de A (B). S1 (i.a) es el caso, entonces P(0,A)=(l,O) (ó 
P(0,B)=(l,O)), contradiciendo que A (B) es vindicable. S1 (Lb) es el caso, entonces 
P({b},A)=(l,O) (ó P({b),B)=(l,O)), lo que también contrad!Ce la vindicab!lidad de A (B} 
Luego, (i) no es el caso, esto es, P(A,B) * (0,0). Por lo tanto se da (ü), P(A,B) = (1,1), lo que 
claramente ind1ca que (A,B) es un equilibno de Nash. QE D . 
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Conclusión 
Distintas nociones de credulidad y escepticísmo se han planteado en la investigación de los 
sistemas argumentativos. Sin embargo, hasta el momento no se había hablado de cuáles son los 
límites d§ I.a credulidad, esto. es, cómo determinar para cualquier marco argumentativo cuál es 
el máximo de argumentos que se pueden justificar razonablemente. Aquí hemos defendido la 
noción de equilibrio de Nash como herramienta formal apropiada para marcar ese !Imite, 
previa representación de los marcos argumentativos como juegos argumentativos. A su vez, 
hemos presentado la noción de solución vindícable, que resuelve el problema de los 
argumentos autoatacados dentro de los límites mencionados. Nos proponemos investigar en el 
futuro si otros tipos de equilibrio conocidos en teoría de juegos, como los de 
racionalizablhdad, pueden convalidar los tipos de credulidad sancionados comó no-racionales 
por los equilibrios de Nash. · 
Notas 
1 La noción de creduhdad dada aqui se corresponde con las semánticas preferidas de Dung. Demostramos esto en 
Bodanza y Tohmé (2005) 
2 Por supúesto la semántica preferida de Dung, mencmnada en la nota antenor, descarta esta posibilidad. 
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