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Abstract
We construct the surface measure on the space Cð½0; 1; MÞ of paths in a compact
Riemannian manifold M without boundary embedded into Rn which is induced by the usual
ﬂat Wiener measure on Cð½0; 1;RnÞ conditioned to the event that the Brownian particle does
not leave the tubular e-neighborhood of M up to time 1. We prove that the limit as e-0 exists,
the limit measure is equivalent to the Wiener measure on Cð½0; 1; MÞ; and we compute the
corresponding density explicitly in terms of scalar and mean curvature.
r 2003 Elsevier Inc. All rights reserved.
1. Introduction
In the study of heat ﬂow on a manifold M it is a natural idea to embed the
manifold into Euclidean space via Nash’s theorem and to compare some properties
of the ﬂat Brownian motion in the surrounding space with corresponding properties
of the motion on M: In particular, since the Wiener measures W and WM on the
path spaces CðRnÞ and CðMÞ are the canonical measures and CðMÞ is a submanifold
of CðRnÞ; one could expect in analogy to the ﬁnite-dimensional situation thatWM is
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just the surface measure induced byW: However, we show that this is generally false
but that the surface measure is equivalent toWM and that the density depends both
on the (intrinsic) scalar curvature and the mean curvature of the embedding. The
same surface measure has previously been identiﬁed by a completely different
method based on discrete-time approximation in [11].
It would be interesting to ﬁnd a direct proof of the equivalence of the two
approaches. The formula of the density given below allows to interpret certain
geometric curvature characteristics as an additional ‘effective’ potential in the
Schro¨dinger equation (in the spirit of [1]) on the manifold. The particular geometric
potential in our main result appears also in the context of the study of holonomic
constraints in quantum mechanics in [5, p. 500]. The methods of [5] could be used to
give an alternative (but not simpler) proof of results similar to ours except that our
statement of weak convergence also implies uniform tightness of the family ðWeÞ
introduced below. A more detailed exposition of this background and an extension
to more general surrounding manifolds will be given in [9]. We also note that our
result can be used to get alternative proofs for Girsanov-type theorems for a
Brownian motion on M:
Let us now sketch the statement and the idea of the proof of our main theorem.
Let MCRn be a smooth compact m-dimensional Riemannian manifold without
boundary. Denote by k ¼ n  m the codimension of M and by Me the tubular
neighborhood of M; which consists of all points in Rn such that their distance to the
manifold is less or equal e: Let a0AM be the starting point of all stochastic processes
considered below. In the sequel, we will always write CðXÞ instead of Ca0ð½0; 1; X Þ:
Denote by W the Wiener measure on CðRnÞ and by WM the Wiener measure on
CðMÞ: Let We be the normalized restriction of the Wiener measure W to CðMeÞ
We ¼
WjCðMeÞ
WðCðMeÞÞ;
i.e., the conditional law of a Brownian particle conditioned not to leave the e-
neighborhood of the manifold.
The main result of the paper is the theorem in the last section, where we prove that
the conditional laws We converge weakly to a probability measure W0 on CðMÞ
which is equivalent to the Wiener measure WM on the manifold, and the density is
given by
dW0
dWM
ðoÞ ¼
exp  1
4
R 1
0 RðotÞ dt þ 18
R 1
0 jjsjj2ðotÞ dt
n o
EWM exp  14
R 1
0 RðotÞ dt þ 18
R 1
0 jjsjj2ðotÞ dt
n o; ð1Þ
where RðaÞ is the scalar curvature and sðaÞ is the tension vector of M at aAM: The
measure W0 is called the surface measure on the path space of the manifold M
generated by the Wiener measure in Rn: In particular, if M has constant scalar and
mean curvature then the surface measure W0 (and hence also the measure
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constructed in [11]) coincides with the Wiener measure WM ; as was already
announced in [10].
We remark that this result also yields another construction of the Wiener measure
WM which complements the classical ones (cf. e.g. [4]): Let j denote any continuous
extension of the density given by formula (1) to the space CðMeÞ which is also
bounded away from 0: Then the measures j1We converge to WM :
We use the following notation. We assume that e0 is small enough and the
orthogonal projection p :Me0-M is well deﬁned (and we consider eoe0). We denote
by TaM the tangent space of M at aAM and by NaM the normal space of M at pðaÞ;
for aAMe0 : In the sequel, we identify these spaces with the corresponding subspaces
in Rn: We also use the Einstein summation convention: an index occurring twice in a
product is to be summed from one up to the space dimension.
First, we construct a special vector ﬁeld v on Rn: To do that, we notice that there
are two natural measures lRn and l" onMe0 : The ﬁrst one is induced from R
n by the
embedding Me0CR
n: The second one is called the reference measure, it reﬂects the
natural product structure in the normal bundle NM and is deﬁned by
l"ðAÞ ¼
Z
pðAÞ
lRkðAxÞ dlMðxÞ;
where Ax ¼ p1ðxÞ and lRk and lM are the Lebesgue measures on Rk and M;
respectively. The reference measure l" is equivalent to lRn and the vector ﬁeld v is
then deﬁned by
vðaÞ ¼ prNyM r log
dl"
dlRn
 
; aAMe0 :
Finally, we extend v to a smooth vector ﬁeld with compact support in Rn:
Further, we consider the stochastic process ðytÞ in Rn; which is a weak solution of
the stochastic differential equation
dyt ¼ dbt þ 1
2
vðytÞ dt; y0 ¼ a0:
We prove in Proposition 15 that the surface measure corresponding to the process
ðytÞ is just the Wiener measure on the manifold. The idea of the proof is based on
Fermi decomposition of the process ðytÞ; which is constructed in Section 4. Namely,
we represent the process ðytÞ by a pair of processes ðxtÞ and ðztÞ; where ðxtÞ is a
process in M and ðztÞ is a process in Rk: The ﬁrst one is just the projection (to the
manifold) of ðytÞ stopped while leaving Me0 : To construct the second process, we ﬁx
an orthonormal basis in Na0M and move it by stochastic parallel translation along
the semimartingale ðxtÞ to the point xt: So we get an orthonormal basis in Nxt M and
we deﬁne zt by the coordinates of yt  xtANxt M with respect to this basis up to the
exit time of Me0 : Then we prove that ðztÞ is a k-dimensional Brownian motion
independent of the m-dimensional Brownian motion driving the process ðxtÞ: Using
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this fact, we show that the distribution of ðxtÞ under the condition that jjztjjpe for all
0ptp1 converges to the Wiener measure on the manifold.
It follows from Girsanov’s Theorem (see Lemma 17), that the distribution m of
the process ðytÞ is absolutely continuous with respect to W; and the density is
given by
r ¼ dW
dm
¼ exp  1
2
Z 1
0
/vðbtÞ; dbtSþ 1
8
Z 1
0
jvðbtÞj2 dt
 
:
If r were continuous and bounded we could ﬁnd the density dW0=dWM just by the
normalized restriction of r to CðMÞ: Since r is not necessarily of this kind we
approximate it by a continuous bounded function r0 in such a way that the
approximation is quite good on the paths from CðMe0Þ (the precise deﬁnition is given
in Section 8). In Proposition 22 we compute r0 explicitly to
r0 ¼ exp 
1
4
Z 1
0
RðxtÞ dt þ 1
8
Z 1
0
jjsjj2ðxtÞ dt
 
;
where ðxtÞ is the ﬁrst component of the Fermi decomposition of ðbtÞ: Finally, we
prove in the last two sections that the density dW0=dWM coincides with the
normalized restriction of r0 to CðMÞ and obtain formula (1).
2. Derivatives of the projection p
In this section, we compute the ﬁrst derivative of the projection p at a point in the
e0-neighborhood of M:
Let us introduce the following notation. For a given point aAMe0 ; we consider an
orthogonal coordinate system ðy1;y; ynÞ with respect to a basis ðeiÞ centered at pðaÞ
such that its ﬁrst m basis vectors form an orthonormal basis of the tangent space
TpðyÞM: By the implicit function theorem, in this coordinate system the manifold M
can be represented locally in a neighborhood of pðaÞ by a system of equations
ysþm ¼ fsðy1;y; ymÞ or, equivalently, by a system of equations jsðyÞ ¼ 0;
where jsðy1;y; ynÞ ¼ ymþs  fsðy1;y; ymÞ; sA1;y; k: Notice that rjsð0Þ ¼ emþs;
for all s:
Deﬁnition 1. We call such a coordinate system ðyiÞ an orthogonal coordinate system
corresponding to the point a and the functions fs (or js) the local representation of
M at the point a with respect to this coordinate system.
Further, denote by Fs ¼ Hess fsð0Þ the Hessian of fs at zero and denote the last k
coordinates of a in the coordinate system ðyiÞ by ðz1;y; zkÞ (notice that the ﬁrst m
coordinates of a are equal to zero).
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Lemma 2. Let aAMe0 : Then the first derivative operator DpðaÞ of the projection is
given by the matrix
DpðaÞ ¼ ½Imm  z
sFs1 0mk
0km 0kk
" #
in the coordinate system corresponding to a:
Proof. First notice that @mþspðaÞ ¼ 0; for all 1pspk; since the projection is constant
along these directions. Therefore the both right blocks of the matrix are equal to
zero.
Further, differentiating js3p ¼ 0 with respect to yi and taking into account that
@jjsð0Þ ¼ dj;mþs we obtain @ipmþsðaÞ ¼ 0 for all 1pipn; 1pspk: This means that
the left lower block is also equal to zero.
It remains to prove the formula for the remaining block, which we denote by X :
Since y  pðyÞANyM and NyM ¼ /ðrjs3pÞðyÞ : 1pspkS; we have
y ¼ pðyÞ þ asðyÞðrjs3pÞðyÞ;
where as are some smooth functions with asð0Þ ¼ zs: Differentiating with respect to
y; we obtain
Inn ¼ Dpþ ðrjs3pÞDas þ as Hess jsDp:
Taking value at the point a; we get
I 0
0 I
 
¼ X 0
0 0
 
þ 0
I
 
½Dasð0Þ  zs Fs 0
0 0
 
X 0
0 0
 
;
and, ﬁnally, considering the left upper block, we obtain X ¼ ½I  zsFs1: &
3. Curvature in local coordinates
In this section we compute the second fundamental form, the scalar curvature, and
the norm of the tension ﬁeld of the manifold M at a point aAM in terms of the local
representation of M at the point a deﬁned in the previous section.
Lemma 3. ½Fsij ¼ l@mþsð@i; @jÞjpðaÞ; where lnð; Þ denotes the second fundamental form
of M with respect to Rn and ð@iÞ is the orthonormal basis of Rn corresponding to the
local coordinate system ðy1;y; ynÞ at aAMe0 :
Proof. Let u ¼ up@p; w ¼ wq@q; and n ¼ nr@r be vector ﬁelds deﬁned on a neighbor-
hood of pðaÞ in Me0 such that
(1) uðxÞ; wðxÞATxM and nðxÞANxM for all xAM;
(2) uðpðaÞÞ ¼ @i; wðpðaÞÞ ¼ @j; and nðpðaÞÞ ¼ @mþs:
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Notice that we can take n ¼ rjs: By the deﬁnition of the second fundamental form
we obtain
lnðu; wÞjpðaÞ ¼/rR
n
u n; wSjpðaÞ ¼ /rR
n
up@p
nr@r; wq@qSjpðaÞ
¼ up@pnrwq/@r; @qSjpðaÞ ¼ @in jjpðaÞ ¼ @ijjsð0Þ ¼ ½Fsij;
which completes the proof. &
Lemma 4. The scalar curvature RðaÞ of the manifold M at the point a is given by
RðaÞ ¼
Xk
s¼1
½ðtr FsÞ2  trðFsÞ2
in the orthogonal coordinate system ðyiÞ corresponding to a:
Proof. We consider ðy1;y; ymÞ as local coordinates in M in a neighborhood of a:
Then gijð0Þ ¼ dij and by the deﬁnition of the scalar curvature RðaÞ ¼ Rijijð0Þ: Now by
the Gauss equation (see [6]) and by Lemma 3 we obtain
RðaÞ ¼/Rð@i; @jÞ@j; @iSja
¼
Xk
s¼1
½l@mþsð@j; @jÞl@mþsð@i; @iÞ  l@mþsð@i; @jÞl@mþsð@i; @jÞa
¼
Xk
s¼1
½ðFsÞjjðFsÞii  ðFsÞijðFsÞij ¼
Xk
s¼1
½ðtr FsÞ2  trðFsÞ2;
and the formula is proved. &
Lemma 5. The norm of the tension field s of M at the point aAM is given by
jjsðaÞjj2 ¼
Xk
s¼1
ðtr FsÞ2: ð2Þ
Proof. By [3] jjsjj ¼ mjjkjj; where k denotes the mean curvature vector of M at the
point a: The ﬁrst coordinates of kðaÞ are equal to zero since the mean curvature
vector belongs to the normal space. By deﬁnition of k (see [6]) and using the previous
lemma, we have
kmþsðaÞ ¼ 1
m
Xm
i¼1
l@mþsð@i; @iÞ ¼ 
1
m
tr Fs;
which implies (2). &
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4. Fermi decomposition of a stochastic process
Let ðytÞ be a stochastic process inMe0 starting at a0: In this section, we construct a
decomposition of ðytÞ into two processes ðxtÞ and ðztÞ; where the ﬁrst one is just the
projection
xt ¼ pðytÞ
and the second one is a process in Rk starting at zero and describing the orthogonal
component ðyt  xtÞ of the process ðytÞ:
First, let us deﬁne stochastic parallel translation of a vector nARn along the M-
valued semimartingale ðxtÞ due to [2]. First, we ﬁx an orthonormal basis ðe1;y; enÞ
in Rn such that ðe1;y; emÞ span Ta0M: Further, for each xAM; let Px denote the
orthogonal projection of Rn onto TxM and Qx ¼ Id Px denote the orthogonal
projection of Rn onto NxM: Then P and Q are smooth functions from M to the
vector space of linear maps from Rn to Rn (see [2, Lemma 1.24]). Since we have ﬁxed
an orthonormal basis in Rn we can also say that P and Q are smooth functions from
M to glðnÞ; where glðnÞ is the linear space of all n  n-matrices with real elements. In
the sequel, we will always identify matrices with corresponding linear operators if
there is no risk of confusion. For xAM and wATxM; we deﬁne
GxðwÞ ¼ dQxðwÞPx þ dPxðwÞQxAglðnÞ:
Deﬁnition 6. Given nARn; let nt ¼ utn; where ðutÞ solves the Stratonovich stochastic
differential equation
dut þ GxtðdxtÞut ¼ 0 with u0 ¼ IAglðnÞ: ð3Þ
Then ðntÞ is called stochastic parallel translation of n along ðxtÞ:
Lemma 7. (1) The system of vectors ðute1;y; utenÞ is an orthonormal basis in Rn such
that the first m vectors form an orthonormal basis in Txt M and the last k vectors form
an orthonormal basis in Nxt M;
(2) uT solves the equation duTt ¼ uTt GxtðdxtÞ with uT0 ¼ I :
Proof. (1) By Theorem 3.18 from [2], the process ðutÞ is orthogonal for all t and
satisﬁes Pxt ut ¼ utPx0 : Hence Pxt utei ¼ utPx0ei ¼ utei; for all ipm and therefore
uteiATxt M for all ipm and for all t:
(2) It follows from (3) that duTt ¼ ½GxtðdxtÞutT ¼ uTt ðGTxtðdxtÞÞ: Further, using
Lemma 2.39 from [2], which says that GT ¼ G; we get duTt ¼ uTt GxtðdxtÞ: &
Thus, for each t; the coordinate system ðuteiÞ is an orthogonal coordinate system
corresponding to xt in the sense of the Deﬁnition 1. This allows us to construct the
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processes ðFsðxt; utÞÞ which are deﬁned by Fs with respect to the coordinate system
ðuteiÞ at the point xt: In this case Fs are smooth function from M  oðnÞ; where
oðnÞCglðnÞ is the set of the orthogonal matrices.
Further, let pr1 :R
n-Rm (respectively, pr2 :R
n-Rk) be the linear operator that
maps uARn to its ﬁrst m (respectively, to its last k) coordinates. Denote by
pr11 :R
m-Rn (respectively, pr12 :R
k-Rn) the right inverse to pr1 (respectively, to
pr2) such that pr
1
1 pr1 ¼ Pa0 (respectively, pr12 pr2 ¼ Qa0 ). We deﬁne linear
operators It :R
n-Rm and Jt :R
n-Rk by
It ¼ pr1 uTt and Jt ¼ pr2 uTt :
Deﬁnition 8. Let ðztÞ be the orthogonal component of ðytÞ precisely deﬁned by
zt ¼ Jtðyt  xtÞ:
We call the pair of the processes ðxtÞ and ðztÞ (with values in M and Rk; respectively)
Fermi decomposition of the process ðytÞ:
5. Construction and properties of the vector ﬁeld v
In order to deﬁne the vector ﬁeld v mentioned in the introduction notice that there
are two natural measures lRn and l" onMe0 : The ﬁrst one is inherited from R
n since
Me0CR
n: The second one is deﬁned by
l"ðAÞ ¼
Z
pðAÞ
lRkðAxÞ dlMðxÞ; ACMe0 Borel;
where Ax ¼ p1ðxÞ and lRk and lM are the Lebesgue measures on Rk and M;
respectively. We have used here the fact that AxCNxM and that there is a linear
isometry between NxM and R
k: Moreover, the Lebesgue measure lRk is independent
of the choice of such an isometry and hence l" is well-deﬁned.
Lemma 9. l" is equivalent to lRn ; and the density is given by
dl"
dlRn
ðaÞ ¼ det ½I  zsFs1;
where z and ðFsÞ are from some local representation corresponding to aAMe0 :
Proof. Let aAMe0 ; ðyiÞ be an orthogonal coordinate system corresponding to a; and
f (and so ðFsÞ and z) be from the local representation of M at the point a:
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Let VCM be a neighborhood of pðaÞ and UCRm be a neighborhood of zero such
that the mapping c0 : U-V given by
c0ðxÞ ¼ ðx; f ðxÞÞ
is a bijection. Let ns : U-Rn be smooth functions such that ðnsðxÞÞ is an orthonormal
basis of Tc0ðxÞM and nsð0Þ is the ðm þ sÞth basis vector of the coordinate system
corresponding to u: Consider now the mapping c : U  Bðe0Þ-p1ðVÞ given by
cðx; zÞ ¼ c0ðxÞ þ zsnsðxÞ:
We have
Dcð0; zÞ ¼ I  z
sFs 0
 I
 
; ð4Þ
where the star denotes some k  m matrix. In fact,
@zscð0; zÞ ¼ nsð0Þ
and therefore two right blocks of Dcð0; zÞ are 0 and I ; respectively. In order to
compute the left upper block notice that ns ¼ apsZp; where aps : U-R are some
smooth functions such that aps ð0Þ ¼ dps and
ZpðxÞ ¼ ðrjpÞ3c0:
Then, for ipm; we have using Zipð0Þ ¼ 0
@x jcið0; zÞ ¼ dij þ zs@x japsZipj0 þ zsaps@x jZipj0
¼ dij þ zsdps@ijjpð0Þ ¼ dij  zsðFsÞij :
It remains to notice that by deﬁnition l" is locally the image measure of lM#lRk
under the mapping c: Therefore
dl"
dlRn
ðaÞ ¼ det ½Dcð0; zÞ1 ¼ det ½I  zsFs1;
and the statement is proved. &
Let us now deﬁne the vector ﬁeld v on Me0 by
vðaÞ ¼ QpðaÞ r log dl"
dlRn
 
:
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Lemma 10. For aAMe0 ; vðaÞ is given by
vðaÞ ¼ ð0;y; 0; trðF1½I  zpFp1Þ;y; trðFk½I  zpFp1ÞÞ
in an orthogonal coordinate system corresponding to a:
Proof. The ﬁrst m coordinates of vðaÞ are equal to zero by the deﬁnition of v:
Further, by Lemma 9 we have
vðaÞ ¼ QpðaÞ r log dl"
dlRn
 
¼QpðaÞðr log det ½I  zsða; uÞFsða; uÞ1Þ
¼QpðaÞðtrr log½I  zsða; uÞFsða; uÞÞ
and therefore
vmþsðaÞ ¼ tr @zs log½I  zpFp ¼ trðFs½I  zpFp1Þ;
for all 1pspk: &
Lemma 11. For aAM; div vðaÞ ¼ RðaÞ; where RðaÞ is the scalar curvature of M at the
point a:
Proof. Since div vðaÞ is independent of the choice of orthogonal coordinates let us
compute it in the coordinates ðyiÞ corresponding to a: Using the fact that
vðyÞANpðyÞM for all y; we have
vðyÞ ¼ asðyÞZsðxðyÞÞ;
where as are smooth functions with asð0Þ ¼ tr Fs (since we have vmþsð0Þ ¼ tr Fs by
Lemma 10) and xiðyÞ ¼ ðc1ÞiðyÞ; 1pipm: It follows from (4) that
ðDcÞ1ð0; 0Þ ¼ I 0 I
 
and therefore @yi x
jð0Þ ¼ d ji : Then using @i fsð0Þ ¼ 0 and the deﬁnition of Zi we
obtain
Xm
i¼1
@iv
ið0Þ ¼ 
X
i;s; j
as@ij fs@yi x
j j0 ¼ 
X
i;s
tr FsðFsÞii ¼ 
Xk
s¼1
ðtr FsÞ2;
Xk
s¼1
@mþsvmþsð0Þ ¼
Xk
s¼1
@zs trðFs½I  zpFp1Þð0Þ ¼
Xk
s¼1
trðFsÞ2:
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Finally, by Lemma 4 we get
div vðaÞ ¼
Xm
i¼1
@iv
ið0Þ þ
Xk
s¼1
@mþsvmþsð0Þ ¼ 
Xk
s¼1
ðtr FsÞ2 þ
Xk
s¼1
trðFsÞ2 ¼ RðaÞ
which proves the assertion. &
6. Construction and properties of the shifted process ðytÞ
Let us extend the vector ﬁeld v from Me0 to R
n in such a way that the extension is
smooth and has compact support (the choice of the extension is not essential for
further considerations). We denote such an extension also by v: Then there exists a
unique weak solution ðytÞ of the stochastic differential equation
dyt ¼ dbt þ 12 vðytÞ dt;
y0 ¼ a0:
(
ð5Þ
Let t be the exit time of ðytÞ from Me0 : Consider the stopped process ðyt4tÞ and
denote by ððxtÞ; ðztÞÞ its Fermi decomposition. Further, consider the process
b˜t ¼
Z t
0
uTs dbs:
It is also an n-dimensional Brownian motion by the Le´vy’s characterization theorem
since it is a continuous local martingale with db˜itdb˜
j
t ¼ dij dt by the orthogonality of
us for all s: Denote by b˜
0
t (respectively, by b˜
00
t ) the ﬁrst m (respectively, the last k)
components of b˜t:
Lemma 12. The Itoˆ differential of the process ðxtÞ up to time t is given by
dxt ¼ ut pr11 ½I  zstFsðxt; utÞ1db˜0t þ 12 DpðytÞ dt:
Proof. By Lemma 2 we can compute DpðytÞ in the coordinate system corresponding
to the basis ðuteiÞ: Hence the formula for DpðytÞ with respect to the original
coordinate system ðeiÞ is given by
DpðytÞ ¼ ut pr11 ½I  zstFsðxt; utÞ1 pr1 uTt :
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Now by Itoˆ’s formula and using vðytÞANxt M we obtain up to time t
dxt ¼ dpðytÞ ¼ DpðytÞ dyt þ 12 DDpðytÞ dyt dyt
¼ ut pr11 ½I  zstFsðxt; utÞ1 pr1 uTt dbt þ
1
2
vðytÞ dt
 
þ 1
2
DpðytÞ dt
¼ ut pr11 ½I  zstFsðxt; utÞ1db˜0t þ
1
2
DpðytÞ dt;
which completes the proof. &
Lemma 13. zt ¼ b˜00t up to time t:
Proof. Let us show that the Stratonovich differentials of the processes ðztÞ and ðb˜00t Þ
coincide. Recall that for two continuous semimartingales a and b holds adb ¼
adb þ 1
2
dadb: Then, using the equalities dQP ¼ QdP and dPQ ¼ PdQ; the
deﬁnition of G; and Lemma 7 we obtain
db˜00t ¼ db˜00t ¼ pr2 uTt dbt
¼ Jtdbt  12 pr2 duTt dbt
¼ Jtdbt  12 pr2 uTt GxtðdxtÞdbt
¼ Jtdbt  12 JtdQxtðdxtÞPxtdbt  12 JtdPxtðdxtÞQxtdbt
¼ Jtdbt þ 12 JtQxt dPxtðdxtÞdbt þ 12 JtPxt dQxtðdxtÞdbt
¼ Jtdbt þ 12 JtdPxtðdxtÞdbt:
Analogously, using yt  pðytÞANxt M and Lemma 2, which implies that Im½DpðyÞ ¼
TpðyÞM; we compute
dzt ¼ pr2 duTt ðyt  pðytÞÞ þ pr2 uTt dðyt  pðytÞÞ
¼ pr2 uTt GxtðdxtÞðyt  pðytÞÞ þ pr2 uTt dyt  pr2 uTt DpðytÞdyt
¼ JtðdQxtðdxtÞPxt þ dPxtðdxtÞQxtÞðyt  pðytÞÞ þ Jtdyt
¼ Jtdyt  JtPxt dQxtðdxtÞðyt  pðytÞÞ
¼ Jtdyt
¼ Jtdbt þ 12 JtvðytÞ dt:
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It remains to show that JtdPxtðdxtÞdbt ¼ JtvðytÞ dt or, equivalently, that the last k
coordinates of the vectors dPxtðdxtÞdbt and vðytÞ dt with respect to the coordinate
system ðuteiÞ coincide. We compute them using Lemmas 2, 10 and 14 below.
ðdPxtðdxtÞdbtÞmþs ¼ð@iPxtÞmþs;kðpr1 uTt dxtÞiðuTt dbtÞk
¼ @ik fsðxtÞðpr1 uTt DpðytÞdytÞiðuTt dbtÞk
¼ @ik fsðxtÞðpr1 uTt ut pr11 ½I  zpt Fpðxt; utÞ1 pr1 uTt dbtÞiðuTt dbtÞk
¼ @ik fsðxtÞð½I  zpt Fpðxt; utÞ1 pr1ÞirðuTt ÞrqðdbÞqðuTt ÞklðdbÞl
¼ @ik fsðxtÞ½I  zpt Fpðxt; utÞ1ik dt
¼ trðFsðxt; utÞ½I  zpt Fpðxt; utÞ1Þ dt
¼ vmþsðytÞ dt:
This implies dzt ¼ db˜00t and zt ¼ b˜00t since this stochastic differential equation is
exact. &
Lemma 14. dPx is given by the formulae
@iPx ¼
0 @iDf
T
@iDf 0
 
0
in an orthogonal coordinate system at xAM:
Proof. Let xAM: Consider an orthogonal coordinate system ðyiÞ at x and the local
representation ð fsÞ of M at the point x: Notice that
P
I Df T
Df I
 
¼ I 0
Df 0
 
since the ﬁrst m columns of the matrix on the left-hand side generate the tangent
space Tðy; f ðyÞÞM and the last k columns generate the normal space Nðy; f ðyÞÞM:
Differentiating with respect to yi; we obtain
@iP
I Df T
Df I
 
þ P 0 @iDf
T
@iDf 0
 
¼ 0 0
@iDf 0
 
:
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Evaluating at zero and using Df ð0Þ ¼ 0; we get
@iPx ¼
0 0
@iDf 0
 
0
 I 0
0 0
 
0 @iDf T
@iDf 0
 
0
¼ 0 @iDf
T
@iDf 0
 
0
which proves the lemma. &
7. Surface measure corresponding to the process ðytÞ
Let m be the distribution of the process ðytÞ: Denote by me the normalized
restriction of m to CðMeÞ
me ¼
mjCðMeÞ
mðCðMeÞÞ:
Proposition 15. The family me converges weakly to WM ; i.e., the surface measure
corresponding to the process ðytÞ is just the Wiener measure on CðMÞ:
Proof. We need to prove that the conditional law of the process ðytÞ; given that the
ðytÞ does not leave Me before time 1 converges to WM as e tends to zero.
Consider the Fermi decomposition ððxtÞ; ðztÞÞ of the stopped process ðyt4tÞ:
By Lemmas 12 and 13 the process ðztÞ is just a k-dimensional Brownian
motion independent of the m-dimensional Brownian motion driving the
process ðxtÞ:
Consider now any probability space on which there is an n-dimensional
Brownian motion ðbt Þ and, moreover, there is a family ðzetÞ of processes such
that each ðzetÞ has the same law as ðztÞ under me and the whole family fðzetÞ : eoe0g is
independent of ðbt Þ: On this probability space we consider the ﬁltration ðFtÞ
generated by fbs : sptg and all the processes ðzetÞ; 0ptp1: Then ðbt Þ is
an n-dimensional ðFtÞ-Brownian motion, ðpr1 bt Þ is an m-dimensional ðFtÞ-
Brownian motion and the coefﬁcients in the system of the stochastic differential
equations
duet þ Gxet ðdxetÞuet ¼ 0;
dxet ¼ uet pr11 ½I  ðzetÞsFsðxetÞ1 pr1 dbt þ 12 Dpðxet þ uet pr12 zetÞ dt;
ue0 ¼ I ;
xe0 ¼ a0
8>><
>>:
are adapted. It follows from jjzet jjpe that the coefﬁcients are also bounded and hence
there is a unique solution ðuet ; xetÞ of this system for each e and the law of ðxetÞ is the
same as the law of ðxtÞ under me: Moreover, on this probability space the processes
ðzetÞ converge uniformly to zero. It follows now from Lemma 16 below that ðuet ; xetÞ
converges locally uniformly in probability to the solution ð %ut; %xtÞ of the system of the
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stochastic differential equation
d %ut þ G %xtðd %xtÞ %ut ¼ 0;
d %xt ¼ %utPa0 dbt þ 12Dpð %xtÞ dt;
%u0 ¼ I ;
%x0 ¼ a0:
8>><
>>:
It remains to show that the process ð %xtÞ is a Brownian motion on M: Since %ut is
orthogonal for all t we have %utPa0 db

t ¼ P %xt %ut dbt ¼ P %xt dbt ; where ðbt Þ is another
n-dimensional Brownian motion starting in a0: Further, notice that Px ¼ DpðxÞ for
xAM by Lemma 2, and the Itoˆ differential equation for the process ð %xtÞ now looks
like
d %xt ¼ Dpð %xtÞ dbt þ 12 Dpð %xtÞ dt;
%x0 ¼ a0:
(
Due to [8, Theorem 30.14] the drift c of the Stratonovich stochastic differential
equation at the point xAM can be computed in local coordinates corresponding to
x; and using @qp jðaÞ ¼ d jq for j; qpm and @qp jðaÞ ¼ 0 otherwise, we obtain
2ci ¼Dpiðx; 0Þ 
Xn
q¼1
@qp j@jð@qpiÞðxÞ ¼ Dpiðx; 0Þ 
Xm
j¼1
@jjpiðx; 0Þ
¼
Xn
j¼mþ1
@jjpi ¼ 0
as p is constant in the normal directions. Now the Stratonovich stochastic
differential equation for the process ð %xtÞ looks like
d %xt ¼ P %xtdbt ;
%x0 ¼ a0:

Hence %xt is a Brownian motion on M: &
Lemma 16. ðxe; ueÞ-ð %x; %uÞ locally uniformly in probability.
Proof. Denote the processes ðxet ; uetÞ and ð %xt; %utÞ by ðaetÞ and ð %atÞ; respectively. Then
the processes ðaetÞ and ð %atÞ satisfy the stochastic differential equations
daet ¼ f1ðaet ; zetÞ dbt þ f2ðaet ; zetÞ dt and d %at ¼ f1ð %at; 0Þ dbt þ f2ð %at; 0Þ dt;
respectively, with the same initial conditions, where fi are short notations for the
coefﬁcients. It can be easily seen that fiða; zÞ-fiða; 0Þ as z-0 uniformly in a and the
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functions fiðx; 0Þ are Lipschitz. Now, let
jeðtÞ ¼ E sup
spt
jjaes  %asjj2:
It is sufﬁcient to show that jeð1Þ-0 as e-0: Let d40: According to the uniform
convergence of fi; choose e0 such that for all xAM and for all z with jjzjjpe0 hold
jj fiða; zÞ  fiða; 0Þjjod (it does not matter what norm we use since they are
equivalent). Then we have for jjzjjoe0 and for all a1; a2
jj fiða1; zÞ  fiða2; 0Þjj2p 2jj fiða1; zÞ  fiða1; 0Þjj2 þ 2jj fiða1; 0Þ  fiða2; 0Þjj2
p 2d2 þ 2cjja1  a2jj2;
where c1=2 is a Lipschitz constant for all fiðx; 0Þ simultaneously. Then, by Corollary
11.2.2 from [12], we obtain
feðtÞ ¼ E sup
spt
Z s
0
½ f1ðaeu; zeuÞ  f1ð %au; 0Þ dbu þ
Z s
0
½ f2ðaeu; zeuÞ  f2ð %au; 0Þ du




2
p c1E
Z t
0
jj f1ðaeu; zeuÞ  f1ð %au; 0Þjj2 du þ c1E
Z t
0
jj f2ðaeu; zeuÞ  f2ð %au; 0Þjj2 du
p c2d2 þ c3E
Z t
0
jjaeu  %aujj2 du
p c2d2 þ c3
Z t
0
feðuÞ du; for all t and eoe0;
where c1; c2; and c3 are positive constants independent of d: Now by
Gronwall’s lemma feðtÞpc2d2ec3t and in particular feð1Þpc2d2ec3 for all eoe0: Hence
feð1Þ-0 and the processes ðxet ; uetÞ converge to ð %xt; %utÞ locally uniformly in
probability. &
8. Absolute continuity of W with respect to l; formula for the
corresponding density, and its approximation
Now we study the relation between the familiesWe and me: It can be derived from
the relation between the measures W and m: We prove in the following lemma that
these two measures are equivalent and compute the corresponding density in terms
of the vector ﬁeld v:
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Lemma 17. W is equivalent to m and the density r is given by
r ¼ dW
dm
¼ exp  1
2
Z 1
0
/vðbtÞ; dbtSþ 1
8
Z 1
0
jvðbtÞj2 dt
 
: ð6Þ
Proof. Recall that m is the distribution of the process ðytÞ; which solves the stochastic
differential equation (5). Hence the process ðytÞ satisﬁes also
dbt ¼ dyt  1
2
vðytÞ dt:
It follows now from Girsanov’s theorem that the distributionW of ðbtÞ is equivalent
to the distribution m of ðytÞ and the corresponding density is given by (6). &
It is easy to see that the density r is not necessarily continuous and bounded. In
order to prove weak convergence of the family We we will approximate r by a
continuous and bounded function in such a way that the approximation is quite
good on the paths staying in Me for the whole time. In the deﬁnition below we
describe the type of the approximation we need, in Lemma 21 we investigate the
approximation of stochastic differentials with respect to dt and dxt; where ððxtÞ; ðztÞÞ
is the Fermi decomposition of the process ðbtÞ stopped while leaving Me0 : This
enables us to ﬁnd the approximation for the density r (Proposition 22) since the
stochastic integrals in (6) partly can be reduced to integrals with respect to dt and dx
and partly are approximated directly.
Deﬁnition 18. Let x : CðRnÞ-R be a measurable function. We say that x is OðeÞ if
there exists c40 such that Eme jxjppðpceÞp for all pAN: We say that a stochastic
differential is OðeÞ if the corresponding stochastic integral from zero to one is OðeÞ:
It follows from Minkowski’s inequality that the sum of two OðeÞ is again OðeÞ:
Lemma 19. Let x ¼ OðeÞ; then Eme jex  1j-0 as e-0:
Proof. We have by the deﬁnition of OðeÞ
Eme jex  1jpEme
XN
p¼1
jxjp
p!
¼
XN
p¼1
Eme jxjp
p!
p
XN
p¼1
pp
p!
ðceÞp-0;
since the radius of convergence of the power series
PN
p¼1
pp
p! z
p is positive. &
Lemma 20. Let ððxtÞ; ðztÞÞ be the Fermi decomposition of ðbtÞ stopped while leaving
Me0 : There are continuous bounded functions gxx; gux from the product space oðnÞ
M  Bkðe0Þ to glðnÞ and to Rn; respectively, such that
(1) ðdxtÞðdxtÞT ¼ gxxðut; xt; ztÞ dt;
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(2) dutdxt ¼ guxðut; xt; ztÞ dt;
(3) ðdxtÞðdztÞT ¼ 0nk dt:
Proof. Using Lemma 2 and the computations for the process ðbtÞ analogous to the
computations in Lemmas 12 and 13 for the process ðytÞ; we obtain
ðdxtÞðdxtÞT ¼DpðbtÞdbtðdbtÞT DpðbtÞT ¼ gxxðut; xt; ztÞ dt;
ðdxtÞðdztÞT ¼ ut pr11 ½I  zstFsðxt; utÞ1db˜0tðdb˜00t ÞT ¼ 0nk dt;
dutdxt ¼  GxtðdxtÞutdxt ¼ guxðut; xt; ztÞ dt;
which proves the statement. &
Lemma 21. Let f : oðnÞ  Rn  Rk-R be a smooth bounded function. Then
f ðut; xt; ztÞ dt ¼ f ðut; xt; 0Þ dt þ OðeÞ;
f ðut; xt; ztÞ dxit ¼ f ðut; xt; 0Þ dxit þ OðeÞ;
f ðut; xt; ztÞdxit ¼ f ðut; xt; 0Þdxit þ OðeÞ;
for all i:
Proof. The ﬁrst assertion is obvious. It sufﬁces to prove the last two formulas for the
case when f ðu; x; zÞ ¼ 0 for all xAM and uAoðnÞ:
Let ðotÞ be the coordinate process on ðCðRnÞ;FtÞ and t be its exit time fromMe0 :
Since ðotÞ is a semimartingale with respect to m its projection xt ¼ pðot4tÞ is also a
semimartingale with respect to m and therefore the Fermi decomposition ððxtÞ; ðztÞÞ
of the stopped process ðot4tÞ is well-deﬁned. Denote
xðoÞ ¼
Z 1
0
f ðut; xt; ztÞ dxit:
Notice that me is absolutely continuous with respect to m and the corresponding
density is given by dme=dmðoÞ ¼ jeðjjzjjÞ; where jj  jj is the supremum norm on
Cð½0; 1;RkÞ with respect to the euklidean norm j  j in Rk and je :R-R is given by
je ¼ mðCðMe0ÞÞ1½0;e:
For each e; let us approximate me by measures m
n
e that are not only absolute
continuous but also equivalent to m: Let ðjne Þ be a sequence of functions from R to R
such that jne40 and j
n
ekje: Denote
dne ðoÞ ¼
jne ðjjzjjÞ
Emjne ðjjzjjÞ
40
ARTICLE IN PRESS
N.A. Sidorova et al. / Journal of Functional Analysis 206 (2004) 391–413408
and deﬁne mne by the measure that is absolutely continuous with respect to m with
density dne : Then m
n
e is a probability measure equivalent to m since d
n
e is positive and
Emd
n
e ¼ 1: Therefore m and mne have the same semimartingales and, in particular, the
process ðxtÞ is a semimartingale with respect to mne :
Let x ¼ m þ a and x ¼ mne þ ane be the decompositions of ðxtÞ into a local
martingale part and a part of bounded variation with respect to m and mne ;
respectively. Let us show that these decompositions coincide, for all n and e:
Consider ðdne Þt ¼ Em½dne jFt and notice that ðdne Þt ¼ Em½dne jF0t; where F0t is the
natural ﬁltration of ðztÞ: This follows from the fact that
ðdne Þt ¼ Em½dne jFt
¼ 1
Emjne ðjjzjjÞ
Em jne max sup
0pspt
jzsj; sup
tprp1
jzt þ ðzr  ztÞj
  
jFt
 
¼ 1
Emjne ðjjzjjÞ
Z
C0ð½0;1t;RÞ
jne max sup
0pspt
jzsj; sup
0prp1t
jzt þ *orj
  
dWð *oÞ
is measurable with respect to F0t (the last equality is fulﬁlled since zr  zt is a
Brownian motion independent of Ft). Hence (see [7]) the process d
n
e is a stochastic
integral with respect to the process z; i.e. ðdne Þt ¼
R t
0 hs dzs for some k-dimensional
process ðhtÞ: Then by Girsanov’s theorem and by Lemma 20(3)
ðmne Þt ¼ mt 
Z t
0
1
ðdne Þt
d½mt; ðdne Þt ¼ mt 
Z t
0
1
ðdne Þt
ðdxtÞðdztÞT hTt ¼ mt:
This means that the process ðxtÞ has the same semimartingale decomposition with
respect to the measure m and all measures mne :
Further we have ðdmitÞ2 ¼ ðdxitÞ2oc21 dt and jdaitj ¼ jDpiðbtÞ dtj=2oc2 dt; by the
deﬁnition of ðxtÞ and by Lemma 20, with some constants c1 and c2: Now we can use
Corollary 11.2.2 from [12] (notice that the constant cp there can be chosen equal
to ð2pÞp)
Emne jxjpp ð2pÞpEmne
 Z 1
0
ðdxitÞ2
 p
2
1Z 1
0
j f ðut; xt; ztÞjpðdxitÞ2
þ
Z 1
0
j f ðut; xt; ztÞjpjdaitj
Z 1
0
jdaitj
 p1
pð2pÞpcp3epðcp1 þ cp2ÞpðpceÞp;
where c3 is the Lipschitz constant for the function f with respect to z and c ¼
4c3ðc1 þ c2Þ:
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By the monotone convergence theorem we have Emjne ðjjzjjÞ-EmjeðjjzjjÞ ¼ 1 as
n-N and
Eme jxjp ¼ EmjeðjjzjjÞjxðoÞjp ¼ limn-N
Emjne ðjjzjjÞjxðoÞjp
Emjne ðjjzjjÞ
¼ lim
n-N
Emd
n
e jxjp ¼ limn-N Emne jxj
ppðpceÞp
by the previous estimate for Emne jxjp: This implies f ðut; xt; ztÞ dxit ¼ OðeÞ: The last
statement follows now from the previous ones and from Lemma 20. In fact,
f ðut; xt; ztÞdxit ¼ f ðut; xt; ztÞ dxit þ 12 df ðut; xt; ztÞdxit
¼ 1
2
Du f ðut; xt; ztÞdutdxit þ 12 Dx f ðut; xt; ztÞdxtdxit
þ 12 Dz f ðut; xt; ztÞdztdxit þ OðeÞ ¼ OðeÞ
as Du f ðut; xt; 0Þ ¼ 0; Dx f ðut; xt; 0Þ ¼ 0; and dutdxit and dxtdxit are proportional
do dt: &
Proposition 22. The asymptotic of the density is given by r ¼ r0 expðOðeÞÞ; where
r0ðoÞ ¼ exp 
1
4
Z 1
0
RðxtÞ dt þ 1
8
Z 1
0
jjsjj2ðxtÞ dt
 
;
RðaÞ is the scalar curvature, and sðaÞ is the tension vector of M at the point aAM:
Proof. The asymptotic of the second term in the exponents is given by Lemmas 5, 10
and 21(1)
jvðbtÞj2 dt ¼ jvðxtÞj2 dt þ OðeÞ
¼
Xk
l¼1
ðtr Fsðxt; utÞÞ2 dt þ OðeÞ ¼ jjsjj2ðxtÞ dt þ OðeÞ:
Consider now the ﬁrst term. By the deﬁnition of the Fermi decomposition we have
bt ¼ xt þ zstutemþs and xt ¼ pðbtÞ up to the exit time t: Using Itoˆ’s formula, the
transformation rule from the Itoˆ to the Stratonovich calculus, and Lemma 11, we get
/vðbtÞ; dbtS ¼/vðbtÞ; dbtS 12/dvðbtÞ; dbtS
¼/vðbtÞ; dðpðbtÞ þ zstutemþsÞS 12/DvðbtÞ dbt; dbtS
¼/vðbtÞ; DpðbtÞdbt þ dzsutemþs þ zsdutemþsS 12 div vðbtÞ dt
¼ dzs/vðbtÞ; utemþsS zs/vðbtÞ;GxtðdxtÞutemþsSþ 12 RðxtÞ dt þ OðeÞ:
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We have used here the fact that Im DpðyÞ>NyM which implies
/vðbtÞ; DpðbtÞdbtS ¼ 0:
Now let us show that the ﬁrst term is OðeÞ: In order to do this consider the process
ct ¼ tr log½I  zstFsðxt; utÞ:
By the equation of the parallel transport (3) we have dFsðxt; utÞ ¼ jðxt; utÞdxt; where
j is some smooth function. By Itoˆ’s formula, Lemmas 10 and 21 dct can be
computed as
 trðFsðxt; utÞ½I  zpt Fpðxt; utÞ1Þdzst  zst tr½I  zpt Fpðxt; utÞ1dFsðxt; utÞ
¼ dzs/vðotÞ; utemþsS zst tr½I  zpt Fpðxt; utÞ1jðxt; utÞdxt
¼ dzs/vðotÞ; utemþsSþ OðeÞ:
On the other hand dct ¼ OðeÞ since tr log I ¼ 0: Together we get
dzs/vðotÞ; utemþsS ¼ OðeÞ:
Further, notice that the second term is equal to zero. In fact, by the deﬁnition of G
and the relation dPQ ¼ PdQ we have
/vðbtÞ;GxtðdxtÞutemþsS ¼/vðbtÞ; ðdQxtðdxtÞPxt þ dPxtðdxtÞQxtÞutemþsS
¼ /vðbtÞ; Pxt dQxtðdxtÞutemþsS ¼ 0
since emþs and vðbtÞ belong to Nxt M: Finally,
r ¼ exp  1
2
Z 1
0
/vðbtÞ; dbtSþ 1
8
Z 1
0
jvðbtÞj2 dt
 
¼ exp  1
4
Z 1
0
RðxtÞ dt þ 1
8
Z 1
0
jjsjj2ðxtÞ dt þ OðeÞ
 
;
which completes the proof. &
9. Convergence of We and formula for the density
In the last section we prove the main theorem. Consider the function r0 introduced
in Proposition 22. It is deﬁned on CðMÞ and is continuous and bounded. Moreover,
it can be extended to a continuous bounded function on CðRnÞ: In the sequel we
understand under r0 this extension. It turns out that r0 approximates the Girsanov
density r ¼ dW=dm near the manifold also in the following sense.
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Lemma 23. Eme jr r0j-0 as e-0:
Proof. Since r0 is bounded there exists a constant c such that jr0ðoÞjpc for all o:
Further, denote by x the OðeÞ-part in the asymptotic representation of r: Then
Eme jr r0j ¼ Eme jr0ðex  1ÞjpcEme jex  1j-0
by Lemma 19. &
Theorem 24. Let We be the normalized restriction of the flat Wiener measure W in R
n
to the set of the paths that do not leave the tubular e-neighborhood of the manifold M
up to time 1. Then We converges weakly to a measure W0; which is equivalent to the
Wiener measure WM on the manifold, and the density is given by
dW0
dWM
ðoÞ ¼
exp  1
4
R 1
0 RðotÞ dt þ 18
R 1
0 jjsjj2ðotÞ dt
n o
EWM exp  14
R 1
0 RðotÞ dt þ 18
R 1
0 jjsjj2ðotÞ dt
n o;
where RðaÞ is the scalar curvature and sðaÞ is the tension vector of M at the point
aAM:
Proof. First, let us prove that rme-r0WM weakly. Let h : CðRnÞ-R be continuous
and bounded. Then
jErmeh  Er0WM hjpjjhjjNEme jr r0j þ jEmehr0  EWM hr0j-0;
where the ﬁrst term tends to 0 by Lemma 23 and the second term tends to 0 due to
the weak convergence of me to WM and since hr0 is continuous. Now we can
compute
lim
e-0
EWeh ¼ lime-0
EW1CðMeÞh
EW1CðMeÞ
¼ lim
e-0
Em1CðMeÞrh
Em1CðMeÞr
¼ lim
e-0
Em1CðMeÞhr
Em1CðMeÞ
 Em1CðMeÞ
Em1CðMeÞr
¼ lim
e-0
Emerh
Emer
¼ lim
e-0
Ermeh
Erme1
¼ lim
e-0
Er0WM h
Er0WM1
¼ lim
e-0
EWMr0h
EWMr0
¼ EWM h
r0
EWMr0
 
;
where the last line follows from the ﬁrst step of the proof. This means that We
converges weakly to a measure W0 that is absolutely continuous with respect to the
Wiener measureWM with the density r given above, and the theorem is proved. &
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