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A LOWER BOUND FOR EIGENVALUES OF
A CLAMPED PLATE PROBLEM*
QING-MING CHENG AND GUOXIN WEI
Abstract. In this paper, we study eigenvalues of a clamped plate problem. We
obtain a lower bound for eigenvalues, which gives an important improvement of
results due to Levine and Protter.
1. Introduction
Let M be an n-dimensional complete Riemannian manifold. The following is
called Dirichlet eigenvalue problem of Laplacian:{
∆u = −λu, in Ω,
u = 0, on ∂Ω,
(1.1)
where Ω is a bounded domain in M with piecewise smooth boundary ∂Ω and ∆
denotes the Laplacian on M . It is well known that the spectrum of this eigenvalue
problem (1.1) is real and discrete.
0 < λ1 < λ2 ≤ λ3 ≤ · · · → ∞,
where each λi has finite multiplicity which is repeated according to its multiplicity.
Let V (Ω) denotes the volume of Ω and Bn the volume of the unit ball in R
n, then
the following Weyl’s asymptotic formula holds
λk ∼
4pi2
(BnV (Ω))
2
n
k
2
n , k →∞. (1.2)
From this asymptotic formula, one can infer
1
k
k∑
i=1
λi ∼
n
n+ 2
4pi2
(BnV (Ω))
2
n
k
2
n , k →∞. (1.3)
In particular, when M = Rn, Po´lya [18] proved
λk ≥
4pi2
(BnV (Ω))
2
n
k
2
n , for k = 1, 2, · · · , (1.4)
if Ω is a tiling domain in Rn. Moreover, he conjectured for a general bounded
domain,
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Conjecture of Po´lya. If Ω is a bounded domain in Rn, then eigenvalue λk of the
eigenvalue problem (1.1) satisfies
λk ≥
4pi2
(BnV (Ω))
2
n
k
2
n , for k = 1, 2, · · · . (1.5)
On the conjecture of Po´lya, Li and Yau [13] (cf. [4], [14]) proved
1
k
k∑
i=1
λi ≥
n
n+ 2
4pi2
(BnV (Ω))
2
n
k
2
n , for k = 1, 2, · · · . (1.6)
It is sharp about the highest order term of k in the sense of average according to
(1.3). From this formula, one can derive
λk ≥
n
n+ 2
4pi2
(BnV (Ω))
2
n
k
2
n , for k = 1, 2, · · · , (1.7)
which gives a partial solution for the conjecture of Po´lya with a factor n
n+2
.
Furthermore, Melas [15] obtained the following estimate which is an improvement
of (1.6).
1
k
k∑
i=1
λi ≥
n
n+ 2
4pi2
(BnV (Ω))
2
n
k
2
n + cn
V (Ω)
I(Ω)
, for k = 1, 2, · · · , (1.8)
where cn is a constant depending only on the dimension n and
I(Ω) = min
a∈Rn
∫
Ω
|x− a|2dx
is called the moment of inertia of Ω.
For a bounded domain in an n-dimensional complete Riemannian manifold, Cheng
and Yang [9] have also given a lower bound for eigenvalues, recently.
Our purpose in this paper is to study eigenvalues of the following clamped plate
problem. Let Ω be a bounded domain in an n-dimensional complete Riemannian
manifold Mn. The following is called a clamped plate problem, which describes
characteristic vibrations of a clamped plate:∆
2u = Γu, in Ω,
u =
∂u
∂ν
= 0, on ∂Ω,
(1.9)
where ∆ is the Laplacian on Mn and ν denotes the outward unit normal to the
boundary ∂Ω. It is well known that this problem has a real and discrete spectrum
0 < Γ1 ≤ Γ2 ≤ · · · ≤ Γk ≤ · · · → +∞,
where each Γi has finite multiplicity which is repeated according to its multiplicity.
For eigenvalues of the clamped plate problem, Agmon [1] and Pleijel [17] gave
the following asymptotic formula, which is a generalization of Weyl’s asymptotic
formula,
Γk ∼
16pi4(
BnV (Ω)
) 4
n
k
4
n , k →∞. (1.10)
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The average of the eigenvalues satisfies
1
k
k∑
j=1
Γj ∼
n
n + 4
16pi4(
BnV (Ω)
) 4
n
k
4
n , k →∞. (1.11)
Furthermore, Levine and Protter [12] proved that eigenvalues of the clamped plate
problem satisfy
1
k
k∑
j=1
Γj ≥
n
n+ 4
16pi4(
BnV (Ω)
) 4
n
k
4
n . (1.12)
The inequality (1.12) is sharp about the highest order term of k according to (1.11).
In this paper, we give an important improvement of the result due to Levine and
Protter [12] by adding to its right hand side two terms of the lower order terms of
k. In fact, we prove the following:
Theorem. Let Ω be a bounded domain in an n-dimensional Euclidean space Rn.
Eigenvalues of the clamped plate problem satisfy
1
k
k∑
j=1
Γj ≥
n
n + 4
16pi4(
BnV (Ω)
) 4
n
k
4
n
+
(
n+ 2
12n(n+ 4)
−
1
1152n2(n+ 4)
)
V (Ω)
I(Ω)
n
n+ 2
4pi2(
BnV (Ω)
) 2
n
k
2
n
+
(
1
576n(n+ 4)
−
1
27648n2(n + 2)(n+ 4)
)(
V (Ω)
I(Ω)
)2
,
(1.13)
where I(Ω) is the moment of inertia of Ω.
Corollary. Let Ω be a bounded domain in an n-dimensional Euclidean space Rn.
Then eigenvalues Γj’s of the clamped plate problem satisfy
1
k
k∑
j=1
Γj ≥
n
n+ 4
16pi4(
BnV (Ω)
) 4
n
k
4
n
+
(
n+ 2
12n(n+ 4)
−
1
1152n2(n + 4)
)
1∑n
i=1 µ
−1
i
n
n + 2
4pi2(
BnV (Ω)
) 2
n
k
2
n
+
(
1
576n(n+ 4)
−
1
27648n2(n+ 2)(n+ 4)
)(
1∑n
i=1 µ
−1
i
)2
,
(1.14)
where µ1, · · · , µn are the first n nonzero eigenvalues of the Neumann eigenvalue
problem of Laplacian ∆v = −µv, in Ω,∂v
∂ν
= 0, on ∂Ω.
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Remark 1. On universal estimates for eigenvalues of the clamped plate problem,
one can see [6], [7], [8], [10] and [20].
2. Proof of results
For a bounded domain Ω, the moment of inertia of Ω is defined by
I(Ω) = min
a∈Rn
∫
Ω
|x− a|2dx.
By a translation of the origin and a suitable rotation of axes, we can assume that
the center of mass is the origin and
I(Ω) =
∫
Ω
|x|2dx.
For reader’s convenience, we first review the definition and serval properties of
the symmetric decreasing rearrangements. Let Ω ⊂ Rn be a bounded domain. Its
symmetric rearrangement Ω∗ is the open ball with the same volume as Ω,
Ω∗ =
{
x ∈ Rn| |x| <
(
Vol(Ω)
Bn
) 1
n}
.
By using a symmetric rearrangement of Ω, we have
I(Ω) =
∫
Ω
|x|2dx ≥
∫
Ω∗
|x|2dx =
n
n+ 2
V (Ω)
(
V (Ω)
Bn
) 2
n
. (2.1)
Let h be a nonnegative bounded continuous function on Ω, we can consider its
distribution function µh(t) defined by
µh(t) = Vol({x ∈ Ω| h(x) > t}).
The distribution function can be viewed as a function from [0,∞) to [0, V (Ω)]. The
symmetric decreasing rearrangement h∗ of h is defined by
h∗(x) = inf{t ≥ 0|µh(t) < Bn|x|
n}
for x ∈ Ω∗. By definition, we know that Vol({x ∈ Ω|h(x) > t}) = Vol({x ∈
Ω∗|h∗(x) > t}), ∀t > 0 and h∗(x) is a radially symmetric function.
Putting g(|x|) := h∗(x), one gets that g : [0,+∞)→ [0, sup h] is a non-increasing
function of |x|. Using the well known properties of the symmetric decreasing re-
arrangement, we obtain∫
Rn
h(x)dx =
∫
Rn
h∗(x)dx = nBn
∫ ∞
0
sn−1g(s)ds (2.2)
and ∫
Rn
|x|4h(x)dx ≥
∫
Rn
|x|4h∗(x)dx = nBn
∫ ∞
0
sn+3g(s)ds. (2.3)
Good sources of further information on rearrangements are [3], [19].
One gets from the coarea formula that
µh(t) =
∫ suph
t
∫
{h=s}
|∇h|−1dσsds.
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Since h∗ is radial, we have
µh(g(s)) = Vol{x ∈ Ω|h(x) > g(s)} = Vol{x ∈ Ω
∗|h∗(x) > g(s)}
= Vol{x ∈ Ω∗|g(|x|) > g(s)} = Bns
n.
It follows that
nBns
n−1 = µ
′
h(g(s))g
′
(s)
for almost every s. Putting τ := sup |∇h|, we obtain from the above equations and
the isoperimetric inequality that
−µ
′
h(g(s)) =
∫
{h=g(s)}
|∇h|−1dσg(s) ≥ τ
−1Voln−1({h = g(s)})
≥ τ−1nBns
n−1.
Therefore, one obtains
−τ ≤ g
′
(s) ≤ 0 (2.4)
for almost every s.
Next, we prepare the following lemma in order to prove of our theorem.
Lemma 2.1. Let b ≥ 1, η > 0 and ψ : [0,+∞) → [0,+∞) be a decreasing smooth
function such that
−η ≤ ψ
′
(s) ≤ 0
and, for a constant d < 1,
ψ(0)
2b+2
b
6bη2(bA)
2
b
< d
with
A :=
∫ ∞
0
sb−1ψ(s)ds > 0.
Then, we have∫ ∞
0
sb+3ψ(s)ds ≥
1
b+ 4
(bA)
b+4
b ψ(0)−
4
b
+
(
1
3b(b+ 4)η2
−
d
6(b+ 2)2(b+ 4)η2
)
(bA)
b+2
b ψ(0)
2b−2
b
+
(
1
36b(b+ 4)η4
−
d
36(b+ 2)2(b+ 4)η4
)
Aψ(0)4.
(2.5)
Proof. Defining
D :=
∫ ∞
0
sb+1ψ(s)ds,
one can prove from the same assertions as in the lemma 1 of [15],
D =
∫ ∞
0
sb+1ψ(s)ds ≥
1
b+ 2
(bA)
b+2
b ψ(0)−
2
b +
Aψ(0)2
6(b+ 2)η2
. (2.6)
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Since the formula (2.6) holds for any constant b ≥ 1, we have∫ ∞
0
sb+3ψ(s)ds
≥
1
b+ 4
((b+ 2)D)
b+4
b+2ψ(0)−
2
b+2 +
Dψ(0)2
6(b+ 4)η2
≥
1
b+ 4
[
(bA)
b+2
b ψ(0)−
2
b +
Aψ(0)2
6η2
] b+4
b+2
ψ(0)−
2
b+2
+
ψ(0)2
6(b+ 4)η2
[
1
b+ 2
(bA)
b+2
b ψ(0)−
2
b +
Aψ(0)2
6(b+ 2)η2
]
=
1
b+ 4
[
(bA)
b+2
b ψ(0)−
2
b +
Aψ(0)2
6η2
][
(bA)
b+2
b ψ(0)−
2
b
] 2
b+2
×
(
1 +
Aψ(0)
2b+2
b
6(bA)
b+2
b η2
) 2
b+2
ψ(0)−
2
b+2
+
1
6(b+ 2)(b+ 4)η2
(bA)
b+2
b ψ(0)
2b−2
b +
Aψ(0)4
36(b+ 2)(b+ 4)η4
≥
1
b+ 4
[
(bA)
b+2
b ψ(0)−
2
b +
Aψ(0)2
6η2
][
(bA)
b+2
b ψ(0)−
2
b
] 2
b+2
×
{
1 +
1
b+ 2
Aψ(0)
2b+2
b
6(bA)
b+2
b η2
(
2−
b
b+ 2
Aψ(0)
2b+2
b
6(bA)
b+2
b η2
)}
ψ(0)−
2
b+2
(from the Taylor formula)
+
1
6(b+ 2)(b+ 4)η2
(bA)
b+2
b ψ(0)
2b−2
b +
Aψ(0)4
36(b+ 2)(b+ 4)η4
≥
1
b+ 4
[
(bA)
b+2
b ψ(0)−
2
b +
Aψ(0)2
6η2
][
(bA)
b+2
b ψ(0)−
2
b
] 2
b+2
×
{
1 +
1
b+ 2
Aψ(0)
2b+2
b
6(bA)
b+2
b η2
(
2−
b
b+ 2
d
)}
ψ(0)−
2
b+2
+
1
6(b+ 2)(b+ 4)η2
(bA)
b+2
b ψ(0)
2b−2
b +
Aψ(0)4
36(b+ 2)(b+ 4)η4
=
1
b+ 4
(bA)
b+4
b ψ(0)−
4
b
+
(
1
3b(b+ 4)η2
−
d
6(b+ 2)2(b+ 4)η2
)
(bA)
b+2
b ψ(0)
2b−2
b
+
(
1
36b(b+ 4)η4
−
d
36(b+ 2)2(b+ 4)η4
)
Aψ(0)4.
This completes the proof of the lemma.
✷
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Proof of Theorem. Let uj be an orthonormal eigenfunction corresponding to the
eigenvalue Γj, that is, uj satisfies
∆2uj = Γjuj, in Ω,
uj =
∂uj
∂ν
= 0, on ∂Ω,∫
uiuj = δij , for any i, j.
(2.7)
Thus, {uj}
∞
j=1 forms an orthonormal basis of L
2(Ω). We define a function ϕj by
ϕj(x) =
{
uj(x), x ∈ Ω,
0, x ∈ Rn \ Ω.
Denote by ϕ̂j(z) the Fourier transform of ϕj(x). For any z ∈ R
n, we have by
definition that
ϕ̂j(z) = (2pi)
−n/2
∫
Rn
ϕj(x)e
i<x,z>dx = (2pi)−n/2
∫
Ω
uj(x)e
i<x,z>dx. (2.8)
From the Plancherel formula, we have∫
Rn
ϕ̂i(z)ϕ̂j(z)dz = δij
for any i, j. Since {uj}
∞
j=1 is an orthonormal basis in L
2(Ω), the Bessel inequality
implies that
k∑
j=1
|ϕ̂j(z)|
2 ≤ (2pi)−n
∫
Ω
|ei<x,z>|2dx = (2pi)−nV (Ω). (2.9)
For each q = 1, · · · , n, j = 1, · · · , k, we deduce from the divergence theorem and
uj|∂Ω =
∂uj
∂ν
|∂Ω = 0 that
z2q ϕ̂j(z) = (2pi)
−n/2
∫
Rn
ϕj(x)(−i)
2 ∂
2ei<x,z>
∂x2q
dx
= −(2pi)−n/2
∫
Rn
∂2ϕj(x)
∂x2q
ei<x,z>dx
= −
∂̂2ϕj
∂x2q
(z).
(2.10)
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It follows from the Parseval’s identity that∫
Rn
|z|4|ϕ̂j(z)|
2dz =
∫
Rn
∣∣|z|2ϕ̂j(z)∣∣2 dz
=
∫
Rn
|
n∑
q=1
∂̂2ϕj
∂x2q
(z)|2dz
=
∫
Ω
(
n∑
q=1
∂2uj
∂x2q
)2dx
=
∫
Ω
|∆uj(x)|
2dx
=
∫
Ω
uj(x)∆
2uj(x)dx
=
∫
Ω
Γju
2
j(x)dx
= Γj.
(2.11)
Since
∇ϕ̂j(z) = (2pi)
−n/2
∫
Ω
ixuj(x)e
i<x,z>dx, (2.12)
we obtain
k∑
j=1
|∇ϕ̂j(z)|
2 ≤ (2pi)−n
∫
Ω
|ixei<x,z>|2dx = (2pi)−nI(Ω). (2.13)
Putting
h(z) :=
k∑
j=1
|ϕ̂j(z)|
2,
one derives from (2.9) that 0 ≤ h(z) ≤ (2pi)−nV (Ω), it follows from (2.13) and the
Cauchy-Schwarz inequality that
|∇h(z)| ≤ 2
(
k∑
j=1
|ϕ̂j(z)|
2
)1/2( k∑
j=1
|∇ϕ̂j(z)|
2
)1/2
≤ 2(2pi)−n
√
V (Ω)I(Ω)
(2.14)
for every z ∈ Rn. From the Parseval’s identity, we derive∫
Rn
h(z)dz =
k∑
j=1
∫
Ω
|uj(x)|
2dx = k. (2.15)
Applying the symmetric decreasing rearrangement to h and noting that τ = sup |∇h| ≤
2(2pi)−n
√
V (Ω)I(Ω) := η, we obtain, from (2.4),
−η ≤ −τ ≤ g
′
(s) ≤ 0 (2.16)
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for almost every s. According to (2.2) and (2.15), we infer
k =
∫
Rn
h(z)dz =
∫
Rn
h∗(z)dz = nBn
∫ ∞
0
sn−1g(s)ds. (2.17)
From (2.3) and (2.11), we obtain
k∑
j=1
Γj =
∫
Rn
|z|4h(z)dz
≥
∫
Rn
|z|4h∗(z)dz
= nBn
∫ ∞
0
sn+3g(s)ds.
(2.18)
In order to apply Lemma 2.1, from (2.17) and the definition of A , we take
ψ(s) = g(s), A =
k
nBn
, η = 2(2pi)−n
√
V (Ω)I(Ω), (2.19)
from (2.1), we deduce that
η ≥ 2(2pi)−n
(
n
n+ 2
) 1
2
B
− 1
n
n V (Ω)
n+1
n . (2.20)
On the other hand, 0 < g(0) ≤ sup h∗(z) = sup h(z) ≤ (2pi)−nV (Ω), we have from
(2.1), (2.19) and (2.20) that
g(0)
2n+2
n
6nη2(nA)
2
n
≤
((2pi)−nV (Ω))
2n+2
n
6n(2(2pi)−n
(
n
n+2
) 1
2 B
− 1
n
n V (Ω)
n+1
n )2( k
Bn
)
2
n
=
n + 2
24n2
B
4
n
n
(2pi)2k
2
n
≤
n+ 2
24n2
B
4
n
n
(2pi)2
.
By a direct calculation, one sees from Bn =
2pi
n
2
nΓ(n
2
)
that
B
4
n
n
(2pi)2
<
1
2
, (2.21)
where Γ(n
2
) is the Gamma function. From the above arguments, one has
g(0)
2n+2
n
6nη2(nA)
2
n
≤
n+ 2
48n2
< 1. (2.22)
Hence we know that the function ψ(s) = g(s) satisfies the conditions in Lemma 2.1
with b = n and
η = 2(2pi)−n
√
V (Ω)I(Ω), d =
n+ 2
48n2
.
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From Lemma 2.1 and (2.18), we conclude
k∑
j=1
Γj ≥ nBn
∫ ∞
0
sn+3g(s)ds
≥
n
n+ 4
(Bn)
− 4
nk
n+4
n g(0)−
4
n
+
(
1
3(n+ 4)η2
−
1
288n(n+ 2)(n+ 4)η2
)
k
n+2
n (Bn)
− 2
ng(0)
2n−2
n
+
(
1
36n(n+ 4)η4
−
1
1728n2(n+ 2)(n+ 4)η4
)
kg(0)4.
(2.23)
Defining a function F by
F (t) =
n
n + 4
(Bn)
− 4
nk
n+4
n t−
4
n
+
(
1
3(n+ 4)η2
−
1
288n(n+ 2)(n+ 4)η2
)
k
n+2
n (Bn)
− 2
n t
2n−2
n
+
(
1
36n(n+ 4)η4
−
1
1728n2(n + 2)(n+ 4)η4
)
kt4.
(2.24)
It is not hard to prove from (2.20) that η ≥ (2pi)−nB
− 1
n
n V (Ω)
n+1
n . Furthermore, it
follows from (2.24) that
F
′
(t)
≤ −
4
n + 4
(Bn)
− 4
nk
n+4
n t−1−
4
n
+
(
2(n− 1)
3n(n+ 4)
−
(n− 1)
144n2(n+ 2)(n+ 4)
)
k
n+2
n (2pi)2nV (Ω)−
2(n+1)
n t
n−2
n
+
(
1
9n(n+ 4)
−
1
432n2(n+ 2)(n+ 4)
)
kt3(2pi)4n(Bn)
4
nV (Ω)−
4(n+1)
n
=
k
n + 4
t−
n+4
n ×
{
(
2(n− 1)
3n
−
(n− 1)
144n2(n+ 2)
)(2pi)2nk
2
nV (Ω)−
2(n+1)
n t
2n+2
n
− 4(Bn)
− 4
nk
4
n + (
1
9n
−
1
432n2(n+ 2)
)(2pi)4n(Bn)
4
nV (Ω)−
4(n+1)
n t
4n+4
n
}
.
Hence, we have
n+ 4
k
t
n+4
n F
′
(t)
≤
(2(n− 1)
3n
−
(n− 1)
144n2(n + 2)
)
(2pi)2nk
2
nV (Ω)−
2(n+1)
n t
2n+2
n
− 4(Bn)
− 4
nk
4
n +
( 1
9n
−
1
432n2(n+ 2)
)
(2pi)4n(Bn)
4
nV (Ω)−
4(n+1)
n t
4n+4
n .
(2.25)
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Since the right hand side of (2.25) is an increasing function of t, if it is not larger
than 0 at t = (2pi)−nV (Ω), that is,(2(n− 1)
3n
−
(n− 1)
144n2(n+ 2)
)
(2pi)2nk
2
nV (Ω)−
2(n+1)
n ((2pi)−nV (Ω))
2n+2
n
+
( 1
9n
−
1
432n2(n + 2)
)
(2pi)4n(Bn)
4
nV (Ω)−
4(n+1)
n ((2pi)−nV (Ω))
4n+4
n
− 4(Bn)
− 4
nk
4
n ≤ 0,
(2.26)
then one has from (2.25) that F
′
(t) ≤ 0 on (0, (2pi)−nV (Ω)]. Hence, F (t) is de-
creasing on (0, (2pi)−nV (Ω)]. Indeed, by a direct calculation, we have that (2.26) is
equivalent to (
(n− 1)
6n
−
(n− 1)
576n2(n+ 2)
)
(2pi)−2k
2
n
+
(
1
36n
−
1
1728n2(n+ 2)
)
(2pi)−4(Bn)
4
n
≤ (Bn)
− 4
nk
4
n .
(2.27)
From (2.21), we can prove that (2pi)−2(Bn)
4
n < 1 and(
(n− 1)
6n
−
(n− 1)
576n2(n+ 2)
)
(2pi)−2k
2
n
+
(
1
36n
−
1
1728n2(n+ 2)
)
(2pi)−4(Bn)
4
n
<
1
6
(2pi)−2k
2
n +
1
36n
(2pi)−2
< (2pi)−2
{
1
6
k
4
n +
1
36n
}
< (2pi)−2k
4
n < (Bn)
− 4
nk
4
n ,
(2.28)
that is, F (t) is a decreasing function on (0, (2pi)−nV (Ω)].
On the other hand, since 0 < g(0) ≤ (2pi)−nV (Ω) and the right hand side of the
formula (2.23) is F (g(0)), which is a decreasing function of g(0) on (0, (2pi)−nV (Ω)],
then we can replace g(0) by (2pi)−nV (Ω) in (2.23) which gives inequality
1
k
k∑
j=1
Γj ≥
n
n+ 4
16pi4(
BnV (Ω)
) 4
n
k
4
n
+
(
n + 2
12n(n+ 4)
−
1
1152n2(n+ 4)
)
V (Ω)
I(Ω)
n
n + 2
4pi2(
BnV (Ω)
) 2
n
k
2
n
+
(
1
576n(n+ 4)
−
1
27648n2(n+ 2)(n+ 4)
)(
V (Ω)
I(Ω)
)2
.
This completes the proof of Theorem.
✷
12 QING-MING CHENG AND GUOXIN WEI
Proof of Corollary. Let v1, · · · , vn be n orthonormal eigenfunctions corresponding to
the first n eigenvalues µ1, · · · , µn of the Neumann eigenvalue problem of Laplacian,
that is, 
∆vi = −µivi, in Ω,
∂vi
∂ν
= 0, on ∂Ω,∫
Ω
vivj = δij , i, j = 1, · · · , n.
It then follows from the inequality (2.8) in [2] that
n∑
i=1
1
µi
≥
∫
Ω
|x|2dx
V (Ω)
. (2.29)
Combining (1.13) and (2.29), we have the inequality (1.14).
✷
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