Abstract-Among different applications using synthetic aperture radar (SAR) data, land cover classification of rain forest areas has been investigated. Previous results showed that L-band is more appropriate for such applications. However, SAR images have limited discriminability for mapping large sets of classes compared with optical imagery. The objective of this study was to carry out an analysis about the discriminative capability of an L-band fully polarimetric SAR complex image, compared to the possible subsets of polarizations in amplitude/intensity, for mapping land cover classes in Amazon regions. Two case studies using ALOS PALSAR L-band fully polarimetric images over Brazilian Amazon regions were considered. Several thematic classes, organized into scenarios, were considered for each case study. These scenarios represent distinct classification tasks with variated complexities. Performing a simultaneous analysis of different scenarios is a distinct way to assess the discriminative capability offered by a particular image. A methodology to organize thematic classes into scenarios is proposed in this study. The maximum likelihood classifier (MLC), with specific distributions for SAR data, and support vector machine were considered in this study. The iterated conditional modes algorithm was adopted to incorporate the contextual information in both methods. Considering a kappa coefficient equal to 0.8 as an acceptable minimum, the experiments show that none subset of polarization or fully polarimetric image allows performing discrimination between forest and regeneration types; single-polarized HV data provide acceptable results when the classification problem deals with the discrimination of a few classes; depending on the classification scenario, the dual-polarized HH+HV image produces similar results when compared to multipolarized (i.e., HH+HV+VV) data; in turn, if the MLC method is adopted, multipolarized data may produce close or statistically indifferent classification results compared to those produced with the use of fully polarimetric data.
I. INTRODUCTION

I
N tropical regions, atmospheric conditions, like the extensive cloud cover, are obstacles for acquiring images with optical sensors, which are the main source for large area environmental studies. Remote platforms with synthetic aperture radar (SAR) sensors have been developed as an alternative for having an almost-all-weather monitoring data source.
An SAR sensor has its specific applications. Examples of forestry applications using SAR data are related to large area biomass estimation [1] - [3] , digital elevation model estimation using interferometry [4] , [5] , tree height estimation [6] , [7] , deforestation detection [8] , and change detection [9] , [10] .
Land cover classification of forestry areas is another important application where SAR data have been analyzed [11] - [15] . For this application purposes, it was already verified that L-band SAR images are preferable, since they provide a better distinction between forest and other targets, as presented in [13] , [16] , and [17] . However, as observed in [13] and [18] , generally, SAR images do not have the capability for fine land cover classification, for example, to separate different types of forest and secondary successions.
An alternative to improving the target separability, and consequently, the classification accuracy, is to adopt polarimetric SAR (PolSAR) sensors. Compared to the conventional SAR, which acquires amplitude information in different polarizations, Pol-SAR sensors are able to obtain the amplitude, phase, and orientation of the electromagnetic waves reflected from targets. Fully PolSAR sensors are polarimetric sensors able to record the amplitude and phase information of the waves in all possible polarization combinations, with respect to an adopted basis, for transmission and reception. Different techniques for fully PolSAR data classification have been developed and adopted in diverse applications, for example, the pioneer method proposed in [19] for unsupervised classification based on eigenvalue analysis of the coherency matrix and the study presented in [20] , where the use of specific probability density functions developed for polarimetric data in the simple Maximum Likelihood Classifier method was successfully verified.
Despite the availability of SAR and PolSAR images as methods to process such data, investigations comparing how many classes L-band SAR and fully PolSAR data are able to discriminate in land cover classification of rain forest areas have still not been carried out. Under this circumstance, the objective of this study was to systematically assess the classification capability of using fully PolSAR data, in comparison to its subsets of polarizations, for mapping land cover classes in a moist tropical forest region. This objective is summarized in three main questions. 1) Is it worthwhile to use fully PolSAR data instead of the three polarizations (i.e., no phase information)? 2) For each feature space dimensionality, what is/are the best polarization or polarizations? 3) What are the main characteristic of the classes that can usually be satisfactorily discriminated (ad hoc considering a minimum kappa coefficient of agreement of 0.8 acceptable) when using from one to three SAR polarizations or fully PolSAR data.
For the purposes of this research, two case studies using fully PolSAR L-band images acquired with ALOS PALSAR in April 2007 and March 2009 over the Tapajós National Forest and the Altamira region, located in the Brazilian Amazon, were considered. The maximum likelihood classifier (MLC), with specific statistical distributions for SAR and fully PolSAR images, and the support vector machine (SVM) methods were adopted to perform the classifications. Classification results obtained from both methods were regularized using the iterated conditional modes (ICM) algorithm. In order to provide a more general assessment about the discriminative capability of fully PolSAR images as polarized data, several class configurations, called scenarios, were considered. These scenarios were determined by a methodology proposed in this paper.
This paper was organized as follows: Section II presents concepts regarding the statistical modeling and SAR image classification. Section III presents details about the data, the scenario construction procedure, the experiment design, the obtained results, and discussions. The conclusions of this study are presented in Section IV.
II. THEORETICAL BACKGROUND
A. Statistical SAR Image Modeling
A signal measurement obtained by a fully PolSAR sensor is usually represented by z T = (S hh S hv S v h S v v ), known as a complex scattering vector. The components of z are complex numbers that represent the amplitude and phase of a defined linear polarization combination. The polarizations are indicated by the subscripts on the components of z, where, for example, hv denotes the signal recorded with vertical polarization from a signal initially emitted with horizontal polarization. Given the reciprocity of an atmospheric medium, where S hv = S v h , the scattering vector is simplified to z T = (S hh S hv S v v ) [20] . A fixed number n of z observations, in a neighborhood, are averaged to form the n-looks 3 × 3 covariance matrix, defined as follows:
where and T represent the conjugate and transposed operators, respectively. The diagonal elements of Z are real numbers that represent the intensity of the signal measured on a specific polarization. Nondiagonal elements are complex numbers that contain information about amplitudes and phase differences between two polarizations. Z can be modeled using different distributions according to the target texture. Targets with homogeneous, heterogeneous, and extremely heterogeneous textures can lead Z to have Wishart, K Complex [21] , and G 0 Complex [20] , defined, respectively, by
where g, h, n, | · |, (·) −1 , and T r (·) are real parameters, the number of polarimetric components, the equivalent number of looks, the determinant, inversion, and matricial trace, respec- [24] distributions, respectively, defined by
where g and h are real parameters in these distributions and Z represents the amplitude of the signal. From a Wishart distribution, the study presented in [25] derives a distribution for a pair of intensities (i.e., two diagonal elements of Z), represented by the vector Z 
where μ 1 and μ 2 are the mean values of Z 2 1 and Z 2 2 , respectively. ρ is the norm of a multilook complex correlation coefficient and I n −1 (·) is the modified Bessel function of order n − 1.
Under certain conditions, for example, large n values, multivariate Gaussian distribution to model the amplitude diagonal elements of Z, denoted by Z, can be adopted
where c is the number of elements (polarizations) in Z, μ is the mean vector, and Φ is a real covariance matrix computed from a set of observations (a set of Z type vectors).
In this study, images with only the amplitude of one diagonal element of Z are called single polarized. Dual-polarized images are composed of the intensity of two diagonal elements of Z and multipolarized images have the amplitudes of all the diagonal elements of Z as attributes. Images whose pixels contain all the information represented in (1) are referred to as fully polarimetric SAR (fully PolSAR) images.
It is worth mention that the mentioned distributions for fully polarimetric data [Wishart, K Complex , and G 
B. SAR Image Classification
A classification method may be represented by the function F : X → Y, which assigns elements of attribute space X to a class ω y ∈ Ω = {ω 1 , ω 2 , . . . , ω c }, using label indicator y in Y = {1, 2, . . . , c}, where c ∈ N * . Under these conditions, let x ∈ X , y = F (x) indicate that x is assigned to ω y . The different image classification methods proposed in the literature may be understood as distinct ways of modeling the function F to identify targets in an image I among a defined set of thematic classes. For methods with supervised learning, available information in a training set D = {(x l , y l ) ∈ X × Y : l = 1, . . . , m}, where m ∈ N * , is used to model F . The mapping between X and Y, defined by F , represents the knowledge acquired from observations in D.
The MLC is a supervised method that is usually adopted in remote sensing applications. In this method, considering P (x|ω k ) to be the probability distribution of ω k , for k = 1, . . . , c, estimated from D, the following rule is used to classify the pattern (attribute vector of a given pixel) x i in the position/coordinate i of I
In this study, the probability distribution P (x|ω k ) represents one of the functions previously mentioned in Section II-A (i.e.,
Amplitude , the distribution for pair of intensities proposed in [21] , and the multivariate Gaussian), chosen for convenience to model the elements of ω k .
The classification of an image I is obtained by applying the rule (10) to the attribute vector of each pixel of this image. One way to improve the classifications obtained from the MLC method is to incorporate contextual information using the ICM algorithm [26] . This combination of methods is denoted by MLC/ICM. Based on concepts associated with Markovian random fields, the ICM algorithm basically consists of solving the following maximization problem [27] :
where β is a parameter that weights the influence of neighboring pixels, η is a clique 2 that contains i which belongs to the set of cliques W , V(i) is the coordinate set of neighboring pixels of i, and δ(·, ·) represents the Kronecker delta function. 3 To classify SAR images, the term P (x i |ω k ) in (11) may be replaced by the distribution models mentioned in Section II-A. Under these conditions, the MLC/ICM method takes specific characteristics of the SAR images into consideration in the contextual classification process.
An SVM is one example of a conventional method that can be used for SAR image classification. This method has received great attention in recent years due to its excellent generalization ability, data distribution independence, and robustness with respect to the Hughes phenomenon [28] . The main objective of the SVM consists of finding a binary separating hyperplane between training samples with the largest margin. The separating hyperplane is the geometric location where the following linear function is equal to zero:
where w represents the orthogonal vector to the hyperplane f (x) = 0, b/ w is the distance from the hyperplane to the origin, and ·, · denotes the inner product. Based on the training set
, the parameters of (12) are obtained from the following quadratic optimization problem [29] :
where λ are Lagrangian multipliers upper bounded by C, a real parameter that acts as a penalty for misclassifications. It is worth mentioning that in the apreviously presented formulation, a class indicator
This definition differs from that presented at the beginning of this subsection for the convenience of SVM formalization. A set of support vectors (SV) is defined by the pattern x i such that λ i = 0. From this optimization, the parameters w and b may be computed by the following:
where # is the cardinality operator.
When
To apply this method to problems involving more than two classes, the use of multiclass strategies is necessary, and one-against-all (OAA) is a commonly adopted multiclass strategy [29] . The inner product of (12) , as in the quadratic optimization problem (13), can be replaced by kernel functions K(x i , x j ). The polynomial function, defined by
q , where q ∈ Z + and the radial ba-
, with γ ∈ R + are typical examples of kernel functions.
To contextualize SVM classifications using the ICM algorithm, the function (12) must be interpreted as a probabilistic distribution P (x i |ω k ). A method capable of this interpretation is presented in [30] . The combination of the SVM and ICM is denoted by SVM/ICM.
III. EXPERIMENTS
In this section, experiments were carried out with the objective of systematically assessing the classification capability of full PolSAR data, in comparison to different combinations of amplitude/intensity polarizations on this data, for mapping land cover classes in moist tropical forest regions. The classification methods (MLC/ICM and SVM/ICM) discussed in Section II-B were adopted.
For this purpose, we considered two case studies using an ALOS PALSAR L-band full polarimetric image over two distinct Amazon areas. The comparison between results was made using the kappa coefficient [31] and hypothesis tests. Furthermore, several class configurations, called scenarios, were considered in the analysis. Such scenarios were determined by a methodology proposed in this paper.
More details about the data used in the experiments are presented in Section III-A. The proposed methodology for the definition of scenarios is exposed in Section III-B. A description of the experiment design is provided in Section III-C. Results and discussions are presented in Section III-D.
A. Description of the Data
Two study areas are considered in the experiments. The first area is located in the south of Santarém, Pará, Brazil, near to the Tapajós National Forest. The other area, also located in the state of Pará, corresponds to the region near to Altamira city. Both study area locations are shown in Fig. 1(a) .
ALOS PALSAR L-band polarimetric images were considered in the experiments. While an image acquired on April 23, 2007 was adopted for the first area (the Tapajós National Forest region), the second study area (the Altamira region) is represented by an image acquired on March 20, 2009. According to reports from the Brazilian National Institute of Meteorology [32] , April 2007 and March 2009 were both rainy periods in the Tapajós National Forest and Altamira areas. Although rain exerts an influence on target backscatter, and consequently, may impair the separability between such targets, it is important/reasonable to carry out the analysis in weather conditions where radar data has practical application advantages compared to optical data.
Geometrical correction procedures were carried out on these images. The first step performed was the conversion from slant to ground range geometry followed by a 3 × 3 multilook processing. The resulting images from these processes were georeferenced based on data provided by the U.S. Geological Service [33] . It is worth mentioning that when the slant-to-ground range conversion was performed, a supersampling was considered to agree the pixel spacing in both ground and azimuth directions in approximately 3.6 m. The resulting images after the multilook processing presented a pixel spacing with approximately 10 m. Furthermore, the nearest neighbor resampling method was adopted in the slant-to-ground range conversion as in the geo-referencing steps in order to preserve the statistical proprieties of the data. No filtering process for speckle reduction was carried out to preserve the statistical proprieties of the data. Finally, a clipping process delimited the Tapajós and Altamira images in 1500 × 3000 and 2900 × 1900 pixels wide, respectively.
Eleven land cover classes were identified in the Tapajós National temporal analysis of LANDSAT-5 TM images, and considering the land use/cover characterization provided by the TerraClass project [34] , the classes PF, IR, NR, CP, DP, urban area (UA), and water (WA) were identified in the Altamira area.
PF presents four layers with approximately 360 trees/ha. Dominant trees present diameter at breast height (DBH) mean values of 42 cm and a height above 25 m; aboveground biomass is typically 220 tons/ha. The old, intermediate, and new regeneration stages selected correspond to areas with more than 20 years, 10-20 years, and less than 10 years of having undergone regeneration, respectively. Old regeneration can reach up to 150 tons/ha, and DBH between 11 and 18 cm. IR has an average height of about 8 m, a DBH around 8 cm, and an aerial biomass of about 28 tons/ha; NR has an average height around 6 m, a DBH of 6 cm, and a biomass of 10 tons/ha. Degraded forest refers to primary forest areas that were partially cut down. The basic difference between clean and dirty pasture is the vegetative cover density: Clean pasture shows lower density vegetation, mostly grass, than dirty pasture, which is covered with sparse shrubs. Over time, pasture areas generally had their vegetation removed for the development of economic activities. The agricultural types identified were related to different growing stages and culture species. Fig. 1 shows the study areas and the land cover samples considered for each area. It is important to mention that the land cover samples identified in the study area were initially randomly divided into two main sets designated for training the methods and testing the classification results, as indicated in Fig. 1(b) and (c) by "A" and "B." The training set was intentionally defined with approximately double the number of polygons in each class compared to the test set. To remove spatial correlation between the pixels inside the training and test polygons, a resampling was performed considering a regular grid with a lag of three pixels in both the vertical and horizontal directions. Tables I and II present the number of pixels and polygons of the training and test samples for each study area.
To provide a systematic assessment, a configuration of several sets with different amounts of classes, called scenarios, were constructed. These scenarios were built to try to merge classes that are closest to each other, in the attribute space, as determined by a methodology proposed in Section III-B. Training and test data are also merged when two classes are merged.
B. Scenarios Definition
In order to support the analysis about the capability of fully polarimetric data for discrimination of thematic classes in rain forest areas, a methodology for the definition of thematic classes, and its hierarchical organization in scenarios, from an initial set of primary classes is proposed. Scenarios are understood as any set of thematic classes that defines a classification problem. When considering different scenarios, it is possible to assess the discriminative capability of different thematic classes as well as the overall performance provided by a particular image, for instance, full polarimetric and its polarization subsets and/or a classification method.
The scenarios decomposition scheme is based on the singlelink hierarchical clustering (SLHC) algorithm [29] . As an overview about this algorithm, from a set of elements and a fixed threshold, the central concept of SLHC consists of defining groups in which, for each element of the group, there is at least one other element in the same group with dissimilarity inferior to the threshold.
For the purposes of this study, considering that the elements are probability density functions, that represent the different thematic classes previously modeled with basis on a priori information (i.e., samples), and that the dissimilarity between these elements is obtained by adopting a stochastic distance between such probability density functions, it is possible to apply the SLHC algorithm to define groups of thematic land cover (or thematic) classes. The application of SLHC considering different thresholds produces a hierarchical organization over the land cover classes. The groups defined depend on the thresholds adopted and define the scenario classes.
Formally, let Ω = {ω 1 , ω 2 , . . . , ω c } be an initial set of classes, d(ω i , ω j ), the stochastic distance between probability distributions modeled for the elements of the classes ω i and ω j and S ϕ a partition set of Ω with cardinality ϕ formed by elements, or the scenario classes, pϕ , p = 1, . . . , ϕ. Under these conditions, for a defined threshold T ∈ R + , a unique partition, or scenario, S T ϕ = T pϕ : p = 1, . . . , ϕ is defined, which satisfies the following conditions:
allows for the definition of the scenario classes formed from a single class of Ω, whereas (2) indicates that two classes of Ω must be incorporated into different scenarios when the stochastic distance between the probabilistic distributions is greater than the fixed threshold T . However, when the distance between the classes of Ω is less than or equal to T , the classes must be incorporated into the same scenario, as expressed by condition (3). The last condition is related to the central concept of the SLHC algorithm. Fig. 2 presents an example in which scenarios from an initial set of four classes are defined. Initially, by adopting a threshold T 0 , scenarios composed of a single primary class of Ω are defined. When a threshold T 1 is adopted, and it is known that the distance between ω 1 and ω 2 is less than T 1 (i.e., d(ω 1 , ω 2 ) ≤ T 1 ), a new scenario class is generated, which is represented by T 1 13 [condition (3)]. However, for classes ω 3 and ω 4 , whose interclass distance is, like that between ω 1 and ω 2 , greater than T 1 , no union occurs [condition (2) ], but for a new threshold T 2 > T 1 , the classes ω 3 and ω 4 
Finally, for a threshold T 3 , it is possible to affirm that there is at least one element ω i ∈ T 3 12 and at least one element ω j ∈ T 3 22 , between which the distance is less than T 3 (i.e., d(ω 1 , ω 4 ) = l 3 ≤ T 3 [(condition (4) ], thus ending the scenario definition process.
A convenient way to define the thresholds is by computing the dissimilarity values (via stochastic distance) between each possible pair of initial classes and sorting these values in ascending order. Ranging from the smaller to the higher dissimilarity value, threshold values will be found that meet the condition (3), and consequently, define new scenarios. Fig. 3 depicts the experiment design of this research. The same procedures are applied in both study areas (i.e., the Tapajós National Forest and Altamira).
C. General Experiment Design
Initially, considering the full polarimetric image and the respective set of primary land cover classes, the scenario decomposition (see Section III-B) is performed (phase A). It is worth noting that as more primary classes are in the Tapajós National Forest area, more scenarios are defined to this area in comparison to Altamira.
Concomitantly, all possible subsets of polarization combinations are generated from the fully polarimetric data (phase B). Such combinations produce single-, dual-, and multipolarized images. Single-polarized images are denoted by HH, HV, and VV; dual-polarized images by HH+HV, HH+VV, and HV+VV; and multipolarized images by HH+HV+VV. The fully polarimetric image will be denoted by FP when convenient. The mentioned polarization combinations are considered in the analysis in order to verify if fully polarimetric data, as a baseline, provides a significantly better capability to deal with different classification scenarios in tropical regions compared to subsets of polarization with just amplitude/intensity information.
It is important to stress that the definition of the scenarios (phase A) is performed using only fully polarimetric data. This procedure defines different class configurations (scenarios) that can be considered in the classification process independent of whether the adopted image is single-, dual-or multipolarized, or fully polarimetric.
After the definition of the scenarios, the datasets are defined to train the classification methods analyzed in this study and to test the respective results in each scenario (phase C). It is worth note that the primary land cover samples are organized into "training and test samples," as shown in Fig. 1(b) and (c). When two primary classes are merged (in phase A), samples of such classes initially designated for training are merged into a new class, and these samples, which represent this newer class, remains for training. The same consideration is made for test samples.
Given the full polarimetric data and all polarization combinations (in phase B) as the training and test sample sets for each scenario (in phase C), the MLC training is carried through the parameter estimation of a probability density function for each class in each scenario (phase D). Adherence tests are carried out for each class when single-polarized (Square Root of Gamma, K Amplitude and G 0 Amplitude ) and fully polarimetric (Wishart, K Complex , and G 0 Complex ) images are adopted (see Section II-A). Similarly, tuning the parameters via a grid search procedure, the SVM training is performed for each dataset, except for fully polarimetric data (phase E).
After the training process, pixel-wise classifications are produced by the MLC and SVM for each dataset and scenario (phase F). Contextual classifications are obtained by applying the ICM algorithm on the MLC and SVM results (phase G). Finally, the contextual classification results are assessed using the kappa coefficient of agreement and performing hypothesis tests to check the statistical significance between such results (phase H).
D. Results and Discussions
Considering the initial set of primary classes identified and the methodology proposed in Section III-B, eight and five scenarios were defined for the Tapajós and Altamira study areas, respectively.
The Bhattacharyya, Kullback-Leiber, and Hellinger stochastic distances between complex Wishart distributions [35] computed from the fully polarimetric information from the training samples were considered to measure the dissimilarity between the classes. For each study area, identical scenarios were defined independently of the adopted stochastic distance. Faced with this equivalence of the stochastic distances, the Bhattacharyya distance was adopted in this study. Table III presents the scenarios obtained and their respective thresholds that define the classes of these scenarios for the Tapajós National Forest area. In this table, the symbol "+" represents the merging of classes. Similarly, Table IV presents the scenarios and respective thresholds for the Altamira study area. The different threshold values were obtained following the procedure described at end of Section III-B.
Each scenario defined for its corresponding study area was classified by the MLC/ICM method using fully polarimetric and single-, dual-, and multipolarized images. The SVM/ICM was also adopted to classify each defined scenario, but just for real spaces, that is, single-, dual-, and multipolarized images.
As previously discussed in Section III-C, when classifications using single-polarized and full polarimetric images are performed through the MLC method, a statistical distribution is selected from among those mentioned in Section II-A (square root of gamma, K Amplitude , G 0 Amplitude , Wishart, K Complex , and G 0 Complex ) for each class in each scenario, based on which distribution best fitted the behavior of the class. A χ 2 test was carried out in order to verify the adherence of the training samples of each class to the distributions considered, thus indicating the best fitting distribution. For dual-and multipolarized images, the distribution presented in [36] and the multivariate Gaussian distribution were adopted, respectively.
The SVM method was used considering the OAA multiclass strategy. Preliminary tests indicated that the polynomial kernel function was the most suitable for the study data obtained, rather than the radial basis and function. The selection of adequate C (penalty) and q (degree of polynomial kernel) parameters, admitting the search space C ∈ {0.1, 1, 10, 100, 1000, 10000} and q ∈ {1, 2, 3, 4, 5}, was based on a grid search process with tenfold cross validation, as discussed in [37] .
The cross-validation folders are built in consideration of the training sample set corresponding to the analyzed scenario. For each folder, this initial training sample set is randomly split into two subsets, to train the SVM and to validate such training given a parameter configuration. The size of the training subset corresponds to 67% of the pixels of each class from the initial The circled results mean that the Kappa coefficient values of the results using fully polarimetric images was not the best in this case. The results in region (a) mean that the best kappa coefficient was significantly better than the appointed one at a 95% confidence level, while results in region (b) mean that the appointed values were better than the best one only at 90% confidence level. training sample set. The validation subset is complementary to the training subset with respect to the initial training sample set. It is worth mentioning that the cross-validation folders are initially fixed, and then, each parameter configuration is assessed in consideration of such folders.
With respect to the ICM algorithm, in addition to the MLC and SVM, a minimum change of 5% between two iterations or a maximum of eight iterations was applied as a convergence criterion. The neighborhood, defined by V(i) in (11), corresponded to a spatial-geographic window of 3 × 3 pixels wide, and the pseudo likelihood function [38] was adopted to tune the β parameter in (11). Considering the single-, dual-, and multipolarized and fully polarimetric 4 images from Tapajós National Forest, the respective eight scenarios defined, and the MLC/ICM and SVM/ICM methods, a total of 120 classification results were obtained. The kappa coefficient values for each classification result of the Tapajós and Altamira study areas are presented in Fig. 4(a) -(c) and Fig. 5(a)-(c) , respectively. For convenience, the results obtained from single-, dual-, and multipolarized images are presented separately. The results obtained from fully polarimetric images are presented together with those obtained for the multipolarized ones.
Based on a bilateral 90% confidence hypothesis test to compare the kappa coefficients [31] , Tables V and VI identify the statistically most accurate results obtained using a specific method and image for the Tapajós and Altamira areas. If two methods were statistically indifferent, both were denoted in these tables. The best result found for each scenario was also indicated in Tables V and VI. In the case of results that were statistically indifferent and considered the best, the result with the smaller number of polarizations was considered to be better. To simplify the notation system, MLC/ICM and SVM/ICM were denoted by M and S, respectively. From both Tables V and VI, it is possible to note the importance of HV polarization for discriminating purposes considering all scenarios.
Considering an ad hoc minimum quality as a kappa value equal to 0.8, it is possible to suggest that L-band data allows for discriminate pasture types and some agricultural varieties when using fully polarimetric or multipolarized data. On the other hand, no discrimination between any high biomass targets (i.e., forest and regeneration types) was identified.
Figs. 4(a) and 5(a) show the kappa coefficient values of the classification results obtained with single-polarized images in the Tapajós and Altamira areas. These results reveal that in most of the scenarios, the most accurate coefficients were associated with classifications obtained when the HV image was used. Furthermore, it is possible to observe that by using the HV image, MLC/ICM produces results that are equivalent or superior to those produced by SVM/ICM in both study areas. Additionally, SVM/ICM showed less accuracy when using HH and VV images.
Regarding the classifications obtained using dual-polarized images, it can be noted that HH+HV and HV+VV produced similar results. In addition, the MLC/ICM method yielded greater or similar accuracy as compared to the SVM/ICM method. These observations may be verified in Figs. 4(b) and 5(b) .
According to the behavior illustrated in Fig. 4 (c) about classification results in the Tapajós area, when MLC/ICM is adopted, the kappa coefficients obtained with the fully polarimetric image are superior to those obtained using the multipolarized image, except for scenario 6, in which the two classifications are statistically equal. Regarding the Altamira area, multipolarized and fully polarimetric images provide statistically equal results in all scenarios, as shown in Fig. 5(c) and Table IV . The SVM/ICM exhibits inferior performance in most of the scenarios observed in both study areas.
A general trend characterized by low kappa coefficients may be observed in the first scenarios in both study areas, independent of the images and classification methods used. This behavior is justified by the existence of classes with low separation ability (low contrast). The claim regarding low separation ability between classes is manifested in the threshold values adopted in defining the scenarios, as shown in Tables III and IV. As the number of classes, and consequently, the complexity of the scenarios, decreases, there is a gradual increase in accuracy.
The SVM/ICM method tends to produce less accurate results, or similar results in some cases, as compared to those obtained by MLC/ICM. Thus, based on these case studies, it appears that the MLC/ICM method is more suitable than the SVM/ICM one for the classification of land cover types in a study area using L-band SAR images. The use of proper statistical distributions for SAR data by the MLC/ICM method is a factor that justifies its superiority in comparison to the SVM/ICM in this study.
Illustrative comparisons in Fig. 6 show p-values from hypothesis tests (kappa equality) that compare the classification results obtained using fully polarimetric images to the polarized images for the Tapajós and Altamira study areas, respectively. Since the best classifications were achieved using the MLC/ICM method, the SVM/ICM method was not included in these analyses. Datasets above the 90% dashed line may be considered statistically equivalent, with 90% confidence. The 95% dashed lines were included to show that almost all the results were still different from those with fully polarimetric images.
As can be seen, with respect to the Tapajós study area [see Fig. 6(a) ], fully polarimetric images definitely provided the better results for scenarios 1-5 (although with poor Kappa coefficient values), but for scenarios 6 and 8, some alternative datasets were equivalent at 90%. Although fully polarimetric was superior for scenario 7, HH+HV was close to being statistically equal at 90% confidence and may be considered equal at 95%. Observing the results for the Altamira area [see Fig. 6(b) ], it can be verified that equivalent results are provided with nonfully polarimetric images, in most of the cases by the multipolarized data, independently of scenario. Especially for scenarios 4 and 5, statistically indifferent results with 95% and 90% confidence levels were obtained when HH+HV and HV+VV dual-polarized images are compared to full polarimetric, respectively. Furthermore, these graphs reinforce again the importance of HV polarization since all the datasets similar to fully polarimetric sets have this polarization as a component.
After carrying out the aforementioned quantitative evaluations, Figs. 9-11 show relevant classification results for the Tapajós and Altamira regions. Due to the size of the images, just three sectors from each study areas are shown. These sectors are represented in Figs. 7(a) and 8(a) and sector arrangements, adopted as the reference in Figs. 9-11 , are defined in Figs. 7(b)  and 8(b) , respectively. Fig. 9 shows the classifications for scenarios 1-5, where the fully polarimetric image was superior to any of the other datasets. The difficulty involved in adequately separating the regeneration, primary forest and degraded forest classes is clearly apparent. A more consistent classification was obtained when these classes were merged into a single class (scenario 5). On the other hand, the pastures and agricultural classes were adequately classified.
The classifications of scenarios 6-8 are presented in Fig. 10 . Specifically, Fig. 10 (a) and (b) compare the full polarimetric and HH+HV+VV images, respectively, in scenario 6; Fig. 10(c) -(f) compare the fully polarimetric and HH+HV in scenarios 7 and 8. The most perceptive differences were found when the forest class (i.e., PF+DF+OR+IR+NR) was observed. Classifications using full polarimetric data tend to be less noisy than those using polarized data. Agricultural classes are also better classified with the full polarimetric data.
These figures confirm that the standard availability of HH+HV of PALSAR data was a sensible choice, where considering an adequate classification method, this dual-polarized dataset can provide results similar to those obtained when using the fully polarimetric dataset. The classification of results obtained in the Altamira area, as illustrated in Fig. 11 , confirm the discussions previously presented for the Tapajós study area. Initially, it can be observed in scenarios 1 and 2 [see Fig. 11 (a) and (b)] the low discriminability between primary forest and regeneration areas. The union of these types of targets into a single class produces more consistent results [see Fig. 11(c) ]. However, urban areas are commonly misclassified as high biomass targets (i.e., forest or regeneration types), as shown in Fig. 11(d) . As observed in the results for the Tapajós area, clean and dirty pasture areas may be distinguishable using multipolarized data. Water, usually considered a trivial classification target, was adequately identified in all scenarios.
IV. CONCLUSION
The objective of this study was to carry out an assessment of the use of L-band fully polarimetric images for mapping land cover classes in Amazon regions. For this purpose, the use of fully polarimetric images (considered as baseline data) were compared to all possible subsets of polarizations in amplitude/intensity. The MLC, considering appropriate distributions for SAR data, and SVM methods were adopted to perform the classification of such images. The ICM algorithm was used to include the contextual information on the MLC and SVM results, and then, improve the classification accuracies.
To support the aforementioned analysis, a methodology for defining scenarios was proposed. The scenarios defined through this methodology state an organization of different thematic classes with a hierarchical relationship. In general, starting from a sample set of primary classes observed on fully polarimetric images, the scenarios and respective thematic classes are established with a basis on the concepts of the SLHC algorithm and stochastic distances. The classification of these scenarios and its simultaneous analysis allow assessing the capability offered by different image types (i.e., fully polarimetric or its subsets of polarizations) to discriminate distinct thematic classes.
Initially, a satisfactory separability of forest subtypes and regeneration stages with the use of fully polarimetric images or any other subset of polarizations [see Figs. 9(a)-(d) and 11(a)-(c)] was not verified.
However, studies that do not concern the classification of forest types and regeneration stages can be carried out, preferably using HH+HV+VV multipolarized images, as pre- It is important to note that there is a tendency for the presence of HV polarization information to contribute to achieving higher accurate results. This conclusion is easily verified in the graphics of Figs. 4 and 5 (where higher kappa curves are assigned to datasets with HV) as by the hypothesis test performed to compare the accuracy of the results obtained with HH+HV and HV+VV images with that of the results obtained using full polarimetric data, as shown in Fig. 6(a) and (b).
It is noteworthy that for similar classification studies, as presented by scenario 8 in the Tapajós area, whose classes can be stratified into high, medium, low, and the absence of biomass, the use of HV single-polarized images tended to provide better results. Regarding the classification methods analyzed, it was concluded from this study that the use of the classification method MLC/ICM, based on statistical SAR modeling, was more appropriate than the use of the conventional SVM/ICM method.
Further studies, adopting the proposed methodology for the definition of scenarios but also considering other classification methods, textural features, and polarimetric attributes, for example, the well-known Freeman-Durden, Yamaguchi, and CloudePottier features, should be carried out.
