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We investigate numerically the critical conditions for detachment of an isolated, wall-
bound emulsion droplet acted upon by surface tension and wall-normal buoyancy
forces alone. To that end, we present a simple extension of a diffuse-interface model
for partially miscible binary mixtures that was previously employed for simulating
several two-phase flow phenomena far and near the critical point [A. G. Lamorgese
et al. “Phase-field approach to multiphase flow modeling,” Milan J. Math. 79(2),
597–642 (2011)] to allow for static contact angles other than 90◦. We use the same
formulation of the Cahn boundary condition as first proposed by Jacqmin [“Contact-
line dynamics of a diffuse fluid interface,” J. Fluid Mech. 402, 57–88 (2000)], which
accommodates a cubic (Hermite) interpolation of surface tensions between the wall
and each phase at equilibrium. We show that this model can be successfully employed
for simulating three-phase contact line problems in stable emulsions with nearly
immiscible components. We also show a numerical determination of critical Bond
numbers as a function of static contact angle by phase-field simulation. C 2016 AIP
Publishing LLC. [http://dx.doi.org/10.1063/1.4942118]
I. INTRODUCTION
The objective of this research is to investigate the influence of static contact angles other
than 90◦ on the buoyancy-driven detachment of an isolated emulsion droplet initially adhering to
a wall under gravitational forcing, as a sequel to our previous study of Marangoni migration of a
wall-bound drop in a temperature gradient,1 wherein numerical simulations with a static contact
angle of 90◦ were presented showing the existence of a critical gradient strength for detachment
and subsequent migration to the hot wall, for an isolated drop initially adhering to the cold wall.
In this work, we intend to study the mechanics of buoyancy-driven detachment in greater detail by
determining the critical Bond number as a function of static contact angle. In fact, although the
buoyancy-driven detachment of oily deposits (and liquid emulsion droplets in particular) from a
solid substrate is of considerable interest in many industrial applications, due to the complexity of
the removal process and the large variations in soils and substrates encountered, the details of the
detachment process remain poorly understood and have long been the subject of active research.
Experimentally, in view of their relevance to detergency applications, a number of studies have
been carried out on the detachment of liquid emulsion droplets from a solid substrate. In fact, since
detergency is by far the largest single use for surfactants, early studies were conducted to investigate
the principal mechanisms of oil drop removal from a solid substrate in aqueous surfactant solutions,
together with their dependence on the relevant physico-chemical factors which control the effi-
ciency of the cleaning process.2–8 Three main mechanisms were identified,8–12 i.e., emulsification,
roll-up, and solubilization. Subsequent experiments have been performed to investigate different
driving factors leading to a sequence of stages in the detachment process as well as the effects
of temperature and a possible role of line tension.13,14 Of late, a series of (mainly) experimental
studies have been focused on the inability of the above soil removal mechanisms to address com-
plex fluid formulations of the soil deposits, such as those consisting of colloidal fluids containing
nanometer-sized particles or surfactant micelles. In these cases, it has been shown that the disjoin-
ing pressure that results from the sub-microscale ordering of such nanoparticles or micelles has a
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first-order controlling influence on the detachment process. Therefore, this has been recognized as a
new mechanism of detergency.18–21
On the numerical side, in an effort to investigate accuracy and limitations in the above expla-
nations of the detergency mechanisms, some recent molecular dynamics simulations have looked
into the nanometer-scale details and successive stages of the detachment process;15,16 as a result of
these studies, for example, the roll-up mechanism has been traced to a shrinking of the three-phase
contact line, which, in turn, is caused by the molecular diffusion of water molecules in-between an
oil drop and the solid substrate.13,15,17
Although experiments and simulations on the buoyancy-driven detachment of liquid emulsion
droplets from solid substrates have been carried out in the past, none of those previous studies
has addressed the critical Bond number as a function of the relevant nondimensional parameters
systematically. In fact, in addition to the works cited above, a number of theoretical, numerical,
and experimental investigations have been focused on the influence of a shear flow on the condi-
tions for drop removal from solid surfaces,22–28 neglecting the more fundamental case of a pendant
drop acted upon by surface tension and wall-normal buoyancy forces alone. At least in part, one
reason for this neglect can be ascribed to the fact that the classical fluid dynamic formulation of
incompressible two-phase flow with a dynamic contact line encounters a stress singularity which
can only be resolved by replacing the no-slip boundary condition for the Navier-Stokes equation
with a slip condition based on a tunable length. In this work, we investigate three-phase contact line
problems using a diffuse-interface model, which circumvents the non-integrable stress singularity of
the sharp-interface formulation and avoids physical property and dynamic variable discontinuities at
geometrically complex moving interfaces. Instead, it treats the interfaces as having non-zero thick-
ness and, as a result, all physical quantities vary continuously across the interfacial volume, a layer
of finite (sub-micron scale) thickness. Another advantage of the diffuse-interface method is that
it directly relates short-scale modifications of the hydrodynamic theory to molecular interactions.
Accordingly, this method offers a continuum approach to resolving hydrodynamic singularities and
may provide an excellent comparison with molecular-dynamic-type simulations of such singular
phenomena.
Although the critical Bond number for buoyancy-driven detachment as a function of static
contact angle has been addressed previously by numerical integration of the Young-Laplace equa-
tion,29–31 to our knowledge computations of that dependence based on a phase-field model have not
been presented in the literature before and constitute the principal result reported herein. An outline
of the remainder of this paper is as follows. The governing equations and numerical methods are
briefly outlined in Secs. II and III, respectively. Then in Sec. IV, we show the results of numerical
simulations of buoyancy-driven detachment and the determination of critical Bond numbers as a
function of static contact angle. Finally, in Sec. V, a few conclusions are drawn.
II. THE GOVERNING EQUATIONS
Although the diffuse-interface model was originally developed to describe the near-critical
behavior of single-component fluids and partially miscible binary mixtures,32,33 recently a number
of phase-field formulations have been applied to interfacial flows far from criticality.1,34–37 In this
work, 3D simulation results are employed to investigate predictions of buoyancy-driven detachment
of liquid droplets from a solid substrate for stable emulsions with nearly immiscible components
using a phase-field model for partially miscible binary mixtures far from the critical point.
Under isothermal conditions, the motion of a regular binary mixture with partially miscible
components (where such components are assumed to have equal densities, viscosities and molec-
ular weights) at low Reynolds number is described by the generalized Cahn-Hilliard and Stokes
equations,38–41
∂tφ + ∇ · φu = −∇ · Jφ, (1)
∇p = η∇2u + Fφ + Fg , (2)
∇ · u = 0. (3)
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Here, u is the mass-averaged velocity, φ is the mass fraction, while Jφ, Fφ, and Fg denote the
volume flux and the Korteweg and buoyancy forces, respectively. In particular, the volume flux is
proportional to the gradient of the chemical potential difference through the relation42,43
Jφ = −Dφ(1 − φ)∇µ˜, (4)
where D is the molecular diffusivity while µ˜ is the chemical potential difference, defined as
µ˜ = δ(g˜/RT)/δφ. Here, g˜ denotes the molar Gibbs free energy of mixing for a non-homogeneous
mixture at temperature T and pressure P,44
g˜ = RT[φ log φ + (1 − φ) log(1 − φ)] + RTΨφ(1 − φ) + 1
2
RTa2|∇φ|2, (5)
with R, Ψ, and a denoting the universal gas constant, the Margules parameter, and a character-
istic sub-microscopic length, respectively. In previous works, we have shown that this model can
describe a number of two-phase flow phenomena both far and near the critical point, including
phase separation by spinodal decomposition,38 mixing of viscous binary liquid mixtures,40 nucle-
ation,39 enhanced heat transport,45 as well as Marangoni migration of isolated emulsion droplets in
a temperature gradient.1 In particular, when the mixture is brought from the single-phase region to
the unstable range of its phase diagram, phase separation occurs ending with two coexisting phases
separated by a sharp interface. At this point, a surface tension can be defined as the energy stored in
the unit area of the interface,
σ =
ρRTa2
2MW

|∇φ|2 dℓ = ρRTa
MW
K , (6)
where K is a dimensionless magnitude of the line integral of the square gradient component of
the free energy for an interface profile at equilibrium. Using Hamilton’s principle (and therefore
neglecting all dissipative terms), the Korteweg force can be shown to be equal to the generalized
gradient of the free energy,40,46
Fφ =
ρ
MW
δg˜
δr
=
ρRT
MW
µ˜∇φ. (7)
In particular, at the late stages of phase separation, after the mixture has developed well-defined
phase interfaces, this body force reduces to the more conventional surface tension.47,48 Therefore,
being proportional to µ˜ = µ˜A − µ˜B, which is identically zero at local equilibrium, Fφ can be thought
of as a non-equilibrium capillary force. Note that Fφ can be recast in the form
Fφ = −φ∇ψ, (8)
where ψ = ρRT
MW
µ˜. Hence, it becomes clear that the Korteweg force can be considered as a potential
force. In fact, we can include into ψ any contributions due to other potential forces, as is the case,
e.g., with buoyancy in the Boussinesq, quasi-incompressible approximation. That is also the case
with the strictly isopycnic mixtures reported on in this work, where the buoyant force takes the form
Fg = ρg(φ − ⟨φ⟩), (9)
with the brackets denoting a volume average. This expression can be interpreted to include a uni-
form pressure gradient that has been superimposed in the gˆ direction, which guarantees a zero mean
(species) volume flux.49 Accordingly, gravity effects based on (9) can be accounted for by simply
adding the term Vext = −ρg · x to ψ in Eq. (8). Note that for confined systems such as those consid-
ered in this work, wettability effects are normally present and must be taken into account. Such
effects can be accounted for in our phase-field formulation by introducing the simplest additional
surface contribution to the free energy functional, which is based on the assumption that wettability
is a local quantity, solely depending on the local concentration of the two-phase fluid at the wall.50
For clarity, we show below the same derivation of the Cahn boundary condition that has been
presented elsewhere.51 The starting point is a statement of the Gibbs free energy of mixing that
accounts for wettability effects,
˜˜g[φ] = ρ
MW

V

∆gth(φ) + 12RTa
2|∇φ|2

d3x +

∂V

− ρRTa
2
2MW
nˆ · φ∇φ + gs(φ)

d2x, (10)
 Reuse of AIP Publishing content is subject to the terms at: https://publishing.aip.org/authors/rights-and-permissions. Downloaded to  IP:
131.114.25.192 On: Wed, 02 Mar 2016 09:03:59
032103-4 A. Lamorgese and R. Mauri Phys. Fluids 28, 032103 (2016)
where ∆gth is the molar thermodynamic Gibbs free energy of mixing [i.e., the sum of the first and
second terms on the RHS of Eq. (5)], while gs is the wall free energy per unit surface. Accordingly,
taking the variation of this free energy functional yields
δ ˜˜g =

V

ρ
MW
∆g′th(φ) −
ρRTa2
MW
∇2φ

δφ d3x +

∂V

ρRTa2
2MW
nˆ · ∇φ + g′s(φ)

δφ d2x = 0, (11)
where nˆ is the unit normal outward from the fluid domain. Setting δφ = 0 in the bulk, Eq. (11)
reduces to a minimization of the surface integral, leading to the following boundary condition:50
nˆ · ∇φ = −2K
σa
g′s(φ), (12)
where K has been defined through Eq. (6). For this relation to be useful as a boundary condition
for the Cahn-Hilliard equation, modeling assumptions for gs have to be introduced. The simplest
such model is a linear interpolation of the surface tensions between the wall and each phase at
equilibrium,51 i.e.,
gs(φ) = σβ,s + ∆σ
∆φeq
(φ − φβeq). (13)
Here, ∆φeq ≡ φαeq − φβeq and ∆σ ≡ σα,s − σβ,s expresses the affinity of the wall to the equilibrium α
phase, as compared to the equilibrium β phase. Although this choice of gs results in a viable formu-
lation of the Cahn boundary condition,51 in this work we rely on its “classical” formulation which
is based on a cubic (Hermite) polynomial interpolation for gs, as first proposed by Jacqmin.48 In
fact, it can be argued that as a consequence of considering values of θ other than 90◦ two Margules
coefficients should be employed for modeling the surface energy at the wall,52 i.e.,
gs(φ) = gids (φ) + [Ψα,sφ + Ψβ,s(1 − φ)]φ(1 − φ), (14)
where gids is a linear interpolation as above [Eq. (13)]. Hence it becomes clear that any model-
ing expression which interpolates σα,s (at φ = φαeq) and σβ,s (at φ = φ
β
eq) should be based on
a cubic expression in powers of φ, which is uniquely determined by the following conditions:
(i) gs(φαeq) = σs,α and gs(φβeq) = σs, β, (ii) g′s(φαeq) = g′s(φβeq) = 0. Finally we obtain48
gs(φ) = σβ,s + ∆σ(∆φeq)3 (φ − φ
β
eq)2(3φαeq − φβeq − 2φ). (15)
As a result, the RHS of (12) involves a factor of ∆σ/σ which can be handled by means of Young’s
equation, cos θ = −∆σ/σ. This is an additional relation (lying outside of the diffuse-interface
framework) that must be invoked to make the connection with the equilibrium contact angle θ.
Consequently, Eq. (12) can be rearranged to the form
nˆ · ∇φ = −12K cos θ
a(∆φeq)3 (φ − φ
α
eq)(φ − φβeq). (16)
Note that the above formulation of the Cahn boundary condition relies on an accurate (and
independent) specification of the surface tension coefficient K . As a practical matter, any uncer-
tainty in the relation employed for evaluating σ (equivalent to an approximate choice of K )
translates into an uncertain specification of equilibrium contact angle. In fact, from an order-
of-magnitude estimate for σ based on Eq. (6) in the vicinity of the critical point, we obtain
K ∼ (∆φ)2eq
√
Ψ − 2, which overestimates the actual value of K found in simulation and this leads
to a misrepresentation of the static contact angle as compared to its actual (prescribed) value.
Therefore, the value of K in our numerical implementation was calculated from its definition, i.e., a
numerically determined line integral of the square gradient component of the Gibbs free energy of
mixing for an interface profile at equilibrium. Note that K depends on Ψ as well as on a (dimen-
sionless) drop size. In fact, values of K were also obtained based on a “dynamic” surface tension
evaluation, where the line integral just mentioned is performed at each time step in simulation.
Incidentally, we found that the latter “dynamic” evaluation of K yields values that are quite close
to its “static” determination, at least as long as the isolated drop is distant (in simulation time)
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from a pinchoff event. In conclusion, we note that integrating the Cahn-Hilliard equation requires
specification of two additional boundary conditions and those are provided by the no-flux condition
nˆ · Jφ = 0 (with nˆ denoting a unit vector in the wall normal direction), which can be recast in the
form
∂3φ
∂n3
=
1
a2
∂φ
∂n

1
φ(1 − φ) − 2Ψ

− ∇2s
∂φ
∂n
, (17)
where ∇s = (I − nˆnˆ)∇ is the surface gradient (all quantities shown being computed at the wall).
III. NUMERICAL METHODS
The governing equations (in dimensionless form) can be rewritten as follows:
(∂t − ∇2)φ = −∇2

φ(1 − φ)

2Ψφ +
( a
h
)2
∇2φ

+∇ ·
 
2Ψφ +
( a
h
)2
∇2φ

(1 − 2φ)∇φ − αφu

, (18)( a
h
)2
∇2u = P(∇)φ∇

µ˜ −
( a
d
)2K Bo
∆φeq
h
a
y

, (19)
where all lengths and times are scaled by h and h2/D, respectively, with h denoting the channel
half-width. In Eq. (18), α denotes the fluidity coefficient,53 defined as
α ≡ RTa
2
MWνD
. (20)
This dimensionless parameter can be shown to be the same as an inverse capillary number,54 while,
on the other hand, it can also be interpreted as a Peclet number,38–41 i.e., the ratio of convective to
diffusive mass fluxes in the Cahn-Hilliard equation. Equation (19) can be seen as a static constraint
on the (dimensionless) velocity field, i.e., at each instant in time the velocity can be determined
once the concentration field is known [so that the u-dependence on the RHS of (18) can be formally
dropped]. The projection operator, Pi j(∇) ≡ δi j − ∇−2∂2i j, in Eq. (19) guarantees a solenoidal ve-
locity at all times. Finally, the relative importance of buoyancy compared to surface tension forces
appears as a Bond number on the RHS of Eq. (19), which has been defined as Bo ≡ (d/lc)2, where d
is the initial droplet diameter while lc ≡

σ/gρ∆φeq is a capillary length.
Numerical methods are the same as in our previous works.1,41 We only summarize below the
necessary changes to our numerical algorithm that allow the implementation of our formulation
of the Cahn boundary condition [Eq. (16)] together with the no-flux condition [Eq. (17)]. Now,
as can be seen by inspection from Eqs. (16) and (17), the boundary conditions on the first and
third-order normal derivatives of φ at the wall depend on φ itself as well as on the surface gradient
(squared) and surface Laplacian of φ at the wall. Therefore, at each substep of a second-order
Runge-Kutta/Crank-Nicolson scheme,55 one has to iteratively solve for φ until those normal deriv-
atives at the wall no longer change as the number of subiterations grows unbounded (as a practical
matter, the subiterations are stopped as soon as a limit number is reached). In our code, this has
been implemented as an exit condition. In particular, at each substep the third-order derivative at the
wall is taken to have converged after J subiterations if, for some prescribed tolerance, the following
condition  ∂
3φ
∂ y3
[φJ−1] − ∂
3φ
∂ y3
[φJ]
 < tol (21)
holds in some suitable norm (production runs were conducted using the vector 1-norm and tol =
10−4). It is worth noting that in our previous work41 homogeneous boundary conditions on the
first- and third-order y-derivatives of the concentration at the wall had been imposed using an
influence-matrix technique.56 In this work, inhomogeneous conditions [such as those in Eqs. (16)
and (17)] have been dealt with in either one of two ways: (i) by interpolating the inhomogeneous
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boundary conditions as a body force so that our previous influence matrix solver for homogeneous
boundary conditions could still be utilized,57 and (ii) by making changes to the influence matrix
solver that allow for inhomogeneous boundary conditions. In fact, although a modified influence
matrix solver for inhomogeneous conditions was implemented in our code, in our production runs
we chose the former method of boundary condition interpolation as a body force due to its lower
complexity [since most results in this paper are from simulations requiring (each one) on the order
of 106 aggregate subiterations].
IV. RESULTS AND DISCUSSION
Numerical results from simulations in a channel-like geometry are now described. In what
follows, the static contact angle dependence of the critical Bond number will be discussed by first
using dimensionless parameters that are readily accessible in our numerical setup. Subsequently,
using a change of variables that dependence will also be presented in terms of standard macroscopic
quantities (i.e., θ and Bo). In fact, the actual dimensionless groups that appear in the governing
equations [Eqs. (18) and (19)] after diffusive scaling of the Stokes/Cahn-Hilliard system are the
fluidity coefficient [Eq. (20)] and a dimensionless magnitude of the buoyancy force, defined as
G ≡ g∆φeqd
3
ανD
=
GaSc
α
, (22)
where Ga ≡ g∆φeqd3/ν2 is a Galileo number while Sc ≡ ν/D is the Schmidt number. Hence it
becomes clear that the critical conditions for detachment of an isolated, wall-bound drop can be
uniquely identified through the dependence
Gc = f n (∆σ˜) , (23)
where ∆σ˜ is the dimensionless surface tension difference at the wall, i.e.,
∆σ˜ ≡ ∆σ
ρRTa/MW
. (24)
Note that, based on our previous definitions, we have
cos θ = −∆σ˜K and Bo = G
a/d
K . (25)
The presence of K in the denominator of both of these relations (due to a reciprocal dependence
on σ when rearranged in terms of dimensional quantities) indicates that θ and the Bond number
are not readily available in our numerical setup and can only be evaluated after a numerical deter-
mination of K (further addressed below). Simulations of buoyancy-driven detachment were carried
out in a computational domain of size Lx = Lz = π2 N
a√
Ψ
, Ly = N a√
Ψ
(N = 64), with a pendant
droplet (having a radius equal to 5.8a) of the minority phase embedded in a continuous phase (with
both phases at equilibrium), corresponding to ⟨φ⟩ = 0.1127. We chose Ψ = 2.7 (corresponding to
equilibrium mass fractions φβeq = 0.1069 and φαeq = 0.8929) and α = 100, yielding results that could
be considered as roughly representative of a binary mixture with nearly immiscible components.
Interface profiles were interpolated using ∼3 grid points (based on an estimate of the actual interface
thickness as λ ≡ a/√Ψ − 2). Additional numerical tests to investigate numerical convergence upon
grid refinement as well as the dependence of our numerical results on the resolution requirements
for interface profiles are further addressed below. In fact, a discussion of the minimum number
of grid points for resolving the interfacial thickness had already been presented in a previous
publication.39
First, we ran a test case to make sure that, in the absence of gravity, a drop initially placed on
the solid substrate with a contact angle of 90◦ would relax towards an equilibrium state correspond-
ing to a prescribed contact angle θ∗ , 90◦. Using the following geometric relation58
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TABLE I. Final values of contact angle θm(φ˜) (φ˜ being the chosen mass
fraction isosurface) as a function of prescribed contact angle (θ∗) in the
absence of gravity.
θ∗ 30◦ 45◦ 60◦ 90◦ 120◦ 150◦
θm (0.5) 38.9◦ 45.9◦ 57.2◦ 90◦ 117.7◦ 142.8◦
θm (0.75) 35.3◦ 35.3◦ 55.8◦ 90◦ 124.7◦ 166.2◦
tan θm =
bW
W 2
4 − b2
, (26)
where W is the drop width while b is its height (measured in the symmetry plane z = Lz/2), values
of final contact angle θm were computed for each prescribed contact angle as reported in Table I. As
can be seen, all final values are in reasonable agreement with the corresponding prescribed values
though some deviations are apparent, particularly as |θ∗ − 90◦| increases. Note that each final value
of contact angle also depends on the choice of φ-isosurface employed for measuring b and W . As
a result, the measured values slightly change when using the φ˜ = 0.75 isosurface as compared to
those corresponding to φ˜ = 0.5.
At first, values of dimensionless surface tension difference were chosen in a discrete set ∆σ˜ =
{−8.68× 10−2, − 8.38× 10−2, − 7.52× 10−2, − 6.14× 10−2, − 4.34 × 10−2, 0, 2.97× 10−2, 7.52×
10−2, 8.68 × 10−2}. For each such value, we ran simulations for different (dimensionless) buoyancy
magnitudes to identify the critical magnitude corresponding to a pinchoff event. This is documented
in Fig. 1 showing snapshots of mass fraction isosurfaces at different (nondimensional) times for
three cases corresponding to detachment with ∆σ˜ < 0 and ∆σ˜ > 0 and to no detachment with
∆σ˜ < 0 (recall that ∆σ˜ > 0 corresponds to an obtuse contact angle). In particular, we found
∆σ˜ = 8.68 × 10−2 as the smallest (positive) surface tension difference for which a drop would detach
from the wall under a zero gravity magnitude. This value of surface tension difference can be
interpreted (in dimensional terms) as defining the reference surface tension needed for introducing
θ as an alternative abscissa in place of ∆σ˜ (i.e., ∆σ = σ with Gc = 0 corresponds to θ = 180◦).
FIG. 1. Snapshots of mass fraction isosurfaces at different (nondimensional) times t = 5×10−3, 3.8×10−2, and 4.3×10−2
from phase-field computations with Ψ= 2.7, α = 100, and ⟨φ⟩= 0.1127 on a 64×65×64 grid corresponding to ∆σ˜ =
−7.52×10−2 with G = 1.6 Gc (top row), ∆σ˜ = 7.52×10−2 with G = 1.5 Gc (middle row), and ∆σ˜ =−4.34×10−2 with
G = 0.8 Gc (bottom row).
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FIG. 2. Critical Bond numbers as a function of static contact angle from phase-field computations with Ψ= 2.7, α = 100, and
⟨φ⟩= 0.1127 on a 64×65×64 grid (solid) vs. static stability analysis of equilibrium shapes obtained from the Young-Laplace
equation (dashed).
Based on the first relation in (25), this then identifies the value K ∗ = 8.68 × 10−2 for switching
to a Boc = f n(θ) description. Interestingly, this value is not too far from the previously noted
equilibrium determination of K , i.e., K ∗ ≈ 1.32Keq. The corresponding values of θ are in the
discrete set {0◦, 15◦, 30◦, 45◦, 60◦, 90◦, 110◦, 150◦, 180◦}. Hence we see that the cases shown in
Fig. 1 correspond to detachment with θ < 90◦ and θ > 90◦ and to no detachment with θ < 90◦.
For each value of θ < 90◦, we found that for all Bond numbers larger than critical a par-
tial detachment event, wherein a remnant drop remains attached to the solid substrate, occurs. In
contrast, for θ > 90◦, the shape of the interface at pinchoff is a single cone that detaches from the
wall at its tip (which prevents the occurrence of a partial drop detachment), whereas for θ = 90◦,we
found that a Bond number much larger than critical corresponds to a partial drop detachment from
the solid substrate, while for Bond numbers only slightly larger than critical, a complete detachment
is achieved. These numerical results are summarized in Fig. 2, showing critical Bond numbers as a
function of static contact angle. As a point of information, the error bars represent the limiting runs
at which pinchoff did and did not occur. Note that, on average, more than 10 runs were required
for each θ value in the set above in order to shrink the error bars to zero (i.e., to the extent shown
in Fig. 2). In fact, for a given contact angle the number of time steps to a pinchoff event increases
as the critical condition is approached, i.e., as ξ → 0 (where ξ ≡ Bo/Boc − 1 is a measure of the
distance to the critical condition at a fixed contact angle). For some cases with the smallest error
bars, supercritical Bond numbers corresponding to ξ ≈ 3 × 10−4 were achieved in simulation. Each
one of these cases required over 105 time steps to reveal a pinchoff event (based on the aforemen-
tioned 64 × 65 × 64 grid), i.e., over a million aggregate subiterations to complete (corresponding
approximately to 90 h of wall-clock time on a serial processor). In fact, for a given convergence
tolerance, the number of subiterations was found to increase with |θ − 90◦|.
Briefly, we looked at the grid size dependence of our numerically determined critical Bond
numbers by checking that we could obtain essentially the same critical Bond number as above
(at θ = 90◦) using both a smaller initial drop radius (4.2a) and computational domain size having
48 × 49 × 48 grid points (resulting in the same ⟨φ⟩ value as above). Based on this last grid size, a
value of 12.23 results for the critical Bond number at θ = 90◦, which is less than 1% off its value
at 64 × 65 × 64. Note that the error bars at 48 × 49 × 48 were shrunk to the point where they fall
within those corresponding to 64 × 65 × 64. In fact, these values of Boc(θ = 90◦) for different grid
sizes also correspond to different Cahn numbers so we ran additional simulations at 72 × 73 × 72
having one additional grid point to resolve interface profiles (as compared to those at 48 × 49 × 48)
so that the Cahn numbers for the two grid sizes could be matched. A value of 12.32 results for
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Boc(θ = 90◦), which is less than 1% off its value at 64 × 65 × 64, though the error bar with the
finest grid size is approximately 30% wider than with the original grid (i.e., 64 × 65 × 64). We also
looked at numerical convergence for the critical Bond number at a single value of θ > 90◦. Using
48 × 49 × 48 grid points, a value of 7.71 results for the critical Bond number at θ = 110◦, which is
less than 3% off its value at 64 × 65 × 64.
Also shown in Fig. 2 are critical Bond numbers for axisymmetric droplets as a function of
contact angle from sharp-interface equilibrium calculations based on Surface Evolver.31 As can be
seen, these values are approximately half of those determined by phase-field simulation. We can
only speculate on the factors leading to such a discrepancy, since a more precise assessment should
be based on a large database of buoyancy-driven detachment simulations (missing in our case).
It should be borne in mind that in all simulations reported herein, a drop of the minority phase
displaces continuous phase fluid when settling in the gravity direction, and this creates a backflow
in its vicinity which could tend to further hinder the detachment process as the backflow strength
increases. Although the effects of a backflow are likely to be significant for Bond numbers much
larger than the critical value at a given contact angle, based on the observation of an extremely slow
process of detachment very near to the critical condition (i.e., for Bond numbers only slightly larger
than critical), a backflow is expected to have a negligible influence on the critical Bond number.
Another, more important, factor contributing to the discrepancy in Fig. 2 is the static stability anal-
ysis ignoring the dynamics of the detachment process. In particular, a sharp-interface description
together with its assumption of constant surface tension are expected to fail in the necking regime
of drop detachment, where a sharpening of concentration gradients in the necking region leads to an
effective increase in (dynamic) surface tension [defined in Eq. (6)], ultimately leading to a reduced
tendency to detachment or an increase in the critical Bond number. This is being looked at in more
detail in a parallel investigation,59 which is primarily concerned with interface shape at pinchoff
and nonequilibrium surface tension during detachment of a wall-bound pendant drop. Results from
those simulations confirm that for a pendant drop at pinchoff the nonequilibrium surface tension has
a nonuniform distribution with peak values located at the advancing tip and in the necking region
near the minimum neck radius. Thus, for a given capillary pressure between the two phases at
equilibrium, the increase in the nonequilibrium surface tension at the moment of pinchoff will deter-
mine an almost flat interface shape at rupture, therefore retarding drop detachment (as compared
to a sharp-interface description based on a constant surface tension). As a final note regarding the
comparison in Fig. 2, it should be borne in mind that while our critical Bond number dependence
refers to a strictly isopycnic system, the critical Bond numbers from Chen et al.31 address interfaces
with a strong density contrast (such as, e.g., the air/water interface). Thus, surprisingly, we find
a factor of 2 rather an order-of-magnitude discrepancy between our results and those from the
sharp-interface analysis.
V. CONCLUSIONS
In this paper, results of 3D phase-field simulations of buoyancy-driven detachment of a pendant
emulsion droplet have been presented with the main objective of determining the critical Bond
number as a function of static contact angle. Starting from the basic conservation principles, we
have shown that a diffuse-interface description of partially miscible, regular binary liquid mixtures
far from the critical point can be successfully employed for simulating three-phase contact line
problems in stable emulsions with nearly immiscible components. In addition, we have shown that
the classical formulation of the Cahn boundary condition based on a cubic (Hermite) interpolation
of surface tensions between the wall and each phase at equilibrium can be readily implemented in
our numerical procedures. Also, we discussed changes to our numerical algorithm that include an
iterative method of enforcing inhomogeneous boundary conditions within a semi-implicit temporal
scheme for the Cahn-Hilliard equation.
Results of 3D computations have shown a characteristic monotonic behavior of the crit-
ical Bond number as a function of static contact angle. We argue that the discrepancy between
our numerically determined static contact angle dependence of the critical Bond number and its
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sharp-interface counterpart from a static stability analysis based on a numerical integration of the
Young-Laplace equation can be explained in terms of (i) the inability of the sharp-interface anal-
ysis to describe the later stages of the detachment process and, in particular, the sharpening of
concentration gradients leading to an effective increase in (dynamic) surface tension and critical
Bond number, and (ii) a nonnegligible dependence on mean mass fraction of the critical Bond
number at a given contact angle, due to a backflow which tends to hinder the detachment process as
the backflow strength increases. However, that dependence cannot be properly addressed using the
present dataset and is left for future work.
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