Positive solutions for Robin problem involving the p(x)-Laplacian  by Deng, Shao-Gao
J. Math. Anal. Appl. 360 (2009) 548–560Contents lists available at ScienceDirect
Journal of Mathematical Analysis and
Applications
www.elsevier.com/locate/jmaa
Positive solutions for Robin problem involving the p(x)-Laplacian✩
Shao-Gao Deng a,b,∗
a Department of Mathematics, Lanzhou University, Lanzhou, Gansu 730000, PR China
b School of Mathematics, Southwest Jiaotong University, Chengdu, Sichuan 610031, PR China
a r t i c l e i n f o a b s t r a c t
Article history:
Received 22 February 2009
Available online 12 June 2009
Submitted by J. Xiao
Keywords:
p(x)-Laplacian
Robin problem
Positive solution
Sub-supersolution method
Variational method
Consider Robin problem involving the p(x)-Laplacian on a smooth bounded domain Ω as
follows⎧⎨⎩
−p(x)u = λ f (x,u) in Ω,
|∇u|p(x)−2 ∂u
∂η
+ β|u|p(x)−2u = 0 on ∂Ω.
Applying the sub-supersolution method and the variational method, under appropriate
assumptions on f , we prove that there exists λ∗ > 0 such that the problem has at least
two positive solutions if λ ∈ (0, λ∗), has at least one positive solution if λ = λ∗ < +∞ and
has no positive solution if λ > λ∗. To prove the results, we prove a norm on W 1,p(x)(Ω)
without the part of | · |Lp(x)(Ω) which is equivalent to usual one and establish a special
strong comparison principle for Robin problem.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Stimulated by the development of the study of elastic mechanics, electrorheological ﬂuids and image restoration (see
[8,34,35]), interest in variational problems and differential equations with variable exponent has grown in recent decades
(see [11,17,30] and references therein). We refer to [14] for an overview of this subject and to [6,12] for the p(x)-Laplacian
equations.
The purpose of this paper is to study the existence and multiplicity of positive solutions for the following Robin problem
involving the p(x)-Laplacian⎧⎨⎩
−p(x)u = λ f (x,u) in Ω,
|∇u|p(x)−2 ∂u
∂η
+ β(x)|u|p(x)−2u = 0 on ∂Ω, (Q λ)
where Ω is a bounded smooth domain in RN with C1,α smooth boundary ∂Ω , η is the unit outward normal to ∂Ω ,
β ∈ L∞(Ω) with β− := infx∈∂Ω β(x) > 0 and λ ∈ R.
And p, f satisfy the following assumption:
Assumption (F). p ∈ C1(Ω) with p− := infx∈Ω p(x) > 1, f ∈ C(Ω ×R).
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and references therein). In [1,13], the authors have studied this class of inhomogeneous Neumann problems in the cases of
p(x) ≡ p = 2 and of p(x) ≡ p > 1, respectively. In [1,13] only the case that f (x,u) = |u|q−2u is considered, where p < q p∗ .
In this paper the function f (x,u) is of general type which includes |u|q−2u as a very special case.
In present paper, we will generalize the results of [1,13] to the p(x)-Laplacian cases with Robin boundary conditions
and without the term |u|p(x)−2u in Ω , i.e., the problem (Q λ). In [22] the same problem was investigated for a more
general equation, when p(x) ≡ p; and also in [29] almost the same nonhomogeneous anisotropic eigenvalue equation was
considered, but with zero Dirichlet conditions.
In studying the existence of positive solutions of (Q λ) we do not restrict the growth condition of f (x,u), but in studying
the multiplicity of positive solutions of (Q λ), it is restricted that f (x,u) satisﬁes the subcritical growth condition because
the study of the p(x)-Laplacian equations in the critical growth case is very diﬃcult and requires some special preliminaries
which are not ready up to the present.
In this paper the following notations are used:
Λ = {λ ∈ R: there exists at least a positive solution of (Q λ)},
λ∗ = supΛ.
The main results of this paper are the following theorems.
Theorem 1.1. Suppose that f satisﬁes the following conditions:
f (x, t) 0 and f (x, t) ≡ 0, ∀x ∈ Ω, ∀t  0, (1.1)
and
f (x, t) is nondecreasing with respect to t  0, ∀x ∈ Ω. (1.2)
Then Λ = ∅, λ∗ > 0 and (0, λ∗) ⊂ Λ. Moreover, for every λ ∈ (0, λ∗), there exists a minimal positive solution uλ of (Q λ) such that
uλ1  uλ2 if 0< λ1 < λ2 < λ∗ .
Theorem 1.2. Suppose that (1.1) and (1.2) hold, and also suppose that there exist positive constants M, c1 and c2 such that
f (x, t) c1 + c2tq(x)−1, ∀x ∈ Ω, ∀t  M, (1.3)
where q ∈ C(Ω)with 1 q(x) < p∗(x) for x ∈ Ω . Then for each λ ∈ (0, λ∗), (Q λ) has a positive solution uλ which is a local minimizer
of the energy functional associated with (Q λ). Moreover, for 0< λ1 < λ2 < λ∗ , there are the corresponding local minimizers uλ1 and
uλ2 such that uλ1 < uλ2 in Ω .
Theorem 1.3. Under the assumptions of Theorem 1.2, also suppose that there exist positive constants M and θ > p+ := supx∈Ω p(x)
such that
0< θ F (x, t) t f (x, t), ∀x ∈ Ω, ∀t  M, (1.4)
where F (x, t) = ∫ t0 f (x, s)ds. Then for each λ ∈ (0, λ∗), (Q λ) has at least two positive solutions uλ and vλ , where uλ is a local
minimizer of the energy functional and uλ  vλ .
Theorem 1.4. Suppose that f satisﬁes (1.1),
f (x,0) f (x, t), ∀x ∈ Ω, ∀t > 0, (1.5)
and the following conditions:
f (x, t) c3 + c4tr(x)−1, ∀x ∈ Ω, ∀t  M0, (1.6)
where M0 , c3 and c4 are positive constants, r ∈ C(Ω) with
1 r− := inf
x∈Ω
r(x) r+ := sup
x∈Ω
r(x) < p−.
Then λ∗ = +∞.
Theorem 1.5. Under the assumptions of Theorem 1.3, if λ∗ < +∞, then λ∗ ∈ Λ, i.e. Λ = (0, λ∗].
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considered in this paper are that they involve the variable exponent. To prove Theorems 1.1–1.5 we use the theory of variable
exponent Sobolev spaces, established ﬁrst by Kovácˇik and Rákosník [26], and some research results obtained recently for
the p(x)-Laplacian equations. In particular we use the results of [16] on the global C1,α regularity of the weak solutions
for the p(x)-Laplacian equations. The main method used in this paper is the sub-supersolution method for Robin problems
involving the p(x)-Laplacian, which is similar to that given in [15] for Dirichlet problems involving the p(x)-Laplacian.
A main diﬃculty for proving Theorem 1.2 is that a special strong comparison principle is required. It is well known that,
when p = 2, the strong comparison principles for the p-Laplacian equations are very complicated (see e.g. [9,10,33]). In
[15,23,24] the required strong comparison principles for Dirichlet problems have been established, however, they cannot
be applied to Robin problems. To prove Theorem 1.2, we establish a special strong comparison principle for Robin problem
(Q λ) (see Lemma 4.6 in Section 4).
2. Variable exponent Sobolev space W 1,p(x)(Ω)
Suppose that Ω is a bounded domain of RN with a smooth boundary ∂Ω , and p ∈ C(Ω,R) with p(x) > 1. Then 1 <
p− := infx∈Ω p(x) p+ := supx∈Ω p(x) < +∞.
The variable exponent Lebesgue space Lp(x)(Ω) is deﬁned by
Lp(x)(Ω) =
{
u
∣∣∣ u : Ω →R is a real measurable and∫
Ω
∣∣u(x)∣∣p(x) dx< +∞}
with the norm
|u|p(x) = |u|Lp(x)(Ω) = inf
{
τ > 0:
∫
Ω
∣∣∣∣u(x)τ
∣∣∣∣p(x) dx 1}.
The variable exponent Sobolev space W 1,p(x)(Ω) is deﬁned by
W 1,p(x)(Ω) = {u ∈ Lp(x)(Ω): |∇u| ∈ Lp(x)(Ω)}
with the norm
‖u‖ = inf
{
τ > 0:
∫
Ω
[∣∣∣∣∇uτ
∣∣∣∣p(x) + ∣∣∣∣uτ
∣∣∣∣p(x)]dx 1}.
Proposition 2.1. (See [20,26].) (Lp(x)(Ω), | · |p(x)) and (W 1,p(x)(Ω),‖·‖) are separable, reﬂexive and uniformly convex Banach spaces.
Proposition 2.2. (See [20].) Assume that the boundary of Ω possesses the cone property and p ∈ C(Ω) with p− > 1. If q ∈ C(Ω) and
1 q(x) < p∗(x), ∀x ∈ Ω,
then there is a compact embedding W 1,p(x)(Ω) ↪→ Lq(x)(Ω), where
p∗(x) =
{
Np(x)
N−p(x) , if p(x) < N,
+∞, if p(x) N.
Proposition 2.3. (See [11].) Assume that Ω is bounded and has a Lipchitz boundary with the cone property and p ∈ C(Ω) with
p− > 1. If q ∈ C(∂Ω) and
1 q(x) < p∂ (x), ∀x ∈ ∂Ω,
then there exists a compact embedding W 1,p(x)(Ω) ↪→ Lq(x)(∂Ω), where
p∂ (x) = (p(x))∂ := { (N−1)p(x)N−p(x) , if p(x) < N,+∞, if p(x) N.
Theorem 2.1. For any u ∈ W 1,p(x)(Ω), let
‖u‖∂ := |∇u|Lp(x)(Ω) + |u|Lp(x)(∂Ω).
Then ‖u‖∂ is a norm on W 1,p(x)(Ω) which is equivalent to
‖u‖W 1,p(x)(Ω) = |∇u|Lp(x)(Ω) + |u|Lp(x)(Ω).
S.-G. Deng / J. Math. Anal. Appl. 360 (2009) 548–560 551Proof. Denote ‖u‖W = ‖u‖W 1,p(x)(Ω) . By Proposition 2.3, there exists a constant c0 > 1 such that
|u|Lp(x)(∂Ω)  (c0 − 1)‖u‖W , ∀u ∈ W 1,p(x)(Ω)
and then we have
‖u‖∂  c0‖u‖W .
Next we will prove that there exists a constant c0 > 0 such that
|u|Lp(x)(Ω)  c0‖u‖∂ .
Arguing by contradiction, suppose that for each n ∈ N, there exists a un ∈ W 1,p(x)(Ω) such that
|un|Lp(x)(Ω) > n‖un‖∂ .
We may assume that |un|Lp(x)(Ω) = 1. Then we have that
‖un‖∂ → 0 (as n → ∞).
Hence
|∇un|Lp(x)(Ω) → 0
and
|un|Lp(x)(∂Ω) → 0 (as n → ∞).
Now we can get that {‖un‖W } is bounded. By the reﬂexivity of W 1,p(x)(Ω), there exists a subsequence, still denote by
{un}, such that
un ⇀ u0 (as n → ∞) in W 1,p(x)(Ω).
Then, we have that
un → u0 (as n → ∞) in Lp(x)(Ω).
On the other hand, by un ⇀ u0 (as n → ∞) in Lp(x)(Ω), we can obtain that
∇un ⇀ ∇u0 (as n → ∞) in
(
Lp(x)(Ω)
)N
.
Thus,
lim inf
n→∞ |∇un|Lp(x)(Ω)  |∇u0|Lp(x)(Ω),
that is, |∇u0|Lp(x)(Ω) = 0. In other words, u0 ≡ c (= constant).
Since W 1,p(x)(Ω) ↪→ Lp(x)(∂Ω) is compact, we have that
lim inf
n→∞ |un|Lp(x)(∂Ω)  |u0|Lp(x)(∂Ω),
that is, |u0|Lp(x)(∂Ω) = 0.
Then, we have that u0 ≡ 0. In other words,
un → 0 (as n → ∞) in Lp(x)(Ω),
which is contradiction since |un|Lp(x)(Ω) = 1. 
Now we introduce a norm which will be used later.
Let β ∈ L∞(∂Ω) with β− := infx∈∂Ω β(x) > 0, and for any u ∈ W 1,p(x)(Ω), deﬁne
‖u‖β := inf
{
τ > 0:
∫
Ω
∣∣∣∣∇uτ
∣∣∣∣p(x) dx+ ∫
∂Ω
β(x)
∣∣∣∣ uτ
∣∣∣∣p(x) dσx  1},
where dσx is the measure on the boundary ∂Ω . Then, by Theorem 2.1, ‖ · ‖β is also a norm on W 1,p(x)(Ω) which is
equivalent to ‖ · ‖W 1,p(x)(Ω) and ‖ · ‖∂ . By the deﬁnition of ‖u‖β we have the following:
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∫
Ω
|∇u|p(x) dx + ∫
∂Ω
β(x)|u|p(x) dσx with β− > 0, where dσx is the measure on the boundary of Ω .
For any u,uk ∈ W 1,p(x)(Ω) (k = 1,2, . . .), we have that
(1) ‖u‖β  1 ⇒ ‖u‖p
−
β  ρβ(u) ‖u‖p
+
β ;
(2) ‖u‖β  1 ⇒ ‖u‖p
+
β  ρβ(u) ‖u‖p
−
β ;
(3) ‖uk‖β → 0 ⇔ ρβ(uk) → 0 (as k → ∞);
(4) ‖uk‖β → ∞ ⇔ ρβ(uk) → ∞ (as k → ∞).
3. Preliminary results
Firstly, let us recall several notions.
Deﬁnition 3.1.
(1) u ∈ W 1,p(x)(Ω) is called a weak solution of the problem (Q λ) if for all v ∈ W 1,p(x)(Ω),∫
Ω
|∇u|p(x)−2∇u∇v dx+
∫
∂Ω
β|u|p(x)−2uv dσx = λ
∫
Ω
f (x,u)v dx, (3.1)
where dσx is the measure on the boundary ∂Ω .
(2) u ∈ W 1,p(x)(Ω) is called a generalized solution of the equation
−p(x)u = λ f (x,u) in Ω, (3.2λ)
if for all v ∈ C∞0 (Ω)∫
Ω
|∇u|p(x)−2∇u∇v dx = λ
∫
Ω
f (x,u)v dx.
(3) u ∈ W 1,p(x)(Ω) is called a subsolution (respectively supersolution) of (Q λ) if for all v ∈ W 1,p(x)(Ω) with v  0,∫
Ω
|∇u|p(x)−2∇u∇v dx+
∫
∂Ω
β|u|p(x)−2uv dσx  (resp.) λ
∫
Ω
f (x,u)v dx.
Obviously, every weak solution of the problem (Q λ) is also a generalized solution of Eq. (3.2λ).
In this paper, we need the global regularity results for the weak solution of (Q λ), which are stated in the following
Proposition 3.1. For the L∞(Ω) and C0,α(Ω) regularity see [19], and for the C1,α(Ω) regularity see [16] in which the global
C1,α(Ω) regularity results for the p-Laplacian equations obtained by Lieberman [27,28] are generalized to the case of the
p(x)-Laplacian equations.
Proposition 3.1.
(1) (See [16,19].) If p ∈ C(Ω) and f satisfy the sub-critical growth condition (1.3), then u ∈ L∞(Ω) for every weak solution u of
(Q λ), and |u|L∞(Ω) depends only on ‖u‖β , p− , p+ , N, β+ , q+ , c1 and c2 .
(2) (See [16,19].) Let u ∈ W 1,p(x)(Ω)∩ L∞(Ω) be a weak solution of (Q λ). If the function p is log-Hölder continuous onΩ , i.e., there
is a positive constant H such that∣∣p(x)− p(y)∣∣ H− log |x− y| for x, y ∈ Ω with 0< |x− y| 12 , (3.3)
then u ∈ C0,α(Ω) for some α ∈ (0,1).
(3) (See [16].) If in the statement (2), the condition (3.3) is replaced by that p ∈ C0,α1 (Ω), then u ∈ C1,α(Ω) for some α ∈ (0,1) and
‖u‖C1,α(Ω) depends only on |u|L∞(Ω) , ‖p‖C0,α1 (Ω) , p− , p+ , N, β+ , q+ , c1 , c2 and Ω .
Deﬁnition 3.2. For u, v ∈ W 1,p(x)(Ω), we call u  v if u(x) v(x) for a.e. x ∈ Ω .
Let
u+(x) = max
{
u(x),0
}
and u−(x) = max
{−u(x),0}.
Similar to Lemma 2.2 of [21], Proposition 2.3 of [15], we have
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w  0,∫
Ω
|∇v|p(x)−2∇v∇w dx+
∫
∂Ω
β|v|p(x)−2vw dσx 
∫
Ω
|∇u|p(x)−2∇u∇w dx+
∫
∂Ω
β|u|p(x)−2uw dσx,
then v  u for a.e. x ∈ Ω .
Proof. Let Ω0 = {x ∈ Ω: u(x) < v(x)}, taking
w(x) = (u(x)− v(x))− := max{−(u(x)− v(x)),0}
as a test function, we have
0−
∫
Ω0
[|∇u|p(x)−2∇u − |∇v|p(x)−2∇v](∇u − ∇v)dx− ∫
∂Ω∩∂Ω0
β
[|u|p(x)−2u − |v|p(x)−2v](u − v)dσx
−
∫
Ω0
[|∇u|p(x)−2∇u − |∇v|p(x)−2∇v](∇u − ∇v)dx 0.
This shows that |Ω0| = 0 or |Ω0| > 0 with ∇w = 0 a.e. in Ω0.
If |Ω0| > 0 with ∇w = 0 a.e. in Ω0, then ∇w = 0 a.e. in Ω , that is w = c a.e. in Ω . Now let us observe that
0−
∫
Ω
[|∇u|p(x)−2∇u − |∇v|p(x)−2∇v](∇u − ∇v)dx− ∫
∂Ω
β
[|u|p(x)−2u − |v|p(x)−2v](u − v)dσx
= −
∫
∂Ω
β
[|u|p(x)−2u − |v|p(x)−2v](u − v)dσx  0.
Then we can obtain that c = 0. 
It is well known that, when p = 2, the strong comparison principles for the p-Laplacian equations are very complicated
(see e.g. [9,10,33]). In 2007, Professor Xianling Fan had proved a special strong comparison principle for the p(x)-Laplacian,
which is suitable to ﬁnd a positive C1 local minimizer of the integral functional in the C1-topology.
Deﬁnition 3.3. Let u, v ∈ W 1,p(x)(Ω). We say that
−p(x)u −p(x)v
if for all w ∈ W 1,p(x)0 (Ω) with w  0,∫
Ω
|∇u|p(x)−2∇u∇w dx
∫
Ω
|∇v|p(x)−2∇v∇w dx.
Proposition 3.2. (See Theorem 3.2 in [15].) Suppose that u, v ∈ C1(Ω), u  v in Ω , g,h ∈ L∞(Ω),
−p(x)u = g(x) h(x) = −p(x)v in Ω,
and g(x) ≡ h(x) in Ω . If
∂u
∂η
< 0,
∂v
∂η
< 0 on ∂Ω,
where η is the outward unit normal to ∂Ω .
Then, u > v in Ω and there is a constant ε > 0 such that
∂(v − u)
∂η
 ε on ∂Ω.
Proposition 3.3 (A strong maximum principle). (See [21].) Suppose that p ∈ C1(Ω), u is a generalized solution of Eq. (Q λ), u  0,
u ≡ 0 and f (x,u) 0 in Ω . Then u > 0 in Ω . In addition, if Ω satisﬁes the interior-ball condition and for some x0 ∈ ∂Ω , u(x0) = 0
and u ∈ C1(Ω ∪ {x0}), then ∂u |x=x0 > 0, where η is the unit outward normal to ∂Ω .∂η
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point theorem for the increasing operator on the order interval (see e.g. [2]) and is similar to that given in [15] for Dirichlet
problems involving the p(x)-Laplacian.
Lemma 3.2 (A sub-supersolution principle). Let Assumption (F) hold and λ > 0. Suppose that u0 , v0 ∈ W 1,p(x)(Ω) ∩ L∞(Ω), u0 and
v0 are a subsolution and a supersolution of (Q λ) respectively, and u0  v0 . If f satisﬁes the condition:
f (x, t) is nondecreasing in t ∈ [infu0(x), sup v0(x)],
then (Q λ) has a minimal solution u∗ and a maximal solution v∗ in the order interval [u0, v0], i.e., u0  u∗  v∗  v0 and if u is any
solution of (Q λ) such that u0  u  v0 , then u∗  u  v∗ .
For any u ∈ W 1,p(x)(Ω), put
I(u) =
∫
Ω
1
p(x)
∣∣∇u∣∣p(x) dx+ ∫
∂Ω
β(x)
p(x)
|u|p(x) dσx,
where dσx is the measure on the boundary ∂Ω .
According to Proposition 2.3 and Theorem 2.1, similar to Theorem 3.1 of [18], we have that the mapping I ′: W 1,p(x)(Ω) →
(W 1,p(x)(Ω))∗ is a strictly monotone, bounded homeomorphism, and then we can easily obtain:
Proposition 3.4. Let β ∈ L∞(∂Ω) with β− > 0 and q ∈ C(Ω) with 1  q(x) < p∗(x) for x ∈ Ω . Then for each h ∈ L q(x)q(x)−1 (Ω), the
problem⎧⎨⎩
−p(x)u = h(x) in Ω,
|∇u|p(x)−2 ∂u
∂η
+ β(x)|u|p(x)−2u = 0 on ∂Ω, (3.4)
has a unique solution u ∈ W 1,p(x)(Ω).
Deﬁnition 3.4. Let q and h be as in Proposition 3.4, we denote by K (h) = u the unique solution of (3.4). K is called the
solution operator for (3.4).
Proposition 3.5.
(1) (See [15].) The mapping K : L q(x)q(x)−1 (Ω) → W 1,p(x)(Ω) is continuous and bounded. Moreover, the mapping K : L q(x)q(x)−1 (Ω) →
Lq(x)(Ω) is completely continuous since the embedding W 1,p(x)(Ω) ↪→ Lq(x)(Ω) is compact.
(2) (See [15].) If p is log-Hölder continuous on Ω , then the mapping K : L∞(Ω) → C0,α(Ω) is bounded, and hence the mapping
K : L∞(Ω) → C(Ω) is completely continuous.
(3) (See [15].) If p is Hölder continuous on Ω , then the mapping K : L∞(Ω) → C1,α(Ω) is bounded, and hence the mapping
K : L∞(Ω) → C1(Ω) is completely continuous.
(4) K is an increasing operator, that is, K (h1) K (h2) if h1  h2 .
Proposition 3.6. If h ∈ L q(x)q(x)−1 (Ω) and h  0, where q ∈ C(Ω) with 1  q(x) < p∗(x) for x ∈ Ω , then K (h)  0. If p ∈ C1(Ω),
h ∈ L∞(Ω) with h  0 and h ≡ 0, then K (h) > 0 on Ω .
Proof. Let h 0 and K (h) = u. Then u is the unique global minimizer of the energy functional
ϕ(v) =
∫
Ω
1
p(x)
|∇v|p(x) dx+
∫
∂Ω
β(x)
p(x)
|v|p(x) dσx −
∫
Ω
hv dx, ∀v ∈ W 1,p(x)(Ω).
Setting v0(x) = |u(x)| we can see that ϕ(v0)  ϕ(u), which shows that u = v0. Hence K (h) = u  0. In the case that
p ∈ C1(Ω), h ∈ L∞(Ω) with h  0 and h ≡ 0, we have K (h) = u ∈ C1(Ω), u  0 and u ≡ 0. By Proposition 3.3, we obtain
u > 0 in Ω .
On the other hand, suppose that there exists a x0 ∈ ∂Ω such that u(x0) = 0. Again by Proposition 3.3, ∂u∂η |x=x0 > 0, which
is a contradiction since ∂u |x=x0  0 in the problem (3.4). ∂η
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ϕλ(u) =
∫
Ω
1
p(x)
|∇u|p(x) dx+
∫
∂Ω
β
p(x)
|u|p(x) dσx − λ
∫
Ω
F (x,u)dx, (3.5)
where u ∈ W 1,p(x)(Ω). The critical points of ϕλ are just the solutions of (Q λ). Many authors, for example, Chang [7], Brezis
and Nirenberg [5] and Ambrosetti, Brezis and Cerami [3], have combined the sub-supersolution method with the variational
method and studied successfully the semilinear elliptic problems, where a key lemma is that:
A local minimizer of the associated energy functional in the C1-topology is also a local minimizer in the H1-topology.
Such lemma have been extended to the case of the p-Laplacian equations (see [4,24]) and also to the case of the p(x)-
Laplacian equations (see [15, Theorem 3.1]). Theorem 3.1 of [15] concerns Dirichlet problems, but the method for proving
the theorem is also valid for Robin problems. Thus we have the following
Proposition 3.7. (See [15, Theorem 3.1].) Let λ > 0 and Assumption (F) and (1.3) hold. If u ∈ C1(Ω) is a local minimizer of ϕλ in the
C1(Ω)-topology, then u is also a local minimizer of ϕλ in the W 1,p(x)(Ω)-topology.
4. Proof of theorems
In this section we shall prove Theorems 1.1–1.5. We always suppose that the Assumption (F) holds. Since only the positive
solutions are considered, without loss of generality, we can assume that
f (x, t) = f (x,0) ∀t < 0, ∀x ∈ Ω,
otherwise we may replace f (x, t) by f+(x, t), where
f+(x, t) =
{
f (x, t) if t  0,
f (x,0) if t < 0.
The proof of Theorem 1.1 consists of the following four Lemmata 4.1–4.4.
Lemma 4.1. Let (1.1) hold, then λ /∈ Λ if λ 0.
Proof. Let λ ∈ Λ and u be a positive solution of (Q λ). Taking v ≡ 1 as a test function in (3.1) yields∫
∂Ω
β(x)|u|p(x)−1 dσx = λ
∫
Ω
f (x,u)dx, (4.1)
which implies λ 0.
On the other hand, if λ = 0, then (Q λ) has only solution u ≡ 0. 
Lemma 4.2. Let (1.1) and (1.2) hold, then Λ = ∅.
Proof. By Propositions 3.4, 3.6 and 3.1(3), the problem⎧⎨⎩
−p(x)u = 1 in Ω,
|∇u|p(x)−2 ∂u
∂η
+ β|u|p(x)−2u = 0 on ∂Ω, (4.2)
has a unique positive solution w1 ∈ C1(Ω) and w1(x) > 0 for x ∈ Ω .
Put
M = sup{ f (x,w1(x)): x ∈ Ω},
then M > 0.
Let λ1 = 1M . For any v ∈ W 1,p(x)(Ω) with v  0, we have∫
Ω
|∇w1|p(x)−2∇w1∇v dx+
∫
∂Ω
β|w1|p(x)−1v dσx =
∫
Ω
v dx =
∫
Ω
λ1Mv dx
∫
Ω
λ1 f (x,w1)v dx.
This shows that w1 is a supersolution of the problem (Q λ1 ). Obviously 0 is a subsolution of (Q λ1 ). By Lemma 3.2, (Q λ1 )
has a solution uλ1 such that 0 uλ1  w1. By Proposition 3.6, uλ1 > 0 on Ω . So λ1 ∈ Λ and Λ = ∅. 
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Proof. Suppose λ0 ∈ Λ and λ ∈ (0, λ0). Let uλ0 be a positive solution of (Q λ0 ). Then uλ0 is a supersolution of (Q λ). We
know that 0 is a subsolution of (Q λ). By Lemma 3.2, (Q λ) has a solution uλ such that 0  uλ  uλ0 . By Proposition 3.6,
uλ > 0 on Ω . Thus λ ∈ Λ. 
Lemma 4.4. Let (1.1) and (1.2) hold. Then for every λ ∈ (0, λ∗), there exists a minimal positive solution uλ of (Q λ) such that uλ1  uλ2
if 0< λ1 < λ2 < λ∗ .
Proof. Let λ ∈ (0, λ∗). Take a λ0 ∈ (λ,λ∗), let uλ0 be a positive solution of (Q λ0 ). Noting that 0 is a subsolution of (Q λ)
and 0 is not a solution of (Q λ), by the proof of Lemma 4.3, we can see that there exists a minimal positive solution uλ of
(Q λ) such that 0< uλ  uλ0 .
Moreover, let 0 < λ1 < λ2 < λ∗ and let uλ1 and uλ2 be the minimal positive solutions of (Q λ1 ) and (Q λ2 ), respectively.
Since uλ2 is a supersolution of (Q λ1 ), we can see that uλ1  uλ2 . 
The proof of Theorem 1.1 is complete. Now let us turn to the proof of Theorem 1.2.
Lemma 4.5. Suppose (1.1) and (1.2) hold. Let λ1, λ2 ∈ Λ and λ1 < λ < λ2 . Suppose that uλ1 and uλ2 are the positive solutions of
(Q λ1 ) and (Q λ2 ) respectively with uλ1  uλ2 . Then there exists a positive solution vλ of (Q λ) such that uλ1  vλ  uλ2 and vλ is a
global minimizer of the restriction of ϕλ to the order interval [uλ1 ,uλ2 ] ∩ W 1,p(x)(Ω).
Proof. Deﬁne f˜ : Ω ×R→ R by
f˜ (x, t) =
⎧⎨⎩
f (x,uλ1(x)), if t < uλ1(x),
f (x, t), if uλ1(x) t  uλ2(x),
f (x,uλ2(x)), if t > uλ2(x).
Let F˜ (x, t) = ∫ t0 f˜ (x, s)ds and
ϕ˜λ(u) =
∫
Ω
|∇u|p(x)
p(x)
dx+
∫
∂Ω
β(x)
p(x)
|u|p(x) dσx − λ
∫
Ω
F˜ (x,u)dx,
where u ∈ W 1,p(x)(Ω). It is easy to see that the global minimum of ϕ˜λ on W 1,p(x)(Ω) is achieved at some vλ ∈ W 1,p(x)(Ω).
Thus vλ is a solution of the following problem⎧⎨⎩
−p(x)u = λ f˜ (x,u) in Ω,
|∇u|p(x)−2 ∂u
∂η
+ β|u|p(x)−2u = 0 on ∂Ω, (4.3λ)
and vλ ∈ C1(Ω). Noting that
f (x,uλ1) = f˜ (x,uλ1) f˜ (x, vλ) f˜ (x,uλ2) = f (x,uλ2)
and λ1 < λ < λ2, by Proposition 3.5(4), we obtain that uλ1  vλ  uλ2 . So f˜ (x, vλ) = f (x, vλ), and vλ is a positive solution
of (Q λ).
It is easy to see that there exists a constant c such that
ϕλ(u) = ϕ˜λ(u)+ c for u ∈ [uλ1 ,uλ2 ] ∩ W 1,p(x)(Ω).
Hence vλ is a global minimizer of ϕλ|[uλ1 ,uλ2 ]∩W 1,p(x)(Ω) . 
A key lemma of this section is the following strong comparison principle.
Lemma 4.6 (A strong comparison principle). Suppose (1.1) and (1.2) hold. Let λ1, λ2 ∈ Λ with λ1 < λ2 . Suppose that uλ1 and uλ2 are
the positive solutions of (Q λ1 ) and (Q λ2 ) respectively with uλ1  uλ2 . Then uλ1 < uλ2 in Ω and there exists a constant ε > 0 such
that
∂(uλ1 − uλ2)
∂η
 ε on ∂Ω.
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W 1,p(x)0 (Ω) with v  0, we have∫
Ω
|∇uλ1 |p(x)−2∇uλ1∇v dx = λ1
∫
Ω
f (x,uλ1)v dx,∫
Ω
|∇uλ2 |p(x)−2∇uλ2∇v dx = λ2
∫
Ω
f (x,uλ2)v dx.
By λ1 < λ2, uλ1  uλ2 , (1.1) and (1.2), we get
λ1 f (x,uλ1) λ2 f (x,uλ2), λ1 f (x,uλ1) ≡ λ2 f (x,uλ2) in Ω.
On the other hand, since uλ1 and uλ2 are the positive solutions of (Q λ1 ) and (Q λ2 ) respectively, by Proposition 3.6, uλ1 > 0
and uλ2 > 0 on Ω , and then we have
∂uλ1
∂η
< 0,
∂uλ2
∂η
< 0.
And by Proposition 3.2, we have that uλ1 < uλ2 in Ω and there is a constant ε > 0 such that
∂(uλ1 − uλ2)
∂η
 ε on ∂Ω. 
Proof of Theorem 1.2. Let (1.1), (1.2) and (1.3) hold. For λ ∈ (0, λ∗), take λ1, λ2 ∈ Λ such that λ1 < λ< λ2 and let uλ1  vλ 
uλ2 be as in Lemma 4.5. By Lemma 4.6, uλ1 < vλ < uλ2 in Ω and there is a constant ε > 0 such that
∂(uλ1 − vλ)
∂η
 ε and ∂(vλ − uλ2)
∂η
 ε on ∂Ω.
So there exists a δ > 0 such that
BC1(vλ, δ) :=
{
u ∈ C1(Ω): ‖u − vλ‖C1(Ω) < δ
}⊂ [uλ1 ,uλ2 ].
By Lemma 4.5, vλ is a local minimizer of ϕλ in the C1-topology. By Proposition 3.7, vλ is also a local minimizer of ϕλ in
the W 1,p(x)(Ω)-topology.
Moreover, it is easy to see that, for 0< λ1 < λ2 < λ∗ , there are uλ1 and uλ2 , being respectively a local minimizer of ϕλ1
and ϕλ2 , such that 0< uλ1  uλ2 . Then, by Lemma 4.6, uλ1 < uλ2 in Ω . 
Proof of Theorem 1.3. Let (1.1)–(1.4) hold. For λ ∈ (0, λ∗), take λ1, λ2 ∈ Λ such that λ1 < λ < λ2 and let uλ1  uλ  uλ2
be the above-mentioned positive solutions of (Q λ1 ), (Q λ) and (Q λ2 ) respectively and uλ a local minimizer of ϕλ in the
W 1,p(x)(Ω)-topology.
Deﬁne
f˜λ(x, t) =
{
f (x, t), if t > uλ(x),
f (x,uλ(x)), if t  uλ(x),
and F˜λ(x, t) =
∫ t
0 f˜λ(x, s)ds. Consider the problem⎧⎨⎩
−p(x)u = f˜λ(x,u) in Ω,
|∇u|p(x)−2 ∂u
∂η
+ β|u|p(x)−2u = 0 on ∂Ω, (4.4λ)
and denote by ϕ˜λ the energy functional corresponding to (4.4λ). By the deﬁnition of f˜λ , we have
f˜λ
(
x,u(x)
)
 f
(
x,uλ(x)
)
, ∀u ∈ W 1,p(x)(Ω).
Hence, for each solution u of (4.4λ), we have that u  uλ . Consequently f˜λ(x,u) = f (x,u) and u is also a solution of (Q λ).
It is easy to see that uλ1 and uλ2 are a subsolution and a supersolution of (4.4λ), respectively. By Lemma 3.2 and The-
orem 1.2, there exists u∗λ ∈ [uλ1 ,uλ2 ] ∩ C1(Ω) such that u∗λ is a solution of (4.4λ) and is a local minimizer of ϕ˜λ in the
C1-topology. As was noted above, we know that u∗λ  uλ and u∗λ is also a solution of (Q λ). If u∗λ = uλ , then the assertion of
Theorem 1.3 already holds, hence we can assume that u∗λ = uλ . Now uλ is a local minimizer of ϕ˜λ in the C1-topology, and
so also in the W 1,p(x)(Ω)-topology. We can assume that uλ is a strictly local minimizer of ϕ˜λ in the W 1,p(x)(Ω)-topology,
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ϕ˜λ ∈ C1(W 1,p(x)(Ω),R) and ϕ˜λ satisﬁes the (PS) condition (see e.g. [18]). It follows from the condition (1.4) that
inf
{
ϕ˜λ(u): u ∈ W 1,p(x)(Ω)
}= −∞.
Using the mountain pass lemma, we know that (4.4λ) has a solution vλ such that vλ = uλ . vλ , as a solution of (4.4λ), must
satisfy vλ  uλ , and vλ is also a solution of (Q λ). 
Proof of Theorem 1.4. Let f satisfy (1.1), (1.5) and (1.6). For given any λ > 0, consider the energy functional ϕλ deﬁned by
(3.5). By (1.6), there are positive constants c5 and c6 such that∣∣F (x, t)∣∣ c5 + c6|t|r(x), ∀x ∈ Ω, ∀t ∈R. (4.5)
For u ∈ W 1,p(x)(Ω) with ‖u‖β  1, we have that
ϕλ(u)
1
p+
∫
Ω
|∇u|p(x) dx+ 1
p+
∫
∂Ω
β|u|p(x) dσx − c6λ
∫
Ω
|u|r(x) dx− c7
 1
p+
‖u‖p−β − c8λ‖u‖r
+
β − c9,
where c7, c8 and c9 are positive constants. Noting that r+ < p− , it can be showed that
ϕλ(u) → +∞ as ‖u‖β → ∞,
that is, ϕλ is coercive.
The condition (1.6) also implies that ϕλ is weakly sequentially lower semi-continuous. Thus ϕλ has a global minimizer u0.
Put v0(x) = |u0(x)| for x ∈ Ω . It is easy to see that ϕλ(v0)  ϕλ(u0), consequently, v0 is a global minimizer of ϕλ . By
the condition (1.1) and Proposition 3.6, we know that v0 is a positive solution of (Q λ). This shows that λ ∈ Λ for all λ > 0.
Hence λ∗ = +∞. 
To prove Theorem 1.5, we give the following lemma.
Lemma 4.7. Let (1.1) and (1.2) hold. Then for each λ ∈ (0, λ∗), (Q λ) has a positive solution uλ such that ϕλ(uλ) 0.
Proof. For λ ∈ (0, λ∗), take λ2 ∈ (λ,λ∗) and let uλ2 be a positive solution of (Q λ2 ). Then uλ2 is a supersolution of (Q λ). We
know that 0 is a subsolution of (Q λ). Similar to the proof of Lemma 4.5, we can prove that (Q λ) has a positive solution
uλ ∈ [0,uλ2 ] such that ϕλ(uλ) = inf{ϕλ(u): u ∈ [0,uλ2 ] ∩ W 1,p(x)(Ω)}. So ϕλ(uλ) ϕλ(0) = 0. 
Remark 4.1. In fact, in Lemma 4.7 we have the assertion: ϕλ(uλ) < 0.
To see this, putting vt ≡ t on Ω , where t is a positive constant, then for suﬃciently small t > 0, we have that vt ∈ [0,uλ2 ]
and
ϕλ(vt) =
∫
∂Ω
β
p(x)
t p(x) dσx − λ
∫
Ω
F (x, t)dx t p−
∫
∂Ω
β
p(x)
dσx − tλ
∫
Ω
f (x,0)dx< 0,
thus ϕλ(uλ) ϕλ(vt) < 0.
Proof of Theorem 1.5. Let (1.1)–(1.4) hold. Let λn ∈ (0, λ∗) with λn → λ∗ as n → ∞. By Lemma 4.7, for each n, (Q λn ) has a
positive solution uλn such that ϕλn (uλn ) 0, that is∫
Ω
1
p(x)
|∇uλn |p(x) dx+
∫
∂Ω
β
p(x)
up(x)λn dσx  λn
∫
Ω
F (x,uλn )dx.
Since uλn is a solution of (Q λn ), we have that∫
Ω
|∇uλn |p(x) dx+
∫
∂Ω
βup(x)λn dσx = λn
∫
Ω
f (x,uλn)uλn dx.
It follows from (1.4) that there exists a positive constant c10 such that∫
F (x,uλn )dx c10 +
1
θ
∫
f (x,uλn )uλn dx.Ω Ω
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1
p+
[∫
Ω
|∇uλn |p(x) dx+
∫
∂Ω
βup(x)λn dσx
]

∫
Ω
1
p(x)
|∇uλn |p(x) dx+
∫
∂Ω
β
p(x)
up(x)λn dσx
 λn
∫
Ω
F (x,uλn )dx
 λnc10 + λn
θ
∫
Ω
f (x,uλn)uλn dx
 λ∗c10 + 1
θ
[∫
Ω
|∇uλn |p(x) dx+
∫
∂Ω
βup(x)λn dσx
]
and consequently,
0<
(
1
p+
− 1
θ
)
‖uλn‖p
−
β

(
1
p+
− 1
θ
)[∫
Ω
|∇uλn |p(x) dx+
∫
∂Ω
βup(x)λn dσx
]
+ c11
 λ∗c10 + c11,
where the positive constants c10 and c11 are independent of n.
This shows that {‖uλn‖β} is bounded. Without loss of generality, we can assume that uλn ⇀ u∗ in W 1,p(x)(Ω), and then
uλn (x) → u∗(x) in Lp(x)(Ω). Hence, uλn (x) → u∗(x) for a.e. x ∈ Ω .
By (1.3) and the L∞(Ω)-regularity results of [19], the boundedness of {‖uλn‖β} implies the boundedness of {|uλn |L∞(Ω)}.
By the C1,α(Ω)-regularity results of [16], the boundedness of {|uλn |L∞(Ω)} implies the boundedness of {‖uλn‖C1,α(Ω)}, where
α ∈ (0,1) is a constant.
Thus we have uλn → u∗ in C1(Ω). For every v ∈ W 1,p(x)(Ω), since uλn is a positive solution of (Q λn ), we have that∫
Ω
|∇uλn |p(x)−2∇uλn∇v dx+
∫
∂Ω
βup(x)−1λn v dσx = λn
∫
Ω
f (x,uλn)v dx, ∀n ∈ N.
Passing the limit of above equality as n → ∞, yields∫
Ω
|∇u∗|p(x)−2∇u∗∇v dx+
∫
∂Ω
βup(x)−1∗ v dσx = λ∗
∫
Ω
f (x,u∗)v dx.
which shows that u∗ is a solution of (Q λ∗ ). Obviously u∗  0 and u∗ ≡ 0. Hence u∗ is a positive solution of (Q λ∗ ) and
λ∗ ∈ Λ, i.e. Λ = (0, λ∗]. 
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