Abstract-We show how communication in the recently proposed deterministic finite field model can be translated into a transmission in the corresponding Gaussian model, using simple uncoded transmission. We find a lower bound on the number of received bits at each node as well as upper and lower bounds on the source-destination rate.
I. INTRODUCTION
The question of how much information can be sent through a wireless communication network and what the optimal strategy would be to achieve the capacity is crucial for the design of future wireless networks, but appears to be very difficult to answer. Modeling the wireless channel in the most common way as additive white Gaussian noise (AWGN) channel, even the capacity of the three node relay network is still open. Therefore it is reasonable to search for different ways to characterize the transmissions capabilities of wireless networks.
A way to proceed is to change the AWGN channel model for a deterministic channel model [1] . The intuition behind a deterministic model is to emphasize the impact of interference rather than noise on the received signal. It can be shown, that the cut-set upper bound on the capacity is achieved under the deterministic channel model [2] . Furthermore, there is a relation between the capacity under the deterministic model and the AWGN model. The capacity under the AWGN model can be shown to be at most a constant number below the capacity under the deterministic model [3] . Since this constant depends only on the topology of the network, but not on the channel gains, the deterministic model is a good characterization of the AWGN model for large SNR and high capacity.
However, the latter result is found by applying information theoretic arguments and using random coding in the relays. To use the insights of deterministic modeling in realistic scenarios, simple and implementable ways to translate a solution from the deterministic model to the AWGN model have to be found.
In a network that is constrained on uncoded transmission, hierarchical modulation [4] is a way to resolve different information flows. It has been used in a broadcast scenario to convey different information to more than one receivers [5] . The bit error rate of hierarchical QAM constellations has been found in [6] .
In this paper we use hierarchical modulation for both transmitting to different nodes in the broadcast case and resolving transmissions from different nodes in the multiaccess case. We achieve this by coordinating the transmission in the deterministic model. Coordinated transmission is related to interference alignment, that has been used on the deterministic model in [7] before. Given that the transmission in the deterministic model is coordinated, we show how to translate it into an easily implementable scheme using uncoded transmission only.
We introduce the channel models and the transmission scheme in Sec. II and Sec. III. The results are presented in Sec. IV, and Sec. V concludes the paper.
II. CHANNEL MODELS

A. AWGN Channel Model
The complex-valued received signal at node j = 1, ..., N is modeled as
where x i ∈ C is the signal transmitted at node i and h ij ∈ C is the i.i.d. gain of the channel between nodes i and j. The noise at node j is i.i.d. complex Gaussian z j ∼ CN(0, 1). Each node has power constraint E[x
B. Linear Finite-Field Deterministic Model
In the deterministic channel model [1] each channel between two nodes i and j has a non-negative integer gain n ij . This gain can be interpreted as a number of bits. Define n max = max ij n ij , so that we can express all received signals y j ∈ F nmax 2 and transmitted signals x i ∈ F nmax 2 as vectors of bits. The channel is modeled as
where the summations and multiplications are modulo 2 and
The matrix S nmax−nij simply shifts the entries of x j a number of n max − n ij positions to the right and fills zeros on the left. Another possible formulation for each of the bits in y j is Fig. 1 depicts a deterministic model for a transmission from a source S to a destination D using four relay nodes. For now, consider both solid and dashed lines. The maximum number of bits is chosen n max = 6, resembled by six circles for transmission and six circles for reception. The circles are referred to as signal levels. The number of bits n ij is resembled by the number of lines between the nodes, and we refer to these lines as bit-transmissions. The deterministic model can be related to the corresponding AWGN model by defining [1] 
The interpretation of this relations is, that a number n ij of bits can be received above noise level. These bits are assumed to be free of transmission errors. All additional bits, that the transmitter might send, are drowned in noise and convey no information to the receiver.
C. Generalized Deterministic Model
The deterministic model can be generalized by defining n ij = log ϑ |h ij | for ϑ > 1, taking the logarithm to the base ϑ. To keep expressions simple, we will refer to n ij as the number of bits, even though each of those bits carries log 2 (ϑ) bits of information. The set of all bit-transmissions representing a network is denoted by N .
Due to the rounding operation, the translation from deterministic model back to the AWGN model is not explicit,
The ambiguity can be expressed in terms of a random variable
III. TRANSMISSION SCHEME
We propose an uncoded transmission scheme, that enables us to translate a transmission in the deterministic channel model to a transmission in the AWGN channel model. Given that the transmission in the deterministic model is coordinated, we can translate it into a transmission in the AWGN model, that uses simple uncoded hierarchical QPSK modulation. 1) A maximum number of one bit is assigned to each signal level at each receiver. Hence, each of the sums in (2) consists of at most one term
. . , N and k = 1, . . . , n max . 2) Bit-transmissions from transmitter i to receiver j are assigned in pairs, i.e., a sequence of bits
has even length l. 3) Bit-transmissions form a layered network, that is each path from source to destination has equal length. A subset of bit-transmissions, that fulfill the constraints of coordination is denoted by N co ⊆ N .
Consider Fig. 1 again for an example of a coordinated transmission. The solid lines are used for transmission, whereas the dashed lines are disabled to avoid interference at the receiving nodes. Disabling a bit-transmission is equivalent to sending x i [k] = 0 on the corresponding signal level. Note that due to the broadcast property, bit-transmissions sent by the same transmitter i at the same signal level k cannot be disabled independently.
The fact that pairs of bits are assigned in a coordinated transmission allows for the description of those pairs in terms of qits. A qit is an entity with four states and is therefore equivalent to a bit pair. According to the deterministic model, a maximum number of q ij = n ij 2 qit-transmissions can be supported by the link from node i to node j.
A set N co of bit-transmissions that fulfills the constraints of coordination can be expressed in terms of a set Q co of qit-transmissions, that resemble the assigned pairs of bittransmissions. Furthermore, we denote the set of all Q co as CO(N ).
Definition 2.
Hierarchical QPSK modulation is a simple modulation strategy to transmit n trans qits in a single time instance. The transmitted signal of node i is where
and a is a constant determined by the power constraint. The interpretation of x i is that of a hierarchical transmission of n trans nested QPSK constellations x i,k .
Due to (1), the received signal y j consists of a superposition of many scaled and rotated QPSK constellations. To facilitate analysis we use the following assumption. 
In a coordinated transmission the QPSK constellations are received with sufficiently different amplitude to resolve them. ]. The resulting symbols are marked with crosses. To simplify interpretation, the constellation c 1 is depicted by a black circle, and the sum of the two constellations c 1 + c 2 is depicted by white circles.
The receiver resolves the constellations c i successively. The first decisions is about c 1 and the boundaries are depicted by solid lines. Secondly, the dashed lines are used to decide about c 2 . Finally, c 3 is resolved by using the dotted lines. The procedure results in heterogeneously shaped decisions regions, highlighted by hatching. In the next step we find a lower bound on the distance between a symbol and its decision boundary.
IV. RESULTS
A. Number of Received Qits Result 1. Consider the noise free part s j of the received signal y j at node j, in a system using hierarchical QPSK modulation and coordinated transmission. The minimum distance d between a resolved symbols and the boundary of its decisions region can be lower bounded by
The distance is a function of the maximum number of qits q max = max i q ij that node j can receive and the number of qits q res ≤ q max that this node chooses to resolve. The proof is found in Appendix A.
The transmission scheme requires the choice of ϑ >
. Observe that ϑ is chosen too small in the example of Fig. 2 . Rotating the white circles counterclockwise reduces d 1 below zero, but error free detection is only possible if the distance is positive.
Result 2. If we use hierarchical QPSK modulation and coordinated transmission, then under the assumption 1 the number q res of qits that can be resolved from the received signal y j in (4) below a given target symbol error rate P e can be lower bounded by
The proof is found in Appendix B.
B. Source Destination Rate
Result 2 states, that the p least significant qits cannot be resolved below the error rate P e . This property can be expressed in terms of a feasible sub network Q p co ⊆ Q co , that does not use any of the p least significant qit-transmissions. Now, it is simple to formulate an expression for the rate from source S to destination D R = max [2] states that the min-cut maxflow is achievable in the deterministic network.
Unfortunately, this maximization is difficult to evaluate, since it requires exhaustive search over all coordinated transmissions. An upper bound on R can be found by coordinating the transmission locally only for a specific cut and minimizing over all cuts. The upper bound can be formulated as
Furthermore, we propose an algorithm to solve the maximization (5) in a successive way. The solution of the algorithm is a lower bound on the source destination rate R. For easy formulation, we require the following definition. In each step, the algorithms selects the path of qittransmissions, that forbids the least number of neighboring qittransmissions. The algorithm is designed for layered networks. If the network N is not layered, the algorithm can be used on a layered subset of N . Fig. 3 shows the qit-transmissions corresponding to the example network N depicted in Fig. 1 . Each possible pair of bit-transmissions is resembled by a qit-transmissions, that is there exist at most five possible qit-transmissions in each link. However, we assume p = 1, hence the two least significant bit-transmissions cannot be resolved. Therefore at most three different qit-transmissions can be used in each link. Qittransmissions that are neighbors are connected by a vertical line.
To evaluate the upper bound, it is sufficient to consider the three cuts {D}, {D, 3, 4} and {D, 1, 2, 3, 4} separating the layers of the network. It is easy to check, that each of the cuts can accomplish at most two qit-transmissions, that are not neighbors of each other. Hence, the upper bound is R ≤ 2 qits.
The algorithm paths identifies the path marked with one dot as the least cost path in the first loop. After setting the corresponding qit-transmissions and their neighbors to infeasible, there is only one path remaining. It is marked with two dots. Hence, the lower bound is R ≥ 2 qits, and we have found the source to destination rate R = 2 qits for this network.
V. CONCLUSION
We analyzed an uncoded transmission scheme using hierarchical QPSK modulation to translate solutions from the deterministic to the AWGN channel model. Given a deterministic model of a network, the proposed scheme translates each coordinated transmission in this model into a transmission in the AWGN model. A constant number of p qit-transmissions cannot be resolved under a given target symbol error rate, but this number is independent of the channel coefficients. We found an upper bound on p as well as bounds on the rate R from source to destination.
APPENDIX
A. Proof of Result 1
Under assumption 1, the noise free part of the signal received at node j is
The application of coordination constrains the entries of the sum. In the deterministic model, coordination assigns pairs of bits to neighboring signal levels at each receiver. Furthermore, no more than one bit is assigned to each signal level. It is easy to verify, that in (6) the exponents 2q ij − 2k of ϑ equal the signal levels, at which the corresponding qits m k,i are received. Hence, coordination assures, that there is at least a difference of 2 between those exponents. This is due to the assignment of pairs of bits.
Since we are interested in the minimum distance between constellation points, we consider the case, where node j receives the maximum number of qits q max = max i q ij . In this case the exponents of ϑ are multiples of 2 and we can relabel the sum
For ease of notation we drop the index j of the receiving node. The received signal s consists of q max scaled and rotated QPSK constellations. We assign a decision region to each of the symbols in the resulting hierarchical constellation (see Fig.  2 ).
In the first step, we find a lower bound on the minimum distance d between a symbol and the boundary of its decision region, given that the receiver resolves q res qits. This allows for the formulation of an upper bound on the probability of symbol error P e = Pr{one of the q res qits is wrong}, in the proof of Result 2.
To find the minimum distance, it is convenient to regard each of the receiver's q res sequential decisions individually. The first decision is about the most significant QPSK constellation in (7), aϑ 2qmax g qmax m qmax . Without loss of generality we assume arg(g qmax ) = 0 and m qmax = 1 + j. Under this assumption the region for correct decision about the most significant QPSK constellation is the first quadrant, though a simple rotation of s would have the same result.
The real and imaginary part of s both carry one bit. To determine the distance to the decision boundary it suffices to consider the real part only. Equivalent expressions can be obtained for the imaginary part. The distance to the decision boundary, i.e. the y-axis, is
The first inequality is due to the realization of g i and m i that minimize the distance. Before the subsequent decision, the receiver will subtract the previously decided part and proceed with the remainder s − aϑ 2qmax g qmaxmqmax . We derive the distance to the decision boundary in the k-th decision. Again, assume without loss of generality arg(g qmax−k+1 ) = 0 and m qmax−k+1 = 1+j to rotate the decision region into the first quadrant. The distance can 
B. Proof of Result 2
Due to Assumption 1, the signal s j is corrupted by two AWGN terms r j and z j with variance E[|r j | 2 ] =σ The upper bound corresponds to the probability, that the received signal y falls outside a circle with radius d around the constellation point s. Using result 1, we arrive at the desired result by simple manipulation.
