Abstract. We prove a growth lemma for integrodifferential operators and derive regularity estimates for solutions to integrodifferential equations. Our emphasis is on kernels with a critically low singularity which does not allow for standard scaling.
In this work we prove a similar growth lemma for integrodifferential operators, see Theorem 1 below. The model case of an operator A that we have in mind is
for some measurable function a : 2] . Note that, in the last years, similar results have been studied for kernels of the form a(x, h)|h| −d−α for α ∈ (0, 2) and we refer the reader to the discussion in [KM13] . The case α = 0 is of particular interest because in this case results like the growth lemma are known to fail, even if one prescribes some bounds on u outside of B 2R . We provide a general class of kernels that can be used in (1) instead of ½ B 1 (h)a(x, h)|h| −d .
Although in our results we assume the solutions u to be twice differentiable, the assertions do not depend on the regularity of the functions u. Thus, the techniques and assertions presented here can be applied to nonlinear problems. Our method is based on a purely analytic technique introduced in [Sil06] where extensions to nonlinear problems are discussed.
This note extends and enhances the results of [KM13] . Let us comment on the differences between [KM13] and the present article:
(1) Here, we are able to allow for source terms f = 0 which is not trivial in our setup since standard scaling procedures seem not to be suitable for such an extension. (2) We do not use stochastic analysis or related Markov processes in this note. We interpret the equation Au = f in the classical sense. Our proofs are entirely different from those in [KM13] . (3) We prove a growth lemma (Theorem 1) which itself is an important result for later applications. (4) Our assumptions on the singularity of the kernels are weaker than the ones in [KM13] .
After [KM13] had appeared, several articles have made use of the ideas therein. In [Bae14] nonlocal problems are studied where the kernels are supposed to satisfy certain upper and lower scaling conditions. These assumptions do not include limit cases like (1) since some sort of comparability with respect to kernels like |h| −d−α for α ∈ (0, 2) is still assumed. In [KKL14] the authors study fully nonlinear problems with similar assumptions on the kernels as in [Bae14] . In [CZ14] the authors extend the regularity estimates of [KM13] to time-dependent equations with drifts. The article [JW14] is not directly related to [KM13] but mentions the problem of considering f = 0. We solve this problem.
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Assumptions and main results
Let us state our main assumptions. Let K :
where κ, c 0 ≥ 1, R 0 ∈ (0, ∞] and ℓ : (0, ∞) → (0, ∞) is a function satisfying, for some c L ∈ (0, 1), c U ≥ 1, and γ ∈ (0, 2) the followinĝ
The above conditions imply
which is condition (K 1 ) in [KM13] . This estimate follows, because for x ∈ R d
Note that conditions (ℓ 2 ) and (ℓ 3 ) are satisfied if the function ℓ is regularly varying of nonpositive order −α ∈ (−2, 0]. The behavior of ℓ at 0 can be very different from the behavior
Another standard example satisfying the above conditions would be ℓ(s) = s −α g(s) for α ∈ (0, 2) and g a function which varies slowly at 0 and at +∞. Let us provide some more sophisticated examples. For α ∈ [0, 2), ε > 0 we could consider
Remark: It is important to note that, unlike for ℓ(|h|), the function h → K(x, h) might be zero for large values of |h| because we do not assume any lower bound on K(x, h) in this range.
We define an auxiliary function
s ds, which turns out to be strictly decreasing. Furthermore, we define a measure µ by
Define an operator A :
where
Now we can formulate our first main result, a growth lemma for nonlocal operators. We formulate the result for functions which, together with their first and second derivatives, are continuous and bounded. The strength of the result is that the regularity does not show up in the estimate. The result is tailored for later applications to viscosity solutions of fully nonlinear partial differential equations.
Theorem 1. Let η, δ ∈ (0, 1) and c > 0 . There exist constants a > 2 and θ ∈ (0, 1) such that for every r > 0 such that
the following is true:
Remark: As the proof shows, the value of θ is a multiple of a −1 .
Note that, in the by now well-known case where ℓ(r) = r −α and L(r) ≍ r −α for α ∈ (0, 2), this result reduces to a growth lemma which is very similar to those given in [Sil06] and [CS09] . Let us now formulate the second main result. The following theorem is an analog to Theorem 1.4 in [KM13] . Note that we treat f = 0 here, too.
Theorem 2. There exist constants c > 0 and β ∈ (0, 1) such that for any r
In the case ℓ(r) = r −α , ν = αβ, estimate (4) reduces to
which one would expect from standard scaling behavior.
In the case R 0 = ∞ we obtain a Liouville theorem.
Proof. Since u is harmonic in any ball B r we can let r → ∞ in Theorem 2 and use that lim r→∞ L(r) = 0 to get that u must be a constant function.
Before we proceed to the proofs, let us provide two auxiliary statements which explain the link of the scale function ϕ with the kernels K.
Lemma 4. Assume r > 0 and λ ≥ 1. Then
Proof. From (ℓ 2 ) we deduce the following
and
Lemma 5. Assume a > 1. Then µ(B ϕa(r) \ B r ) = |∂B 1 | ln a, where |∂B 1 | denotes the surface area of the unit sphere in R d .
Proof. The proofs follows by introducing polar coordinates:
Proof. Assume s, t > 0 with s ≤ M t for some M ≥ 1. We consider two cases. If s < t, then
where we have applied (ℓ 3 ). If t ≤ s ≤ M t, then
where we have applied (ℓ 2 ). The proof is complete.
Proof of Theorem 1
We provide the proof of Theorem 1. 
Hence, sup
, where a > 2 will be chosen later independently of v and r.
We claim that one can choose a > 2 so large that v(x) ≤ 1 − θ for x ∈ B r . Assume that this is not true. Then for any a > 2 there is x 0 ∈ B r satisfying
where the last inequality follows from the assumption v(x) ≤ 1 for x ∈ B ϕ(r) and β r (|y|) ≤ β r ( 3r 2 ) . By choosing a sufficiently large, we will make sure that ϕ(r) > 3r 2 . It follows from (6) that v + a −1 b r attains its maximum at x 1 ∈ B 3r 2 and (v + a −1 b r )(x 1 ) > 1 . The idea now is to establish a contradiction by evaluating −A(v + a −1 b r )(x 1 ) in two different ways. First, by (5)
On the other hand, since v + a −1 b r attains maximum at x 1 , ∇(v + a −1 b r )(x 1 ) = 0 and hence
, by (A 1 ) we obtain
Using |y| ≤ |x 1 + y|+ |x 1 | ≤ |x 1 + y|+ 3r 2 ≤ 5 2 |x 1 + y| for x 1 + y ∈ B ϕ(r) \B r , we deduce from (ℓ 2 ) that j(|y|) ≥ c 8 j(|x 1 + y|). Here we have applied Lemma 6. Together with the assumptions of the lemma we obtain
where in the last inequality we have used Lemma 5 .
If we consider a > c −1
and, since L is decreasing, we obtain that ϕ(r) ≥ 5r 2 . To estimate I 2 we note that for x 1 + y ∈ B ϕ(r) it follows from (6) that
Hence, this together with the assumption on growth of v yields
Note
In this case L(|x
1 + y|) ≥ L( 5 2 |y|) and {y ∈ R d \ {0} : x 1 + y ∈ B ϕ(r) } ⊂ {y ∈ R d \ {0} : |y| ≥ 2 5 ϕ(r)} .
Thus we obtain
where in the third inequality Lemma 4 and in the last inequality monotonicity of L and Lemma 4 again have been used.
Finally, we obtain
a , or written in another way (1 + c 6 + c 15 ) ≥ c 10 (1 − a −1 )δ ln a . Choosing a > 2 large enough leads to a contradiction.
This means that we have proved that there exists a > 2 such that
Note that our choice of a does not depend on r; hence the assertion of the theorem holds for any r > 0 satisfying 5 2 ϕ(r) < R 0 with the same choice of a and θ.
Proof of Theorem 2
Proof. Let r ∈ (0,
2 ) where R 0 is as in (A 1 ). Assume u ∈ C 2 b (R d ) satisfies Au = f in B r where f is essentially bounded. We assume u = 0. We prove assertion (4) in the simplified case u ∞ ≤ 1/2 and f L ∞ (Br) ≤ 1 2 L(r/2). We briefly explain why this is sufficient. In the general case we would set
If u solved Au = f in B r , then u would solve A u = f in B r with u ∞ ≤ 1/2 and f L ∞ (Br) ≤ 1 2 L(r/2). Thus we could apply the result in the simplified case and obtain: sup
≤ cL(r)
where c is another constant, depending on c L and γ because of Lemma 4.
Hence we can restrict ourselves to It is sufficient to show that
Define r n = L −1 (a n−1 L(r/2)) for n ∈ N, where a > 2 will be chosen in the course of the proof independently of r, u and f . We will construct a nondecreasing sequence (c n ) n∈N and non-increasing sequence (d n ) n∈N of positive numbers so that
where b = 2 2−θ ∈ (1, 2) and θ ∈ (0, 1) will be chosen later independently of r, u and f . This will be enough, since for r n+1 ≤ |x − x 0 | < r n we will then have
where in the last inequality we have used Lemma 4 .
We prove (9) and construct sequences (c n ) and (d n ) inductively . We set
Let n ∈ N, n ≥ 2. Assume that c k and d k have been constructed for k ≤ n and that (9) holds for k ∈ N, k ≤ n. We are now going to construct c n+1 and d n+1 .
and Av = 2b n−1 f in B rn .
Assume that µ({x ∈ B rn \ B r n+1 : v(x) ≤ 0}) ≥ 1 2 µ(B rn \ B r n+1 ). We recall that the ball B r/2 has center 0 and the balls B rn have center x 0 . For x ∈ B r/2 \ B rn there exists k ∈ N, k ≤ n − 1 such that r k+1 ≤ |x| < r k . Then by (9) we have We want to apply Theorem 1 with r = r n+1 . Note that r n = ϕ a (r n+1 ) and 
