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1 Introduction
1.1 Introduction
The automorphic L-functions which are determined by modular forms through
Mellin’s transformation form a very important family of zeta functions. Many re-
searches on zeta functions tell us that asymptotic behaviors of the automorphic L-
functions at special points (including the values of the automorphic L-functions)
tend to have a variety of meaningful relations with number theory. Among them,
about the special values of automorphic L-functions, many researches of seri-
ous and intriguing nature have been done in such fields as automorphic function
theory, arithmetic geometry, analytic number theory, and transcendental number
theory because of their close relation with the periods of automorphic forms. Fur-
thermore, it has been conjectured by Birch and Swinnerton-Dyer that the order
at the central point of the automorphic L-function given by the cusp form f of
weight 2 associated with an elliptic curve overQ coincides with the Mordell-Weil
rank of this curve over Q.
By the use of Weil’s converse theorem for automorphic L-functions, G.
Shimura [29] has established a correspondence S between a Hecke eigen form
g(τ) =
∑
n≥1 cg(n)e
2pi
√−1nτ of half-integral weight k + 1/2 on Γ0(4N) with a
Dirichlet character ψ and a Hecke eigen form f of weight 2k, which satisfies the
equation
L(s+ 1− k, ϕ)
∞∑
n=1
cg(rn
2)n−s = cg(r)L(s, f)
for each squarefree positive integer r. In this formula, L(s, f) means the auto-
morphic L-function of f , while L(s, ϕ) means the Dirichlet L-function associ-
ated with the character ϕ(n) = ψ(n)
(−1
n
)k ( r
n
)
. The Hecke eigen form f has the
same Hecke eigen values as g. This result suggests some relationship between
the Fourier coefficient cg(n) and L(s, f). From this result, J. L. Waldspurger [40]
proved that we need only f and the set {Q×2p }p|N to determine the constant value
r
1
2
−kψ(r)cg(r)2/L(f, ϕ, k) by using the language of adeles and the representa-
tion theory of the metaplectic group, where L(f, ϕ, k) is the central value of the
twist of L(f, s) by the Dirichlet character ϕ. From this Waldspurger had unex-
pected result that the square of the Fourier coefficient cg(r)2 is essentially equal to
the central value of L(f, ϕ, k). However this result does not give us the concrete
value of the proportionality r 12−kψ(r)cg(r)2/L(f, ϕ, k). If the value of constant of
proportionality can be obtained in the case of f with an arbitrary level, the central
4
value of the automorphic L-function L(f, ϕ, s) can be ever explicitly calculated
from cg(r)2. Whereafter W. Kohnen and D. Zagier [18, 16] succeeded in giving
this explicit value of constant of proportionality in the case of f being a primitive
form with squarefree odd level N by the use of several methods (including arith-
metic theory by using the complex analysis) in the automorphic function theory.
To be more precise, in the case that the level of f is a squarefree odd integer, they
have shown the following relation
cg(|D|)2
〈g, g〉 = 2
ν(N)Γ (k)
pik
|D|k−1/2L(f,
(
D
)
, k)
〈f, f〉
where D is a fundamental discriminant with (−1)kD > 0 and (N,D) = 1, 〈 , 〉
denotes the Petersson inner product and ν(N) denotes the number of different
prime divisors of N . This result is a breakthrough in determining the value of
constant of proportionality. However this can not be the final formula in the re-
lation between the Fourier coefficient cg(|D|) and the central value L(f,
(
D
)
, k),
because many of primitive forms directly associated with geometrical represen-
tations (including Galois representations arising from elliptic curves) have high-
power odd levels. This thesis consists of five chapters, and is to study the applica-
bility of the results of the Kohnen-Zagier theory into the case of primitive forms
having arbitrary odd levels. The method of our study is the use of the automorphic
function theory including the Trace Formula. Furthermore we study the resulting
phenomena and their related modular forms by using the given result.
In Chapter 1, we give notation and preparations for setting the Kohnen-Zagier for-
mula, and make an investigation into this formula through the explanation of this
theoretical background.
In Chapter 2, we utilize the Shimura trace formula, the Kohnen trace relation and
the Ueda trace formula to deduce the multiplicities of the subspace of the Kohnen
space corresponding to a primitive form f of level pm through the Shimura map-
ping. Then we construct the orthogonal normal basis of the subspace by using
the twisting operators. Finally we show the formula similar to the Kohnen-Zagier
formula into the case of level pm by using this basis and some properties of the
Kernel function of the Shimura-Shintani correspondence.
In Chapter 3, we explicitly determine the subspaces of the Kohnen space spanned
by Hecke eigen forms having the same Hecke eigen system as a primitive form f
with an arbitrary odd integer level by the use of Ueda’s trace formula for Hecke
operators on modular forms of half-integral weight. Here we must add to explain
that this formula is exact representation of traces of arithmetic operators such
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as Hecke operators, Twisting operators and so on, and is comparison formula of
them. Ueda’s trace formula is given by the use of Shimura trace formula, which is
the trace relation between two algebraic correspondences attached to the double
cosets ΓαΓ and Γα−1Γ with respect to a Fuchs group of the first kind Γ and an
element α of SL2(R) such that Γ and α−1Γα are commensurable. Next we show
the formula similar to the Kohnen-Zagier formula into the case of an arbitrary
odd level by using of the given result, the basic identity of the Kernel function
of Shimura-Shintani correspondence and some basic properties of the period in-
tegral. In addition, we derive the Kohnen-Zagier formula in the case of level pm
obtained in Chapter 2 from this formula.
In Chapter 4, first of all we go into extensive explanation of the various conditions
which characterize modular forms of integral weight. To be more precise, we de-
scribe Luo-Ramakrishnan’s theorem : a primitive form of even integral weight 2k
is uniquely determined from the central values of twisted automorphicL-functions
L(f,
(
D
)
, k) for almost all fundamental discriminants. Furthermore we explain
that a modular form of integral weight is uniquely determined from finitely many
Fourier coefficients of this, and explicitly give the number of Fourier coefficients
characterized a modular form of integral weight. And then, using these conditions
and the Kohnen-Zagier formula mentioned above, we present some conditions
which characterize modular forms of half-integral weight, which are given by the
sets of Fourier coefficients of them. In particular we show that a Hecke eigen new
form g of an arbitrary odd level and of half-integral weight is uniquely determined
from the data {cg(|D|)}D for fundamental discriminants. Lastly we explain geo-
metrical background of these conditions.
In Chapter 5, first we explain constructions of typical Jacobi forms such as Jacobi
Eisenstein series, Jacobi theta series and Jacobi Poincare´ series. Then we develop
a new construction of Jacobi forms which is entirely different from other con-
structions of Jacobi forms. The Fourier coefficients of Jacobi cusp forms obtained
through this construction are represented as the special values of the convolution
L-function associated with two different Jacobi cusp forms. In addition, we give
an example of modular forms belonging to the Kohnen space from this constructed
Jacobi forms through the transformation law of the Theta functions.
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1.2 Preliminaries
1.2.1 General notation
The symbolsZ, Zp,Q,R,C andH denote respectively the ring of rational integers,
the ring of p-adic integers, the rational number field, the real number field, the
complex number field and the upper half complex plane
H =
{
z ∈ C ∣∣ Im(z) > 0} .
For a commutative ring R with an identity element, we denote the set of all m×n
matrices by Mm,n(R), the ring of all square matrices of size n with coefficients
in R by Mn(R), and the group of all invertible elements of Mn(R) by GLn(R).
We denote the determinant and the trace of X ∈ Mn(R) by det(X) and tr(X)
respectively, and put
GL+n (R) =
{
X ∈ GLn(R)
∣∣ det(X) > 0} ,
SLn(R) =
{
X ∈ GLn(R)
∣∣ det(X) = 1} .
We denote the congruence subgroup of level N by Γ0(N) :
Γ0(N) =
{(
a b
c d
)
∈ SL2(Z)
∣∣∣∣ c ≡ 0 (mod N)} .
The principal congruence subgroup of level N is denoted by Γ (N) :
Γ (N) =
{(
a b
c d
)
∈ SL2(Z)
∣∣∣∣ a ≡ d ≡ 1(modN), b ≡ c ≡ 0(modN)} .
We denote the cardinality of a finite set A by #(A). The disjoint union of two
sets A, B is denoted by A + B. For an integer m and a prime p, ordp(m) means
the p-adic additive valuation, that is, pordp(m) ||m. If N is a positive integer, Π(N)
denotes the set of all prime divisors p of N such that ordp(N) ≥ 2. The subset
of Π(N) consisting of p such that ordp(N) ∈ 2Z (resp. ordp(N) ∈ 2Z + 1)
is denoted by Π(N)even (resp. Π(N)odd) ; we have the decomposition Π(N) =
Π(N)even + Π(N)odd. Furthermore we denote the set of all prime divisors p of
N with ordp(N) = 1 by I(N). We frequently write ν1 = ν1(N) = #I(N),
ν2 = #Π(N)even, and ν3 = #Π(N)odd for simplicity.
For real number r, the symbol [r] denotes the greatest integer with [r] ≤ r. For
complex number s, the symbol s denotes the complex conjugate of s. For natural
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number n, we denote the Mo¨bius function by µ(n), the sum of ds for all positive
divisors of n by σs(n), and the greatest integer whose square divides n by Q(n).
For c, d ∈ Z with d 6= 0, we denote by
( c
d
)
the quadratic residue symbol
defined by Shimura (cf. Shimura [29]). This is characterized by the following six
properties :
(1)
( c
d
)
= 0 if (c, d) 6= 1 ;
(2) If d is an odd prime,
( c
d
)
coincides with the ordinary quadratic residue
symbol ;
(3) If d > 0, the map c 7→
( c
d
)
defines a character modulo d ;
(4) If c 6= 0, the map d 7→
( c
d
)
defines a character modulo a divisor of 4c, whose
conductor is the conductor of Q(
√
c)/Q ;
(5)
(
c
−1
)
= 1 or −1 according as c > 0 or c < 0 ;
(6)
(
0
±1
)
= 1.
For z ∈ C and x ∈ C, we put zx = exp(x log(z)) with log(z) = log(|z|) +√−1arg(z), arg(z) being determined by −pi < arg(z) ≤ pi. We put e(z) =
e2pi
√−1z for z ∈ C.
For a positive integer m, we define an operator δm, the shift operator U(m)
and the twisting operator Rm on formal power series in e(z) by∑
n≥1
a(n)e(nz) | δm = mk/2+1/4
∑
n≥1
a(n)e(mnz),∑
n≥1
a(n)e(nz) |U(m) =
∑
n≥1
a(mn)e(nz),
and
∑
n≥1
a(n)e(nz) |Rm =
∑
n≥1
( n
m
)
a(n)e(nz).
Let V be a finite-dimensional vector space over C. We denote the trace of a
linear operator T on V by tr(T ; V ).
1.2.2 The Dirichlet L-functions
We call the discriminant of Q or the discriminant of a quadratic field by a funda-
mental discriminant.
For Dirichlet character χ, we denote the Dirichlet L-function associated with
χ by L(s, χ). As is well known, L(s, χ) converges absolutely in Re(s) > 1 and
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admits an analytic continuation to the whole s-plane with a functional equation.
Especially, if χ equals to
(
D0
)
with D0 being a fundamental discriminant, we
denote L(s, χ) by LD0(s) :
LD0(s) =
∑
n≥1
(
D0
n
)
n−s.
Let D be a discriminant of the form D = D0f 2 where D0 is a fundamental dis-
criminant and f is a natural number. Then we define the Dirichlet L-function
LD(s) by
LD(s) = LD0(s)
∑
d|f
µ(d)
(
D0
d
)
d−sσ1−2s(f/d).
We conventionally define LD(s) to be identically 0 if D is not congruent to 0 or 1
(mod 4). These definitions yield LD(s) for all cases D 6= 0.
1.2.3 The Class number
For a negative discriminant D = D0F 2 with D 6= −3, −4 where D0 is a funda-
mental discriminant and F is a positive integer, we denote by h(D) the number of
equivalence classes with respect to SL2(Z) of positive definite, integral, primitive,
binary quadratic forms of discriminant D and set h(−3) = 1
3
and h(−4) = 1
2
.
Notice that h(D) coincides with the number of equivalence class of proper ideals
of the order with discriminant D in the imaginary quadratic field Q(
√
D0).
Remark 1.1. For a negative discriminant D, we have h(D) =
√|D|pi−1LD(1).
We define the Hurwitz-Kronecker class number for D(≤ 0) as follows :
H1(D) =

− 1
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if D = 0∑
f |F
h(D/f 2) if D = D0F
2 < 0 with D0 fundamental
discriminant
0 otherwise.
For n ≥ 2 we write (n,D) = a2b with squarefree b and set
Hn(D) =
a
2b
(
D/a2b2
n/a2b
)
H1(D/a
2b2) if a2b2|D
0 otherwise.
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1.3 Modular Forms and Hecke Operators
1.3.1 Modular forms of integral weight
Let k and N be positive integers.
For a complex-valued function f(z) on H, α =
(
a b
c d
)
∈ GL+2 (R) and
z ∈ H, we define a function on H by
f |[α]k(z) = (det α)k/2j(α, z)−kf(αz)
where j(α, z) = cz + d.
A holomorphic function on H which satisfies f |[α]k = χ(d)f for all α =(
a b
c d
)
∈ Γ0(N) and has finite values at all cusps of Γ0(N) is called a holo-
morphic modular form of weight k with Dirichlet character χ on the congru-
ence subgroup Γ0(N). We denote the space of all holomorphic modular forms
of weight k with a character χ on Γ0(N) by Mk(N,χ). Further we denote the
subspace of Mk(N,χ) consisting of functions which vanish at all cusps of Γ0(N)
by Sk(N,χ). If χ is the trivial character, we denote Mk(N,χ) (resp. Sk(N,χ))
simply by Mk(N) (resp. Sk(N)).
If f and g are cusp forms of weight k on a subgroup Γ of finite index in Γ0(1),
we define their Petersson inner product 〈f, g〉 as follows :
〈f, g〉 = 1
[Γ0(1) : Γ ]
∫
Γ\H
f(τ)g(τ)yk
dxdy
y2
(Re(τ) = x, Im(τ) = y).
We define the space of old forms S2k(N)old in S2k(N) by
S2k(N)
old =
∑
M|N
1≤M<N
∑
r|(N/M)
S2k(M)|δr.
Also we denote the space of new forms in S2k(N) by S2k(N)new, which is the
orthogonal complement of S2k(N)old in S2k(N) relative to the Petersson inner
product. As is well known, we have the theory of new forms for S2k(M), that is,
we have the strong multiplicity one theorem for Snew2k (M). Moreover we denote
by S∗2k(N) the space of ‘very new forms’, that is, the orthogonal complement of
the space S22k(N) generated by liftings of cusp forms of lower level (< N ) with
twisting operators Rp (p ∈ Π(N)) in Snew2k (N) (cf. Ueda [37, 38, 39]).
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If Γ0(N) and α−1Γ0(N)α are commensurable for α ∈ GL+2 (R), we define a
linear operator [Γ0(N)αΓ0(N)]2k on S2k(N) by
f |[Γ0(N)αΓ0(N)]2k = (detα)k−1
∑
αν
f |[αν ]2k ,
where αν runs over a system of representatives for Γ0(N)\Γ0(N)αΓ0(N).
For a positive integer n with (n,N) = 1, we put
T2k,N(n) =
∑
ad=n
[
Γ0(N)
(
a 0
0 d
)
Γ0(N)
]
2k
,
where the sum is extended over all pairs of integers (a, d) such that a, d > 0, a|d
and ad = n.
Let Q be a positive divisor of N such that (Q,N/Q) = 1. Take an element
γQ ∈ SL2(Z) which satisfies the conditions:
γQ ≡

(
0 −1
1 0
)
(mod Q) ,(
1 0
0 1
)
(mod N/Q) .
Put WQ = γQ
(
Q 0
0 1
)
. Then WQ is a normalizer of Γ0(N). There it induces
the Atkin-Lehner operator [WQ]2k which is a C-linear automorphism of order 2
on S2k(N) ; this operator is independent of a choice of the element γQ (cf.Ueda
[35]).
The Hecke operators T2k,N(n) ((n,N) = 1) and the Atkin-Lehner operators
WQ (Q||N) are hermitian and commutative with each other on S2k(N).
Let S∗,τ2k (N) be the subspace of S∗2k(N) generated by Hecke eigen forms which
have eigen values τ(p) with respect to the Atkin-Lehner operators Wpordp(N) (p ∈
Π(N)).
For positive integers M and N with N |M , We define the trace operator from
Mk(M) to Mk(N) by
f |TrMN =
∑
γ∈Γ0(M)\Γ0(N)
f |γ.
This operator is adjoint to the inclusion map from Sk(N) to Sk(M) with respect
to the Petersson inner product.
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1.3.2 Modular forms of half-integral weight
Let k be a positive integer, M be a positive integer divisible by 4, and χ be an
even Dirichlet character modulo M such that χ2 = 1.
Let G(k+1/2) be the group consisting of pairs (α, ϕ), where α =
(
a b
c d
)
∈
GL+2 (R) and ϕ is a holomorphic function on H satisfying
|ϕ(z)| = (det α)−k/2−1/4|cz + d|k+1/2
with the group law defined by (α, ϕ(z)) · (β, ψ(z)) = (αβ, ϕ(βz)ψ(z)). The
group algebra of G(k + 1/2) over C acts on complex-valued function f on H by
f |
(∑
ν
mν(αν , ϕν)
)
=
∑
ν
mνϕν(z)
−1f(ανz) .
For M = 4N with N ≥ 1 and an even Dirichlet character χ (modM) we de-
note by ∆0 = ∆0(M,χ)k+1/2 the subgroup of G(k + 1/2) formed by elements
Lk+1/2(α) = (α, ϕ˜) with α =
(
a b
c d
)
∈ Γ0(M) and
ϕ˜(z) = χ(d)
( c
d
)(−4
d
)−k−1/2
(cz + d)k+1/2 .
For even Dirichlet character χ, a holomorphic function on H which satisfies
f |ξ = f for all ξ ∈ ∆0(M,χ)k+1/2 and has finite values at all cusps of Γ0(M)
is called a holomorphic modular form of k + 1/2 with χ on Γ0(M). We de-
note the space of all holomorphic modular forms of weight k + 1/2 with even
Dirichlet character χ on Γ0(M) by Mk+1/2(M,χ). Further we denote the sub-
space of Mk+1/2(M,χ) consisting of cusp forms which vanish at all cusps of
Γ0(M) by Sk+1/2(M,χ). If χ is the trivial character, we denote Mk+1/2(M,χ)
(resp.Sk+1/2(M,χ)) simply by Mk+1/2(M) (resp.Sk+1/2(M)).
For Dirichlet character ψ such that ψ(−1) = (−1)ν ; ν = 0, 1, we define the
theta series associated with the spherical function by
hψ(τ) =
1
2
∑
m∈Z
ψ(m)mνe(m2τ).
Then we have hψ(τ) ∈ Mν+1/2(4r2, ψ1) where ψ1 is the Dirichlet character
modulo 4r2 defined by ψ1(d) = ψ(d)
(−1
d
)ν
(see [29]). Here we set θ(z) =
2h1(z) =
∑
m∈Z e(m
2z).
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If f and g are cusp forms of weight k+1/2 on a subgroup Γ of finite index in
Γ0(4), we define their Petersson inner product 〈f, g〉 as follows :
〈f, g〉 = 1
[Γ0(1) : Γ ]
∫
Γ\H
f(τ)g(τ)yk+1/2
dxdy
y2
(Re(τ) = x, Im(τ) = y).
We take τ = (α, ϕ) ∈ G(k + 1/2) with α ∈ SL2(R) which satisfies the two
conditions :
Γ0(M) and α
−1Γ0(M)α are commensurable, (1.1)
Lk+1/2(αγα
−1) = τLk+1/2(γ)τ−1 for all γ ∈ Γ0(M) ∩ α−1Γ0(M)α. (1.2)
For this τ , by [29], Proposition 1.1, we have a bijection
∗ : Γ0(M)αΓ0(M) 3 γ1αγ2 → L(γ1)τL(γ2) ∈ ∆0τ∆0.
We also see that ∆0 and τ−1∆0τ are commensurable. We denote the image of
β ∈ Γ0(M)αΓ0(M) with respect to the above bijection by β∗ = (β, ϕ(β; z)).
Let ξ ∈ G(k + 1/2). If ∆0 and ξ−1∆0ξ are commensurable, we define a linear
operator [∆0ξ∆0]k+1/2 on Sk+1/2(M,χ) by
f |[∆0ξ∆0]k+1/2 =
∑
η
f |η
where η runs over a system of representatives for ∆0\∆0ξ∆0. For a positive
integer n with (n,M) = 1, we put
T˜ (n2) = T˜k+1/2,M,χ(n
2)
= nk−3/2
∑
ad=n
a
[
∆0
((
a2 0
0 d2
)
, (d/a)k+1/2
)
∆0
]
k+1/2
(1.3)
where the sum is extended over all pairs of integers (a, d) such that a, d > 0, a|d
and ad = n.
These operators T˜ (n2) ((n,M) = 1) are hermitian and commutative with
each other on Sk+1/2(M,χ) and are called Hecke operators .
For positive odd integers M and N with N |M , We define the trace operator
from Mk+1/2(4M) to Mk+1/2(4N) by
f |Tr4M4N =
∑
γ∈Γ0(4M)\Γ0(4N)
f |γ.
This operator is adjoint to the inclusion map from Sk+1/2(4N) to Sk+1/2(4M)
with respect to the Petersson inner product.
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1.3.3 The Kohnen space
We keep the notation in Section 1.3.2. Suppose that N is a positive odd integer.
Then we have χ =
(
N0
)
for some positive divisor N0 of N . Let χ2 be the
2-primary component of χ and α be the constant value
α = (−1)[(k+1)/2]2
√
2χ2(−1).
We denote by MKk+1/2(N,χ) the α-eigen subspace of Mk+1/2(4N,χ) with respect
to the hermitian operators
Q = Qk+1/2,N.χ = [∆0ξ∆0]k+1/2
where
ξ =
((
4 1
0 4
)
, χ2(−1)(k+1)/2e ((2k + 1)/8)
)
∈ G(k + 1/2).
The α-eigen space MKk+1/2(N,χ) is called the Kohnen space. We have
MKk+1/2(N,χ) =
{
g(z) =
∑
n≥0
cg(n)e(nz) ∈Mk+1/2(4N,χ)∣∣∣∣∣ cg(n) = 0 for χ2(−1)(−1)kn ≡ 2, 3 mod 4
}
.
We simply write MKk+1/2(N,χ) =MKk+1/2(N) if χ is the trivial character.
We denote the subspace ofMKk+1/2(N,χ) (resp. MKk+1/2(N)) consisting of all cusp
forms by SKk+1/2(N,χ) (resp. SKk+1/2(N)).
It is shown by Kohnen [15] that SKk+1/2(N,χ) is invariant under the action of
the Hecke operators T˜k+1/2,N,χ(n2) for all positive integers n with (n, 2N) = 1.
1.4 The Trace Formula of the Hecke Operator
In this section, we give the trace formula of the Hecke operators. We will use it to
see how complicated the structure of the space of modular forms may be.
1.4.1 A comparison between the traces of two Hecke operators
Let M = 4N (N being an odd natural number) be, k be a positive integer, and χ
be an even Dirichlet character modulo M such that χ2 = 1.
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Denote by HN the subalgebra of the Hecke algebra generated by the double
cosets Γ0(N)
(
a 0
0 d
)
Γ0(N) over C, where a, d > 0, a|d and (d,N) = 1.
Define a linear map R˜ from HN to EndC
(
SKk+1/2(N,χ)
)
satisfying
R˜
(
Γ0(N)
(
a 0
0 d
)
Γ0(N)
)
= a(ad)k−3/2
[
∆0(M,χ)
((
a2 0
0 d2
)
, (d/a)k+1/2
)
∆0(M,χ)
]
k+1/2
.
Then R˜ is a representation of HN . On the other hand, we have a representation
R : HN → EndC (S2k(N)) defined by
R
(
Γ0(N)
(
a 0
0 d
)
Γ0(N)
)
= (ad)2k−1
[
Γ0(N)
(
a 0
0 d
)
Γ0(N)
]
2k
.
Note that R˜ and R are semisimple. Therefore, if we can take two linear subspaces
S˜ in SKk+1/2(N,χ) and S in S2k(N) satisfying
tr(R˜(ξ) ; S˜) = tr(R(ξ) ; S) for all ξ ∈ HN ,
the representations R˜ and R are equivalent. In other words, if the couple of two
linear spaces S˜ and S satisfies that tr(T˜k+1/2,M,χ(n2) ; S˜) = tr(T2k,N(n) ; S) for
all natural numbers n with (n, 2N) = 1, S˜ and S are isomorphic as modules over
the Hecke algebra.
Therefore we shall calculate the traces tr(T˜k+1/2,M,χ(n2) ; SKk+1/2(N,χ))
and tr(T2k,N(n) ; S2k(N)) individually, and give explicitly the two isomorphic
spaces S˜ and S.
1.4.2 Computation of the trace of the Hecke operator acting on modular
forms of integral weight
The trace tr(T2k,N(n) ; S2k(N)) was obtained by Selberg and Eichler indepen-
dently, and was described more explicitly by Godement, Shimizu, Hijikata,
Oesterle´, Yamauchi, Saito-Yamauchi, Zagier and Skoruppa-Zagier (see [11], [25];
Chapter 6 and [33]). The following result is arranged by Skoruppa-Zagier.
Theorem 1.2 (Skoruppa-Zagier [33] ; pp.133). Let n1 and n2 be positive inte-
gers with (n1, n2) = 1. Let k be a positive integer and l be a positive integer with
(l, n1n2) = 1.
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Then we have
tr(T2k,n1n2(l) ◦Wn1 ; S2k(n1n2))
= −1
2
∑
n′|n1
n1/n
′=˜
µ
(√
n1/n′
) ∑
s2≤4ln′√
n1/n
′|s
p2k
(
s/
√
n′, l
) ∑
t|n2
n2/t:squarefree
Ht(s
2 − 4ln′)
−1
2
δ(n1 = ¤)ϕ(
√
n1)
∑
l′|l
√
n1|(l′+ ll′ )
min
(
l′,
l
l′
)2k−1 ∑
t|n2
n2/t:squarefree
(
Q(t), l′ − l
l′
)
+δ(k = 1)σ1(l).
Here for numbers s, l and integer k with k ≥ 2, we denote pk(s, l) by the coeffi-
cients of xk−2 in the power series development of (1− sx+ lx2)−1, that is,
pk(s, l) =

ρk−1 − ρ′k−1
ρ− ρ′ if s
2 − 4l 6= 0
(k − 1)
(s
2
)k−2
if s2 − 4l = 0
where ρ and ρ′ are the roots of X2 − sX + l = 0. Hn(D) is the class number
defined in (1.2.3). Furthermore ‘n = ¤’ means that n is the square of integer, and
δ(P) is 1 or 0 accordingly as the statement P is true or false.
Using this theorem on one hand, we can compute the trace tr(T2k,N(n) ; S)
for the subspace S of S2k(N) defined by some arithmetical operators. On the
other hand, the explicit computable formula of tr(T˜k+1/2,M,χ(n2) ; S˜) has more
complicated expression. In the next section, we state the explicit formula of them
given by Shimura [30].
1.4.3 Computation of the trace of the Hecke operator acting on modular
forms of half-integral weight
First we prepare for the computation of tr(T˜k+1/2,M,χ(n2) ; Sk+1/2(M,χ)).
Throughout this section we set Γ0 = Γ0(M), ∆0 = ∆0(M,χ)k+1/2 and
∆′0 = ∆0(M,χ)3/2−k. Assume that χ2 = 1.
We take ξ = (α, χ) ∈ G(k + 1/2) which satisfies the conditions (1.1) and (1.2).
Furthermore we put ξ′ = (α−1, ϕ(α−1z)j(α−1, z)2). Then ξ′ satisfies the condi-
tions
Γ0 and αΓ0α
−1 are commensurable. (1.4)
L3/2−k(α−1γα) = ξ′−1L3/2−k(γ)ξ′ for all γ ∈ Γ0 ∩ αΓ0(M)α−1. (1.5)
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Hence ∆′0 and ξ′−1∆′0ξ′ are also commensurable. Then we have the following
theorem :
Theorem 1.3 (Shimura [30] ; Theorem 4.5, Ueda [35] ; pp.509–510). The no-
tation and assumptions are the same as above. Then we have
tr([∆0ξ∆0]k+1/2 ; Sk+1/2(M,χ)) − tr([∆′0ξ′∆′0]3/2−k ; M3/2−k(M,χ))
=
∑
C∈Φ(Γ0αΓ0/Γ0)
J(C).
Here the notation is as follows. Let Φ(Γ0αΓ0) denote the subset of Γ0αΓ0 con-
sisting of all scalar elements, all elliptic elements, all hyperbolic elements whose
upper fixed points are cusps of Γ0, and all parabolic elements whose upper fixed
points are cusps of Γ0. Then we denote by Φ(Γ0αΓ0/Γ0) the set of all equivalence
classes in Φ(Γ0αΓ0) with respect to the following equivalence relations :
(E1) When β and β′ are scalars, or elliptic or hyperbolic, β and β′ are Φ(Γ0αΓ0)-
equivalent if γβγ−1 = β′ for some γ ∈ Γ0 ;
(E2) When β and β′ are parabolic, β and β′ areΦ(Γ0αΓ0)-equivalent if γβ′γ−1 ∈
ZΓ0(β)β for some γ ∈ Γ0, where ZΓ0(β) = {γ ∈ Γ0 | γβ = βγ}.
For each C ∈ Φ(Γ0αΓ0/Γ0), we pick an arbitrary element β from C. Then the
complex number J(C) is given as follows:
(J1) If β∗ = (±1, η), we put J(C) = (1/8)(2k − 1)η−1[Γ0(4) : Γ0(M)].
(J2) When β is elliptic, let z0 ∈ H be the fixed point of β. We write
α =
(
z0 z0
1 1
)
, α−1βα =
(
λ 0
0 λ
)
, η = ϕ(β : z0),
and σ(β) = # {γ ∈ Γ0 | γz0 = z0}. Then we put
J(C) =
1
σ(β)η(1− λ−2) .
(J3) When β is hyperbolic, let z0 ∈ Q ∪ {∞} be the upper fixed point of β. Take
an element ρ∗ = (ρ, ϕ) ∈ G(k + 1/2) such that ρ ∈ SL2(R) with ρ(∞) = z0.
Then we put
ρ∗ −1β∗ρ∗ =
((
λ−1 x
0 λ
)
, η
)
and J(C) = − 1
2η(1− λ−2) .
(J4) When β is parabolic, let z0 ∈ Q ∪ {∞} be the fixed point of β and σ be
an element of Γ0 which generates {γ ∈ Γ0 | γz0 = z0} /{±1}. Take an element
17
ρ∗ = (ρ, ϕ) ∈ G(k + 1/2) such that ρ ∈ SL2(R) satisfying
ρ(∞) = z0 and ρ−1σρ = ±
(
1 1
0 1
)
.
We write ρ∗ −1L(σ)ρ∗ =
(
±
(
1 1
0 1
)
, e(δ)
)
with 0 < δ ≤ 1 and ρ∗ −1β∗ρ∗ =(
±
(
1 x
0 1
)
, η
)
with x ∈ R. Then we put
J(C) =

η−1e(δx)(1/2− δ) if β ∈ Γ0
η−1e(δx)
1− e(x) otherwise.
Shimura [30] proved this theorem by using an algebraic geometrical method
in the sense that the right hand side of this formula is expressed in terms of the
fixed points of the algebraic correspondence attached to Γ0αΓ0.
Note that M3/2−k(M,χ) = {0} if k ≥ 2. Combining (1.3) with the above
formula, we can deduce the explicit formula of tr(T˜k+1/2,M,χ(n2) ; Sk+1/2(M,χ)).
Niwa [27] calculated the trace tr(T˜k+1/2,M,χ(n2) ; Sk+1/2(M)) in the case of a
cubic-free level M , and found that the two traces tr(T˜k+1/2,M,χ(n2) ; Sk+1/2(M))
and tr(T2k,2N(n) ; S2k(2N)) have a simple relation.
Next we shall give the trace tr(T˜k+1/2,M,χ(n2) ; SKk+1/2(N,χ)). From the def-
inition of the Kohnen space, we have that the orthogonal projection Pr from
Sk+1/2(M,χ) onto SKk+1/2(N,χ) is expressed as Pr = (α − β)−1(Q − β) where
α = (−1)[(k+1)/2]2√2χ2(−1) and β = −α/2. Therefore, we obtain the following
trace relation :
tr(T˜k+1/2,M,χ(n
2) ; SKk+1/2(N,χ)) = tr(T˜k+1/2,M,χ(n
2) ◦Pr ; Sk+1/2(M,χ))
= (
√
2/6)(−1)[(k+1)/2]χ2(−1)tr(T˜k+1/2,M,χ(n2) ◦Q ; Sk+1/2(M,χ))
+
1
3
tr(T˜k+1/2,M,χ(n
2) ; Sk+1/2(M,χ)). (1.6)
Here tr(T˜k+1/2,M,χ(n2)◦Q ; Sk+1/2(M,χ)) is given by the sum of elements which
decompose calculable terms (see [35]; Lemma 2.3). Hence we have the com-
plete expression of tr(T˜k+1/2,M,χ(n2) ; SKk+1/2(N,χ)) and arrive at various trace
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relations between tr(T˜k+1/2,M,χ(n2) ; SKk+1/2(N,χ)) and tr(T2k,N(n) ; S).
When N is a squarefree integer, a relation of these two traces under the as-
sumption χ2 = 1 are given by Kohnen [15] as follows :
tr(T˜k+1/2,M,χ(n
2) ; SKk+1/2(N,χ)) = tr(T2k,N(n) ; S2k(N)) (1.7)
for all n ∈ N with (n, 2N) = 1. Furthermore Kohnen [15] established the theory
of new forms for SKk+1/2(N) when N is odd squarefree.
Theorem 1.4 (Kohnen [15]). The notation being as above. By SKk+1/2(N,χ)new
(resp. SKk+1/2(N)new), we denote the subspace of SKk+1/2(N,χ) (resp. SKk+1/2(N))
consisting of all new forms(see Chapter 3). Then we have the following
SKk+1/2(N)
new ∼= Snew2k (N) (as Hecke modules).
Therefore we have the strong ‘multiplicity one theorem’ for SKk+1/2(N)new in this
case.
It should be noted that this trace relation might not necessarily hold when N
has a square factor.
1.5 Periods of Cusp Forms and the Shimura-Shintani Corre-
spondence
Throughout this section, let N be a positive odd integer and D be a fundamental
discriminant with (−1)kD > 0 and (D,N) = 1.
1.5.1 Periods of cusp forms
Let ∆ be a positive integer satisfying ∆ ≡ 0, 1 (mod 4) and D|∆.
As usual the group SL2(Z) acts on the set Q consisting of all integral binary
quadratic forms Q = [a, b, c](X, Y ) = aX2 + bXY + cY 2 by
[a, b, c] ◦
(
α β
γ δ
)
(X, Y ) = [a, b, c](αX + βY, γX + δY )
preserving the discriminant ∆ = b2 − 4ac. As is well known, the number of
equivalent classes of the set Q∆ with fixed value of this invariant is finite. We
19
consider the classification with respect to the subgroup Γ0(N) of the set Q∆. A
further invariant in this case is the greatest common divisor of a and N , which we
suppose to be N . Denote by QN,∆ the set of all integral binary quadratic forms
aX2 + bXY + cY 2 with b2 − 4ac = ∆ and N |a. Therefore we set the finite set
QN,∆/Γ0(N) of Γ0(N) -equivalence classes of forms in QN,∆.
We can define the automorphisms WN ′ (N ′ ||N) on QN,∆/Γ0(N) by
Q ◦WN ′ = 1
N ′
Q ◦
(
αN ′ β
γN δN ′
)
where α, β, γ, δ ∈ Z, αδN ′ − βγ N
N ′
= 1.
This map is the action of the Atkin-Lehner operator to Q = [a, b, c].
Furthermore we define the generalized genus character onQN,∆/Γ0(N) given
in Kohnen [16] as follows :
ωD([a, b, c]) =

(
D
r
)
if (a, b, c,D) = 1
0 otherwise
where r is a integer coprime to D, which is represented by [a, b, c]. This is well
defined because the values of
(
D
r
)
do not depend on the choice of r.
Nextly, we define the ’period’ integral of a cusp form f in S2k(N) (associated
to a quadratic form Q in QN,∆) by
rk,N,Q(f) =
∫
CQ
f(z)Q(z, 1)k−1dz
where CQ is a geodesic line determined by Q ; more precisely, the image in
Γ0(N)\H∪P1(Q) of the semicircle a|z|2+ bRe(z)+ c = 0 oriented from −b−
√
∆
2a
to −b+
√
∆
2a
if a 6= 0, or of the vertical line bRe(z) + c = 0, oriented from −c
b
to√−1∞ if b > 0, and from √−1∞ to −c
b
if b < 0, if a = 0. We also define the
‘period’ of f in S2k(N) associated to QN,∆/Γ0(N) by
rk,N(f ;D,∆) =
∑
Q∈QN,∆/Γ0(N)
ωD(Q)
∫
CQ
f(z)Q(z, 1)k−1dz.
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1.5.2 The Shimura-Shintani correspondence
We define the D–th Shimura correspondence Sk,N,D which maps SKk+1/2(N) to
M2k(N) (to S2k(N) if k ≥ 2 or if N is cubefree) by
g|Sk,N,D(τ) =
∑
n≥1
 ∑
d|n,(d,N)=1
(
D
d
)
dk−1cg
( |D|n2
d2
) e(nτ) (1.8)
for g(z) =
∑
n≥1
(−1)kn≡0,1 (mod 4)
cg(n)e(nτ) ∈ SKk+1/2(N).
Next we give the adjoint map with respect to the Petersson inner product of
Sk,N,D. Therefore we now want to define the kernel function for Sk,N,D as follows.
Definition 1.5. Let k be an integer with k ≥ 2 andN be an odd positive integer, or
k = 1 and N be a cubefree natural number. Let D be a fundamental discriminant
with (N,D) = 1 and (−1)kD > 0. We define a function Ω on the product H× H
by setting
Ωk,N(z, τ ;D) =
c−1k,N,D
(−1)[k/2]3(2pi)k
(k − 1)!
∑
n≥1
nk−1
 ∑
d|n
(d,N)=1
(
D
d
)
(n/d)kPk,N,n2|D|/d2(τ)
 e(nz),
where ck,N,D is the elementary factor defined by
ck,N,D = (−1)[k/2]|D|−k+1/2pi
(
2k − 2
k − 1
)
2−3k+2 [Γ0(1) : Γ0(N)]
−1
and Pk,N,m(τ) is the m-th Poincare´ series in SKk+1/2(N) characterized by the for-
mula
〈g , Pk,N,m〉 = Γ (k − 1/2)
(4pim)k−1/2
cg(m)
for an arbitrary form g(τ) =
∑
n≥1
(−1)kn≡0,1(mod 4)
cg(n)e(nτ) ∈ SKk+1/2(N).
The double infinite series Ωk,N(z, τ ;D) absolutely converges on every com-
pact subset in H× H. Therefore, substituting g and Ωk,N into the Petersson inner
product gives
g|Sk,N,D(z) = 〈g , Ωk,N(−z, ;D)〉 . (1.9)
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We now have the following proposition which is proved by a explicit equality
of the sum of some Kloostermann sums appearing in the Fourier coefficients of
Pk,N,m.
Proposition 1.6 (Kohnen [16]; Theorem 1). With assumptions and notation as
above, the function Ωk,N can be written as
Ωk,N(z, τ ;D) =
c−1k,N,D
∑
m≥1
(−1)km≡0,1 (mod 4)
mk−1/2
∑
t|N
µ(t)
(
D
t
)
tk−1fk,N/t(tz;D, (−1)km)
 e(mτ),
where the functions fk,N(z,D;D′) are defined by
fk,N(z;D,D
′)
=

∑
[a,b,c]∈QDD′,N/Γ0(N)
ωD ([a, b, c]) (az
2 + bz + c)−k if k ≥ 2,
lim
s→0
ys
∑
[a,b,c]∈QDD′,N/Γ0(N)
ωD ([a, b, c])
(az2 + bz + c)−1
|az2 + bz + c|s if k = 1
for D,D′ ≡ 0, 1 (mod 4) and DD′ > 0. In particular, if k ≥ 2, these functions
fk,N(z;D,D
′) are cusp forms in S2k(N).
The functions fk,N(z;D,D′)were given by the restriction of a Hilbert modular
form to the diagonal in H× H in Zagier [41].
From (1.9) and Proposition 1.6, we obtain
〈g|Sk,N,D , f〉 = 〈〈g , Ωk,N(−z, ;D)〉 , f〉
= 〈g , 〈f , Ωk,N( ,−τ ;D)〉〉 .
We can deduce the following formula whose proof is given by a straightforward
calculation.
Proposition 1.7 (Kohnen [16] ; Proposition 7, Kohnen-Zagier [18] ; pp.231
–pp.232). With assumptions and notation as above, we have
〈f, fk,N( ;D, (−1)km)〉 = [Γ0(1) : Γ0(N)]−1
(
2k − 2
k − 1
)
2−2k+2pi(|D|m)−k+1/2
× rk,N(f ;D, (−1)km).
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We now give the definition of the adjoint map with respect to the Petersson
inner product of Sk,N,D as follows. For a cusp form f ∈ S2k(N), we have
f |S∗k,N,D = 〈f , Ωk,N( ,−τ ;D)〉
= c−1k,N,D
∑
m≥1
(−1)km≡0,1 (mod 4)
mk−1/2
×
∑
t|N
µ(t)
(
D
t
)
tk−1〈f, fk,N/t(tz;D, (−1)km)〉
 e(mτ)
= (−1)[k/2]2k
∑
m≥1
(−1)km≡ 0,1 (mod 4)∑
t|N
µ(t)
(
D
t
)
tk−1rk,Nt(f ;D, (−1)kmt2)
 e(mτ).
The adjoint map S∗k,N,D is called the D-th Shintani correspondence. Thus the
Shimura-Shintani correspondence has closely related to the periods of cusp forms.
Theorem 1.8 (Kohnen [16]; Theorem 2). Let k be an integer satisfying k ≥ 2
and N be a positive odd integer, or k = 1 and N be a cubefree natural number.
For a fundamental discriminant D with (−1)kD > 0 and (D,N) = 1, the adjoint
map of the Shimura correspondence Sk,N,D with respect to the Petersson inner
product coincides with the D-th Shintani correspondence defined by
f |S∗k,N,D(z) = (−1)[k/2]2k
∑
m≥1
(−1)km≡ 0,1 (mod 4)∑
t|N
µ(t)
(
D
t
)
tk−1rk,Nt(f ;D, (−1)kmt2)
 e(mz)
for a cusp form f ∈ S2k(N).
In particular, for a new form f ∈ Snew2k (N), the Shintani correspondence is
expressed as
f |S∗k,N,D(z) = (−1)[k/2]2k
∑
m≥1
(−1)km≡ 0,1 (mod 4)
rk,N(f ;D, (−1)km)e(mz).
Remark 1.9. The ’lifting’ maps Sk,N,D and S∗k,N,D preserve old forms and new
forms respectively and commute with all Hecke operators.
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1.6 On the Kohnen-Zagier Formula
In this section we review in detail the result of Kohnen-Zagier according the
method of Kohnen-Zagier[18] and Kohnen[16].
1.6.1 Automorphic L-function
Let k and N be positive integers. Suppose that f(z) =
∑
n≥1 af (n)e(nz) is
in S2k(N,χ). For every primitive Dirichlet character ψ of conductor M with
(M,N) = 1, we define the automorphic L-function associated with ψ by
L(f, ψ, s) =
∑
n≥1
ψ(n)af (n)n
−s.
This series converges absolutely in Re(s) > (2k + 1)/2, and admits an analytic
continuation to the whole s-plane with a functional equation. In particular, in the
case of f ∈ S2k(N)new and ψ =
(
D
)
for a fundamental discriminant D with
(D,N) = 1, we have that
L(f,D, s) = L
(
f,
(
D
)
, s
)
=
∑
n≥1
(
D
n
)
af (n)n
−s
is extended to C as a holomorphic function and satisfies
Λ(f,D, s) = (−1)k
(
D
−N
)
wNΛ(f,D, 2k − s) (1.10)
where Λ(f,D, s) is the so-called complete L-function
Λ(f,D, s) = (2pi)−s(ND2)s/2Γ (s)L(f,D, s)
and wN is the signature satisfying f(−1/(Nz)) = wNNkz2kf(z).
Further we put Λ(f, s) = Λ(f, 1, s). The critical values of Λ(f, s) are
the essential quantities because of the relationship to the periods of cusp forms.
Therefore many arithmetic-algebraic properties of them have been investigated
by many mathematicians. In particular we have the following theorem.
Theorem 1.10 (Kohnen [14] ; pp.262). Suppose that f ∈ S2k(1). Then we have
Λ(f, k) + (−1)k−1
k−1∑
j=0
j;even
(
k − 1
j
)
(
√−1)jΛ(f, k + j)
+(−1)k−1
k−1∑
j=0
j≡k−1 (mod2)
(
k − 1
j
)
(
√−1)j−k+1Λ(f, j + 1) = 0.
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1.6.2 On the Kohnen-Zagier Formula in the case of level 4
Suppose that k is an integer with k ≥ 4 and D is a fundamental discriminant with
(−1)kD > 0. Let Gk,D(z) and Gk,4D(z) be the Eisenstein series defined by
Gk,D(z) =
1
2
LD(1− k)
 ∑“
a b
c d
”
∈Γ∞\Γ0(|D|)
(
D
d
)
(cz + d)−k

=
1
2
LD(1− k) +
∞∑
n=1
∑
d|n
(
D
d
)
dk−1
 e(nz) ∈Mk(D,(D))
and
Gk,4D(z) = Gk,D(4z)− 2−k
(
D
2
)
Gk,D(2z) ∈Mk(4D,
(
D
)
)
respectively, where Γ∞ =
{±(1 n0 1) |n ∈ Z}.
The map Sk,1,D defined by (1.8) extends to a map MKk+1/2(1) → M2k(1) if
we add the constant term 1
2
LD(1 − k)cg(0) to the right-hand side of (1.8). Here
we have that MKk+1/2(1) = CGKk+1/2 ⊕ SKk+1/2(1) where GKk+1/2 is the Eisenstein
series whose constant term is ζ(1− 2k) and whose (−1)kn-th Fourier coefficient
for (−1)kn = Df 2 with D being the discriminant of Q(√(−1)kn)/Q is
LD(1− k)
∑
d|f
µ(d)
(
D
d
)
dk−1σ2k−1(f/d).
Further the strong multiplicity one theorem derives that the space SKk+1/2(1) has
a basis {gν} corresponding by Sk,1,D to the canonical basis {fν} of normalized
Hecke eigen forms in S2k(1), which are related in the forms gν |Sk,1,D = cgν (|D|)fν .
Therefore the space MKk+1/2(1) is generated by {gν} and GKk+1/2.
Let GD(z) be the product of the Eisenstein series and the theta series
GD(z) = 3
2
(
1−
(
D
2
)
2−k
)−1
Pr
(
Tr4D4 (Gk,4D(z)θ(|D|z))
)
,
where TrMN denotes the trace operator. This function GD(z) belongs to MKk+1/2(1),
therefore we have the expansion with respect to the basis of MKk+1/2(1)
GD(z) = λGKk+1/2 +
∑
ν
λνgν(z).
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On the other hand, H.Cohen showed that GKk+1/2|Sk,1,D = LD(1−k)G2k. Further-
more H.Cohen, Selberg and Kohnen-Zagier found that GD|Sk,1,D = FD, where
FD(z) = TrD1 (Gk,D(z)2) ∈M2k(1). These results yield
FD(z) = λLD(1− k)G2k(z) +
∑
ν
λνcgν (|D|)fν(z).
Therefore we have
〈fν ,FD〉 = λνcgν (|D|)〈fν , fν〉 =
〈GD, gν〉
〈gν , gν〉 cgν (|D|)〈fν , fν〉. (1.11)
Next we wish calculate 〈GD, gν〉 and 〈fν ,FD〉. By using the hermitian property of
Pr and a method of the Rankin-Selberg convolution, we give
〈GD, gν〉 = 1
4
Γ (k − 1/2)LD(1− k)
(4pi)k−1/2LD(k)
|D|k−1/2L(fν , 2k − 1)cgν (|D|). (1.12)
Similarly, through Theorem 1.10, the Rankin-Selberg convolution derives
〈fν ,FD〉 = 1
2
Γ (2k − 1)LD(1− k)
(4pi)2k−1LD(k)
L(fν , 2k − 1)L(fν , D, k). (1.13)
Combining (1.11), (1.12) and (1.13), we arrive at the following theorem.
Theorem 1.11 (Kohnen-Zagier[18]). The notation are the same as above. Then
we have
|cgν (|D|)|2
〈gν , gν〉 =
(k − 1)!
pik
|D|k−1/2L(fν , D, k)〈fν , fν〉 .
Generalizing the argument in this theorem, Kojima[19] established Kohnen -
Zagier’s formula in the case where f is a primitive form in S2k(2N) with N being
an odd squarefree integer, which is contained in the orthogonal complement of
the Kohnen space. However we can not extend this formula in the case where the
level of f is an arbitrary odd integer by using of the similar method, since it is
very difficult to establish the images of the basis of MKk+1/2(N) with respect to the
Shimura correspondence.
1.6.3 On the Kohnen-Zagier Formula in the case of ‘4× squarefree’ level
Kohnen[16] gave the another proof of Theorem 1.11 and extended that to the case
of a primitive form f having a squarefree level.
Assume that k is a positive integer, N is a squarefree odd natural number, and D
is a fundamental discriminant such that (−1)kD > 0 and (N,D) = 1.
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Suppose that a cusp form f(z) =
∑
n≥1 af (n)e(nz) is a primitive form in
Snew2k (N) and g(τ) =
∑
n≥1
(−1)kn≡0,1(mod4)
cg(n)e(nτ) is a corresponding form in
SKk+1/2(N)
new on the map Sk,N,D. Then we have g|Sk,N,D = cg(|D|)f . There-
fore there is a close relation between the Fourier coefficients of f and g as follows:
cg(n
2|D|) = cg(|D|)
∑
d|n,(d,N)=1
µ(d)
(
D
d
)
dk−1af (n/d).
On the other hand, we can take a constant κ ∈ C such that f |S∗k,N,D = κg because
of ‘the strong multiplicity one theorem’ for SKk+1/2(N)new. Denoting by c∗g,D(m)
the m-th Fourier coefficient of f |S∗k,N,D for a positive integer m with (−1)km ≡
0, 1 (mod 4), we get
c∗g,D(m)〈g, g〉 = κcg(m)〈g, g〉
= cg(m)〈f |S∗k,N,D, g〉
= cg(m)〈f, g|Sk,N,D〉
= cg(m)cg(|D|)〈f, f〉.
Expressing the kernel function of the linear map S∗k,N,D used to prove Theorem
1.8 under the fact that f(z) is a new form, we have the equality
cg(m)cg(|D|)
〈g, g〉 =
(−1)[k/2]2k
〈f, f〉 rk,N(f ;D, (−1)
km).
We take D = (−1)km. For a squarefree natural number M , we can obtain a
representative system of QM,D2 by
{[0, D, µ] ◦Wt | (µ (modD)), t|M, t > 1} ,
because they are reduced to the representative system {[0, D, µ]|µ(modD)} of
Q1,D2 (see Gross-Kohnen-Zagier[10]; Chap.1). Therefore, supposing that the
eigen values of f on the Atkin-Lehner operators Wt are
(
D
t
)
for all prime divisors
t of N , we get
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rk,N(f ;D,D)
=
∑
t|N
∑
µ (modD)
ωD ([0, D, µ] ◦Wt)
∫
C[0,D,µ]◦Wt
f(z)([0, D, µ] ◦Wt(z, 1))k−1dz
=
∑
t|N
1
 ∑
µ (modD)
(
D
µ
)∫ i∞
−µ/D
f(z)(Dz + µ)k−1dz
= 2ν(N)(Di)k−1i
∫ ∞
0
∑
µ (modD)
(
D
µ
)∑
n≥1
af (n)t
k−1e
(
nµ
|D| + int
)
dt.
= 2ν(N)(Di)k−1i
(
D
−1
)1/2
|D|1/2
∫ ∞
0
∑
n≥1
(
D
n
)
af (n)e
−2pinttk−1dt
= 2ν1(N)(−1)[k/2](2pi)−k|D|k−1/2Γ(k)L(f,D, k)
where i denotes
√−1, ν1(N) denotes the number of different prime divisors of N
and in the last line we have used analytic continuation of the twisted L-function
L(f,D, s) =
∑
n≥1
(
D
n
)
af (n)n
−s (Re(s)À 0).
Theorem 1.12 (Kohnen-Zagier[18], Kohnen[16]). The notation and assump-
tions are the same as above. Then we have
|cg(|D|)|2
〈g, g〉 = 2
ν1(N)
(k − 1)!
pik
|D|k−1/2L(f,D, k)〈f, f〉 .
The above proof uses neither the basis of MKk+1/2(N) nor some properties of
critical values of the twisted L-function. Therefore the same argument as above
will be able to derive Kohnen-Zagier’s formula for a primitive form with an arbi-
trary odd level by extending of the trace formula for Hecke operators. To be more
precise, this argument is as follows.
By extending of the argument in Section 1.5.2, Kojima-Tokuno[23] es-
tablished the kernel function of the Shimura correspondence Sk,N,D,χ from
SKk+1/2(N,χ) to S2k(N,χ
2) in the case of k ≥ 2, of arbitrary odd level N and
of arbitrary character χ (see [23];Theorem 3.1). Moreover, under certain as-
sumptions about g concerning the strong multiplicity one theorem with respect
to Hecke operators, Kojima-Tokuno succeeded in proving that the properties of
this kernel function derive a generalization of Kohnen-Zagier’s results to the case
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of Kohnen’s spaces of arbitrary odd level and of arbitrary character (see [23]
; Theorem 4.2). And naturally, without these assumptions, the above-mentioned
theorem can not be generalized. However, in the following chapters we will prove
that Kohnen-Zagier’s formula in the case of Kohnen’s spaces of arbitrary odd
level and of trivial character can be established without these supposedly essential
assumptions by extending of the trace formula for Hecke operators.
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2 On the Kohnen-Zagier Formula in the case of
Level 4pm
2.1 Introduction
Let g be a Hecke eigen new form in Kohnen’s space of cusp forms of half-integral
weight k + 1/2 and level 4N with an odd number N , and let f be the primitive
form of weight 2k and level N associated to g by the Shimura correspondence.
When N is squarefree, it was found by Kohnen-Zagier [18] and Kohnen [16]
that the square of cg(|D|) of the |D|-th Fourier coefficient of g for a fundamental
discriminant D with (−1)kD > 0, (N,D) = 1 is explicitly expressed as the prod-
uct of the central value L(f,D, k) of the L-function of f twisted by a quadratic
character
(
D
)
with some elementary factors. Kohnen-Zagier’s results have been
generalized in several modular forms. Namely by Kohnen [17] to the case of prim-
itive form f with an arbitrary odd level, and by Shimura [31] to the case of Hilbert
modular form g of half integral weight over totally real number fields. It should be
noted that these results are all obtained under the condition that Kohnen’s spaces
have the multiplicity one theorem. On the other hand, Ueda [35, 36] showed that
Kohnen’s spaces do not necessarily satisfy a multiplicity one theorem for general
N by using the twisting operators and trace formula of them. This fact causes a
serious difficulty when one wants to find an analogous result in the case g has an
arbitrary level.
Concerning this problem, Kojima [20] obtained a result when Kohnen’s spaces
have multiplicity two, in the case of primitive form f with squarefree odd level
and general character by embedding Kohnen’s space into the space of Hilbert
modular forms of half-integral weight and developing Shimura’s method on the
latter. Kojima’s work also shows that Fourier coefficients of Hecke eigen new
forms in Kohnen’s spaces which do not have multiplicity one theorem have closely
related to central values of twisted automorphic L-functions.
The purpose of this chapter is to give a result of Kohnen-Zagier type in the case
of a primitive form f of odd prime power level pm by using Ueda’s result [35, 36,
37, 38] . In this case, Kohnen’s space does not necessarily have multiplicity one.
Therefore, this result is not included either in Kohnen [17] or in Kojima [20] .
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2.2 Twisting Operators and the Decomposition of Kohnen’s
Space
Let k be a positive integer. Suppose that M is a natural number.
(1.7) and Theorem 1.4 proved by Kohnen do not work when N is not square-
free, because there is a case such that all common eigen subspace of SKk+1/2(N,χ)
for Hecke operators have dimension ≥ 2 and hence the strong multiplicity one
theorem does not hold good. Ueda succeeded in resolving this difficulty by de-
composing SKk+1/2(N,χ) into eigen subspaces of twisting operator
g|RI(τ) =
∑
n≥1
(−1)kn≡0,1 (mod 4)
(
n
lI
)
cg(n)e(nτ),
where I is an arbitrary subset of Π(N) and lI =
∏
p∈I p. We explain in detail
Ueda’s theory in the case of N = pm. By calculation of (1.6) in the case of
N = pm, we have the following theorem.
Theorem 2.1 (Ueda [35, 36]). Let k be a natural number with k ≥ 2, p be an odd
prime integer, and χ is a Dirichlet character modulo 4pm with χ2 = 1. Suppose
that n is a natural number such that (n, 2p) = 1. Then we have
tr(T˜k+1/2,4pm,χ(n
2) ; SKk+1/2(p
m, χ))
= tr(T2k,pm(n) ; S2k(p
m)) +
[m/2]∑
a=1
λ(p, n; a)tr(Wp2a ◦ T2k,p2a(n);S2k(p2a))
where
λ(p, n; a) =
1 +
(−n
p
)
if 1 ≤ a ≤ [(m− 1)/2]
χp(−n) if m is even and a = m/2,
and χp being the p-primary component of χ.
From this trace relation and the use of twisting operators we obtain the follow-
ing result.
Theorem 2.2 (Ueda [36]). Let k be a natural number with k ≥ 2, m be a natural
number with m ≥ 3, and p be an odd prime number. Then we have
SKk+1/2(p
m) = SK,0k+1/2(p
m)⊕ SK,+1k+1/2(pm)⊕ SK,−1k+1/2(pm)
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where SK,±1k+1/2(pm) is the ±1-eigen subspace of SKk+1/2(pm) on the twisting opera-
tor Rp. Moreover we can obtain
SK,0k+1/2(p
m) = Ker(Rp|SKk+1/2(pm)) =
{
g(pτ)
∣∣∣∣ g(τ) ∈ SKk+1/2 (pm−1,(p))} ,
(in other words, SK,0k+1/2(pm) is the space of ‘old forms’ in SKk+1/2(pm)) and
SK,±1k+1/2(p
m)new ∼=
S
new,+1
2k (p
m), if m is even,
S
new,±(−1p )
k
2k (p
m), if m is odd.
as Hecke modules, where SK,±1k+1/2(pm)new is the orthogonal complement of
SK,±1k+1/2(p
m−1) in SK,±1k+1/2(p
m) and Snew,±12k (pm) is the ±1-eigen subspace of
Snew2k (p
m) on the Atkin-Lehner involution W (pm). From this isomorphism, we
have the multiplicity one theorem for the space SK,±1k+1/2(pm)new.
Remark 2.3. The case of m = 2 is more complicated in structure. Actually, Rp
can always map forms in Snew2k (pl) (l = 0, 1) to ones in the Snew2k (p2), and conse-
quently there is a case such that SKk+1/2(p2)new has the component corresponding
to Snew2k (p)|Rp ⊕ S2k(1)|Rp in addition to Snew2k (p2) by the Shimura correspon-
dence, that is,
Theorem 2.4 (Ueda [37, 38, 39]). Let k and p be the same as above. Then we
have the following
SK,+k+1/2(p
2)new ∼= SK,−k+1/2(p2)new
∼= S∗,+2k (p2)⊕
1
2
(
1 +
(−1
p
))
{Snew2k (p)|Rp ⊕ S2k(1)|Rp} ,
where S∗2k(p2) is the orthogonal complement of Snew2k (p)|Rp ⊕ S2k(1)|Rp in
S2k(p
2)new with the Petersson inner product and S∗,+2k (p2) is a subspace of S∗2k(p2)
as
S∗,+2k (p
2) =
{
f ∈ S∗2k(p2)|f |W (p2) = f
}
.
Remark 2.5. In the case of k = 1, Theorem 2.2 does not hold in the same condi-
tion as above, since there exists the subspace UK3/2(pm) of SK3/2(pm) corresponding
to the space of the Eisenstein series through the Shimura correspondence. How-
ever, we have that UK3/2(pm) vanishes in the case of m = 2 from the definition of
UK3/2(p
m). Therefore we can obtain the same result as Theorem 2.4 in the case of
k = 1 by the similar arguments as above.
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2.3 The Kohnen-Zagier Formula in the case Level 4pm
In this section, we extend the Kohnen-Zagier formula in the case of N = pm with
an odd prime number p. In the first place, Kohnen-Zagier [18] and Kohnen [16]
proved the following result.
Theorem 2.6 (m = 0; Kohnen-Zagier [18], m = 1; Kohnen [16]). Let k be a
positive integer, m = 0, 1 and D be a fundamental discriminant with (−1)kD > 0
and (p,D) = 1. Suppose that f(z) =
∑
n≥1 af (n)e(nz) is a primitive form in
Snew2k (p
m) such that f |W (pm) =
(
D
pm
)
f and
g(τ) =
∑
n≥1
(−1)kn≡0,1 (mod 4)
cg(n)e(nτ)
is a Hecke eigen form in SKk+1/2(pm)new, which has the same Hecke eigen values
as f . Then we have
|cg(|D|)|2
〈g, g〉 = 2
m (k − 1)!
pik
|D|k−1/2L(f,D, k)〈f, f〉 .
Secondly we consider the case of m ≥ 2. Hereafter we assume that k ≥ 2,
m ≥ 2 andD being a fundamental discriminant with (−1)kD > 0 and (D, p) = 1.
2.3.1 CASE I (m = 2n with a natural number n ≥ 2)
In this case, SKk+1/2(pm)new
(
=
⊕
i=0,1
S
K,(−1)i
k+1/2 (p
m)new
)
has the ‘multiplicity two
condition’ by Theorem 2.2. Therefore we take two nontrivial Hecke eigen forms
g+(τ) =
∑
n≥1
(−1)kn≡0,1 (mod 4)
cg+(n)e(nτ)
(
∈ SK,+1k+1/2(pm)new
)
and
g−(τ) =
∑
n≥1
(−1)kn≡0,1 (mod 4)
cg−(n)e(nτ)
(
∈ SK,−1k+1/2(pm)new
)
so that 〈g+, g+〉 6= 〈g−, g−〉, which have the same Hecke eigen values as a primi-
tive form
f(z) =
∑
n≥1
af (n)e(nz) ∈ Snew,+12k (pm).
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Put g(τ) = g+(τ) + g−(τ) and g′(τ) = g|Rp(τ) = g+(τ) − g−(τ). Then we
see that g′ 6= ±g because of the method of taking them and g, g′ are Hecke eigen
forms too. Furthermore we put
h1(τ) = g(τ), h2(τ) = g(τ)− 〈g, g〉〈g′, g〉g
′(τ).
These forms h1, h2 are Hecke eigen orthogonal bases on the space
SKk+1/2(p
m, f) =
{
g(τ) ∈ SK,±1k+1/2(pm)new
∣∣∣∣ g|Tk+1/2,4pm(l2)(τ) = af (l)g(τ)
for prime l with (l, p) = 1
}
,
where Tk+1/2,4pm(l2) are l2-th Hecke operators on SK,±1k+1/2(pm)new. From defini-
tions of f and hi, we have
hi|Sk,pm,D(z) = chi(|D|)f(z) (i = 1, 2),
and hence Fourier coefficients of f and hi are related as
chi(n
2|D|) = chi(|D|)
∑
d|n,(d,N)=1
µ(d)
(
D
d
)
dk−1af (n/d).
Therefore we have the following
chi(|D|)hi|Sk,pm,D(z) = |chi(|D|)|2f(z) (i = 1, 2),
that is,
2∑
i=1
chi(|D|)
〈hi, hi〉 hi|Sk,p
m,D(z) =
2∑
i=1
|chi(|D|)|2
〈hi, hi〉 f(z).
Taking the Petersson inner product of each side and f , we obtain the following
2∑
i=1
chi(|D|)
〈hi, hi〉 〈f, hi|Sk,p
m,D〉 =
2∑
i=1
|chi(|D|)|2
〈hi, hi〉 〈f, f〉.
But the left hand side of it equals to the |D|-th Fourier coefficient of f |S∗k,N,D
because hi (i = 1, 2) construct a normal orthogonal system of SKk+1/2(pm, f).
Therefore we get
2∑
i=1
|chi(|D|)|2
〈hi, hi〉 〈f, f〉 = (−1)
[k/2]2krk,N(f ;D,D)
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by Theorem 1.8. Secondly, we calculate rk,N(f ;D,D) by the same manner in
Kohnen-Zagier [18] and Kohnen [16]. A representative system of Qpm,D2 are
given by {[0, D, µ], [0, D, µ] ◦W (pm) |µ mod D} because of ‘reducing method’
(cf. Gross-Kohnen-Zagier [10]; Chap. 1). Therefore, noting that f |W (pm)(z) =
f(z) and
ωD([0, D, µ] ◦W (pm)) =
(
D
pm
)
ωD([0, D, µ]) = ωD([0, D, µ]),
we get the following equality
rk,N(f ;D,D) =
∑
t=1,pm
∑
µ mod D
ωD ([0, D, µ] ◦Wt)
×
∫
C[0,D,µ]◦Wt
f(z)([0, D, µ] ◦Wt(z, 1))k−1dz
= 2
∑
µ mod D
(
D
µ
)∫ i∞
−µ/D
f(z)(Dz + µ)k−1dz
= 2(Di)k−1i
(
D
−1
)1/2
|D|1/2
∫ ∞
0
∑
n≥1
(
D
n
)
af (n)e
−2pinttk−1dt
= 2(−1)[k/2](2pi)−k|D|k−1/2Γ (k)L(f,D, k)
where L(f,D, s) is the twisted L-function
L(f,D, s) =
∑
n≥1
(
D
n
)
af (n)n
−s (Re(s)À 0).
On the other hand, we see the following
2∑
i=1
|chi(|D|)|2
〈hi, hi〉 = 2
(
〈g, g〉 − 〈g|Rp, g〉
(
|D|
p
))
〈g, g〉2 − 〈g|Rp, g〉2 |cg(|D|)|
2
by the straightforward way. Finally we have the result of Kohnen-Zagier type in
the case of N = pm.
Theorem 2.7. Let the notation and assumptions be as above. For a primitive form
f(z) =
∑
n≥1
af (n)e(nz) ∈ Snew,+12k (pm),
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we can take
g(τ) =
∑
n≥1
(−1)kn≡0,1 (mod 4)
cg(n)e(nτ)
(∈ SKk+1/2(pm, f))
so that g|Rp 6= ±g and 〈g, g〉 6= ±〈g|Rp, g〉, which has the same Hecke eigen
values as f . Furthermore we have the relation(
〈g, g〉 − 〈g|Rp, g〉
(
|D|
p
))
〈g, g〉2 − 〈g|Rp, g〉2 |cg(|D|)|
2 =
(k − 1)!
pik
|D|k−1/2L(f,D, k)〈f, f〉
for them.
Remark 2.8. Theorem 2.7 has the same form as Theorem 2.6, because we have
the following:
(
〈g, g〉 − 〈g|Rp, g〉
(
|D|
p
))
〈g, g〉2 − 〈g|Rp, g〉2 |cg(|D|)|
2 =

|cg+(|D|)|2
2〈g+, g+〉 if
( |D|
p
)
= 1
|cg−(|D|)|2
2〈g−, g−〉 if
( |D|
p
)
= −1.
in the straightforward way. In other words, by changing D, we get the central
value L(f,D, k) in either one coefficients of the two different forms alternatively.
2.3.2 CASE II (m = 2n+ 1 with a natural number n)
We take two primitive forms fi(z) =
∑
n≥1 afi(n)e(nz) ∈ S
new,(−1)i(−1p )
k
2k (p
m)
(i = 0, 1). Then, we can take two nontrivial Hecke eigen new forms
gi(τ) =
∑
n≥1
(−1)kn≡0,1 (mod 4)
cgi(n)e(nτ)
(
∈ SK,(−1)ik+1/2 (pm)new
)
,
which correspond to fi by the Shimura correspondence respectively, because
SKk+1/2(p
m)new in this case has multiplicity one theorem by Theorem 2.2. There-
fore we have the relation
|cgi(|D|)|2
〈gi, gi〉 =
(
1 + (−1)i
( |D|
p
))
(k − 1)!
pik
|D|k−1/2L(fi, D, k)〈fi, fi〉 (i = 0, 1)
in the same argument as Theorem 2.6 and Theorem 2.7. Hence
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Theorem 2.9. The notation being as above, we take an arbitrary Hecke eigen
form
g(τ) =
∑
n≥1
(−1)kn≡0,1 (mod 4)
cg(n)e(nτ)
in SKk+1/2(pm)new. Put gi =
1
2
(g + (−1)ig|Rp) for i = 0, 1. Then we have
1∑
i=0
|cgi(|D|)|2
〈gi, gi〉 =
1∑
i=0
(
1 + (−1)i
( |D|
p
))
(k − 1)!
pik
|D|k−1/2L(fi, D, k)〈fi, fi〉 ,
where fi is the primitive form in Snew,(−1)
i(−1p )
k
2k (p
m), which has the same Hecke
eigen values as gi.
Remark 2.10. The above relation shows that Kohnen-Zagier’s formula in this
case has the same form as multiplicity one case.
2.3.3 CASE III (m = 2)
Firstly, we prepare for the following lemma.
Lemma 2.11. For a cusp form f ∈ S2k(1)⊕ S2k(p)new, we have
f |Rp ∈ S2k(p2) and f |RpW (p2) =
(−1
p
)
f |Rp.
We can prove this lemma by straightforward calculation and the theory of new
forms (of integral weight). Nextly, we take a primitive form
f(z) =
∑
n≥1
af (n)e(nz) ∈ Snew2k (p2).
Then we have
f |W (p2) =
(−1
p
)t(f)
f,
where
t(f) =
{
1 if f ∈ S2k(1)|Rp ⊕ Snew2k (p)|Rp
2 if f ∈ S∗,+2k (p2)
by the above lemma. On the other hand, we can take two nontrivial Hecke eigen
forms g+(τ) ∈ SK,+1k+1/2(p2)new and g−(τ) ∈ SK,−1k+1/2(p2)new so that 〈g+, g+〉 6=
〈g−, g−〉, which have the same Hecke eigen values as f by using Theorem 2.4.
Therefore we have the similar formula to Theorem 2.7 in the same argument as it,
that is,
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Theorem 2.12. Let the notation be as above. Put g = g+ + g−. Then we arrive
at the conclusion(
〈g, g〉 − 〈g|Rp, g〉
(
|D|
p
))
〈g, g〉2 − 〈g|Rp, g〉2 |cg(|D|)|
2
=
1
2
(
1 +
(−1
p
)t(f))
(k − 1)!
pik
|D|k−1/2L(f,D, k)〈f, f〉 .
Remark 2.13. By Remark 2.5 and the property of the Shimura-Shintani corre-
spondence, we have that Theorem 2.12 holds in the case of k = 1 through the
similar argument as in the proof of Theorem 2.12.
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3 On the Kohnen-Zagier Formula in the case of ‘4
× General Odd’ Level
3.1 Introduction
Let g be a Hecke eigen form of half-integral weight k + 1/2 and f be the form
of weight 2k associated to g by the Shimura correspondence. It was found by
Waldspurger [40] that the square cg(r)2 of the r-th Fourier coefficient of g for
squarefree r is proportional to the central value L(f, ψ, k) of the L-function of f
twisted by a quadratic character ψ mod r. When ψ equals to
(
D
)
with a funda-
mental discriminant D, Kohnen-Zagier [18](see also [16]) derived a remarkable
explicit formula : the central value L(f, ψ, k) is expressed explicitly as the prod-
uct of cg(|D|)2 with some elementary factors. Here g is the image of f under the
D-th Shintani correspondence, which belongs to Kohnen’s space.
Kohnen-Zagier’s results have been generalized in several modular forms.
Namely by Kohnen [17] to the case of primitive form f with an arbitrary odd level
and the trivial character, by Kojima-Tokuno [23] to the case of primitive form f
with an arbitrary odd level and an arbitrary character, by Shimura [31] to the case
of Hilbert modular forms g of half integral weight over totally real number fields,
by Baruch-Mao to the case of primitive form f with a squarefree odd level and an
arbitrary fundamental discriminant, by Kojima to the case of Maass wave forms g
of half integral weight over an imaginary quadratic fields, and also to the case of
Jacobi forms g of integral weight by Gross-Kohnen-Zagier [10], Kojima [22].
It should be noted that these results are all obtained under the condition that
Kohnen’s spaces satisfy the multiplicity one theorem. On the other hand, it is
known that Kohnen’s spaces do not necessarily have multiplicity one theorem for
the general level N . This fact causes a serious difficulty when one wants to find
an analogous result in the case g has an arbitrary level.
In [20] Kojima obtained a result when Kohnen’s spaces have multiplicity two
theorem, in the case of primitive form of squarefree odd level and general char-
acter, by embedding Kohnen’s spaces into the space of Hilbert modular forms of
half integral weight and developing Shimura’s method on the latter.
The author, on the other hand, derived in Chapter 2 a similar formula in the
case of primitive form of odd prime power level pm by explicitly determining the
multiplicity of Kohnen’s space using a refinement of Shimura’s trace formula by
Ueda ([36, 37, 38]), and developing Kohnen-Zagier’s method in several multiplic-
ity cases.
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The purpose of this section is to go a step further toward a generalization of
Kohnen-Zagier’s formula. We treat here the case of primitive forms with an arbi-
trary odd level. In such a case the result we obtain is not expressed as |cg(|D|)|2
for a single form g, but rather the average of them in the set of primitive forms g
belonging to the same Hecke eigen system. Our proof consists of two steps. First
we completely determine the multiplicity of Kohnen’s spaces using Ueda’s trace
formula. Secondly we extend Kohnen-Zagier’s method with the basic identity
of the Kernel function of Shimura-Shintani correspondence and with some basic
properties of period integral valid in all multiplicity cases.
3.2 Twisting Operators and the Decomposition of the Kohnen
Space
3.2.1 Ueda’s Trace formula
When N is a general odd natural number, Ueda [38] investigated the trace relation
of SKk+1/2(N,χ) and Snew2k (N,χ) as module over the Hecke algebra and established
a complete theory of new forms for SKk+1/2(N,χ). To be more precise, we define
the space of new forms of SKk+1/2(N,χ) as follows.
Definition 3.1 (Ueda [38]). Let k be a positive integer with k ≥ 2, N be an odd
positive integer and χ be an even Dirichlet character modulo 4N with χ2 = 1.
Define the space of old forms DKk+1/2(N,χ) in SKk+1/2(N,χ) by
DKk+1/2(N,χ) =
∑
0<B|N
B 6=N
∑
0<A|(N/B)
∑
ξ
SKk+1/2(B, ξ)|δA
+
∑
0<B|N
B 6=N
∑
0<A|(N/B)2
∑
ξ
∑
(el)l∈Π(N)
0≤el≤2
SKk+1/2(B, ξ)|U(A)
∏
l∈Π(N)
Rell .
Here, ξ runs over all even quadratic Dirichlet characters defined modulo 4B such
that ξ
(
A
)
= χ.
We denote the orthogonal complement of DKk+1/2(N,χ) in SKk+1/2(N,χ) by
NKk+1/2(N,χ), and call it the space of new forms of SKk+1/2(N,χ).
These operators δA, U(A) and Rl (l ∈ Π(N)) commute with the Hecke opera-
tors T˜ (n2) (cf. Ueda [37]). Therefore, DKk+1/2(N,χ) and NKk+1/2(N,χ) are stable
by them, so that one can decompose the latter into common eigen subspaces as
40
follows:
NKk+1/2(N,χ) =
⊕
κ∈Map(Π(N),{±1})
NK,κk+1/2(N,χ),
where
NK,κk+1/2(N,χ) =
{
g ∈ NKk+1/2(N,χ)
∣∣∣∣ g|Rp = κ(p)g for all p ∈ Π(N)} .
By studying in detail the phenomena in Section 1.4, Ueda [37, 38] explicitly
gave the trace relation between the traces tr(T˜ (n2) ; NK,κk+1/2(N)) and the traces
tr (T (n) ; S∗2k) where S∗2k varies certain subspaces of S∗2k(N).
Theorem 3.2 (Ueda [38]; Theorem 2). Let the notation be the same as above.
Let κ ∈ Map(Π(N), {±1}). Then, for all n ∈ Z≥1 prime to N , we have
tr(T˜ (n2) ; NK,κk+1/2(N,χ))
=
∑
Π(N)2=I+J+K
∑
τ∈Map(Π(N),{±1})
σ∈Map(Π(N)−(I+J),{±1})
Ξ((ν(I, J)l)l∈Π(N), I + J, (τ, σ))
×tr
T (n) ; S∗(τ,σ)2k
M1∏
l∈J
l
∏
l∈Π(N)−(I+J)
lνl
 |RI+J
 ,
where Π(N)2 is the set {l ∈ Π(N)|νl = 2},
∑
Π(N)2=I+J+K
is the sum extended
over all partitions such that Π(N)2 = I+J+K, and ν(I, J)l is a constant which
has a value 0, 1, or νl according to l ∈ I, J , or Π(N)− (I + J).
In this formula the notation is as follows. Let (αl) = (αl)l∈Π(N) be a system of
integers satisfying the conditions 0 ≤ αl ≤ ordl(N) for all l ∈ Π(N). We put
Π((αl))i = {l ∈ Π(N)|αl = i} and Π((αl))i+ = {l ∈ Π(N)|αl ≥ i}. Let Ψ be a
subset of Π((αl))0+Π((αl))1, τ be an element of Map(Π(N), {±1}) and σ be an
element of Map(Π((αl))2+, {±1}). Further we put Π(N)1 = {l ∈ Π(N)|χl 6= 1}
and we decompose an arbitrary subset P of Π(N) into two pieces as follows :
P = P 1 + P 0, P 1 = P ∩ Π(N)1, P 0 = P ∩ (Π(N)− Π(N)1) .
Then we set the multiplicity
Ξ = Ξ((αl), Ψ , (τ, σ)) =
∏
p∈Π(N)
Ξp((αl), Ψ , (τ, σ))
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where
2× Ξp((αl), Ψ , (τ, σ))
=

1 + τ(p), if p ∈ Π((αl))03+, even
+ Π((αl))
0
2
+ (Π((αl))
0
0 −Q00) ,
1 +
(−1
p
)
σ(p), if p ∈ Π((αl))13+, even
+Π((αl))
1
2,
1 + κ(p)
(−1
p
)k
χ2M1(p)τ(p)
∏
q∈Φ
(
p
q
)
, if p ∈ Π((αl))03+, odd
+ (Π((αl))
0
1 −Q01) ,
1 + κ(p)
(−1
p
)k−1
χ2M1(p)σ(p)
∏
q(6=p)∈Φ
(
p
q
)
, if p ∈ Π((αl))13+, odd,
1 + κ(p)
(−1
p
)k−1
χ2M1(p)τ(p)
∏
q∈Φ
(
p
q
)
, if p ∈ Π((αl))11 ∩Ψ 1,
1 +
(−1
p
)
τ(p), if p ∈ Π((αl))10 ∩Ψ 1,
2, if p ∈ Π((αl))11
+Π((αl))
1
0 −Ψ 1,
1 +
(−1
p
)
, if p ∈ Q01 +Q00,
and Φ = (Π(N)1 −Ψ 1) +Ψ 0, Q00 = Π((αl))00 ∩Ψ 0, Q01 = Π((αl))01 ∩Ψ 0.
Remark 3.3. In the above trace relation, all multiplicities Ξ coincide with 0 or
1. Therefore we obtain that the new form space NK,κk+1/2(N,χ) satisfies the strong
multiplicity one theorem.
NK,κk+1/2(N) has an orthogonal C-basis consisting of common eigen forms for
all Hecke operators T˜ (p2)k+1/2,M,1 (p : prime, p 6 |N ) and Shift operators U(p2)
(p : prime, p|N ) (cf. Ueda [37, 38]).
3.2.2 The structure of NK,κk+1/2(N)
Let k = 2, N be a positive odd integer and M1 be the ‘square-free part’ of M =
4N so that M1 =
∏
p∈I(N) p. Then we have the following theorem.
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Theorem 3.4. For each κ ∈ Map(Π(N), {±1}), we have the following isomor-
phism as modules over the Hecke algebra :
NK,κk+1/2(N)
∼= S∗,τκ2k (N)
⊕ ⊕
Π(N)2=I+J+K
I+J 6=φ, I,J⊆Π(N)∗2
⊕
eτκ
S∗,eτκ2k
M1∏
l∈J
l
∏
p∈Π(N)−(I+J)
pordp(N)
∣∣ ∏
p∈I+J
Rp,
where τκ is the element of Map(Π(N), {±1}) whose value at p is 1 or κ(p)
(
−1
p
)k
according as p ∈ Π(N)even or p ∈ Π(N)odd,
⊕
Π(N)2=I+J+K
I+J 6=φ, I,J⊆Π(N)∗2
is the direct sum
extended over all partitions such that
I + J +K = Π(N)2 = {p ∈ Π(N) | ordp(N) = 2} ;
I + J 6= φ, I, J ⊆ Π(N)∗2 =
{
p ∈ Π(N)2
∣∣∣ (−1
p
)
= 1
}
,
and τ˜κ runs over all elements of Map(Π(N), {±1}) whose value at p is 1 or κ(p)
×
(
−1
p
)k∏
q∈I+J
(
p
q
)
according as p ∈ Π(N)even or p ∈ Π(N)odd.
Proof. By the above argument, it suffices to show that
tr(T˜ (n2)k+1/2,M,1 ; N
K,κ
k+1/2(N))
= tr(T2k,N(n) ; S
∗,τκ
2k (N)) +
∑
Π(N)2=I+J+K
I+J 6=φ, I,J⊆Π(N)∗2
∑
eτκ
tr
T2k,N(n) ; S∗,eτκ2k
M1∏
l∈J
l
∏
p∈Π(N)−(I+J)
pordp(N)
∣∣∣ ∏
p∈I+J
Rp

for all natural number n with (n,M) = 1. From Theorem 3.2, we have the
following trace relation :
For all n ∈ N prime to 4N ,
tr(T˜k+1/2,M,χ(n
2) ; NK,κk+1/2(N)))
=
∑
Π(N)2=I+J+K
∑
τ∈Map(Π(N),{±1})
σ∈Map(Π(N)−(I+J),{±1})
Ξ((ν(I, J)l), I + J, (τ, σ))
×tr
T2k,N(n);S∗,(τ,σ)2k
M1∏
l∈J
l
∏
p∈Π(N)−(I+J)
pordp(N)
∣∣ ∏
p∈I+J
Rp,
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where S∗,(τ,σ)2k (N) = {f ∈ S∗,τ2k (N) | f |RlWl = σ(l)f |Rl for all l ∈ Π(N)} and
Ξ((ν(I, J)l), I + J, (τ, σ)) are the constants determined in Theorem 3.2.
On Theorem 3.2, we find that multiplicities Ξ = Ξ((ν(I, J)l), I+J, (τ, σ)) as
Hecke modules satisfy Ξ ≤ 1 for all possible κ and τ . Also χ is the trivial charac-
ter, Ξ does not depend on eigen systems σ. Therefore, we can obtain the necessary
conditions for Ξ = 1 by computing the local multiplicities Ξp((αl), Ψ , (τ, σ))
through the explicit formula of them in Theorem 3.2. To be more precise, then,
we have prime p’s necessary conditions for vanishing Ξp((αl), Ψ , (τ, σ)).
Hence we obtain the necessary conditions for Ξ = 1 by
(CASE 1) I = J = φ and τ = τκ,
or
(CASE 2) I + J 6= φ and τ = τ˜κ.
The above trace relation in these situations implies the desired result.
Example 3.5. We further assume that Π(N)odd = φ. Then we have the isomor-
phism (as modules over the Hecke algebra) for each κ ∈ Map(Π(N), {±1}) :
NK,κk+1/2(N)
∼= S∗,12k (N)
⊕ ⊕
Π(N)2=I+J+K
I+J 6=φ, I,J⊆Π(N)∗2
⊕
σ(p) = 1 for
p∈Π(N)−(I+J)
S∗,σ2k
M1∏
l∈J
l
∏
p∈Π(N)−(I+J)
pordp(N)
∣∣ ∏
p∈I+J
Rp.
Especially, in the case N = p2m with an odd prime number p, we have the follow-
ing
NK,±1k+1/2(p
2m) ∼=

Snew,+12k (p
2m) if m ≥ 2
S∗,+12k (p
2)⊕
1
2
(
1 +
(
−1
p
))
(Snew2k (p)|Rp
⊕
S2k(1)|Rp) if m = 1.
( Note that, for m ≥ 1, we also have
NK,±1k+1/2(p
2m+1) ∼= Snew,±(
−1
p )
k
2k (p
m)
by Theorem 1(cf. Ueda [36]). )
Corollary 3.6. Let the notation be same as Theorem 3.4. Put ν2 = #Π(N)even
(0 5 ν2 5 #Π(N)). Let f be a primitive form in Snew2k (N). Then, there are
2ν2 number of common Hecke eigen forms {gν} in NKk+1/2(N) corresponding to
primitive form f via the Shimura correspondence given in the section 1.5.
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Proof. There exist 2ν2 mappings {κ} corresponding to an eigen system τκ (resp.
τ˜κ). Therefore NKk+1/2(N) has 2ν2 common Hecke eigen forms which have the
same system of Hecke eigen values as a primitive form in
S∗,τκ2k (N)
 resp. S∗,σ2k
M1∏
p∈J
p
∏
p∈Π(N)−(I+J)
pordp(N)
 
by Theorem 3.4. Thus we have the above result.
Remark 3.7. In Corollary 3.6, we can say about the situation that NKk+1/2(N)
satisfies the ‘multiplicity 2ν2-condition’.
Remark 3.8. In the case of k = 1, Theorem 3.2, Theorem 3.4 and Corollary
3.6 do not hold in the same condition as above, since there exists the subspace
UK3/2(N) of SK3/2(N) corresponding to the space of the Eisenstein series through
the Shimura correspondence. However, we have that UK3/2(N) vanishes in the case
of N being cubefree by the same argument as Remark 2.5. Therefore we can give
the same results as these theorems in the case of k = 1 and N being cubefree by
the similar arguments as above.
3.3 Kohnen-Zagier’s Formula in the case of ‘4×General Odd’
Level
In this section we generalize the result of Kohnen-Zagier to the case of ‘4 × gen-
eral odd’ level by using Theorem 3.4.
Let k ≥ 2 and the assumptions on N and D be the same as in Theorem 1.8.
Suppose that f(z) =
∑
n≥1 af (n)e(nz) is a primitive form in Snew2k (N), and
g(τ) =
∑
n≥1
(−1)kn≡0,1 (mod 4)
cg(n)e(nτ)
is a form in NKk+1/2(N) corresponding to f under the Shimura correspondence
Sk,N,D.
Remark 3.9. We note that g(τ) belongs to NKk+1/2(N ; f), which follows from
the compatibility of the Shimura correspondence with the Hecke operators. Here
NKk+1/2(N ; f) is the subspace of NKk+1/2(N) having the same Hecke eigen values
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as f for all Hecke operators T˜ (p2) (p : prime, ordp(N) = 0) andU(p2) (p : prime,
ordp(N) ≥ 1), that is,
NKk+1/2(N ; f)
=
{
g(τ)
∣∣∣∣ g|T˜ (p2) = af (p)g for all prime p such that p 6 |N} .
We take two (disjoint) subsets I and J of Π(N)∗2 (see Theorem 3.4).
Suppose that f belongs to
S∗,τ2k
M1∏
p∈J
p
∏
p∈Π(N)−(I+J)
pordp(N)
∣∣∣ ∏
p∈I+J
Rp,
which has the eigen value τ(p) for Wpordp(N) such that τ(p) = 1 for all p ∈
Π(N)even − (I + J). If, in particular I + J = φ, we assume that f belongs
to S∗,τ2k (N).
Remark 3.10. The eigen system τ for the Atkin-Lehner operator automatically
satisfies the condition
τ(p) = 1 for p ∈ I + J (⊆ Π(N)∗2 ),
because we have the following lemma which is proved by straightforward calcu-
lation.
Lemma 3.11. Let p be an odd prime and M be a positive integer prime to p. For
f ∈ S2k(pM), we have
f |RpWp2 =
(−1
p
)
f |Rp.
By Theorem 3.4 we have the following isomorphism as modules over the
Hecke algebra :
N∗,κk+1/2(N)
∼= S∗,τ2k
M1∏
p∈J
p
∏
p∈Π(N)−(I+J)
pordp(N)
∣∣∣ ∏
p∈I+J
Rp ,
where κ belongs to Map(Π(N), {±1}) satisfying the following condition (parity
condition) :
τodd : κ(p) = τ(p)
(
−1
p
)k ∏
q∈I+J
(
p
q
)
for all p ∈ Π(N)odd
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and N∗,κk+1/2(N) is a certain subspace in N
K,κ
k+1/2(N). Therefore, we have the or-
thogonal decomposition
NKk+1/2(N ; f) =
⊕
κ∈Map(Π(N),{±1})
κ with (τodd)
NK,κk+1/2(N) ∩NKk+1/2(N ; f).
From this, we obtain the following
g(τ) =
∑
κ∈Map(Π(N),{±1})
κ with (τodd)
gκ(τ), gκ(τ) ∈ NK,κk+1/2(N).
Here, gκ(τ) are all Hecke eigen forms which have the same Hecke eigen system as
f . Furthermore, from the definition of f and the Shimura correspondence Sk,N,D,
we have the following relation :
cgκ(n
2|D|) = cgκ(|D|)
∑
d|n,(d,N)=1
µ(d)
(
D
d
)
dk−1af (n/d)
among Fourier coefficients of gκ and f . Therefore, we have gκ|Sk,N,D = cgκ(|D|)f
for each κ satisfying the parity condition. Namely, assuming gκ 6= 0 for all κ
satisfying the parity condition, we have
∑
κ∈Map(Π(N),{±1})
κ with (τodd)
cgκ(|D|)
〈gκ, gκ〉 gκ|Sk,N,D(z) =
∑
κ∈Map(Π(N),{±1})
κ with (τodd)
|cgκ(|D|)|2
〈gκ, gκ〉 f(z).
Taking the Petersson inner product of each side with f , we obtain the following∑
κ∈Map(Π(N),{±1})
κ with (τodd)
cgκ(|D|)
〈gκ, gκ〉 〈f, gκ|Sk,N,D〉 =
∑
κ∈Map(Π(N),{±1})
κ with (τodd)
|cgκ(|D|)|2
〈gκ, gκ〉 〈f, f〉.
Observe that the left hand side is equal to the |D| -th Fourier coefficient of
f |S∗k,N,D, because {gκ}κ∈Map(Π(N),{±1})
κ with (τodd)
form an orthogonal basis of
NKk+1/2(N, f). Therefore by the ‘primitivity’ of f and Theorem 1.8, we get∑
κ∈Map(Π(N),{±1})
κ with (τodd)
|cgκ(|D|)|2
〈gκ, gκ〉 〈f, f〉 = (−1)
[k/2]2krk,N(f ;D,D).
47
We next calculate the period rk,N(f ;D,D). For a positive integer M , we can
show that the set{
[0, D, µ] ◦Wt
∣∣∣ µ(modD), t ≥ 1 such that t||M} ,
is a complete representative system of QM,D2/Γ0(M), because they are obtained
by reducing to the representative system { [0, D, µ] | µ(modD) } of Q1,D2
(Gross-Kohnen-Zagier [10]; Chap.1). Putting I(N) = {p1,i}1≤i≤ν1 , Π(N)even
= {pe,j}1≤j≤ν2 and Π(N)odd = {po,l}1≤l≤ν3 , this set can be written in the set{
[0, D, µ] ◦WQ
1≤i≤ν1 p
αi
1,i
◦WQ
1≤j≤ν2 p
βj
e,j
◦WQ
1≤l≤ν3 p
γl
o,l
}
,
where αi ∈ {0, 1}, βj ∈ {0, ordpe,j(N)}, γl ∈ {0, ordpo,l(N)} for all i, j, l.
Then, we get
rk,N(f ;D,D) =
∑
t||N
∑
µ(modD)
ωD ([0, D, µ] ◦Wt)
×
∫
C[0,D,µ]◦Wt
f(z)([0, D, µ] ◦Wt(z, 1))k−1dz
=
∑
t||N
∑
µ(modD)
ωD ([0, D, µ] ◦Wt)
×
∫
C[0,D,µ]
f
∣∣W−1t (z)([0, D, µ](z, 1))k−1dz
=
∑
(αi,βj ,γl)
∑
µ(modD)
ωD
(
[0, D, µ] ◦WQ
1≤i≤ν1 p
αi
1,i
◦WQ
1≤j≤ν2 p
βj
e,j
◦WQ
1≤l≤ν3 p
γl
o,l
)
×
∫
C[0,D,µ]
∏
1≤i≤ν1
τ(p1,i)
δ(αi)
∏
1≤j≤ν2
τ(pe,j)
δ(βj)
∏
1≤l≤ν3
τ(po,l)
δ(γl)
×f(z)(Dz + µ)k−1dz,
where δ(t) = 0, 1 according as t = 0 or t6=0.
48
On the other hand, by a straightforward calculation we have
ωD
(
[0, D, µ] ◦WQ
1≤i≤ν1 p
αi
1,i
◦WQ
1≤j≤ν2 p
βj
e,j
◦WQ
1≤l≤ν3 p
γl
o,l
)
= ωD ([0, D, µ])
∏
1≤i≤ν1
(
D
pαi1,i
) ∏
1≤l≤ν3
(
D
pγlo,l
)
=
(
D
µ
) ∏
1≤i≤ν1
(
D
p1,i
)αi ∏
1≤l≤ν3
(
D
po,l
)γl
.
Therefore, from the definition of τ (or f ), the period rk,N(f ;D,D) is equal to
2ν2
 ∑
(αi)1≤i≤ν1
∏
1≤i≤ν1
(
D
p1,i
)αi
τ(p1,i)
δ(αi)

×
 ∑
(γl)1≤l≤ν3
∏
1≤l≤ν3
(
D
po,l
)γl
τ(po,l)
δ(γl)

×
∑
µ(modD)
(
D
µ
)∫
C[0,D,µ]
f(z)(Dz + µ)k−1dz.
Especially, if we assume the additional condition τ(p) =
(
D
p
)
for all
p ∈ I(N) + Π(N)odd, then we see that this is equal to
2ν1+ν2+ν3
∑
µ(modD)
(
D
µ
)∫
C[0,D,µ]
f(z)(Dz + µ)k−1dz.
Remark 3.12. If for some prime p of I(N) + Π(N)odd we have τ(p) = −
(
D
p
)
,
then rk,N(f ;D,D) = 0. Actually, we can show that∑
(αi)1≤i≤ν1
∏
1≤i≤ν1
(
D
p1,i
)αi
τ(p1,i)
δ(αi)
=
∑
(αi)1≤i≤ν1
∏
1≤i≤ν1
τ(p1,i)=−
„
D
p1,i
«
(−1)αi
∏
1≤i≤ν1
τ(p1,i)6=−
„
D
p1,i
«
(
D
p1,i
)αi
τ(p1,i)
αi = 0,
and ∑
(γl)1≤l≤ν3
∏
1≤l≤ν3
(
D
po,l
)γl
τ(po,l)
δ(γl) = 0
in the same way.
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Furthermore, we have∑
µ(modD)
(
D
µ
)∫
C[0,D,µ]
f(z)(Dz + µ)k−1dz
=
∑
µ(modD)
(
D
µ
)∫ ∞√−1
−µ/D
f(z)(Dz + µ)k−1dz
= (D
√−1)k−1√−1
∫ ∞
0
∑
µ(modD)
(
D
µ
)
×
∑
n≥1
af (n)t
k−1e
(
nµ
|D| +
√−1nt
)
dt
= (D
√−1)k−1√−1
(
D
−1
)1/2
|D|1/2
∫ ∞
0
∑
n≥1
(
D
n
)
af (n)e
−2pinttk−1dt
= (−1)[k/2](2pi)−k|D|k−1/2Γ (k)L(f,D, k),
where L(f,D, s) is the twisted L-function
L(f,D, s) =
∑
n≥1
(
D
n
)
af (n)n
−s (Re(s)À 0),
which is extended to C as a holomorphic function.
From the above argument, we now have the following Theorem.
Theorem 3.13. In the same notation as above, assume that the eigen system τ for
the Atkin-Lehner operator of f satisfies the following
τ(p) =

(
D
p
)
if p ∈ I(N) + Π(N)odd
1 if p ∈ Π(N)even − (I + J)
for two (disjoint) subsets I, J in Π(N)∗2. Then we have∑
κ∈Map(Π(N),{±1})
κ with (τodd)
|cgκ(|D|)|2
〈gκ, gκ〉 = 2
ν(N) (k − 1)!
pik
|D|k−1/2L(f,D, k)〈f, f〉 ,
where ν(N) denotes the number of different prime divisors of N .
Remark 3.14. This result is a generalization of Kohnen [17]; Corollary.
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Remark 3.15. By Remark 3.12, if for some prime p of I(N) + Π(N)odd we have
τ(p) = −
(
D
p
)
, then rk,N(f ;D,D) = 0 so that we have cgκ(|D|) = 0 as well for
each κ satisfying the parity condition (τodd).
Theorem 3.16. Let the assumptions on f and τ be the same as in Theorem 3.13,
and suppose we take a Hecke eigen form g(τ) in NKk+1/2(N ; f) satisfying the con-
dition ∑
S, S′⊆Π(N)even
κ(S)κ(S ′)〈g|RS, g|RS′〉 6= 0.
Then, we have ∑
κ∈Map(Π(N),{±1})
κ with (τodd)
∣∣∣∑S⊆Π(N)even κ(S)∏p∈S ( |D|p )∣∣∣2∑
S, S′⊆Π(N)even κ(S)κ(S
′)〈g|RS, g|RS′〉
 |cg(|D|)|2
= 2ν(N)
(k − 1)!
pik
|D|k−1/2L(f,D, k)〈f, f〉 ,
where κ(S) =
∏
p∈S κ(p), κ(φ) = 1, RS =
∏
p∈S Rp and Rφ = 1.
Proof. By straightforward calculations, we have
gκ(τ) =
1
2ν2
∑
S⊆Π(N)even
κ(S)g|RS(τ)
for each κ satisfying the parity condition (τodd) and an arbitrary new form g(τ) ∈
NKk+1/2(N ; f). Actually, we can check that the right hand side of this equation has
the same eigen system as κ with respect to twisting operators Rp (p ∈ Π(N)).
Therefore, we obtain the above result by putting it in the Theorem 3.13.
Remark 3.17. By Remark 3.8 and the property of the Shimura-Shintani corre-
spondence, we have that Theorem 3.13 and Theorem 3.16 hold in the case of
k = 1 and N being a cubefree through the similar argument as above.
3.4 Examples of Kohnen-Zagier’s Formula
In this section we give some examples of Kohnen-Zagier’s Formula by using The-
orem 3.13 and Theorem 3.16. Thus the notation and assumptions are the same as
in section 3.3. Especially, we assume that k ≥ 2, N an positive odd integer, D a
fundamental discriminant with (−1)kD > 0 and (D,N) = 1, f a primitive form
of Snew2k (N) and the eigen system τ of f for the Atkin-Lehner operator satisfies
the same condition as in Theorem 3.13 and Theorem 3.16.
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3.4.1 The case of Π(N) = φ
Suppose that Π(N)odd = Π(N)even = φ. Then, Theorem 3.16 induces Kohnen-
Zagier’s formula in the case of square-free level, that is,
|cg(|D|)|2
〈g, g〉 = 2
ν(N) (k − 1)!
pik
|D|k−1/2L(f,D, k)〈f, f〉
for an arbitrary new form g(τ) ∈ NKk+1/2(N ; f) (see Theorem 1.12).
3.4.2 The case of Π(N)even = φ
Suppose that Π(N)even = φ. Then κ satisfying the parity condition (τodd) is only
one. Therefore, by using it, we have the following representation :
|cg(|D|)|2
〈g, g〉
=

∣∣∣∑S⊆Π(N)even κ(S)∏p∈S ( |D|p )∣∣∣2∑
S, S′⊆Π(N)even κ(S)κ(S
′)〈g|RS, g|RS′〉
 |cg(|D|)|2

= 2ν(N)
(k − 1)!
pik
|D|k−1/2L(f,D, k)〈f, f〉
for an arbitrary new form g(τ) ∈ NKk+1/2(N ; f). Namely, Kohnen-Zagier’s for-
mula in this case has the same form as in the case of square-free level (see Theo-
rem 2.9).
3.4.3 The case of Π(N)odd = φ
Suppose that Π(N)odd = φ. Then the parity condition does not make sense.
Therefore, we have the following∑
κ∈Map(Π(N),{±1})
|cgκ(|D|)|2
〈gκ, gκ〉 = 2
ν(N) (k − 1)!
pik
|D|k−1/2L(f,D, k)〈f, f〉
for an arbitrary new form g(τ) ∈ NKk+1/2(N ; f). In other words, by changing
D, we get the central value L(f,D, k) in either one coefficients of the 2ν2
different forms {gκ}κ∈Map(Π(N),{±1}) alternatively. In particular in the cases of
N = p2m (m ≥ 2) or N = p2 and
(
−1
p
)
= 1, the left hand side of this formula is
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expressed by the following∑
κ∈Map({p},{±1})
|cgκ(|D|)|2
〈gκ, gκ〉
=
 ∑
κ∈Map({p},{±1})
∣∣∣∑S⊆{p} κ(S)∏p∈S ( |D|p )∣∣∣2∑
S, S′⊆{p} κ(S)κ(S
′)〈g|RS, g|RS′〉
 |cg(|D|)|2
=

∣∣∣1 + ( |D|p )∣∣∣2
2〈g, g〉+ 2〈g|Rp, g〉 +
∣∣∣1− ( |D|p )∣∣∣2
2〈g, g〉 − 2〈g|Rp, g〉
 |cg(|D|)|2
=
2
(
〈g, g〉 − 〈g|Rp, g〉
(
|D|
p
))
〈g, g〉2 − 〈g|Rp, g〉2 |cg(|D|)|
2
under the condition g|Rp 6= ±g and 〈g, g〉 6= ±〈g|Rp, g〉. Therefore we have
Kohnen-Zagier’s formula (in the case of level 4p2m)(
〈g, g〉 − 〈g|Rp, g〉
(
|D|
p
))
〈g, g〉2 − 〈g|Rp, g〉2 |cg(|D|)|
2 =
(k − 1)!
pik
|D|k−1/2L(f,D, k)〈f, f〉 .
(see Theorem 2.7 and Theorem 2.12).
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4 Determination of Modular Forms of Half-Integral
Weight
4.1 Introduction
In this chapter we explain in detail of the various conditions which character-
ize modular forms of integral weight. And then, using these conditions and the
Kohnen-Zagier formula with odd integer level mentioned in Chapter 3, we prove
a generalization of the result of Luo-Ramakrishnan [24] to arbitrary odd levels,
which asserts that a Hecke eigen new form g is uniquely determined from the data
{cg(|D|)}D for fundamental discriminants D. Furthermore we produce other con-
ditions which characterize modular forms of half-integral weight. And lastly, we
explain geometrical background of these conditions.
4.2 Determination of Modular Forms of Integral Weight
4.2.1 Mean value theorem for the twisted L-function at the center of the
critical strip
Let N and k be positive integers. Suppose that f =
∑
n≥1 af (n)e(nz) is a primi-
tive form of weight 2k for level N . Let w be the root number of f :
w = w(f) = (−1)kωN ∈ {±1}
with f(−1/(Nz)) = ωNNkz2kf(z).
Set
Dw =
{
d ∈ Z |wd > 0, d ≡ ν2 (mod 4M) for some ν coprime to 4M}
where M denotes an arbitrary fixed positive integer with N |M .
Then we have the following
w
(
d
−N
)
= 1 for all d ∈ Dw.
Fix a smooth function F (t), compactly supported on R+, with positive mean
value. We put
BF =
∫
R+
F (t)dt.
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Let l be either 1 or a prime not dividing 4M .
Then we define the following variant of the twisted sum
Sf,l(T ) =
∗∑
d∈Dw
L(f, d, k)F
( |d|
T
)(
d
l
)
where the symbol ‘*’ indicates that the summation is only over the set of all
squarefree numbers d in Dw. This finite series was introduced by Iwaniec[13]
in the case of l = 1 and by Luo-Ramakrishnan[24] in the case of l = ’odd prime’.
Luo-Ramakrishnan[24] gave on an asymptotic formula of Sf,l(T ) for T by
applying Iwaniec’s method in the mean value theorem for the derivatives of L-
function at the center of the critical strip [13]. We now give a detailed proof of
this formula along the lines argued in [13] and [24].
Since the twisted L-function L(f, d, s) =
∑
n≥1 af (n)
(
d
n
)
n−s diverges at
s = k, we give the integral representation of L(f, d, k).
Let V be the incomplete gamma function defined by
V (x) =
1
Γ(k)
∫ ∞
x
e−ttk−1dt =
1
2pi
√−1
∫
Res= 4
5
Γ(k + s)
Γ(k)
x−s
s
ds
and A(X, d) be the rapidly convergent sum
A(X, d) =
∑
n≥1
af (n)
(
d
n
)
n−kV
(
2pin
X
)
(4.1)
=
1
2pi
√−1
∫
Res= 4
5
L(f, d, k + s)
Γ(k + s)
Γ(k)
(
2pi
X
)−s
ds
s
. (4.2)
Moving the integration of A(X, d) to the line Res = −4
5
we pass a simple pole
at s = 0 with residuum L(f, d, k). On the other hand the integral over the line
Res = −4
5
is equal to −A(d2NX−1, d) by the functional equation(
|d|√N
2pi
)s
Γ(s)L(f, d, s) = w
(
d
−N
)( |d|√N
2pi
)2k−s
Γ(2k−s)L(f, d, 2k−s).
This gives
L(f, d, k) = A(X, d) +A(d2NX−1, d) (4.3)
for each X > 0 and d in Dw which is squarefree. In particular, we have
L(f, d, k) = 2A(|d|
√
N, d). (4.4)
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Remark 4.1. The definition of V (x) yields an easy expression :
V (x) =
(
1 + x+ · · ·+ x
k−1
(k − 1)!
)
e−x.
Therefore this formula can be used to compute the central L-values L(f,D, k)
numerically. In consequently, Kohnen-Zagier gave an approximate value of
L(∆, D, 6) associated with the Hecke eigen form of S12(1) :
∆(z) = e(z)
∏
n≥1
(1− e(nz))24
(see [18]; pp.179).
By the estimate ∑
1≤m≤M
|af (m)|2 ¿ M2k,
we infer that A(X, d)¿ X 12 for each X > 0 and inserting this to (4.3) we obtain
L(f, d, k) = A(X, d) +O(|d|X− 12 ). (4.5)
By (4.4), we have
Sf,l(T ) = 2
∗∑
d∈Dw
A(|d|
√
N, d)F
( |d|
T
)(
d
l
)
= 2
∑
d∈Dw
∑
a2|d
µ(a)
A(|d|√N, d)F ( |d|
T
)(
d
l
)
= 2
∑
a≥1
(a,4Ml)=1
µ(a)
∑
d∈Dw
A(a2|d|
√
N, a2d)F
(
a2|d|
T
)(
d
l
)
= S + R,
where
S = 2
∑
1≤a≤A
(a,4Ml)=1
µ(a)
∑
d∈Dw
A(a2|d|
√
N, a2d)F
(
a2|d|
T
)(
d
l
)
and
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R = 2
∑
a>A
(a,4Ml)=1
µ(a)
∑
d∈Dw
A(a2|d|
√
N, a2d)F
(
a2|d|
T
)(
d
l
)
= 2
∑
a>A
(a,4Ml)=1
µ(a)
∑
1≤c
(c,4Ml)=1
∗∑
d∈Dw
A((ac)2|d|
√
N, (ac)2d)F
(
(ac)2|d|
T
)(
d
l
)
= 2
∑
1≤b
(b,4Ml)=1
∑
a|b
a>A
µ(a)
 ∗∑
d∈Dw
A(b2|d|
√
N, b2d)F
(
b2|d|
T
)(
d
l
)
.
Here A is a large number to be chosen later.
Next we shall estimate of R and S.
1) Estimation of R.
We can express A(X, b2d) with X = b2|d|√N in L(f, d, k) as follows :
A(X, b2d) =
∑
n≥1
(n,b)=1
af (n)
(
d
n
)
n−kV
(
2pin
X
)
=
∑
v≥1
∑
u|(v,b)
µ(u)
 af (uv)( d
uv
)
(uv)−kV
(
2piuv
X
)
=
∑
u|b
af (u)
(
d
u
)
µ(u)u−k
∑
v≥1
af (v)
(
d
v
)
(v)−kV
(
2piuv
X
)
=
∑
l|b
∑
m|b
αlβm
(
d
lm
)
µ(l)µ(m)
(lm)k
A
(
X
lm
, d
)
= L(f, d, k)
∏
p|b
(
1−
(
d
p
)
αp
pk
)(
1−
(
d
p
)
βp
pk
)
+O(σ0(b)dX
− 1
2 ),
the fourth line being obtained by the Euler product
L(f, d, s) =
∏
p:prime
(
1−
(
d
p
)
αp
ps
)−1(
1−
(
d
p
)
βp
ps
)−1 (
Re(s) > k +
1
2
)
with complex numbers αp and βp for each prime p and the fifth line being by (4.5).
Therefore applying an estimation of the fourth moment of L(f, d, k)
∗∑
d∈Dw,|d|≤Y
|L(f, d, k)|4 ¿ Y 2+²
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(see Section 3 in [24]) and the Ho¨lder inequality we conclude that
R¿
∑
1≤b
(b,4M)=1
∑
a|b
a>A
1
(b− 52T 54 + b−4T 32)T ² ¿ (A− 32T 54 + A−3T 32)T ² (4.6)
2) Estimation of S.
For (a, 4M) = 1 and d ∈ Dw we have
A(a2|d|
√
N, a2d) =
∑
n≥1
(n,a)=1
af (n)n
−k
(
d
n
)
V
(
2pin
a2|d|√N
)
.
Every n can be written uniquely as the product n = rj2m, where r has prime
factors in 4M , jm is coprime to 4M and m is squarefree. For n written this way
and d in Dw we have
(
d
n
)
=
(
d
m
)
subject to (d, j) = 1. The last condition is
detected by using the familiar formula of Mo¨bius function, that is,
S = 2
∑
1≤a≤A
(a,4lM)=1
µ(a)
∑
n≥1
(n,a)=1
af (n)n
−k ∑
d∈Dw
(d,ln)=1
(
d
nl
)
F
(
a2|d|
T
)
V
(
2pin
a2|d|√N
)
= 2
∑
1≤a≤A
(a,4lM)=1
µ(a)
∑
n≥1, (n,a)=1
n=rj2m
af (n)n
−k ∑
dq∈Dw
∑
q|j
µ(q)
( dq
ml
)
× F
(
a2|d|q
T
)
V
(
2pin
a2|d|q√N
)
= 2
∑
1≤a≤A
(a,4lM)=1
µ(a)
∑
n≥1, (n,a)=1
n=rj2m
af (n)n
−k∑
q|j
µ(q)
∑
dq∈Dw
(
dq
ml
)
× F
(
a2|d|q
T
)
V
(
2pin
a2|d|q√N
)
.
Now we split the sum S according to whether l divides m or not, that is,
S = S1 + S2
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where
S1 = 2
∑
1≤a≤A
(a,4lM)=1
µ(a)
∑
n=rj2ml≥1
(n,a)=1
(m,l)=1
af (n)n
−k∑
q|jl
µ(q)
×
∑
dq∈Dw
(
dq
m
)
F
(
a2|d|q
T
)
V
(
2pin
a2|d|q√N
)
,
S2 = 2
∑
1≤a≤A
(a,4lM)=1
µ(a)
∑
n=rj2m≥1
(n,a)=1
(m,l)=1
af (n)n
−k∑
q|j
µ(q)
×
∑
dq∈Dw
(
dq
ml
)
F
(
a2|d|q
T
)
V
(
2pin
a2|d|q√N
)
.
Next, by means of Gauss sums we write(
d
m
)
= εmm
− 1
2
∑
2|b|<m
(
Mb
m
)
e
(
4Mbd
m
)
where εm equals 1 if m ≡ 1 (mod 4) and equals
√−1 if m ≡ −1 (mod 4), and
4M4M ≡ 1 (mod m).
This gives
S1 = 2
∑
1≤a≤A
(a,4lM)=1
µ(a)
∑
n=rj2ml≥1
(n,a)=1
(m,l)=1
af (n)n
−kεmm−
1
2
∑
q|jl
µ(q)
×
∑
2|b|<m
(
Mbq
m
) ∑
dq∈Dw
F
(
a2|d|q
T
)
V
(
2pin
a2|d|q√N
)
e
(
4Mbd
m
)
,
and
S2 = 2
∑
1≤a≤A
(a,4lM)=1
µ(a)
∑
n=rj2m≥1
(n,a)=1
(m,l)=1
af (n)n
−kεml(ml)−
1
2
∑
q|j
µ(q)
×
∑
2|b|<ml
(
Mbq
ml
) ∑
dq∈Dw
F
(
a2|d|q
T
)
V
(
2pin
a2|d|q√N
)
e
(
4Mbd
ml
)
.
We put ∆ = min (1/2, a2qT ²−1) and split the sums Si (i = 1, 2) as follows;
Si = S
0
i + S
1
i + S
2
i (i = 1, 2)
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where S0i , S1i and S2i denotes the partial sum restricted to the conditions
(0) b = 0, (1) 0 < |bl1−i| < ∆m, (2)∆m < |bl1−i| < m/2
respectively.
Here we have the general bounds∑
1≤m≤M
af (m)e(αm)¿Mk logM,
∑
1≤m≤M
|af (m)|2 ¿M2k,
and
|af (m)| ≤ m 2k−12 σ0(m).
By these upper bounds we can estimate S0i , S1i and S2i (i = 1, 2).
First we prepare the following lemma to estimate S2i (i = 1, 2).
Lemma 4.2 (Iwaniec [13]; Lemma 2). Suppose g(x) is a smooth and integrable
function on R with derivatives g(j)(x) ¿ (|x| + X)−j for all j ≥ 1 the implied
constant depending on j only. Suppose α is real and q is a positive integer such
that αq is not an integer. We then have
∑
n≡v (mod q)
g(n)e(αn) ¿ X
q
(
q
X|αq|
)j
for each j ≥ 2, the implied constant depending on j only.
By Lemma 4.2, we can derive
∑
dq∈Dw
F
(
a2|d|q
T
)
V
(
2pin
a2|d|q√N
)
e
(
4Mbd
m′
)
¿ (n+ T )−j (m′ = m,ml),
for each j ≥ 2, whence S2i ¿ 1 (i = 1, 2).
Next we estimate S1i (i = 1, 2). From the above general bounds we deduce
that S1i ¿ A2T
1
2
+² (i = 1, 2). Therefore we have
S11 + S
1
2 + S
2
1 + S
2
2 ¿ A2T
1
2
+². (4.7)
Last it remains to evaluate S0i (i = 1, 2). Note that S02 = 0 by the definition of
it. Therefore we shall estimate S01 . In the case of b = 0, we have
(
Mdq
m
)
= 0
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unless m = 1. Thus
S01 = 2
∑
1≤a≤A
(a,4lM)=1
µ(a)
∑
n=rj2l≥1
(n,a)=1
af (n)n
−k∑
q|jl
µ(q)
×
∑
d≥1
dq∈Dw
F
(
a2|d|q
T
)
V
(
2pin
a2|d|q√N
)
.
We split the summation over d into residue class modulo 4M . By Euler-Maclaurin
formula, each class contributes
T
4Ma2q
∫
F (t)V
(
2pin
T
√
Nt
)
dt+O
((
1 +
n
T
)−j)
for each j ≥ 1, and the number of relevant classes is γ(4M). Hence we have
S10 = γ(4M)T
∑
n=rj2l
af (n)ϕ(jl)
2Mjlnk
 ∑
1≤a≤A
(a,4jlM)=1
µ(a)
a2
∫ F (t)V ( 2pin
T
√
Nt
)
dt
+ O(AT
1
2
+²)
=
γ(4M)
2M
T
∫ ( ∑
n=rj2l
af (n)
nk
∏
p|lj
(
1− 1
p
) ∏
(p,4jlM)=1
(
1− 1
p2
)
× V
(
2pin
T
√
Nt
))
F (t)dt+O(A−1T 1+² + AT
1
2
+²)
=
3γ(4M)
Mpi2
T
∏
p|4M
(
1− 1
p2
)−1 ∫ ( ∑
n=rj2l
af (n)
nk
∏
p|lj
(
1 +
1
p
)−1
× V
(
2pin
T
√
Nt
))
F (t)dt+O(A−1T 1+² + AT
1
2
+²)
where ϕ(n) is the Euler function. By the definition of V (x) and by shifting the
line of integration to Re(s) = −1
5
, the inner sum can be evaluated as
∑
n=rj2l
af (n)
 ∏
p|n
(p,4M)=1
(
1 +
1
p
)−1n−k +O(T− 15 ).
Therefore, we get
S01 = CMBFLf,l(k) +O(A
−1T 1+² + AT
1
2
+²). (4.8)
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Hence by (4.6), (4.7) and (4.8) we conclude that
Sf,l(T ) = CMBFLf,l(k)T
+ O
((
T
4
5 + A−1T + AT
1
2 + A2T
1
2 + A−
3
2T
5
4 + A−3T
3
2
)
T ²
)
.
Choosing A = T 314 , we arrive at the following theorem.
Proposition 4.3 (Luo-Ramakrishnan [24]; Proposition 3.6). The notation and
assumptions be as above. For each ² > 0 and T ≥ 1, we have
Sf,l(T ) = BFCMLf,l(k)T +O(T
13
14
+²)
where
CM =
3γ(4M)
Mpi2
∏
p|4M
(
1− 1
p2
)−1
,
and
γ(4M) = #
{
d (mod 4M) | d ≡ ν2 (mod 4M) for some ν coprime to 4M} .
Here Lf,l(s) is an analytic function on {s ∈ C |Re(s) ≥ k − 14} which is repre-
sented for Re(s)À 0 by
∑
n=rj2l
af (n)
 ∏
p|n,(p,4M)=1
(
1 +
1
p
)−1n−s
where r has only prime factors in 4M and j is a positive integer with (j, 4M) = 1.
The analytic L-function Lf,l(s) given in the above argument has some inter-
esting ’arithmetic’ properties. We shall only prove the following property, which
play an important role in the determination theory of automorphic forms.
Lemma 4.4 (Luo-Ramakrishnan [24]; Lemma 3.7). Let l be a prime with
(l, 2N) = 1 and f be a primitive form for level N of weight 2k. Then there exists
a rational function Hl(t) ∈ R, which is regular on [−2, 2] with a non-vanishing
derivative in that interval, and satisfying
Lf,l(k) = H(af (l))Lf,1(k).
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Proof. The Fourier coefficients of a primitive form f satisfy the multiplicativity
af (mn) = af (m)af (n) if (m,n) = 1 (4.9)
af (l
m)af (l) = af (l
m+1) + l2k−1af (lm−1) if m ≥ 0. (4.10)
By using this ’multiplicativity’ and the definition of Lf,l(s) where l > 1 and
Re(s) > k − 1/4, we have
Lf,l(s)
(
1
l
+
∑
m≥0
af (l
2m)
l2ms
)
= Lf,1(s)
(∑
m≥0
af (l
2m+1)
l(2m+1)s
)
. (4.11)
Here the property (4.10) gives
af (l)
∑
m≥0
af (l
2m)
l2mk
=
(
lk + lk−1
)∑
m≥0
af (l
2m+1)
l(2m+1)k
.
Therefore we obtain∑
m≥0
af (l
2m+1)
l(2m+1)k(
l−1 +
∑
m≥0
af (l
2m)
l2mk
) = l
1
2 a˜f (l)
(∑
m≥0
af (l
2m)
l2mk
)
(1 + l−1)
(
1 + l
∑
m≥0
af (l
2m)
l2mk
) (4.12)
where a˜f (l) is the normalized Fourier coefficient a˜f (m) = af (m)m(1−2k)/2.
On the other hand, by the same property (4.10) we can deduce∑
m≥0
af (l
2m)
l2mk
=
1 + l−1
(1 + l−1)2 − a˜f (l)2l−1 . (4.13)
Combining (4.11), (4.12) and (4.13), we derive
Lf,l(k)
Lf,1(k)
=
∑
m≥0
af (l
2m+1)
l(2m+1)k(
l−1 +
∑
m≥0
af (l
2m)
l2mk
) = Hl(a˜f (l))
where
Hl(t) =
l
5
2 t
(l + 1)(l2 + l + 1)− lt2 .
The rational functionHl(t)with each prime l has no singularities in [−2, 2]. More-
over H ′l(t) is easily seen to be positive values in [−2, 2]. Hence we obtain the
assertion of this lemma.
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4.2.2 Some conditions to characterize a modular form of integral weight
In this section we establish some conditions to characterize modular forms of
integral weight which are needed later.
Theorem 4.5 (Luo-Ramakrishnan [24]; Theorem B). Let k1, k2, N1 and N2
be positive integers. Let f1 and f2 be primitive forms in S2k1(N1) and S2k2(N2)
respectively. Suppose that there is a constant C such that
L(f1, d, k1) = CL(f2, d, k2)
for almost all primitive quadratic characters
(
d
)
of conductor d coprime to
N1N2. Then we have k1 = k2, N1 = N2 and f1 = f2.
Proof. Choose M to be the least common multiple of N1 and N2. As is well
known, there exists some squarefree discriminant d with L(f1, d, k) 6= 0. There-
fore the constant C cannot be zero. Moreover we may assume that the signs of
the functional equations, that is, the root numbers wf1 and wf2 , must be equal.
Indeed, if these were otherwise, up to replacing f1 and f2 if necessary, we would
have ∗∑
d∈Dw(f1)
L(f1, d, k)F
( |d|
T
)(
d
l
)
= 0.
This result leads to a contradiction. Then by the Proposition 4.3 and Lemma 4.4,
we get
Lf1,l(k1) = CLf2,l(k2)
and
Lf1,1(k1)Hl(a˜f1(l)) = CLf2,1(k2)Hl(a˜f2(l))
for every prime l with (l, 2M) = 1. Therefore the rational function Hl(t) takes the
same values on a˜f1(l) and a˜f2(l). On the other hand, by the Ramanujan-Deligne
theorem, we use know that a˜f1(l) and a˜f2(l) lie in the interval [−2, 2]. Since the
Hl(t) is well defined with a positive derivative on [−2, 2] by Lemma 4.4, it is
injective on there. Hence we may conclude that a˜f1(l) = a˜f2(l) for all primes l
with (l, 2M) = 1. The conclusion leads to the assertion of this theorem by the
strong multiplicity one theorem.
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If we view the above Luo-Ramakrishnan theorem as a condition to determine
a modular form by central values of twisted L-functions of ’infinite’ number, then
it is natural to ask for analogous results by ‘finitely many’ conditions. In this
question, H.M.Stark deduced that the modular form f of weight 2 associated with
a modular elliptic curve over Q is determined by the central value of the automor-
phic L-function L(f, 1) = L(f, 1, s) only as follows.
Suppose that E is a modular elliptic curve defined over Q and denote the
Hasse-Weil L-function by LE(s). We have that LE(1) coincides with a rational
multiple of a non-zero period of E if it is non-zero. Here Stark proved the follow-
ing theorem by using the additional law for the Weierstrass ℘-function.
Theorem 4.6 (H.M.Stark [34]; Theorem 2). Suppose that ω and ω′ are non-
zero periods of elliptic curves E and E ′ over a number field k respectively such
that ω′
ω
∈ k. Then E and E ′ are isogenous over k.
From this theorem, we can immediately obtain the following theorem.
Theorem 4.7 (H.M.Stark [34]; Theorem 1). The notation be as above. Assume
that LE(s) is not zero at s = 1. If c is an unknown non-zero rational number, then
the value cLE(1) determines E up to isogeny over Q.
As well-known fact, there exists a unique primitive form of weight 2 whose
L-function L(f, 1, s) coincides with LE(s) (see [8]). Since the isogenous curves
over Q have the same L-function, Theorem 4.7 derives that the central value
LE(1) of the Hasse-Weil L-function associated with a modular elliptic curve over
Q determines LE(s)(= L(f, 1, s)), that is, a modular form f of weight 2 associ-
ated with E.
However, we can not extend this result in the case of f being a primitive form
with higher weight, since the central value of L(f, s) does not necessarily coincide
with LE(1).
Next, M.R.Murty proved that a modular form is determined by finitely many
Fourier coefficients (see [26]). Murty’s argument use the Riemann-Roch theorem,
that is, geometrical method, which does not depend on analytic theory of auto-
morphic L-functions. Here we shall introduce Murty’s result.
Let N, k be positive integers and f(z) be a cusp form in Sk(N) which has a
Fourier expansion of the following type :
f(z) =
∑
n≥1
af (n)e(nz)
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at cusp
√−1∞. We define
ord∞(f) = min{n ≥ 1 | af (n) 6= 0 }.
Then we have the following theorem.
Theorem 4.8 (M.R.Murty [26]; Theorem 3, Theorem 7). Let k, N1 and N2
be positive integers. Let f1, f2 be cusp forms in Sk(N1), Sk(N2) respectively.
Suppose that
ord∞(f1 − f2) > k
2
(2g − 1)
where g is the genus of the compact Riemann surface X0(N) = Γ0(N)\H∗ and N
is the least common multiple of N1 and N2. Then we have N1 = N2 and f1 = f2.
Proof. We assume that f1 6= f2. Notice that k is an even integer since there
are no non-zero differential forms of odd weight. Therefore we can consider a
holomorphic differential k/2-form ω = (f1 − f2)(dz)k/2 on X0(N). By the
Riemann-Roch theorem, It’s degree is (k/2)(2g − 2). On the other hand, by
hypothesis we have
k
2
(2g − 2) ≥ ord∞((f1(z)− f2(z))(dz)k/2)
≥ ord∞(f1(z)− f2(z))− k
2
>
k
2
(2g − 2),
which is a contradiction.
In general case, this result is almost a best possible result for conditions to
determine a modular form by finitely many coefficients. But there exists a better
formula of determining a modular form with a smaller number of conditions in
the case of N being a squarefree integer and a modular form being a new form.
Theorem 4.9 (Arakawa-Bo¨cherer [4]; Chapter 2). Assume that k is an even
positive integer and N is a squarefree integer. Let f1, f2 be cusp forms in
Sk(N)
new
. Suppose that
ord∞(f1 − f2) > dk(N)
where dk(N) is the following
dk(N) =
(k − 1)N
12
− 1
2
− 1
4
( −1
(k − 1)N
)
− 1
3
( −3
(k − 1)N
)
.
Then we have f1 = f2.
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The above theorem is given by embedding Sk(N)new into the space
S∗k(N) =
{
f ∈ Sk(N)
∣∣∣∣TrNN/p (f |Wp)(= f |Wp + p1− k2 f |Up) = 0 for all p|N }
which has the ‘Weierstrass property’ ;
f ≡ 0 if f ∈ S∗k(N) and ord∞(f) > dimCS∗k(N).
By an easy computation, we have dimCS∗k(N) = dk(N).
The ‘Weierstrass property’ plays an important role in studying the geometrical
structures of modular curve X0(N). For example, the spaces of cusp forms having
no Weierstrass property determines the complete list of N for which X0(N) is
hyperelliptic (see [1]). However it is more complicated to check whether the space
of cusp forms has the Weierstrass property or not, since we have to give more
delicate argument than the application of Riemann-Roch theorem.
4.3 Determination of Modular Forms of Half-Integral Weight
4.3.1 Generalization of Luo-Ramakrishnan’s results
Let k be an integer with k = 2, N be a positive odd integer, and τ be the eigen
function defined in Theorem 3.13 in Section 3.3. The aim of this section is to
establish the following theorem by using Theorem 3.13 and the same method as
Luo-Ramakrishnan [24].
Theorem 4.10. Let κ be the eigen function with the parity condition (τodd). Fur-
thermore, let g1(τ), g2(τ) be Hecke eigen forms in NK,κk+1/2(N), with n-th Fourier
coefficients cg1(n), cg2(n) respectively. Suppose cg1(|D|)2 = cg2(|D|)2 for all
(but a finite number of) fundamental discriminants D with (−1)kD > 0. Then
g1(τ) = ±g2(τ).
This was given by Luo-Ramakrishnan (cf. Theorem E of [24]) in the case of
N being an odd and ’square-free’ integer. Our approach is essentially the same as
[24].
Proof. For i = 1, 2, let fi(z) denote the primitive form in S2k(N) associated
to gi(τ) through the Shimura correspondence. Let τi denote the eigen system
of fi(z) under the Atkin-Lehner operator. For M ∈ 2N − 1 with N |M and
ν ∈ N with (ν, 4M) = 1, ν ≡ 1 (mod 4) and
( ν
M
)
(−1)k = w(f1), there
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exist infinitely many fundamental discriminants d such that (−1)kd > 0, d ≡
ν (mod 4M) and L(f1,
(
d
)
, k) 6= 0 through the argument of Section 4.2.1. This
implies that there exists D0 satisfying (−1)kD0 > 0 and
(
D0
p
)
= τ1(p) for all
p ∈ I(N) + Π(N)odd, such that L(f1,
(
D0
)
, k) 6= 0. Here we mention that∏
p∈I(N)+Π(N)odd
τ1(p) = (−1)kw(f1). This result induces that cg1(|D0|) 6= 0.
Then we have cg2(|D0|) 6= 0, as cg1(|D0|)2 = cg2(|D0|)2 by hypothesis. Since we
have cg1(|D0|) 6= 0 and cg2(|D0|) 6= 0, we can take a fundamental discriminant
D0 satisfying
(−1)kD0 > 0, (D0, N) = 1 and τi(p) =
(
D0
p
)
for all p ∈ I(N) + Π(N)odd.
For this D0, we define the set D consisting of positive integers D satisfying
µ(D) 6= 0 and D ≡ ν2 (mod 4ND0) for some ν coprime to 4ND0.
From the definition of D, we see that for every D ∈ D, DD0 satisfies the follow-
ing conditions :
(−1)kDD0 > 0, (DD0, N) = 1 and
τ1(p) = τ2(p) =
(
DD0
p
)
for all p ∈ I(N) + Π(N)odd.
On the other hand, fi⊗
(
D0
)
is an primitive form (for each i) as (D0, N) = 1. So
the hypothesis of this theorem implies, thanks to Theorem 3.13 (with D replaced
by DD0), the following identity :
L(f1 ⊗
(
D0
)
,
(
D
)
, k) =
〈f1, f1〉〈g2, g2〉
〈f2, f2〉〈g1, g1〉L(f2 ⊗
(
D0
)
,
(
D
)
, k)
for all D belonging to the set D.
By using the remark following Theorem B in [24], we conclude that f1 ⊗(
D0
)
= f2 ⊗
(
D0
)
, which implies f1 = f2. Therefore we see that g1 = kg2
for some k ∈ C by using Theorem 3.4. But then, from hypothesis we deduce that
g1 = ±g2.
From Theorem 4.10, we obtain the following result immediately.
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Corollary 4.11. Let g1(τ), g2(τ) be Hecke eigen forms in NKk+1/2(N) with n-th
Fourier coefficients cg1(n), cg2(n) respectively. Suppose cg1(|D|) = cg2(|D|) for
all (but a finite number of) fundamental discriminants D with (−1)kD > 0. Then
g1(τ) = g2(τ).
4.3.2 Other conditions to characterize a modular form of half-integral weight
In this section, we give other conditions to characterize a modular form of half-
integral weight.
From Theorem 3.13, Remark 3.17 and Theorem 4.7, we immediately obtain
that a Hecke eigen form g(τ) =
∑
n≥1, cg(1)6=0
(−1)kn≡0,1 (mod 4)
cg(n)e(nτ) in NK,κ3/2 (N) corre-
sponding to the primitive form of weight 2 on cubefree level associated with a
modular elliptic curve over Q through the Shimura correspondence is determined
by cg(1) only. In the same manner as this result, we give other conditions to char-
acterize a modular form of half-integral weight by using some formulas deduced
in Section 4.2.2.
Theorem 4.12. Let k be a positive integer and N be a positive odd integer. Sup-
pose that g1(τ) and g2(τ) are Hecke eigen forms in NK,κk+1/2(N) where κ is the
eigen system with respect to the twisting operators Rp (p ∈ Π(N)).
Take a fundamental discriminant D such that (−1)kD > 0, (D,N) = 1 and
cg1(|D|)cg2(|D|) 6= 0. If there exists the following relation
cg1(|D|n2) = cg2(|D|n2)
for all integers n with 1 ≤ n ≤ k(2g − 1), then we have g1 = g2. Here g is the
genus of the modular curve X0(N).
Proof. Denoting by fi(z) =
∑
n≥1 afi(n)e(nz) the primitive form corresponding
to gi through the D-th Shimura lifting Sk,N,D, we have
cgi(|D|n2) = cgi(|D|)
∑
d|n
(d,N)=1
µ(d)
(
D
d
)
dk−1afi(n/d)
for all integers n satisfying 1 ≤ n ≤ k(2g − 1). This relation and hypothesis give∑
d|n
(d,N)=1
µ(d)
(
D
d
)
dk−1af1(n/d) =
∑
d|n
(d,N)=1
µ(d)
(
D
d
)
dk−1af2(n/d)
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for all integers n satisfying 1 ≤ n ≤ k(2g − 1). By induction, we can replace the
above relation to the following relation :
af1(n) = af2(n)
for all integers n satisfying 1 ≤ n ≤ k(2g − 1). Therefore Theorem 4.8 give
the result that f1 equals to f2, that is, g1 has the same Hecke eigen system as g2.
This situation induces the condition that g1 coincides with g2 up to a multiplicative
constant because of the strong multiplicity one theorem for the new form space
NK,κk+1/2(N). Comparing cg1(|D|) with cg2(|D|), we get g1 = g2.
Remark 4.13. Supposing that N is a positive odd ‘square free’ integer, Theorem
4.9 indicates that there is a smaller number of conditions to determine a modular
form of half-integral weight through the same argument as above. To be more
precise, a Hecke eigen form g(τ) in NKk+1/2(N) is determined by the Fourier co-
efficients cg(|D|n2) for all integers n with 1 ≤ n ≤ d2k(N), where dk(N) is the
dimension defined in Theorem 4.9 and D is a fundamental discriminant such that
(−1)kD > 0, (D,N) = 1 and cg(|D|) 6= 0.
Because of the result obtained from Theorem 4.10, the above-mentioned The-
orem 4.12 and Remark 4.13, we can come to the conclusion that the amount of
data of the infinite set of Fourier coefficients at fundamental discriminants of a
Hecke eigen new form of half-integral weight is equal to that of the finite set of
Fourier coefficients at discriminants of it.
Using results in Section 4.3, we can have the following conclusion : the central
values of automorphic L-functions, the Weierstrass property of modular forms,
and other qualities concerned with modular forms of integral weight can define
geometrical properties of modular curves to some extent. Then it follows that
these properties can be determined by Fourier coefficients of modular forms of
half integral weight. In conclusion, Fourier coefficients of modular forms of half
integral weight can in turn give geometrical properties of modular curves through
the trace formulas and the Shimura-Shintani correspondence.
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5 Construction of Jacobi Cusp Forms
5.1 Introduction
By Y. J. Choie, H. Kim and M. Knopp, certain linear operators on spaces of Jacobi
forms were introduced for cusp forms of one variable (see [6]; Theorem 3.1).
These operators are represented as adjoint operators to ‘product operators’ with
respect to the Petersson inner product.
The purpose of the present chapter is to explain constructions of typical Jacobi
forms and those properties, and to extend the result given in Choie-Kim-Knopp’s
work to the case of general ‘Jacobi cusp forms’ in place of cusp forms of one
variable (see Theorem 5.8 below). This extension is obtained in the same way as
in Choie-Kim-Knopp’s work, but the L - series which appear in our theorem are
of a different type from those in Choie-Kim-Knopp’s theorem. In addition, we
give a example of modular forms of half-integral weight belonging to the Kohnen
space, whose Fourier coefficients are represented as the values of the L - series
given in Theorem 5.8.
5.2 Jacobi Forms and the Petersson Inner Product
For the theory of Jacobi forms we refer to [9]. We write Γ1 = SL2(Z) for
the full modular group and H for the upper half-plane.
The elements γ =
((
a b
c d
)
, (λ, µ)
)
of the Jacobi group ΓJ1 = Γ1nZ2 operates
on H× C in the usual way by
γ ◦ (τ, z) =
(
aτ + b
cτ + d
,
z + λτ + µ
cτ + d
)
and for given positive integers k and m on functions φ : H× C→ C by
φ|k,mγ(τ, z)
= (cτ + d)−ke
(
−m
(
c(z + λτ + µ)2
cτ + d
− λ2τ − 2λz
))
φ(γ ◦ (τ, z)).
Let Jk,m be the space of Jacobi forms of weight k and index m, that is, the space
of holomorphic functions φ : H × C → C satisfying φ|k,mγ = φ for all γ ∈ ΓJ1
and let the Fourier expansion of φ at the cusp be
φ(τ, z) =
∑
n,r∈Z,r2≤4mn
cφ(n, r)e(nτ + rz).
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We write Jcuspk,m for the subspace of cusp forms of Jk,m, which require cφ(n, r) = 0
unless r2 < 4mn. For φ1, φ2 ∈ Jk,m such that φ1 · φ2 is cuspidal, we define the
Petersson inner product by
〈φ1, φ2〉 =
∫
ΓJ1 \H×C
φ1(τ, z)φ2(τ, z)v
ke−4pimy
2/vdVJ ,
where τ = u +
√−1v, z = x +√−1y and dVJ = v−3dudvdxdy is an invariant
measure under the action of ΓJ1 on H × C. The space
(
Jcuspk,m , 〈, 〉
)
is a finite
dimensional Hilbert space. The following lemma will be used later.
Lemma 5.1 (Eichler-Zagier [9]). Let φ be a Jacobi form in Jk,m with Fourier
coefficients cφ(n, r) and put the discriminant D := r2 − 4mn. Then cφ(n, r)
depend only on D and on the residue class of r modulo 2m. Furthermore, if
k > 3 and φ is a cusp form, then
cφ(n, r)¿ |D|k/2−1/2 (D < 0).
Remark 5.2. If we have only the condition k > 3, then
cφ(n, r)¿ |D|k−3/2 (D < 0).
For a proof of the first statement in this lemma, see [9]; pp.22–23, and for the
second statement in this lemma (the estimates of the Fourier coefficients), see [7];
pp.308. Hereafter we shall write simply cµ(D′) for cφ(n, r) where D′ = |D| =
4mn− r2 and µ ≡ r (mod 2m).
5.3 Construction of Jacobi Forms
In this section, we remind some constructions of Jacobi forms.
5.3.1 Jacobi Eisenstein series
We obtain our first examples of Jacobi forms by constructing Eisenstein series.
Let k be a positive integer with k > 2, and m be a non-negative integer. We define
Ek,m(τ, z) =
∑
γ∈ΓJ1,∞\ΓJ1
1|k,mγ,
where
ΓJ1,∞ =
{ (
±
(
1 t
0 1
)
, (0, µ)
) ∣∣∣ t, µ ∈ Z}
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is a stabilizer of 1 in ΓJ1 . We can show that Ek,m(τ, z) converges absolutely, and
becomes a Jacobi form of Jk,m (see [9]).
In order to give the Fourier development of Ek,m(τ, z), we introduce the
following Dirichlet series
ζm,(n,r)(s) =
∑
c≥1
∑
d(mod c)
(d,c)=1
∑
λ(mod c)
c−se
(
mλ2c−1d−1 + nc−1d− rλc−1) .
We see easily from the definition of ζm,(n,r)(s) that ζm,(n,r)(s) is absolutely con-
vergent for Re(s) > 3. In the case of Re(s) > 3 we can derive by the Ramanujan
sum identity and a property of Mo¨bius function
ζm,(n,r)(s) =
∑
c≥1
c−s
∑
d(mod c)
(d,c)=1
∑
λ(mod c)
e
(
m(−dλ)2c−1d−1 + nc−1d− r(−dλ)c−1)
=
∑
c≥1
c−s
∑
λ(mod c)
∑
a | (c ,mλ2+rλ+n)
µ
( c
a
)
a
=
∑
c≥1
c−s
∑
a | c
µ
( c
a
)
a
∑
λ(mod c)
mλ2+rλ+n≡0(mod a)
1
=
∑
c≥1
c1−s
∑
a | c
µ
( c
a
)
Na([m, r, n])
= ζ(s− 1)−1
∑
a≥1
Na([m, r, n])
as−1
where Na([m, r, n]) = # {λ(mod a) |mλ2 + rλ+ n ≡ 0(mod a)}.
Furthermore this Dirichlet series is expressed as the Euler product of local p-
factor which is a kind of Siegel’s singular series for each prime p (see [9]; pp.20–
22, [2]; Proposition 4.4).
From a straightforward calculation and the definition of ζm,(n,r)(s), we obtain
the Fourier development of Ek,m(τ, z).
Lemma 5.3 (Eichler-Zagier [9]; Chapter 2, Arakawa [2]; Section 4). Let k be
a positive integer with k ≥ 4. Set
λk,m = (−1) k2 2
2−kpik−
1
2
mk−1Γ
(
k − 1
2
) .
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Then the Fourier development of Ek,m(τ, z) is given by
Ek,m(τ, z) =
∑
n,r∈Z
4mn≥r2
ek,m(n, r)e(nτ + rz),
where
ek,m(n, r)
=

1 if 4mn = r2 and r ≡ 0(mod 2m)
0 if 4mn = r2 and r 6≡ 0(mod 2m)
λk,m(4mn− r2)k−3/2ζm,(n,r)(k) if 4mn > r2.
5.3.2 Jacobi Theta series
Next we give our second examples (Jacobi theta series) of Jacobi forms through
the argument of [9], [2] and [3]. Let n and m be positive integers. We denote
the Z-module of half-integral symmetric matrices of size n by Sym∗n(Z). We also
denote the set of all half-integral symmetric matrices of the form(
M tq/2
q/2 m
)
; M ∈ Sym∗n(Z), q ∈M1,n(Z)
by Sym∗n+1(m;Z). Furthermore we denote the subset of Sym∗n+1(m;Z) consisting
of positive definite matrices of Sym∗n+1(m;Z) by Sym∗n+1(m;Z)+.
Assume that Q ∈ Sym∗n+1(m;Z)+ with det(2Q) = 1. Then it is well-known
that 8|(n+ 1). Here we define the Jacobi theta series by the following
ϑQ(τ, z) =
∑
X∈Mn+1,1(Z)
e
(
tr
(
(tXQX)τ + z(O1,n 1)(2Q)X
))
where O1,n is the 1× n zero matrix.
It is easily shown by the theta transformation formula that ϑQ(τ, z) ∈ J(n+1)/2,m
(see [2]). Furthermore the definition of ϑQ(τ, z) derives that the mean value of
Fourier-Jacobi coefficients of Jacobi theta series is expressed as the infinite prod-
uct of local densities, which coincide with local p-factor of the special zeta value
defined in 5.3.1 for all primes p and sufficiently large n (see [2]; Proposition 5.3).
On the other hand, we have the Euler products representation of Fourier-Jacobi
coefficients of Jacobi Eisenstein series (see 5.3.1). Therefore we have that Jacobi
theta series is closely related to the Jacobi Eisenstein series. Arakawa[2] explic-
itly established a relationship between them. To introduce Arakawa’s work being
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a kind of extension of the arithmetic Siegel formula for the family of quadratic
forms to the case of Jacobi forms, we define the equivalence relations of
Sym∗n+1(m;Z). Let Bn,1(Z) ( resp. Bn,1(Zp) ) denote the subgroup of SLn+1(Z)
(resp. SLn+1(Zp)) consisting of all lower triangular matrices of the form(
a 0
x 1
)
; a ∈ SLn(Z), x ∈M1,n(Z)
(
resp.
(
a 0
x 1
)
; a ∈ SLn(Zp), x ∈M1,n(Zp)
)
.
Two elements Q,Q′ ∈ Sym∗n+1(m;Z) are said to be in the same m-genus, if there
exists γp ∈ Bn,1(Zp) with Q′ = tγpQγp for each prime p, and moreover if Q and
Q′ have the same signature. Two elements Q,Q′ ∈ Sym∗n+1(m;Z) are said to be
in the same m-class, if there exists γ ∈ Bn,1(Z) with Q′ = tγQγ. It is known that
the m-genus determined by Q consists of finitely many m-classes, if detQ 6= 0.
In this preparation we have ‘the Siegel formula for Jacobi forms’ below.
Theorem 5.4 ([2] ; Theorem 5.6 in the case of l = n = 1 and S = m).
Assume that m is a natural number and n is a natural number with 8|(n+1). Let
Q be a element of Sym∗n+1(m;Z)+ with det(2Q) = 1. Let GmQ be the ’m-genus of
Q’, and Q1, Q2, · · · , QH be a complete set of representatives of the ‘m-classes’
in GmQ . Then we have(
H∑
j=1
ϑQj(τ, z)
E(Qj)
) / ( H∑
j=1
1
E(Qj)
)
= E(n+1)/2,m(τ, z)
where E(Q) is the order of the finite group {γ ∈ Bn,1(Z) | Q = tγQγ}.
From this formula, we can reproduce the Jacobi Eisenstein series by using the
Jacobi theta series.
5.3.3 Jacobi Poincare´ series
Jacobi Poincare´ series is a very important example of Jacobi cusp forms. Let k
be a positive integer with k > 2, and m be a natural number. For n, r ∈ Z with
r2 < 4mn we define the (n, r)-th Jacobi Poincare´ series of weight k and index m
by
Pk,m;(n,r)(τ, z) =
∑
γ∈ΓJ1,∞\ΓJ1
e(nτ + rz)|k,mγ.
Here the group ΓJ1,∞ is a stabilizer of e(nτ + rz) in ΓJ1 .
It is well-known that Pk,m;(n,r)(τ, z) absolutely converges, and this belongs to
Jcuspk,m (see [10]). This (infinite) series has the following property.
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Lemma 5.5 (Gross-Kohnen-Zagier [10]; pp.519). Let φ(τ, z) be a Jacobi cusp
form in Jcuspk,m with
φ(τ, z) =
∑
n,r∈Z,r2<4mn
cφ(n, r)e(nτ + rz).
Then we have
〈φ, Pk,m;(n,r)〉 = αk,m(4mn− r2)3/2−kcφ(n, r),
where αk,m = 2−1pi3/2−kmk−2Γ (k − 3/2).
Remark 5.6. Let Ψ(n,r) be a linear map on Jcuspk,m defined by
Ψ(n,r) : φ =
∑
n,r∈Z,r2<4mn
cφ(n, r)e(nτ + rz) → cφ(n, r).
Then we have that there exists the kernel function Ω(n,r) of Ψ(n,r) with respect to
the Petersson inner product by Riesz’s theorem. This lemma asserts that Jacobi
Poincare´ series Pk,m;(n,r) essentially coincides with Ω(n,r).
Using this lemma, Gross, Kohnen and Zagier proved that the Fourier series
expansion of Pk,m;(n,r) takes the following form.
Lemma 5.7 (Gross-Kohnen-Zagier [10]; Chapter 2, Proposition). The nota-
tion be as above. Then we have
Pk,m;(n,r)(τ, z) =
∑
n1,r1∈Z,r21<4mn1
%±k,m;(n,r)(n1, r1)e(n1τ + r1z),
where %±k,m;(n,r)(n1, r1) is %k,m;(n,r)(n1, r1) symmetrized or anti-symmetrized with
respect to r1, that is,
%±k,m;(n,r)(n1, r1) = %k,m;(n,r)(n1, r1) + (−1)k%k,m;(n,r)(n1, −r1),
and
%k,m;(n,r)(n1, r1)
= δm((n, r); (n1, r1)) +
(√−1)k√2mpi
m
(D1/D)
k/2−3/4
×
∑
c≥1
Sm,c((n, r); (n1, r1))Jk−3/2
(√
D1D
mc
pi
)
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where D1 = r21 − 4mn1, D = r2 − 4mn,
δm((n, r); (n1, r1)) =
{
1 if D1 = D, r1 ≡ r (mod 2m)
0 otherwise,
Sm,c((n, r); (n1, r1))
= c−3/2
∑
λ(modc)
∑
ρ(modc)
(ρ,c)=1
e
(
2m(mλ2 + rλ+ n)ρ−1 + 2mn1ρ+ 2mr1λ+ rr1
2mc
)
,
and Jν(x) is the Bessel function of order ν, defined by
Jν(x) =
∑
l≥0
(−1)l
l!Γ (l + ν + 1)
( x
2
)ν+2l
.
By the use of this lemma we can easily deduce Lemma 5.1 in the case of
Jacobi-Poincare´ series.
5.3.4 Construction of Jacobi forms associated with special values of the con-
volution L-functions
The Fourier coefficients of Jacobi Eisenstein series involve the special value of
the Dirichlet series ζm,(n,r)(s). Now we shall construct Jacobi cusp forms whose
Fourier coefficients are expressed as the special values of another L-function by
applying above Lemmas 5.1 and 5.5.
Theorem 5.8. Suppose that k1 and k2 are positive integers such that k1 > 4 and
k2 > 3 respectively, and m1 and m2 are positive integers. Take arbitrary two
Jacobi forms
φ(τ, z) =
∑
n1,r1∈Z
4(m1+m2)n1>r
2
1
a(n1, r1)e(n1τ + r1z) ∈ Jcuspk1+k2,m1+m2 ,
and
ϕ(τ, z) =
∑
n2,r2∈Z
4m2n2>r
2
2
b(n2, r2)e(n2τ + r2z) ∈ Jcuspk2,m2 .
Then we have
Φϕ(φ)(τ, z) =
∑
n,r∈Z
4m1n>r
2
c(n, r)e(nτ + rz) ∈ Jcuspk1,m1 ,
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where
c(n, r) =
(4m1n− r2)k1−3/2(m1 +m2)k1+k2−2Γ(k1 + k2 − 3/2)
pik2mk1−21 Γ(k1 − 3/2)
× L(n,r)ϕ (φ, k1 + k2 − 3/2),
and L(n,r)ϕ (φ, s) is the convolution L-function, namely,
L(n,r)ϕ (φ, s) =
∑
n2≥1
∑
r2∈Z, 4m2n2>r22
4(m1(n+n2)+m2n)−r(r+2r2)≥0
a(n+ n2, r + r2)b(n2, r2)
(4(m1 +m2)(n+ n2)− (r + r2)2)s .
Remark 5.9. The inner sum of the L-series L(n,r)ϕ (φ, s) is a finite sum. Therefore
this series converges at s = k1 + k2 − 3/2 if k1 > 4, k2 > 3 as shown in the
following way. Using Lemma 5.1 the L-value L(n,r)ϕ (φ, k1 + k2 − 3/2) is easily
seen to be equal to∑
µ (mod 2m2)
∑
µ′ (mod 2(m1+m2))
∑
D≥1
D≡−µ′2 (mod 4(m1+m2))
aµ′(D)
Dk1+k2−3/2
×
∑
r2
bµ
(
m2(D − 4(m1 +m2)n) +m2r(r + 2r2)−m1r22
m1 +m2
)
where r2 runs over Z such that r2 ≡ µ (mod 2m2), r2 ≡ µ′−r (mod 2(m1+m2)),
and
m2
m1
(
r −
√
r2 +
m1
m2
(D + r2 − 4(m1 +m2)n)
)
< r2
<
m2
m1
(
r +
√
r2 +
m1
m2
(D + r2 − 4(m1 +m2)n)
)
.
Therefore we find that it converges if k1 + k2 > k2 + 4 > 4, that is, k1 > 4 by
virtue of Lemma 5.1.
Remark 5.10. In case of m2 = 0, we assume that k1 > 5 and ϕ(τ, z) =∑
n2≥1 b(n2)e(n2τ). Then this theorem is the same as the one given in [6];
Theorem 3.1.
Remark 5.11. If ϕ(τ, z) = Pk2,m2;(n,r)(τ, z), c(n, r) is expressed as a special
value of certain convolution L-series which involves Kloosterman-type sums
Sm,c((n, r); (n1, r1)) and Fourier coefficients of φ(τ, z) by Lemma 5.7.
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Proof. Let us define
F (τ, z) = φ(τ, z)ϕ(τ, z)vk2e
−4pim2y2
v ,
where τ = u +
√−1v and z = x + √−1y. We can easily check that the ana-
lytic function F (τ, z) satisfies the transformation law of Jacobi forms, and has a
reasonable speed of growth in H× C, so that the integral
(φ, F ) =
∫
ΓJ1 \H×C
φ(τ, z)F (τ, z)vk1e−4pim1y
2/vdVJ
is well defined as it converges for every φ ∈ Jcuspk1,m1 . Since the map on Jcuspk1,m1
Ψ : φ→ (φ, F ) is linear, there exists a unique function
f(τ, z) =
∑
n,r∈Z,
r2<4m1n
c(n, r)e(nτ + rz) ∈ Jcuspk1,m1
satisfying 〈φ, f〉 = (φ, F ) for all φ in Jcuspk1,m1 by Riesz’s theorem. ( The above
linear operator which maps F to f is a holomorphic projection of F . ) Take
the Poincare´ series Pk1,m1;(n,r)(τ, z) ∈ Jcuspk1,m1 for each cusp form φ such that
〈φ, f〉 = (φ, F ). Then, from the definition of two inner products and Lemma 5.5
we get
c(n, r) =
(4m1n− r2)k1−3/2
αk1,m1
〈f(τ, z), Pk1,m1;(n,r)(τ, z)〉
=
(4m1n− r2)k1−3/2
αk1,m1
(F (τ, z), Pk1,m1;(n,r)(τ, z)).
By the Lebesgue dominated convergence theorem, we can interchange the sum
and integral in (F (τ, z), Pk1,m1;(n,r)(τ, z)), so that
(F (τ, z), Pk1,m1;(n,r)(τ, z)) (5.1)
=
∫
ΓJ1 \H×C
F (τ, z)Pk1,m1;(n,r)(τ, z)v
k1e−4pim1y
2/vdVJ (5.2)
=
∑
γ∈ΓJ1,∞\ΓJ1
∫
ΓJ1 \H×C
F (τ, z)e(nτ + rz)|k1,m1γvk1e−4pim1y
2/vdVJ (5.3)
=
∫
ΓJ1,∞\H×C
F (τ, z)e(nτ + rz)vk1e−4pim1y
2/vdVJ , (5.4)
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where in the last line we have used the usual Rankin unfolding method. Substi-
tuting the Fourier expansions of φ and ϕ in the definition of F , we find the n0-th
coefficients β(F ; n0; v; z) of F in the variable e(u), is given by
β(F ; n0; v; z)
=

∑
n2,r2∈Z
4m2n2>r
2
2
∑
r1∈Z
4(m1+m2)(n0+n2)>r
2
1
a(n0 + n2, r1)b(n2, r2)e
−2pi((2n2+n0)v+(r1+r2)y)
× e((r1 − r2)x)vk2e−4pim2y2/v if n0 ≥ 0
∑
n2,r2∈Z
4m2(n2−n0)>r22
∑
r1∈Z
4(m1+m2)n0>r
2
1
a(n2, r1)b(n2 − n0, r2)e−2pi((2n2−n0)v+(r1+r2)y)
× e((r1 − r2)x)vk2e−4pim2y2/v if n0 < 0.
Putting them into (5.4) and interchanging the sum and integral, we have
(5.4) =
∑
n0∈Z
∫
ΓJ1,∞\H×C
β(F ; n0; v; z)e((n0 − n)u− rx)
× e−2pi(nv+ry)vk1−3e−4pim1y2/vdudvdxdy.
We also observe that a fundamental domain for the action of ΓJ1,∞ on H× C is
([0, 1]) × ([0, ∞)) × ([0, 1]) × R.
And we know that ∫ 1
0
e((a− b)u)du = δa,b
where δa,b is Kronecker’s delta. So, as n ≥ 1, we obtain
(5.4) =
∑
n2,r2∈Z
4m2n2>r
2
2
∑
r1∈Z
4(m1+m2)(n+n2)>r
2
1
a(n+ n2, r1)b(n2, r2)
×
∫ ∞
0
∫ 1
0
∫ ∞
−∞
e−2pi(2(n2+n)v+(r1+r2+r)y)e((r1 − r2 − r)x)
× vk1+k2−3e−4pi(m1+m2)y2/vdvdxdy (5.5)
=
∑
n2≥1
∑
r2∈Z
4m2n2>r
2
2
4(m1(n+n2)+m2n)−r(r+2r2)≥0
a(n+ n2, r + r2)b(n2, r2)
×
∫ ∞
0
e−4pi(n2+n)vvk1+k2−3
∫ ∞
−∞
e
−4pi
„
(r2+r)y+
(m1+m2)y
2
v
«
dydv. (5.6)
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Since we have∫ ∞
−∞
e
−4pi
„
(r2+r)y+
(m1+m2)y
2
v
«
dy
= exp
(
pi(r + r2)
2v
m1 +m2
)∫ ∞
−∞
exp
(
−4pi(m1 +m2)
v
(
y +
(r1 + r2)v
2(m1 +m2)
)2)
dy
=
1
2
exp
(
pi(r + r2)
2v
m1 +m2
)√
v
m1 +m2
,
using the well-known Euler’s expression of Gamma function Γ (z) as an integral,
we get
(5.6)
=
(m1 +m2)
k1+k2−2Γ (k1 + k2 − 3/2)
2pik1+k2−3/2
×
∑
n2≥1
∑
r2∈Z
4m2n2>r
2
2
4(m1(n+n2)+m2n)−r(r+2r2)≥0
a(n+ n2, r + r2)b(n2, r2)
(4(m1 +m2)(n+ n2)− (r + r2)2)k1+k2−3/2
.
Finally, we can prove the theorem by taking f for Φϕ(φ).
5.4 A Relation between Jacobi Forms and Modular Forms of
Half-Integral Weight
Jacobi forms have a close relation to modular forms of half-integral weight.
Therefore, we review this relation and give an example of modular forms in the
Kohnen space, whose Fourier coefficients are expressed as the special values of
the convolution L-functions.
Let k and m be natural numbers. Suppose that
φ(τ, z) =
∑
(n,r)∈Z2
4mn−r2≥0
cφ(n, r)e(nτ + rz)
is a Jacobi form in Jk,m. By the use of Lemma 5.1, we can replace cφ(n, r) by
cµ(D
′) where D′ = |D| = 4mn− r2 and µ ≡ r (mod 2m).
Then we have
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φ(τ, z) =
∑
µ (mod 2m)
∑
r∈Z
r≡µ (mod 2m)
∑
n∈Z
4mn≥r2
cµ(4mn− r2)e(nτ + rz)
=
∑
µ (mod 2m)
∑
r∈Z
r≡µ (mod 2m)
∑
N≥0
cµ(N)e
(
N + r2
4m
τ + rz
)
=
∑
µ (mod 2m)
hµ(τ)θm,µ(τ, z), (5.7)
where
hµ(τ) =
∑
N≥0
cµ(N)e((N/4m)τ) (µ ∈ Z/2mZ),
and
θm,µ(τ, z) =
∑
r∈Z
r≡µ (mod 2m)
e((r2/4m)τ + rz).
We mention that the holomorphic functions θm,µ(τ, z) are independent of the func-
tion φ, and transform like a Jacobi form of weight 1
2
and index m (see [9]; Section
5). Actually, from the definition, we obtain
θm,µ(τ + 1, z) = e
(
µ2
4m
)
θm,µ(τ, z). (5.8)
Further we have as consequence of the Poisson summation formula the identity
θm,µ
(
−1
τ
,
z
τ
)
=
(
τ
2m
√−1
) 1
2
e
(
mz2
τ
) ∑
ν (mod 2m)
e
(
− µν
2m
)
θm,ν(τ, z).(5.9)
Then, we get
hµ(τ + 1) = e
(
− µ
2
4m
)
hµ(τ), (5.10)
as one sees from (5.8) and the invariance of φ under (1 10 1) : τ 7→ τ + 1. Further-
more (5.9) and the transformation law of φ under ( 0 1−1 0) : (τ, z) 7→ (−1τ , zτ
)
give
hµ
(
−1
τ
)
=
τ k√
2mτ/
√−1
∑
ν (mod 2m)
e
( µν
2m
)
hν(τ). (5.11)
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Since SL2(Z) is generated by
(
1 1
0 1
)
and
(
0 1
−1 0
)
, (5.10) and (5.11) derive the the-
orem below.
Theorem 5.12 (Eichler-Zagier [9]; Theorem 5.1). The notation be the same as
above. Then the equation (5.7) gives an isomorphism between Jk,m and the space
of vector valued modular form (hµ)µ (mod 2m) on SL2(Z) satisfying the transfor-
mation laws (5.10) and (5.11) and bounded as Im(τ)→∞.
Furthermore N.Skoruppa showed that hµ ∈Mk−1/2(Γ (4m)) for all µ (mod
2m) by computing the transformation unitary matrices of (θm,µ(τ, z))µ (mod 2m)
under the ∆0(4m, 1) action (see [32]; Satz 2.1). And then, for a positive odd inte-
ger m, this result yields that h(τ) =
∑
µ (mod 2m) hµ(4mτ) ∈MKk−1/2(m) through
the observation of the representation of SL2(Z)/Γ (4m) (see [32]; pp.93–98).
That is to say, this gives that Fourier coefficients of Jacobi forms of integral weight
are none other than Fourier coefficients of modular forms belonging to the Kohnen
space.
Hence we can derive a example of modular forms of half-integral weight be-
longing to Kohnen’s space from Jacobi forms constructed in Section 5.3.4. We
mention that the Fourier coefficients of these modular forms are represented as
the values of the convolution L-series defined in Theorem 5.8 below.
Theorem 5.13. Assume that k1 be an even natural number with k1 > 4, k2 be a
natural number with k2 > 3, m1 be a positive odd integer and m2 be a positive
integer. Take arbitrary Jacobi forms φ ∈ Jcuspk1+k2,m1+m2 and ϕ ∈ Jcuspk2,m2 . Then,
by using Theorem 5.8 and the argument in Theorem 5.12, we can prove that the
function
g(τ) =
∑
N≥1
Nk1−3/2 ∑
(n,r)∈Z2
4m1n−r2=N
L(n,r)ϕ (φ, k1 + k2 − 3/2)
 e(Nτ)
belongs to MKk1−1/2(m1), where L
(n,r)
ϕ (φ, s) is the convolution L-function defined
in Theorem 5.8.
83
References
[1] S. Ahlgren, The arithmetic of Weierstrass points on modular curves X0(p),
Galois Theory and Modular Forms (edited by K. Hashimoto, K. Miyake and
H. Nakamura), Developments in Math., 11, Kluwer Academic Publishers,
(2004), 3–12.
[2] T. Arakawa, Siegel’s formula for Jacobi forms, Int. J. in Mathematics, 4
(1993), 689–719.
[3] T. Arakawa, Jacobi Eisenstein series and Basic Problem for Jacobi forms,
Comm. Math. Univ. Sancti Pauli, 43 (1994), 181–216.
[4] T. Arakawa and S. Bo¨cherer, Vanishing of certain spaces of elliptic forms
and some applications, J.reine und angew.Math., 559 (2003), 25–51.
[5] E.M. Baruch and Z. Mao, Central value of automorphic L -functions,
preprint (2003).
[6] Y.J. Choie, H. Kim and M. Knopp, Construction of Jacobi forms, Math.
Zeitschrift, 219 (1995), 71–76
[7] Y.J. Choie and W. Kohnen, Rankin’s Method and Jacobi Forms, Abh. Math.
Sem. Univ. Hamburg, 67 (1997), 307–314.
[8] G. Cornell, J.H. Silverman and G. Stevens (editors), Modular Forms and
Fermat’s Last Theorem, Springer, (1997).
[9] M. Eichler and D. Zagier, The theory of Jacobi forms, Progress in Mathe-
matics 55, Birkha¨user, (1985).
[10] B. Gross, W. Kohnen and D. Zagier, Heegner Points and Derivatives of L-
series II, Math. Ann., 278 (1987), 497–562.
[11] H. Hijikata, Explicit formula of the traces of Hecke operators for Γ0(N), J.
Math. Soc. Japan, 26 (1974), 56–82.
[12] H. Iwaniec, Fourier coefficients of modular forms of half-integral weight,
Invent. Math., 87 (1987), 385–401.
[13] H. Iwaniec, On the order of vanishing of modular L-functions at the critical
point, Se´minaire de The´orie des Nombres, Bordeaux, 2 (1990), 365–376.
84
[14] W. Kohnen, Modular forms of Half-Integral Weight on Γ0(4), Math. Ann.,
248 (1980), 249–266.
[15] W. Kohnen, New forms of half-integral weight, J. reine und angew. Math.,
333 (1982), 32–72.
[16] W. Kohnen, Fourier coefficients of modular forms of half-integral weight,
Math. Ann., 271 (1985), 237–268.
[17] W. Kohnen, A Remark on the Shimura correspondence, Glasgow Math. J.,
30 (1988), 285–291.
[18] W. Kohnen and D. Zagier, Values of L-series of modular forms at the center
of the critical strip, Invent. Math., 64 (1981), 175–198.
[19] H. Kojima, Remark on Kohnen-Zagier’s Paper Concerning Fourier Coeffi-
cients of Modular Forms of Half Integral Weight, Proc. Japan. Acad., 69,
Ser.A (1993), 383–388.
[20] H. Kojima, Remark on Fourier coefficients of modular forms of half-integral
weight belonging to Kohnen’s spaces II, Kodai Math. J., 22 (1999), 99–115.
[21] H. Kojima, On the Fourier coefficients of Maass wave forms of half inte-
gral weight over an imaginary quadratic field, J.reine und angew.Math., 526
(2000), 155–179.
[22] H. Kojima, On the Fourier coefficients of Jacobi forms of index N over to-
tally real number fields, preprint (2003).
[23] H. Kojima and Y. Tokuno, On the Fourier Coefficients of modular forms of
half integral weight belonging to Kohnen’s spaces and the critical values of
zeta functions, Tohoku Math. J., 56 (2004), 125–145.
[24] W. Luo and D. Ramakrishnan, Determination of modular forms by twists of
critical L-values, Invent. Math., 130 (1997), 371–398.
[25] T. Miyake, Modular Forms, Springer, (1989).
[26] M. R. Murty, Congruences between Modular Forms, Analytic Number The-
ory (edited by Y. Motohashi), London Math. Soc. Lecture Note Series, 247,
Cambridge Univ. Press, (1997), 309–320.
85
[27] S. Niwa, On Shimura’s trace formula, Nagoya Math. J., 66 (1977), 183–202.
[28] G. Shimura, Introduction to the arithmetic theory of automorphic functions,
Publ. Math. Soc. Japan, 11, Iwanami Shoten, Publishers and Princeton Univ.
Press, (1971).
[29] G. Shimura, On modular forms of half integral weight, Ann. of Math., 97
(1973), 440–481.
[30] G. Shimura, On the trace formula for Hecke Operators, Acta. Math., 132
(1974), 245–281.
[31] G. Shimura, On the Fourier coefficients of Hilbert modular forms of half-
integral weight, Duke Math. J., 71 (1993), 501–557.
[32] N. P. Skoruppa, ¨UBER DEN ZUSAMMENHANG ZWISCHEN JACOBIFOR-
MEN UND MODULFORMEN HALBGANZEN GEWICHTS, Dissertation,
Universita¨t Bonn (1984)
[33] N. P. Skoruppa and D. Zagier, Jacobi forms and a certain space of modular
forms, Invent. Math., 94 (1988), 113–146.
[34] H. M. Stark, On the determination of an L-function from one value, Ana-
lytic Number Theory – Proceeding of a Conference in Honor of Heini Hal-
berstam (edited by B.C.Berndt etc.), Progress in Math., 139, Birkha¨user,
(1996), 737–743.
[35] M. Ueda, The Decomposition of the spaces of cusp forms of half-integral
weight and trace formula of Hecke operators, J. Math. Kyoto Univ., 28
(1988), 505–558.
[36] M. Ueda, New forms of half-integral weight and the twisting operators, Proc.
Japan. Acad., 66, Ser.A (1990), 173–175.
[37] M. Ueda, On twisting operators and New forms of half-integral weight,
Nagoya Math. J., 131 (1993), 135–205.
[38] M. Ueda, On twisting operators and New forms of half-integral weight II:
complete theory of new forms for Kohnen space, Nagoya Math. J., 149
(1998), 117–171.
86
[39] M. Ueda, On twisting operators and New forms of half-integral weight III:
subspace corresponding to very new forms, Comm. Math. Univ. Sancti Pauli,
50 (2001), 1–27.
[40] J.-L. Waldspurger, Sur les coefficients de Fourier des formes modulaires de
poids demientier, J. Math. Pure Appl., 60 (1981), 375–484.
[41] D. Zagier, Modular Forms Associated to Real Quadratic Fields, Invent.
Math., 30 (1975), 1–46.
87
List of Papers by Hiroshi SAKATA
1. On the Kohnen-Zagier Formula in the case of ’4× general odd’ level,
Nagoya Mathematical Journal,
to appear.
2. On the Kohnen-Zagier Formula in the case of level 4pm,
Mathematische Zeitschrift,
volume 250 (2005), pp 257–266.
3. Construction of Jacobi cusp forms,
Proceedings of the Japan Academy Series A Mathematical Science,
volume 74 (1998), number 7, pp 117–119.
88
