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En este trabajo se pretenden poner de manifiesto las vulnerabilidades que
tienen hoy en d́ıa las redes neuronales profundas con la finalidad de que se deje de
confiar ciegamente en ellas para determinadas actividades como reconocimiento
facial en un aeropuerto o detección de señales de tráfico por cámara. A lo largo
de la memoria se expondrán diferentes métodos para la generación de ejemplos
adversarios en redes de detección y clasificación de imágenes especificando las
similitudes y diferencias entre ellos para acabar extrayendo conclusiones y, aunque
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1.1. Problemática y Motivación
La inteligencia artificial y, en concreto, las redes neuronales, están en auge
en la época actual y confiamos en ellas sin dudar en ningún momento de cómo
están funcionando. Siendo realistas únicamente atendemos a la salida que esta
nos otorga en función de las entradas que aportamos con una confianza ciega en
que el entrenamiento fue adecuado y el resultado, por ende, es correcto.
Actualmente, multitud de dispositivos contienen cámaras para el reconoci-
miento de objetos, desde coches que detectan señales de tráfico en el cuadro de
control hasta aplicaciones móviles que son capaces de identificar elementos con
fotograf́ıas hechas con su propia cámara. En todos estos dispositivos se puede
apreciar la problemática previamente descrita, aceptamos el resultado que ma-
yormente es correcto sin preguntarnos cómo se llegó a esa conclusión y, en caso
de que la clasificación falle, no provoca un gran problema a los usuarios.
Con la llegada de los veh́ıculos autónomos esta problemática se vuelve un
problema real puesto que un error en la detección de una señal de tráfico pro-
vocaŕıa daños fatales para los usuarios. En estos casos, la precisión de la red es
fundamental y necesitamos profundizar en la búsqueda de mejoras que nos per-
mitan aumentar esta precisión. Este trabajo de investigación se ha realizado en
los últimos años de manera bastante intensa haciendo redes muy profundas que
obtienen una muy alta precisión en sus decisiones.
Sin embargo, ha surgido un nuevo problema: la manipulación de las entradas
de la red para engañarla y obtener otro resultado. Si las entradas de la red se ven
claramente manipuladas el usuario podŕıa darse cuenta del engaño, pero si las
entradas han sido manipuladas de manera invisible al ojo humano el problema es
más grave.
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Por todo esto, es especialmente importante entender y comprender cuáles son
estas vulnerabilidades que tienen las redes neuronales ya que, únicamente cono-
ciéndolas, podremos realizar defensas que nos protejan de los atacantes en un
futuro. En este trabajo nos centraremos en cómo realizar estos ataques partiendo
de los fundamentos de bajo nivel y llevándolos a su implementación en un len-
guaje de programación de alto nivel.
Es importante destacar que no es necesario tener control sobre la red para
realizar estos ejemplos adversarios, conocidos como ataques de caja negra como se
comentará posteriormente, pero si que es necesario que exista una red neuronal a
la que atacar. Por ello, también es necesario que implementemos una red neuronal
de clasificación y otra de detección de señales de tráfico sobre las que realizaremos
los ataques.
1.2. Hipótesis a testar
En este trabajo veremos los distintos métodos existentes para realizar estos
ejemplos adversarios. Debemos analizar la facilidad con la que se pueden lograr
y la efectividad de los mismos en las distintas redes. Trabajos anteriores, que
posteriormente comentaremos, han demostrado la eficacia de métodos basados
en el gradiente para realizar estos ejemplos adversarios imperceptibles a simple
vista.
Es fácil visualizar que en redes con pocas capas los ataques son realmente sen-
cillos de ejecutar pues los pesos de cada una de las pocas neuronas de la red no
son capaces de estabilizar el resultado al realizar pequeñas variaciones en la en-
trada. Este trabajo utilizará, por tanto, redes neuronales profundas (con muchas
capas) a las que será mucho más complicado engañar con variaciones práctica-
mente imperceptibles para el ojo humano.
Debemos destacar también que las redes de clasificación resultan bastante más
fáciles de atacar pues únicamente se obtiene un resultado (la clase predicha). Sin
embargo, las redes de detección, que proporcionan el rectángulo que contiene al
objeto y su clasificación, resultan bastante más complejas y los primeros avances
en este campo llegaron más tarde.
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1.3. Objetivos
Como se ha comentado anteriormente el objetivo general de este Trabajo de
Fin de Grado es conocer, aprender y demostrar que es posible realizar ataques
adversarios en redes neuronales que confundan las predicciones de la red a nues-
tro antojo. Se espera que, al final del trabajo, se obtenga un alto conocimiento
de las caracteŕısticas que permiten realizar los ejemplos adversarios posibilitan-
do aśı el desarrollo de nuevos algoritmos de ataque en redes neuronales profundas.
Aśı pues, para la consecución de este objetivo global del trabajo se han ela-
borado 5 objetivos:
1. Implementar una red neuronal de clasificación de señales de tráfico en 62 ca-
tegoŕıas diferentes a partir del Belgium Traffic Sign Database transfiriendo
el conocimiento desde el modelo Inception V3 de Google.
2. Implementar un algoritmo que permita realizar ataques adversarios no di-
rigidos utilizando como base redes neuronales profundas de clasificación.
3. Implementar otro algoritmo que permita realizar ataques adversarios diri-
gidos utilizando como base redes neuronales de clasificación.
4. Construir una red neuronal de detección de señales de tráfico en 5 categoŕıas
a partir del German Traffic Sign Dataset partiendo del conocimiento de la
Faster R-CNN InceptionV2 COCO
5. Implementar un algoritmo que permita engañar a la red neuronal de detec-
ción previamente descrita. Este algoritmo debe permitir ataques dirigidos
a otras clases de la red y ataques de denegación de la detección.
1.4. Estructura de la memoria
El capitulo 1: comienza por una introducción a la problemática y a la visión
por computador para terminar por las arquitecturas de las redes implementadas
y los fundamentos en los que se apoyan los ataques adversarios.
En el capitulo 2: se define el estado actual del problema, el conocimiento
existente y las diferencias de nuestro trabajo con ellos.
En el caṕıtulo 3: se especifica todo lo relacionado con los materiales y en-
torno utilizados. También se incorporan los métodos matemáticos sobre los que
se sustenta el trabajo.
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En el caṕıtulo 4: se explican los diferentes métodos utilizados para la reali-
zación del trabajo, su diseño y su funcionamiento.
En el caṕıtulo 5: se plantean las pruebas realizadas y la discusión de resul-
tados.
Finalmente en el caṕıtulo 6: se extraen conclusiones y posibles ampliaciones
del trabajo presentado
Esta memoria sigue la estructura de tipo A propuesta en el reglamento del
Trabajo de Fin de Grado aprobada por la Junta de Escuela de la ETSE el 4 de
Junio de 2020.
1.5. Marco teórico
1.5.1. Diferentes problemas de la visión por computador
La vista es uno de los sentidos más importantes de los seres humanos por la
información que le aporta a nuestro cerebro a la hora de tomar decisiones. En
múltiples aspectos de la vida cotidiana la vista juega un papel fundamental en
nuestras elecciones desde escoger el camino más rápido según la gente que lo tran-
site, escoger una cola del supermercado u otra y, entre otras muchas, el problema
que vamos a tratar: seguir las indicaciones de las señales de tráfico mientras con-
ducimos.
La relevancia del sentido la vista en nuestra vida diaria ha derivado en la
necesidad de explorar métodos para analizar y comprender los elementos de una
imagen a través de un ordenador. A esto lo denominamos visión por compu-
tador y comenzó a desarrollarse a finales de la década de 1960 en universidades
pioneras en inteligencia artificial.[13]
Sin embargo, no en todos los casos queremos analizar y procesar una imagen
de la misma manera pues los objetivos esperados pueden ser muy diversos. Prin-
cipalmente podemos distinguir 4 grandes problemas en la visión por computador,
en relación con la temática de este TFG:
1. Clasificación: Probablemente sea el problema más conocido y más básico.
Consiste en clasificar una imagen dada como entrada en una de las muchas
categoŕıas posibles definidas en la red. Esta tarea se ha ido perfeccionando
a lo largo de los años hasta el punto en el que ya existen redes neuronales
de clasificación que superan el rendimiento humano. Esto se puede observar
en trabajos como el presentado en el ICVV de 2015. [12]
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2. Localización: Este problema consiste en encontrar la ubicación de un único
objeto dentro de una imagen. Se puede combinar, además, con el problema
de clasificación previamente expuesto para categorizar al objeto dentro de
una clase.
3. Detección: Este problema está relacionado con la iteración de los dos an-
teriores. En este caso debemos detectar y clasificar un número de objetos
variable dentro de una imagen. Esa condición de variable es lo que lo hace
diferente a lo anterior y lo que lo complica.
4. Segmentación: En este problema no sólo debemos detectar los objetos de
una imagen sino que, además, debemos encontrar una máscara de ṕıxeles
de cada uno de los objetos detectados.
En la figura 1.1 podemos apreciar todo esto de una manera mucho más visual.
Figura 1.1: Diferentes problemas de la visión por computador de relevancia en
este TFG. Imagen obtenida de [32].
1.5.2. Aprendizaje supervisado
La técnica utilizada para el entrenamiento de las redes de clasificación y de-
tección implementadas es el aprendizaje supervisado. Esta técnica consiste en
que los datos de entrenamiento son pares de objetos: el primer componente está
formado por los datos de entrada y el segundo componente seŕıa la salida deseada.
En la red de clasificación tendŕıamos como par de objetos de entrenamiento
una imagen de una señal de tráfico y un valor correspondiente a la clase de la
señal de tráfico.
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Para la red de detección el objeto de entrenamiento estaŕıa formado por la
imagen de entrada y 5 valores: 4 correspondientes a las coordenadas del rectángu-
lo de detección y 1 correspondiente a la clase por cada objeto detectado.
Es importante entender que, para una sola imagen, siempre tendremos
un único valor de salida para la red de clasificación mientras que, en la red de
detección, se puede detectar más de un objeto en la misma imagen.
1.5.3. Clasificación y detección
En este apartado nos centraremos especialmente en los dos problemas que
tenemos que resolver en este trabajo. Se dará una explicación básica y a grandes
rasgos que luego iremos detallando a lo largo de la memoria.
En el problema de clasificación que se nos presenta, debemos introducir una
imagen de una señal de tráfico pero únicamente la señal, sin el entorno. Aśı, espe-
ramos obtener como salida un único resultado en formato vector: la probabilidad
de pertenencia de la imagen para cada una de las 62 clases. Entenderemos, por
tanto, que la probabilidad más alta corresponde a la categoŕıa que la red ha pre-
dicho para la señal.
Con respecto a la red de detección, en este problema introduciremos una ima-
gen de un entorno que incluya (o no) señales de tráfico. La red deberá devolvernos
como salida varios parámetros para cada objeto detectado: la probabilidad de que
ese objeto pertenezca a una de las 5 clases (nos quedaremos con la mayor) y 4
valores más que conforman el rectángulo de detección del objeto.
Nótese entonces que la red de detección necesita de un clasificador que solu-
cione el problema de clasificación para poder categorizar cada detección en una
clase.
1.5.4. Arquitectura de la red de clasificación implementa-
da
Como ya se introdujo previamente para que nuestros ataques y pruebas ten-
gan validez es necesaria una red de clasificación profunda que sea realmente dif́ıcil
de engañar. Es fácil observar que, una red con muy pocas neuronas es sencilla de
manipular.
Por ello,vamos a partir del conocimiento previo de la red InceptionV3 [50]. Es
la tercera versión de una red neuronal convolucional de clasificación desarrollada
por Google que comenzó como un módulo de su modelo GoogleNet. Esta red está
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entrenada bajo la biblioteca de imágenes ImageNet [18] que contiene más de 1
millón de imágenes pertenecientes a más de 1.000 categoŕıas.
Sin embargo, a nosotros no nos interesan esas 1.000 categoŕıas de clasificación
final, necesitamos una clasificación en 62 clases dónde cada una representa una
señal de tráfico diferente. A este proceso dónde partimos de una red previamente
entrenada y la adaptamos a nuestro modelo se le conoce como transferencia de
conocimiento.
Para la implementación de esta red vamos a apoyarnos en el art́ıculo Transfer
Learning Based Traffic Sign Recognition Using Inception-v3 Model [24] publicado
en 2018. En este art́ıculo transfieren el conocimiento del modelo InceptionV3
entrenado en ImageNet a un modelo de reconocimiento de señales de tráfico
usando, exactamente, la misma libreŕıa de imágenes que nosotros. La arquitectura
de la red modificada se puede ver en la imagen 1.2:
Figura 1.2: Arquitectura de la red Inception V3 modificada. Imagen obtenida de
[24].
Como se puede apreciar por la mayoŕıa de capas, se trata de una red convolu-
cional. La idea detrás de una red neuronal convolucional (CNN en inglés) es que
aplicamos un conjunto de filtros a las imágenes para extraer sus caracteŕısticas.
Este proceso se repite en las siguientes capas, utilizando como entrada el mapa
de caracteŕısticas generado por la capa previa.
Aplicar un filtro a la imagen no es más que un conjunto multiplicador d́ıgito
a d́ıgito que transforma unos valores de entrada en otros de salida tal y como se
puede ver en la figura 1.3. Estos filtros en una imagen RGB se aplican para cada
uno de los canales de la imagen. Lo interesante de estos filtros es que, aunque
se inicializan de manera aleatoria, van aprendiendo con el entrenamiento para
acabar extrayendo las caracteŕısticas importantes de las imágenes. Además, si
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inicializamos dos filtros de la misma manera, es probable que acaben extrayendo
las mismas caracteŕısticas por lo que la inicialización aleatoria favorece a que
estos aprendan caracteŕısticas diferentes.
Figura 1.3: Funcionamiento de un filtro para cada uno de los canales RGB. Imagen
obtenida de [40].
Tras realizar la operación previamente descrita es necesario utilizar una fun-
ción de activación. Esta función de activación no-lineal evita que la red aprenda
únicamente patrones lineales. Esta red utiliza la función de activación Unidad
Linear Rectificada (ReLU en inglés) que viene definida aśı:
f(x) = max(0, x) =
{
x, x ≥ 0
0, x ≤ 0
}
Por lo que podemos definir la operación de convolución como:
Y = f
(∑n
i=1 xi ∗W + bi
)
Dónde Y representa la salida, W es el filtro aplicado, X es la entrada, b es el
parámetro bias y f es la función de activación previamente descrita.
Estas capas van, normalmente, de la mano de capas de agrupación (Poo-
ling en inglés). Estas capas reducen el tamaño de un mapa de valores pero
manteniendo sus caracteŕısticas. Para esto, cogen un conjunto de ṕıxeles vecinos
y realizan alguna operación con ellos (media, máximo valor, sumatorio...). Esto
se refleja en la figura 1.4.
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Figura 1.4: Ejemplo de las capas de agrupación: Operación Máximo en la izquier-
da y Operación Media en la derecha. Imagen obtenida de [58].
Finalmente las capas totalmente conectadas sirven para transformar todos los
mapas de caracteŕısticas en un vector de 1 dimensión. En la última capa total-
mente conectada se aplica una función de activación que transforma los valores
obtenidos en una distribución de probabilidad. Utilizaremos la función de activa-
ción SoftMax, utilizada cuando cada elemento pertenece únicamente a una clase,





Donde yj representa la probabilidad de la clase j y n representa el número
total de clases.
Se puede observar en la figura 1.2 que, en la red InceptionV3, contamos tam-
bién con clasificadores auxiliares. Gracias a estos clasificadores obtenemos resul-
tados de entrenamiento más estables y mejor convergencia en el gradiente.
También podemos observar capas de concatenación, que unen el resultado de
varias capas en una dimensión especificada, y capas de dropout que sirven para
reducir el sobre-entrenamiento(overfitting en inglés) desactivando neuronas du-
rante el entrenamiento para favorecer la generalización [46]
Una vez conocidas las capas utilizadas debemos recordar que partimos de un
modelo InceptionV3 que clasifica en 1000 categoŕıas por lo que debemos transfor-
marlo para que clasifique en 62 categoŕıas. Para ello, eliminaremos la última
capa de la red original y concatenaremos a la red una capa de Pooling Max pa-
ra adaptar el formato a nuestras clases seguida de una capa de activación SoftMax
en 62 clases.
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1.5.5. Arquitectura de la red de detección implementada
Una red de detección también necesita de un extractor de caracteŕısticas para
reconocer los objetos. Esto se logra con una red convolucional. Por ello, en un
primer momento se optó por utilizar la red convolucional previamente
implementada como extractor y seguir implementando el resto de fases de la
arquitectura de detección. Sin embargo, decidimos descartar la opción y utilizar
un método de transferencia de conocimiento similar al anterior debido a 3 cir-
cunstancias: el tiempo disponible, la dificultad de ejecución y la eficacia de la red
(utilizar una red reconocida siempre va a funcionar mejor que una red implemen-
tada por nosotros).
Una vez realizamos la parte convolucional obtenemos fragmentos con las ca-
racteŕısticas que nos interesan de la imagen. A cada fragmento le aplicamos trans-
formaciones (reescalado y aspect ratio) para abarcar un mayor número de objetos
y cada transformación se clasifica como una categoŕıa o como fondo (no detec-
ta objeto). Esto computacionalmente es muy costo. Habŕıa que clasificar exac-
tamente todos los recuadros azules que se ven en la figura 1.5 que refleja las
transformaciones de los fragmentos.
Figura 1.5: Todas las transformaciones que habŕıa que clasificar. Imagen obtenida
de Manuel Mucientes.
R-CNN, Fast R-CNN y Faster R-CNN
Para evitar realizar el cálculo de todas esas transformaciones surge la propues-
ta de Ross Girshick en 2014, la R-CNN [8]. Este art́ıculo propone un método
para extraer solo 2000 regiones de cada imagen a las que llama regiones de in-
terés (RoI). Estas regiones se eligen a través de algoritmos de propuesta como la
búsqueda selectiva [56] que se basa en la agrupación de regiones similares en fun-
ción de caracteŕısticas como el color, el tamaño o la forma. Pero aún tendŕıamos
que clasificar 2000 fragmentos pasándolo por la red convolucional (CNN) y cla-
sificando su salida a través de una función SoftMax para la clase y de 4 valores
que especifican el bounding box 1.
1El bounding box es el recuadro delimitador de un objeto detectado.
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Para solucionar esto surge la propuesta del mismo autor en 2015, la Fast
R-CNN [7]. Esta nueva arquitectura en vez de utilizar la red convolucional 2000
veces, la utiliza una única vez y, a partir del resultado, obtiene las regiones de
interés.
Sin embargo, al utilizar esta técnica es muy probable que las regiones de
interés no sean del mismo tamaño. Para ello utilizamos una capa denominada
RoI Pooling Layer cuya función es hacer que las RoI tengan todas el mismo
tamaño con técnicas similares a las Pooling explicadas previamente.
Figura 1.6: Arquitectura Fast RCNN. Imagen obtenida de [7]
En esta nueva red, aunque obtenemos mejoras muy notables, seguimos nece-
sitando de un algoritmo de búsqueda de regiones de interés como la búsqueda
selectiva, lo que ralentiza el proceso.
Para resolver este problema se publica la Faster R-CNN [43] que, como
su propio nombre indica, mejora a la red anterior. En esta arquitectura las RoI
no son generadas con algoritmos de búsqueda sino que son generadas a través de
una red denominada Region Proposal Network (RPN). Esta RPN recibe los
mapas de caracteŕısticas de la red convolucional y utiliza una ventana deslizante
sobre ellos. Para cada ventana, genera k Anchor Boxes variando el aspect ratio
y el tamaño, por defecto 3 valores de escalado y 3 de aspect ratio (9 anchors)
. Estos Anchor Boxes vienen definidos en el entrenamiento (son fijos). Para
cada Anchor, la red predice 2 cosas: la probabilidad de que haya un objeto (no
considera a qué clase pertenece) y ajusta el Anchor al bounding box del objeto.
Esto se puede ver en la figura 1.7.
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Figura 1.7: Funcionamiento RPN. Imagen obtenida de [43].
Ahora, volvemos a necesitar a la RoI pooling ya que nos volvemos a encontrar
regiones de diferente tamaño. Finalmente las regiones que contengan objetos se
unen a capas totalmente conectadas para obtener 5 valores de salida: una salida
tras la función SoftMax con la probabilidad de que pertenezca a cada clase y 4
valores más que modifican los Anchor Boxes para ajustarlos al bounding box
real. Todo esto se puede ver en la figura 1.8.
Figura 1.8: Arquitectura Faster R-CNN. Imagen obtenida de [43].
Esta será la red de detección que implementaremos con nuestra biblio-
teca de imágenes. Utilizaremos la API de TensorFlow Object Detection [55] y
transferiremos el conocimiento desde la Faster R-CNN InceptionV2 COCO.
Se ha optado por usar la Faster R-CNN por delante de otras como la red
YOLO [42] [41] debido a su integración con TensorFlow y nuestro conocimiento
de este.
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1.5.6. Introducción a los ataques adversarios
Es bien conocido por todos el algoritmo de entrenamiento de una red neu-
ronal. En un primer momento introducimos un elemento de entrada en la red y
realizamos los cálculos pertinentes para obtener su predicción de salida. A esta
primera fase se le conoce como propagación hacia adelante (forward propagation
en inglés).
Debemos definir un tamaño de batch N como un conjunto de N imágenes.
Se calcula el error para cada uno de los elementos del batch y, con el error con-
junto, se realiza la actualización de los pesos de la red. Para ello, calculamos
el gradiente como la derivada multivariable de la función de coste con respec-
to a todos los parámetros de la red. Sin embargo, como tenemos multitud de
parámetros el cálculo del gradiente se complica bastante. Para ello utilizamos el
algoritmo de back-propagation o propagación hacia atrás dónde comenzamos
calculando las derivadas parciales de la función de coste con respecto a la última
capa y, este resultado, lo vamos propagando hacia atrás para acabar optimizando
todos los parámetros de la red. En este caso el problema de optimización es
un problema de minimización dónde buscamos minimizar el error de la red
por lo que restaremos el vector gradiente obtenido multiplicado por una tasa de
aprendizaje, el learning rate2. El vector gradiente se resta porque este valor nos da
la máxima pendiente y nuestra tarea es todo lo contrario, buscar una disminución.
Ahora bien, si se quisiera confundir a la red la primera opción seŕıa cambiar
alguno de esos parámetros. Esta aproximación es errónea ya que, la modifica-
ción de alguno de esos parámetros, podŕıa suponer un cambio general en la red
dejándola inutilizada.
Descartada la opción de modificar la red, la segunda opción que surge es la
manipulación de los datos de entrada para obtener una salida incorrecta. Recor-
demos que la red realiza las predicciones en función de los valores de los ṕıxeles
de la imagen de entrada por lo que, si modificamos estos ṕıxeles de manera ade-
cuada, podŕıamos lograr el error en la red sin realizar ningún cambio en esta.
Ahora el nuevo problema de optimización que surge es cómo manipular los
ṕıxeles de entrada para maximizar el error dentro de la red neuronal. Sin
embargo, tenemos que añadir además otra condición a este problema. Si modi-
ficamos demasiado los ṕıxeles de la imagen de entrada, es posible que, aunque
2El learning rate o tasa de aprendizaje es un parámetro utilizado en el entrenamiento que
determina la velocidad de aprendizaje de la red neuronal (ratio de modificación de los pesos
por iteración). Un valor muy pequeño ralentiza el proceso de aprendizaje (llegando incluso a
bloquearse la red) mientras que un valor muy grande puede hacer que la red no converja nunca.
La elección de su valor es realmente importante para un correcto funcionamiento.
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la red falle, la imagen diste demasiado de la entrada original. Por ello, debemos
añadir la condición de que la diferencia entre la imagen original y la
imagen modificada sea mı́nima.
Obteniendo aśı el siguiente problema:
ImagenModificada→MaximizarError +MinimizarDiferencias
Al ser un problema de optimización recurrimos otra vez al cálculo del gra-
diente. Aqúı buscaremos la perturbación que maximiza la función de coste
(el error).
En lenguaje matemático podŕıamos escribir el cálculo del gradiente como:
5xL(θ, x, y)
Dónde x es la imagen de entrada, L la función de coste, θ los pesos de la red e
y la salida que buscamos, que puede ser la salida real en ataques adversarios no
dirigidos, o la salida que queremos obtener en ataques dirigidos
Todas estas técnicas se pueden ver en detalle en art́ıculos como [9] [35] y [21]
dónde incluso especifican que este tipo de técnicas se pueden llevar al mundo real
puesto que los ataques siguen siendo detectados por cámaras como la
de un smartphone. Es decir, no son ilusiones creadas por computado-
ras y podŕıan suponer fallos catastróficos en situaciones como la que estamos
analizando.
1.6. Diferencias entre los ataques adversarios en
redes de clasificación y en redes de detec-
ción
Los ataques en redes de clasificación y en redes de detección, aunque funcionan
bajo la misma premisa, no son iguales. En las redes de clasificación únicamente
obtenemos un resultado de salida por lo que, si se modifican los ṕıxeles de manera
correcta, siempre se logrará engañar a la red porque esta valora todos los ṕıxeles
como un conjunto.
Sin embargo, en redes de detección tal y como muestran trabajos como [23]
y [57] al utilizar bounding boxes para la detección no es suficiente con modificar
los ṕıxeles de ese bounding box para realizar el ataque ya que, el entorno y los
ṕıxeles vecinos a los modificados, volverán a crear una caja de detección correcta
en un lugar similar (aunque no igual) al bounding box atacado.
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En este tipo de redes el ataque tiene que ir dirigido a todos los ṕıxeles
incluidos en cajas de detección cuya probabilidad máxima sea la de
la clase a atacar. Por todo esto, aunque ambos ataques están relacionados
y funcionan bajo la misma lógica, no podemos utilizar el mismo algoritmo de
manipulación.
1.7. Ataques de caja blanca y de caja negra
Se definen como ataques de caja blanca a todos aquellos en los que tenemos
acceso al modelo que queremos atacar y del que conocemos y podemos obser-
var su funcionamiento interno. Todos los ataques y pruebas que vamos a realizar
a lo largo de este trabajo serán ataques de caja blanca ya que nosotros mis-
mos hemos creado las redes y, por lo tanto, tenemos control sobre ellas. Además,
por las limitaciones temporales del TFG, no es posible profundizar en otros tipos.
Los ataques de caja negra son aquellos que se realizan sin tener acceso al
modelo, únicamente podemos introducir unos datos de entrada (las imágenes) y
obtener unos datos de salida (las probabilidades). Sin embargo, estudios como
[34] especifican que los ataques adversarios también son posibles en ”situaciones
de caja negra”.
En dicho art́ıculo explican el procedimiento como:
1. Creación de un modelo substituto: Creamos una biblioteca de imágenes
etiquetada a través de imágenes que son pasadas al modelo y anotando su
salida como etiqueta. Con esta biblioteca entrenamos a la red.
2. Atacamos el modelo substituto: Generamos ataques adversarios como
en un ataque de caja blanca con el modelo substituto.
Ya ha sido demostrado en [49] y [9] que los ataques se pueden transferir en-
tre modelos. Es decir, aunque la arquitectura de la red vaŕıe, el ataque será
efectivo en ambas si la finalidad de las redes es la misma. Esta carac-
teŕıstica que hace posible también la realización de ataques adversarios en este




A d́ıa de hoy la generación de ejemplos adversarios está bastante avanzada.
Desde la publicación del primer art́ıculo [9] numerosos investigadores han ido
explorando este ámbito extrapolando este algoritmo de generación de ataques en
redes de clasificación a redes de detección o de segmentación.
Existen ya libreŕıas como Cleverhans [33] que permiten la realización de ata-
ques adversarios en redes de clasificación utilizando diferentes técnicas. Esta li-
breŕıa funciona bastante bien y, al ser una libreŕıa, áısla al usuario de la imple-
mentación. Esta libreŕıa incluye los ataques en redes de clasificación que vamos
a desarrollar nosotros. Sin embargo, la finalidad de este trabajo es aprender y
conocer el funcionamiento en bajo nivel de los ejemplos adversarios para poder
desarrollar nuevos algoritmos propios en el futuro como el que desarrollaremos
en la parte de detección.
Cleverhans también proporciona otro tipo de algoritmos para generar ataques
adversarios diferentes a los aqúı mencionados. Es decir, los algoritmos que vamos
a implementar en este trabajo no son los únicos que existen para generar ejemplos
adversarios pero, por falta de tiempo, debemos priorizar y no podemos abarcar
todos.
En cuanto a los ataques en redes de detección, existen art́ıculos como [23] y
[57] que proponen algoritmos para la obtención de ejemplos adversarios en redes
de detección. Sin embargo, estos algoritmos necesitan de la modificación de to-
dos los ṕıxeles de la imagen para lograr obtener un cambio en un determinado
bounding box ya que, como especificamos previamente, el entorno influye en la
detección de objetos.
Nuestra finalidad no es modificar todos los ṕıxeles de una determinada ima-
gen, queremos modificar una señal de tráfico y que la detecte de manera
incorrecta independientemente del entorno. Por ello, hemos desarrollado
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un algoritmo nuevo y diferente que soluciona esta problemática.
Por otra parte, también hay numerosos avances en art́ıculos como [36] y [6]
dónde generan parches para, al introducirlos en una imagen, que la red falle.
Estos parches no son invisibles, esto implica que un usuario podŕıa darse cuenta
de que la imagen ha sido manipulada. Sin embargo, para el caso de las señales
de tráfico podŕıan ser confundidos con grafitis y, en ejemplos como el primero de
reconocimiento facial los parches podŕıan integrarse en complementos como gafas
o collares y seguiŕıan provocando un error en la red.
Figura 2.1: Parches en reconocimiento facial y señales de tráfico. Imágenes obte-
nidas de [36] y [6]
En dónde no existen tantos avances y art́ıculos (aunque han ido proliferando
en los últimos años) es en el ámbito de las defensas contra estos ataques
adversarios ya que estos ejemplos están generados a partir del funcionamiento
interno de las redes neuronales por lo que defenderse ante esto es realmente com-
plicado.
Trabajos como [59] proponen la modificación de la función de activación de las
neuronas para evitar la propagación del error a lo largo de la red y aśı evitar que
pequeñas variaciones logren grandes cambios. Otros trabajos como [22] y [45]
proponen la generación de un modelo generativo dónde tenemos un generador
encargado de crear ataques adversarios y un clasificador entrenado con estos




El entrenamiento de redes neuronales profundas requiere gran potencia de
cómputo para poder obtener los resultados en un tiempo de procesamiento ra-
zonable. Esta condición inicial implica directamente la necesidad de conectarse
con un servidor de cómputo externo dotado de una potente GPU que realice las
labores de entrenamiento previamente mencionadas.
3.1.1. Google Colaboratory
Por ello, hemos decidido utilizar el servicio de computación que nos ofre-
ce Google a través de su plataforma Google Colaboratory [10].Este entorno de
computación nos ofrece de manera gratuita GPUs para entre, otras muchas cosas,
entrenar redes neuronales.
Sin embargo, las GPUs de la versión gratuita no son lo suficientemente po-
tentes para nuestro propósito por lo que hemos decidido adquirir la versión PRO
a través de una subscripción mensual de Google Colaboratory por 9.99$/mes [11].
En esta versión de pago las GPUs no son fijas y dependen de la carga útil
de los servidores en ese momento. También podremos acceder a servidores con
mucha más memoria RAM que en la versión gratuita pasando de 12GB a 25GB
de memoria RAM útil.
3.1.2. GPUs Utilizadas
Al utilizar el entorno de Google Colaboratory PRO la GPU utilizada no es
fija y depende de la carga actual de los servidores. Sin embargo siempre será uno
de estos 3 modelos:
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1. Nvidia Tesla K80 [28]: Que permite hasta 2.91 teraflops de rendimiento
en operaciones de precisión doble1, hasta 8.73 teraflops de rendimiento en
operaciones de precisión simple 2,25GB de memoria GDDR5 y 480GB/s de
ancho de banda para el cálculo de las operaciones
2. Nvidia Tesla T3 [30]: 8.1 teraflops en precisión doble, 16GB de memoria
GDRR6 y 320GB/s para nuestro proyecto.
3. Nvidia Tesla P100 [29]: 5.3 teraflops en precisión doble, 10.6 teraflops
en precisión simple, 16GB de memoria GDRR6 y 732GB/s para nuestras
operaciones.
Estas serán las GPUs utilizadas a lo largo de todo el proyecto tanto para el
entrenamiento de la red, los ataques y las pruebas.
3.2. Lenguaje de programación
El lenguaje de programación utilizado para el desarrollo de la aplicación fue
Python [38]. Nos acabamos decantando por este lenguaje debido a que es real-
mente fácil de aprender y desarrollar aplicaciones de deep learning con él por la
cantidad de libreŕıas de aprendizaje máquina y de tratamiento de imágenes que
nos ofrece y que luego comentaremos. Además, este lenguaje es multiplataforma
permitiéndonos el desarrollo y ejecución del proyecto que vamos a desarrollar en
diferentes sistemas.
Otros lenguajes de programación que podŕıamos utilizar seŕıan Matlab o R.
Sin embargo, decidimos optar por Python debido a las bibliotecas Tensorflow y
Keras que posteriormente comentaremos.
3.3. Tensorflow y Keras
Tensorflow [54] es una biblioteca de código abierto desarrollada por Google
que permite crea grafos de flujos de datos. Estas estructuras describen cómo se
mueven los datos a través de una serie de nodos de procesamiento donde cada
nodo representa una operación matemática y cada conexión entre nodos está for-
mada por una matriz de datos multidimensional (tensor).
Tensorflow nos proporciona todo esto a través del lenguaje Python dónde los
nodos y tensores del grafo son objetos Python y las aplicaciones desarrolladas en
1Los FLOPS, del inglés (floating point operations per second) son una medida de rendimiento
utilizada en GPUS y CPUS.
2Los números en formato precisión simple ocupan 32 bits en memoria mientras que los
números en formato precisión doble ocupan 64 bits en memoria.
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Tensorflow son, básicamente, programas Python.
Sin embargo, las operaciones matemáticas de bajo nivel no se realizan en
Python. Tensorflow realiza transformaciones en archivos binarios de C++ de
alto rendimiento, aumentando aśı la velocidad de cómputo y abstrayendo al de-
sarrollador de todo esto.
Aśı, la mayor ventaja de Tensorflow es que proporciona para el desarrollo de
aplicaciones de aprendizaje automático es la abstracción. Al utilizar Tensorflow
sólo hay que definir la lógica general de la implementación sin centrarse en las
capas más bajas (creación de una neurona por ejemplo).
En cuánto a Keras, es una API3 de aprendizaje profundo escrita en Python y
se ejecuta por encima de Tensorflow. En la figura 3.1 se puede observar el pipeline
de ejecución de las aplicaciones.
Keras nos permite crear redes neuronales profundas en muy pocas ĺıneas de
código y con una sintaxis de alto nivel, por lo que resulta realmente cómoda de
cara a implementar redes neuronales profundas.
Se escogieron estas dos tecnoloǵıas para el desarrollo de las redes neuronales
por delante de Caffe2 o Pytorch debido a que ya se contaba con conocimiento pre-
vio de Tensorflow simplificando aśı el desarrollo del proyecto. Además, Tensorflow
cuenta con una API para detección de objetos que posteriormente utilizaremos
en el desarrollo de la red de detección.
Figura 3.1: Pipeline GPU, Keras y Tensorflow. Imagen obtenida de [48].
3API siglas de ’Application Programming Interface’ hace referencia a los procesos y métodos
que nos otorga una biblioteca de programación como abstracción para ser utilizada por otros
programas.
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3.4. Bibliotecas de imágenes
3.4.1. Belgium Traffic Sign Dataset
Para realizar el entrenamiento de nuestra red neuronal profunda de clasifica-
ción utilizaremos como biblioteca de imágenes el Belgium Traffic Sign Dataset
utilizada en el Twentieth International Conference on Pattern Recognition [37] y
a la que podemos acceder a través de su web pública [39] que cuenta con varias
bibliotecas de imágenes con sus respectivas anotaciones tanto para clasificación
como para redes de detección de objetos.
En nuestro caso nos centraremos en la biblioteca de imágenes para clasificación
donde nos ofrece ya divididos dos conjuntos de datos, uno de entrenamiento y
otro de validación clasificando las señales en las 62 clases que se pueden ver en
la figura 3.2. Entre paréntesis tenemos el número de elementos del conjunto de
validación por clase.
Figura 3.2: Ejemplo de las 62 clases que contiene el Belgium Traffic Sign Dataset.
Imagen obtenida de [4].
Esta biblioteca de imágenes es de uso público y contiene una gran cantidad
de imágenes. Contamos con 4638 imágenes en el conjunto de entrenamiento y
2583 en el conjunto de validación.
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3.4.2. German Traffic Sign Detection Dataset
En la red de detección de señales de tráfico utilizaremos otra biblioteca de
imágenes. En concreto utilizaremos el German Traffic Sign Detection Dataset
que fue presentado en el International Joint Conference on Neural Networks de
2013 [15]. Podemos acceder a ella a través de su web de uso público[16]
Esta biblioteca de imágenes nos presenta 42 clases diferentes de señales de
tráfico a detectar. Sin embargo, hemos decidido reducirlas a únicamente 5 clases
por los siguientes motivos:
1. Potencia de cómputo: El entrenamiento de la red neuronal de detección
requiere mucho más tiempo si aumentamos el número de clases. Al disponer
de un tiempo bastante limitado, unido al acceso de pago a las GPUs, y poder
analizar la problemática de igual forma, reducir el número de clases es la
opción más óptima.
2. Señales en el centro de Santiago: Las pruebas que vamos a realizar
serán sobre señales de tráfico vistas y fotografiadas en el centro de Santiago
de Compostela por lo que, señales como: peligro curva, precaución nieve,
camino de animales, etc. no se visualizan.
3. Señales más importantes: Además, las categoŕıas de señales escogidas
finalmente son las necesarias para conducir por el centro de Santiago, la
modificación de cualquiera de ellas provocaŕıa situaciones muy peligrosas.
Aśı pues, las 5 clases finales estaŕıan conformadas por las siguientes etiquetas
de la biblioteca de imágenes original:
1. Ĺımite de velocidad: Las etiquetas de la biblioteca original (0,1,2,3,4,5,7,8)
dónde se agrupan diferentes niveles de ĺımite (30-50-100...) pasan a formar
parte de una única clase, la clase 1. En esta clase contamos con 95 fotos en
total dónde 76 serán usadas para el entrenamiento y 19 fotos serán usadas
en la validación.
2. Ceda el paso: Las etiquetas originales con el número 13 serán ahora clase
2. En esta clase tenemos 82 fotos en total donde 66 se utilizan en el conjunto
de entrenamiento y 16 en la validación.
3. Sentido obligatorio: Las etiquetas (33,34,35,36,37,38,39) dónde las distin-
tas clases indican la dirección de la flecha pasan a ser ahora clase 3. En esta
clase tenemos 128 fotos en total donde 102 se utilizan para el entrenamiento
y 26 para validación.
4. Prohibido el paso: La etiqueta 17 pasa a ser ahora clase 4. Contamos con
28 fotos, 24 para el entrenamiento y 4 para la validación.
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5. Stop: La etiqueta 14 ahora es clase 5. Tenemos 32 fotos dónde 26 son de
entrenamiento y 6 son fotos del conjunto de validación.
Nótese que se mantiene una proporción para cada clase dónde el 80 % de las
imágenes de una misma clase pertenecen al conjunto de entrenamiento y, el 20 %
restante, pertenecen al conjunto de validación.
Las anotaciones para cada clase del conjunto descargado inicial son, por tan-
to, manipuladas para que sigan la lógica previamente descrita. El resto de clases
proporcionadas quedan eliminadas del archivo de anotaciones.
Figura 3.3: Ejemplo de las 5 clases de objetos que detecta la red.
3.5. Visualización
Las herramientas de visualización de imágenes que vamos a utilizar tienen
que estar basadas en Python. Usaremos principalmente la libreŕıa de uso libre
OpenCV [31]. Esta libreŕıa nos otorga multitud de funciones a la hora de mani-
pular y pintar imágenes en pantalla. Es posible que, en algún caso, se produzcan
incompatibilidades con algunas matrices de ṕıxeles y sus rangos por lo que tam-
bién podremos recurrir a la libreŕıa Matplotlib [25] en caso de ser necesario.
Centrándonos en las herramientas de análisis de la red neuronal utilizaremos
TensorBoard [52] debido a que está especialmente diseñada para trabajar con
Tensorflow. Esta herramienta nos permite inspeccionar los grafos generados por
Tensorflow y nos proporciona gráficas del estado de la red a lo largo del entrena-
miento
3.6. Gestión de la configuración
Se decide utilizar una cuenta de Google Drive [5] dónde almacenar las biblio-
tecas de imágenes. Esta decisión se toma debido a su gran compatibilidad con en
el entorno de desarrollo Google Colaboratory (se puede acceder al almacenamien-
to en el propio cuaderno) y a que únicamente almacenaremos alĺı las bibliotecas
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dónde las imágenes serán estáticas, por lo que no necesitamos un control de ver-
siones sobre ellas.
Para el control de versiones de los cuadernos utilizamos el propio sistema
de Google Colaboratory que permite acceder a todas las versiones anteriores del
cuaderno. Con este método no tenemos la necesidad de utilizar otras herramientas
como Github.
3.7. Cálculo del gradiente
A lo largo de todo el trabajo haremos alusiones constantes al cálculo del








Es decir, la derivada parcial de la función con respecto a todas las variables
de esa función. El gradiente es y será utilizado en problemas de optimización ya





Data Augmentation o aumento de datos en castellano, es una técnica utilizada
para hacer crecer nuestra libreŕıa de imágenes a partir de las imágenes ya existen-
tes. Para ello realizaremos ciertas operaciones de transformación en las imágenes
originales de la libreŕıa para obtener nuevas imágenes que también utilizaremos
en el entrenamiento.
En concreto, para el entrenamiento de la red de clasificación utilizaremos
las siguientes operaciones:
1. Rotación 30º: Rotaremos las imágenes 30 grados en sentido anti-horario.
2. Desplazamientos aleatorios en vertical y en horizontal: Las imágenes
no estarán siempre centradas con respecto al eje vertical y horizontal.
3. Inclinación de la imagen: Estiramos la imagen fijando un cierto eje.
4. Zoom: Alejamos y acercamos el centro de la imagen.
5. Giro horizontal: La imagen se girará en modo espejo.
Para la red de detección también utilizaremos esta técnica. Sin embargo,
utilizaremos otras transformaciones:
1. Giro horizontal
2. Saturación aleatoria: Se cambia el valor de saturación de la imagen.
3. Cambio en los ṕıxeles: Multiplicación de los canales de los ṕıxeles de
una imagen por una constante, modificándolos.
Ejemplos de todas estas transformaciones se pueden ver en el Apéndice A [Apéndi-
ce B]
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4.2. Función de coste y métrica de validación de
la red de clasificación
Para el entrenamiento de la red neuronal de clasificación debemos definir una
función de coste que vamos a optimizar (minimizar) durante en entrenamiento.







Donde sp es la probabilidad de la clase correcta, y sj es la probabilidad de la
clase j.
Por definición, esta función de coste es realmente efectiva cuando las imágenes
pertenecen únicamente a una clase del modelo, en otro caso seŕıa necesario
emplear una variante multi-etiqueta.




El número de aciertos de la red frente al número de aciertos y errores (imáge-
nes totales). De manera trivial nótese que este valor estará entre 0 y 1 y representa
el % de aciertos de la red.
4.3. Función de coste y métrica de validación de
la red de detección
La función de coste en una red de detección es más compleja. Es necesario te-
ner en cuenta el coste de la salida desde dos puntos de vista: las probabilidades de
que la imagen esté correctamente clasificada y que el bounding box que representa
esa probabilidad sea similar al bounding box verdadero definido previamente ya
que, para el entrenamiento de la red de detección, no otorgamos una
clasificación global sino que indicamos 4 coordenadas que especifican dónde se
encuentra el objeto y, ese objeto, a qué clase pertenece.









i pi ∗ Lreg(ti, ti∗)
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Dónde pi es la probabilidad predicha para el objeto i, pi∗ la probabilidad de
la real, Ncls sirve para normalizar el valor y es el tamaño de batch de entrena-
miento. Este tamaño de batch viene definido por el número de regiones de interés
especificadas, por lo que nuestro valor será de 256 que es el utilizado por defecto.
Nreg normaliza el segundo parámetro de la suma y está definido por el número
de anchors, 2400 por defecto. El valor de λ sirve para balancear ambos lados de
la suma y será de 10.
Lcls(p, u) = −logpu
Dónde pu es la probabilidad de que pertenezca a la clase u siendo esta la clase
correcta
Figura 4.1: Anchor, bounding box real y bounding box predicho. Imagen obtenida
de [2].
Ajustamos ahora los valores de cada anchor haciendo una regresión definida
como:
tx = (x− xa)/wa




(x,y) es la coordenada de la esquina superior izquierda, w es el ancho y h es el
alto del bounding box predicho. El recuadro amarillo en la figura 4.1.
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Y, de igual forma, para (x*,y*,w*,h*), recuadro en color verde, las coor-
denadas del bounding box real. Aqúı xa e ya el ancho y alto del anchor, en








Siendo t el valor previamente calculado y v el valor del bounding box correc-
to, en el entrenamiento está definido en el fichero utilizado previamente descrito.




0,5x2, si |x| < 1
|x| − 0,5, si |x| ≥ 1
}
En cuánto a los métodos matemáticos utilizados para la validación de la
red de detección utilizaremos la métrica del mAP(mean Average Preci-
sion). Esta métrica necesita del IoU (Intersection over Union). Esta medida
calcula cómo de preciso es el bounding box de detección con respecto al real, para
ello divide el área de la intersección de ambos entre el área de la unión de ambos.
Esto puede verse de forma visual en la figura 4.2
Figura 4.2: IoU. Imagen obtenida de [44].
Nótese que si ambos son iguales el valor será de 1 (o 100 %) y si no tienen
nada en común será de 0 ya que no habrá intersección.
Además el mAP necesita definir 4 estados de detecciones posibles:
1. Verdaderos positivos(TP): Detecciones de objetos en su categoŕıa co-
rrecta y con un IoU ≥ un umbral y cuya clase predicha es correcta.
2. Falsos positivos(FP): Detecciones incorrectas, bien porque el objeto no
pertenece a la categoŕıa seleccionada o bien porque aunque pertenezca no
ha sido detectado con un IoU ≥ umbral.
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3. Verdaderos negativos(TN): Todos los objetos que no debemos detectar
y no detectamos. Esta métrica es inútil para el mAP ya que no se utiliza
en el cálculo.
4. Falsos negativos(FN): Objetos que debemos detectar y no detectamos.
Aqúı el umbral seŕıa un valor establecido por nosotros para el cálculo de la
métrica. A mayor valor más exhaustiva es la métrica ya que nuestra red debe
ser mucho más precisa en las detecciones. Lo normal es utilizar los valores de las
COCO Metrics, 0.5 y desde 0.5 hasta 0.95 con un paso de 0.05 (0.5:0.95) siendo
la segunda mucho más exhaustiva que la primera.
Definido todo esto, ordenamos las detecciones de la red por categoŕıa y, den-
tro de cada categoŕıa, las ordenamos de mayor a peor probabilidad. Definimos





Nótese que la precisión mide exactamente eso, la precisión que tiene la red a
la hora de clasificar, y el Recall mide el porcentaje de aciertos con respecto al
número total de elementos que tiene que detectar (denominador constante).
Nótese también que, en casos dónde no se detecten todos los objetos, el Recall
nunca llegará a 100 % y, que los casos de falsos positivos, disminuyen la Precisión
pero no aumentan el Recall.
Con todo esto, calculamos los valores de estas medidas para cada valor de una
clase empezando por los valores con probabilidad mayor obteniendo una gráfica
con el Recall en el eje de abscisas y la precisión en el eje de ordenadas (realizada
en el apartado de pruebas). Aśı, el valor de la métrica AP (Average Precision
o precisión media en castellano) seŕıa el área bajo esa gráfica que, como es
discreta, se puede calcular a través del ancho y alto de los rectángulos que la
forman. Esto se refleja en la figura 4.4.
Figura 4.3: Gráfica de ejemplo para el
cálculo del AP con el Recall en el eje de
abscisas y la precisión en el eje de orde-
nadas. Imagen obtenida de [17].
Figura 4.4: Rectángulos para el cálculo
del área bajo la curva. Imagen obtenida
de [17].
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Una vez obtenido el valor del AP para cada clase realizamos la media aritméti-
ca del AP de todas las clases, este resultado será nuestro mAP .
4.4. Ataques adversarios no dirigidos en la red
de clasificación
Un ataque adversario no dirigido consiste en encontrar la perturbación que
maximiza la función de coste y, por ende, maximiza el error. Para la implemen-
tación de los ataques adversarios no dirigidos recurriremos al art́ıculo de Ian
Goodfellow [9] e implementaremos su Fast Gradient Sign Method.
Para ello recurriremos al cálculo del gradiente de la imagen de entrada con
respecto a la función de coste y limitaremos el resultado dentro de un rango de
valores para que la imagen obtenida no diste demasiado de la imagen original.
Como función de coste vamos a utilizar la Categorical CrossEntropy definida










1, x ≥ 0
−1, x < 0
}
Donde x es la imagen de entrada, yverdadera la etiqueta correcta predicha por
la red, L la función de coste, θ los pesos de la red, ε un hiperparámetro que
podremos modificar y que ahora analizaremos y Clip una función que limita la
diferencia entre los ṕıxeles nuevos y los ṕıxeles de la imagen original x
4.4.1. Análisis de los valores del hiperparámetro
En el art́ıculo original publicado por Ian Goodfellow no se propone un método
iterativo de cálculo de ejemplos adversarios y utiliza la variable ε como hiper-
parámetro que controla la variación de la imagen adversaria con respecto a la
imagen original. De esta manera, cuanto más grande es ε mayor es la probabi-
lidad de conseguir un ataque adversario en un único paso pero, a cambio,
mayor es la diferencia entre la imagen original y la conseguida. Todo
esto se puede ver reflejado en la figura 4.5.
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Figura 4.5: Cómo afecta la modificación del hiperparámetro. Imagen obtenida de
[53].
Sin embargo, nuestro planteamiento será algo diferente. Fijaremos ε como 0,01
y utilizaremos una función Clip para limitar la diferencia entre la imagen original
y la imagen adversaria en 0,2 para cada uno de los canales (RGB) de manera que
un ṕıxel adversario no puede diferenciarse en ±0, 2 de un ṕıxel original.
4.5. Ataques adversarios dirigidos en la red de
clasificación
Para los ataques adversarios dirigidos el planteamiento es un poco diferente.
En este caso buscamos maximizar la probabilidad de que la imagen sea clasificada
dentro de la categoŕıa escogida.
Para ello, no definiremos una función de coste como anteriormente, nuestra
función de coste será la probabilidad de que la imagen sea de la clase






Donde x es la imagen de entrada, yataque la etiqueta que queremos obtener, L
la probabilidad de que la imagen x sea de la clase yataque y Clip una función que
limita la diferencia entre los ṕıxeles nuevos y los ṕıxeles de la imagen original x.
En este caso, la función Clip permitirá, como máximo ±0, 01 de diferencia
entre la imagen original y la imagen atacada para hacerlo, aún más si cabe,
invisible al ojo humano.
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4.6. Ataques adversarios dirigidos en la red de
detección
En este apartado hemos tenido que desarrollar un algoritmo propio que
se ajustara a nuestras necesidades. Partimos de la base especificada en [57] y
adaptamos la teoŕıa a nuestro ejemplo.
En [57] proponen el Dense Adversary Generation (DAG), un algoritmo que
ataca a todos los bounding boxes que pertenezcan a la clase objetivo modificando
los ṕıxeles de la imagen en función del gradiente. Es necesario realizar un ataque
a todos los bounding box ya que, como comentamos anteriormente, los ṕıxeles ve-
cinos ayudan a corregir la predicción en caso de ataque adversario en una única
caja de detección.
Sin embargo, este algoritmo propone la modificación de todos los ṕıxeles de
la imagen para el ataque de un determinado objetivo. Nosotros no queremos mo-
dificar el entorno, queremos modificar únicamente la señal de tráfico, para que la
red falle, independientemente del entorno. Para ello operamos tal que aśı:
Denotamos xataque como la parte de la imagen perteneciente al bounding
box con mayor puntuación inicial y x como la imagen inicial Denotamos
T = {t1, t2, ..., tN} al conjunto de bounding boxes que queremos atacar, los que
son de la clase inicial, L = {l0, l1..., lN} como el conjunto de etiquetas que vamos a
modificar y denotamos L′ = {l′0, l′1..., l′N} como el conjunto de etiquetas objetivo.
En nuestro algoritmo sólo nos centraremos en una clase de ataque por lo que los
conjuntos L y L′ sólo tendrán un elemento. f(x, ln) es la probabilidad de que la
imagen x sea de la clase n.





Es decir, buscaremos todos los bounding box cuya probabilidad máxima sea la
etiqueta inicial l (en la práctica también incluiremos aquellos que la probabilidad
de que la clase l sea mayor de 0,1). Para cada uno, calcularemos su gradiente con
respecto a la imagen en la etapa m. También calcularemos el gradiente entre la
imagen en la etapa m y la etiqueta atacante l′. Aśı pues, nótese, que podemos
aumentar la probabilidad de que la bounding box sea de la clase l′,
aumentándola directamente o reduciendo que sea de la clase l
Ahora normalizamos el valor del ruido puesto que, al utilizar el cálculo del
gradiente, este irá creciendo a medida que el coste baje. γ es un hiperparámetro
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que fijaremos en 0.8. Esta operación no seŕıa necesaria en nuestra implementa-
ción ya que limitamos el valor de perturbación a través de una función clip. Sin
embargo, la normalización favorece el tiempo que tarda el algoritmo en converger.
r′ = γ‖rm‖r
Finalmente:
xataque = Clip{Focalizar{xataque, xm + r′}}
Dónde Focalizar es una función que sólo permite sumar el gradiente en los
ṕıxeles que pertenecen a la imagen ataque, es decir, solo modificamos la señal y
Clip es la función que limita la perturbación de los ṕıxeles de la imagen.
Caṕıtulo 5
Pruebas y discusión de resultados
5.1. Validación y test en la red de clasificación
Para el entrenamiento de la red de clasificación, no podemos seguir al pie de la
letra el art́ıculo previamente mencionado [24] ya que no especifican el parámetro
de batch-size utilizado y, por lo tanto, no podemos seguir sus valores de learning
rate ya que estos van muy ligados al tamaño de batch. Dada la definición de batch
size y de learning rate, si queremos mantener el mismo cambio en los pesos de
la red neuronal al aumentar el tamaño de lote, debemos modificar también el
valor de learning rate en su parte proporcional. Utilizaremos el conjunto de vali-
dación de la red para tomar decisiones de los valores de learning rate y batch size.
Además, trabajos como el [14] muestran mejores resultados de entrenamiento
con tamaños de batch más grandes. Estudios como el [20] recogen que, al mul-
tiplicar el batch size por k, debemos multiplicar el learning rate por la raiz
cuadrada de k.
Por ello, vamos a partir de 3 learning rates diferentes: 0,1, 0,01, 0,001 y de
un batch size de 32. Entrenaremos a la red durante 30 épocas1 y nos quedare-
mos con la época que más precisión tenga con respecto al conjunto de validación
ya que, a partir de cierto punto, la red empieza a reconocer mejor el conjunto
de entrenamiento y peor el de validación (no generaliza). A este fenómeno se
lo conoce como sobre-entrenamiento u overfitting en inglés y debemos evitarlo.
Finalmente, aplicando la fórmula previamente descrita, escogeremos el learning
rate con mejor resultado y alargaremos el tamaño de batch hasta 128.
Otro de los factores importantes que debemos comentar en el entrenamiento
es que el tamaño de las imágenes de entrada debe ser de 299x299 ṕıxeles tal
1Una época finaliza cuando ha pasado todas las imágenes de la biblioteca de imágenes de
entrenamiento y se han realizado todas las actualizaciones de los pesos en función de estas.
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y como se especifica en la documentación de Inception V3. Sin embargo, con-
tamos con la función de keras: tf.keras.applications.inception v3.preprocess input
que nos preprocesa imagenes de cualquier tamaño a los requisitos de la red.
Los resultados obtenidos se reflejan en el cuadro 5.1.
Coste E Precisión E Coste V Precisión V
Learning rate: 0,1 0,0141 0,9967 0,1310 0,9810
Learning rate: 0,01 0,0085 0,9974 0,0955 0,9861
Learning rate: 0,001 0,1355 0,9620 0,2192 0,9417
Cuadro 5.1: Resultados del conjunto de entrenamiento (E) y del conjunto de
validación (V).
Por lo que, utilizaremos el LR 0.01. Pasaremos a un batch size de 64 (32 ∗ 2),
por lo que tendremos que multiplicar el LR por 1.414 (
√
2) obteniendo un LR
de 0.014.
Finalmente los resultados con un LR de 0.014 y un batch size de 64 son
los reflejados en el cuadro 5.2:
Coste E Precisión E Coste V Precisión V
Learning rate: 0,014 0,0037 0,9985 0,0892 0,9837
Cuadro 5.2: Resultados del conjunto de entrenamiento (E) y del conjunto de
validación (V) para el learning rate final.
Realmente el resultado es muy similar al del LR de 0.01 pero, como se ha
demostrado anteriormente en [14], el entrenamiento generaliza mejor a mayor ta-
maño de batch por lo que optaremos por este resultado.
5.1.1. Conjunto de test en la red de clasificación
En cuánto al conjunto de test, un conjunto totalmente separado del entre-
namiento y que sirve para valorar la eficacia de nuestra red, hemos optado por
crear una libreŕıa de imágenes propia. Seleccionaremos 1 o 2 imágenes de cada
clase para tener una muestra de todas las clases y utilizaremos este conjunto para
valorarla. Un ejemplo de estas imágenes se puede ver en la figura 5.1. Se pueden
ver más en el apéndice B.
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Figura 5.1: Imagen de la clase 37 del conjunto de test de la red de clasificación.
Como resultado la red acierta 88 imágenes de 108 imágenes totales obtenien-
do aśı una precisión del 81.481 % para el conjunto de test
5.2. Validación y test en la red de detección
Para el entrenamiento de la red de detección hemos escogido un tamaño de
batch size de 1 porque en este tipo de redes, dada su arquitectura, el reconoci-
miento de cada imagen ocupa mucho más espacio en memoria y no disponemos
de tantos recursos.
En cuánto al valor del learning rate es variable. Entrenaremos a la red duran-
te 100.000 iteraciones, al inicio el learning rate será de 0,0002 y en la iteración
60.000 pasará a ser de 0,00002, este learning rate variable buscará generalizar
mucho al principio y acabar de ajustar (con un learning rate más pequeño) en
etapas posteriores.
Para el cálculo de la métrica del mAP contamos con una herramienta de la
API de Tensorflow que nos la calcula directamente pero sin darnos las gráficas de
precisión y Recall correspondientes. Nosotros implementaremos estas gráficas de
para el conjunto de test. Aśı, en el conjunto de validación obtendŕıamos el mAP




Cuadro 5.3: Resultado del mAP en el conjunto de validación
Un mAP de 0.58 para el IoU desde 0.5 a 0.95 con paso 0.05 y un mAP de
0.926 para un IoU de 0.5.
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5.2.1. Conjunto de test en la red de detección
Para la creación del conjunto de test en la red de detección hemos realizado
fotograf́ıas en las calles de Santiago de Compostela y creado las anotaciones
correspondientes de manera manual. Un ejemplo de imagen de este conjunto se
puede ver en la figura 5.2. Más ejemplos del conjunto de test de detección se
pueden ver en el apéndice B.
Figura 5.2: Imagen del conjunto de test en la red de detección.
Para el cálculo del valor del mAP en este conjunto hemos desarrollado un
código que nos permita visualizar las gráficas de AP para mostrarlas en la me-
moria y calcular, a partir de estas, el valor del mAP
En primer lugar, una vez ordenadas las detecciones de cada clase por proba-
bilidad, existen numerosas detecciones (con variación de muy pocos ṕıxeles en la
bounding box ) que corresponden a la misma detección. Esto es provocado por la
propia definición de los anchors. Para ello, comenzaremos aplicando una técnica
conocida como Non-maximum Suppression (NMS) [19]: partimos de las deteccio-
nes ordenadas por probabilidad y, para cada imagen, si la clase de detección es la
misma comprobamos la superposición de los bounding boxes detectados. Si esta
superposición es mayor de 0.6 entonces nos encontramos con que la detección
es la misma y únicamente nos quedamos con la detección cuya probabilidad es
mayor. Esto se puede observar en la figura 5.3
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Figura 5.3: Antes y después de aplicar el NMS. Imagen obtenida de [1]
Esta operación ya está implementada en el cálculo automático de la API de
Tensorflow obtenido en el apartado anterior pero, en este caso, debemos imple-
mentarlo a mano.
Una vez aplicado el algoritmo NMS, generaremos las gráficas de AP para cada
clase:
Figura 5.4: AP
de la clase 1
Figura 5.5: AP
de la clase 2
Figura 5.6: AP
de la clase 3
Figura 5.7: AP
de la clase 4
Figura 5.8: AP de la clase 5
Aśı el AP seŕıa el área bajo la curva, para la clase 1 seŕıa de 1, para la clase
2 seŕıa de 1, para la clase 3 seŕıa de 1, para la clase 4 seŕıa de 1 y para la clase 5
seŕıa de 0.771.
El valor del mAP seŕıa, por tanto la media aritmética de todos ellos obteniendo
un mAP de 0.9542 en el conjunto de test
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5.3. Ataques adversarios no dirigidos
5.3.1. Implementación en Python
El procedimiento empieza por comprobar la etiqueta inicial de la imagen (la
correcta). Luego generamos un tensor de la imagen que modificaremos y creamos
los ĺımites de las perturbaciones, por arriba y por abajo
Posteriormente obtenemos el tensor de predicciones (probabilidad de todas
las clases) y creamos un tensor one-hot (un 1 en el lugar indicado de la etiqueta
y 0s en el resto) y calculamos el coste entre las predicciones totales y la ”perfec-
ción”que es el tensor one-hot con la Categorical Cross Entropy
Calculamos el gradiente y obtenemos su śımbolo, lo evaluamos para transfor-
marlo en un array (pasar de tensor a array) y aplicamos la formula previamente
descrita.
Finalmente limitamos las perturbaciones con la función clip tanto en el rango
de perturbación como en el rango máximo de valor de imagen (-1,1). Iteramos
hasta que la etiqueta nuevamente generada sea diferente de la etiqueta original.
Este ataque se ha implementado para que las imágenes se env́ıen a través de
una url web para facilitar y simplificar el trabajo de pruebas. Podŕıa ampliarse
sin demasiada dificultad para que lea, también, archivos de un directorio.
5.3.2. Algunos resultados de los ataques no dirigidos
A través de este método podemos obtener resultados como los siguientes:
Figura 5.9: Transformación de una curva izquierda (3) a una curva derecha (4).
40 CAPÍTULO 5. PRUEBAS Y DISCUSIÓN DE RESULTADOS
Figura 5.10: Transformación de una señal de stop (21) a una señal de camino
prioritario (61).
Como se puede apreciar, en este tipo de ataques no se logran dos clasi-
ficaciones erróneas iguales ya que no se puede predecir cuál será la clase de
salida y únicamente nos centramos en maximizar el error de la clase correcta.
5.4. Ataques adversarios dirigidos
5.4.1. Implementación en Python
En este ataque en concreto, el código parte de [3], que ha sido la inspiración de
este trabajo. El código está modificado y adaptado en función de nuestro modelo
de clasificación.
En este caso la implementación parte de la modificación del grafo 2 de Ten-
sorflow. Tensorflow, de manera interna, crea un grafo de la red por la que van
pasando y fluyendo los datos (los tensores). Aqúı, vamos a modificar este orden
natural para favorecer la velocidad de computación.
Comenzamos definiendo el tensor de entrada, la imagen, y el tensor de sali-
da (las probabilidades). Como antes preparamos las imagenes y establecemos las
perturbaciones ĺımite.
La función de coste ahora seŕıa la probabilidad de que la imagen pertenezca
a la clase atacada. Posteriormente calculamos el gradiente entre la entrada y el
coste y, aqúı radica la diferencia, creamos una función de Keras a la que
llamaremos de manera ćıclica para que nos calcule el gradiente dándole
como entrada la imagen en el ciclo actual y obteniendo como salida su gradiente
2Un grafo es un conjunto de objetos llamados nodos unidos por enlaces llamados arcos y
que permiten representar las relaciones entre los elementos del conjunto
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con respecto al coste.
Finalmente limitamos las perturbaciones. Iteramos hasta que las probabilida-
des de que la imagen pertenezca a la clase atacada sean >= 95 %.
5.4.2. Algunos resultados de los ataques dirigidos
A través de este método podemos obtener resultados como los siguientes:
Figura 5.11: Transformación de una señal de stop (21) a una señal de ĺımite de
velocidad (32).
Figura 5.12: Transformación de una señal de dirección prohibida (22) a una señal
de ĺımite de velocidad (32).
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Figura 5.13: Transformación de una curva izquierda (3) a una señal de peligro
ganado (9).
En este caso se intentó realizar un ataque a la clase 32 en ambos
ejemplos sin embargo en el segundo no fue posible lograrlo y decidimos atacar
la figura original 5.13 a la clase 9. Es muy importante entender que, si li-
mitamos la perturbación máxima, es muy probable que no se puedan
lograr ataques que supongan grandes diferencias entre imágenes. En
este ejemplo, no se ha podido lograr el ataque con una perturbación máxima de
0,01 ya que aunque siguiéramos iterando el error no aumentaba. Esto es debido
a que tendŕıamos que lograr que la red confunda una señal triangular con una
redonda de un color diferente con muy poca variación, algo realmente complicado.
Si eliminamos la limitación de perturbación podŕıamos llegar a conseguirlo
pero la imagen se verá claramente modificada tal que:
Figura 5.14: Transformación de una curva izquierda (3) a una señal de ĺımite de
velocidad (32).
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5.5. Ataques adversarios dirigidos en la red de
detección
5.5.1. Implementación en Python
En este algoritmo comenzamos obteniendo cuál es la parte de la imagen que
contiene la señal. Luego, especificamos la clase actual y la clase objetivo de ata-
que. Comenzamos a iterar y, si el bounding box ya pertenece a la clase atacada,
nos detenemos. De otro modo,reconocemos todos los boxes cuya clase principal
es la clase inicial. En casos dónde estemos atacando desde la clase 0, sólo será
necesario atacar al primer bounding box porque la mayoŕıa serán de clase 0. Re-
corremos todos los ṕıxeles de esos bounding boxes definiendo vectores one-hot
con la etiqueta real y la etiqueta ataque. Obtenemos los valores de predicción
de esas clases multiplicándolas por las predicciones totales (al sólo tener un 1 en
lo deseado el resto se convierte en 0). Calculamos los gradientes tal y como se
definieron anteriormente y realizamos su diferencia.
Finalmente calculamos la norma, obtenemos el valor de r′ y sumamos el gra-
diente únicamente al la señal inicial. Limitamos los valores de la imagen con las
perturbaciones máximas.
De esta manera somos capaces de realizar ataques adversarios que, únicamen-
te, modifican la señal sin tener en cuenta el entorno. A través de este algoritmo
podemos lograr dos cosas: que la red detecte la señal como otra clase
o que la red no detecte la señal (clase 0 o fondo).
5.5.2. Algunos resultados de los ataques en la red de de-
tección
A través de este método podemos obtener resultados como los siguientes:
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Figura 5.15: Imagen original. Clasificada
como una señal de ceda el paso.
Figura 5.16: Imagen atacada, no hay de-
tección.
Este tipo de ataques de eliminación no son posibles con los art́ıculos comen-
tados anteriormente en ataques en redes de detección ya que solo permiten el
cambio entre clases.
Figura 5.17: Ruido añadido a la imagen.
Ahora vamos a cambiar una señal de Stop a una de prohibido el paso
y viceversa. Para ello utilizaremos el método previamente descrito cambiando
los parámetros de target class y clase actual.
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Figura 5.18: Imagen original. Clasificada
como una señal de Stop.
Figura 5.19: Imagen atacada. Clasificada
como una señal de prohibido el paso.
Figura 5.20: Modificación de la señal de Stop.
Figura 5.21: Imagen original. Clasificada
como una señal de prohibido el paso.
Figura 5.22: Imagen atacada. Clasificada
como una señal de Stop.
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Figura 5.23: Ruido completo añadido a la señal de prohibido el paso.
En la red de detección es mucho más complicado realizar ataques ad-
versarios dirigidos en señales diferentes. Aunque somos capaces de conseguir
prácticamente la eliminación de todas las señales (algo que ya supondŕıa un gran
problema) no es tan sencillo lograr un cambio de categoŕıa.
Uno de los métodos que podemos utilizar si queremos realizar un cambio de
categoŕıa es: en vez de realizar el cambio directamente, transformar de la etiqueta
inicial a la clase 0 (no detección) y, partiendo de esta, intentar alcanzar la señal
deseada. Emṕıricamente este método ha sido eficaz en varios ejemplos adversarios
generados.
Otras opciones, como siempre, son aumentar la perturbación limitante con
todo lo que ello supone. Art́ıculos ya mencionados como [36], [6] proponen la
utilización de parches en imágenes o rostros para generar ataques adversarios
realmente efectivos. Con estas técnicas no ocultaŕıamos el ataque pero, quizás un
usuario normal no se daŕıa cuenta al confundirlo con ”grafitis”.
5.6. Ataques en videos en redes de detección
También se ha logrado en este trabajo el análisis de señales en v́ıdeos graba-
dos internamente en un coche. Para ello, se ha realizado un método iterativo de
lectura de fotogramas por separado, se realizan las detecciones en cada imagen y
se vuelve a montar el v́ıdeo.
Aunque no se ha implementado por falta de tiempo y potencia de cómputo,
esta técnica serviŕıa también para la generación de ejemplos adversarios en v́ıdeos
a través del análisis de los fotogramas.
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Este trabajo ha puesto de manifiesto las facilidades con las que se puede lo-
grar generar ejemplos adversarios que provocan el engaño en la red neuronal. Esto
se ha logrado partiendo del estudio y análisis del funcionamiento de los ataques
adversarios a bajo nivel para, posteriormente, implementar diversos algoritmos
en lenguaje de alto nivel que permitan comprobar el funcionamiento teórico de
estos. Los métodos desarrollados permiten el engaño de redes de clasificación y de
redes de detección que han sido generadas como base para las pruebas del trabajo.
Se puede concluir por tanto, que, a través de los métodos proporcionados, se
puede inducir al fallo a las redes neuronales profundas convolucionales. Además,
ya que los ataques se basan en el propio funcionamiento de la red neuronal y que
es posible transferir ataques entre diversas redes con igual finalidad, que hace
que no sea necesario contar con la implementación de la red a atacar, nos lleva
a una situación donde las defensas son realmente complicadas de implementar.
Los ataques se han logrado en un 100 % de los casos probados tanto en las
redes de detección como en las redes de clasificación implementadas en este TFG.
Por ende, se pone de manifiesto que, a d́ıa de hoy, las redes neuronales
tienen fallos de seguridad que deben ser solucionados antes de poder
poner toda nuestra confianza en ellas. Esto complica bastante el auge de
tecnoloǵıas como los coches autónomos o el reconocimiento facial automático ya
que se podŕıan manipular a nuestro favor provocando grandes problemas.
Las ampliaciones que se podŕıan realizar en este trabajo son: la exploración de
otros métodos de generación de ejemplos adversarios como Deepfool [27] u otros
métodos de generación de ataques adversarios que no están basados en el cálculo
del gradiente y cuyo funcionamiento es realmente interesante de explorar.
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Además, de igual forma que hemos hecho una extrapolación del método DAG
propuesto por [57] a nuestro caso concreto, se podŕıa extrapolar nuestro trabajo
centrado en señales de tráfico a otras redes de detección donde nuestro objetivo
sea la manipulación de un único objeto sin importar el entorno.
Seŕıa interesante la búsqueda de un algoritmo que permita realizar ataques
adversarios en v́ıdeos de manera eficiente (sin la necesidad de analizar foto-
grama a fotograma) o, en otro caso, extrapolar y optimizar nuestro método para
este fin.
Por último, también se podŕıa profundizar en el desarrollo de defensas basa-
das en modificaciones de la función de activación para evitar la propagación de
un error mı́nimo a lo largo de la red como [59], en la búsqueda de métodos de
detección de ejemplos adversarios como [26] o en el desarrollo de redes generativas
como en [22] y [45].
Apéndice A
Código en Python de los
algoritmos
A.1. Ataques adversarios no dirigidos en la red
de clasificación
ob je toPerd idas=t f . ke ras . l o s s e s . Categor i ca lCros sent ropy ( )
def crearAtaqueNoDir ig ido ( ur l , e p s i l o n ) :
imagen=preparar ( u r l )
e t i q u e t a=p r e d e c i r ( preparar ( u r l ) )
e t iqueta nueva=p r e d e c i r ( preparar ( u r l ) )
a d v e r s a r i a l=u r l t o a r r a y ( u r l )
a d v e r s a r i a l=comoTensor ( a d v e r s a r i a l )
pe r turbac ion =0.2 #Maxima p e r t u r b a c i o n por p i x e l
max per=imagen+np . array ( [ pe r turbac ion ] )
min per=imagen−np . array ( [ pe r turbac ion ] )
while e t i q u e t a==et iqueta nueva :
p r e d i c c i o n e s = red ( a d v e r s a r i a l )
[ . . . ]
t en so rEt ique ta = t f . one hot ( e t iqueta , 62)
[ . . . ]
l o s s=obje toPerd idas ( tensorEt iqueta , p r e d i c c i o n e s )
g rad i en t e = t f . g r ad i e n t s ( l o s s , a d v e r s a r i a l )
s ignoGrad iente = t f . s i gn ( g rad i en t e )
array=t f . keras . backend . eval ( s ignoGrad iente )
adve r sa r i a lAr ray=adve r sa r i a lAr ray+e p s i l o n ∗ array [ 0 ]
a d v e r s a r i a l=np . c l i p ( adver sar ia lArray , min per , max per )
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adve r sa r i a lAr ray=np . c l i p ( a d v e r s a r i a l , −1 ,1)
[ . . . ]
e t i que ta nueva = p r e d e c i r ( adve r sa r i a lAr ray )
return a d v e r s a r i a l
La simboloǵıa [...] indica que existe más código intermedio pero se omite
por no ser relevante. Se puede consultar el código completo en el cuaderno de
programación.
A.2. Ataques adversarios dirigidos en la red de
clasificación
def c rearAtaqueDir ig ido ( ur l , c la seEsperada ) :
entrada=red . l a y e r s [ 0 ] . input
s a l i d a=red . l a y e r s [ −1 ] . output
t a r g e t c l a s s=c laseEsperada
imagen=preparac ionArray ( u r l )
a d v e r s a r i a l=np . copy ( imagen )
per turbac ion =0.01 #Maxima p e r t u r b a c i o n por p i x e l
max per=imagen+np . array ( [ pe r turbac ion ] )
min per=imagen−np . array ( [ pe r turbac ion ] )
c o s t e=s a l i d a [ 0 , t a r g e t c l a s s ] #Funcion a maximizar
g rad i en t e=t f . keras . backend . g r a d i en t s ( coste , entrada ) [ 0 ]
op t im i za g rad i en t e=t f . ke ras . backend . func t i on [ . . . . . ]
c o s t =0.0
while co s t < 0 . 9 5 :
gr , co s t=opt im i za g rad i en t e ( [ a d v e r s a r i a l , 0 ] )
a d v e r s a r i a l+=gr
a d v e r s a r i a l=np . c l i p ( a d v e r s a r i a l , min per , max per )
a d v e r s a r i a l=np . c l i p ( a d v e r s a r i a l , −1 ,1)
return a d v e r s a r i a l
La simboloǵıa [...] indica que existe más código intermedio pero se omite
por no ser relevante. Se puede consultar el código completo en el cuaderno de
programación.
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A.3. Ataques adversarios en la red de detección
a d v e r s a r i a l=t f . keras . p r e p r o c e s s i n g . image . img to ar ray ( [ . . . ] )
boxes1 , s co re s , c l a s s e s , s c o r e t o d a s = reconocer imagen ( [ . . . ] )
t a r g e t c l a s s= 0
c l a s e a c t u a l= 4
while m<1000:
boxes , s co re s , c l a s s e s , s c o r e t o d a s = reconocer imagen ( [ . . . ] )
l i s t a b o x e s=de t e c ta r boxe s ( s co r e todas , c l a s e a c t u a l )
pred= s c o r e t o d a s [ 0 ] [ 0 ] [ t a r g e t c l a s s ]
i f ( pred >0.5 or np . argmax ( s c o r e t o d a s [ 0 ] [ 0 ] )== t a r g e t c l a s s ) :
break
i f ( c l a s e a c t u a l ==0):
l i s t a b o x e s =[0 ]
for x in l i s t a b o x e s :
verdad = l a b e l s r e a l e s o n e h o t ( [ . . . ] )
ataque=l a b e l s c a m b i a r o n e h o t ( [ . . . ] )
[ . . . ]
adv log = t f . math . mult ip ly ( p r e d i c c i o n e s t e n s o r , a taque tenso r )
r e a l l o g = t f . math . mult ip ly ( p r e d i c c i o n e s t e n s o r , ve rdad tensor )
rm sum = t f . reduce sum ( adv log )
rm sum2 = t f . reduce sum ( r e a l l o g )
ar ray los sAtaque = t f . keras . backend . eval ( rm sum)
a r ray l o s sAc tua l = t f . ke ras . backend . eval ( rm sum2 )
rm = np . g rad i en t ( a d v e r s a r i a l , a r ray los sAtaque )
rm2 = np . g rad i en t ( a d v e r s a r i a l , a r r ay l o s sAc tua l )
rm tota l = (rm[0] −rm2 [ 0 ] )
[ . . . ]
norma calc=t f . norm( rm tensor , a x i s =(0 ,1))
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rm prima = (gamma/norma )∗ rm tota l
a d v e r s a r i a l = sumar grad iente ( a d v e r s a r i a l , boxes1 , rm prima )
a d v e r s a r i a l=np . c l i p ( a d v e r s a r i a l , min per , max per )
a d v e r s a r i a l =np . c l i p ( a d v e r s a r i a l , −1 ,1)
m=m+1
La simboloǵıa [...] indica que existe más código intermedio pero se omite




Data Augmentation en la red de clasificación. Ejemplos obtenidos
de [47]




Figura B.3: Desplazamientos Horizontales
Figura B.4: Desplazamientos Verticales
Figura B.5: Inclinación de la imagen
Figura B.6: Zoom
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Figura B.7: Giro Horizontal
Data Augmentation en la red de detección.Ejemplos obtenidos de
[51]
Figura B.8: Imagen Original
Figura B.9: Saturacion
Ejemplos del conjunto de test de la red de clasificación
Figura B.10: Ejemplo de la clase 20
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Figura B.11: Ejemplo de la clase 19
Ejemplos del conjunto de test de la red de deteccion
Figura B.12: Ejemplo de fotograf́ıa en las calles de santiago
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Figura B.13: Ejemplo de fotograf́ıa en las calles de santiago
Figura B.14: Ejemplo de fotograf́ıa en las calles de santiago
Apéndice C
Manual de usuario
C.1. Instalación de la red de clasificación
Crear una cuenta de Google a través de https://accounts.google.com/
signup
Abrir la cuenta del servicio Google Drive asociado en https://drive.
google.com/drive/my-drive
Crear una carpeta en la ráız (my-drive) que se llame Universidad, dentro
de esta, una carpeta que se llame TFG y dentro de esta una carpeta que se
llame BelgiumTrafficModel.
/Universidad/TFG/BelgiumTrafficModel
En el directorio anterior extraer el archivo DatasetClasificacion.zip adjunto.
Entrar en este link: https://colab.research.google.com/drive/1dP6n40vPObCcDp-J8cEyFxTIC2L0Y88l?
usp=sharing. Este link contiene el código completo de ejecución. También
se adjunta como Clasificacion.ipynb en caso de que se quiera ejecutar en
local pero habŕıa que modificar el apartado de Drive por carpetas locales.
El dataset de entrenamiento y validación ha sido obtenido de [47], el resto de
archivos adjuntos son de creación propia.
C.2. Ejecución de la red de clasificación
Una vez abierto el enlace de la red anterior se debe ir ejecutando casilla por
casilla y, en caso de ser necesario, completar la información que nos den estas como
respuesta. Las casillas 3 a 8 (ambas inclúıdas) son para el entrenamiento de
la red y pueden omitirse en caso de utilizar la red entrenada otorgada. Cada
casilla contiene un comentario a su inicio que define cuál es su finalidad. La red
de clasificación se carga a través del archivo redEntrenada.h5
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C.2.1. Ataques adversarios dirigidos
La casilla 12 contiene el código de ataques adversarios dirigidos. En la última
ĺınea tenemos la llamada a la función previa crearAtaqueDirigido. Esta función
tomará como parámetros: una URL de imágen en formato .jpg para atacar y,
como segundo parámetro, la clase de ataque esperada.
Figura C.1: Celda de ataques dirigidos.
C.2.2. Ataques adversarios no dirigidos
La casilla 13 contiene el código de ataques adversarios no dirigidos. En la
última ĺınea tenemos la llamada a la función previa crearAtaqueNoDirigido. Esta
función tomará como parámetros: una URL de imágen en formato .jpg para
atacar y, como segundo parámetro, un valor de máxima perturbación por
ṕıxel. Este valor ya se analizó anteriormente y está relacionado con la distorsión
visual máxima con respecto a la imagen original.
Figura C.2: Celda de ataques no dirigidos.
C.2.3. Pintado de imágenes
Las casillas 14 y 15 contiene código para la visualización de las imágenes
originales y atacadas. La única variante seŕıa la modificación de la URL
de ejemplo por la URL de la imagen atacada, el resto de código se mantiene
inalterado.
Figura C.3: Celda de pintado de imágenes.
C.3. Instalación de la red de detección
Crear una cuenta de Google a través de https://accounts.google.com/
signup
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Abrir la cuenta del servicio Google Drive asociado en https://drive.
google.com/drive/my-drive
Crear una carpeta en la ráız (my-drive) que se llame Universidad, dentro
de esta, una carpeta que se llame TFG y dentro de esta una carpeta que se
llame GermanTrafficModel
/Universidad/TFG/GermanTrafficModel
En el directorio anterior extraer el archivo DatasetDeteccion.zip adjunto.
Entrar en este link:https://colab.research.google.com/drive/1t7HKgMbZi_
dvEg3eMZ2OSnOMykkDVxyd?usp=sharing. También se adjunta como De-
teccion.ipynb en caso de que se quiera ejecutar en local pero habŕıa que
modificar el apartado de Drive por carpetas locales.
Tras ejecutar la casilla número 4 el entorno debe de reiniciarse ya que se han
importado los archivos a la memoria del servidor pero no los ha instalado por lo
que el código no funcionara. Para ello vamos a Entorno de ejecución → Reini-
ciar entorno de ejecución y volvemos a ejecutar las casillas en orden para que se
produzca la instalación.
La carpeta de models contiene la API de Tensorflow obtenida de [55]. Los
dataset de entrenamiento y validación han sido obtenidos de [51]. El resto de
archivos adjuntos son de creación propia.
C.4. Ejecución de la red de detección
Una vez abierto el enlace de la red anterior se debe ir ejecutando casilla por
casilla y, en caso de ser necesario, completar la información que nos den estas como
respuesta. Las casillas 5 a 11 (ambas incluidas) son para el entrenamiento
de la red y pueden omitirse en caso de utilizar la red entrenada otorgada. Cada
casilla contiene un comentario a su inicio que define cuál es su finalidad. La red
de detección entregada está cargada en la carpeta Grafo dónde se especifica todo
el procesamiento que deben seguir los datos para obtener una salida (casilla 13).
Figura C.4: Celda dónde es necesario reiniciar.
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C.4.1. Análisis de v́ıdeos
La casilla 18 contiene el código necesario para la ejecución de la red neuronal
en un v́ıdeo fotograma a fotograma. Habŕıa que modificar ./video.mp4 por la
ubicación del v́ıdeo que queremos analizar. Obtendŕıamos salida.avi como salida.
Figura C.5: Celda 18 de código.
C.4.2. Ataques adversarios en la red de detección
La casilla 22 contiene el código para la ejecución de ataques adversarios
en redes neuronales de detección. Podemos modificar ./testing24.jpg por la
imagen original a atacar. perturbacion=0.3 por el valor máximo de perturbación
en los ṕıxeles de la imagen. target class por la clase esperada de salida y cla-
se actual por la clase actual de la imagen.
Cómo se comentó anteriormente, en muchos casos puede ser necesario hacer
un ataque de clase actual → 0 y luego 0→ target class para aumentar velocidad.
Depende de cada imagen en particular, varias imágenes testadas funcionaron me-
jor con conversión directa mientras que otras funcionaron mejor con conversión
en tres pasos.
Obtendŕıamos como salida la variable adversarial y un fichero salida.npy
dónde se almacena la imagen adversaria.
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Figura C.6: Celda 22 de código.
C.4.3. Visualización imágenes
Las casillas 20 y 23 permiten visualizar imágenes (originales o atacadas) tras
ser procesadas por la red. Para ello modificaŕıamos ./testing24.jpg por la ima-
gen original o descomentamos adversarial=np.load(’salida.npy’) para visualizar
la imagen atacada tras ser procesada por la red.
La casilla 21 permite visualizar la extracción de la señal con respecto al fondo
modificando ./testing3.jpg por la dirección de la imagen.
Figura C.7: Celda 20 de pintado.
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[38] Python. url: https://www.python.org/ (visitado 01-06-2020).
[39] Luc van Gool Radu Timofte Karel Zimmermann. Página web de descar-
ga del Belgium Traffic Sign Dataset. url: https : / / btsd . ethz . ch /
shareddata/ (visitado 01-06-2020).




[41] Joseph Redmon y col. YOLO Documentación. url: https://pjreddie.
com/darknet/yolo/ (visitado 02-06-2020).
[42] Joseph Redmon y col. “You only look once: Unified, real-time object de-
tection”. En: Proceedings of the IEEE conference on computer vision and
pattern recognition. 2016, págs. 779-788.
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