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要旨
本論文では,コ ンテクス ト検 索エ ンジンの検索意図を考慮 したランキング機能 を提案する.Web
上の情報量の増加や情報要求の多様化 によ り,ユ ーザの情幸腰 求 と既存Web検 索エ ンジンの提供
す る基本検索機能の乖離が大 きくなっていることが指摘 されている.こ の問題 に対する解決策の一
つ として,タ スクを 「動向に関する問い」に限定す るこ とによ り,ド メインを限定せず に高度な検
索機 能を提供す るコンテ クス ト検索エ ンジンが提案 されている.時 間的変化の観点か ら関係のある
アイテムを発見す るタスクなどで有効性 が示されているが,検 索結果が順位づけられていないシス
テムでは,結 果 の確認にかかるユーザの負担が課題 とな っている.そ こで,本 論文では効果的な検
索 を実現す るためにランキング機能の導入を目的 とす る.
既存W。b検 索エンジンでは,PageR,arlkスコアや文書適合度な ど多様 な素性 を用いて各Web
ページのクエ リに対する適合度 を表すス コアを計算する.ま た,各 素性か らスコアを求める関数 は
ランキング学習 を用いて決定することが一般的にな っている.本 論文で も,同 様の枠組みによ りラ
ンキング機能 を導入す る.こ の枠組みによるランキング機能の導入 においては,ス コア計算 に用い
る素性,お よびラ ンキング学習 に用いる訓練デ 一ータが必要である.し か し,既 存Web検 索エ ンジ
ンとコンテ クス ト検索エ ンジンでは基本検索機能 とタスクが異なるため,同 様の素性 を用いること
はで きない.そ こで,検 索タス ク ・対象データに適 した素性を新たに作成する必要がある.
本論文で は,高 精度であることが知 られているListWiseアル ゴリズムをランキング学習に利用
する.学 習 に用いる訓練デ ータの作成には様 々な方法があるが,既 存の ランキ ング学習で は人手
による適合性評価 を適合 ラベル とする手法や,ユ ーザの検索行動 ログを利用 してユーザの暗黙的
フィー ドバックか ら適合 ラベルを推定する手法が よく用い られ る.学 習 に必要な リス ト型 の訓練
データを人手 によ り作成するこ とは困難であるため,本 論文では検索行動か ら自然 に取得で きる検
索行動 ログか ら,リ ス ト型の訓練データを作成す る手法 を提案する.
検索エ ンジンではユーザの検索 を効果的 に支援するために,リ アルタイムに検索意図 を推定 し,
その意図 に応 じた検索結果 を提供す ることが重 要で ある.既 存Web検 索エ ンジンを利用 した検索
意図の推定では,ク エ リログや クリックログ,ス クロールな どのマウス操作に関するデー タを活用
し,取 引型,案 内型,情 報収集型に分類する研究が行われている.本 論文でも,ク リックログや ク
エ リ,ユ ーザのマウス操作な どの検索行動 ログを活用 し,コ ンテクス ト検索エ ンジンに適 した検索
意図の推定 を行 う.
提案するランキ ング機能 を導入 したコンテ クス ト検索エンジンでは,入 力 されたクエ リか ら,コ
ンテクス ト検索エ ンジンの利用 目的に対応 した検索意図を分類ルールにより推定する.そ して,検
索意図 ごとに収集 した検索行動 ログか ら学習 した検索意図別の ランキング関数 を用いて ランキング
を行 う、訓練 デー タに利用す る検索行動 ログには,ク リックログ,ブ ックマークログ,マ ウス挙動
や閲覧時間 を用い,よ り少ない検索 ログか ら訓練 デー タを生成可能 とする.
提案 するランキング機能の有効性 を検証するため,マ ウス挙動 と閲覧時間 を適合 ラベルの推定 に
利用 することの有効性,お よび ランキングの検索意図分類の有効性の 二つの観 点か ら評価実験 を
行った.前 者の評価実験では,ク リックログ,ブ ックマークログ,実 験参加者の明示的判 断を適合
ラベル として作成 した訓練データか ら学習 したランキング関数 と,マ ウス挙動 と閲覧時間から推定
した適合 ラベル を用いて作成 した訓練データも追加 して学習 したランキング関数 について,ラ ンキ
ング精度 を比較す ることで,ユ ーザの暗黙的フィー ドバ ックを用いることの有効性 を検証す る.検
索意図別のランキングの有効性の検証 には,検 索意図分類を行 っていない ランキ ング と検索意図分
類 を行 ったランキングとの比較 を検索意図ごとに行 い,ラ ンキング精度か ら有効性 を検証する,
本論文 は全5章 で構成 される.第1章 では本研究の背景や 目的 について述べる.第2章 では関
連研究 をまとめ る.既 存Web検 索エ ンジンの問題点 とその解決策 としての高度検 索エンジンにつ
いて説明 した後,既 存Web検 索エ ンジンの ランキング手法や検索意図に関する研 究について説明
する.ユ ーザ フィー ドバ ックをランキングに活用 した研究についても説明する.第3章 では,提 案
手法の 目的と構成,具 体的なランキング手法 について説明する.第4章 では,マ ウス挙動 と閲覧時
間 を利用 して推定 した適合 ラベルの評価実験 と,検 索意図別 ランキングの評価実験 の結果 を示 し,
提案手法の有効性 について考察する.第5章 では,本 論文で提案 するランキング機能の有効性につ
いてまとめ,今 後の展望及び課題 について述べる,
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1は じめ に
本研究では,コ ンテクス ト検索エンジンの検索意図 を考慮 した ランキン グ機能 を提案する.近
年では通信技術 の発達 に伴い,年 齢層 に縛 られず多 くの人が日常的にWebを 利用 している.検 索
サ イ トやニ ュースサイ ト,オ ンライ ンシ ョップな どの利用 が浸透 し,Webは すでに生活の一部 に
なっている.最 近ではスマー トフォンの普及 に伴い,Twittcr'iやFaccb⑪⑪k*2,Instagram*3など
のユーザがネ ッ トを介 して他者 と触れ合 うこ とので きるSNS〔SocialSetworkingService)が広 く
普及 している.SNSの 発達 によりユーザが情報 を受け取 る機会だけでな く,発信で きる機会も増加
している,こ れ らの背景 もあ り,現 在Web上 には多種多様で膨大な量の情報が日々蓄積 され続 け,
Webを利用す るこ とにより発見す ることので きる情報は増 えている.我 々は これ らの肥大化 ・膨
大化 した情報の中か ら,必 要な情報 を選択 しなければいけない.そ の ための情報 アクセス手段 とし
て,Google*4やYahoo!*5,Bing'6とい った代表的なWeb検 索エンジンが一般的に用い られ る.こ
れ らは,い くつかの キーワー ドを組み合わせる ことで,目 的の情報 を持 ったWebペ ージを見つけ
るという単純でわか りやすい機能 と,幅 広い ドメインで利用可能であることから,広 く普及 したも
の と考え られる[20】.しかしなが ら,既 存Web検 索エ ンジンには,ユ ーザの情報要求 と提供 する
基本検索機能の間に乖離があることが問題 として挙げられる,既 存Wcb検 索エンジンは,ユ ーザ
が指定 したキーワー ドを含むWebペ ージを返す といった単純な検索機能 にとどまっている.ユ ー
ザが個 々の情報要求 を正 しくキーワー ドに分解することは,簡 単 な作業ではない.実 際,多 くの
ユーザが情報要求を多数のキーワー ドか らなる検索式に変換で きず,目 的の検索結果を得 るため に
検索 を繰 り返 しているこ とが報告 さーれている[12].これ らの問題の解決策 として,既 存Web検 索
エンジ ンよ りも高度な検索エンジンが研究されてい る.こ れ らは,自 然言語 によるクエ リを入力 と
する方法 を採用 したもの[13][14]と,検索対象を特定の ドメインに限定することで,高 度 な検索 を
行 う方法 を採用 したもの[15】[16][17][18]に分け られる.自 然言語に よるクエ リを入力す る方法 は,
ユーザの 自然言語による問い合わせ をクエ リとするため,ク エ リを分解する必要がな く,ユ ーザの
負担 を軽減 することが期待で きる.し かし,現 状では複雑な質問 に対 しての対応は困難である.検
索対象 を特定の ドメインに限定する方法 は,フ ィルタやクエ リ補完 によって特定のジャンルに特 化
した検索 を実現す るものであ り,他 ジャンルへの応用が困難である.
ドメインを限定せ ずに,既 存検索エ ンジンよ りも高度な検索機能 を提供することで,ユ ーザの多
様な情報要求に答 える事 を目的 とした方法の一つとして,タ スクを 「動向に関す る問い1に 限定す
ることによ り,ド メイ ンを限定せずに高度 な検索機能を提供す るコンテクス ト検索エ ンジンが提案
されている[ll.既存Wcb検 索エンジンも,現 在の情報か ら過 去の情報 まで網羅 してはいるが,そ
宰1http呂・〃twitter.c。r・1
羅2http8=〃www
.fac已book.com/
審3http81〃www.in8tagram.com/
岸4h亡しP・・〃www
.9。gl・.・。jp/
ヰ5https二〃www ,yahoo・¢o・jPノ
"6hLLps:〃www.bing.c。m/
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れ らの情報の時間的変化について検索するのは困難である.こ れ に対 し,コ ンテクス ト検索エンジ
ンは,動 向情報 を直接検索対象 とするため有効性が期待で きる[2].検索対象 とな る動向デー タと
してWeb上 のオープンデー タを収集 してお り,2018年1月の時点で1,366,224アイテムが検索可
能 となっている.今後 もデータベース を拡張 してい くことが予定 されているが,検 索対象アイテム
数の増加に伴 い,検 索結果 として返されるアイテム数も増加 している.現 在の コンテクス ト検索エ
ンジンでは検索結果が順位付け られていないため,検 索の確認 にかかるユーザの負担が課題 になっ
ている.そ こで,よ り効率的な検 索機能を実現するために,本 研究ではランキング機能の導入を目
的 とする.
既存Web検 索エ ンジンでは,Webコ ンテ ンツか ら抽 出 した素性 の他,PageRankスコアや文
書適合度など多様 な素性 を用いて各Webペ ージのクエ リに対する適合度 を表すス コアを計算する
[4].また,各 素性の重 みを人手でつけるには限界があるため,教 師あ り機 械学習で あるランキン
グ学習[5]を用 いて決定す ることが一般的になっている.本 研究でも,同 様の枠組 みによりランキ
ング機能 を導入する.こ の枠組み によるランキ ング機能の導入 において は,ス コア計算 に用いる
素性,お よび ランキング学習に用いる訓練データが必要である.し か し,既 存Web検 索エ ンジン
とコンテクス ト検索エ ンジンでは基本検索機能お よびタスクが異なるため,同 様の素性 を用いる
ことはできず,新 たに検 討する必要がある.ま た,本 研究では,高 精度 であるこ とが知 られてい
るListWiseアル ゴリズム 「ll]をランキング学習 に利用する.学 習 に用い る訓練データの作成 には
様 々な方法があるが,既 存 のランキ ング学習では人手 による適合性評価 を適合 ラベル とす る手法
[6][7][8]や,ユーザの検索行動 ログ[9][10]を利用 してユーザの暗黙的フィー ドバ ックか ら適合 ラベ
ル を推定する手法がよく用い られる.学 習に必要な リス ト型の訓練 データを人手 によ り作成 するこ
とは困難であるため,本 研究で は検索行動か ら自然 に取得で きるログデータか ら,リ ス ト型の訓練
データを作成す る手法 を提案す る.
検索エ ンジンではユーザの検索を効果的 に支援するために,リ アルタイムに検索意図 を推定 し,
その意図に応 じた検索結果 を提供するこ とが重要 とされている[45].既存Web検 索エ ンジンを利
用 した検索意図の推定で は,ク エ リログやク リックログ,ス クロールな どのマウス操作 に関する
デー タを活用 し,取 引型,案 内型,情 報収集型に分類する研究が行われている[47].本研究で も,
クリックログや クエ リ,ユ ーザのマウス操作などの検索行動 ログを活用 し,コ ンテ クス ト検 索エ ン
ジンに適 した検 索意図の推定 を行 う.提 案 システムでは,そ の利用 目的 から検索意図を,回 想検
索,同 性質検索,原 因影響分析 に分類 し,入 力 され たクエ リか ら検索意図を推定す る分類ルール を
構築す る,検 索意図ごとに収集 した検索行動ログか らランキング関数 を学習 し,ラ ンキ ングに用い
る,訓 練データに利用する検索行動ログには,ク リックログ,ブ ックマークログ,マ ウス挙動や閲
覧時間を用い,よ り少ない検索 ログから訓練デー タを生成可能 とする,
提案 システムについて,マ ウス挙動 と閲覧時間 を適合 ラベルの推定に利用することの有効性,お
よびランキングの検索意 図分類 の有効性の二つの観点か ら評価実験 を行 った.前 者 の評価実験で
は,ク リックログ,ブ ックマークログ,実 験参加者 の明示的判断を適合 ラベル として作成 した訓練
データか ら学習 したランキング関数 と,マ ウス挙i助と閲覧時間か ら推定 した疑似適合 ラベル を用い
て作成した訓練 データも追加 して学習 したランキ ング関数について,ラ ンキング精度 を比較するこ
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とで,ユ ーザの暗黙的 フィー ドバックを用いることの有効性 を検証する.検 索意図別 のランキング
の有効性の検証 には,検 索意図分類 を行 っていないランキングと検索意図分類を行ったランキング
との比較 を検索意図ごとに行い,ラ ンキ ング精度か ら有効性 を検証する.実 験結果か ら,本 研究で
定義 した3種 類の検索意図 において検索意図分類の有効性 を示す.特 に,特 定の時系列データの特
徴 を有する同性質検 索 と原因影響分析の検索意図に対 しては,大 きな効果が得 られ ることを示す.
また,マ ウス挙動 と閲覧時間から推定 した疑似適合 ラベル を基 に作成 した訓練デー タが,ラ ンキン
グ学習で有効に機能することも示す.
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2関 連研究
2.1高 度検 索 エ ンジ ンに関す る研 究
2.1.1既存Web検 索エンジンの問題点
現在,通 信技術の発展によ り,幅広 く多様な人 々に利用 され るようになったインターネ ッ ト上 に
は,膨 大な量の情報が蓄積 され続 けている.そ の膨大な情報の中か ら必要 な情報 を見つける手段 と
して,キ ーワー ドを用いてWebペ ー ジを検索するGo。gleやYaho。1,Bingとい った検索エ ンジ
ンが普及 している.検 索エンジ ンが普及 した理由 として,い くつかのキーワー ドを組み合わせ るこ
とで,目 的の情報 を持ったWebペ ージ を見つ けるとい う単純でわか りやすい機能 と,幅 広 い ドメ
インで利用可能であることと指摘 されている[20j.
しか し,ユ ーザが常 に多数のキーワー ドからなる検 索質問(ク エ リ)を 正 しく生成できるわけで
はない.Spinkらが2001年にWeb検 索エ ンジンExcite*1の,約21万ユーザか ら得 られた合計約
100万クエ リの検索結果 を解析 した結果,目 的の検索結果 を得 るため に52%の ユーザがキーワー
ド検索 を繰 り返 していることが報告されている[12].また,2009年にHuangらが,AOL*2の公開
クエ リログセ ッ トから100人分のクエ リログを分析 した結果,Web検 索 に利用 される検索 クエ リ
の うち約28%が 以前 に利用 されたクエ リを修正 したクエ リで ある と報告されている.〔41]これ ら
の結果か ら,多 くのユーザは目的の情報 を得るため にキーワー ドの修正を行いなが ら複数回検索 を
行っていると考 えられる.膨 大なデータの中か らユーザが 自身の情報要求を正 しくキーワー ドの組
み合わせ として表現することは,簡 単な作業ではないことがわかる,
この ように,キ ー ワー ドベースの情報要求か らWebペ ージ を出力結果 とする現在の検索機能で
は,ユ ーザの情幸腰 求 を十分 に満 たせている とは言えない,こ れは,既 存Web検 索エ ンジンが提
供する基本検索機能 とユーザの情報要求 との乖離が大 きいため,個 々の情報要求 に合わせ,適 切な
クエ リに分解するのに要するユーザの負担が大きい ことが問題であると考 える.
2ユ.2高度な検索エンジ ン
既存Web検 索エンジンにおける,ユ ーザの情報要求 と検索機能 との乖離の問題 を解決するため
に,自 然言語によるクエ リを入力 とする方法[13][14]や,検索対象 を特定の ドメイ ンに限定 するこ
とで,高 度な検索 を行 う方法[lo「][16][17][18]カs'研究 さーれてい る.自 然言語 によるクエ リを入力す
る方法には,ユ ーザの 自然言語による問い合わせ に対 して,シ ステムが持つ知能 を使 って答 える
QA〔質疑応答)シ ステムがある[13}[14].これ は,キ ーワー ドな どの組み合わせ によるもの ではな
く,人 と入の対話のような文形式のクエ リを用いるため,ユ ーザがクエ リを分解す る必要がない.
この ことにより,ユ ーザの負担 を軽減することが期待 され,す でに,Appleのs三riやMicrosoftの
Cortanaなど,商 用 として広 く利用されている.し か し,含 まれ る単語が似ているだけで意味が違
Ptlhttps:〃www,excite.co.jp/
串2htLP=/ノjp
,aolsearch.co工皿/
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う質問に対 しても同じ回答 をした り、想定 された構文 と異なる質問が入力 された場合に対応で きな
いなど,複 雑な質問に対 しての対応が困難 である[13].これ に対 して,言 葉間および言葉 と回答の
間の関係性 をデータとして取 り扱 う トピックマップデー タベ ースを利用す る方法 も提案 されてい る
が,十 分な精度 を得る ことはできていない[14].
検索対象 を特 定の ドメイ ンに限定す る方法 として,関 連する特定のWebの みか らWebペ ー ジ
を収集 して検索エンジンを構築する方法[15]や,既存の汎用的な検索エ ンジンの検索結果 に対 して
ドメインに特化 したフ ィル タを適用 し,不 必要なペー ジを削除する方法[16ユなどがある.し か し,
これ らは基本的 に人間が作 りこんだ知識 に依存 してお り,他 のジャンルへの適用も困難である.そ
こで,小 久保 ら[17】は,ユ ーザが入力するクエ リにプール式 を追加 した後に既存Web検 索エ ンジ
ンを用いて検索することにより,多 様 な ドメインに適応可能 な専門検索エ ンジンを構築する方法 を
提案 している.例 えば,ユ ーザが牛肉 を使 ったレシピ検索 をしたい場合 に,牛 肉のキー ワー ドに続
けて(AND塩)の 様 なプール式を追加する ことによ り,既 存Web検 索エ ンジンをレシ ピの検 索
に特化 させ る.こ の プール式に用 いるキーワー ドは検索隠 し味 と呼ばれ,機 械学習 を用 いてWeb
ペ ージ集合か ら抽出 し,あ る ドメインに属す るWebペ ージ を特定するために用い られる.こ の方
法 により,既 存Web検 索エンジンに検索隠 し味 を追加するだけで優れた専門検索エ ンジンを構 築
す ることがで きる.し か し,こ の検索隠 し味 を抽 出するため には数千件ものWebペ ージに対 して
人手で適合性評価 を行 い,訓 練 デー タを用意する必要があ り,訓 練データの作成 に手間がかかる.
そこで,宮 川 ら[18]は,ユー ザが所望する ドメインに関する専門検索エ ンジンを少ない手間で,か
つ短時間で容易に構築す るため に,デ ィレク トリ型検索エンジンを利用 した精錬 による訓練 デー タ
の半自動生成法 と,類 似度に基づ く訓練デー タの半自動生成法の2つ の手法 を提案 している.前 者
は,既 存のデ ィレク トリ型Web検 索エ ンジンから収集 したWebペ ー ジに対 して,人 手により選別
した少数の訓練 デー タか ら構築 した決定木を適用することで ディレク トリを精錬す ることによ り,
高精度の訓練 デー タを生成する手法である.後 者は,既 存Web検 索エ ンジンを用いて人手 による
極 少数の正例ページを作成する.正 例ページとの単語頻度 に基づ く類似度 によって,収 集 した多量
のページを機械 的に分類 し,高 精度な訓練データを生成する.ど ち らの手法 も,人 手 によ り生成 し
た場合 と同程度の精度 を持つ訓練データを短時間で生成可能である ことが報告 されている.
2.1.3コンテクス ト検索エ ンジン
2ユ.2節で述 べた専門検索エ ンジンは,ド メインを限定する ことで高度 な検索機能 を実現する こ
とを目的 としているが,多 様な人 々が幅広い用途 に利用可能 とい う,既 存Web検 索エンジンの持
つ利点が失われて しまう.そ こで,タ スクを 「動向に関する問い」 に限定することによ り,幅 広い
ドメインで利用可能であり,か つ高度な検索機能を提供 するコンテ クス ト検 索エ ンジンが提案 され
てい る 国.高 間 らは,「動向に関する問い」を対象 タスクとして行 う検索 をコンテ クス ト検 索と定
義 し,「既存Web検 索エ ンジンよりも動 向に関 して高度な検索が可能であること」,「組み合わせ る
ことでユーザの多様な問いに答 えられ ること」を条件 として基本検索機能 とクエ リ構文を定めてい
る.基 本検 索機能の設定 には,あ る画像がi撮影 された場所 を既存Web検 索エ ンジ ンの キー ワー ド
検索のみで特定 してもらう課題 を予備実験 として行い 圖,そ こで得 られたユーザ の検索行動 か ら
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検索意図 を分析 した結果を用いて,以 下の3つ の基本検索機能 を設定 している,
L指 定したアイテムに関する動向が特徴的変動を示した期間の検索
2.指定 した期間に特徴的変動を示したアイテムの検索
3.指定したアイテムに関する動向が特徴的変動を示した期間に同様の特徴的変動を示 したアイ
テムの検索
検索の際には,ア イテム名,期 間,変 動タイプを組 み合わせてクエ リを入力する.
コンテクス ト検索エ ンジ ンでは動 向情報 として 時系列 デー タを扱 い,商 品の価格 や生産量,人
口の増 加量 な どの 「コンテ ンツ としての動向情報 」 とGoogleTlrendsやきざ しランキングか ら
得 られ るデー タな どの 「ユーザ活 動 によ る動向情報 」の2種 類 に動向情報 を分類 し,Webか ら
収集 している.こ こで,コ ンテ ンツ としての動 向情報の例 を表1,ユ ーザ活動 による動向情 報 を
表2に 示す.こ れ らの動向情 報 は月 を基本単位 としてお り,2015年7月の時点 で27,848アイ
テムが検索可能 とな っている[3].また,2018年1月 の時 点では,ユ ーザ活動 に よる動 向情 報
としてWikipecliaPageViewデー ダ1が 追加 され,1,366,224アイテムが検索可能 とな っている.
WikiepediaPageViewデータは,Wikipedi乱の各ページへの1時 間 ごとのアクセス数 をまとめたも
ので,コ ンテ クス ト検索エ ンジ ンでは2008年か ら2016年のデータについて,さ らに月 ごとにまと
めて利用 している.Wikip{・diaに!Elに⊥00〔1回以上アクセスされたキー ワー ドは,Go{,蜘Trend呂
で得 られ た検索頻度 との相関係数がO.72であるな ど,WkipediaPageViewデ一ータはWeb検 索 と
相関がある といわれている[42].
表1コ ンテンツ としての動向情報の例(文 献Il]を元 に作成)一
総務省統計局 人 口,雇 用者な ど 1953ユー 2013.8
日本即席食品工業協会 生産数量(袋めんな ど) 1958.1-2011.12
日本 ミネラルウォーター協会 ミネ ラル ウォーター消費量 1986.1-2011.12
NHK放送文化研究所 内閣政党支持率 1998.4-2013.7
日本エネルギー経済研究所 ガソリン卸価格 2000.7-2011.3
内閣府 景気 ウオッチャー調査(百 貨店,コ ンビニなど) 20GOユ0-2013.4
農業産業振興機構 価格(に ん じん,キ ャベッな ど)
消費者物価指数(に んじん)
2005.1-2012.8
2008.1-2010.11
自動車産業振興協会 自動車販売数 2009.1-2011.12
半1https:〃dumps
.wikimedia.org/oLher/pagecounLs-raw/
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表2ユ ーザ活動による動向情報の例(文献 国 を元に作成)
団体名1餉 情報1収 輔 間1
Yahoo!JAPAN 急上昇ワー ドランキング(ポ イ ン ト)
ヒッ ト数
プログ記事数
2007.11-2012.8
2003ユー 2012.12
2005ユー 2012.12
Kiza5i.jp きざしランキング(順 位) 2006.4-2012.7
っいっぶる トレン ド 且OTワ ー ド(盛 り上が り度,ツ イー ト数) 2010.3-2012.7
G⑪⑪gle GoogleTrends(検索数) 2004ユー 2012.12
クエ リに用い られ る変動 タイプには以下 に示す3組6種 類があ り,こ れ らは蓮井 ら[19ユの時系
列データの言語表現特徴 を参考に定義されている.
●最大値/最小値=各 動向情報が最大値最小値 をとる月
.山 形/谷形=そ の動 向情報 の1最 大値一最小値1の1/10以上の単調増加/減少がみ られた後,
減少/増加に転 じた期間
・急上昇/急降下:3ケ 月以内にその動 向情報の1最 大値一最小値1の1/5以 上の単調増加/減
少が見 られる期間
これ らの変動 タイプを組み合わせて利用することにより,動 向に関する問いを対象 にしたユーザ
の多様な情報要求に答 える高度な検索機能 を実現 している.
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2.2Webペ ー ジの ラ ンキ ングに関 す る研 究
2,2,1既存Web検 索エンジンのランキ ング機能
Webサイ トのページを自動で収集 し,ユ ーザが入力 した検索クエ リに一致するWebペ ージを返
す ロボ ット型の検索エンジンの台頭によ り,検 索エ ンジンで検索可能なWebペ ー ジの数が飛躍的
に増加 した.し か し,そ の結果,検 索結果と して多数のページが返 されるようにな り,そ の中か ら
必要なページを探す作業がユーザの負担 となったため,有 用なWebペ ージを検索結果の上位に表
示するランキングの重要度が高まった.
Web検 索 の ランキ ングは,Webペ ージの質 や適合度 を判断 す るス コアを基 に決 定 される.
Googloがが現在のような圧倒的 シェアを占め る以前である2000年頃のランキングは,ペ ージ中の
キー ワー ドの出現数,ペ ージサイズの大 きさ,キ ーワー ドの出現位置,被 リンク数,ス タッフによ
る評価等 を統合 して人手による計算式を用いて採 点 したスコアを基に作成 されて いた[43].多種多
様であ り日々変化 しているユーザの複雑な情報要求 を満た し続 けるために,ラ ンキングにはこの様
な複数 の素性が利用され る.現 在 においてもその仕組み は変化 してお らず,既 存Web検 索エンジ
ンでは,よ り多数 の特徴(素 性)を 用意 し,そ の特徴量か ら総合的にランキング1頂位 を決定 してい
る[21].多数の素性 を用いることは,ス パムペー ジなど不正 によりランキングを上げようとする試
み に対する対策 としても有効である.し かし,多 数の素性の重みを人手 により適切 に設定 し続ける
こ とは困難である.そ のため,一 般的にはランキング学習 と呼ばれ る教 師あ り機械 学習 を用いて,
素性の重みを決定 している.囹.
ランキング学習 とは,検 索結果集合の一部に対 して適合性評価 をつけた訓練データに対 して,教
師あ り機械学習 を適用することにより,各 素性に重みづけしたモデルを作成す る手法で ある.一 般
的 には学習によ り線形モデル を生成 し,そ の生成 した重みベク トル とWebペ ージの各素性 を要素
とす る特徴ベク トルの内積 によりス コアを算 出す る.こ こで,既 存Web検 索エ ンジンのランキン
グ機能 を図1に 示す.
まず,Webペ ー ジの集合か らクエ リを用 いて適合するページを抽 出する.適 合ページの持つそ
れぞれ の素性の特徴量 をランキング学習によって作成 したモデルに入力するこ とによ り,ラ ンキン
グス コアを導出する.そ のスコアを用いて検索結果の順位付けを行 う.学 習方法 については2.2.2
項で述 べる,
2.2.2ランキング学習
ランキング学習 とは,主 に情報検索 ランキングの精度 向上を目標 として,機 械学習を用いて予測
モデルを構築す る方法の総称である[22].ランキング学習には,損 失関数の設定方法 によって以下
に示す3つ の手法がある[5ユ[22].ランキング学習では,予 測値 と実際の値(教 師信号)の 差 に応 じ
て生 じる損失を導 出する関数(損 失関数)を 定義 し,損 失が最小 となるように学習 を行 う,
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クエリにより抽出
(
訓練
データ
?
学習
?
?
?
国抽生成
学習アルゴリズム
(教師あり機械学習)
図1既 存Web検索エンジンのランキング機能
・pointwise個別のデータに対 して損失関数 を設定する手法
・pairwisel同一 クエ リ内の対のデータに対 して損失関数 を設定する手法
。lis七wisel同一 クエ リ内のデー タ全体 に対 して損失関数を設定す る手法
p。intwise手法[23][24]は,個別のデー タに対 して設定 される損失関数 を最小化す るようなラン
キング関数 を生成する方法である.Web検 索の ランキ ングにおいては,あ る クエ リqに とって
その文書が適合か不適合か,二 値分類教 師あ り学習問題 として ランキング関数 を学習する.こ の
アプローチを対の デー タに対 して応用 し,デ ータ間の順序 について考慮 したものがpairwise手法
[9][25]である.pariwise手法では,あ るクエ リにおいて異なる適合性評価 を持つ2つ の文書 か ら
なる文書ペアを用 いる.す なわち,ク エ リqの 検索結果 である2つ の文書(mEq),xl,))とその適合
性諦(盛 嘱 ・))を用いる.線 形モデルを用いる場合は詩 徴ベクDレde・-xSq)一・lg〕,ラベ
ル をy=sign(yEq)一〃lq))とみなす ことで,Pointwiseと同様 に,二 値分類の教師あ り学習問題 と
して扱 うことがで きる[22].RankingSVM[9]1まよく知 られたpairWise手法の ランキング学習アル
ゴ リズムで,こ の二値分類問題 をSVMを 用いて解 く.
pointwise手法 とpaiirwise手法 は,そ れぞれ単一データあるいは順序 に対 しての最適化であ り,
検索結果の リス ト構造 を無視 してい る.そ こで,ク エ リの検索結果であるデー タの リス トに対 し
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て 設 定 され た損 失 関 数 を最 小 化 す る よ うな ラ ン キ ン グ関 数 を生成 す るlistwise手法 〔111[26][27]
が 提案 され て い る,NDGG(NormalizedDisceuntcdCurnulativeGain)やMAP〔McanAverage
Precision)などの情報 検 索 評価 指標{28]はクエ リ毎 の リス トに対 し算 出 され るた め,listwise手法
を用 い る こ とで 検 索 評価 指 標 を近 似 的,ま た は 直接 的 に最 適化 す る こ とが可 能 とな る.一 般 的 に
listwise,pairwise,pointwiseの順 に精度 が良 い とされ てい る[22].
本論 文 で は,listwise手法 のCoordinateAscent[26]を用 い る.こ れ は,線 形 な 特 徴 空 間 を持 っ
ラ ンキ ング学 習 法 で ある.学 習 の際 に は,与 え られ た 文書 の リス トに対 して,MAPの 値 を最 大化
す るよ うに学 習 を行 う.し か し,MAPに は グ ローバ ル な最小 値 を検 索 す る際 に,局 所 最小 解 に は
ま って しま う問題 が あ る.CoordinateAscentは,10回程度 の再計 算 を行 う ことに よ りこの 問題 を
回避す るこ とが で きる.
2.2.3既存Web検 索エンジンで用い られる素性
既存のキーワー ドを用いてWebペ ージの検索 を行 う検索エンジンで は,Webページの検索結果
としての適合度 を計算するために,多種多様 な素性 を用いている[2ユ]+それ らは,ク エ リ依 存の素
性 と,ク エ リ独立の素性 に大別す るこ とがで きる.ク エ リ依存の素性 とは,入 力 されたクエ リに
基づいて特徴 量が決定するものであ り,TF-IDFやBM25[29]などを用いて,ク エ リとWebペ ー
ジの類似度 を求め る文書関連度 などがある.TF-IDFは,文書中におけるキー ワー ドの出現頻度
(TF)と文書全体でのキー ワー ドの出現頻度の逆数 についての対数をとったもの(IDF)からキー
ワー ドと文書の関連度を求め る方法である.こ れ に加 え,文 書の総単 語数 などを考慮 したものが
BM25である,
クエ リ独立の素性は,入 力 されたクエ リに関わ らず特徴量が決定するものであり,Webページの
リンク構造 を利用 したPageRallk{30]などが有名 である.PageRankは,被リンク数が多いWeb
ページは重要であ り,重要度の高いWebペ ージにリンクされているWebペ ージもまた重要である
とい う考えに基づいて,Webペ ージ間の リンク と被 リンクのハイパ 一ーリンク構造 か らWebペ ージ
の重要度 を算 出する.他 にも,HTTPSが使用 されているかや,ド メインが.comであるか,URL
が短いかな ど,Webペー ジの構成 に関する素性も利用 されてい ると分析 されている[21].これ ら
は,質 や安全性 が高い と思われ るWebペ ージ を検 索上位 に表示するための素性 である と考 え ら
れる.
他にも既存W已b検 索エ ンジ ンで利用されてい るといわれている素性 として,ソ ー シャル シグナ
ルやユーザシグナルな どの素性がある,こ れ らは,実 際にどのような素性 として利用 されてい るか
判明 してお らず,ク エ リ独立か クエ リ依存か大別することはできないが,重 要な ランキング要素
である と考 えられている.ソ ーシャルシグナル とは,リ アルタイム性の優れたSNSを 利用 した ラ
ンキング素性である.facebookやtwitter,Google+などのSNSで 多 くのユーザに 「いいね」や
「+1」などの評価や コメン トがされ ているWebペ ー ジが ランキングの上位 に きてい ることか ら,
最近では重要な要因の一 つとして考え られている[21].
ユーザ シグナル は,ユ ーザの情報や検索履歴な どを利用 した ランキ ング素性 であ る.例 えば,
Webページの クリック数や平均閲覧時間な どが あ り,ク リック数が高 く,閲 覧時 間が長いWcb
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ページが検索結果の上位 に表示 されやすい と報告 されている[21],また,既 存Web検 索エンジン
におけるユーザシグナルの影響 に関する調査 として,宮 田ら[33]は,ユーザのログイン状態や時間,
地域が検索結果 に与える影響 について,Google,Bing,Yahoo!JAPANの3つの検索エ ンジンに対
して調査 している.調 査結果か ら,Bingではほ とん ど影響がなかったが,Google,Yahoo!JAPAN
では,時 間 と地域 による影響が見 られ ることが報告されている.
22.4時系列データの特徴
22,3節で述べ たランキ ング素性は,Webペ ージ とキー ワー ド検 索の特性 を利用 したものであ
り,時 系列 デー タを扱 うコンテクス ト検索エンジンでは利用できない.そ のため,コ ンテクス ト検
索エンジンに適 した新たな素性を作成する必要がある.一 般的な時系列データ分析では,状 態空間
モデルや 自己回帰モデルな どを用いて,今 後の変動の予想やデータごとの関係性の発見などを目的
とした分析が行われて いる.こ れ らの分析では,多 くの場合 に日単位 の株価などのデータ点の多い
時系列デー タを対象 としている.し かし,コ ンテ クス ト検索エ ンジンで扱 う時系列データはデータ
点が月単位で数年程度 であ り,こ れ らの一般的な時系列データの分析 は適応できない,ま た,コ ン
テクス ト検索エ ンジンでは,6つ の特徴的な変動 をクエ リに指定す る検索条件 として利用 している
ため,直 感的 に理解 しやすい特性 を素性 として利用する方が,検 索意図 とランキング結果がユーザ
の感覚 と一致するため適切であると考える.そ こで本項では,コ ンテクス ト検索エ ンジンで利用 さ
れるような動向情報の特性 を利用 した時系列データの分析や,そ の特性に関する研究を紹介する.
ランキ ングの素性 に利用 されたものではないが,時 系列データの特徴 としては,そ の時問的変動
に基づ くものが考 えられ る.蓮 井 ら[19】は,言 語表現 を用いた時系列デー タ検索 システムを提案
している.グ ラフの変動,変 化の度合い,グ ラフの概形に着 目し,グ ラフの始点 と終点の範囲か ら
「上昇」 「下降」 「安定」,傾きか ら 「大 きく」「小さく」「なだらかに」な どの特徴 を抽 出している.
これ らの局所的なグラフの特徴 を用いて,ク エ リとなるグラフを言語化 し生成 された言語表現に基
づいて検索 を行 うシステム を開発 している.
時系列 デー タ分析でよ く利用 される特徴 として,周 期性が挙 げられる.動 向情報の周期的に関す
る研究 として,綱 本 ら[34]は,Webペー ジがブックマー クされる タイミングの周期性か ら,Web
ページ を周期 の長さ とジャンルにおいて分類する ことによ り,ブ ックマー クが周期的 に利用 され
るペー ジに関す る調査 を行 っている.ブ ックマー ク周期の長 さにより,年 賀状のイラス トや梅雨 に
関す るページの ような生活 に関係のある周期 〔L周期)と 学術記事の ような生活 に関係のない周期
(NL周期)に 分類 した結果77%がNL周 期であ り,大 部分の ブックマークが生活の周期 に関連 し
ていないことが報告されている.ま た,WebページをIT,社会,趣 味,イ ベ ン トな どの10の ジ ャ
ンル に分類 した結果,社 会ジ ャンルに属するWebペ ージの多 くはNL周 期であ り,イ ベン トジ ャ
ンルでは多くがL周 期 であると報告 している.ブ ックマークの周期性の判定か ら,人 が意識 してい
ない周期性の分析に活用す ることが期待で きる.
動 向情報の周期性 をWeb検 索の ランキングに利用 した研究もある.山 家 ら[35ユは,「卒業論文
の書 き方の解説 」な ど,特 定の時期 にだけ需要が増加するWebペ ージの存在 に着 目し,需 要の時
期 による変化 に適応 したランキングの修正 を提案 している、Webペ ージご との需要 のある時期 の
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検 出には,複 数 のWebサ イ トでお気 に入 りのページ を共有できる ソーシャル ブックマークの利用
回数 を用いている.周 期性の判定 には,移 動平均 を利用 したバース ト検出を行 い,バ ース トの検出
された回数やタイミングか ら,動 向情報の特性 を 「1年の うち特定の時期 に行われる活動に関する
ページ」,「一年の うち特定の 日に行われる伝統行事 に関するページ」,「伝統行事 に関連する内容 を
扱 ったページ」,「その他特定 のイベ ン トを扱 ったページ」,「周期性 が発生する背景 が明 らかでな
いページ」の5つ の分類 してい る.検 索が行われた月 に,過 去にバース トが起 きた回数か らWeb
ページのス コア付 けを行い再ランキングす ることにより,Webページの ランキングの修正 を行っ
ている.
2.2.5検索意 図推定
GoogleのPageRankがもた らした,「リンクされるホームページは人気がある」と 「人気 の高い
情報 ≒ 満足度の高い情報」 とい う考え方により,第 三者 による人気の高 さがWeb検 索 における
ランキングに とって重要 とされている144].しか し,知 りたい情報 は必ず しも人気の高い情報であ
る とは限 らない.す なわち,第 三者 から人気のWebペ ージではな く,ユ ーザの検索意図に合致 し
たWebペ ・ージがユーザ にとって必要な情報であると言 える.そ こで,本 項では検索意図の推定や
分類 をしている論 文を紹介する.
Web検索 において,検 索意図は大 きく,以 下の3つ に分類 される[48]{49].
・ 取 引型(Tt'ansactional)=ファイル をダ ウンロー ドした り,Web上 で 商品 を購 入 した りす る
よ うな,Wcbを 仲 介 して何 か を実 行す るこ とを 目的 とした検索
・ 情 報 収集 型(Inf。rmationa1):1つ以 上 のWebペ ー ジ か ら情 報 を収 集 す る こ とを 目的 と し
た検索
.案 内型(Navigational):ある特 定 のWebペ ー ジ に到達 す る こ とを 目的 とした検 索
Jansenら[49]は,Web検索エ ンジンから得 られた500万以上のクエ リログを定性 的に分析 し,取
引型,情 報収集型,案 内型に分類 する20個の特徴を作成 している.彼 らによる と,Webクエ リの
80%以上は情報収集型であ リ,案 内型が約10%,取 引型が約9%で ある と報告 している.Dasら
[48]は,クエ リログに加 え,過 去の検索ページのクリックログを利用することにより,検 索意図の
分類 を行 ってい る.WebページをURL,HTML,Lexical,Bag。fw。rdsの4つの属性 を用いて
取引型,情 報収集型,取 引型 に分類 した後,Yahoo!とBingの検索 ログを利用 し,Webペ ージご
とのクリック数 を取得する.こ の とき,同 一一ユーザが同 じWebペ ージに複数 回アクセス した場合
を考慮 し,閲 覧時間や同 じWebペ ージを開 くまでの時間,ク リック数 を利用 して クリックごとに
重みを設定する.ク リックの重み とク リックされたページの検索意 図を利用 し,ク エ リごとにファ
ジ ィルール を適応 し検索意図を分類 している.
梅 本 ら 〔45]は,視線 情 報 を利 用 した 検 索意 図 の リアル タ イ ム推 定 を行 って い る.彼 ら
は,上 述 の3つ の検 索意 図 に分類 す る ので は な く,単 語 とそれ に対 す る 重 みの 組 の集合 で
検 索 意図 を表 現 して い る.例 えば,「 デ ジ カ メ 人 気 」 とい うクエ リでWeb検 索 を行 っ
て い る2人 の ユ ーザtU1とu2が 存 在 し,sa1は安 くて 人気 なデ ジカ メ を,itc2は高性 能 で
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人 気 な デ ジ カ メ を購 入 した い と い う意 図 を持 って い る とす る.こ の と き,Ulの 検 索 意
図 は(デ ジカメ,O.5),(人気0.4),〔低価格,O.3),(値下 げ,O.3),(激安,02),_,IL2の検 索 意 図 は
(デジカメ,O.5),(人気,O.4),(手ぶれ補正,0.2),(ズーム,02),(画素,02),(一眼 レフ,02),_とい っ
た形式で表現され る.検 索意図の推定 には,検 索行動中にユーザが注 目した語句(注 目語)の 出現
頻度 を利用 している.注 目語の推定には,視 線追跡装置 を用いて計測 した視線の位 置情報 と,Web
ペー ジ内での単語の出現頻度 を用いている,ま た,梅 本 らは クエ リを修正する過程で変化する検索
意図の遷移 タイ プを推定す る研究 も行 ってい る[46].例えば,「京都 観光地」 とい うクエ リか ら
「京都 観光地 お寺 」の ようにクエ リが変化 したとき,検 索意 図はよ り詳細 な情報 を調べる こと
に変化 した と考 えられ る.検 索空間を広げる遷移 タイプ(Generalization),検索空間 を狭め る遷移
タイプ 〔Specializati⑪n),検索 コンテクス トを維持 したまま検索観点 を変える遷移 タイプ 〔Parallel
Move),検索空間が今 までの もの と無関係な対象 に変化す る遷移 タイ プ(MissionChange),スペ
ル修正のよ うな別表現へ書 き換 える遷移タイ プ(ErrorCorrectioエ1)の5つの遷移タイプに分類 し,
クエ リログ,マ ウス挙動 と視線情報か ら得 られる多数の素性 からSVMを 用いて推定 している.
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2.3ユ ー ザ フ ィー ドバ ックの ラ ンキ ングへ の活用
2.3.1ユー ザフィー ドバック
ランキング学習 は教師あ り機械学習の枠組みで形成されているため,教 師信号 となる評価が必
要 となる.し か し,多 目的 に利用 されるWcb検 索において客観的 に正解 と呼べる クエ リ ・Web
ページのペァは基本的 に存 在 しない.そ こで,ユ ーザか らクニ[リ・Webページのペアに対 する評
価(フ ィー ドバ ック)を 得る必要がある.
ランキング学習のためにユーザから得 られるブイー ドバックは,暗 黙的フィー ドバックと明示的
フィー ドバックに分け られ る[7〕.暗黙的フィー ドバックとは,検 索行動中のクリック ログやペー
ジ閲覧時間などユーザが無意識的に行 う行動 を指す.明 示的フィー ドバ ックとは,デ ータに対 して
5段階の評価 をつける,適 合するデータと不適合デー タに分類するな どユーザが意識的 に行 う評価
を指す.明 示的 フィー ドバ ックは,ユ ーザか ら直接得 られるフィー ドバックであるため評価 の信用
性 は高いが,作 成 に必要な コス トも高い,対 して,暗 黙的 フィー ドバ ックは,ユ ーザの検索行動か
ら得 られ るフィー ドバックであるため比較的容易に得 られるが,ユ ーザの評価 を必ず しも反映 して
いるとは言えないため,評 価の信用性は明示 フィー ドバックに比べて低 い,
本論文では,暗 黙的フィー ドバックであるマ ウス挙動 により発生 したログとブックマー クログを
利用 して,訓 練データの作成 を行 っている,そ こで本節では,マ ウス挙動 とブックマー クログをラ
ンキングに用いた関連研究を紹介する.
2.3.2マウス挙動の利用
マ ウス挙動か ら得 られる検索 ログとして,一 般的 に検索結果の リンクのクリック履歴(ク リック
ログ)を 利用す る.ク リックログをランキング学習に利用す る研究 はよく行われてい る[8】[9]{io].
ク リックログを適合性評価 として用いる方法 として,Joachimsら[9]は,クエ リご との クリックロ
グ とランキング結果を組み合わせて訓練デー タを作成 している.既 存Web検 索エ ンジ ンの検索結
果ページ内でク リックされたWebペ ージは,ク リックされていないWcbペ ージ よりもクエ リと
の関連 が高いと考 えられる.こ の考えを基 に,ク リックされたWebペ ージは,そ のWebペ ージよ
り既存 のランキングの順位 が高いがクリックされていないWebペ ー ジよ りも関連度が高い とみな
す.ク エ リとの関連度 に関す る大小関係が,各Webペ ージ対において成立することを適合性評価
として,pairwise型の訓練データとする方法 を提案 している.
訓練 データの作成には,人 手 による適合性評価 を用いることが望 ましいが,大 量のデー タを対象
とする場合には,十 分な量のを作成することは困難である.そ こで,数 原 ら[10]は,クリックログ
と人手 による適合性評価 を組み合わせ た訓練データの作成 を行 っている,し かし,ク リックログは
すべてのデータに対 して付与 されるわけではな く,前 述の通 り分布 に大きな偏 りがある,こ の聞題
を解決するため,転 移学習の枠組みに基iつくランキング学習手法であるTRankBoost法を提案 し
てい る.TRankBo⑪呂t法は,目 標分布 と異なる分布のデー タを大量に含 んだ訓練 データを考慮 し
て2値 分類器 を学習するブーステ ィング手法である,TrAdaBoo8t法[501を基に作成 されている.
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ブー ステ ィング手法 とは,重 み付 き訓練データか ら弱学習器 を多数生成 し,最 終的に得 られた複数
の弱分類器の多数決で分類 を行 うもので ある.TrAdaBoo5t法は分布の違い を考慮するために,目
標分布 と異なる分布のデータを用いて生成 された弱分類器が誤分類 した場合に重み を減少させ る特
徴 を持つ.22節 で述べたように,pairwiseのランキング学習は2値 分類 問題にあて はめることが
で きる.TRankBoost法は,TrAdaBoost手法をpairwiseのランキ ング学習の枠組みにあてはめ
た ものである,数 原 らは,異 なる分布のデー タとして ク リックログを使用するため に,誤 分類時の
弱分類器の重みの減少 を緩 和させ る調整 を している.こ れは,ク リックログの分布 と,目 標 とす る
人手による適合分布 との類似度が高いため,有 効な弱分類器の重みの減少を防 ぐためである.
クリックログ以外にも,マ ウスの軌跡や移動量,ス クロールな どの ログを利用 してユーザの関心
を推定す る研究 もある.Gu。ら[47】は,ク エ リログとマ ウス挙動ログを用いてWeb検 索行動 中の
ユ ーザが何か を購入する意図があるのか推定する手法 を提案 している,ま ず,実 験協力者 に将来的
に必要であ り関心のあるアイテムに関 して調査 しても らうタスクと,そ の調査 したアイテム を購 入
してもらうタス クを行 ってもらった.
この とき,検 索結果 ごとにマウス移動やスクロール量,キ ー入力数,広 告ク リック数な どの,マ
ウスやキーボー ドのイ ンタラクシ ョンから得 られる106種類の特徴 と,キ ーワー ド数や広告の位置
な どクエ リや検索結果 か ら得 られる21種類 の特徴 を取得 した.実 験 で得 られたクエ リをこれ らの
特 徴 とSVMを 用いて,調 査のタスクと購入の タスクに分類 した結果,約97%の 精度で分類で き
ていると報告 している.ま た,イ ンタラクションか ら得 られ る特徴 を除いた場合の分類の精度 は約
87%であ り,イ ンタラクシ ョンに基づ く特徴の導入 により約10%の 精度向上があ るとも報 告 して
いる.
他にも,土 方 ら[51]は,Webペー ジ閲覧中のマ ウス挙動 とユ 一ーザが興味 を持ったキ 一ーワー ドの
関係について調査 している.ま ず,実 験協力者 にい くつかのWebペ ージを閲覧 しても らい,W。b
ページ を離れ る度 にWebペ ージの関心度 や関心のあるキーワー ドに関す る評価 をしても らう.そ
の結果 を基 に,Web閲 覧 中のユーザの関心キーワー ドと関連の あるマ ウス挙動 を調査 した結果,
なぞ り読み,リ ンクポイ ンテ ィング,リ ンクク リック,テ キス ト選択が行われているキーワー ドに
ユーザが関心 を持 っている割合が高い と報告 してい る.
2.3,3ブックマークの利用
近年,商 品に対 して コメ ン トやブックマークをつけるWebサ イ トや,動 画上 にコメン トを流す
機能な ど,ネ ッ ト上でユーザが自分の興味や意思 を示す ことので きるWebコ ンテ ンツがよく利用
されてい る.ブ ックマークや コメン ト,タ グな どによるユーザ からのフィー ドバックは,ク リック
ログよ りもユーザの興味 を直接反映 してい ると考 え られる.特 に,Youtube‡iやニ コニ コ動酊2,
小説家 になろう昭な どのユーザ投稿型サイ トでは,コ ンテンツの提供元 と提供先が ともにユーザで
あることから,Web上 にユーザの興味が表れやすい.し か し,これ らのランキングシステムは,単
*1http8:〃www
.youtube.com/
*2http=〃www .nicovideo.jp/
崖3http8・〃 菖y。seもu
・c。m/
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純にブックマーク数や閲覧数な どをランキングの指標 としているため,新 規の良い作品が上位 に表
示されに くい とい う欠点がある.
そこで,清 水 ら[33】は,小 説 とユー ザ,投 稿者の関係 をブックマークによる リンク構造 と捉 え
て,HITS(HypertextInducedTopicSelection)アル ゴリズム[37]を利用 したランキング手法 を
提案 している.HITSアル ゴリズム とは,ハ イパー リンク構造 を用いてWebペ ージのス コアを計
算する方法で,Webペ ージの内容的な重要度 を示すAuthoエity度と,重 要なWebペ ージを多 く紹
介 してい る指標のHub度 を算出する.Authority度は,リ ンク構造か ら得 られる隣接行列 と,全
てのWebペ ージのHub度 で構成され る列ベク トルの積によって計算 される.且ub度 は,リ ンク
構造か ら得 られる隣接行列の転置行列 と,全 てのWebペ ージのAuthority度で構成され る列 ベク
トルの積 によって計算 される.ま た,Authority度と 且ub度は基本的 に収束するまで計算 される.
しかし,単 純 にHITSアル ゴリズムを利用 しただけでは,既 存のランキングと似 た様な結果 になっ
て しま う.そ こで,Hub度 とAuthority度の学 習を収束す る前 に終 了させ る改良 を加 える ことに
よリ,全 体のお気 に入 りの影響ではな く,少 数の目利 き読者のお気に入 りを増幅させ ている,提 案
手法によ り生成 した2012年5月H寺点のランキングと同年7月 の既存のラ ンキ ングを比較 した結
果,ジ ャンル ごとの小説群 に関 して,将 来人気になる小説 を早めに発見することがで きた と報 告さ
れている.
山家 ら[36}は,既存Web検 索エ ンジンのランキング結果 をソーシ ャルブックマークを用いて改
良する方法 を提案 している.ソ ーシャルブックマーク とは,Webペ ージや画像 な ど様々な コンテ
ンツに対す るブックマークをオンライン上で共有するサービスである.機 能 として,ユ ーザがブッ
クマークす る際に付加するタグ とい う分類用の短いキーワー ドが存在する.ユ ーザ はこのタグをク
エリとして利用 し,タ グで分類 され たWebペ ージを取得す ることがで きる,ま た,del.ici⑪,us'4
にはユーザが最 近使用す る頻度の高い タグ集合 を取得 す る機能 と,タ グか ら人気のWebペ ージ
を取得 する機能 があ る.山 家 らは,こ れ を利用 し最 近 よ くソー シャル ブ ック マー クされてい る
Webペ 一ージのPageRankとソー シャル ブックマーク数(SBRank)の関係 を調べた.結 果 として,
最近人気 のソー シヤルブ ツクマークページの多 くは,PageRankが0であるこ と,PageRankと
SBRankには正 の相関があること,作 成 日の古いペー ジほどPageRaエ1kが高いこ とを報告 してい
る.さ らに,式(1)で示 され る,SBR章mk値と既存W(〕b検索エ ンジ ンの重要 な素性 と考 えられて
いるPageRank値を組み合わせた新 しいランキング指標 を提案 している.
Ne'wR,ank=α ・SBRank+(1一 α)・PageR.ank (1)
この ランキング指標 を用 いることによ り,即 時性 の優 れたランキング結果 が得 られ ると報 告 して
いる.
*4htLps=//deliciaus
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3検 索意図を考慮 したランキング機能
3.1提案するランキング機能で用いる素性
本節で はランキングに用いるクエ リ独立の素性 として,変 動の激 しさ,周 期性,増 加/減少傾 向
の3つ の素性 を提案する.こ れ らの素性は動向情報 ごとに求め られ る.
コンテ クス ト検索エ ンジンでは,価 格や販売数,検 索数な ど多様 な リソースの動 向情報 を検索対
象 しているため,動 向情報 ごとにデータの取 りうる値の範囲が大 きく異る.そ の ため,提 案する3
素性では,値 の取 りうる範囲の影響 を受けない計算方法 を採用す る.
3.1.1変動の激 しさ
動向情報 は外的要因の影響 で激 しい変動 をするこ とがある.顕 著な例 として,2011年3月の東
日本大震災の前後で激 しい変動 をした動向情報は多 く,震 災に関連 する動 向情報 として多 くのユー
ザに有益である事が期待できる.動 向情報の特徴的変動か ら関連 アイテムや期間を検索す るコンテ
クス ト検索エンジ ンにとって,激 しい変動を持つ動向情報の重要性 は高い と考える.
本研究では,激 しい変動 とはデータ値が短期間に大 きく変動す ることと定義する.激 しい変動 を
行 う期間 を検出す るために,コ ンテクス ト検索エ ンジンで指定可能な変動 タイプで ある急 上昇 と急
降下 を利用す る.急 上昇/急降下は,3ヶ 月以内 に、その動向情報 の1最 大値 一最小値1の1/5以
上の単調増加/減少が見 られる期 間として定義 されている[1]・変動の大きさに関 して・動向情報 ご
とに単位 や平均値 が異なるため,固 定的な閾値で判断することは現実的ではない.そ こで,デ ー タ
内において変動の占める割合 を以下の式 〔2)で定義する.
1v。tart-Venct[(2)
Intensity=V
m。x-Vmin
ここで,v。ta,t,v,ndは急上昇/急降下があるとして抽出された期間の開始時,終 了時のデー タ
値 をそれぞれ示す.V,r、a,::,V,,t…はその動向情報 における最大値,最 小値である,こ の値を動向情
報の変動の激 しさの素性 として扱い,動 向情報 ご とに付与する.複 数の激 しい変動がある場合は,
その動 向情報における最大の値 を用いる.
例 として,東 京電力の検索数(G⑪ogleTrend8)とカ ップ麺の販売数の時系列デー タを図2,3に示
す.図2か ら,2011年3月に発生 した東 日本大震災の影響で一時的 に東京電力の検索数が急上 昇
したことがわか る.変 動の激 しさの値も,1.0と最大の値 を示 している.し か し,図3の グラフで
はその様な傾 向は読み取れない.変 動の激 しさの値 も,O.277と比較的小 さな値であることがわか
る.
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3.1.2周期性
野菜の価格や 自転車の販売量,AmazonのGoogle検索数 など周期性 を持つ動向情報がある一方
で,乾 電池の価格 や内閣支持率など周期性 の見 られない動向情報がある,周 期性 を持 つ情報の特徴
は,気 候,あ るいは入学や ク リスマスな どとい った定期的な行事な ど,周 期性 を持って発生する要
因 に影響 を受 けている点である.こ れ らの要因 について関心 がある場合,周 期性 を持つ動向情報は
価値 ある情報 と考える.
本研究では,自 己相関 を用いて動向情報の周期性 を判定する,コ ンテ クス ト検索エ ンジンでは動
向情 報の粒度が月単位 であるものがほ とんどである 国 ため,1年 周期の動向情報 を主な対象 とす
る.そ のため,動 向情報 のデータ点が12点 以下であるか,デ ータに欠損がある動向情報は除外す
る.自 己相関の計算 とピーク値の推定 にはMatlabのxcorr関数 と 丘ndpeaks関数 を用いた.推
定 した ピークの 中にはノイズによるものが含 まれるため,文 献138]を参考 に,自 己相関が0.3以上
の ピー クに限定 し,時 間差な し以外 に1つ 以上 主要な周期 を含むものを周期性がある と判断す る.
周期性がある場合 は1,な い場合は0と 設定 しランキングの素性 とする.
例 として,日 本梨の価格の時系列データと自己相関のグラフを図4,5に示す.ま た,ノ ー トブッ
クの価格の時系列デー タと自己相関の グラフを図6,7に示す.図4か ら日本梨の価格は毎年6月 に
周期的 にピー クを迎 えていることがわかる.こ の時,図5に おいても閾値 を超 えるピークが時間差
なしを除 き10個存在する ことがわかる,し か し,図6の グ ラフではその様な傾向は読み取れず,
図7に おいても,時 間差なし以外 に閾値 を超 えるピークが存在 しないことがわかる.
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3.1.3増加/減少傾 向
動向情報には,一 時的 な激 しい変動や周期的な変動以外にも,右 肩上が り/下が りとい った傾 向
を示す変動がある.こ のような動向情報 には,突 発的な要因や周期的な要因 とは異 なる,長 期的に
普遍な要因の影響がある と考 える,変 動の激 しさや周期性 とは異なる関連が期待で きるため,検 索
者の 目的によっては重要であると考える.
増加 ・減少傾 向を判定するために,式(3)で定義 されるピアソンの積率相関係数 を用いる.
弄 Σ 離 、@@)-Zli)(s・(・・)-y)囎)=
肯 Σx_1(x@)一房)2寿 Σ £L、(y(n)-y)2
(3)
ここで,y(n)はN点か らなる時系列データの 幌番 目の点であ り,x(n)=n-1とす る.
ピアソンの積 率相 関係数 は,2つ の デー タに対 して相 関がある場 合 に,正 または負の相関 を
一1～1の 値域で示す .正 の相関がある場合は正の値,負 の相関がある場合には負の値 になる.本
研究では,X軸 に時間,Y軸 に値 をとったグラフにおいてX,Y軸 問の相関 を求め,正 の相関が
ある場合には時間の経過 に伴い増加 する傾向,負 の相関がある場合 には減少す る傾向があ ると考
える.
例えば,何 らかの要因によりあるアイテムの生産量が減少 し,価 格が高騰 するな ど,同 じアイテ
ムに関する動向情報が,同 じ要因により反対の変動 を示す ことがある.ラ ンキングの素性 とす る場
合,検 索結果 としては増加,減 少の両者 とも同等に重要 と考え,得 られた相関係数 の絶対値 をラン
キングの素性 とする.
例 として,つ けものの価格 と造園用下草の価格の動 向情報 を図8,9に示す.つ けものの価格の動
向情報は,小 さく上下 しなが らも全体的に右肩上が りに上昇 していることがわか る.そ のため,相
関係数 はO.757と比較的高い数値 にある.こ の ような右肩上が りや右肩下が りの動 向情報 に対 し
て,高 い特徴値が与え られ る,対 して,造 園用下草の価格 は細 かく変動 しているが,全 体的な増加
や減少の傾向が見 られない.そ のため,造 園用下草の価格の相 関係数 は0.011と,かな り低 い数値
となっている.
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3.1.4その他 の素性
ランキング学習では多数の素性 を用いることが一般的であるため,提 案 した素性の他 に単純 な素
性の追加を行った.こ れ らは,時 系列データに関する単純かつ一般的な特徴 と,コ ンテクス ト検索
エ ンジンから得 られる特徴か ら構成される.
時系列データの特徴 として,平 均値,標 準偏差,分 散,デ ータ数 を素性 として採用する.時 系列
データの値の平均,散 らば リ具合,デ ータ数 な どは動向情報の特性 として必要な素性だ と考 える.
動向情報 ごとにデータの値域が異なるため,平 均値はデータ値を0か ら1の 範囲に正規化 した後 に
相加平均値 を計算 した.ま た,コ ンテクス ト検索エンジンではデー タの基本粒度 を月 としているた
め,デ ータ数か らは動向情報の時間幅が得 られ る.標 準偏差,分 散,デ ータ数についても最大値 と
最小値の差 との比か ら0か ら1の 間に正規化 した,標 準偏差は分散の平方根であるが,線 形モデル
を用いているため,ラ ンキングに異なる影響を与 える と考え共に追加 した.
コンテクス ト検索エ ンジンか ら得 られる特徴 として,各 特徴的変動の数 を素性 として採用す る,
コンテ クス ト検索エンジンの変動 タイプとして,最 大値,最 小値,急 上昇,急 降下,谷,山 の6タ
イ プを対象 とする.多 くの動向情報が各変動を複数有するため,動 向情報 ごとの特性を表す重要な
素性 だ と考 える.こ れ らのデータも時系列 デー タの特徴 と同様 に,0か ら1の 問 に正規化 して用
いる.
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3.2コ ンテ クス ト検 索 エ ンジ ンにお け る検 索意 図 分類
3.2ユコンテクス ト検索エ ンジンの検索意図
ユーザの検索意図 によって,ユ ーザの目的 とする情報 の性質は異な り,各 素性の重要度 も異なる
と考 える,例 えば,東 日本大震災の様 な動向情報か ら大 きな影響 をうけて,動 向が急激に変化 した
アイテムを検索 したい場合には,周 期性や増加 ・減少傾 向より激 しい変動のス コアが高い動向情報
が求め られ,ク リスマスな どの季節周期 をもつアイテム と同時期 に流行 る動 向情報 を知 りたい場 合
には,周 期性のある動 向情報が求め られる.そ こで,コ ンテ クス ト検 索エ ンジンの特性 を考慮 した
検 索意図を以下のよ うに定める.
表3コ ンテクス ト検索エンジンの検索意図
回想検索 過去に流行ったアイテムの検索
同性質検索 周期や性質的に似た属性を持つアイテムの検索
原因 ・影響分析 動向情報の変化が影響を及ぼしたアイテム,または原因となるアイテムの検索
探索 特別な意図を持たずに気になるアイテムを追いかける検索
回想検索は,中 学生の時 に流行 っていたアイテムを思い出す場合 な ど,過 去に一 時的 な盛 り上
が りがある動向情報 の検索 を指す.既 存Web検 索エ ンジ ンではクエ リとして期間 を指定するこ と
で,そ の期 間に作成 便 新 されたWebペ ージを検索で きる.し か し,言 及 している出来事の発生
時期 と,ペ ージの更新時期が必ず しも対応 していない.回 想検索 を行 うには,対 象の情報 をまとめ
たWebペ ージをi探す しかない.そ の上,Webペ 一ージの鮮度が重要視されるランキ ングでは,過 去
のWebペ ージは検索結果上位 に反映され にくく,回 想検 索は容易ではない.そ の点,ク エ リに期
間 を指定 で き,過 去の流行 による変動 を特徴的変動か ら検索で きる コンテクス ト検索エ ンジンで
は,既 存Web検 索エ ンジンより回想検索が容易であると考える.
同性質検索 は,ク リスマス と同時期に需要が上がるアイテム を探す場合や,あ る芸能人 と関連の
ある別の芸能人 を知 りたい場合な ど,周 期的に似た特性 を持つ アイテムや,同 系統の属性 を持つ ア
イテムの検索を指す.例 えば,車 やバイ クな ど乗 り物 として 同じ属性 を持つものであれ ば,そ の動
向情報 はガソ リンの高騰や積雪な どの影響 を受けると考 えられ る.こ の様 に,同 系統の属性を持つ
アイテム は,同 一のアイテムか ら影響 を受け似たような変動 をする と考え られるため,周 期的に似
た特性 をもつアイ テム と同 じ検索意図として扱 う.ま た,同 性質検索は動 向情報 のもつ時系列デー
タの類似性 を利用 して得 られ る情報であり,コ ンテクス ト検索エンジンの特性 を効果的に発揮で き
る検索意 図だ と考 える.・
原因 ・影響分析 は,東 日本大震災の影響を受 けて需要が伸びたアイテムの検索や,あ る商品の物
価の高騰の原因 となるアイテムの検索 を指 す.既 存Web検 索エ ンジンでは,キ ー ワー ドをクエ リ
として用いるため未知のアイテムを探すには不 向きである.コ ンテクス ト検索エ ンジンで1よ 同時
期に大 きな変動 を持つアイテムを容易に探す ことがで きる.原 因の特定まではできないが,関 係性
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の推測には有効であると考 える.
探索は,あ る映画 と何 か関係があ りそ うなアイテム を探すな ど,特 別な意図 を持 たない検索 を指
す.こ れは知 りたいことを初めか ら想定 しているわけではな く,と っかか りを探 す検 索行動 であ
り,回 想検索,同 性質検索,原 因 ・影響分析につなが る検索意図である.
3.2.2検索意 図の推定
リアル タイムに検索意図を推定することを想定 してい るため,検 索 時に得 られるクエ リか ら検索
意図の推定 を行 う.検 索意図の推定 には,ク エ リの期間長 とアイテムの有無 特徴的変動 を用いた
以下の分類ルール を利用す る,
・回想検索=9～39カ月の期間が指定 されているクエ リ
・ 同性質検索:以 下の条件 をすべて満たすクエ リ
ー アイテムが指定 されている
一 特徴的変動がPEAKで ある
一 期 問が指定 されていない,も しくは,4{〕ヵ月以上の期 間が指定 されている
●原因 ・影響分析1以 下の条件 をすべて満たすクエ リ
ー 特徴的変動がSIである
一2カ 月,も しくは,4～8カ月の期間が指定 されている
この分類ルールは,検 索意図が想定 されたタスクについて検索 を行 う実験か ら得 られたクエ リロ
グを基 に設定 した.実 験内容やクエ リの分析 については,4章 にて後述 する.探 索の検索意図に関
しては,回 想検索,同 性質検索,原 因 ・影響分析の複合的な検索意図であ り,分 類 が困難で あった
ため除外 した.ま た,こ の分類では検索意図ごとの特徴 を強 く反映 させ ることを目的 としているた
め,検 索意図に即 したクエ リの適合率が高くなるように設定 した,
3.2.3検索意図を考慮 したランキ ング機能
分類 した検索意図をランキングに反映させ るため に,検 索意図 と合致 した訓練データを抽出 し,
検索意図ごとの特徴 を反映 したランキングモデルの生成 を行 う.提 案 する検索意図を考慮 したラン
キング機能の構成 を図10に示す.
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図10検 索意図別のランキング機能の構築手法
事前学習では,検 索意図ごとのモデルの生成 を行 う.訓 練デー タの作成方法 については,3.3節
にて述べる.作 成され た訓練データはクエ リごとに生成され るため,ク エ リを分類することによ り
分割す ることがで きる,32.2節で定義 した分類ルールを用いて訓練デー タを3つ に分割する.学
習には,2.2Pmで紹介 したLi8twise型の学習器であるCoordinateAscentを用いる.分 割 した3つ
の訓練データ と分割す る前の訓練デー タをそれぞれ学習 し,検 索意図ごとの3つ のモデル と全体の
訓練データか ら生成されたモデルの合計4つ のモデル を生成する.検 索時には,ま ず分類ルールを
用いて入力された検索 クエ リの検索意図を推定する.検 索意図が推定 された場合 は,推 定 された検
索意図の ランキングモデルを利用 して検索結果の ランキングを行 う.検 索意図が推定で きなかった
場合は,全 ての訓練データを用いたランキングモデルを利用 して検 索結果のランキングを行 う.
3.3暗 黙 的 フ ィー ドバ ック を利用 した訓 練 デ ー タの作 成
3.3,1クリックログとブックマー クログを用いた訓練デー タの作成
幅広い ドメイ ンで利用できる検索エンジンにおいて,効 果的な単一の評価指標 を設定することは
困難であるため,ラ ンキ ング学習 による調整が定期的 に行われることが多い.し か し,学 習に必要
な量の適合性評価 を人手によ り作成することは現実的 に困難である.そ のため,検 索エ ンジンに対
する暗黙的 フィー ドバックを適合性評価 として用いるアプローチが研究されてお り,本 研究でもこ
れ を採用す る.ま た,本 研究 ではListwise手法の ランキング学習[261を利用するため,順 序 を考
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慮 した リス ト型の訓練 データが必要である.そ こで本節では,暗 黙的フィー ドバックにク リックロ
グとブックマークを利用 した,リ ス ト型の訓練データを生成する手法 を提案する.
コンテクス ト検 索エ ンジン内のク リックログ を収集するにあた り,図11の 様 にアイテムの詳細
ページに遷移す る リンクと,Googleの検索結果画面 に遷移す るリンクに関 してク リックログを収
集 した.
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ブックマークは,図12,13の様 に検索結果画面 とグラフ表示画面か らアイテムに対 して設定が可
能である.適 合評価 にはブックマー クが外 された情報 は利用せず,ブ ックマー クされたアイ テムの
みを利用 する.ま た,ブ ックマークされ たアイテムは,グ ラフ詳細ページか ら参照する ことがで
きる.
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Jo乱chimsら[9]が提案 している,ク リックログか ら2対 のデー タに対す る適合性評価 を作成す
る方法 を応 用 し,ク リックログとブックマークか らリス ト型の訓練データを作成す る.J⑪achixns
らの手法ではPairwise学習を対象 としているため,訓 練 デー タはデー タ対 として生成 され る.ク
リックされ たデータ と,元の ランキングにおいてそれ よ り上位で クリックされていない各データ と
の対 を生成 し,各 対 においてク リックされたデー タの方 に高い適合性評価 を行 っている.こ れは,
クリックされたデータはク リックされて ないデー タよりも,ユ ーザの興味 が高い とい う考 えに基
づいてい る.本 研究では,こ の2対 のデータに対する適合性評価 を元ラ ンキング上での入れ替 え
操作 として応用 し,リ ス ト型訓練データの作成 を行 う.ク リックログとブックマークでは,ブ ック
マー クの方がユーザの興味が強い と考え られるため,ブ ックマークが優位 に働 くように,ク リック
ログ,ブ ックマークの順 で入れ替 え処理 を行 う.作 成手順を図14に 示す.
'駕
.、濃 嵯,
L。,tl
匡'卜,'
4
t晦
・昂喀
,`臼 零顯
尋-1冠',廿 凶1t」固`
ア,A、 、1'1げ蝿唱
』鳳 鵬
』 ハ 剛 噛
い　 お けぽ　と
」酬.
↓,、,、
鰍 欄
I
F隔油1
瞬 側
帥 ず鵡
、i、勲 恥
」魅
じ岬TtV"
¶串
凪唾
、 」'`'冥 出
llItI'in1萱)11恥
1.t'Ltth
{峰細
1幟闇 直
1皆辮 、,
よ馴 駄
w細1蠕
図14訓 練データ作成手順
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ユーザーに提示 した検索結果のうち,1回 以上 クリックログあるい はブックマークログが得 られ
たもの を訓練データ生成対象 とし,そ のランキングを初期順位 とす る.次 に,こ の初期順位 を維持
しなが ら,ク リックされたデータをクリックされ ていないデータよりも上位に移動する.最 後 に,
ブックマークされたデータをク リックされていないデータよりも上位 に移動する.入 れ替 え後の順
位 をリス ト型の訓練デー タとして利用する.図14で は,ク リックされたデー タがス トック,西 洋
なし,ブ ルー レイの3件 であ り,これ らの聞の順位関係 を維持 しながら上位 に移動 してい る.そ の
後,ブ ックマークされたス トック,ブ ルー レイについて両者 の順位 関係を維持 しなが ら上位 に移動
している.
3.3、2検索行動 ログを用 いた言川練デー タの拡張
コンテ クス ト検索エ ンジンでは,検 索結果ページにスパークライン と呼ばれる時系列デー タの概
形が表示 される.こ れ により,動 向情報 の詳細ペー ジに移動 しな くとも大方の情報 を得 ることが
できる.し か し,3.3.1節で提案 した クリックログとブックマークログを利用 した訓練デー タは,
ユーザにクリックされ動向情報の詳細・ページに移動することを前提 として作成されている.そ のた
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め,ユ ーザが注 目しているが クリック しなかったために,フ ィー ドバ ックとして得 られないアイテ
ムが多く存在す る.本 項では,こ れ らのユーザが注 目したが フィー ドバ ックとして得 られなかった
アイテム を検索行動 ログを利用 し推定 し,訓 練データとして活用する方法 を提案する.
検索行動ロ グとして,各 検索結果での閲覧時間,検 索結果ページ内のユーザのマウス移動量,各
検索結果 アイテムにマウスオーバー していた時間 を利用する,検 索結果ページは,図15の 青枠で
示すエ リア,各 検索結果 アイテムは,図15の 赤枠で示すエ リアを指す,
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図15訓 練データ作成手順
これ らの行動 ログか ら,以 下の条件 を満たすアイテム をユーザが注 目していた アイテム として抽
出する.
.以 下の条件 を満たす検索結果ページに存在するアイテム
ー 検索結果ページの閲覧時間が20秒 以上
一 検索結果ページ内のユーザマウス移動量が5000以上
●3秒 以上マ ウスオーバーされたアイテム
この閾値は,実 際にユーザ に利用 してもらった検索行動 ログか ら経験的に設定 した.抽 出され た
アイテムは,ク リックログに次 ぐ適合性評価 として扱い,3.3.1節で提案 した方法 と同様の方法で
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訓練デー タとして利用する.
4評 価実験
4.1予 備 実験
4.1.1予備実験内容
訓練 デー タに必要なク リックログの収集することを目的 として予備実験 を行った.5人 ずつ3組
の合計15人 の実験協力者に対 して,コ ンテクス ト検索エ ンジンを利用 して図16の様 な年表 を作っ
てもらい,そ の後,そ の年表に関するクイズゲームを行 う実験 を行 った,
まず,各 実験協力者に興味のあるジャンル についての年表 を各々で作成 して もらった.こ の際,
コンテクス ト検 索エ ンジンとWikipedia以外の利用 を禁止 した,ま た,年 表 を作る際には,コ ン
テクス ト検索エ ンジン内に存 在するアイテムを必ず3つ 以上含めるという条件 を課 した.図16の
赤 く網掛け した箇所が コンテクス ト検索エンジンに存在するアイテム名 にあたる,5人 全員が年表
を作成 し終わ った後,そ れぞれが作成 した年表について,コ ンテクス ト検索エンジンに存在す るア
イテム名 を空欄 にした年表 を開示 してもらった.他 者が作成 した年表の空欄 について順番 に回答 し
ても らった.こ れを12個 の空欄 があて られ るか,3順 するまで続 け,最 終的に得点の高かった実
験協 力者 が勝利 とした.得 点 については,空 欄 を当てた人は5点,当 て られ た人は当て られた順
に 一2,-1,0,1,2,2,2,1,1,1,0,-1点の得点 を与 えた.ま た,誰 にも回答され なかった空欄 は,1つ につ
き 一2点とした.当 て られた人の点数の変化は,簡 単す ぎるクイズや難 しす ぎるクイズには低い点
数与え,適 度 な難度の クイズには高い点数 を与える事 を目的 に設定 した.こ れ によ り,実 験協力者
の活 発な検索行動が促進 されると考 える.こ の実験の際に使用 したランキングには,一 過性の大 き
な変動 があるデー タの発見を目的に著者 自身で行った検索 ログ(ク エ リ123件,アイテム クリック
1190回,ブックマー ク295件)を用いて3.3.1節の手法で学習 したランキングモデル を利用 した.
名古屡 年表
2015
2014
2013
2012
2011
2010
2D13/7映画「風立ちぬ」で舞台として登場
2011110・=1「名古置ヴランバスェイト」とr中日ドラゴンズ」が同時優勝
20:11s「名古顧 督騨 銘」で世界一のゴラネタリウム
図16予 備実験で作成してもらった年表の例
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4ユ.2予備実験結 果
予備実験で得 られた検索クエ リ数 とアイテムク リック数をユーザ別に示 したもの を図17に示す.
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図17予 備実験で得られたユーザごとの検索クエリ数とアイテムクリック数
実験全体で,900件の検索クエ リ,87回のアイテムク リックと18件の ブックマークが得 られた.
この うち,出 力タイプにアイテムを指定 した検索 において アイテムク リックまたはブ ックマーク
を持つ検索 クエ リは57件,ア イテム クリックは57回,ブ ックマー クは13件で あった.こ のログ
データを基 に3.3.1項で提案 した手法用いて訓練データを作成 し,ラ ンキング学習 を行 った.作 成
されたランキ ングモデル を表4に 示す.表 中の数値 は,各 素性 に対する重みを示す.変 動の激 しさ
の重みが正の重 みとして強 く現れ,増 加減少傾向,SI数,SD数が負の重み として強 く現れている.
このことから,一 過性の強 い変動 をもつアイテムに対 して実験協力者が強 く興味 を示 してお り,年
表作成 というタスクを反映 していると考える.
表4予 備実験の検索行動ログから作成したモデル
変動の激しさ 周期性 増加減少傾向 データ数 標準偏差 分散 平均値
2.54E-011.92E-10一4.08E-01 2.61E-023.36E-109.09E-061.45E-06
MAX数 MIN数PEAK数BOTTOMtw SI数 SD数 前 回ス コァ
1.92E-101.92RIO-4.31E-034.39E-02-1,48E-01-1、15E-013.OOE-08
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4,2本 実 験
4.2.1実験概要
実験では実験協力者14人 に対 して,表5に 示 した検索意図 を想定 したタスクについて コンテ ク
ス ト検索エンジンを利用 して回答 しても らった.回 答は,コ ンテクス ト検索エ ンジンに存在するア
イテムか,コ ンテ クス ト検索エ ンジンに存在 するアイテムか ら想起 した事物 に限定 し,各 タスクが
終了 した時点で回答用紙に回答 した理由 と合わせて記入 しても らった、
表5実 験で使用 した検索意図別のタスク
1糠 意図1タ スク 1
回想検索
高校時代 に起 きた大きなニュース(事 件)は?
中学3年 生の頃に流行 ったゲームは?
高校時代 に流行っていた ドラマは?
同性質検索
リンゴと同 じ旬を持つアイテムは?
ボケモンと同じ旬 を持 つアイテムは?
好きなアイテムと別の性質をもつ同じ時期的に似た変動を持つアイテムは?
マツ コ ・デラックスと同時期に流行った芸能人は?
スマブラXと 同時期に流行 ったゲームは?
好きな本と同時期に流行った本は?
原因影響分析
選挙 〔2009/7から8)の急上昇の原因 と思われ るアイテムは?
サッカー日本代表(2014-5-6)の急上昇の原因 と思われ るアイテムは?
東日本大震災の影響を受けたであろうアイテムは?
ソチ五輪(2014)の影響 を受けたであろうアイテムは?
自分の中での大きなイベ ン トの影響 を受 けたであろうアイテムは?
探索 何か気になるアイテムを検索してみてください
実験で使用するランキングには,4,1節の予備実験 で得 られたランキングモデル を利用 した.ま
た,今 回の実験では クエ リで検索意図 ごとに分類することを想定 しているため,そ れぞれ特徴的変
動 ごとの違いが出やす いように,以 下 に示す ランキ ングの調整 を行 った.
特徴的変動 にSIまたはSDを 指定 した検索では,急 激な変化 を持 つ動向情報 を期待 してい ると
考 えられ る.そ こで,SIまたはSD指 定時には変動 の激 しい動 向情 報が上位 に表示 されやすいよう
に,検 索結果上位200件に関 して検索結果 として抽出された急上昇,急 降下部分に対 して3.1.1項
で提案 した変動の激 しさを用いて再 ランキ ングした.再 ランキ ングには変動の激 しさのスコアのみ
をその まま用いた.
特徴的変動 にPEAKま たはBOTTOMを 指定 した検 索で は,動 向情報 の急激な変化(SIISD)
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や最大値(MAX)や最小値(MIN)が示すような特徴 的な一点に注 目するのではな く,動 向情報が
複数回変化 している様な,周 期的な特性 を利用 した検索 を行 うと考え られる.そ こで,PEAKと
BOTTOM指 定 時に周期的な特性 が出やすいように検索結果上位200件に対 して再 ランキングを
行 った.再 ランキングは,ク エ リにアイテムが含まれてい るかによって異なる.ク エ リにアイテム
が含 まれていない場合 には,周 期性のスコアのみを用いる.含 まれている場合 には,周 期性のスコ
アに加 えて,入 力 アイテム と検索結果アイテムの時系列データの類似度 を用い る.周 期性には 自己
相関関数 を利用 し,時 間差12ヵ 月での 自己相関 を周期性のス コアとする.類 似度 には,ピ アソン
の積率相関係数 を用いた.入 力アイテムが複数の動向情報 を持つ場合には,そ れ らの値の相加平均
値 を利用する・これ らは,共 に値域 を 〔-1,1]の範囲にとる.再 ランキングのス コァ として,ア イ
テムが入力 され た場合 は周期性 と類似度の平均値 を利用 し,ア イテムが入力 されてい ない場合は周
期性のみを利用す る.
実験開始前に,こ れ らの再 ランキングを行 っていることを実験協力者 に伝 えた.こ れは,特 徴的
変動の特性 を理解 した上で検索 しても らうことで,実 験協力者が使用する特徴的変動 をよ り意図的
に選択すると考 えたためである,
4.2.2検索意図分類のためのクエ リ分析
ランキングはアイテム検索(出 カタイプにアイテムを指定 した検索)を 対象 としているため,ア
イテム検索のクエ リについて分析する.表6に 検索意図 ごとのアイテム検索 クエ リの数 を示す.こ
こで,検 索意図 を想定 した検索タスクで得 られたクエ リを,そ の検索意図の クエ リとしている.
表6検 索意図ごとのアイテム検索クエリ数
回想検索 同性質検索 原因影響分析 探索 合計
デー タ数 367 318 280 38 1003
表7に,ア イテム検索時の各検索意図について,ア イテムおよび期 間をクエ リに指定 した割合に
ついて示す.回 想検索 時には,99%以 上のクエ リで期問が指定 されている.こ れ は,過 去のある
時点での動向情報の変化 を知 ることを目的 とした検索であるため,多 くの場合で期間が指定されて
いると考える.同 性質検索時には,92%以 上のクエ リで アイテムが指定 されてい る.こ れは,最
初に調べたい対象のアイテムが存在 し,そ れ と関連するアイテムを見つけることを目的 としている
ため,ア イテム指定割合が高い と考えられ る,
表7ア イテム検索時の検索意図別のアイテム指定と期間指定割合
回想検索 同性質検索 原因影響分析 探索
アイテム指定割合 0,763 0,921 0,768 0,763
期間指定割合 0,994 0,616 α832 0.5
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図18に,ア イテム検索時の各検索意図について,各 特徴的変動の使用割合 を示す.ど の検索 意
図で も,MIN,BOTTOM,SD,ALLは ほとん ど使われていない.こ れは,最 大値や山,急 上 昇
な どの方が時系列デー タの特徴 として直感的にわか りやす く,利 用 しやすかったため と考える.検
索意 図ごとの違い として,原 因影響分析 では,SIの使用率が約44%と 相対的に高いのに対 し,同
性質検索では約16%と 低 く,そ の代わ りPEAKの 使用率が約48%と 高い.探 索では,PEAKの
割合 が約44%と 高 く,そ の代わ りSIの割合が約15%と 低 く,同 性質検索 と傾 向が似てい ると言
える,回 想検 索ではMAXが 約38%,PEAKが 約23%,SIが 約35%と まんべんな く使われて
いる傾 向がみ られる.
o.6
O,S
O.4
o,3
o,2
0.1
0
■回想検索
■同性質検索
■原因影響分析
邑探索
　　　　 　　　　 　 て　
MaxMinPeak
」乱 一
Bottom
?〜
」 ■■■L_L"一 一
SD ALL
図18ア イテム検索時の検索意図別特徴的変動使用割合
図19に,各 検索意図について,指 定 した期間の分布 を示す.縦 軸は頻度ではな く,各 検索意図
における当該期間の利用割合 を示 してい る.回 想検索では,9～14ヵ月 と26～39カ月の期 間の割
合が高い.9～39ヵ月を期 間として指定 した検索は回想検索全体 の約90%を 占めている.こ れ は,
回想検索の検索 タスクに中学3年 生 と高校時代の1年 間 または3年 間 を指定 した ことが影響 した
と考え られる.
回想検索 には,過 去のある期間 に対 して,期 間を固定 して検索する傾向があ ると考 える.同 性質
検索で は,期 間指定な しの割合が約42%と 高い.こ れは,特 定の期間ではな く動向情報全体の特
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徴 に注 目 してい るためと考 える.ま た,期 間指定 なしの次 に使用率が高い40ヵ 月以上の期 間指定
は,全 期間を意識 して指定 したものであ り,期 間指定な しと同 じ検索意図を持つ と考える.
原因影響分析では,2カ 月 と4～8カ 月の期 問指定割合がそれ ぞれ約20%,約26%と 他の検索
意図 に比べて高い.2カ 月の期 間指定 は,1ヵ 月で大 きく変動 した動 向に閾す る検 索であ ると考え
られ,原 因影響 分析の特徴的な検索である と考 える.4～8ヵ 月の期間指定は,オ リンピックの様
な一定期間開催されるようなイベン トの動向の影響 を調べる際 に使用 されたと考 える.
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図19各 検索意図の指定期間別の使用割合
これ らの分析結果から,検 索意図ごとの傾 向を以下 にまとめる.こ の傾向 を基に3.22項の分類
ルールを作成 した.
。 回想検索 は,期 間を固定する傾向が強い.
.同 性質検 索は,特 定の期間はあまり指定 しない傾 向が強 く,特 徴的変動にはPEAKを 指定
する傾 向が強い.
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● 原因影響分析は,2ヵ 月 または,半 年程度 の期間を指定する傾向が強 く,特 徴的変動にはS工
を指定する傾向が強い.
本実験で得 られたアイテム検索 クエ リ1003件を,3.2,2項で定義 した分類ルール を用いて分類 し
た再現率,適 合率,F値 を表8,各 検索意図 についての分類前後の クエ リ数の変化 を表9に 示す.
検索意図に適 した ランキ ングモデル を生成するためには,検 索意図 ごとの特徴的な クエ リのみ を学
習 させ るこ とが有効 と考える.従 って,全 ての検索意図で適合率は70%を 超 えてお り,分 類 ルー
ル は想定通 りの役割 を果 た してい ると考える.再 現率 に関 して は,同 性質検 索 と原 因影響分析で
30%以下に減少 してい る.分 類前後のクエ リ数の変化 を見ても同性質検 索 と原因影響分析の クエ
リ数 は半分以下 にまで減 ってお り,約36%に あたる359クエ リが未分類 となっている.
表83.2.2項で定義 した分類ルールの再現率,適 合率,F値
再現率 適合率 F値
回想検索 0,8750,7470,806
同性質検索 0,2890,7600,419
原因影響分析 O,282α849 0,424
表93.2.2項で定義 した分類ルールを用いた分類前後の各検索意 図の クエ リ数
分類前 分類後
回想
■
367 → 430
同性質
■
318 → 121
原殴影響分析
■
280 → 93
探索
1
38 一
■
未分類 359
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4.2.3訓練データと して利用す るための検索行動 ログ分析
本実験では,検 索結果ページごとに閲覧時間,マ ウス移動量,ス クロール量,検 索結果アイテム
ごとにマウスオーバー時間,マ ウス移動量 を取得 した.取 得 したエ リアに関 しては,3,3,2項にて
説明 した.
まず,ア クシ ョンのある検索結果ページ とアクションのない検索結果ページについて比較する.
アクシ ョンは,ク リックまたは,検 索 タスクの回答 を指す,検 索 タス クの回答 は,実 験 協力者の回
答欄か ら特 定が可能 な場合に限 り再現 した.ま た,実 験協力者14人 中5人 の検索行動 ログが正 し
く計測で きなかったため,実 験協力者9人 の検索行動 ログについて示す.
図20に,ア クションのある検索結果 ページ とアクシ ョンのない検索結果ページの閲覧時 間の分
布 を示す.棒 グラフは度数分布 を示 し,折 れ線 グラフは累積度数分布 を示す.ア クシ ョンのある検
索結果ページの閲覧時間の最頻値は,20～25秒であ り,57%以 上の検索結果ページが30秒 以上
閲覧されている.対 して,ア クシ ョンのない検索結果 ページの閲覧時間の最頻値 は,5～10秒であ
り,30秒以上 閲覧され た検索結果ページは10%に 満 たない.こ のことから,ア ク ションのある検
索結果ページでは閲覧 時間が長い傾 向があると考 える.
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図20検 索結果ページの閲覧時問の分布
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図21に,ア クシ ョンのある検索結果ページ とアクシ ョンのない検索結果ペ ージのマ ウス移動 量
の分布 を示す.ア クシ ョンのある検索結果ページのマウス移動量の最頻値は,3000～4000であ り,
52%以上の検索結果ページで5000以上のマウス移動量を示 している.対 して,ア クシ ョンのない
検索結果ペ 一ージのマウス移動量の最頻値は,2000～3000であり,5000以上のマウス移動量を示 し
た険悪結果ページは5%に 満たない,こ のことか ら,ア クシ ョンのある検索結果ページではマウス
移動量が多い傾向にある と考 える.
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図21検 索結果ページのマウス移動量の分布
図22に,ア クションのある検索結果ペー ジとアクシ ョンのない検索結果ページのス クロール量
の分布 を示す.ア クションのない検索結果ページのマウス移動量の最頻値は,1800～2400である.
これ は,動 向情報20件 を含む検索結果ペ ージを一番下 までス クロ・一ル したときのスクロール量 と
同程 度であ り,検 索結果ページをすべて見て次のペー ジに移動 する行動が これに該 当する と考 え
る.ま た,検 索結果ページのスクロール量が,4200～4800の時も高い値 を示 している.こ れ は,
検索結果ページ を一番下 までス クロー ル し,一番 上まで戻って くる行動が これ に該当す ると考 え
る.ア クションのある検索結果ページのス クロール量 をみても,ア クシ ョンのない場合 と似 たよう
な傾向が読み取 れる.ア クシ ョンのある検索結果ページのス クロール量の最頻値が600以下であ
ることか らも,ア クシ ョンの有無によるスクロール量の大きな違 いは読み取れなかった.
41
1]「一一一 一 一 一一… 一
o.9
α呂†}"
0.7・
o・6一ト
0.5
D.4
0.3
O.2
/
■ 度 数 アクション あ り
一 一度 数 ・ア ・少ショシな』一一一一一
一一累 積 度 数 ア クション あ り
?
?〜?
??
?
?
?
?
?
?
?
??
?
??
?
?
?
?
←
?
?
?
?
?
??
?
?
」
?
?
」
?
?
?
?
」
?
?
???
?
?
?ー
?
?
?
?
?
?
?
?
?
?
?
?
?
?
?
図22検 索結果ページのスクロール量の分布
次に,ア クシ ョンの ある検索結果 アイテムとアクシ ョンのない検索結果アイテムについて比較す
る.図23に,ア クシ ョンのある検索結果 アイテム とアクシ ョンのない検索結果アイテムのマウス
オーバ ー時間の累積度数分布 を示す.ア クシ ョンのない検索結 果 アイテムの多 くは,マ ウスオー
バー時間が1秒 に満 たない ことが分かる,3秒 以上マウスオーバーされ た検索結果 アイテムは,3
%程 度 しかない.対 して,ア クシ ョンのある検索結果 アイテムの半分以上が,3秒 以上マウスオー
バーされ ている.こ の ことか ら,ア クシ ョンのある検索結果アイテムは,ア クシ ョンのないものに
比べてマウスオーバー時間は長 くなると考える.
図24に,ア クシ ョンのある検索結果 アイテム とアクションのない検索結果 アイテムのマウス移
動量の累積度数分布 を示す.マ ウス移動量に関 しても,マ ウスオーバー時間 と似たような傾 向が言
える.1200以上マウス移動量のある,ア クシ ョンのない検索結果 アイテム は,5%程 度 しかない.
対 して,ア クシ ョンの ある検索結果 アイテムの約40%が,1200以上のマウス移動量 を持つ.こ の
ことか ら,ア クションの ある検索結果アイテムは,ア クシ ョンのないものに比べてマウス移動量は
高 くなると考える.
検索行動 ログの分析結果か ら以下の ことが言える.
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■アクションあり
圏アクションなし
0-11-22-33-44-55-66・77-88-99-10-11-12-13・14-15-16-17-18-19・20-22-[秒】
101112131415161718192021
図23検 索 結 果 ア イ テ ム の マ ウ ス オ ー バ ー 時 間 の 累 積 度 数 分 布
.ア ク シ ョ ン の あ る 検 索 結 果 で は,閲 覧 時 間,マ ウ ス 移 動 量 が 増 え る 傾 向 が あ る.
・ ア ク シ ョ ン の あ る 検 索 結 果 ア イ テ ム で は,マ ウ ス オ ー バ ー 時 間,マ ウ ス 移 動 量 が 増 え る 傾 向
に あ る.
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図24検 索結果アイテムのマウス移動量の累積度数分布
4.3検索意図を考慮 したランキング機能の評価
4,3ユ実験 内容
本項 において,提 案 した検索意図別の ランキング機能の有効性 を示す.提 案手法で作成 された
ランキ ングモデル と,全 ての訓練 データか ら学 習された ランキングモデルを検索意図 ごとに比較
する.5分 割交差検証を行い,MAPを 用 いて評価 する.MAPで 評価する適合 アイテムには,ク
リックされたアイテム と検索 タス クで実験協力者が回答 したアイテム(回 答アイテム)を 利用す
る.学 習にはC。ordia皿teAscentを用い た.学 習する訓練 データは,42節 の実験で得 られた検i泰
ログ(ク エ リ211件,ク リック340回,検 索 タスクの回答アイテム181件)を 用いて,33.1項の
手法で作成する.こ のとき,訓 練データの作成 には,検 索結果上位200件のみを利用 し,検 索タス
クの回答 アイテムはク リックログと同等の指標 として利用する.作 成 された訓練 デー タを,3.2節
で提案 した分類 ルールで分類 した検索意図 ごと訓練データ数の内訳 を表10に 示す.
分割 番号1を テス トデー タに した場合の ランキングモデル作 成手順 を図25に 示す.分 割番号1
をテス トデータにした場合 には,分 割番号2～5を 訓練データとして利用す る.分 類 あ りの場合は,
訓練データを分類ルールで分類 し,3つ の検索意図に分類 された訓練デー タのみ をそれぞれ学習 に
利用 し,検 索意図別の3つ の ランキングモデルを作成する.分 類 なしの場合は,分 類番 号2～5の
訓練データをすべて学習に利用 し,分 類な しの ランキングモデルを作成す る.実 験では,分 類 され
た ランキ ングモデルと分類 なしのランキングモデルに対 して,検 索意図 ごとに評価 を行 う.評 価 を
行 う際 には,テ ス トデー タから分類ルール を用いて抽出された該当の検索意図だけを取 り出 して利
用 し,検 索意 図ご とにMAPを 求め る,分 類ルール によ り,度 の検 索意図に も分類 されなかった
データ(未 分類)は テス トデー タと して利用されない.
表105分 割した検索意図ごとの訓練データ数の内訳
分割番号 12345合 計
回想検索 15 14 16 26 8 79
同性質検索 5 4 8 4 7 28
原因影響分析 7 3 6 1 4 21
未分類 18 21 19 11 14 83
合計 45 42 49 42 33 211
4,3.2実験結果 および考察
実験結果 を表11に 示す.平 均値 にはマクロ平均 を用いた.ま た,実 験で作成 したランキングモ
デル を検索意図ご とに表13,表14,表15に示す.ま た,全 ての訓練データを学習 したランキング
モデルを表16に 示す.検 索意図ごとのMAP値 に関 して,分 割あ りと分類なしのt検 定の結果 を
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分割番号1をテストデータに利用した場合
分割番号i 分割番号2 分割番号ヨ 分割番号4 分割番号5
号 一 一一一一一一一
テストデータ
原因影響
分析、」 ?
?
L糎想糠 ・ラ≧弛 竺 弛ヒ1
　　　　 　 　 　 　　　 　　 　 　 　　 　　 　 　
曼L旦些篁塗三匙控 ングモデLV.」
…厩 響分析;ランキン梶 瓠「i
L_』_二L__=二________-1
訓練データ
L-一 一一一 一一「1
」
分類あり 分類なし
畢 畢
囲
1畢
講 監一 分類なし,ランキングモデル1
図25分 割番号1を テス トデータにした場合のランキングモデル作成手1噴
表12に示す.t検 定は,分 類 した1～5のMAP値 に対 して,デ ータ数は考慮せず に平均の検定 を
行 った.
表11の 実験結果 か ら,全 ての検索意 図において提案手法(分 類 あ り)のMAP値 の平均が上
回ったことがわかる.表12か ら,有 意水準を5%と した場合に,同 性質検索のみで有意差が得 ら
れたことがわかる.そ の理 由として,分 類ルールによ り,検 索意図 ごとに,似 た特徴 を持つアイテ
ムが評価され た訓練データを抽出で きたことが挙 げられる.同 性質検索で求め られるアイテムは,
周期的な特性な どの特定の時系列データの特徴 を有すると考 えられ る.そ のため,時 系列データの
特徴か ら作成 された素性 を使用 している今 回の実験では,求 め られるアイテムが素性の重 み とし
て表現 されやすかった と考 える.ま た,訓 練 データに使われた検索ログを収集 した4.2節の実験で
は,特 徴的変動 ごとにランキングを変化させ た,そ の影響で,実 験協力者が検索結果上位のアイテ
ムに対 して評価 を行った場合,結 果 として,検 索意図ごとに特定の特徴的変動が大 きな値をとるロ
グデータが収集 されやすい傾向にあ り,学 習 がしやすかったため提案手法に対 して優位 に働いた と
考 える.
原因影響分析 に関 して も同じことが言えるが,単 一素性で再 ランキングしたため,そ の影響を強
く受 けたと考える.表15の 原因影響分析のランキングモデルか らも,変 動の激 しさに素性の正の
重みが強 く偏 っている ことがわかる.今 回,原 因影響分析で有意差が見 られなかったのは,テ ス ト
データ数が少なかった ことと,一 つの素性 に偏 りすぎて しまったことで,ユ ーザの志向を正確に表
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現できなかったためであると考 える.
回想検索のMAP値 は,分 類の有無で大 きな差は出なかった.こ れは回想検索によ り求め られる
アイテムが,特 定の時系列データの特徴 を持 ったものではなかったためであると考 える.ま た,表
13の回想検索で作成 された ランキ ングモ デル をみ ると,提 案 した3素 性の重みが小さ く,使 用 さ
れている素性 も5つ のモデルであまり一貫性がない.回 想検索で求め られ るアイテムの特徴 を捉 え
るためには,時 系列デー タの特性以外 を利用 した素性 を設定する必要があると考 える.
表14の 同性質検索の ランキングモデルを見ると,変 動の激 しさとBOTTOM数 が負の重み とし
て強 く表れている傾向が見 られ る.増 加減少傾向が正の重み として強 く表れてい るこ とか らも,変
動があ まりな く,増 加または減少の傾向 をもつアイテムが求められている と考えられる.
表115分 割交差検証を用いた検索意図ごとのMAP値
1 2 3 4 5 平均
回想検索 分類なし 0.149060.072340.106370.117190.062270.10754
分類あり 0.135570.082180.108030.114740.075980.10764
同性質検索 分類なし 0.032560.063390.036620.015820.07400.04609
分類あり α07916 0.121190.04660.06858O.060620.06971
原因影響分析 分類なし 0.116010.06910.082640.110220.069490.09064
分類あり 0.158980.172160.053130.060170.079990.11087
平均 分類なし 0.119030.07017α08221 0.103440.068040.09104
分類あり 0.130120ユ0246 0.080670.106770.070670.09951
表12検 索意図ごとの分類の有無によるMAP値 のt検定の結果一
回想検索 0.35924
同性質検索 0.04544
原因影響分析 0.30068
平均 0.09417
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表13提 案手法で作成された回想検索のランキングモデル
変動の激しさ 周期性 増加減少傾向 データ数 標準偏差 分散 平均値
MAX数 MIN数 PEAK数 BOTTOM数 S工数 SD数 前回ス コア
1 5.54.EO32.28.E-09-1.84.E-02一3.70E-012,28.E-09-4.21.E-026.05E-08
2.28E-092.28E-09-3.47.E-0!一1.48E-012.29.E-024.53.E-023.08E-09
2 2.43.E-04-3.44E-02134E-03一6.38E-Ol2.55E-082.55.E-08-1.44E-06
2,55.E-082,55.E-082.55.E-08一3,19.E-Ol2.55.E-087,36.E-033.08E-08
3 1.14E-023.49,E-091.71E-033.15.E-023.49.E-099、09.E-024.43E-08
3.49.E-093.49,E-09-9.78.E-03一3.29.E-01-5,26E-013 .49.E-095.68.E-09
4 1.77.E-021.33E-091.33.E-09133.E-091、33E-091.33.E-09。1.86E-06
133.E-091.33.E-09-8.27,E-011.33E-09-1.55E-01L33.E-093,95.E-08
5 1.06E-〔〕33.96E-033,22.E-03 2.28.E-032.36.E-09-1.8LE-015.86.E-09
236E-092.36.E-09-2.70E-02一3.89E-01-3.08E-018.42.E-023.51.E-09
平 均7.20.E-03-6.08E-0=]-2.42.E-03 一1.95E-017.00E-09-2.64,E-02-6.38E-07
7、00.E-097.00.E-09-2.42.E-Ol 一2.37.E-01-1.93E-Ol2.74E-021.65.E-08
表14提 案手法で作成された同性質検索のランキングモデル
変動の激しさ 周期性 増加減少傾向 データ数 標準偏差 分散 平均値
MAxi数 MIN数 PEAK数 BOTTOM数 SI数 SD数 前回スコア
1 一3.17、E-016.55.E-112.63.E-01 6.55.E-116,55.E-116.55.E-112.27.E-08
6.55E-116.55E-116,55.E-11一4.20E-Ol6.55.E-116.55.E-117.91E-11
平均
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表15提 案手法で作成された原因影響分析のランキングモデル
変動の激 しさ 周期性 増加減少傾向 データ数 標準偏差 分散 平均値
MAX数 MIN数 PEAK数 BOTTOM数 SI数 SD数 前回ス コア
1 9,44,E-012.78,正vrlO-3.59E-02 2.78.E-102.78.EIO2.78.E-109.98.E-09
2.78E」102.78.E-102.78.E-10 2.78.E-101.99.E-022.78.E-102.78.E-10
4 8.43E-012,82,E-112.35,E-042.82.E-112,82.E-113,78.E-02-3.56,正 ン09
2,82.E-112.82E-11-1.18.E-013.48.E-048.29,E-042.82,E-112.96.E-11
平均
表16全 ての訓練データを学習したランキングモデル
変動の激しさ 周期性 増加減少傾向 データ数 標準偏差 分散 平均値
MAX数 MIN数 PEAK数 BOTTOM数 SI数 SD数 前回ス コア
1 3.22.E-031.63.E-103.62.E-029.93.E-031.63.E-101.63.E-10-2.35E-07
1.63E-101.63.E-102.86.E-04一3.17.E-Ol-3.91E-012.43.E-011.09.E-08
平均
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4.4検索行動ログを追加 した訓練データの評価
4,4ユ実験内容
本項において,3.32項の提案手法 によって検索行動 ログか ら追加され た訓練デー タの有効性 を
示す.提 案手法で作成 された訓練データを追加 して学習 したランキ ングモデル と,ク リックされた
アイテム と検索 タスクの回答 アイテムのみか ら作成 された訓練データ(4.3節で利用)を 学習 した
ランキングモデル を検索意図 ごとに比較する.5分 割交差検証 を行い,MAPを 用いて評価す る,
MAPで 評価す る適合アイテムには,ク リックされたアイテムと検索タス クの回答 アイテム を利用
する,学 習にはCoordianteAscentを用いた.
3.3.2項の提案手法で作成 された訓練データ数 の内訳 を表17に 示す.3.32項の提案手法 によ り
評価 されたアイテムを疑似適合アイテム と呼ぶ.提 案手法 により疑似適合アイテムが771件追加
された結果,ク リックされたアイテム と回答アイテム と合わせて1292件のアイテム評価か ら398
件のクエ リが作成 され た.
表173.3.2項の提案手法で作成された言川練 データ数の検索意図ごとの内訳
回想検索 同性質検索 原因影響分析 未分類 合計
追加 されたクエ リ数 56 75 53 3 187
追加された疑似適合アイテム 219 300 244 8 771
4.4.2実験結果および考察
実験結果 を表18に 示す.平 均値 にはマクロ平均を用いた,ま た,実 験 で作成 したランキ ングモ
デル を検索意図ご とに表20,表21,表22に示す.ま た,全 ての訓練 データを学習 したランキング
モデル を表23に 示す,検 索意 図ごとのMAP値 に関 して,分 割 あ りと分類な しのt検 定の結 果を
表19に示す.t検 定は,分 類 した1～5のMAP値 に対 して,デ ー タ数 は考慮せ ずに平均の検定を
行った.
表18の 疑似適合アイテムを追加 した実験結果 と,表11の 疑似適合アイテムを追加 していない実
験結果 を比較すると,疑 似適合アイテムを追加 した場合 に,MAP値 が全体的に向上 してい ること
がわか る,特 に,分 類 ありの場合のMAP値 は大 きく向上 している.表19か ら,回 想検索,同 性
質検索,平 均で,有 意水準を5%と した場合 に有意差 がでたことがわかる,こ れ は,疑 似適合 アイ
テムが効果的に働 いたためだ と考 えられる.
その中でも,同 性質検 索のMAP値 の向上が著 しい.表14と,表21を 比較す ると,疑似適合ア
イテムを追加 した場合 に,変 動の激 し さーと増加減少傾向 とBOTTOM数 に素性の重みが集 まる傾
向が強 くな り,安定 したことがわかる,こ れは訓練 データ数の増加 により,学 習が安定 したためだ
と考えられ る.同 性質検索の場合,他 の検索意図 よりも注 目する情報が多いため,疑 似適合 アイテ
ムが うまく機能 したもの と考える.例 えば,同 じ周期 を持つ動向情報 を見つけたい場合 に,同 じよ
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うな変動を複数持つか,そ の変動は同時期 であるかな ど,複 数の要因を確認する必要がある.そ の
ため,検 索結果ページで注 目したアイテムにかける確認の時間が長 くな り,疑 似適合 アイテムが取
得 しやすかった と考える.表17に 示 した,同 性 質検索の追加 アイテム数が多いのも この影響だ と
考 える.
表 工8訓練データを追加 したデータに対 して5分 割交差検証を用いた検索意図ごとのMAP値
1 2 3 4 5 平均
回想検索 分類なし 0.14600〔〕.〔}6946O.110210.1〔}7750.054960.10338
分類あり 0.158420.082450.108870.122360.070090.11411
同性質検索 分類なし 0.026560.063910.037680.021470.077050.04697
分類あり 0.314530.116190ユ4583 0.04944α19633 0ユ7057
原因影響分析 分類なし 0.120980.066280.081160.08960.064780.08959
分類あ り 0.264430.269620.053230.059230.060940.15630
平均 分類なし 0.11726α06795 0.08430.095640.06519α08848
分類あり 0.21290.115620.109490.110530.117660.13378
表19訓 練データを追加した時の検索意図ごとの分類の有無によるMAP値 のt検定の結果
藤 意図it
回想検索 0.Ol234
同性質検索 0.02945
原因影響分析 0.15366
平均 0.01392
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表203、3.2項の手法で作成 された訓練 デー タを追加 した訓練デー タで作成 された回想検 索の
ランキングモデル
変動の激 しさ 周期性 増加減少傾向 データ数 標準偏差 分散 平均値
MAX数 MIN数 PEAK数 BOTTOM数 SI数 SD数 前回ス コァ
ユ 1.06.E-033.96.E-03322.E-032,28E-032.36.E-09-1.81E-015,86,E-09
2.36E-092,36.E-09-2.70.E-02一3.89,E。01-3.08.E-018.42.E-023,51.E-09
平均
表213.3.2項の手法で作成 された訓練データを追加 した訓練デー タで作成 され た同性質検 索
のランキングモデル
変動の激しさ 周期性 増加減少傾向 データ数 標準偏差 分散 平均値
MAX数 MIN数 PEAK数 BOTTOMi数 SI数 SD数 前回スコア
1 3,66.E-031.00E-111.OO,E-11.00.E-11,00.E-111.00.E-111.03,E-08
1.00.E-111,00E-11LOO.E-11一6.63E-012.14.E-011.19E-011.16,E-11
2 1.29.E-121.29E-122.37,E-01129.E-121.29.E-12129.E-121.56E-07
129.E-121.29.E-12129.E-12一7,63.E-015.21.E-041.29.E-124,23.E-11
3 一5.99.E-01124.E-114.01E-01 1.24.E-11.24.E-111,24,E-113.92E-08
1.24.E-11124,E-111.24.E-111.24.E-11.24,E-111.24.E-111,76,E-11
4 一7.94,E-011.6(),E+-112.06.E-01 1.6〔〕,E-11 1.60,E-111.60.E-119.05.E-08
1.60E-111.60,E。111.60,E-11 1,60E-11-7.51E-061.60.E-114.08.E-11
平均
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表223,32項の手法で作成された訓練データを追加した訓練データで作成された原因影響分
析のランキングモデル
変動の激しさ 周期性 増加減少傾向 データ数 標準偏差 分散 平均値
MAX数 MIN数 PEAK数BOTTOM数 SI数 SD数 前回ス コア
1 9.97.E-01一1,63E-04 4.02E-11 1.69E-054.02.E-112.42E-03一5.67E-09
4.02E-114.02E-114.02.E-114.02.E-114.02.E-114.02.E-117.04E-11
2 9.41.0014,37,E-11-2.39.E-02一1.60.E-024.37.E-114,37,E-114.82.E-09
4.37.Dll4,37.Bl14.37.E-11一L92E-024.37.E-il4.37.E-115.9〔}E-11
3 9,87.E-015.80.E-11-4.09.E-038.39、E-04 5.80.E-111.60.E-03-7,32E-09
5.80.]巳一11 5.80」≡ン11 1.49E-03 一4.40.正iン03-223.E-045,80.E-117.01、E-11
4 9.42.EOI1.44,E-131.44.E-131.44.E-131,44,E-131.44.E-13-6.33.E-09
1.44E-131.44.E-131,44.E-131.44.E-13-5.74E-023.95.E-048.94E-12
5 9.97.]巳一〇1 6.98.Eト126.98.E-12 3.43.E-036.98,E-126.98.】E}-12-1,28.]巳 一〇8
6.98.E-126,98.E-126.98、E-12 6.98.E-126.98.E-126.98.E-123,32,E-11
平 均9.73.E-01-3,26,E-05-5.60.E-03 一2,34E-032.98E-118、04,E-04-5.46.E-09
2,98,Bll2.98.]巳一11 2.97.E-04一4.73.E-03-1.15E-027.91E-054,83.E-11
表233.3.2項の手法で作成された訓練データを追加 した全ての訓練データを学習 した ランキングモデル
変動の激 しさ 周期性 増加減少傾向 データ数 標準偏差 分散 平均値
MAX数 MIN数 PEAK数BOTTOM数 SI数 SD数 前回スコア
1 4.26,E-032.66E-101,89.E-03一1.88E-03 2.66.E-102,66.E-10一4.83,E-07
2.66,E-102.6窃.E-10 2.66E-10 2.84E-04一9.16E-01 7.58.E-021.7LE-08
2 1、27,E-031.03E-10-6.47.E-04 一8.05,E-021.03.E-101.03.E-101、79,E-09
1.03.E-101,03.E-10-2.94E-01126.E-03-5ユ6.E-011.05.E-017.22.E-09
3 991,E-048.59.E-115,30,E-04。1.17.E-018.59.E-118,59E-115,82,E-09
8.59.E-118.59E-113.68.E-048.59.E-11-8.81.E-018,59,E-119.33E-09
4 4.98.E-045,48,E-021.59.E-025.96.正i}-035.63.E-08-1.09,E-01-3.17E-06
5.63.EO85.63.E-085.32,E-026.20E-02-4.83.E-012,16.E-Ol6,48.E-08
5 524.E-031,16,E-018.91.E-02一6.89E-014,37,E-084,37,E-085.90E-08
4,37.E-084,37.E-08-9.99E-024.37.E-084.37,E-08-7.28.E-046.19,E-08
平 均2.45,E-033.42.E-022.14EEO2 。L76、E-012.Ol.E-08-2.18.E-02-7,18.E-07
2.01.]E}響082.01.E-08-6,81.E-02 127.E-02-5.59.E-017.93,E-023.21.E-08
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5お わ りに
本論文では,コ ンテ クス ト検索エ ンジンの検索意図 を考慮 したランキング機能 と,検 索行動ログ
を利用 した訓練データの作成方法 を提案 した.提 案手法の有効性 を検証するため,ラ ンキングの検
索意図分類の有効性 と,マ ウス挙動 と閲覧時間 を適合 ラベルの推定 に利用することの有効性の二つ
の観点か ら評価実験 を行 った.
検索意図別 のランキングの有効性の検証には,検 索意図分類を行 っていないランキング と検 索意
図分類 を行 ったランキングをMAPを 用いて検索意図 ごとに比較 した.実 験結果か ら,特 定の時系
列データの特徴 を有す る同性質検索 に対 しては,一 定 の効果が得 られ た.後 者の評価実験で は,マ
ウス挙動 と閲覧時間か ら判断 した疑似 適合アイテムに追加 した訓練データを用いて学習 したランキ
ング関数 について,MAPを 用 いて検索意図ごとに比較 を行った.実 験結果か ら,提 案手法で作成
した訓練データの有効性 を示 した.特 に,分 類するこ とによ り訓練データ数 が不足する検索意図分
類において,よ り大 きな効果が得 られることを示 した.
本論文で は,訓 練 デー タを検索意図ごとに分類する ことでランキング機能の向上 を実現 したが,
今後は,時 系列データの特性以外 を利用 した素性の追加や,推 定する適合 ラベルの閾値にユーザバ
イアス を考慮す ることな どによ り,ラ ンキング機能の改 善が期待で きる.Web検 索エ ンジ ンでは
解決困難な情報要求を満たすための選択肢 として,コ ンテクス ト検索エ ンジンが多 くの人 に利用さ
れるようになるためには,検 索にかかるユーザの負担軽減が重要であ り,本 研究で得 られた成果が
貢献することが期待で きる,
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