The operator-theoretic renormalization group (RG) methods are powerful analytic tools to explore spectral properties of field-theoretical models such as quantum electrodynamics (QED) with non-relativistic matter. In this paper these methods are extended and simplified. In a companion paper, our variant of operator-theoretic RG methods is applied to establishing the limiting absorption principle in non-relativistic QED near the ground state energy.
I Introduction
This paper is devoted to the nuts and bolts of the spectral (operator-theoretic) renormalization group (RG) method introduced in [7, 8] and developed further in [2, 19] . This method has been used successfully in order to describe the spectral structure of non-relativistic quantum electrodynamics (QED) with confining potentials and of Nelson's model with a 'subcritical' interaction [7, 8, 11, 3, 14, 24] (see [20] for a book exposition and [4, 5, 16] , for an alternative multiscale technique). The RG technique developed in this paper is a variant of the one presented in [2] , where the smooth Feshbach-Schur map was introduced. It simpler than that of [2] and similar to that of [19] .
In this paper we apply the RG technique to prove existence of eigenvaules and describe continuous spectra for operators on Fock spaces appearing in massless quantum field theories for which standard techniques do not work. (The papers [2, 19] deal only
where ∆ x j is the Laplacian in the variable x j , x = (x 1 , . . . , x n ), and V (x) is the potential energy of the particle system. This operator acts on the Hilbert space H p , which is either L 2 (R 3n ) or a subspace of this space determined by a symmetry group of the particle system. We assume that V (x) is real and s.t. the operator H p is self-adjoint.
The quantized electromagnetic field is described by the quantized vector potential A(y) = (e iky a(k) + e −iky a * (k))χ(k)
in the Coulomb gauge (divA(x) = 0). Here χ is an ultraviolet cut-off: χ(k) = 1 (2π) 3 √ 2 in a neighborhood of k = 0, and χ vanishes rapidly at infinity. The dynamics of the quantized electromagnetic field is given by the quantum Hamiltonian
The operators A(y) and H p act on the Fock space H f ≡ F . Above, ω(k) = |k| is the dispersion law connecting the energy, ω(k), of the field quantum with its wave vector k, and a * (k) and a(k) denote the creation and annihilation operators on F . The latter are operator-valued generalized, transverse vector fields:
where e λ (k) are polarization vectors, i.e. orthonormal vectors in R 3 satisfying k · e λ (k) = 0, and a # λ (k) are scalar creation and annihilation operators satisfying canonical commutation relations. The right side of (I.3) can be understood as a weak integral. See the Supplement for a brief review of definitions of the Fock space, the creation and annihilation operators and the operator H f .
The Hamiltonian of the total system, matter and radiation field, is given by
1 2m j (−i∇ x j + gA(x j )) 2 + V (x) + H f (I.4) acting on the Hilbert space H := H p ⊗ H f . Here the coupling constant g is related to the fine-structure constant α = . (See [9, 16, 24] for a discussion of the definition of H g and units involved.) This model describes emission and absorption of radiation by systems of matter, such as atoms and molecules, as well as other processes of interaction of quantized radiation with matter. It has been extensively studied in the last decade; see references in [24, 25] for references to earlier contributions.
For a large class of potentials V (x), including Coulomb potentials, and for an ultraviolet cut-off in A(x), the operator H g is self-adjoint.
The key problem of non-relativistic QED is to establish spectral and resonance structure of H g and, in particular, to prove existence (and uniqueness) of the ground state and of resonances of H g corresponding to excited states of the atomic Hamiltonian.
One verifies that H f defines a positive, self-adjoint operator on F with purely absolutely continuous spectrum, except for a simple eigenvalue 0 corresponding to the vacuum eigenvector Ω (see Supplement). Thus, for g = 0, the low-energy spectrum of the Hamiltonian H 0 of the decoupled system consists of branches [ǫ are the isolated eigenvalues of the particle Hamiltonian H p , and of the eigenvalues ǫ (p) i sitting at the 'thresholds' of the continuous spectrum. The absence of gaps between the eigenvalues and thresholds is a consequence of the fact that the photons are massless. This leads to hard and subtle problems in perturbation theory, known collectively as the infrared problem.
The first step in tackling the problem of ground states and resonances in the framework of the RG approach is to perform a certain canonical transformation and then apply to the resulting Hamiltonian a specially designed RG map in order to project out the particleand high-photon-energy degrees of freedom ( [24] (cf. [7] ). and χ 1 := χ 1 (H f ) with χ 1 (r) a smooth cut-off function s.t. χ 1 = 1 for r ≤ 9/10, = 0 for r ≥ 1 and 0 ≤ χ 1 (r) ≤ 1 . See Section III for more details concerning notation. Operators on Fock space of the form above will be said to be in generalized normal (or Wick) form.
Note that, in order to be able to apply our theory to the analysis of resonances of H g , the operators H = T + W , introduced above, are allowed to be non-self-adjoint.
Our goal in this paper is to describe the spectrum of the operator H near 0. We assume that the function w 0,0 (r), defining the operator T := w 0,0 [H f ], satisfies We consider the operator W (see (I.5)) as a perturbation of the operator T := w 0,0 [H f ], whose spectrum is explicitly known. It consists of the essential spectrum w 0,0 (R + ) and an eigenvalue 0 at its tip with the eigenvector Ω. We propose to determine the effect of the perturbation W on the spectrum of T near 0 and, in particular, to determine the fate of the eigenvalue 0 of T . If the operator H has an eigenvalue near 0, we call it the ground state energy of H. We denote by D s the set of operators of the form H = T + W , where T and W are described above, such that (I.6) holds and
where w 1 := (w m,n ) m+n≥1 , and w 1 µ,s,ξ is a norm defined in Section III. We define a subset S of the complex plane by
Recall that a complex function f on an open set D in a complex Banach space B is said to be analytic if ∀H ∈ D and ∀ξ ∈ B, f (H + τ ξ) is analytic in the complex variable τ for |τ | sufficiently small (or equivalently, f is Gâteaux-differentiable, see [10] ; a stronger notion of analyticity, requiring in addition that f is locally bounded, is used in [21] ). In the next theorem B is the space of H f -bounded operators on F (i.e. the space of closed operators A with A(H f + 1) −1 bounded). We are now prepared to state the main result of this paper.
Theorem I.1. Assume that β 0 and γ 0 are sufficiently small. Then there is an analytic map e : D s → C such that e(H) ∈ R, for H = H * , and for H ∈ D s the number e(H) is a simple eigenvalue of the operator H and σ(H) ⊂ e(H) + S.
Note that our approach also provides an effective way to compute the eigenvalue e(H) and the corresponding eigenvector.
Theorem I.1 is used in [24, 17] . Besides, our main technical result, Theorem V.1 formulated in Section V, furnishes a key technical step in an RG proof of local decay, see [17] .
Combining results of this paper with those of [1] one obtains estimates on the resolvent of H near the eigenvalue e(H): For each Ψ and Φ from a dense set of vectors, the matrix element Ψ, (H − z) −1 Φ near the eigenvalue e ≡ e(H) of H is of the form
where p and r(z) are sesquilinear forms in Ψ and Φ with r(z) analytic in z ∈ Q := C\(e(H) + S) and bounded on the intersection of a neighbourhood of e with Q as
Such estimates are needed in an analysis of the long time dynamics of resonances in QED; see [1] . This will be described in more detail elsewhere. Next, we explain the main ideas of the spectral renormalization group method. Our goal is to describe the spectral structure near 0 of an operator H from the set D s introduced above. Denote by D(0, α) the disc in C centered at 0 and of radius α. For α 0 sufficiently small, we construct a renormalization transformation, R ρ , defined on D := D(0, α 0 )1 + D s , with the following properties:
• R ρ is 'isospectral' and 'preserves' the limiting absorption principle;
• R ρ removes the photon degrees of freedom related to energies ≥ ρ.
We then consider the discrete semi-flow, R n ρ , n ≥ 1, generated by the renormalization transformation, R ρ (called renormalization group) and relate the dynamics of this flow to spectral properties of individual Hamiltonians in D s . We show that the flow, R n ρ , has the fixed-point manifold M f p := CH f , an unstable manifold M u := C1, and a (complex) co-dimension 1 stable manifold M s for M f p foliated by (complex) co-dimension 2 stable manifolds for each fixed point. We show that H − λ is in the domain of R n ρ , provided the parameter λ is adjusted appropriately, so that H − λ is, roughly, in a ρ n −neighborhood of the stable manifold M s .
Stable and unstable manifolds.
Thus, for n sufficiently large, the operators H (n) λ := R n ρ (H − λ) are close to the operator wH f , for some w ∈ C with Re w > 0, and their spectra can be easily analyzed. Since the renormalization map is 'isospectral', we can pass this spectral information to the operator H (n−1) λ , and so forth, until we obtain the desired spectral information for the initial operator H.
Our paper is organized as follows. In Section II we describe the Feshbach-Schur map, which is the main ingredient of the renormalization map introduced in Section IV. In Section III we define the Banach spaces on which the renormalization map acts. The renormalization group approach is presented in Section V where the main technical results implying Theorem I.1 are proven. In Appendix I we present the proof of a key technical result describing properties of the renormalization map. This proof is close to the proof of a similar result in [2] and is presented here for the reader's convenience. In Appendix II we present a result on the construction of eigenvalues and eigenvectors, similar to a corresponding result of [2] . Finally, in a Supplement, we collect some relevant facts on Fock space and creation and annihilation operators.
II The Smooth Feshbach-Schur Map
In this section, we review the method of isospectral decimation maps acting on operators, introduced in [7, 8] and refined in [2] . At the origin of this method is the isospectral smooth Feshbach-Schur map 1 acting on a set of closed operators and mapping a given operator to one acting on a subspace of the original Hilbert space.
Let χ, χ be a partition of unity on a separable Hilbert space H, i.e. χ and χ are positive operators on H whose norms are bounded by one, 0 ≤ χ, χ ≤ 1, and χ 2 + χ 2 = 1. We assume that χ and χ are nonzero. Let τ be a (linear) projection acting on closed operators on H with the property that operators in its image commute with χ and χ. We also assume that τ (1) = 1. Let τ := 1 − τ and define
where χ # stands for either χ or χ. Given χ and τ as above, we denote by D τ,χ the space of closed operators, H, on H which belong to the domain of τ and satisfy the following three conditions:
(i) τ and χ (and therefore also τ and χ) leave the domain D(H) of H invariant: • The definition of the smooth Feshbach map given above differs somewhat from the one given in [2] . In [2] , the map F τ,χ (H) is denoted by F χ (H, τ (H)), and the pair of operators (H, T ) are referred to as a Feshbach pair.
• The usual Feshbach-Schur map is obtained as a special case of the smooth FeshbachSchur map by choosing χ = projection, and, usually, τ = 0.
• Typically the operator χ is taken to be of the form χ := χ(A) for some self-adjoint operator A on H. For the Feshbach map, χ has to be a projection and therefore we would have to take χ := χ(A) to be a characteristic function of the operator A, while in the smooth Feshbach-Schur map we are allowed to take χ := χ(A) to be a smooth approximation of the characteristic function of an interval in R. This explains the adjective 'smooth' in the definition.
• In [2] a semi-group property of F τ,χ (H) is exhibited.
Next, we introduce some maps appearing in various identities involving the FeshbachSchur map:
Note that Q τ,χ (H) ∈ B(Ran χ, H) and Q # τ,χ (H) ∈ B(H, Ran χ). The smooth Feshbach-Schur map of H is isospectral to H in the sense of the following theorem.
Theorem II.1. Let χ and τ be as above, and assume that H ∈ D τ,χ so that F τ,χ (H) is well defined. Then 
This theorem is proven in [2] ; see [18] for further extensions.
In comparison with the original use of the Feshbach projection method as a tool in the analytic perturbation theory of eigenvalues, the smooth Feshbach-Schur map has two new features:
• Flexibility in the choice of the projection; in particular, 'dressing' the eigenspace corresponding to some eigenvalue with vectors from the continuous spectrum subspace, and relaxing the projection property altogether;
• Viewing the Feshbach-Schur procedure as a map on a space of operators, rather then a tool in the analysis of a fixed operator. Our operator theoretic renormalization group is based on an iterative composition of Feshbach-Schur maps, decimating the degrees of freedom of the system under investigation.
III A Banach Space of Hamiltonians
We construct a Banach space of Hamiltonians on which our renormalization transformation will be defined. In order not to complicate matters unnecessarily, we will think of the creation and annihilation operators used below as scalar operators neglecting helicity of photons. We explain at the end of the Supplement how to reinterpret our expressions for the photon creation and annihilation operators. Recall that B 
for m + n > 0. Here we are using the notation
The notation W m,n [w m,n ] stresses the dependence of W m,n on w m,n . Note that
We assume that, for every m and n with m + n > 0, the function
and s times continuously differentiable in r ∈ I, for some s ≥ 1, and for almost every k (m,n) ∈ B . As a function of k (m,n) , it is totally symmetric w. r. t. the variables k (m) = (k 1 , . . . , k m ) andk (n) = (k 1 , . . . ,k n ) and obeys the norm bound
where
for some µ ≥ 0.
Here and in what follows, k j is one of the 3−vectors in the variable k (m,n) . Recall that |k (m,n) | −1/2 is absorbed in the integration measure in the definition of W m,n . For m + n = 0 the variable r ranges over [0, ∞), and we assume that the following norm is finite:
(This norm is independent of µ, but we keep this index for notational convenience.) The Banach space of functions w m,n of this type is denoted by W µ,s m,n . We fix three numbers µ, 0 < ξ < 1 and s ≥ 0 and define the Banach space
with the norm
be a smooth cut-off function s.t. χ 1 = 1 for r ≤ 9/10, = 0 for r ≥ 1 and 0 ≤ χ 1 (r) ≤ 1 and sup |∂ n r χ 1 (r)| ≤ 30 ∀r and for n = 1, 2. We define χ ρ (r) ≡ χ r≤ρ := χ 1 (r/ρ) ≡ χ r/ρ≤1 and χ ρ ≡ χ H f ≤ρ . The following basic bound, proven in [2] , links the norm defined in (III.6) to the operator norm on B[F ].
Theorem III.1. Fix m, n ∈ N 0 such that m + n ≥ 1. Suppose that w m,n ∈ W µ,s m,n , and let
and therefore
where · denotes the operator norm on B[F ].
Theorem III.1 says that the finiteness of w m,n 0 insures that
With a sequence w := (w m,n ) m+n≥0 in W µ,s we associate an operator by setting 
for arbitrary w = (w m,n ) m+n≥0 ∈ W µ,0 and any µ > −1/2. Here w 1 = (w m,n ) m+n≥1 . Hence we have the linear map H : w → H(w) (III.14)
from W µ,0 into the set of closed operators on Fock space F . The following result is proven in [2] .
Theorem III.2. For any µ ≥ 0 and 0 < ξ < 1, the map H : w → H(w), given in (III.12), is injective.
Next, we decompose the Banach space W µ,s into components having, as we will establish below, distinct scaling properties. We define the Banach spaces
to consist of all sequences w 1 := (w m,n ) m+n≥1 obeying
We observe that there is a natural bijection
We shall henceforth not distinguish between W µ,s 0,0 and C ⊕ T . We rewrite our Banach W µ,s space as
We define the spaces W 
where E ∈ C is a complex number,
(III.20) 
, with k m+j :=k j , and the indices n and q satisfy 0 ≤ n + |q| ≤ s with s = 2.
IV The Renormalization Transformation R ρ
In this section we introduce an operator-theoretic renormalization transformation based on the smooth Feshbach-Schur map, which is closely related to the one introduced in [2] and [7, 8] . We fix the index µ in our Banach spaces at some positive value, µ > 0.
The renormalization transformation is homothetic to an isospectral map defined on a polydisc in a suitable Banach space of Hamiltonians. It has a certain contraction property insuring that (upon appropriate tuning of the spectral parameter) the image of any Hamiltonian in the polydisc under a large number of iterations of the renormalization transformation approaches a fixed-point Hamiltonian, wH f , whose spectral analysis is particularly simple. Thanks to the isospectrality of the renormalization map, certain properties of the spectrum of the initial Hamiltonian can be derived from the corresponding properties of the limiting Hamiltonian.
The renormalization map is defined below as a composition of a decimation map, F ρ , and two rescaling maps, S ρ and A ρ . Here ρ is a positive parameter -the photon energy scale -which will be chosen later.
The decimation of degrees of freedom is accomplished by the smooth Feshbach map, F τ,χ with the operators τ and χ chosen as
where H = H(w) is given in Eqn (III.12). With τ and χ identified in this way we will use the notation
The decimation map acts on the Banach space W s op . Let χ ρ be defined so that χ ρ ≡ χ H f ≤ρ and χ ρ ≡ χ H f ≥ρ form a smooth partition of unity, χ 
for appropriate α, β, γ > 0. Here H(w) = E + T + W , where E, T and W are given in (III.20) and w 1 := (w m,n ) m+n≥1 .
Lemma IV.1. Fix 0 < ρ < 1, µ > 0, s ≥ 1, and 0 < ξ < 1. Then it follows that the polydisc
We remark that W := H(w) − E − T defines a bounded operator on F , and we only need to check the invertibility of H(w) τ χρ on Ran χ ρ . Now the operator E + T = W 0,0 [w] is invertible on Ran χ ρ since for all r ∈ [3ρ/4, ∞)
and
is invertible on Ran χ ρ . The last part of the proof above gives the estimate
We introduce the scaling transformation
On the domain of the decimation map F ρ we define the renormalization map R ρ as
Remark IV.2. The renormalization map above is different from the one defined in [2] . The map in [2] contains an additional change of the spectral parameter λ := − H Ω .
We mention here some properties of the scaling transformation. It is easy to check that S ρ (H f ) = ρH f , and hence
(To control this expansion it is necessary to suitably restrict the spectral parameter.)
Next, we show that the interaction W contracts under the scaling transformation. To this end we remark that the scaling map S ρ restricted to W µ,s op induces a scaling map s ρ on W µ,s by
It is easy to verify that s ρ (w) := (s ρ (w m,n )) m+n≥0 and, for all
We note that by Theorem III.1, the operator norm of W m,n s ρ (w m,n ) is controlled by the norm
Hence, for m + n ≥ 1, we have that
Since µ > 0, this estimate shows that S ρ contracts w m,n µ by at least a factor of ρ µ < 1. The next result shows that this contraction is actually a property of the renormalization map R ρ along the 'stable' directions. Recall, χ 1 is the cut-off function introduced at the beginning of Section III. Define the constant
Clearly, for, say, s = 1, C χ ≥ 4/3. We keep the constant C χ below in order to relate the analysis of this paper to that of [2] . we have that
(in the definition of the polydiscs, see (IV.3)) and
With some modifications, this theorem follows from Theorem 3.8 in [2] and its proof; especially Equations (3.104), (3.107) and (3.109). For the sake of completeness, we present a proof of this theorem in Appendix I.
Remark IV.4. Subtracting the term ρ −1 ǫ 0 from R ρ allows us to control the expanding direction during the iteration of the map R ρ . In [2] such control was achieved by using a change of the spectral parameter λ, which controls H Ω .
V Renormalization Group
In this section we describe some dynamical properties of iterations, R n ρ ∀n ≥ 1, of the renormalization map R ρ . A closely related iteration scheme is used in [2] . First, we observe that
Hence we define M f p := CH f and M u := C1 as candidates for the manifold of fixed points of R ρ and the unstable manifold. The next result identifies the stable manifold of M f p which turns out to be of (complex) codimension 1 and is foliated by (complex) codimension 2 stable manifolds, for each fixed point in M f p . This implies, in particular, that, in a vicinity of M f p , there are no other fixed points, and that M u is the entire unstable manifold of M f p (see the figure on page 5).
We introduce some definitions. Recall that D(λ, r) := {z ∈ C||z − λ| ≤ r}, a disc in the complex plane. As an initial set of operators we take
We also let
(The subindex s stands for 'stable', not to be confused with the smoothness index s, which, in this section, is denoted s ′ .) For H ∈ D we write
(the unstable-and stable-central-space components of H, respectively). Note that H s ∈ D s . We fix the scale ρ so that
Below, we use the n−th iteration of the numbers α 0 , β 0 and γ 0 under the map (IV.14):
Recall that a vector-function f from an open set D in a complex Banach space B 1 into a complex Banach space B 2 is said to be analytic iff ∀H ∈ D and ∀ξ ∈ B 1 , f (H + τ ξ) is analytic in the complex variable τ for |τ | sufficiently small (see [10] ). One can show that f is analytic iff it is Gâteaux-differentiable ( [10, 21] ). A stronger notion of analyticity, requiring in addition that f is locally bounded, is used in [21] .
For a Banach space X the symbol O X (α) will stand for an element of X bounded in its norm by const α.
. There is an analytic map e : D s → D(0, 4α 0 ) s.t. e(H) ∈ R for H = H * , and
This theorem implies that M f p := CH f is (locally) a manifold of fixed points of R ρ and M u := C1 is the unstable manifold, and the set
is a local stable manifold for the fixed point manifold M f p in the sense that,
as n → ∞. Moreover, M s is an invariant manifold for R ρ : M s ⊂ D(R ρ ) and R ρ (M s ) ⊂ M s , though we do not need this property here and thus we will not prove it. 
This theorem implies Theorem I.1 formulated in the introduction. We begin with some preliminary results, collected in Proposition V.3 below, from which we derive Theorems V.1 and V.2. Proposition V.3. Let V −1 ≡ D and e −1 (H s ) = 0 ∀H s . The triples (V n , E n , e n ), n = 0, 1, ..., where V n is a subset of D, E n is a map of V n−1 into C, and e n is a map of D s into C, are defined inductively in n ≥ 0 by the formulae
in the disc D(e n−1 (H s ), 1 12 ρ n+1 ). Moreover, these objects have the following properties:
Proof. We proceed by induction in the index n. For n = 0 the proposition is trivially true. We assume that the statements of the proposition hold for all 0 ≤ n ≤ j − 1 and prove them for n = j. Let e n (H s ) and E n (H s − λ), 0 ≤ n ≤ j − 1, be as defined in the proposition. Since e j−1 (H s ) is defined by (V.9) with n = j − 1 we can define V j using (V.7) with n = j. Next, by (V.10) with n = j − 1,
and therefore the map E j is well defined.
Let H ∈ V j−1 and denote λ := −H u so that
is analytic (in the sense specified in the paragraph preceding Theorem V.1) in λ ∈ D(e j−1 (H s ), 1 12 ρ j+1 ) and in H s ∈ D s . We prove this statement by induction in j. Clearly, (λ) −1 χ ρ is well-defined and is analytic and therefore so is
By the definition of the decimation map, (IV.1)-(IV.2),
is analytic. Hence, by the definition of the renormalization map R ρ in (IV.6) -(IV.7),
) and in H s ∈ D s . In the remaining part of the proof we will use the shorthand e n ≡ e n (H s ) and (abusing notation) E n (λ) ≡ E n (H s − λ). Now, we prove (V.9) and (V.11) with n = j. We begin with some preliminary estimates. Let H ∈ V j−1 . For 1 ≤ n ≤ j denote Iterating (V.12) we find for i ≤ j
By the estimate (V.13) with m = 1 we have for i ≤ j
which, by the conditions on the parameters, (V.1), implies
for 0 < i ≤ j. Now, we are ready to show the existence and properties of e j , stated in (V.9) and (V.11) with n = j, i.e. to show that E j (λ) has a unique zero, e j , in every disc D(e j−1 , rρ j ) with 2α j ≤ r ≤ 1 12 ρ. The latter is equivalent to showing that e j is a fixed point of the map λ → E 0j (λ) in the discs D(e j−1 , rρ j ). Using the equations e j−1 = E 0j−1 (e j−1 ) and (V.15) with i = j − 1, j and using the triangle inequality we obtain
Now, remembering the estimate (V.13) (with m = 0 and n = j) and the estimate (V.16) (with i = j − 1) and using the mean-value theorem we arrive at the inequality
and therefore, |E 0j (λ) − e j−1 | ≤ rρ j , provided |λ − e j−1 | ≤ rρ j (remember that α j ≤ α 0 ≪ ρ ≪ 1). This inequality together with Eqn (V.16) with i = j implies that the map λ → E 0j (λ) has a unique fixed point, e j , in the disc D(e j−1 , rρ j ). For r = 1 12 ρ this gives (V.9) with n = j. Taking r = 2α j we arrive at (V.11) with n = j.
If H is self-adjoint, then so is the operator R ρ (H), and, consequently, R j ρ (H) = R j ρ (H) * . Hence E j (λ) and e j are real in this case. Next, we show the first inclusion in (V.10) for n = j. Let H ∈ V j and hence |λ − e j−1 | ≤ 1 12 ρ j+1 . Then, by the induction assumption (V.11) for n = j − 1, we have that |λ − e j−2 | ≤ 1 12
ρ j and therefore H ∈ V j−1 , as claimed. We proceed to show the second inclusion in (V.10) for n = j. Let H ∈ V j and keep the notation as above. Since E j−1 (e j−1 ) = 0, we have that |E j (λ)| ≤ |∆ j E(λ)| + ρ −1 |E j−1 (λ) − E j−1 (e j−1 )| which by (V.13), (V.14) and (V.16) with i = j − 1 gives
ρ −j |λ − e j−1 |. Hence, since α j ≤ α 0 and by (V.1),
provided |λ − e j−1 | ≤ 1 12 ρ j+1 . Thus, using Theorem IV.3 and (V.18) we conclude that, for
with the numbers β n and γ n given inductively by β n = β n−1 + 3C χ
and γ n = 256C 2 χ ρ µ γ n−1 and in final form, in the paragraph preceding Theorem VI.1. Clearly, β n ,
Proof of Theorem V.1. By (V.11), the limit e(H s ) := lim j→∞ e j (H s ) exists pointwise for H ∈ D. Iterating Eqn (V.11) we find the estimate
(this is a condition on the (bare) coupling constant g), this inequality implies that
where δ n := 1 18 ρ n . To prove the analyticity of e(H s ) we note that, since E j (λ, H s ) is analytic in H s ∈ D s , then so is e j (H s ). By (V.11) the limit e(H s ) := lim j→∞ e j (H s ) is also analytic in H s ∈ D s . Eqns (V.10) and (V.21) imply the first part of (V.2). The second part of (V.2) follows from Theorem IV.3 and (V.18). Now we prove the last statement of Theorem V.
). According to (III. 19 ), H (n) := R n ρ (H) can be written as
where T n ≡ T n (H f ) with T n (r) ∈ C 1 and T n (0) = 0. Hence the function τ n (r) := T n (r)/r is well defined. By (V.19) we have |∂ r T n (r) − 1| ≤ β n and W n W s op ≤ γ n . This gives the desired estimates for the last two terms in (V.3). Let E n (λ) ≡ E n for λ := −H u . To prove the bound on the first term on the r.h.s. of (V.3) we use the relation E n (e n ) = 0 and Eqns (V.14) and (V.16) to obtain
This inequality together with (V.20) implies, |E n (λ)| ≤ 6 5 ν n + 18 5 α n+1 ρ ≤ 2ν n , provided |λ − e| ≤ ν n ρ n and 4α n ≤ ν n . Finally, if H is self-adjoint, then so is R n ρ (H) and therefore E n and τ n (r) := T n (r)/r are real.
To complete the proof of Theorem V.1 it remains to show that as n → ∞, the functions τ n (r) converge in L ∞ to a constant function, τ , as n → ∞. To prove this property requires representing the operators T (n) as sums of the j-th step corrections,
similarly to (V.14) and (V.15). In fact, this analysis gives that τ = lim n→∞ τ n (0). We omit the details here but refer the reader to [2] .
Proof of Theorem V.2. It is shown in Appendix II (Section VII), Theorem VII.1, that e(H s )
is an eigenvalue of H s (cf. [7, 8, 2] ). Here we show the second statement of the theorem regarding the spectrum of H s . As above, we omit the reference to H s and set e ≡ e(H s ) and e n ≡ e n (H s ).
We first consider the case of a self-adjoint operator H s . Let H (n) (λ) := R n ρ (H s − λ) and, recall, E n (λ) := H (n) (λ) u . Eqns (V.14) and (V.16) imply the estimate ∂ λ E n (λ) ≤ − 4 5 ρ −n . Using the equation E n (e n ) = 0, the mean value theorem and the estimate above, we obtain that E n (λ) ≥ − 4 5 ρ −n (λ − e n ), provided λ ≤ e n . Hence, if λ ≤ e n − θ n , with θ n ≫ γ n ρ n and θ n → 0 as n → ∞, then
γ n . This implies 0 ∈ ρ(H (n) (λ)) and therefore, by Theorem II.1, 0 ∈ ρ(H s − λ) or λ ∈ ρ(H s ). Since e n → e and θ n → 0 as n → ∞, this implies that σ(H s ) ⊂ [e, ∞), which is the second statement of the theorem for self-adjoint operators. Now we consider a non-self-adjoint operator H s . For all n ≥ 0, we have shown that if H s ∈ D s , e = e(H s ) and if | λ − e |≤ δ n , where δ n = ν n ρ n , then H s − λ ∈ dom(R n ρ ) and
if | λ − e |≤ δ n . By Theorem V.1, we can decompose
Using that E n (e n ) = 0 (e n ≡ e n (H s )) and the integral of derivative formula we find
with g(λ) := 1 0 E ′ n (e n +s(λ−e n ))ds. Note thatλ := e n +s(λ−e n ) satisfies |λ−e |≤ δ n for 0 ≤ s ≤ 1. This and (V.14), (V.16) and ρ −1 γ 0 ≪ 1 imply that
In addition, below we use the estimate (V.20) which we rewrite as:
We denote µ := λ − e so that
We consider separately two cases. a) Reµ ≤ −θ and | Imµ |≤ 3θ with θ ≥ 36α n+1 ρ n+1 . Using
Re(E n + τ n r) = RegReµ − ImgImµ + Re(g(e − e n )) + Reτ n r and using (V.29), we obtain
Since θ ≥ 36α n+1 ρ n+1 this gives
This gives
provided θ ≥ 72α n+1 ρ n+1 and β n ≤ 10 −3 . Now, if r ≥ 10θρ −n , then we estimate by (V.31) and (V.29)
Furthermore, we have
Since RegReµ +
2
Reτ n r ≥ 0, we have |gµ
Reτ n r) 2 − (β n r) 2 which gives, for θ ≤ 10 −3 ,
This together with (V.34) yields | E n + τ n r |≥ θρ −n , provided θ ≥ 4α n+1 ρ n+1 . This together with (V.33) gives for the case b)
provided θ ≥ 72α n+1 ρ n+1 and θ ≤ 10 −3 . The inequalities (V.32) and (V.35) and relations (V.25) and (V.27) show that λ ∈ ρ(H s ) if either Reµ ≤ −θ and |Imµ| ≤ 3θ or Imµ ≥ θ and |Reµ| ≤ 3θ with µ := λ−e, provided θ ≥ max(20ρ n γ n , 72α n+1 ρ n+1 ) and β n ≤ 10
This can be written as Ω
(1)
where θ satisfies (V.36) and
θ := {λ ∈ C | Reµ ≤ −θ and | Imµ |≤ 3θ}
and Ω (2) θ := {λ ∈ C || Imµ |≥ θ and | Reµ |≤ 3θ}. Define the new subset Ω (3) θ := {λ ∈ C | Reµ ≤ −θ}. We claim that
3θ and therefore
3θ . Iterating the last inclusion we arrive at the desired relation. Eqns (V.37) and (V.38) imply that
for any θ satisfying (V.36).
Now assume λ / ∈ e + S, where S is defined in (V.6). Then either Reµ < 0 or Reµ ≥ 0 and |Imµ| > 1 3 Reµ. In the first case ∃n s.t. Reµ < −θ n where θ n := max(20ρ n δ n , 72δ n+1 ρ n+1 ), and therefore λ ∈ Ω
θn ⊂ ρ(H s ). In the second case, assuming µ > 0, we choose n s.t. Reµ ≈ 3θ n . Then |Imµ| ≥ θ n and |Reµ| ≤ 3θ n so that 
Now, using Eqn (V.16) and the definition of α i we obtain, furthermore, that
This estimate is used in our further work, [17] .
VI Appendix I: Proof of Theorem IV.3
The proof below is similar to and relies on some parts of the corresponding proof in [2] .
We proceed in two steps. First we determineŵ s.t. H(ŵ) =: R ρ (H(w) ). In fact, we find explicit formulae expressingŵ in terms of w. Then, using these formulae, we estimateŵ. Let H(w) ∈ D µ,0 (ρ/8, 1/8, ρ/8). We write this operator as H(w) = H 0 + W where H 0 := E + T . According to the definition (Eqns (II.3) ) and (IV.2)) of the smooth Feshbach map, F ρ , we have that
Here, recall, the cut-off operators χ ρ ≡ χ H f ≤ρ are defined in Section III and χ ρ := 1 − χ ρ . Note that, because of H(w) ∈ D µ,0 (ρ/8, 1/8, ρ/8) and of (III.13)
Eq. (VI.2) implies that the Neumann series expansion in W χ ρ := χ ρ W χ ρ of the resolvent in (VI.1) is norm convergent and yields
To write the Neumann series on the right side of (VI.3) in the generalized normal form we use Wick's theorem, which we formulate now. We begin with some notation. We introduce the operator families
for m + n ≥ 0 and a.e k (m,n) ∈ B 
Finally, below we will use the notation 
For a proof of this theorem see [8, Theorem A.4 ]. Here we sketch the idea of this proof. Substituting the expansion W := m+n≥1 W m,n into (VI.10) we find
Now we want to transform each product on the r.h.s. to the generalized normal form, see Eqn (III.12). Each factor has the creation and annihilation operators entering it explicitly and through the operators H f . We do not touch the latter and reshuffle the former. We pull the annihilation operators, a, entering the W m ′ i ,n ′ i 's explicitly, to the left and the creation operators, a * , to the left. The creation and annihilation operators interchange positions according to the formula
Thus they either pass through each other without a change or produce the δ−function (contract with each other). Furthermore, they pass through functions of the photon Hamiltonian operator H f according to the Pull-Through formulae This is the standard way for proving the Wick theorem on the reduction of operators on Fock spaces to their normal (or Wick) forms, modified by presence of H f − dependent factors. The problem here is that the number of terms generated by various contractions, which is the number of pairs which can be formed by creation and annihilation operators, is, very roughly, of order of L! for a product of L terms. Therefore a simple majoration of the series for w M,N will diverge badly. Thus we have to re-sum this series in order to take advantage of possible cancelations. The latter is done by, roughly, representing, for a given M and N, the sum over all contractions by a vacuum expectation which effects only the 'contracting' creation and annihilation operators and does not apply to the 'external' ones, i.e. those which reached the extreme positions on the left and right.
As a direct consequence of Theorem VI.1 and Eqns. (IV.7), (IV.9)-(IV.10) and (VI.3), we find a sequenceŵ such that H(ŵ) = R ρ (H(w)) = S ρ F ρ ( H(w) ) as follows.
for M + N ≥ 1, and
0 , and 
with the convention that p p := 1 for p = 0. Here the constant C χ is given by (IV.12).
This lemma is proven in [2] (Lemma III.10) for the L 2 −version of the norms (III.5) and (III.7) with s = 1 The extension of this lemma to the norms (III.5) and (III.7) with s = 2, used in this paper, is straightforward. We present here the proof for s = 0 and point out how it extends to the s > 0 case in order to illustrate its simple structure and for references needed later. [7, 8] . In contrast, the proof of Lemma VI.3 is quite straightforward and merely requires summation of geometric series.
Proof. First we note that by the definition of the cut-of function χ 1 (r) ≡ χ r≤1 (see the paragraph after (III.9)),
r, suppχ 1 ⊂ {r ≥ 1} and |E| ≤ 1 8 ρ, we have that, for ℓ = 1, . . . , L − 1,
Now, we estimate |V m,p,n,q |, using that | Ω, AΩ | ≤ A op , for any A ∈ B[H red ]. We have that
Using (III.17) and letting ℓ j to be defined by the property that the vector k
(m ℓ j ,n ℓ j ) contains k j among its 3−dimensional components, we arrive at
We now convert the operator norms on the right side of (VI.20) into the coupling functions norms. To this end we use, pointwise in k
(m ℓ ,n ℓ ) a.e., inequality (III.11) in Theorem III.1 to obtain for any µ ≥ 0
This estimate with µ = 0 if ℓ = ℓ j and µ ≥ 0 if ℓ = ℓ j , inserted into the ℓ th factor on the right side of (VI.20), yields (VI.17) with s = 0.
To estimate the norm V m,p,n,q µ,s with s = 1, 2 we need the bounds
where the constant C χ is given in (IV.12). These bounds are obtained similarly to (VI.18), using the inequality
and a similar inequality for ∂ We are now prepared to prove the estimates in Theorem IV.3. Recall that we assume ρ ≤ 1/2 and we choose ξ = 1/4. First, we apply Lemma VI.3 to (VI.14) and use that m+p p ≤ 2 m+p . This yields
Using the definition (III.17), the inequality 2ρ ≤ 1, we derive the following bound for
Using the assumption ξ = 1/4 and the estimate
, and recalling the definitions w 1 := (w m,n ) m+n≥1 and w 1 µ,s,ξ := M +N ≥1 ξ −(m+n) w m,n µ,s , we obtain
(VI.24)
Note that in (VI.23) we have dropped the factor p −p/2 gained in Theorem III.1. Our assumption, γ ≤ (8 C χ ) −1 ρ, also insures that
Thus the geometric series in the last line of (VI.23) is convergent. We obtain for 
In fact, examining the proof of Lemma VI.3 more carefully we see that the following, slightly stronger estimate is true
Now, using (VI.29) and p+q≥1 w p,q µ,s ≤ ξ p+q≥1 ξ −p−q w p,q µ,s =:
where, recall, w 1 := (w m,n ) m+n≥1 , we obtain
Hence we find 
with k m+j :=k j , and the indices n and q satisfy 0 ≤ n + |q| ≤ s.
Remark VI.6. For the proof of the limiting absorption principle in [17] we also need the following estimate (here we use that
(VI.34)
VII Appendix II: Construction of Eigenvalues and Eigenvectors
In this appendix we prove that the value E := e(H s ) + H u we constructed in Section V is the ground state energy of the Hamiltonian H under consideration (see Theorem V.3) and we construct the corresponding the ground state energy. We use the definitions of Section V. Recalling the definition (II.6) of Q (j) , we have
By (VII.9), for all j ∈ N, we may estimate
Inserting this estimate into (VII.7) and using that
where we have used that ∞ j=0 γ j ≤ 2γ 0 (recall the definition of γ j after Eqn (V.1)). Since ∞ j=0 γ j < ∞, we see that the sequence (Ψ k ) k∈N 0 of vectors in H red is convergent, and its limit
satisfies the estimate
which guarantee that Ψ (∞) = 0. The vector Ψ ∞ constructed above is an element of the kernel of H (0) , as we will now demonstrate. Observe that, thanks to (VII.4),
Eq (VII.8) together with the estimate (VII.9) and the relation T k Ω = 0 implies that
Summarizing (VII.15)-(VII.16) and using that the operator norm of Γ * ρ χ 1 is bounded by 1, we arrive at
Thus 0 is an eigenvalue of the operator H (0) := H − E, i.e. E is an eigenvalue of the operator H, with the eigenfunction Ψ ∞ .
VIII Appendix III: Analyticity of all Parts of H(w)
Let S be an open set in a Banach space B. Below the analyticity is understood in the sense described in the paragraph preceding Theorem V.1.
Proposition VIII.1 ([19] ). Suppose that λ → H(w λ ) is analytic in λ ∈ S and that H(w λ ) belongs to some polydisc D(α, β, γ) for all λ ∈ S. Then:
are analytic in λ ∈ S.
Proof. Recall that B 1 = {k ∈ R 3 : |k| ≤ 1} and that an operator A is called H f -bounded iff the operator A(H f + 1) −1 is bounded. Let P 1 denote the projection onto the one boson subspace of F , which is isomorphic to L 2 (R 3 ). Then P 1 H(w λ )P 1 , like H(w λ ), is analytic. We write
where D λ denotes multiplication with w λ 0,0 (ω)(ω + 1) −1 , ω := |k|, and K λ is the Hilbert Schmidt operator with kernel
whose support belongs to B 1 × B 1 . In what follows if an operator family has a factor (H f + 1) −1 standing on its right, then the analyticity is understood in then operator norm. Our strategy is to show first that K λ and hence
are analytic. Then we show that λ → w λ 0,0 (H f ) is analytic. The analyticity of λ → W (w λ ) = H(w λ ) − w λ 0,0 (H f ) then follows.
Step 1: K λ is analytic.
For each n ∈ N let {Q (n)
i } i be a collection of n measurable subsets of B 1 such that Since the right hand side is analytic, so is the left hand side and hence
is analytic. It follows that λ → ϕ, K (n) λ ψ is analytic for all ϕ, ψ in L 2 (B 1 ). Now let ϕ, ψ ∈ C(B 1 ). Then
uniformly in λ, because the Hilbert Schmidt norm K λ HS is bounded uniformly in λ (in fact, it is bounded by γ). This proves that ϕ, K λ ψ is analytic for all ϕ, ψ ∈ C(B 1 ). Since C(B 1 ) is dense in L 2 (B 1 ), an other approximate argument using sup λ K λ < ∞ shows that ϕ, K λ ψ is analytic for all ϕ, ψ ∈ L 2 (B 1 ). Therefore λ → K λ is analytic [22] .
Step 2: For each k ∈ R 3 , w λ 0,0 (|k|)(ω + 1) −1 is an analytic function of λ. For each n ∈ N let f k,n ∈ L 2 (B 1 ) denote a multiple of the characteristic function of B 1/n (k) with f k,n = 1. By the continuity of w Since a * (f k,n )Ω ∈ P 1 F the expression · · · , before taking the limit, is an analytic function of λ. By assumption on w λ 0,0 , this function is Lipschitz continuous with respect to |k| uniformly in λ. Therefore the convergence in (VIII.4) is uniform in λ and hence w λ 0,0 (|k|)(ω + 1) −1 is analytic by the Weierstrass approximation theorem from complex analysis.
Step 3: w By an application of Lebesgue's dominated convergence theorem, using sup λ w λ 0,0 (x + 1) −1 < ∞, we see that the right hand side, which we call ϕ(λ), is a continuous function of λ. Therefore 
IX Supplement: Background on the Fock space, etc
Let h be either
In the first case we consider h as the Hilbert space of one-particle states of a scalar Boson or a phonon, and in the second case, of a photon. The variable k ∈ R 3 is the wave vector or momentum of the particle. (Recall that throughout this paper, the velocity of light, c, and Planck's constant, , are set equal to 1.) The Bosonic Fock space, F , over h is defined by
where S n is the orthogonal projection onto the subspace of totally symmetric n-particle wave functions contained in the n-fold tensor product h ⊗n of h; and S 0 h ⊗0 := C. The vector Ω := 1 ∞ n=1 0 is called the vacuum vector in F . Vectors Ψ ∈ F can be identified with sequences (ψ n ) ∞ n=0 of n-particle wave functions, which are totally symmetric in their n arguments, and ψ 0 ∈ C. In the first case these functions are of the form, ψ n (k 1 , . . . , k n ), while in the second case, of the form ψ n (k 1 , λ 1 , . . . , k n , λ n ), where λ j ∈ {−1, 1} are the polarization variables.
In what follows we present some key definitions in the first case only limiting ourselves to remarks at the end of this appendix on how these definitions have to be modified for the second case. The scalar product of two vectors Ψ and Φ is given by
Given a one particle dispersion relation ω(k), the energy of a configuration of n noninteracting field particles with wave vectors k 1 , . . . , k n is given by n j=1 ω(k j ). We define the free-field Hamiltonian, H f , giving the field dynamics, by (H f Ψ) n (k 1 , . . . , k n ) = n j=1 ω(k j ) ψ n (k 1 , . . . , k n ), (IX.3)
for n ≥ 1 and (H f Ψ) n = 0 for n = 0. Here Ψ = (ψ n ) ∞ n=0 (to be sure that the r.h.s. makes sense we can assume that ψ n = 0, except for finitely many n, for which ψ n (k 1 , . . . , k n ) decrease rapidly at infinity). Clearly that the operator H f has the single eigenvalue 0 with the eigenvector Ω and the rest of the spectrum absolutely continuous.
With each function ϕ ∈ h one associates an annihilation operator a(ϕ) defined as follows. For Ψ = (ψ n ) ∞ n=0 ∈ F with the property that ψ n = 0, for all but finitely many n, the vector a(ϕ)Ψ is defined by (a(ϕ)Ψ) n (k 1 , . . . , k n ) := √ n + 1 d 3 k ϕ(k) ψ n+1 (k, k 1 , . . . , k n ).
(IX.4) (photon) -case one either adds the variable λ as was mentioned above or replaces, in appropriate places, the usual product of scalar functions or scalar functions and scalar operators by the dot product of vector-functions or vector-functions and operator valued vector-functions.
