ABSTRACT There has been an increasing interest in detecting community in signed networks because signed networks contain more information (both positive and negative edges) than unsigned networks (only positive edges). Many methods have been proposed to find communities in signed networks; however, most of them can be regarded as the discriminative methods that do not concern with how the signed networks are generated so that they are usually difficult to characterize accurately the intrinsic community structure. The existing method SSL which is based on a generative model can achieve high accuracy in community detection in signed networks. However, SSL needs to estimate the models in the possible space one by one, which requires a large amount of calculation. In view of this, we propose a method to find community in signed networks, in which the exact integrated complete data likelihood (ICLex) for the signed stochastic block model proposed in SSL is derived and a greedy search is employed to optimize the value of the derived ICLex for signed networks to find communities. Our method has a rigorous probabilistic interpretation and does not need to estimate the models one by one from the possible space. The knowledge on hyper-parameters of our model is not necessary. In the experiments, the proposed method is tested on the synthetic and realworld networks and compared with several current methods. The experimental results show that our method can find the communities in signed networks more accurately than these current methods and more efficiently than SSL.
I. INTRODUCTION
In the real world, a lot of relationships can be represented as networks, where nodes denote actors and edges denote relationships between them. In general, an edge between a pair of nodes in an unsigned network represents there is a type of relationship between them, and the non-existence of an edge means that there is no such type of relationship between them. For example, the internet, in which nodes represent routers and edges represent the physical connections between them [1] , food webs, in which an edge represents the existence of the predator-prey interaction between two species [2] , and so on [3] - [6] . In contrast to unsigned networks, signed networks have more powerful description capability in that they contain not only positive edges but also negative edges. With the signs of these edges, the types of relationships as well as the existence of the relationships can be represented. For instance, positive edges can represent friendship, trust, like, etc., and negative ones can represent foe, distrust, dislike, etc. Moreover, some problems may appear if a system which contains both positive and negative relationships is represented as an unsigned network. For example, if negative relationships in the system are also represented as positive or nonexistent edges in an unsigned network, the original relationships of the system may be distorted.
The networks that represent relationships are often complex and difficult for people to understand. Community detection is one of the most effective tools to reduce the complexity so that the network can be more easily understood [7] . Community detection in signed networks is to identify K antagonistic communities, so that most edges within communities are positive and most edges between communities are negative [8] . In this sense, communities are in line with the clusters defined in balance theory in social science [8] , where a strongly (or weakly) balanced network can be divided into two (or more) clusters so that all connections between clusters are negative and all connections within clusters are positive [8] - [10] . Unfortunately, the real-world signed networks are usually unbalanced due to their frustrations, that is, positive links between clusters and negative links within clusters [8] . Therefore, it is a great challenge to design an effective and efficient method for community detection in signed networks.
There have been a number of methods proposed for community detection in unsigned networks, such as the method based on division [11] , the method based on modularity [12] , clique percolation method (CPM) [13] , the method based on evolutionary computation [14] , and so forth. These mentioned methods have their own characteristics, but they can not describe the process of network generation. Stochastic block model (SBM) can characterize the network's generation process and mine communities in a network without a priori knowledge about how the communities connect. And SBM has attracted more and more attention and has been extended in different directions since proposing originally by Holland et al. [15] . For example, Airoldi et al. [16] proposed the mixed membership SBM in which a node can be assigned to more than one community. Karrer and Newman et al. [17] proposed the degree-corrected SBM based on Poisson distribution. Yang et al. [18] proposed the method DSBM to detect communities and their evolutions in dynamic social networks. In 2016, Newman and Reiner [7] integrated the number of communities into stochastic block model based on Poisson distribution so that community assignments and community number can be found simultaneously. Cômeand and Latouche [19] proposed the exact integrated complete data likelihood (ICLex) and integrated the standard stochastic block model with ICLex. Wyse et al. [20] also derived the ICLex for a bipartite network generative model and achieved satisfactory results in their experiments. However, none of aforementioned methods can be directly applied to signed networks because negative edges are not considered. For example, the generative models [7] , [19] can not generate negative edges, thus can not be used to fit to any signed network directly.
There have been many studies for community detection in signed networks. P. Doreian and A. Mrvar proposed a frustration-based method DM that finds the communities by minimizing the sum of the number of positive edges between communities and the number of negative edges within communities [21] . Yang et al. [22] proposed a randomwalk based method FEC, which is more effective than DM. Traag and Bruggeman [23] proposed a method PSA that finds the communities by optimizing a signed modularity deduced from potts model. Gong et al. [24] proposed a multiobjective evolutionary based method to find communities in signed networks. However, all these aforementioned methods are not generative models based methods. They can be regarded as the discriminative methods that do not concern with how the signed networks are generated so that they are usually difficult to characterize accurately the intrinsic community structure and lack rigorous probabilistic interpretations. B. Yang et al. [8] proposed a method SSL to analyze signed networks. In SSL, a generative model, signed stochastic block model SSBM, was proposed. Then SSL obtains communities by parameter estimation and model selection relying on a variational Bayes EM and a variation based approximate evidence. SSL has a rigorous probabilistic interpretation and can achieve high accuracy in community detection in signed networks. However, to get the number of communities, in the range of community number from K min to K max that is given in advance, SSL needs to estimate the parameters of all the K max −K min +1 models one by one. Then every model is evaluated according to the evidence approximation. The estimated result of the model with the highest score is returned as the output of SSL. The time complexity of SSL is O(I ×n 2 ×(k max −k min ) 2 ) [8] , where I is the iteration number, n is the node number. With the increasing of K max , the increasing of the computational cost is relatively fast.
In view of this and motivated by [8] , [19] , and [20] , a method SSBMI (signed stochastic block model and exact ICL) for detecting simultaneously the number of communities as well as community assignments in signed networks is proposed in this paper. The ICLex for SSBM is derived and communities are obtained by a greedy search to optimize the value of ICLex for SSBM. Our method has a rigorous probabilistic interpretation and does not need to evaluate and select model one by one from the possible space. The knowledge on hyper-parameters of SSBMI is not necessary.
The rest of this paper is organized as follows. In section 2, we present our model and method in detail. In Section 3, we describe the experiments and discuss the results. And we give the conclusion in section 4. The proofs of the relevant formulas are given in the appendix.
II. MODEL AND METHODS

A. MODEL AND NOTATIONS
Given a signed network with n nodes, we represent it as a graph G = (V , E), where V denotes the set of nodes and E denotes the set of edges. Different from the usual representation of an unsigned network, each element of E, (i, j, +1/ − 1), denotes there is a positive (negative) relationship between node i and node j. Let W denote the adjacency matrix of the graph and each element of W , w ij ∈ 53668 VOLUME 7, 2019 {+1, 0, −1}, denotes there is a positive (non-existent, negative) edge between node i and node j.
Then we adopt the signed stochastic block model introduced by Yang et al. [8] to characterize the generation process of a signed network. We assume that there are K communities in the network and each node belongs to one of the K communities. Let the community assignments of all these nodes be represented by a vector Z = {z 1 , z 2 , . . . , z n }, where n is the node number, z i is an integer which denotes the community digital label of node i. z i = z j , when node i and node j are in the same community, otherwise z i = z j . Note that, to avoid maintaining the continuity of the community digital labels in Z during our following optimization process, we do not require that the community digital labels in Z must be continuous from 1 to K . For this reason, we introduce two arrays map, mapi to save the mapping from {1, 2, . . . , K } to the community digital labels contained in Z and the inverse mapping respectively. For example, Z can be {1, 1, 3, 3} rather than must be {1, 1, 2, 2} when K = 2, n = 4. And the corresponding map={1, 3}, Z={map 1 , map 1 , map 2 , map 2 }.
Then assuming that the value of z i follows the multinomial distribution with parameter , we can draw the value of z i from the K communities as follows:
Given the community assignments z i and z j , the edge between node i and j is independently generated following the multinomial distribution with parameter = (π 1 , π 0 , π −1 ) or with parameter = (θ 1 , θ 0 , θ −1 ) where each component in ( ) denotes the probability that there is a positive edge, no edge or negative edge between a pair of nodes within the same community (in different communities).
Then given a signed network's directed graph, we can write the likelihood of complete data of the model as follows:
where
So far, the parameters , , and of the aforementioned model are not known. The variational Bayes approach can be employed to estimate these parameters and the hide variables. However, this approach is an approximation technique by optimizing a lower bound and needs to estimate and select model one by one from the possible model space. To address this, we introduce firstly some prior distributions for the model parameters by using the Bayesian framework [19] , [25] that also was used in [8] but for a different purpose. In the following, we will see that this can lead to all these parameters being integrated out, and the derived ICLex for signed networks is only related to the community assignments rather than the posterior probabilities of the community assignments.
Specifically, Dirichlet distribution is selected for the model parameter .
To obtain the uniform distribution conjugate prior, we set these hyper-parameters to 1, that is, ρ 0 k = 1 = ρ 0 , ∀k. Since the edge between a pair of nodes is drawn from a multinomial distribution, we select Dirichlet distribution as the prior distributions of and .
Similarly, to obtain the uniform distribution conjugate priors, we set these hyper-parameters to 1, that is, η 0 h = 1, ∀h and µ 0 h = 1, ∀h. Then, with these prior distributions over the model parameters, we can get the analytical forms of the marginal distributions P(W |Z ) and P(Z |K ). And the exact integrated complete data log likelihood is as follows:
The proof of formula (2) is given in the appendix.
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Then different from the variational Bayes method which maximizing a lower bound for approximation, we can maximize the above analytical criterion. From above description, we can see that both the modeling process and the derived ICLex have rigorous probabilistic interpretations. And all the hyper-parameters of our model can be set according to the above description. The knowledge on them is not necessary.
C. OPTIMIZATION
Obviously, it is not practical to get the global optimum of the aforementioned ICLex through exhaustive search. We use an optimization method leveling greedy heuristic in SSBMI, which was used in [12] and [19] . With an upper bound of the number of communities K max which is decided by the user according to the knowledge on the problem at hand, the optimization algorithm initializes the community assignment of each node randomly within the range of 1 to K max . Then a sweep is executed under a random node order. Specifically, in every step of the sweep, we select a node according to the random order and test whether changing the community assignment of the node among the current K non-empty communities will lead to a higher ICLex. When such a change exists, the node is assigned to the community with the maximal increase of ICLex. Otherwise, the node's community assignment remains unchanged.
Moving a node from the pth community to the qth community will cause the pth community to become empty or not. When the pth community is not empty after moving, the corresponding increment of ICLex can be computed as follows:
where ICLex try is the value of ICLex after moving. When the pth community is empty after moving, the empty community will be eliminated. That is, the current community number K = K − 1. Correspondingly, the dimension of P 0 is reduced by 1. The corresponding increment of ICLex can be computed as follows:
The proofs of formulas (3) and (4) are given in the appendix.
The sweep is repeated until there is no change during a sweep. Then the community assignments of the nodes with the highest ICLex are returned as the optimization result. Obviously, the optimization method is only guaranteed to reach a local optimum. Then we can run the optimization method with multiple initializations or restarts and take the best result.
The algorithm of optimization on one initialization is presented in table 1. +K )) , whered is the average degree of the nodes and K is the average community number during the sweep. In the worst case, it takes O(n × (d + K max )). Assuming the iteration number of the loop (sweep number) in line 6-21 is C, the optimization for an initialization takes O(C × n × (d + K max )) in the worst case. In contrast to SSL, the time complexity of SSBMI increases with K max and does not increase with (K max − K min ) 2 . As we will see in the experimental studies that the sweep number in line 6-21 is typically about 10 or so.
III. RESULTS AND DISCUSSION
In this section, we present our experimental study on both synthetic and real-world networks. We compare SSBMI with 3 methods: the random-walk based FEC [22] , the modularityoptimization based PSA [23] , the signed stochastic block model and variational techniques based method SSL [8] . We set the hyper-parameters of SSL according to B. Yang's suggestion.
The NMI [26] between the communities obtained by a method and the ground truth is adopted to evaluate the community detection result. NMI is defined as:
where M denotes a confusion matrix of partition A and B. Each entry m kl is the number of nodes that occur simultaneously in the real community k and the detected community l, K A (K B ) is the number of communities of partition A (B), M k. denotes the sum over the kth row of M , and M .l denotes the sum over the lth column, n is the number of nodes. A large NMI means a good partition. The maximum value of NMI is 1 and the minimum value of NMI is 0.
A. EXPERIMENTS ON SYNTHETIC NETWORKS
We choose the model SG(c, n, d, Pin, P−, P+) proposed by Yang et al. [22] to produce synthetic signed networks, where c denotes the number of communities, n denotes the number of nodes in each community, d is the average degree, Pin is the probability of an edge lying in a community, P− is the probability that an edge within a community is negative, P+ is the probability that an edge between communities is positive. All the numbers of nodes in these synthetic networks are set to 1000. Because the connection capability is limited in general, the degree of nodes should not increase with the increasing of the number of nodes. We set the degree to 30 for all the synthetic signed networks. These networks are undirected and suitable for all the algorithms for comparison in our experiments. For SSL, K min , K max and the restart number are set to 2, 10 and 3, respectively. For SSBMI, we set K max and the restart number to 20 and 500, respectively. We verify SSBMI on two types of synthetic signed networks: balanced networks and unbalanced networks.
For balanced networks, the test strategy of SSL is adopted. We use the model SG(4, 250, 30, Pin, 0, 0) to produce the networks, where Pin increases from 0.1 to 1 stepping by 0.1. Fig. 1 shows the performances of the four algorithms on the balanced networks. The y axis is the average NMI obtained over 10 synthetic networks. As we can see, SSL, PSA, and SSBMI find the same as ground truth for all Pin, and their performances do not vary with Pin.
To produce the unbalanced networks, the model SG(4, 250, 30, 0.8, P−, P+) is used firstly, where P− and P+ gradually increase from 0.1 to 1 stepping by 0.1, respectively. We generate 10 networks for each configuration specified by a set of specific parameters of SG. This test is more comprehensive than the test only using networks generated by SG(., ., ., 0.8, P−, 0.2) and SG(., ., ., 0.8, 0.2, P+) in [8] . Fig. 2 shows the performances of the four algorithms in this test. Each point over the 3D surfaces is the average NMI obtained for a configuration. As we can see, SSL perform better. Most of the average NMIs obtained by SSL are 1 or close to 1 in the area about P+ < 1 − P−. Near the outside of the line P+ = 1 − P−, SSL also get the satisfactory average NMIs. SSBMI performs the best and is the most robust to heavy frustrations among these methods. PSA has a very good performance when P− < 0.2. With the increasing of P−, the average NMIs obtained by PSA decrease and become very small when P− >= 0.6. On the whole, FEC does not perform better than PSA in this test.
For further validating the performance of the proposed method, We use the model SG(4, 250, 30, 0.2, P−, P+) VOLUME 7, 2019 to produce the unbalanced networks, where P− and P+ gradually increase from 0.1 to 1 stepping by 0.1, respectively. These networks are more difficult to detect. We also generate 10 networks for each configuration. Fig. 3 shows the performances of the four algorithms in this test. Each point over the 3D surfaces is also the average NMI obtained for a configuration. In order to facilitate observation, Fig. 3(b) is rotated 90 degrees. As we can see, all the four methods perform poor. But SSL and SSBMI perform better than the other two again. On the whole, FEC still does not perform better than PSA in this test.
Note that, it is possible to detect the communities from the networks generated by model SG(.) used in the tests for the unbalanced networks when P+ > 1 − P−. In fact, if we turn the signs of the positive (negative) edges of the networks outside the line P+ = 1 − P−, such as the network generated by SG(4, 250, 30, 0.8, 0.9, 0.9), to negative (positive), then these networks will become very similar to the corresponding networks inside the line such as the network generated by  SG(4, 250, 30, 0.8, 0.1, 0.1 ). And if a method does not assume any biased connection mode in advance, such as assuming that there are more positive edges within the communities than between the communities, then the network outside the line P+ = 1 − P− and the corresponding one inside the line are not essentially different for this method.
Next, we give the experimental results on the sweep number of SSBMI. The experimental result of the balanced networks produced by the aforementioned model is given in Fig. 4(a) . Each point over the 3D surface is the average sweep numbers over the 500 restarts of a network. The axis label Net means that each index of this axis denotes a network with a given Pin. As we can see, the average sweep numbers are typically about 10 or so. For unbalanced networks, we present the experimental result of the networks produced by SG(4, 250, 30, 0.2, P−, P+) in Fig. 4(b) . For each configuration, we select randomly a network from those produced according to the configuration. And each point over the 3D surface in Fig. 4(b) is the average sweep numbers over the 500 restarts of a selected network. As shown in the figure, the average sweep numbers are slightly larger than 10. The average sweep numbers of the networks produced by SG(4, 250, 30, 0.8, P−, P+) are similar to that of those produced by SG(4, 250, 30, 0.2, P−, P+).
In Fig. 5 , we show the run times of SSL and SSBMI on the same network generated by SG(4, 250, 30, 0.8, 0.2, 0.2). As shown, with the increasing of K max , the advantage of SSBMI over SSL becomes more obvious.
B. EXPERIMENTS ON REAL-WORLD NETWORKS
We validate the proposed method on five real-wold networks: Slovene parliamentary party network (SPPN), Gahuku-Gama subtribes network (GGSN), and Monastery networks corresponding to three periods (MNT2, MNT3, MNT4). SPPN is a relation network of 10 parties of the Slovene Parliamentary in 1994 [27] . Positive or negative links between two parties denote that they are similar or dissimilar, respectively. The 10 parties fall into two communities. GGSN is a political relation network of 16 Gahuku-Gama subtribes in 1954 [28] . Positive or negative links between two subtribes denote that they are allies or enmities, respectively. There are 3 communities in this network. Monastery networks are the social relation networks of 18 young monks at a New England monastery for different periods [8] , [22] . Positive or negative links between two monks denote like, praise; or dislike, blame, respectively. As reported, the 18 monks were finally split into 3 groups. These real-world networks include ground truth community structures and are usually regarded as the benchmarks for community detection in signed networks [8] , [22] . For all these networks we perform our search with 10 restarts. The values of K max are set to their node numbers, respectively. Fig. 6(a)(c) show the results of community detection from SPPN, GGSN by SSBMI, respectively. The nodes with the same shape of each network fall in the same community. As we can see, the results are consistent with the ground truths. Fig. 6(b)(d) show the histograms of the sweep numbers over all restarts for SSPN, GGSN, respectively. As we see, for SPPN and GGSN, all the sweep numbers are no more than 10. Fig. 7(a)(c)(e) show the results of community detection from MNT2, MNT3, MNT4 by SSBMI, respectively. The nodes with the same shape of each network belong to the same community. As we can see, SSBMI decomposes MNT2 into 2 communities. The small community includes some special people. For example, Basil was considered to have a personality problem and Elias and Simplicius were identified as immature, childish, and so on [21] . The result is in line with the human relationships at the beginning of human communication. That is, in the early days of communication, people who have personal problems are easily separated from the remain firstly and form their own community. The results of MNT3 and MNT4 are consistent with the partitions in [21] . Fig. 7(b)(d)(f) show the histograms of the sweep numbers for MNT2, MNT3, and MNT4, respectively. As we see, for all the three networks, all the sweep numbers are less than 10 too.
IV. CONCLUSION
In this paper, we have proposed a signed networks community detecting method SSBMI which detects the number of communities as well as community assignments in signed networks simultaneously instead of checking every possible model one by one. The ICLex for SSBM is derived and communities are obtained by a greedy search to optimize the value of ICLex for SSBM. Our method has a rigorous probabilistic interpretation and the knowledge on hyper-parameters of our model is not necessary. Extensive experimental studies demonstrate that the proposed method can find the communities in signed networks more accurately than several current methods and more efficiently than the existing method SSL.
The proposed method still needs users to set the value of K max in advance. In the future, we will try to design a new method that does not need users to set the value of K max . And the proposed method is designed for detecting communities with hard assignments. That is, each node is belong to one community. In the future, detecting overlapping communities in signed networks will also be our trying direction.
Proof:
Finally, after taking the logarithms of the above P(Z |K ) and P(W |Z ) and summing them up, the formula holds.
B. MOVING NODE j FROM THE pth COMMUNITY TO THE qth COMMUNITY
1. In the case that the pth community is not empty after moving.
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