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SUMMARY 
An analytical and experimental study of subharmonic resonance in 
nonlinear circuits containing ferroelectric capacitors is presented. 
Although ferromagnetic materials have been widely used to obtain non-
linear coils it is believed that this is the first reported application 
of ferroelectric materials to subharmonic generation. Due to the low 
loss of ferroelectric materials at radio frequencies networks incorporat-
ing ferroelectric elements are useful as subharmonic generators or 
frequency dividers at higher frequencies than sire ferromagnetic nonlinear 
circuits. 
The subharmonic circuits which use ceramic, ferroelectric capacitors 
are almost linear and almost lossless. Analytical approximation methods 
are applied to obtain solutions of the differential equations which de-
scribe the response of such circuits. Methods are given for applying the 
perturbation series, Kryloff*s first approximation and equivalent linear-
ization methods to the study of the n-th order subharmonic resonance. 
The equivalent linearization and Krylofffs methods yield first approxi-
mations to the solution of an almost linear differential equation. Per-
turbation series is capable of yielding a higher approximation and the 
technique of computing a second approximation is given. A generalization 
of Kryloff's approximation method is derived which is capable of yield-
ing successive higher approximations to the solutions of driven circuits,, 
The second approximation is extensively developed by this successive 
approximation method for systems of one and two degrees of freedom. 
Methods of solving the systems of differential equations which describe 
the behavior of circuits of several degrees of freedbm are also presented. 
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The Liapounoff first approximation method of investigation of the sta-
bility of solutions is discussed. 
It is shown that solutions accurate to a second approximation are 
necessary to describe adequately the subharmonic response of circuits 
with small exciting forces unless there exists a resonant frequency near 
the excitation frequency. Thus the perturbation and successive approxi-
mation methods are most useful in the study of subharmonic resonance 
since they can yield second approximations to a solution. It is shown 
that the details of applying the successive approximation method are 
easier than the perturbation serieso In particular, it is easy to in-
vestigate by LiapounoffTs method the stability of solutions derived by 
the successive approximation method. 
Most of the analytical solutions are presented for the case of 
small exciting forces. However, a change of variable is presented by 
which solutions can be calculated if the excitation is of order unity-, 
The technique of computing such a solution is outlined. 
Measurements of the incremental capacity and loss factor as a func-
tion of bias voltage were made for a nember of commercial ceramic 
titanate dielectrics. The results of these measurements are presented 
for the three dielectrics found to have the greatest nonlinearity. 
Measurements of the nonlinearity of the charge-voltage characteristic of 
the ferroelectric capacitors were made so as to accurately determine a 
polynomial approximation for this capacitor characteristic. Several 
methods of measurement were evolved to determine the coefficients of the 
polynomial approximation„ Included in these methods were oscilloscope 
displays of charge versus voltage hysteresis loops, harmonic analysis of 
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capacitor charge with a sine wave of voltage across the capacitor, and 
harmonic analysis of the capacitor voltage with a sinusoidal capacitor 
charge. The latter method was found to be the most satisfactory. 
Polynomial coefficients computed from experimental data yield a 
satisfactory polynomial approximation to the capacitor characteristic for 
one value of capacitor alternating charge. This approximation is not 
accurate for a large range of capacitor charge or voltage amplitudes, 
since the capacitor characteristic varies with the amplitude of periodic 
variations about a bias point. In each case the multiple valued hys-
teresis loop of the capacitor is approximated by a single valued poly-
nomial. Several hysteresis loops of charge versus voltage for different 
temperatures are presented to show" the effects of temperature on the 
nonlinear characteristics of the capacitors. 
The subharmonic resonance of second orde:? in singly resonant cir-
cuits is analyzed by both the perturbation and successive approximation 
methods. The results derived by these methods differ only if the exci-
tation frequency does not equal the circuit resonant frequency. Since 
this frequency difference was assumed in the analysis to be of the second 
order of smallness, the discrepancy is very small. A similar difference 
exists between the third order subharmonic solution computed by the 
successive approximation method and a previously published result derived 
by Duffing's iteration methodo 
A study of the stability of the second order subharmonic solution 
shows that for proper tuning conditions and sufficient excitation the 
subharmonic will build up from rest. The stability study also shows 
that if one-half the excitation frequency is less than the circuit 
x 
resonant frequency, the input current or voltage required to initiate the 
subharmonic is greater than that required to sustain it. 
A series of measurements are presented of the second order sub-
harmonic amplitude as a function of input current amplitude and fre-
quency. Some curves computed from the theoretical analysis are plotted 
with the measured results for comparison. These curves show reasonable 
agreement between theoretical and experimental results for the ranges of 
variables assumed in the analytical treatment. The theory presented does 
not predict the experimentally observed lower frequency limit of the sub-
harmonic response. At this lower frequency limit the detuning is of 
greater order than was assumed in the analysis or the frequency was out-
side the range of variation assumed in the analysis0 In the experimental 
work considerable care was necessary to minimize heating in the dielectric 
and in properly tuning the nonlinear circuit. Differences between experi-
mental and computed results were found to be due largely to errors in 
tuning, errors in measurement of the circuit resistance, and errors in 
approximation of the nonlinear characteristic by a polynomial. The 
error in the second approximation to the solution of the differential 
equation seems to be less than the error resulting from the polynomial 
approximation to the characteristic of the nonlinear element, provided 
independent variables are held in the assumed ranges. 
Waveforms are given of the second order subharmonic envelope re-
sponse when the excitation is either periodically interrupted or sinu-
soidally amplitude-modulated. These waveforms show the envelope build-up 
and decay of the subharmonic. The subharmonic envelope is shown to be 
nearly a replica of the input modulation envelope for high modulation 
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frequencies but distorted for low modulation frequencies. The highest 
second order subhariaonic frequency obtained was 500 kc. This limit 
applies only for singly resonant circuits, 
A general analysis is given of the n-th order subharmonic re-
sponse of a circuit of a single degree of freedom. This analysis shows 
that subharmonics of third and higher orders cannot build up from rest 
conditions in singly resonant circuits. This result is confirmed experi-
mentally o 
The second order subharmonic response of a doubly resonant cir-
cuit is analyzed by KryloffTs first approximation method for the case 
in which one resonant frequency equals the excitation frequency and the 
other one-half the excitation frequency. If a significant third-degree 
curvature exists in the characteristic of the nonlinear element, there 
exist upper and lower limits of excitation amplitude for which the 
second order second order subharmonic exists. In such doubly resonant 
circuits the second order subharmonic is easily excited. Experimental 
results are presented on the subharmonic behavior with variation in ex-
citation amplitude and frequency as well as characteristic curvature. 
It is shown that in multiply resonant circuits responses can 
exist with frequencies which are not rational fractions of the input 
frequency. These irrational frequencies can synchronize with the fre-
quency of a separate input signal,, A second approximation analysis is 
derived for the irrational response of a doubly resonant circuit and 
experimental data are given on the amplitudes of the response as a 
function of amplitude of excitation. It is shown that irrational 
responses can exist in doubly resonant circuits with a small amplitude 
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of excitation provided the sum of the resonant frequencies of the cir-
cuit is near the excitation frequency. Irrational responses can occur 
in doubly resonant circuits with large exciting forces or triply res-
onant circuits (the third resonant frequency equal to that of the exci-
tation) "with small excitation if the sum of two of the resonant frequencies 
of the circuit is a harmonic of the excitation frequency. The frequencies 
of irrational responses vary slightly with excitation amplitude. If 
irrational response frequency is near a, subharmonic, the response may 
synchronize to become a stable subharmonic. 
Since irrational responses can build up from rest and synchronize 
at a subharmonic of tke excitation frequency, irrational responses can 
be used to cause subharmonics of greater than second order to be self 
starting. Analytical conditions are derived for which a response near 
a subharmonic frequency will build up from rest. If a subharmonic is 
excited under these conditions, there are generally values of input 
current amplitude and frequency for which the response is subharmonic 
and outside this range of response is irrational. However, for one 
dielectric used it was found possible to generate stable third and 
fourth order subharmonics which remain stable over all the region for 
which a response other than harmonic exists. 
Experimental results are given of measurements on third, fourth 
and fifth order subharmonic responses of doubly resonant circuits„ Wave-
forms of many higher order subharmonics are presented. 
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CONTAINING NONLINEAR REACTIVE ELEMENTS 
CHAPTER I 
INTRODUCTION 
The currents which flow in electrical circuits driven by a current 
or voltage source can be classified according to the ratios of their fre-
quencies to the frequency of the source. Three types of response—har-
monic, subharmonic and irrational—can occur in nonlinear networks; that 
is, networks containing one or more current-or voltage-dependent elements. 
These types of response are defined as follows: 
1. Harmonic—The response frequency is an integral multiple of 
the input frequency. 
2. Subharmonic—The response frequency is £ times the input fre-
s 
quency, where r and s are integers (r { ns where n is an integer). 
3» Irrational—The ratio of the response frequency to the input 
frequency cannot be expressed as the ratio of two integers—that is, the 
ratio is an irrational number. 
Subharmonic and irrational responses of passive electrical cir-
cuits were observed in the middle 1920*s. In 192^, Heegner1 reported a 
study of an iron-cored circuit, having two or three associated resonant 
circuits, in which both subharmonic and irrational responses were observed. 
Fallou2, in 1926, carried out a study of the subharmonic response of a 
series RLC circuit containing a saturable core inductor. There followed 
a series of works in France and Germany on the properties of resonant 
circuits containing saturable inductors. These works have recently been 
summarized by Dehors . 
Interest in sub-harmonic circuits has arisen as a result of their 
use in frequency changing circuits and their possible undesired existence 
in power distribution systems where capacitors are used for power-factor 
compensation. This latter consideration led to work by McCrunm7 on the 
conditions for the existence of subharmonics in RLC series circuits. 
U. S. patents on frequency changing, or dividing, circuits have 
been issued to Fallou-*, Heegner , McCreary' and Mfl.nl ey . In 193&> a 
subharmonic generator*̂  was manufactured for use as a ringing tone genera-
tor in telephone exchanges. Manley in his patent0 and in a later paperxu 
showed that subharmonics of order greater than two were not self start-
ing in circuits of a single degree of freedom, but that they could be 
made so by the addition of another loop resonant at a multiple of the de-
sired subharmonic frequency. 
Recently Bennett1^ has published a review of nonlinear and vary-
1P ing parameter circuit theory. Cartwright has published a survey of 
the general field of nonlinear vibrations including subharmonics. These 
survey articles give a number of references of historical interest. 
Minorsky^ has shown that a subharmonic can be sustained in a network of 
linear reactive elements only if the network resistance is negative. 
That is, the circuit must be active. Thus subharmonic responses exist 
in passive circuits, only if the circuits contain nonlinear reactive 
elements. 
Inductors with ferromagnetic cores were the only nonlinear reac-
tive elements with low losses generally available until the discovery of 
the nonlinear properties of barium titanate. Wainer and Wul1? in ±<$k6 
reported that the relative dielectric constant of barium titanate was a 
function of the applied electric field intensity. Recently numerous 
papers have appeared on such nonlinear or ferroelectric dielectrics. 
Von Hippel , Roberts1? and Jaynes have developed theories of this class 
of dielectric. Merz1^ has studied the properties of single crystals of 
barium titanate. Roberts2^ has made extensive measurements of the non-
21 22 2^ 
linear properties of barium titanate. Vincent , Shaw and Urkuwitz J 
have reported on the use of ferroelectric materials in dielectric ampli-
fiers. Holljnan , Tucker2^ and Dranetz20 have reported on applications 
27 
of nonlinear dielectrics as modulators, and Anderson ' has used single 
crystals of barium titanate as storage elements in computers. 
Previous experimental investigations of subharmonics have used 
laminated iron or powdered iron as core materials for nonlinear coils. 
Since iron and powdered-iron core materials possess increased losses at 
frequencies above a few kilocycles per second, subharmonic investigations 
have been restricted to low frequencies. Ceramic ferromagnetic materials 
of the ferroxcube, ferrite, and ferramic types have recently been develop-
28 29 ^0 
ed. Littman , Goldsmith * and Brockman3 have published representative 
permeability and loss data on recently developed ferromagnetic materials. 
A search of the literature and manufacturers1 data reveals that ferro-
magnetic materials are presently available either with low losses at radio 
frequencies or with high degrees of nonlinearity. However, the materials 
which saturate easily possess high losses at frequencies above one hundred 
kilocycles, and the materials which have low radio frequency losses become 
nonlinear only at high magnetomotive forces. Thus, nonlinear coils are 
useful as nonlinear reactive elements in applications which require high 
values of inductance or current. At high frequencies low or moderate 
values of inductance are required, and high currents are difficult to 
generate. 
Since barium titanate capacitors possess fairly low losses up to 
frequencies of the order of fifty megacycles, ferroelectric capacitors 
are more suitable than ferromagnetic coils for use at high frequencies 
in subharmonic generators. The work of this thesis is concentrated upon 
the examination of properties of ferroelectric circuits. The analytical 
methods employed can be applied to circuits containing either nonlinear 
capacitors or inductors. 
CHAPTER II 
ANALYTICAL METHODS 
Concurrently with the experimental interest in subharmonics, work 
on the applicable mathematical theory developed. The theory of the 
differential equations which describe the behavior of nonlinear systems 
has been the subject of many papers and a few recent books. Several 
methods of analysis of nonlinear systems have evolved. These methods 
can be grouped into four categories. 
Analytical approximation methods. Several approximation methods 
have developed from the early limit cycle and perturbation series in-
vestigations of Poincare and Lindstett. These methods are applicable 
to differential equations which possess periodic solutions and small 
nonlinearity. The perturbation series, successive approximations, and 
equivalent linearization methods are examples of these analytical methods. 
Most of the studies of nonlinear systems have used these approximate 
methods. 
Topological methods. Topological methods provide a powerful tool 
for the study of the properties of nonlinear differential equations. 
31 32 
Cartwright has reported a study of subharmonic response in active 
electrical circuits. However, topological methods thus far published 
have been restricted to second order differential equations. 
Combinations of linear solutions. In a third method the nonlinear 
characteristic is approximated by a number of straight line segments. 
Linear solutions are found for each linear region, and the boundary con-
ditions are chosen so as to yield a continuous solution. This method 
is capable of yielding accurate solutions but it is rather tedious to 
apply. Schouten" has used this method to investigate odd order sub-
harmonics . 
Numerical methods. A fourth category of methods includes graphi-
cal and numerical techniques of solution. Accurate solutions can be 
computed by numerical methods or obtained from computing machines. 
Howeverj the influence of variations of a parameter is determined only 
oh 
if a solution is computed for each set of parameter values. ICLotterJ 
has reported an investigation of subharmonics using the numerical method 
of Rita. 
Êhe analytical approximation methods of analysis are used in this 
study. These methods are used because they yield easily interpretable 
results and are applicable to rather general electrical circuits. The 
available ferroelectric materials possess small nonlinearities and low 
losses. Then the differential equations for the response of subharmonic 
circuits containing these materials will have small nonlinear and damp-
ing terms—that is, the differential equations are almost linear and 
almost conservative. Thus, the analytical approximation methods are 
applicable to the networks to be investigated. 
Three analytical methods—perturbation series, Kryloff*s approxi-
mations, and equivalent linearization—are used. The books by Minor slqrj 
35 \6 37 
Stoker , McLachlan^ and KryloffDl have treated these methods. A sur-
vey of the analytical literature, using the analytical approximation 
methods, is given below. 
The perturbation series method has been used by Reuter^ to study 
a second order differential equation with unsymmetrical nonlinear 
elasticity which may possess a second order subharmonic solution. This 
method has been used by Friedrichs^ to study the third order subharmonic 
ko 
solution of a system with a single degree of freedom. Levenson has 
used perturbations to investigate the subharmonic solutions of the 
Duffing equation. 
The first approximation method of analysis has been used extensive-
ly in the study of subharmonic synchronization of oscillations. There 
has appeared no application of this method to passive current-or voltage-
kl 2̂ 
fed subharmonic circuits. Minorsky and Bruce have used this method 
to study the subharmonic response excited when a reactive circuit ele-
ment is periodically varied. This type of excitation is termed parame-
trie excitation. Bothwell J has recently published a generalization of 
this method of analysis to systems of many degrees of freedom. 
A form of equivalent linearization has been used by Manley in 
the study of subharmonics in saturable reactor circuits. Manley showed 
that in such circuits subharmonics of other than second order (one-half 
frequency) are not self starting in singly resonant circuits, but that 
higher order subharmonics can be made to build up from quiescent condi-
tions by the addition of another loop to the circuit. This added loop 
must be resonant at or near a multiple of the subharmonic frequency. Man-
ley states a condition for the build up from rest of the third order sub-
Q 
harmonic f and he gives a detailed analysis of a singly resonant series 
circuit having a third order subharmonic response . Ludekê " has used 
a method of linearization to discuss the harmonic and subharmonic response 
of a mechanical system with a nonlinear spring constant and a single de-
gree of freedom. He also has published experimental results ' on such a 
mechanical system. 
8 
The perturbation series and successive approximation methods are 
capable of yielding second or higher order approximations to the solu-
tion j while the equivalent linearization and Krylofffs first approxima-
tion methods give only a first approximation to the solution. A first 
approximation solution is generally adequate if there exists a sizeable 
current at the forcing frequency. So the first approximation method is 
useful if either the exciting force is large or there exists a resonant 
frequency near the exciting frequency. 
The principal advantage of the Kryloff approximation methods is 
that the stability of the solution is easily investigated. The method 
of equivalent linearization possesses the advantages that a solution can 
be calculated without a detailed study of the differential equations of 
the circuit and that its results are given in terms more familiar to 
electrical engineers. 
Second approximation solutions for the second order subharmonic 
response of a singly resonant circuit are derived in Chapter k by both 
the perturbation series and successive approximation methods. Kryloff * s 
first approximation is applied in Chapter 5 "to the study of the resonant 
excitation of a second order subharmonic. The successive approximation 
method is used in Chapter 5 to study irrational responses and the ini-
tiation of higher order subharmonics. Equivalent linearization is not 
applied to a specific problem but is felt to be of sufficient interest 
to warrant its inclusion in this chapter. 
Details of the above three methods of analysis will be discussed 
separately in the remaining paragraphs of this section. It is the purpose 
of this material to present the elements of the general methods rather 




Following the method of Poincare* as presented by Stoker^? or 
Minorsky" , a periodic solution of a nonlinear differential equation 
which is almost linear and almost conservative (if such a solution 
exists) can be developed in a power series of a small parameter which 
describes the deviation from linearity and conservativeness. The tech— 
nique consists of developing the solution as a power series in the small 
parameter and determining the series coefficients in such a manner that 
the solution will be periodic and will reduce to a known linear solution 
as the nonlinearity approaches zero. 
According to Malkin the construction of a periodic solution by 
perturbation series consists of three steps. First, a generating solu-
tion is found to which the desired solution reduces as the small para-
meter approaches zero. Second, the conditions under which there exist 
periodic solutions of the system corresponding to the generating solu-
tions are determined. Third, the actual periodic solution which reduces 
to the generating solution with the vanishing of the parameter is calcu-
lated . 
Obi ' and Malkin*"° have considered problems in which the equation 
to which the system reduces with the vanishing of the parameter remains 
nonlinear and subharmonic resonance does not occur. This will not be 
discussed further here since the degree of nonlinearity obtained in the 
ceramic dielectrics is small, and the differential equations are almost 
linear. The generating functions are then solutions of linear differen-
tial equations. 
lift 
The perturbation series used in this work follows Stoker1" . If 
the forcing function is taken of order e, a quasilinear differential 
equation which is frequently encountered in the analysis of circuits of 
a single degree of freedom is of the form 
3 % + ao
2y = eF cos sot - €fx ( fiL , y) - e
2d*3L , y) , (l) 
cL-t^ s dt s Vit / 
where e is a small positive parameter., n > 1, f^ and f~ are expressible as 
polynomials in 
djr 
and y, and eF cos ncot i s t he fo r c ing func t ion . 
d t 
Let 9 = cut. 
Then, P ^ 2 / 2 / 
r y + flo y = €P cos ne - eF^cay , y) - e^fgftuy , y ) , (2) 0)' 
where 
y'-ft /.A • 
y de ' y ~ igz 
Now let it be assumed, for the moment, that a solution analytic in 
e of period 2 * exists. This solution by virtue of its analyticity can be 
expanded in a series in powers of e. 
Let the amplitude and frequency of the solution be expressed by the 
series 
y - y0 + ey-L + e ^ + — (3) 
and 
& = o>Q + € en, + e^aip + 
respectively. 
LI 
Then if these series are substituted into (2) and terms of equal powers 
in e are equated, a set of linear differential equations results. The 
solutions of these differential equations yield the coefficients CD , CO^, 
— and y0, y-, —
 o f (3)- Equations (k), (5) and (6) are obtained by 
equating coefficients of like powers of e°, e1, and e 2 respectively. 
Thus, 
^o2y0
 + %\ = ° ' w 
2 //r P / / / 
b yi + %n = F c o s n 9 - f i K y 0 > y0) -
 2 ^cWo ^ 
# O , P v // # , / 
a> 
and 
V^2 + ̂ 0^2 = - K 2 + a»cft2)y0 " ^ 6 ^ 1 - ^ K ^ b * ^ 
- { • ^ *x(<Vo* y0)| K
y i + " v ^ - -§- fi (cooy^yo )yi» (6) 
where y = -£ . 
If a solution of period 2 n exists, it follows from (k) that Q = to , 
yQ=r A cos 0 + B sin 6. The substitution of these results into (5) yields 
// F l̂ 
y i + yi=—2 c o s n 6 ~ ̂ 2 ("^o A s i n G + ^o B c o s e> (7) 
o o 
A cos 6 + B sin 6) + 2 -1 (A cos 6 + B sin G) . 
/ s 
If ̂ lK^o' y^-SfHm cos m 9 + 1^ sin m 9) , 
then (6) becomes 
# F i S 
y-, * y"i = - - p cos n 9 - - J~ V"1 (IL, cos me + ICsin me) (8) 
12 
+ 2 ^ (Acos 9 + Bsin 0) . 
In order that y-̂  be periodic, terms in cos 9 and sin 0 on the right 
hand side of (8) must sum to zero so that exceptional terms of the form 
6 sin 0 or 6 cos 9 do not appear in y^. Thus, 
2£>0ax, A cos 6 = H-j_(A, B) cos 6 , 
and 
ao0o>j_ B sin 9 « K^A, B) sin 9 . 
If the conditions given by (9) are satisfied, the solution of (8) is 
y"l = —5 5- cos n 9 + A-, cos 6 + B-, sin 9 (10) 
a) d(l - n^) 
o v ' 
s _ 
{m _ % 
-x cos m 9 + ^ s i n m 9 
co„fc (CJ 1 1 - jsF 1 - md 
2 
s j _ 
I V 1 Hr 
In equation (10), Aj_ and B-, are determined by in i t ia l conditions* For 
/ / 
example, if at t = 0, y(0) = A, y (0) = B, y1(0) = 0, yx(0) = 0, A-j_ and 
Bj_ are fixed by the relations 
s 
0 » * 1 F 1 V ^ 
^ o> 2(1 - n2) a) 2/, 1 - m2 




0 =B 1- 1 V^m Km 
"V?ZJ 1 - ma 
(11) 
However, it is often more convenient to set A^ ~ B^ « 0 and let the actual 
initial conditions differ slightly from A and B. This latter procedure 
will be followed. 
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Since y and y are known, these can be substituted into (6) to 
determine y , and hence from (3) a second approximation to the solution. 
The conditions that yp be periodic yield two equations similar to (9), 
which fix the amplitude of the solution to the order of e^ since o> is 
determined by (3) in terms of to and the quantities 00 , m. and e. If one 
sets A =r B,= 0, and 
/ * * i * f i 
JH M (A, B)COS me + N (A, B)sin me] 1 *- m m ** 
• V (<Vi + Vo>Tf + y iT7' 
equation (6) becomes 
/^•t^a-""*""**)*^ — 
W T • ' to 3 (1 -
ya + y2
 = \f* + 2 fj U cose + B s i n e , + 2 r i TTT^T (is) 
S 
K 
_ cos me + £ 
m2 1 - m2 
2 
- ^ T A 
^Lx Li -1] -i 
s 
- - i ^ y 1 [H (A, B) cos m9 + R (A, B) s in me~i . 
0 
1 
The conditions tha t (12) possess a periodic solut ion are 
f'^ V* 1 
P(A, B ) c - ? + 2 - J A - ^ T M .(A, B) • 0 
\ £ D 0> ' CD « 1 
O O o 
2 (13) 
t*l m 2 \ l 
Q(A, B ) = ( - T , + 2 - J B - j 2 a Ml(A, B) = 0 o o 
The equations (13) fix the A, B amplitudes of the solution valid 
to an order of €. The a^ and ©g values are determined from (9) and the 
frequency series of (3). 
Thus far the existence of the subharmonic solution has been assumed 
but not proven to exist. If there exist values of A and B such that 
P - Q = 0 and that the Jacobian j(£iS) + 0 for this A, B then by the 
implicit function theorem^ a solution of (13) exists. These values of 
A and B are amplitudes of an n-th order subharmonic solution of (l). It 
should be noted that the method of construction of the solution assures 
that the solution approaches the generating function as e->0. 
The calculation and existence of a subharmonic solution of (l) 
have been treated above by perturbation series. There is no assurance 
that these solutions will be stable. This question of stability can be 
treated by perturbing the periodic solutions; the stable solutions are 
then those solutions which return to the unperturbed values with increas-
ing time. If this perturbed solution is substituted into the original 
second order differential equation and only first order perturbation 
terms retained, a linear differential equation of the Hill or Mathieu 
type results. The stability of the unperturbed solution is then determin-
ed by the stability or instability of the solutions of the corresponding 
linear Hill or Mathiew equation. This method of investigating stability 
is treated by Minorsky^, Stoker35 and McLachlan^^. A second perturbation 
method of determining the stability of a solution consists of forming for 
the solution and its first derivative the differences between the initial 
values and the values one period later. A stable solution exists if this 
difference is such as to approach zero with time. This technique was 
used by Reuter^ , 
In certain problems, for example the third order subharmonic, it 
is convenient to consider the forcing function to be of order unity rather 
than of small order. The perturbation series method can still be applied 
15 
but the generating function consists of two terms, one subharmonic, and 
one at the forcing frequency. That is, if 
v£y + Q.2? = F cos n e - €f1(<ay , y) (1*0 
then the zeroth approximation or generating function is the solution of 
^o^o + fl2yo = F cos n 0 > ^ 
or 
y ~ A cos 8 + B sin e + £ cos n 9 . (l6) 
08(1 - a*) 
The remainder of the solution is determined as before but with the new 
y . There is no known general rule to determine whether the forcing 
function should be taken of order unity or order small; both cases will 
arise later in this thesis. Generally the choice is made on the basis of 
physical magnitudes and ease of calculation of the solution. 
It is clear that the perturbation series technique can be applied 
to systems of two or more degrees of freedom, provided such systems are 
almost linear and almost lossless. In systems of several degrees of 
freedom each amplitude and response frequency is expressed as a power 
series in the small parameter. Thus in a doubly resonant system there are 
four series whose coefficients are to be determined. 
Kryloff and Bogoliuboff Approximation Methods. 
In a series of studies, which have been translated by Minorskjr"^ 
37 and Lefschetz^ *, Kryloff and Bogoliuboff developed a method of calculation 
of successive approximations to the solution of a quasilinear differential 
equation. In this method the amplitude and instantaneous phase of the 
solutions are regarded as unknown and two first order differential equa-
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tions are derived to describe their properties. 
First approximation--This section deals with what is termed the 
first approximation and the next section shows how the second approxi-
mation can he derived. The discussion of the first approximation starts 
conveniently with a consideration of a second order quasilinear differen-
tial equation of the form 
q + co q = e H cos ncot - ef (q, q) , (17) 
where £ is a small, positive parameter, and f (q, q) is a polynomial in q 
and q. Also f (q, q) includes a term of the form (li - o^)q« It is not 
necessary that the forcing function he as simple as taken here hut the 
form of (17) is sufficient for this thesis. 
If e = 0, (l) reduces to the simple linear system having a solu-
tion of the form 
q = a sin(cot + *) 
(18) 
q = coa cos (cut + <>) 
In the case of e not zero hut small, the solution has the same 
form, hut a and $ are functions of time yet to he determined. Note that 
q = a sin (cot + •) is the generating function of the perturbation method. 
If the expression for q of (18) is differentiated, the result is 
q = a sin(cot + 4>) + aco cos (cot + <t>) + a* cos (cot + 4>) . 
So in order to satisfy the second equation of (18), it is necessary that 
a sin(cot + v) + a$ cos (cot + •) « 0 . (19) 
Differentiation of (q) from (18) gives q. Substitution of q and q into 
IT 
(17) gives 
ao cos (art + *) - aa)$sin(art + *) = eH cos nurt 
- ef[asin(art + * ) , aco cos (art + $)] . (20) 
When (19) and (20) are solved for a and *7 the r e su l t ing equations are 
5 * - L J H C O S nort - f |asin(art + 4>laa> cos (art + <&)|Vsin(art + <fr) (21) 
a - —IHCOS nort - f|_asin(ort + * ) , aco cos(ort + <0jr cos(ort + <t>). (22) 
Equations (21) and (22) are now to be solved for the amplitude a and phase 
*, which are time functions. I t w i l l be assumed tha t the var ia t ion with 
time of a and * i s slow compared to art. That i s , the var ia t ion of a or * 
2ir 
in a period —• is small so that a and * can be determined by a quasi-steady -
state analysis in which the right hand sides of (21) and (22) are replaced 
by their time averages. Then 
2n 
a - - £ 
and 
' /ff|JMlin(«ft + *),oia cos(ort + * ) ] - Hcos nort > 
ZnaJo \ 
xcos(ort + • ) d(ort) , 
2j t 
(23) 
* - 2 r̂> I ft (as in (art + * ) , a>a cos (art + $)l - Hcos nort I 
- 0 
* sin(art + *)d(art) . 
The equations (23) define the amplitude and phase of the first approxima-
tion to the subharmonic solution of (17) when e is small. The subharmonic 
amplitude, a, and phase, *, are solutions of the equilibrium conditions 
a = J = 0 of (23), provided j(£iiL) ̂  0 for these values of a and •. 
kg &' 
Minorsky ' introduced a change of variable that is useful where 
the forcing function is of order unity. The quasilinear differential 
equation is of the form 
.. 2 • • x 
q + do q m Mcos no3t - ef (q, q) (24) 
A new variable, x, defined by q = x + 
into (2k), which becomes 
t: 
03 2 ( l - n 2 ) 
cos na>t, i s in t roduced 
- 2 r 
X + 03 X = - £ f [X + 
M 
L 032(1 - n 2 ) 
cos no3t , 
x n ^ „ s i n no3t 
03(1 - n 2 ) < ] • 05) 
The amplitude and phase of the first approximation to a solution of (2*0 
are the solutions of a * • - 0, where 
2* 
0 
ojacos(cDt + *) - —2M ^rS in O3t|cos(o3t + <i>)d(o3t) 
o>(l - n^) J 
a = / "f |asin(o3t + <t>) + __ _ — » _ cos i . 





/ f fasin(o3t + <t>) 
M 
C 
03^(1 - n * ) 
^ - cos nost , 
03a cos(o3t + 4>) n - s i n a* I sin(o3t + *)d(o3t) . 
03(1 - H*) J J 
(26) 
Higher approximations--Although the first approximations of (23) 
and (26) are adequate to treat many quasilinear problems there remain 
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many others, in which a second approximation is necessary or desirable. 
Higher approximations to the solution of (17) can be derived by an ex-
tension of Minorsky's work-* . This extension is developed below. 
It is assumed that (17) possesses a solution 
q = Z(t , a) - Z(e, «, a) , 
where 
ijr = 9 + <t> — ocrt + 0 
and 
co f § = A(a, * ) , < D & * a ) + a > | U < o + 6%*, *) d0 de de 
as in the f i r x t approximation (23)• I t i s further assumed tha t expan-
sions of Z, A, and<r ex is t in terms of the sma.11 parameter e , such t ha t 
Z(e, *, a) = Z (e , *, a) + €Z-L(8, *, a) + e 2 Z a (e , <t>, a) + — (27A) 
<» | | « A(a, 0) - eA I(a, fr) + e % ( a , •) + — (27B) 
to d* „.«-'/'„ ^ _ ^ ^ - / ' „ * w ^ £ 
de 
• < T ( a ^ ) =ecT 1 ( a , $)+e*<f>(a, • ) + — . (27C) 
These expansions should be compared to those of the perturbation series 
method. It is seen that, in effect, one is treating the same problem but 
in this case the phase and amplitude of the solution are determined direct-
ly rather than the solution and its first derivative. In terms of the 
variable 9 and an added term of order e equation (17) is 
o / / 2 
arq + o> q = eHcos n9 - €f1(q> coq ) - e
2f2(<l> <oq ) , (28) 
where primes indicate d i f fe ren t ia t ion with respect t o 9. By impl ic i t 
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differentiation one obtains 
*a = 2_5 + 2 ^ ̂ 0 + JLz 2± = lit + <Ka) g z + A(a) 2 z 
de de ^ * "51? ^ a a e £e a> d o> CD ^ a 
and 
S J , „ J L f§a\ + J L f*a\ As + JL fes\ l i . 2 2z 
de2 2e U Q / 3<i>vde/ £e 2a \ae/ £ e <Je2 
+ 2 *" 3
2Z i g A 3
2Z , <T2 a 2Z + g (TA^Z 
o> 2 <l> 2 0 a> 3 a 3 9 o>2 2 <t>2 co o> ^ a £ <J> 
A2 th + <T^Zl£+ tf"^Z_^A +
 A i ^ l £ * +
A i_Z^A 
a? 3 a2 a? 3 * ^ <t> r JaT* ? ^ O a ? ^a 3a 
Now if equations (27) are substituted into -r§ and --§ and these are in 
turn substituted into (28), there results a differential equation in-
volving terms of powers of e. Equations (29), (30)> (31) result from 
equating terms of e , e , and e respectively. These equations are 
z\ 
T̂  + zo = °< (29) 
(30) 
and 
d z l . H 2 ^ - A , 2 A> 
-^—75 + £ . = -K COS n9 - - 0 - 1 r— - A. — r -
-^4,.*a, 
«^V° 3 9/ 
l + z2 = -?[«r2——
+<ri - H 5 J ' : fa TTTS 
a •* 2 * 
A l J a ^ e " ^ ~ a l 5 a,? a a d * " o > 2 > a 2 
(T\ j ^ o 3<Tl <fi ^ o _^L _£l 2 ^ o 3 f l *1 d^o 2^-
or a* 0 4> o, d a d « cû  J* 3 a a? 3 a 3 a 
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i d*i , 'A l ^ f l / 'JP2! fl^o 
- i- £-1 (q, coq ) K - 1 1 (q, (Dq ) _ i + J; ° 
or o q • <xr a q. * IP 9 a> <? * 
In (31 )> f 1 tf 1 are evaluated at the point ZQ, ° , Ofoe same pro-
Tl>Tq/ ae 
cess which yielded equations (29), (30), (31) can he extended to yield 
approximations of any desired order, hut the second approximation is 
sufficient for the analyses of this thesis. A justification of equations 
(29), (30 )> (31) could be carried out by forma], analogy with the perturba-
tion series method but is not done herein. Rather, the two methods will 
be shown to yield solutions which are consistent to the same degree of 
approximation. 
Equation (29) has a solution 
ZQ = asin(G + •) , (32) 
which corresponds to the zeroth approximation of equation (18). Substi-
tution of (32) into (31) yields 
32Zn H 2 oTi Ai 
r gg + Z, = =- cos n9 + = asin(6 + *) - 2 -= cos(9 + *) (33) 
d Or aâ  a> to 
- _i£"asin(e + • ) , caacos(0 + $)] . 
In order that 2^ be periodic, it is necessary that the terms involving 
sin G and cos 0 on the right hand side of (33) vanish. Let 
fl(zo* ® < ) m/j Fm(a)sin m(9 + •) + (^(ajcos m(0 + <t>) • 
Then the condition that Z, be periodic is 
0 - 2 1& sin(e + *) - 2 -i cos(e + *) - ?- sin(e + $) 
co m 0 ) 2 
- Gl(a) cos(e + • ) . 
Or, 
, 2* * z ~ 
= - J u ft. (Z , as Z_9_ )cos(e + *)d(e + *) I A - - ^
M 
1 * an 2*oJJ'lV"0' 5~e 
o 
Pl(a) 1 /• . i Z0 f . J > i r 2 _ ff (zo, <D f^)sin(e + *)d(e + 0) . vi aoa 2*oa,/ x de 
(3*0 
If equations (3^) are substituted into the (27B) and (27C) equations and 
terms of powers greater than the first order in. e are dropped the first 
approximation (23) is obtained. When ^-, and A_ are given by (3*0, 
provided n }= 1, 
•eu^rfpS^. 
[I - n2) a^ZJ j l -
2 e ^ c o s m ( e + 0)1. (35) 
1 - m2 J 
With ZQ, and Z^_ known, a solution of (31) can be found, and A^.^g 
can be determined so that Z- is periodic. In (3^) 
^cTi a A i 
3 * ^ $ = o , 
If equation (32) is substituted into (31), it becomes 
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5 2 Zo o 2 0"o 2tf; £2Z-, 2Ap 
. ^ * + Z£ = _ £ asinfe + *) ± — ± £ cos(G + •) (36) 
OS 03 0 ) ^ * 0 0 tO 
2Ai 5 2 Z T <yi2 , % 2 ^ i An ^ % 
- _ i Jl 1 + Z± R sin(9 + • ) - i _ i cos(0 + *) 
a) o * o d cor oi2 
( J l S o l / * A l ^ A l / x 
i a - T — ^ cos(e + • ) - - £ - ^ - i sin(G + <J>) 
to^ o a to c?a 
- i- v r (q, toq') | ^ - 1 + 5 i 2 cos(9 + •) + JL sin(e + *)) 
to2 £ q' I L T T to to ii 
- ^ - 5 - ^ (<b toq )| Z^ * 3jy f 2 [ a sin(6 + $) , ato cos(e + * j ] . 
To determine the second approximation t o the solut ion (a, <t>), i t i s 
necessary t ha t Z~ he per iodic . Only the terms of period 2n on the r igh t 
hand side of (36) are needed t o obtain a second approximation t o the sub-
harmonic amplitude, a, and phase, $, and a f i r s t approximation (35) t o 
the harmonic terms. 
For convenience the l a s t two terms of the r igh t side of equation 
r 
(36) are expressed as the f i n i t e Fourier sum L M. (a, 4>)sin k(9 + *) 
1 
+ Hj^a, <0 cos k(0 + <t>). 
Then equation (36) becomes 
IW + Z2 "(ir8 + sr-a -» TTJsin(e + ° (37) 
- r ^ + !fL + 4! + ^ i )co S (0 + ,)- 4K + \) 
x to cir <xr * & ' 0 J 3 1 
m r m2 m2 1 
* E l 5 F m ( a ) s i n m ( e + *) + 5 (^(ajcos m(9 + $) ] 
2 1 •* m 1 - m 
- i 2 [ ^ ( a , $) s in k(9 + • ) + Nfc(a, *) cos k(e + 4>)̂  
Thus if Zp is to be periodic, it is necessary that 
a& 2u> ̂  a ao 
- g f c . ^ a a ^ , , 
9 »n d n 9 
4=.fLa + ̂ ^ t i ^ ( 8 , » ) "} (38) 
where A_ and &* are given by equations (34). Equations (3*0 and (38) 
define <y\, <S 2̂, A, and Ag in (27). From the second and third equations 
of (27), the amplitude and phase of the subharmonic solution, to an ap-
o 
proximation of the order of e , are 
i-»g-«*l(.)+.v-.o 1 (39) 
». B».rfWteVA ») . J 
dt ae -1- *-
Now if there exist values of a and * such that a - 5 - 0 and J(i£i!)£ 0 
a,4> 
where <fj,, a"o> Ai ^ ^ ^P a r e 6iven by (34) and (38), then the subharmonic 
solution of order n exists. The complete solution to an order of e is 
x = ZQ(e, 0, a) + eZ^e, *, a) 
where (a, •) are found from (39) and ZQ, 2^ are given by (32) and (35 )• 
The above equations yield a method by which a second approximation to the 
subharmonic solution of (17) can be computed, if a periodic solution and 
the existence conditions derived from (39) are satisfied. 
The above method of successive approximation is readily extendable 
to systems of several degrees of freedom provided such systems are loosely 
coupled and are almost linear and almost lossless. This method of general-
ization to several, say>*, degrees of freedom consists of reducing the 
problem to a set of x second order differential equations. Bothwell^ and 
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Bulgakov have discussed a linear transformation method of reduction to 
normal form such as equation (28) • Under the restrictions that the sy-
stem is (a) nearly linear, (b) nearly conservative, and (c) nearly auto-
nomous, the equations which describe a general system of .* degrees of 
freedom are 
St H^v 
The quantities g. are functions of the parameter e, the independent 
variable t, and the dependent variables y. and their derivatives. By 
means of the linear transformation 
yJ "E Cjk *k > J = !> 2 — n > (to) 
k = 1 
the general system of equations is transformed to 
d x, o 
^ + ft,* X, + €f, m 0 , 1 * 1 , 2, — n . (1*1) 
The constants ft. are the natural angular resonant frequencies of the sy-
stem. Thus by means of such transformations as (ho) a system of £ de-
grees of freedom is reducible to Jt quasilinear second order differential 
equations in which coupling terms are of order e. The approximation 
methods given above can be applied to each of these differential equations, 
As an example, consider a system of two degrees of freedom which, 
if one natural frequency is close to that of the excitation, is reducible 
to the pair of quasilinear equations 
d 2 x l 2 
d t 
^ + ay x x = eVicos cut - ef (x x , k1$ x>>, kr>) ^2) 
26 
d % 0} 
- ^ y ^ V g C o s ^ - ^ ^ x ^ ) . 
This set of equations may possess a solution, which by (23) is 
x = X sin(ajt + 0 ) - Xj_ s in^ 
^ = % sin(^| + g = Xg s i n t 2 . 
X , Xp, 0 and ct>£ are determined from the equilibrium points of 
2* ^ , 
rx cos tat - f (X s in IP , a>X c o s y , (^3) i= — flv3 
1 2rtco J 
0 




r fi^ai j ^I* v ^ j s 1 1 1 ^ + *i)d(flst)i 
\ K / T V " * - f2<V V V *2>] ̂  + »2>^> > 
and 
en 2 * 2 s/Vvvv^ ( -u + V< } -
0 
Higher approximations could be constructed as was done for a single degree 
of freedom. These higher approximations are usually unnecessary if one 
of the natural resonant frequencies is close to the excitation frequency. 
It has been shown how the existence conditions of a subharmonic 
could be determined and how successive approximations to this subharmonic 
solution could be calculated. There remains the question of determining 
whether or not such solutions will be stable. 
The approximation methods of Kryloff lend themselves easily to in-
vestigations of stability by the methods of Liapounoff** . The Kryloff 
approximation technique leads to pairs of equations of the form 
a = P(a, *) 
$ = S(a, *) W 
whose equilibrium points a = * » 0 define a , * to a certain approxima-
o o 
tion in c • P and S are analytic so if (a, *) are replaced by (a + a, 
• + T\), where a, i\ are small, the left sides of (kk) can be expanded in 
a Taylors series about a , * • Since a , * are solutions of the equili-
brium conditions obtained from (kk), it follows that only terms containing 
the perturbations a, r\ will not be equal to zero. 
If only terms of the first order are retained, equations (kk) are 
replaceable by the variational equations 
da ^P 1 * p 
dt ' ^ a a +H 1 
a , • Ja ,o 
o ' o o o 
4jj 6 S | ^ S | 
dt ' TT a + -r— | d 0 V 
a ,4> 




Equations (k$) are a pair of first order linear differential equations 
kt ^2 
and possess solutions of the form e , By Liapounoff's Stability Theorem , 
the sufficient conditions that the solution a , * be stable are that the 
o' o 
r e a l pa r t s of the roots of 




"5~a < — « 
= 0 (k6) 
he negative, and that 
J(?^)* a, * 
If the roots have positive real parts, the solution is unstable, 
If the real parts of the roots p,, p 2 of (46) are aero, the method fails 
and the influence of terms in r^9 rpL, and a
2 must he considered. Mdi-
53 
tional criteria for this case are given by Liapounoff and also Bothwell^J 
and Malkin^ . ItLese criteria are not necessary in this thesis. 
It is emphasized that one of the strong advantages of the Kryloff 
approximation methods is the ease with which the stability of solutions 
can be determined. As has been shown, the method is capable of yielding 
higher approximations and can be applied to systems of several degrees <£ 
freedom. A method of finding a second approximation for a system of two 
degrees of freedom is outlined in the Appendix. 
Equivalent Linearization. 
This section will treat a method of analysis in which nonlinear 
elements are replaced by equivalent linear elements, whose values are 
functions of the amplitude and relative phase of the subharmonic solution, 
Solutions derived by the method of equivalent linearization, as developed 
by Kryloff and Bogoliuboff, are shown in the books by Minorsky^ Q&& 
McLachlan3 to satisfy the quasilinear differential equation to a first 
approximation in the small parameter. It will be shown later in this 
section that the first approximation equations can be derived in terms of 
the equivalent linear elements. 
In the calculation of the equivalent linear elements the work of 
Schaffner-^ is followed. Consider a circuit with one resonant frequency 
and including a capacitor with small nonlinearity. The forcing function 
is assumed to he of the form 
e Vsin newt . 
Let the capacitance as a function of charge be given by 
i = J: [l + D(qf] . (ltf) 
o 
It is assumed that the charge is approximated by q - asin(ait + <t>) = a sim|r, 
where a and $ are as yet undetermined* The current then is given by 
approximately 
i » aoacos( tot + *) • 
Now if the approximate form of the charge is substituted into the equation 
for the nonlinear capacitance, an equivalent resistance and capacitance 
can be defined in terms of the components of capacitor voltage which are 
in phase or in quadrature with the current. The capacitor voltage is 
Vc - 4- (X D(q)) 4 iL sin * + * s i n *D(asini|r) = f £ ^ L (2*9) 
o • o uo °o 
+ S i f t u l i s in t + 2 ^ 2 ^ 1 1 cos * + — . 
c0 — * - c0 
The equivalent linear elements are defined so as to yield a balance 
of real and reactive powers, WR and Wy. That is, WR • i I0
2re and 
1 2 W Y = ± I x0. The equivalent linear resistance is defined by A g o e 
2?r 
cosine terms of vc at CD G(a 
r = — = — = v c cos t d * , (50) 
c coacos(o)t + $) oiC 
,•> 1 f  
a rf»a J 
and the equivalent linear reactance is defined as 
2« 
« F(a, ,»1 - _1_ « - J L fv„ sin t d t • (51) 
e co CQ a- coC„ 7W>a ]
 u 
" 0 
The negative sign is used to follow the linear circuit convention of 
negative capacitive reactance. The equivalent re, xe when added to the 
physical linear ijoapedances coL and R, where L and R are the circuit linear 
inductance and resistance, define the equivalent linear circuit consisting 
of a series combination of these elements. That is, the quasilinear cir-
cuit has been replaced by an equivalent circuit with linear elements as 
shown in Figure 1. Thus the total circuit resistance is 
r = re + R , (52A) 
and the circuit reactance is 
x » coL + Xg . (52B) 
In order that a stable subharmonic solution exist it is necessary that 
the system (52) possess a set of values (a, <i>) such that r • x • 0. The 
values of a and 4> that satisfy the equilibrium conditions 
0 » R + r, 
(53) 
0 a OiL + X 
e 
are those that yield an approximate subharmonic solution of the circuit. 
If n =. 1, the condition of principal resonance, the current in the 
capacitive brance of Figure 1 is given by 
i&2 * (*J$ 1 | 2 
1 s ~rv^ ^ — T T ^ T T T P s i n ( a y f c + P) > 
[(R + r e r + (̂ L + Xg)^
1!2 
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FIG. 1. EQUIVALENT LINEAR CIRCUIT. 
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or since the circuit losses were assumed small (toL>?-R), 
i i _- _ 2 E _ _ sin(o*, + p) , (54) 
[(R + r e )
2
+ (coL + x ^
2 ] 1 ! 2 
where 
pi - to 1 (2£Jli) . 
E + r / 
It was originally assumed that the current amplitude and phase were 
a>a and * respectively. Thus the values of a and * for the principal re-
sonance solution are determined by equating (48) to the current amplitude 
and phase as defined by (54) from the linearized equivalent circuit. Thus 
a and * are 
a ». i — j - A m - tan nf ), (55) 
[(R + r e )
2 + (aiL + xe)
2j V 2 R + re
 X 
where r and x^ are given by (50) and (51) with n « 1« e e 
The procedure outlined above indicates how a subharmonic or princi-
pal resonance solution of a quasilinear circuit can be calculated by the 
method of equivalent linearization. The above procedure can be justified 
by returning to equation (49). In (49), it is seen that 
2* 
F(a, |) • i A&( a sin *) sin




G(a, *) = 1 fl)(a s in i|r)cos f s in t d \|r . (57) 
" 0 
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If the loss, nonlinearity, detuning and driving force are of order e, the 
quasilinear differential equation of the circuit of Figure 1(a) is given 
by 
a^a + J,« „ ! cos xwt -a 3a - Sial * . 
dt2 C dt 
This can be rewri t ten as 
rj 
d q 2 I u. R clq D(q) / 1 21 (58) 
which is in the form of equation (17)• The first approximation analysis 
can be applied directly to equation (58). Under the assumptions made con-
cerning loss, nonlinearity and detuning, comparing (17) and (58) it is 
seen that 
«*(«, 4)= I i + *®-i+(£--*z)<i • 
Thus the first approximation solution is given from equations (23) by 
2* 
k lyjco — a + I D( a s in t)sins(f costy d% 
«0 I— L LC J 
°0 
2JC - 1 
- i J cos ntwt cost d# I ^(59) 
2* 
* - |*a { - o> j + (D(a S i a t J a i A difr 
itacoU V-LC ' LC J 
xf l 
cos ncut simjf dijr -ip »] • J 
Now if (56), (57), (50) and (51) are substituted into (59) and if n £ 1, 
there result the equations 
3 
a = -i (E + re)a 
o ° 
The first of these is recognized as the relation for the damping of the 
equivalent linear circuit. If n « 1, the equations for this principal 
resonance case "become 
a m - i(R + r„)a + _i- cos 4 ~; 
(61) 
J — | (», +*t) -JI»to* • J 
The two pairs of equations (6*0) and (6l) now define relations be-
tween the first approximation methods and the method of equivalent lineari-
zation. These relations show that equivalent linearization yields a 
solution, which is valid to a first approximation in e. 
A generalization of the method of equivalent linearization for 
several degrees of freedom consists of merely defining equivalent re-
sistances and reactances for each degree of freedom. In general each 
linearized element will be a function of the amplitude and phase of each 
frequency component of the response. 
The stability of solutions calculated by equivalent linearization 
for simple cases is determined by examination of the condition under 
which the circuit equivalent resistance goes from positive to negative. 
In circuits of several degrees of freedom, it is more convenient to use 
the equations of the first approximations and consider the stability of 
perturbations of their equilibrium points. 
CHAPTER III 
FERROELECTRIC MATERIALS AS NONLINEAR REACTIVE ELEMENTS 
A ferroelectric dielectric possesses a polarization, which is a 
function of electric field strength. If the charge on a ferroelectric 
capacitor is plotted against capacitor voltage, a hysteresis loop results. 
Studies of the crystal line structure of ferroelectrics by von Hippel ̂  
53 
and Jaynes have shown that these dielectrics have different structural 
forms above and below the temperature of the Curie point. In pure 
materials, ferroelectric and hysteresis effects disappear at temperatures 
above the Curie point. 
The dielectrics used in the experimental work for this thesis were 
ceramic compositions of barium titanate and strontium oxide. Several 
samples of commercial ferroelectric capacitors and dielectrics were obtain-
ed from manufacturers. The three dielectrics which exhibited the greatest 
nonlinearity were selected for use in the experimental work. Those select-
ed were the ET6l and ET^6 dielectrics of the D. M. Steward Manufacturing 
Company, and the K3300 dielectric of Glenco Corporation. 
Since the polarization of the dielectric is a function of electric 
field strength, the greatest change in capacitance with voltage is ob-
tained by the use of thin dielectrics. A lower limit to the thinness of 
the dielectric is set by ease of handling, the power to be dissipated in 
the dielectric, and the least capacity of interest. The samples used were 
of 10 and 20 mil thicknesses, which could be handled easily. A careful 
search of the literature and of manufacturers1 data has failed to reveal 
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any suitable ferroelectric materials with relative dielectric constants 
less than about 1000 when unbiased. The ceramic form of barium titanate 
has a dielectric constant of about 1500 at room temperature. These high 
dielectric constants coupled with the thinness of the dielectric place a 
limitation on the usable plate area and set a minimum capacitance. The Jeast 
usable capacity attained was 300 mmf for zero bias at room temperature. 
This capacitor contained the ET^6 dielectric of 20 mil thickness and a 
dielectric constant of roughly 5000 without bias. 
A major difficulty is encountered in establishing the nonlinear 
characteristic of a dielectric and in obtaining an analytical approxima-
tion for this characteristic. Accurate measurement of the nonlinear 
characteristics is complicated by the temperature dependence of the 
dielectric constant. It is desired that the charge as a function of vol-
tage be determined with and without bias and that an approximate relation 
of capacitance to charge be deduced for use in analytical work. Further-
more the subharmonic current of a circuit depends on the coefficients of 
the approximate nonlinear relation and these coefficients need to be 
accurately determined. 
Three methods of capacity measurement were used in this thesis. 
These are (l) point by point Q, meter measurements of incremental capacity 
as a function of applied d-c voltage, (2) dynamic hysteresis loops, (3) 
harmonic waveform analysis of charge through or voltage across the capaci-
tor when a sine wave of voltage or charge is applied. 
Incremental capacity, or that capacity presented to a small al-
ternating voltage, can be measured with either a Q meter or a bridge. A 
circuit for measurement with a Q meter is shown in Figure 2. In this cir-




FIG. 2. INCREMENTAL CAPACITY MEASUREMENT WITH A Q METER, 
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sample C„ and R is a high resistance- This incremental capacity is the 
capacity of interest in applications in which a small alternating voltage 
is superimposed on a d-c bias voltage, as in certain dielectric amplifiers 
and dielectric modulators. Usually incremental capacitance is less than 
the slope of the curve of charge plotted against voltage, due to hystere-
sis effects. Curves of incremental capacity as a function of bias usual-
ly show a maximum capacity at a small bias and. a decreasing capacity at 
larger biases, much as is observed in the permeability variations of 
ferromagnetic materials. Curves of incremental, capacitance and Q as 
functions of bias voltage are given in Figures 3 and k. 
Itynamic plots of instantaneous charge and applied voltage can be 
displayed on an oscilloscope. Tfcis method was used by de Bretteville 
to obtain hysteresis curves of BaTlCh capacitors at various temperatures. 
A circuit for these tests is shown in Figure 5. The capacitance C is much 
greater than Cx, so that almost the full applied voltage appears across 
C . The voltage across C is proportional to the integral of the current 
A 
through Cx, so the voltage delivered to the vertical axis of the oscillo-
scope is proportional to the charge on Cx. The combination of capacitors 
0 and C is a voltage divider. Bie unit is calibrated by observing the 
vertical deflection produced by a known capacitance, hence the peak de-
flection produced by a known charge. The calibration is thus established 
for a linear region of deflection of the oscilloscope. Oscilloscope pic-
tures of the biased and unbiased hysteresis loops of charge versus voltage 
for the ET6l and ET̂ -6 dielectrics are shown in Figure 6. Calibration data 
are also given for each picture. If even order subharmonics are desired, 
the charge-voltage characteristic must be unsymmetrical about the bias 
point. Figure 6 shows that only biased dielectrics have unsymmetrical 
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characteristics. A polynomial approximation to such a characteristic 
would contain even powers of the independent variable. A characteristic, 
whose approximation contains terms of even powers is said to possess even 
order curvature. 
Figure 6 shows that an appreciable degree of nonlinearity is ob-
tained. In order that numerical calculations can be made of the opera-
tion of circuits incorporating these dielectrics it is necessary to ob-
tain an equation to approximate their charger-voltage characteristics. 
•Hie loop is of course multiple valued so that a single valued analytical 
approximation to it can only represent some form of average nonlinear 
characteristic. A polynomial is used to approximate the nonlinear 
characteristic. This polynomial is made to approximate the average of 
the upper and lower portions of the loop with large voltages. This 
average nonlinear characteristic is not the same as the locus of the 
curve traced throu$i the tips of the hysteresis loops as the alternating 
voltage is varied. For small voltages the capacitance defined by such a 
measurement is the small signal (incremental) capacitance which is not 
the slope of the large signal charge-voltage characteristic. It is 
necessary for the large signal operation encountered in subharmonic opera-
tion to approximate the average characteristic. 
Since errors in the nonlinear coefficients lead to corresponding 
errors in the calculated subharmonic solutions, several methods were tried 
in an attempt to determine more accurately the coefficients of the poly-
nomial approximation. In one of these methods an electronic switch was 
used to simultaneously present a linear charge-voltage trace of a known 
linear capacitance and the unknown hysteresis loop. By this technique 
the mean slope capacity at various points of the hysteresis loop could be 
measured directly on the oscilloscope without having to photograph or re-
trace the loop. The linear capacitance is varied to make its trace have 
the same slope of charge versus voltage as the mean of the hysteresis 
loop. It was found that errors in visual estimation of when the slopes 
were equal offset the advantages of this technique. 
The unbiased static capacity—that is, the ratio of charge to 
voltage—can also be measured by the use of the electronic switch-linear 
capacitor arrangement, by making the linear-capacitor trace match up with 
the tips of the loop. This procedure would be repeated for various applied 
alternating voltages to obtain the capacity as a function of voltage. 
Since the tips of the hysteresis loops for various alternating voltages do 
not follow the average of a large loop, this method does not yield the 
large signal characteristic of interest in this thesis. The method may be 
useful for other applications. A curve of static capacity versus voltage, 
measured using the electronic switch and linear capacitor, is shown in 
Figure 7 for a sample of EE6l dielectric. 
Figure 8 shows several charge versus voltage hysteresis loops for 
various applied alternating voltages with and without bias. This figure 
shows the variation of dielectric constant with small applied voltages. 
The biased loops possess a zero shift due to the presence of even harmonics. 
A two-channel electronic switch was used to give simultaneous 
displays of the characteristics of the 'EHh6 and ET6l dielectrics. The 
oscilloscope pictures of these loops shown in Figure 9 illustrate the 
temperature dependence of these dielectrics. 
In a third method of measurement of capacitor characteristics a 
sine wave of voltage is applied to a series combination of the capacitor 
a 
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under test and a large linear capacitor. At the fundamental frequency 
and each of its harmonics, the voltage across the linear element can be 
read directly and is proportional to the corresponding component of 
charge through the test sample. A circuit for such a measurement is 
shown in Figure 10. This method offers considerable promise, since the 
coefficients of the polynomial approximation may he computed directly 
from measurements of the voltage on C at harmonics of the source frequency. 
The sine wave alternator had less than 0.1$ harmonic content, and thus 
insured that harmonics in the source voltage would not contribute signifi-
cantly to the harmonic content of v to about the fifth harmonic for the 
samples used. Therefore, accurate measurements of the polynomial approxi-
mation up to the fifth power term should be possible. This method of 
measurement has the disadvantage that no account is taken of harmonics 
introduced by the multiple valued properties of the hysteresis loop; that 
is, no attempt is made to define a mean curvature. For this reason, har-
monic analyzer measurements become less accurate for small applied vol-
tages, since the odd harmonic content due to the finite hysteresis is a 
larger fraction of the total harmonic content at these frequencies. Table 
I shows the results of harmonic analyzer measurements of biased and un-
biased K3300, mk6, and ET6l dielectrics. 
Let us now consider how the polynomial approximation can be com-
puted from the data of Table I. Roberts-'' and Urkowltz-* report that the 
coefficients of this expansion decrease rapidly if the capacitor voltage 
is expressed as a polynomial of charge. This is also the most convenient 
form for solution of the differential equations which describe the cir-
cuit response. Thus, an expression for the nonlinear capacitor voltage 
will be sought in the form 
cx 
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FIG. 10. HARMONIC ANALYZER MEASUREMENT OF CAPACITOR CHARACTERISTIC, 
hi 
TABLE I 
DATA ON HARMONIC ANALYSIS OF CHARGE AND CAPACITOR COEFFICIENTS 
Sample mh6 ET^6 ET6I#3 ET6I#3 K3300 K3300 
Temp °F 73 73 73 73 80 80 
vac 0 250 0 250 0 250 
V iko 136 135 135 215 150 
v a t u ) 0 .70 O.36 O.lk 0.335 1.90 O.67 
v a t ao 0 .00 O.038 0.00 O.0V7 0.00 0.095 
v a t 3®> 0.051 O.OO31 0.065 0.0083 0.18 0 .008 
v a t k<x> 0.002 0.0006 0.002 O.0011 0.00 0.005 
CQ uuf 6100 2720 6930 2670 11,300 ^630 
a x 1 0 + 1 2 
1 2 .7 3.3 k.J 
a 2 x l O 37 2 .5 i>3 6.8 36 .3 M5 
Dx x 1 0 "
6 
0.37 OM 0.23 
D2 x 1 0 ~
1 2 0.16 0.40 0.16 0.77 0.025 0 .16 
All voltages are r.m.s. values, 
8̂ 
Vx = C~ " C* ( 1 + D l 4 + V 2 + D3q3 + - - ) . (62) 
x o 
From Figure 10 the vol tage, v x , across C i s 
v = i / i d t =& - Vdc + Vx cos( tot + <(>-,_) + V2cos(2a>t + <J>2) 
+ V_cos(3ojt + <t> ) + V. cosfikict + <t>r) + V,-cos(5cDt + *c) + — - . 
The component of charge at the nth harmonic is merely Vn C, where V is 
the amplitude of the n-th harmonic capacitor voltage. If the sixth and 
higher harmonics are neglected, the alternating component of charge can 
he written as 
q, - Qj_cos(ast + *j) - Qg cos(ajot + •g) - CL cos(3ci>t + 4>3) (63) 
- Q^cos(Wt + %) 
- Q5Cos(5cut + *c) 
where 
\ - Vx C, Qg « V2 C, ^ = V3 C, Q̂  « \ C, 05 = V5 C . 
I t i s now assumed tha t the charge can be expressed in terms of the 
voltage v v across G as 
^ • vx<ao " *). v x " "2 v x 2 " "3 v x 3 " % v x 4 ) • ( A ) 
When v • V c o s ^ t i s subst i tu ted in to (6*0, there r e s u l t s 
x 
q m a V cos cut - _ i V2 cos 2xrt - - 1 AT - 3 «£ V^ cos tot 
o 2 2 ST 
ap Q â V*4" a ^ * , ^ V^ 
- r— VJcos 3cut - - * *— cos 4tut —*— cos awt 
k 8 8 2 
%v5 5ahV5 5ai,V5 
- T cos 5cot - —Z— cos 3cut - — 3 — cos cut 
16 16 8 
W 
If the above equation is set equal to (63), one obtains a set of relations 
between Q-, - - - Qc and a - ~ - aj,. If the small phase shifts introduced 
by the multiple valued hysteresis loop are neglected, *1 «= <t>2 « *- = \ 
88 °* Qi> §2> Qa> QL> ̂ C ̂ ^ v a r e Pleasured quantities. The coefficients 
are given in terms of these quantities by 
•a = $r (% * 5 V (g5) 
a ^ g ^ (Qg - if Q^) 
V2 
a 0 « i ( ^ L + 3 Q 3 + 5Q 5) • 
Constant terms of the expansion of (6*0 are neglected, since the poly-
nomial approximation will be expanded about the bias point. The coeffi-
cients defined by (65) yield an expression for q in terms of voltage, 
In order to obtain the polynomial expansion of voltage in terms of charge, 
it is necessary to invert (6*f). If (62) is substituted into (&0 and 
terms of like powers of q equated, there results the system of equations 
1- - o-»^-X 
C° ° C o £ 3 
Do Di ap 
0 crt
 ± c 2 c 3 
o 0 0 
Do B. a? a-
0 = a °r - 3 a 233-Ts-rs ( D i -^V ' 
o 0 0 0 
and 
°C 0 CQ2
 3 l 2 C ^ C05 C03
 2 
These equations when solved for the coefficients CQ, Dj_, Dg> D~ and D^ 
yield 
C « a_ « - 5k 
o o D l - J * (66) 
o 
\ 
°1 2 *2 
Da = 2 p r + ^ 3 
o o 
3 c 6 c 5 c ** 
o o o 
£ai + S*L^ + !!§! + Saa + jt 
o„8 c j c 6 c 6 c„5 
o o o o o 
The equations (65) and (66) when combined yield the coefficients of a 
polynomial approximation to the nonlinear capacitor characteristic in 
terms of the measured harmonic content. Table I gives the polynomial 
coefficients computed from equations (65) and (66), 
The coefficients of the polynomial approximation of voltage in 
terms of charge decrease slowly for biased dielectrics. This is a result 
of the coefficient a p which is a measure of the second order curvature, 
not being zero for biased dielectrics. Since a, appears in the equation 
for each coefficient D1> D2> D_ of equation (66), polynomial coefficients 
of the voltage versus charge characteristic decrease slowly unless â_ is 
very small* Any errors present in the measurements are greatly increased 
in the inversion of the series to find the coefficients CQ, D-^ D , Do and 
D^, since the errors in the a^> ^ *a an,a %. coefficients are cumulative 
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in the calculated D.,, D2, D^ and % values. Thus the accuracy of the 
coefficients of the approximation of voltage as a polynomial of charge 
computed from harmonic analyzer measurements with a sine wave of voltage 
is poor if the charge voltage characteristic is dissymmetrical. 
The expression for capacitor voltage as a function of charge is 
much more convenient for analytical use than charge in terms of voltage. 
Therefore, this form of the expansion is retained, and a new measurement 
method sought. The harmonic measurement procedure can be reversed and 
the harmonic content of capacitor voltage measured when an approximate 
sine wave of current flows through the capacitor. Then the nonlinear 
coefficients D-̂ , D2 etc. can be calculated directly in terms of the 
measured quantities without the inversion of a series. 
A capacitor current, which is approximately a sinusoid, can be 
obtained by placing the nonlinear capacitor in a high Q resonant circuit 
which is driven by a high plate resistance pentode tube. Since the tube 
plate circuit is resonant at the exciting frequency, the current through 
the nonlinear capacitor has negligible harmonic content. A circuit suita-
ble for such measurements is shown in Figure 11. A one microfarad capaci-
tor was used in series with the unknown and the alternating voltage across 
this capacitor was measured. This voltage reading in volt a is then equal 
in magnitude to the charge in microcoulombs flowing through Cx. The tube 
operating conditions were adjusted to minimize its harmonic distortion. 
The large resistor R across C serves to insure that the full bias will 
occur across Cx# The voltage EQ is variable so that the capacitor bias 
can be varied with fixed tube operating conditions. The voltage v , at 







FIG. 1 1 . HARMONIC ANALYZER OT5ASUREMENT OF CAPACITOR 
CHARACTERISTICS WITH A SINE WAVE OF CHARGE. 
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wave analyzer, and the voltage divider C-,, C2« 
Table 2 gives the results of measurements on several dielectric 
samples. Table 3 gives the coefficients of the polynomial approximation 
computed from these data and shows the variation of polynomial coeffi-
cients with charge. Harmonic analysis of capacitor voltage with a sine 
wave charge is the most accurate method found for measuring the non-
linear characteristics of biased dielectrics. This method possesses the 
great advantage that the measurements can be made at the frequency at 
which the circuit is to operate, and hence that any dielectric heating 
will show up in the characteristic measurement. 
If the capacitor charge is a sine wave of peak amplitude Q, and 
the fifth and higher harmonics are negligible, the capacitor voltage 
can be written as the finite Fourier sum 
v « VQ + V1 sin a>t - Vp cos 2 ait - V~ sin 3 cot + V^ cos k cot 
a P ^ On ^lQn2 
7e (1 + D..q + D0cT + D~<r) « — sin cot + — — (1 - cos 2 cot) Co 2 C o 
K 
(3 sin cot - sin 3 cot) 
(cos k cot - k cos 2 cot + 3) , 
8C o 
where VQ is the bias. Capacitor nonlinearity above the fourth power of q 
is neglected. 
The harmonic amplitudes V^, Vg, V~, and VK as well as Q can be 
measured in the circuit of Figure 11. Thus the coefficients of the 
polynomial approximation to the capacitor characteristic, in terms of the 
measured quantities, are given by 
TABLE 2 
HARMONIC ANALYZER DATA WITH A SIHE WAVE OF CHARGE 
CAPACITOR BIAS 250 VOLTS, 83°F, 3.2 KILOCYCLES 
Sample q 
\i COUl. V± a t as V2 a t So V3 a t 3«i V^ at 4CJJ 
ET6l#3 0.47 192 2k 2.94 0.19 
ET6l#3 0.385 153 17.4 I .67 0.11 
ET63#3 0.27 111 9-9 •75 0.07 
EP6l#3 0.15 62.7 3-14 .23 0.01 
ET46 0.50 191 26.7 3-74 o.4o 
ET46 0.415 160 18.7 2.44 0.27 
K3300 0.52 128 14.2 2.54 0.67 
K3300 0.30 76.1 5.35 .80 
ET6l#2 0.49 170 26.7 3.47 0.05 
ET6l#2 0.20 78.6 6.67 0.53 
E T 6 I # I 0.21 174 26.7 3.47 0.03 
E T 6 I # I 0.086 78.8 5.25 O.67 
ET6I#4 0.50 163 25.8 3.00 
ET6J#4 0.24 80 6.81 0.47 
ET6I#4 0.095 36 1.28 0,07 ._._.. 
All voltages and charges in r.m.s. values 
TABLE 3 
COEFFICIENTS OF POLYNOMIAL APPROXIMATION FROM DATA OF 
TABLE 2 
83°F, Bias 250 volts, 3.2 kc 
Sample Charge CQ D D-
li coul. \i\if x 10*6 x 10" 
ET6I#3 0.47 2570 0.396 0.146 
ET6l#3 0.385 2600 0.435 0.161 
ET6l#3 0.27 2500 0.49 O.19 
BT6I#3 0.15 2420 0.48 O.32 
ET46 0.50 2780 0.42 O.160 
ET46 0.415 2720 0.394 0.186 
K3300 0.52 44io O.267 0.159 
K3300 0.52 4410 O.267 0.159 
K3300 0.30 4100 0.34 0.24 
ET6l#2 0.^9 3080 0.48 0.182 
ET6l#2 0.20 2590 0.59 0.345 
ET63#1 0.21 1210 1.04 0.97 
ET6I#I 0.086 1180 1.21 2.48 
ET6O#4 0.50 3260 0.475 0.157 
ET6l#4 0.24 3000 0.500 0.205 
BT6l#4 0.091 2700 0.524 0.39 
c o 
Qo 
V l - 3V3 
V . 2




2 v*̂  -3V3) 
D_ = I 
56 
(67) 
%?(\ - 3V3) 
Table 4 gives calculated coefficients of the ET6l Sample No. h 
capacitor characteristic for various biases. This Table shows the varia-
tion of the polynomial approximation coefficients as the capacitor bias js 
varied. The reduction of odd order and increase of even order nonlineari-
ty with bias is of particular interest, since the capacitor may be biased 
to favor an even or odd order subharmonic. 
The harmonic analysis technique of measuring the polynomial coeffi-
cients necessitates some knowledge of the relative phase angles between 
harmonics. These are approximately multiples of 90°* These phases can 
usually be obtained as multiples of 90° by deduction from the knowledge 
that the unbiased charge-voltage characteristic has odd symmetry and that 
capacity decreases with voltage. These relative phases were checked by 
the use of a harmonic generator, which generates harmonics of variable 
amplitude and phase, and an oscilloscope. The fundamental frequency out-
put was fed to the horizontal axis of the oscilloscope and the harmonic 
generator output, including fundamental plus harmonics, was fed the verti-
cal axis. The amplitudes and relative phases of the harmonics can be 
varied until the Lissajous pattern appears the same as an observed actual 
TABLE k 
POLYNOMIAL COEFFICIENT VARIATION WITH BIAS 
ET6l#4, &7°F, h k c , Q = Q.kftcouL. 
Bias « Efc) -





D2 c i p 
x 10 ^ 
0 0.1*80 
50 5720 O.I56 0.1*43 
100 4980 O.383 0.472 
150 4400 0.510 0.427 
200 3330 0.521 0,380 
250 3180 0.55^ 0.338 
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hysteresis loop* The relative amplitudes and phases set on the harmonic 
generator then yield an approximate harmonic analysis of the actual 
capacitor characteristic. If a harmonic generator with very pure output 
voltages is used with a dual beam oscilloscope, this synthesis method is 
capable of yielding an accurate measurement of the nonlinear characteris-
tic* In such a measurement the actual capacitor hysteresis loop would be 
placed on one set of vertical and horizontal deflection plates and the 
synthesized pattern on the other. Thus a very close comparison of the 
actual and synthesized patterns could be achieved, 
The coefficients of the polynomial approximations to the capacitor 
voltage as a function of charge characteristic will vary if the capacitor 
plate area is varied. This is a result of the characteristics being 
approximated in terms of the practical quantities voltage and charge. 
The dielectric itself has a characteristic which can be approximated by 
expressing the electric field strength E as the polynomial 
E a kQ D + L D
2 + kg D^ • 
In this equation and only here D is used to denote electric displacement. 
If the dielectric is homogenous and of uniform thickness and if fringing 
effects are neglected, the charge and voltage of a parallel plate capaci-
tor are given by 
Q » D A V = E d , 
where A is the plate area and d the dielectric thickness. Then the non-
linear voltage-charge characteristic is 
v - a (it a + k i ^ + ^ S L ) 
v ° A x A 2 d A3 ' 
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or 
T.2^ (*•*!•*£). JO!**,***). 
A ^ * o A k 0 A
2 Co 
Thus the coefficient CQ is proportional to the plate area. 1^ is inverse-
ly proportional to A, and Dg is inversely proportional to A . So if two 
capacitors are composed of the same dielectric with equal thickness, the 
D-, coefficient of the larger capacitor will be less than that of the 
smaller by the ratio of the lesser linear capacity to the greater linear 
capacity. Table 3> for different samples of M?6l dielectric, indicates 
that the coefficients D^ and Dg vary approximately afl discussed above. 
The degree of nonlinearity achieved with the above ceramic materials 
does not approach the maximum obtainable. Anderson^ and Merz have shown 
that single BaTiOo crystals with oriented domains may have dielectric con-
stants of the order of 100,000 when unsaturated and 300 when saturated. 
Wo entirely adequate technique of loss measurement is known. In 
the experimental circuits a Q meter was used to measure the apparent Q 
with the capacitor mounted in the circuit. A moderate value of Q meter 
drive was used in these tests to cause the capacitor to operate out of the 
region of increasing dielectric constant and to get a better approximation 
to the loop area under operating conditions. 
CHAPTER IV 
SUBHARMONICS IN SINGLE LOOP CIRCUITS 
In this chapter subharmonic responses encountered in single loop 
circuits or circuits of one resonant frequency are considered. The 
second order subharmonic will he studied in detail. 
Consider the circuits shown in Figure 12. The capacitor is 
assumed to have a voltage-charge characteristic 
V mJk [1+ (q)] . 
O 
The reciprocal of capacitance defined as v | is then 
<L 
i - * ^ [1 + f (q)] . 
o 
In Figure 12(a) 
*L = 1 " h = Xo c o s (n t o t "?) - | f 
d i L 
and 
* • % *t ** * i r - i K + s* t1 + f <«> J-
o 
Thus, 
The d i f f e ren t i a l equation of the capacitor charge of Figure 12(a) i s then 
,2. 
L ^% + (Rr + Ro> ^ + ^ t l + f (q) l = - na>L Insin(no>t - g) (68) 
fl+d L ^ d-h C • w Y 
o 
+ IQ RL cos (n tot -£) - IQ|z|cos ncot, 
at* L c dt c 
o 
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i = I cos (nut - £ ) 
A. CURRENT DRIVEN 
*c + % 
B. VOLTAGE DRIVEN 
FIG. 12. SINGLE LOOP CIRCUITS 
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where 
|z| = ̂ R L
2 + n 2 a) 2 1? 
and 
£ -1 %J 
v = cos -Jzf • 
For the voltage-driven circuit of Figure 12(b) the charge is the 
solution of 
2 
L ! 4 + (R + P ) §a + SL [i + f (q)] = E c o s M t , (69) 
dtd c L dt C 0 
The purposes of this chapter are to derive approximate solutions 
of equations (68) and (69) and to present experimental results of measure-
ments on the circuits of Figure 12. 
Second Order (Half Frequency) Subharmonics. 
If a subharmonic of order two is to exist in the circuits of 
Figure 12, the frequency of the driving force must be such that n = 2 in 
2 i (68) and that co - ±__ is small. It is further necessary that q f (q) 
i-iO 
Include even powers of q. 
Let it be assumed that n = 2 in equation (68) and that the losses 
and detuning (as the difference, to2 - i_ , is sometimes called) are small. 
Also let 
f (q) " &L<1 + Ifeq2 + ' 
Solutions of (68) or (69) can be calculated using the analytical approxi-
mation methods of Chapter III. First, the analytical developments will 
be carried out and later in this section experimental results will be 
presented. 
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Perturbation solution--A solution of equation (68) is developed 
below from the perturbation method of Chapter II. Equation (68) can be 
reduced to the form of equation (l) of Chapter II by making the follow-
ing substitutions. 
RL + Rc P Zo\z\ 
-= £ = k e 2 , and -2 = e F . 
When these quantities are substituted into equation (68) it becomes 
q + a 2 q = * F cos 2<»t - «2 k q - f q2, 
o 
or, in terms of the independent variable 0 = o>t, 
2 " 2 2 ' p , x 
40 CL + a Q q = € F c o s 2 9 - e ^ a ) k q - f q
2 , (70) 
which is of the form of equation (2). The solution can then be expressed 
in terms of the perturbation series 
Q - y + £ y + €^y + _ .. _ 
° h 7 (TD 
a > = 0 ) + e C D ^ + € fljg + - - - , 
and the coefficients of this series can be calculated l>y the methods of 
Chapter II. Equation (h) shows that <^Q = ft and that the generating 
function to which the solution of (70) reduces as e vanishes is 
yQ • A cos 6 + B sin 0 . (72) 
Comparison of equations (2) and (70) shows that 
% ( • * > <l) = ^k q 
G\ 
and 
fx(ffl q , q) = q • 
Then the summation in equation (8) becomes 
s 2 
^(ftn c o s m e + K?±n m ®J = ~ (1 + cos 2 9) + A B s in 2 e 
1 ^ 
+ £- (1 - cos 29), 
So it follows from equation (8) that for y to he periodic it is 
necessary that o> = 0 and 
7l . « _JL cos 2 0 --A- (A
2 + B2) + - i - (A2-B2)cos 29 (73) 
3a 2 2ft 2 6a 2 
o o o 
+ - ^ sin 2 6 . 
3a d 
o 
Now, if these results are substituted into equation (6), this equation, 
which defines the solution to a second approximation, becomes 
2 '/ 
a0 (y 2 + y2) = 2 aQ <o 2 ( A cos e + B sin e) (ik) 
- k aQ( - A sin 9 + B cos e) - - ~ (A cos e + B sin 9) 
% 
x L 3 3 2 J 
If y and the second approximation to the solution of (70) are to he 
periodic, the coefficients of both cos 6 and sin 6 on the right hand side 
of (7*0 must be zero. The conditions similar to (13) that y2 he periodic 
are given by 
P(A, B) = 2 Qo » 2 A - k K 2 , 
op 
(75) 
•Ju fo (A2 - B2 - y) . A(A2+ B
2) + ^ 1 = 0 
O •"» 
and 
Q(A, B)=2a Q ^ 2 B
+ k A f l 0 (76) 
- 1 f - g / A 2 " B g , F ) _ B ( A 2 + B 2 ) + ^ B ] « 0 . 
V L 3 V 2 3 J 
*Ehe values of A and B which satisfy equations (75) and (76) yield 
the subharmonic amplitude 





B - cot'1 I , 
O 
to an accuracy of the order of efc. 
If neither A nor B is zero, the solution of equations (75) and 
(76) is conveniently found as follows. First (75) is divided by A and 
(76) by B, so that the equations to be solved simultaneously are 
0 = 2 n u/2 - k 2 n + -±yX%& + B
2 + i] 
A AL L 3 3 I -3 
and 
0 = 2 f i ^ + k ^ f l + 1 TA
2
+ g fi£ F~l 
% 
The addition of the two preceeding equations yields 
k ao <°2 + k(|- !) V i"S <A* + B 2> = ° ' (77) 
3 o 
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and subtraction of the first from the second gives 
0 (78) 
Equation (78) can he solved for-by multiplying it hy h and using the 
B B 
quadratic formula. The result is 
A _ F 
B 3ka 3 ~ V 9k2fi 6 
- 1 (79) 
Since 
A , B . 2 2F 
- + - • cos P + tan P M o , 
B A sin 2p 3kfi 3 
the suhharmonic phase can he expressed as 
1 _,_-! 3k0o-
p • 2 sin (80) 
Equation (79) yields 
jf A 







Since cû  = 0, equation (71) gives 
co • to + € top + 
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or 
a£ = ft + 2 e fi a> o o 
to a first approximation in e. When this frequency relation is sub-
stituted into (81), the subharmonic amplitude and phase as given by (8l) 
and (82) respectively can be expressed in terms of the original circuit 
constants as 
; co2 - a 2 ) (82) 
and 
t y^r; ( ^ -
i l ^(RT + ^C' 




The complete solution to an order e c including harmonic terms is 
given by 
q - y0 + € yx , 
where yQ and y1 are given by (72) and (73) respectively. If harmonic 
2 
terms of the order € or less in amplitude are neglected, the charge on 
the nonlinear capacitor of Figure 12(a), for n ~ 2, is 
ijz| 
q = Y cos( cot -0 ) cos 2 art 
+ 2 | ! f - l + i c o s ( 2 a r t - &], (Sk) 
where Y and p" are given by (82) and (83), respectively, 
The perturbation method has "been used above to derive second 
approximations for the second order subharmonic amplitude (82) and phase 
(83) as well as the complete solution (81+). The complete solution in-
cludes terms at the forcing frequency and multiples of the subharmonic 
frequency. 
Solution by the Kryloff second approximation--In the circuits of 
Figure 12, when the forcing function is small, it is necessary to use 
the second approximation. Equation (70) is reduced to the form of (28) 
o p. 
by adding a term (o> - & 0 )q to both sides. Hence the Kryloff second 
approximation solution of (70) can be calculated directly from the 
equations of Chapter II. By equation (32), the zeroth approximation is 
ZQ - a sin(9 + <t>) = a sin(cut + <t>) . (85) 
The detuning term, (<x> - a Q
2) q - e 2 hq, is taken of order e2. Now 
since fx(q, q) - q
2 , fg - k» || - hq in equation (28), it follows that 
equations (33) and (35) become 
5 2 zi P <*i 
•'• X + Zy » - » eo» 2 6< + 2 - ^ a sin(e + *) 
O &- (ft tO 
AL 1 T a2 a2 -I 
- 2 - cos(9 + •) - JJJ |_- — - — cos(2 6 + 2 *)J , 
and 
P p 
Z, = - J - cos 2 9 - J L - ̂  cos (2 * + 2 <J») . (86) 
3oT & r 6oT 
Thus, as may be seen from equation (3^), for Z^ to be of period 2jt, it is 
necessary that <7\ ~ -k, - 0. 




+1 (- 2 Ag"^ + ̂  sin 2 •) cos(9 + 4>) + - ^ sin3(e + •) 
• 3o>3 
+ S t sin(3 e + •) -
3co 




Ag .= _£ (- &o + J L sin 2 4>) . 
a» aor 
(88) 
Then by equations (39)> since tf^-, • Ay = 0, the second approximations to 
the amplitude, a, and phase, <t>, of the subharmonic component of charge 
are solutions of 
*£ . E 2 A^a, •) - — (- to + i ata 2 0 - 0 
dt as 3a^ 
d* 
dt 
O O v 
= €2(T'p(a, *) = - - — (b +|* - J L cos 2 •) = 0 
So v 6x2 3 ^ ' 
(89) 
(90) 
Values of a and * which determine a solution must correspond to an equi-
« • 
librium point a » * « 0, By the Implicit function theorem, the equations 
a = 0 and * • 0 possess a solution (a, <t>) provided their Jacobian is not 
zero for this (a, $)• 
Equations (89) and (90) have solutions (other than a = 0), if and 
only if, 
70 
F2 ^>(3aA02 and 3^2 h ^ . - ̂ F 2 - (3a)3 k) 2, 
If a 4= 0, the roots of (89) and (90) are 
1 & (91) cos 2 * - + I 1 
and 
2 2F / 7 " / ' 3 Q ^ & & , . 
• = trJ1- K ji - ~5~ > (92) 
respect ively . The Jacobian in question i s 
T / ay 0 1 _ g a 00 _ gHa ^ 0 
^ a, 0 * o a » 0 » <t> ^ a 
6 F / . F + 5e
U a 2 F 
SJT < • i * 2 " s l n 2 * ) s ln ** l a i S - cos 
At the equilibrium point, this reduces to 
J(H> • * J^{* f/1 - Off- *§f - (*r) "3> 
a • ™ 
o o 
An examination of (92) and (93) shows that the Jacobian cannot be zero 
2 
for any values of F such that a is positive and real. The equilibrium 
conditions obtained by setting a equal zero in (89) and * equal zero in 
(90) then have the simultaneous solution given by (91) and (92). Then a 
subharmonic exists and its phase and amplitude are determined from equa-
tions (91) and (92). 
The existence of subharmonic solutions has been proven and their 
amplitudes and phases calculated* In terms of the original circuit con-







2 - n„ 2 ) 
O 
H \ 3&d L ' IT J 
1 2 
2 * = s i n 
. 1 3o33 (HL
 + RG) 
D-.G 2 L L |Z | 1 o o ' ' 
(<*) 
(95) 
I t i s c l e a r from (9^) t h a t four s o l u t i o n s e x i s t . The s t a b i l i t y of t h e s e 
s o l u t i o n s i s i n v e s t i g a t e d below. 
Let 
a = aQ + a , 
2* = 2 4>0 + i) f 
where aQ and *Q a r e given by (9k), (95) and a and x\ a re smal l p e r t u r b a -
t i o n s . V a r i a t i o n a l equa t ions a re used t o d e s c r i b e t h e system behavior 
i n t h e v i c i n i t y of t h e e q u i l i b r i u m p o i n t (a Q , 0 o ) . I f aQ + a and 2 <!>0 + 
r\ a re s u b s t i t u t e d i n t o equa t ions (89 ) , (90 ) , and only f i r s t powers of a 
and T] r e t a i n e d , t h e v a r i a t i o n a l equa t ions a re 
.2 
d t d t 
! ¥ v *o>+ £~ (• *"+ 5? sin 2 v) 
a^€' 
TJ F cos 2 * > 
6a)3 o 
or 
da _ € ; ( 
d t " au 
ka . F 
+ 3 ^ 
s i n 2 <i>0 J a ^ >) 
^ % . • 






dti € a 0 F€
c 
—1 = „ 5 2 a r\ s in 2 * 
a t ' &£ 6co3 ° 
(97) 
Equations (96) and (97) are l inea r d i f f e r en t i a l equations with constant 
Pit 
coefficients. They possess a solution which is the sum of terms e 1 and 
p t 
e 2 , where p„ and p^ are the roots of 7 1 2 
2 







a —=• cos 2* 
o 6a>3 o 
^ sin 2* - p 
(98) 
- 0. 
The solutions are stable if both roots are distinct and have negative 
real parts, or conversely, the solutions are unstable if the roots are 
distinct and at least one has a positive real part. As pointed out in 
Chapter II, if either multiple roots or zero real parts exist, the effects 
of higher order terms in a and r\ must be considered. 
The expansion of the determinant (98) yields the quadratic equa-
tion, 
P + 
Fe e Fa, 
T T P sin 2 <f + 5 7- cos 2 * = 0 , 
since 
sin 2 * = fo k 
o f 
73 
The roots Fn and Pp of this equation are 
p l ' P2 -
F ^ 
12m3 
s in 2 •0[-i±.jrn 2 0 a o
2 cos 2 <t>0 
F sin* 2 0 
o -4 
(99) 
ea x f'aoa^ 
(- * ±h 
* \ '4 9<te 
X ( 3=A) a 
F2 
Now, since a ^> 0 and F2 >- (3cu? k) , if a subharmonic is to exist, the 
roots P^ and Fp will have negative real parts for the + sign in the inner 
bracket. Thus the solution given by a and <frQ is stable if cos 2^ is posi-
tive. The plus or minus signs on the inner radical of equation (9*0 occur 
for positive and negative values of cos 2* respectively. Then equation 
(9*0 with the positive sign on the inner radical yields the amplitude of 
a pair of stable subharmonics differing 180° in phase, and the negative 
sign on the radical yields the amplitude of a pair of unstable subharmonics. 
It was pointed out earlier that equations (89) and (90) also 
possess an equilibrium point given by 
a • 0 and cos 2 3u£h * F 
At this equilibrium point the subharmonic amplitude is zero, so the 
solution contains only terms at the forcing frequency 2u> and its harmonics. 
The stability of the forced solution and the conditions under which the 
subharmonic will build up from rest are determined by investigating the 
stability of the equilibrium point given by a » 0. If the solution a = 0 
7 
is stable, the forced solution is stable and the subharmonic will not 
build up from rest. Conversely, if the solution a = 0 is unstable, the 
subharmonic can build up. 
In order to investigate the stability of this solution, let 
a = 0 + a 
and (100) 
2 * = 2 *Q + i) - cos" ~ — + TJ m 
When these expressions are substituted into equations (89) and (90), 
the variational equations are given by 
<H m ( - kco + J L s i n 2 0> J t 
dt ao \ 3o>2 °J (101) 
*£ L k„+ JL | i . (3&f) 
2 CD \ ys£^ x F ' J 
and 
221 - - f~* X] (sin 2 0 . (102) 
dt 6LU3 ° 
rl/V 
Equation (101) shows that ̂ r is negative and hence the condition a - 0 
is stable if 
3u>3 f^) • 
or unstable if 
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In other words, the subharmonic threshold is unstable if 
? ^ ;> k2 u>2 + h 2 . 
9 CD 
In terms of the original constants, the subharmonic will build up from 
rest if 
O*!* TT"> -2 V - +<n o " "> >2' (103) 
A comparison of equations (9*0 and (103) shows that the subharmonic can 
continue to exist for a frequency (m < ft ) at which it will not build up 
from rest. 
The capacitor charge of Figure 12(a) is given to a second approxi-
mation by 
2 T-2 J* 
q = a sin< 
D^2 fa2 a2 "| 
i(cut + * ) - jjr- g" + ~ cos(2tut + 20) (10*0 
zo\Z\ *- cos 2 cut , 
3La/2 
where a and * are given by equations (9*0 and (95) respectively, 
Summary of properties of analytical solutions—The results of this 
chapter are summarized below. A comparison is given between the solu-
tions derived by the two methods. 
Equation (10*0 shows there is always a periodic solution 
ioizl 
q _ cos 2 6 = - —- / R c + (oiLr cos 2o) t . 
3L a> 3 <ii2L V L 
This solution i s s table unless 
K 2T 2 V ^ S ( W 2 , -> r ^ 
903 ^L 2 
+ (n, 2^2 03 ; • 
According to (9*0, (95) and (99)* there are subharmonics if 
2 
Wo. 




IolzlDi0o8f ^ + V •v<^Sg: 09 
There are two subharmonics with a phase difference ir , if 
\ * - 03 + n r t | ^ 
i 0 T
z l¥oT (RL + V 
3oi 2 L 
: ) -
03 
and there are four subharmonics, one stable pair and one unstable pair, 
if 
2V2 
- » a + a > - 3 C O 2 L 
IQ E M f f i (RL * Re)2 2 
CO 
In each case the solution as given by equation (10k) is 
I0|Z| q = a sin(o3t + $) - s~ cos aut 
303 *L 
0 2 r 2 2 "1 
'Di i" r + r(a* + 2 0 , J ' L2 
where from equations (9*0 and (95) 
!):y^p^)< •£ • s t \ -(-2 - °°a)" /(^^) -'—> -2 
and 
. -1 ^ ( R L • Re) 
2 $ • s in 
DLft 2LI |Z| 1 o o ! ' 
2 
The positive sign of the equation for a yields the stable pair of sub-
harmonics and the negative sign gives the unstable pair. 
If the amplitude is varied with a fixed exciting frequency, to , 
the solutions vary as follows: 
(a) As IQ increases from 0 to 
3(%. + Hp) ^ 
I^A2 
there is a stable periodic solution of period it, and there are no sub-
harmonics . 
(b) If SI > co, two pa i r s of subharmonics appear when I reaches o o 
T T 2 ^ (RL + V • 
one pair stable and one pair unstable with amplitudes given by (9*0. The 





the unstable pair of subharmonics disappears, the stable pair remains, 
and the periodic solution becomes unstable. 





pisj ..,.... .^]) 
a stable pair of subharmonics then appears and the periodic solution 
becomes unstable. 
If the exciting frequency, OD , is varied with fixed input current, 
I , the so-called tuning curves for the solutions are obtained. 
(a) If 
ft 2 




there is a stable periodic solution and there are no subharmonics. 
79 
(b) If 
^ < ^ ¥ 3 ®r 
there are three ranges of ce which are of interest. If 
Ifejiw?] (Rc + 2 ' RL^ 2 no -• < -JK z s ;- " ? — * 
there is a stable periodic solution and there are no subharmonics. If 
,2 2. IfhWhtff (\ + ̂ 2 2 
the periodic solution is unstable and there is a stable pair of subhar-
monics, If 
> / ( ^ ) - ( ^ ) 
there is a stable periodic solution, a pair of stable subharmonics, and 
a pair of unstable subharmonics, 
Curves of amplitude plotted against I (with a> constant) or cD(with 
I constant) are sketched in Figures 13 and 1*+. Unstable solutions are 
indicated by dotted lines. Figure 13 reveals the possibility of a 
"hysteresis effect", when Q, > co , if L is increased and then decreased 
o o 




FIG. 13 o HARMONIC AND SUBHARMONIC AMPLITUDES AS FUNCTIONS OF 
EXCITING CURRENT 
S.H. ^KRILOFF 




S.H. - SUBHARMONIC 
P.S. - JERIODIC SOLUTION 
FIG. Ik* VARIATION OF SUBHARMONIC AMPLITUDE WITH TUNING 
reaches 
81 
Jf^7, (0 2 - off o 
where there is a jump to the subharmonic solution. If now IQ is de-
creased, the subharmonic solution continues until 
I J Z I D ^ 2 
o 
3*2 
reaches (R + R_ )co, when a jump back to the periodic solution takes place. 
The second approximation, equation (9*0> an^ "the perturbation 
series result, equation (82), are sketched in Figure 1̂ -. 
A comparison of equations (82) and (9*0 for the subharmonic ampli-
tude shows that the two equations yield the same result, if ai = 0, . Equa-
tions (83) and (95) show that 2* = £+ 1 due to the different forms of 
the phases of the zeroth approximations. For o> - Ci0 4 0> equations (82) 
and (9*0 differ by multiplying factors 
IT 
2 2 2 2 
on I and the total a term. Since Sl„ - or is of order € , the differen-
o o 
ce of the two results is of small order. Regarding this discrepancy, it 
can be argued that there should be a lower frequency limit, that is not 
predicted by either analysis, to the region in which the second order 
subharmonic exists. Since this lower limit, to , is such that 0, ̂  - o> 2 
x o x 
is of order e, the analysis does not hold at the lower frequency limit 
and neither result describes accurately the lower frequency limit of the 
82 
subharmonic solution, This point will be discussed further later in this 
section when computed responses are compared with experimental results 
The stability conditions and properties of the solutions obtain-
38 
ed by the second approximation are the same as those obtained by Reuter 
0 2 
with perturbation series7 except for the factor — ^ discussed above- It 
fO 
is informative to compare the methods of solution, however In the approx-
imation method, the amplitude and phase of the subharmonic solution were 
obtained directly in terms of the small parameter e However, the cosine 
and sine components of the solution were obtained by the perturbation 
method. It appears that generally less mathematical manipulation is 
required to obtain a solution by the approximation method and certainly 
the application of stability criteria is more straightforward. The 
straightforward application of perturbation series often requires careful 
interpretation of the coefficients a>|_ and a ^ while this difficulty does 
not arise in the approximation method. It is believed that the successive 
approximation method is more readily useful to most engineers and allows 
greater ease of computation, particularly If higher order approximations 
are necessary. 
Effects of Third-Order Curvature on the Subharmonic Solution of Second 
Order 
The data of Chapter III show that unbiased dielectrics possess 
odd order curvature in their charge-voltage characteristic. Thus it is 
necessary to bias the ferroelectric element to achieve the even order 
curvature required for the existence of even order subharmonics. Since 
some odd order curvature will exist with a biased element, it is neces-
sary to examine the effects of higher order curvature on the second order 
subharmonic. When both second and third order curvatures exist in the 
83 
charge-voltage characteristic both D and Dp are nonzero in the polynomial 
which approximates the element characteristic, and the capacitor voltage, 
v, is approximately, 
v * i- [1 + D q + D2q
2] q , 
o 
Wow D is the coefficient of the desired curvature, while D_ is 
1 * 2 
2 2 
undesired for the second order subharmonic. Let Dpft be of order e , 
2 2 
where D-.& is of order €. If the loss and detuning are of order € , then x o 
from equations (28) and (85) we have 
cfx(q, (X>q) = Dx O^q
2 
2 :f2(<i^ q ) = ̂ ( c \
 L)<i + (aQ
2 -<w2)q + ^ 0%<i
3- (105) 
2 
Since the added term is of order e , the first approximation to 
the solution is still given by equation (36) and <f = A = 0 . The second 
approximation is obtained from an equation analogous to equation (87) but 
3 
including the D q term. If 
GL 
\\A 
t h i s equation i s 
* Z2 <fS % 
H + Z = 2 — - a s in(6 + #) - 2 — cos(9 + $) (105) 
p 2 w y) 
(R + RL)*o . „ 2 
cos(8 + *) -f—- - l j a sln(9 + «) 
L * a)2 
D lV + 2a j ~ - s in(e + $) jr COS 26 + + —- COS 2 ( 9 + 
, 3DM* 2 5 
l~ 1 o 
^ 
o E^a3 
+ ft [ - s in 3(0 + *) + 3sin(9 + *) ] 
0 W2 
2 1 
!Die "bracketed terms of equation (106) are of the order e so tha t -^ 
times these terms i s of order uni ty . "Ehe sum of the s in (9 + <J>) and 
cos(6 + <t>) terms of equation (106) must he zero in order tha t Zg he 
per iodic . or' p and A are then given hy 
2T, J2. 
«V' ao|_ ° 6<o2 ! ° 4 




. 2 a f (EL + Ho> l o ^ l V o 2 1 
Ap « = — — u> + — TS—— s i n 2 » l -
2a>l_ L 3 art, J 
Hius by equations (39), since A, = ff''. = 0 , 
it=v2 = fc[- - V - *+ ̂ r ^ sin 2 *J (107) 
Si-lfr- *•*£.(*££+ Z&L) (108) 
dt au[. ° 2 V 3 w2 2 -' 
2 
"o i t z1 D l ^^ 
r cos 2 <t> 
3 wrL •]• 
The equilibrium conditions a = 0 and * = 0 are satisfied, if 
2* = sin"1 
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Equation (1C&) differs from (Sh) only by a multiplying factor which tends 
to reduce the amplitude. The stability and existence conditions are 
changed only in details and need not be considered further. 
If the DA and DT terms are of the same order, the subharmonic solu-
2 L 
tion can be investigated by the second approximation method, as used above, 
o 
However, if the D? term is not of order e then A ^ 0 and the final ex-
pression which defines the amplitude is a high order algebraic equation so 
that an explicit solution for a is obtainable only numerically. 
It is also possible to derive a second approximation solution when 
the capacitor loss resistance varies with charge, as Rc = R (l+aqj, where 
2 
RQ and a RQ are of order e . Loss variations are a second or third order 
effect in the experimental circuits of the next section and hence such a 
solution is not justified in view of the experimental errors in establish-
ing tuning conditions and the coefficients Dn, Do and C . 
A comparison of equations (68) and (69) shows that the analysis of 
this section wiH apply to the voltage-fed circuit of Figure 12(b) if 
the substitution 
E = I0|Z| (110) 
is made in the equations of this section. 
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Experimental and Calculated Results on Second Order Subharmonics 
It is possible to generate the second order subharmonic in either 
a voltage-fed circuit or a current-fed circuit as shown in Figure 12. If 
(a =• QQ, from equations (9*0 
3(RC * RL) 3 <o 
T "> = 
|Z]DX 2DXQ 
and 
3(RC + Rr)w 3 to L EJ> ^ ±L— = 
D l D l Q 
are the conditions for the existence of the second subharmonic in current 
and voltage-fed circuits, respectively. For a circuit having an inductance 
of 0.6 henry, a quality factor (Q) of 20, a resonant frequency of k kilo-
cycles and a dielectric with D^ = 0,5 x 10 {a typical value for the ET6l 
dielectric) the required current and voltage are approximately 3*78 milli-
amperes and 114- volts. The voltage must be delivered from a low impedance 
source. At audio or higher frequencies a high Impedance current source 
is more easily realized than a low impedance voltage source. Thus the 
current-fed circuit is generally of more interest. 
An experimental current-fed circuit was set up using a pentode 
amplifier tube as the current source. This circuit is shown in Figure 15-
The nonlinear current and tube plate current were measured by reading the 
voltages developed across the low resistors R and R . respectively. A 
harmonic wave analyzer was used to read the currents and voltages, so that 
the amplitudes of the separate frequency components could be measured. 
The temperature dependence of the nonlinear dielectrics led to 
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significant power loss occurs in the capacitor if a circulating current 
exists in the resonant circuit. This power loss causes heating and a 
change of the capacitor characteristics. It was shown in Chapter II 
that the capacitors even become linear at very high temperatures. The 
small plate area of capacitors with these high dielectric constant 
materials allows very little cooling by convection and hence the nonlinear 
capacitors must be cooled by conduction. In order to minimize the tem-
perature changes of the dielectrics the nonlinear capacitors were pre-
pared by silver plating each sample. The plated units were then either 
soldered to a metallic heat conductor or immersed in an oil bath. A low 
temperature solder was used in all soldering operations to minimize ther-
mal shock on the dielectrics. The importance of proper cooling is em-
phasized by the fact that the soldered joint melted on one early unit in 
which small copper leads only were used to provide cooling. The thinness 
of the samples leads to a tendency for surface arcs to occur around its 
edges. These arcs can be avoided by coating capacitors with a poly-
styrene dope. This is unnecessary if the unit is to be immersed in an in-
sulating oil bath. 
Another experimental difficulty arises in tuning the tank circuit 
to achieve a zero detuning condition for the subharmonic. The hysteresis 
loops of Figure 8 and the harmonic analyzer data of Table 3 show that the 
apparent slope at the bias point of the charge-versus-voltage characteris-
tic varies somewhat with applied alternating voltage. This results from 
the finite width of the hysteresis loop and shows that the incremental 
capacity is not equal to the slope of the charge-versus-voltage charac-
teristic for large signals. Two methods of tuning were adopted and 
these gave consistent results and resulted in approximately the same fre-
quency. These techniques consist of either determining the frequency at 
which a minimum signal is required to excite the subharmonic or tuning 
the circuit so as to obtain a maximum tank voltage for a moderate ampli-
tude of excitation. That is, the circuit could he tuned hy maximizing 
the response to a driving signal of 50 volts across the capacitor. The 
tuning method used will be given with each set of experimental data. The 
maximum response method alone was used in measurements on multiply resonant 
circuits. Due to the above mentioned tuning difficulty the experimental 
tuning curves are in some cases displaced a constant amount in frequency 
from the true conditions. 
In studying the subharmonic response as a function of frequency 
the difference between the actual and the reference frequencies was measur-
ed by feeding to a nonlinear mixer the outputs of two audio signal genera-
tors, one generator at the reference frequency and the other at the ex-
citation frequency. The mixer output was applied to an oscilloscope and 
the difference frequency determined by Lissajous patterns. 
Capacitors of the ET6l, ET̂ -6 and K3300 dielectrics were prepared 
and placed in an oil bath. Subharmonic responses for each of these capaci-
tors were measured. In each case the reference frequency was taken as 
that frequency which required a minimum current input to excite the second 
subharmonic. Data on the characteristics of these three capacitors taken 
by the sine-wave-of-charge harmonic analysis of capacitor voltage are 
given in Table 3 and hysteresis loops of charge versus voltage for the 
ETi(-6 and ET6l dielectrics are given in Figures 6 and 9 of Chapter III. 
The data on these capacitors show that the nonlinear characteristic can 
be approximated roughly by the polynomials 
90 
1 10 (|+ o.kQ x 106 q + 0.19 x 1012q2) ?°r EJ&- #3 , (ill) 
0 d.t ( 
9 /* TO 
i » | ^ (1 + 0.U2 x 106 q + 0.16 x 10 q2) for ETMS , (112) 
9 g 
i = ̂ _ (i + 0.27 x 10 q + 0.16 x 1012q2) for K3300 . (113) 
With a tank inductance of O.67 henry and a reference frequency of 
1*.12 kc. the tank Q was measured on a Freed Q Indicator and found to "be 
approximately 13 with 13 volts across the capacitor from the Q meter. A 
moderate voltage from the Q meter was used deliberately in order to in-
clude an approximation to the hysteresis loss: for example, in this case 
the Q decreased from 15 with 1.5 volts to 13 with 13 volts. Table 5 gives 
the measured data on the voltages and currents for the ET6l sample No. 3 
capacitor for the case when the input frequency is twice the reference 
frequency, which is the condition of zero detuning. Plots of periodic and 
subharmonic components of current against the fundamental component of 
plate current, IQ, at a frequency 2 fr are given in Figure 16. Tuning 
data are given in Figure 17 and Table 6, which show the variation of 
current and voltage as the input frequency is varied. In Figure 17 the 
difference frequency is one-half the input frequency minus the reference 
frequency. The pairs of vertical lines on the frequency scale indicate 
the frequency limits for which the theoretical assumptions are valid. 
Some heating of the dielectric was observed in these tests as evidenced 
by the fact that the curves would repeat themselves for increasing and 
decreasing currents only if the capacitor was allowed to cool. In each 
case the threshold condition of the subharmonic was observed to be some-
what unstable in that the subharmonic amplitude varied considerably at 
the threshold. IMs instability disappeared as the driving current 
TABLE 5 
SUEHAKMDNIC AMPLITUDE RESPONSE WITHOUT DETUNING 
ET6l #3, f = 4.15 kc, L = 0*67 h, AF * 0 
Q = 13, \ - \ 2 - 250, ECl - - 5 , 76° F . 
s 
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All currents and voltages are r.m.s. values. 
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TABLE 6 
SECOND SUBHARMONIC TUNING DATA 
ET6l #3, fr = k.X5 kc, L = 0.27 h, Q = 13, 
E b « Ec - 250, Ec * - 5, e = 2.5 volts r.m.s., 76
0 F 
I • 6.2 ma. r.m.s. 
0 
AF = f - f I ma. r.m.s. v r.m.s. volts 
c .p.s . r at f at 21 at f at 2f 
108 0 5. a 0 57.1 
99 lmk !>. 8 28.6 58.6 
85 2 .5 5. 6 53.1 61.9 
58 h.2 6< 1 79-* 62.5 
35 5 . 1 6. 1 102 66.6 
0 5 A 6, 2 113 69.O 
-21 6,k 127 
Jtf 6.1 135 
-98 1-1 151 
-11*8 8.0 155 
-193 7 . 6 llf7 
-22^ 6 .8 127 
-239 0 :1 3 0 66.6 
No measureable hysteresis. 
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FIG. 17• SECOND SUBHARMONIC TUNING CURVES 
increased above the threshold condition. 
With the values used in these tests on the El6l Sample No. 3 
capacitor, the computed subharmonic solution, equation (109), gives the 
r.m.s. milliamperes of subharmonic capacitor current in terms of the r.m.s. 
milliamperes of tube current for zero detuning as 
2 ill* 
Ic = 6.26 [ 0.2 L - k ] ma. , 
cr,m.s. °r.m.s. 
with L = O.67 henry, 
ffl
rL 
Q = — 13, 
Rc + RL 
fr = k,X5 kc, V - O.kQ x 10 , and T>2 « 0.19 x 10 . This theoretical 
curve is plotted in Figure l6 along with f = fr experimental response 
curve. 
Each of the curves of the periodic solution takes on additional 
curvature when the subharmonic amplitude becomes appreciable. This is to 
be expected since the harmonic wave analyzer measures the total signal at 
a particular frequency. Therefore, the curves at 2f will include the 
second harmonic of the subharmonic as well as the periodic solution it-
self. Thus the capacitor current or voltage at the driving frequency 2f 
is a linear function of tube current up to the point at which the subhar-
monic commences and thereafter is the sum of the linear forced response 
and a second harmonic of the subharmonic. By equation (XCk) the capaci-
tor current at the forcing frequency is 
^ o 2 2 2 l J z l 
q s a
c sin(2afc + 2 *) + — sin 2cot , 
3 oa 3 Lw 
where a and * are the amplitude and phase of the subharmonic component of 
charge given by equation (109). For a low loss tank circuit the sub-
harmonic charge is practically in phase with the driving current so <t> 
is approximately zero. If oi = a , the approximate amplitude of the capac-
itor current at the forcing frequency is given hy 
D l — + — 
^^WF^fn- (114) 
Equation (11*0 correctly predicts the type of curvature shown in the 
experimental curve of Figure 16. However, the measured capacitor current 
at 2f is less than that predicted hy (11*+), even when a ~ 0. Thus it 
appears that calibration errors may exist in the measured capacitor or 
tube currents. 
The capacitor voltage is related to the charge by the polynomial 
approximation to its characteristic, which in this case is 
v - £ - (1 + D i q + D2q
2). 
The magnitude of the subharmonic and forced frequency components of the 
capacitor voltage are then given approximately by 









cos 2(o*t + 0) 
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where a is given hy equation (109) a^d only first order terms are retain-
ed, 
The ET̂ -6 and K3300 dielectric capacitors were placed in the oil 
hath and similar data on the current and voltage responses taken. Because 
of the fragility of the 0.01 inch thick K3300 dielectric, this capacitor 
was formed hy clamping the dielectric in a pressure-type crystal holder 
rather than soldering leads directly to the silver plating of the dielec-
tric as was done with the RT6l and ETU6 dielectrics. Amplitude response 
curves, for f = f , and tuning curves for these units are given in Figures 
18 and 19. The $H!k6 unit was operated with EL. = 250 volts, f = U.15 kc, 
r 
and L • O.67 henries. Under these conditions the tank Q was 10 with 10 
volts across the capacitor. The K3300 unit was operated with E, = 250 
volts, L = O.67 henries, and fr = 3.25 kc. The tank Q was 15 with 15 
volts across the capacitor. The tests on "both the K3300 and Wh6 indi-
cated that some local heating occurred in the dielectrics. In the ET^6 
detuning run, the data failed to repeat at zero detuning even after 
some minutes were allowed for the capacitor to cool. It appeared that 
this particular sample was altered in its characteristics and the resonant 
frequency shifted to 3*95 kc. This permanent change of properties was 
not ohserved in any other samples of the dielectrics tested. 
If it is assumed that the experimental reference frequency is 
equal to the resonant frequency of the tank circuit, the theoretical 
suhharmonic capacitor current can he plotted as a function of the fre-
quency difference AF ~ f - f , which is assumed equal to f - f . From 
r o 
equation (109) the amplitude of the suhharmonic capacitor current is 
h 6 8 
TUBE CURRENT - MA RMS 
A. ET U6 DIELECTRIC 
h 6 8 
TUBE CURRENT - MA RMS 
B. K3300 DIELECTRIC 
10 
FIG. 18. SECOND SUBHARMONIC RESPONSE CURVES WITH ZERO DETUNING 
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x -(»* - a 2) 
iV^ _ / V^cV 
a> 7 ^ L ' 
CO 
P 2 
If AF is small, a) = & , so if I is considerably above the subharmonic 
o o 
threshold 
WihS) t-(a + 2 J A F ) 2 + a 2 o o 
:jm#) 
-
6n. f5» A + SLY*. ** . .tfJte&Vp^Jt) 
5 D i
2^ lanfy j _ n0 ' J
v 3 ' 
For the ET6l sample Wo. 3 capacitor with the constants given above for 
its circuit and I =6.2 ma. r.m.s.. this equation reduces to 
o * 
I = j 39 [0.21 - kr - 0.1+9(1 + 0.12 x 10"3AF)AFf2 
c r . m . s . t ° r .m.s , J 
- [75 - 0A9(1 + 0.12 x 10"~^F)AF]2 ma , 
which is plotted along with the experimental tuning curve in Figure 17* 
The theoretical and experimental curves of Figure 17 agree satisfactorily 
for AF positive and over the range of AF for which the theoretical assum-
ption holds. The theoretical and experimental curves do not agree near 
the lower frequency limit for the subharmonic. Theoretical tuning curves 
for the BT^6 and K3300 capacitors are not given, since the effects of 
dielectric heating would have destroyed the correspondence of the experi-
mental and theoretical curves. However, the limits of the tuning range 
over which the assumption of the theoretical work is valid--that is, the 
2 P 2 
assumption that m - ft c is of order e holds—are indicated by pairs of 
vertical lines on the AF scale of the experimental curves of Figure 19. 
These limits are found by normalizing the nonlinear differential equation, 
From equation (68) for f(q) = D q and n = 2 
L £§ + <Rc + V ^ + fr (1 + V > " ro'Z | C0S 2 * • 
Or, if the change of var iable 6 = mt i s made 
a2a (Rc
 + B L )
 d<i a o * /, „ x ^ ^ 1 
—£ + —£ i - - 2 + - ° ~ (1 + D q) = - 2 — cos 2 tot . 
d9d aiL d9 or x o^L 
Now l e t q - Q x where x i s of the order unity and 0 i s a scale fac tor . 
Then 
d2x ( R ° + V dx " o 2 n o 2 n n 2 I o W 
s 
2 
Since x and --jU are of order unity, the coefficient D Q is a measure of 
the amount of nonlinearity of this equation. The experimental data above 
have been taken at a frequency of about h kilocycles with currents less 
than about 10 milliamperes. Therefore, the maximum value of charge ob-
served in the experimental work is about k x 10"' coulomb. Then, if Q is 
assumed to be k x 10"', x will be of order unity. Since D is less than 
10 for the dielectrics used at h kilocycle frequencies, the coefficient 
102 
°. 
-t \% CD 
is less than 0 A and the differential equation is almost linear. Since 
the loss factor of the tuned circuit 
*L + R. 
a) L 
was measured to be 0*08 or less, the losses are of the second order of 
p 
smallness; that is, they are of order € . Finally the detuning is of 
2 
order e provided 
2 





2 -(nQ + ^ w )
2 






The fractional tuning range, over which the analytical assumption that 
2 
the detuning is of order € is valid is given approximately by 
DlV ^ AT ̂  Dl V 
(116) 
Thus the limits on the valid tuning range, for D-j_ =0.5 x 10 and Q = 
0.^ x 10 , are given approximately by |^ less than 2 percent or £F = 
o 
+ 80 cycles for a frequency f of h kilocycles. 
A comparison of the computed and measured subharmonic capacitor 
current shows that the measured value is appreciably less than that cal-
culated but that the subharmonic threshold is approximately the same. In 
order to determine how heating affected the above results, Sample No. h of 
ET6l dielectric was soldered to a thin sheet of copper which was then bolt-
ed to a block of aluminum to serve as a heat radiator. Table 3 gives the 
103 
data on this element measured by harmonic voltage analysis with approxi-
mately a sine wave of charge. The operating conditions of the 6SJ7 pen-
tode current source were changed to a screen voltage of 125 volts and a 
grid bias of - 3 volts. The reduction of screen potential increased the 
tube plate resistance and thus caused lower tank losses. The voltage 
divider, which in Figure 15 was used to measure v, was omitted to retain 
as low circuit losses as possible. This capacitor unit was used in the 
tank circuit of the 6SJ7* The frequency of the driving source was adjust-
ed to the frequency at which minimum voltage was required to excite the 
subharmonic. One half this frequency for minimum voltage was considered 
the reference frequency and detuning was measured from this value. The 
amplitude of subharmonic capacitor current is plotted in Figure 20 as a 
function of tube current for each excitation frequency; also shown is a 
theoretical curve computed from equation (115) for zero detuning, D = 
6 12 
0.48 x 10 , Dg = 0.l6 x 10 , and a tank Q of 28. These polynomial 
coefficients are given in Table 3 for the ET6l sample No. k with a 250 
volt bias. This theoretical curve agrees quite well with the experimen-
tal AF = 0 curve, except in the region of the subharmonic threshold. The 
D-, and D^ coefficients and the circuit loss vary considerably for small 
capacitor currents, so the errors in the computed curves near the subhar-
monic threshold probably arise from errors in the measured values of D-, 
and circuit loss resistance. D_, D_ and R were assumed to be constant 
1 c. c 
in the theoretical analysis. 
It thus appears that tuning errors and errors in the determination 
of the nonlinear characteristic polynomial approximation are greater than 
any errors in the analytical treatment of the subharmonic amplitude re-
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FIG. 20. EFFECT OF TUNING ON SECOND SUBHARMONIC RESPONSE 
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analytical treatment does correctly predict the hysteresis effect in 
initiating the subharmonic if f < f hut it does not yield an analytical 
lower limit to the frequency at which the subharmonic may exist. How-
ever, the low frequency limit on the subharmonic is outside the range of 
p 
£F for which the detuning is of order e as can be seen from Figures 17 
and 19. The measured and computed tuning curves of Figure 1? have the 
same shape except near the lower frequency limit of the subharmonic re-
sponse. These curves are displaced by the amount that the reference 
frequency differs from the true resonant frequency. It seems that any 
errors resulting from analytical approximation are masked in experimental 
work due to variations of the nonlinear characteristic with amplitude and 
errors in tuning. 
Another capacitor with ET6l dielectric sample TTo. 2 soldered to a 
copper rod was used to investigate the variation of subharmonic current 
and power output with tank or load resistance. The data were taken with 
the 6SJ7 operating as a current source with 250-volt screen voltage, grid 
No. 1 bias of - 5 volts, tank inductance of 0.66 henries, and a reference 
frequency of k kilocycles. The audio-frequency grid voltage was maintain-
ed constant at 3*8 volts r.m.s., or a tube current of 8.6 ma., and at 
twice the reference frequency, or 8 kilocycles. A variable resistor R 
was placed in series with the tank coil and the voltage across this re-
sistor was measured for various values of this load resistance. Curves of 
voltage variation and power are plotted as a function of R in Figure 21, 
A series of typical waveforms and Lissajous patterns for various 
experimental conditions on the second order subharmonic, with the circuit 
of Figure 15, is given in Figure 22. These waveforms were obtained by 
106 
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FIG* 21. LOAD VOLAGE AND POWER VERSUS LOAD RESISTANCE 
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photographing the trace of a Dumont 30J4-H oscilloscope with a 35 millimeter 
oscilloscope camera. Those traces showing charge were obtained by taking 
the voltage across a large linear capacitor in series with the nonlinear 
capacitor of Figure 15 • 
In this section measurements have shown that the circuit losses do 
vary with amplitude of the response: that is, the resistance voltage drop 
is not a linear function of current. No attempt has been made to include 
this in the analytical treatments since the losses were assumed of order 
e^ and their variation is of still smaller order. In some nonlinear pro-
blems first order losses may occur and the variations of circuit loss 
could be significant. These problems could be analyzed by the successive 
approximation method of Chapter II by letting the loss term be 
B(d§£ - R0(l * rxq + r2q + r£q
2 + ) | g . 
2 
In the second order subharmonic case only the linear R and rpR q terms 
are likely to be significant. It is also possible to develop an analysis 
of the second order subharmonic, when the detuning is of order e. This 
has not been carried out herein since it offers no major new information 
and is not justified in view of experimental errors. 
It is interesting to consider the upper frequency limits at which 
the second subharmonic can be obtained in single loop circuits with avail-
able dielectrics. From equation (10*0 the condition that the subharmonic 
exist, for a> = ft , is 
~T~> i m 
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Or 
r *a&JU5iJ..2L...22L . (U7) 
° 2 fl)LD1 2D1Q D Q 
In Chapter III it was shown that the coefficient D1 varies inversely with 
the capacitor plate area or inversely as the coefficient CQ. That is, 
/ 
!i-fL 
Dl " C o' ' 
Thus, since the ET6l No, 3 capacitor has a D- coefficient of about 0.5 
6 
x 10 with a linear capacity C of 3000 \x\xf, a capacitor of 300 uuf linear 
6 
capacity would have a IX of approximately 5 x 10 . Measurements of the 
capacitor Q indicate that these dielectrics retain moderate Q at frequencies 
up to the order of .20 megacycles or higher. Thus, if a circuit Q of 20 
can be maintained and C is 300 uuf (about the smallest ET6l unit readily 
handled so that D^ is 5 x 10 , the frequency limit is 
D-.Q 5 x 10 x 20 
**!**•' S *° • 
Accordingly, if an r.m.s. current of 10 ma from a high-plate-resistance 
pentode is attainable, the frequency for the single-loop second-order 
subharmonic is limited to less than about 150 kilocycles for the subhar-
monic frequency or a driving frequency of 300 kilocycles. 
An experimental check on this upper frequency limit was made using 
a 6AK5 tube with a plate voltage of 250 volts, an ET6l capacitor and a 
tank inductance of 500 uh. at a forcing frequency, 2 a>, of 820 kc. The 
klQ kc subharmonic observed in this test was the highest subharmonic 
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frequency observed in a single loop circuit. The tank possessed a Q of 
about lj-0 and the required tube current was approximately l6 milliamperes 
r.m.s. D1 = 3 , 6 x 10 and C = 300 unf, as measured from a 6o-cycle 
hysteresis loop. The theoretical upper frequency limit of 3^6 kc is in 
reasonable agreement with the measured limit of 410 kc. 
It is desirable before leaving the relatively simple single-loop 
second-subharmonic to consider how the subharmonic will vary if the 
driving current amplitude is modulated. Physically, it is clear that if 
the driving current I is varied slowly the subharmonic amplitude will 
follow these variations smoothly, but not linearly, provided I remains 
above the threshold condition for the subharmonic. Unfortunately, the 
first order differential equations (9*0 and (95) which define the ampli-
tude and phase of the solution are themselves nonlinear and the variables 
are not separable. Thus the time variation of the subharmonic amplitude 
is not readily obtainable analytically. If the driving current is con-
stant, it is possible to determine graphically how the solution approaches 
its final values by plotting the variation of — . This has been consider-
_ d<i> 
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ed by Reuter for the case of zero third order curvature. An estimate of 
the variation of the subharmonic amplitude with time is obtainable from 
the perturbed equations (9&)> (97) and (99)> which were used to determine 
the stability of the solution. If the stable subharmonic exists and is 
perturbed from its equilibrium condition, it will return to this equili-
brium in accordance with the function e •** + eP2 , where p.., p 2 are given 
by equation (99). Thus p 1 of (99) serves to define a type of time constant 
for small variations of the subharmonic. In terms of the circuit con-
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From these equations it is seen that the effective time constants for 
the subharmonic amplitude will vary from -J- to 1 and 0 to J of the linear 
time constant 1 g as the driving current varies from the subharmonic 
threshold to large values. Thus it appears reasonable that the subhar-
monic should follow variations in driving current, provided this current 
amplitude does not vary at a faster rate than -J- the reciprocal of the 
time constant 
2 L = 2Q 
R_ 
9 
and the driving current remains well above the threshold. 
Experimental data on the transient behavior of the subharmonic 
solution were obtained by applying a square wave gate to the suppressor 
grid of the 6SJJ current source. Oscilloscope pictures of the tank 
voltage waveforms > including the subharmonics for different square wave 
voltages and frequencies, are given in Figure 23 for zero detuning. These 
pictures show that the subharmonic has a rise time from zero to O.632 of 
its final value of about 2.6 milliseconds. The tank circuit used had a 
Q of about 10, an inductance of 0.66 henries and a resonant frequency of 
A-.O kilocycles with the ET6l No. 2 capacitor- The linear time constant 
is about 5 milliseconds. 
Figure 2k gives a series of oscilloscope pictures showing waveforms 
of the envelope of the tank voltage, when the driving current is sine wave 
amplitude modulated. These waveforms were taken with a carrier frequency 
of 90 kilocycles, which was approximately the tank resonant frequency, for 
the various indicated values of amplitude modulation index and modulating 
frequencies. The carrier voltage was 2.8 volts and the nonlinear capaci-
tor was an ET6l unit of approximately 300 micro-microfarads capacity. A 
2.5-volt carrier voltage was necessary to sustain the subharmonic without 
modulation. The waveforms of Figure 2k show that the subharmonic tends 
to zero in the modulation troughs, if the modulation index is 0,1 with 
50 cycle modulation. The subharmonic envelope is a distorted sine wave 
for a modulation index of 0.05 with a modulating frequency of 50 cycles. 
At a modulation frequency of 200 or 2000 cycles the degree of modulation. 
for which the subharmonic exists, is increased̂ ; also the subharmonic en-
velopes are more nearly sinusoidal. Thus as the modulation frequency in-
creases less envelope distortion occurs in the subharmonic response to 
an amplitude modulated wave. 
Third and Higher Order Subharmonics. 
This section treats the properties of higher order subharmonics in 
singly resonant circuits. In particular, it is shown that subharmonics of 
75 CYCLE MODULATION 75 CYCLE MODUUTION 
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greater than the second order will not build up from rest. Starting con-
ditions for the third and fifth order subharmonics in saturable reactor 
h 59 
circuits have been investigated experimentally by McCrumm and McKune . 
Higher order subharmonics and their initiation--Consider the non-
linear differential equation 
2 
at* dt C 
L — 4 + R - 3 + ~ (1 + D ,qn 1) = V cos ncot . (ll8) 
A+- n n - X 
Jo 
1 2 If 9 = cut, and — - m Q, } this equation can be written as 
o 
2 2 
d q R dq % ' . n n-1,
 V 
— | + * + — £ — (1 + D q ) = y cos n 9 . (119) 
d0 oiL d9 as n,_J- ao 
If 
R 2 2 . 2 2 V 
§ - € k, « - «g* - A , - j - = *F, Dn-1 = edn 
as 
and all other nonlinear coefficients are neglected, equation (119) reduces 
to 
2SL „ A d<* e2K«, €«0
a
 n 
"P + q = €F cos n8 -—« — + J- d , q . (120) 
d8 0) d9 2 2 n~x 
Equation (29) of the Kryloff approximation analysis yields a zeroth approx-
imation to the solution of the form asin(© + * ) . By equation (30), the 
first approximation is obtained from 
v 2 
6 Z. 2 t f \ a 2A-, 
-—— + ZL = F cos n 8 + s in(9 + <t>) ± cos(9 + *) (IPI) 
d e m °> l ' 
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^ n 2 ^ l * 
_ J L . d a s in
n (9 + • ) = Fcosne + sin(G + 4>) 
0)2 tt-l to 
2 2 A1 
CO 
Q rk n 
cos(e + • ) - - £ - d n - 1 a
U -S + £ 1^ cos k(9 + • ) 
<& L ^ k =1 
+ Mj. sin k(9 + • ) J , 
where H. * 0 and 
P 2 l t n 
M. - - /» in {« + • ) cos k(9 + *) d (9 + • ) (122) 
1 , * r (n + 1) 
COSK~L 
211-1 r(2L+JUi)r£JL£jL- + 3 
i f n i s even; or M̂  a 0 • M , and 
s in k -fe) r (n + l ) 
~Fr r(^+1)r(2^i + $ 
N k = ~ ^ i ~ T — r - r — ; (123) 
if n is odd. In order that Z-, contain no secular terms, the terms of 
period 2K in G must he zero, so 
and 
!*£,*<»% _sL r(n*v (1A) 
if n is odd* Or, A^ = tf = 0 if n is even (125) 
and 
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2L = 2 
1 - n 
cos n6 -
2 r 




2 k = 2 i - k< 
cos k(9 + <t>) • (126) 
Then, i f n i s odd 
z L -
1 - n£ 
cos n© - VVi 
11 n H, 
u>2 k = 2 l - k 2 
s i n k (9 + • ) (127) 
Since A, - 0 fo r a l l n , equa t ion ( 3 ^ ) , which de f ine s t h e s o l u t i o n 
t o a second approximat ion, becomes 
Now 
b2Z0 . 2 d " p a
n 2<T J z . 2Ao 
_ £ + Z - £— s i n ( 9 + 0) i i cos(9 + • ) 
d> e 2 <= to u> ^ $ ^ e "> 
2 
cTn a 
+ £_ s i n ( 0 + *) 5 r cos(6 + <t>) 
o> tod o a 
a n - l „ . n - l . - n J _ d , a " x Z- B i n ^ e + • ) 
*2 n _ 1 X 
- ^S cos(0 + *) + h a • s i n ( e + • ) • 
« o ^ 
(128) 
n - l , p n - l 
sinu"'"L(e + * ) = _ £ + Z P. cos k (9 + *) + SL s i n k ( e + • ) . 
2 k = 1 k k 
where 
p> = ~Z o c o s k * 
~n - 2 o 
r(n) 
2° r(S^i±JE + 1)rf^|^E+i) 
(129) 
Sk - O 
118 
or 
p k - o, 
s in k it 
2 
s k _n - 2 
r(n) 
r(^4^ + i)r(^-4^^) 
if n is even* 
Thus 
Z-,sinn " 1(G + *) =J 
C 1 •n 
r o 2* 





if n is even, 
or 
Z sin1 1 " 
1 "
 x ( e + »> = 





1 - k 2 









cos k(e • •>] i: 
(130) 
+
 AJ § cos k^e + *M x 2 Sk s in k^e + *) y 
k = 2 k = 1 -/ 
sin k(9 + $) 
f n is odd. 
It is necessary only to know the terms of period 2it in 9 to derive a 
second approximation for the amplitude and phase of the n~th. subharmonic. 
Thus Z2 need not be solved for and only the terms of period 2« are needed 
in the expansion of Z± sin (9 + <*>). From the recurrence formula for M̂ . 
and K^ only even cosine harmonics and odd sine harmonics appear. So the 
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n-1 terms of period 2* in Zj_ sinn"x(e + 4>), for n even, are given "by 
. 1 ^ 8 l M e - ( * - ! ) * , - ^ 
2(1 - n2) &T 
Mo \ 
+ (s3-si)rri2 + (s5-s3)m^ 
[MoS l (131) 
+ ( s n- l " BQ-3> 
"n-2 
1 - (n - zf 
- - A - S 1 
1 - n* V l J 
sin(e + *) 
sin[9 - (n - 1)*] - ° Y KgM sin(9 + • ) , 
2(1 - n2) 2a) 
where 
"SM = Mo Sl + <S3 - ^\~p + " " " + (Sn-l " S ^ — ^ ' 2 
(n - 2) 2 
\ 
1 - n 
5 wn-l * 
n-1, For n odd, the terms of period 2n in Z, sin (9 + 4=) are 
FP n - 1 %\-±^ 
•g- cos[e -(n - 1)*] - 2 
K 
.1 - 3 4 (p2 -v 
(132) 
2(1 - nc) 
+ nV(P*" v + • ' -+iV-22)2 (P-i • w 
Nn "1 ^n - 1 
+ r r~^ :pn-iJsin(e + ^ % ( 1 . p 2 )
 coste - <n - ^ 
"oVi** 
aw 2 ^
 Sin(G + **' 
It is possible to express the coefficients K™, and Kp^ in terms of the 
Gamma functions or factorials by the use of their recurrence formulae. 
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Since Z-. con ta in s no terms of p e r i o d 2* , t h e cond i t i ons t h a t Zg 
con ta in no s e c u l a r t e rms a r e , f o r n even, 
_ 2 ^ 2^ &-1 
2 (J^a <f ' a h a nFSn.̂ o V l
a 
+ + — - + cosn* 
a) a) 2 en 2 2 ( X „ ^ ^ 2 
r i n 1* 2 0 2 n - l 
^ o d n - l a 
3 ^ M 
3 cria d<rl ka ^ V A V / . , n 
- 2 - i -i - — - s i n n<t> = 0 
co 032 £ a 03 a i )
2 ( l - n 2 ) 
and, fo r n odd, 
„ a ^ 2
a
 4 * i
2 a , ha •^n- l^Vl 8 ' 1 ' , „ 
0 = 2 + —??— + -w " s i n n* 2 2
CO 03^ 03^ a i ^ ( l - n
2 ) 
k 2 2 n - l 
n& 4 - T& 
aa 
n > ^ j * i. ^ A V / '
1 
0 = - 2 « • cos n * . * co2 * a 03 ^ 2 ^ _ n 2 j 
After s u b s t i t u t i n g t he va lue of of found i n equa t ions (12*+) and (125) , 
i t i s found t h a t , f o r n even, 
2 . n -2 k ? p n-P 
r « = » br " l ^ v oos u* i ? Ks«) (133) 
» •« \ • a ^ d . n 2 } 
and, fo r n odd, 
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r (n - D2n k<£ ̂  n"2 o T, 
„ 2 3 n -2 « It 2 2 n -2 - I 
^ n - A V l * . ^oVl* „ I 
+ i — s m n $ £ K ^ 
a o 2 ( l - n2 ) aiT * " J 
[/ i \*> ^ , 2 2 n -3 P r, o -i 
( P ' 1 ) n ° Sfcg B2 . * . ^ - A W 2 cos J 
W2 1 • ao2(l - n2) J . 
(136) The second approximations to the amplitude and phase of the sub-
harmonic of order n are the solutions of 
g - CA, + e
2 % = 0 
31 = e<y; + I<f - o , 
dt 1 2 ' 
where <f , A ^ <f^ and A are given by (12*0, (125), (133), (13*0, (135) 
and (136). The values of the subharmonic amplitude, a, and phase, *, of 
the subharmonic of order n could theoretically be determined by examina-
tion of the equilibrium condition 
da d<t> * 
d t = 4 t = 0 - 037) 
However, (137) leads to a high order algebraic equation whose solution can 
be found only numerically for n greater than 2. The second approximation 
solution already presented for the second order subharmonic is a special 
case of the above n-th order subharmonic analysis. 
The work of this Section has indicated the manner in which the 
second approximation to the subharmonic of order n may be calculated. 
Inspection of the equations for d^, <y*2> \ end Ar>
 s h o w s t h a t t h o s e 
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terms which tend to sustain the subharmonic—that is, those terms contain-
ing the driving force which would make $£ positive—vanish as the (n - l) 
dt 
power of the subharmonic amplitude. Since the circuit resistance is con-
stant, the dissipative terms are linear functions of the amplitude. It 
follows that, for n > 2, there is a least value of the subharmonic ampli-
tude that can be sustained by a given excitation. Subharmonics of order 
greater than the second cannot build up from rest in singly resonant 
circuits but must initially be excited by some transient condition. This 
statement can be proven for large exciting currents and for the case of 
doubly resonant networks if one resonance is at the exciting frequency. 
Ihus only the second order subharmonic, and its powers such as the fourth, 
eighth and sixteenth orders are self starting, since only these subhar-
monics can be made to build up smoothly from a quiescent condition. The 
fourth and eighth orders would be obtained as successive second order sub-
harmonics. 
Third order subharmonic—In this Section the third order subharmonic 
solution of a single loop circuit will be derived for the case in which 
the driving force is not small. This problem is treated to derive a re-
sult which can be compared to that obtained by Stoker using Duffing1s 
iteration method. It is assumed in this case that nonlinearity, loss and 
detuning are of the order of the small parameter e, and that the driving 
voltage is of order unity. Under these assumptions the differential equa-
tion (118) can be written 
& • m\ = I cos 2 e - S SjS . %%^ + q( £ . a2} (138) 
= - cos 39 - e k ^ - e q 3 + e hq = - cos 3© - € | k ^ + q3 - h q l . 
a t - u ™ ~ * L ow« j v - - £ . d t 
123 
Equation (138) is of the same form as (2^). Hence, by the change of 
variable (25), equations (26) of the first approximation become 
2* 
G 3Vk 
I 1 akto cos(o*t + <i>)+ ~ - s i n 3&t - ha sin(a3t + <t>) (139) 
%)0 I " ' 8eo
2L 
+ Vh cos 3< t̂ + [ a s i n ( « t + 4>) - —%- cos 3®fc] > cos(oit+*)d(cut) 
&o2L J &JQ 2 L D 2 L 
and 
2* 
3Vk * = J «/ ateo cos(a*t + $) + — - ~ s i n 3aot - h a sin(o?t + d>) (11*0) 
®»* J l &D2L 
0 
cos 3^t + [a sm(ojt + *) -
&o2L &o2L 
vii v 31 
+ —— cos 3^t + [a sin(ojt + *) ——- cos 3-wt] v ein(ajt+*)d(cut). 
Thus 
a = - —-J ak GO + J [a s i n (oat + 0) — cos 3 0*1 * (Ikl) 
1 e P 3 & 2 v 1 
cos (cut + <t>)d(a>t) > I akm + cos 3* I 






* = ha i r + f f a s i n (cot + <t>) - - ^ - cos 3ajtl * (1^2) 
atDrt J L 8co2L J 
^ 0 
s i n ( a * + 4>)a(<Bt)L ~ P h a + S t - + 5 ± J L s l n 3* +
 3af 
J acnL 1̂  3aii2L 128uTL 2] 
The e q u i l i b r i u m p o i n t s of a = I = 0 , fo r a ^ 0 , a re given by 
^aV 
too + • • cos 3<l> = 0 , (llf3) 
3&o2L 
and 
. h + 3£ + J^L s i n 3^ + _JVjL m o . {1kk) 
k 32o2L 128oTL2 
Since 
"••'"•E - P S f J * . s i n 3* = [ 1 - cos ' 3aV 
the first approximation to the amplitude, a, of the subharmonic is a so-
lution of the algebraic equation 
2 2 r v P —ill2 
. h + 2s_ + _3V * 039a • A 1 • • ' » " ^ 12&o*L L ^ a ^ L 
In terms of the original circuit constants, the third order subharmonic 
amplitude is the solution of 
C < ° 2 - 0 3a2 3V2 - ^ 
+ + LV33a)V VLD0fi V j B A
2 * ^ V 
If the subharmonic is to exist, its amplitude must be such that 
a ^ 3 a A _ * > .32**^ 
3V LD0£2 ^ 3VD0f2 ^ 
<s O <=- O 
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Stoker gives a similar condition which becomes, after changes to yield 
a consistent notation, 
32RH 
a - ^ o 
3VD2 
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It is noted that the two results are identical if CD = a • The differences 
o 
in the results obtained by the method of successive approximations and 
the methods of iteration and perturbation series are limited to terms 
which differ only in that generally oi \ ft . It is believed that this 
type of difference will always result due to the different techniques of 
treating frequency variations in the analytical methods. The discrepancy 
is always small, since it is assured 
a2 
f-1 *- 6 , 
so experimental results are unlikely to establish which is more nearly 
correct. 
For purposes of comparison with the above solution a second 
approximation to the third subharmonic with driving voltage of order e 
may be obtained by substituting n = 3 in the general results of the 
preceeding section on higher order subharmonics. 
The third order subharmonic was not observed experimentally in 
single loop circuits with nonlinear dielectrics. Attempts to shock-ex-
cite this subharmonic failed. This result is not surprising since 
according to equation (1*4-7) a significant transient current at the sub-
harmonic frequency must occur in order that the subharmonic be sustained 
with the small nonlinearities of the dielectrics used in this study; also 
the frequency must be such as to cause very little detuning. 
CHAPTER V 
SUBHARMONIC RESPONSE IN 
MULTIPLY RESONANT CIRCUITS 
This Chapter treats analytically and experimentally subharmonic 
response in networks having two or more resonant frequencies. Emphasis 
is placed on networks in which subharmonics of third or higher order are 
self-starting. 
Resonant Excitation of Second Order Subharmonics. 
In this section the properties of networks having two degrees of 
freedom, one near the excitation frequency and the other at about one 
half that frequency, are investigated. The networks considered possess 
low losses and contain one nonlinear element. Figure 25 shows a voltage 
and a current-fed network of this class. It is assumed in each case that 
the elements Ln, Lp, C1 and Co are selected so as to give the desired re-
sonant conditions. C1 Is a nonlinear capacitor, and Cp is a linear 
capacitor. The loss resistance of Cp is assumed negligible. 
If the capacitor C-̂  is assumed to have the characteristic 
_1 1 
c = c (1 + Dq) , 
1 o 
the Kryloff current and voltage equations for Figure 25 A are 
i = i + IT1=:l4 + L , , c LI dt LI 
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FIG. 25. NETWORKS OF TWO DEGREES OF FREEDOM 
dq 2 
flL(l + D q ) + R 3 a - L ^ J i + R 1 l t l + ^ , 
C dt x dt x ^ C 
o 2 
and 
% d i L2 
c ~L2 2 "^ d t 
These are reducible t o the pa i r of second order nonlinear d i f f e ren t i a l 
equations, with q and q^ as the dependent va r iab les , given by 
L i* + (R + R ) *2 + Jl [1 + Dq] . L . 2 1 + R I + 3£ , 
1 d t 2 x dt C -1 dt -1 CL 
o 2 
and 
* \ d q 2 ^ dq _ d , dq x 
L. — | + R_ — - + —• = R ( i - =6 ) + i^— ( i - - S ) . 
* a t d d t C2
 2 d t d t d t 
If i t i s assumed tha t the nonl inear i ty , l o s ses , and exci t ing current are 
a l l of order e , a small parameter, these can be wr i t ten as 
d
2
a a q2 d i R^ (R + Rx) dq q ^ _ 
< L | + J SL . - + !1 i . n_ii 2 . n = (11,8) 
" " ~ \°2 d t Ll \ d t L l C o 
3 % 
q + — * -
L C L C 
1 o 1 2 
- e f 1 (
t ^ %> <h 4) 
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and 
q +52_ +4- =di + ̂ i . ^ . ^ 2 = ( 4)> (lft9) 
L2C2 dt ^ L 2 I^ 2 ^ 2 - 2 
Following equation (kO) of Chapter II, let 
q = *1 + X2' % s V^ + a2X2 ' ^ 1 5 ° ' 
where x and x are the components of q at the excitation frequency and 
its second subharmonic respectively, â, and ap are to he defined so as 
to reduce the differential equations to the normal form of equation (^l). 
Then 
x + x + xl + *3 - 1*1 + a2x2 . €f (15i) 
(1 + ^ ^ + (1 • a2) \ + g + ^ - T a . (152) 
Equations (151) and (152) can he combined to yield 
(a - EL )x + 1 + (1 + a ) - x (153) 
2 LLoCo L . ^ 1 L C J 2 
L 2 2 1 2 1 ° 
r \ ai , , i + ai i 
i + ( 1 + a ) - x = 
I L G L C 1 L C J 1 
u 2 2 l 2 l o 
ef - e ( l + a )f , 
2 i ' l ' 
and 
( , » - ^ * ['E£" ^ ( 1 * ^ * T i rk (15'" 
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If a and a.Q are chosen as the two roots of 
x2 = - efg + €(1 + a^Jf . 
1 + a | 1 1 + a I 
L C l ILC, "h L C J ' 
1 0 L 2 2 1 2 
the above equations reduce to normal form and terms of order unity con-
tain only x in the first equation, only x_ in the second. Thus let a 
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It is assumed that these roots are real and distinct. This is a necessary 
condition, if the circuit is to possess two distinct resonant frequencies. 
With a^ and a^ defined "by (155) and (156), the differential equations for 
X. and x can be written 
- a 2 (1 + a 2 } e f 2 
1 83 - ̂  1 a2 - ^ 
and 
2 € f2 e ( 1 + al) 
X2+Q2 X2 = 7 ^ - 7 ^ " *l' fi a« - a, a« - a
2 1 2 1 
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where ft, and Si are the resonant frequencies of the network. These are 
given "by 
fu 
a 2 - a± 
(1 + a g ) ( 1 + a ^ ^ 
L c* 1 2 2 2 
-1 
2 1 ^ 
L.C 
U J- o 
f̂ +1+ ^ + ^ _ r f 1 + ^ . ^
2
+ ^ t 
\ L ^ C / 2L C LV L C / C J 
(157) 
|2 
2 "2 *\l 2 o 
and 
n 
2 2L. , C0 V. L G / 2 L C | \ L0 C / C J 
1 2 2 o 1 2 L 2 0 o 
(158) 
Since SI is greater than 0. , x will represent the component of the solu-
x ^ j. 
tion at the driving frequency and x the subharmonic response. 
For convenience, let 
1 + a, 1 + 
a^ - a 
2 l 
h - K , and 
=i 
a - a, 2 
2 •*• 
= K, 
2 " ^ 
(159) 
The circuit differential equations can then he written as 
P. 
+ Q x = eK f x 1 + ^ ^ 
(R + Rx) 
*1 
1 1 2 21 dt T L 
1 
Dta^ + Xg)1 
(x + x,J - }̂ [« 




% + fto2 xo = e K n f o ' e K f , = K T — + — i ( l 6 l > 
2 2 2 1 2 3 1 l l d t L 
*- 2 
- — (x. + x ) - — (ai + a k ) I 
L2
 V ^ 2' y i l 2 2 J 
fdi \ . (R2
 + h) /• • % D / ^ 1 
- K, — + — i « *- (x + x ) (x + x ) . 
3 dt L L 1 2 L C i 2 J 
L i l o 
The terms on the right hand sides of (l6o) and (l6l), except Rpi and R i, 
have all been assumed to be of the same small order. Hence, the above 
pair of quasilinear differential equations could be solved by perturba-
tion series, equivalent linearization, or Krylofffs first approximation. 
The last method will be used. The terms 
h > ._, H2 




are of order e and primarily lead to a small phase shift of the excita-
tion. These terms are neglected in the following analysis. 
The current is assumed to have the form i = I cos &ot. Then if 
the change of var iable 9 - art i s made, the pa i r of quasi l inear equations 
become 2 
x 
2 , , 
/ / , / ai\ *o r (R + Ri> / • 
\ + X l = V " 3 7 X + 2 L a D l s i n 2 e = - U , + x')ffl (162) * ' * <xf u \ 
- or hi+ x2)






J'+ x0 = ( l - - f - ) x + - i f- aulsinae - -« a>(x' + x ' ) (163) 
* * v • « r u L2 
o>(a x t a x ) —*H -
(R + B j ' A 
2Li)Isin29 ca{x + x ) 
\ 
- £r K * * / ] • 
1 o J 
In Chapter I I i t was shown that equations of the above form possess 
solutions 3t, = X sin(29 + $ ) and x - X sin(9 + * ) where $ , and $ are 
A T. 3/ 2 2 2 1 2 
determined by equations (^3)» For the system of equations above these are 
2 * - - 2 
d t X 
eK 
3 
1H«J 0 t «r x a)d 1 1 2 
1 1 
r ^ ( ^ *2J
 e ) V cos(29 + ^)de 
2* - 2 a.#x - 1 <=
n
r. &, €Kp 
= r ^ / iv* " ^ v :r Vv v e) 
dt 4^(0 0 I <ar 1 cô  1
 x d 
- ^ L t2(xx, x2, 9 ) ] sin(2G + o^de 
^ 2 1 2*f, fl2\
 e K l , 
—— = f 4 (1 7/ xrt+ - s - f (x , x , 9) 
<lt 2*» £ I ^ H F ' 2 ^2 2
V 3/ 2s 
^(^L* v eH cos^e + V d e ' 
/IN J 
and 
at 2nX ô 0 l aT d aT ^ x 2 
€ I S ^ 
" 1ST f l ( V *2J e )J S i n ( 9 + *2^dG ' 
I t is understood that the zeroth approximations x, = X-̂  sin(26 + *-,), 
13^ 
Xp = X s in (0 + * ) are subst i tu ted into the above in tegra ls t o evaluate 
them. If the indicated calculat ions are carried out, the equations of 
the f i r s t approximation which define X̂  > X , 0 and * , are 
"» tm J . 
d x i Kp r 2ao DX 2 n , & 1 
— - = - 4 ^ colsin*., X + — cos(2* - * ) K } 
dt 2aPL L a lH^C 2 1 J 
-^[» I s i n *i~^-^- i \ [ 
a*.. - i . a,**. K„ r D X „ — j , , , . - > 
_ i = _ ( 4 - - | _ ) - 2 r - »Icos» - — 2 - e i n ( 2 * 2 - • ) (
l 6 5 ) 




dXo K f R R - | K, p (R + R ) 
»-?L"^-^-5l-*^^ (166) 
DX, X "1 
- fL cos(24> - * ) I 
2L C 2 1 J 
1 o -
d 0 2 1 / ^ h* 
1 o 
In the above equations X,, X0. • , and * are unknowns, which are t o be 
1 2' i 2 
determined from the equilibrium points of 
!^.!!k_!!i_!!?. -o 
dt dt dt dt 
The equilibrium conditions are 
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(K - K )a>Isin*n - T K — - 2 K. ^ a>(l + an )"] Xn ( l 68 ) 
2 r * L 2 L ^ L 1 J 1 2 
KpDX 2 
+ — — 2 _ cos (20 - * ) = 0 
hh C 2 1 
1 o 
2 2 
° 1 2 KoDX? 
- (1^ - _ _ )4/ x + (Krt - K )a3lcos$ + ? s i n ( 2 * 0 - o_ ) = 0 
Oi^ 1 2 1 1 liL C * J. 
1 ° (169) 
- U — o)(l + a2) - ^ — (R + Rl)J (170) 
*- 2 1 
ICDX2
2 
+ — cos(24>p - 0 ) = 0 




- ( i - - f - ) - ^ i r — s i n ( 2 * 2 - % ) - ° • UTL) B A C 
1 o 
For X̂  and )U not equal to zero, these equations can he solved as follows 
Equation (171) gives 
2 2 
n \ &> L C 
•*»(» - t ^ . - d - ^ r ) — . 
u> K DX^ 
3 1 
I f t h i s i s s u b s t i t u t e d i n t o t h e t h i r d c o n d i t i o n , X^ i s g iven by 
2 2 2 t <= « « I f 
^ D X l / 2 2 N 2 Rp , 






%^^^&+^^f» + ̂ "^-^ 
s h (172) 
Now if the identities for sin(2*2 - * ) and cos(2«>2 - * ) found from 
(170) and (171) are substituted into (168) and (169), these are reduci-
ble to 
XX(K2 - K ^ u l s i n ^ = 2 [K2 R £ - - K x ~ u>(l + a ^ J 3^ (173) 
^ - [ K 1 | U ( 1 + a2)-K3^R + Rl)] 
and 
Xj^Kg - K-^coIcos^ » ^ X ^ - - ^ -
2 2 
ft- v O / 
2 2 (co2 - ft/) . 
2K3 
(17*0 
If equa t ions (173 )> (17*0 a re squared and added, a "biquadratic equa t ion 
2 
fo r X in terms of 3L r e s u l t s . I f X.̂  from (172) i s s u b s t i t u t e d i n t o 
P 
t h i s b i q u a d r a t i c , i t s s o l u t i o n X i s 
h 
« 8 L C 
2 ^ o | „ 2 „ 2 w 2 2, 
K / K 3 ( 
Our - a1")(<a - a*) (175) 
+ 2o> 
2 ! „ R - R 2 




8 L f C 
- n2 
Jfc£ (1 + 
P 
a 2 ) 
03 
2„ 2 , - 2 ^ 
T- &2 - h? D'^3K2 L'S.0 
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^ - tffr^ " «% (1 + •$ 
- (W • # fc * (1 • a2) -5i (H • H J ] V 
Unfortunately, the above result is so complex algebraically that 
it is very difficult to interpret physically. In order to obtain a 
readily interpretable result, coil resistances will he assumed small 
compared to R, the resistance of the nonlinear capacitor. This assump-
tion is realistic, since the coils used possessed quality factors of 
about 200 while the quality factor of the nonlinear capacitor shunted 
by the tube was 20 to 1*0. 
If terms in R^ and R are neglected, equation (172) gives 
_ RLai 
K / & ~ L K3 Y 
2 * L i V r 2 R V 
*L "UWl^ —+^ - ^ 2 1 > (176) 
and equation (175) becomes 
8 1 ^ 2 
-i-% 
° r 2 2 2 o p R2 1 
— g r |_(W - 0X )(eo - i i^) - ao%K3 — J (177) 
8L 2C ^ 
1 o 
I , 2 K 2 K 3 
r^W 
L^V 
(K2 " h)2 ' [2<^ " Q22K if 
+ (W2 - nx
2) ~ R] I 
where 
1 X + «g X + a l 
* ! " a~ - a, ' *2 = ^ - « _ ' K 3 : ag - a-L «2 " *1 2 " a l 
and a , ap are given by equations (155), (15&). The positive and nega-
tive signs denote two pairs of subharmonics which may exist. The posi-
tive sign of (177) denotes a pair of subharmonics differing 180° in 
phase, which exist and are stable provided the quantity within the braces 
is greater than zero. The negative sign denotes another possible pair 
of subharmonics which can exist only for proper detuning. This second 
pair of subharmonics exists, only if the bracketed terms are greater 
than GD times the radical. 
For zero detuning 
the subharmonic response will exist if 
K 
DI > ^o ** i^hq • ^ O 2 R 2 ( 4 + x) 
For any tuning condition no subharmonic exists unless 
s^p?4* • tf K, = 
• (IkD2 - ftl
2) ̂  RJ . 
If the above existence condition is met, subharmonics exist provided 
the right hand side of (177) is greater than zero. 
If the network i s properly adjusted so tha t fi i s very near 2H , 
the subharmonic response i s nearly a symmetrical function of frequency 
about ID = flp. 
The subharmonic and forced response solutions have been obtained, 
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and some of their properties discussed. The first-order differential 
equations of the first approximation also have a solution X. ^ 0, 30 = 0, 
This corresponds to the harmonic or forced solution without subharmonics, 
This harmonic solution and its properties will now be studied. 
If terms in Rn and R are neglected, the first approximation 
equations reduce to 
iT= ^ (K2" Vsi* *i - S^~ * ^ 7 ~(»h - \) 
5 ! l - - (k - % - ) + - | - (K_ - K_ )cos* 1 + ^ s in (20 - » ) 
d t £o a/2 ' S i f t ^ d ± aaPX-L^C * -1 
dXg I^RXg DK3XLX2 
d t a ^ ao3!^ CQ 
2 
cos(202 - * ) 
d*2 x flp
fc K-DX, 
-£.-±(1.2). -3JL-. sin(2« . * , 
dt ^ ^ So 3! C 2 1 
1 o 
Now if X • 0, the solution X is determined from the first two equa-
ls. So with 3^ m 0 
equilibrium conditions 
tions X - , the harmonic solution is determined from the 
HK, PS. 
—z (K2 - K ^ i n >x - ^ r - = 0 ( 1 7 9 ) 
and 
1 a i 2 T 
" t" {k " P ) + " » ( KP " Kn ) cos * = o . (180) 
ao co2 au2x 2 i -1 
I 
llfO 
This pair of equations has the solution 
2 iX - K,)V 
ItfAc 2 + L,2(lto - ^ } 
P 1 ui / 
V " — o. 0,2,2 • (l8l> 
This is recognized as a linear circuit response. This response con-
tinues with X 0 - 0 until the driving current reaches a condition such 
that the harmonic solution with X = 0 becomes unstable. Then X no 
longer increases but X builds up from rest. A detailed study of the 
stability of the solutions could be carried out from the first approxi-
mation equations by considering small perturbations of XL ,̂ X^, <t> and * 
from their equilibrium conditions. 
The analysis of this section has shown a severe difficulty en-
countered with the perturbation and Kryloff approximation methods of 
analysis. This is the fact that even though accurate solutions can be 
found the algebraic complexity is often so great that the results cannot 
be interpreted. If a first approximation is sufficient the method of 
equivalent linearization can express the solution in terms of the effec-
tive linear resistance and reactance. Thus this method gives fewer de-
tails about the effects of the individual circuit elements but does yield 
a more compact result. 
It is noted that in the above analysis the capacitor voltage was 
assumed to vary only as the first and second powers of charge. If the 
capacitor voltage had varied with the third power of charge to the same 
order as the second, the solution X, at ao would not have remained con-
stant when X^ \ 0. This point is discussed further later in this chapter. 
The circuit shown in Figure 2.6 was used to obtain experimental data 
m 
0.128h. 
FIG. 26. EXPERIMENTAL SECOND-OREER SUBHARMONIC CIRCUIT OF TWO 
EEGREES OF FREEDOM 
1^2 
on second-order subharmonic response with a resonant frequency near tha t 
of the exci ta t ion . 
The ET6l dielectric was used in the nonlinear capacitor which had 
a capacity coefficient CQ of approximately 1900 mmf. The coils were de-
cade inductors which were varied to maximize the plate voltage at h and 
8 kilocycles. The excitation frequency was near 8 kilocycles, so that 
the network satisfied the tuning conditions for the second-order subhar-
monic. The capacitor current was determined by measuring the voltage 
across the 10-ohm series resistor with a harmonic wave analyzer. The 
current in the inductive branch was determined from the voltage developed 
across the 100 ohm resistor. The audio frequency plate voltage was 
metered with the harmonic analyzer using a very high resistance voltage 
divider across the plate network. 
Measurements with the Freed "Q Meter" showed the plate circuit to 
have an effective Q of about 12 at 8 kc and 10 at k kc. 
Amplitude response data were taken on this circuit by adjusting 
the input frequency so that 2o> = ft. - 2ft as closely as possible, and by 
varying the audio grid voltage e in steps while the voltages v , v and 
v at both frequencies were read. Table 7 gives the data obtained for 
the circuit of Figure 26 with zero detuning. The k kc and 8 kc compon-
ents of capacitor current are plotted against 8 kc grid voltage in 
Figure 27. 
Figure 28 shows the variation of capacitor current with frequency 
at a constant grid voltage. The amount of frequency difference was 
determined by beating the input voltage e against a if kc reference gen-
erator and measuring the difference frequency by a Lissajous pattern 
with a third low-frequency oscillator. The frequency difference is 
TABLE 7 
1̂ 3 
Resonant Excitation of Seconds-Order Suohai'uionic Fig. 20 circuit, 
Ec - -5. E-b m 250.. 8l°F, JET - 0. 
E v o l t s I c i n ma 1 1 i n EBA V v< j i t s 
«S 8 kc a t 8 kc a t 4 kc a t 8 kc a t it kc a t 8 ] :c a t 7 k c 
0 0 0 0 0 0 0 
0 / 2 5 5A 0 5 . 0 0 ^ 5 0 
0 3 0 6 . 2 0 , 0 5 7 0 . 0 6 4 . 2 0„0 
0 305 6 . 2 1 ,2 5 7 0 75 6 4 , 2 1 1 , 9 
0 . 4 0 6.6 2 , 4 6 . 0 6 9 . 0 5 3 . 1 
0 60 7 A 4 . 4 7-0 4 . 6 8 2 . 4 9 5 . 0 
0 . 8 0 8 3 l)-5 8 . 2 6 . 0 9 8 . 2 125 
1 ,00 9 0 6-5 9 -3 6,8 106 1*7 
1.20 1 1 It 7 0 11 7 7*5 1 2 j 171 
1 .50 15 .7 5-6 15 7 s" 'O.'J 174 151 
1 80 1 9 , 0 2 . 0 1 7 . 0 2 , 0 198 4 7 . 4 
1 Qc 
1 . u5 
19 7 0 . 0 1 7 . 0 0 0 198 0 
All Currents and Voltages are rm.s values 
o 0 . 5 i . o 1.5 2 .o 
GRID VOLTAGE - VOLTS RMS 
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A F = i (to - H 0). A slight hysteresis effect was observed at the lower 
2JT
 d 
frequency l imi t for the subharmonic. I t was found tha t i f C^ was made 
much la rger than the nonlinear capacity, the network could he tuned t o 
ft and ft independently by varying L and L£ , respect ively . Table 8 
gives data for two amplitude response runs a t various fixed values of 
detuning. 
If the frequency of e is changed to l6 kc, the tuning conditions 
s 
are such as t o allow the second-and fourth-order subharmonics t o e x i s t . 
I t was found tha t the second-order subharmonic a t 8 kc appears, i f e i s 
s 
greater than 3*5 v o l t s . The fourth-order subharmonic occurs a lso if e 
s 
is greater than k.h volts. 
15ie amplitude responses for &F = 0, + 150 cycles, and - 2^8 
cycles given by Figure 27 and Table 8 all show the subharmonic increases 
from zero to a maximum and then drops off to zero with continuously in-
creasing input signal. Furthermore, the harmonic response increases with 
input grid voltage. However, Figure 27 shows a region of e in which the 
harmonic response varies slowly. Now, the tube current is approximately 
proportional to grid voltage; thus the experimental response character-
istics do not agree with the analysis. The analytical study indicates 
that Xo> the subharmonic component of charge, should increase with input 
current while the harmonic component of charge X. should remain constant, 
when the subharmonic exists. It is probable that these differences in 
analytical and experimental results are due to two effects not consider-
ed in the analysis. First, dielectric heating could cause the subharmonic 
amplitude to decrease with increasing input current since the nonlineari-
ty decreases with temperature. Second, and most important, finite cubic 
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Table 8. Second Subharmonic Response with Detuning. 
AF = 5^(^-n.g),
C5|=^xio3 
















1.20 6 .1 
1.50 







2 .50 2 . 1 
3.00 0 .0 
r e s t a r t s 
2.50 2 . 1 
A F = 150 cps 
e I ma 
s c 
a t 2UJ at<s*^ 
O.76 0 
0.80 1.2 
1.00 4 .2 





no h y s t e r e s i s 
ikQ 
curvature of the nonlinear characteristic could cause a reduction of sub-
harmonic amplitude and a variation of the harmonic response. 
In order to investigate the effects of cubic curvature of the 
nonlinear capacitance, the capacitor voltage-versus-charge characteristic 
is assumed to be 
v - J - ( l + D1q + D a
2 ) . 
°o 
I f t h e c o e f f i c i e n t s D-, and D a re bo th of order € , t h e equa t ions 
of t h e f i r s t approximat ion, wi th IL and R terms neglected* a re 
d X l T %
 R K2 KpDnXp2 
"7? = 7T2 ^Kp " K i ) s i n V " -£- \ + 1 cos(2*2 - *,) 
d t a r 2 1 1 ^ 2 - ^ 1 6VO3L^C d 1 (182) 
d ^ x H* I(*2 " \) 
— - m r : (*- "2")+ — 2 c o s *i (l83) 
dt ao ^ aan^ x 
J 2 ^ 2 B l n ( 2 * - • ) + —£-£_ ( — + X
 2 ) , 
^ V o " 2 x aAiC 2 * 
dXp K~RXp D.KUX Xp 
- f . rf~-2 • V C08(2*P ' *1} ' ( l 8 ^ 
a t aTI^ 2 ^ L CQ
 d ^ 
and 
d<t)o , a , c a<P2 i "p ^ 1 X 1 
^ - - ^ - ^ - S ^ r ^ ^ - V (185) 
3K3D2 A 2 o 
5 ^ + X. ) . 
8b3L C 2 T-
i*f9 
The equilibrium conditions X,=4>-,-Xp = 4 > = 0 define the first approx-
imate solutions X and Xp. Under these conditions (18*0 becomes 
SJ^QR 
coE(2*2 - *x) = - — , (186) 
and substitution in (185) gives 
2 2„ 2 
„ % , - / P l* i R* 
" * (1 - J " ) • *%/ j ^ T T i - J-£ V 
3^2 fh 
8L>3L C X 2 
1 o 
+ X '*) = 0 , 
P 1 / 
or 
16c 
X - - 2 V 
co L ^ 
3*CD„ 
3 2 l? 
( 1 - " " a ) 
/>' 
±*3 
D l \ 2 







Now i f t h e va lues of cos(2<}> - * ) and s i n ( 2 $ - 0 ) as given by (18^-) 
c. _L ^ 1 
and ( I85) a r e s u b s t i t u t e d , ( l82) and (183) become 
I(K0 - K, RK-X K0X0
2R 
0 = 2——=k- s i n <t> -S-A - -J£-£— 
2tf as L *ko I^X^ 
and 
(188) 
0 --*-(* - — )+-£ 
&D UP 2l0 AT 
cos *., (189) 
^i- (*L+x
2) 
8 t D 3 l l C o 2 2 
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By equation (138), 
te,x,2 U° »2 a-ft^ 2 i j 
«- * = ± [ - L j ( K g . h)Z ( \
+ ^ ) 2 ] 2 • <«<» 
Substitution of (190) into (189) yields 
2 f l 2 ^ - ^ ) 2 K̂ R2 2 X g
2 ^ ' X « x 2 f ^ ' V 2 ^ , 2 ^ 
0 . -± - (i» . -*-)+ j ^ • • (x, +—J 
2u> co2 ' - [ W \ 2 j j ^ 2 It , / 
2 
3K2D2 A + 2 _ V^ 
8o53L,C. 2 2 ^K3X. 
(19D 
r^(^4) 
., \<a to 
l - o » 1 L. 
., J W L ^ a 
SOPLC ^ 2 ^ ' J 1 o 
Equations (187) and (191) give the subharmonic and harmonic solu-
tions for the charge on capacitor C of Figure 27, since 
q = x^ + Xg - ̂  sin(29 + * ) = X sin(9 + « ) . 
Unfortunately, the algebraic complexity of equation (191) prevents ex-
p l i c i t solutions from being found, 









2 x 3 ^ v <st' 
For zero detuning, (192) i s reducible t o 
» 2 v* § ̂  -y g ? - f ^ 0
2 w») 
and 
These equations establish the upper and lower limits of X. for which 
X ^ 0. These conditions define the limits of the region over which 
the subharmonic solution can exist. Thus it has been shown, even though 
a complete explicit solution could not be found, that a term of cubic 
curvature in the nonlinear capacitor characteristic could account for 
the observed upper limit on driving current at which the subharmonic 
exists. 
The values of driving current I, at which X-, is such that )U - 0 
for Dp \ 0 can be found from the first approximation for X, and *1. For 
X2 - 0 and D ^ 0, these are 
l(Kg - Kx) RKg 
\ 
- sin*. - • # - \ ^95) 
d* ao2 x en2! 
d*l 1 ,. «l . KK- - Kx) 3K DpXi
2 
= - — {h - _i_ )+ s ±_ cos *, + ?.a 
dt 2D o)2 a^x^ l&A^C. 
(196) 
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The equilibrium conditions X,= 0, h = 0 yield 
JL/L h\ f ^ - V 2 H%2"1 o -"4 (U - 1 - > i -
a) |_ 
DoX 3KUD* 
Iki^X2 a ^ L i ^ l l & ^ C 2 2 - i ^ v 2 J * 2 
Or for the case of zero detuning, 
i2(*g - ^)2 *%\2 ^ W 
W* 'J*L 2 25&O%L 
5 — - — i r r " ^ ; 5 2 P • ( 1 9 7 ) 
o 
Wow if the limiting values of X from (193) and (19^) for which X̂  is 
just zero are substituted into the above equation, the critical values 
of I are obtained. Below the lower critical value or above the upper 
critical value the amplitude of the subharmonic component X of capaci-
tor charge is zero. Thus no subharmonic occurs if 
A* - hM £*[ § ** -/g^-V-v] <*» 
2 \ 
9K2
2 . H 3 




2,__ _ .2 
2 % 
2 
[~8 2 y ^ k 6I1 2 2 2 ] [5 \ V ^ Di - 5" R " °o J (Kg -1^} fe ^ £ ^ i i +*/̂  
9K, 
- t - 1 • — - ' • 
6kv0\\
2c 2 
c 1 0 
[I \* *fk? - f- «2«\'] ' • 
Furthermore the radicals must be real or 
D,2 > 3Ra£ 
1 o 
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if a subharmonic is to exist for any I. 
The circuit of Figure 29 was used to obtain further experimental 
verification of the dependence of the subharmonic on the nonlinear 
characteristic. The bias potential across the nonlinear capacitor is 
K - E . Thus with the fixed tube-operating conditions Ee_ = - 3, E 
= 125, and. E, • 250 volts the bias across the capacitor varies with E . 
Since the coefficients of the polynomial approximation to the capacitor 
characteristic vary with bias, the coefficients C , D and D~ are func-
tions of EL. The capacitor current and tube current were measured by 
reading v and v with the harmonic wave analyzer. For each run the 
P S 
value of E~ was fixed, and L-̂  and Lp were varied to maximize the tube 
plate voltage at h and 8 kc. The audio oscillator was set at 8 kc. For 
each value of En> the circuit was retuned to make it resonant at the 
forcing frequency and its second order subharmonic. For each value of 
capacitor bias, the coefficients of the polynomial approximation to the 
capacitor characteristic were measured. The Freed Q meter was used to 
measure the capacitor Q at k and 8 kc for each value of EL. 
Table 9 gives the capacitor charge response for zero detuning and 
various values of EL. In cases where hysteresis effects were observed, 
charges are given for increasing and decreasing values of e . The 
s 
corresponding capacitor polynomial coefficients are given in Table h of 
Chapter III. Figures 30 and 31 give the subharmonic and harmonic capaci-
tor currents for the alternating grid voltages and capacitor biases of 
Table 9- These curves show that, if e is sufficiently large, the sub-
harmonic may disappear abruptly and the harmonic solution suddenly in-
crease. A low-subharmonic-current region is observed to exist, for a 
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FIG. 29. EXPERIMENTAL CIRCUIT FOR OBSERVING THE SECOND-ORDER SUBHAEMONIC 
WITH DIFFERENT NONUNER CHARACTERISTICS 
Table 9. Subharmonic Response for Circuit of Figure 29 
UJ =rx j = 2XI2 » 167T x 10
3, ̂  = 250, C2 = .018/* f 
Ep = 0 X- = 150 J^ - 200 
L = 175mh L0 = 71mh L = ll8mh LQ = 62mh L - 120mh Lc - 57 mh 












a t 2u> a t a* a t 2w a t 2 M/ a t 2tv a t a / a t 3a> a t 2 M / a t 2&U a.tcu a t 2ty a t 2U> 
0 , 1 0 , 0 M 0 . 1 5 0 . 0 9 0 0 . 3 0 6 , 2 0.1+6 
0 . 2 1 .85 5 . 7 0 , 3 0 0 . 3 0 1.8 l*.l* O.38 0.1* 2.1* l.h 0 , 6 8 
0 . 3 3o2 6 . 7 0 . 5 3 0,1* 3 -6 5 . 2 0 . 7 3 0 . 5 3 -5 8 . 0 0 . 8 8 
0.1+ l*.l 7 . 6 0 . 7 7 0 . 8 6 , 0 6 , 3 1 .50 0 . 6 ^ - 3 8 . 7 1 .06 
0 , 6 5 . 6 8 . 9 1 .20 1,2 7.5 6 . 8 2 . 2 0 0 . 7 5 . 0 9 . 8 1 .28 
0 , 8 6 . 8 1 0 . 0 1 .76 1,6 9 . 0 7 - 3 2 . 8 3 0 , 8 5-2 1 1 , 8 1,1*6 
1.0 7 . 7 1 1 . 3 2 , 1 2 . 0 1 0 . i* 8,1* 3 . 5 0 0 , 8 8 0 . 0 1 7 . 5 1 .58 
1.2 8 , 6 1 2 . 1 2 . 5 2.1* 1 1 . 0 1 0 . 7 3-91* 0,71* 5 . 1 9 . 9 1-32 
l . i* 9 . 3 1 3 . 3 2 , 8 2 . 8 1 0 . 6 1 3 - 2 l*,2l* 
1,6 9 . 7 1^.3 3 . 1 3 . 2 1 0 . 2 1 5 . 7 l*.6o 
1.8 9-3 1 8 . 0 3 . 6 9A 17-5 l*.8o 
2 , 0 8 .0 2 2 . 1 3 . 8 5 Q 3 0 . 5 i*.oo 
2 . 2 7.7 2 3 . 6 2 . 5 5 1 .1 2 9 . 5 
2.1* 7.6 2l*.5 2,1* 1.2 29.O 
2 . 2 1 .26 2 8 , 0 
2 . 1 1 0 , 6 9 -0 
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FIG. 30. SUBHARMONIC CAPACITOR CURRENT VERSUS GRID VOLTAGE 
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1 2 3 
GRID VOLTAGE - VOLTS RMS 
FIG. 31. HARMONIC CAPACITOR CURRENT VERSUS GRID VOLTAGE 
then decreased. Iftis low subharmonic current ex i s t s as e decreases 
s 
from 2.1+ volts to 2.1 volts. At the latter voltage the subharmonic 
returns to a high current condition and the harmonic abruptly decreases. 
The subharmonic versus harmonic capacitor current for each of the runs 
of Table 9 is plotted in Figure 32. 
The response of the current-fed circuit of Figure 25 A has been 
considered in detail. The general properties of the dual voltage-fed 
circuit are quite similar. In fact, the analysis of this section could 
be applied to Figure 25 B by merely substituting y&uL for I. One 
practical property of the voltage-fed circuit is noteworthy. Since the 
circuit is resonant at the forcing frequency, the voltage required to 
excite the subharmonic is considerably reduced from that required in 
the single loop circuit. At audio frequencies the resistances of the 
nonlinear capacitors are of the same order of magnitude as the internal 
impedance of typical signal generators. Thus an audio oscillator used 
with a d.c. source for capacitor bias can be made to excite the second 
subharmonic in a voltage fed circuit, without the use of any vacuum tubes 
external to the audio oscillator. 
A simple voltage-fed circuit is shown in Figure 33. A 5 kc sub-
harmonic of a 10 kc input frequency was observed in this circuit if the 
voltage exceeded about 10 volts. Under these conditions the voltage 
across Cp was almost a pure sine wave at 5 kc. This was the simplest 
circuit in which a subharmonic was obtained with the nonlinear capacitors. 
It is a very convenient circuit for the demonstration of second order sub-
harmonics. However, the current-fed circuit is generally preferred for 
accurate experimental work since a greater range of amplitudes can be 
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FIG. 33. A SIMPLE VOLTAGE-FED SECOND SUBHARMONIC CIRCUIT 
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analyzing the circuit response. 
Irrational Solutions. 
o 
IMs section treats a class of response, observed "by Manley and 
Heegner, in nonlinear reactive circuits of two or more degrees of free-
dom, in which the principal frequencies involved are not rational frac-
tions of the excitation frequency. This class of response is termed 
irrational. The irrational frequencies occur in pairs and their sum 
must he equal to the excitation frequency or a multiple thereof. The 
terms extract power from the driving source through cross modulation 
components. These "irrational" solutions are, of course, not subharmonics 
but are treated since their existence is important in the study of con-
ditions under which subharmonics can be made to build up from rest. 
A circuit capable of this class of response is shown in Figure 
3^* This circuit can have two resonant frequencies, as was shown in 
the previous section. It is assumed that these resonant frequencies are 
0-L and P^, neither of which is near the excitation frequency or a sub-
harmonic thereof. It is further assumed that ft is not near a multiple 
of P-p. However, a degree of freedom at the excitation frequency could 
be added and still preserve this irrational response, provided that the 
resonances of the original two degrees of freedom are unchanged. The 
importance of the assumptions that neither P.. nor Pp is near — a>, where 
r and s are integers less than or equal to the highest degree of non-
linearity, is treated in detail in the next section. It suffices here 
to assume that the tuning conditions are such that subharmonic resonance 
does not occur. 
For convenience it is assumed that the resistances of the linear 
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FIG. 3ho DOUBLT RESONANT CURRENT FED CIRCUIT 
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elements L , Lp and Cp are negligible compared to the resistance, R, of 
the nonlinear capacitor C . If cubic curvature is neglected, the dif-
ferential equations, whose solution is the charge on the capacitor C of 
Figure 3̂ > are 
2 
// a± x **2 / / 
*1 + -o- \ m " - o ( K P " ^ ) s i n 9 " ( X 1 + Xo) (2°°) 
to o> d -1 c o l ^ A 2 
- ^T(xi V 
1 o 
// ^o RKo 
* 2 + "^ x 2 = ; (S • V8 i n e + x" (xi+ v (s01) 
D K 3 2 





2 , a 2 = _^ ( 1 + ^+^ ) + r ( 1 + i . v + * 2E1. 
2 a1c2 L2 CQ - L L 2 co c 0 J 
It is now assumed that these equations possess solutions whose zeroth 
approximations for x.. and x are respectively 
"i 
Vo = X slul^t + ^J = X sin(— G + ^J 
(202) 
and 
,_/°2 yQ* Xg sin(o>2t + •g) - Xg sin(-s 9 + 0g) . (203) 
Also, let a) • a) + oig. It is assumed that a) and to are near ft. and &0, 
respectively. The responses possible for other relations between the 
frequency components will be considered later in this section. 
Since neither &. nor Q^ is near co, a second approximation solu-
tion "will be sought. It is assumed that the nonlinearity and exciting 
2 2 2 
current are of the order e, a small parameter, and that ft - co , aJ-
2 2 
- co- and the losses are of order e . The quasilinear differential 
equations (200) and (201) can then be rewritten as 
/ / co.2 co..2 o 2 T 
* L + - T *L = ( " ^ " fi ) J 1 " " 2 (K2 " K L ) s i n 6 <**> 
CO CO CO CO 
_ ^ ( x / + /} V ( j + x ) 2 
IDI^ 1 * (u2LC 1 2 
= eH sin e + e h ^ x ^ Xg) + e ^ C ^ , x ^ Xg) 
and 
2 2 2 
// "fe , °2 ° 2 . X 2 + ^ ~ X 2 = (^"-^")X2 + ^ ( K 3 - V S i n 9 <»5) 




G sin 9 + £ g 1 ( x i , Xg) + e gp(x2, x ^ x2) 
respectively. These equations are of the form that can be treated by 
the second approximation for two degrees of freedom as developed in the 
r / 
Appendix. However, —. and r- are not rational fractions in this section. 
If 
x]_ = wQ + €WX + e w2, x2 - yQ + eyx + e
2y2, 
the equations which define the solutions to a first approximation are 
\S 2 
d w i <\ 
•r;—5 + - 5 - w-| = H s i n 8 
d e^ or •"" 
Aj, j V 
* y v y0> -
2 — ^ 
- 2 
«i ^ KgD 
x ^9^<s> 
(K2 " V ' t o e - J^TT (V° + V 
2 
q r - €o>^l1co 
2 






2 2 2 
X, a), ^o 
-=» cos 2 ( - 9 + * ) + 
a> 
- JL cos 2 (— e + • ) + x~Xp cos t^ I ^ e + . . j 
 03 to •*• 2 
- X~Xg cos (9 + ^ + o2) j - 2 - £ o^cos ( — 9 + *_) 
<*1X1 , ^ 




d\ £0. % A 
O " + T y i = G s i n 9 + gL (w , y ) - 2 — r 
„ 2 £ i *
yo = I (KL - K l ) s i n 9 + - g - 3 — (w + y r t )
2 
03 beJ^ ceo2 ^ -1 < A C0 o
 J ° ' 
% i v 0 ; * ^ 0
 I(K3 - K i ) 
- 2 ""•L o 
£ 9^X2 03 T e T CD 
s i n 9 
€03 
- 2 
V 2 03, 




'2 ' "r c a? v °> 
K3D p ^ X^ ^ 
+ —5 ^ cos 2 ( ^ : e + * ) + 
ea3%c L 2 \ ( 
s l n ( — 6 + o j 
2 
Xp 03p 03, - Op 
cos 2 ( - ^ e + * 2 ) + X ^ cos( - m • • e+» 1 -d i g ) - , 
CD CO 
(207) 
-X 1 X 2 cos(9 + •!_ + 4>2)l 
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In order t h a t w, and y-, he per iodic , i t i s necessary t ha t terms of the 
frequencies to, and a> vanish in the w and y equations respect ive ly . 
A suff ic ient condition i s 
Then 
and 
^i^i'i^r0 * (208) 
I ( K 2 " K l ) K P D 2 O , • s 
vx- \ \ sin 9 - —I ( X i
2 «. X
 2) (209) 
€ ( 0 ^ - o r ) a e o i 2 ^ 0 
2 
c o s 2 ( - e + * ) — X X 
KgDX c 
fc^c-f .» cLiCo 
[=QS ^ - ^ 9 a «i - «a>
 c o s ( Q + * i + •2)"[ 
2 c ^ 2 2 
, K2D*2 c o a g ( - § 9 + »2> 
a e D ^ (m^ - !ko2
2) 
I(K, - K,) K-D „ o KJ. 
y l ,._ 2 2^ 6 i n S + 2 ~ ( 1 + X 2 } + TTT ( 2 1 0 ) 
I- 2 n,*l n A x 2 X^cos 2(— 6 + * ) v * ov, - 3 ; i ± + 2 ^ cos2(-5 e + * ) 2(o,22 - km*) &>* 
X ^ c o s ( ^ _ ^ » - +g) XlXg 
2 ,,„ _ ~ ^2 2 ...2 
2 
0)g - (CB̂  - » } * 
cos(e + 1 2yJ 
Since A-, tf*" , B^, 4 _ are zero and nei ther h nor q., contains terms in 
x-, or x_, the equations which define the solutions for x and x t o a 
second approximation are 
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L + -1 w0 = - 2 -£ 2 2 — T — £ — rPll^ 
b e2 ^ 2 to a e * ^ CD a e * ^ ( 2 r L ) 
^ w 0 ^ y Q ^
 h i ^ h i 
+ *2<y0 * T r s ' T T *
 + S T ( v yo5 w i + j r ( v yc>i> 
*1 2 
and 
»8»4V, 3 ^ ° 2^^
yo 
•X - o "*"" - 5 - yr» " " 2 ~ x d "S v 
~%2 <o <* e < ? o 
T-T3 + - 5 - y P = -
 2 — T^T 2 "J T ~ (212) 
^Wo S S ^ g l **L 
+ %<V zT > JV} + 5 ^ ( V y o ) w i * ^ ( V yo)yi • 
It is not necessary to calculate w and y_ to obtain solutions 
for x, and x^ which satisfy the original quasi-linear pair of equations 
to a second approximation in e. It is only necessary that w and y be 
periodic. Thus only the terms on the right hand sides of the Vp, yp 
equations, of angular frequencies ax. and cop, respectively, are needed. 
The sums of these terms must equal zero. Since 
£ hx £ h- 2KpD 
Sxf = T^ = " ^ 5 ~ ^ (vo + y ° } ' 
the terms from equation (211) of frequency co, are 
^ l <*i O'rPx »-
0 = - 2 —— cos (— 9 + * ) + 2 rr X. s i n ( — 0 + <t> ) (213) 
2 co 1 of- 1 (u 1 
2 2 
( 0 , - 0 . ®J HKg ">i 
^ x i s i n( - e + *i> " &£T V* 8 0 8 (~Z e + *i} 




2 Iico L 
ngf" + ~t 
"3 *2 A .sin (— 9 + *-) 
6^2 2 ( « D 2
2 - ^ 
C O - 2 - CO2 CO, - CO2 
J cos( ^ 
J 
e - o2) 
x l*2 : 
- [ • 
3 L" 
h VL '2 / ^ _] s in (— e + *, ) 
" l c o U , 2 - («fe - <»i)2 <\2 - («fe - «\)2 ' 
D x i x 2 T % [ 2L.C Lcu^2 - co2 CO, / L J sin( ̂  e + V)j 
The corresponding terms of angular frequency co on the right hand side 
of equation (212) are 
B^°2 2 y^tffe a>> 
- c o s ( ~ e + <J>2) + 2 — ^ s in (— G + * 2 ) (21^) car 
Xg 2 tog RKo coo 
+ 3 ^ («b - « p )s in ( - ^ 9 + * 9 ) + ^ ^ - cop^cos(— 6 + * 2 ) 
co'-e' 2' " € ^ 2 ^ ' 
. 2 - & 2DKo (Ko - i y +^felifer w + ^ sin(i 9+*a) 
+ T U T - ^ " ^ T ^ r s ( =•e • v 
DXl2x2 [ Ks *b 
+ ~^7l-2 
3 
>2 - (a>j_ - co2)
d a>^ - (a^ - co2) 
—2-z-lsin (— 9 + O 
m a^J
 v co 2 ' 
1 /̂  
- s i n ( _ 
-J co 
9 + * 2 ) 
2 1 ^ L^p2 - ^ 2 ^ 
DXg3 I & 
i>,2 
Kg 
2 I 1 C 0 j_6o
 2 2(0^2 . 1^2) 
1 , < * 2 
yjsin( — 9 + •. )V • 
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By equation (213), i t follows tha t 
A ^ l 2 IKgXjafr, KgDXgl 
2 ~ CD * i A L C 
*S ; ̂  
2 
Kg - Kj_ 
2 
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(216) 
" - CO2 
h. 
(co - a ^ ) 2 
Ks) 
05, - (co2 - . / J LICQ L 
DX l X 2 
2 -
K. "3 
2 2 2 2 
co c - co co - < r̂ 19 • 
In a similar manner, equation (21*0 yields 
'2 2 HK3X^g K f f i l CO, 
•7 2 B 2 ^ e —5 + ~ 5 
codL aTL C 
1 l o 
S - h *2 " h~] 
- ^ 2 — s - — 2 — 2
 c o s ( * i + V' 
03 « - <xF (n* - CO^J •*" d 
L 2 l (217) 
and 
- 2 
/ 2 ^ 2
X 2 € < 
- ~ (•/ " ^ + ̂  J ^ * ^ D * 2 ( X 1 2 + X 2 2 ) 
co* * co2L C / c o%C * 
l o t l o 
(218) 
B ^ r ^ K2 i [ K , - K X 
*2-*i 
^ 2 -o£ 
"1 , N DX^XbT • : • : 
^ O LcDg2 - (0^ - 0>2)
J 
^ 
"i " ̂ 1 " ^ 
~| rcc^ f* 
irr^L; 
J 1 o u 
h % 
2 2 2 2 . 
0)_ - 0 ) c £0, - CO J J 
The values of X-, Xp, •- and • . for which w + ew-. and y + cy, satisfy 
2 
the original differential equations to an accuracy of e , are defined by 
the equilibrium points of four first-order differential equations. These 
are 
d a i 2 
= eA-ĵ  + e d t 
dag 
~dtT 
d * l 2 ^ 
i2 * dt 1 2 
d4 
^ + e£ B - 0 , -5 = ,y + e
2 / =o . 
a t i 2 
Since 
the values of X • X , *-t <i>2 can be determined by simultaneous solution 
of the four equations obtained by equating kp, <f , B and )f to zero. 
The solutions wQ + ev^, and yQ + ey1 exist if, for the values of X^ X%, 
4^, * 2 which satisfy A = <T = B2 = / = 0, the Jacobian 
fk2>(f2> *2>*2 \ 
V *2' V *2 ' 
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that is if the four equations are independent. The nonvanishing con-
dition on the Jacobian furnishes an existence condition for the solu-
tions. This point is discussed in more detail in Chapters II and III. 
The four equations to be solved for X,, k, j X , 0p are 
K, - K]_ Kg -
ai}„2 - co2 ui.' 
0 = RX,co. ^ 
DXgl f  RL - Y^l 
y + I — — - - | cos(<t> 
C L^p2 - to ^ " ^ J 
+ S ) 
0 = R ^ c ° 2 + — k ^ ~ • ^T^J cos(v »2> 
0 - Xj_( , » - « « ) . ^ / V ^ n , <,» + ,*) 
1 1 ' L 2c 2 1 ro2 1
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1 o »-
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L L & Y 
^ 
- DJC . 
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+ D3L Xg I 2 + 2 _ - _ 
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2 - (OJ2 - o ^ )
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a> - our 
These four equations have as one solution X̂  = Xp = 0. This corresponds 
to the harmonic response at the frequency u>. This solution is of interest 
In studying the threshold condition above which X and X are not zero 
and will be treated later in this section. For the present it is 
assumed that neither X, nor Xp is zero, and another solution is sought ftr 
the four equations. 
If neither X± nor Xg equals zero, equation (219) divided by Xo 
less equation (220) divided by X. yields 
0 ir<°i--<»2 > 
or 
\ _ "2 
Hence, combining equations (219) and (223) yields 
(223) 
COS (<!>•]_ + »2> " 
Co R >/ (a^ o^) 
Vh- h. K? "VI 
DI ~i~ 2 2 — 2 
iv -
O! <°i. - 0) J 
(224) 
When (223) and (22*0 are substituted into (221), it reduces to 
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2Lffi: 
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(226) 
where 
a 2 + 1 
K l = t K 0 -a - a "2 
2 1 2 '
 a i ' ^ = 
a + 1 
_1 
a„ - a 
2 1 
and 
1 ,. "I "2 ,_•«• |,, 4. ^2\ , ^2 I 
*1' 'a2 = -3(^^- | ) - i [ (^§-^)^ r] • 
Since * and * occur only as » + <t> , the equations (219), (220) 
(221) are sufficient to determine the unknowns X., Xg, *_ + * as shown 
above. Equation (222) has not been used in finding the solution but it 
must still be satisfied by the 3C, Xg, 0i + *o v a l u e s Siven by (223), 
(22*0, (226). It is possible to satisfy (222), since neither cuk nor to 
has been specified but only their sum, as cu_ + av> = CD. If three of the 
conditions (219), (220), (221), (222) are used to find X ^ Xg, *1 + <l>2 
in terms of GO, OX,, Q U and circuit constants, the fourth determines the 
frequency ox. or a> of the solution. This is a situation similar to the 
free oscillation of a vacuum tube oscillator, in which the frequency is 
fixed by a balance of reactive power rather than by the driving frequency 
as in subharmonic resonance. In fact, the responses at pairs of irra-
tional frequencies could be considered a class of free oscillation occur-
ring in driven passive circuits with nonlinear reactive elements. 
Equation (221) divided by Xp less equation (222) divided by X, 
gives 
0 " F T K " n!2) 1TT ^ - "2
2) (227) 
2 2 Kfr 
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With 
— X 1 * 
this reduces to 
- 1 ^ 2 1 /°1 0 = _ / _ (*.' - i L ^ i - l - t ( < 
v J m 1 1 K J m„ 
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L J to2 V a^ J to2 
r 312 1|2 
( i ) . (•-!) 
: f 3 - _ 
6co^ 2(a) 2 - iko 2) 
(228) 
This equation, in combination with the equation for X- in terms of I, 
fixes the value of ox. and hence ai » a> - & , This is not carried out 
in detail , since i t s algebraic complexity prevents a general solution. 
I t is noted that as X and X approach zero the frequency CD is a solu-
tion of 
o = 1 - H 3 - < « * - o 2) + -i-T (* - o^2) - n / ] . 
K g O ^ 1 ! IC L x 2J 
Thus values of I , Xp, <t> and 4> , which satisfy the equilibrium 
conditions (219), (220), (221), (222), have been found. Since * and $2 
occur in these solutions only as their sum, small perturbations of * or 
<frp about their equilibrium values have the same effect. So the roots of 
the characteristic equation, formed by equating to zero the determinant 
of the coefficients of small perturbations about the equilibrium points, 
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have zero real parts. Thus the stability of these solutions cannot be 
determined by considering only first powers of the small perturbations 
from equilibrium. Liapounoff-*2 has shown in such cases that higher 
order terms of the perturbations must be included to determine the 
stability. However, a physical interpretation of the problem can be 
given from observations of experimental responses. The failure of the 
first approximation stability analysis apparently indicates that the 
phases will not return to their unperturbed equilibrium conditions and 
that the amplitudes will not decay to zero with time. That is, the 
phases of <t>, and <t>2 are not independently fixed and if the circuit con-
ditions are changed the frequencies co and co will change also. 
From equation (226), since K < 0 and the coefficient of X 2 is 




as - cxr 
2 2 
CD - CO 
1 
D > R o> ai C . (229) 
1 2 o 
and 
0 < -
r 2 „ 2 
1 ° i 2 o2^ 
— K - o2) ± -
L CJl? V-^ 
\CDp2 - co2 
K 2 " 
•L* * # • 




- « 1 
(230) 
The formal existence proof will not be completed by the expansion of the 
Jacobian at the equilibrium point. It suffices to say that for proper 
tuning of the network of Figure Zk pairs of irrational frequency 
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components are experimentally observed if the driving current is suffi-
ciently large. 
A physical interpretation of this "irrational response" with 
to = to + to is obtainable from a study of equations (219) and (220). 
Let it be assumed that small noise or transient voltages exist at the 
frequencies to and to*. Then the charge component at to. will beat against 
the forced response at to to produce a component at to-. Now if the 
existence conditions on tuning and driving current for X ^ 0 and X £ 0 
are satisfied, the modulation product at o>2 has a greater amplitude than 
the original noise or transient amplittsie. This larger component at o>p 
will now beat against the response at to to produce a larger response at 
to,. The process is cumulative until X. and X build up to their equili-
brium conditions given by (223), (22U), (226). Thus this class of re-
sponse is essentially a self modulation process in which an power is 
drawn from the exciting source. 
Similar "irrational responses" are possible for other relations 
between the frequencies of the responses and the exciting frequency. 
Assume that the nonlinear capacitor has a voltage-charge characteristic 
for which the highest term of its polynomial approximation is 
Nr*-
If ax. + o>2 • (n - l)to, the term of the second approximation which repre-
sents energy transfer from the harmonic response at co to the response at 
co,, within a constant multiplier, is 
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c o 
1 , (w + o 
y 0 
+ (n - l)w Q ' 
0 
- 2 
nD , r 
\n - I , \ n - 1 I n - 1 
*0 + yo) (y1*w1)«— L
vo 
(231) 
| w ~~ 
C 
o 
n - 2 y + + (n - l)w y 
o ° o 
•c'lw 
Now y1 and wn contain harmonic response terms proportional to I sin B. 
Expansion of the above relation would give the cross modulation terms 
showing energy interchange "between to , to and co. However, since w = 
X, sin y_ > y = Xp sin ̂ p, all terms of the above would contain powers 
of X or Xp higher than the first. Since the resistive loss terms vary 
as the first power of X. or X , it follows that as X and X^ approach 
zero together there is a point at which sufficient energy is no longer 
transferred from the driving force to sustain the X-, X response. Thus 
in the circuit of two degrees of freedom of Figure 3^ "irrational re-
sponses" cannot build up from rest, for excitation of order € , with 
co + co = (n - l)co, and n greater than 2. This does not prohibit their 
existence but does say if they exist a transient excitation is necessary. 
The case of n m 2 was analyzed in detail above. The limitation on exci-
tation magnitude is necessary since the analysis of this section has 
assumed a small excitation. With large driving forces it is possible 
for cross modulation terms co + to and o> + co to appear in the first appro-
ximation. 
The fact that con + cog must be equal to co, for these "irrational 
responses" to build up, has been experimentally verified. For circuits 
of the form of Figure 3^ driven by a 6SJ7 tube with a current I = 10 
milliamperes, it was easy to demonstrate irrational frequency responses 
if to, + CDP s (0, but no irrational responses were observed if ax^ + <o 
* o>(n - l) with n greater than 2. 
It is possible to obtain irrational responses, which build up 
from rest with CD + a> = (n - l)oi, n > 2, in circuits of three degrees 
of freedom, provided the third resonance occurs near the exciting fre-
quency. In such circuits it is assumed that one resonant frequency 
falls near the excitation frequency <o and the others n and n near 
o> and to , where co, + a> = (n - 1)OJ . These circuits then possess solu-
tions whose zeroth approximations are of the form 
x = X sin(ojt + • 0 ) , x- = X^ sin(a> t + 4^), 
x^ » X^sin(a>2t + *2) 
Then a cross modulation term of the form 
nDnXo
n " 3- [sin* " 1(<ot + «Q) ](x1 + x2) 
will occur. That is, the (n - l)-th harmonic of <a vill beat against X. 
sin(co t +. <t> ) and X sin (to t + <i> ) to produce modulation products at 
the frequencies ov> and ax.. Wow since X does not approach zero 
with X, and Xp, it follows that the modulation cross products vanish as 
the first power of X and Xr>. The circuit loss terms are also propor-
tional to the first powers of X. and X . Thus the circuit loss terms 
can remain less than the cross modulation terms as X and X approach 
zero together, and "irrational responses" can be made to build up from 
rest in triply resonant circuits with OL + o)p = (n - l)o). These 
"irrational solutions" will occur, of course, only for proper tuning, 
current input, and nonlinearity. 
i8o 
This section thus far has treated irrational responses that occur 
when the sum of ax. and co2 equals some harmonic of the excitation fre-
quency co. The response, when the difference of CJD and co equals co or 
a harmonic thereof, is treated below. If.rv, --Tip is approximately equal 
to co and X,, Xp are small so that terms involving their second and higher 
powers are negligible, it can be shown for the circuit of Figure 5^ that 
w o 
* x ^ i n f o ^ t + * x ) , yo = X2sin(a>2t + * 2 ) 
and 
K*2 " *1) I<K9 - V 
v = - - > s i n 9, 7 = ' * s in 6 
. e C ^ - a) ) e ( o > 2 - co ) 
2 
The equations which define the solutions to an order of e are 
-\2 2 
3 w co co o> 
+ _ V 2 _ 2 A 2 - _ c o s ( - l e + , i ) 
o 9 co co co -
+ 2<£-^ Xx s i n A © + O 
CO CO 
(232) 
1 2 2 co 
co e co 
R K X co co 
€ CO L , CO 
2 ur2 D 
28, r
 ( W 0 + y o ^ W l + y l > €0) Lx Co 
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2 + z . _ 2 B 2 c o s ( _£ e + rf } ( 2 3 3 ) 
d9 CO CO 
• 21 ! ^ s i n$ • • i > « i <*2
2 W>«*&e + ^ 
4 co e^co 
R K- » 0 X9 au 2 K D 
Mr1 cos(iG+ ^H 2 2 : : ( w o + y 0
) ( w i + ^ e co L, e co L.C 
Since co, - co? is assumed equal co, the equilibrium conditions 
which determine X_, X? become 
D L I r L -
o . , h ̂  - ̂ [ 4 3 - ̂ j H * - v <**> 
D x, i r K„ -*L 0 - R X ^ * - , r^T—2 - 4 ^ 1 cos^ " V ' C235) 
L c o ? - c o co, - co J 
There is no value of cos(JZl - 02) for which these conditions are simul-
taneously satisfied. Thus it is concluded that irrational responses do 
not exist in circuits of two degrees of freedom if co. - co • co. A simi-
lar proof could be given to show that such responses do not occur in 
circuits of three degrees of freedom if ox. - <a? equals a harmonic of the 
excitation frequency* 
This section has shown analytically that pairs of charge com-
ponents with frequencies co. and co_ can exist and build up from rest in 
doubly resonant circuits ifn.- +-^-9 is approximately equal to cô  or 
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they can exist in triply resonant circuits if 1 , * -TX = na> and one 
resonant frequency is near o>* No such responses exist if the difference 
ofn ., and fl. is near co or a harmonic thereof* 
The circuit of Figure 35> was used experimentally to investigate 
the property of the irrational solutions that occur when co. + a>p * ». 
Figure 36 shows oscilloscope pictures of waveforms of the voltage ob-
served across C with the circuit above for two values of e • An elec-
s 
tronic switch was used to display the input signal e as the upper trace* 
s 
In each case the oscilloscope sweep was synchronized at the frequency of 
e * The plate network was resonant at Ij. and 16 KC, and the input fre-
s 
quency was 20 KC. Figure 36 A shows that with e * 3»0 volts there exist 
s 
stable subharmonics at l/5 and k/$ the driving frequency* In Figure 36 B 
with e * 2*0 the response frequencies are irrational* 
The plate network of Figure 3$ was retuned to resonate at 3»3 and 
7*7 kilocycles to avoid subharmonic responses with an exciting of 11 kilo-
cycles* The principal amplitudes of the currents through the nonlinear 
capacitor were then measured as a function of alternating grid voltage, 
e • The results of this test are given in Table 10* The response fre-
quencies are the excitation frequency, f • 11 kc, and approximately 3*3 
and 7*7 kc which are denoted f- and f respectively* The frequency f.. 
changed by approximately 9 cycles between the lowest and highest values 
of e . 
s 
The amplitudes of the currents at f_ and f? are plotted as a 
function of e in Figure 37* It is noted that the ratios of these 
s 
current amplitudes are approximately constant as predicted by the analysis* 
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FIG. 35. DOUBLY RESONANT EXPERIMENTAL CIRCUIT 
Table 10. Irrational Response of Figure 35 Circuit 
f - l ike, fx - 7o7kc, fg - 3»3kc, 1^ * 179mh, L2 - lOlunh, 86°F 
V « I R in nos volts c c 
e s VP 
at co at c©2 at co, at co at co 
l.h5 0 0 .030 .085 
1.50 .0015 .OOltf .031 .088 
1.60 .00U2 .0122 .0325 .09U 
1.80 •0078 .023 
•03U 
.036 .108 
2.0 .0118 .oho .118 
2.2 .Olid* .0U3 *m .127 2.U .017 .053 .0148 .137 
2.6 .020 .060 •053 •1U7 
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If a second audio oscillator whose frequency is near -f̂ a/is 
applied to the grid of the tube-control in Figure 3£, it is 
possible to cause the frequency of the capacitor current at f~ to syn-
chronize with this oscillator frequency. That is, irrational frequencies 
can be synchronized with the frequency of small injected signals as in 
free running oscillator circuits. This fact suggests that it is possible 
to utilize these irrational responses to make subharmonics of high 
order self starting. In the next section this possibility is studied 
in detail. 
Subharmonics of Third and Higher Orders in Doubly Resonant Circuits 
In this section the properties of subharmonics of greater than 
second order will be studied* In particular, the conditions are derived 
under which the irrational responses of the previous section can be used 
to cause a subharmonic to build up from rest. Consideration is given to 
the determination of conditions under which a circuit possesses a stable 
pair of subharmonic frequencies or a pair of incommensurate frequencies. 
For convenience this section deals only with a network with two resonant 
frequencies as shown in Figure 3k. 
General subharmonic initiation conditions.—In the previous sec-
tion of this chapter it was shown that circuits with resonant frequencies 
-O... and-Q-~ could possess a response that builds up from rest, provided 
CI -i +-H. p is approximately equal to the excitation frequency. Experimen-
tally it can easily be shown that such responses are possible whether or 
nor/2 .. is near a subharmonic of t o . Analysis of such responses by any 
of the methods of Chapter II necessitates that the frequencies of the 
response be either subharmonic or well removed from the tuning condition 
for subharmonic resonance* This is a limitation of analysis, and it is 
not a physical limitation on circuit performance. The analytical diffi-
culty exists because in each method of solution of quasilinear differen-
tial equations the solution is made periodic by equating to zero all 
terms, including losses, of its right hand side which occur at the 
natural frequency of the lossless circuit. Thus, if a circuit possesses 
responses at frequenciesHr,-A? which are nearly but not exactly sub-
harmonics, these terms would form combination frequencies that would 
differ fromjT.., and A - ^T small quantities. If an analytical solution 
of such a problem is attempted, the response at SI ^ andn - could be 
periodic, but there would be terms whose frequencies differ slightly 
fromJO.-, and CI „ • These terms would have amplitudes which approach 
infinity as their frequencies approach XL. orn.^. This difficulty 
can be easily seen from equation (210) of the irrational analysis, 
if one lets SXm approach either four-Tip or the excitation frequency 
U) • This type of limitation of presently available analysis is com-
monly encountered, and is referred to as the problem of small divisors. 
This limitation prevents general analytical solution of quasilinear 
circuits which are driven by generators whose frequencies are unrelated; ' 
Thus, the methods of analytical approximation fail to yield meaningful 
results when there exist in the solution two or more combination- or 
response-frequencies which differ by a small quantity, 
The experimentally proved existence of irrational solutions 
even near a subharmonic resonance suggests that if such a response is 
allowed to build up to equilibrium it can become synchronized at a 
subharmonic of the exciting frequency. That is, if the network is 
tuned to favor subharmonic resonance, as the response builds up from 
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rest, the nonlinearity will produce combination frequencies or modula-
tion products which will tend to cause the response to ŝynchronize at a 
subharmonic of the exciting frequency. That this can occur is shown by 
Figures 36 A, B, of the previous section, which show that either ir-
rational or subharmonic responses can be obtained as the driving voltage 
amplitude is varied. Such a synchronization is similar to the subhar-
monic synchronization of free running oscillators which lias been studied 
by Cohen^ ' and others, 
Now if irrational solutions can be made to build up from rest 
conditions and these become stable subharmonics upon reaching equilib-
rium, this process can be made to render high order subharmonics self 
starting. This is the principle behind Manley's patent • It is em-
phasized that as the response starts to build up it may or may not be 
subharmonic, A study of subharmonic response in circuits of two degrees 
of freedom then divides into two parts. One part investigates the con-
dition under which a response will build up. The other determines 
whether such a response is subharmonic, that is synchronized, or irra-
tional. The remainder of this paragraph will deal with the conditions 
under which a response near the subharmonic is excited from rest. It 
is well to note that since this section is limited to circuits of two 
degrees of freedom only the second order curvature is used to excite 
the response from rest but the non-linear characteristic must have a 
term which varies as q if a stable nth order subharmonic is to exist. 
Thus circuits of three degrees of freedom in which-O., + n = (n - \)i*J 
would be more apt to have a stable subharmonic of order n, if any 
response at_Q. ..is excited, since the same degree of non-linearity of 
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the characteristic is necessary for excitation and synchronization. The 
circuit of two degrees of freedom favors easier excitation conditions 
and it is simpler. These are the reasons it is treated in detail here. 
Conditions under which a response near a subharmonic of order n 
can build up from rest in the circuit of Figure 3^ can he derived from 
the irrational solutions of the previous paragraph. Due to the "problem 
of small divisors," it is necessary to assume that the frequencies ax. 
and a) are subharmonic. It is clear that often this will not be true. 
2 ' 
but ox. and o>p will differ only slightly from subharmonic so that initi-
ation conditions for responses near these subharmonics can be derived 
on the assumption that these are subharmonic. It is assumed that O, is 
near (n - 1)— and Q~ is near — . The subharmonic frequencies are OJ- = 
- and IIL • (n - 1) 2 , since ox + oi = o>. It is also assumed that 3C 
and X are small, which is certainly true near their threshold, so that 
only the terms containing first powers of X, and Xo need be retained. 
The characteristic of the nonlinear capacitor is assumed to be 






is of order e, and all higher coefficients are assumed of order e . 
o 
Then if the losses and detuning are of order e , the Kryloff second 
approximation analysis as used in the previous section gives the 
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conditions which define X,, X~, $ - , gL for small non-sero X,, X«, as 
dX] 
"dt" 
K2RX1 nDIK2X2 K 3 - K l 
2L 1 2(n - 1)^LC 1 1 - i 1 oU 7 
K2 - Kx 
1 - (1 - i ) 2 x n 
sos (j?L + 0O) = 0 (236) 
d02 
"dt" 
= , .. s L? 
2(n - I j j ; 
( 1 - i )
2 - X l 
n' a
 a 
^ " 2(n -
nDIK2X2 K3 - K, 
^ V i ex . L i - n 
K2 "* K l 
1 - (1 - - ) 2 
sin ( ^ + 02) = 0 (237) 
dX2 RK3X2 nDIK3X1 I X - Kn Krt - K 
dt" 2 L 1 2o?L1C( 
X 2 ^ "I 
-2 -i - - S ± — 1 cos (jl + /« ) = 0 (238) 
L i - ^ i . ( i . I ^ J 
djZ^2 
"dt" = -!L[T-41 
nDK-IX^ 
KM3] a n o ^ i ^ : 
IU - x, 
x, 
K3 ~ K l 
i-h 
n 
1 -. f\ _ i 2 
sin &! + $2) = 0 (239) 
These equations possess a simultaneous solution only if aero detuning 
e x i s t s , so t h a t - ^ 0 =co0 = i ^ a n d n 0 = & ~~U?n = &/ (1 - i ) . This i s 
c c n £ i n 
a result of the fact that for X, and X2 very small there is no assurance 
that the solution is subharmonic and not irrational. 
For the zero detuning, cos ($, + jZL) is unity and the equilibrium 
conditions reduce to 
nDTT, 
0 = RX1 -
K3 " K l K 2 -





0 = R52 -
&A 
o *-
K3 " K l K2 - Kx 
- 4 n i - ( i - i ) 2 j 
(21(1) 
These are sa t i s f i ed i f 
2 2 2 




K2 - K x 
i - a - K 
(21(2) 
p 
If R is less than the quantity on the right hand side of (2^1)» X-, and 
X ? may not be zero. The response can then build up from the rest condi-
tion X-, = X« = 0. Thus re$j 
build up from rest provided 
. sponses at frequencies near - and (n - I)— can 
u> 1x2... 2 \-SX\ and ( l - ± ) ^ SL 
are both very small and 
nDI 
(n - lWV 




l - (l - i ) 2 v n ' 
> H (21(3) 
This analysis does not yield a measure of the detuning allowable. The 
relations above thus allow one to determine if it is possible with a 
given loss and nonlinearity to excite a response near the n-th subhar-
monic frequency. 
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The problem of determining if a solution leads to irrational or 
subharmonic frequencies could be investigated by studying the conditions 
under which a solution computed under the assumption that it is a sub-
harmonic is stable* If the solution has a stable phase, it is a sub-
harmonic. Otherwise the solution is either completely unstable or an 
irrational solution. If the X,, X?, 01, 0? which satisfy the equilib-
rium conditions 
Xx m P1(X1, X2, #1$ 02) = 0 
X2 = P2(X1, X2, J^, 02) a 0 
(2W0 
K = S1(X1> V *L» *2> = ° 
K = S2(X1> X 2 ' h> *2> = ° 
are perturbed by the small quantities oi •,, o(2> *) v 1 ?» "^
he f i r s t 
order variational equations are 
d « 1 i ? x i P 1 ^ ^ P 2 
~ -5V*i+ Jxfz + Trx 1 1
+ 5 ^ 1 2 
d * 2 3 P 2 ^ p 2 $ p , ^p„ 
dt Zx X }t *t ( 1 } f j ' 2 
d0. i s . ^S., ^S. 3S. 
IT -^^+^+lt1 l + ̂ '12 
d0 2 *
 s 2 ^ 5 S2 ^ S2 ^ S2 
— = ^ ; 0 < i + ^ ; O C 2 + j j 1 ^
+ r ^ i 2 • 
(215) 
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The p a r t i a l der ivat ives are evaluated a t the equilibrium values of 
X,, Xp, $ , , jZL. S t ab i l i t y proper t ies are determined from the roots of 
). P x ^?x ^ P 1 ^ P 2 
T5^~ p "W2 ~SJ^ J ^ 
>X1 ^X2 ^ "5^ 
^)S1 i s 1 i s 1 >sx 
^Xx >X2 Jij^ >02 
^ S2 d Sp aSp aSp 
WMMMtMM* MMMMMW MMM^MM* M M H M I I 
^xx ^x2 i ^ c)02 
- p 
= 0 (2W) 
A solution is then subharmonic, irrational, or completely unstable as 
the real parts of the roots of the characteristic determinant are nega-
tive, zero, or positive. In order that a solution be irrational, one 
root must have zero real part for a range of input voltage or frequency, 
This follows since any solution will have at least a single point for 
which the root has zero real part corresponding to the transition from 
stable to unstable conditions, 
The equilibrium equations (2kk) for circuits of two degrees of 
freedom can be found by the Kryloff second approximation. Unfortunately 
these conditions are of such algebraic complexity, for third or higher 
order subharmonics, that solutions can be calculated only numerically, 
Since the stability conditions require a knowledge of the equilibrium 
values of X-, Xp, jZL, jZL, the ranges of input voltages and frequencies 
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over which the solution is a stable subharmonic can be obtained by the 
analytical approximation methods only by repeated calculations. The 
next paragraph gives some experimental results for third and higher 
order circuits, 
Third and higher order subharmonics.—The circuit of Figure 35>, 
with the ET61 NO, 3 Capacitor as C,, K and E of 2^0, and Ert of -5 
1 D C2 ^ 
volts, was used to generate subharmonics of third and higher orders. 
In each set of tests L., and L« were varied to resonate the plate net-
work at angular frequencies XV, and-Tip which are approximately ra-
tional fractions of the driving frequency 0 and such that-fTp —W —Cl . 
Initial tuning was accomplished by varying L-, and Lp to maximise the 
ac plate voltage with the input signal at firstfip and thenCX,. The 
final tuning in each case was varied slightly to maximize the range 
over which the subharmonic was stable. It was found possible in the 
case of third and fourth subharmonics to tune the network so that only 
the stable subharmonics appeared. That is, in these cases the ranges 
of input drive and frequency, over which the solutions were stable, 
were equal to the ranges over which any response could build up from 
rest. Thus no irrational solutions were observed for these tuning 
conditions. 
Amplitude response and tuning data were taken with the plate 
1 2 
network resonating at about 4 and 8 kc, or ~ and <* the driving fre-
quency of 12 kc. The measurements of circuit response under detuned 
conditions were made by varying the exciting frequency about its ref-
erence value of 12 kc. Thus the frequency deviation from the sum of 
the two resonant frequencies is h F = f - 12,000. Capacitor currents 
and voltages at the frequencies of 12, 8 and 4 kilocycles were measured 
for various amplitudes of 12 kc grid voltage for the zero detuning con-
dition, The results of these measurements are given in Table 11. 
Figure 3$ is a plot of capacitor current at k and 8 kc as a function of 
alternating grid voltage. Figure 39 gives curves of capacitor current 
as a function ofA F for a constant grid voltage of 3 volts rms. 
The simple subharmonics of orders third, fourth, and up to the 
tenth were generated in the above circuit. In each case a response was 
made to build up from rest by tuning the network so that the sum of its 
two resonant frequencies was approximately equal to the exciting fre-
quency. Thus the fourth order subliarmonic of a 16 kilocycle excitation 
was obtained with the network resonant at k and 12 kilocycles. For 
this particular tuning condition, the response, for a 3.8 volt rms grid 
voltage, was a stable subharmonic for frequency deviations from 16 kc 
between + 26 and - 320 cycles. Outside this frequency interval irra-
tional frequencies exist for frequency deviations from 16 kc for varia-
tions between + llU and - 922 cycles; beyond these points only the 
16 kc harmonic response was observed. The fifth subharmonic with a 
[{.-volt grid voltage at 20 kc was stable over a frequency range of less 
than 100 cycles variation of the exciting frequency. An irrational 
response existed for frequency deviations from 20 kc from + 35>0 to 
- 600 cps. As the subharmonic order n increases, the higher resonant 
frequency-TL, approaches the excitation frequency, since -O = u) ^ 
^ I2 = a J^"'"~n^* "^ w a s ^served that as the subharmonic order in-
creased, the input voltage and frequency range over which stable sub-
harmonics exist became very small. However, it is easier to excite a 
response as -fl -. approaches to and irrational responses exist for wide 
ranges of input grid voltage and frequency. A subharmonic of 
196 
Table 11. Third Order Subharmonic Response 
f = 12 kc, f = 8 kc, f2 = 4 kc 
Circuit of Figure 35 
e s 
I - ma c Voltage across c. 
a t v w 2/3 w v/3 w 2/3 w v/3 
2.07 7-9 0 58.6 0 0 
2.15 8.4 2.7 2.0 61.O 28.6 45.1 
2.50 9.5 4.7 3.7 69.7 50.8 85.0 
3.00 11.4 7.6 5.5 79.^ 85.8 126 
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seventeenth order, CO -y = -yj9 was the highest frequency division obtained. 
This response Yfas very marginally stable, 
It is noted that sub harmonics other than simple fractions can be 
excited for proper tuning conditions of the network. That is, subhar-
monies of frequency — U> can be excited with r and s integers greater than 
one. Such responses, of course, exist in pairs because of the network 
tuning condition 0) .. = UJ - u}^* Some of these rational fraction re-
sponses observed were 3 and 7 kc with a 10 kc excitation, 2 and 5 kc 
with 7 kc excitation, and h and 7 kc with 11 kc excitation. Yfith the 
circuit of Figure 35 it was possible to generate with a 10 kc exciting 
frequency the following pairs of frequencies: 1, 9 kc; 2, 8kc; 3, 1; 
k9 6 and 5, 10 kcs. Thus by merely retiming the network all sub har-
monics of 10 kc which are multiples of 1 kc can be obtained. 
Figures 1}.0A through I4OH are oscilloscope pictures of the wave-
form of plate voltage for subharmonics of the third through the tenth 
orders. In each case where two traces occur the upper trace is the 
driving voltage. The two traces were obtained by using a two-channel 
electronic switch. Figures I4.IA through 1;1C show waveforms of the 
3 7 2 7 rational fractional subharmonics whose frequencies are ̂ g, -ŷ , *, ^, 
2 3 
•r T of "tne excitation frequency. Figures 1±1D through I4.IH show wave-
forms of subharmonics whose frequencies are rational fractions of the 
I excitation frequency and whose some equals the second harmonic of the 
excitation, or CO ^ +00^ = 2*4/ . These waveforms were obtained with a 
relatively high current from a 6SJ7 tube. 
A triply resonant circuit was used as a plate network for the 
6SJ7 tube. Figure Lj.ll whows the waveform observed when the circuit 
was tuned to 8, 5, and 3 kilocycles and driven from a 16 kc audio 
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oscillator. This waveform contains frequencies which are *, -*4, and -yr 
of that of the excitation. In this case the second subharmonic is used 
to cause the two lower-frequency components to build up from rest, 
since (j) , = U)~ + CO ̂ « This is one example of the classes of responses 
possible in more complex networks. 
This section has shown experimentally that it Is possible to 
cause high-order subharmonics to be self starting. It has shown that 
if the plate network resonates at SI andjfi. which are near rational 
fractions of id, a response can build up from rest conditions. Although 
no general analysis has been given, it has been shown experimentally 
that the response is subharmonic over a range of conditions and irrational 
outside this range. However, it is possible with present ferroelectric 
dielectrics to obtain second, third or fourth order subharmonic re-
sponses without irrational frequencies occurring if the excitation 
amplitude is varied. 
Chapter 60 CONCLUSIONS 
Three analytical approximation methods, which are applicable to 
the study of subharmonic resonance, were developed in Chapter II„ The 
perturbation series and Kryloff successive approximation methods are 
capable of yielding a second or higher approximation to the solution of 
a quasilinear differential equation. The method of equivalent lineariza-
tion yields a first approximate solution for small excitation„ It was 
shown that circuits of low loss and small nonlinearity having n degrees 
of freedom can be analyzed by reduction of the circuit equations to n 
second-order quasilinear equations«, A formal method of constructing a 
second approximation to the solution of a circuit of two degrees of free-
dom is presented in the Appendix., 
The power factor and nonlinearity of a number of ceramic ferro-
electric samples were measured to determine their usefulness as non-
linear circuit elements <» Data on the three dielectrics which exhibited 
greatest nonlinearity were given in Chapter III, Several methods of 
measurement of the nonlinear characteristics of the dielectrics were 
used, including dynamic charge versus voltage hysteresis loops. In the 
most accurate method of determining the coefficients of a polynomial to 
approximate the capacitor charge voltage characteristic the amplitudes of 
the harmonic components of capacitor charge were measured when a sine wave 
of charge flowed through the capacitor„ The ET6l ferroelectric of D. M. 
Steward Company was the most useful in subharmonic circuits„ For this 
dielectric, of 0.02 inch thickness, the incremental capacity with 300 
volts bias is about one-fourth its incremental capacity at zero bias0 
Its power factor is about 0.05 when unbiasedo The voltage characteristic 
as a function of charge of nonlinear dielectrics can he approximated by 
a polynomial of charge,, The coefficients of the polynomial approximation 
vary if sizeable variations occur in the amplitude of the charge0 This 
is a result of the dependence of the dielectric on previous history. 
In Chapter IV it was shown that a second order subharmonic solu-
tion for a single degree of freedom circuit derived by the Kryloff ap-
proximation method yields a result similar to that obtained by perturbation 
series„ The results differ only as one-half the input excitation fre-
quency is unequal to the circuit resonant frequency„ A similar differ-
ence exists between third order subharmonic solutions computed by 
Duffing*s iteration method and the Kryloff approximation,, Analytically 
and experimentally it has been shown that the second subharmonic in a 
single loop circuit will build up•from rest conditions. If one-half the 
excitation frequency is less than the circuit resonant frequency, the 
current or voltage to initiate the subharmonic is greater than that re-
quired to sustain it once establishedo Single loop circuits are adequate 
to generate second subharmonics of excitation frequencies up to a few 
hundred kilocycles, and circuits with resonant input loops seem capable 
of frequency division at frequencies to perhaps 20 megacycles0 
The growth and decay behavior of single loop second subharmonics 
has been studied by observing envelope waveforms when the excitation is 
gated. Envelope waveform pictures of the subharmonic response, when the 
excitation is sinusoidally amplitude-modulated, show that if the modula-
tion frequency is sufficiently high and the subharmonic envelope is nearly 
a replica of the excitation envelope,, Envelope distortion increases as 
the modulation frequency decreases, and the subharmonic vanishes if the 
input carrier amplitude is too low or the modulation index too higho 
It is possible to analytically predict the phenomena observed in 
principal or subharmonic resonance of circuits containing ferroelectric 
capacitors. However, it is necessary to carefully restrict the range of 
variables used in experimental work to that.assumed in the analytical 
treatment. The analytical methods used herein all assume that nonlinear, 
loss and detuning terms are of the order of a power of a small parameter 
Thus to obtain a complete analytical treatment of a particular problem, 
it is necessary to analyse the special cases as each of the ±088} detuning 
and nonlinear!ty terms takes on all significant orders of the small 
parameter. That is, if it is desired to analyze m detail the second 
order subharmonic resonance of a Bingle loop circuit, a solution can, be 
derived. by the Kryloff second approximation for special cases. The 
quasilinear circuit is assumed to have a second decree nonlinearity of 
order e. Then analysis is needed for the cases where the excitation is 
o 2 2 
of order £ and £, loss of order e and £ , detuning order £ and £ ; 
2 
undesired nonlinear terms of order £ and £ , and combination thereof. 
In a specific case not all combinations need "be analyzed since usually 
some cases will yield trivial results or results obtainable IJJ deduction 
from another ca.se. The second approximation analysis of the second sub*, 
2 
harmonic with detuning of order e fails to predict a lower limit to 
the excitation frequency for which the subhrrmoni c exists. However, a 
lower limit could be calculated, if the detuning were assumed of order 
£, in a second approximation solution. 
Comparison of experimental and analytical numerical results shows 
only fair agreement between the amplitudes of the subharmonics although 
the class of behavior is satisfactorily predicted by analysis. The 
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differences between computed and measured results were in each case trace-
able to either a variable exceeding the order of e assumed in the analysis, 
or errors in tuning, or an inadequate representation of the nonlinear 
characteristic by the polynomial approximation., It was difficult -'to 
accurately tune low-loss circuits because of variations of the capacitor 
characteristic with applied voltage or charge„ Heating of the ferro-
electric dielectric causes erratic behavior near critical or transition 
points of the response,, 
A second approximation solution for excitation of the order of 
unity can be developed,, The third order subharmonic first approximation 
solution, with excitation of order unity, is derived in Chapter IV„ 
Third and higher order subharmonics can exist but will not build up from 
rest conditions in singly resonant circuits. 
It was shown in Chapter V that responses in multiple loop circuits 
can exist with frequencies which are not rational fractions of the driving 
frequency, and these response frequencies vary with excitation amplitude„ 
This class of response can be utilized to cause currents which are nearly 
subharmonic to build up from rest; under equilibrium conditions these 
may synchronize and become stable subharmonics„ Such conditions will 
generally lead to a response having a harmonic, an irrational, and a sub-
harmonic region with input signal or frequency variations. However, with 
the ET6l dielectric it was possible to generate stable third and fourth 
subharmonics, which exist over all the region where a response other than 
harmonic exists. Analytical conditions for the build-up of responses near 
subharmonic were derived. However, analysis has not yet been successful 
In determining a region over which the response Is a stable subharmonic„ 
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It is suggested that some of the approximate methods of treating synchron-
ization be considered in analyzing this problem. A solution for the sub-
harmonic of order n can be derived by the Kryloff approximation method, 
but the subharmonic amplitude can be found explicitly only numerically 
because of the algebraic complexity of the equilibrium conditions. 
Second-order subharmonics are easily excited in doubly resonant 
circuits, either voltage- or current-fed, in which one resonant frequency 
is equal to the excitation frequency and the other one-half the excitation 
frequency. If a significant third-degree curvature exists in the charac-
teristic of the nonlinear element, there exist upper and lower limits of 
excitation amplitude for which the second subharmonic exists. The second 
approximation method yields analytical relations for the existence of the 
subharmonic. These results are confirmed experimentally in Chapter V. 
Electrical networks containing ferroelectric capacitors have prop-
erties entirely analogous to networks containing saturable reactors. 
Subharmonic, irrational, and ferroresonant responses were observed. 
It is concluded that the perturbation series and Kryloff second 
approximation methods are sufficiently accurate for engineering analysis 
of ferroelectric circuits with the nonlinearity of present ceramic di-
electrics. These analytical methods satisfactorily predict and describe 
the phenomena observed and give reasonable numerical results. The ques-
tionable approximation of a hysteresis loop by a polynomial renders a 
more accurate analytical solution of dubious practical value. 
It is the opinion of this author that the successive approximation 
method Is the most useful of the analytical methods considered. In some 
problems, where a first approximation solution is sufficient and the 
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algebraic complexity great, the equivalent linearization method is pre-
ferable. In the cases analyzed in detail the Kryloff second approxima-
tion yielded results consistent with results of other analytical methods 
and seems to be more straightforward to apply than perturbation series. 
The similarity of starting conditions and responses for the non-
linear circuits discussed herein and for regenerative dividers suggests 
that these are much more closely related than is generally recognized. 
Some properties similar to those of synchronized oscillators were 
observed. It is suggested that these similarities be considered in 
further studies in order to establish a fundamental pattern and common 
properties for these nonlinear circuits. 
APPENDIX 
A method of obtaining the second approximation for a system of two 
degrees of freedom follows. Consider a pair of quasilinear second order 
differential equations in normal form given by 
H tVso f
 / / \ 2 2, ' *s 
xl + ^ Xl * € hrXl> X2> *V X 2 , J + g h ^xl* *2' ^l* X2^ 
+ 6 H sin n 9 
and 
// ^ 2 / / / / 
%2 + (•£> x2 - f g ^ ^ Xg, x ^ Xg) + ^ g2(
xi* x2* xl> *2^ 
+ € G sin n 9 9 
where h- and g_ are polynomials in x-, x„ and their derivatives. The 
primes are used to indicate differentiation with respect to 9 * a>t. 
Terms of third or higher order of £ are neglected in this second 
approxijmation. 
Solutions will be sought of the form 
Xl « w(X r Xg, 0X, 02, 9) * W Q + € wx + €
2 w2 
Xg - y(X1, Xg, 01, 02, 9 1 - y ^ e y ^ e
2 yg, 
where w , w., ; , y2 are dependent on the amplitudes and 
phases X,, X*, 0,, 0„ as well as the independent variable 9. Let it 
be assumed that the one resonant frequency n /2TI is near (r/s)co and 
Z r £ 
the other resonance is near r^, ^iat is, A ^ * - <a and n « - a), 
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where - and r are rational fractions for subharmonic and harmonic 
s K 
responses, but may be irrational. Then the total instantaneous phase 
angles of x, and x^ can be expressed as 
+1 • i «*+ h -19 + h 
and 
+2 * { «* + ̂2 " I 9 + h * 
Further the amplitudes X-, X- and phases 0..,, 0? will be defined as 
dX- dX- « 
a — ' - A (Xp Xg, 01, 02) - e i^ + €^ ^ 
d0, d0 * 
« — i - —± - a (X-, X^ 0a, 02) - ̂  ax + 6 o^ 
d9 dt 
oX, oXj o 
» — £ ± . B (X1, Xg, 01, 02) - € Bx + £ B2 
d9 dt 
d0„ d0 p 
« — - — « X(\> \> 0V 02) = €tfx + 6
d f2 
d9 dt 
Different iat ion of w(a,- - - 9) by the chain ru le y ie lds 
cU^ 3w J w ^ X 1 dw ^X2 i w £ 0 ^ w ^ 0 2 
d9 ^ 9 %X %9 ^X 2 ^ 9 h0 ^ 9 ^ 0 2 ^ 9 
ow A ^w B ^w a i w v> ^w 
^ 9 6)3X- a ^Xp 6) ^ 0 1 0) ^ 0 2 
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A(^I)+JL(^I) lh + -k-(^±) if* 
^ 9 ^ d 9 ' %X1 ^ d9 ' i 9 bx2 * d9 ' ^9 
+ JL(^) Ih + A . (^l) ?*A 
^ 0 ' d 9 ' 5 9 ^ 0 2 ^ 0 9 ^ 9 
i ^w * 2 w A ^ 2 w B ^ 2 w o S 2 w 
J 9 2 w ^ 9 & X 1 oj ^ 9 ^ X g to S o i ^ <a ^ 9 ^ 0 2 
A / £ 2w A i 2 w 1 ^ w ^ A B h 2w 1 ^ w 3 
-
B 
^ } L ^ e a> hr2 u ^ L k , » ^ X n i x o a ^ X„ d *1' % 1 J l 1 2 *2 ~1 
a ^ 2w l i w J o Y ^ w 1 £ w ^ y \ 
eg i x i ^ 0 1 » i 0 1 ^XX w i x i ^ 0 2 to <^02 ^ X ^ 
B / J 2w A 5 2W l 3 w ^ A 2 B i
 2w l i w 
a W X ^ e to ^X1^X2 to S x i J x 2 to ^X 2
2 w h 
^B 
2 ^ 
a d l ^ w ^ a ^ 5 2 w l ^ J w ^ y 
+ + — _ — + ^ _̂  + ^— 
a hlL^t^ to d 0 1 <Jx2 » d X 2 ^ 0 2 to ^ 0 2 ^ X 
) 
a / ^ 2 w A S 2 w 1 Sw ^ A , B 
+ - I -r + — + - + — 
<o ^ 0 0 d 9 tod 0-,^3L to a X., a 0 , to 
^ 2 w 1 ^ w ^ B 2 W 
^ 0 ^ 9 £ 0 ^ 0 - ^ i x x % 1 t  } 0 X ^ X 2 c o ^ X 2 i 0 1 
+ — 
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a i2w l i w ) a tf i2w l J w J / \ 
I- ; 77 + : : + - ; + - T ; J 
to ̂ 0 2
2 61 ^01 i01 61 ^0^02 01 ^02 }01 
X f £2v A J 2w 1 ^ w J j ^ B 3 2w 
: r- + r -r + — •: 
« \ ^0 2^9 a ^ ^ » ^ X x ^ 0 2 aj ̂ 0 2^X, 
1 5w ^ B a ^ w 1 iw ^CT v/ a w 
•!• — — — — _ ^ _ 4. __ _ _ _ _ _ _ 4. __ _ . _ _____ -f. -
6i Ux 2 ^02 6) i ^ ! * ^ 6) h01 i>0 to ^ 0
 2 
+ — 
1 a* ^ 
61 ̂ 0O 5 X J 
Now the expansions of m, A, B, a and 0 in powers of tr are to be 
substituted into these equations, and the resulting x,, x, , x-. equations 
substituted into the original differential equation for x,• if these 
steps are carried out the second order differential equation for x, 
contains powers of € on each side of the equality. If the coefficients 
of equal powers of € of the right and left hand sides are equated, 
there results a system of second order linear differential equations for 
the zeroth, first and second approximations w , w. and w„. Since the 
zeroth approximation for x, is 
wo - X__ sin (f 9 + 0J) , 
then 
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Ihe d i f f e r en t i a l equations, which define the solution to the zeroth, 
f i r s t and second approximations, are 
de2 
. . 2 
+ ( - ) wo = 0 
( ; ) \ 
« H s in n 9 + h L 7 lis ih) 
A ^% .gi *S> 
w 5o^x. tu 3 9 2 ^ 
"57 
/ \ 2 
^9^3L o ^ 9 ^ X , ieil^ 
-2-1 
a9 ^ ^ °1 ^ Wl ^ 1 " Wl 
- 2— 
<̂  9<50- 6i « 9 ^ 0 , 
- 2-
tt ^ 9^0r 
A 1 ^ w o ^ S
2 w 0 i w Q lo1 AC m v + a. ) *h*h L * X M *^>*i 
.fife iii + ̂ ° l i \ . Xifhs. lh • ii° i i \ 
"uM^Xj Sx2
 + ^ ^ X g ' " X l ^ ^jzl2
 + ^ ^ ^ 2 ' 
. *s/1-Ai. + *
w° i i i + „ i i + H H^ 
+ h2lwoj v T~» T ~ - ; + \— 
^ ° a e 4Q' ax]L 






(^i + ̂  . ^ 2 + S 2J>Y i!ij+ *
yi + !i ^1° + *i K) 
i j e ^ h x 2 i ^ / £x ' i "5e" en ^Xg a> ^ * ' 2 
0 "0 
In the las t equation 
] 
1 0 
denotes the derivative of the function h-, (x,, x^j x,, x ; with respect to 
' * W o ^ y o 
xn, evaluated at the point wn, y . N —^— . 
i u o <9e a e 
The equations for y , y,, yp, the successive approximations to Xp, 
are similarly found to "be 2 2 
I * (f) r. • • 
i 
T^2 
JJT * t r ; yx = 0 ^n ne + g ^ , ^ ^ , ^ - a - j ^ -
- 2 J l ^ 
2 
^ ^2 + / / )
2 \ * \ B2 ^yo Bl * \ 
Z e2 * W y2 := " 2 ~ 575^ " 2 ~ 3T^3^ " 2 ^ i ê Xg 
. a £± f% - 2 ^ ^ - 2 — fe M ilo * Bi 
0) <J 6 ^ ^ 2 * ' 9^*1 co ^ ecJ* " ^ \ 3X <ix 
+ ay0<Jii\ 
^ * 2 ^ X ^ 
Viisi^ + / ±1° , ^
yo j y i 
"u
2Ux2 ^
 x <*x2^2 ' <^02 <ix2 
) 
3t fiis i ^ + iZs lfi \ 
a 2 ^ ^ o ^ o j j / 
V B *^« , ^ o ^
B l , V i Z o ^ ^ 
TA1**,**, ox, ix, * H 2 H H 
<V V IT' T7) 
3g-
g. 
^ g l | 
9̂  a*j x ^ x 9 * 
J0 ^ ' 0 
0 
1 
w, A-. ^ w a. ^ w I 
JL + J = _ 2 + JL 2 
9 w ^ x l « ^^iJ 
g l ^ y ol ^ 
to ^ 9 J 
A l i Bl ^yc 
3 9 a) ^ X, 
The quantities A_, A£, B , B2, a , a2, ¥* and Jf „ are determined 
from the above differential equations. That is^ these quantities are so 
selected that terms of the right-hand side at the angular frequencies 
r •& 
- o> and r- 6i vanish in the w and y equations respectively. Thus these 
S K 
parameters are defined by the conditions that y , y, , y„, w , w_ and w„ 
be periodic and bounded in time. Once the parameters A, - - - ? are 
known they can be substituted into their corresponding first order 
differential equations. The equilibrium conditions of this set of four 
first order equations determine the values of X,, L , 1 and 0~ which 
satisfy the original pair of differential equations to the second order 
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of € . 
This general second approximation analysis will not be carried 
further at this time due to its algebraic complexity, A second approxi-
mation solution to a system of two degrees of freedom is developed in 
tiie section of Chapter V on irrational solutions, 
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