For a prestarlike function f of nonnegative order α, 0 ≤ α < 1, and a close-to-convex function zg of order α, the convolution g * f is shown to be zero-free in the open unit disk. The result can be applied to a wide spectrum of interesting approximants, including those involving the Cesàro means and Jacobi polynomials. If zg is also prestarlike, then the range of g * f is shown to be contained in a sector with opening angle strictly less than 2π .
Introduction
Let A be the class of analytic functions f (z) = z + ∞ n= a n z n in the unit disk D = {z : |z| < } of the complex plane, and let S be its subclass consisting of univalent functions. For μ < , let S * (μ) and C(μ) be the subclasses of A consisting respectively of starlike and convex functions of order μ defined analytically by f ∈ S * (μ) ⇔ Re zf (z) f (z) > μ, and f ∈ C(μ) ⇔ Re  + zf (z) f (z) > μ. 
where N is the set of positive integers. Here (a) k denotes the Pochhammer symbol given by (a)  =  and (a)
The works of [, ] elucidated the geometric properties of the Cesàro polynomial. A function f is said to be zero-free in D if f (z) =  for all z ∈ D. The outer functions, which play an important role in the theory of H p spaces, are functions of the form For prestarlike (and convex) functions f , the present work finds approximants derived from the convolution between f and g, where zg are close-to-convex of nonnegative order. This general result can be widely applied to include a range of interesting polynomial approximants, and thus connects with the earlier works by [, , ]. Section  gives examples of such applications. If zg is also prestarlike, then the range of g * f is shown to be contained in a sector with opening angle strictly less than π .
The following two results will be required.
For  ≤ α < , let P(α) denote the class of all analytic functions p defined in D satisfying p() =  and Re p(z) > α. Also simply denote by P := P(). The result in [, Theorem ., p.] can be expressed in the following form.
Proof It is sufficient to show that g * f is a product of two zero-free functions in D. Rewrite z(g * f )(z) as
Therefore, the expression on the right side of () can be written as
Since f ∈ R α , and h ∈ S * (α), Lemma . yields a p  ∈ P such that
Therefore, () implies that
It also follows from Lemma .
Re p  (z) > , () implies that g * f is a product of two zero-free functions, and, hence, it is also zero-free in D.
Lewis [] proved that zσ β n ∈ K for β ≥ . Since R  = C, Theorem . readily yields the following result on the Cesàro means of the derivative of convex functions.
Examples of approximants
For applications of Theorem ., this section looks at several interesting examples of approximants. For β ≥  and α ∈ [, ), define the polynomial
where
The function zh is known to be extremal (see [] ) for many problems in the class C(α).
The following result on Cesàro means for convex function of nonnegative order will be required. http://www.journalofinequalitiesandapplications.com/content/2013/1/401
Proof We show that zG α,β ∈ K(α). It follows from () that
Since
Alexander's theorem implies that τ α ∈ C(α), and hence Lemma . yields zG α,β ∈ K(α). From Theorem ., we deduce that G α,β * f is zerofree in D. 
Remark . For α = /, simple computations show that (G
The following result is evident from Lemma . and Theorem ., and the details are therefore omitted. 
This is Ruscheweyh result [, Theorem , p.], obtained in his work on the extension of the classical Kakeya-Eneström theorem. For α > /, Corollary . asserts more. If now
Thus, the approximant is zero-free in D in spite of the fact that f may not be univalent (see Lemma .(iv)).
Here  F  is the Gaussian hypergeometric function [] . Consider now the polynomial
A computation gives (zQ n,α ) = q α n , and, thus, zQ n,α ∈ K(α), α ≤ /. The following result is now easily derived from Theorem .. 
is an approximant to the outer function f . Thus, outer functions could also have zero-free non-polynomial approximants.
The following result on the prestarlikeness of functions, connected to the Gaussian hypergeometric function, will be required to prove the next theorem. 
