Abstract. In his 1983 invited lecture at the International Congress of Mathematics, Roger Brockett proposed to classify finite dimensional estimation algebras. The following problem arises from the first author's classification theory of finite dimensional estimation algebras with maximal rank. Can the Hessian matrix of a homogeneous polynomial of degree 4 be decomposed in the form ∆(x)∆(x) T where ∆(x) is an anti-symmetric linear matrix (i.e., entries of ∆(x) are linear in x)? In this short note, we show that this cannot be true, in other words, the Hessian matrix is nondecomposable in this form.
Introduction
In his 1983 invited lecture at the International Congress in Mathematics, Roger Brockett [2] proposed to classify finite dimensional estimation algebras. The concept of an estimation algebra (Lie algebra) was first introduced by Brockett and Clark [3] , Brockett [1] and Mitter [10] independently. This concept plays a crucial role in the investigation of finite-dimensional nonlinear filters which are important in both commercial and military industries. Since 1990, Yau [15] , [16] has launched a program to study Brockett's problem. He first considered Wong's anti-symmetric matrix Ω = (ω ij ) [13] . He solved the Brockett's problem when Ω matrix has only constant entries. Yau's program is to show that Ω matrix must have constant entries for a finite dimensional estimation algebra. Recently Chen and Yau [4] studied the structure of quadratic forms in a finite dimensional estimation algebra. Let k be the quadratic rank of the estimation algebra and n be the dimension of the state space of the estimation algebra. They showed that the left upper corner (ω ij ), 1 ≤ i, j ≤ k, of Ω matrix is a matrix with constant coefficients. In 1997, the first and second authors and Hu showed that the lower right corner (ω ij ), k + 1 ≤ i, j ≤ n, of Ω matrix is also a matrix with constant coefficients. In fact, they proved the weak form of Hessian matrix nondecomposition theorem, i.e., the matrix equation ∆∆ T = H(η 4 ) has no nontrivial solution where ∆ = (β ij ) is an anti-symmetric linear matrix (i.e., entries are linear functions),
= 0 (cyclic condition) and η 4 is a homogeneous polynomial of degree 4. This result together with the result of [17] 
T implies ∆ = 0 and η 4 = 0.
The anti-symmetry of ∆(x) is essential in the Theorem because of the following example:
Let us write ∆(x) = A 1 x 1 + A 2 x 2 + · · · + A n x n in our Main Theorem, where A is a n × n anti-symmetric matrix with real constant coefficients. Then the equation H(η 4 )(x) = ∆(x)∆(x)
T will give us a lot of quadratic equations in A (i, j) ((i, j) entry of the matrix A .), 1 ≤ i, j, ≤ n (see (3.1) below for example). Although it is possible to prove that these quadratic equations can have only trivial solution for n ≤ 4 (see [6] , pp. 1137-1138), it has been a challenging problem to algebraic geometors whether this system of quadratic equations in A (i, j) can only admit trivial solution over R even for n = 5.
Our Main Theorem above has led us to formulate the following conjecture which may be proved by generalizing the technique developed in this paper:
T , where ∆(x) = (β ij ) 1≤i,j≤n is an anti-symmetric matrix with β ij homogeneous polynomials in x of degree l − 1, unless η 2l and ∆ are trivial, i.e., H(η 2l )(x) = ∆(x)∆(x)
T implies ∆ = 0 and η 2l = 0.
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Classification of finite dimensional estimation algebras with maximal rank
In this section, we recall some basic concepts and results from previous papers [4] [7] [14] [15] [16] . The filtering problem considered here is based on the signal observation model
in which x, v, y, and w are respectively R n , R p , R m , and R m valued processes and v and w have components that are independent, standard Brownian processes. We further assume that n = p; f, g and h are vector-valued, orthogonal matrixvalued and vector-valued C ∞ smooth functions. We shall refer to y(t) as the observation at time t. Let ρ(t, x) denote the conditional probability density of the state given the observation {y(s) : 0 ≤ s ≤ t}. It is well known (see [9] , for example) that ρ(t, x) is given by normalizing a function σ(t, x) that satisfies the following DMZ equation:
where
is the zero-degree differential operator of multiplication by h i , and σ 0 is the probability density of the initial point x 0 . Equation (2.1) is a stochastic partial differential equation. In real applications, we are interested in constructing robust state estimators from observed sample paths with some property of robustness. Davis in [8] studied this problem and proposed some robust algorithms. In our case, his basic idea reduces to defining a new unnormalized density
Davis reduced (2.2) to the following time-varying partial differential equation, which is called the robust DMZ equation: 
Definition 2.2. The estimation algebra E of a filtering problem (2.1) is defined as the Lie algebra generated by {L 0 , L 1 , . . . , L m }. E is said to be an estimation algebra with maximal rank if, for any 1 ≤ i ≤ n, there exists a constant c i such
The concept of estimation algebra was first introduced by Brockett [1] , Brockett and Clark [3] , and Mitter [10] independently. The definition of estimation algebra with maximal rank was introduced by Chiou and Yau [7] . In his 1983 invited lecture at the Internatinal Congress of Mathematics, Brockett proposed to classify finite dimensional estimation algebras. This is an important problem because as long as the estimation algebra is finite dimensional, one can use WeiNorman approach [12] to construct finite dimensional filter for (2.3) (see [15] [16] for example). In fact, it was shown in [16] 
(t).
Let Ω = (ω ij ) be a n × n matrix with
Clearly, Ω is skew symmetric. Define
The following basic results play a fundamental role in the classification of finitedimensional estimation algebras. 
For any quadratic form p ∈ Q, there exists a symmetric matrix A such that p(x) = X T AX. The rank of the quadratic form p is denoted by r(p) and is defined to be the rank of the matrix A. A fundamental quadratic form of the estimation algebra E is an element p 0 ∈ E ∩ Q with the greatest positive rank, that is, r(p 0 ) ≥ r(p) for any p ∈ E ∩ Q. The maximal rank of quadratic form in the estimation algebra E is defined to be k = r(p 0 ) and is called the quadratic rank of E.
Lemma 2.1 ([4]). If p is a quadratic form in estimation algebra E, then p is independent of x j for j > k, that is,
∂p ∂x j = 0 for k + 1 ≤ j ≤ n, where k is the quadratic rank of E.
Lemma 2.2 ([16]). (i) [XY, Z] = X[Y, Z]+[X, Z]Y , where X, Y , and Z are differential operators;
, where
Lemma 2.3 ([14]). E contains the following elements:
(
Theorem 2.3 ([4]). Suppose that E is a finite dimensional estimation algebra with maximal rank and k is the quadratic rank of E.
Then
Lemma 2.4 ([5][6]). Suppose that E is a finite dimensional estimation algebra with maximal rank. Then
(iii) η is a polynomial of degree 4. 
Lemma 2.5 ([14]). Let
where β ij is the homogenous polynomial of degree one part of ω ij .
As a corollary to our Main Theorem, we have the following result.
Theorem 2.4. Suppose that E is a finite dimensional estimation algebra with maximal rank and k is the quadratic rank of E.
Proof. (i) and (ii) are in Theorem 2.3. (iii) follows from Lemma 2.5 and our Main Theorem.
In [17] , Yau and Hu proved also that ω ij 's are constants for 1 ≤ i ≤ k or 1 ≤ j ≤ k. Therefore the classification of finite dimensional estimation algebras with maximal rank is completed according to Theorem 2.2. Theorem 2.5. Let E be a finite dimensional estimation algebra with maximal rank. Then E is a real vector space of dimension 2n + 2 with basis given by  1, x 1 , . . . , x n , D 1 , . . . , D n and L 0 .
Proof of the main theorem
Lemma 3.1. Let η 4 (x 1 , . . . , x n ) be a homogeneous polynomial of degree 4 in
T . Then
Notice that β ij is linear in x 1 , . . . , x n for 1 ≤ i, j ≤ n. This leads to
, we see that (3.1) is equivalent to (3.3).
Lemma 3.2. Let η(x) be a C
Proof. Let y = Rx where R = (r ij ) is a n × n matrix. Then by chain rule, we have
We are now ready to prove our main theorem by induction on n. For n = 1, the theorem is trivially true. For n = 2, by the anti-symmetry of the matrices of A 1 and A 2 , we only need to show that A 1 (2, 1) = 0 = A 2 (1, 2). But this follows immediately from (3.1) with (i, j) = (1, 2).
We shall assume by induction hypothesis that our main theorem is true for n − 1. For any n × n orthogonal matrix R, we have
where R is a (n − 1) × (n − 1) orthogonal matrix such that
Then 1 (1, 2), A 1 (1, 3) , . . . , A 1 (1, n) = (a, 0, . . . , 0). By applying Lemma 3.1 to (3.4), we have 
