In this paper, we prove new convergence results improving the ones by Chassagneux,Élie and Kharroubi [Ann. Appl. Probab. 
Introduction
In this paper, we study the discrete-time approximation of the following system of reflected backward stochastic differential equations An important motivation for this study comes from economics applications, especially to energy markets. Indeed, it has been shown that the solution to the above equations allows to compute the solution of optimal switching problems which are linked to real option pricing (see e.g. [3] ). This motivated a huge literature on switching problems both on the financial economics and applied mathematics sides, as pointed out in the introduction of [16] . The theoretical study of equation (1.1) has started in dimension 2 in the paper [14] and was latter extended in higher dimension in [9, 3, 22] . These studies are related to optimal switching problem and, in terms of existence and uniqueness result to (1.1), impose really strong conditions on the driver f of the BSDEs. These conditions were then weakened successively in [17, 16, 7] . It is quite important to notice that contrary to normally reflected BSDEs [13] , the best existence and uniqueness result available in the literature requires structural conditions, see below, both on the driver f and the function c. To the best of our knowledge, it can be found in the paper [15] .
The numerical study of (1.1) by probabilistic methods has attracted much less attention [22, 11, 8] . The first rate of convergence for a numerical scheme associated to (1.1) was proved in [7] but under quite restrictive condition on the driver f . The main goal of our work is actually to prove a rate of convergence for a discrete-time scheme to obliquely reflected BSDEs under the same conditions on f required to have existence and uniqueness to (1.1) and minimal Lipschitz condition on the function c.
As in [1, 19, 8] , we first introduce a discretely reflected version of (1.1), where the reflection occurs only on a deterministic grid ℜ " tr 0 :" 0, . . . , r κ :" T u: Y ℜ T " r Y ℜ T :" gpX T q P QpX T q, and, for j ď κ´1 and t P rr j , r j`1 q, We denote |ℜ| the modulus of ℜ given by |ℜ| :" max 0ďiďκ´1 |r i`1´ri |. An important step in our study is to prove that these discretely reflected BSDEs are a good approximation of the continuously reflected ones (1.1). In section 4, we are able to control the error in terms of |ℜ| under minimal Lipschitz condition for the cost functions c, which is new in the literature, improving, in particular, the results of [8] .
We then consider a Euler type approximation scheme associated to the BSDE (1.3) defined on a grid π " tt 0 , . . . where X π is the Euler scheme associated to X, h i :" t i`1´ti and weights pH i q 0ďiďn´1 are matrices in M 1,d given by
with R a positive parameter. We denote |π| the modulus of π given by |π| :" max 0ďiďn´1 h i and we assume that we always have ℜ Ă π.
To obtain our convergence results, we work, throughout this paper, under the following assumption: pHf q Lipschitz-continuous functions and f j px, y, zq " f j px, y, z j. q. We denote by L Y and L Z the Lipschitz constants of f with respect to y and z.
(iii) gpxq P Qpxq, for all x P R d .
(iv) The cost functions pc ij q i,jPI satisfy the following structure condition Let us emphasize here the fact that our results are obtained without any assumption on the non-degeneracy of the volatility matrix σ. We also point out that pHf qpiiq is the best condition -up to now -for existence and uniqueness to (1.1) to hold.
A fundamental result to obtain convergence for continuously reflected BSDEs is first to prove that the scheme given in (1.4) approximates efficiently discretely reflected BSDEs. This result is interesting in itself if one is only interested in the approximation of Bermudan switching problem (i.e. when the switching times are restricted to lie in the grid ℜ). It is discussed in section 3 below and requires, in particular, the use of a new representation result for the scheme (1.4).
Combining the fact that discretely reflected BSDEs are a good approximation of continuously reflected BSDEs and that the scheme (1.4) is also a good approximation of (1.3), we obtain our new convergence result, which is the main result of this paper and is summarised in the following Theorem. Theorem 1.1. Let us assume that pHf q is in force. Set R such that L Z R ď 1, π such that L Y |π| ă 1 and define αp|π|q " logp2T {|π|q. Then the following holds, for some positive constant C:
(ii) Taking |ℜ| " |π| 1{3 , we have
Moreover, if the cost functions c are constant, then the previous estimates remain true with αp|π|q :" 1.
It is important to compare the previous result with Theorem 5.4 in [8] which gives also rates of convergence for the discrete-time approximation of obliquely reflected BSDEs. Up to a slight modification of the scheme (introducing the truncation of the Brownian increments), we see that we are able to obtain the convergence rate 1{4, when the previous result, under pHf q, were only predicting a logarithmic convergence. Also, we are able to work under a minimal Lipschitz condition for the cost functions, which was not the case before.
The rest of the paper is organised as follows. In Section 2, we present preliminary results that will be useful in the rest of the paper. We discuss the representation property of obliquely reflected BSDEs in terms of auxiliary one-dimensional BSDEs. We also give new regularity results for the discretely reflected BSDEs which are key tools to obtain our convergence results. Section 3 is devoted to the study of the numerical scheme, in particular its fundamental stability property. Using this stability property and the regularity results given in Section 2, we prove a control of the error between the scheme and the discretely reflected BSDEs. Section 4 is concerned with the approximation of continuously reflected BSDEs by the discretely reflected ones. A convergence rate is obtained that allows to prove, using the result of Section 3, our main result, Theorem 1.1 above. For the reader convenience, some technical proofs are postponed in an Appendix Section.
Notations Throughout this paper we are given a finite time horizon T and a probability space pΩ, F, Pq endowed with a d-dimensional standard Brownian motion pW t q tě0 . The filtration pF t q tďT is the Brownian filtration. P denotes the σ-algebra on r0, T sˆΩ generated by progressively measurable processes. Any element x P R n will be identified to a column vector with ith component x i and Euclidean norm |x|. For x, y P R n , x.y denotes the scalar product of x and y. We denote by ď the component-wise partial ordering relation on vectors. M n,m denotes the set of real matrices with n lines and m columns. For a matrix M P M n,m , M ij is the component at row i and column j, M i. is the ith row and M .j the jth column.
We denote by C k,b the set of functions with continuous and bounded derivatives up to order k. For a function f : R n Ñ R, x Þ Ñ f pxq, we denote by B x f " pB x 1 f, . . . , B x n f q. If f : R nˆRd Ñ R, px, yq Þ Ñ f px, yq we denote B x f (resp. B y f ) the derivatives with respect to the variable x (resp. y). For g : R n Þ Ñ R d , x Ñ gpxq, B x g is a matrix and pB x gq i. " B x g i .
For ease of notation, we will sometimes write E t r.s instead of Er.|F t s, t P r0, T s. Finally, for any p ě 1, we introduce the following:
-S p the set of càdlàg adapted processes U satisfying
and S p c the subset of continuous processes in S p , -H p the set of progressively measurable processes V satisfying
-K p the set of continuous non-decreasing processes in S p , -K ℜ,p the set of pure jump non-decreasing processes in S p with jump times in ℜ.
In the sequel, we denote by C a constant whose value may change from line to line but which never depends on |π| nor |ℜ|. The notation C α is used to stress the fact that the constant depends on some parameter α.
Preliminary results
In this section, we present key properties of continuously and discretely reflected BSDEs. We start by recalling the representation property in terms of "switched" BSDEs of the multidimensional systems of reflected BSDEs (1.1) or (1.3).
In a second part, we study the regularity properties of the solution to discretely reflected BSDEs in a Markovian setting. These results are key tools to obtain a convergence rate for the numerical approximation. They are new in the framework of this paper but their proofs rely on arguments that are now quite well understood.
Representation of obliquely reflected BSDEs
As mentioned in the introduction, the motivation to work on the above class of obliquely reflected BSDEs comes from the study of "switching problems" in the financial economics literature. Indeed, RBSDEs provide a characterization of the solution to these switching problems. Interestingly, the interpretation of the RBSDE in term of the solution of a "switching problem" is a key tool in our work. We now recall the link between the two objects, which takes the form of a representation theorem for the solution of the RBSDEs in terms of "switched BSDEs". This link has been established before, see e.g. [17] . We state it here in a generic framework as this will be useful latter on.
We consider a matrix valued process C " pC ij q 1ďi,jďn such that C ij belongs to S 2 for i, j P I and satisfies the structure condition
We introduce a random closed convex set family associated to C:
and the oblique projection operator onto Q t , denoted P t and defined by
Remark 2.1. It follows from the structure condition (2.1) that P t is increasing with respect to the partial ordering relation ď.
A switching strategy a is a nondecreasing sequence of stopping times pθ j q jPN , combined with a sequence of random variables pα j q jPN valued in I, such that α j is F θ j´m easurable, for any j P N. We denote by A the set of such strategies. For a " pθ j , α j q jPN P A , we introduce N a the (random) number of switches before T :
To any switching strategy a " pθ j , α j q jPN P A , we associate the current state process pa t q tPr0,T s and the cumulative cost process pA a t q tPr0,T s defined respectively by
The sequence of stopping times is only supposed to be non-decreasing, but the assumptions on the cost processes (2.1) imply that any reasonable strategy uses a sequence of increasing stopping times. This is specially the case for the optimal strategies.
(ii) Note that the cumulative cost process will keep track of all the switching times, even the instantaneous ones; whereas the state process will keep track of the last state when instantaneous switches occur.
For pt, iq P r0, T sˆI, the set A t,i of admissible strategies starting from state i at time t is defined by
similarly we introduce A ℜ t,i the restriction to ℜ´admissible strategies
and denote A ℜ :" Ť iďd A ℜ 0,i . For a strategy a P A t,ℓ , we introduce the one-dimensional switched BSDE whose solution pU a , V a q satisfies
where the terminal condition ξ, the random costs process and the random driver F satisfies following assumptions, for some p ě 2:
We now define multidimensional processesȲ andȲ ℜ as follows, for ℓ P t1, . . . , du pȲ t q ℓ :" ess sup
The process Y represents the optimal value that can be obtained from the switched BSDEs following strategies in A . The processȲ ℜ can be seen as a "Bermudan" version of it i.e. when the switching times are restricted to lie in ℜ. Both processes enjoy a representation in terms of reflected BSDEs, the main difference lying into the reflecting process that for the latter will be a pure jump process with jump times in ℜ.
Let pY, Z, Kq be the solution to the following BSDE
Existence and uniqueness of a solution for equation (2.5) has been addressed in [17, 16] and in [8] (Proposition 2.1) for equation (2.6) . For the reader convenience we recall here these results.
Proposition 2.1. Assume that pHF p q holds for some p ě 2. There exists a unique solution pY, Z, Kq P S 2 cˆH 2ˆK 2 to (2.5) and a unique solution pỸ ℜ , Y ℜ , Z ℜ , K ℜ q with pỸ ℜ , Z ℜ , K ℜ q P S 2ˆH 2ˆK ℜ,2 to (2.6). They also satisfy
Gathering Proposition 3.2 in [7] and Theorem 2.1 in [8] , we have the following key representation result. Proposition 2.2. Assume that pHF 2 q is in force. The following hold:
(i) for all ℓ P t1, . . . , du, t P r0, T s,
(ii) The strategyā " pθ j ,ᾱ j q jě0 can be defined recursively by pθ 0 ,ᾱ 0 q :" pt, ℓq and, for j ě 1,θ
(iii) The strategyā ℜ " pθ ℜ j ,ᾱ ℜ j q jě0 can be defined recursively by pθ ℜ 0 ,ᾱ ℜ 0 q :" pt, ℓq and, for j ě 1,
Remark 2.3. IfỸ ℓ t R Q t then there is an instantaneous jump, i.e.θ 1 " t. In the same way, if t P ℜ and pỸ ℜ t q ℓ R Q t thenθ ℜ 1 " t.
Discretely obliquely reflected BSDEs in a Markovian setting
We will now study the discretely obliquely reflected BSDEs (2.6) in a Markovian setting, namely the solution to (1.3). We will in particular prove regularity results for this process. The main difference with Section 3 in [8] comes from the assumption on f , in particular the full dependence in the y-variable, recall pHf q(ii).
Let us recall that under assumption pHf q(i), there exists a unique strong solution to the SDE (1.2) which satisfies
Basic properties
The following proposition gives some usefull estimates on the solution to (1.3). Its proof is postponed to the Appendix.
Proposition 2.3. Assume that pHf q is in force. There exists a unique solution pỸ ℜ , Y ℜ , Z ℜ q P S 2ˆS 2ˆH 2 to (1.3) and it satisfies, for all p ě 2,
We now precise the results of Proposition 2.2, in the setting of this section. In particular, we describe the optimal strategy and some of its properties that will be useful in the sequel.
The following equalities hold, for all ℓ P t1, . . . , du, t P r0, T s,
where pU ℜ,a , V ℜ,a , N ℜ,a q is solution of the switched BSDE (2.4) with random driver
(ii) The optimal strategyā ℜ " pθ j , α j q jě0 can be defined recursively by pθ 0 , α 0 q :" pt, ℓq and, for j ě 1,
(iii) Moreover, for all ℓ P t1, . . . , du, t P r0, T s, the optimal strategyā
Proof. Thanks to Proposition 2.3, we can apply Proposition 2.2 with the random driver F , the terminal condition ξ and costs C ij s defined above, which gives us the representation result. The first estimate in (2.8) is a direct application of this representation result and Proposition 2.3. Other estimates in (2.8) are obtained by using standard arguments for BSDEs combined with the estimate (A.1), see proof of Proposition 2.2 in [8] for details. l
Fine estimates on pY
In this section, we prove regularity results on the solution pY ℜ ,Ỹ ℜ , Z ℜ q of the discretely reflected BSDEs. To do that, we will use techniques already exposed in [1, 5, 8] , based essentially on a representation of Z ℜ , obtained by using Malliavin Calculus. For a general presentation of Malliavin Calculus, we refer to [20] . We now introduce some notations and recall some known results on Malliavin differentiability of SDEs solution. We will work under the following assumption. pHrq The coefficients b, σ, g f , and pc ij q i,j are C 1,b in all their variables, with the Lipschitz constants dominated by L. This assumption is classically relieved using a kernel regularisation argument, see e.g. the proofs of Proposition 4.2 in [5] or Proposition 3.3 in [1] .
We denote by D 1,2 the set of random variables G which are differentiable in the Malliavin sense and such that }G} 2
, where D t G denotes the Malliavin derivative of G at time t ď T . After possibly passing to a suitable version, an adapted process belongs to the subspace L 1,2
Remark 2.4. Under pHrq, the solution of (1.2) is Malliavin differentiable and its derivative satisfies
Moreover, we have
Malliavin derivatives of pY ℜ ,Ỹ ℜ , Z ℜ q. We now study the Malliavin differentiability of pY ℜ ,Ỹ ℜ , Z ℜ q. The techniques used are classical by now, see [1, 5] . In this paragraph, we will follow the presentation of [8] . Once again, the main difference with this paper is the assumption pHf q made on the driver f . In the setting of [8] , f has to satisfy f i px, y, zq " f i px, y i , z i q whereas pHf q does not impose such restriction on the y variable. This implies that the representation of Z, see Corollary 2.2 below, is slightly more complicated. Namely, it contains the term DỸ , compare to Proposition 3.2 in [8] .
To obtain the regularity results on pY ℜ ,Ỹ ℜ , Z ℜ q, we need thus to prove estimates on DỸ , which is the main result of the next Proposition.
Proposition 2.4. Under pHf q-pHrq, pỸ ℜ , Z ℜ q is Malliavin differentiable and its deriva-tive satisfies, for all r P r0, T s, u ď r, i P I,
where a :"ā ℜ is the optimal strategy associated with the representation in terms of switched BSDEs, recall Corollary 2.1, and Θ ℜ :" pX,Ỹ ℜ , Z ℜ q. Moreover, the following estimates hold true: for all r P r0, T s, 0 ď u ď r, 0 ď v ď r,
and
under pHrq, and P is a Lipschitz continuous function, we deduce that PpX t , Gq P D 1,2 pR d q. Using Lemma 5.1 in [1] , we compute
Combining (2.14), Proposition 5.3 in [10] and an induction argument, we obtain that pY ℜ , r Y ℜ , Z ℜ q is Malliavin differentiable and that a version of pD u r Y ℜ , D u Z ℜ q is given by, for all i P I, t P r0, T s, 0 ď u ď t,
recall pHf q. Now, we consider the optimal strategy a :"ā ℜ defined in Corollary 2.1 (ii) above and fix j ă κ. Observing that the process a is constant on the interval rθ j , θ j`1 q, we deduce from (2.15)
for t P rθ j , θ j`1 s and 0 ď u ď t. Combining (2.14) and the definition of a given in Corollary 2.1 (ii), we compute, for u ď θ j`1 and j ă κ,
Inserting the previous equality into (2.16) and summing up over j we obtain, for all t ď r ď T ,
Taking conditional expectation on both sides of the previous equality proves (2.11). Moreover, we are in the framework of section A.2 in the Appendix by setting Y " D u Y and X " D u X. Condition (A.2) is satisfied here by Nā ℜ with β :" C L p1`|X|q, recall (2.8). Using Proposition A.1 and (2.9), we then obtain (2.12). From equation (2.17), we easily deduce the dynamics of D u p r Y ℜ q´D v p r Y ℜ q, which leads, using again Proposition A.1, to (2.13) . l
The representation result for Z ℜ is then an easy consequence of the previous proposition.
Corollary 2.2. Under pHf q-pHrq the following representation holds true,
where a :"ā ℜ is the optimal strategy associated with the representation in terms of switched BSDEs, recall Corollary 2.1, and for ℓ P I,
Moreover, under pHf q, we havěˇˇZ ℜ tˇďL p1`|X t |q, for all t P r0, T s, (2.20)
for some positive constantL that does not depend on the grid ℜ.
Proof. 1. A version of Z ℜ is given by pD tỸ ℜ t q 0ďtďT . The expression of D t Y is obtained directly by applying Itô's formula, recall (2.11).
2. Under pHf q-pHrq the estimate (2.20) follows from (2.12) and (2.9). Under pHf q, we can obtain the result by a standard kernel regularisation argument. l
Regularity of pY ℜ , Z ℜ q. With the above results at hand, the study of the regularity of pY ℜ , Z ℜ q follows from "classical" arguments, see e.g. [5, 8] . For sake of completeness, we reproduce them below. We consider a grid π :" tt 0 " 0, . . . , t n " T u on the time interval r0, T s, with modulus |π| :" max 0ďiďn´1 |t i`1´ti |, such that ℜ Ă π.
We need to control the following quantities, representing the H 2 -regularity of p r Y , Zq:
where πptq :" suptt i P π ; t i ď tu is defined on r0, T s as the projection to the closest previous grid point of π and
Remark 2.5. Observe that pZ ℜ s q sďT :" pZ ℜ πpssďT interprets as the best H 2 -approximation of the process Z ℜ by adapted processes which are constant on each interval rt i, t i`1 q, for all i ă n.
The first result is the regularity of the Y -component, which is a direct consequence of the bound (2.20).
Proposition 2.5. Under pHf q, the following holds
Proof. We first observe that, for all 0 ď t ď T ,
where we used (2.7) and Proposition 2.3. From (2.20), we easily get
Inserting the previous inequality into (2.23) concludes the proof of this Proposition. l The following Proposition gives us the regularity of Z ℜ . Its proof is postponed to the Appendix. Proposition 2.6. Under pHf q, the following holds
3 Study of the discrete-time approximation
The aim of this section is to obtain a control on the error between the obliquely reflected backward scheme (1.4) and the discretely obliquely reflected BSDE (1.3). This is the purpose of Theorem 3.1 in subsection 3.4 below. In order to prove this key result, we start by interpreting the scheme in terms of the solution of a switching problem in subsection 3.2. We then use this representation to obtain a general stability property for the scheme in subsection 3.3. Subsection 3.1 is devoted to preliminary definition and propositions.
Definition and first estimates
Given a grid π of the interval r0, T s, we first consider an obliquely reflected backward scheme with a random generator and a random cost process C π . For t P r0, T s, we denote by Q π t the random closed convex set associated to C π t and P π t the projection onto Q π t , recall (2.2) . The scheme is defined as follows. Definition 3.1.
with pH i q 0ďiăn some R 1ˆd independent random vectors such that, for all 0 ď i ă n, H i is F t i`1 -measurable, E t i rH i s " 0,
3)
where λ and Λ are positive constants.
Remark 3.1. Let us remark that (3.2) and (3.3) imply that
In this section we use following assumptions. pHF d p q
(ii) the random cost process C π satisfies the structure condition (2.1),
, it is clear that the general scheme (3.1) has a unique solution.
ii) The weights pH i q 0ďiăn depend also on the grid π but we omit the script π for ease of notation.
We observe that this obliquely reflected backward scheme can be rewritten equiva-
5) where pλ k q are given by (3.2) and, for all k P 0, n´1 , ∆M k is an F t k`1 -measurable random vector satisfying
Following Corollary 2.5 in [4] , we know that assumption pHF d p q(v) is an essential ingredient to obtain a comparison result for classical time-discretized BSDE schemes. We are able to adapt this comparison result in the context of obliquely reflected backward scheme in the following proposition.
Proposition 3.1. Let us consider two obliquely reflected backward schemes solutions
q, for all 0 ď i ď n´1,
Moreover, this comparison result stays true if these obliquely reflected backward schemes have two different reflection grids ℜ 1 and ℜ 2 with ℜ 1 Ă ℜ 2 . In particular, we are allowed to have no projection for the first scheme, i.e. ℜ 1 " H.
Proof. We just have to use the comparison theorem for backward schemes (Corollary 2.5 in [4] ) and the monotonicity properties of P (see Remark 2.1). l
ff`E "
Proof. The proof of uniform estimates (with respect to n and κ) divides, as usual, in two steps controlling separately p r Y ℜ,π , Y ℜ,π q and pZ ℜ,π , K ℜ,π q. It consists in transposing continuous time arguments, see e.g. proof of Theorem 2.4 in [16] , in the discrete-time setting.
Step 1. Control of r Y ℜ,π and Y ℜ,π . We consider two non-reflected backward schemes bounding r Y ℜ,π . Define the R d -valued random variableξ and random maps pF i q 0ďiďn´1 by pξq j :" ř d k"1ˇp ξ π q kˇa nd pF i q j pzq :"
We then denote by pY ,Zq the unique solution of the following non-reflected backward scheme:
Since all the components ofY are similar,Y P Q π : Thus the above backward scheme is an obliquely reflected backward scheme with same switching costs as in (3.1). We also introduce pY ,Zq the solution of the following non-reflected backward scheme
Using the comparison result given by Proposition 3.1, we straightforwardly deduce that pY q j ď p r Y ℜ,π q j ď pY ℜ,π q j ď pY q j , for all j P I. Since pY ,Zq and pY ,Zq are solutions to standard backward schemes, classical estimates and pHF d 2 q lead to
Step 2. Control of pZ ℜ,π , K ℜ,π q. Let us rewrite (3.5) for Y ℜ,π between k and k`1 with k P 0, n´1 :
Using the identity |y| 2 " |x| 2`2 xpy´xq`|x´y| 2 , we obtain, setting
Taking the expectation in the previous inequality, we get, combining pHF d 2 q with (3.2)-(3.3) and (3.6),
Then we sum over k P 0, n´1 and we compute, using Young inequality with ε ą 0,
Moreover, we get from (3.5)
Combining (3.8) with (3.9), and using pHF d 2 q and (3.7), classical calculations yield, for ε small enough,
Finally we can insert this last inequality into (3.9) and use once again pHF d 2 q and (3.7) to conclude the proof. l
Optimal switching problem representation
We now introduce a discrete-time version of the switching problem, which will allow us to give a new representation of the scheme given in Definition 3.1. To simplify notations, we start by adapting the definition of switching strategies to the discrete-time setting: A switching strategy a is now a nondecreasing sequence of stopping times pθ r q rPN valued in N, combined with a sequence of random variables pα r q rPN valued in I, such that α r is F t θr -measurable for any r P N. Then by mimicking Section 2.1, we define classical objects related to switching strategies. For a switching strategy a " pθ r , α r q rPN , we introduce N a the (random) number of switches before n:
To any switching strategy a " pθ r , α r q rPN , we associate the current state process pa i q iP 0,n and the cumulative cost process pA a i q iP 0,n defined respectively by
for 0 ď i ď n. We denote by A ℜ,π the set of ℜ-admissible strategies:
A ℜ,π " ta " pθ r , α r q rPN switching strategy | t θr P ℜ @r P 1,
For pi, jq P 0, n ˆI, the set A ℜ,π i,j of admissible strategies starting from j at time t i is defined by A ℜ,π i,j " ta " pθ r , α r q rPN P A ℜ,π |θ 0 " i, α 0 " ju .
For a strategy a P A
ℜ,π i,j we define the one dimensional ℜ-switched backward scheme whose solution pU ℜ,π,a , V ℜ,π,a q satisfies Similarly to equation (3.1), we observe that this obliquely reflected backward scheme can be rewritten equivalently for k P i, n as
where pλ k q are given by (3.2) and, for all k P 0, n´1 , ∆M a k is an F t k`1 -measurable random variable satisfying
The next theorem is a Snell envelope representation of the obliquely reflected backward scheme. (ii) Define the strategyā ℜ,π " pθ r ,ᾱ r q rě0 recursively by pθ 0 ,ᾱ 0 q :" pi, jq and, for r ě 1, 
Proof. We will adapt the proof of Theorem 2.1 in [8] to the discrete time setting. Observe first that assertion (iii) is a direct consequence of (i) and (ii). Let us fix i P 0, n and j P I.
Step 1. We first prove (i). Set a " pθ r , α r q rě0 P A ℜ,π i,j and the process p r
Observe that these processes jump between the components of the obliquely reflected backward scheme (3.5) according to the strategy a, and, between two jumps, we have
for k P i, n , and summing up (3.18) over r, we get, for k P i, n ,
Using the relation Y ℜ,π
q for all r P 0, N a , we easily check that K a is an increasing process. Since U ℜ,π,a solves (3.12), we deduce by a comparison argument (see Corollary 2.5 in [4] 
i,j , we deduce (3.14).
Step 2. We now prove (ii).
Consider the strategyā ℜ,π given above as well as the associated process p r Yā ℜ,π , Zā ℜ,π q defined as in (3.17) . By definition ofā ℜ,π , we have
which gives that Kā ℜ,π " 0 and then, for all k P i, n ,
Hence, p r Yā ℜ,π , Zā ℜ,π q and pUā ℜ,π , Vā ℜ,π q are solutions of the same backward scheme and
. To complete the proof, we only need to check thatā ℜ,π P A ℜ,π , that is Er|Aā 
for the optimal strategyā ℜ,π P A ℜ i,j .
Proof. Fix pi, jq P 0, n ˆI. According to the identification of pU ℜ,π,ā ℜ,π , V ℜ,π,ā ℜ,π q with p r Yā ℜ,π , Zā ℜ,π q obtained in the proof of Proposition 3.3, we deduce from Proposition 3.2 expected controls on U ℜ,π,ā ℜ,π and V ℜ,π,ā ℜ,π .
By taking conditional expectation in (3.19), we have
Thus, using standard inequalities and the growth of F π , we easily obtain
We have already noticed in the proof of Proposition 3.3 that we have |Aā We finally complete the proof, observing from the structure condition (2.1) that
Stability of obliquely reflected backward schemes
We now consider two obliquely reflected backward schemes, with different parameters but the same reflection grid ℜ. For ℓ P t1, 2u, we consider an F T -measurable random terminal condition ℓ ξ, a random generator z Þ Ñ ℓ F p., zq and random cost processes p ℓ C ij q 1ďi,jďd satisfying the structural condition (2.1). As in Subsection 3.2, terminal conditions, generators and cost processes are allowed to depend on π but we omit the script π for reading convenience. We denote by p ℓ r Y ℜ,π , ℓ Y ℜ,π , ℓ Z ℜ,π q the solution of the associated obliquely reflected backward scheme.
Defining δY ℜ,π :
for 0 ď k ď n´1, we prove the following stability result. Proposition 3.5. Assume that pHF d p q is in force for some given p ě 2. Then we have, for any i P 0, n ,
.
Proof. We adapt to our setting the proof of Proposition 2.3 in [8] . The proof is divided into three steps and relies heavily on the reinterpretation in terms of switching problems. We first introduce a convenient dominating process and then provide successively the controls on δY ℜ,π and δZ ℜ,π terms.
Step 1. Introduction of an auxiliary backward scheme. Let us define F :" 1 F _ 2 F , ξ :" 1 ξ _ 2 ξ and C by C ij :" 1 C ij _ 2 C ij . Observe pHF d p q holds for the data pC, F, ξq and C satisfies the structure condition (2.1). We denote by p r Y ℜ,π , Y ℜ,π , Z ℜ,π q the solution of the discretely obliquely reflected backward scheme with generator F , terminal condition ξ, reflection grid ℜ and cost process C.
Using Proposition 3.1 and the definition of F , ξ and C, we obtain that
Using Proposition 3.3, we introduce switched backward schemes associated to 1 Y ℜ,π , 2 Y ℜ,π and Y ℜ,π and denote byǎ " pθ r ,α r q rě0 the optimal strategy related to Y ℜ,π starting from a fixed pi, jq P 0, n ˆI. therefore, we have
Step 2. Stability of the Y component.
where ℓ Aǎ is the process of cumulated costs p ℓ C ij q i,jPI associated to the strategyǎ. Combining this estimate with (3.20) and (3.21), we derive
Since both terms on the right-hand side of (3.23) are treated similarly, we focus on the first one and introduce discrete processes Γǎ :" U ℜ,π,ǎ`Aǎ and 1 Γǎ :" 1 U ℜ,π,ǎ`1 Aǎ. Rewriting (3.21) and (3.22) between k and k`1 for k P i, n´1 , we get
Using the identity |y| 2 " |x| 2`2 xpy´xq`|x´y| 2 , we obtain,
Then, by the same reasoning as in the step 2 of the proof of Proposition 3.2, previous equality becomes
and we obtain, by summing over k and taking expectation,
Since F " 1 F _ 2 F and 1 F is a Lipschitz function, we also get
and then, by using Young's inequality and discrete Gronwall's lemma, we deduce from the last and the penultimate inequalities that
(3.24)
Moreover we compute, for all k P i, n ,
Otherwise, from Proposition 3.4, Hölder inequality and the fact that Nǎ ď κ, we deduce
Inserting the last estimate into (3.24), we get
By symmetry, we have the same estimate for E " |U
Step 3. Stability of the Z component. Observing that δZ
From the scheme's definition, we have
Inserting the last estimate into (3.25) and using pHF d p q, we obtain, for some η ą 0,
Taking expectation on both sides and summing over k with η " 1{2, we get
The proof is concluded using estimates on δ r Y ℜ,π and δY ℜ,π already obtained in the first part of the proof. l
We will now use this general stability result on obliquely reflected backward schemes to obtain a L 2 -stability result for the scheme (1.4) (see [6] for a general definition of L 2 -stability for backward schemes). Firstly, we introduce a perturbed version of the scheme given in (1.4). (ii) for 0 ď i ă n,
26)
withP the oblique projection
, ζ c t i q are F t imeasurable and square integrable random variables. Moreover we assume that the random costs pc t i pX t i0ďiďn satisfy the structure conditions (2.1).
, we obtain the following L 2 -stability result for the scheme (1.4). Proposition 3.6. Assume that pHf q is in force and, for all p ě 2,
We also assume that |π|L Y ă 1 and
Then schemes (1.4) and (3.26) are well defined and the following L 2 -stability holds true, for all p ě 2,
Proof. Since we have assumed |π|L Y ă 1, then a simple fixed point argument shows that schemes (1.4) and (3.26) are well defined, i.e. there exists a unique solution to each scheme. For the L 2 -stability, we want to apply Proposition 3.5 with
To do this, we have to check that assumption pHF d p q is fulfilled for these two obliquely reflected backward schemes. Firstly, we have assumed
Moreover, hypothesis pHf q, assumption (3.27) and classical estimates for processes X and X π leads to
, we just have to rewrite slightly the first step of the proof of Proposition 3.2. The beginning of the proof stays true: (3.7) yields, for all i P 0, n ,
Thus, the discrete Gronwall lemma allows to conclude that
and then assumption pHF d p q is fulfilled. Proposition 3.5 and pHf q imply, for all i P 0, n ,
Applying the discrete Gronwall lemma to the last inequality completes the proof. l
Convergence analysis of the discrete-time approximation
We will give now the main result of this section that provides an upper bound for the error between the obliquely reflected backward scheme (1.4) and the discretely obliquely reflected BSDE (1.3).
Theorem 3.1. Assume that pHf q is in force. We also assume that |π|L Y ă 1 and weights pH i q 0ďiďn´1 are given by
with R a positive parameter such that RL Z ď 1. Then the following holds:
Proof.
Step 1. Expression of the perturbing error. Since we want to apply Proposition 3.6, we first observe that pY ℜ , Z ℜ q can be rewritten as a perturbed obliquely reflected backward scheme. Namely, settingȲ i :" Y ℜ t i and r
Let us check that (3.27) is fulfilled for all p ě 2: using pHf q, Proposition 2.3 and classical estimates for X and X π , we get
Applying Burkholder-Davis-Gundy inequality, we have E "´ř
 ď C and so (3.27) is fulfilled. Finally, we easily check that (3.30) implies (3.28).
Step 2. Discretization error for the Y component. Setting p " 4, we apply Proposition 3.6 and get by direct calculations
Classical estimations on the Euler scheme for SDEs, see e.g. [18] , yield
Applying Proposition 2.5 and Proposition 2.6, we obtain
It remains to bound the term:
By remarking thatZ
Finally, we also get by standard calculations, Proposition 2.3 and classical results about Gaussian distribution tails
Step 3. Discretization error for the Z component. Let us remark that we have
Previous calculations already yield
Moreover, we apply Proposition 3.6 to obtain
thanks to estimates obtained in step 2. l
Application to continuously reflected BSDEs
This section is devoted to the study of the error between the scheme (1.4) and the continuously obliquely reflected BSDEs (1.1). An upper bound of this error is stated in Subsection 4.2 while Subsection 4.1 is devoted to the error between the continuously obliquely reflected BSDEs (1.1) and the discretely obliquely reflected BSDEs (1.3).
Before these results, we start by giving some classical estimates on the solution of (1.1).
Proposition 4.1. Assume that pHf q is in force. There exists a unique solution pY, Z, Kq P S 2ˆH2ˆK2 to (1.1) and it satisfies, for all p ě 2,
Proof. The existence and uniqueness result comes from [7] . Concerning estimates, we want to apply Proposition 2.1 with terminal condition ξ " gpX T q, random generator F ps, zq " f pX s , Y s , zq and costs C ij s " c ij pX s q. So, we just have to show that pHF p q is in force. Thus, using the fact that f is a Lipschitz function with respect to y, it is sufficient to control r Y ℜ in S p to conclude. We are able to obtain estimates on | r Y ℜ | S p by a direct adaptation to the continuous time setting of the proof of Proposition 2.3. l
Error between discretely and continuously reflected BSDEs
We show here that the error between the continuously reflected BSDE (1.1) and the discretely reflected BSDE (1.3) is controlled in a convenient way. We start by introducing a temporary assumption.
pHzq For all px, y, zq P R dˆRdˆMd,d , |f px, y, zq| ď Cp1`|x|`|y|q.
Proposition 4.2. Assume that pHf q and pHzq are in force, then
Moreover, if the cost functions are constant, we obtain a better rate of convergence, namely,
Proof. 1. We denote pY ,Ž,Ǩq the solution of an auxiliary continuously obliquely reflected BSDE with cost functions c, with terminal condition ξ :" gpX T q and whose random generator is given by
We also denote pỸ ,Z,Kq the solution of the continuously obliquely reflected BSDE with cost functions c, with terminal condition ξ :" gpX T q and with random driver f ps, zq " f pX s ,Ỹ ℜ s , zq. From Proposition 2.2, we know that each component ofY , Y andỸ can be represented as optimal values of some control problem namely
with t P r0, T s, i P I,Ǔ a , U a and U ℜ,a solutions to following "switched" BSDEs: To study the right hand side of the above inequality, we treat separately the case t R ℜ
We now treat the case t P ℜ. This case is simpler than the case t R ℜ since we do not have to introduce an auxiliary strategyǎ ε : we can do previous calculations directly with the optimal strategyǎ. The only difference comes from the fact that Aǎ t and A a If, furthermore, cost functions are constant, previous estimates hold true without the logp2T {|ℜ|q term.
Proof. Thanks to Corollary 4.1, we can replace the generator f byf px, y, zq :" f px, y, ρ x pzqq with ρ x the projection on the Euclidean ball of radiusLp1`|x|q without modifying our BSDEs. Since pHzq is in force for the generatorf , we can apply Proposition 4.2 and Proposition 4.3 and the theorem is proved. l
Proof of Theorem 1.1
Combining the previous results with the control of the error between the discrete-time scheme and the discretely obliquely reflected BSDE derived in Section 3, we obtain the convergence of the discrete time scheme to the solution of the continuously obliquely reflected BSDE. Namely, we just have to put together Theorem 4.1 and Theorem 3. Finally, using Gronwall lemma we get
which leads to, recall (2.7), 1) and in particular to |Ỹ ℜ | Sp ď C p .
A.2 A priori estimates
In this section, we prove a generic estimate for a process that can be represented by using switched BSDEs. This result is tailor-made for the solution of obliquely reflected BSDEs. For a positive process β P S 2 , we denote byĀ the set of strategies a P A , satisfying
We consider a process X P S p , for all p ě 2, and for a PĀ , we define where γ is a process in S 2 essentially bounded by a constant Λ. We also consider a process Y P S 2 which is given by Y t " pY i t q 1ďiďd s.t. Y i t " U a t for some a PĀ X A i,t where, for t ď r ď T , with ν a a F T -measurable random variable essentially bounded by Λ and F a progressively measurable map satisfying ? t´u , u ď t ď T , p ě 2 .
(A.7)
The proof of Proposition 2.6 follows from the same arguments as in the proof of Theorem 3.1 in [8] . The novelty comes from the term DY but the estimates (2.12)-(2.13) allow to control it without any difficulty. From Remark 2.5, it is clear that
For s ď T and a " pα k , θ k q kě0 P A ℜ s,ℓ with ℓ P I, we define pV a s,t q sďtďT by We now fix ℓ P I and denote by a u P A ℜ u,ℓ , for u ď T , the optimal strategy associated to the representation of p r Y ℜ u q ℓ , recalling (ii) in Corollary 2.1. Observe that, by definition, we have N a t " N a u and a t " a u , for all r j ď t ď u ă r j`1 and j ă κ . Combined with (2.9) and (A.6), this concludes the proof since ℓ is arbitrary.
