In the visual tracking domain, Particle Filtering (PF) can become quite inefficient when being applied into high dimensional state space. Rao-Blackwellisation [1] has been shown to be an effective method to reduce the size of the state space by marginalizing out some of the variables analytically [2] . In this paper based on our previous work [3] we proposed RBPF tracking algorithm with adaptive system noise model. Experiments using both simulation data and real data show that the proposed RBPF algorithm with adaptive noise variance improves its performance significantly over conventional Particle Filter tracking algorithm. The improvements manifest in three aspects: increased estimation accuracy, reduced variance for estimates and reduced particle numbers are needed to achieve the same level of accuracy.
INTRODUCTION
Visual tracking is an important step in many practical applications including video-based surveillance. In recent years, particle-filter-based visual tracking has been extensively studied [4, 5, 6 and 7] . Particle filtering has been shown to offer improvements in performance over some conventional methods such as the Kalman filter, especially in nonlinear/non-Gaussian environments [8] , but the large number of samples required to represent the posterior density prevent its use in high dimensional state-space. However, in some cases, the model may have "tractable structure" with some components having linear dynamics and so can be marginalized out and analytically estimated using exact filters conditional on certain other components. The exact filters could be the Kalman filter, the HMM filter, or any other finite dimensional optimal filters [1] . This technique is called Rao-Blackwellisation [2] . The resultant method is often called Rao-Blackwellised particle filter (RBPF).
RBPF has been studied in the context of multi-target tracking [9] , fault diagnosis for robot and robot localization [10, 11] and signal processing [12] . In addition, in our previous work [3] , with video-based surveillance as a case study, we utilized the constraints imposed by typical camera-scene configuration to partition the original state space into two subspaces, and then we proposed a RBPF algorithm for surveillance tracking. However, in most existing tracking algorithms including both RBPF and PF, the noise variance in the system motion model is typically static which makes the tracker unstable and un-robust when tracking objects with dramatically and fast changing velocity. To overcome this drawback and based on our existing work, in this paper we present a RBPF algorithm with adaptive system noise model. Furthermore, a systematic evaluation of a RBPF algorithm over conventional particle filtering is not available in the visual tracking literature. Motivated by this fact, in this paper we evaluate the improvements of RBPF over conventional particle filter based on the RBPF algorithm with adaptive system noise model. Experimental results show that the improvements of RBPF over conventional PF manifest in the following three aspects: reduced variance for estimates, reduced number of particles needed to achieve the same level of accuracy, and increased estimation accuracy.
Denote the state to be tracked as X t and observation as Z t with subscript t the time index. The key idea of RBPF for tracking is to partition the original state-space X t into two parts R t (root variables), and L t (leaf variables), such that p(L 1:t |R 1:t ,Z 1:t ) can be analytically updated using an exact filter, and thus the approximation to p(R 1:t |Z 1:t ) using a Monte Carlo method yields straightforwardly an approximation to joint posterior p(R 1:t ,L 1:t |Z 1:t 
PRIOR WORK
In a typical surveillance application, the camera is mounted relatively much higher than the dominant plane and the to-be-tracked object is constrained to move on a dominant plane (e.g. ground plane). So if the to-be-tracked object is not higher than the camera to the ground, the image of the object will always lie 'below' the vanishing line of the ground plane, and when it moves towards to the camera, the size (or scale) of the object on the image will get bigger as the y coordinate on image plane gets bigger, and vice versa.
Formally, in our work we use an ellipse to model the tracked object, and an 8-D state model is used to describe the dynamics of the ellipse, following [13] : are the corresponding rates of scale change on the axes. With the above idea, the scale change of a moving object is related to its position along the y-axis (i.e., the vertical axis in the image domain). The length of the y-axis of the ellipse will become bigger as the y location of the object gets bigger (the object is moving toward the camera), while the length of the y-axis will become smaller as the y location gets smaller (the object is moving further from the camera). This facilitate us to partition the original 8-D state space into two groups: the root variables R containing the motion information (including location and velocity), which will be sampled by a regular particle filter, and the leaf variables L consisting of the scale parameters (including lengths of the ellipse half axes and its scale change), which will be estimated by Kalman Filter in our work. Just like regular particle filters, RBPFs represent posterior by a set of weighted samples: 
, and the estimation error covariance reflecting the variance of the leaf state distribution,
. So each particle is represented by:
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The RBPF algorithm will sample the nonlinear non-Gaussian motion (root variables) using particle filter, while apply Kalman filter to estimate the scale parameters (leaf variables) conditional on the motion state which have already been estimated. The proposed RBPF algorithm with adaptive system noise is illustrated in Fig.1 . Our previously proposed RBPF tracking algorithm was completely reported in [3] which include all the steps in Fig.1 excluding the last step. 
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ADAPTIVE NOISE VARIANCE FOR SYSTEM MOTION IN RBPF

Why adaptive system noise is needed in RBPF?
In our previously proposed RBPF algorithm, the root variables are estimated by propagating the state of prior step according to system motion model using Particle Filtering. If fixed noise variance in system motion is employed to track objects moving with dramatically and fast changing velocity, the range of sample set will not be sufficient to cover a large motion jump. This argument has been confirmed by the following simulation experiments. In these simulations, a point moving on a 2-D plane with a certain velocity generates an actual path; noise is then added to the actual path to simulate a noisy measurement of the actual path (see Fig. 2 ). After that the proposed RBPF is invoked to 'track' the actual path. The state of the moving point at any time is given by s t ={x t , u t , y t , v t }, in which R t = {u t } L t = {x t , y t , v t } Z t = {x t , y t } And v t is assumed two times of u t , this is to facilitate utilizing dependency relation between root and leaf in applying RBPF. Note that the adaptive system noise variance is essentially operated on the root variables which are estimated by particle filtering (i.e. Monte Carlo sampling method), therefore in a conventional particle filtering algorithm, the estimation accuracy may also be increased by making the system noise adaptive as like here for RBPF. Fig. 3 shows the estimation Mean Square Error (MSE) for u t (top row) and location (bottom row) versus different noise variances under 3 motion settings: moving with small constant velocity (left column), moving with non-constant velocity within a small range (middle column), moving with dramatically changing velocity (right column). Experiment I: A path with constant velocity is generated, the initial velocity at time zero in the y-axis and x-axis are 2 and 1 respectively. The top figure in Fig. 3(a) depicts that, when noise variance is equal to 0.1, the estimation error for x-axis velocity reaches its lowest value (around 0.08). And for the bottom figure in Fig. 3(a) , the estimated location MSE reaches its lowest value when the variance is 0.2. So we only need a very small noise variance to get a good estimation.
Experiment II: A path with non-constant velocity is generated; the x-axis velocity for the true path is uniformly distributed within a reasonably small range. The top figure in Fig. 3(b) illustrates that noise variance needs to be increased to 0.3 in order to reach the lowest estimation error for x-axis velocity (around 0.26). For bottom figure the variance where the lowest estimated location error is reached stays 0.2, the same with Experiment I.
Experiment III: A path with non-constant velocity is generated in which velocity in x-axis contains large jump. Fig.  3(c) illustrates that noise variance should be increased to 3.9 and 2.4 respectively where the lowest estimation error (around 2.7 and 7.55 respectively) is reached for both x-axis velocity and location.
Implement adaptive noise variance for system motion in RBPF
Experiment III in Section 3.1 clearly shows that adaptive noise is needed to tracked objects moving with dramatically and fast changing velocity. With adaptive system noise model, the range covered by the particles varies as the moving velocity changes. Considering this fact, the noise variance should be proportional to the prediction error (the prediction error determines the quality of tracking). If the prediction error is small, which indicates a good prediction, we only need noise with small variance to absorb the residual motion; if prediction error is large which implies a poor prediction, we then need noise with large variance to cover potentially large jumps in the motion state. To this end, the noise model has the form N t =M t N 0 , where M t is the magnitude of the noise variance, and M t is a function of prediction error. In both the simulation and real data experiment, N 0 is a Gaussian distribution with mean zero and variance M t .
In our experiment on real data, a similarity is computed which is inversely proportional to the prediction error: first at each time step, the mean state is obtained based on the combined weight for color histogram and gradient, then we compute the similarity between the current mean state and the state of the previous time step (t-1). Intuitively, if this similarity is large, it means that with the current noise variance the algorithm still maintains a good tracking, then we only need to adjust the variance a little bit; but if the similarity is small, this may well be due to the fact that the object is moving in a dramatically different velocity to such an extent that the tracker have obviated from the true object location, then we need to enlarge the noise variance. Therefore the noise variance should be inversely proportional to the similarity. Formally, suppose the similarity at time t is φ t . At time t, the new noise variance is computed as: 0 m a x m i n max(min( * 1 , ), )
where R min is the lower bound to maintain a reasonable sample coverage and R max is the upper bound to constrain the variance below a certain threshold if φ t is very small. The algorithm needs to run several iterations before it finds the appropriate noise variance and stabilizes on the object. This is especially true when the velocities are dramatically different between two successive frames.
In the experiments on simulation data, the way we make the noise variance adaptive is slightly different with that used in the real video sequences. At each time step, a similarity between the mean location of the moving points at time t and the observation at time t is computed using Eq. (2), then we plug φ t computed by Eq. (2) into Eq.(1) to get the new variance. 
EVALUATION OF PROPOSED RBPF ALGORITHM
The evaluation of the proposed RBPF algorithm is mainly carried out using simulation data as it provides us quantitative analysis. Experiments show that the improvements of proposed RBPF over regular PF manifest in three aspects: increased estimation accuracy, reduced variance for estimates, reduced particle numbers are needed to achieve the same level of accuracy. In the following sub-sections, we are going to evaluate the improvements of proposed RBPF over conventional PF from two aspects: first variance for estimates, second particle numbers required to maintain good tracking (readers are suggested to refer to [15] for the evaluation of increased estimation accuracy). And in Section 4.3, the proposed RBPF with adaptive noise variance and RBPF with non-adaptive noise variance are compared. 
Reduced estimates variance
One advantage of Rao-Blackwellised particle filter is that it can greatly reduce the variance of the state estimates. Intuitively this is because an exact filter is employed to estimate the linear dynamics. For a formal justification please refer to [14] and [15] . To evaluate whether our proposed RBPF algorithm has reduced the variance of state estimates, simulations with the same settings as Section 3.1 experiment III are conducted. Next, the proposed RBPF algorithm and conventional PF are invoked to 'track' the true path, 200 particles are used for both algorithms to approximate the posterior. After that, we compute the standard deviation (which is the square root of variance) of the 200 particles, each particle contains four components: x-coordinate, x-axis velocity, y-coordinate and y-axis velocity. As is shown in Fig. 4 , the standard deviation of x-coordinate, x-axis velocity, y-coordinate and y-axis velocity computed by RBPF (blue curve in Fig.4 (a),(b) ,(c) and (d)) are around 0.7, 1.5, 3 and 5 respectively, while the standard deviation of corresponding components computed by conventional PF are around 7,14,7 and 12 respectively(red curve in Fig.4 (a),(b),(c) and (d) ). So in terms of any of the four state components, it's obvious that the variance of RBPF estimates is much lower than that of PF.
Reduced particle numbers
Another advantage of RBPF is that it can dramatically reduce the size of the space over which we need to sample. This in turn brings the benefit that far fewer particles are needed to reach the same level of accuracy as opposed to conventional PF. In Table 1 , for particle filter running with 200 particles, the mean square error for location and velocity are 54.0366 and 17.2754 respectively. As the number of particles increases (in the order of 200,300,400,500) in PF, the MSEs for both location and velocity are decreasing (location MSE decreases in the order of 54.0366,32.3036,25.4585,18.1270 and velocity MSE decreases in the order of 17.2754,15.0502,14.8343,13.0881) , however the MSEs can not be decreased any more by increasing the number of particles when it reaches 500. At that time the MSEs for both location and velocity are still larger than those obtained by RBPF with 200 particles (location MSE for RBPF with 200 particles is 8.5450, velocity MSE for RBPF with 200 particles is 8.4798). Thus we may conclude that our proposed RBPF only needs 200 particles to reach the same of level of estimation accuracy obtained by PF running with 500 particles. 
Performance comparison between RBPFs with adaptive and non-adaptive noise variance
Adaptive RBPF means the algorithm in Fig. 1 with the last step, and non-adaptive RBPF is the algorithm without the last step of Fig. 1, i .e. the system noise variance is fixed during the tracking process. Our purpose of this analysis is to study whether the adaptive RBPF indeed performs better than the non-adaptive RBPF when the velocity of moving object between two successive frames is changing very fast. Simulation experiments are run 10 times to obtain a statistical comparison between adaptive and non-adaptive motion model. Results show that the estimation error of x-axis velocity is notably reduced (from 5.3536 for RBPF with non-adaptive motion to 1.7756 for RBPF with adaptive motion). Fig. 5 (a) and (b) depict the true x-axis velocity verses the x-axis velocity estimated by adaptive noise variance and nonadaptive noise variance respectively. At each time instance the true velocity in Fig. 5(a) and (b) is identical. In Fig. 5(a) , the velocity estimated by RBPF with adaptive noise variance (blue curve) has roughly the same fluctuation tendency as that of the true velocity (black curve), while in (b) when the noise variance is fixed, the estimated velocity presents a flat changing tendency with a large gap from the true velocity. Our real data experiments also show that the adaptive RBPF, in face of dramatically changing velocity, performs better than that of non-adaptive RBPF (see Section 5) . However, if the motion velocity of to-be-tracked object is almost constant or the acceleration is constant, then these two RBPF variants perform as well as each other. 
RESULTS ON REAL VIDEO SEQUENCE
One surveillance scenario is outdoor human tracking. The test sequence for this scenario is from EC Funded CAVIAR project (http://homepages.inf.ed.ac.uk/rbf/CAVIAR/), which has also been used by PETS04 (Performance Evaluation for tracking and Surveillance in conjunction with ECCV2004). In this sequence, the motion veloxity of the person is changing rapidly, so we can use this sequence to compare the performance of adaptive RBPF with that of non-adaptive RBPF. Note that if the to-be-tracked object is moving with constant velocity, usually non-adaptive RBPF performs as good as adaptive RBPF. But when the object is moving with fast-changing velocity, then the tracking accuracy of adaptive RBPF is much higher than that of non-adaptive RBPF, and in cases when the non-adaptive RBPF tracker was lost due to the fast-changing movement, the adaptive RBPF tracker is still able to maintain good tracking. Some frames have been shown in Fig. 6 . We can tell that after the person accelerates his motion at frame 430, the RBPF tracker with non-adaptive noise variance is not able to track the person accurately reflected by lagging behind the person (the PF tracker scale only on the legs and bottom half of the torso), in contrast the RBPF tracker with adaptive noise variance can still catch up the movement even after the person increases the motion velocity.
Another test scenario in surveillance is vehicle tracking. The sequence in Fig. 7 is used to illustrate the performance improvement of proposed RBPF over conventional PF. In Fig.7 the car is involved with complex motion such as turning (rotation), translation, and large scale change. It can be clearly seen that the RBPF tracker tracks the car all the way along its turning by scaling accurately on the car, in contrast the size of PF tracker gets very large and can not realistically reflect the scale change of the car, this leads to the result that the PF tracker deviate from the car eventually. One key point worth mentioning is that the PF tracker does not perform well especially when the object becomes too small as it moves away from the camera. On the other hand, the proposed method is able to keep tracking even in face of dramatic scale change. 
CONCLUSION
In this paper, we present a RBPF tracking algorithm with adaptive noise variance for system motion, and we also discuss the evaluation of the proposed algorithm using simulation data. The algorithm evaluation and the experiments on real video sequence show that the proposed RBPF algorithm outperforms conventional particle filter in the following aspects:
1. The tracking (estimation) accuracy has been increased (which is being reported by the authors elsewhere). 2. Less number of particles is needed to achieve the same of level estimation accuracy as standard Particle Filter.
3. The variances of RBPF estimates are decreased compared to those of PF. Additionally, as one of our future working direction, the tracker can be avoided from being distracted by the static background through comparing the on-line gradient with a pre-stored background gradient map.
