Introduction
Multicolour detector technology is rapidly advancing on a number of exciting applications, such as remote sensing and imaging, military, and medical imaging [1] [2] [3] . Systems that gather data in separate infrared (IR) spectral bands can discriminate both absolute temperature and unique signatures of objects in the scene. By providing this new dimension of contrast, multiband detection also offers advanced colour processing algorithms to further improve sensitivity above that of single-colour devices.
Currently, multispectral systems rely on cumbersome imaging techniques that either disperse the optical signal across multiple IR focal plane arrays (FPAs) or use a filter wheel to spectrally discriminate the image focused on single FPA. These systems contain beam-splitters, lenses, and bandpass filters into the optical path to focus the images onto separate FPAs responding to different IR bands. Also complex alignment is required to map the multispectral image pixel for pixel. Consequently, these approaches are expensive in terms of size, complexity, and cooling requirements. A simple system would result by utilizing a single optical system and a detector that responds separately to each wavelength band.
Both HgCdTe photodiodes [2] [3] [4] [5] [6] [7] and quantum well infrared photodetectors (QWIPs) [8] [9] [10] [11] offer multicolour capability in the MWIR and LWIR range. Each of these technologies has its advantages and disadvantages. QWIP technology is based on the well-developed A 3 B 5 material system, which has a large industrial base with a number of military and commercial applications. The HgCdTe material system is only used for detector applications. Therefore QWIPs are easier to fabricate with high yield, high operability, good uniformity and lower cost. On the other hand, HgCdTe FPAs have higher quantum efficiency, higher operating temperature and potential for the highest performance. A more detailed comparison of both technologies has been given by Tidrow et al. [5] and Rogalski [4, 9] . Recently, type II InAs/GaInSb superlattices have emerged as third candidate for third generation infrared detectors [12] [13] [14] [15] .
At present, HgCdTe imaging systems using two-colour arrays are in limited use. Recently, Raytheon Vision Systems has developed the largest, 1280´720 two-colour FPA [6] . Median 300 K NEDT values at f/3.5 of approximately 20 mK for the MW and 25 mK for the LW have been measured for dual-band operation at 60 Hz frame rate with integration times corresponding to roughly 40% (MW) and 60% (LW) of full well charge capacities. Raytheon's approach employs readout integrated circuits with the time division multiplexed integration (TDMI). One bump contact per unit cell, as for single-colour hybrid FPAs, is the big advantage of these bias-selectable detectors. It is compatible with existing silicon readout chips.
Some considerations have suggested that three-colour FPAs would be more generally useful than two-colour ones. The successful development of three-colour HgCdTe FPAs requires further improvement in the material quality, adequate processing techniques and a better understanding of the imager operation both in terms of pixel performance and interaction between different pixels in the array. Because of the complicated and expensive fabrication process, numerical simulation has become a critical tool for the development of HgCdTe bandgap engineering devices. The numerical simulations can provide valuable guidelines for the design and optimization of the pixel structure and the array geometry. Up till now, only a limited amount of theoretical papers has been performed to study the performance of two-colour detectors [16] [17] [18] [19] .
Recently, the first concept for achieving three-colour HgCdTe detector has been demonstrated [20] . The goal of the present paper is to provide a contribution to the development of numerical models for three-color detectors. The scope of modelling for these detectors is considerably extended. The effect of composition and doping profiles on the performance of three-colour photovoltaic detector is presented.
Three-colour concept design
The concept of three-colour backside illuminated HgCdTe detector has been recently proposed by British workers [20] and is shown schematically in Fig. 1 . The bias dependent cut-off is achieved by using three absorbers in an n-p-n structure in which the first n-layer defines the shorter wavelength (SW) region, the p-type layer -the intermediate wavelength region (IW), and the top layer -the long wavelength (LW) region. Note that the terms SW and LW used here are relative and do not necessarily coincide with the SW and LW infrared bands. The cut-off wavelengths of the SW, IW, and LW regions are respectively marked as l c1 , l c2 , and l c3 . Since the barrier region is low doped, the applied bias mainly falls on this side of the junction. For device configuration shown in Fig. 1 , the negative bias denotes higher potential of the contact A in comparison with the contact B.
It is expected that at low biases either the SW or LW response would dominate, depending on which junction is reverse biased. In this case we have the same situation as in bias selectable two-colour detector since the barriers prevent electron flow from the IW layer -both generated photoelectrons as well as direct injected carriers from the forward biased junction. Increasing reverse bias reduces the barrier and photogenerated electrons by IW photons can cross the junction. As a result, the cut-off wavelength changes from the SW to the IW as the bias is increased. This situation with negative bias direction and corresponding changes in spectral response are shown in Fig. 2 
(c).
Changing the bias direction on positive shifts the cut-off wavelength to the LW region [see Fig. 2(d) ]. Similarly, increasing positive bias moves the cut-on from being coincident with the IW cut-off to the SW cut-off. It should be insisted that the above considerations concern the ideal case of the detector structure. The ideal LW response may not be achievable in practice due to the IW absorber being insufficiently thick to absorb all the IW radiation.
Theoretical model
The photoelectrical phenomena in any type of a semiconductor device can be analyzed using forward-condition steady-state analysis [21] . Basic equations for d.c. analysis have the well-known equations, i.e., continuity equations for electrons and holes and Poisson's equation which are collectively referred to as the Van Roosbroeck model [22] :
and Poisson's equation
where n and p are the hole and electron concentrations, j e and j h are the electron and hole current densities, q is the electron charge, Y is the electrostatic potential, N d is the concentration of donors, N a is the concentration of acceptors, and e e o r is the permittivity of the semiconductors. G and R denote the carrier generation and recombination rates, respectively.
The current density can be expressed as a sum of diffusion and drift components r r r j qD n q n
where m e and m h are the electron and hole concentrations, and D e and D h are the electron and hole diffusion coefficients.
Equations (4) and (5) 
Many papers devoted to the solution of these equations have been published, between them the papers of Gummel [23] and De Mari [24] down to recently commercially available numerical programs [25] [26] [27] . Results from other papers [28] [29] [30] have been also partially regarded in the present paper.
The main problem with solving of Eqs. (1)- (5) is related to their non-linearity. The carrier concentrations of electrons and holes, the concentrations of ionized impurities, and generation-recombination term (G-R), are rather complicated due to non-linearity of the electrostatic potential Y and the Fermi quasi-level .. To solve Eqs. (1), (2) , and (3), taking into account Eqs. (6) and (7), it is necessary to linearize Eqs. (1)- (3), (6) , and (7), and then to calculate . e and . h . The numerical procedure used here is described in Ref. of electrons, holes, ionized impurities and electron affinity. For the calculation we take into account the non-parabolicity and degeneration. Neumann boundary conditions have been used for calculations of electrical potential at equilibrium conditions. The calculated electrostatic potential at the equilibrium is used then to solve Eqs. (1)- (3) for the non-equilibrium case taking the equilibrium solutions as the initial solutions in the iterative procedure. The electrical bias has been taken into account by the change of the boundary conditions at contact regions. To calculate the influence of illumination we add the optical generation rate to the thermal generation rate. The concentrations and generation-recombination rates in Eqs. (1)- (3) were expressed as functions of potential and Fermi quasi-levels without any simplified assumptions. The linearization of the iterative equations has been achieved by gradual change of electric bias and optical power density. Photon absorption process includes the dependence of absorption coefficient on Burstein effects as well as interference effects in heterostructure with metallic electrical contacts. The enhanced numerical analysis takes into account misfit dislocations and their influence on carrier lifetime. The calculation procedures are described in details in Refs. 30 and 31.
The quantum efficiency has been calculated as
where h is the Planck's constant, c is the speed of light, I ph is the photocurrent, and P is the incident optical flux. The calculations have been performed for the optical flux of 10 -10 W.
Calculation results and discussion
The dependence of the material parameters of Hg 1-x Cd x Te on the composition x, necessary for calculations, has been determined according to several papers. Band-to-band thermal generation-recombination processes (Auger 1 and Auger 7 mechanisms) were taken into account using the results of Refs. 32, 33, and 34. Modified Anderson expressions [35] have been used to calculate optical absorption as a function of electrostatic potential and Fermi quasi-levels. Remaining material parameters were taken from Ref. 36 . Let us consider an n 1 -P --p 2 -P --n 3 structure like those described by Hipwood et al. [20] . Lower letters refer to the absorber regions (see Fig. 1 ), with subscripts 1, 2, and 3 corresponding increasing cut-off wavelengths, capital letter refers to low doped high Cd mole fraction barrier layers. The structure was chosen for operation with thermoelectric coolers (192 K) with cut-off wavelengths in the SW/MW infrared ranges.
It appears that critical step in device preparation are composition and doping profiles in the vicinity of depletion layers. The p-type doping should be kept low in the vicinity of the SW barrier to ensure that the barrier is within the depletion layer of the junction. Such alignment enables us barrier lowering using bias polarization.
In further calculations we will analyze the influence of barrier position between SW and IW regions on bandgap diagram and spectral characteristics of three-colour detector. At the beginning we assume that the barrier is localized in p-type region of heterostructure (Structure A).
Structure A
The composition and doping concentration profiles of Structure A are shown in Fig. 3 and are similar to those presented in Ref. 20 . The assumed composition and doping concentration profiles permit us to calculate the spatial distribution of electrostatic potential and band structure of a device. Figure 4 presents the spatial distribution of the bandgap structure for zero bias and for reverse bias U = 0.6 V of the SW/IW junction. It is clearly shown that even considerable applied bias such as U = 0.6 V falls on the SW/IW junction, but it influence on the barrier's high is insignificant. This barrier has well separation properties. This conclusion is supported by the results presented in Fig. 5 , where the spectral dependence of quantum efficiency is shown for different values of bias voltages. We can notice that for both low (U = 10 mV) and high (U = 0.6 V) bias voltages, the spectral response in SW region is similar. Higher junction polarization increases the quantum efficiency in 2-2.6-mm spectral range from about 45% to almost 70%.
In Fig. 5 , the spectral dependence of quantum efficiency for the reverse bias voltage (U = -0.2 V) of the IW/LW junction is also shown. The quantum efficiency is low and is kept within the bounds of 30%. This figure demonstrates also good separation of the spectral responses between SW and LW ranges. It means that the IW/LW barrier effectively blocks the flow of optically generated electrons in the p-type IW layer to the n-type LW region. As a result, crosstalk between two bands is eliminated. Certain spectral features in the 2-2.6-mm band as well as in the 3-4.5-mm band are caused by interference effects (influence of heterostructure interfaces and metallic contacts).
An additional insight in our considerations gives Fig. 6 . In this figure, the bandgap of Structure A is shown for two cases, without polarization and for reverse polarity of the IW/LW junction, U = -0.6 V. We can see that even strong junction polarization has not changed the barrier at IW/LW interface.
Next figure (Fig. 7) shows the dependence of dynamic device resistance on bias voltage at 192 K for three-colour HgCdTe detector. Theoretical calculations are compared with experimental data (after Ref. 20) . The best fit of experimental data with theoretical predictions for dynamic resistance has been obtained assuming dislocation density in the HgCdTe layers equal to 10 7 cm -2 and ionization trap energy in the dislocation line localized 0.3E g above the top of a valence band. In addition, the calculations have been performed for two cases; with and without contribution of built-in electric fields of the barriers. The presence of high electric filed in the area of misfit dislocations decreases the ionization energies of trap levels located in the dislocations core, and hence increases the efficiency of Shockley-ReadHall generation-recombination process. As a consequence, the dynamic resistance decreases.
Structure B
At present we consider the Structure B. This structure differs from Structure A in location of separating barriers in three-colour detector. The location of barriers has strong influence on detector properties. We assume that the composition and doping concentration profiles of Structure B are similar to those for Structure A (see Fig. 3 ) and are shown in Fig. 8(a) . Only the separating barrier at the SW/IW interface boarder is shifted to n-type SW region.
It results from Fig. 8 (b) that a small shift of the barrier causes considerable changes in separation of the carriers. The height of the barrier considerably reduces in comparison with that presented in Fig. 4 . In fact, the separating barrier is not effective for segregation of photogenerated carriers.
These observations are supported by the results presented in Fig. 9 , where the spectral dependence of quantum efficiency is shown for different bias voltages of the IW/LW junction. Absence of efficient barrier creates a situation that even at zero bias polarity of the SW/IW junction, the photogenerated electrons with IW region approach the device contacts. Such effect causes widening of the spectral responsivity up to 3.7 mm. Changes of polarity have small influence on spectral dependence of quantum efficiency. Figure 9 also presents the distribution of quantum efficiency for the case of reverse polarity of the IW/LW junction (U = -0.2 V). We can notice that the reverse polarity of the IW/LW junction, in the absence of efficient barrier at the SW/IW interface, causes that the detector is sensitive in wide spectral band and average quantum efficiency is about 60%.
Structure C
In this structure, the separating barrier is localized in the intermediate position between those in Structures A and B. In addition, in vicinity of the junction, the acceptor concentration is constant and equal to 2´10 15 cm -3 , what is shown in Fig. 10(a) .
It is expected that the composition and doping profiles shown in Fig. 10(a) allow us for better control of the barrier and, on the other hand, cause considerably higher built-in the barrier than that in Structure B. This prediction is illustrated in Fig. 10(b) . We can notice, however, that the separating barrier in Structure C is lower that that in Structure A. The reverse bias of 0.6 V efficiently decreases the separating barrier, what is not possible to achieve in the case of Structure A.
Next figure (Fig. 11) shows the spectral distribution of quantum efficiency for polarized Structure C. For not polarized structure, the cut-off wavelength is about 2.8 mm. This cut-off wavelength shifts towards longer wavelength as the bias voltage increases and achieves 3.7 mm at U = 0.6 V. In this way we can easy tune the spectral responsivity in the range from SW to IW. The change of polarity (see curve for U = -0.2 V) causes decreasing IW/LW barrier and widening of the spectral responsivity to about 4.4 mm. 
Numerical analysis of three-colour

Conclusions
In the paper, the performance of three-colour HgCdTe photovoltaic heterostructure detector is examined theoretically.
In comparison with two-colour detectors with two back-toback junctions, three-color structure contains an absorber of intermediate wavelength placed between the two junctions and electronic barriers are used to isolate this intermediate region. This structure was first proposed by British workers [20] . An original iteration scheme was used to solve the system of nonlinear continuity equations and the Poisson equation. The effect of composition and doping profiles on bandgap structure and spectral response of detector is presented.
Three detector structures with different localizations of separating barriers are analyzed. It is shown that the performance of the detector is critically dependent on the barrier's doping level and position in relation to the junction. This behaviour is serious disadvantage of the considered three-color detector. A small shift of the barrier location and doping level causes serious changes in spectral responsivity. Therefore, this type of detector structure makes serious technological challenges. 
