Kersten [Vision Res. 27, 1029 (1987 ] reported that absolute efficiency for the detection of static, onedimensional bandpass noise was high and approximately constant for stimulus bandwidths ranging from 1 to 6 octaves. This result implies that human observers integrated information efficiently across a wide range of spatial frequency. One interpretation of this result-and similar results obtained with auditory stimuli [J. Acoust. Soc. Am. 32, 121 (1960)]-is that human observers, like ideal observers, can detect stimuli using an internal filter that has an adjustable bandwidth. The current experiments replicate Kersten's findings, extend them to the case where observers are uncertain about stimulus bandwidth, and use the classification image technique to estimate the filter used to detect noise stimuli that differ in bandwidth. Our results suggest that observers do not adjust channel bandwidth to match the stimulus and that detection thresholds are consistent with the predictions of a multiple-channel model.
INTRODUCTION
Models of the initial stages of visual processing typically include a stage in which stimuli are encoded by an array of multiple independent filters, or channels, that are tuned to relatively narrow ranges of spatial frequency and orientation [1] [2] [3] [4] [5] . Support for multiple-channel models comes (in part) from spatial frequency summation studies. In a typical summation experiment, contrast detection thresholds are measured for two sinusoidal gratings of frequency F and nF, where n Ͼ 0 and a compound waveform consisting of the sum of the two sine wave gratings ͑F + nF͒. Summation is said to occur if the detection threshold for the compound is lower than threshold for either component. Typically, summation exceeding what would be expected on the basis of probability summation has been found only when the spatial frequencies contained in the compound grating do not differ by more than 1-2 octaves [6] [7] [8] .
Another approach to investigating spatial frequency summation was described by Kersten [9] , who measured detection thresholds for static, one-dimensional bandpass noise stimuli presented in a background of white noise. The bandwidth of the noise was varied across conditions. For bandwidths ranging from approximately 0.5 to 6 octaves, Kersten found that detection thresholds, when expressed as root-mean squared (RMS) contrast, were proportional to the quarter-root of the stimulus bandwidth. Kersten also calculated the performance of an ideal detector that summed contrast power optimally across all spatial frequency components in the stimulus. Surprisingly, the ideal detector's threshold (expressed as RMS contrast) was only 0.15 unit lower than human thresholds, and was proportional to the quarter-root of stimulus bandwidth. Hence, absolute efficiency, defined as where c ideal and c observer are the ideal and human observer's RMS contrast thresholds, was high (Ϸ50%) and nearly constant across stimulus bandwidths ranging from 0.5 to 6 octaves. To explain this result, Kersten [9] speculated that human observers used an internal channel, or filter, whose bandwidth could be adjusted to match the bandwidth of the noise signal. (A similar model was proposed by Green [10, 11] to account for similar findings in experiments that used filtered auditory noise.) An adjustable channel can be thought of as a template in the spatial frequency domain which could be constructed by combining the outputs of narrowband channels centered on different spatial frequencies. The fact that efficiency was nearly constant across a wide range of bandwidths suggests that the process of combining responses across channels is efficient, a conclusion that appears to be inconsistent with the results of spatial frequency summation studies using sine wave grating stimuli. The goal of this paper is to address the apparent inconsistency between the results of summation studies using grating and noise stimuli. Four experiments are described. The first experiment replicates and extends the findings of Kersten [9] . The second experiment examines spatial frequency summation for very briefly flashed stimuli in conditions where observers are uncertain about stimulus bandwidth. The third experiment demonstrates that varying the center frequency of visual noise does not affect optimal summation. Finally, the fourth experiment uses the response classification technique [12, 13] to estimate the tuning characteristics of the internal filters used in this noise detection task.
EXPERIMENT 1 A. Methods

Observers
The observers were students at McMaster University (21-26 years old). All observers were naïve with respect to the experimental hypotheses, had normal or corrected-tonormal Snellen acuity, and had previous experience in visual psychophysical tasks. Observers were paid for participating in this experiment.
Apparatus
A Macintosh G4 running MATLAB and the Psychophysics toolbox [14, 15] were used to generate and present the stimuli and collect responses. The stimuli were presented with a nVidia GeForce2 MX card on a Sony GDM-F520 monitor set to a resolution of 1920 by 1440 pixels. The entire display subtended a visual angle of 10.8 by 8.3 deg at the viewing distance of 2 m. The frame rate of the display was 85 Hz and the mean luminance 45 cd/ m 2 . The luminance of the display was calibrated using a PhotoResearch PR-650 photometer. A bit-stealing method [16] was used to increase the contrast resolution. Head position was stabilized with a chin-forehead rest.
Stimuli
The stimuli were filtered, one-dimensional Gaussian white noise that varied in spatial frequency bandwidth. The center-frequency of the patterns was fixed at 5 cy/deg on a logarithmic scale. In this experiment, the seven spatial frequency bandwidths were 0.5, 1, 1.25, 1.5, 2, 3, and 4 octaves, which corresponded to a two-sided bandwidth of approximately 2.5, 10, 11.25, 15, 20, 30 , and 40 cy/deg. Stimulus contrast was modulated with a circularly symetric Gaussian envelope with a standard deviation of 1.08 deg of visual angle. Figure 1 shows two high-contrast examples of the stimuli. Stimuli were presented for 200 ms. Stimuli were presented in a background of white masking noise that had a variance of 0.04, 0.08, 0.16, or 0.32. The white masking noise was static and presented only during the stimulus intervals and not during the interstimulus interval.
Procedures
Observers viewed the stimuli binocularly through natural pupils, and responses were recorded with a computer keyboard. A 3 ϫ 3 deg frame of maximum contrast surrounded the stimuli to reduce spatial uncertainty. To reduce adaptation, the frame had a 50% probability of being black or white on each trial. The frame had a width of two pixels and was on the screen for the entire duration of each trial, from the presentation of the fixation point until the observer's response. A two-interval forced-choice (2-IFC) procedure was used. The observer was instructed to fixate a high-contrast dot located in the center of the display. The observer initiated each trial by pressing the spacebar on the keyboard. After a delay of 50 ms, the fixation point was removed, then after another 50 ms delay the first stimulus interval appeared. The first stimulus interval was 200 ms in duration and was followed by a 300 ms blank interstimulus interval. After the interstimulus interval a second 200 ms stimulus interval appeared. The stimulus intervals were marked by clearly audible tones. The observers' task was to detect which of the two stimulus intervals contained the target. Auditory feedback in the form of low-and high-pitched tones indicated the accuracy of the response after each trial. Stimulus contrast variance was varied across trials using four interleaved staircases, two converging on the 71% correct point of the psychometric function and two on the 84% correct point [17] . The staircases were stopped when the observer had completed 75 trials in each staircase. The number of trials run in each session was 2 100. Thresholds were estimated by fitting a cumulative normal to the combined data of all four staircases.
The level of masking noise varied randomly across test sessions but was held constant within a test session. The order of stimulus bandwidth was block randomized in each test session, meaning that the bandwidths were presented in separate blocks of trials and the order of blocks/ bandwidths was randomized. Each observer completed all bandwidth conditions during a single session. The masking noise variance was selected randomly for each session. Four sessions were run at each of the four levels of masking noise. Figure 2 shows threshold versus bandwidth (TvB) functions for one typical observer (AMC). Each symbol type (circles and inverted and upright triangles) represents the thresholds measured with stimuli embedded in different levels of external noise. Not surprisingly, detection thresholds increased with increasing levels of external noise. The dashed curves in the figure have a slope of 0.25 and have been shifted vertically to fit the data. It can been seen that they provide good fits to the data when the stimulus bandwidth was greater than Ϸ1 octave, but that thresholds at narrower bandwidths tended to be nearly constant. We therefore computed best-fitting power functions for thresholds obtained with stimulus bandwidths ജ1 octave: the slopes for the estimated TvB functions are shown in Table 1 . Except for observer AMC in the condition using the highest level of external noise, all of the estimated slopes were very close to 0.25. 
B. Results
C. Discussion
The results of experiment 1 replicate the key findings reported by Kersten [9] and extend them to a greater range of external noise levels. Experiment 1 showed that the TvB functions measured in three observers had slopes (in log-log coordinates) of approximately 0.25, which is the same slope exhibited by an ideal observer [9] . Moreover, absolute efficiency was high, averaging 40% across all observers and conditions. Finally, the results did not vary systematically with the level of masking noise. These findings are consistent with the idea that noise patterns are detected by an internal filter that has an adjustable frequency bandwidth [9, 10] with a minimum bandwidth of approximately one octave. The next three experiments explore the idea than an adjustable bandwidth channel is involved in the detection of visual noise. 
EXPERIMENT 2
In experiment 1 and previous experiments [9, 10] , stimulus bandwidth was varied across blocks of trials but held constant within blocks. Hence, subjects could have used knowledge about stimulus bandwidth to adjust the bandwidth of an internal channel used to detect the target. If the bandwidth adjustment depends on prior knowledge of the stimulus bandwidth, then randomizing stimulus bandwidth should disrupt this mechanism and result in less efficient frequency summation (i.e., increase the slope of the TvB function). Experiment 2 tested this idea by randomizing stimulus bandwidth across trials.
A. Methods
Observers
The two observers who participated in this experiment were both 28 years old, were students at McMaster University, and were paid for their participation. Both observers were naïve with respect to the experimental hypotheses, had either normal or corrected-to-normal Snellen acuity, and had extensive practice in psychophysical tasks
Apparatus
The apparatus used to run this experiment was identical to that used in experiment 1.
Stimuli
As in experiment 1, all stimuli were one-dimensional filtered Gaussian white noise that varied in spatial frequency bandwidth. In this experiment, the stimuli were presented at one of two temporal durations, 200 ms or 12 ms. Unlike experiment 1, the stimuli were not presented in masking noise.
Procedures
The procedures were identical to those used in experiment 1 save that stimulus bandwidth was blocked or randomized within each testing session. In the blocked condition, stimulus bandwidth was fixed within a block of 150 trials, and the order of the seven stimulus bandwidths was randomized across blocks. In the randomized condition, stimulus bandwidth was randomly selected on each trial, with the constraint that each bandwidth was presented on 150 trials. Observers alternated between blocked and randomized presentation across days; one observer started the experiment with the randomized presentation and the other observer started with the blocked presentation. Thresholds at each bandwidth for each session were estimated by fitting a cumulative normal to the data. Three sessions were run for each of the presentation types and temporal durations. The mean threshold from the three sessions in each condition was calculated and plotted in a threshold versus bandwidth (TvB) function. Figures 6 and 7 show TvB functions for each observer in each of the blocked and randomized bandwidth conditions at both the short and long temporal durations. Shortening the temporal duration of the stimulus from 200 ms to 12 ms increased thresholds by approximately 0.2 log units in all conditions, but did not alter the slope of the TvB function. Randomizing stimulus bandwidth across trials had virtually no effect on thresholds and also did not alter the slopes of the TvB function. The dashed curves in each figure have a slope of 0.25-the slope of the TvB curve for an ideal detector-and provide a good fit to the data obtained with stimulus bandwidths greater than or equal to one octave. To confirm this observation, the method of least squares was used to compute the best-fitting line for logtransformed thresholds measured with stimulus bandwidths ജ1 octave. The slopes of best-fitting lines are shown in Table 2 , along with 95% confidence intervals estmated using a bootstrap procedure [18] . The slopes of the lines did not differ significantly from 0.25, and were similar in the blocked and randomized bandwidth presentations.
B. Results
C. Discussion
The slopes of the TvB curves measured in the current experiment, which did not embed the targets in external noise, did not differ from those measured in experiment 1, which did use external noise. Hence, the current findings support the idea that the slope of the TvB curve is not sensitive to the level of external noise. The current experiment also showed that the slope of the TvB curve was not affected by significant changes in stimulus duration or by the introduction of uncertainty about stimulus bandwidth. Previous experiments using sinusoidal gratings have reported that uncertainty about a target's spatial frequency increases detection thresholds [19, 20] . The explanation for this effect is that uncertainty increases the number of noisy frequency-selective channels that must be monitored to detect the target, and therefore lowers the signal-to-noise ratio. Within this multiple-channel framework, the failure to find an effect of uncertainty in the current experiment suggests that increasing the uncertainty about stimulus bandwidth did not alter the number of channels that observers monitored to detect the noise target.
One explanation for the optimal frequency summation found in experiment 1 (and by Kersten [9] ) is that observers use prior knowledge of stimulus bandwidth to adjust the bandwidth of an internal channel. The finding that randomizing stimulus bandwidth had no effect on the slope of the TvB function is inconsistent with this hypothesis. If the adjustable bandwidth hypothesis is to be maintained, then it must be assumed that some process extracts information about stimulus bandwidth on a trialby-trial basis using information from the stimulus itself. The data from the two temporal duration conditions place limits on this process. If one considers only the data from the 200 ms temporal presentation condition, one could argue that observers adjusted their channel bandwidths during the presentation of the stimulus via feedback connections from higher cortical areas to V1 [21] . The data from the 12 ms condition, however, show that optimal summation occurs with very brief stimulus presentations. Therefore, it seems that feedback-if it is operating in this task-must adjust channel bandwidth based on information contained in a very brief stimulus. Kersten [9] used stimuli that had a center frequency of 2 cy/deg. In our first two experiments, we used a slightly higher center frequency of 5 cy/deg. In all cases the center frequencies were close to the peak of the contrast sensitivity function [1] . In experiment 3 we examined whether evidence of optimal summation could be found with highspatial-frequency stimuli. If a high center spatial frequency is used, one would expect that contrast thresholds for the detection of the noise signal would increase because of the reduced sensitivity to high spatial frequencies. However, the finding of optimal summation does not depend on the absolute efficiency of noise detection, but rather the slope of the TvB function. Because optimal summation depends not on absolute efficiency but how efficiency changes with bandwidth, it is possible to find evidence of optimal summation even if the overall absolute efficiency is lower than the efficiency we found in experiment 1. In this experiment we examine whether noise signals can still be detected optimally if the stimulus center frequency is increased to 15 cy/deg.
EXPERIMENT 3
A. Methods
Observers
The observers in this experiment were the author (CPT) and two individuals recruited from the McMaster community who were paid for their participation. The observers were 25-29 years of age and had normal or corrected-tonormal Snellen acuity.
Apparatus
The apparatus was the same as in experiment 1, except for one change: contrast resolution was increased by using a Bitsϩϩ device (Cambridge Research Systems) in Monoϩϩ mode. The Bitsϩϩ setup enabled us to achieve 14-bit resolution of contrast.
Stimuli
The stimuli were one-dimensional filtered Gaussian white noise that varied in spatial frequency bandwidth. The center frequency of the patterns was fixed at 15 cy/deg on a logarithmic scale. The seven spatial frequency bandwidths used in this experiment were the same, when expressed in octaves, as in experiment 1 (0.5, 1, 1.25, 1.5, 2, 3, 4 octaves wide). A Gaussian envelope with a standard deviation of 1.5 deg of visual angle was used to reduce edge artifacts. Stimuli were presented for 200 ms. Stimuli were presented in a Gaussian white noise mask that had a contrast variance of 0.08.
Procedure
This experiment used a procedure that was identical to that of experiment 1. Figure 8 shows the contrast thresholds for three observers in the noise detection task. As was done for experiment 1, linear fits to the data were computed for all the points greater than one octave. For all observers, the 95% confidence interval (computed via a bootstrap simulation) of the slope of the best-fitting line contained the value 0.25, which is again consistent with the predictions of optimal summation.
B. Results
As was done for experiment 1, the thresholds for an ideal observer were estimated and then used to calculate absolute efficiency (see Fig. 9 ). Absolute efficiency was approximately 0.2 in observers MB and CPT and slightly lower (on average) in observer AL. These efficiencies are lower than the values (i.e., 0.3-0.5) obtained in experiment 1 with 5 cy/deg stimuli. As discussed above, this decrease was expected because optical factors reduce retinal contrast-and therefore efficiency-much more at higher spatial frequencies [22] . As was found in experiment 2, efficiency was constant as a function of stimulus bandwidth for two observers (MB and CPT). In observer AL, however, efficiency fell by approximately 50% as stimulus bandwidth increased from 0.5 to 4 octaves. Interestingly, for this observer efficiency was nearly constant (Ϸ0.2) when stimulus bandwidth was ഛ1.5 octaves, and then fell to approximately 0.1 for bandwidths greater than 1.5 octaves.
C. Discussion
The results of experiment 3 extend the finding of optimal summation to patterns with a high center spatial frequency. This result demonstrates that the efficient combination of spatial frequency information is not limited to frequencies at or near the peak of the contrast sensitivity function.
EXPERIMENT 4
The results of the first three experiments show that spatial frequency information can be summed optimally across a wide range of spatial frequency, and that optimal summation does not depend critically on prior knowledge of stimulus bandwidth, the level of external noise, stimulus duration, or center frequency. However, it is still an open question as to what stimulus information observers use to detect visual noise. The current experiment uses the classification image technique to examine this issue.
Recently the classification image technique [13] has been applied to a wide variety of visual tasks such as vernier acuity [23] , grouping [24] , face recognition [25] , and attention [12] . This wide range of results has shown that the classification image technique can reveal what aspects of the stimulus are used by observers to perform perceptual tasks. Here we apply the classification technique to examine the template used when a noise detection task is performed.
A. Methods
Observers
One observer from experiment 1 and two additional observers participated in this experiment. All observers were naïve with respect to the experimental hypotheses and had practice in this and other psychophysical tasks. Observers were 25-29 years of age and all had normal Snellen acuity.
Apparatus
The apparatus was identical to that used in experiment 1.
Stimuli
As in experiment 1, all stimuli were one-dimensional filtered Gaussian white noise that varied in spatial frequency bandwidth. The center frequency of the patterns was fixed during a session at either 5 or 15 cy/deg. Spatial frequency bandwidth was 1, 2, 4, or 6 octaves. Stimulus contrast was windowed with a two-dimensional Gaussian envelope with a standard deviation of 1.5 deg of visual angle. Stimuli were presented for 200 ms in a Gaussian white noise mask that had a contrast variance of 0.32.
Procedures
This experiment used a 2-IFC procedure that was identical to the procedure used in experiment 1. Stimulus bandwidth was blocked within each testing session, but the order was randomized across testing sessions. Each session began with 50 trials during which stimulus rms contrast was adjusted with a 2-down/1-up staircase procedure [17] to find the observer's 71% correct detection threshold. Stimulus contrast was then fixed for the remaining 400 trials of the block. Each observer completed 3,200 trials in each of eight conditions (i.e., two center frequencies and four bandwidths).
Analysis
We used the 2-IFC variant of the response classification image task which has been described in detail previously [26, 27] . The major difference between the classification images measured in previous work and the classification images presented here is that our classification images were calculated using the power spectra of the noise masks, rather than the noise masks themselves. On each trial, the Fourier transform of the noise mask in each interval was computed. Next, the difference between the pair of power spectra was calculated at each spatial frequency, and the difference spectrum was placed into one of four bins based on which interval contained the signal (1 or 2) and the observer's response (correct or incorrect). The power spectra within each bin were averaged: the two average spectra computed from correct responses were summed, as were the two average spectra computed from incorrect trials. Finally, the difference between the correct and incorrect averaged spectra was computed and the resulting classification image was normalized to have a peak value of 1. Classification images calculated using this procedure were proportional to the linear template applied to the power spectra [26, 27] .
B. Results
The dotted curves in Figs. 10 and 11 show the classification images obtained from one representative observer with stimulus center frequencies of 5 and 15 cy/deg, respectively. In both figures, the y axis can be thought of as representing the relative strength of the linear association between the power at a given frequency and the observer's response.
The plots in Fig. 10 show that this observer was influenced most by power at 5 cy/deg, which corresponds to the center frequency of the stimulus. Surprisingly, the plots in Fig. 11 show that behavior was most influenced by power at 5 cy/deg even when the center frequency of the target was 15 cy/deg. A comparison of Figs. 10 and 11 shows that the bandwidths of the classification images obtained with 5 and 15 cy/deg stimuli also were very similar, although it appears that the bandwidth was slightly greater with the high-spatial-frequency stimulus. These qualitative impressions were investigated quantitatively by fitting the classification images with a log-normal equation:
Prior to fitting the log-normal function to the data, the classification images were smoothed by averaging values at adjacent frequencies and then renormalizing the smoothed images to have a peak of one. The best-fitting log-normal functions are indicated by the smoothed curves in Figs. 10 and 11 . Goodness of fit was evaluated using three statistics: the mean absolute deviation (MAD), Hotelling T 2 statistic, and R 2 . In all cases the MAD for the residuals of our fitted normalized templates were less than 0.04 units of normalized power for all observers in all conditions. Hotelling's T 2 statistic was used to evaluate the deviations between the classification images and the best-fitting log-normal functions [26] : For each observer in each condition, the Hotelling T 2 statistic was very small ͑T 2 Ͻ 1͒, which indicated that there were no significant differences between the fitted functions and our calculated templates. R 2 was also calculated for each observer in each condition for the fitting function and the classification images and it always exceeded a value of 0.92. Each of the three statistics computed indicates that the log-normal channels fitted to the data provided a very good description of the shape of the template for noise detection.
Confidence intervals for the estimates of the center frequency and bandwidth of the classification images were estimated using a parametric bootstrap procedure on the residuals of the best-fitting log-normal function for each observer in each condition [18] . On each run of the simulation, a zero mean Gaussian random variable with a variance equal to the observed residual variance was added to the fitted log-normal function to create synthetic data. A log-normal was then fit to the synthetic data, and the resulting estimates of center frequency and bandwidth were recorded. This procedure was repeated 10,000 times, and the bootstrapped distributions of center frequency and bandwidth were used to estimate the 95% confidence intervals that are shown in Tables 3 and 4 .
For all observers, the center frequency of the template was between 3 and 5 cy/deg, which is near the peak of the contrast sensitivity function [1] , and did not differ systematically across conditions. The bandwidths of the classification images did not vary systematically with stimulus bandwidths, but was on average lower in the 5 cy/deg condition (mean ϭ 1.1 octaves) than in the 15 cy/deg condition (mean ϭ 1.4 octaves).
C. Nonlinear Contributions to the Classification Image?
The classification images shown in Figs. 10 and 11 are estimates of the weight of the observer's linear template applied to the contrast power at each frequency. What these templates do not show, however, are the nonlinear operations on the power spectrum that could have influenced observers' responses. To examine the possible influence of such mechanisms on observers' responses, we computed separate classification images from the signal-absent and signal-present noise fields. The classification images derived from the signal-absent noise fields are shown for one observer with the 5 cy/deg center frequency stimuli in Fig. 12 . Templates from other observers in other conditions were very similar.
Under a linear observer model, the shape of the templates derived from signal-present and signal-absent noise fields should be the same except for a change in sign [26] . If, however, nonlinear operations significantly influenced behavior in our task, then the templates generally will differ. A quantitative statistical test based on Hotelling T 2 [26] failed to find a significant difference between the shapes of the classification images obtained from signal-absent and signal-present noise fields. Hence, we did not find evidence that nonlinearities contributed significantly to the decisions made by observers in our task.
It is important to be cautious when interpreting the results of the test for nonlinearities described above. If one observes similar templates in both the signal-present and signal-absent conditions, the result does not support the linear model but instead should be interpreted as providing no support that response nonlinearities that can be revealed by this test are present. This test has been shown to reveal both spatial and phase uncertainty [23, 28] when classification images are computed in the spatial domain. However, here we are computing classification images in the power spectrum and not the spatial domain. In the power spectrum, the nonlinearity that is analogous to spatial uncertainty would be spatial fre- quency uncertainty. The current analysis is sensitive to spatial frequency uncertainty [26, 27] , and therefore the failure to find an effect of nonlinearities suggests that spatial frequency uncertainty is not influencing performance in our task. However, we cannot rule out the possibility that other kinds of nonlinearities are involved in the detection of visual noise.
D. Discussion
Experiment 4 yielded two unexpected findings. First, the classification images suggest that observers were most influenced by power at 3-5 cy/deg when detecting noise stimuli centered at 5 and 15 cy/deg. Second, although the bandwidth of the classification image was slightly higher in the high-spatial-frequency condition, it was independent of stimulus bandwidth. In other words, the classification images suggest that observers did not adjust the bandwidth of an internal filter to match the stimulus bandwidth. Overall, the results of experiment 4 suggest that the spatial frequencies that were linked to observers' behavior were remarkably constant across conditions. The results of experiment 4 present us with a conundrum. On the one hand, the slopes of the TvB functions measured in previous experiments suggest that observers sum information optimally across a wide range of spatial frequency, perhaps by adjusting the bandwidth of an internal channel. On the other hand, the classification images provide no evidence for an adjustable channel. This failure to find evidence of an adjustable channel raises the question of whether bandwidth adjustment is necessary to produce TvB functions with slopes of 0.25. To address this question, we used a multiple-channel model described by Wilson and Gelb [3] , which has been used to account for a wide variety of experimental results.
The Wilson-Gelb model includes six fixed spatial frequency channels. A fixed variance is added to the output of each channel, and the responses are then combined using nonlinear (Minkowski) summation. To apply this model to our noise detection data, we first measured the contrast sensitivity function (CSF) for two observers using narrowband (0.5 octave) noise at a range of center frequencies. The CSF was used to set the sensitivities of the six spatial frequency channels in the model: this adjustment allowed the model to produce a CSF that had the same shape as that of the human observer. Next, we adjusted the variance of the noise so that so that peak sensitivity of the model's CSF matched that of the human observer. Finally, we tested the effects of varying the Minkowski summation exponent across a range of values: similar results were obtained with exponents in the range of 2-5, but we settled on a value of 2 because it had been used with success previously to capture a variety of other results [3] . The parameters of the model were then fixed, and simulations were performed in MATLAB to estimate the model's thresholds for our noise stimuli.
For one observer, the model slightly underpredicted thresholds in all conditions, although the error was quite small for the broadest bandwidth conditions (Fig. 13) . For the other observer, the model accurately accounted for thresholds obtained with narrow-bandwidth stimuli, but slightly underpredicted thresholds when stimulus bandwidth was greater than one octave (Fig. 14) . However, in both cases, for stimulus bandwidths greater than one octave, the slopes of the TvB functions generated by the model and obtained from the human observer were very similar to each other and to the ideal value of 0.25. Figure  15 shows classification images for the model: as was found with human observers (Fig. 10) , the classification images are remarkably constant across conditions both in terms of peak power (Ϸ5 cy/deg) and bandwidth.
CONCLUSION
The results of experiment 1 replicated the findings of Kersten [9] : absolute efficiency for noise detection was high and nearly constant across a wide range of stimulus bandwidths. Experiments 2 and 3 obtained similar results when subjects were uncertain about stimulus bandwidth, when stimulus duration was reduced from 200 ms to 12 ms, and when the center frequency of the stimulus was increased from 5 to 15 cy/deg. These results are surprising because they indicate that human observers can sum spatial frequency information across bandwidths that exceed the bandwidths of individual channels typically used in multiple-channel models of pattern detection [6] .
One explanation for these results is that noise is detected with an internal filter that has a bandwidth that is adjusted to match the stimulus [9, 10] . Based on the results of experiment 2, adjustment of the internal filter could be based on a bottom-up process that uses information available in a brief presentation of the stimulus. The results of experiment 4, however, are inconsistent with an adjustable-bandwidth model: the classification images measured in that experiment did not vary significantly or systematically with stimulus bandwidth. Indeed, the results of experiment 4 are consistent with the hypothesis that a single, fixed channel-or a single, fixed algorithm for combining the responses of multiple channels-is used to detect noise stimuli of various bandwidths. Simulations based on the Wilson-Gelb multiple-channel model [3] were consistent with this idea. Once the model parameters were adjusted to account for the CSFs of our observers, the Wilson-Gelb model was able to account for the main findings of our experiments. Specifically, the model had a high absolute efficiency for noise detection that was nearly constant for stimulus bandwidths greater than or equal to one octave, and the peak frequencies and bandwidths of the classification images derived from the model responses were approximately constant across a fourfold range of stimulus bandwidths.
The Wilson-Gelb model does not have variablebandwidth channels, nor does it combine the outputs of different channels in an optimal matter. Nevertheless, that model produces TvB curves that have nearly the same slope as the curve produced by an ideal detector. We conclude, therefore, that standard multiple-channel detection models can account for ideal frequency summation for visual (and, presumably, auditory) noise [9, 10] .
