The vapor pressures of platinum, iridium, and rhodium h ave been measured using a microbalance t echnique based on the Langmuir method. Heats of sublimation at 298 oK were calculated with the aid of free energy functions. The least square lines for the vapor pressure data, the heats of sublimation, and the normal boiling points obtained were as follows:
Introduction
Systematic m easurements of the vapor pressure of iridium and rhodium over a wide temperatme range have not been published previously. A summary of previous estimates or observations of their normal boiling points and values of their heats of sublimation, f:..H~(298), is given in table l.
The vapor pressure of platinum was calculated by Langmuir and . Mackay from measurements of the rate of sublimation in vacuum [5] .1 Subsequently, Jones, Langmuir, and Mackay [6] adj usted these data in accordance with a revised temperature scale. Stull and Sinko used tabulated thermal functions and the adjusted data to calculate a f:..H~(298 ) of 134.8 kcal/mole and a boiling point of 4 ,100 oK [4] .
Simultaneously with the present investigation, Dreger and Margrave [7] at the University of Wisconsin and Hasapis, Panish and Rosen [8] at the AVCO Corp ., Wilmington, Mass. , have been measming vapor pressmes of the pertinent substances.
Dreger and Margrave measmed rates of sublimation of iridium, rhodium, and platinum samples sus- 1 F igurcs in brackets indicate t he literature relerences at the end olltbis paper. 
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pended in a graphite tube furnace. Their data for iridium and rhodium as reported are subject to an additional correction and will not, therefore, be quoted in detail. The data on platinum have just been published [9] . Over the temperature range of 1,571 to 1,786 oK, the vapor pressure of the solid 1 . . b 1 P 29100 P atllum was gIven y: og mm = 10.362---r--, which leads to a normal boiling point of 4,100 ± 100 oK. Hasapis, Panish, and Rosen have given preliminary data on the vapor pressure of iridium over the temperature range 2,1 00 to 2,600 oK. A thoria effusion cell was used for these measurements, and the slope of a Clausius-Clapeyron plo t of the data yieJded a tentative D.H~ of 155 ± 5 kcal /mole over this range of measurement. More recently, Panish and Reif have made measurements of the rates of sublimation of iridium and have used the effusion method to obtain rhodium vapor pressures [10] . For iridium they give MI: (298) = 158.4 kcal/mole with a mean deviation of 0.4 kcal/mole and an estimated boiling point of 4,800 oK. The corresponding values for rhodium are 132.8 and 0.3 kcal/mole and 3,980 oK.
In all the foregoing measurements it was assumed that the substances sublime to monatomic gaseous species. It was further assumed that the coefficients of sublimation are unity, when calculating vapor pressures from the rate measurements. The lack of agreement among different observations or measurements may be broadly attributed to differences and uncertainties in the experimental techniques.
Experimental Technique
The experimental technique used in the current investigation was based on th e L angmuir method for determining the equilibrium vapor pressure (P) from measurements of the rate of sublimation (m) at absolute temperature T, in accordance with the equation :
The rate of sublimation was measured in terms of the mass of material leaving unit area of the subliming surface per unit of time, in vacuum. A value of unity has been adopted for the coefficient of sublimation (0:) for all calculations of vapor pressures. However, as discussed later, it is probable that this represen ted an upper limiting value that was not always appropriate under the experimental conditions. 2 It has also been assumed that the appropriate value of the molecular weight of the vapor species (M) is that of the monomeric species. Actual vapor pressures would be somewhat lower than calculated, if polymeric vapor species were involved.
Apparatus
The apparatus used has been described in some detail previously [11, 12] . Briefly, the sample was suspended from an equi-arm, quartz beam microbalance into a water-cooled, glass furnace chamber and heated by induction. The microbalance had a sensitivity of about 1 J1. g. The sample was attached to th e balance by drilling a narrow (0.01 0 in. diam) hole through the sample and looping a short length of fine (0.002 in. diam) wire of the same substance through th e hole. The loop was then placed over a hook on the balance suspension, which consisted of a chain of 0.010 in. diam sapphire rods. The presence of the hole and the loop (which was not heated significantly by the induction field) was ignored when calculating the effective surface area of the load.
The radiofrequency induction field from an external coil was concentrated in the region of the sample with the aid of a water-cooled, copper concentrator held within the furnace chamber.
The concentrator had a vertical, uniform bore, % in. diam x l}~ in. long, into which the sample was suspended. Water-cooled copper, therefore, enclosed the sample throughout each run, except for the open ends of the bore.
The furnace chamber and the microbalance housing were con tinuously pumped throughout each run with a liquid-nitrogen-trapped, oil diffusion pump. Pressures within the system were measured with an ionization gauge attached at the vacuum port of the furnace chamber.
.2. Samples
The samples consisted of short rods, approximately % in. long x 0.085 in. diam, and were suspended with their axes vertical. The surface areas at the run temperatures were determined by correcting the room temperature areas of abou t 1.3 cm 2 using literature values for the therm al expansion coefficients.
No corrections were applied for the slight change in surface area of each sample due to sublimation. Assuming each sample sublimed uniformly over its surface area, the error introduced by neglecting the change in surface area was less than 0.3 percent. The purity of the sam ples was estimated from general qualitative spectrochemical analyses. The iridium sample was estimated to be at least 99.99 percent pure, the only major impurity being Rh at the 0.001 to 0.01 percent level ; traces of AI, Fe, and Pd , in amounts less than 0.001 percent, were the only other elements detected in the sample. Estimated impurities in the rhodium sample were: Fe, Ir, Pd, Pt, 0.1 to 1 percent; Al, Ca, Cr, Cu, Ni, Ru, 0.01 to 0.1 percent; and B, Si, Ti 0.001 to 0.01 percent. It may have contained less than 98 percent rhodium. Pd, Ir, Rh, at the 0.01 to 0.1 percent level, were the major impurities in the platinum sample. Cu and Fe were each estimated to be in the range 0.001 to 0.01 percent and Ag as less than 0.001 percent. The platinum sample was, therefore, probably better than 99.7 percent purity.
Procedure
The microbalance was used as a deflection instrument, deflections of its beam being directly proportional to changes in mass of the sample. Beam deflections were measured with a cathetometer readable to 1 J1. displacement. The microbalance was calibrated, with each sample in situ, using Class M microbalance weights previously calibrated by the Mass Section of NBS.
Interaction between the rf fi eld and the sample caused the balance to be deflected increasingly as the output of the rf generator was increased. By start-ing with the sample close to the cen ter of the bore in the concen traLor in a vertical direction, the deflection could be reduced to a minimum; however , a con tinuous record of Lhe change in mass of the sample was still not obtain able with r eliability. The bala nce was, therefore, first read with the sample at room tem perature. The sample was then heated rapidly according to a predetermined schedule, h eld at constant temperature for a given period of time, then cooled r apidly. When the sample h ad r eturn ed to room temperature, the balance was then read again to obtain the total mass change during the course of each run.
The procedure adop ted raises a question as to the extent to which mass changes occurring during heating and cooling co ntributed to the total observed mass change. The variation of vapor pressures with temper ature was such that the mass-loss rates occurring 50 to 100 OK below the constant temperature were gener ally of the order of 1 percent of that occurring at the constant temperature. On heating, the last 300 to 400 O K of the temperature rise was accomplished in less than 15 sec. The relatively low-heat content of the hot system also resulted in an even more rapid rate of cooling over the first few hundred degrees when the power was turned off. Thus, even though a sample was held at a constant temperature for a period as short as H min, the observed mass change could be attribu ted entirely to the constant temperature period withol! t in troducing gl'OSS errors . In fact, no systematIC decrease in tbe scatter of the data was detecLed as the length of runs increased from ~f min to 3 hr.
For each substance th e duration of the runs was iD creased from about 1 min at the highest temperatures to about 2 or 3 hI' at t he lowest temperatures, to yield weight losses of abou t 100 micrograms. The uncertainty in the measurement of the weigh t loss during each run was less than ± 2 percent.
No special procedure was used to clean the ~ampJ es after handling. It was assumed that outgassmg and cleanup of the surfa.r:e would occu~' d~ring the :f?rst few runs an d tj1at, If there were slgmficant surface contamination, the datt1 would appear to be sufficiently anomaloLi s to justify t heir r ej ectiOl~. Samples were not normally exposed to atmosphenc pressure between runs. Due consideration "vas given to possible recontamination of the surface whenever it became necessary to open up th e evacuated system to add a tare weight to the balance or to examine the sample.
Pressures within the system were in the range 2 X 10-6 to 8 X 10-5 mm H g t hroughou t each run. Due to outgassing, pressures tended to rise to the upper portion of t his range during the first runs after the system was exposed to .atmosphere pre~sure. Subsequent runs yielde~ successIvely l~wer maXImum pressures.
0 trends m the data WIth changes of pressure in the system were detected.
Temperature Measurement and Control
Brightness temperatures were ;measured .by sighting with an optical pyrometer havll1g an effectIve
with thn,t of a simil ar pyrometer calibrated on the International Temperature Scale by the Temperature Physics Section of NBS. A correction was then applied for the absorption by a window in the furnace chamber.
The angle of sigh ting was 75° to th e normal; separate calibrations were, therefore, also obtained for each sample to correct brightness tempcrn,turcs for t he angle of sighting. These calibrations were undertaken as the samples were heated in air. Under these conditions the rhodium sample appeared to acquire and retain an oxide coating throughou t the pertinent temperature range, and the sign of the temperature correction was characteristic of a nonmetal rather than of a metal. Consequently, the corrections obtained for t he platinum sample were also applied to the rhodium sample, and an additional uncertainty of ± 5°C was assigned to tl18 fmal brightness temperatures of the rhodium.
Corrected brightness temperatures were converted to thermodynamic temperatures with the n,icl of literature valu es for the normal spectral emissivities, EA, at the wavelength, A, given by the respective authors.
Stephens check on the appropriate valu es to be used in the present work was made by observing the brighLness temperature at t he onset of surface melting of the platinum sample under the experimental conditions. The results of the observations are summ arized in table 2. Using A= 0.660 )1., a value of EA = 0.308 was calculated from these observations and the known melting point of platinum. A temperature dependence was assigned to this value, yielding a normal emissivi ty rising linearly from 0.304 at 1,850 O K to 0.308 n,t 2,050 O K. These values are abou t th e mean of those given by Steph ens and ' 1Vorthing, and have been used in the present work. 
L
The emissivities of iridium and rhodium are not well established; in particular, no data for the dependence of their emissivities on temperature are available. An additional uncertainty, upon which it is not possible to place close limi ts, is, therefore, involved in the temperatures of these substances. Goldwater and Danforth [15] found the mean spectral emissivity of iridium to be 0.33 (}. = 0.65 J.L) for measurements over the 1,000 to 1,750 °C range. Whitney [16] observed the emissivity of rhodium to increase with temperature over the range 1,700 to 2,200 oK, for a sample subjected to only limited heat treatment. However, after 700 hI' of heat treatment a constant value of ~>. = 0.242 (}. = 0.667 J.L) was obtained for the entire range of 1,300 to 2,000 oK.
The foregoing values of ~>. have been used to obtain the thermodynamic temperatures of iridium and rhodium in the present work.
Constant temperatures were maintained to within ± 5 °C or better by manual control of the output of the rf generator. No significant temperature gradients could be observed down the length of samples. Sightings on the top or upper end of the rod as suspended gave temperatures which were consistent with those observed down the length when the different angle of sighting was taken into consideration (the angle was about 15° to the normal for the top of the sample).
Results and Discussion

Platinum
In table 3 are given the vapor pressures calculated from measurements of the rate of mass loss of platinum and the corresponding values of .M-:l~(298) calculated using the free energy functions of Stull and Sinke [4] .
An original purpose of the measurements with platinum was to check the apparatus and technique using a substance whose vapor pressures had been previously measured. It was unfortunate, therefore, that the data obtained for this substance showed the least internal consistency. Several runs yielded unexpectedly low rates of sublimation. As indicated in table 3, some of the rates were too low to detect significant mass losses during the period of the runs ; other low rates were measurable, but scattered and have been rejected as being clearly inconsistent with the bulk of the data. The rejected data have been marked with an asterisk in table 3. As far as could be ascertained, the anomalous data were not due to any misbehavior of the balance or of other components of the apparatus. They occurred below some critical temperature, which apparently increased with more extensive heat-treatment at higher temperatures. During the course of one run in which the sample was vaporizing at a very low rate, the temperature was raised rapidly just a few degrees, and the "normal" rate of sublimation was immediately restored for the remainder of the run. It has not yet been possible to identify the cause of the low rates of sublimation. The two most likely possibilities are contamination of the surface of the sample either from its surroundings or by migration of impurities to the surface of the sample, and significant changes in the crystal structure of the sample with progressive heat treatment. N evertheless, the results suggest that platinum may acquire a coefficient of sublimation considerably less than unity under the experimental conditions.
Apart from the anomalous data discussed, the remainder of the data had sufficient internal consistency to justify their acceptance. These data are compared with the results of Jones, Langmuir, a nd Mackay, and of Dreger and Margrave in figure 1. The first two runs shown in table 3 have been rejected because they were the initial runs, and because the values of t:,.H: (298 ) differed significantly from the mean of the accepted runs. Nevertheless, they yield values of t:,.H; (Z98 ) which are within the range of those of Dreger and Margrave, obtained in the same low temperature region. Furthermore, their data also have more than the usual amount of scatter in this region. Using free-energy functions, the data of Jones et aI., yield heats of sublimation which show a slight increase with temperature, from which we calculate a mean t:,.H;(298) of 134.6 kcal/ mole. Nevertheless, it is interesting to note that the three sets of measurements lead to mean heats which agree within the limits of experimental error. - Da ta are presellted in experimental sequence, a dashed entr y indicating that no significant weight loss was detected during a run .
• Rejected. · ·Sample partially melted; data rejected. The overall limits of errol' of the absolute value of 6l-1~( 298 ) were estimated by taking into account the scatter of the data, the uncertainty in the temperature (±10° K ), and the uncertainty in the weight-loss measurements. No allowance was made for the uncertainty in the free-e nergy functions or in the sublimation coefficient. The overall limits of error of the absolute value were estimated to be ± 1.0 kcal/mole. The corresponding overall limits of error of the vapor pressures are about ± 25 percent.
The mean "third law" value of !:::..l-1~ (298) from 
T ·
This line is drawn in figure 1. The . iridium data had the best internal consistency, and thIS may have been a result of the greater pmity of the sample. The results of the fust four runs in table 4 were partially attributed to the cleanup of the sample and were rejected. Barely significant mass changes were recorded durinO" the period of the fifth and eighth runs, and the re~ults of these runs were also rejected.
The overall limits of error of the absolute value of MI~ (298 ) were estimated by taking into account the scatter of the data, the uncertainty in the temperature (± 25 O K), and the uncertainty in the weight-loss measurements. No allowance was made for the uncertainty in the free-enerO"y functions or in the sublimation coefficient. The ""overall limits of error of the absolute value were estimated to be ± 2.0 kcal/mole. The corresponding overall limits of error of the vapor pressmes are about ± 60 percent .
In figure 2 the accepted experimental data are plotted, and the least-squares line for the data is sho,wn. The equation of the line, which applies to the temperature range 1, 986 The m ean h eat of su blimation agrees with that of Panish and R eif within the limits of experimental error.
The overall limits of error of the absolute value of t:..H~ (298) were estimated by taking into account th e scatter of t he data, th e uncertainty in the temperature ( ± 20 OK ), and the uncertainty in t he weight-loss measurements. No allowance was made for the uncertainty in the free-energy functions or in the sublimation coefficient. The overall limits of error of the absolute value were estimated to be ± 2.0 kcal/mole. The corresponding overall limits of error of the vapor pressures are about ± 65 percent.
