We consider ordinary stochastic differential equations whose coefficients depend on parameters. After giving conditions under which the solution processes continuously depend on the parameters random compact sets are used to model the parameter uncertainty. This leads to continuous set-valued stochastic processes whose properties are investigated. Furthermore, we define analogues of first entrance times for set-valued processes called first entrance and inclusion times. The theoretical concept is applied to a simple example from mechanics.
Introduction
Stochastic differential equations (SDEs) of the form
or the equivalent integral form
Gðs; x s Þdw s ; ð2Þ with initial value x t 0 , coefficients f : ½t 0 ; t Â R d ! R d , G : ½t 0 ; t Â R d ! R dÂm and fw t g t2½t 0 ; t being an m-dimensional Wiener process (Brownian motion) are used in many applications to model classical problems in physics and engineering under random disturbances. The theory of such equations and their solutions as stochastic processes can be found in [2] or [3] , for example. The motivation for this work is the desire for investigating mechanical systems under stochastic excitations depending on parameters. The purpose of this article is thus to consider SDEs whose initial value x t 0 and coefficients f and G depend on parameters. The uncertainty of these parameters can be modeled by random variables for which certain probability distributions have to be assumed. But in practice, there may only be scarce information available like a small sample size or estimates on the mean value and the variance. Hence, the classical probabilistic approach might involve tacit assumptions that cannot be verified and the need for alternative uncertainty models may arise (for a general discussion see for example [4] ). Among those alternative models are random sets which can be interpreted as imprecise observations of random variables, that is, instead of a single value one assigns a set which is supposed to include the actual value to each of the elements of the underlying probability space. It has been demonstrated in [5] [6] [7] how random intervals constructed from Chebyshev's inequality can serve as a non-parametric model of the variability of a parameter, given its mean value and variance as sole information.
We point out that this article addresses the case where f and G are single-valued coefficient functions with single-valued arguments t, x and some single-valued parameters whose uncertainty is modeled by random sets. This is in contrast with the case where f and G are functions taking values in the space of (closed) subsets of R d or R dÂm and where the state variable in the SDE is set-valued which is discussed in [8] [9] [10] [11] [12] [13] . Note that, the latter approach could also be applied to the case of singlevalued coefficients involving set-valued (even time dependent) parameters. But, one substantial restriction is that a set-valued coefficient G in the noise term can lead to unbounded random sets in the solution process (even in very simple examples -see [12] , Theorem 1) whereas using the method proposed in this paper leads to compact values when random compact sets are used to model parameter uncertainty. A parallel approach could be to use fuzzy sets instead of random sets. But, since each fuzzy set can be interpreted as a random set on the interval [0, 1] as underlying probability space, dealing with random sets is more general.
The paper is organized as follows: in Section 2.1, we will start with a rather detailed review of the basic theory of stochastic processes containing the so-called Kolmogorov-Chentsov criterion for the continuity of sample functions. In Section 2.2, we recall the most important facts concerning measurability, selections and (Aumann) expectation of a random set. Section 3 is devoted to solutions of SDEs involving parameters: in Section 3.1, we consider deterministic parameters and give conditions under which the continuous dependence on both, time and parameters, can be verified via the Kolmogorov-Chentsov criterion. The next step is taken in Section 3.2 where we model the parameter uncertainty by a random variable and show that this leads to a continuous stochastic process on the product space formed by the underlying probability spaces of the random variable and the Wiener process. Applying this result to selections of the parameter random set Section 3.3 leads us to continuous stochastic processes whose values are compact subsets of R d . Furthermore, we state conditions for the existence of the (Aumann) expectation. Section 4 discusses possible definitions of analogues of first entrance times for set-valued processes and their representability by first entrance times of selections. In Section 5, a simple example from mechanics is given to illustrate the theoretical concept developed in the foregoing sections.
Preliminaries

Stochastic processes
Throughout this section let (X, R, P) denote a probability space with r-algebra R and probability measure P and let (T, r) and ðE; qÞ be metric spaces. A stochastic process is a map
such that for each t 2 T the map
is a random variable, that is, it is measurable. For fixed x 2 X the map
is called sample function. Very often properties of stochastic processes cannot be verified for all x 2 X but only for almost all x, that is, for some subset of X whose probability is 1. That is why the term version is frequently used. Two stochastic processes x andx are called versions of each other (or stochastically equivalent) if for all t 2 T it holds that
Pðfx : x t ðxÞ ¼x t ðxÞgÞ ¼ 1:
The first property that should be mentioned here is separability. 14, 15] ). Suppose that (T, r) is separable. A stochastic process x : T Â X ! E is said to be separable if there exists a dense countable subset D of T and a set N 2 R of measure zero such that for each open subset G # T and every closed subset F # E the two sets fx : 8t 2 G \ D : x t ðxÞ 2 Fg; fx : 8t 2 G : x t ðxÞ 2 Fg; differ at most in N.
Hence, one could say that separability means that considering x for countably many t 2 T is enough to observe the behavior of the whole process. The following theorem whose proof can for example be found in [14] or [15] is fundamental for the theory of stochastic processes.
Theorem 1 ( [14, 15] ). Suppose that T is separable and E is compact. Then for any stochastic process x : T Â X ! E there is a separable version.
Note that, if E is only locally compact (which is the case if E ¼ R d ) then one can always find a separable version in some compactification of E and its values are still in E with probability 1 for each t 2 T. Recall that a probability space (X, R, P) is said to be complete if all subsets of sets N 2 R with P(N) = 0 are measurable, that is, lie in R. The completion of a probability space (X, R, P) is denoted ðX; R P ; PÞ.
Proposition 1 [16] . Suppose that (T, r) is separable and (X, R, P) is complete. Then, a separable stochastic process which has an almost surely continuous version is almost surely continuous itself.
The next theorem states the so-called Kolmogorov-Chentsov criterion for almost sure continuity of sample functions.
Theorem 2 [17] . Let T ¼ R p , let ðE; qÞ be a complete metric space. Suppose that a process x : T Â X ! E satisfies for some positive constants a, b, c the following condition Eðqðx s ; x t Þ a Þ 6 cks À tk pþb 8s;
Then, x has an almost surely continuous version.
In the situation of the above Theorem 2, by Proposition 1, separability of x implies almost sure continuity of x if (X, R, P) is complete.
x is a measurable function with respect to the product-r-algebra BðTÞ R where BðTÞ denotes the Borel-r-algebra of (T, r).
Theorem 3 [18] . Suppose that T is separable. Then, a continuous process x : T Â X ! E is measurable.
In the case, where it is only known that almost all sample functions are continuous one can construct a version possessing only continuous sample functions by choosing a continuous sample path and replacing all discontinuous sample functions with this path.
Random sets
A random set is a random variable whose values are sets. It is usual to consider random closed sets, that is, random variables whose values are closed subsets of some topological space E. The Borel-r-algebra on E is denoted by BðEÞ while GðEÞ, F ðEÞ and KðEÞ denote, respectively, the family of open, closed and compact subsets of E. By F 0 ðEÞ and K 0 ðEÞ we mean F ðEÞ n f;g and KðEÞ n f;g, respectively.
Again let (X, R, P) be a probability space. As with random variables a random closed set A : X ! FðEÞ has to fulfill some measurability condition. We shall demand that A À ðBÞ ¼ fx : AðxÞ \ B -;g 2 R; 8B 2 BðEÞ: ð4Þ For other measurability definitions for set-valued maps we refer to [19, 18] , for example. Furthermore, we call A a random compact set if Condition (4) is satisfied and for all x 2 X it holds that AðxÞ 2 KðEÞ.
One can view a random set A as a collection of random variables that fit inside A. Such single-valued measurable functions a : X ! E fulfilling aðxÞ 2 AðxÞ; 8x 2 X; are called selections of A. Let SðAÞ denote the set of all measurable selections of A. The following theorem which is referred to as the Fundamental Measurability Theorem gives conditions for the measurability of random closed sets and the existence of measurable selections. For its proof and related results see [19, 18] .
Theorem 4 ( [19, 18] ). Suppose that ðE; qÞ is a complete separable metric space. Let A : X ! F 0 ðEÞ be a set-valued mapping with non-empty values. Consider the following properties:
(i) For all B 2 BðEÞ it holds that A À (B) 2 R, (ii) For all F 2 FðEÞ it holds that A À (F) 2 R, (iii) For all G 2 GðEÞ it holds that A À (G) 2 R, (iv) There is a Castaing representation of A, that is, a sequence fa n g n2N of measurable selections such that for all x 2 X AðxÞ ¼ clðfa n ðxÞg n2N Þ;
where cl denotes the closure in E, Then, the following implications hold:
ðiÞ ) ðiiÞ ) ðiiiÞ () ðivÞ () ðvÞ ) ðviÞ
If (X, R, P) is a complete probability space then all properties are equivalent.
Note that in the literature (see for example [20] , Section 1.2.1, Th. 2.3) one can also find ''almost all" versions of the above theorem and definitions. For further background information on random sets see [20] [21] [22] .
There are several approaches (see [20] , Ch. 2) to define the expectation of a random closed set. The most usual one is the so-called Aumann expectation EðAÞ ¼ clðfEðaÞ : a 2 S 1 ðAÞgÞ; where S p ðAÞ ¼ SðAÞ \ L p ðXÞ denotes the set of p-integrable selections of A (1 6 p 6 1). Under certain conditions, it is not necessary to take the closure since the set of E(a) is already closed.
In the following sections random compact sets will be considered. Thus, we state a few facts about the topological space K 0 ðEÞ which can be found in [19, 21, 20] . A frequently used topology on K 0 ðEÞ is the so-called myopic topology which is generated by the sets
where G ranges over the family of open sets GðEÞ and F ranges over the family of closed sets F ðEÞ. If ðE; qÞ is a metric space then K 0 ðEÞ can be endowed with the Hausdorff-metric H which is defined by
It is a well-known fact (see [21] , Prop. 1-4-4) that the myopic topology on K 0 ðEÞ is equivalent to the topology induced by the Hausdorff-metric.
Furthermore, several properties of ðE; qÞ carry over to K 0 ðEÞ, such as separability, completeness, local compactness ( [19] , Th. II-5, Th. II-8, [21] , Sections 1-4). It can be shown ( [19] , Th. II-10) that if E is a separable metric space then the Borel-r-algebra on K 0 ðEÞ can be generated by the sets K 0 G or by the sets K 0F , that is,
3. Stochastic differential equations with random set parameters
Deterministic parameters
Let us consider stochastic differential equations of the form (2) whose initial value x t 0 and coefficients f and G depend on some vector a ¼ ða 1 ; . . . ; a p Þ 2 A of parameters where A # R p denotes the set of possible parameter values, that is, we consider differential equations of the form
where t 0 6 t 6 t < 1, a 2 A, w denotes an m-dimensional Wiener process on a probability space (X, R, P) and
ðt; a; xÞ # Gðt; a; xÞ:
Assume that for each a 2 A the partial maps f(Á, a, Á) and G(Á, a, Á) are measurable functions and the usual conditions for the existence of a solution process ( [2, 3] ) are fulfilled, that is, (IV) x t 0 ;a is a random variable independent of the increments w t À w t 0 , t P t 0 .
(Lip) Lipschitz condition: there is a constant L > 0 such that for all t 2 ½t 0 ; t and all x; y 2 R d it holds that kf ðt; a; xÞ À f ðt; a; yÞk þ kGðt; a; xÞ À Gðt; a; yÞk 6 Lkx À yk:
(RG) Restriction on growth: there is a constant K > 0 such that for all t 2 ½t 0 ; t and all x 2 R d it holds that kf ðt; a; xÞk 2 þ kGðt; a; xÞk 2 6 Kð1 þ kxk 2 Þ:
Note that, the constants L and K can depend on a. If the above conditions are fulfilled we get for each a 2 A a solution process fx t g t2½t 0 ; t ¼ fx t;a g t2½t 0 ; t , which leads to a map of the form
Since for each a 2 A and each t 2 ½t 0 ; t the partial map x t;a ¼ xðt; a; ÁÞ : X ! R d is measurable, (6) can be interpreted as a stochastic process on ½t 0 ; t Â A which is a metric space. Hence, according to Theorem 1, we can assume x to be separable.
Looking at the process x defined by Eq. (6) the question arises if it is continuous on ½t 0 ; t Â A. From Itô's theory it is wellknown that for fixed a 2 A the solution process fx t;a g t2½t 0 ; t is continuous in t. Furthermore, it fulfills the following two inequalities for all s; t 2 ½t 0 ; t and some constant C > 0 (see [2] or [3] )
if the 2nth moment of the initial value is finite. Hence, Eq. (8) says that the inequality in Theorem 2 holds for solutions of SDEs. The next proposition will give conditions under which the corresponding inequality with respect to t and a is fulfilled Eðkx t 0 ;a k 2nk Þ < 1:
In addition, there is a constant c = c(U, n) such that for all a,b 2 U it holds that
Then, there is a constant C = C(U, n) > 0 such that for all s; t 2 ½t 0 ; t and for all a, b 2 U the following inequality holds
The rather technical proof is omitted since it is similar to the proof of (8) (see [2, 3] ).
To extend the validity of this inequality to ½t 0 ; t Â A we assume that A can be written as a countable union of compact subsets of R p (which is the case if A is open or closed) and that we can find a common n 2 N big enough such that the conditions of the above proposition are fulfilled for each of these compact sets.
The stochastic process fx t;a g ðt;aÞ2½t 0 ; tÂA defined by (6) is almost surely continuous on ½t 0 ; t Â A if there is an n P p þ 2 such that the conditions of Proposition 2 are satisfied for each U m .
Proof. Without loss of generality we can assume that the U m are increasing. Since for all m 2 N the conditions of Proposition 2 are fulfilled for some n P p + 2 (independent of m) we know that (9) holds for all ðs; aÞ; ðt; bÞ 2 ½t 0 ; t Â U m which means that, according to Proposition 1 and Theorem 2, x is an almost surely continuous process on ½t 0 ; t Â U m , that is, there is a measure-
m is measurable and has probability 1 which means that x is an almost surely continuous process on ½t 0 ; t Â A. h
If we replace, as described at the end of Section 2.1, fx t;a g ðt;aÞ2½t 0 ; tÂA by a continuous version, we can infer measurability from Theorem 3. Corollary 1. Let fx t;a g ðt;aÞ2½t 0 ; tÂA be an almost surely continuous process of the form (6) . If we choose an x 2 X such that x Á,Á (x) is continuous and replace all discontinuous sample functions by x Á,Á (x) we get a continuous version which is, according to Theorem 3, measurable with respect to Bð½t 0 ; tÞ BðAÞ R.
Parameters modeled by random variables
From now on the probability space on which the Wiener process fw t g tPt 0 is defined shall be denoted (X w , R w , P w ). We assume that, the stochastic process fx t;a g ðt;aÞ2½t 0 ; tÂA defined by Eq. (6) is measurable with respect to the product-r-algebra Bð½t 0 ; tÞ BðAÞ R w and all sample functions are continuous on ½t 0 ; t Â A. The measurability of x allows us to model the parameter uncertainty of a by a random variable, that is, a measurable function a : X A ! A on some probability space
is measurable with respect to the product-r-algebra Bð½t 0 ; tÞ R A R w . Composingâ and x leads to the measurable map
which can be interpreted as a stochastic process fn a Proposition 4. The map n a defined by (10) can be interpreted as a stochastic process fn a t g t2½t 0 ; t on the time interval ½t 0 ; t and the probability space (X, R, P). The process fn a t g t2½t 0 ; t is measurable and all sample functions are continuous.
Proof. The map n a ¼ x â is measurable since it is the composition of the two measurable functionsâ and x where the domain of x is the same measure space as the range ofâ. Consequently, for each t 2 ½t 0 ; t the partial map
is a random variable which means that n a is a measurable stochastic process. Note that for each a 2 A and each x w 2 X w the partial map x Á,a (x w ) is continuous because the sample function x Á,Á (x w ) is continuous. Since for all x A we have aðx A Þ 2 A we can infer that n a Á ðxÞ ¼ x Á;aðxAÞ ðx w Þ is continuous for all x 2 X. h
Parameters modeled by random sets
The uncertainty of the parameter a in Eq. (5) shall now be modeled by a random compact set A : X A ! K 0 ðAÞ;
where K 0 ðAÞ denotes the set of all non-empty compact subsets of R p that are also subsets of A. Then, we can define a setvalued function X by X : ðt; xÞ # fx t;a ðx w Þ : a 2 Aðx A Þg;
where ðt; xÞ 2 ½t 0 ; t Â X and x is the process defined by (6) which is still assumed to be measurable and continuous. The next proposition states that X is a set-valued process with compact values, that is, for each t 2 ½t 0 ; t it holds that X t is a random compact set which particularly means that the measurability condition (4) is fulfilled.
Proposition 5. Let A : X A ! K 0 ðAÞ be a random compact set and let X be the set-valued map defined by Eq. (11) . Then, the following holds:
1. X can be interpreted as a set-valued process on the time interval ½t 0 ; t and the completed probability space ðX; R P ; PÞ with values in K 0 ðR d Þ. 2. All sample functions of X are continuous with respect to the Hausdorff-metric H on K 0 ðR d Þ.
3. X is measurable with respect to the completion of the product-r-algebra Bð½t 0 ; tÞ R. 4 . For a Castaing representation fa n g n2N of A the processes fn n g n2N defined by n n t ðxÞ ¼ x t;anðxAÞ ðx w Þ; ðt; xÞ 2 ½t 0 ; t Â X; form a Castaing representation of X and for each t 2 ½t 0 ; t the family fn n t g n2N forms a Castaing representation of X t .
Proof. First note that X t (x) is a non-empty compact subset of R d for all t 2 ½t 0 ; t and all x 2 X since x t,Á (x w ) is continuous on A and Aðx A Þ is a non-empty compact subset of R p for all x A 2 X A . Since for the proof of the first three statements the Castaing representation fn n g n2N is used Assertion 4 is proved first. Hence, we show that for all ðt; xÞ 2 ½t 0 ; t Â X it holds that fx t;a ðx w Þ : a 2 Aðx A Þg ¼ cl n n t ðxÞ È É n2N :
In fact, since fa n g n2N is a Castaing representation of A we know that for all a 2 Aðx A Þ there is a subsequence fa n j g j2N such that a n j ðx A Þ ! a for j ? 1. Continuity of x t,Á (x w ) on A implies n n j t ðxÞ ¼ x t;an j ðxAÞ ðx w Þ ! x t;a ðx w Þ which means that x t;a ðx w Þ 2 cl n n t ðxÞ È É À Á
. On the other hand, it is clear that a n ðx A Þ 2 Aðx A Þ for all x A 2 X A , n 2 N and consequently n n t ðxÞ 2 X t ðxÞ for all x 2 X and n 2 N. Since X t (x) is closed, it holds that cl n n t ðxÞ È É n2N # X t ðxÞ. Hence, for each t 2 ½t 0 ; t it follows that
for all x 2 X. According to the Fundamental Measurability Theorem (Theorem 4), this means that X t is a random compact set on the completion of the probability space (X, R, P), that is,
The continuity of X is a consequence of the continuity of the processes n n (n 2 N). Indeed, suppose that for arbitrary x 2 X there is a t 2 ½t 0 ; t and an e 0 > 0 such that for all d > 0 there is an s = s(d) such that js À tj < d and HðX s ðxÞ; X t ðxÞÞ P e 0 :
Because of the closedness of X t (x) and X s (x) this corresponds to the assumption that at least one of the following two inequalities holds sup n2N inf m2N kn n s ðxÞ À n m t ðxÞk P e 0 ; sup m2N inf n2N kn n s ðxÞ À n m t ðxÞk P e 0 :
From the first inequality one can infer that there is an n 2 N such that for all m 2 N it holds that n n s ðxÞ À n m t ðxÞ P inf m2N n n s ðxÞ À n m t ðxÞ P e 0 2 :
Of course, this inequality also holds for the choice m = n which leads to n n s ðxÞ À n n t ðxÞ P e 0 2 ;
but this would mean that n n is not continuous at t. If we apply the same argument to the second inequality we can conclude that H(X s (x), X t (x)) P e 0 cannot hold. Hence, X is a continuous process.
Since K 0 ðR d Þ together with the Hausdorff metric H is a metric space the measurability of X is a direct consequence of the continuity of all sample functions X Á (x) and Theorem 3. h Remark 1. Note that, if all focal elements of A are connected so are the focal elements of X t (t 2 ½t 0 ; t) because of the continuity of the maps x t,Á (x w ).
The next proposition gives a condition under which the expectation (i.e. an integrable selection) of the set-valued process X defined by Eq. (11) exists. Proposition 6. Let A : X A ! K 0 ðAÞ be a random compact set and let X be the set-valued process defined by Eq. (11) . If there is a selection a 2 SðAÞ with bounded range then X t is an integrable random compact set for each t 2 ½t 0 ; t.
Proof. We have assumed A ¼ S m2N U m (U m 2 K 0 ðR p Þ) and that for each m 2 N the conditions of Proposition 2 are fulfilled for some n. If a 2 SðAÞ has bounded range then we can find a compact U such that aðx A Þ 2 U for all x A 2 X A and we can infer from Condition (C1) that Ka is a bounded function on X A , that is, there is a K 2 R such that Kðaðx A ÞÞ 6 K for all x A 2 X A .
From (C3) we can infer that sup xA2XA E w ðkx t 0 ;aðxAÞ k 2nk Þ < 1;
for some k = k(a) P 1 where E w denotes the expectation with respect to the measure P w . Since n a is measurable w.r.t.
Since fx t;aðxAÞ g t2½t 0 ; t is a solution process of the SDE (5) with parameter aðx A Þ we can apply Inequality (7) which leads to E n a
Hence, n a t 2 S 2nk ðX t Þ # S 1 ðX t Þ. Furthermore, we can immediately infer that R t t 0 E n a t 2nk dt < 1 which means that n a 2 S 2nk ðXÞ # S 1 ðXÞ. h Remark 2. If X is a continuous stochastic process whose values are compact intervals (d = 1) then X can be written as X t ðxÞ ¼ ½L t ðxÞ; U t ðxÞ;
where L : ½t 0 ; t Â X ! R; ðt; xÞ # inf X t ðxÞ; U : ½t 0 ; t Â X ! R; ðt; xÞ # sup X t ðxÞ:
It can be shown that L and U are continuous stochastic processes. Furthermore, if X t is integrable its expectation can be computed by EðX t Þ ¼ ½EðL t Þ; EðU t Þ:
At the end of this section, we summarize the different maps that appeared in this section together with their underlying measure spaces in the following table. (Note that k and k p denote the Lebesgue measures on Bð½t 0 ; tÞ and BðAÞ, respectively.)
Map
Underlying measure space
First entrance and inclusion times for set-valued processes
In many applications, it is useful to observe the first time where a single-valued stochastic process enters some subset of the state space or the last time where it leaves this subset. For example, one could be interested in the first exceedance of a certain level by a real-valued process to assess the reliability of a system described by this process (see for example [23] ). In his book [24] , Dynkin discusses the theory of first entrance and exit times of right-continuous Markov processes. Other theoretical background can be found in [25, 26] .
Assume that ðE; qÞ is a metric space. For an E-valued stochastic process fn t g t2½t 0 ; t on a probability space (X, R, P) and a subset B # E we shall call s B n : X ! ½t 0 ; t; x # infft 2 ½t 0 ; t : n t ðxÞ 2 Bg; ð12Þ the first entrance time of n into B. Note that, if the infimum does not exist we set s B n ðxÞ ¼ t. Considering the natural filtration fA t g t2½t 0 ; t of n defined by A t ¼ r n À1 s ðBÞ : s 2 ½t 0 ; t; B 2 BðEÞ À Á ; ð13Þ and the right-continuous filtration fA tþ g t2½t 0 ; t where
one can show the following proposition (see [24] ) which gives conditions under which s B n is a stopping time.
Proposition 7. Suppose that fn t g t2½t 0 ; t is a continuous stochastic process on a probability space (X, R, P) with values in a metric space ðE; qÞ. Let fA t g t2½t 0 ; t be its natural filtration defined by (13 If we consider an arbitrary continuous process fX t g t2½t 0 ; t (not necessarily of the form (11)) with values in K 0 ðR d Þ we can define the following two maps that correspond to (12): Considering the natural filtration fR t g t2½t 0 ; t of X defined by 
where N is the set of all subsets of measure-zero sets in R.
Before we phrase the set-valued analogue of Proposition 7 we state the following lemma which is needed for its proof.
Lemma 1. For a set-valued process fX t g t2½t 0 ; t on a probability space (X, R, P) with values in K 0 ðR d Þ consider the filtration fR t g t2½t 0 ; t defined by
s ðBÞ : s 2 ½t 0 ; t; B 2 BðK 0 ðR d ÞÞ :
Then for all t 2 ½t 0 ; t it holds that R t P ¼ R t P and thus b
Proof. Let t 2 ½t 0 ; t. At the end of Section 2.2 we stated that
which means that BðK 0 ðR d ÞÞ is generated by the sets K 0
Together with the fact that X À s ðGÞ ¼ X À1
The Fundamental Measurability Theorem (Theorem 4) says that X À s ðGÞ 2 R t P for all G 2 GðR d Þ and s 2 [t 0 , t] is equivalent to X À s ðBÞ 2 R t P for all B 2 BðR d Þ and s 2 [t 0 , t]. Hence, R t # R t P . h Proposition 8. Suppose that fX t g t2½t 0 ; t is a continuous K 0 ðR d Þ-valued process on a probability space (X, R, P) and fR t g t2½t 0 ; t is its natural filtration defined by (17). Proof. Note that
is an open (closed, resp.) subset of R d . Since ðK 0 ðR d Þ; HÞ is a metric space we can apply Proposition 7 which implies that the above statements are true with respect to the r-algebras If (X, R, P) is complete and B 2 GðR d Þ then for all x 2 X the inequality in the second line becomes an equality.
Proof. The equality for s B and the inequality for s B can be seen easily by using the equation This means that for processes of the form (11) the first entrance time s B can be attained by observing the first entrance times of the special selections x Á,a or x Á,a . This can be useful for the practical calculation of s B . In general, the inequality for the suprema in Proposition 10 cannot be replaced by an equality which means that s B cannot be attained by the first entrance times of the selections x Á,a (see end of Section 5 for a numerical example).
Application
In the following we shall apply the theoretical concept of the foregoing sections to a single-degree-of-freedom oscillator with mass m, viscous damping parameter r and stiffness k excited by some ground motion with acceleration € x g . The corresponding second order stochastic differential equation is
which can be written in the form
where f = r/(2mx) is the non-dimensional damping coefficient and x ¼ ffiffiffiffiffiffiffiffiffi ffi k=m p is the natural circular frequency. Modeling the ground acceleration by white noise we can further write this as a linear first order SDE system
where y ¼ ðx; _ xÞ T . We assume that, the oscillator is weakly damped (f = 0.005) and that its natural frequency varies within ±10% around a ¼ 4p. To model this uncertainty we use the random compact set
where X A ¼ ð0; 1 is equipped with the uniform distribution. Note that, A can also be interpreted as a triangular (fuzzy) number. Its coverage function ( [20] , Section 1.1.6) is depicted in Fig. 1 . Obviously, the SDE (19) fulfills all conditions of Proposition 3. Considering the first component of y which is the displacement x of the oscillator we get by Proposition 5 a set-valued process X.
In the following we present results of a numerical simulation of the solution on the time interval ½t 0 ; t ¼ ½0; 20 using the Order 1.5 Strong Taylor Scheme (which actually has order two because of the special form of the SDE (19) , see [27] ) with 800 time steps and involving 1000 sample functions of the Wiener process. The random set A is discretized by 40 intervals Aðx A;j Þ (j = 1,. . . , 40) where the x A;j are chosen equidistantly from x A;1 ¼ 0:01 to x A;40 ¼ 1 with weights Pðx A;1 Þ ¼ 0:01 and Pðx A;j Þ ¼ x A;j À x A;jÀ1 for j = 2,. . . , 40. The base interval A ¼ ½0:9 a; 1:1 a is discretized by 201 equidistant points for which approximations of the processes x Á,a are computed. The approximations of the bounds of X are obtained by choosing in each time step, for each Wiener path and for each focal element of A the smallest and the greatest value among all x t,a for which a is contained in the focal element. In addition we consider three selection processes n a k (see (10) ) obtained from the following selections of A:
Note that, a 1 selects the lower interval bounds of A (blue line in Fig. 1 ), a 2 selects the upper interval bounds of A (green line) and a 3 is a constant map selecting the nominal value a (red line). Due to the infinite variance of the white noise excitation the driving term cannot be calibrated to the ground acceleration € x g and thus the magnitude of the displacement of the oscillator is undetermined. To this end we scale x by the expectation of the largest structural displacement when a takes its nominal value a, that is,
We denote the scaled quantities by
which can be seen as non-dimensional displacements. The left-hand picture of Fig. 2 shows the boundaries L and U of a sample function of the set-valued displacement Z (black lines) and the corresponding sample functions of the selection processes f a 1 (blue line), f a 2 (green line) and f a 3 (red line). Note that, the blue and the green lines do not coincide with the black ones which means that the dependence between the parameter and the displacement is non-monotonic and the boundaries of Z cannot be determined by simply computing f a 1 and f a 2 . The right-hand picture of Fig. 2 shows the corresponding expectations (calculated according to Remark 2) of the absolute displacements which are defined by jZj t ðx A ; x w Þ ¼ fjz t;a ðx w Þj : a 2 Aðx A Þg;
in the set-valued case. 
Summary and conclusions
In this paper, we consider ordinary stochastic differential equations whose coefficients depend on parameters. Conditions are given under which solution processes continuously depend on these parameters. If this is the case then modeling parameter uncertainty by using random compact sets leads to set-valued stochastic processes with compact values which are continuous with respect to the Hausdorff-metric. We show that the single-valued solutions of the stochastic differential equation under scrutiny obtained by choosing single parameter values are selections which can be used to represent the set-valued process. Furthermore, analogues of first entrance times for set-valued processes are defined and their attainability by selections is discussed. Finally, a simple example from mechanics is given to illustrate the theoretical concept.
As a topic for future research, we plan the proper investigation of the selection processes of (11) and the comparison with alternative ways of defining set-valued solutions and sets of solution processes. Furthermore, this theoretical concept will be applied to more involved real-world problems from mechanics.
