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a b s t r a c t
This paper is concerned with the diffraction by a polygonal-line grating. Using the
Fourier–Bessel functions that capture the singularities at corners, and representing the
diffraction field towards infinity by a truncation of the Rayleigh expansion, we propose a
least-squares finite element method for solving the problem. We analyze the convergence
and give an error estimate for the method. Numerical experiments are also presented to
show the effectiveness of our method.
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1. Introduction
The theory of scattering in periodic structures has many applications in microoptics, where periodic structures are often
called diffraction gratings. An introduction to the problem of electromagnetic diffraction through periodic structures, along
with some numericalmethods, can be found in a collection of papers in [1]. Early results and references on themathematical
analysis of diffraction gratings can be found in [2]. A recent review on the diffractive optics technology and its mathematical
modeling can be found in [3]. Among all of these approaches for solving grating problems, the finite element method enjoys
a great generality in the sense that it allows very general diffraction structures [4,5].
Time-harmonic wave problems are usually governed by the Helmholtz equation. For this equation, when the wavenum-
ber is large, due to the pollution effect [6], the standard Galerkin finite element method needs six to ten elements per wave-
length to guarantee a reasonable performance, which is often referred to as a ‘‘rule of thumb’’. So in regimes of intermediate
and high frequency, the standard Galerkin finite element method is not practical. In order to overcome this difficulty, in
recent years, non-polynomial finite element methods have received much attention. These methods are the PUMEM [7],
the least-squares finite element method [8–10], the ultra-weak variational formulation [11], the plane wave discontin-
uous Galerkin method [12], and the discontinuous Galerkin method with plane waves and Lagrange multipliers [13,14].
The advantages of non-polynomial finite element methods over the standard polynomial Galerkin finite element method
are mainly the following. First, they can capture solution behavior better than the standard polynomial basis. Second, they
require only a small number of elements per wavelength to obtain accurate solutions; some of them do not even require
the element size to be dependent on the wavenumber. Third, when we deal with corner domains, the use of a fractional
order Fourier–Bessel basis around the corner can better capture the singularity behavior of the solution there.
In this paper, we consider the problem of time-harmonic diffraction by a periodic polygonal-line grating. Let Γ be the
surface of the grating with period d. Γ0 is assumed to be a period of Γ in the strip S = {(x, y); 0 < x < d,−∞ < y <∞}.
The strip S is divided into two parts by Γ0. Denote the part up to Γ0 by E. Let uI = eiαx−iβy be the incoming plane wave that
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Fig. 1. Polygonal-line grating.
is incident upon the grating surface from the top, where α = k sin(θ), β = k cos(θ), and −π/2 < θ < π/2 is the angle
of incidence. Then the 1D grating problem reads as follows: Given incident plane wave uI , seek a quasi-periodic solution u
such that u− uI satisfies the bounded outgoing condition and
∆u+ k2u = 0 in E,
u = 0, on Γ0. (1)
Inspired by Barnett and Betcke [8], we propose a least-squares finite element method for solving the polygonal-line
grating problem. Echoing Barnett and Betcke [8], the main idea of our method is to use fractional Fourier–Bessel functions
at the corners of the polygonal-line grating to match the asymptotic behavior of u there. To represent the solution towards
infinity, it is convenient to use a truncation of the famous Rayleigh expansion, which automatically satisfies the quasi-
periodic condition and the bounded outgoing condition, and this approach is different from that of [8], which represents
the scattered field towards infinity by a combination of fundamental solutions. Another related approach for dealing with
obstacle scattering problemswas proposed by Stojek in [9]. This paper is devoted to proposing a least-squares finite element
method for solving the polygonal-line grating problem. Motivated by the work of Monk and Wang [10], we also give an L2
error estimate for our method, which is not given in [8].
The paper is organized as follows. In Section 2, we present the formulation of the method. In Section 3, we show the
convergence and L2 error estimate for the method. In Section 4, several numerical examples are included to show the
effectiveness of our method.
2. Formulation of the method
Assume that the lowest point of Γ0 lies on the x-axis, Γ0 has q corners at the points p1, p2, . . . , pq ∈ R2, and the
associated angles are 0 < π/γj, j = 1, 2, . . . , q. Let the height of the grating be h, and define an artificial boundary
Γa := {(x, y); 0 < x < d, y = a > h} and a domain Ua := {(x, y); 0 < x < d, y > a} ⊂ E. The geometry and notation
are shown in Fig. 1.
The domain E is subdivided into s + 1 (s ≥ q) simply connected subdomains Ej, j = 1, 2, . . . , s + 1. Each subdomain
Ej, j = 1, 2, . . . , s, is associated with a local polar coordinate (r, θ). If Ej contains a corner of Γ0, the local origin is chosen as
the corner point; if Ej does not contain any corner of Γ0, the local origin is then chosen inside the element. We denote the
boundary of Ej by Γj, and assume that Ej satisfies the following conditions:
1. Ej contains the corner of Γ0 associated with the corner point pj, j = 1, 2, . . . , q,
2. Ej does not contain any corner of Γ0, j = q+ 1, . . . , s,
3. Es+1 = Ua,
4. Ei ∩ Ej = ∅ for all i ≠ j,
5. ∪j E¯j = E¯,
6. if Γj ∩ Γ0 ≠ ∅, then Γj ∩ Γ0 consists of two straight lines which meet at the corner pj and whose continuation towards
infinity does not intersect Ej.
Remark 2.1. Conditions 4–6 are the same as conditions presented in [8]. Condition 6 is a technical condition needed for the
convergence estimates on the finite subdomains. See Fig. 6 in [15] for an example violating this condition.
Since in each corner subdomain Ej, j = 1, . . . , q, using the local coordinate, the total field u has a series expansion of the
Fourier–Bessel functions [16], i.e.
u(r, θ) =
∞
n=1
c(j)n Jγjn(kr) sin(γjnθ),
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we can approximate the total field u by a truncation of the above series. In each subdomain Ej, j = 1, . . . , q, we define a
local approximation space
Vj =
 Nj
n=1
c(j)n Jγjn(kr) sin(γjnθ), C
(j)
n ∈ C

, j = 1, . . . , q
where Jγjn is the Bessel function of order γjn. Note that if γj ∉ N, any nontrivial solution u has a singularity at the corner
of the wedge, and the functions of the approximation space have the same singularity as u. Further, the basis functions
automatically satisfy the zero boundary conditions on Γ0.
Similarly, in each domain Ej, j = q+ 1, . . . , s, the total field u has a series expansion of the Fourier–Bessel functions, i.e.
u(r, θ) =
∞
n=−∞
c(j)n Jn(kr)e
inθ .
We approximate the total field u by a truncation of this series. In each subdomain Ej, j = j = q+ 1, . . . , s, we define a local
approximate space
Vj =

Nj
n=−Nj
c(j)n Jn(kr)e
inθ , C (j)n ∈ C
 , j = q+ 1, . . . , s,
where Jn is the Bessel function of order n.
In domain Es+1, there is the famous Rayleigh expansion of u: i.e.
u(x, y) = uI(x, y)+
∞
n=−∞
c(s+1)n e
i(αn+α)x+iβny,
where αn = 2πnd , and
βn = βn(α) =

(k2 − (αn + α)2)1/2, k2 − (αn + α)2 ≥ 0, (2)
i((αn + α)2 − k2)1/2, k2 − (αn + α)2 < 0. (2′)
So we can approximate u by a truncation of the Rayleigh expansion. In Es+1, define the approximation space
Vs+1 =

uI(x, y)+
Ns+1
n=−Ns+1
c(s+1)n e
i(αn+α)x+iβny, c(s+1)n ∈ C

.
Now combining the above basis sets, we can define our trial space V as follows:
V = {v ∈ L2loc(E); v|Ej ∈ Vj, j = 1, . . . , s+ 1}.
Define Γi,j := ∂Ei∩∂Ej. Shift the decomposition in E to its left neighbor period, and denote the subdomains in that period
by E ′i . Define Γ
′
i,j := ∂Ei ∩ ∂E ′j for i, j ≤ s.
Let n(x) be a unit normal to the curve Γi,j or Γ ′i,j. In particular, we define that n(x) points right, if x lies on Γ
′
i,j. In order to
explain the least-squares finite element method for our problem, we also need to define the jump of a function v ∈ V and
its normal derivative ∂v
∂n on Γi,j and Γ
′
i,j. For a function v ∈ V , define the jump of v on Γi,j as
[v]|Γi,j := lim
ε→0 v(x+ εn(x))− v(x− εn(x)), x = (x, y) ∈ Γi,j.
The jump of v on Γ ′i,j is defined as follows:
[v]|Γ ′i,j = limε→0 v(x+ εn(x))− e
−iαdv(x˜− εn(x)), x = (0, y) ∈ Γ ′i,j, x˜ = (d, y).
The jump of ∂v
∂n is defined in the same way, and denoted by [ ∂v∂n ]. Now we can define the matching error functional
J(v) =

i<j

Γi,j
k2|[v]|2 +
∂v∂n
2 ds+
i<j≤s

Γ ′i,j
k2|[v]|2 +
∂v∂n
2 ds. (3)
Hence the numerical solution uN of the least-squares finite element method of our problem is defined as the following
solution of the least-squares problem:
uN = argmin
v∈V J(v). (4)
The above route is similar to that of the work presented in [8,9]; the differences are in the choice of the function space
Vs+1 and the definition of the jump on Γ ′i,j due to the quasi-periodic condition.
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3. Error estimation
In this sectionwe give an L2 error estimate for our least-squares finite elementmethod. First, we restrict problem (1) from
the infinite domain to a bounded domain. Next, using the technique presented in [10], we provide a basic error estimate
for the method. Then, we apply the basic error estimate together with approximation properties of the basis functions to
prove the desired error estimate. In this section and the following sections, C denotes a generic constant, which may have
different values at different places.
Define Γb = {(x, y); 0 < x < d, y = b > a}, Ub = {(x, y); 0 < x < d, y > b},Ω = E \ U¯b, andEs+1 = Ua \ U¯b. Using the
Rayleigh expansion of u in Es+1, by simple calculation, we can get the following relation for u:
∂(u− uI)
∂n
= T (u− uI), on Γb, (5)
where T is the Dirichlet to Neumann operator defined for quasi-periodic function f (see [17]), i.e., for any f which has the
expansion f =n∈Z f (n)ei(αn+α)x,
(Tf )(x) =

n∈Z
iβnf (n)ei(αn+α)x, 0 < x < d.
Using the Dirichlet to Neumann operator T , problem (1) can be restricted to domain Ω , i.e., given incident plane wave uI ,
seek a quasi-periodic solution u such that
∆u+ k2u = 0 inΩ,
u = 0, on Γ0,
∂(u− uI)
∂n
= T (u− uI), on Γb.
(6)
In [10], Monk and Wang analyzed the interior error of a least-squares finite element method on the basis of a smooth
domain and a local absorbing boundary condition. Next, using the technique of [10], we give a basic error estimate for our
least-squares finite element method on the basis of a non-smooth domain and a non-local boundary condition (because of
the Dirichlet to Neumann operator in the boundary condition).
Theorem 3.1. Assume that k2 ≠ (αn + α)2 for all n ∈ Z, and uN is the solution of the least-squares problem (4); then there
exists a constant C such that
∥u− uN∥0,Ω ≤ CJ(uN)1/2. (7)
Proof. Let v satisfy the dual problem, i.e., v(x, y)e−iαx is periodic in xwith period d, and satisfies the following equation:
∆v + k2v = φ inΩ,
v = 0, on Γ0,
∂v
∂n
= T ∗v, on Γb,
(8)
where φ is an arbitrary function in Ω , and T ∗ is the adjoint operator of T , for any f which has the expansion f =
n∈Z f (n)ei(αn+α)x:
(T ∗f )(x) = −

n∈Z
iβ¯nf (n)ei(αn+α)x, 0 < x < d.
Using integration by parts and the fact that in each Ej (j = 1, . . . , s) andEs+1, uN is a solution of the Helmholtz equation,
we can write
(u− uN , φ)Ω = (u− uN ,∆v + k2v)Ω
=
s
j=1
(u− uN ,∆v + k2v)Ej + (u− uN ,∆v + k2v)Es+1
=
s
j=1

(∆(u− uN)+ k2(u− uN), v)Ej +

u− uN , ∂v
∂νj

∂Ej
−

∂(u− uN)
∂νj
, v

∂Ej

+ (∆(u− uN)+ k2(u− uN), v)Es+1 +

u− uN , ∂v
∂νs+1

∂Es+1 −

∂(u− uN)
∂νs+1
, v

∂Es+1
=
s
j=1

u− uN , ∂v
∂νj

∂Ej
−

∂(u− uN)
∂νj
, v

∂Ej

+

u− uN , ∂v
∂νs+1

∂Es+1 −

∂(u− uN)
∂νs+1
, v

∂Es+1 . (9)
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Here ⟨·, ·⟩S is the L2(S) inner product (or duality pairing as appropriate), and νj (j = 1, . . . , s) or νs+1 is the unit outward
normal to Ej (j = 1, . . . , s) orEs+1.
Since
⟨u− uN , T ∗v⟩Γb = ⟨T (u− uN), v⟩Γb ,
∂(u− uN)
∂n
, v

Γb
=

∂(u− uI)
∂n
− ∂(uN − uI)
∂n
, v

Γb
= ⟨T (u− uN), v⟩Γb ,
using the boundary conditions for u and v, substituting the above two identities in (9), and rewriting these sums as sums
over edges, we obtain
(u− uN , φ) =

i<j

[u− uN ], ∂v
∂n

Γi,j
−

∂(u− uN)
∂n

, v

Γi,j

+

i<j≤s

[u− uN ], ∂v
∂n

Γ ′i,j
−

∂(u− uN)
∂n

, v

Γ ′i,j

.
Since the exact solution and its normal derivatives are continuous across Γi,j, and they are quasi-periodic, we have
(u− uN , φ) =

i<j

[uN ], ∂v
∂n

Γi,j
−

∂uN
∂n

, v

Γi,j

+

i<j≤s

[uN ], ∂v
∂n

Γ ′i,j
−

∂uN
∂n

, v

Γ ′i,j

.
Hence, using the Cauchy–Schwarz inequality we obtain
|(u− uN , φ)| ≤

i<j

∥[uN ]∥0,Γi,j
∂v∂n

0,Γi,j
+
∂uN∂n

0,Γi,j
∥v∥0,Γi,j

+

i<j≤s

∥[uN ]∥0,Γ ′i,j
∂v∂n

0,Γ ′i,j
+
∂uN∂n

0,Γ ′i,j
∥v∥0,Γ ′i,j

≤

i<j

k2∥[uN ]∥20,Γi,j +
∂uN∂n
2
0,Γi,j

+

i<j≤s

k2∥[uN ]∥20,Γ ′i,j +
∂uN∂n
2
0,Γ ′i,j
1/2
·

i<j

1
k2
∂v∂n
2
0,Γi,j
+ ∥v∥20,Γi,j

+

i<j≤s

1
k2
∂v∂n
2
0,Γ ′i,j
+ ∥v∥20,Γ ′i,j
1/2
.
Hence, we obtain the bound
|(u− uN , φ)| ≤ J(uN)1/2|||v|||, (10)
where
|||v||| =

i<j

1
k2
∂v∂n
2
0,Γi,j
+ ∥v∥20,Γi,j

+

i<j≤s

1
k2
∂v∂n
2
0,Γ ′i,j
+ ∥v∥20,Γ ′i,j
1/2
.
Using the trace theorem and the regularity result of v, we have
|||v||| ≤ C∥v∥3/2+ε,Ω ≤ C∥φ∥0,Ω ,
where ε is small enough. Using this estimate in (10), we obtain the desired estimate. 
Remark 3.1. Theorem3.1 shows that for any fixed nonresonant k, J(uN) controls the interior error. Next, we give an estimate
of J(uN) to show the convergence of our method.
The following lemma is from [8]; it summarizes Theorem 5.2 and Lemma 5.5 of [15].We refer the reader to [15, Section 5]
for the proof.
Lemma 3.1. In each Ej, j = 1, . . . , q, there exists ρj > 1 such that for every 1 < τ < ρj it holds that
min
v∈Vj
∥u− v∥L∞(Ej) = O(τ−Nj)
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as Nj →∞. Furthermore, there exist functions v˜j ∈ Vj such that ∥u− v˜j∥L∞(Ej) = O(τ−Nj) and also
∥∇u−∇v˜j∥L∞(Γj) = O(τ−Nj),
for every 1 < τ < ρj, as Nj →∞.
The rates ρj are the conformal distances from the nearest singularity in u to (a conformal map of) the domain Ej. See
Fig. 8 in [15] for an example.
As a simple extension of the above lemma, we can get the following lemma. Though it is not given in [8] explicitly, it
seems that it is used there.
Lemma 3.2. In each Ej, j = q+ 1, . . . , s, there exists ρj > 1 such that for every 1 < τ < ρj it holds that
min
v∈Vj
∥u− v∥L∞(Ej) = O(τ−Nj)
as Nj →∞. Furthermore, there exist functions v˜j ∈ Vj such that ∥u− v˜j∥L∞(Ej) = O(τ−Nj) and also
∥∇u−∇v˜j∥L∞(Γj) = O(τ−Nj),
for every 1 < τ < ρj, as Nj →∞.
Using the above two lemmas, we have the following proposition immediately.
Proposition 3.1. In each Ej, j = 1, . . . , s, there exists ρj > 1 such that for every 1 < τ < ρj, there exist functions v˜j ∈ Vj such
that
∥u− v˜j∥0,Γj = O(τ−Nj),
∥∇u−∇v˜j∥0,Γj = O(τ−Nj),
for every 1 < τ < ρj, as Nj →∞.
Next, we will give a property of approximation of Vs+1 to the solution u on Γa. With an approach similar to that applied
in the proof of Theorem 5.2 in [8], and with arguments from Fourier analysis, it is easy to prove the approximation property
of Vs+1, i.e., the following Lemma 3.3 and Theorem 3.2.
Let uα = ue−iαx; then uα is periodic with period d. In domain Es+1,
u(x, y) = uI(x, y)+
+∞
n=−∞
cnei(αn+α)x+iβny,
uα(x, y) = e−iβy +
+∞
n=−∞
cneiαnx+iβny.
It follows immediately that the Fourier coefficients of uα on Γa are
u(n)α (a) = cneiβna, |n| ≥ 1.
Lemma 3.3. Let u(n)α (a) be the Fourier coefficients of uα on Γa, and for any arbitrarily small ε > 0, define ρε = e
2π
d (a−h−ε); then
|u(n)α (a)| ≤ Cρ−nε , |n| ≥ 1. (11)
Proof. Let f (t) := uα(t, a) for 0 ≤ t ≤ d. If we can show that f can be analytically continued as a holomorphic function to
the strip t + iτ for |τ | < a− h, then the estimate (11) immediately follows from the decay of Fourier coefficients of analytic
functions (see for example [18, Section 13.2]). Let Ωa = {z; 0 ≤ Re(z) ≤ d, h < Im(z) < 2a − h}, and define Ω∗a = {z;
z¯ ∈ Ωa}. By simple calculation, we can see that uα satisfies the following equation:
∆uα + 2i∂uα
∂x
+ (k2 − α2)uα = 0, (x, y) ∈ (0, d)× (h, 2a− h).
By a result from Henrici [19], there exists a holomorphic function U(z, z∗) which is analytic in the whole of Ωa × Ω∗a and
for which U(z, z¯) = uα(x, y). From the definition of f it follows that f (t) = U(t + ia, t − ia). Hence, by the analyticity of U
we have that f (t + iτ) = U(t + i(τ + a), t + i(τ − a)) is analytic for 0 ≤ t ≤ d and |τ | < a− h. 
Theorem 3.2. Assume that k2 − (αNs+1 + α)2 < 0, αNs+1 > α and ρε is as given in Lemma 3.3; then
min
v∈Vs+1
∂u∂n − ∂v∂n
2
L2(Γa)
+ k2∥u− v∥2L2(Γa)

= O((ρε − ε′)−2Ns+1), (12)
for any ε′ > 0 arbitrarily small.
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Proof. Assume that the Rayleigh expansion of u in Es+1 is
u = uI(x, y)+
∞
n=−∞
cnei(αn+α)x+iβny.
We take a special v ∈ Vs+1 such that
v = uI(x, y)+
Ns+1
n=−Ns+1
cnei(αn+α)x+iβny.
Thus
u− v|Γa =

n∉[−Ns+1,...,Ns+1]
cnei(αn+α)x+iβna =

n∉[−Ns+1,...,Ns+1]
u(n)α (a)e
i(αn+α)x,
∂u
∂n
− ∂v
∂n

Γa
=

n∉[−Ns+1,...,Ns+1]
iβncnei(αn+α)x+iβna =

n∉[−Ns+1,...,Ns+1]
iβnu(n)α (a)e
i(αn+α)x.
Define vα = ve−iαx; using Parseval’s identity it follows that
∥u− v∥2L2(Γa) = ∥uα − vα∥2L2(Γa) = d

n∉[−Ns+1,...,Ns+1]
|u(n)α (a)|2 ≤ Cρ−2Ns+1ε ,
and ∂u∂n − ∂v∂n
2
L2(Γa)
= d

n∉[−Ns+1,...,Ns+1]
β2n |u(n)α (a)|2
≤ d

n∉[−Ns+1,...,Ns+1]
(αn + α)2|u(n)α (a)|2
≤ d

n∉[−Ns+1,...,Ns+1]
(2αn)2|u(n)α (a)|2
≤ C

n∉[−Ns+1,...,Ns+1]
n2ρ−2nε
≤ C(ρε − ε′)−2Ns+1 ,
where we absorb the algebraic factor n2 into the exponential bound in the last step. Combining the above two inequalities,
we obtain the result of this theorem. 
Combining Theorem 3.1, Proposition 3.1, and Theorem 3.2, we obtain immediately the following theorem.
Theorem 3.3. Let ρ1, . . . , ρs be the measures of the exponential convergence rates given in Proposition 3.1, and ρε be given
in Theorem 3.2. Define ω := min{ρn11 , . . . , ρnss , ρns+1ε }; then
∥u− uN∥0,Ω ≤ C(ω − ε′)−N ,
for any ε′ > 0 arbitrarily small.
Proof. Define Γ˜ ′i,j = {(x, y); (x− d, y) ∈ Γ ′i,j}. Using Theorem 3.1, and the fact that uN is the minimizer of J(v), we have for
any u˜N ∈ V ,
∥u− uN∥20,Ω ≤ CJ(uN) ≤ CJ(u˜N) = CJ(u˜N − u)
≤ C

i<j

k2∥u˜N |Ei − u∥20,Γi,j +
∂ u˜N∂n Ei − ∂u∂n
2
0,Γi,j

+

i<j

k2∥u˜N |Ej − u∥20,Γi,j +
∂ u˜N∂n Ej − ∂u∂n
2
0,Γi,j

+

i<j≤s

k2∥u˜N |Ei − u∥20,Γ ′i,j +
∂ u˜N∂n Ei − ∂u∂n
2
0,Γ ′i,j

+

i<j≤s

k2∥u˜N |Ej − u∥20,Γ˜ ′i,j +
∂ u˜N∂n Ej − ∂u∂n
2
0,Γ˜ ′i,j

.
E. Zheng et al. / J. Math. Anal. Appl. 397 (2013) 550–560 557
Fig. 2. Straight line grating and the corresponding domain decomposition.
Fig. 3. Left plot: error of the efficiency for growing N . Right plot: error of the L2 norm (solid line) and J(uN )1/2 (dashed line) for growing N .
We choose u˜N such thatuN |Ei , i = 1, . . . , s+ 1, satisfies Lemmas 3.1 and 3.2, and Theorem 3.2; then we obtain the result of
this theorem. 
4. Numerical examples
In this section we demonstrate the numerical results of our method on three different gratings. All computations were
performed using MATLAB.
The method discussed in this paper requires the solution of least-squares problems of the form (3), which is ill-
conditioned. In order to improve the ill-conditioning of the Fourier–Bessel functions, in our numerical computations, we
rescale the Fourier–Bessel functions so that they have unit value at the subdomains’s maximum radius from the corner (or
local origin), as is done in [8]. Also, the terms of the truncation of the Rayleigh expansion are rescaled so that they have
unit absolute value on the matching line. Then the least-squares problem is solved by using a backward stable least-squares
solver, for example the backslash (mldivide) in MATLAB.
Example 1. We consider the simplest grating structure: a straight line. Assume that a plane wave uI = eiαx−iβy is incident
on the straight line {y = 0}. The exact solution is u = uI−eiαx+iβy. In our experiment, we choosewavenumber k = 5, grating
period d = 2, and angle of incidence θ = pi/4, and the computing domain is {(x, y);−1 < x < 1, y > 0} (Fig. 2). Since there
is no corner in this case, we choose two points (−0.5, 0) and (0.5, 0) on the surface of the grating as the corner points. The
corresponding angle is π , and we use the Fourier–Bessel basis in the bottom two subdomains. We show the convergence
results for the grating efficiency, L2 error and J(uN), where the L2 norm is computed in the domain (−1, 1) × (0, 1). The
definition of the grating efficiency can be found in, for example, [20]. We can see that the convergence rate is very fast in
this case, since there is no singular point. The right plot of Fig. 3 supports the estimation of Theorem 7.
Example 2. In this example we show results for a rectangular grating. The domain and corresponding decomposition are
shown at the top of Fig. 4. In the bottom left plot of Fig. 4, we show the full field for scattering by a plane wave with angle of
incidence θ = 0 and wavenumber k = 1. We choose N = 50, and the corresponding J(uN) is 4.9 · 10−10. The bottom right
plot of Fig. 4 is the full field for scattering by a plane wave with angle of incidence θ = π/3 and wavenumber k = 50. We
choose N = 150, and the corresponding J(uN) is 1.3 · 10−12. Fig. 5 shows that once the number of basis functions is high
enough to get into the regime of exponential convergence, a small increase in the number of basis functions leads to a large
decrease of J(uN). The behavior of the efficiency is similar to that of J(uN).
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Fig. 4. Top plots: rectangular grating and the corresponding domain decomposition. Bottomplots: the full field (real part) for k = 1with angle of incidence
θ = 0 (left) and k = 50 with angle of incidence θ = pi/3 (right).
Fig. 5. Left plots: grating efficiency of Example 2 with k = 50, θ = π/3. Right plots: convergence for J(uN )1/2 with k = 50, θ = π/3.
Example 3. In this example we show results for a sharp angle grating. The domain and corresponding decomposition are
shown at the top of Fig. 6. In the bottom left plot of Fig. 6, we show the full field for scattering by a plane wave with angle of
incidence θ = 0 and wavenumber k = 10. We choose N = 50, and the corresponding J(uN) is 1.2 · 10−10. The bottom right
plot of Fig. 6 is the full field for scattering by a plane wave with angle of incidence θ = −π/4 and wavenumber k = 100.
We choose N = 150, and the corresponding J(uN) is 6.7 · 10−4. Fig. 7 shows the convergence of the grating efficiency and
J(uN). The behavior is similar to that for Example 2. But for higher wavenumber k, we need more basis functions to get into
the regime of exponential convergence.
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Fig. 6. Top plots: a sharp angle grating and the corresponding domain decomposition. Bottom plots: the full field (real part) for k = 10 with angle of
incidence θ = 0 (left) and k = 100 with angle of incidence θ = −pi/4 (right).
Fig. 7. Left plots: grating efficiency of Example 3 with k = 100, θ = −π/4. Right plots: convergence for J(uN )1/2 with k = 100, θ = −π/4.
5. Conclusions
In this paper we have demonstrated an efficient and highly accurate numerical method for treating diffraction from
a polygonal-line grating. In our method, only a small number of elements are needed. Choosing the right kinds of basis
functions for each element, we can get fast exponential convergence. So it is very competitive in solving Helmholtz equation
problems with low or intermediate frequency. Furthermore, since the solution may have singularities around the corners,
the using of fractional Fourier–Bessel basis functions for the corner elements deals well with this.
Though we only analyzed the case of a Dirichlet boundary condition for u, that is u = 0 on Γ , the scheme presented in
this paper can be trivially extended to a Neumann boundary condition, that is ∂u
∂n = 0 on Γ . For this we only need to switch
from Fourier–Bessel sine function approximations to Fourier–Bessel cosine functions for each corner element Ei.
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For the Robin boundary condition and curvilinear edges meeting at a corner, the solution is not separable close to the
corner, which needs to be studied further.
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