RCGA-Based Tuning of the PID Controller for Disturbance Rejection by 김민정
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In this thesis, tuning rules of the PID controler for load












오늘날 현대적 제어이론의 급속한 발전에도 불구하고 아직도 산업공정을 비
롯한 석유,화학,발전 분야 등 대부분의 산업현장에서는 고전적인 PID 제어기
가 사용되고 있다[1].이는 PID 제어기가 현장에서 요구되는 제어목적을 충분
히 만족시키면서 구조가 간단하고,조정해야 할 계수의 수가 적어 현장 기술자
에게 친숙하기 때문이다. PID제어기는 간단한 구조를 갖고 있어서
DDC(Direct-Digital-Control)패키지와 같은 형태로 저렴한 비용으로 구현하기
에 알맞다.그리고 적분동작을 갖고 있기 때문에 계단상의 입력을 정상상태 오
차 없이 추종할 수 있고,일정한 부하외란(Loaddisturbance)을 제거할 수 있다
는 것이 PID제어기가 선호되는 무엇보다도 큰 이유이다.
고전적인 제어기의 파라미터 설정방법은 제어기에 대한 충분한 지식과 시스
템의 수학적인 해석 및 계산에 의해서 이루어진다.그러나 이렇게 설계된 제어
기도 주어진 환경에서 지역적일 수 있고,성능이 안 좋은 제어기로 존재할 수
있다.이런 이유 때문에 다양한 파라미터의 적용이 시도 되어야 하고,수동적으
로 동조되어야 하기도 하였다.이러한 수동적인 동조 방법은 적절한 제어기 파
라미터를 얻기 위해 시행착오로 인한 시간 소요가 많으므로 효과적이지 못하였
다.이에 스스로 그 시스템에 맞는 파라미터를 찾아내는 자동 동조 제어방법이
나타나기 시작했다.자동 동조 제어기의 큰 장점으로는 시스템을 효율적으로 제
어하기 위한 적절한 제어기 파라미터를 자동적으로 추정할 수 있다는 것이다.
PID 제어기는 사용 환경에 따라 설정치 추종(Set-pointtracking)성능 또는
외란억제(Disturbancerejection)성능을 개선하도록 구분되어 동조된다.지금까
지 많은 동조규칙들이 제안되어 왔으나[2]-[5]대부분의 경우 경험과 실험을 바
탕으로 하고 있다.이와 같은 경험적인 동규방법들은 여타의 방법에 비해 동조
하기가 쉬운 장점을 가지지만,수동으로 실험을 행하여 동조하는 과정으로 인
해 운영자의 시간과 노력이 요구된다.그러므로 보다 이론에 바탕을 둔 체계적
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인 동조방법이 요구되고 있다[6].
최근 퍼지 및 지능 제어의 발달로 제어기의 설계에 여러 가지 이론들이 많
이 접목되고 있다.그 중 유전알고리즘(GeneticAlgorithm)은 강력한 최적화 특
성 때문에 퍼지 이론과 적응제어 시스템의 개발에 있어서 활발히 연구되는 분
야다.따라서 김[7]등은 RCGA를 이용하여 설정치 추종용 PID 제어기의 동조
규칙을 제안한 바 있다.
본 연구에서는 설정치는 고정되고 부하외란만 변동되는 환경에서 운전되는
PID제어기의 외란제거 성능을 개선해주는 동조규칙을 얻는다.이를 위해 먼저
RCGA를 이용하여 주어진 세 가지 성능지수(ISE,IAE,ITAE)를 최소로 하는
관점에서 최적계수를 구하고,최적계수 집합과 동조규칙 모델과 또 다른
RCGA를 이용하여 일반화된 동조규칙을 얻는다.제안하는 방법은 시뮬레이션
을 통해 기존의 방법과 비교하여 그 유효성을 검토한다.
본 논문은 다음과 같이 구성된다.제 2장에서는 PID제어시스템의 구성을 개
괄적으로 소개하고,제 3장에서는 RCGA를 이용한 동조규칙을 유도하며,제 4
장에서는 논의된 방법을 시뮬레이션을 통하여 기존의 동조규칙과 제안한 동조
규칙의 응답을 비교하여 제안한 동조규칙의 유효성을 밝히며,마지막으로 제 5
장에서는 결론을 제시한다.
- 3 -
제 2장 제어대상과 기존의 동조규칙
외란 제거용 PID 제어기의 최적 동조규칙을 제안하기에 앞서 이 장에서는
PID제어시스템의 구조와 기존의 몇 가지 동조법에 대해 살펴본다.
2.1PID 제어시스템의 구성
제어대상으로부터 정확한 수학적 모델을 얻을 수 있는 경우에는,폐루프 시
스템의 과도 및 정상 상태의 조건을 만족하는 PID 제어기의 파라미터를 결정
하는데 여러 가지 설계방식의 적용이 가능하지만,일반적으로 모델이 고차일수
록 PID제어기 설계의 해석적 접근이 어렵게 된다.다행히도 현장의 많은 복잡
한 공정제어 시스템들은 고차이면서 비선형적인 동특성을 갖지만 동작점 부근
에서 시간지연을 갖는 1차 시스템으로 근사화할 수 있어,이를 대상으로 PID
제어기를 동조하는 많은 연구가 수행되어 왔다.제어대상의 전달함수를  ,











따라서 본 논문에서는 제어대상으로는 (2.1)의 시간지연을 갖는 1차 시스템이,
PID제어기로는 (2.2)의 표준형이 채택된다.









여기서   , , 는 각각 시스템의 설정치,출력,외란을 나타내고
 , , 는 각각 오차,제어기 출력,제어대상의 입력신호를 나타낸다.
또한 ,,은 제어대상의 정상이득,시정수,시간지연을 ,,는 PID 제
어기의 비례이득(Proportional gain), 적분시간(Integral time), 미분시간
(Derivativetime)을 의미한다.
우수한 제어성능을 보장하기 위하여 제어기의 세 계수는 제어대상의 동특성
에 따라 적절히 조정되어져야 한다.PID제어기는 설정치 추종성능을 개선하거
나 또는 외란 억제성능을 개선하기 위해서 사용될 수 있다.기존의 연구에서는
설정치 추종성능을 개선하기 위한 일련의 방법을 제시하였다[6].본 연구에서는
기존의 연구에 덧붙여 외란제거용 PID 제어기의 동조규칙을 얻는 것이 목적이
므로 설정치는 제어시간동안 고정되는 것(일반성을 잃지 않는 한 0으로 간주)
으로 가정한다.
그림 2.1에서 보듯이 외란은 제어시스템의 내부로 들어오는 것으로서,시스템
의 출력이 설정치로부터 벗어나게 하는 원인을 제공하므로 설계 시 항상 고려
되어야 할 요소이다.일반적으로 외란은 저주파수 특성을 가지는데,시스템 자
체의 저역대역필터(Low-passfilter)특성으로 인해 더욱 저주파 특성을 보이기
도 한다.문헌에는 자주 계단입력 형태의 외란이 고려되므로,본 연구에서도 외
란은 계단상으로 변동하는 것으로 간주한다.
(2.1)과 (2.2)로부터 오차  를  와  의 함수로 표시하면
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    












   
  (2.4)




를 얻을 수 있고,최종치 정리에 의해 lim
→
   이 되므로 가정한 설정치와
외란에 대하여 PID제어시스템은 정상편차가 발생되지 않음을 알 수 있다.
2.2기존의 동조규칙
PID제어기의 동조는 제어기 응용 초기부터 연구 대상이 되어온 중요한 문제
로 여러 가지의 동조 기법이 개발되었고,동조 방법도 매우 다양하며 또 그 방
법에 따라 파라미터 값도 조금씩 다르다.
2.2.1.Ziegler-Nichols동조법
이 방법은 1942년 Ziegler와 Nichols가 플랜트 변화에 따른 P,I,D 계수의
최적 설정기법을 감도 영향을 고려하면서 체계적으로 완성한 동조법이다.지금
까지도 변수 모델로 공정을 특성화하지 않는 장점 때문에 대부분의 PID 제어
기 설계 시 기본적으로 이용되고 있다.동조 방법을 크게 구분하면 오프라인
상에서 수행하는 개루프 방식과 제어기를 제어대상에 장착한 상태에서 수행하
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는 폐루프 방식이 있다.
(1)개루프법
제어기를 개루프 상태에서 제어량의 변화 상태를 보면서 정상이득(Gain)K,
시정수(Timeconstant) τ,지연시간(Timedelay)L을 얻고 이를 토대로 PID
제어기의 계수를 동조하는 기법이다.그림 2.2는 개회로 제어시스템의 단위계단
입력에 대한 응답곡선으로부터 K,τ,L을 구하는 것을 보여준다.이 때 구해진










표 2.1개루프법에 의한 PID동조규칙
Table2.1PIDtuningrulebytheopen-loopmethod









개루프법은 개회로 제어시스템의 단위계단 입력에 대한 응답곡선으로부터 정
확한 정상이득과 시정수,및 시간지연 상수 등을 구하기가 어려우며 상당한 현
장경험이 요구되고,운전원에 따라 성능 결과가 다르다.
(2)폐루프법
비례이득을 갖는 폐회로 시스템에 비례 요소를 폐루프에 넣고,출력 가
한계 진동할 때까지 비례이득을 증가시켜 한계주기와 한계이득을 얻은 다음
PID 제어기의 파라미터를 동조하는 기법이다.그림 2.3은 비례이득을 갖는 폐
회로 제어시스템을 보여주고 있다.
uK plant
y  (t) u(t) y(t)r
그림2.3비례이득을 갖는 폐회로 제어시스템
Fig.2.3Closed-loopcontrolsystem withproportionalgain
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한계 진동할 때의 비례계수를 한계이득 ,응답곡선의 한계주기를 라고








표 2.2폐루프법에 의한 PID동조규칙
Table2.2PIDtuningrulebytheclosed-loopmethod
        Parameter
 Controller
  
PI 0.45  0.83 
PID 0.6  0.5  0.125 
폐루프법은 공정 이득의 안정도를 유지하는 수준에서 제어해야 하고,많은 시
행착오에 의해 한계이득과 한계주기에서 폐루프 이득을 얻기 때문에 시간을 많
이 소비되는 단점이 있다.또한 실제의 플랜트에서 안정한계까지 진동을 계속
한다는 것은 쉽지 않다.
2.2.2Cohen-Coon동조법
이 동조방법은 그림 2.5와 같이 플랜트의 개루프 응답곡선으로부터 PID파라
미터를 기울기가 가장 큰 변곡점에서 접선을 그어서 시간 축과 접선의 교차점
을 찾아내고,이들 값으로부터 도형적으로 결정한다.시간 축과 접선의 교차점
에서 시간지연 상수를 측정하고,그리고 기울기가 가장 큰 시점과 교차점 사이
의 간격을 시정수로 측정한다.이는 Ziegler-Nichols방법에 비해 편리한 방법









그림 2.5와 같은 인디셜 응답곡선을 통해서 구한 PID 제어기의 각 파라미터
는 표 2.3과 같다.
표 2.3Cohen-Coon법에 의한 PID동조규칙
Table2.3PIDtuningrulebytheCohen-Coonmethod

































폐루프 내에 공칭모델을 포함하여 플랜트와 모델간의 오차를 궤환하여 새로
운 제어입력을 만드는 방법이다.이 방법은 플랜트와 모델간의 모델링 오차를
보상할 수 있는 유용한 방법이지만,사용되는 모델은 일반적으로 플랜트보다
저차이며 플랜트의 불안정한 성분을 포함해야 한다는 제한조건이 있다.표 2.4
는 IMC동조법을 나타낸 것이다.
표 2.4IMC법에 의한 PID동조규칙
Table2.4PIDtuningrulesbytheIMCmethod













이때 너무 작은 를 사용하게 되면 빠른 응답을 얻을 수 있으나 진동하거나
불안정해질 수 있다.대개 PI제어기의 경우 ≥ 을,PID 제어기의 경우
≥ 을 사용한다.
2.2.4LopezITAE동조법
(2.1)의 시간지연을 갖는 1차 모델과 계단상의 외란에 대해 시간곱 절대오차






     (2.6)
시뮬레이션에 의해 
을 1에서 20까지 변화시키고 

 로 주어지는 식에
대해 최소자승법으로 a,b를 구한다.표 2.5는 LopezITAE법[8]에 의한 PID
동조규칙을 보여준다.
표 2.5LopezITAE법에 의한 PID동조규칙
Table2.5PIDtuningrulebytheLopezITAEmethod

























제 3장 최적화 도구로서의 RCGA
앞 장에서는 PID 제어시스템의 구성과 기존의 동조규칙을 살펴보았다.본 장
에서는 새로운 외란제거용 PID 동조규칙을 제안하기 위해 최적화 문제가 수반
되므로 이를 해결하기 위해 실수코딩 유전알고리즘(Real-coded genetic
algorithm:RCGA)을 사용하므로 이에 대해 살펴본다.
3.1유전알고리즘
먼저 최적화 도구로서의 유전알고리즘의 원리에 대해 간단히 살펴본다.
3.1.1유전알고리즘의 원리
자연계 생물들은 그들의 유전자를 보존하고 생존을 지키기 위해 자손을 생산
하고,끊임없이 환경과 투쟁하며 적응해 가는 일련의 과정은 주어진 환경에서
최선이라는 사실에 입각하여 유전학과 진화원리를 컴퓨터 알고리즘과 결합시키
는 가능성을 연구하여 왔다.
유전알고리즘은 두 부모의 유전자들로부터 그들 자손의 유전자를 형성하는
유성생식과 자연환경에서 일어나는 진화원리를 흉내 내고 있다.이러한 과정이
문제 해결에 이용될 때,기본적으로 요구되는 전제는 인위적인 진화현상을 일
으킬 초기 집단을 구성하는 것이다.집단은 문제 공간상에서 잠정적인 해를 뜻
하는 다수의 개체로 형성되고 이들은 유전자의 역할을 반영하도록 흔히 비트스
트링 형태로 표현된다.이 집단은 유성생식과 진화 원리를 모방한 유전 연산자
에 의해 점진적으로 개선되게 된다.각 개체는 집단의 구성원으로서 더 적합하
고 덜 적합한 어떤 특징을 가지고 있기 때문에 적합도 함수에 의해 계량화 될
수 있다.따라서 적합도 값이 큰 개체들은 더 많이 선택된다.선택된 개체들 간




유전알고리즘은 진화 원리를 컴퓨터 알고리즘과 접목시켜 매우 복잡한 최적
화 문제를 다룰 수 있는 메커니즘을 제공함으로써 신호처리,시스템 식별 및
제어,신경회로망의 설계 및 학습,VLSI설계,TSP및 작업 스케쥴링 등 여러
분야에 응용되어 왔다[9].GA의 탐색과정은 크게 초기화,적합도 평가,재생산,
교배,돌연변이의 5단계로 구분된다[10].
초기화 단계에서는 주어진 문제의 해가 될 가능성이 있는 개체들의 집단이
형성된다.다음 단계에서 개체들은 복호화 되어 목적함수를 제공하고 이로부터
적합도가 계산된다.개체들의 상대적인 적합도 값에 따라 현재 집단 내의 개체
들이 재생산을 위해 선택된다.일반적으로 성능이 좋은 개체들은 더 많이 선택
되고 성능이 나쁜 개체들은 집단으로부터 소멸된다.선택된 개체들은 교배를
통해 서로 간에 유전정보를 교환함으로써 집단에 새로운 개체를 도입하게 된
다.마지막으로 돌연변이를 통해 개체의 유전정보를 임의로 변경하여 집단에
새로운 정보를 도입한다.이렇게 해서 새롭게 형성된 집단은 최적의 해가 발견
될 때까지 적합도 평가,재생산,교배,돌연변이 연산을 반복하게 된다.






















유전 알고리즘은 자연 진화를 모방하고 있다는 사실 외에도 기존의 탐색 알
고리즘과 구분 되는 몇 가지 특징을 가지고 있는데 다음과 같다.
1)문제의 파라미터를 직접 이용하기 보다는 이를 적절히 기호로 표현
하여 이용한다.
2)하나의 해를 다루기보다는 집단을 취급한다.
3)이득함수 또는 목적 함수 값만을 필요로 하고 연속성,미분가능성,단봉
등과 같은 다른 보조 정보를 요구하지 않는다.
4)유전 연산자들을 사용한다.
5)얻어진 결과는 결정적이기 보다는 확률적이다.
이 외에도 유전 알고리즘은 매우 복잡하고 규모가 큰 탐색 공간에서도 원만
히 동작하며,목적함수를 선택하는데 있어서도 매우 유연하다.다시 말하면 다
봉의 특징을 가지는 탐색환경에서도 전역해를 얻을 수 있고,구배에 기초한 기
존의 방법들이 도함수를 쉽게 얻을 수 있는 제곱오차의 적분(Integralofthe
squareoftheerror:ISE)을 목적함수로 취하지만,유전알고리즘은 절대오차의
적분(Integraloftheabsolutemagnitudeoftheerror:IAE),시간곱 절대오차
의 적분(Integralofthetime-multipliedabsolutemagnitudeoftheerror:
ITAE)등과 같이 어떤 형태의 함수도 목적 함수로 쉽게 이용할 수 있다.
이러한 특징 때문에 유전 알고리즘은 함수의 최적화,자원배분,스케쥴링,운
송문제,순회판매원 문제,시스템 제어 및 식별,신경 회로망의 학습법 등 다양
한 분야에서 폭 넓게 응용되고 있다.
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3.2RCGA
초기 유전알고리즘은 이진 형태의 염색체를 사용해왔기 때문에 아직도 이진
코딩이 폭 넓게 채용되고 있다.이진코딩을 채용할 때 정밀도를 높이거나 해에
대한 사전지식의 결여로 탐색구간을 확대하면 염색체 길이가 길어진다.긴 염
색체는 매우 큰 탐색공간을 만들어 유전알고리즘이 해를 찾는데 많은 시간을
요구하거나,경우에 따라서는 실패하는 원인을 제공한다.
따라서 본 논문에서는 실수코딩 염색체를 채용하는 RCGA를 이용한다.실수
코딩이 선호되는 이유를 요약하면 다음과 같다.
1)변수(표현형)와 유전자(유전자형)간에 일대일 일치로 프로그래밍이 간편해지
고,이진코딩 유전알고리즘(Binary-codedgeneticalgorithm :BCGA)에서
요구되는 부호화,복호화 프로세스가 필요 없게 되어 탐색속도를 높일 수
있다.
2)지역동조를 통해 해의 정밀도를 개선할 수 있다.BCGA에서는 해밍절벽
(Hammingcliff)때문에 지역동조가 어렵지만 RCGA에서는 더 적합하고 빠른
방법으로 동조가 일어나도록 해주는 불균등돌연변이와 같은 연산자가 있다.
3)해에 관한 사전지식이 없는 경우에는 매우 큰 정의영역을 정하는 것도 가
능하다.
4)직관적으로 문제공간과 가깝고 관련된 지식을 포함시키는 특별한 연산자들
의 구현이 용이하다.
5)문제영역과 가까우므로 복잡한 제약조건을 다루기 위한 도구를 설계하는
것이 쉬워진다.
3.2.1기본 유전 연산자
유전 알고리즘의 핵심은 무엇보다도 자연의 진화원리를 알고리즘 형태로 나
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타낸 기본 유전 연산자(Basicgeneticoperator)라 할 수 있다.대부분의 유전알
고리즘들은 재생산,교배,돌연변이 연산자를 포함시키고 있다.
1)재생산(Reproduction)
재생산은 자연계의 적자생존의 현상을 모방하여 각 개체의 적합도에 따라 개
체를 선택하여 새로운 집단을 형성하는 과정을 말한다.이러한 선택은 약한 개
체들을 집단에서 몰아내고 강한 개체를 선택함으로써 유전자들이 이후 세대의
집단에 넓게 퍼지도록 하여 전체집단을 더욱 강하게 해주는 특징을 가진다.
재생산 알고리즘으로는 루울렛 휠선택(Roulettewheelselection),순위에 기초
한 선택(Ranking-basedselection),토너먼트선택(Tournamentselection)등이
있다.
본 논문에서는 구배와 유사한 재생산[10,11]을 사용한다.이 연산자에 의하면
집단 내 개체들은 자신과 최적 개체와의 정규화된 적합도 차이와,자신과 최적
개체와의 벡터 차의 상수 곱에 따라 변경되어 새롭게 재생산되는데,궁극적으
로 집단 내 모든 개체들을 현 세대의 최적 개체 쪽으로 끌어 모으려는 방향으
로 연산한다.
2)교배(Crossover)
자연계 생물들의 개체 증식은 부모 세대의 성적결합 즉,교배를 통해 이행되
며 이를 통해 서로간의 유전자를 교환 하게 된다.유전알고리즘에서도 개체간
의 정보교환을 통해 새로운 점을 탐색하기 위하여 교배급원으로부터 부모염색
체 쌍을 임의로 선택하고,교배점 이후의 비트들을 서로 교환 결합함으로써 자
손을 생성한다.
교배는 염색체간에 정보를 교환하기 위한 메커니즘으로서 이를 구현하는 연
산자는 근본적으로 코딩 법에 종속될 수밖에 없다.RCGA에서는 단순교배,산
술적교배,수정단순교배,프랫교배 등이 사용된다.본 논문에서는 수정단순교배
[10,11]를 사용하였다.이것은 이진코딩의 일점교배를 아주 근접하게 묘사한 연
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산자이다.두 염색체에 대해 교배점 ∈     이 무작위로 선택되면 j번째
때 요소는 식으로 일차 결합되고 그 후의 요소들은 서로 교환되어 자손이 생산
된다.
3)돌연변이(Mutation)
모의진화가 계속되는 동안 재생산과 교배 연산자는 집단을 더욱 강하게 해주
고,이로 인하여 염색체들은 서로 닮아가게 된다.이러한 현상은 세대 말기에는
바람직하지만 세대 초기에 발생하게 되면 유전자의 다양성 결핍으로 지역해
(Localsolution)나 사점(Deadcorner)에 빠지게 되는 요인이 된다.집단 내에서
염색체들의 특정위치 비트(Bit)가 모두 같게 되면 재생산과 교배 연산자는 이를
변경할 수 없게 된다.이러한 원치 않는 해로부터 벗어나기 위해 돌연변이를
사용한다.이렇게 함으로써 초기 세대에서 모든 염색체의 특정 비트가 고정되
는 것을 방지해주고 또한 탐색 영역을 확대해주기도 한다.RCGA에서는 균등
돌연변이,경계돌연변이,동적돌연변이 등이 사용가능하다.
본 논문에서는 동적 돌연변이(Dynamicmutation)[10,11]를 사용하였다.일명
불균등돌연변이(Non-uniform mutation)라고도 불리 우는 이 연산자는 정밀도
를 높이기 위하여 미세 조정이 가능하도록 고안된 것이다.j번째 유전자에서 돌







x ∆    일때
x ∆   일때 (3.1)
여기서 는 0또는 1둘 중에서 하나를 취하는 난수이다
3.2.2적합도 평가(Fitnessevaluation)
자연계에서 생물들은 끊임없이 환경에 적응해 가는데 한 생물의 적응능력은
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그 환경에 대한 적합도(Fitness)를 반영한다.이 적응능력이 유전알고리즘에서
는 개체의 적합도를 평가하는 과정을 통해 반영한다.새로운 집단이 완성되고
개체들의 적합도가 목적함수에 의해 계산되며 적합도의 평가는 새로운 집단이
완성 될 때마다 계속된다.이 과정에서 적합도가 큰 개체가 더 많은 보상을 받
을 수 있도록 배려하기 위해서 적합도 함수는 최대화 문제 형태로 표현된다.
따라서 본 논문에서는 최소화 문제로 기술되는 목적함수는 (3.2)와 같이 사상된
다.
        (3.2)
여기서 f(s)는 적합도 함수,F(x)는 목적함수,   은   ≥  을 보장하는
상수이다.
만약 초기 세대의 집단에 초우량 개체가 출현하게 되면 기존의 재생산 연산자
는 이 개체를 여러 번 복제하게 되고,그 결과 이들이 집단을 지배하게 되어
지역 최적점으로 급히 수렴하게 된다.이와 반대로 후기 세대에는 집단이 강해
지고,개체들이 한 점 주위로 군집되면 좋은 개체와 더 나은 개체를 구별하는
것이 쉽지 않게 된다.그러므로 초기에는 유전자의 다양성을 충분히 유지할 수
있도록 개체간의 상대적인 적합도의 영향을 줄여주고,후기에는 그 영향이 커
지게 해줄 필요가 있다.따라서 본 논문은 초기 세대에서는 우량 개체의 적합
도 영향을 줄일 수 있도록 개체들의 적합도 값을 넓은 범위의 값 위로 분포시
키고,후기 세대에는 더 적합한 개체들의 더 많이 선택될 수 있도록 분포시키
는 선형스케일링(Linearscaling)을 사용한다.
또한 최적 개체가 다음 세대로 소멸되지 않고 전달되는 것을 보장해 주는 엘
리트 전략(Elitiststrategy)[10,11]을 사용하였다.
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제 4장 RCGA를 이용한 동조규칙의 유도
이 장에서는 앞 장에서 살펴본 RCGA를 이용하여 제어대상의 매개변수를 변
경해가며 성능지수를 최소로 하는 외란억제용 PID제어기의 최적 계수를 얻고,
이를 일반화하여 새로운 동조규칙을 얻는다.
4.1PID 제어시스템의 무차원화
앞에서 잠시 언급하였듯이 본 연구의 최종 목적은 산업현장의 프로세스를 대
상으로 외란제거용 PID 동조법을 얻는 것이다.(2.1)의 제어대상은 세 개의 파
라미터를 가지고 있으므로 편의상 제어대상의 이득 K를 제어기와 함께 묶어
표시하고,매개변수들을 무차원화하기 위해 ′  
 라 하면 주파수 영역에서는
 ′    인 관계가 성립된다.따라서 2.1절에서 언급한 제어대상과 PID 제어기
수식은 (4.1),(4.2)와 같이 고쳐 쓸 수 있다
1)제어대상
    









    











이렇게 함으로써 제어대상은 매개변수 
 만의 함수로 간단히 표시되는 이
점을 가지게 된다.이들을 라플라스 역변환하여 무차원의 시간영역으로 변환하
면 다음과 같은 방정식을 얻게 된다.
1)제어대상














4.2 최적 PID 계수 집합 탐색
앞 절에서 구한 무차원 제어대상의 매개변수 
를 변경해가며 최적의 계수
집합 {,
,








그림 4.1RCGA를 이용한 PID제어기의 최적동조
Fig.4.1OptimaltuningofthePIDcontrolerusingaRCGA
본 연구에서 설정치  는 일정하게 고정되므로 일반성을 잃지 않은 범위
내에서 0으로 간주하였고,외란 는 계단상으로 변화는 것으로 간주한다.제
어기의 바람직한 역할은 외란이 없는 한 출력이 설정치에 일치하도록 제어입력
을 만들어 내야하며,외란이 있을 경우에는 변경된 출력이 가급적 빨리 회복되
어 설정치 부근으로 되돌아오도록 하는 것이다.
제어기의 최적 성능은 세 가지 계수 ,
,
를 어떻게 정하느냐에 따
라 달라지게 된다.이는 다 변수 최적화 문제로 여기서 발생되는 최적화 문제
는 RCGA를 이용하여 해결한다.실수코딩을 채용함으로써 RCGA의 염색체는
PID제어기의 세 계수를 유전자로 가지게 된다.집단 내 염색체들의 성능이 좋
고 나쁨은 적합도 평가를 통해 계량되며,적합도는 성능지수(목적함수)로부터
계산되어 진다.본 연구에서는 제어환경에 따라 적절히 선택해서 사용할 수 있














    (4.7)
일반적으로 ISE는 해석이 용이하여 최적제어기 설계 등에 자주 이용되나 오
차가 클 때는 큰 벌점을,작을 때는 작은 벌점을 주는 결과를 초래해 최적해
부근에서 계수의 변화에 둔감하다.한편 IAE는 오차의 절대 크기를 취함으로써
양이나 음의 오차에 균등한 벌점을 부여하는 효과를 주므로 ISE보다 나은 감
도를 나타낸다.ITAE는 장시간의 과도현상에 대해 벌점을 주는 매우 유용한
기준으로 IAE나 ISE보다 훨씬 더 변별력이 있으며,이 적분의 최소값은 시스
템의 파라미터들이 변하는 경우에 훨씬 더 잘 정의될 수 있다.

를 0에서 3사이에서 변화시키는 동안 설정치 을 0으로 고정하고 단위
계단 외란( )을 투입하여 (4.5)에서 (4.7)의 성능지수를 계산하였고,이때 시
간 는 이후의 적분 값이 무시되어도 좋을 만큼 충분히 크게 하였다.한편
RCGA의 제어변수로 집단의 크기 N=20,재생산 계수 =1.7,교배확률 =
0.9,돌연변이 확률 =0.05로 하였다.
그림 3.3은 세 가지 성능지수에 대해 최적 계수를 구해 그린 것이다.계산된
모든 값들은 독립된 씨드(Seed)로 프로그램을 5번 실행하고 평균한 결과 값이
다.
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그림 4.2외란 제거용 최적 PID계수
Fig.4.2OptimalPIDparametersfordisturbancerejection
그림 4.2를 보면 는 




에 비례해서 증가하는 모양을 보이고 있다.
4.3동조규칙의 유도
여기서는 앞 절에서 구한 세 가지 성능지수 값을 최소로 하는 최적의 계수집
합을 이용하여 그림 4.3의 블록선도로부터 새로운 동조규칙을 얻는다.
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그림 4.3RCGA를 이용한 동조규칙 모델의 계수조정
Fig.4.3PIDparametertuningusingaRCGA

가 입력되는 동안 RCGA는 동조규칙 모델의 출력과 최적 계수값이 일치하
도록 모델의 파라미터를 연속적으로 조정하게 된다.사용된 동조규칙 모델은
문헌에 발표된 기존에 사용하고 있던 동조규칙들[2]-[4]을 참고하여 경험적으로
선택된 것이다.
여기서 발생되는 최적화 문제에도 RCGA를 적용하며,RCGA는 아래 성능지































이들 또한 최소화 문제이므로 적합도 함수는 (4.11)과 같이 정의된다.
          (4.11)
문헌으로부터 찾을 수 있는 동조규칙 모델은 표 4.1과 같으나,본 연구에서 김
























































앞의 방법들로 구해진 각 성능지수에 최적화된 세 가지 새로운 동조규칙은
표 4.3과 같다.표 4.3은 각각의 성능지수에 대해 독립된 씨드로 프로그램을 5
번 돌려 그 결과를 평균하여 얻은 결과이다. 만약 제어대상으로부터 매개변수





















































제 5장 시뮬레이션 및 검토
이제까지는 세 가지 성능지수를 고려하고 각각에 대해 외란제거용 최적의
PID동조규칙을 얻었다.제안한 새로운 동조규칙의 효용성을 입증하기 위해 시
뮬레이션을 실시하였고,Z-N 개루프법(Z-N법),Lopez의 외란제거용 동조법
(L-ITAE법)과 함께 응답을 비교하였다.제어대상 시스템으로는 문헌에 자주
인용되는 고차 시간지연을 가지는 모델을 사용하였다.
고차의 제어대상으로부터 시간지연을 갖는 1차 모델의 매개변수를 얻는 작업
에는 유전알고리즘을 이용한 연속시스템의 온라인 파라미터 추정법[12]을 적용
하였다.이때   은 각각 구간  ≤  ≤ , ≤ ≤ , ≤  ≤ 에서 탐색
되었고,샘플링 시간은 h=0.01초로 하였다.각 방법의 응답을 정량적으로 비교
하기 위하여 단위계단 외란이 투입될 때 교란된 응답의 첨두값(Perturbation
peak)을 ,이 첨두값에 도달하는 데 걸리는 시간을 ,교란된 응답이 설정
치의 2% 내의 범위로 회복되는 시간을 try로 정의하고 사용하였다.일반적으로
유전알고리즘으로부터 얻어지는 해의 정도와 수렴속도는 초기집단의 선택에 따
라 달라지므로 이를 배제하기 위하여 각 예제에서는 독립된 씨드로 생성된 초
기집단을 이용해서 각 10회의 모의실험을 행하고,여기서 얻은 결과를 평균하
여 추정치로 사용하였다.
5.1예제1
첫 번째 예제로 시간지연을 갖는 3차 시스템을 고려하였다.




시스템 I을 (2.1)의 제어대상과 같은 형태를 얻기 위해 RCGA를 이용해 근사
화 작업을 하였다.파라미터들은 각각  ≤  ≤ , ≤ ≤ , ≤  ≤ 의 구
간에서 탐색되었다.이때 샘플링 시간은   초 이었다.그림 5.1은 RCGA
가 모델의 파라미터를 탐색하는 과정을 보여준다.
시뮬레이션 결과   ,  ,   를 얻을 수 있고,시스템 I의
경우 
=1로써 시간지연과 시정수가 비슷한 시스템임을 알 수 있다.이를
(2.1)의 형태로 표현하면 (5.2)와 같다.
  
 (5.2)
그림 5.2는 원래의 시스템과 1차 시스템으로 근사화한 모델에 단위계단 응답
을 입력 했을 때 출력을 그린 것이다.이 그림으로부터 근사화한 모델은 시스
템과 거의 일치함을 확인 할 수 있다
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그림 5.2추정된 모델의 검증
Fig.5.2Verificationoftheestimatedmodel
5.1.2PID제어기의 응답비교
근사모델로부터의 기존의 동조규칙 방법들의 계수들을 살펴보면 Z-N법은
       ,L-ITAE법은        
이다.Fig.5는 40초간 기존의 방법과 제안한 방법들의 외란 제거능력을 비교한
그림이다.표 5.1은 각 방법의 ,,try를 구한 것이다.
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그림 5.3시스템 I의 PID제어기의 응답 비교
Fig.5.3ResponsecomparisonofthePIDcontrolersforSystem I
표 5.1시스템 I에 대한 성능 비교
Table5.1PerformancecomparisonforSystem I
Performance
Tuningrule  tpk try
GA-ISE 0.44 4.44 15.11
GA-IAE 0.47 4.58 14.47
GA-ITAE 0.48 4.69 13.38
Z-N 0.49 4.80 20.06
L-ITAE 0.53 4.91 17.30
- 36 -
외란에 의해 교란된 응답들은 시간이 경과됨에 따라 모두 설정치 값에 접근
해 가지만 제안한 방법의 응답이 기존의 방법보다 더 양호함을 알 수 있다.이
는 표 5.1의 정량적인 비교치를 통해서도 확인할 수 있으며 제안한 방법 중에
서 ,는 ISE,IAE,ITAE 순으로 작았고,try는 기대하듯이 ITAE,IAE,
ISE순으로 짧았다.
5.2예제2
다음은 시간지연이 다소 큰 3차 시스템을 고려하였다.
시스템 II:    
 (5.3)
5.2.1시스템의 근사화
앞의 방법과 같이 1차 시간지연 모델로의 근사화에 RCGA가 사용되었고 파
라미터들은 각각  ≤  ≤ ,  ≤ ≤ , ≤  ≤ 의 구간에서 탐색되었다.
이때 샘플링 시간은   초 이었다.  ,  ,  를 얻을 수
있었다.시스템 II는 
=2.7이고 시간지연이 시정수보다 큰 경우이다.(5.3)의
근사화한 모델은 (5.4)와 같다.
  
 (5.4)
그림 5.4는 RCGA가 모델의 파라미터들을 탐색해 가는 과정들을 나타낸 것이다.
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그림5.4모델 파라미터들의 진화적 탐색
Fig.5.4Evolutionarysearchofthemodelparameters
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그림 5.5는 예제의 시스템과 근사화한 모델에 계단응답을 입력하여 추정된 모
델을 검증한 것이다.










그림 5.5추정된 모델의 검증
Fig.5.5Verificationoftheestimatedmodel
5.2.2PID제어기의 응답비교
Z-N법의 제어기 계수는          이고 L-ITAE법은
        이며 동일한 방법으로 응답실험을 실시하여 세
성능을 구한 것이 그림 5.6이다.
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그림 5.6시스템 II의 PID제어기의 응답 비교
Fig.5.6ResponsecomparisonofthePIDcontrolersforSystem II
이 결과에서 얻은 ,,try값은 다음 표 5.2에 나타내었다.
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표 5.2시스템 II에 대한 성능 비교
Table5.2PerformancecomparisonforSystem II
Performance
Tuningrule  tpk try
GA-ISE 0.86 11.98 38.52
GA-IAE 0.87 12.18 38.43
GA-ITAE 0.87 12.26 27.79
Z-N 0.87 12.22 138.11
L-ITAE 0.87 12.25 44.28
이 경우에도 제안한 방법들이 기존의 방법보다 ,,try등에서 더 우수
한 성능을 보임을 확연히 알 수 있다.Z-N법은 도 클 뿐 아니라 외란의 영
향이 제거되는 회복시간 try도 길다.
5.3예제3
5.1절과 5.2절에서는 
이 동조규칙을 얻는데 사용한 데이터 범위(0<
<3)
안에 있었다.여기서는 그 범위 밖에서도 적용 가능한 지를 살펴보기로 한다.
다음과 같은 4차 시스템을 고려하였다.




앞의 예제들과 마찬가지로 근사화하였고,이 시스템의 경우 ,
     을 얻었고 
=4.8로서 3보다 큰 경우이다.(5.6)은 (5.5)를
1차 모델로 근사화한 것이다.
  
 (5.6)
그림 5.7은 RCGA가 모델의 파라미터들을 탐색해 가는 과정을 나타낸 것이다
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그림 5.7모델 파라미터의 진화적 탐색
Fig.5.7Evolutionarysearchofthemodelparameters
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그림 5.8은 예제의 시스템과 근사화한 모델에 계단응답을 입력하여 추정된 모
델을 검증한 것이다.그림으로부터 모델은 시스템과 잘 일치함을 확인할 수 있다.










그림 5.8추정된 모델의 검증
Fig.5.8Verificationoftheestimatedmodel
5.3.2PID제어기의 응답비교
사용한 Z-N법의 제어기 계수는       이고
L-ITAE법은      이며 100초간의 단위계단응답은
그림 5.9와 같다.
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그림 5.9시스템 III의 PID제어기의 응답 비교
Fig.5.9ResponsecomparisonofthePIDcontrolersforSystem III
응답실험으로 인해 구하여진 ,,try값은 다음 표 5.3과 같다.
- 45 -
표 5.3시스템 III에 대한 성능 비교
Table5.3PerformancecomparisonforSystem III
Performance
Tuningrule  tpk try
GA-ISE 0.984 17.76 56.24
GA-IAE 0.985 17.88 54.32
GA-ITAE 0.986 17.91 48.09
Z-N 0.985 17.84 353.20
L-ITAE 0.985 17.86 100.14

이 탐색범위 보다 더 큰 경우에도 역시 제안한 동조기법이 더 효과 있음
을 알 수 있다.특히 ITAE는 오차에 시간 가중치를 두었기 때문에 가장 만족
스러운 성능을 확인 할 수 있다.전체적으로 앞의 두 시스템과 유사한 경향을
보이지만,
이 클수록 기존의 방법보다 더 양호한 응답특성을 보여줌을 확인
할 수 있다.특히 이 경우에 Z-N법은 회복시간이 길어 적용이 쉽지 않다.
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제 6장 결론
본 연구에서는 세 가지 성능지수(ISE,IAE,ITAE)에 대해 외란제거용 PID
제어기의 새로운 동조규칙을 얻는 문제를 다루었다.먼저 시간지연을 갖는 1차
모델에 대해서 RCGA는 각 성능지수를 최소화 하도록 PID계수들을 동조하고,
계산된 계수와 동조규칙 모델과 또 다른 RCGA를 이용하여 외란제거용 PID
제어기의 동조규칙을 유도하였다.3가지 시스템에서 대한 시뮬레이션을 실시하
여 제안한 동조규칙들의 성능이 우수함을 보여주며 기존의 두 동조규칙보다 더
나은 결과를 확인할 수 있었다.외란제거용 공정제어는 실제 현장에서 종종 찾
아볼 수 있으므로 제안한 동조 법은 유용한 방법이 될 것이다
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어렵고 힘들었던 나날들,이를 이겨내고 버틸 수 있는 힘을 주셨던 많은 분들
께 작은 감사를 표시하려합니다.
본 논문이 완성되기까지 부족한 제자에게 배움의 길을 열어주시고 자상한 관심
을 베풀어 주신 진강규 지도교수님께 진심으로 감사드립니다.
또한 바쁘신 와중에서도 심사과정에서 면밀한 검토와 지도로 논문의 깊이를 더
해주신 김종화,유영호 교수님께 감사드립니다.
아울러 학부과정부터 많은 가르침을 주신 조석제,하윤수,황승욱 교수님과 그
외 한국해양대 IT공학부 모든 교수님들께 감사드립니다.
무사히 학창시절을 마칠 수 있도록 도와주신 모든 분들 감사합니다.
힘든 일이 있을 때마다 항상 따뜻한 조언과 많은 도움을 주시고 바른길을 제시
해주신 천행춘 교수님 저에게 매우 큰 힘이 되었습니다.본 연구의 수행에 많
은 도움을 주신 이윤형 선배 그 동안의 많은 친절에 감사드립니다.대학원 입
학 후 대학원 생활에 좋은 나침반이 되어주셨던 현경언니,함께 실험실 생활은
못했지만 여러모로 신경써주셨던 현식선배와 2년을 함께 있었던 정문오빠와 제
어기기 실험실을 거쳐 지나가셨던 많은 선배님들,부족한 저에게 희망과 용기
를 심어주신 모든 제어계측공학과 대학원 선배님들 감사드립니다.또한 친절하
고 온화한 미소로 저를 대해주었던 강군호 조교님,김경언 조교님께도 감사드
립니다.
나에게 행복을 선물해 주었던 해양대학교에서 내가 찾은 보물들에게도 감사를
표합니다.
항상 밝은 웃음으로 미소를 자아내게 하고 힘들고 괴로울 때 항상 힘을 불어
주며 아름다운 추억을 많이 만들었던 미,은경,주은,타지생활 하는 나를 위해
또 다른 가족이 되어 끊임없이 위로와 격려를 아끼지 않은 수경언니,눈물로
새벽을 함께 열었던 지은이,맛난 음식과 온화한 미소로 몸과 마음 모두를 행
복하게 해주었던 예희언니,또 다른 내가 되어 나를 이해해주고 많은 힘이 되
어준 소중한 친구 영미,정신적 고통을 함께 나누었던 유진이,날 즐겁게 해주
었던 보라언니,때론 찬구 같고 가끔은 오빠 같았던 후배 의현이,선진이,내
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고민들을 함께 해주었던 이종명 중위님,빡빡한 일정 속에서 함께 즐거움을 찾
았던 미희,sos를 외치면 항상 발 벗고 도와주었던 학선,홍석,주환,성우 종화
오빠,지금은 중국에 돌아갔지만 항상 마음속에 남을 강향,왕개,축리 ,해연이,
국적은 다르지만 아름다운 우정을 가르쳐주었던 베트남 친구들 뒤안,환,흥,
논,그리고 힘들고 지친 일상생활 속에서 삶의 활기를 불어주었던 해돋이 공부
방 학생들,수녀님들,동료 선생님들 감사합니다.
이름을 모두 열거할 수는 없지만 저에게 도움을 주셨던 모든 분들을 잊지 않겠
습니다.
마지막으로 오늘의 제가 있기까지 언제나 변치 않는 사랑으로 지켜봐주시며,
어려움 속에서도 저를 뒷바라지 해주신 부모님과 동생 나은에게 이 작은 결실
을 바칩니다.
