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Abstract—The purpose of this paper is to compare the per-
formance of eigenvalue-based signal detectors designed for IEEE
802.22 Wireless Regional Area Network (WRAN). Two eigenvalue
techniques were studied, which are the eigenvalue decomposition
(EVD) and singular value decomposition (SVD). Both techniques
were implemented on Matlab® as detection algorithms. Using
Monte Carlo simulations, we tested the algorithms to compare
their performance. We also adopted the maximum-minimum
eigenvalue threshold method as the decision statistic for detecting
signals. The tests were done for their ability to detect signal,
receiver operating characteristics, expected performance, robust-
ness and computational complexity. Empirically, the performance
of SVD technique found to be better compared to the EVD
technique.
Index Terms—Cognitive radio, singular value decomposition
(SVD), signal detection, performance evaluation.
I. INTRODUCTION
Cognitive radio (CR) has been a very important function
to enable the state of the art technology in revolutionizing
spectrum efficient utilization. In responding to the idea of CR
coined by Mitola and Maguire in [1], IEEE 802.22 Working
Group (WG) was formed in 2004. The WG is expected to
develop and incorporate CR functionality in a standard known
as Wireless Regional Area Networks (WRAN). The new
standard is going to operate in TV bands between 54-862 MHz
[2]. The standard is likely to deliver broadband internet access
on vacant TV channels at the same time avoiding harmful
interference to the licensed users in rural areas within a radius
of 17 km to 30 km [3].
In rationalizing the use of CR, a spectrum management
function needs to be implemented in cognitive radio module.
As stated by [4], the spectrum management process consists
of four major steps: 1) spectrum sensing, 2) decision making,
3) spectrum sharing and 4) spectrum mobility. The first and
second steps are very crucial in enabling the CR technology.
CR users are expected to be able to detect primary user (PU)
signals and find the spectrum holes or the unused spectrum in
order to operate.
Several spectrums sensing algorithms such as classical
energy detection (ED), the eigenvalue-based detection, the
covariance-based detection and feature-based detection are
reported in the literature to detect primary signal. Discussions
about these techniques and algorithms as well as their pros
and cons are reported by [5], [6], [7], [8], [9].
Most of the new algorithms being proposed compare their
performance with the classical energy detector as proposed
by Urkowitz in [10]. This paper compares two techniques in
finding eigenvalue, which are the eigenvalue decomposition
(EVD) and singular value decomposition (SVD). The imple-
mentation were done analytically using Matlab® and Monte
Carlo simulations.
II. RELATED WORK
According to Kortun et al. [11], the most accurate technique
that can simultaneously achieve both, high probability of de-
tection (Pd) and low probability of false alarms (Pfa) without
requiring any information of primary user signals and noise
power is the eigenvalue-based detection technique proposed by
Zeng and Liang in [12], [13]. For signal detection, there are
two hypotheses involved where H0 indicates the signal does
not presence and H1 indicates signal presence. The received
signal samples under the two hypotheses are given respectively
as follows [14], [15], [16]:
H0 : y (n) = η (n) ,
H1 : y (n) = x (n) + η (n)
(1)
where x (n) is the transmitted signal samples passed through
a wireless channel consisting of path loss, multipath fading
and time dispersion effects, and η (n) is the white noise
which is independent and identically distributed (i.i.d.) with
zero mean and σ2η variance. Note that x (n) can be the
superposition of the received signals from multiple primary
users. No synchronization is needed here.
There are two probabilities involved for spectrum sensing:
probability of detection (Pd), which defines, at the hypothesis
H1 the probability of the sensing algorithm having detected the
presence of the primary signal; and probability of false alarm
(Pfa), which defines, at the hypothesis H0 the probability of
the signal detection algorithm claiming the presence of the
incumbent signal.
III. EIGENVALUE-BASED SIGNAL DETECTOR
There are many techniques to calculate the eigenvalue of
a matrix. In this paper, we are investigating the eigenvalue
decomposition and singular value decomposition techniques.
We begin with the desciption of eigenvalue-based signal
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detector with the common principal of signal processing using
matrix and follow with the two eigenvalue techniques.
It is assumed that the random process y (n) is wide-sense






Since sequence observed is y (n) = x (n) + η (n) where
η (x) is a white noise sequence with spectral density σ2η , the
L× L autocovariance matrix for y (n) can be expressed as
Γyy = Γxx + σ
2
ηI (3)
where Γxx is the autocovariance matrix for the signal y (n),
σ2ηI is the autocovariance matrix for the noise and L is the
length of autocovariance matrix. Note that if L > p, Γxx which
is of the dimension of L× L is not of full rank.
After the covariance matrix, Γxx, is formed, the eigen-
decomposition can be performed. Let the eigenvalues be or-
dered in decreasing value with λ1 > λ2 > . . . > λL and let the
corresponding eigenvectors be denoted as {vi, i = 1, . . . , L}.
We assume that the eigenvectors are normalized so that
vHi · vj = δij (H denotes the conjugate transpose). In the
absence of noise the eigenvalues, λi i = 1, 2, . . . , p are
nonzero while λp+1 = λp+2 = · · · = λL = 0. Thus, the
eigenvectors, vi, i = 1, 2, . . . , p, span the signal subspace.
These vectors are called principal eigenvectors and the cor-
responding eigenvalues are called principal eigenvalues. In
the presence of noise, the eigen-decomposition separates the
eigenvectors in two sets. The set, vi, i = 1, 2, . . . , p, which are
the principal eigenvectors, span the signal subspace, while the
set, vi, i = p+1, . . . , L, which are orthogonal to the principals
eigenvectors, are said to belong to the noise subspace. It
follows that the signal, y (n), is simply linear combinations
of the principal eigenvectors. Finally, the variance of the
projections of the signal on the principal eigenvectors are equal
to the corresponding eigenvalues of the covariance matrix [17].
So the principal eigenvalues are the power factors in the new
signal space.
A. Eigenvalue Decomposition (EVD)
Zeng and Liang [12] presented more generic method which
assume there are many receivers and sources. In this paper
we designed the signal detector to work with one source and
one receiver for simplicity. By assuming that, the method is
easier. The detection problem can be formulated with two
hypothesises: noise only and signal with additive white noise.
The binary hypothesis test can be replaced by:
H0 : y (n) = η (n) , n = 0, 1, . . .
H1 : y (n) =
∑N
k=0 h (k) s (n− k) + η (n)
(4)
where the discrete signal at the receiver is denoted by y (n),
s (n) is the source of the signal, h (k) is the channel response,
N is the order of channel and η (n) is the noise sample. Con-
sidering a subsample L of consecutive outputs and defining
x̂ = [x (n) , x (n− 1) , . . . x (n− L+ 1)]T
η̂ = [η (n) , η (n− 1) , . . . η (n− L+ 1)]T
ŝ = [s (n) , s (n− 1) , . . . s (n−N1 − L+ 1)]T
(5)
we get
x̂ (n) = Hŝ (n) + η̂ (n) (6)
where H is a L× (N + L) matrix define as
H =
 h (0) · · · h (N) · · · 0. . . . . .
0 · · · h (0) · · · h (N)
 (7)
The following assumptions on the statistical properties of
the transmitted symbols and channel noise are assumed noise
is white and noise and transmitted signal are uncorrelated.







x̂ (n) x̂H (n) (8)
where Ns is the number of collected samples. If Ns is large,
based on assumptions of the properties of transmitted signal
and channel noise, we can verify that
R (Ns) ≈ R = E
(
x̂ (n) x̂H (n)
)
= HRsH
H + σ2ηIL (9)
where R is the statistical covariance matrix of the input signal,
R= E
(
ŝ (n) ŝH (n)
)
, σ2η is the variance of noise, and IL is
the identity matrix of order L.
B. Singular Value Decomposition (SVD)
Thus, this section explains the process of determining the
eigenvalues of a matrix. For a time series x (n) with n =
1, 2, . . . , N , we can construct a Hankel matrix with N−L+1
rows and L columns illustrated as follows:
Q =

q (1) q (2) · · · q (L)





q (N − L+ 1) q (N − L+ 2) · · · q (N)

(10)
using SVD, Q can be factorized as
Q = UΣVH (11)
where U and V are an (Ns − L+ 1) × (Ns − L+ 1)and a
L × L unitary matrix, respectively. The columns of U and
V are called left and right singular vectors, respectively. The
Σ= diag (λ1 , λ2 , . . . λm) is a diagonal matrix whose non-
negative entries are the square roots of the positive eigenvalues
of QQH . These non-negative entries are called singular values
of Q and they are arranged in a decreasing order with the
largest is on the upper left-hand corner. It is noted that
QQH = R so, this method allows to calculate the eigenvalues
without building the covariance matrix.
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IV. THRESHOLD DEFINITION
Decision threshold and probability of false alarm are de-
rived based on limiting distribution of eigenvalues based on
random matrix theory. The decision statistic for the maximum-
minimum eigenvalue (MME) detection is defined as the ratio






Based on the decision statistic in (12), the detection thresh-
old, γMME , must be estimated for a required probability of
false alarm. To define the threshold in terms of Pfa or vice
versa, the density of the test statistic, Ty , is required. The den-
sity can be found asymptotically i.e. both the threshold values
and the probabilities of detection and false alarm are derived
based on asymptotical (limiting) distributions of eigenvalue
that is mathematically tractable and less complicated [11].
An asymptotic formula of signal detection threshold in
terms of probability of false alarm for MME has been proposed
in [12]. The detection threshold in terms of its probability of
false alarm is calculated by using the results of the theorem



























· F−11 (1− Pfa)
)
(13)
where F−11 denotes the inverse of cumulative distribution
function (CDF) of the Tracy-Widom distribution of order 1
[19].
The threshold definition in Equation 13 is formulated based
on deterministic asymptotic values of the minimum and maxi-
mum eigenvalues of the covariance matrix (R) when the num-
ber of samples (Ns) is very large. As shown in the equation,
it is defined only in terms of number of samples (Ns), level
of covariance matrix (L), and the desired probability of false
alarm (Pfa).
V. SIGNAL DETECTOR ALGORITHMS
In the real system, the process of detecting a signal is
repeated in the allocated time in the IEEE 802.22 WRAN
system until the primary users (i.e. the license owner) signal or
other signals are present. IEEE 802.22 WRAN also dedicated
sensing times in their transmission includes intra-frame sens-
ing and inter-frame sensing. The mechanism is called quiet
period management, which can be found in [2]. The signal
detectors are expected to sense the signal within the period
given. The tested algorithms are being described in the next
subsections.
A. EVD-Based Signal Detector
EVD-based signal detector as proposed by Zeng and Liang
in [12], [13] is listed in Algorithm 1.
Algorithm 1 EVD-Based Signal Detector Algorithm
Step 1. Compute the sample covariance matrix of the received
signal as in Equation 8.
Step 2. Obtain the maximum and minimum eigenvalue of the
matrix Rx (Ns), that is, λmax and λmin.
Step 3. Decision: if λmax/λmin > γMME , signal exists
(“yes” decision); otherwise, signal does not exist (“no” de-
cision), where γMME > 1 is a threshold.
We have implemented the EVD-based signal detector al-
gortihm to the best of our knowledge and consultation with
mathematician since the implementation codes were not avail-
able.
B. SVD-Based Signal Detector
SVD-based signal detector as proposed by Omar et al. in
[20] is listed in Algorithm 2.
Algorithm 2 SVD-Based Signal Detector Algorithm
Step 1. Select number of column of a matrix, L such that k <
L < Ns− k [21], where Ns is the number of sampling points
and k is the number of dominant singular values. Normally,
for large sample, Ns, L ≤ 20 [13].
Step 2. Arrange into Hankel matrix as in Equation 10.
Step 3. Factorized the matrix to form the equation as in
Equation 11.
Step 4. Obtain the properties of the signal i.e. the eigenvalues,
λmin and λmax.
Step 5. Compute threshold value, γMME as in Equation 13.
Step 6. Compare the ratio with the threshold. If λmax/λmin >
γMME , the signal is present, otherwise, the signal is not
present.
Both algorithms implement MME method in determining
the threshold from the received signals.
VI. SIMULATION AND RESULT
The algorithms were implemented analytically using Mat-
lab® and Monte Carlo simulations. The simulation parameters
were listed in Table I.
Table I





Carrier frequency, fc (Hz) 1,000
Sample frequency, fs (Hz) 10,000
Number of samples, Ns 1,000
Number of symbols, N 100
Modulation QPSK
A. Detectability
Probability of detection (Pd) is a fraction of the number
of correctly detected signal over the total number of signal
being detected. In order to find the Pd, the study used 1, 000
different static rectangular pulse shape signals generated using
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Figure 1. Probability of Detection Comparison of SVD and EVD
quadrature phase shift keying (QPSK) at 10, 000 sampling
frequency (10 times the carrier frequency). The signals are
generated using Matlab®. The SNR was fixed in the range
of −8 to −22 dB. The smoothing factor and probability of
false alarm (Pfa) was 16 and 0.1 respectively. The result of
Pd versus SNR is depicted in Figure 1.
In figure 1, the signal detectors are being tested using
generated rectangular pulse signal. It can be seen that both
SVD and EVD techniques have optimum performance until
−12 dB. However, after that both signal drops gradually as
the SNR value decreases. The EVD technique seems to drop
more than the SVD technique as the SNR value decreases. The
detectability of SVD techniques is good compared to EVD
technique for three common signal in the digital communica-
tion system. Hence, based on the different type of simulated
signals, SVDSD algorithm performed better compared to
EVDSD algorithm in terms of detecting the signal in AWGN
channel.
B. Receiver Operating Characteristic
To evaluate the performance of the detector algorithm, the
receiver operating characteristic (ROC) curves are illustrated
in Figure 2 when SNR is fixed at −20 dB. The study plotted
the Pd under H1 against Pfa under H0 when Pfa changes
from 0.01 to the desired 0.1. The smoothing factor used was
L = 16.
It can be noticed from the figure that the SVD-based
signal detector is much higher than the EVD-based detector
which indicates better performance of the new signal detector
compared to the EVD-based signal detector. The plots show
that the SVD-based detector clearly performed better when
tested with SNR value of −20 dB.
C. Expected Performance
The area under the ROC curve (AUC) is a common metric to
compare different tests (indicator variables). An AUC is a mea-
sure of test accuracy. ROC curve describes two-dimensional
visualization of ROC curve set of classifier performance. For
the reason of comparing two sets of classifiers it is sometimes
Figure 2. Receiver Operating Characteristics of SVD and EVD
suitable to reduce ROC performance to a single scalar value
representing expected performance.
Table II shows the AUC of the SVD and EVD for different
level of SNR values. The comparisons are made using static
signal generated with 1,000 samples of rectangular pulse shape
and QPSK modulation.
The SVD turned out to be better compared to EVD in each
SNR values from −10 to −20 dB. The SVD-based detection
is consistently above the 91% and EVD is lower than the SVD
at every SNR value, which means superior performance.
D. Computational Complexity
In determining the computational complexity, the execution
time taken by each of the techniques used, the study adopted
the Matlab® performance measure using the stopwatch timer
called “tic” and “toc”. The “tic” function was put before the
execution of the algorithm which is before the determination
of eigenvalues, energy and threshold. After the algorithm has
been executed, the “toc” function stop the timer, and the time
is stored in an array for each Monte Carlo iteration, in this
case 1,000 iteration. The test was running for 1,000 to 10,000
number of samples. The result of the test is depicted in Figure
3.
The SVD technique is proven to be faster than the EVD
technique. It is also shown that the increase in the number
of samples gives impact on both time taken where both
techniques show the increment in their time taken to complete
the algorithm. However, the EVD’s increment is much more as
the number of sample increases. This proof that the SVDSD
algorithm is faster than the EVDSD algorithm when the
number of sample increases.
E. Robustness
To study the robustness of our algorithm, we compare the
Pd of our SVD-based detection method under a different
column number, L (also known as smoothing factor). Figure
4 depicts the simulation results when L = 8 to L = 20 as
suggested by several authors [12], [13], [22] who are doing




-10dB -12dB -14dB -16dB -18dB -20dB
SVD 0.9165 0.9684 0.9793 0.9769 0.9829 0.9869
EVD 0.8841 0.9094 0.9089 0.9092 0.9333 0.9057
Figure 3. Computational Complexity Comparison of SVD and EVD
Figure 4. Robustness of SVDSD for Different L
1, 000 samples signal generated in the form of rectangular
pulse signal, randomly generated with varied SNR values.
From the figure, it can be observed that although different
L is taken, a good detection probability can be achieved with
a very slight difference. Although the graphs are suggesting
that higher L would yields better detection. However, the
differences are not much.
VII. CONCLUSION
In this paper, we tested the performance of eigenvalue-based
signal detectors using different techniques. From the results,
we can conclude that the SVD-based signal detector algorithm
performed better in terms of detectability, overall algorithm
performance, expected performance and computational com-
plexity. The algorithm also was found to be robust since the
value of smoothing factors or levels of matrix have little effect
on the detectability of the algorithm. Although both algorithms
are using eigenvalues for detecting the incumbent signal, the
reason why SVD performed better have not been explored.
This study gives the empirical performance evaluation that
SVD is better than EVD for signal detection.
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