Sensitivity analysis of the split-complex valued multilayer perceptron due to the errors of the i.i.d. inputs and weights.
In this paper, we analyze the sensitivity of a split-complex multilayer perceptron (split-CMLP) due to the errors of the inputs and the connection weights between neurons. For simplicity, all the inputs and weights studied here are independent and identically distributed (i.i.d.). To develop an algorithm to estimate the sensitivity of the entire split-CMLP, we compute statistically the sensitivity by using the central limit theorem (CLT). The results show that the sensitivity is affected by the number of the layers and the number of the neurons adopted in each layer. We derive a theoretical estimation of the sensitivity. Several numerical results of the sensitivity for the split-CMLP are presented, and they match the theoretical ones. The agreement between the theoretical results and experimental results verifies the feasibility of the proposed algorithm. Thus, we not only analyze the sensitivity of the split-CMLP due to the errors of the i.i.d. inputs and weights, but also develop an efficient algorithm to estimate the sensitivity.