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Recent years have witnessed an explosion of work on Big Data. Data-intensive appli-
cations analyze and produce large volumes of data typically terabyte and petabyte
in size. Many techniques for facilitating data processing are integrated into data-
intensive applications. API is a software interface that allows two applications to
communicate with each other. Streaming APIs are widely used in today’s Object-
Oriented programming development that can support parallel processing. In this
dissertation, an approach that automatically suggests stream code run in parallel or
sequentially is proposed. However, using streams efficiently and properly needs many
subtle considerations. The use and misuse patterns for stream codes are proposed in
this dissertation. Modern software, especially for highly transactional software sys-
iv
ABSTRACT v
tems, generates vast logging information every day. The huge amount of information
prevents developers from receiving useful information effectively. Log-level could be
used to filter run-time information. This dissertation proposes an automated evolu-
tion approach for alleviating logging information overload by rejuvenating log levels
according to developers’ interests. Machine Learning (ML) systems are pervasive in
today’s software society. They are always complex and can process large volumes
of data. Due to the complexity of ML systems, they are prone to classic technical
debt issues, but how ML systems evolve is still a puzzling problem. This dissertation
introduces ML-specific refactoring and technical debt for solving this problem.
To My Dear Husband Xiaodong
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Big Data has become a spotlight in recent scientific research. Data-intensive applica-
tions analyze and produce large volumes of data sets typically terabyte and petabyte
in size. Parallel processing is always supported by data-intensive applications for
data-intensive computing. The massive data can make it challenging to extract nec-
essary and effective information for developers. Many techniques for facilitating data
processing are integrated into data-intensive applications.
API is a software interface that allows two applications to communicate with each
other. Stream APIs are pervasive in today’s Object-Oriented programming devel-
opment that can support parallel processing. Stream APIs are introduced after the
release of Java 8 integrating with MapReduce-like operations (Dean and Ghemawat,
2008). Developers could easily run stream code in parallel by using a parallel stream
1
operation directly.
Using streams accurately and effectively may need many subtle considerations. Run-
ning an operation in parallel may not be effective compared to a sequential running
for this operation, since there exist potential side-effects of λ-expressions, buffering,
etc. Developers should take full account of factors that could affect performance to
decide whether they should use parallel processing or not.
Event logs are very popular in today’s software, especially in those high transac-
tional software systems that process huge volumes of transactions per second. Logs
are widely used by software systems to record run-time information for different pur-
poses, such as error detection (Tan et al., 2008; Zeng et al., 2019), fixing bugs (Xu et
al., 2009), monitoring progress (Rozinat and Aalst, 2005; Yao et al., 2018), etc. How-
ever, the large volumes of data and information in logs generated by data-intensive
applications could bring great challenges to developers. Facing information overload,
it is difficult for developers to effectively acquire information that they expect. It is
also time-consuming for them to extract the necessary information and data.
Machine Learning (ML) systems are always complex since they are composed of ML
modules and several subsystems. Such systems could analyze and produce a huge
volume of data. However, due to the complexity of ML systems, they are prone to
technical debt (Tom et al., 2013) issues. Technical debt reflects extra rework when
developers speed up the project delivery by using a simple but limited way rather
than a long-term way. It is difficult for developers to figure out how ML systems
evolve and are maintained.
2
To address challenges regarding the evolution of data-intensive applications from a
software perspective, there exist several relevant approaches. These approaches only
partially solve the problems mentioned above. Automatic parallelization could exist
in many levels, such as the compiler (Banerjee et al., 1993; Wolfe, 1996) and run
time (Chan and Abdelrahman, 2004). However, little attention has been paid to the
parallelization of stream code. H. Zhou et al. (2015) conduct an empirical study on
210 service quality issues of a Big Data platform at Microsoft to understand their
common symptoms, causes, and mitigations, but there is no existing empirical study
that focuses on the use and misuse patterns of stream code. Sculley, Holt, Golovin,
Davydov, Phillips, Ebner, Chaudhary, Young, et al. (2015) identify common Software
Engineering (SE) issues surrounding ML systems according to their experiences at
Google. There is still a gap of knowledge in how ML systems actually evolve and are
maintained. The existing work for logging (H. Li, Weiyi Shang, and Hassan, 2017)
could determine log levels for new logging statements to be consistent with other
logging practices within the same project. Our concern is log level evolution and
how levels relate to feature interest, which is a new perspective for logging research.
In this dissertation, I propose several approaches to solve the problems mentioned
above. My approaches focus on the software evolution of data-intensive applications.
An approach that can automatically suggest parallel running or sequential running
to stream code is proposed. This approach refactors stream code so that the code
semantics are the same after the changes. An empirical study is also conducted to
identify the misuse and use patterns for stream codes. Another empirical study is
made to discover the technical debt issues in ML systems. Both empirical studies
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use taxonomy. For logging issues, the proposed approach is to rejuvenate log levels
for avoiding information overload. Log levels are used to filter run-time information.
Developers should choose appropriate log levels to get useful information. However,
as software systems evolve, log levels may not be appropriate, resulting in too much
or too little run-time information. This thesis proposes an automated approach to
suggest log levels by analyzing the code change history. The approach is implemented
as an Eclipse plug-in tool.
This research was rigorously validated by employing empirical methods, such as case
studies, controlled experiments, and interviews, in the evaluation stages but also
in the formative stages. Developers’ feedback is vital for the research. Thus, pull
request studies are made for the automated evolution approaches. Pull requests are
used by developers to request the review of code changes they pushed into a Git
repository and the approval before the code changes become final. In addition, the
automated refactoring tool for streams was validated by test suites, which could be
automatically validated after every code changes made.
Thesis Organization and Chapter Connections. The thesis consists of four
research studies that were conducted on a set of data-intensive applications. These
evaluated applications are implemented by mainstream object-oriented programming
languages, such as Java and Python. This thesis involves several popular and promis-
ing research areas (e.g., Software Engineering, Machine Learning, and Big data) and
seeks solutions to the challenges mentioned above in the intersection of these re-
search areas. The thesis presented two automated approaches and two empirical
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studies regarding the software evolution of data-intensive applications.
Chapter 2 proposes a safe automated refactoring approach for intelligent paralleliza-
tion of Java 8 streams. There is a significant difference between Java 8 stream
and traditional big data processing techniques (e.g., MapReduce). The traditional
techniques always operate in a highly distributed environment. Problems arise since
Java 8 Stream processing operates in a single node under multiple threads or cores in
shared memory space, while the traditional techniques do not. It creates an obstacle
to developers for decision-making regarding the parallelization of stream codes. Due
to the lack of existing research work involving this kind of issues, I have proposed an
automated refactoring approach for the parallelization of Java 8 streams.
Chapter 3 presents an empirical study on the use and misuse of Java 8 streams. This
chapter pays close attention to Java 8 Streams as well. However, this chapter does
not only focus on the parallelization of streams but also investigates the use and
misuse patterns of streams involving many aspects, e.g., common stream operations.
These use and misuse patterns are first introduced systematically. In particular,
common stream bugs and fixes are first demonstrated in a taxonomy style. For
better illustration, this thesis provides a sunburst figure for the misuse patterns of
Java 8 streams.
Chapter 4 introduces an empirical study of refactorings and technical debt in ma-
chine learning systems. The analyzed machine learning systems are implemented by
mainstream object-oriented programming languages as well. Some systems are also
evaluated by the studies mentioned above since they include stream codes. This em-
5
pirical study also adopts the taxonomy to classify refactorings discovered in machine
learning systems. Like the empirical study of Java 8 streams mentioned in Chap-
ter 3, it also provides a sunburst figure to illustrate the hierarchical classifications of
discovered refactorings.
Chapter 5 proposes an automated evolution approach of feature logging statement
levels using Git histories and Degree of Interest (DOI) model. Although this research
study is conducted on data-intensive applications as well, it aims at reducing infor-
mation overloading. The issues of information overload arise due to the property of
high transactionality for modern software systems. This chapter proposes an auto-
mated approach to alleviate these issues. The existing research work has attempted
to solve them by different aspects, e.g., discovering an appropriate location to log Fu
et al., 2014, but it never connects logging levels evolving with the developers’ interest
in the surrounding codes. This is the first automated approach to help developers
rejuvenate log levels via developers of interest in code.
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Chapter 2
Safe Automated Refactoring for
Intelligent Parallelization of Java 8
Streams
2.1 Introduction
Modern software applications become complex to meet the high requirements of
data processing in modern society. They are required to analyze and produce a large
volume of data sets. These complex software applications are called data-intensive
applications. Parallel processing is always supported by data-intensive applications.
The huge volume of data could cause information overloading, leading to the situation
that developers cannot receive the necessary information effectively. There are many
7
data processing techniques facilitating data processing to incorporate data-intensive
applications. Java is one of the mainstream object-oriented programming languages,
and it is frequently used in today’s software development for data-intensive applica-
tions.
In this chapter, I focus on the parallelization of Java 8 Streams. Streaming APIs
are widely-available in today’s mainstream, Object-Oriented programming languages
and platforms (Biboudis et al., 2015), including Scala (EPFL, 2017), JavaScript (Ref-
snes Data, 2015), C# (Microsoft, 2018), Java (Oracle, 2017b), and Android (Lau,
2017). These APIs incorporate MapReduce-like (Dean and Ghemawat, 2008) opera-
tions on native data structures such as collections. Below is a “sum of even squares”
example in Java (Biboudis et al., 2015), where accepts a λ-expression (unit of com-
putation) and results in the list element’s square. The λ-expression argument to
filter() evaluates to true iff the element is even:
list.stream().filter(x->x%2==0).map(x->x*x).sum();
MapReduce, which helps reduce the complexity of writing parallel programs by fa-
cilitating big data processing on multiple nodes using succinct functional-like pro-
gramming constructs, is a popular programming paradigm for writing a specific class
of parallel programs. It makes writing parallel code easier, as writing such code can
be difficult due to possible data races, thread interference, and contention (Ahmed
and Bagherzadeh, 2018; Bagherzadeh and Rajan, 2017; Lu et al., 2008). For in-
stance, the code above can execute in parallel simply by replacing stream() with
parallelStream().
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MapReduce, though, traditionally operates in a highly-distributed environment with
no concept of shared memory, while Java 8 Stream processing operates in a single
node under multiple threads or cores in a shared memory space. In the latter case,
because the data structures for which the MapReduce-like operations execute are on
the local machine, problems may arise from the close intimacy between shared mem-
ory and the operations being performed. Developers, thus, must manually determine
whether running stream code in parallel results in an efficient yet interference-free
program and ensure that no operations on different threads interleave (Oracle, 2017f).
Because of this, there is a demand from developers for having an automated solution
that could help them decide whether the streams codes should be executed in parallel
or sequentially.
Despite the benefits Warburton, 2014, Ch. 1, using streams efficiently requires many
subtle considerations. For example, it is often not straight-forward if running a
particular operation in parallel is more optimal than running it sequentially due to
potential side-effects of λ-expressions, buffering, etc. Other times, using stateful λ-
expressions, i.e., those whose results depend on any state that may change during
execution, can undermine performance due to possible thread contention. In fact,
∼4K stream questions have been posted on Stack Overflow (2018), of which ∼5%
remain unanswered, suggesting that there is developer confusion surrounding this
topic.
In general, these kinds of errors can lead to programs that undermine concurrency,
underperform, and are inefficient. Moreover, these problems may not be immedi-
ately evident to developers and may require complex interprocedural analysis, a
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thorough understanding of the intricacies of a particular stream implementation,
and knowledge of situational API replacements. Manual analysis and/or refactoring
(semantics-preserving, source-to-source transformation) to achieve optimal results
can be overwhelming and error- and omission-prone. This problem is exacerbated
by the fact that 157 total candidate streams1 across 11 projects with a 34 project
maximum2 were found during the experiments (Section 2.4), a number that can in-
crease over time as streams rise in popularity. In fact, Mazinanian et al. (2017) found
an increasing trend in the adoption of λ-expressions, an essential part of using the
Java 8 stream API, with the number of λ-expressions being introduced increasing
by two-fold between 2015 and 2016. And, a recent GitHub search by my colleagues
yielded 350K classes importing the java.util.stream package.
The operations issued per stream may be many; I found an average of 4.14 operations
per stream. Permutating through operation combinations and subsequently assess-
ing performance, if such dedicated tests even exist, can be burdensome. (Manual)
interprocedural and type hierarchy analysis may be needed to discover ways to use
streams in a particular context optimally.
Recently, attention has been given to retrofitting concurrency on to existing sequen-
tial (imperative) programs (Brodu et al., 2016; Dig et al., 2009; Gyori et al., 2013),
translating imperative code to MapReduce (Radoi et al., 2014), verifying and vali-
dating correctness of MapReduce-style programs (Y.-F. Chen et al., 2015; Csallner
1Stream candidacy is determined by several analysis parameters that involve performance trade-
offs as described in Sections 2.4.2 and 2.4.3.
2A stream instance approximation is defined as an invocation to a stream API returning a stream
object, e.g., stream(), parallelStream().
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et al., 2011; Xiao et al., 2014; Yang et al., 2010), and improving performance of the
underlying MapReduce framework implementation (Bu et al., 2010; Gu et al., 2014;
Jahani et al., 2011; Zaharia et al., 2008). Little attention, though, has been paid
to mainstream languages utilizing functional-style APIs that facilitate MapReduce-
style operations over native data structures like collections. Furthermore, improving
imperative-style MapReduce code that has either been handwritten or produced by
one of the approaches above has, to the best of my knowledge, not been thoroughly
considered. A paper from our research group (Khatchadourian, Tang, Bagherzadeh,
and Ahmed, 2018) only discusses engineering aspects.
The problem may also be handled by compilers or run times, however, refactoring
has several benefits, including giving developers more control over where the opti-
mizations take place and making parallel processing explicit. Refactorings can also
be issued multiple times, e.g., prior to major releases, and, unlike static checkers,
refactorings transform source code, a task that can be otherwise error-prone and
involve nuances.
I propose a fully-automated, semantics-preserving refactoring approach that trans-
forms Java 8 stream code for improved performance. The approach is based on a
novel data ordering and typestate analysis. The ordering analysis involves inferring
when maintaining the order of a data sequence in a particular expression is necessary
for semantics preservation. Typestate analysis is a program analysis that augments
the type system with “state” and has been traditionally used for preventing resource
errors (Fink et al., 2008; Strom and Yemini, 1986). Here, it is used to identify stream
usages that can benefit from “intelligent” parallelization, resulting in more efficient,
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semantically-equivalent code.
Typestate was chosen to track state changes of streams that may be aliased and to
determine the final state following a terminal (reduction) operation. Non-terminal
(intermediate) operations may return the receiver stream, in which case traditional
typestate applies. However, I augmented typestate to apply when a new stream is
returned in such situations (cf. Sections 2.3.2 and 2.3.4). My approach interproce-
durally analyzes relationships between types. It also discovers possible side-effects
in arbitrarily complex λ-expressions to safely transform streams to either execute
sequentially or in parallel, depending on which refactoring preconditions, which I
define, pass. Furthermore, to the best of my knowledge, it is the first automated
refactoring technique to integrate typestate.
I choose typestate analysis because the approach requires the states of streams. The
states involved with this automated approach consist of two forms: execution mode
and ordering. By tracking the execution mode of streams, the approach can know
whether the pipeline will be executed sequentially or in parallel. Parallel execution
may improve the performance of software systems, but this is not always the case.
Parallel execution may be problematic, since streams use shared memory. The ap-
proach records the execution mode of streams, analyzes the streams, and makes the
refactoring decision. Ordering is a significant state as well. For some data structures,
such as a list, data ordering should be maintained during the execution of stream
codes. Parallelization could disrupt the data ordering, which produces unexpected
results. Therefore, the ordering should be tracked for helping the approach determine
whether parallelization could be applied to the stream codes.
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The refactoring approach was implemented as an open-source Eclipse (Eclipse Foun-
dation, 2018) plug-in that integrates analyses from WALA (WALA Team, 2015) and
SAFE (Yahav, 2018). The evaluation involved studying the effects of the plug-in
on 11 Java projects of varying size and domain with a total of ∼2,893.01K lines of
code. My study indicates that (i) given its interprocedural nature, the (fully au-
tomated) analysis cost is reasonable, with an average running time of 0.45 minutes
per candidate stream and 6.602 seconds per thousand lines of code, (ii) despite their
ease-of-use, parallel streams are not commonly (manually) used in modern Java soft-
ware, motivating an automated approach, and (iii) the proposed approach is useful
in refactoring stream code for greater efficiency despite its conservative nature. This
chapter makes the following contributions:
Precondition formulation and algorithm design. I present a novel refactoring
approach for maximizing the efficiency of their Java 8 stream code by au-
tomatically determining when it is safe and possibly advantageous to execute
streams in parallel, when running streams in parallel can be counterproductive,
and when ordering is unnecessarily depriving streams of optimal performance.
My minimally invasive transformation algorithm approach refactors streams
for greater parallelism while maintaining original semantics.
Generalized typestate analysis. Streams necessitate several generalizations of
typestate analysis, including determining object state at arbitrary points and
support for an immutable object call chains. Reflection is also combined with
(hybrid) typestate analysis to identify initial states.
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Listing 1 A hypothetical widget class.
1 class Widget {
2 enum Color {RED, BLUE, GREEN, /*...*/ };
3 private Color color;
4 private double weight;
5 public Widget(Color color, double weight)
6 {this.color = color; this.weight = weight;}
7 public Color getColor() {return this.color;}
8 public double getWeight() {return this.weight;}
9 /* override equals() and hashCode() ... */ }
Implementation and experimental evaluation. To ensure real-world applica-
bility, the approach was implemented as an Eclipse plug-in built on WALA
and SAFE and was used to study 11 Java programs that use streams. The
technique successfully refactored 36.31% of candidate streams, and I observed
an average speedup of 3.49 during performance testing. The experimentation
also gives insights into how streams are used in real-world applications, which
can motivate future language and/or API design. These results advance the
state of the art in automated tool support for
In conclusion, this chapter proposes an automated refactoring approach for one of
the mainstream object-oriented programming languages (i.e, Java) to refactor Java
8 stream code for improved performance. The approach was evaluated by 11 open-
source Java applications and libraries of varying size and domain. This chapter
only focuses on the parallelization of Java 8 streams. In the next chapter, more
characteristics of Java 8 streams are explored.
2.2 Motivation, Background, and Insight
I present a running example that highlights some of the challenges associated with
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Listing 2 Snippet of Widget collection processing using Java 8 streams based
on java.util.stream (Java SE 9 & JDK 9) (Oracle, 2017b).
(a) Stream code snippet prior to refactoring.
1 Collection<Widget> unorderedWidgets = new
HashSet<>();
2 Collection<Widget> orderedWidgets = new
ArrayList<>();
3





9 // collect weights over 43.2 into a set in parallel.
10 Set<Double> heavyWidgetWeightSet = orderedWidgets
11 .parallelStream().map(Widget::getWeight)
12 .filter(w -> w >
43.2).collect(Collectors.toSet());
13
14 // sequentially collect into a list, skipping first 1000.
15 List<Widget> skippedWidgetList = orderedWidgets
16 .stream().skip(1000).collect(Collectors.toList());
17
18 // collect the first green widgets into a list.
19 List<Widget> firstGreenList = orderedWidgets
20 .stream()
21 .filter(w -> w.getColor() == Color.GREEN)
22 .unordered().limit(5).collect(Collectors.toList());
23
24 // collect distinct widget weights into a TreeSet.





30 // collect distinct widget colors into a HashSet.
31 Set<Color> distinctColorSet = orderedWidgets
32 .parallelStream().map(Widget::getColor)
33 .distinct()
34 .collect(HashSet::new, Set::add, Set::addAll);
35
36 // get the total weight of all distinct widgets.
37 Stream<Widget> unorderedStream =
38 unorderedWidgets.stream();
39 Stream<Widget> orderedStream =
40 orderedWidgets.parallelStream();
41 Stream<Widget> concatStream =
42 Stream.concat(unorderedStream, orderedStream);
43 double distinctWeightSum =
concatStream.distinct()
44 .mapToDouble(w -> w.getWeight()).sum();
45
46 // collect widget colors matching a regex.
47 Pattern pattern = Pattern.compile(".*e[a-z]");
48 ArrayList<String> results = new ArrayList<>();
49 orderedWidgets.stream().map(w -> w.getColor())
50 .map(c -> c.toString())
51 .filter(s -> pattern.matcher(s).matches())
52 .forEach(s -> results.add(s));
(b) Improved stream client code via refactoring.
1 Collection<Widget> unorderedWidgets = new
HashSet<>();
2 Collection<Widget> orderedWidgets = new
ArrayList<>();
3





9 // collect weights over 43.2 into a set in parallel.
10 Set<Double> heavyWidgetWeightSet = orderedWidgets
11 .parallelStream().map(Widget::getWeight)
12 .filter(w -> w >
43.2).collect(Collectors.toSet());
13
14 // sequentially collect into a list, skipping first 1000.
15 List<Widget> skippedWidgetList = orderedWidgets
16 .stream().skip(1000).collect(Collectors.toList());
17
18 // collect the first green widgets into a list.
19 List<Widget> firstGreenList = orderedWidgets
20 .stream()parallelStream()
21 .filter(w -> w.getColor() == Color.GREEN)
22 .unordered().limit(5).collect(Collectors.toList());
23
24 // collect distinct widget weights into a TreeSet.





30 // collect distinct widget colors into a HashSet.
31 Set<Color> distinctColorSet = orderedWidgets
32 .parallelStream().map(Widget::getColor)
33 .unordered().distinct()
34 .collect(HashSet::new, Set::add, Set::addAll);
35
36 // get the total weight of all distinct widgets.
37 Stream<Widget> unorderedStream =
38 unorderedWidgets.stream();
39 Stream<Widget> orderedStream =
40 orderedWidgets.parallelStream();
41 Stream<Widget> concatStream =
42 Stream.concat(unorderedStream, orderedStream);
43 double distinctWeightSum =
concatStream.distinct()
44 .mapToDouble(w -> w.getWeight()).sum();
45
46 // collect widget colors matching a regex.
47 Pattern pattern = Pattern.compile(".*e[a-z]");
48 ArrayList<String> results = new ArrayList<>();
49 orderedWidgets.stream().map(w -> w.getColor())
50 .map(c -> c.toString())
51 .filter(s -> pattern.matcher(s).matches())
52 .forEach(s -> results.add(s));
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analyzing and refactoring streams for greater parallelism and increased efficiency.
Listing 1 depicts a simplified, hypothetical widget class (Oracle, 2017b). Widgets
have a Color (lines 2–3) and a real weight (line 4). A constructor is provided (line 6),
as well as accessor methods (lines 7–8). Object methods equals() and hashCode()
are appropriately overridden (not shown).
Listing 2 portrays code that uses the Java 8 Stream API to process collections of
Widgets with weights. Listing 2a is the original version, while listing 2b is the
improved (but semantically-equivalent) version after the refactoring. In listing 2a, a
Collection of Widgets is declared (line 1) that does not maintain element ordering
as HashSet does not support it (Oracle, 2017a). Note that ordering is dependent on
the run time type.
A stream (a view representing element sequences supporting MapReduce-style op-
erations) of unorderedWidgets is created on line 5. It is sequential, meaning its
operations will execute serially. Streams may also have an encounter order, which
can be dependent on the stream’s source. In this case, it will be unordered since
HashSets are unordered.
On line 6, the stream is sorted by the corresponding intermediate operation, the
result of which is a (possibly) new stream with the encounter order rearranged ac-
cordingly. Widget::getWeight is a method reference denoting the method that should
be used for the comparison. Intermediate operations are deferred until a terminal
operation is executed like collect() (line 7). collect() is a special kind of (muta-
ble) reduction that aggregates results of prior intermediate operations into a given
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Collector. In this case, it is one that yields a List. The result is a Widget List
sorted by weight.
It may be possible to increase performance by running this stream’s “pipeline” (i.e.,
its sequence of operations) in parallel. Listing 2b, line 5 displays the corresponding
refactoring with the stream pipeline execution in parallel (removed code is struck
through, while the added code is underlined). Note, however, that had the stream
been ordered, running the pipeline in parallel may result in worse performance due to
the multiple passes and/or data buffering required by stateful intermediate operations
(SIOs) like sorted(). Because the stream is unordered, the reduction can be done
more efficiently as the framework can employ a divide-and-conquer strategy (Oracle,
2017b).
In contrast, line 2 instantiates an ArrayList, which maintains element ordering. Fur-
thermore, a parallel stream is derived from this collection (line 11), with each Widget
mapped to its weight, each weighted filtered (line 12), and the results collected into
a Set. Unlike the previous example, however, no optimizations are available here as
an SIO is not included in the pipeline and, as such, the parallel computation does
not incur the aforementioned possible performance degradation.
Lines 15–16 create a list of Widgets gathered by (sequentially) skipping the first
thousand from orderedWidgets. Like sorted(), skip() is also an SIO. Unlike the
previous example, though, executing this pipeline in parallel could be counterpro-
ductive because, as it is derived from an ordered collection, the stream is ordered. It
may be possible to unorder the stream (via unordered()) so that its pipeline would
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be more amenable to parallelization. In this situation, however, unordering could
alter semantics as the data is assembled into a structure maintaining ordering. As
such, the stream remains sequential as element ordering must be preserved.
On lines 19–22, the first five green Widgets of orderedWidgets are sequentially collected
into a List As limit() is an SIO, performing this computation in parallel could have
adverse effects as the stream is ordered (with the source being orderedWidgets). Yet,
on line 22, the stream is unordered3 before the limit() operation. Because the SIO
is applied to an unordered stream, to improve performance, the pipeline is refactored
to parallel on line 20 in listing 2b. Although similar to the refactoring on line 5, it
demonstrates that stream ordering does not solely depend on its source.
A distinct widget weight Set is created on lines 25–28. Unlike the previous example,
this collection already takes place in parallel. Note though that there is a possible
performance degradation here as the SIO distinct() may require multiple passes,
the computation takes place in parallel, and the stream is ordered. Keeping the
parallel computation but unordering the stream may improve performance but I
would need to determine whether doing so is safe, which can be error-prone if done
manually, especially on large and complex projects.
My insight is that, by analyzing the type of the resulting reduction, I may be able
to determine if unordering a stream is safe. In this case, it is a (mutable) reduction
(i.e., collect() on line 28) to a Set, of which subclasses that do not preserve ordering
exist. If I could determine that the resulting Set is unordered, unordering the stream
3The use of unordered() is deliberate despite nondeterminism.
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would be safe since the collection operation would not preserve ordering. The type of
the resulting Set returned here is determined by the passed Collector, in this case,
Collectors.toCollection(TreeSet::new), the argument to which is a reference to
the default constructor. Unfortunately, since TreeSets preserve ordering, I must keep
the stream ordered. Here, to improve performance, it may be advantageous to run
this pipeline, perhaps surprisingly, sequentially (line 26, listing 2b).
Lines 31–34 map, in parallel, each Widget to its Color, filter those that are distinct,
and collecting them into a Set. To demonstrate the variety of ways mutable reduc-
tions can occur, a more direct form of collect() is used rather than a Collector,
and the collection is to a HashSet, which does not maintain element ordering. As
such, though the stream is originally ordered, since the (mutable) reduction is to an
unordered destination, I can infer that the stream can be safely unordered to im-
prove performance. Thus, line 33 in listing 2b shows the inserted call to unordered()
immediately prior to distinct(). This allows distinct() to work more efficiently
under parallel computation (Oracle, 2017b).
Streams can also be stored in variables. Lines 43–44 sum the weight of all distinct
Widgets. Two streams are created from each of the Widget collections (lines 38–
40), with the former being unordered and the latter ordered (due to their sources)
and parallel. The streams are composed via a concatenation operation on line 42,
which produces an ordered stream iff both of the constituent streams are ordered
and a parallel stream if either of the streams are parallel (Oracle, 2017e). Here, the
resulting stream is unordered and parallel, and the computation (lines 43–44) needs
no further optimization.
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Lastly, on lines 47–52, Widget colors matching a particular regular expression are se-
quentially accumulated into an ArrayList. The code proceeds by mapping each widget
to its Color, each Color to its String representation, filtering matching strings, and
forEach, adding them to the resulting ArrayList via the λ-expression s -> results.
add(s). The stream is not refactored to parallel because of the λ-expression’s possible
side-effects. Otherwise, the unsynchronized ArrayList could cause incorrect results
due to thread scheduling, possibly altering semantics. Adding synchronization would
solve that problem but cause thread contention, undermining the benefit of paral-
lelism (Oracle, 2017b).
Manual analysis of stream client code can be complicated, even as seen in this sim-
plified example. It necessitates a thorough understanding of the intricacies of the
underlying computational model, a problem which can be compounded in more ex-
tensive programs. As streaming APIs become more pervasive, it would be extremely
valuable to developers, particularly those not previously familiar with functional
programming, if automation can assist them in writing efficient stream code.
2.2.1 Concurrent Reductions
Listing 3 portrays several, more complex reduction operations that produce Maps
(i.e., groupingBy operations). The statement beginning on line 53, listing 3a groups
Widgets by Color into a Map in parallel. However, such operations may be counterpro-
ductive if performed in parallel, particularly those where the combining operation is
expensive, especially as is the case with certain Map implementations (Oracle, 2017b).
For example, on lines 56–57, intermediate map results must merged together because
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Listing 3 Complex reduction operation refactoring example based
on java.util.stream (Java SE 9 & JDK 9) (Oracle, 2017b).
(a) Stream code snippet of complex reductions
before refactoring.























(b) Improved complex reduction stream code via
refactoring.























the container being used for accumulation cannot be concurrently modified, i.e., the
entire Map must be operated on as a whole (Dig et al., 2009).
This problem can be mitigated by using a concurrent reduction. In this situation, a
container type supporting concurrent modification, e.g., a ConcurrentHashMap (Or-
acle, 2018b) is used instead, allowing for safe shared, concurrent manipulation via
multiple threads. This eliminates the need for Map merging, possibly improving
performance under parallel computations (Oracle, 2017b). However, such a reduc-
tion can only be used if ordering of the value Collection is unimportant. In other
words, because the Map will be concurrently modified, the order in which the Widgets
are placed into the value container is nondeterministic and dependent on thread
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scheduling. As the value container being utilized in this example if of type List, a
data structure maintaining ordering, and that the stream is ordered, a concurrent
reduction cannot be used. In other words, the lack of importance of ordering is a pre-
condition for a refactoring to a concurrent reduction. In this case, it is advantageous
to execute this pipeline sequentially instead to avoid the merge-based accumulation
overhead under parallel computation, as shown in listing 3b.
In contrast to the statement at line 53, the statement beginning at line 59 per-
forms a similar operation but sequentially and on an unordered stream. As such,
to begin with, the data is unordered, thus, using a Collector that produces a value
Collection with ordering is inconsequential; I would be imposing an ordering that
is arbitrary. In other words, despite the value Collection being a List (which main-
tains ordering), this code can be refactored to execute in a parallel stream pipeline,
as shown in listing 3b, line 60. However, this is not sufficient to utilize a concurrent
reduction. The Collector must also utilize a concurrent Collection to retain inter-
mediate results, i.e., a concurrent Collector. This can be accomplished by replacing
groupingBy() with groupingByConcurrent() (line 61).
Unlike line 60, the (sequential) Stream created on line 66 is ordered due to its source,
namely, orderedWidgets (line 65). And, unlike lines 56–57, the Collector used, i.e.,
the reference of which is returned by the call to Collectors.toSet(), on line 69 is
one that uses a Set rather than a List as a value Collection in the groupingBy()
operation. In this case, Collectors.toSet() returns a Collector known to be un-
ordered, i.e., it does not maintain the encounter order of its input. As such, despite
the stream being ordered, since the Collector is unordered, this computation can be
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refactored to utilize a concurrent reduction (listing 3b, line 67), which also involves
refactoring the resulting Map type to its concurrent version (line 68).4
The stream created on line 72 is also ordered, however, in contrast to the Collector
used on line 69, the Collector utilized on line 75 is ordered because it uses a value
Collection, in this case, a LinkedHashSet, that maintains element ordering. As such,
a concurrent reduction cannot be utilized here. In listing 3b, the stream execution
remains sequential but the developer inadvertently used a concurrent groupingBy
operation. Leaving it as such in the sequential case would cause unnecessary syn-
chronization code to execute. Thus, the groupingBy operation has been refactored to
a non-concurrent operation (listing 3b, line 73), which also necessitates refactoring
the resulting Map type to the non-concurrent version (line 74).
2.3 Optimization Approach
2.3.1 Intelligent Parallelization Refactorings
I propose three new refactorings, i.e., Convert Sequential Stream to Paral-
lel, Optimize Parallel Stream, and Optimize Complex Mutable Reduc-
tion. The first deals with determining if it is possibly advantageous (performance-
wise, based on type analysis) and safe (e.g., no race conditions, semantics alterations)
to transform a sequential stream to parallel. The second deals with a stream that is
already parallel and ascertains the steps (transformations) necessary to possibly im-
4The current API does not allow a particular Collector to be specified without also specifying
the resulting Map type (cf. listing 3, lines 56–57).
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Table 2.1: Convert Sequential Stream to Parallel preconditions.
exe ord se SIO ROM transformation
P1 seq unord F N/A N/A Convert to para.
P2 seq ord F F N/A Convert to para.
P3 seq ord F T F Unorder, convert to para.
prove its performance, including unordering and converting the stream to sequential.
The third deals with mutable reductions involving map merging (e.g., groupingBy()),
optimizing certain kinds of mutable reductions that can be inefficient if executed in
parallel in particular cases. Here, Collectors may be changed from non-concurrent
to concurrent or vice versa.
Converting Sequential Streams to Parallel
Table 2.1 portrays the preconditions for the proposed Convert Sequential Stream
to Parallel refactoring. It lists the conditions that must hold for the transforma-
tion to be both semantics-preserving as well as possibly advantageous, i.e., resulting
in a possible performance gain. Column exe denotes the stream’s execution mode,
i.e., whether, upon the execution of a terminal operation, its associated pipeline will
execute sequentially or in parallel (“seq” is sequential and “para” is parallel). Column
ord denotes whether the stream is associated with an encounter order, i.e., whether
elements of the stream must be visited in a particular order (“ord” is ordered and
“unord” is unordered). Column se represents whether any behavioral parameters (λ-
expressions) that will execute during the stream’s pipeline have possible side-effects.
Column SIO constitutes whether the pipeline has any stateful intermediate opera-
tions. Column ROM represents whether the encounter order must be preserved by
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the result of the terminal reduction operation. A T denotes that the reduction result
depends on the encounter order of a previous (intermediate) operation. Conversely,
an F signifies that any ordering of the input operation to the reduction need not
be preserved. Column transformation characterizes the transformation actions to
take when the corresponding precondition passes (note the conditions are mutually
exclusive). N/A is either T or F.
A stream passing P1 is one that is sequential, unordered, and has no side-effects.
Because this stream is already unordered, whether or not its pipeline contains an
SIO is inconsequential. Since the stream is unordered, any SIOs can run efficiently in
parallel. Moreover, preserving the ordering of the reduction is also inconsequential
as no original ordering exists. Here, it is both safe and possibly advantageous to
run the stream pipeline in parallel. The stream derived from unorderedWidgets on
line 5, listing 2 is an example of a stream passing P1. A stream passing P2 is also
sequential and free of λ-expressions containing side-effects. However, such streams
are ordered, meaning that the refactoring only takes place if no SIOs exist. P3,
on the other hand, will allow such a refactoring to occur, i.e., if an SIO exists,
only if the ordering of the reduction’s result is inconsequential, i.e., the reduction
ordering need not be maintained. As such, the stream can be unordered immediately
before the (first) SIO (as performed on line 33, listing 2b). The stream created on
line 16, listing 2 is an example of a stream failing this precondition.
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Table 2.2: Optimize Parallel Stream preconditions.
exe ord SIO ROM transformation
P4 para ord T F Unorder.
P5 para ord T T Convert to seq.
Optimizing Parallel Streams
Table 2.2 depicts the preconditions for the Optimize Parallel Stream refac-
toring. Here, the stream in question is already parallel. A stream passing either
precondition is one that is ordered and whose pipeline contains an SIO. Streams
passing P4 are ones where the reduction does not need to preserve the stream’s
encounter order, i.e., ROM is F. An example is depicted on line 32, listing 2. Un-
der these circumstances, the stream can be explicitly unordered immediately before
the (first) SIO, as done on line 33 of listing 2b. Streams passing P5, on the other
hand, are ones that the reduction ordering does matter, e.g., the stream created on
line 26. To possibly improve performance, such streams are transformed to sequential
(line 26, listing 2b).5
Optimizing Complex Mutable Reductions
Table 2.3 presents the preconditions for the Optimize Complex Mutable Re-
duction refactoring. Column col is collector kind (“concur” is concurrent and
“nconcur” is non-concurrent). Any transformation involving converting a collector
from or to a concurrent collector necessitates also transforming the associated Map,
5Unlike Table 2.1, side-effects are not considered here as the approach is a performance-based
refactoring. De-parallelizing streams with possible side-effects would be considered a correctness-
based transformation and is out of scope w.r.t. this work.
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Table 2.3: Optimize Complex Mutable Reduction preconditions.
exe ord col ROM transformation
P6 seq ord concur T Convert col to nconcur.
P7 para ord nconcur T Convert stream to seq.
P8 para ord concur T Convert col to nconcur and stream to seq.
P9 seq ord nconcur F Convert col to concur and stream to para.
P10 seq ord concur F Convert stream to para.
P11 para N/A nconcur F Convert col to concur.
P12 seq unord nconcur N/A Convert col to concur and stream to para.
P13 seq unord concur N/A Convert stream to para.
if provided, to match as shown in listing 3b. Furthermore, any stream being trans-
formed as part of this refactoring must also pass preconditions for the associated
refactoring, e.g., a stream being transformed from sequential to parallel must not
include side-effects in its pipeline.
Preconditions 6–8 focus on situations where ordered streams must have their order-
ing maintained. As detailed in Section 2.2.1, streams passing these conditions should
run sequentially and have matching (non-concurrent) collectors. Preconditions 9–11,
on the other hand, deal with situations where streams are initially ordered but the
reduction order does not matter. These streams can be transformed to run in parallel
(given they pass the conditions in Table 2.1) and should have matching (concurrent)
collectors. Lastly, P12 and P13 deal with streams that are initially sequential and
unordered. Regardless of whether the reduction order matters, w.r.t. mutable re-
duction, it is possibly advantagoues to run such streams in parallel with concurrent
collectors (lines 59–62, listing 3b).
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2.3.2 Identifying Stream Creation
Identifying where in the code streams are created is imperative for several reasons.
First, streams are typically derived from a source (e.g., a collection) and take on its
characteristics (e.g., ordering). This is used in tracking stream attributes across their
pipeline (Section 2.3.3). Second, for streams passing preconditions, the creation site
serves a significant role in the transformation (Section 2.3.7). In other words, it helps
locate where the transformation should take place.
There are several ways to create streams, including being derived from Collections,
being created from arrays (e.g., Arrays.stream()), and via static factory methods
(e.g., IntStream.range()). Streams may also be directly created via constructors,
but it is not typical of clients, which are the focus. I consider stream creation
point approximations as any expression evaluating to a type implementing the java.
util.stream.BaseStream interface, which is the top-level stream interface. I exclude,
however, streams emanating from intermediate operations, i.e., instance methods
whose receiver and return types implement the stream interface, as such methods
are not likely to produce new streams but rather ones derived from the receiver but
with different attributes.
2.3.3 Tracking Streams and Their Attributes
In this section, I discuss the approach to tracking streams and their attributes (i.e.,
state) using a series of labeled transition systems (LTSs). The LTSs are used in in















Figure 2.1: A proper subset of the relation E→ in E = (ES, EΛ, E→).
Execution Mode
Definition 1. The LTS E is a tuple E = (ES, EΛ, E→) where ES = {⊥, seq , para}
is the set of states, EΛ is a set of labels, and E→ is a set of labeled transitions.
The labels EΛ corresponds to method calls that either create or transform the execu-
tion mode of streams. I denote the initial stream (“phantom”) state as ⊥. Different
stream creation methods may transition the newly created stream to one that is ei-
ther sequential or parallel. Figure 2.1 diagrammatically portrays a proper subset of
the relation E→ (Col is Collection). Transitions stemming from the ⊥ state repre-
sent stream creation methods (Section 2.3.2). As an example, the stream created on
line 5, listing 2a would transition from ⊥ to the seq state, while the stream created


























Figure 2.2: A proper subset of the relation O→ in O = (OS, OΛ, O→).
Ordering
Whether a stream has an encounter order depends on the stream source (run time)
type and the intermediate operations. Certain sources (e.g., List) are intrinsically
ordered, whereas others (e.g., HashSet) are not. Some intermediate operations (e.g.,
sorted()) may impose an encounter order on an otherwise unordered stream, and
others may render an ordered stream unordered (e.g., unordered()). Further, some
terminal operations may ignore encounter order (e.g., forEach()) while others (e.g.,
forEachOrderer()) abide by it (Oracle, 2017b).
Definition 2. The LTSO for tracking stream ordering is the tupleO = (OS, OΛ, O→)
where OS = {⊥, ord , unord} and other components are in line with Definition 1.
Figure 2.2 portrays a proper subset of the relation O→, which depicts valid tran-
sitions between stream ordering modes. As with ES, ⊥ is a phantom initial state
immediately before stream creation. For presentation, the static method Stream.
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concat(Stream,Stream) is modeled as an instance method where the receiver repre-
sents the first parameter, i.e., the origin state is that of the first parameter, and the
state of the second parameter is the sole explicit parameter.
For instance, the stream on line 5, listing 2a would transition from ⊥ to unord
due to HashSet.stream(). Although the compile-time type of unorderedWidgets is
Collection (line 1), I use an interprocedural type inference algorithm (explained
next) to approximate HashSet. The stream at line 26 would transition from ⊥ to ord
state as a result of orderedWidgets having the type ArrayList (line 2).
Approximating Stream Source Types and Characteristics The fact that
stream ordering can depend on the run time type of its source necessitates that
its type be approximated. For this, I use an interprocedural type inference algo-
rithm via points-to analysis (Steensgaard, 1996) that computes the possible run time
types of the receiver from which the stream is created. Once the type is obtained,
whether source types produce ordered or unordered streams is determined via reflec-
tion. While details are in Section 2.4.1, briefly, the type is reflectively instantiated
and its Spliterator (Oracle, 2017d) extracted. Then, stream characteristics, e.g.,
ordering, are queried (Oracle, 2017d). This is enabled by the fact that collections and
other types supporting streams do not typically change their ordering characteristics
dynamically. Collector attributes are determined in a similar fashion.
Using reflection in this way amounts to a kind of hybrid typestate analysis where
initial states are determined via dynamic analysis. If reflection fails, e.g., an ab-
stract type is inferred, the default is to ordered and sequential. This choice is safe
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considering that there is no net effect caused by the proposed transformations, thus
preserving semantics. Furthermore, to prevent ambiguity in state transitions, it is
required that each inferred type have the same attributes.
2.3.4 Tracking Stream Pipelines
Tracking stream pipelines is essential in determining satisfied preconditions. Pipelines
can arbitrarily involve multiple methods and classes as well as be data-dependent
(i.e., spanning multiple branches). In fact, during the evaluation (Section 2.4), I
found many real-world examples that use streams interprocedurally.
The automated refactoring approach involves developing a variant of typestate anal-
ysis (Fink et al., 2008; Strom and Yemini, 1986) to track stream pipelines and de-
termine stream state when a terminal operation is issued. Typestate analysis is a
program analysis that augments the type system with “state” information and has
been traditionally used for prevention of program errors such as those related to
resource usage. It works by assigning each variable an initial (⊥) state. Then, (mu-
tating) method calls transition the object’s state. States are represented by a lattice
and possible transitions are represented by LTSs. If each method call sequence on
the receiver does not eventually transition the object back to the ⊥ state, the object
may be left in a nonsensical state, indicating the potential presence of a bug.
The typestate analysis makes use of a call graph, which is created via a k-CFA
call graph construction algorithm (Shivers, 1991), making the analysis both object
and context sensitive (the context being the k-length call string). In other words,
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it adds context so that method calls to an object creation site (new operator) can
be distinguished from one another Nielson et al., 2004, Ch. 3.6. It is used here to
consider client-side invocations of API calls as object creations. Setting k = 1 would
not suffice as the analysis would not consider the client contexts as stream creations.
As such, at least for streams, k must be >= 2. Although k is flexible in the approach,
I use k = 2 as the default for streams and k = 1 elsewhere. Section 2.4.2 discusses
how k was set during the experiments, as well as a heuristic to help guide developers
in choosing a sufficient k.
I formulate a variant of typestate since operations like sorted() return (possibly)
new streams derived from the receiver stream with their attributes altered. Defini-
tion 3 portrays the formalism capturing the concept of typestate analysis used in the
remainder of this section. Several generalizations are made to extract typestate at a
particular program point.
Definition 3 (Typestate Analysis). Define TStateLTS (is, exp) = S where LTS is a
labeled transition system, is a stream instance, exp an expression, and to be the
possible states S of is at exp according to LTS.
In Definition 3, exp, an expression in the Abstract Syntax Tree (AST), is used to
expose the internal details of the analysis. Typically, typestate is used to validate
complete statement sequences. Regarding Definition 3, this would be analogous to
exp corresponding to a node associated with the last statement of the program.
In this case, I am interested in typestates at particular program points; other-
wise, I may not be able to depict typestate at the execution of the terminal op-
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eration accurately. As an example, let is be the stream created on line 5, listing 2a
and exp the method call expression corresponding to collect() at line 7. Then,
TStateO(is, collect(..)) = {ord}.
Traditional typestate analysis is used with (mutating) methods that alter object
state. The Stream API, though, is written in an immutable style where each oper-
ation returns a stream reference that may refer to a new object. A näıve approach
may involve tracking the typestates of the returned references from intermediate op-
erations. Doing so, however, would produce an undesirable result as each stream
object would be at the starting state.
Section 2.3.3 treats intermediate operations as being (perhaps void returning) meth-
ods that mutate the state of the receiver. This makes the formalism concise. How-
ever, in actuality, intermediate operations are value returning methods, returning a
reference to the same (general) type as the receiver. As such, the style of this API is
that of immutability, i.e., “manipulating” a stream involves creating a new stream
based on an existing one. In such cases, the receiver is then considered consumed,
i.e., any additional operations on the receiver would result in a run time exception,
similar to linear type systems (Wadler, 1990).
The generalized typestate analysis works by tracking the state of stream instances
as follows. For a given expression, the analysis yields a set of possible states for a
given instance following the evaluation of the expression. Due to the API style, a
typestate analysis that has a notion of instances that are based on other instances is
needed. As such, I compute the typestate of individual streams and proceed to merge
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the typestates to obtain the final typestate after the expression of where a terminal
operation consumes the stream. The final typestate is derived at this point because
that is when all of the (queued) intermediate operations will execute. Moreover, the
final typestate is a set due to dataflow analysis of possible branching.
Intermediate Streams
A stream is created via APIs calls stemming from the ⊥ state as discussed in Sec-
tion 2.3.3. Recall that intermediate operations may or may not also create streams
based on the receiver. I coin such streams as intermediate streams as they are used
to progress the computation to a final result. Moreover, intermediate streams can-
not be instantiated alone; they must be based on (or derived from) existing ones.
If an intermediate stream is derived from another intermediate stream, then, there
must exist a chain of intermediate stream creations that starts at a non-intermediate
stream. Due to conditional branching and polymorphism, there may be multiple
such (possible) chains. Intermediate streams must be appropriately arranged so that
the correct final state may be computed.
To sequence stream instances, I require a “predecessor” function Pred(is) = {is1 , . . . , isn}
that maps a stream is to a set of streams that may have been used to create is.
Pred(is) is computed by using the points-to set of the reference used as the receiver
when is was instantiated.
I now demonstrate the predecessor function using the code in listing 4a. Suppose I
would like to know the state of the stream referred to by s2 before the commencement
of the terminal operation count() on line 10. The points-to set of s2 consists of the
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Listing 4 Sequencing stream instance derivations.
(a) Before refactoring.
1 void m(int x) {
2 Stream s1 =
3 o.stream();//1
4 Stream s2 = null;
5 if (x > 0)
6 s2 = s1.filter(..);//2
7 else
8 s2 = s1.parallel()
9 .filter(..);//3
10 int c = s2.count();}
(b) After refactoring.
1 void m(int x) {
2 Stream s1 =
3 o.stream()parallelStream();
4 Stream s2 = null;
5 if (x > 0)
6 s2 = s1.filter(..);
7 else
8 s2 = s1.parallel()
9 .filter(..);
10 int c = s2.count();}
objects created by each of the filter() operations on lines 6 and 9, respectively.
These allocation sites have been numbered in comments in the source code using
comments.6 As such, I have that PointsTo(s2) = {filter()2, filter()3}.7 For the
first call to filter(), s1 refers to the receiver. Because PointsTo(s1) = {stream()1}
(from line 3), I have that Pred(filter()2) = stream()1. Finally, because stream()
is not an intermediate operation, I have that Pred(stream()1) = ∅.
Conversely, for the call to filter() on line 9, the receiver is the result of s1.
parallel(). Interestingly, no allocation takes place here as parallel() simply sets
a field value in the receiver and returns its reference, i.e., s1. Since PointsTo(s1) =
{stream()1}, I also have that Pred(filter()3) = {stream()1}. Definition 4 describes
this function more generally.
Definition 4 (Predecessor Objects). Define Pred(o.m()) = {i1, i2, . . . , in} where o
is an object reference, m a method, o.m() results in an object reference, and ik ∈
6For presentation purposes, I treat API calls as abstract object creation sites instead of the
traditional new operators as in (Fink et al., 2008). However, setting k > 1 and using call-string
context sensitivity is how this effect is actually achieved.
7I purposely use API-level allocation sites so as to remain as implementation-neutral as possible.
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{i1, i2, . . . , in} for 1 ≤ k ≤ n an abstract heap object identifier:
Pred(o.m()) =

∅ if m() is not intermediate.
PointsTo(o) o.w.
Typestate Merging
Since intermediate operations possibly create new streams based on the receiver,
the typestate analysis will generate different states for any stream produced by an
intermediate operation. I am interested in, however, the final state just before the
commencement of the terminal operation, which results in stream consumption. Re-
call from Section 2.3.3 that ⊥ models an initial state. As such, ⊥ will symbolize
the initial state of intermediate streams. In other words, although an intermediate
stream may “inherit” state from the stream from which it is derived, in the formal-
ism, I use ⊥ as a placeholder until I can derive what exactly the state should be. To
this end, I introduce the concept of typestate merging.
First, I define a state selection function that results in the first state if it is not ⊥
and the second state otherwise:




sj if si = ⊥
si o.w.
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Definition 5 “selects” the “most recent” state in the case that the typestate analysis
determines it for the instance under question and a previous state otherwise. For
example, let si = ⊥ and sj = para. Then, Select(si, sj) = para. Likewise, let
si = unord and sj = ord . Then, Select(si, sj) = unord .
Next, I define the state merging function, which allows us to merge two sets of states,
as follows:




Si if Sj = ∅
Sj if Si = ∅
{Select(si, sj) | si ∈ Si ∧ sj ∈ Sj} o.w.
As an example, let Si = {⊥} and Sj = {seq , para}. Then, Merge(Si, Sj) = {seq , para}.
Likewise, let Si = {ord , unord} and Sj = {ord , unord}. Then, Merge(Si, Sj) =
{unord , ord}.
Finally, I define the notation of merged typestate analysis:
Definition 7 (Merged Typestate Analysis). Define MTStateLTS (is, exp) = S where
LTS is a labeled transition system, is a stream, exp an expression, to be the typestate
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analysis merging function:
MTStateLTS (is, exp) =

TStateLTS (is, exp) if Pred(o.m()) = ∅⋃
isk∈Pred(is)
Merge(TStateLTS (is, exp),
MTStateLTS (isk , exp))
o.w.
This final function aggregates typestate over the complete method call chain until
the terminal operation after exp. For example, let is = filter()2 ∈ PointsTo(s2)
and exp = count(..) from listing 4a. Then MTStateO(is, exp)
= {Merge(TStateO(is, exp),MTStateO(stream()1, exp))}
= {Merge(TStateO(is, exp),TStateO(stream()1, exp))}
= {Merge({⊥}, {seq , para})}
= {Select(⊥, seq), Select(⊥, para)}
= {seq , para}
Identifying Origin Streams
Once a stream’s merged typestate at the terminal operation has been determined,
the relationship between this stream and the original (non-intermediate) stream is
examined. Because a series of intermediate operations can form a chain of streams
starting at a non-intermediate stream, the stream being consumed by a terminal
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operation may not be the original stream, i.e., it may be one of the derived, inter-
mediate streams. I denote original streams in the computation as origin streams. In
terms of Definition 7, origin streams are those processed in the base case.
An intermediate stream may have multiple origin streams due to branching, poly-
morphism, etc. Identifying origin streams is important in tracking the complete
stream pipeline, as well locating potential areas where refactoring transformations
may take place (as in Section 2.3.7). Moreover, identify the stream origin as, e.g.,
initial stream ordering is dependent on the type from which it was derived or the
(static) method that was used to create it. I define the concept of origin objects
more generally as follows:
Definition 8 (Origin Objects). Define Origins(o.m()) = {i1, i2, . . . , in} where o is
an object reference, m() a method, o.m() results in an object reference, and ik ∈
{i1, i2, . . . , in} for 1 ≤ k ≤ n an abstract heap object identifier:
Origins(o.m()) =

∅ if o.m() == null.




To illustrate, consider the code in listing 4a. I have that Origins(s2.count())
= Origins(filter()2) ∪Origins(filter()3)
= Origins(stream()1) ∪Origins(stream()1)
= {stream()1} ∪ {stream()1}
= {stream()1}
2.3.5 Inferring Behavioral Parameter Side-effects
In this section, I more formally define what it means for behavioral parameters (λ-
expressions)8 that will execute as part of a stream’s pipeline to possibly contain
side-effects. Side-effect considerations are part of the refactoring precondition checks
in Table 2.1 and are an essential part of determining whether a sequential stream can
be safely converted to one whose pipeline executes in parallel. The following more
formally defines the λ-expressions associated with streams:
Definition 9 (Stream λ-expressions). Define the function λ(is) = λexp that maps
a streams instance is to a λ-expression λexp used in creating is. If no λ-expression
is used creating is, then λexp = •, an “empty” expression not associated with any
meaningful instruction (no-op).
Let is be the stream created as a result of the filter() operation on line 12 of list-
ing 2. Then, λ(is) = w -> w > 43.2. Likewise, let is be the stream that results from
8Note that, in Java, behavioral parameters can be represented by any object performing an
action, e.g., method references.
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skip() on line 16. Then, λ(is) = •.
Next, I describe the meaning of λ-expressions to contain side-effects:
Definition 10 (λ-expression Side-effects). Define the predicate LSideEffects(λexp)
on λ-expressions to be true iff λexp modifies a heap location.
For instance, let λexp represent w -> w > 43.2 from above. Then, I have ¬LSideEffects(λexp)
since w does not represent a heap location (i.e., w is a double, a primitive type allo-
cated on the stack). Let λexp represent s -> results.add(s) from line 52 of listing 2.
Then, I have LSideEffects(λexp) since s is a String, a reference type allocated on
the heap.
Definition 11 (Stream Side-effects). Define the predicate SSideEffects(is) on streams
to be true iff is is associated with a pipeline whose operations contain a λ-expression
with possible side-effects:
SSideEffects(is) ≡ LSideEffects(λ(is))∨





More informally, a stream instance is has possible side-effects, i.e., SSideEffects(is), iff
either a λ-expression used in building is, i.e., λ(is), has side-effects, i.e., LSideEffects(λ(is)),
or there exists a call o.m(p) such that o refers to is, i.e., is ∈ PointsTo(o), m is a
terminal operation, and parameter p is a λ-expression with possible side-effects, i.e.,
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LSideEffects(p), or if there is a predecessor stream instance isj of is, i.e., isj ∈
Pred(is), that has possible side-effects, i.e., SSideEffects(isj).
Let is be the stream created on line 51 of listing 2, i.e., filter(s->pattern.matcher(s).
matches()). Assume that the λ-expression does not contain side-effects. Then, I
have:
¬LSideEffects(λ(is)) ≡ ¬LSideEffects(s -> pattern.matcher(s).matches()).
However, consider the terminal operation called on is on line 52, i.e., forEach(s->results.
add(s)). I have that LSideEffects(s -> result.add(s)) since result refers to a heap
object, namely, the one allocated at line 48. Thus, I have that SSideEffects(is).
2.3.6 Determining Whether Reduction Ordering Matters
To obtain a result from stream computations, a terminal (reduction) operation must
be issued. Determining whether the ordering of the stream immediately before the
reduction matters (ROM) equates to discovering whether the reduction result is the
same regardless of whether the stream is ordered or not. In other words, the result
of the terminal operation does not depend on the ordering of the stream for which
the operation is invoked, i.e., the value when the stream is ordered is equal to the
value when the stream is unordered. Some reductions (terminal operations) do not
return a value, i.e., they are void returning methods. In these cases, the behavior
rather than the resulting value should be the same. Terminal operations fall into
two categories, namely, those that produce a result, e.g., count(), and those that
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Table 2.4: “Reduction ordering matters” (ROM) lookup table.
r. type ord t. operation ROM
non-scalar unord N/A F
non-scalar ord N/A T
void N/A forEach() F
void N/A forEachOrdered() T
scalar N/A sum()* F
scalar N/A min() F
scalar N/A max() F
scalar N/A count() F
scalar N/A average()* F
scalar N/A summaryStatistics()* F
scalar N/A anyMatch() F
scalar N/A allMatch() F
scalar N/A noneMatch() F
scalar N/A findFirst() T
scalar N/A findAny() F
scalar N/A collect() ?
scalar N/A reduce() ?
* Only applicable to numeric streams.
produce a side-effect, normally by accepting a λ-expression, e.g., forEach() (Oracle,
2017b). These situations are separately considered, as shown in Fig. 2.3.
Non-scalar Result Producing Terminal Operations
In the case of non-scalar return values, whether the return type maintains ordering
is determined by reusing the reflection technique described in Section 2.3.3. Specifi-
cally, a stream is reflectively derived from an instance of the non-scalar return (run
time) type approximations and its characteristics examined. And, from this, whether
reduction order matters is determined as follows. If it is impossible for the returned
non-scalar type to maintain an element ordering, e.g., it is a HashSet, then, the result
ordering cannot make a difference in the program’s behavior. If, on the other hand,
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(a) For non-scalar result-producing terminal op-
erations.
(b) For side-effect producing terminal operations.
Figure 2.3: Scenarios for whether reduce ordering matters (ROM).
the returned type can maintain an ordering, I conservatively determine that the re-
duction ordering does matter. As before, if there is any inconsistencies between the
ordering characteristics of the approximated types, the default is ordered. This is
captured in Fig. 2.3a and Table 2.4 under the non-scalar rows (column r. type is re-
turn type). The N/A in column t. operation indicates any terminal operation and,
in this case, any such operation returning a non-scalar type. The term “collection”
refers to any non-scalar type such as those implementing java.util.Collection as
well as arrays, which are inherently ordered.
Side-effect Producing Terminal Operations
When there is a void return value, as is the case with side-effect producing terminal
operations, then, I need to know the order in which the stream elements are “served”
to the λ-expression argument producing the side-effect. Currently, void terminal
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operations that maintain element ordering are also a parameter to the analysis. As
with determining SIOs, a more sophisticated analysis would be needed to possibly
approximate this characteristic. In the current Java 8 Stream API, there are only
two such methods, namely, forEach() and forEachOrdered(), as seen in Fig. 2.3b
and Table 2.4 under the “void” return type rows.
Scalar Result Producing Terminal Operations
The last case is perhaps the most difficult. While discussing whether non-scalar types
(e.g., containers) maintain element ordering seems natural, when the reduction is to
a scalar type, it is challenging to determine whether or not the element ordering
used to produce the resulting value had any influence over it. Another view of the
problem involves determining whether or not the operation(s) “building” the result
from the stream are associative. Examples of associative operations include numeric
addition, minimum, and maximum, and string concatenation (Oracle, 2017b). To
address this, I divide the problem into determining the associativity of specialized
and general reduction operations.
Specialized Reduction Operations Luckily, the number and associativity prop-
erty of specialized reduction operations are fixed. As such, the list of specialized op-
erations along with their associativity property is input to the approach. The ROM
values compiled by me and the colleagues via API documentation examination for
the Java 8 Stream API is listed in Table 2.4 under the “scalar” return type rows.
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General Reduction Operations The remaining general reduction operations are
reduce() and collect(). I have already covered the cases where these operations
return non-scalar types in the first two rows of Table 2.4. What remains is the
cases when these operations return scalar types. Due to the essence of collect(),
in practice, the result type will most likely fall into the non-scalar category. In
fact, collect() is a specialization of reduce() meant for mutable reductions. Re-
call from Section 2.2 that such operations collect results in a container such as a
collection (Oracle, 2017b).
The generality of these reduction operations make determining whether ordering
matters difficult. For example, even a simple sum reduction can be difficult for an
automated approach to analyze. Consider the following code (Oracle, 2017b) that
adds Widget weights together using reduce():
widgets.stream().reduce(0, (sum, b) -> sum + b.getWeight(), Integer::sum);
The first argument is the identity element; the second an accumulator function,
adding a Widget’s weight into the accumulated sum. The last argument combines
two integer sums by adding them. The question is how, in general, can I tell that
this is performing an operation that is associative like summation? In other words,
how can I determine that the reducer computation is independent of the order of its
inputs? It turns out that this is precisely the reducer commutativity problem (Y.-F.
Chen et al., 2015). Unfortunately, this problem has been shown to be undecidable
by Y.-F. Chen et al. (2015). While I will consider approximations and/or heuristics
as future work, currently, the approach conservatively fails preconditions in this case
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Algorithm 1 Convert stream to parallel
1: for all n ∈ PT such that n is a leaf do
2: curr ← n
3: while curr 6= NIL do
4: if Method(curr) = sequential() then
5: Schedule curr for removal.
6: else if Method(curr) = parallel() then
7: if ∀a ∈ Ancestors(curr)[|Children(a)| > 1] then {Nodes up from curr to the root have
multiple children}
8: Schedule curr for removal. {To avoid redundancy.}
9: else {There is a straight-line “chain” from curr to the root}
10: break {parallel() remains with no further modification.}
11: end if
12: else if Method(curr) = stream() then {Parent(curr) = NIL}
13: Schedule curr to be replaced by parallelStream().
14: else if Method(curr) 6= parallelStream() then {curr is not already parallel}
15: Schedule parallel() to be inserted immediately after curr .
16: end if
17: curr ← Parent(curr)
18: end while
19: end for
20: Execute all scheduled transformations.
as indicated by the question marks in Table 2.4. During the experiments detailed
in Section 2.4, these failures only accounted for 5%.
2.3.7 Transformation
Once a stream has passed preconditions, there may be multiple possible ways to
carry out the corresponding transformation. However, not all transformations may
be ones that an expert human developer would have chosen. Here, I strive to select
transformations that are (i) semantically equivalent to the original, (ii) exposing the
most possible parallelism, and (iii) minimal, i.e., requiring the least amount of code
changes. This last point reduces invasiveness.
Stream pipelines, i.e., method call chains of intermediate operations ending in a
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terminal operation, can be complex with chains possibly spanning multiple branches,
methods, and even files. Thus, it can be challenging to pinpoint transformation sites
in the general case as the call chains are arbitrary. To assist in the transformation, I
leverage the Pred relation from Definition 4 by building a predecessor tree PT , where
each node represents a stream instance (call site), an edge between nodes ni and nj
exists iff nj ∈ Pred(ni), and the root is a node n0 such that ∀n ∈ PT [n0 ∈ Origins(n)]
(see Definition 8). A separate tree exists for each for each origin stream in the
program. Origin streams are also those that are identified for transformation, thus,
the transformation algorithm begins at the root of each tree if a transformation
applies to the stream represented by the root.
Execution Mode
Figure 2.4a depicts a PT for the code snippet in listing 4a, while Algorithm 1 depicts
the algorithm for transforming a stream to parallel (transformation to sequential is
similar). Steps for already parallel streams are shown for completeness. The action
at line 10 is valid because intermediate operations like parallel() are processed
lazily, i.e., when a terminal operation has been issued. As such, “[t]he most recent
sequential or parallel mode setting applies to the execution of the entire stream








(b) After conversion to parallel.
Figure 2.4: Predecessor tree for listing 4a.
Ancestors(n) =

∅ if n = NIL∨
Parent(n) = NIL
Parent(n) ∪ Ancestors(Parent(n)) o.w.
Figure 2.4b shows the resulting PT after applying Algorithm 1 to the PT in Fig. 2.4a,
while listing 4b is the transformed code.
Unordering
Unordering a stream, i.e., actions taken for streams passing P3 (Table 2.1) or P4 (Ta-
ble 2.2), is somewhat similar to altering its execution mode (above) but with some
important differences and special considerations. Firstly, although stream execution
mode can be changed at the origin stream by replacing the appropriate API call
(e.g., stream() to parallelStream()), since stream ordering can be dependent on its
source collection type, for semantics preservation and to limit refactoring invasive-
ness, unordering does not occur in a similar way. Instead, unordering transformations
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always take place via a call to the unordered() intermediate operation (e.g., line 33
in listing 2b).
While the unordering transformation can be accomplished similar to Algorithm 1 by
substituting parallel() with unordered() and sequential() with sorted(), there
are some special considerations regarding the insertion of unordered(). For instance,
to maximize efficient parallel computation, such calls are inserted before all stateful
intermediate operations (SIOs). This can be seen on line 33 in listing 2b, where
unordered() is placed before distinct(), an SIO.
2.4 Evaluation
2.4.1 Implementation
The approach was implemented as a publicly available, open source Eclipse IDE (Eclipse
Foundation, 2018) plug-in (Khatchadourian, Tang, Bagherzadeh, and Ahmed, 2018)
and built upon WALA (WALA Team, 2015) and SAFE (Yahav, 2018). Eclipse is
leveraged for its extensive refactoring support (Bäumer et al., 2001) and that it is
completely open-source for all Java development. WALA is used for static analy-
ses such as side-effect analysis (ModRef), and SAFE, which depends on WALA, for
its typestate analysis. SAFE was altered for programmatic use and “intermediate”
typestates (cf. Section 2.3.4). For the refactoring portion, Eclipse ASTs with source
symbol bindings are used as an intermediate representation (IR), while the static
analysis consumes a Static Single Assignment (SSA) (Rosen et al., 1988) form IR.
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The Optimize Complex Mutable Reduction refactoring is not currently im-
plemented. There are some complications with determining ordering with Maps as
these are multi-tier data structures. In other words, the Map itself is a container
(EntrySet) having constituent containers (e.g., List<Widget> as values; line 53, list-
ing 3). Thus, “digging” into these containers requires a bit more engineering work.
Once that is complete, however, the implementation is straight-forward using the
approach set-forth in Section 2.3.1 and is included in future work.
Per the discussion in Section 2.3.3, since stream ordering may depend on the stream’s
source run time type, to determine stream ordering, the implementation interproce-
durally approximates (using a points-to analysis) the run time type of stream sources
via type propagation using the iterative fixed-point solver available in WALA. If the
type cannot be determined accurately in this way, the type’s ordering is defaulted
to ordered. Although this may cause missed optimization opportunities, an ordered
attribute will not cause the approach to take action, guaranteeing semantics preser-
vation.
Once the possible stream source type(s) has been obtained, reflection is used to de-
termine ordering attributes. First, built-in reflection mechanisms are utilized (i.e.,
Class.newInstance()). However, this can be problematic when either a default (no-
arg) constructor does not exist or is not accessible. In such cases, Objenesis (Easy-
Mock, 2017), a tool normally used for Mock Objects, is used to bypass constructor
calls. Ordering is retrieved by obtaining a stream from an instance of type (again,
via reflection) and subsequently calling the characteristics() method on the newly
created stream instance’s Spliterator (Oracle, 2017d).
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As discussed in Section 2.3.4, the approach utilizes a k-CFA call graph construction
algorithm. To make the experiments tractable and to treat client-side API invoca-
tions as stream creations (since the focus of this work is on manipulation of client
code), k is made as an input parameter to the analysis (with k = 2 being the default
as it is the minimum k value to consider client-code) for methods returning streams
and k = 1 elsewhere. Recall that k amounts to the call string length in which to
approximate object instances, thus, k = 1 would consider constructor calls as object
creation locations, while k = 2 would consider calls to methods calling constructors
as (“client”) object creation sites. The tool currently uses a heuristic to inform de-
velopers when k is too small via a precondition failure. It does so by checking that
call strings include at least one client method starting from the constructor call site.
Future work involves automatically determining an optimal k, perhaps via stochastic
optimization. The call graph used in the typestate analysis is pruned by removing
nodes that do not have reaching stream definitions.
2.4.2 Experimental Evaluation
The evaluation involved studying 11 open source Java applications and libraries of
varying size and domain (Table 2.5). Subjects were also chosen such that they are
using Java >= 8 and have at least one stream declaration (i.e., a call to a stream
API) that is reachable from an entry point (i.e., a candidate stream). Column KLOC
denotes the thousands of source lines of code, which ranges from ∼1K for monads
to ∼354K for jetty. Column eps is the number of entry points. For non-library
subjects, all main methods were chosen, otherwise, all unit test methods were chosen
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Table 2.5: Experimental results.
subject KLOC eps k str rft P1 P2 P3 t (m)
htm.java 41.14 21 4 34 10 0 10 0 1.85
JacpFX 23.79 195 4 4 3 3 0 0 2.31
jdp* 19.96 25 4 28 15 1 13 1 31.88
jdk8-exp* 3.43 134 4 26 4 0 4 0 0.78
jetty 354.48 106 4 21 7 3 4 0 17.85
jOOQ 154.01 43 4 5 1 0 1 0 12.94
koral 7.13 51 3 6 6 0 6 0 1.06
monads 1.01 47 2 1 1 0 1 0 0.05
retroλ 5.14 1 4 8 6 3 3 0 0.66
streamql 4.01 92 2 22 2 0 2 0 0.72
threeten 27.53 36 2 2 2 0 2 0 0.51
Total 641.65 751 4 157 57 10 46 1 70.60
* jdp is java-design-patterns and jdk8-exp is
jdk8-experiments.
as entry points. Column k is the maximum k value used (see Section 2.4.2). Subjects
compiled correctly and had identical unit test (27,955; mostly from jetty) results
and compiler warnings before and after the refactoring.
The analysis was executed on an Intel Xeon E5 machine with 16 cores and 30GB
RAM and a 25GB maximum heap size. Column tm (m) is the running time in
minutes, averaging ∼6.602 secs/KLOC. An examination of three of the subjects
revealed that over 80% of the run time was for the typestate analysis, which is
performed by SAFE. This analysis incorporates aliasing information and can be
lengthy for larger applications. However, since the approach is automated, it can be
executed on a nightly basis or before major releases.
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Setting k for the k-CFA
As discussed in Section 2.3.4, the approach takes as input a maximum call string
length parameter k, which is used to construct the call graph using k-CFA. Each
call graph node is associated with a context, which is the call string. This allows the
analysis to approximate stream object creation in the client code rather than in the
framework, where the stream objects are instantiated. Otherwise, multiple calls to
the same API methods that create streams would be considered as creating one new
stream.
During the experiments, a default k value of 2 was used. This is the minimum k
value that can be used to distinguish client code from framework stream creation.
However, depending on which stream framework methods are utilized in a particular
project, this value may be insufficient. my colleagues and I detect this situation via a
heuristic of examining the call string and determining whether any client code exists.
If not, k may be too small.
Setting k constitutes a trade-off. A k that is too small will produce correct results
but may miss streams. A larger k may enable the tool to detect and subsequently
analyze more streams but may increase run time. Thus, an optimal k value can be
project-specific. In the experiments, however, we determined k empirically based
on a balance between run time and the ratio between total (syntactically avail-
able) streams and candidate streams (i.e., those detected by the typestate analysis).
Notwithstanding, in keeping k between 2 and 4 (cf. Table 2.5), good results and
reasonable runtime were observed. Thus, it was not difficult to find an “effective” k.
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Table 2.6: Refactoring failures.
failure pc cnt
F1. InconsistentPossibleExecutionModes 1










Streams are still relatively new, and, as they grow in popularity, my colleagues
and I expect to see them used more widely. Nevertheless, we analyzed 157 (origin)
streams reachable from entry points (column str) across 11 subjects. Of those, we
automatically refactored ∼36.31% (column rft for refactorable) despite being highly
conservative. These streams are the ones that have passed all preconditions; those
not passing preconditions were not transformed (cf. Table 2.6).
Columns P1–3 are the streams passing the corresponding preconditions (cf. Ta-
bles 2.1 and 2.2). Columns P4–5 have been omitted as all of their values are 0.9
The number of transformations can be derived from these columns as preconditions
are associated with transformations, amounting to 10 + 46 + (1 ∗ 2) = 58.
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Refactoring Failures
Table 2.6 categorizes reasons why streams could not be refactored (column fail-
ure), some of which correspond directly to preconditions (column pc). Column cnt
depicts the count of failures in the respective category and further categorized by
precondition, if applicable. Significant reasons streams were not refactorable include
λ-expression side-effects (F7, 45%) and that the reduction ordering is preserved by
the target collection (19%, c.f. Section 2.2).
Some of the refactoring failures were due to cases currently not handled by the
tool (F5), which are rooted in implementation details related to model differences
between representations (Khatchadourian, Tang, Bagherzadeh, and Ahmed, 2018).
For example, streams declared inside inner (embedded) classes are problematic as
such classes are part of the outer AST but the instruction-based IR is located else-
where. Though we plan to develop more sophisticated mappings in the future, such
failures only accounted for 16%. Other refactoring failures include F4, where stream
processing does not end with a terminal operation in all possible executions. This
amounts to “dead” code as any queued intermediate operations will never execute.
F3 corresponds to the situation described in Section 2.3.6, F1 to the situation where
execution modes are ambiguous on varying execution paths, and F2 means that the
stream is already optimized.
9Implementation of preconditions 6–13 is part of future work.
57
Table 2.7: Average run times of JMH benchmarks.
# benchmark orig (s/op) refact (s/op) su
1 shouldRetrieveChildren 0.011 (0.001) 0.002 (0.000) 6.57
2 shouldConstructCar 0.011 (0.001) 0.001 (0.000) 8.22
3 addingShouldResultInFailure 0.014 (0.000) 0.004 (0.000) 3.78
4 deletionShouldBeSuccess 0.013 (0.000) 0.003 (0.000) 3.82
5 addingShouldResultInSuccess 0.027 (0.000) 0.005 (0.000) 5.08
6 deletionShouldBeFailure 0.014 (0.000) 0.004 (0.000) 3.90
7 specification.AppTest.test 12.666 (5.961) 12.258 (1.880) 1.03
8 CoffeeMakingTaskTest.testId 0.681 (0.065) 0.469 (0.009) 1.45
9 PotatoPeelingTaskTest.testId 0.676 (0.062) 0.465 (0.008) 1.45
10 SpatialPoolerLocalInhibition 1.580 (0.168) 1.396 (0.029) 1.13
11 TemporalMemory 0.013 (0.001) 0.006 (0.000) 1.97
Performance Evaluation
Many factors can influence performance, including dataset size, number of avail-
able cores, JVM and/or hardware optimizations, and other environmental activities.
Nevertheless, I assess the performance impact of the refactoring. Although this as-
sessment is focused on the specific refactoring and subject projects, in the general
case, it has been shown that a similar refactoring done manually has improved per-
formance by 50% on large datasets Naftalin, 2014, Ch. 6.
Existing Benchmarks My colleagues and I assessed the performance impact of
the refactoring on the subjects listed in Table 2.5. One of the subjects, htm.java (Nu-
menta, 2018), has formal performance tests utilizing a standard performance test
harness, namely, the Java Microbenchmark Harness (JMH) (Oracle, 2018d). Using
such a test harness is important in isolating causes for performance changes to the
code changes themselves Naftalin, 2014, Ch. 6.1. As such, subjects with JMH tests
will produce the best indicators of performance improvements. Two such tests were
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included in this subject.
Converted Benchmarks Although the remainder of the subjects did not include
formal performance tests, they did include a rich set of unit tests. For one subject,
namely, java-design-patterns (Seppälä, 2018), we methodically transformed ex-
isting JUnit tests that covered the refactored code to proper JMH performance tests.
This was accomplished by annotating existing @Test methods with @Benchmark, i.e.,
the annotation that specifies that a method is a JMH performance test. We also
moved setup code to @Before methods, i.e., those that execute before each test, and
annotated those with @Setup. This ensures that the test setup is not included in
the performance assessment. Furthermore, we chose unit tests that did not overly
involve I/O (e.g., database access) to minimize variability. In all, nine unit tests were
converted to performance tests, and the changes are made available to the subject
developers.
Augmenting Dataset Size As all tests we designed for continuous integration
(CI), they executed on a minimal amount of data. To exploit parallelism, however,
we augmented test dataset sizes. For existing benchmarks, this was done under the
guidance of the developers (D. Ray, 2018). For the converted tests, we chose an N
(dataset size) value that is consistent with that of the largest value used by Naftalin
(2014, Ch. 6). In this instance, we preserved the original unit test assertions, which
all passed. This ensures that, although N has increased, the spirit of the test, which
may reflect a real-life scenario, remains intact.
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Results Table 2.7 reports the average run times of five runs in seconds per opera-
tion. Rows 1–9 are for java-design-patterns, while rows 10–11 are for htm.java;
benchmark names have been shortened for brevity. Column orig is the original pro-
gram, refact is the refactored program, and su is the speedup (runtimeold/runtimenew).
Values associated with parentheses are averages, while the value in parenthesis is the
corresponding standard deviation. The average speedup resulting from our refactor-
ing is 3.49.
Discussion
The findings of Naftalin (2014, Ch. 6) using a similar manual refactoring, that the
tool was able to refactor 36.31% of candidate streams (Table 2.5), and the results
of the JMH tests on the refactored code (Table 2.7) combine to form a reasonable
motivation for using the approach in real-world situations. Moreover, this study
gives us insight into how streams, and in a broader sense, concurrency, are used,
which can be helpful to language designers, tool developers, and researchers.
As mentioned in Section 2.4.2, columns P4–5 in Table 2.5 all have 0 values. Inter-
estingly, this means that no (already) parallel streams were refactored by the tool.
Only two candidate streams, stemming from only a single subject, htm.java, were
originally parallel. This may indicate that developers are either timid using parallel
streams because of side-effects, for example, or are (manually) unaware of when using
parallel streams would improve performance (Naftalin, 2014). This further motivates
the approach for automated refactoring in this area.
From Table 2.6, F6 and F7 accounted for the largest percentage of failures (64%). For
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the latter, this may indicate that despite that “many computations where one might
be tempted to use side-effects can be more safely and efficiently expressed without
side-effects” (Oracle, 2017b); in practice, this is either not the case or more developer
education is necessary to avoid side-effects when using streams. This motivates future
work in refactoring stream code to avoid side-effects if possible.
Imprecision is also a possibility as my colleagues and I are bound by the conser-
vativeness of the underlying ModRef analysis provided by WALA. To investigate,
we manually examined 45 side-effect failures and found 11 false positives. Several
subject developers, on the other hand, confirmed correct refactorings, as discussed
in Section 2.4.2. As for the former, a manual inspection of these sites may be nec-
essary to confirm that ordering indeed must be preserved. If not, developers can
rewrite the code (e.g., changing forEachOrdered() to forEach()) to exploit more
parallelism opportunities.
The average speedup of 1.55 obtained from htm.java (benchmarks 10–11) most
likely reflects the parallelism opportunities available in computationally intensive
programs (M. Kumar, 1988). Benchmarks 1–6, which had good speedups as well,
also mainly deal with data. Benchmark 7 had the smallest speedup at 1.03. The
problem is that the refactored code appears in areas that “will not benefit from
parallelism” (Luontola, 2018), demonstrating a limitation of the approach that is
rooted in its problem scope. Specifically, the tool locates sites where stream client
code is safe to refactor and is possibly optimizable based on language semantics but
does not assess optimizability based on input size/overhead trade-offs.
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Pull Request Study
To assess the approach’s usability, my colleagues and I also submitted several pull
requests (patches) containing the results of the tool to the subject projects. As of
this writing, eight requests were made, with three pending (e.g., (D. Ray, 2018))
and five rejected. One rejected request (Luontola, 2018) is discussed in Section 2.4.2.
Others (e.g., (Seppälä, 2018)) confirmed a correct refactoring but only wanted parallel
streams when performance is an observed problem.
2.4.3 Threats to Validity
The subjects may not represent the stream client code usage. To mitigate this, sub-
jects were chosen from diverse domains as well as sizes, as well as those used in
previous studies (e.g., (Ketkar et al., 2019; Khatchadourian and Masuhara, 2018)).
Although java-design-patterns is artificial, it is a reference implementation sim-
ilar to that of JHotDraw, which has been studied extensively (e.g., (Marin et al.,
2007)).
Entry points may not be correct, which would affect which streams are deemed as
candidates, as well as the performance assessment as there is a trade-off between
scalability and number of entry points. Standard entry points were chosen (see Sec-
tion 2.4.2), representing a super set of practically true entry points. For the perfor-
mance test (see Table 2.7), the loads may not be representative of real-world usage.
However, we conferred with developers regarding this when possible (D. Ray, 2018).
For the performance tests, we manually generated from unit tests, a systematic ap-
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proach to the generation was taken using the same parameters (N) on both the
original and refactored versions.
2.5 Related Work
Automatic parallelization, i.e., the process of automatically converting sequential
programs to run in parallel, can occur on several levels, including the compiler (Baner-
jee et al., 1993; Wolfe, 1996), run time (Chan and Abdelrahman, 2004), and source
code (Dig et al., 2009). The general problem of full automatic parallelization by
compilers is extremely complex and remains a grand challenge (Fox et al., 2014).
Many attempt to solve it in only certain contexts, e.g., for divide and conquer (Rug-
ina and Rinard, 1999), recursive functions (Gupta et al., 2000), distributed architec-
tures (Ravishankar et al., 2014), graphics processing (Leung et al., 2009), matrix ma-
nipulation (Sato and Iwasaki, 2011), asking the developer for assistance (Vandieren-
donck et al., 2010), and speculative strategies (Steffan and Mowry, 1998). My ap-
proach focuses on MapReduce-style code over native data containers in a shared
memory space using a mainstream programming language, which may be more
amenable to parallelization due to more explicit data dependencies (Gyori et al.,
2013). The proposed approach will help decide when it is safe to run such focused
operations in parallel, and when using different (concurrent) data structures can
possibly make parallelization more effective. This is the first proposed automated
approach that can safely refactor Java 8 stream codes for parallelization. Moreover,
my approach can help detect when it is not advantageous to run code in parallel,
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and when unordering streams can possibly improve performance.
Other techniques enhance the performance of streams as well. Hayashi et al. (2015)
develop a supervised machine-learning approach for building performance heuristics
for mapping Java applications onto CPU/GPU accelerators via analyzing parallel
streams. Ishizaki et al. (2015) translate λ-expressions in parallel streams into GPU
code and automatically generates run time calls that handle low-level operations.
While all these approaches aim to improve performance, their input is streams that
are already parallel. As such, developers must still manually identify and transform
sequential streams. Nonetheless, these approaches may be used in conjunction with
mine. My approach can automatically identify stream codes. Typestate analysis
is used by the approach to track stream states. It is unnecessary for developers
to manually identify sequential streams. The approach detects the stream codes,
evaluates them, and makes refactoring decisions.
Harrison (1989) develops an interprocedural analysis and automatic parallelization of
Scheme programs. While Scheme is a multi-paradigm language, and shared memory
is modeled, their transformations are more invasive and imperative-focused, involv-
ing such transformations as eliminating recursion and loop fusion. Nicolay et al.
(2011) have a similar aim but are focused on analyzing side-effects, whereas I ana-
lyze ordering constraints involving inferring when maintaining the order of a data
sequence in a particular expression is necessary for semantics preservation.
Many approaches use streams for other tasks or enhance streams in some way. Cheon
et al. (2016) use streams for JML specifications. Biboudis et al. (2015) develop “ex-
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tensible” pipelines that allow stream APIs to be extended without changing library
code. Other languages, e.g., Scala (EPFL, 2017), JavaScript (Refsnes Data, 2015),
C# (Microsoft, 2018), also offer streaming APIs. While I focus on Java 8 streams,
the concepts set forth here may be applicable to other situations, especially those
involving statically-typed languages, and is a topic for future work.
Other approaches refactor programs to either utilize or enhance modern construct us-
age. Gyori et al. (2013) refactor Java code to use λ-expressions instead of imperative-
style loops. Tsantalis, Mazinanian, et al. (2017) transform clones to λ-expressions.
Khatchadourian and Masuhara (2017) refactor skeletal implementations to default
methods. Tip et al. (2011) use type constraints to refactor class hierarchies, and
Gravley and Lakhotia (1996) and Khatchadourian (2016) refactor programs to use
enumerated types. My approach focuses on Java 8 Streams. It refactors stream
codes with semantics preservation.
Typestate has been used to solve many problems. Mishne et al. (2012) use typestate
for code search over partial programs. Garcia et al. (2014) integrate typestate as
a first-class citizen in a programming language. Padovani (2018) extends typestate
oriented programming (TSOP) for concurrent programming. Other approaches have
also used hybrid typestate analyses. Bodden (2010), for instance, combines typestate
with residual monitors to signal property violations at run time, while Garcia et al.
(2014) also make use of run time checks via gradual typing (Padovani, 2018). To
the best of my knowledge, my approach is the first automated refactoring technique
to integrate typestate. In my approach, typestate was chosen to track state changes
of streams that may be aliased and to determine the final state following a terminal
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(reduction) operation.
Traditional data processing techniques, such as MapReduce, always operate in a
highly distributed environment without the concept of shared memory. However,
Java 8 Stream processing operates in a single node under multiple threads or cores in
shared memory space. If stream code are executed in parallel, there may exist several
issues due to this. The approach proposed in this chapter is the first automated
solution that could safely refactor Java 8 streams for parallelization.
2.6 Conclusion
My automated refactoring approach “intelligently” optimizes Java 8 stream code. It
automatically deems when it is safe and possibly advantageous to run stream code ei-
ther sequentially or in parallel and unorder streams. The approach was implemented
as an Eclipse plug-in and evaluated on 11 open source programs, where 57 of 157
candidate streams (36.31%) were refactored. A performance analysis indicated an
average speedup of 3.49.
2.7 Future Work
Regarding a short-term plan, I and my colleagues plan to handle several issues be-
tween Eclipse and WALA models and incorporate more kinds of (complex) reductions
like those involving maps, as well as look into approximations to combat the problems
set forth by Y.-F. Chen et al. (2015). Also, we will implement the multi-tier type
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analysis required for the Optimize Complex Mutable Reduction refactoring,
which is desribled in Table 2.3. Approximating SIOs may also involve heuristics,
e.g., analysis of API documentation.
2.7.1 Other programming language support
For a long-term plan in the future, we will explore applicability to other mainstream
Object-Oriented programming languages. Streaming APIs are widely used in to-
day’s mainstream, Object-Oriented programming languages and platforms Biboudis
et al., 2015. They are supported by many popular Object-Oriented programming
languages, as mentioned at the beginning of this chapter. This chapter has proposed
an automated approach in Java 8 Streams. I will seek the possibility of migrating




An Empirical Study on the Use
and Misuse of Java 8 Streams
3.1 Introduction
Big Data has become a popular research area. Modern software applications can ana-
lyze and produce large volumes of data sets to meet the requirements of data process-
ing in modern society. These data-intensive applications can always support parallel
processing for data-intensive computing. Many techniques for facilitating data pro-
cessing are integrated into data-intensive applications. For example, Streaming APIs
can provide an option of parallel processing to developers.
In Chapter 2, I have proposed an automated refactoring approach to refactor Java 8
stream code for improved performance. The study involved that chapter focuses on
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the parallelization of Java 8 streams. This chapter will extend the previous study.
This chapter explores more characteristics of Java 8 streams which are not limited
to the aspect of parallelization.
Streaming APIs allow for “Big Data”-style processing of native data structures by
incorporating MapReduce-like (Dean and Ghemawat, 2008) operations. Traditional
big data systems, for which MapReduce is a popular backbone (Bagherzadeh and
Khatchadourian, 2019), minimize the complexity of writing massively distributed
programs by facilitating processing on multiple nodes using succinct functional-like
constructs. Streams are not just an API but rather an emerging, hybrid paradigm.
To obtain the expressiveness, speed, and parallelism that streams have to offer,
developers must adopt the paradigm as well as the API (Bloch, 2018, Ch. 7). This
requires determining whether running stream code in parallel yields an efficient yet
interference-free program, as mentioned in Chapter 2 and ensuring that no operations
on different threads interleave (Oracle, 2017f).
Despite the benefits (Warburton, 2014, Ch. 1), misusing streams may result in detri-
mental behavior. Bugs related to thread contention (due to λ-expressions, i.e., units
of computation, side-effects, buffering), non-execution (due to deferred execution),
non-determinism (due to non-deterministic operations), operation sequencing (or-
dering of stream operations), and data ordering (ordering of stream data) can lead
to programs that undermine concurrency, underperform, are incorrect, and are inef-
ficient.
This study explores the use and misuse of a popular and representative streaming
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API, namely, Java 8 Streams. I set out to understand the usage and bug patterns
involving streams in real software. Particularly, I am interested in discovering (i) how
developers decide whether to run streams sequentially or in parallel, (ii) common
stream operations, (iii) common stream attributes and whether they are amenable to
safe and efficient parallelization, (iv) bugs both specific and tangential to streams,
(v) how often incorrect stream APIs were used, and (vi) how often stream APIs were
misused and in which ways?
Knowing the kinds of bugs typically associated with streams can, e.g., help improve
(automated) bug detection. Being aware of the typical usage patterns of streams
can, e.g., improve code completion in IDEs. In general, the results (i) advance my
understanding of this emerging hybrid paradigm, (ii) provide feedback to language
and API designers for future API versions, (iii) help tool designers comprehend
the struggles developers have with streams, (iv) propose preliminary best practices
and anti-patterns for practitioners to use streaming APIs effectively, and (v) assist
educators in teaching streaming APIs.
In this empirical study, taxonomy is used for stream bug classification. Taxonomy is
a popular categorization solution. This is commonly used in biology. Taxonomists
label species (a class of animals, fungi and plants and microorganisms) by giving them
unique names. In this study, stream bugs has been categorized, and each discovered
stream bug has had its unique stream bug categorization. The categorization is
hierarchical. The low level categories has its exact number of stream bugs. The high
level categories are called grouping categories that are grouped by several low level
categories. They are abstract categories. I choose taxonomy since the discovered
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stream bugs could be well organized and classified by it. Moreover, a sunburst figure
of hierarchical categorization could be drew for better illustration.
My colleagues and I analyzed 34 Java projects and 5.53 million lines of source code
(SLOC), along with 140,446 code patches (git commits), of which 719 were manu-
ally examined. The methodologies varied depending on the research questions and
encompassed both automated, including interprocedural static analysis, and manual
processes aided by automated software repository mining. My study indicates that
(i) streams have become widely used since their inception in 2014, (ii) developers tend
to reduce streams back to iterative-style collections, favor simplistic, linear reduc-
tions, and prefer deterministic operations, (iii) stream parallelization is not widely
used, yet streams tend not to have side-effects, and (iv) performance is the largest
category of stream bugs and is crosscutting.
This work makes the following contributions:
Stream usages patterns A large-scale analysis of stream and collector method
calls and an interprocedural static analysis on 1.65 million lines source code is
performed, reporting on attributes essential to efficient parallel execution.
Stream bug hierarchical taxonomy From the 719 git patches from 22 projects
manually examined using 140 identifying keywords, my colleagues and I build
a rich hierarchical, crosscutting taxonomy of common stream bugs and fixes.
Best practices and anti-patterns I propose preliminary best practices and anti-
patterns of using streams in particular contexts from my statistical results as
well as an in-depth analysis of first-hand conversations with developers.
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Listing 5 Snippet of Widget collection processing using Java 8 streams (Oracle,
2017b).
1 Collection<Widget> unorderedWidgets = new HashSet<>(); // populate ...
2 Collection<Widget> orderedWidgets = new ArrayList<>(); // populate ...
3 List<Widget> sortedWidgets = unorderedWidgets.stream()
4 .sorted(Comparator.comparing(Widget::getWeight)).collect(Collectors.toList());
5 // collect weights over 43.2 into a set in parallel.
6 Set<Double> heavyWidgetWeightSet = orderedWidgets.parallelStream().map(Widget::getWeight)
7 .filter(w -> w > 43.2).collect(Collectors.toSet());
8 // sequentially collect into a list, skipping first 1000.
9 List<Widget> skippedWidgetList = orderedWidgets.stream().skip(1000)
10 .collect(Collectors.toList());
In summary, this empirical study, like the research in Chapter 2, involves Java 8
streams as well. The research in Chapter 2 places particular emphasis on the paral-
lelization of Java 8 streams, while this empirical study focuses on the use and misuse
patterns of Java 8 streams. Both of them evaluated some popular open-source Java
projects. Chapter 2 proposes an automated refactoring solution for the evolution of
Java stream codes. This chapter reveals some findings discovered by the empirical
study of streams. For better illustration of stream bugs, I have built a hierarchical,
taxonomy of common stream bugs and fixes. I will seek an automated refactoring
solution in the future.
3.2 Motivating Example and Conceptual Background
Listing 5 portrays code that uses the Java 8 Stream API to process collections of
Widgets (class not shown) with colors and weights. A Collection of Widgets is
declared (line 1) that does not maintain element ordering as HashSet does not support
it (Oracle, 2017a). Note that ordering is dependent on the run time type.
A stream (a view representing element sequences supporting MapReduce-style oper-
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ations) of unorderedWidgets is created on line 3. It is sequential, i.e., its operations
will execute serially. Streams may also have an encounter order that may depend on
its source. Here, it is unordered since HashSets are unordered.
On line 4, the stream is sorted by the corresponding intermediate operation, the
result of which is a stream with the encounter order rearranged. Widget::getWeight
is a method reference denoting the comparison scheme. Intermediate operations are
deferred until a terminal operation is executed like collect() (line 4). The collect()
operation is a (mutable) reduction that aggregates results of prior intermediate op-
erations into a given Collector. In this case, it is one that yields a List. The result
is a Widget List sorted by weight.
To potentially improve performance, this stream’s “pipeline” (sequence of operations)
may be executed in parallel. Note, however, that had the stream been ordered,
running the pipeline in parallel may result in worse performance due to the multiple
passes or data buffering required by stateful intermediate operations (SIOs) like
sorted(). Because the stream is unordered, the reduction can be done more efficiently
as the run time can use divide-and-conquer (Oracle, 2017b).
In contrast, line 2 instantiates an ArrayList, which maintains element ordering.
Furthermore, a parallel stream is derived from this collection (line 6), with each
Widget mapped to its weight, each weighted filtered (line 7), and the results collected
into a Set. Unlike the previous example, however, no optimizations are available here
as an SIO is not included in the pipeline and, as such, the parallel computation does
not incur possible performance degradation.
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Lines 9–10 create a list of Widgets gathered by (sequentially) skipping the first thou-
sand from orderedWidgets. Like sorted(), skip() is also an SIO. Unlike the previous
example, executing this pipeline in parallel could be counterproductive because the
stream is ordered. It may be possible to unorder the stream (via unordered()) so that
its pipeline would be more amenable to parallelization. In this situation, however,
unordering could alter semantics as the data is assembled into a structure maintain-
ing ordering. As such, the stream correctly executes sequentially as element ordering
must be preserved.
This simplified example demonstrates that using streams effectively is not always
straight-forward and can require complex (and interprocedural due to aliasing) anal-
ysis. It necessitates a thorough understanding of API intricacies, a problem that
can be compounded in more extensive programs. As streaming APIs become more
pervasive, it would be extremely valuable to MOOP developers not familiar with
functional programming if statistical insight can be given on how best to use streams
efficiently and how to avoid common bugs.
3.3 Study Subjects
At the core of my study is 34 open source Java projects that use streams. They
vary widely in their domain and application, as well as size and popularity. All
the subjects have their sources publicly available on GitHub and include popular
libraries, frameworks, and applications. Many subjects were selected from previous
studies (Ketkar et al., 2019; Khatchadourian and Masuhara, 2017, 2018), others
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because they contained relatively diverse stream operations and exhibited non-trivial
metrics, including stars, forks, and number of collaborators. It was necessary to use
different subjects for different parts of the study due to the computationally intensive
nature of some of the experiments. For such experiments, subjects were chosen so
that the analysis could be completed in a reasonable time period with reasonable
resources.
3.4 Stream Characteristics
I explore the typical usage patterns of streams, including the frequency of parallel
vs. sequential streams and amenability to safe and efficient parallelism, by examining
stream characteristics. This has important implications for understanding the use of
this incredibly expressive and powerful language feature. It also offers insight into
developers’ perceived risks concerning parallel streams.
3.4.1 Methodology
For this part of the study, I and my colleagues examined 18 projects that use streams,1
spanning ∼1.65 million lines of Java source code. The subjects are depicted in
Table 3.1. Column KLOC corresponds to thousands of source lines of code, which
ranges from ∼1K for monads to ∼586K for elasticsearch. Column age is the
age of the subject project in years, averaging 6.47 years per subject. Column str
is the total number of streams analyzed. The remaining columns are discussed in
1Recall from Section 3.3 that it was necessary to use different subjects for different parts of the
study due to the computationally intensive nature of some of the experiments.
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Table 3.1: Stream characteristics.
subject KLOC age eps k str seq para ord unord se SIO
bootique 4.91 4.18 362 4 14 14 0 11 3 4 0
cryptomator 7.99 6.05 148 3 12 12 0 11 1 2 0
dari 64.86 5.43 3 2 18 18 0 15 3 0 0
elasticsearch 585.71 10.03 78 6 210 210 0 165 45 10 0
htm.java 41.14 4.53 21 4 190 188 2 189 1 22 5
JabRef 138.83 16.36 3,064 2 301 290 11 239 62 9 0
JacpFX 23.79 4.71 195 4 12 12 0 9 3 1 0
jdp* 19.96 5.53 25 4 38 38 0 35 3 11 1
jdk8-exp* 3.43 6.35 34 4 49 49 0 47 2 5 0
jetty 354.48 10.93 106 4 57 57 0 47 10 8 0
JetUML 20.95 5.09 660 2 7 7 0 4 3 0 0
jOOQ 154.01 8.58 43 4 23 23 0 22 1 2 0
koral 7.13 3.47 51 3 8 8 0 8 0 0 0
monads 1.01 0.01 47 2 3 3 0 3 0 0 0
retrolambda 5.14 6.52 1 4 11 11 0 8 3 0 0
spring* 188.46 11.62 5,981 4 61 61 0 60 1 21 0
streamql 4.01 0.01 92 2 22 22 0 22 0 2 18
threeten* 27.53 7.01 36 2 2 2 0 2 0 0 0
Total 1,653.35 116.40 11,047 6 1,038 1,025 13 897 141 97 24
* jdp is java-design-patterns, jdk8-exp is jdk8-experiments, spring is a portion of
spring-framework, and threeten is threeten-extra.
Section 3.4.2.
Stream Pipeline Tracking Several factors contribute to determining stream at-
tributes. First, streams are typically derived from a source (e.g., a collection) and
take on its characteristics (e.g., ordering), as seen in listing 2. There are several
ways to create streams, including being derived from Collections, being created
from arrays (e.g., Arrays.stream()), and via static factory methods (e.g., IntStream.
range()). Second, stream attributes can change by the invocation of various inter-
mediate operations in the building of the stream pipeline. Such attributes must
be tracked, as it is possible to have arbitrary assignments of stream references to
variables, as well as be data-dependent.
My study involved tracking streams and their attributes (i.e., state) using a series of
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labeled transition systems (LTSs). The LTSs are fed into the static analysis portion
of a refactoring tool (Khatchadourian, Tang, Bagherzadeh, and Ahmed, 2018) based
on typestate analysis (Fink et al., 2008; Strom and Yemini, 1986). Stream pipelines
are tracked and stream state when a terminal operation is issued is determined by
the tool. Typestate analysis is a program analysis that augments the type system
with “state” information and has been traditionally used for prevention of program
errors such as those related to resource usage. It works by assigning each variable
an initial (⊥) state. Then, method calls transition the object’s state. States are
represented by a lattice and possible transitions are represented by LTSs. If each
method call sequence on the receiver does not eventually transition the object back
to the ⊥ state, the object may be left in a nonsensical state, indicating the potential
presence of a bug.
The LTSs for execution mode and ordering work as follows. The state ⊥ is a phantom
initial state immediately before stream creation. Different stream creation methods
may transition the newly created stream to one that is either sequential or parallel
or ordered or unordered. The transition continues for each invoked intermediate
operation and ends with a terminal operation.
Since the analysis is focused on client-side analysis of stream APIs, the call graph
is constructed using a k-CFA, where k is the call string length. It is an analysis
parameter, with k = 2 being the default, as it is the minimum k needed to consider
client-code, for methods returning streams and k = 1 elsewhere. The refactoring
tool includes heuristics for determining sufficient and tractable k.
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Counting Streams Since stream attributes are control flow sensitive, the streams
studied must be in the control flow of entry points. For non-library subjects, all
main methods were chosen, otherwise, all unit tests were chosen.
Streams are counted as follows. First, every syntactic stream is counted, i.e., every
allocation site. Streams in the control flow of the program starting from an entry
point transition according to the LTSs. If a stream is not in the control flow, it is
still counted but it remains at the state following ⊥. This way, more information
about various stream attributes is available for the study as I do not need control
flow to determine the state following ⊥.
Side-effects and Stateful Intermediate Operations Stream side-effects are de-
termined using a ModRef analysis on stream operation parameters (λ-expressions)
using WALA (WALA Team, 2015). SIOs are obtained from the documentation (Or-
acle, 2017b).
3.4.2 Results
Table 3.1 illustrates the findings on stream characteristics. Column eps is the num-
ber of entry points. Column k is the maximum k value used (see Section 3.4.1).
Columns seq and para correspond to the number of sequential and parallel streams,
respectively. Column ord is the number of streams that are ordered, i.e., those
whose operations must maintain an encounter order, which can be detrimental to ef-
ficient parallel performance, while column unord is the number unordered streams.
Column se is the number of stream pipelines that include side-effects, which may
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induce race conditions. Finally, column SIO is the number of pipelines that include
stateful intermediate operations, which may also be detrimental to efficient parallel
performance.
3.4.3 Discussion
Parallel streams are not popular (1.25%) despite their ease-of-use. Although Niele-
bock et al. (2019) did not consider λ-expressions in stream contexts, this confirms
that their findings extend into stream contexts. It may also coincide with the finding
of Lu et al. (2008), i.e., that developers tend to “think” sequentially.
Finding 1 : Stream parallelization is not widely used.
When considering using parallel streams, it may also be important to consider the
context. For example, many server applications deal with thread pools that span the
JVM, and developers may be leery of the interactions of such pools with the under-
lying stream parallelization run time system. I found this to be the case with several
pull requests (Erdfelt, 2018; Rutledge, 2018) that were issued in Chapter 2 as part of
the refactoring evaluation to introduce parallel streams into existing projects. It may
also be the case that the locations where streams operate are already fast enough or
do not process significant amounts of data (Bordet, 2018; Luontola, 2018). In fact,
Naftalin (2014, Ch. 6) found that there is a particular threshold in data size that
must be reached to compensate for overhead incurred by parallel stream processing.
Lastly, developers pointed us to several blog articles (Weiss, 2014; Zhitnitsky, 2015)
expressing that parallel streams could be problematic under certain conditions.
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There were, however, two projects that use parallel streams. Particularly, JabRef
used the most parallel streams at 11. I conjecture that JabRef’s use of parallel
streams may stem from its status as a desktop application. Such applications typ-
ically are not managed by application containers and thus may not utilize global
thread pools as in more traditional server applications.
Many streams are ordered (86.42%), which can prevent optimal performance of par-
allel streams under certain conditions (Naftalin, 2014; Oracle, 2017c). Thus, even
if streams were run in parallel, they may not reap all of the benefits. This extends
the findings of Nielebock et al. (2019) that λ-expressions do not appear in contexts
amenable to parallelization to streams for the case of ordering. Streams may still be
amenable to parallelization, as Section 3.5.2 shows that many streams are traversed
using API that ignores ordering (e.g., forEach() vs. forEachOrdered()).
Finding 2 : Streams are largely ordered, potentially hindering parallelism.
That only ∼10% of streams have side-effects and only 2.31% have SIOs contradict
the findings of Nielebock et al. (2019) in the context of streams. This suggests that
streams may run efficiently in parallel as, although they are largely ordered, they
include minimal side-effects and SIOs. streamql had the most streams with SIOs
(18/22), which may be due to its querying features using aggregate operations that
are manifested as SIOs in the Java 8 Streaming API (e.g., distinct()).
Finding 3 : Streams tend not to have side-effects.
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3.5 Stream Usage
I and my colleagues discover the common operations on streams and the underly-
ing reasons by examining stream method calls. This has important implications in
understanding how streams are used, and studying language feature usage has been
shown to be beneficial (Dyer et al., 2014; Parnin et al., 2013). It provides valuable
insight to programming language API designers and tool-support engineers on where
to focus their evaluation efforts. We may also comprehend contexts where developers
struggle with using streams.
3.5.1 Methodology
We examined 34 projects that use streams, spanning ∼5.53 million lines of source
code. To find method calls, we parsed ASTs with source-symbol bindings using
the Eclipse Java Developer Tools (JDT) (Eclipse Foundation, 2019). Then, method
invocation nodes were extracted whose compile-time targets are declared in types
residing in the java.util.stream package. This includes types such as Streams and
Collectors.
While stream creation is interesting and a topic for future work, my focus is on
operations on streams as my scope is stream usage. We also combined methods
with similar functionalities, e.g., mapToLong() with map() but not forEach() and
forEachOrdered(). Additionally, only the method name is presented, resulting in a
comparison of methods from both streams and collectors. The type is clear from the
method name (e.g., map() is for Streams, while groupingBy() is for Collectors). We
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then proceeded to count the number of method calls in each project.
3.5.2 Results
Figure 3.1 and Fig. 3.2 depict the result of the analysis.2 A full table is available in
the dataset (Khatchadourian, Tang, Bagherzadeh, and B. Ray, 2020). The horizontal
axis lists the method name, and the legend depicts projects analyzed. The chart is
sorted by the total number of calls in descending order. Calls per project range from
4 for threeten-extra to 4,635 for cyclops. Calls per method range from 2 for
characteristics(), which returns stream attributes such as whether it is ordered or
parallel, and 3,161 for toList().
3.5.3 Discussion
The number of method calls in Fig. 3.1 and Fig. 3.2 is substantial. There are 14,536
calls to methods operating on streams in 34 projects. This is impressive considering
that Android, which uses the Java syntax, did not adopt streams immediately.
It is not surprising that the four most used stream methods are toList(), collect(),
map(), and filter(), as these are the core MapReduce data transformation opera-
tions. collect() is a specialized reduction that reduces to a non-scalar type (e.g.,
a map) as opposed to the traditional scalar type. The toList() method is a static
method of Collectors, which are pre-made reductions, in this case, to an ArrayList.
This informs the collect() operation of the non-scalar type to use. It is peculiar
that there are more calls to toList() than collect(). This is due to cyclops. We











































































conjecture that it has some unorthodox usages of Collectors as it is a platform for
writing functional-style programs in Java ≥ 8 (AOL, 2019).
That collect() and toList(), along with other terminal operations such as forEach(),
iterator(), toSet(), and toArray(), appear towards the top to the list suggest that,
although developers are writing functional-style code to process data in a “big data”
processing style, they are not staying there. Instead, they are “bridging” back to
imperative-style code, either by collecting data into imperative-style collections or
processing the data further iteratively.
There can be various reasons for this, such as unfamiliarity with functional pro-
gramming, the need to introduce side-effects, or the need to interoperate with legacy
code. Further investigation is necessary, yet, Nielebock et al. (2019) mention that
developers tend to introduce side-effects into λ-expressions, which is related.
Finding 4 : Although stream usage is high, developers tend to reduce streams
back to iterative-style collections.
I and my colleagues infer that developers tend to favor more simplistic (linear) rather
than more specialized (higher-dimensionality) non-scalar reductions. It is surprising
that more of the advanced reductions, such as those that return maps (e.g., toMap(),
groupingBy()) are not used more frequently as these are highly expressive opera-
tions that can save substantial amounts of imperative-style code. For example, one
may group Widgets by their Color as Map<Color, List<Widget>> widgetsByColor =
widgets.stream().collect(Collectors.groupingBy(Widget::getColor)). Although
these advanced reductions are powerful and expressive, developers may be leery of
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using them, perhaps due to unfamiliarity or risk adversement. This motivates future
tools that refactor to uses of advanced reductions to save developers time and effort
while possibly mitigating errors.
Finding 5 : Developers favor simplistic, linear reductions.
Another powerful stream feature is its non-determinism. For instance, findAny()
returns any stream element. However, this operation has only 62 calls, while its
deterministic counterpart, findFirst(), has 270, suggesting that developers tend
to favor determinism. Yet, in contrast, developers overwhelmingly favor the non-
deterministic forEach() operation (552) over the deterministic forEachOrdered()
(32). We conjecture that although forEach() does not guarantee a particular order-
ing (Oracle, 2018a), in practice, since developers are inclined to use sequential over
parallel streams, as suggested by Section 3.4 and mirrored by Nielebock et al. (2019)
in terms of λ-expressions, the difference does not play out.
It could also be that traversal order is largely unimportant for many streams. This is
curious because, as demonstrated in Section 3.4, the majority of streams are ordered,
an attribute detrimental to efficient parallelism (Naftalin, 2014; Oracle, 2017c). As
such, there may exist opportunities to alleviate the burden of stream ordering main-
tenance to make parallel streams more efficient. It may also entice developers to use
more parallel streams as the performance gains may be significant.
Finding 6 : Developers prefer deterministic operations.
Lastly, there is a minimal amount of calls to parallel stream APIs. Of particular
concern is that there are only 4 calls to groupingByConcurrent() in contrast to the
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87 calls to groupingBy(). This suggests that either advanced reductions to maps
are not being used on parallel streams or that they are not used safely as the con-
current version provides synchronization (Oracle, 2018e). Furthermore, not using
groupingByConcurrent() on a parallel stream may produce inefficient results (Ora-
cle, 2017c).
3.6 Stream Misuses
This section is focused on discovering stream bug patterns. I am interested in bugs
both specific and tangential to streams, i.e., bugs that occur in stream contexts.
Understanding this can, e.g., help improve (automated) bug detection and other
tool-support for writing optimal stream code. I may also begin to understand the
kinds of errors developers make with streams, which may positively influence how
future API and language feature versions are implemented.
3.6.1 Methodology
Here, my colleagues and I explore 22 projects that use streams, comprising ∼4.68
million lines of source code and 140,446 git commits.3 Table 3.2 summarizes the
subjects used. To find changesets (patches) corresponding to stream fixes, we com-
piled 140 keywords from the API documentation (Oracle, 2017b) that match stream
operations and related method names from the java.util.stream package. we then
randomly selected a subset of these commits whose changesets included these key-
3Recall from Section 3.3 that it was necessary to use different subjects for different parts of the
study due to the computationally intensive nature of some of the experiments.
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Table 3.2: Studied subjects.
subject KLOC studied periods cmts kws exe
binnavi 328.28 2015-08-19 to 2019-07-17 286 4 4
blueocean-plugin 49.70 2016-01-23 to 2019-07-24 4,043 118 25
bootique 15.47 2015-12-10 to 2019-08-08 1,106 5 5
che 189.24 2016-02-11 to 2019-08-19 8,093 75 75
cryptomator 9.83 2014-02-01 to 2019-08-08 1,443 50 10
dari 72.46 2012-09-26 to 2018-03-02 2,466 18 6
eclipse.jdt.core 1,527.89 2001-06-05 to 2019-08-07 24,085 234 106
eclipse.jdt.ui 712.91 2001-05-02 to 2019-08-09 28,136 149 32
error-prone 165.85 2011-09-14 to 2019-08-15 3,893 71 71
guava 393.47 2009-06-18 to 2019-08-15 5,031 36 36
htm.java 41.63 2014-08-09 to 2019-02-19 1,507 40 1
JacpFX 24.06 2013-08-12 to 2018-04-27 365 37 14
jdk8-experiments 3.47 2013-08-03 to 2018-03-10 8 1 1
java-design-patterns 33.52 2014-08-09 to 2019-07-31 2,192 37 12
jetty 400.26 2009-03-16 to 2019-08-02 17,051 835 219
jOOQ 184.25 2011-07-24 to 2019-07-31 7,508 94 4
qbit 52.27 2014-08-25 to 2018-01-18 1,717 65 9
retrolambda 5.10 2013-07-20 to 2018-11-30 522 17 4
selenium 234.12 2004-11-03 to 2019-08-09 24,145 114 57
streamql 4.26 2014-04-27 to 2014-04-29 27 2 2
threeten-extra 31.26 2012-11-17 to 2019-07-14 559 28 2
WALA 203.84 2006-11-22 to 2019-07-24 6,263 52 24
Total 4,683.12 140,446 2,082 719
words and were likely to be bug fixes to manually examine.
Commit Mining To discover commits that had changesets including stream API
keywords, we used gitcproc (Casalnuovo, Suchak, et al., 2017), a tool for processing
and classifying git commits, which has been used in previous work (Gharbi et al.,
2019; Tian and B. Ray, 2017). Due to the keyword-based search used, not all of the
examined commits pertained to streams (e.g., “map” has a broad range of applica-
tions outside of streams). To mitigate this, we focused more on keywords that were
specific to stream contexts, e.g., “Collector.” Also to reduce false positives, we only
considered commits after the Java 8 release date of March 18, 2014, which is when
streams were introduced.
88
Finding Bug Fixes We used a feature of gitcproc that uses heuristics based
on commit log messages to identify commits that are bug fixes. Natural language
processing (NLP) is used to determine which commits fall in this category. This
helps us to focus on the likely bug-fix commits for further manual examination.
Next, my colleagues and I manually examine these commits to determine if the
commits were indeed related to stream-related bugs. Three of my colleagues are
software engineering and programming language professors with extensive expertise
in streaming and parallel systems, concurrent systems, and empirical software engi-
neering. My colleagues also have several years of industrial experience working as
software engineers. As we did not always have expertise in the subject domains, only
changes where a bug fix was extremely likely were marked as such. We also used
commit comments and referenced bug databases to ascertain whether a change was
a bug fix. This is a common practice (Casalnuovo, Devanbu, et al., 2015; Kochhar
and Lo, 2017; Lu et al., 2008).
Classifying Bug Fixes Once bug fixes were identified, we studied the code changes
to determine the category of bug fixes and whether the category relates to streams.
Fortunately, we found that many commits reference bug reports or provide more
details about the fix. Such information proved highly valuable in understanding the
fixes. When in doubt, we also sent emails to developers for clarification purposes as
git commits include email addresses.
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Table 3.3: Stream bug/patch category legend.
name description acronym
Bounds Incorrect/Missing Bounds Check BC
Exceptions Incorrect/Missing Exception Handling EH
Other Other change (e.g., syntax, refactoring) Other
Perf Poor Performance PP
Concur Concurrency Issue CI
Stream Source Incorrect/Missing Stream Source SS
Intermediate Operations Incorrect/Missing Intermediate Operations IO
Data Ordering Incorrect Data Ordering DO
Operation Sequencing Incorrect Operation Sequencing OS
Filter Operations Incorrect/Missing Filter Operations FO
Map Operations Incorrect/Missing Map Operations MO
Terminal Operations Incorrect/Missing Terminal Operations TO
Reduction Operations Incorrect Reduction Operations RO
Collector Operations Incorrect/Missing Collector Operations CO
Incorrect Action Incorrect Action (e.g., λ-expression) IA
3.6.2 Results
Quantitative Column kws of Table 3.2 is the number of commits where occurrences
of keywords were found and correspond to possible stream bug fixes. Column exe
depicts the number of commits manually examined. From these 719 commits, we
found 61 stream client code bug fixes. This is depicted in column total of Table 3.4.
Finding these bugs and understanding their relevance required a significant amount
of manual labor that may not be feasible in more larger-scale, automated studies.
Nevertheless, as streams become more popular (they were only introduced in 2014),
we expect the usage and number of bugs related to streams to grow.
From the manual changes, we devised a set of common problem categories. Fixes
were then grouped into these categories as shown in Fig. 3.3 and Table 3.4. A
category legend appears in Table 3.3, where column name is the “short” name of
the bug category and is used in Fig. 3.3. Column description is the category’s
extended name and column acronym is used in Table 3.4.
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Figure 3.3: Studied stream bugs and patches (hierarchical).
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Figure 3.3 presents a hierarchical categorization of the 61 stream-related bug fixes.
Bugs are represented by their category name (column name in Table 3.3) and their
bug counts. Categories with no count are abstract, i.e., those grouping categories.
Bugs are separated into two top-level categories, namely, bugs specifically related
to stream API usage (stream-specific) and those tangentially related, i.e., bugs ap-
pearing in stream contexts but not specifically having to do with streams (generic).
Generic bugs were further categorized into those related to exception handling (EH),
bounds checking (BC), poor performance (PP), and “other.” Generic exception han-
dling bugs (6) include those where, e.g., λ-expressions passed to stream operations
threw exceptions that were not handled properly. Generic bounds checking bugs (2)
included those where λ-expressions missed traversal boundary checks, and generic
performance bugs (2) were those involving, e.g., local variables holding stream com-
putation results. The “other” category (3) is aligned with a similar one used by
Tian and B. Ray (2017) and involved syntactic corrections, e.g., incorrect types, and
refactorings. Generally, “other” bugs can either be stream-specific or generic.
Stream-specific bugs are further divided into several categories corresponding to
whether they involved intermediate operations (IO), terminal operations (TO), the
stream source (SS), concurrency (CI), and performance and exception handling bugs
specific to streams. IO-specific bugs (2) are related to intermediate operations other
than filter operations (FO, 7) and map operations (MO, 6), e.g., distinct(). IO
bugs are additionally partitioned into those involving incorrect operation sequencing
(OS, 2), e.g., map() before filter(), data ordering (DO, 2), e.g., operating on a
stream that should have been sorted, and performance bugs appearing in intermedi-
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ate operations other than map() and filter() (1).
Terminal operations are split into two categories, namely, reduction operations (RO),
e.g., collect(), reduce(), and side-effect producing operations, e.g., forEach(),
iterator(). RO-specific bugs (3) were those related to scalar reductions, e.g.,
anyMatch(), allMatch(). RO-specific bugs related to collector operations (CO, 3),
on the other hand, involve non-scalar reductions, e.g., a collector malfunction. RO-
specific data ordering bugs (DO, 2) correspond to ordering of data related to scalar
reductions, e.g., using findAny() instead of findFirst(). RO-specific incorrect ac-
tions (IA, 1) is where there is a problematic λ in a scalar reduction, e.g., an incorrect
predicate in noneMatch(). Side-effect producing operation bugs also include incorrect
actions (IA, 1), e.g., a problematic λ in forEach(). Such operations can also exhibit
poor performance (PO, 1).
Some bug categories are crosscutting, appearing under multiple categories. An ex-
ample is performance. For this reason, Table 3.4 portrays a nonhierarchical view of
Fig. 3.3, which is also broken down by subject, including a column for each bug
category regardless of its parent category (acronyms correspond to Table 3.3).
Finding 7 : Bugs, e.g., performance, crosscut concerns, affecting multiple cat-
egories, both specifically and tangentially, associated with streams.
Performance issues dominate the functional (excluding “other”) bugs depicted in Ta-
ble 3.4, making up the categories “Performance/API misuse” and “Performance,”
accounting for 14.75% (9/61) of the bugs found. While some of these fixes were more
cleaning-based (e.g., superfluous operations), others affected central parts of the sys-
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Table 3.4: Studied stream bugs and patches (nonhierarchical).




che 1 1 1 1 4




error-prone 2 1 1 3 1 1 2 1 12
guava 1 1
JacpFX 1 1 2 4
jdp 1 1
jetty 1 2 1 3 7
jOOQ 1 1
selenium 2 1 2 5 1 2 2 1 1 17
threeten-extra 1 1
Total 2 1 3 4 7 7 2 2 6 2 9 3 3 10 61
tem and were found during performance regression testing (Wilkins, 2019b).
Finding 8 : Although streams feature performance improving parallelism, de-
velopers tend to struggle with using streams efficiently.
Despite widespread performance issues, concurrency issues (CI), on the other hand,
were not prevalent (1.64%). The one concurrency bug was where a stream operation
involved non-atomic variable access, which resulted in improper initialization (Monc-
sek, 2015). Given that such a variable is accessed in a stream operation, however,
it does indicate a possible side-effect and a need to consider refactoring such ac-
cesses to remove side-effects. This would make streams more amenable to efficient
parallelization and perhaps promote more usage of parallel streams.
Finding 9 : Concurrency issues were the least common streams bugs. How-
ever, concurrent variable access can cause thread contention, motivating future
refactoring approaches that may promote more parallel streams.
94
The subjects selenium and error-prone had the most stream bugs with 27.87%
and 19.67%, respectively. we hypothesize that this is due to the relatively large size
of these projects, as well as their high usage of streams. Specifically, they fell into the
top ten in terms of KLOC and stream method calls in Table 3.2 and ??, respectively,
with ∼400 combined KLOC and 1,414 combined calls. Naturally, projects that use
streams more are likely to have more bugs involving streams.
Qualitative I highlight several of the most common bug categories with examples,
summarize common fixes, and propose preliminary best practices (BP) and anti-
patterns (AP). A complete set is available in the dataset (Khatchadourian, Tang,
Bagherzadeh, and B. Ray, 2020). Although some APs may seem applicable beyond
streams, e.g., avoiding superfluous operations, I conjecture that streams are more
prone to such patterns, e.g., due to the ease in which operations can be chained and
the deferred execution they offer.
SS→PP Performance issues dominated the number of stream bugs found and also





1 - List<HttpField> cookies = preserveCookies ? _fields.stream().filter(f ->
2 - f.getHeader() == HttpHeader.SET_COOKIE).collect(Collectors.toList()) : null;
3 + List<HttpField> cookies = preserveCookies?_fields.getFields(HttpHeader.SET_COOKIE):null;
The stream field is replaced with getFields(), which performs an iterative traversal,
effectively replacing streams with iteration. The developer found that using iteration
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was faster than using streams (Wilkins, 2019c) and wanted more “JIT-friendly” code.
The developer further admitted that using streams can make code more easy to read
but can also be associated with “allocation/complexity cost.” (Wilkins, 2019a)
BP1 : Use performance regression testing to verify that streams in critical code
paths perform efficiently.
In the following, a pair of superfluous operations are removed:
Project: JacpFX
Commit ID: 4f0d62d3a0987e47a4cbdf8e056bdf89713e6aac
Log: fixed class scanning
1 final Stream<String> componentIds = CommonUtil
2 .getStringStreamFromArray(annotation.perspectives());
3 final Stream<Injectable> perspectiveHandlerList =
4 - componentIds.parallel().sequential().map(this::mapToInjectable);
5 + componentIds.map(this::mapToInjectable);
getStringStreaFromArray() returns a sequential stream, which is then converted to
parallel and then to sequential. The superfluous operations are then removed.
AP1 : Avoid superfluous intermediate operations.
Fix: Generally, fixes for performance problems varied widely. They ranged from
replacing stream code with iterative code, as seen above, to removing operations, to
changing the stream source representations. Depending on context, the bugs’ effect
can be either innocuous and cause server performance degradation.
SS→TO→RO→CO The stream API provides several ready-made Collectors for
convenience. However, the API does not guarantee a specific non-scalar used during
the reduction. On one hand, this is convenient as developers may not need a specific
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collection type; on the other hand, however, developers must be careful to ensure
that the specific subclass returned by the API meets their needs.
In the following, the developer does not realize, until an incorrect program output,
that the Map returned by Collectors.toMap() does not support nulls:
Project: selenium
Commit ID: 91eb004d230d8d78ec97180e66bcc7055b16130f
Log: Fix wrapping of maps with null values. Fixes #3380
1 if (result instanceof Map) {
2 - return ((Map<String, Object>) result).entrySet().stream().collect(Collectors.toMap(
3 - e -> e.getKey(), e -> wrapResult(e.getValue())));
4 + return ((Map<String, Object>) result).entrySet().stream().collect(HashMap::new,
5 + (m, e) -> m.put(e.getKey(), e.getValue()), Map::putAll);
The ready-made collector (line 2) is replaced with a direct call to collect() with a
particular Map implementation specified (line 4), i.e., HashMap.
BP2 : Use collectors only if client code is agnostic to particular container im-
plementations. Otherwise, use the direct form of collect().
Fix: Collector-related bugs are typically corrected by not using a Collector (as
above), changing the Collector used, or altering the Collector arguments. They
often adversely affect program behavior but are also caught by unit tests.
SS→IO In the ensuing commit, distinct() is called on a concatenated stream to
ensure that no duplicates are created as a result of the concatenation:
Project: selenium
Commit ID: eb7d9bf9cea19b8bc1759c4de1eb495829489cbe
Log: Fix tests failing because of ProtocolHandshake
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1 - return Stream.concat(fromOss, fromW3c);
2 + return Stream.concat(fromOss, fromW3c).distinct();
BP3 : Ensure concatenated streams have distinct elements.
Fix : SS→IO bugs tend to be fixed by adding additional operations.
SS→IO→Other Developers “bridged” back to an imperative-style performed an
operation, then switched back to streams to continue a more functional-style:
Project: jetty
Commit ID: 91e9e7b76a08b776be21560d7ba20f9bfd943f04
Log: Issue #984 Improve module listing
1 - List<String> ordered = _modules.stream()
2 - .map(m->{return m.getName();}).collect(Collectors.toList());
3 - Collections.sort(ordered);
4 - ordered.stream().map(n->{return get(n);}).forEach(module->
5 + _modules.stream().filter(m->...).sorted().forEach(module->
Each module is mapped to its name and collected into a list. Then, ordered is
sorted via a non-stream Collections API. Another stream is then derived from
ordered to perform further operations. However, on line 5, the bridge to a collection
and subsequent sort operation is removed, and the computation remains within the
stream API. It is now more amenable to parallelization.
AP2 : Avoid “bridging” between stream API and legacy collection APIs.
Using a long λ-expression in a single map() operation may make stream code less
“functional,” more difficult to read (Lucas et al., 2019), and less amenable to paral-
lelism. Consider the abbreviated commit below that returns the occupied drive letters





1 - return rootDirs.stream().map(path -> path.toString().toUpperCase()
2 - .charAt(0)).collect(toSet());
3 + return rootDirs.stream().map(Path::toString).map(CharUtils::toChar)
4 + .map(Character::toUpperCase).collect(toSet());
The λ-expression has been replaced with method references, however, there are more
subtle yet import changes. Firstly, as CharUtils.toChar() returns the first character
of a String, there is a small performance improvement as the entire string is no
longer turned to uppercase but rather only the first character. Also, the new version
is written in more of a functional-style by replacing the single λ-expression passed
to map() with multiple map() operations. How data is transformed in the pipeline
is easily visible, and future data transformations can be easily integrated by simply
adding operations.
AP3 : Avoid too many operations within a single map() operation.
Fix : “Other” non-type correcting fixes, e.g., refactorings, included introducing streams,
sometimes from formerly iterative code (3), replacing map() with mapToInt() (Ketkar
et al., 2019), and dividing “larger” operations into smaller ones.
3.7 Threats to Validity
Subjects may not be representative. To mitigate this, subjects were chosen from di-
verse domains and sizes. They have also been used in previous studies (e.g., (Ketkar
et al., 2019; Khatchadourian and Masuhara, 2018)). Although java-design-patterns is
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artificial, it is a reference implementation similar to that of JHotDraw, which has
been studied extensively (e.g., (Marin et al., 2007)). Also, as streams are relatively
new, I expect a larger selection of subjects as they grow in popularity.
Entry points may not be correct, which could affect how stream attributes are cal-
culated. Since standard entry points were chosen, these represent a superset of prac-
tically true entry points. Furthermore, there may be custom streams or collectors
outside the standard API that I am not considered. As I aim to understand stream
usage and misuse in the large, I hypothesize that the vast majority of projects using
streams use ones from the standard libraries.
My study involved many hours of manual validation, which can be subject to bias.
However, I and my colleagues investigated referenced bug reports and other com-
ments from developers to help us understand changes more fully. We also reached out
to several developers via email correspondence when in doubt. All but one returned
the correspondence. The NLP features of gitcproc may have missed changesets
that were indeed bug fixes. Nevertheless, we were still able to find 61 bugs that con-
tributed to a rich bug categorization, best practices, and anti-patterns. Furthermore,
gitcproc has been used previously in other studies.
3.8 Related Work
Streaming APIs are perviastive in today’s programming development. It allows for
“Big Data”-style processing of native data structures by integrating with MapReduce-
like (Dean and Ghemawat, 2008) operations. Streaming APIs are well supported by
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today’s mainstream object-oriented programming languages, such as Scala (EPFL,
2017), JavaScript (Refsnes Data, 2015), C# (Microsoft, 2018), Java (Oracle, 2017b),
and Android (Lau, 2017). Traditional data processing techniques, such as MapRe-
duce, always operate in a highly distributed environment, while Java 8 streams do
not. Java streams process data via shared memory. Chapter 2 has propsoed an auto-
mated approach to help developers safely determinie whether running stream code in
parallel yields an efficient yet interference-free program. This is the first automated
approach focusing on the parallelization for Java 8 streams. However, parallelization
is not the only aspect that developers should pay attention to while using streams.
This empirical study introduced in this chapter is the first research study that ex-
plores the use and misuse of a popular and representative Java 8 Streams. The uage
and bug patterns involving streams are extracted from the real open-source software.
Previous studies (Lucas et al., 2019; Mazinanian et al., 2017; Nielebock et al.,
2019; Sangle and Muvva, 2019; Uesbeck et al., 2016) have focused specifically on λ-
expressions. While λ-expressions are used as arguments to stream operations, our fo-
cus is on stream operations themselves. Such operations transition streams to differ-
ent states, which can be detrimental to parallel performance (Naftalin, 2014). Also,
since streams can be aliased, I use a tool, as mentioned in Chapter 2, based on types-
tate analysis to obtain stream attributes more reliably than AST-based approaches. I
also study bugs related to stream usage and present developer feedback—fixing bugs
related to streams may not involve changing λ-expressions; bugs can be caused by,
e.g., an incorrect sequence of stream operations. Lastly, although (Nielebock et al.,
2019) consider λ-expressions in “concurrency contexts,” such contexts do not include
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streams, where λ-expressions can easily execute in parallel with minimal syntactical
effort.
Chapter 2 reports on some stream characteristics as part of their refactoring eval-
uation but do so on a much smaller-scale, as their focus was on the refactoring
algorithm. The work presented here goes significantly above in beyond by report-
ing on a richer set of stream characteristics (e.g., execution mode, ordering), with a
noteworthy larger and updated corpus. Moreover, Chapter 2 places emphasis on the
performance improvement by parallelization of Java 8 streams. It does not provide
a list of patterns for the use and misuse of streams. In this empirical study, I also
include a comprehensive categorization of stream-related bug fixes, with 719 commits
manually analyzed. Preliminary best practices and anti-patterns are also proposed.
There exist many empirical studies involving bug detection. H. Zhou et al. (2015)
conduct an empirical study on 210 service quality issues of a big data platform
at Microsoft to understand their common symptoms, causes, and mitigations. They
identify hardware faults, systems, and customer side effects as major causes of quality
issues. There are also empirical studies on data-parallel programs. Kavulya et al.
(2010) study failures in MapReduce programs. Jin et al. (2011) study performance
slowdowns caused by system side inefficiencies. Xiao et al. (2014) conduct a study on
commutativity, nondeterminism, and correctness of data-parallel programs, revealing
that non-commutative reductions lead to bugs. However, there is limited related
work to study the bug pattern of Java 8 streams. As I mentioned before, Chapter 2
reveals some bugs involving parallelization of Java 8 streams. However, this work
does not provide a comprehensive categorization of stream bugs. Though related,
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my work specifically focuses on stream APIs as a language feature and programming
paradigm, which pose special considerations due to its shared memory model, i.e.,
interactions between the operations and local memory. Bloch (2018, Ch. 7) also
puts-forth stream best practices and anti-patterns. However, ours are based on a
statistical analysis of real-world software and first-hand interactions with real-world
developers.
Others also study language features. Parnin et al. (2013) study the adoption of
Java generics. Dyer et al. (2014) build an expansive infrastructure for studying the
use of language features over time. Khatchadourian and Masuhara (2018) employ
a proactive approach in empirically assessing new language features and present a
case study on default methods. There are also many studies regarding bug analysis.
For example, Engler et al. (2001) present a general approach to inferring errors in
systems code, and Tian and B. Ray (2017) study error handling bugs in C. However,
these studies are not specific to stream codes. My empirical study filled in the gap
of bug analysis involving Java 8 streams.
3.9 Conclusion
This study advances my understanding of stream usage and bug patterns. I and my
colleagues have surveyed common stream operations, attributes, and bugs specific
and tangentially related to streams. A hierarchical taxonomy of stream bugs was
devised, preliminary best practices and anti-patterns were proposed, and first-hand
developer interactions were detailed.
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3.10 Future Work
Regarding a future short-tem plan, I could explore stream creation , explore top-
ics that interest stream developers, and investigate applicability to other streaming
frameworks and languages. A long-term plan is discussed in the following section.
3.10.1 Automated error checker
In the future, I can use my findings to devise an automated error checker. The
existing automated error checkers can only partially solve detect and solve the misuse
patterns discovered in this chapter. For example, Chapter 2 proposed an automated
approach that only focuses on the parallelization of Java 8 streams.
In my opinion, this new automated error checker could be built upon two automated
error checkers. One is a generic error checker. This is could be used to check generic
errors that exist in stream codes. The design of this error checker could extend
some existing and mature Java error checkers. Moreover, the design should focus on
error detection in λ-expressions. The other is a stream-specific error checker. This
involves many aspects according to the hierarchical bugs discovered in this chapter.
This approach could extend the automated approach mentioned in Chapter 2.
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Chapter 4
An Empirical Study of
Refactorings and Technical Debt
in Machine Learning Systems
4.1 Introduction
The previous chapters have introduced research work involving automated software
evolution of data-intensive applications. The previous two chapters all focus on Java
8 streams. In particular, Chapter 2 pays close attention to parallelization of Java 8
streams, while Chapter 3 discloses use and misuse patterns of Java 8 streams. In the
empirical study of Chapter 3, my colleagues and I build a rich hierarchical, crosscut-
ting taxonomy of common stream bugs and fixes. The empirical study introduced in
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this chapter follows the methodology used in Chapter 3. This chapter also presents
a hierarchical, crosscutting taxonomy for refactorings in Machine Learning systems.
In the big data era, Machine Learning (ML), including Deep Learning (DL), sys-
tems are pervasive in modern society. Central to these systems are dynamic ML
models, whose behavior is ultimately defined by their input data. However, such
systems do not only consist of ML models; instead, ML systems typically encompass
complex subsystems that support ML processes (Sculley, Holt, Golovin, Davydov,
Phillips, Ebner, Chaudhary, Young, et al., 2015). These systems always process a
huge volume of data sets. Those software applications involving massive data pro-
cessing could be regarded as data-intensive applications. Generally, ML systems are
implemented by mainstream object-oriented programming languages, such as Java
and Python. ML systems—like other long-lived, complex systems—are prone to
classic technical debt (Tom et al., 2013) issues; yet, they also exhibit debt specific
to such systems (Sculley, Holt, Golovin, Davydov, Phillips, Ebner, Chaudhary, and
Young, 2014). While work exist on applying software engineering (SE) rigor to ML
systems (Amershi et al., 2019; Arpteg et al., 2018; Islam et al., 2019; Kim, 2020;
Lagouvardos et al., 2020; Lwakatare et al., 2019; Pei et al., 2019; Y. Zhang et al.,
2018; W. Zhou et al., 2020), there is generally a gap of knowledge in how ML sys-
tems actually evolve and are maintained. As ML systems become more difficult and
expensive to maintain (Sculley, Holt, Golovin, Davydov, Phillips, Ebner, Chaudhary,
Young, et al., 2015), understanding the kinds of modifications developers are required
to make to such systems is of the utmost importance.
To fill this gap, my colleagues and I performed an empirical study on common
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refactorings, i.e., source-to-source semantics preserving program transformations—a
widely accepted mechanism for effectively reducing technical debt (K. Beck, 1999;
Behutiye et al., 2017; Brown et al., 2010; Suryanarayana et al., 2014)—in real-world,
open-source ML systems. I set out to discover (i) the kinds of refactorings—both
specific and tangential to ML—performed, (ii) whether particular refactorings oc-
curred more often in model code vs. other supporting subsystems, (iii) the types of
technical debt being addressed and whether they correspond to established ML-spe-
cific technical debt (Sculley, Holt, Golovin, Davydov, Phillips, Ebner, Chaudhary,
Young, et al., 2015), and (iv) whether any new—potentially generalizable—ML-spe-
cific refactorings and technical debt categories could be derived.
Knowing the kinds of refactorings and technical debt typically associated with ML
systems can, e.g., help improve existing—and drive new ML-specific—automated
refactoring techniques, IDE code completion, and automated refactoring mining ap-
proaches. In general, the results (i) advance the knowledge of how and why technical
debt is actually manifested in ML systems and how refactorings are employed to al-
leviate such debt, (ii) help tool designers comprehend the struggles developers have
with evolving ML systems, (iii) propose preliminary recommendations, best practices,
and anti-patterns for practitioners in evolving long-lasting ML systems effectively,
and (iv) assist educators in teaching techniques for combating technical debt in ML
systems.
Like the empirical study in Chapter 3, this empirical study adopts taxonomy to
classify the refactorings. This study provides a sunburst figure to illustrate the hi-
erarchical categorization of refactorings as well. A sunburst figure can intuitively
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present the proportions of each refactoring categorization. The low-level categoriza-
tion could be grouped into a high-level categorization. Then, I can evaluate this
sunburst figure to reveal some findings.
My study involved analyzing 26 projects, consisting of 4.2 MLOC, along with 327
manually examined code patches. Refactorings were taxonomized, labeled as being
performed in ML code or not, and related to the ML-specific debt they alleviated. My
study indicates that (i) duplicate code elimination—largely performed by introducing
inheritance—was a major crosscutting theme in ML system refactoring that mainly
involved ML configuration and model code, which was also the most refactored code,
(ii) subtle variation of different yet related ML algorithms and their configurations
were a major force driving code duplication, (iii) code generalization, reusability, and
external interoperability—essential SE concepts—were among the least performed
refactorings, and (iv) configuration, duplicate model code, and plain-old-data types
were the most addressed technical debt.
The contributions can be summarized as follows:
Refactoring hierarchical taxonomy From 327 patches of 26 projects manually
examined, my colleagues and I build a rich hierarchical, crosscutting taxonomy
of common generic and ML-specific refactorings, whether they occur in ML-
related code, and the ML-specific technical debt they address.
New ML-specific refactorings & technical debt categories. I introduce 14 and
7 new ML-specific refactorings and technical debt categories, respectively.
Recommendations, best practices, & anti-patterns I propose preliminary rec-
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ommendations, best practices, and anti-patterns for long-lasting ML system
evolution from the statistical results as well as an in-depth analysis.
Complete results of the study are available (Tang, Khatchadourian, et al., 2020).
In summary, this empirical study on ML systems follows the methodology introduced
in Chapter 3. Chapter 3 presents a rich hierarchical, crosscutting taxonomy of com-
mon stream bugs and fixes. In this chapter, I also present a hierarchical, taxonomy
of refactorings in ML systems in the next sections. Previous studies and this empiri-
cal study involve the evaluation of data-intensive applications that are implemented
by mainstream object-oriented programming languages. Chapter 2 proposes an au-
tomated refactoring approach for the improvement of stream codes. In empirical
studies, coming up with automated solutions will be the future work.
4.2 Methodology
I study common ML system refactorings using a (mostly) manual analysis. Refac-
torings unique to ML systems are extracted. From this study, I may find refactorings
specific to ML systems that may assist both engineers and data scientists in effective
evolution and management of ML technical debt.
4.2.1 Overview
My study involves 26 open-source ML systems, comprising ∼4.2 million lines of
source code, 175,839 Git commits, and 183.76 years of combined project history,
averaging 7.07 years per subject. They vary widely in their domain and application,
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as well as size and popularity. All subjects have their sources publicly available on
GitHub, exhibit non-trivial metrics, including stars, forks, and number of collabora-
tors, and include a mix of ML libraries, frameworks, and applications.
Subject criteria includes having at least one commit whose log message mentions
“refactor,” and at least a portion of the system must involve ML. I favored ML sys-
tems that were mostly written in Java, which—especially as a supporting language—
is popular for large-scale ML (Kamath and Choppella, 2017). However, although
supporting subsystems were mainly written in Java, model code may be written in
other languages, such as Python and C++. This was done to facilitate refactoring
determination (statically-typed, single-parent inheritance) both manually and via
the aid of assisting tools (Tsantalis, Mansouri, et al., 2018); regardless of language,
model and non-model code, alike, were manually examined.
Subjects are summarized in Table 4.1. To find changesets (patches) representing
refactorings, I and my colleagues mined corresponding repositories for commit logs
mentioning keywords. While this may represent a proper subset of actual refactor-
ings, this yielded 2,892 commits across 26 projects. We then randomly selected a
subset of these commits to examine manually.
4.2.2 Commit Mining
To discover commits with changesets that included refactorings, we searched the
commit logs, which were extracted via git log. A single keyword “refactor” was
queried via the regular expression \b(?i)refactor, which matches strings containing
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Table 4.1: Studied subjects.
subject KLOC studied periods cmts kws exe
AffectiveTweets 5.59 2016-10-31 to 2019-06-19 308 1 1
CoreNLP 546.70 2013-06-27 to 2020-01-11 15,561 132 40
DataCleaner 144.61 2008-10-02 to 2020-01-19 6,692 73 19
deeplearning4j 547.03 2019-06-06 to 2020-02-12 675 24 16
DigitRecognizer 1.29 2017-11-24 to 2018-01-03 69 2 2
elasticsearch 1,585.82 2010-02-08 to 2020-02-12 50,551 845 34
elki 189.93 2005-07-20 to 2020-02-12 9,993 754 58
Foundry 245.23 2011-08-07 to 2019-03-05 372 2 1
grobid 661.28 2012-09-13 to 2020-01-29 1,825 18 7
htm.java 42.20 2014-08-09 to 2019-02-19 1,507 22 5
jenetics 87.61 2008-03-25 to 2020-02-06 9,966 93 11
knime-core 215.41 2005-04-29 to 2020-02-06 17,336 110 10
liblevenshtein 7.48 2014-03-29 to 2016-05-29 244 2 2
mahout 122.06 2008-01-15 to 2020-02-04 4,391 84 24
Mallet 76.90 2008-01-10 to 2019-12-04 693 8 6
moa 100.62 2009-07-21 to 2019-11-26 1,145 3 2
modernmt 37.83 2015-06-27 to 2020-01-15 3,187 128 21
Mutters 7.76 2016-07-22 to 2020-02-04 196 8 4
neo4j-nlp 15.88 2016-04-22 to 2019-05-24 703 67 8
neuronix 3.33 2017-11-20 to 2018-06-20 143 3 3
smile 101.95 2014-11-20 to 2020-02-02 1,853 115 11
submarine 45.11 2019-06-18 to 2020-02-12 240 2 1
tablesaw 50.13 2015-12-13 to 2020-02-12 2,263 26 6
Trainable Seg 23.42 2010-03-16 to 2019-05-13 1,274 1 1
vespa 1,439.60 2016-06-15 to 2020-02-13 34,884 349 29
Weka 574.41 1999-04-20 to 2020-01-20 9,768 20 5
Total 6,879.16 175,839 2,892 327
liblevenshtein is liblevenshtein-java and Trainable Seg is Trainable_Segmentation.
the word refactor in a case-insensitive ((?i)) manor. The \b at the beginning of the
expression indicates a word boundary at the start of the term. This allows the expres-
sion to match the term “Refactoring” but not, for example, “ArabicFeatureFactory,”
a class in CoreNLP.
4.2.3 Refactoring Identification
Random matching commits were chosen for manual inspection to verify whether they
contained one or more refactorings. Two of my colleagues are software engineering
and programming language professors with extensive expertise in software evolution,
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technical debt, and empirical software engineering. Another author is a data mining
and machine learning professor with substantial proficiency in artificial intelligence
and software engineering. Although the researchers did not converse during the ini-
tial identification and classification process to avoid bias, this mix of expertise is
effective in studying software engineering tasks in machine learning systems. The re-
searchers converged regularly during the study, as well as at the end for finalization,
to solidify the results. As we did not always have detailed knowledge of the particular
systems, only changes where a refactoring was extremely likely were marked as such.
I and my colleagues also used commit comments and referenced bug databases to
ascertain whether a change was a refactoring, a common practice (Casalnuovo, De-
vanbu, et al., 2015; Kochhar and Lo, 2017; Lu et al., 2008). Type annotations—when
available—were also helpful in assessing semantics-preservation—a key characteristic
of refactorings.
Only master branches were used. Refactorings in all parts of the system were con-
sidered, as opposed to only modules responsible for ML. This is done because “only
a small fraction of real-world ML systems is composed of ML code” (Sculley, Holt,
Golovin, Davydov, Phillips, Ebner, Chaudhary, Young, et al., 2015).
4.2.4 Refactoring Classification
Once refactorings were identified, to comprehend the kinds of refactorings performed
in ML systems, I and my colleagues studied the code changes to determine the refac-
toring category, whether the refactoring took place in ML subsystems (ML-related
code), and the ML-specific technical debt category, if any, the refactoring addresses.
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The ML-specific technical debt category may coincide with one put forth by Sculley,
Holt, Golovin, Davydov, Phillips, Ebner, Chaudhary, Young, et al. (2015), or it may
be a new ML-specific technical debt category of my own devise. Categories were
then formed into a hierarchy.
To assist in the classification, fortunately, many commits reference bug reports de-
tailing the task-at-hand. This information proved highly valuable in understanding
the refactorings, their motivations, and how they relate to the system. On several
occasions, I and my colleagues also contacted developers for clarification.
Refactorings combat technical debt, and different refactorings can reduce different
kinds of debt. Therefore, some categories may appear under different parent cat-
egories in the hierarchy. Also, some of the refactorings were more isolated, i.e., a
single changeset consisted mainly of one type of refactoring. For such cases, we
used a more specific (sub)category where possible. Conversely, changesets contain-
ing several intertwined, related refactorings were grouped into more general (parent)
categories. For changesets that were difficult to generalize, I and my colleagues re-
lied more heavily on commit log messages and issue tracker discussions. To aid the
manual verification, RefactoringMiner (Tsantalis, Mansouri, et al., 2018), a tool for
refactoring detection in commit history, was sometimes used on individual commits
to help isolate larger commits.
We used terms like “cluster” and “train” in the commit log messages to help identify
whether the changesets were related to ML. We also considered matrix operations to
be ML-related. While such operations may be more general, since the subjects were
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ML systems, it would likely that they were being used for ML. Package names were
also used to decipher whether code was related to ML, e.g., elasticsearch has a
specific ML plug-in, which is directly reflected in the package name.
4.3 Results
In this section, I mainly summarize the study results using data—noting trends,
exceptions, and unexpected outcomes. Section 4.4, on the other hand, consolidates
and comments on the main findings and connects the different parts of the results.
Related discussion in Section 4.4 is referenced where appropriate.
4.3.1 Quantitative Analysis
Column kws of Table 4.1 is the number of commits containing the “refactor” keyword
their log messages. Column exe portrays the number of commits manually examined.
From these 327 commits, I found 285 true refactorings, depicted in column cnt of
Table 4.2. Of these, 165 appeared in ML-related code (column MLc, Table 4.2), i.e.,
in code specific to ML-related tasks (e.g., classifiers, feature extraction, algorithm
parameters). Finding these refactorings and understanding their relevance required
a significant amount of manual labor that may not be feasible in more larger-scale,
automated studies.
False positives—commits whose logs contained the keyword but were not refactorings—
amounted to 42 (12.84%). Reasons for false positives varied and included using the
keyword in a different context (e.g., as a reminder, “[s]hould refactor the training
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code, though” (Bauer, 2014)). Others include situations where developers liberally
used the term “refactor,” i.e., they were actually adding or altering existing function-
ality (Kim et al., 2014). There were also two (0.61%) cases where I was not able to
determine whether the commit was a refactoring due to a lack of domain knowledge
and extremely large commit sizes.
Refactoring Categories
From the manual changes, I and my colleagues devise a set of common refactoring
categories. Refactorings were then grouped into these categories as shown in Fig. 4.1
and Table 4.2 (column abbr is the refactoring’s abbreviation).1
Figure 4.1 presents a hierarchical categorization—with varying levels of detail—of
the 285 refactorings found in the ML system subjects. Refactorings are represented
by their category name, followed by their refactoring counts. Categories without
instances are considered abstract, i.e., they only group together other categories.
Some refactoring categories are crosscutting, appearing under multiple categories.
For this reason, Table 4.2 portrays a nonhierarchical view of Fig. 4.1, including a
column for each refactoring category regardless of its parent.
Refactorings are separated into two top-level categories (column group of Table 4.2),
namely, those specifically related to ML systems (ML-specific) and those tangentially
related, i.e., those that apply to general systems (generic). Categories in the former
division are novel; they were formulated as a result of this study and are a key
1All ML-specific refactorings were performed on ML-related code; as such, column cnt = column
MLc for ML-specific refactorings in Table 4.2.
115
Table 4.2: Discovered refactorings (nonhierarchical).
group category abbr cnt MLc
Generic Defer execution DEF 1 0
Make immutable IMM 1 0
Make more reusable RUS 1 1
Generalization GEN 2 1
Make more interoperable INT 2 2
Simplify regex RGX 2 0
Concurrency CON 4 2
Safety SAF 5 2
Dead code elimination DED 6 4
Make more extensible EXT 11 8
New language feature LNG 14 5
Test TST 15 4
Unknown UKN 15 10
Improve performance PRF 27 18
Duplicate code elimination DUP 33 24
Clean up CLN 48 26
Reorganization ORG 81 41
Total 268 148
ML-specific Make algorithms more visible VIZ 1 1
(new) Make matrix variable names more verbose VRB 1 1
Monitor feature extraction progress MON 1 1
Push down hyperparameters HYP 1 1
Pull up policy PLC 1 1
Remove unnecessary matrix operation RMA 1 1
Replace flags with polymorphic classifier CLS 1 1
Replace flags with polymorphic feature extraction FET 1 1
Replace primitive array with matrix AMT 1 1
Replace with sparse matrix SMT 1 1
Replace primitives with rich prediction PRD 2 2
Replace rich model parameter with primitives RMP 2 2
Replace primitives with rich model parameter PRM 3 3
Total 17 17
Grand Total 285 165
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Figure 4.1: Discovered refactorings (hierarchical).
contribution of this work.
Generic Refactorings Generic refactorings are further categorized into those re-
lated to code reorganization (ORG; e.g., modularization), improving performance
(PRF; multi-threading, variable extraction (W. Zhou et al., 2020)), those made
within test code or making code more amenable to testing (“Test;” TST), and mi-
gration to new language features (LNG; e.g., diamond syntax (Oracle, 2020), multi-
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catch blocks, enumerated types (Khatchadourian and Masuhara, 2017), replacing
loops with streams (Gyori et al., 2013)). Others include duplicate code elimination
(DUP; i.e., where redundant, possibly scattered code is centralized), making code
more generally applicable (generalization; GEN), improving safety (SAF; e.g., al-
locating more memory for buffers holding tensors), eliminating dead code (DED),
improving concurrency (CON; e.g., adding asynchrony (Lin et al., 2015)), regular
expression simplification (RGX), making code more interoperable (INT; e.g., mak-
ing private APIs public), code de-generalization (e.g., by removing generics), and
deferring execution (DEF; e.g., making processing on-demand). “Clean up” (CLN)
refactorings are general simplifications, e.g., removing unnecessary casts, while “un-
known” (UKN; see Table 4.2) represents situations where the refactoring category
was indeterminable without further domain knowledge or developer input. Only
5.26% of refactorings had unknown categories.
Generic reorganization (59) was the largest generic category, and its largest sub-
category was duplicate code elimination (13), which is different from the generic
duplicate code elimination (10) discussed above. Duplicate code elimination was a
major refactoring theme in ML system evolution, and I conjecture such systems are
more prone to duplicate code due to slight variations in learning algorithms (more
in Section 4.4). The reason for the different categorization is that duplicate code
elimination may or may not be part of a reorganization. For example, removing the
duplicate code by introducing inheritance or extracting methods can be considered a
reorganization. In general, categories crosscut, e.g., performance, because there are
different ways to accomplish technical debt reduction, and there are different debt
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categories with the same “fix” (refactoring). Performance improvement refactorings,
for instance, were both generic (PRF), e.g., converting reference types to primitives,
and ML-specific, e.g., making matrices sparse (SMT).
Finding 10 : Performance improvement and reorganization (e.g., inheritance
introduction) refactorings crosscut concerns, affecting multiple categories, both
specifically and tangentially, associated with ML systems and were among the
most frequent refactorings (37.89%).
At 11.58%, duplicate code elimination was the largest category besides the umbrella-
like categories of “clean up” and “reorganization” and crosscut several categories,
meaning that it combated technical debt in several different ways.
Finding 11 : Duplicate code elimination was a major crosscutting theme in
refactoring ML systems (11.58%) and combated technical debt in various ways.
Generic dead code elimination (DED), which may be accomplished via reorganization
or deletion, was another refactoring that crosscut categories but was not prevalent
(only 2.11%). However, I and my colleagues expected to see more of this category,
as eliminating dead experimental code paths was a focal category of Sculley, Holt,
Golovin, Davydov, Phillips, Ebner, Chaudhary, Young, et al. (2015). ML systems
typically use conditional branches for testing new experimental features and other ML
algorithm improvements. Once the branches are no longer needed, either because
they were incorporated or deemed unnecessary, the corresponding code should be
removed.
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Finding 12 : We expected more dead code elimination (Sculley, Holt, Golovin,
Davydov, Phillips, Ebner, Chaudhary, Young, et al., 2015); however, though it
crosscut, it was not usual (2.11%).
Generic generalization (GEN) included refactorings that introduce inheritance Fowler,
2018, Ch. 12 and generics (Tip et al., 2011), and made code more extensible (EXT),
e.g., via extracting parameters Kerievsky, 2004, Ch. 11 and interfaces (Steimann,
2007; White, 2018). Such EXT refactorings (3.86%) were also crosscutting, being
used under three different categories, i.e., generalization, de-generalization, and reor-
ganization. Code was also made more interoperable (INT) by, for instance, externally
exposing internal C functions (extern) (Audet and Black, 2019) and replacing cus-
tom data types with standard ones, e.g., to interface with TensorFlow(TF) (Gazeos,
2019).
Finding 13 : Making code more generalizable, reusable, and interoperable with
libraries are essential SE tasks that were among the least performed refactorings
(1.4%).
ML-specific Refactorings ML-specific refactorings are further divided into sev-
eral categories corresponding to whether they involved reorganization (ORG), im-
proving performance (PRF), e.g., removing unnecessary matrix operations (RMA,
1), and many new refactorings that we categorized as specifically applicable to ML-
related code. These include replacing primitive types representing learning model
parameters with objects (PRM, 3) and the opposite (RMP, 2), replacing primitive
types representing model outcomes (predictions) with objects (PRD, 2), replacing
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primitive type arrays with matrix objects (AMT, 1), monitoring the progress of pos-
sibly lengthy feature extraction (MON, 1), and improve program comprehension by
making the names of variable related to matrix calculations more verbose (VRB, 1).
This last category emerged as we noticed many matrix calculations—a data structure
highly used in ML—had numerous temporary variables. Improving these variable
names can potentially facilitate matrix calculation evolution.
ML-specific reorganization again involved inheritance introduction. In fact, the “in-
troduce inheritance” category appears six times in Fig. 4.1, the most of any other
category and is mostly used for duplicate code elimination through reorganization.
Finding 14 : Inheritance introduction, appearing under six categories—the
most of any other category—was a common and crosscutting way to eliminate
duplicate code in ML systems and may be key in coping with subtle variations
intrinsic to various learning algorithms.
Two refactoring categories, both involving the conversion of “flag,” i.e., intermediate
boolean values Busbee, 2013, Ch. 17.2, checking to polymorphism, further divided
ML-specific inheritance introduction. Specifically, the categories involve replacing
many flags with polymorphic classifier (CLS, 1) and feature extraction (FET, 1)
objects, respectively. These refactorings simplify the future addition and usage of
new classifiers and features.
ML-specific reorganization also included two (new) ML-specific refactorings related
to class hierarchy organization, namely, “pulling up” (clustering) policies (PLC, 1)
and “pushing down” hyperparameters (HYP, 1). Learning algorithm variants may
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have similarities in their implementation. As such, PLC refactorings—similar to
Pull Up Members Fowler, 2018, Ch. 12—centralize otherwise scattered and du-
plicated code among classes representing the different policies (cf. Section 4.3.2).
Hyperparameters, on the other hand, are used to configure ML algorithms, and
HYP—similar to Push Down Members Fowler, 2018, Ch. 12—is an ML-specific
refactoring where hyperparameters are separated into individual algorithms. While
this adds some duplication, it may improve cohesion and allow the hyperparameters
to be used in ways more akin to the algorithms they configure (cf. Section 4.3.2).
Both of these refactorings operated on code that previously used inheritance, which
is why there were not categorized under “inheritance introduction.”
Generic Refactorings Performed on ML-related Code
As seen in Table 4.2, all ML-specific refactorings were made to ML-related code,
i.e., the code directly involved with learning processes. As there were a significant
number of generic refactorings made to the ML systems, we were also interested in
understanding the kinds of generic refactorings that were being performed to model
code in these systems. While the ML-specific refactoring categorization aims to unveil
new refactorings specific to ML systems, this section sets forth to understand which
existing refactorings are made to this code. Such information may provide insight
into the struggles that developers have in maintaining and evolving ML systems and
the refactorings that can help. For comparison purposes, Fig. 4.2 diagrammatically
portrays only the generic refactorings, including their overall counts (left/blue bars)








Figure 4.2: Discovered generic refactorings (nonhierarchical).
Larger, more definitive categories with the most ML-related code changes were per-
formance improvements (66.67%), duplicate code elimination (72.73%), and extensi-
bility improvements (72.73%). Most of these took place in ML-related code. In some
respects, it surprising that the majority (57.89%) of all refactorings were performed
in ML-related code as ML subsystems typically the smallest subsystem of ML sys-
tems (Sculley, Holt, Golovin, Davydov, Phillips, Ebner, Chaudhary, Young, et al.,
2015).
Finding 15 : Despite being the smallest subsystem (Sculley, Holt, Golovin,
Davydov, Phillips, Ebner, Chaudhary, Young, et al., 2015), ML-related code
was refactored the most (57.89%).
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New language feature migration (LNG) and test-related (TST) refactorings were
some of the least performed on ML code.
Finding 16 : The majority of performance (66.67%), duplicate code elimina-
tion (72.73%), and extensibility (72.73%) refactorings took place in ML-related
code, while new language feature migration (35.71%) and test-related (26.67%)
refactorings were among the least.
Per finding 12, there was not a lot of dead code elimination (only 2.11%); never-
theless, most of such refactorings occurred within ML-related code (66.67%). At
first glance, one might expect these are the ML-related code path eliminations dis-
cussed by Sculley, Holt, Golovin, Davydov, Phillips, Ebner, Chaudhary, Young, et al.
(2015); however, only one of the four refactorings did indeed remove an experimental
code path (cf. Table 4.3).
Finding 17 : Although 66.67% of dead code elimination refactorings occurred in
ML-related code, only one removed a dead experimental ML-related code path.
ML-specific Technical Debt vs. Refactorings
Recall that refactorings were classified on three fronts, i.e., their categories (Fig. 4.1),
whether they took place in ML subsystems (Table 4.2), and the ML-specific technical
debt category, if any, the refactoring addresses. Table 4.3 presents the identified
ML-specific technical debt categorization (rows) and juxtaposes them with their
corresponding refactoring categories (columns; abbreviations are from Table 4.2).
The debt categories are grouped into existing categories (Sculley, Holt, Golovin,



















































































































































































































































































































































































































































Abstraction. Lack of constructs/interfaces that abstract away model code complexity.
Boundary erosion. Lack of clear-cut modular boundaries between ML subsystems.
Dead experimental codepaths. Abandoned experimental conditional branches within mainline
production model code.
Configuration. Configurable options, e.g., features and data used, algorithm settings.
Glue code. Supporting code written to get data in and out of general-purpose packages.
Monitoring & testing. Monitoring & evaluating ML predictions/classifications (bias).
Multiple languages. Separate programming languages are used for particular ML tasks.
Plain-old-data type. Rich info used/produced by ML systems is encoded as primitives.
Prototype. Reliance on small-scale prototypes as large-scale ML production solutions.
(a) Existing ML-specific technical debt categories (Sculley, Holt, Golovin, Davydov, Phillips, Ebner,
Chaudhary, Young, et al., 2015).
Custom data types. Using project-specific data types instead of built-in types.
Duplicate feature extraction code. Code duplication where data features are extracted.
Duplicate model code. Duplication in core ML code, e.g., classification, prediction.
Model code comprehension. Matrix operations involving many poorly-named temporary vari-
ables. Trade-offs between performance and code readability.
Model code modifiability. Model code insufficiently modifiable for new algorithms.
Model code reusability. Adding new models requires duplicating existing code.
Unnecessary model code. Performance-sensitive matrix calculations have bottlenecks.
(b) New ML-specific technical debt categories.
Figure 4.3: ML-specific technical debt category descriptions.
that have been formulated as a result of my study. Totals are shown for each debt
group and debt and refactoring categories, as well as overall totals. Figure 4.3 briefly
describes the technical debt categories.
Technical Debt Configuration and plain-old-data type are classical (Sculley, Holt,
Golovin, Davydov, Phillips, Ebner, Chaudhary, Young, et al., 2015), while duplicate
model code is new.
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Finding 18 : Configuration, duplicate model code, and plain-old-data type
were the most tackled technical debt categories (36.84%, 18.95%, and 10.53%,
respectively).
Configuration debt was also addressed by other refactorings, including duplication
elimination (DUP; 20.00%) and extensibility (EXT; 8.57%). Plain-old-data types
was more even and widespread, spanning six different refactorings, including replac-
ing (i) primitives with rich predictions (PRD; 20%) and (ii) primitive arrays with
matrix objects (AMT; 10%).
Finding 19 : Configuration, duplicate model code, and plain-old-data type debt
was largely tackled by reorganization (42.86%), duplication elimination (94.44%),
and replacing primitives with rich model parameters (30%).
Finding 20 : Dead experimental code paths (1.05%), abstraction (2.11%), and
boundary erosion (2.11%) were among the least addressed debt categories intro-
duced by Sculley, Holt, Golovin, Davydov, Phillips, Ebner, Chaudhary, Young,
et al. (2015). Custom data types, duplicate feature extraction code, and model
code reusability, at a combined 3.16%, were among the least identified new cat-
egories.
Overall, only three of the categories established by Sculley, Holt, Golovin, Davydov,
Phillips, Ebner, Chaudhary, Young, et al. (2015) were prevalent, i.e., configuration
(36.84%), plain-old-data type (10.53%), and multiple language debt (7.37%). We
also found that duplicate model code (18.95%), model code comprehension (5.26%),
and model code modifiability (4.21%) were the only prevalent new categories, overall.
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Finding 21 : Configuration debt was the most significant (54.69%) category of
those put forth by Sculley, Holt, Golovin, Davydov, Phillips, Ebner, Chaudhary,
Young, et al. (2015), while duplicate model code was the most substantial of my
newly introduced categories (58.06%).
Refactorings Duplicate code elimination (DUP; 27.37%) was among the refactor-
ings that tackled the most technical debt, spanning such debt categories as duplicate
model code (65.38% of DUP refactorings), configuration (26.92%), duplicate feature
extraction code (3.85%), and monitoring and testing (3.85%), which deals with ML
evaluation. From these results, a central theme emerges; code duplication is exten-
sive in ML systems and presents itself mainly on two fronts—in configuration and in
model code. In other words, code duplication infects configuring learning algorithms
and in the implementation of the learning algorithms themselves.
Finding 22 : Duplicate code elimination was a major refactoring (27.37%) in
reducing ML-specific technical debt, overwhelming related to configuring and
implementing different yet related ML algorithms (92.31%).
Reorganization, including inheritance introduction, was also a common way to reduce
technical debt in ML systems, accounting for 28.42% of refactorings combating ML-
specific technical debt. Reorganization also spanned 9/16 technical debt categories
with a major focus on configuration debt (55.56%).
Finding 23 : Inheritance and other reorganization refactorings were commonly




I highlight refactorings and ML-specific technical debt with examples, summarize
causes, symptoms, and fixes, and propose preliminary best practices (BP) and anti-
patterns (AP).
Duplicate Model Code Debt
ML→ORG→PLC Duplicate code elimination dominated the refactorings in ML-




Log: Refactored ClusteringPolicies into hierarchy under new AbstractClusteringPolicy . . .
1 +public abstract class AbstractClusteringPolicy
2 + implements ClusteringPolicy {
3 + public Vector classify(Vector d, ClusterClassifier p){
4 + List<Cluster> models = p.getModels(); /*..*/ }}
5 public class CanopyClusteringPolicy
6 - implements ClusteringPolicy {
7 + extends AbstractClusteringPolicy {
8 - public Vector classify(Vector d, List<Cluster> models){
9 - Vector pdfs = new DenseVector(models.size());/*..*/}}
10 public class DirichletClusteringPolicy
11 - implements ClusteringPolicy {
12 + extends AbstractClusteringPolicy {
13 - public Vector classify(Vector d, List<Cluster> models){
14 - Vector pdfs = new DenseVector(models.size());/*..*/}}
There are multiple classes, e.g., lines 5 and 10, representing different clustering algo-
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rithm policies. Each class previously implemented a common interface; however, as
interfaces do not contain functionality, an abstract class is introduced on line 1 that
encapsulates the common policy functionality. As a result, the duplicated model
code on lines 8–9 and 13–14 are replaced with polymorphic calls to classify() on
line 3.
Debt: Duplicate model code.
Situation: Code duplication in learning code, e.g., classification, prediction.
Cause: Learning algorithms have many variants with subtle differences.
Symptoms: Adding new/changing existing model code is error-prone.
Fixes: Inheritance introduction, class hierarchy reorganization.
BP4 : Favor inheritance to abstract learning algorithm variations, thereby re-
ducing redundant model code.
Configuration Debt
ML→ORG→HYP While PLC refactorings centralize ML-related code, others




Log: Refactored components to have a “Training analyzer” per algorithm.
1 -public class MLTrainingAnalyzer /*...*/ {
2 +public abstract class MLTrainingAnalyzer /*...*/ {
3 - @Configured @NumberProperty(negative=false,zero=false)
4 - int epochs = 10; /*...*/ }
5 +public class RandomForestTrainingAnalyzer extends
6 + MLTrainingAnalyzer {
7 + @Configured @NumberProperty(negative=false,zero=false)
8 + int epochs = 10; /*...*/ }
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9 +public class SvmTrainingAnalyzer extends
10 + MLTrainingAnalyzer {
11 + @Configured @NumberProperty(negative=false,zero=false)
12 + int epochs = 10; /*...*/ }
Several hyperparameters (e.g., line 4) were de-centralized from the parent and copied
into subclasses of different learning algorithms (lines 8 and 12). While adding some
duplication, it “allows us to have much more specific hyperparameters [that] apply
to the particular algorithm instead of trying to make a one-size-fits-all parameter
selection” (Sørensen, 2019). Though the field declarations above are identical, note
the annotations on lines 7 and 11. In this case, inheritance may make it more difficult
to configure hyperparameters when, e.g., using dependency injection and different




Learning algorithms have many configurable options.
Cause: Configuration is treated as an afterthought (Sculley, Holt, Golovin, Davydov, Phillips, Ebner,
Chaudhary, Young, et al., 2015).
Symp-
toms:
Each configuration line has a potential for mistakes.
Fixes: Class hierarchy reorganization, duplicate code elimination, etc.
BP5 : Adding some duplicate code via class hierarchy reorganization may help
focus ML algorithm configuration, especially when using dependency injection.
ML→ORG→INH→CLS Configuration debt was the largest discovered techni-
cal debt category. Especially interesting was the management of flags corresponding
to ML configuration parameters, as ML system configuration is increasingly un-
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wieldy (Sculley, Holt, Golovin, Davydov, Phillips, Ebner, Chaudhary, Young, et al.,
2015), giving way to a configuration “parameter server” design pattern (M. Li et al.,




Log: merged remote branch crf stochastic fix, refactored CRFClassifier
1 + CRFClassifier<CoreLabel> chooseCRFClassifier(
2 + SeqClassifierFlags flags) {
3 + CRFClassifier<CoreLabel> crf = null;
4 + if (flags.useFloat)
5 + crf = new CRFClassifierFloat<CoreLabel>(flags);
6 + else if (flags.nonLinearCRF)
7 + crf = new CRFClassifierNonlinear<CoreLabel>(flags);
8 + else if (flags.numLopExpert > 1)
9 + crf = new CRFClassifierWithLOP<CoreLabel>(flags);
10 + // ...




15 - CRFClassifier<CoreLabel> crf=new CRFClassifier<>(props);
16 + SeqClassifierFlags flags=new SeqClassifierFlags(props);
17 + CRFClassifier<CoreLabel> crf=chooseCRFClassifier(flags);
Here, large portions of parameter flag code in CRFClassifier were replaced with poly-
morphic objects. The factory method chooseCRFClassifier() accepts flags and re-
turns a subclass instance. Instead of passing flags directly to the constructor (line 15),
a separate SeqClassifierFlags parameter object is passed to chooseCRFClassifier()
(line 17). Algorithmic flag checking is then replaced with polymorphism.
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BP6 : Favor polymorphism over flags when many ML algorithm variants exist
to reduce to configuration debt.
Model Code Comprehension Debt
ML→VRB Matrix algebra is central to ML, and matrix calculations often in-
clude the use of many temporary variables. Consider the following Make Matrix
Variable Names More Verbose refactoring snippet that is performed on feature
extraction code for image classification:
Project: ELKI
Commit ID: 5c3dcd35050e7fac820977adeceb6c49454ccdc6
Log: refactoring feature extraction for images
1 -for (int k = 0; k < DISTS.length; k++) {
2 +for (int k = 0; k < DISTANCES.length; k++) {
3 - int d = DISTS[k];
4 + int d = DISTANCES[k];
5 - // horizontal
6 + // horizontal neighbor
7 + // TODO Pete: What is sum?
8 sum[k] += 2;
On lines 2 and 4, DISTS is renamed to DISTANCES. While this is a minor refactoring,
DISTS may also have referred to “distributions” in such analytical-based software.
Although poor variable name quality can cause confusion and inhibit effective soft-
ware evolution in general, it is especially problematic in ML systems due to the high
reliance on matrix calculations that may involve many temporary variables thus
compounding the issue. Further refactoring motivation is on lines 6 and 7, where a
comment is diluted and a variable clarification requested.
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BP7 : To facilitate ML system evolution, use descriptive (temporary) variable
names, especially for matrices.
GEN→ORG→INH Model code is particularly performance-sensitive due to the
necessary iterations ML systems typically perform on (large) datasets. In such cases,
there may be trade-offs between performance and comprehension; however, such
trade-offs can be misguided, sacrificing readability unnecessarily. Consider the fol-
lowing generic (GEN) refactoring snippet performed in ML-related code:
Project: ELKI
Commit ID: 6dd54317a813965702abe5efe489c69c611fb5e2
Log: Huge Pair refactoring.
1 List<Integer> currentCluster = new ArrayList<>();
2 - for (ComparablePair<D, Integer> seed : seeds) {
3 + for (DistanceResultPair<D> seed : seeds) {
4 - Integer nextID = seed.getSecond();
5 + Integer nextID = seed.getID();
On line 3, ComparablePair, which was previously deemed to be more performant,
is replaced with the more specific DistanceResultPair type—allowing for the more
readable getID() accessor on line 5 rather than the more ambiguous getSecond().
The author proclaims the following:
Java performance studies have shown no cost in making Pair non-final;
hotspot-VMs will optimize that very well. Since I and my colleagues can
get getDistance() and getID() for free, we [a]re go[ing to] use them to
increase readability of the code (Schubert, 2009b).
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AP4 : Avoid unnecessarily sacrificing ML model code comprehension for mis-
construed performance gains.
Debt: Model code comprehension.
Situation: Many temporary matrix variables, perf vs. comprehension trade-offs.
Cause: Variables poorly named, unnecessarily sacrificing comprehension.
Symptoms: Reasoning about and evolving model code is made difficult.
Fixes: More verbose matrix variable names, inheritance introduction.
Model Code Reusability Debt
GEN→ORG→RUS Essential to ML system evolution is the addition of new
models, which—ideally—would be facilitated via code reuse. One generic Make
More Reusable (RUS) refactoring performed in ML-related code uses method
extraction “for code reuse in other SNN functions” (Schubert, 2009a).
Debt: Model code reusability.
Situation: Adding new models requires duplicating existing code.
Cause: Model code is insufficiently modularized.
Symptoms: Reusing existing model code is made difficult and error-prone.
Fixes: Reorganization, method extraction.
BP8 : Since ML has many algorithms for similar tasks (Schubert and Zimek,
2019), restructure code (e.g., method extraction) for greater reusability among
learning algorithm variants.
Unnecessary Model Code Debt
ML→PRF→RMA As model code is performance-sensitive; seeming innocuous
refactorings in such regions can impact performance (W. Zhou et al., 2020). Con-





Log: MAHOUT-846: Minor refactoring to eliminate unnecessary vector.times(SQRT2PI)
1 public double pdf(VectorWritable vw) { // ...
2 Vector s = getRadius().plus(0.0000001);
3 return Math.exp(-(divSquareAndSum(x.minus(m),s)/2))
4 - / zProd(s.times(UncommonDistribs.SQRT2PI));
5 + / zProdSqt2Pi(s);
6 }
7 -private double zProd(Vector s) {
8 +private double zProdSqt2Pi(Vector s) {
9 double prod = 1;
10 for (int i = 0; i < s.size(); i++)
11 - prod *= s.getQuick(i);
12 + prod *= s.getQuick(i) * UncommonDistribs.SQRT2PI;
This refactoring helped solve a performance issue (Eastman, 2011a) related to Gaus-
sian clustering scalability by “eliminat[ing an] unnecessary call to vector.times(SQRT2PI)” (East-
man, 2011b) on line 4. This matrix API implementation includes several layers of
method calls dealing with multiple dimensions. Since s is a single dimensional vector,
the calculation can instead be inlined into the existing traversal (line 12), resulting in
code that “is significantly faster with no new [v]ectors created.” (Eastman, 2011a).
Debt: Unnecessary model code.
Situation: Matrix calculations may have performance bottlenecks.
Cause: Unnecessary matrix APIs.
Symptoms: Poor performance.
Fixes: Replace expensive APIs with calculations within existing traversals.
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AP5 : Avoid expensive multidimensional APIs for single-dimensional vectors;
inline calcs into existing loops.
Custom Data Types Debt
GEN→INT ML systems may depended on learning libraries for which they must
interoperate. Using project-specific (“wrapped”) data types, however, can impede in-
teroperability. Consider the following generic Make More Interoperable (INT)
refactoring snippet performed on ML-related C++ code:
Project: Deeplearning4j
Commit ID: 190575196cfe900d117d142068bbee66b406b42c
Log: Refactored pad and mirror pad ops to conform with TF. (#100)
1 -auto paddings = NDArrayFactory::create<Nd4jLong>({1,0});
2 +auto paddings = NDArrayFactory::create<int>({1LL,0LL});
Line 2 replaces a custom data type (Nd4JLong) with a built-in primitive (int). Al-
though specifying array literals, in this case, may be more cumbersome (1 vs. 1LL),
the code can now freely interoperate with TensorFlow. Dependencies themselves
may impose custom data types—Nd4jLong is from the highly-related yet external
ND4J scientific computing library—in which case, conversion code may be necessary.
Debt: Custom data types.
Situation: Project-specific data types used instead of built-in types in ML.
Cause: Library dependencies may impose custom data types.
Symptoms: Interoperating with other libraries can be difficult.
Fixes: Widespread modifications involving type replacement or conversion.
AP6 : Avoid project-specific numeric data types in model code to increase in-
teroperability with ML libraries.
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BP9 : ML libraries imposing custom numeric data types should include conver-
sion code to built-in types.
4.4 Discussion
4.4.1 Code Duplication in Configuration & Model Code
With duplicate code elimination being one of the top overall and crosscutting refac-
toring categories (finding 11), as well as the top refactoring performed on ML-related
code (finding 16), ML systems seem to exhibit a significant amount of code dupli-
cation, particularly in configuration and model code regions (finding 22). Feasible
explanations include (i) data scientists—potentially untrained as software engineers
and thus not fully aware of advanced modularization techniques—may be responsible
for model code, (ii) model code is highly-configurable—containing a substantial num-
ber of different yet related hyperparameters—which are configured in similar ways,
and (iii) many different ML algorithms share a significant amount of commonality,
giving way to code duplication.
Further research is needed to uncover different developer roles in ML systems to
fully understand the phenomenon underpinning Item (i). As configuration debt
was the largest technical debt category, for Item (ii), it is apparent that ML code
involves many flags, and developers are finding ways to deal with them so that
both comprehension and extensibility are improved. Configuration debt was a major
theme of Sculley, Holt, Golovin, Davydov, Phillips, Ebner, Chaudhary, Young, et al.
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(2015); thus, it was not surprising that the majority of refactorings aim at reducing
it. Although parameter servers (M. Li et al., 2014) help, without language-level
modularization techniques, they are simply moving the problem. As for Item (iii),
as I seen from some of the examples in Section 4.3.2, language-level modularization
techniques can help reduce some of the redundancy resulting from variant learning
algorithm implementations. While our findings coincide with those of Lopes et al.
(2017), i.e., that there is a non-trivial amount of code duplication, their findings are
inter-project focused, whereas ours are intra-project. Also, per finding 16, I find that
most duplication is addressed within ML-code in ML systems, a comparison between
components.
4.4.2 Combating Code Duplication Debt in ML Systems
I and my colleagues identified the two ML system areas that exhibit the most du-
plication, i.e., configuration and model code. Amershi et al. (2019) also note issues
with model code reuse. Fortunately, finding 14 states that inheritance was a cen-
trally used technique in eliminating code duplication, particularly with algorithm
variations, and finding 23 shows that it was especially useful to reduce duplicate
configuration code. As such, inheritance may be a key in reducing duplicate code in
ML systems. A problem, however, is that model code is not always written in an
Object-Oriented (OO) style, as scripting languages are popular. Or, if such code is
written in OOP, developers may either (i) not be aware of inheritance techniques,
(ii) not be aware that inheritance can help avoid duplicate code, or (iii) not be aware
of (or cannot use) tool-supported refactorings that can help with inheritance intro-
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duction. As such, for ML code currently taking advantage of OO and especially
those either implementing ML algorithm variations or configuring hyperparameters,
more awareness and specialized tool-support may be necessary. More tool-support
is also advocated by Arpteg et al. (2018), while Bavota, De Carluccio, et al. (2012)
warn against hierarchy refactorings.
Recommendation 1 : Automated refactorings especially designed for migrat-
ing “linear” ML algorithm and configuration code to use inheritance constructs
may be advantageous in avoiding code duplication.
Conversely, for situations where code is not written in an OO style but OO is avail-
able, recommendation 1 may help promote inheritance usage. For example, although
dynamic languages, e.g., Python, are popular for writing model code (Global App
Testing, 2019), such languages may have inheritance mechanisms available, e.g.,
abc (Python Software Foundation, 2020). Automated refactorings that are custom-
tailored to ML development may promote more usage of such packages.
4.4.3 Generic vs. ML-specific Refactorings
Generic refactorings (94.03%) vastly outnumbered those of our new ML-specific refac-
torings (5.97%). A feasible explanation is (i) model code is among the smallest ML
subsystems (Sculley, Holt, Golovin, Davydov, Phillips, Ebner, Chaudhary, Young,
et al., 2015); thus, I would expect less ML-specific refactorings, (ii) data scientist-
s—potentially not versed in refactoring—may be responsible for ML-related code
maintenance and evolution, (iii) a lack of ML-specific automated refactorings may
deter developers as they must refactor manually.
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Recommendation 2 : More ML-specific refactoring tool-support may encour-
age more refactoring of model and configuration code, potentially reducing tech-
nical debt.
The lack of ML-specific refactoring occurrences—along with finding 20—does not
necessarily indicate that technical debt is not present; it may be that it is simply not
being addressed.
4.4.4 ML-related Code Performance
Model code needs to be fast; thus, it is not surprising that 66.67% of performance
enhancements occurred in ML-related code (finding 16). I and my colleagues came
across several refactorings that converted reference types to primitives for perfor-
mance reasons. Our findings coincide with that of Kim (2020) and T. Zhang et al.
(2019), i.e., performance is essential and challenging in ML systems. Additional tool-
support focused on improving matrix calculations from a client perspective (e.g., (W.
Zhou et al., 2020)) may alleviate developers from making manual performance en-
hancements.
Recommendation 3 : More automated client-side matrix calculation refactor-
ings may replace manual model code performance enhancements.
4.5 Threats to Validity
Subjects may not be representative of ML systems. To mitigate this, subjects were
chosen from diverse domains and sizes. Various GitHub metrics and ML-related
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keywords/tags were used to assess popularity and in choosing subjects, respectively.
They have also been used in previous studies (Basha and Rajput, 2017; Campos et
al., 2016; Eluri et al., 2016; Falcini et al., 2017; Ketkar et al., 2019; Khatchadourian,
Rashid, et al., 2017; Khatchadourian, Tang, Bagherzadeh, and Ahmed, 2018; Song
and Chambers, 2014; T. Zhang et al., 2019). Although Java was favored (cf. Sec-
tion 4.2.1), many subjects were written in multiple languages, particularly for model
code, which was also analyzed. For example, ∼30% of Deeplearning4j is written in
C++.
My study involved many hours of manual validation to understand and categorize
the refactorings. To mitigate bias, I and my colleagues investigated referenced bug
reports and other comments from developers to help us understand changes more
fully. We also reached out to developers via email correspondence.
Larger refactorings may be non-atomic, spanning multiple commits (Winters, 2018;
Wright, 2019, 2020). In such cases, it may be difficult to assess the task-at-hand for
accurate categorization. To mitigate this, we examined referenced bug tracker re-
ports, which often mentioned multiple commits, allowing us to understand the overall
goals. It is also possible that developers performed refactorings but did not mention
so in commit log messages, potentially causing us to miss refactorings. Nevertheless,
my study still involved manually examining 327 commits.
The heuristics applied in determining whether refactorings were related to ML-code
may not be accurate; however, the researchers thoroughly examined each changeset
and conversed regularly. RefactoringMiner (Tsantalis, Mansouri, et al., 2018),
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which aided some manual classification—particularly with larger commits—may not
be accurate. However, all commits were still manually analyzed, and this tool has
been used extensively (Aversano et al., 2020; Mazinanian et al., 2017; Silva et al.,
2016).
4.6 Related Work
ML systems have become pervasive in the current big data era. These systems are
always complex since they consist of subsystems that support ML processes (Sculley,
Holt, Golovin, Davydov, Phillips, Ebner, Chaudhary, Young, et al., 2015). There
exist a lot of research work involving software issues in ML systems. Sculley, Holt,
Golovin, Davydov, Phillips, Ebner, Chaudhary, Young, et al. (2015) identify com-
mon SE issues surrounding ML systems based on their experiences at Google. They
have revealed that ML systems become more difficult and expensive to maintain.
Arpteg et al. (2018) also detail several ML-specific technical debt categories. My
work—in part—can be seen as an open-source data-driven complement to theirs. In
addition to technical debt, I also explore ML system refactorings, correlate them to
ML-specific technical debt, and introduce 14 and 7 new ML-specific refactorings and
technical debt categories, respectively. I have also proposed preliminary recommen-
dations, best practices, and anti-patterns for long-lasting ML system evolution from
the statistical results as well as an in-depth analysis.
Several studies involve ML and DL systems. Amershi et al. (2019) conduct a study at
Microsoft, observing software teams as they developed AI applications. They also put
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forth best practices to address challenges specific to engineering ML systems; albeit,
many are organizational or process-based. Lwakatare et al. (2019) also classify SE
challenges for ML systems at six different companies, focusing mainly on deployment
issues. T. Zhang et al. (2019) present a large-scale empirical study of DL questions
on Stack Overflow. Islam et al. (2019) and Y. Zhang et al. (2018) study DL bug
characteristics and present anti-patterns but to avoid bugs. In contrast, my focus is
on the non-functional qualities of ML systems, the technical debt they cause, and
the refactorings that address them.
Other work studies and categorizes refactorings. Tsantalis, Mansouri, et al. (2018)
automatically detect refactorings in commit history; however, their approach is cur-
rently limited to fine-grained analysis of classical refactorings, supports only Java,
which is problematic for multilanguage ML systems, and does not correlate technical
debt. Kim et al. (2014) study refactoring challenges and benefits at Microsoft, while
Vassallo et al. (2019) perform a large-scale refactoring study on open-source software,
and Murphy-Hill et al. (2009) study general refactoring at the IDE level. Sousa et
al. (2020) characterize composite refactorings, Hora and Robbes (2020) explore the
characteristics of method extraction refactorings, Peruma et al. (2020) investigate
refactorings of unit tests in Android, and Bavota, De Carluccio, et al. (2012) and
Ferreira et al. (2018) study fault inducing refactoring activities. The previous re-
search considers clustering analysis techniques to help with refactoring (Alizadeh
and Kessentini, 2018).
Chapter 3 uses taxonomy for stream bug classification. In this empirical study,
taxonomy is used as well to classify refactorings discovered in machine learning sys-
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tems.Open sort is a strategy to categorize bugs or refactorings. Open sort is a method
to help organize content. In an open sort session, participants need to build cate-
gories from content and label each category. The categories should be reasonable and
accurately summarizes the content. In our empirical, the refactoring categorization
was presented by a style of taxonomy. A sunburst figure was created to illustrate
the hierarchical categorization of refactorings.
Technical debt has also been studied. Tom et al. (2013) propose the concept for
general systems. Potdar and Shihab (2014) explore self-admitted, e.g., via code
comments, technical debt (SATD), while Bavota and Russo (2016) investigate the
diffusion and evolution of SATD and its relationship with software quality. Huang et
al. (2018) and Rantala et al. (2020) identify SATD using advanced techniques, and
Christians (2020) examines the relation between SATD and refactoring in general
systems. In their studies, they never classified refactoring and correlated the classified
refactoring to technical debt. The refactorings I have identified that correlate to debt
categories may be considered a form of (ML-specific) SATD. Code smells can also
indicate technical debt, and Aversano et al. (2020) study the evolution of smells and
their tendencies to be refactored.
There are many empirical studies of software (Perry et al., 2000). Lopes et al. (2017)
study (inter-project) code duplication. Mazinanian et al. (2017) research lambda
expressions in Java, I and my colleagues (Khatchadourian, Tang, Bagherzadeh,
and Ahmed, 2018) explore refactoring as a proactive tool for empirically assessing
new language features, Bagherzadeh and Khatchadourian (2019) investigate common
questions asked by big data developers, and Chapter 3 examines the use and misuse
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of Java streams. The methodologies used in these papers have provided me an in-
spiration to do this empirical research. For example, Chapter 3 classified discovered
stream bugs via taxonomy, and it is also used in this empirical study.
4.7 Conclusion
This study advances my knowledge of refactorings performed and the technical debt
they alleviate in ML systems. I and my colleagues have explored refactorings specific
and tangential to ML and occurring within and outside of ML-related code. A
hierarchical taxonomy of refactorings in ML systems was formulated, 14 and 7 new
ML-specific refactorings and technical debt categories, respectively, were introduced,
and preliminary recommendations, best practices, and anti-patterns were proposed.
4.8 Future Work
In the future, I could explore juxtaposing my findings with developer specialties
and expertise and integrating my results into automated refactoring detection tech-
niques (Tsantalis, Mansouri, et al., 2018).
4.8.1 ML-based approaches
The automated detection approach could be a traditional Software Engineering based
approach, just like the automated refactoring approach proposed in Chapter 2. More-
over, it could merge ML techniques. Features could be extracted from our datasets
according to the classification of refactorings discovered in this chapter. The current
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datasets are built from various large open-source projects. It is possible to consider
them as training datasets.
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Chapter 5
Automated Evolution of Feature
Logging Statement Levels Using
Git Histories and Degree of
Interest
5.1 Introduction
The first two chapters focus on Java 8 streams. In Chapter 2, I propose an auto-
mated refactoring approach to refactor Java 8 stream code for improved performance.
Chapter 3 introduces an empirical study of Java 8 streams. The study discovers use
and misuse patterns of Java 8 Streams. Chapter 4 also introduces an empirical study
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involving data-intensive applications as well. The study presents a hierarchical, tax-
onomy of refactorings in ML systems. In this chapter, information overload brought
by the high-transactionality property of modern software systems is studied. I also
propose an automated approach to rejuvenate feature log levels to help developers
alleviate information overload.
Modern software typically includes logging, which documents useful information
about a system’s behavior at run-time and facilitates system understanding. Logs
help diagnose run-time issues and can be used to monitor processes (Rozinat and
Aalst, 2005), transfer knowledge (Kabinna et al., 2018), and detect errors (Syer et
al., 2013; Tan et al., 2008; Zeng et al., 2019). Other (feature) logs may be more
informational yet essential as they describe aspects of features the surrounding code
implements.
However, the high transactionality of today’s software can cause logging to be less
effective due to information overload. The sheer number of logs emitted can make it
challenging to debug during development; logs pertaining to auxiliary features may
be tangled with those features under current development. Also, parsing necessary
information from logs to understand system behavior, how features interact, and
diagnosing problems can be challenging.
To help alleviate these problems, logging frameworks and libraries empower devel-
opers to write logging statements consisting of several parts dictating how the log
should be emitted, if at all. A logging statement is comprised of a particular log
object, each of which is associated with a run-time level and other attributes. A
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logging method is invoked on the log object; one parameter is a log priority level.
Log levels are ordered, and—during execution—the log message is emitted iff the
log statement level is greater than or equal to the log object run-time level. Mes-
sages are typically dynamically constructed with static text and dynamic contexts,
such as the contents of one or more variables (B. Chen and Jiang, 2017). For ex-
ample, the following statement outputs system-health information iff the run-time
level of logger is ≤ FINER (Oracle, 2018e): logger.log(Level.FINER, "Health is:
" + DiagnosisMessages.systemHealthStatus()). Controlling the log run-time level
affords developers the ability to limit the types of log information emitted either for
particular environments (e.g., development, deployment) or other factors.
As software evolves, however, levels of logging statements correlated with surrounding
feature implementations may also need to be modified. Such feature logging state-
ments could, for example, serve as algorithm checkpoints, where critical variables are
outputted for validation and progress is ensured. Ideally, levels of feature logs would
evolve with systems as they are developed, with higher log levels (e.g., INFO) being
assigned to logs corresponding to features with more current stakeholder interest
than those with less (e.g., FINEST). As developers tend not to (manually) change log
levels (H. Li, Weiyi Shang, and Hassan, 2017), feature log levels may become stale,
causing irrelevant logs to accumulate, increased information overload, and tangling of
relevant feature logs with those not currently being developed, thereby complicating
debugging. Furthermore, manually maintaining log levels can be tedious and error-
and omission-prone as logging statements are highly scattered (Zeng et al., 2019).
Moreover, developers may not use the full spectrum of available levels.
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Existing approaches (B. Chen and Jiang, 2017; Hassani et al., 2018; P. He et al., 2018;
Kabinna et al., 2018; H. Li, Weiyi Shang, and Hassan, 2017) focus on either new
logging statements or messages. Logger hierarchies (Apache Software Foundation,
2020; Oracle, 2018e) may be useful but still require manual maintenance. I present
an automated approach that assists developers in evolving feature logging statement
levels. The approach mines Git repositories to discover the “interestingness” of code
surrounding feature logging statements by adapting the degree of interest (DOI)
model of Mylyn (Kersten and Murphy, 2005). Mylyn (Eclipse Foundation, Inc.,
2020b) is a standard Eclipse Integrated Development Environment (IDE) (Eclipse
Foundation, Inc., 2020a) plug-in that facilitates software evolution by focusing graph-
ical IDE components so that only artifacts related to the currently active task are
revealed (Kersten and Murphy, 2006). Mylyn manipulates DOI so that artifacts
(e.g., files) with more interaction are more prominently displayed in the IDE than
those less recently used.
I programmatically manipulate DOI using modifications made in source code reposi-
tories. My approach transforms code to reinvigorate feature logging statement levels,
pulling those related to features whose implementations are worked on more and more
recently to the forefront, while pushing those worked on less and less recently to the
background. My goal is information overload reduction and improved debugging by
automatically bringing more relevant features to developers’ attention and vice-versa
throughout system evolution.
The reason that I used Git histories to extract developers’ “interestingness” of
code surrounding feature logging statements is that Git histories of open-source
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Git projects could be directly accessed without requesting developers to do some
extra work. For example, if the proposed approach directly uses the existing Mylyn
context rather than rebuilding the Mylyn context extracted from Git histories, it
requires developers to use Mylyn during the development period. In addition, they
should store Mylyn context in a remote server instead of a local machine so that I
can download their Mylyn context for the purpose of experimental evaluation. It
vastly limits the subjects that I could choose for evaluation.
DOI model is chosen by the approach since it is a well-known model that could be
used to gauge the developers’ degree of interest in program elements. DOI model
was first introduced by Kersten and Murphy, 2005. Up to the moment of writing, it
has experienced over 10 years of development. It has a large and mature community
and receives a high reputation from the developers who come from across the world.
It is implemented as an Eclipse Plug-in named Mylyn that could be easily extended.
Mylyn provides abundant APIs to developers for the extension.
Although Git code changes are not directly used as the input of Mylyn, it is still
possible to convert Git code changes to Mylyn input (interaction events). Git code
changes are composed of a list of Git edits, and Mylyn has an interaction event
type for code edits. For each Git edit, I can let the approach create an interaction
event with edit type. In this way, the Git code changes could be converted to Mylyn
interaction events automatically.
Logging levels are often used to differentiate various logging categories, i.e., levels
having special semantics that are not on a “sliding scale.” Altering such levels may
152
violate the preservation of the log’s intended semantics. In this work, I focus on the
levels feature logs, i.e., those highly related to feature implementations, as feature
interests vary over time and whose related logging statements may benefit from
aligning levels correspondingly. Thus, to distinguish feature logs from those that are
more categorical, e.g., those conveying more critical information (errors, security), a
series of novel heuristics, mainly derived from first-hand developer interactions, are
introduced. On the other hand, the heuristics also account for less-critical debugging
logs, e.g., tracing, using a keyword-based technique. This effort focuses my approach
on only manipulating logging statements tied to features to better coordinate them
with developers’ current interests.
My approach is implemented as an open-source plug-in to the Eclipse IDE, though
it may be used with other IDEs via popular build systems. It supports two popular
logging frameworks and integrates with JGit (Eclipse Foundation, Inc., 2020c) and
Mylyn. The evaluation involved 18 Java projects of varying sizes and domains with
a total of ∼3 million lines of code and ∼4K logging statements. My study indicates
that (i) given its ability to process a significant number and size of Git changesets, the
(fully-automated) analysis cost is viable, with an average running time of 10.66 secs
per logging statement and 0.89 secs per thousand lines of code changed, (ii) develop-
ers do not actively think about how their logging statement levels evolve with their
software, motivating an automated approach, and (iii) my approach is promising in
evolving feature log levels.
This work’s contributions are summarized as follows:
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Approach design. I present an automated approach that programmatically manip-
ulates a Mylyn DOI model using Git histories to evolve feature logging state-
ment levels to better align with the current features of interest. Widespread
manual log level modification is alleviated, information overload is reduced,
and more relevant events are underscored, potentially exposing bugs.
Heuristic formulation. Heuristics—based on first-hand developer feedback—to
distinguish between feature logs and those with more critical information are
proposed.
Implementation & experimental evaluation. To ensure real-world applicabil-
ity, I implemented my approach as an open-source Eclipse IDE plug-in built
upon Mylyn and JGit and used it to study 18 Java projects. My technique
successfully analyzes 99.26% of logging statements, increases log level distri-
butions by ∼20%, identifies logs manually modified with an ∼80% recall and
an ∼87% level-direction match rate, and increases the focus of logs in bug fix
contexts at a rate of ∼83%. Furthermore, several pull (patch) requests were
integrated into large and popular open-source projects.
In conclusion, I propose an automated approach to evolve feature log levels for achiev-
ing the goal of information overload reduction and improved debugging. Like the
previous studies, this approach is also evaluated on several large Java open-source
projects. Chapter 2 and Chapter 3 focus on Java 8 streams. Chapter 4 places particu-
lar emphasis on refactorings in ML systems. This chapter focuses on the information
overload reduction caused by the high transactionality of modern software systems.
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Listing 6 Hypothetical logging usage example (QOS.ch, 2019b).
1 public class Wombat {
2 private static final Logger logger = // Only logs ≥ FINE.
3 private double temp; private double oldTemp;
4
5 public void setTemp(double val) {
6 this.oldTemp = temp; this.temp = val;
7 logger.log(Level.FINER, "Temp set to: " + this.temp);
8 logger.finer("Old temperature was: " + this.oldTemp);}
9
10 public static void main(String[] args) {
11 Wombat w = new Wombat();
12 Scanner scanner = new Scanner(System.in);
13
14 System.out.println("Enter a temperature:");
15 double input = scanner.nextDouble(); w.setTemp(input);
16
17 try { // send to file.
18 logger.fine("Writing to file.");
19 Files.writeString("output.txt", w.toString(), WRITE);
20 } catch (IOException e) { // Fatal error.
21 logger.severe("Couldn't open file for writing.");
22 throw e;}}}
The approach proposed in this chapter helps developers rejuvenate log levels.
5.2 Motivating Example
Listing 6 portrays a hypothetical code snippet (QOS.ch, 2019b) that uses java.util.
logging (JUL) (Oracle, 2018c) having log levels that include—in ascending order—
FINEST, FINER, FINE, INFO, WARNING, and SEVERE. A Wombat class starts at line 1 and
has a logger (line 2) and current and previous temperatures (line 3). The logger is
configured so that only logs with levels ≥ FINE are emitted to reduce information
overload.
A mutator for temp begins on line 5. On line 6, old temp values are cached. Then,
new and old temperatures are logged on lines 7 and 8, respectively. Both statements
log at the FINER level. Since logger has been previously configured not to emit logs
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Listing 7 Rejecting invalid temperatures.
1 @@ -23,11 +23,15 @@ public void setTemp(double val) {
2 + if (val > 0) {
3 this.oldTemp = temp; this.temp = val;
4 logger.log(Level.FINER, "Temp set to: " + this.temp);
5 logger.finer("Old temperature was: " + this.oldTemp);}
6 + else throw new IllegalArgumentException("Invalid: " + val);
7
8 @@ -38,7 +42,17 @@ public static void main(String[] args)
9 + while (true) {
10 + try {
11 w.setTemp(input);
12 + break; // succeeded.
13 + } catch (IllegalArgumentException e) {
14 + // Not a fatal error. Log the exception and retry.
15 + logger.log(Level.INFO, "Invalid input: " + input, e);
16 + System.out.println("Invalid temp. Please retry.");}}
Listing 8 Warning about drastic temperature changes.
1 @@ -30,6 +30,9 @@ public void setTemp(double val) {
2 else throw new IllegalArgumentException("Invalid:" + val);
3 +
4 + if ((this.temp - this.oldTemp) / this.oldTemp > 0.05)
5 + logger.warning("Temperature has risen above 5%.");
with levels ≤ FINER, the statements have no effect.
When creating Wombats (line 11), the user is asked for a temperature (line 15). A
string representation of the Wombat (not shown) is then saved to a file (lines 17–
22). Line 18 logs that the writing has commenced, and since the level is FINE,
the statement emits a log. The actual file writing takes place on line 19. Because
Files.writeString() possibly throws an IOException, the call is surrounded by a
try/catch block. Line 21 executes when the specified exception has been caught.
This log message is emitted since SEVERE ≥ FINE.
Listing 7 depicts a changeset1 where invalid (negative) temperatures are rejected by
guarding lines 3–5 and throwing an exception on line 6. As a result, client code
1Although only additions are shown, similar issues may arise with deletions.
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Listing 9 Resulting “reinvigorated” logging levels.
1 public void setTemp(double val) {
2 if (val > 0) {
3 this.oldTemp = temp; this.temp = val;
4 logger.log(Level.FINER, "Temp set to: " + this.temp);
5 logger.finer("Old temperature was: " + this.oldTemp);}
6 else throw new IllegalArgumentException("Invalid:" + val);
7
8 if ((this.temp - this.oldTemp) / this.oldTemp > 0.05)
9 logger.warning("Temperature has risen above 5%.");}
10
11 public static void main(String[] args) { // ...
12 } catch (IllegalArgumentException e) {
13 // Not a fatal error. Log the exception and retry.
14 logger.log(Level.INFO, "Invalid input: "+ input, e);
15 System.out.println("Invalid temp. Please retry.");}}
16
17 try { // send to file.
18 logger.finest("Writing to file.");
19 Files.writeString("output.txt", w.toString(), WRITE);
20 } catch (IOException e) { // Fatal error.
21 logger.severe("Couldn't open file for writing."); // ...
(lines 9–16) is modified to handle the exception, looping until valid input is entered.
On line 15, a log is issued when the exception is caught, documenting the retry.
Because the error is non-fatal, INFO is used. An ensuing changeset (listing 8) logs a
warning (line 5) when temperatures increase by more than 5%.
Listing 9 shows an abbreviated result, containing only relevant parts of listing 6
with listings 7 and 8 applied and transformations made to feature logging statement
levels. Recent changes to nearby code of feature logging statements may indicate
that features, e.g., temperature management, implemented at this part of the code
are of a higher “interest.” As such, the levels at lines 4–5 have increased from FINER
to FINE, potentially helping developers debug the new feature code. In this example,
the transformed logs will now emit.
Contrarily, as file writing is not being actively developed—the feature logging state-
ment level at line 18 decreased from FINE to FINEST. Recent changesets did not
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include edits to this region, thus resulting in log suppression. While code recently
edited may have regressions, the (non-feature) logging statement at line 21 did not
have its level lowered and remains useful in finding possible regressions. Likewise,
the non-feature logging statement at line 14, although non-fatal, was not lowered
despite recent non-local edits.
As logging is pervasive (Zeng et al., 2019), manually managing feature logging state-
ment levels can be overwhelming. Even this simple example demonstrates that log-
ging statements can be scattered and tangled with code implementing core func-
tionality. Automatically evincing information related to features that are developed
more and more often to the forefront, while gradually suppressing those less and less
frequently developed may enhance focus and help expose potential bugs.
5.3 Approach
5.3.1 Assumptions
My approach operates on a closed-world assumption that assumes full accessibility
to all code that could possibly affect or be affected by the transformation. This
assumption may be broken, for example, by operators writing scripts that analyze
(production) log files and thus rely on log structure. Feature logs, however, are
typically consumed by developers and are not usually emitted in production. Never-
theless, Sections 5.3.6 and 5.4.1 discuss heuristics, e.g., treating higher-severity logs
as log “categories,” and tool settings, respectively, to help mitigate the likelihood of
breaking such assumptions.
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Figure 5.1: Logging level revitalization approach overview.
5.3.2 Overview
My automated approach (Fig. 5.1) programmatically manipulates a Mylyn DOI
model (Kersten and Murphy, 2005) by mining Git repositories to evolve feature
logging statement levels to better align with the current features of interest. My-
lyn (Kersten and Murphy, 2006) has traditionally been used to associate IDE edit and
graphical interaction events to a particular task to support task context switching. I
adapt this model to track the “interest” of code elements surrounding feature log-
ging statements (step 4) to find mismatches (step 7) between log levels and feature
interests for feature logging statements. Furthermore, to aggregate interest levels
across a development team, edits are extracted from Git histories (step 3) instead of
IDE interactions. The DOI model is then programmatically manipulated using the
extracted edits (step 5) and finally partitioned (step 6) and compared to the current
feature logging statement (step 1) levels (step 2). If a mismatch is found, the level
is transformed in the code (step 9). To distinguish feature logging statements from
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other (more critical) logging and to guide the transformation, a set of heuristics that
I define are used (step 8).
5.3.3 Feature Logging Statement Level Extraction
Logging statements—later used for (i) correlating the degree of interest of surround-
ing code when finding mismatches (step 7), (ii) applying heuristics (step 8), and
(iii) as potential transformation sites (step 9)—are extracted in step 1. Current levels
are extracted from the statements (step 2) and later used in mismatch identification
(step 7). Depending on the API used, level extraction is performed in two ways. For
instance, JUL has both convenience and standard logging APIs. Convenience APIs
have method names that correspond to the desired log level (e.g., line 8, listing 6).
On the other hand, standard APIs have logging levels passed as parameters (e.g.,
line 7, listing 6). In both cases, Abstract Syntax Trees (ASTs) are extracted from
the underlying source code. Whereas the convenience case is straight-forward, in the
standard case, my current implementation only extracts levels represented as literals.
Using data-flow analysis is a subject of future work; however, I analyzed 99.26% of
logging statements during my study successfully despite this limitation.
5.3.4 Mylyn DOI Model Manipulation
Background
Mylyn (Eclipse Foundation, Inc., 2020b) maintains focused contexts of entities rel-
evant to a particular task using a DOI model. A context comprises the relevant
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elements (e.g., classes, methods, fields), along with how interesting the elements are
to the related task. The more a developer interacts with an element (e.g., navigates
to a file, edits a file) when working on a task, the more interesting the element is
deemed to be, and vice-versa. Elements also decay, i.e., as other elements increase in
DOI, elements that were once “interesting” decrease. Mylyn then alters the IDE’s
behavior so that interesting elements are displayed more prominently throughout its
views.
Repository Mining
The Mylyn context is adapted to ascertain the interest levels of code surrounding
logging statements. Traditionally, Mylyn is used for context switching ; i.e., relevant
elements are stored in task contexts. That way, developers can easily switch be-
tween tasks without losing their focus on related code elements. It is confined to
a single developer’s workspace; however, code modifications made by my approach
are global—affecting all project developers. As such, the context is “expanded” to
include all developers’ interests by mining Git repositories in step 3.
.
Converting Code Changes to Interaction Events
A central notion of Mylyn are “interaction events,” which dictate how the DOI model
is manipulated. The more interaction a particular element has, the larger its DOI
and vice-versa. Although Mylyn has a broad spectrum of interaction event types, I
focus on “edit” events as I mine Git code changesets.
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In converting Git code changes to Mylyn interaction events (step 4), I mainly fo-
cus on changes to method (and constructor) bodies. While edits to other kinds of
code elements, e.g., fields, could be near logging statements, this is currently not
supported and is not a representative use case. Furthermore, Git edits are parsed
instead of AST differencing, which can be computationally expensive. Moreover,
AST differencing does not include whitespace changes, which are desirable as they
may indicate interest.2 Interaction events are then processed by Mylyn as if they
had emanated from the IDE in step 5.
Rename Refactorings & Copying Program elements (e.g., methods) altered in
Git repositories may no longer exist in the current version where level transforma-
tions would take place. Such historical elements that were removed are ignored as
they do not exist in the current version. However, elements that have undergone
rename refactorings need to be considered as they will have a counterpart in the
current version. To this end, during repository mining, I maintain a data structure
that associates rename relationships between program elements, e.g., method signa-
tures. Before converting changesets to interaction events, a lookup is first performed
to retrieve the changed element’s signature in the current version. Unfortunately,
handling refactorings necessitates two history traversals, one to create the renaming
data structure and the other to process changesets. However, in my implementa-
tion, I have a performance improvement where code changes are cached during the
renamings detection, and only code changes are traversed subsequently rather than
the entire Git history.
2I also consider changes to non-source lines, e.g., comments.
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Because only rename refactorings are needed, instead of using more advanced ap-
proaches (Tsantalis, Mansouri, et al., 2018), my current implementation uses lightweight
approximations, such as basic method signature and body similarity comparison.
Nevertheless, during my evaluation, I were able to successfully analyze the change
history of code surrounding 99.26% of ∼4K logging statements across 18 projects.
In the future, I will explore integrating more advanced techniques.
For copying, I use the copy detection features of Git at the file level. If Git detects
a copied file, any DOI values associated with the original file serve as the starting
values for elements in the new file. I will explore integrating more advanced copy
detection, e.g., for methods (Chang and Mockus, 2008), in the future.
5.3.5 DOI-Feature Logging Level Association
Step 5 results in a rich DOI model where the most and most recently edited code
is correlated with the highest DOI and vice-versa. Final DOI values (non-negative
reals) are then partitioned so that DOI ranges can be associated with log levels (step
6). The association is then used to discover mismatches between interest and feature
logging statement levels (step 7).
Partitions are created by subtracting the largest DOI value by the smallest and
dividing the result by the number of available levels, producing a DOI partition
range size. Then, each DOI range is associated with levels by order. For example,
the least logging level (e.g., FINEST) is associated with the first DOI partition (e.g.,
[0, 2.54)). However, this scheme can be influenced by the log category heuristic, i.e.,
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treating WARNING and SEVERE as categories rather than levels. In such cases, specific
partitions will dynamically not cause mismatches to be detected, potentially affecting
the transformations performed.
The above scheme creates equivalently-sized partitions. Elements tend not to change
often over time; therefore, a näıve partitioning may result in uneven distribution.
Luckily, Mylyn supports customizable element decay rates (cf. Section 5.3.4), where—
as other elements become more interesting—less and less frequently edited elements
lose their “interest” at a specific rate. The default decay rate does not suffice because
Mylyn was not originally designed to process the sheer number of modifications typ-
ical found in Git repositories contributed by multiple developers working on many
tasks. Instead, it was designed to record IDE interactions made by a single developer
working on a single task. Hence, the default decay rate causes elements to decrease
in DOI rapidly; thus, I decreased the rate significantly. Although several partitioning
schemes were trialed, I empirically found that combining equivalently-sized partitions
with a reduced decay rate worked the best.
Once partitions are formed, potential mismatches are discovered (step 7) by compar-
ing partitions with the current statement levels from step 2. If a mismatch is found,
the statement is marked for potential transformation barring heuristics.
5.3.6 Feature Logging Statement Classification & Heuristics
Distinguishing between feature logging statements and other kinds of logging—and
transformation guidance—is accomplished via heuristics (step 8). Heuristics were
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mainly formulated as a result of an early pull (patch) request study, where I had first-
hand discussions with contributors to large and popular open-source projects. Heuris-
tics are used to avoid undesirably transforming logging statements, e.g., lines 9, 14,
and 21 of listing 9, and include the following:
1. Treat particular levels as log categories.
2. Never lower the level of logging statements:
(a) appearing within catch blocks.
(b) immediately following branches (e.g., if, else, switch).
(c) having particular keywords in their log messages.
3. Never change the level of logging statements immediately following branches
whose condition contains a log level.
4. Never raise the level of logging statements without particular keywords in their
log messages.
5. Only consistently transform the level of logging statements appearing in over-
riding methods.
6. Only transform the level of logging statements up to a transformation distance
threshold.
Logging Categories For Item 1, a developer may choose to treat WARNING and
SEVERE as logging statement categories rather than traditional levels. This way,
developers can denote that logging statements with such levels have special semantics
165
and are not on a “sliding scale.” Denoting WARNING and SEVERE as categories can be
used to avoid transforming lines 9 and 21 (but not line 14) of listing 9.
Catch Blocks & Branches Logging statements appearing in catch blocks may
serve as error notifications. Item 2a ensures that the level of these statements is
never reduced. For example, line 21, listing 9 did not have its level lowered despite
the lowering of a level at line 18 due to recent non-local edits. Item 2b is similar to
Item 2a, with an example at line 9, listing 9. Below is an abbreviated example from
blueocean-plugin (McDonald, 2018), where two similar logging statements appear
in each of the different contexts:
try {
node = execution.getNode(action.getUpstreamNodeId());
} catch (IOException e) {
LOGGER.warning("Couldn't retrieve upstream node: " + e);}
if (node == null) {
LOGGER.warning("Couldn't retrieve upstream node (null)");}
Log Wrapping Item 3 prevents logging semantic violations when run-time level
checks redundantly guard logging statements. Consider the below example from
guava (Decker, 2014):
1 if (logger.isLoggable(Level.SEVERE))
2 logger.log(Level.SEVERE, message(ctxt), exception);
Altering the level at line 2 without also changing the level at line 1 would be coun-
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terproductive. More sophisticated analysis is necessary to handle such cases, which
are not typical. Moreover, other approaches (H. Li, Weiyi Shang, Zou, et al., 2017)
do not deal with this.
Keywords Items 2c and 4 help distinguish feature logging statements using key-
words, which originated from my evaluation and developer feedback. For the former,
I manually assessed the transformations made by earlier versions of my approach,
comparing them to the surrounding context. For the latter, developers commented
on the transformations made by earlier versions of the tool. In both cases, I noted
common keywords that appeared in logging statement messages. Stopgap words are
used to maximize coverage, and keywords must appear in the literal parts of the log
message construction. Keywords for Item 2c include “fail,” “disabl,” “error,” and
“exception;” keywords for Item 4 include “stop,” “shut,” “kill,” “dead,” and “not
alive.” Item 4 only applies for target levels WARNING or SEVERE—typically used in
more critical situations—and does not apply when Item 1 is enabled.
For example, in listing 9, the levels at lines 4–5 are allowed to increase from FINER to
FINE because the target levels are neither WARNING nor SEVERE, passing Item 4. The
level at line 18 was allowed to decrease from FINE to FINEST as there are no “anti-
lowering” keywords (Item 2c). In contrast, the levels at lines 14 (despite non-local
edits) and 21 were not lowered, (partly) due to having anti-lowering keywords.
While the keywords are not exhaustive, they were derived via an extensive study
and assistance of open-source developers. Nevertheless—in the future—I will ex-
plore using machine learning (ML) for broader classification, as well as adding more
167
keywords related to security and privacy.
Subtyping Item 5—formulated using developer feedback—applies when mismatches
are found in methods involved with inheritance. Specifically, if method M ′ overrides
method M and both M and M ′ include level mismatches, the target levels must
be consistent as to preserve a behavioral subtyping-like (Leavens and Weihl, 1990;
Liskov and Wing, 1994) relationship w.r.t. logging.
Transformation Distance Because logging is pervasive, my approach may sug-
gest widespread modifications. As such, Item 6—also from developer feedback—
curtails the degree of level transformations using a threshold, which is a setting in
my tool. Finally, all mismatches that pass the enabled heuristics are transformed
via AST node replacements (step 9).
5.4 Evaluation
5.4.1 Implementation
The approach is implemented as an open-source Eclipse IDE (Eclipse Foundation,
Inc., 2020a) plug-in (Tang, Spektor, et al., 2020) and built upon JGit (Eclipse Foun-
dation, Inc., 2020c), for Git extraction, and Mylyn (Eclipse Foundation, Inc., 2020b),
for DOI manipulation. Eclipse is leveraged for its extensive source-to-source trans-
formation support (Bäumer et al., 2001) and that it is entirely open-source for all
Java development. It also supports widely-used build systems, so that projects using
different IDEs may also use the plug-in.
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Mylyn provides many DOI facilities, including model tuning, interaction event model-
ing, and interaction prediction. Integrating with Mylyn also makes it possible to—in
the future—combine historical edit events (Git) with IDE interactions—potentially
leading to a richer DOI model. It may also be possible to extend Mylyn to populate
DOI models with version control events (Pilgrim, 2014), solving an open Eclipse
bug (Davis, 2014).
Eclipse ASTs with source symbol bindings are used as an intermediate representation.
Two popular logging frameworks, namely, JUL (Oracle, 2018c) and SLF4J (QOS.ch,
2019a), are currently supported. Heuristics (Section 5.3.6) are presented as tool
options.
Although I depend on Mylyn for DOI and Eclipse for code analysis, transformation,
and preview-panes, it may be possible to convert the tool to a GitHub App (GitHub,
Inc., 2020a) that would monitor Git commits, periodically update an (isolated) DOI
model, and generate recommended modifications as pull requests. This future work
may follow recent work on refactoring bots (Alizadeh, Ouali, et al., 2019).
5.4.2 Experimental Evaluation
Research Questions
I answer the following questions:
RQ1. How applicable is the tool to and how does it behave with real-world open-
source software?
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RQ2. How does the tool compare with manual transformations?
RQ3. Can the tool help bring focus to buggy code?
RQ4. Are the tool’s results acceptable? What is its impact?
RQ1 answers whether the proposed approach scales, in terms of SLOC, number and
usages of logging statements, and revision history length, to real-world projects. It
also provides insight on how logging statements are used and the contexts for which
they appear by (i) assessing heuristics applicability, (ii) studying the degree and
directionality of mismatch between edit frequency and logging levels, and (iii) mea-
suring level distribution before and after the tool’s application for fuller logging level
spectrum usage by developers.
While my goal is not to mimic developers’ modifications, nevertheless, I compare the
automated transformations with those done manually (RQ2). Particularly intriguing
is whether I can automatically transform all manually modified logging statements,
how the automated level transformations compare to those done by developers, and
whether I can suggest further transformations potentially not previously considered.
RQ3 inquires about the tool’s ability to increase buggy code focus by altering feature
logging statement levels. To help potentially expose bugs, RQ3 assesses whether the
tool increases levels of feature logging statements in the context of bug fixes (i.e.,
“buggy” contexts) and likewise decreases levels in non-“buggy” contexts. Lastly,
RQ4 gauges whether the transformations are acceptable and their impact on devel-
oper communities. The former effectively evaluates the heuristics, while the latter
assesses the extent to which the tool’s transformations affect developers as a whole.
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To answer RQ1, quantitative (Section 5.4.2) and qualitative (Section 5.4.2) analyses
are performed. A comparison of automated transformations against manual level
modifications is conducted to answer RQ2 (Section 5.4.2). To answer RQ3, I ap-
plied the tool to software versions leading up to buggy and non-buggy feature log
contexts mined from software repositories. Finally, a pull request study is issued
to answer RQ4 (Section 5.4.2). The dataset (Tang and Khatchadourian, 2020) is
available.
Quantitative Analysis
I ran the tool on a large corpus.
Subject Selection & Details This phase involves 18 open-source Java applica-
tions and libraries of varying sizes and domains (Table 5.1). Subjects were also
chosen to include logging statements using either JUL or SLF4J and have at least
one source code change to a method containing a logging statement (i.e., a candidate
statement). Column HEAD is SHA-1 of HEAD at analysis time. Column KLOC is
the thousands of source lines of code, which ranges from ∼6K for deviation-upload
to ∼535K for CoreNLP. Column Kcms denotes thousands of commits analyzed,
which can significantly affect the number of candidate statements. For subjects with
long Git histories, I choose a large number of commits to obtain more candidates.
For others, a relatively small number of commits was adequate to obtain all log-
ging statements as candidates. Column δKLOC is the thousands of source lines


























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Execution & Run Time The analysis was executed on an Intel Xeon-E3 with
four cores, 31 GB RAM, and a 20 GB maximum heap size. Column t (m) is the
total running time in minutes, averaging 10.66 secs per candidate statement and
0.89 secs per KLOC changed (δKLOC). The running time is highly related to an-
alyzed source lines per commit (δKLOC/Kcms), with a 0.98 Pearson correlation
coefficient (ranges from −1 to 1; 1 is an exact linear correlation). CoreNLP, having a
particularly long and intricate Git history, is an outlier, taking over half of the run-
ning time. Moreover—per Section 5.3.4—two traversals are necessary due to rename
refactorings. Nonetheless, since the tool is fully-automated, it can conceivably run
in a nightly build.
Takeaway : Logging statements process in 10.66 secs and one δKLOC in 0.89
secs, with the processing time highly connected to LOC/commit (0.98 Pearson
correlation).
Log Level Reinvigoration I successfully analyzed 99.26% of ∼4K candidate
statements (column logs) across 18 subjects.3 Column fails is the number of state-
ments where the current level could not be extracted. Such failures include when the
logging level is stored in a variable.
Takeaway : 99.26% of ∼4K logging statements were successfully analyzed.
Column trns is the number of transformed logging statements (19%). This metric
is not a success rate as it is dependent on the mismatches found and the enabled
heuristics. Instead, it demonstrates that the transformations made by the tool—
3junit5 only has 9 candidates as this version mainly uses custom logging. It is included since
its previous versions use JUL and are subsequently studied.
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when applied to real-world projects—are subtle enough that they may be appealing
to more risk-averse projects. It also shows that manual effort can be labor-intensive,
involving multi-developer, historical analysis and transformation, as manually mod-
ifying 753 logging statements is non-trivial.
Takeaway : The transformations were subtle (19%) yet labor-alleviating (753
transformations).
Heuristics To more fully understand the effects, all heuristics were enabled ex-
cept log categories and transformation distance (Items 1 and 6, respectively, in Sec-
tion 5.3.6) in this phase. Columns ctch, ifs, and keyl are the sums of levels not low-
ered due to Item 2a (3.60% of candidates), Item 2b (10.62%), and Item 2c (34.23%),
respectively. Columns cnds and keyr are the sums of levels not transformed due to
Item 3 (6.24%) and not raised due to Item 4 (16.18%), respectively.
The discrepancy between keyl (34.23%) and keyr (16.18%) suggests that the tool
is more frequently attempting to lower levels than raise them. This tendency may
be due to few program elements changing at a specific time. As such, it is expected
that levels would be lowered more often than they are raised, but Item 2c is curbing
the lowering. Thus, contrary to previous studies (H. Li, Weiyi Shang, and Hassan,
2017), log messages may play a more significant role in determining log types than
their placement. Column inh is the sum of levels not modified due to Item 5 (0.08%).
Takeaway : 14.22% of logging statements were not transformed because they
appear in catch blocks or branches, while 50.41% were not transformed due
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to keywords, suggesting that placement is not as significant in distinguishing
feature logging statements. Log “wrapping” and inheritance consistency were
not prominent (6.32%).
Transformation To ascertain transformation grade, I consider the distance be-
tween two adjacent levels to be 1. Then, column dist is the average level transfor-
mation distance and corresponding standard deviation (σdist).
Takeaway : Transformations (avg. 2.13 levels) were not overly drastic yet far
enough to be noticeable.
To discover transformation directionality, columns low and rse depict the number
of lowered (89.51%) and raised (10.36%) log levels, respectively, stipulating that the
tool more frequently lowers levels. As with columns keyl and keyr, this is most
likely indicative of the relatively small number of features that developers focus on
at a particular time.
Takeaway : Levels are typically lowered (89.51%), potentially facilitating focus
on fewer features of interest.
Log Level Diversity Evident from column σpre , which is the standard deviation
of log levels before transformation,4—averaging only 1.75—is that the full spectrum
of available log levels is not always utilized. Column σpost , on the other hand, is
stdev after transformation—averaging 2.05.
Takeaway : The tool increased logging level distribution by 17.14%, thereby
utilizing more level spectrum.
4Only includes JUL. N/A indicates that JUL was not used.
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Qualitative Analysis
I discuss several instances where the tool did and did not work as intended. While
evaluating guava, one manual modification to unit test code where a log level was
being tested (i.e., assertEquals(Level.INFO, record.getLevel())) was necessary.
the tool transformed this tested log level to FINEST, which failed the test suite.
While more sophisticated analysis is needed to handle such cases, I conjecture they
are rare; I only found one.
The following transformation occurred in selenium (red represents lines removed
and green lines added):
1 if (!check.isAlive()) {
2 - LOG.info("Node is not alive: " + check.getMessage());
3 + LOG.severe("Node is not alive: " + check.getMessage());
4 // Throw an exception to force another check sooner.
5 throw new UnsupportedOperationException("Node can't..");}
The logging statement at line 2 indicates a failure before an exception throw on
line 5. The level is erroneously INFO. Because this code area is a “hot spot,” i.e.,
being either frequently or recently edited, fortunately, the tool fixed this level by
transforming it to SEVERE (line 3). This fix was later incorporated into selenium’s
mainline (Tang, 2020).
The following transformation occurred in CoreNLP:
1 if (o == null) {
2 logger.severe("READER ERROR: Failed to find...");
3 - logger.severe("This happens because a few relation...");
4 + logger.fine("This happens because a few relation...");
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Table 5.2: Comparison with manual logging statement level changes.
subject cHEAD tHEAD Kcms TP FP FN distR dir
blueocean de8b8ca de8b8ca 1.00 0 2 0 N/A N/A
guava 8385600 638fcb8 1.00 3 0 0 33.33 3
IRCT-API aa0f039 86d2c49 0.13 1 10 0 83.33 0
jsilhouette be37202 be37202 0.03 0 0 0 N/A N/A
junit5 c7c5796 2fab23a 0.47 4 15 4 25.00 4
SpotBugs 190e1e1 35804ee 1.00 14 29 2 24.49 13
WALA 7f68e76 3317c1c 1.00 1 0 0 50.00 0
Total 15.37 23 56 6 29.40 20
In place of using string concatenation in a single statement, line 2 logs an event
overview, while line 3 logs the details. Although the heuristics worked for line 2,
they failed for line 3, resulting in an incorrect transformation at line 4. This pattern
was not observed in other subjects.
The following transformation took place in Jenkins:
1 - LOGGER.log(INFO,"{0} main build action completed:{1}"..);
2 + LOGGER.log(FINEST,"{0} main build action completed:{1}..");
As the feature associated with the log at line 1 was not of recent developer interest,
the tool correctly lowered its level on line 2. This transformation, with developers
expressing that, “[it is p]robably a good idea: [i]t’s time I started removing this from
the general system log (D. Beck, 2019),” was also accepted into Jenkins’ mainline.
A subsequent comment for a similar transformation further motivated the approach
by stating that, “I [ha]ve [grew] so used to these messages over the years.”
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Comparison With Developer Log Level Modifications
To answer RQ2, I compare the tool’s transformations with manual logging statement
level modifications.
Repository Mining I mine Git histories of 7 subjects from Table 5.1 (Table 5.2)
and extracted manual modifications. Only five subjects have level modifications;
2 additional subjects were chosen randomly. In Table 5.2, column cHEAD (c for
change) is the SHA-1 of HEAD at the time of extraction. Column tHEAD (t for
tool) is the SHA-1 that the tool was run on, which was determined by selecting the
earliest common commit immediately before manual level changes. For example, if
all manual modifications were made in v5, tHEAD would be v4. If, however, manual
modifications were made in v3, v5, and v6, tHEAD would be set to v2. If there were
no level modifications, then tHEAD = cHEAD.
Column Kcms is the thousands of analyzed commits, ending in tHEAD. Kcms can
be less than that used in Table 5.1 since the analysis HEAD must be before all
manual modifications.
Confusion Matrix The remaining columns in Table 5.2 are the confusion matrix
results. Column TP is true positives—logging statements whose levels were manually
modified that were also transformed by the tool. Column FP is false positives—
levels transformed by the tool that were not manually modified. Column FN is false
negatives—levels manually modified that were not transformed by the tool.5 The
5As only precision and recall are calculated, true negatives are not counted.
178




Takeaway : ∼80% of logging statements manually modified were also trans-
formed by the tool.
The precision ( TP
TP+FP
) is 29.11%; however, it does not necessarily indicate poor
performance. Instead, it may be more telling of whether the tool can suggest further
transformations not considered initially by developers. In other words, developers
may not have manually modified all logging statement levels that should have been
modified as they may have omitted such modifications inadvertently. Had the tool
had 100% precision, that would imply that every logging statement automatically
transformed was already known and manually modified, rendering the tool useless.
Thus, the low precision value here may be interpreted as an indication that the tool
recommends new modifications not previously considered.
Level Transformation Column TP does not compare “target” levels—new levels
manually chosen vs. those chosen by the tool. For level comparison, column distR
depicts the average level transformation distance ratio—computed for every true
positive. This value—averaging 29.4—is the distance between the manually modified
target levels and the target levels chosen by the tool divided by the total number of
levels. The smaller the ratio, the closer the tool was able to choose similar target
levels that were manually chosen.
While column TP measures level “closeness,” it does not compare level direction. As
such, column dir compares the direction of manually level modifications w.r.t. to the
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original level with that performed by the tool. This column represents the number of
true positives with the same transformation direction—either lowering or raising—
for both manual level modifications and tool level transformations. On average,
the tool’s level transformations were in the same direction as manual modifications
86.96% (20/23) of the time.
Takeaway : In 86.96% of cases, the tool transformed levels in the same direction
as manual modifications.
Bug Study
To answer RQ3, I mined software repositories for bug and non-bug fixes with nearby
feature logs and applied the tool to versions leading up to the changesets.
Methodology To discover changesets having buggy and non-buggy logging con-
texts, I used gitcproc (Casalnuovo, Suchak, et al., 2017), a tool for processing and
classifying Git commits that has been used previously (Gharbi et al., 2019; Tian and
B. Ray, 2017) to automatically detect and analyze bug fixes in GitHub. Natural
language processing (NLP) is used on commit log messages to identify bug fixes, and
changesets can be queried for specific keywords. As I focus on lines with logging
statements surrounding modified lines, e.g., line 4, listing 7, I altered gitcproc to
search outside changesets, set the query keywords to those corresponding to logging
APIs,6 and manually examined the results.
Once commits containing buggy and non-buggy feature logging statement contexts
6For succinctness, only JUL was used.
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Table 5.3: “Ideal” level transformation directions for feature logs.
orig. level bug Item 2 Item 4 dir
1 INFO T N/A N/A NONE
2 FINEST/FINER/FINE T N/A T RAISE
3 FINEST/FINER/FINE T N/A F NONE
4 FINER/FINE/INFO F T N/A NONE
5 FINER/FINE/INFO F F N/A LOWER
6 FINEST F N/A N/A NONE
were identified, I ran the tool on the project version of the immediately preceding
commits. Items 1 to 5 of Section 5.3.6 were enabled to distinguish feature logging
statements in contexts, Item 6 was set to INT_MAX, and ≤ 1K commits leading up
to the preceding commits were processed. For each subject, ≤ ∼20 of each context
type was chosen, such that the number of project versions considered was minimized.
This increased the likelihood of successful project building as the selected versions
may have been intermediate. Otherwise, contexts were chosen randomly. Only 12
subjects were used as some had long running times by gitcproc, no logging contexts,
or only unbuildable versions.
To assess my tool’s transformations when applied to project versions immediately
preceding commits containing buggy and non-buggy feature logging contexts, I define
an “ideal” level direction to be used as an oracle (Table 5.3). Columns orig. level
and bug denote the original log level and whether the log is in a buggy context,
respectively. Columns Item 2 and Item 4 represents whether the statement passes
any of Items 2a to 2c and Item 4, respectively. These columns help to hone in the
analysis on feature logs. Finally, column dir portrays the ideal level direction. N/A
is either T or F.
For example, listing 7 fixes a bug accepting invalid temperatures. Here, FINER logs
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Table 5.4: Feature logging statements in change contexts.
subject vers ctxts rse low none i=a
bug ¬bug idl act idl act idl act
bc-java 8 0 10 0 0 2 2 8 8 10
blueocean 6 7 3 4 2 0 0 6 8 6
errorprone 2 0 2 0 0 0 0 2 2 2
guava 11 1 14 0 0 1 0 14 15 14
hollow 10 1 9 0 0 2 0 8 10 8
IRCT 10 11 20 0 0 8 10 23 21 29
JacpFX 4 3 1 0 0 0 1 4 3 3
jenkins 5 9 22 4 0 3 2 24 29 24
OpenGrok 6 28 20 0 1 6 12 42 35 35
selenium 17 20 20 0 0 6 8 34 32 34
SpotBugs 18 20 20 0 0 6 6 34 34 36
WALA 4 1 3 1 0 0 0 3 4 3
Total 101 101 144 9 3 34 41 202 201 204
245
at lines 4–5 are in a buggy context. Higher levels, e.g., FINE (lines 4–5, listing 9),
may have helped bring attention to this bug earlier, i.e., by documenting (invalid)
temperature values more prominently (row 2, Table 5.3). Conversely, a FINE log,
e.g., line 18, listing 6, that is not in a buggy context may have its level lowered (e.g.,
line 18, listing 9) so that other logs in buggy contexts are more noticeable (row 5).
Rows 1 and 6 are boundaries—logs in buggy contexts at the highest level cannot be
raised and vice-versa. Logs in row 3 are in buggy contexts but do not have their
levels raised due to failing Item 2c, while logs in row 4 are in non-buggy contexts
but are not lowered due to failing Item 2.
Results In Table 5.4, column vers depicts the number of subject versions, column
ctxts the buggy (bug, averaging 1 per vers.) and non-buggy (¬bug, averaging
1.43 per vers.) logging contexts extracted, and columns rse, low, and none the
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feature log levels that are ideally (idl) and actual were (act) raised, lowered, and
not altered, respectively. Column i=a is the number of matching ideal and actual
level directions.
Takeaway : Levels of feature logs in change contexts were transformed in ideal
directions ∼83% (204/245) of the time, potentially bringing problematic feature
implementations into higher focus and exposing bugs.
Discussion Higher/lower levels of feature logs in buggy/non-buggy contexts may
have helped reveal/highlight problematic feature implementations, especially consid-
ering that such logs, e.g., lines 4–5 of listing 7, typically include critical variables.
Having these logs appear more prominently may induce fixes, e.g., lines 3 and 6.
Unnecessarily altering levels in equally essential to avoid false positives that intro-
duce noise. As buggy code tends to be more frequently and recently edited (Mondal
et al., 2017), my approach is well-suited to ideally adjust—if necessary—feature log-
ging statement levels in directions that may divulge bugs and avoid time-consuming
fixes.
Pull Request Study
To answer RQ4, I submitted pull (patch) requests containing my tool’s transforma-
tions.
Results As of this writing, requests have been made to 16 projects—2 have ac-
cepted (merged) requests, 5 have rejected requests, and 9 have pending requests.
Projects that merged transformations include Jenkins, a well-known continuous in-
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tegration (CI) engine, having∼15K stars and∼6.1K forks on GitHub, and selenium,
a prominent web application testing and automation tool, having ∼17K stars and
∼5.6K forks. As suggested by these statistics, although only two requests been ac-
cepted so far, the merged transformations have far-reaching impact as the projects
include libraries and frameworks that are widely used in diverse circles—selenium,
for example, is used by 55,931 other projects (GitHub, Inc., 2020b). Furthermore,
the acceptance and rejection rates are comparable to that of previous work (S. Li
et al., 2018).
Takeaway : 2 projects, both widely-used, having ≥ 56K integrations—thus en-
suring developer impact—accepted pull requests at rates comparable to previous
work (S. Li et al., 2018).
Discussion Apparent during the study was that my approach encourages develop-
ers to actively consider how their logging statement levels evolve alongside their core
software. Feedback from rejected requests includes questions on whether or not my
approach applies to very mature and largely stable projects that are in “maintenance
mode” (Baker, 2019b; Stewart, 2019). In this scenario, developers respond to bug re-
ports, resulting in consistent modifications to diverse system modules. In such cases,
the tool will never pick more “interesting” parts of the system as they are all equally
(not) “interesting;” application/system code that is under active development may
be more amenable.
A question (Baker, 2019a) was also raised regarding the approach’s applicability
to library vs. application code. Notably, parts of a library that are important to
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library developers may not match the interest level of application developers us-
ing the library. This problem—which may be more prevalent with public API
implementations—touches on a broader issue of log composition, i.e., application
developers’ log intentions may not coincide with the application’s dependencies in
general.
5.4.3 Threats to Validity
Subjects may not be representative of real-world log usage. For mitigation, sub-
jects were chosen from diverse domains and sizes, as well as those used in previous
studies (Ketkar et al., 2019).
Git repositories with very large commits may be too coarse-grained to detect program
element modifications accurately. This limitation is standard among approaches that
mine software repositories. Furthermore, my keyword related heuristics cannot work
with typos. There were still ∼2K logging statements in my study whose levels were
not altered due to keywords, suggesting that typos are not pervasive. Adding support
for the use of misspelled keywords is straight-forward.
In Section 5.4.2, I stated that my tool might have transformed logging statements
levels not previously considered by developers. It may be the case, however, that
developers actually considered transforming these levels but instead chose not to.
Unfortunately, there is generally no way to decipher such a decision from the source
code; however, because logging statements are pervasive, it is unlikely. Moreover,
during the pull request study (Section 5.4.2), there was at least one instance where
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developers desired to modify logging statement levels eventually but had not yet
done so.
5.5 Related Work
Logging frameworks may include logger hierarchies (Apache Software Foundation,
2020; Oracle, 2018e), where log objects can be designated to log certain features
implementations. Individual loggers can thus be enabled or disabled to facilitate
focus on particular feature implementations. However, because they are typically
many features (i) whose interests change over time (Kersten and Murphy, 2006) and
(ii) whose implementations are not localized (Kiczales et al., 1997), developers are
still burdened with manually maintaining logger hierarchies.
H. Li, Weiyi Shang, and Hassan (2017) determine log levels for new logging state-
ments to be consistent with other logging practices within the same project. On the
other hand, my focus on log level evolution and how levels relate to feature interest.
While their work can be retargeted for evolution by treating the logging statement
under consideration as “new” and subsequently predicting a possibly new level, the
goals of their approach are quite different from mine. Firstly, they focus on general
logging statements, whereas my focus on feature logs. Secondly, they aim to predict
a level that fits well with the current project trends, including log placement, existing
logs in the same file, and message content. On the contrary, my goal is to better
align feature logging statement levels with current feature interest, which may have
little bearing on placement. In other words, feature interest at a particular point in
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time may be well-independent of the logging practices previously employed.
There exists some research work involving the mismatch detection between log mes-
sages and levels. B. Chen and Jiang (2017) discovered five categories of anti-patterns
in the logging code. One of their detected anti-patterns reveals the mismatch between
log messages and log levels. They have presented an example that log messages are
printed for debug purposes since this is obviously mentioned in the log message, while
the log level is INFO. This anti-pattern could help developers correct inappropriate
log levels while there is a mismatch between log messages and log levels. However,
it only works well when log messages obviously describe the expected verbosity log
level. My approach also checks the log messages. I noted common keywords that
appeared in logging statement messages and came up with two heuristics involving
keywords. The first one is that never lower the level of logging statements having
particular keywords in their log messages (Item 2c). The second one is that never
raise the level of logging statements without particular keywords in their log mes-
sages (Item 4). Hassani et al. (2018) detects and corrects mismatches between log
messages and levels as well. However, they do not consider how varying developer
interests in particular features affect logging levels over time. While these approaches
are useful in discovering error logging statements that use lower-than-normal logging
levels, they may not be as useful for event-type logs, which may be more tied to
features.
Fu et al. (2014) has conducted an empirical study on the logging location. They have
categrized logging statements into five categories based on the syntax and structure
of logged snippets. I can find some correlations between their logging categories and
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my heuristics (Section 5.3.6). One of the logging categories that they discovered
is “exception logging” which is used to log information of the exception after an
exception occurs. Regarding this logging category, there is a corresponding heuristic
in my approach, i.e., never lower the level of logging statements appearing within
catch blocks (Item 2a). In addition, they have a logging category named “logic-
branch logging”. This kind of logging is used to record information at logic branch
points. Regarding this logging, I also have several corresponding heuristics. For
example, never lower the level of logging statements immediately logic branches
(Item 2b). However, their logging categories are rough. In my opinion, each log
category could be divided into several more detailed subcategories. For example,
regarding the logging category ”logic-branch logging”, they did not treat a special
logging statement named log wrapping (Section 5.3.6) as an independent subcategory.
Our approach carefully considered this special case and built a heuristic (Item 3) for
it.
S. Li et al. (2018) predict log revisions by mining the correlation between logging
context and code modifications with the premise that logging code in similar con-
texts deserves similar modifications. As far as my can tell, however, they do not
explicitly deal with logging levels. Kabinna et al. (2018) and H. Li, Weiyi Shang,
Zou, et al. (2017) determine the likelihood of log change but do not suggest a specific
modification. H. Li, T.-H. Chen, et al. (2018) predict—using topic modeling—the
likelihood that a particular code snippet should including logging. W. Shang et al.
(2014) examine log lines using development knowledge to resolve log inquiries, Yuan,
Park, et al. (2012) add appropriate logging statements to enhance failure diagnosis,
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and Zhu, S. He, et al. (2019) evaluate log parsers.
Several approaches combat information overload. Haas et al. (2020) use static anal-
ysis to detect unnecessary source code. Fowkes et al. (2017) introduce auto-folding
for source code summarization. Information overload is also an issue for logging,
and many approaches enhance logging statements by, e.g., determining log place-
ment (Fu et al., 2014; Zhu, P. He, et al., 2015), optimizing the number of logging
statements (Lal et al., 2017), and enriching log messages (P. He et al., 2018; Z. Li
et al., 2019; Yuan, Zheng, et al., 2012). Xu et al. (2009) mine log output to detect
system problems.
Khatchadourian, Rashid, et al. (2017) also integrate the Mylyn DOI model but for
Aspect-Oriented Programming (AOP). To the best of my knowledge, my are the
first to manipulate a DOI model using software repository mining programmatically.
Other work mines software repositories for evolution (Kagdi et al., 2007), detecting
refactorings (Tsantalis, Mansouri, et al., 2018), and design flaw detection (Ratiu et
al., 2004). Additionally, approaches support software evolution more generally, e.g.,
by refactoring programs to use enumerated types (Khatchadourian, 2017), default
methods (Khatchadourian and Masuhara, 2017), and lambda expressions (Ketkar
et al., 2019). Bhattacharya et al. (2012) also use graphs for software evolution.
5.6 Conclusion
My automated approach “reinvigorates” feature logging statement levels based on
“interest” of surrounding code as determined by software repository mining. Dis-
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tinguishing feature logs is performed via introduced heuristics. The approach is
implemented as an Eclipse IDE plug-in, using JGit and Mylyn, and evaluated on 18
projects with ∼3 MLOC and ∼4K logging statements. My tool successfully analyzes
99.26% of logging statements, increases log level distributions by ∼20%, identifies
manually modified logs with an ∼80% recall and an ∼87% level-direction match rate,
increases the focus of logs within bug fix contexts ∼83% of the time, and integrated
transformations into several projects.
5.7 Future Work
In the future, the long-term plan could consist of the following two parts.
5.7.1 Existing Mylyn Context
The current approach does not consider the existing Mylyn context, i.e., it only
considers the developers’ interactions extracted from Git histories. However, there is
a possibility that the developer already uses Mylyn to track tasks. In addition to or
in place of using Git history to determine interesting portions of the system, I could
leverage existing Mylyn task contexts. In conjunction with Git information, existing
Mylyn information could be merged by considering both the ending DOI values
obtained by Git analysis and those values in the context. In this way, the Mylyn
context analyzed by the tool is composed of the existing Mylyn context before the
developers’ usage and the new Mylyn context built from Git histories.
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5.7.2 Machine Learning Techniques
The current algorithm of DOI range partitions produces the equal size of DOI inter-
vals. This is an intuitive but rough solution. It does not consider the characteristics
of log levels in the real world, such as log level distributions in real-world projects. In
the future, I would like to re-design the algorithm of DOI range partitions by using
Machine Learning techniques, such as KNN. I expect to partition DOI ranges ac-
cording to the features extracted from the logging code of large open-source projects.
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Chapter 6
Conclusion & Future Work
This dissertation has proposed two approaches and two empirical studies for inves-
tigating automated software evolution in data-intensive applications.
First, Chapter 2 proposed an approach that could automatically suggest parallel
running or sequential running to stream code. The approach was implemented as an
Eclipse plug-in and evaluated on 11 open-source projects. A performance analysis
indicated an average speedup of 3.49.
Second, the use and misuse patterns of stream code were identified in Chapter 3. A
hierarchical taxonomy of stream bugs was devised.
Third, an empirical study was conducted to investigate refactorings performed and
the technical debt they alleviate in ML systems. A hierarchical taxonomy of refac-
torings in ML systems was devised. The study introduced 14 new ML-specific refac-
torings and 7 technical debt categories.
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Fourth, Chapter 5 proposed an automated approach to rejuvenate feature log levels
based on the developers’ interests in the surrounding code. This approach was im-
plemented as an Eclipse plug-in, using JGit and Mylyn, and evaluated on 18 open
source programs.
6.1 Future Work
In the future, I will address the issues that are currently not handled during the
research and explore the applicability to start new research by using the existing
research discoveries.
Regarding the proposed automated approach of parallelization of Java 8 streams,
there still exist several issues between Eclipse and WALA that will be solved in
the future. For a long-term plan, I will try to seek the applicability of migrating
our approach to other mainstream OOP languages, since streaming APIs are widely
used in today’s mainstream OOP languages.
As for the empirical study involving streams, I can use my findings to devise an
automated error checker. In my opinion, this new automated error checker could be
built upon two automated error checkers. One is a generic error checker, and the
other is a stream-specific error checker. This approach could extend the automated
refactoring approach mentioned in Chapter 2.
For the empirical study in Chapter 4, I can also come up with an automated refac-
toring detection tool based on my findings. It could merge ML techniques. Features
could be extracted from the experimental datasets according to the classification of
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refactorings discovered in this chapter. It is possible to consider the existing datasets
as training datasets.
The future work of automated log level evolution consists of two large tasks. The
first one allows the current Mylyn context to leverage existing Mylyn task contexts
for enhancing the approach. The second one adopts the ML techniques for the
enhancement of DOI boundary partitions.
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concept of technical debt in the context of agile software development: A systematic literature
review”. In: Information and Software Technology 82, pp. 139–158. doi: 10.1016/j.infsof.
2016.10.004.
Bhattacharya, Pamela, Marios Iliofotou, Iulian Neamtiu, and Michalis Faloutsos (2012). “Graph-
based Analysis and Prediction for Software Evolution”. In: International Conference on Soft-
ware Engineering. ICSE ’12. Zurich, Switzerland: IEEE Press, pp. 419–429. isbn: 978-1-4673-
1067-3. url: http://dl.acm.org/citation.cfm?id=2337223.2337273.
197
Biboudis, Aggelos, Nick Palladinos, George Fourtounis, and Yannis Smaragdakis (2015). “Streams
a la carte: Extensible Pipelines with Object Algebras”. In: European Conference on Object-
Oriented Programming, pp. 591–613. doi: 10.4230/LIPIcs.ECOOP.2015.591.
Bloch, Joshua (Jan. 2018). Effective Java. 3rd ed. Upper Saddle River, NJ, USA: Prentice Hall.
isbn: 978-0134685991.
Bodden, Eric (2010). “Efficient Hybrid Typestate Analysis by Determining Continuation-equivalent
States”. In: International Conference on Software Engineering. ACM, pp. 5–14. doi: 10.1145/
1806799.1806805.
Bordet, Simone (Aug. 20, 2018). Pull Request #2837 • eclipse/jetty.project. Webtide. url: http:
//git.io/JeBAF (visited on 10/20/2019).
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