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Abstract
Recently, many temporal query languages, such as TCAL and TQuel have been proposed
for temporal databases. However, there are still some limitations such as the inadequacy on
operating data with temporal elements and handling the semantics of time ‘NOW ’ in these tem-
poral query languages. After deﬁning a new temporal relational algebra, in this paper we build
a tuple calculus language based on gap-interval for temporal databases. This tuple calculus is
designed to support time query, non-time query, and general temporal query. In particular, the
semantics of time ‘NOW ’ is well implemented in this language; and the first temporal-normal-
form of relations under the extended operators is closure in our temporal query language.
Keywords: Temporal database, tuple calculus, query language, historical database, temporal
data model.
1 Introduction
Recently, many temporal query languages, such as TCAL [6] and TQuel [8] have been proposed. However,
there are still some limitations such as the inadequacy on operating data with temporal elements (or temporal
sets, or gap-intervals) [6] and handling the semantics of time ‘NOW ’ in these temporal query languages
[4, 13]. For this reason, S. Gadia suggested a temporal-element-based temporal tuple calculus language
TCAL [5, 6]; S. Zhang established a temporal-element-based N1NF temporal tuple calculus language and
temporal relational algebra [13], in which the uncertain time ‘NOW ’ was discussed in the relational algebraic
operators extended for incorporating a temporal dimension; the semantics of ‘NOW ’ in databases was
investigated in [4]; and other more general temporal models are in [2, 3, 9, 11, 14, 15]. A recent excellent
survey on previous researches in temporal databases can be found out in [10].
We have built a gap-interval calculus in [16, 17], which provides a new way of handling temporal problems.
Furthermore, we have designed a new temporal relational algebra in [18]. In this paper we build a tuple
calculus language based on gap-interval to eﬃciently model the temporal semantics of data. This calculus
is designed to support time query, non-time query, and general temporal query. Therefore, an user can be
interested in only the valid time of an object; or an user can be interested in only the non-time attributes
of an object; or an user can be interested in both the time and non-time data of an event. If a temporal
query language can support these three queries, it is a super extension of conventional database query
languages. In particular, the semantics of time ‘NOW ’ is well implemented in this language; and the first
temporal-normal-form of relations under the extended operators is closure in our temporal query language.
There are a lot of criteria for evaluating the expressive ability of historical relational languages in current
literature. For example, seven requirements of fundamental to capture the temporal data and determine the
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expressive power of a temporal query language are proposed in [10]. In our temporal data model, we adopt
the following requirements:
(1) The model should be capable of handling the uncertain time ‘NOW ’, i.e., there is one tuple at most
with the uncertain time ‘NOW ’ of an object in relations.
(2) The model should be capable of keeping the closure of temporal-normal-form of relations under ex-
tended operators.
This paper is organized as follows: In Section 2, we ﬁrst deﬁne some basic concepts of temporal data,
next we establish the calculus of gap-interval as a framework for temporal databases. The gap-interval can
simulate the operations of AND,OR, and NOT of temporal relationships in natural language. In Section 3,
we deﬁne several operations of coalescing value-equivalent tuples and 3 simple temporal data query forms.
In Section 4, two simple tuple calculus forms are established for convenience of describing the semantics
of 1TTC. In Section 5, we build a query language based on gap-interval for temporal databases in this
paper. This calculus is required to support time query, non-time query, and general temporal query. In
particular, the semantics of time ‘NOW ’ is well operated in this language; and the first temporal-normal-
form of relations under the extended operators is closure in our temporal query language. A summary of
this paper is showed in the last section.
2 Temporal Data Model
2.1 Time Model Based on Gap-interval
In 1984, Allen proposed a time world model of interval calculus [1]. The model divides temporal relationships
between two time intervals into thirteen possible relations, laying a foundation for interval reasoning of
temporal relationships. This has being used successfully in temporal databases for manipulating their time
relationships. Unfortunately, the interval can’t simulate the operations of AND,OR and NOT of temporal
relationships in natural languages [6].
On the other hand, many temporal database models, such as TCAL [6], NCT [10] and Lh [3] are
N1NF models, which require to support an ability of operating gap-interval time. To date, there has been
no framework for supporting gap-interval time. For this reason, we build a gap-interval-based time calculus
in this section.
There are many time models for temporal logics outlined in current literature. For example, time can
be discrete or dense, bounded or unbounded, and linear or branching. For convenience, we consider the
discrete linear temporal domain in this paper. We note that this is the model of time generally considered
by historical and temporal data models [7].
Suppose the universal of time is U = [0, NOW ] = {0, 1, 2, · · · , NOW}, ‘NOW ’ is the current time, and
∀t1, t2 ∈ U(t1 < t2 ∨ t1 = t2 ∨ t1 > t2).
Let I ⊆ U . If a ≤ b ≤ c ∧ a ∈ I ∧ c ∈ I −→ b ∈ I, then I is called a convex interval over U . Convex
intervals are not closed under union and complement. Hence, we cannot suﬃciently imitate the temporal
relationships of AND,OR,NOT of natural language with convex intervals [6].
Definition 1 Let P be the set of all convex intervals over U , with ∅ and U as its minimum and maximum
elements, respectively. For any n elements P1, P2, · · · , Pn ∈ P , and n < +∞, the union of P1, P2, · · · , Pn is
called a gap-interval (or a temporal element, or a temporal set) over U .
Definition 2 Let µ be a gap-interval over U ,
µ = {[im, jm] | 1 ≤ m ≤ k ∧ (∀n)(1 ≤ n < k
→ jn < in+1) ∧ [im, jm] ∈ P}
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or,
µ = [i1, j1] + [i2, j2] + · · ·+ [im, jm]
where, ‘+’ is the same as follows.
The above expression is a standardized temporal form (STF ), and first(µ) and last(µ) denote the
minimum and maximum time instant, respectively. For example, µ = [0, 2] + [8, 12] is in the STF , and
first(µ) = 0, last(µ) = 12. But γ = [5, 7] + [10, 14] + [13, 20] + [20, 25] is not in STF . It can be reduced
to in STF as γ = [5, 7] + [10, 25], and first(γ) = 5, last(γ) = 25. The gap-intervals are in STF without
speciﬁc declaration in this paper.
Suppose µ and γ be gap-intervals over U . Then the union and intersection of µ and γ are written as µ+γ
and µ ∗ γ, respectively, and the complement of µ, that is (U − µ), is written as −µ. Obviously, their results
are also gap-intervals. Convex interval is a special case of gap-intervals. Therefore, we have the following
property.
Property 1 Let G be a set of all gap-intervals over U , ∅ and U the minimum and maximum elements
respectively. Then G is a Boolean algebra under +, ∗, and − operators.
For example, let µ = [3, 8] + [14, 20] and γ = [5, 11] + [17, 28] + [32, 41]. Then
µ + γ = [3, 11] + [14, 28] + [32, 41],
µ ∗ γ = [5, 8] + [17, 20],
−µ = [0, 2] + [9, 13] + [21, NOW ].
Definition 3 Let G be a set of all gap-intervals over U . For µ, γ ∈ G, if ∀I ∈ µ(∃J ∈ γ∧ I ⊆ J), then
µ ⊆ γ. And µm = [first(µ), last(µ)] is called the minimum boundary interval.
For example, µ = [1, 3] + [8, 12] + [20, 32], γ = [0, 16] + [19, 50], µ ⊆ γ. And µm = [first(µ), last(µ)] =
[1, 32], γm = [first(γ), last(γ)] = [0, 50].
Definition 4 The gap-interval-based model of temporal data representation as,
〈EV ENT, µ〉
where, EV ENT is an event, µ is the time domain during which the EVENT is true, and µ is a gap-interval.
In order to support the capable of describing and incorporating a temporal dimension into the relational
models, we deﬁned the twenty diﬀerent possible relationships between two gap-intervals in [16, 17]. Allen [1]
pointed out that for given temporal relationships between every two events, an instant table was constructed
that all events consistently satisﬁed. For example, suppose I1, I2, I3 are three convex intervals, I1 < I2, and
I2 mi I3. Then by propagation rule, the possible relations between I1 and I3 are (I1 < I3) ∨ (I1oI3) ∨ (I1 m
I3). This constrained propagation can be directly extended to the gap-interval model. For instance, suppose,
µ1, µ2, and µ3 are three gap-intervals, µ1 < µ2 and µ2 mi µ3. Then the possible relations between µ1 and
µ3 are (µ1 < µ3) ∨ (µ1 o µ3) ∨ (µ1 m µ3) ∨ (µ1 s µ3) ∨ (µ1 do µ3) ∨ (µ1 dci µ3).
The gap-interval calculus is a soft algebra under operators of AND,OR, and NOT .
Theorem 1 (G,+, ∗) is the algebraic system by derived from (G,⊆). It satisﬁes the following rules.
(G1) idempotent law: µ + µ = µ, µ ∗ µ = µ.
(G2) commutativity law: µ + γ = γ + µ, µ ∗ γ = γ ∗ µ.
(G3) associativity law: (µ + γ) + θ = µ + (γ + θ), (µ ∗ γ) ∗ θ = µ ∗ (γ ∗ θ).
(G4) absorptive law: µ ∗ (µ + γ) = µ, µ + (µ ∗ γ) = µ.
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Proof: They can be proved directly by the properties of lattice algebra.

Theorem 2 Let (G,+, ∗,−) be a Boolean algebra, then it is a soft algebra. It satisﬁes idempotent law,
absorptive law and
(1) reinversion law: µ = −(−µ),
(2) ∅ ∗ µ = ∅, U + µ = U,
(3) duality law: −(µ + γ) = (−µ) ∗ (−γ),−(µ ∗ γ) = (−µ) + (−γ).
Proof: It can be arrived at directly according to the above theorems and lemma.

We have seen, gap-intervals have a more expressive power than intervals, and can be used to model the
data with gap-intervals.
2.2 A Temporal Database Model
For simplicity, most of the following deﬁnitions are cited from [6].
Definition 5 Let A be an Attribute, dom(A) = ∅ as its domain, and µ a gap-interval. A temporal assign-
ment ξ of A is a function from µ to dom(A) so that for every t ∈ µ, ξ(t) ∈ dom(A) and ∀t1 ∈ µ ∧ t2 ∈
µ(ξ(t1) = ξ(t2)).
In the following, we use ξ for the temporal domain of the temporal assignment ξ of the attribute A, and
|ξ| for the value of ξ, where |ξ| ∈ dom(A), i.e. ξ = 〈|ξ|, ξ〉. For convenience, we sometimes use ξ to denote ξ.
If ν is a gap-interval, we use ξ ↑ ν to denote the restrictions of ξ over ξ ∗ ν. It is a temporal assignment of
A as well.
Definition 6 Let ξ1, ξ2 be two temporal assignments of A.
(1) ξ1 = ξ2 iﬀ |ξ1| = |ξ2|
∧
ξ1 = ξ2;
(2) If ξ1 and ξ2 are agree, i.e. ∀t ∈ ξ1 ∗ ξ2(ξ1 ↑ [t, t] = ξ2 ↑ [t, t]), then ξ1
⋃
ξ2 is a general extension from
ξ1 and ξ2 to ξ1 + ξ2, which also is a temporal assignment of A.
(3) Assume µ = {t|t ∈ ξ1 ∗ ξ2
∧
(ξ1(t) = ξ2(t)}, we deﬁne ξ1
⋂
ξ2 as ξ1 ↑ µ(or ξ2 ↑ µ), and ξ1 − ξ2 as
ξ1 ↑ (ξ1 − µ).
For example, let A be Salary, ξ1 = 〈120, [2, 5]〉, ξ2 = 〈120, [3, 10]〉, ξ3 = 〈150, [8, NOW ]〉 be two temporal
assignments of A . Then,
ξ1 and ξ2 agree, and ξ1
⋃
ξ2 = 〈120, [2, 10]〉 is a general extension from ξ1 and ξ2 .
ξ2 and ξ3 disagree.
ξ1
⋂
ξ2 = 〈120, [3, 5]〉 , and ξ1 − ξ2 = 〈120, [2, 2]〉.
Definition 7 Suppose ξ1 and ξ2 are assignments of θ-comparable attributes A and B, respectively. We
deﬁne ξ1θξ2 = {t|t ∈ ξ1 ∗ ξ2
∧
(ξ1(t)θξ2(t)}.
Next, we discuss the concepts of tuple and relation in temporal database.
Definition 8 A temporal relation scheme R is a set of attributes as {A1, A2, · · · , An}, one of which may be
a temporal stamp T . A tuple over R is a mapping γ : R → dom(R) such that ∀X ∈ R(γ(X) ∈ dom(X). A
relation over temporal relation scheme R is a set of tuples over D. This relation is called temporal relation.
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A formal interpretation of a tuple is: a tuple x over R represents the valid time about attributes (in R)
of a real world object. If T ∈ R, then we assign a time-value to identify the fact that an object has the values
x(R − {T}) is true. In the following, x stands for x(T ), |x| for x(R − {T}). And for a temporal relation r,
r stands for r(T ), which is the living time of this relation, |r| for r(R− {T}). If T ∈ R, it is a conventional
database scheme, and x = ∅, |x| = x. For a gap-interval µ ∈ G, µ = µ.
Definition 9 Let r be a relation over temporal relation scheme R, µ, ν ∈ r two tuples. µ and ν are are
value-equivalent (written µ  ν) if and only if, for all A ∈ R, (A = T )⇒ (ν(A) = µ(A)).
Value-equivalent tuples are not allowed in a temporal relation, they must be coalesced. For example,
tuples “LIU, 1113, CLOTHES, [87, 90]” and “LIU, 1113, CLOTHES, [92, 93]” in r1 are value-equivalent.
The two tuples would be represented as “LIU, 1113, CLOTHES, [87, 90] + [92, 93]”.
Definition 10 A temporal database is a set of temporal relations.
In the temporal extension, where every tuple has a temporal stamp that represents the valid time of
occurrence of the attribute values in that tuple, each tuple cannot stand for a unique object. Associated
with every object there may be several tuples representing the complete valid time of its attributes. This
suggests that we must retain the object surrogate interpretation of the primary key (i.e., unique identiﬁer of
real world objects) and discard the notion of the primary key as a unique identiﬁer of tuples.
For the sake of convenience, we suppose there is no tuple with null-value in temporal databases. Now
we can strictly deﬁne the semantics of temporal relation.
Definition 11 Let R be a temporal database scheme. Given K ⊆ R is a set key over R, then relation r
over R is a ﬁnite set of non-null tuples over R such that:
(1) for each tuple τ in r and A ∈ R, τ(A) is single-valued;
(2) for ∀µ, ν ∈ r, if µ and ν are two diﬀerent tuples in r, then µ  ν.
Usually, a relation which satisﬁes the above two conditions is in the First Temporal Normal Form (1TNF).
Property 2 Assume r is a relation over the temporal database scheme R, for each time point t, r ↑ [t, t] =
{τ ↑ [t, t]|τ ∈ r} is a snapshot of r at t (or snapshot relation).
Definition 12 Let R be a temporal database scheme, r1 and r2 be two relation over R.
(1) for τ1, τ2 ∈ r1, τ1 and τ2 are agree if τ1(A) and τ2(A) are agree for ∀A ∈ R;
(2) r1 and r2 are agree if τ1 and τ2 are agree for ∀τ1 ∈ r1, τ2 ∈ r2.
3 Temporal Query Form
For query temporal databases, we would support three queries: (1) query time; (2) query non-time data; (3)
query temporal information. Before we discuss these queries, several needed operators are deﬁned.
Consider two relations r1 and r2 as listed below.
r1: Salary relation
Name Salary Department Valid time
ZHAN 113 SHOES [84, 85]
ZHAN 122 SHOES [92,NOW]
LIU 113 CLOTHES [87, 90]
LIU 113 CLOTHES [91, 93]
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r2: Salary relation
Name Salary Department Valid time
ZHAN 480 SHOES [94, NOW]
LIU 480 CLOTHES [94,NOW]
WANG 113 TOYS [87, 92]
WANG 122 TOYS [93, 93]
WANG 410 TOYS [94, NOW]
3.1 Several Operators
For query temporal databases, a temporal tuple calculus language (1TTC) will be proposed in this
paper. In order to tackle time well in such query languages, several needed temporal operators are
deﬁned in this section.
Let r be a temporal relation on scheme R with primary key K. Value-equivalent tuples are
not allowed in a temporal relation. They must be coalesced. For example, in r1, tuples ‘LIU,
1113, CLOTHES, [87, 90]’ and ‘LIU, 1113, CLOTHES, [92, 93]’ are value-equivalent. Such value-
equivalent tuples may occur in a relation when the relation is operated in such as ∨, ∧, and ¬.
In order to avoid this value-equivalence, the operations for querying temporal databases could
coalesce all value-equivalent tuples. We now deﬁne several types of coalescence operations on
value-equivalent tuples:
(1) Coalescence-PLUS (denoted by ⊕) on two value-equivalent tuples τ1 and τ2 is deﬁned as:
ν = τ1 ⊕ τ2 ⇔ (τ1  τ2) ∧ (ν  τ1)
∧ (ν(T ) = τ1(T ) + τ2(T )).
(2) Coalescence-MIN (denoted by ) on two value-equivalent tuples τ1 and τ2 is deﬁned as:
ν = τ1  τ2 ⇔ (τ1  τ2) ∧ (ν  τ1)
∧ (ν(T ) = τ1(T ) ∗ τ2(T )).
(3) Coalescence-MINUS (denoted by ) on two value-equivalent tuples τ1 and τ2 is deﬁned as:
ν = τ1  τ2 = ∅, if last(τ1(T )) ≤ first(τ2(T ));
= τ1  τ2 ⇔ (τ1  τ2) ∧ (ν  τ1)
∧ (ν(T ) = τ1(T )− τ2(T )), others.
3.2 Temporal Data Query
An expression of 1NF temporal tuple relation calculus (1TTC) as {target‖restriction conditions‖
objects}, where target is the query results, restriction conditions are satisﬁed by each element in
this target, and objects are the operated temporal databases.
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Time Query
If the result of a query is dealt with only time dimension, then this query is called time query. For
relation r1, the following queries are time queries.
Q1: What time did Liu work in CLOTHES department?
{t‖t ∈ overlineτ(T ) ∧ (τ ∈ r1 ∧ τ(Name) = Liu ∧ τ(Department) = CLOTHES)‖r1}
Q2: What time did Zhan earn salary at 113K?
{t‖t ∈ τ(T ) ∧ (τ ∈ r1 ∧ τ(Name) = Zhan ∧ τ(Salary) = 113)‖r1}
Non-time Query
If the result of a query is dealt with non-time data, then this query is called non-time query. For
relation r2, the following queries are non-time queries.
Q3: What departments did Liu work in?
{ρ‖ρ = τ(Department) ∧ (τ ∈ r2)‖r2}
Q4: What is the minimum salary that Wang earned?
{ρ‖ρ = min{τ(Salary)} ∧ (τ ∈ r2) ∧ (τ(Name) = Wang)‖r2}
General Temporal Query
If the result of a query is dealt with not only time or non-time data, but also temporal data, then
this query is called general temporal query. This means, the union of time query and non-time
query is a subset of general temporal query. For relation r1, the following queries are general
temporal queries.
Q5: What time did Zhan work in SHOES department?
{t‖t ∈ overlineτ(T ) ∧ (τ ∈ r1 ∧ τ(Name) = Zhan ∧ τ(Department) = SHOES)‖r1}
Q6: What departments did Liu work in?
{ρ‖ρ = τ(Department) ∧ (τ ∈ r1)‖r2}
Q7: What time and department did Zhan work in when Zhan earned salary at 122K?
{τ‖τ(Department, V alid time) = α(Department, V alid time)
∧ (α ∈ r1 ∧ α(Name) = Zhan ∧ α(Salary) = 122)‖r1}
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4 Two Possible Special Queries
For the convenience of describing the semantics of 1TTC, we ﬁrst present two simple tuple calculus
forms in this section.
4.1 Calculus for Time
Calculus for time (CT ) is used to query the time of objects in a temporal database. An expression
of calculus for temporal is as {t|ϕ(t)}, where t is a gap-interval time variable; ϕ is a temporal
formula.
Syntax of CT
Let C1, V1, P3 be the set of constants, the set of variables, and the set of predicates, respectively.
P1 = {UNION, INTERSECTION,SUBGI,DISOV ERLAP, · · ·}
where, UNION(µ, µ1, µ2) means µ is the union of µ1 and µ2, INTERSECTION(µ, µ1, µ2)
means µ is the intersection of µ1 and µ2, SUBGI(γ, µ) means γ is the sub-gap-interval of µ,
DISOV ERLAP (γ, µ) means γ and µ are two non-intersected gap-interval.
Definition 13 An atomic formula of CT is one of the following.
(1) ∀a ∈ C1, a is an atomic formula;
(2) ∀x ∈ V1, x is an atomic formula;
(3) π is a query expression (deﬁned in Section 5), π is an atomic formula;
Definition 14 A well formed formula (written as wﬀ) of CT is one of the following.
(1) Each atomic formula is a well formed formula of CT .
(2) If ψ1, ψ2, · · · , ψn are formulae, q ∈ P1 is an n-ary predicate, then q( ψ1, ψ2, · · · , ψn) is a
formula.
(3) If ψ1 and ψ2 are formulae, then ψ1θψ2 is a formulae, where θ ∈ {=,⊂}.
(4) If ψ1 and ψ2 are formulae, then ψ1⊗ψ2 is a formulae, where “⊗ ” is one of 20 relationships
in [14].
(5) If ψ1 and ψ2 are formulae, then ψ1 + ψ2, ψ1 − ψ2, ψ1 ∗ ψ2, and −ψ1 are formulae.
(6) If ψ is a formula, and x ∈ V1, then ∀x(ψ),∃x(ψ) are formulae.
Semantics of CT
Now, we can show the semantics of CT .
An interpretation of CT is a triple-tuple as I1 = 〈U, qT, TM〉, where,
(1) U = {0, 1, 2, · · · , NOW}. It is the domain of the semantics;
(2) qT is the set of relations over U ;
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(3) TM is a binary tuple as TM = 〈CTM,Mq〉, where CTM : C1 → U ; Mq : P1 → qT .
And CTM is a function that assigns a constant in U to each constant in C1. Its deﬁnition
is given as follows: if µ is a constant, then CTM(µ) is the set of real numbers denoted by µ.
For example, CTM([10, 18]) = [10, 18], CTM([4.1, 8.45] + [14.6, 25]) = [4.1, 8.45] + [14.6, 25].
Mq is a function which assigns a relation over R for each predicate of CT .
For simplicity, the domain of interpretation for a calculus object ψ is deﬁned relative to the set
2U , universe of atoms, and is denoted by domψ(U). Atoms take their values from 2U .
An interpretation of a constant c ∈ C1, denoted as Ic, is a member of 2U . An interpretation of
a predicate q ∈ P1, denoted as Iq, Iq ∈ domP1(U). A variable x is interpreted as a time instance,
denoted as Ix, Ix ∈ R. For well-formed formulae in CT , they are interpreted as true or false by
assigning interpretations to their constants, predicate symbols and free variables.
The following are the rules for the interpretation of formulae in CT .
(1) constant c is true if Ic = CTM(c).
(2) ∀x ∈ V1 is true if Ix = V TM(x).
(3) π is true if Iπ = Iπ.
(4) ψ1θψ2 is true if (ψ1θψ2)(I) = Iψ1θIψ2,
where θ ∈ {=,⊂}.
(5) ψ1 + ψ2 is true if (ψ1 + ψ2)(I) = Iψ1 + Iψ2 .
ψ1 ∗ ψ2 is true if (ψ1 ∗ ψ2)(I) = Iψ1 ∗ Iψ2 .
ψ1 − ψ2 is true if (ψ1 − ψ2)(I) = Iψ1 − Iψ2 .
−ψ1 is true if (−ψ1)(I) = −Iψ1 .
ψ1 ⊗ ψ2 is true if (ψ1 ⊗ ψ2)(I) = Iψ1 ⊗ Iψ2 .
(6) q(ψ1, ψ2, · · · , ψn) is true if q(ψ1, ψ2, · · · , ψn)(I) = q(Iψ1 , Iψ2 , · · · , Iψn).
(6) ∃x(ψ) is true if there is at least one assignment to x which makes ψ(x) true, i.e., ψ(x) is true
for at least one value of Ix.
∀x(ψ) is true if ψ(x) is true for any assignment to x.
An CT expression {t|ϕ(t)} where t is a free time variable and ϕ(t) is a well-formed formula.
An interpretation of this expression is the set of instances of t that satisfy the formula ϕ(t), i.e.,
an element of 2U .
For example, previous queries Q1, Q2, and Q5 are time queries.
4.2 Calculus for Non-Time
Calculus non-time (CNT ) is used to query the non-time information of objects in a temporal
database. An expression of calculus for non-temporal is as {α|ϕ(α)}, where α is a non-time variable;
ϕ is a non-temporal formula.
Let C2 be a constant set, V2 a variable set, and P2 a predicate set. They are the same as in
conventional tuple calculus.
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Definition 15 An atomic formula of CNT is one of the following.
(1) ∀a ∈ C2, a is an atomic formula;
(2) ∀x ∈ V2, x is an atomic formula;
(3) π is a query expression (deﬁned in Section 5), |π| is an atomic formula;
Definition 16 The deﬁnition of the well-formed formula in CNT is that:
(1) Each atomic formula is a well formed formula of CNT .
(2) If ψ1, ψ2, · · · , ψn are terms, and p ∈ P2 is an n-ary predicate, then p(ψ1, ψ2, · · · , ψn) is a
well-formed formula.
(3) If ψ1 and ψ2 are formulae, then ψ1θψ2 is a formulae, where θ ∈ {=, >}.
(4) If ψ1 and ψ2 are well-formed formulae, then ψ1 ∧ ψ2, ψ1 ∨ ψ2, and ¬ψ1 are well-formed
formulae.
(5) If x is a variable, and ψ a well-formed formula, then ∀x(ψ) and ∃x(ψ) are well-formed
formulae.
An interpretation of CNT is a 3-tuple I2 = 〈D, rP,MP 〉, where
(1) D = dom(R− {T}) is the semantics domain, where R is a temporal database scheme;
(2) rP is a set of relations over D;
(3) MP = 〈Mc,Mr〉 is a 2-tuple, where
Mc: C2 −→ D,
Mr: P2 −→ rP .
An variable assignment of CNT is a function V PM , where V PM : V P −→ D.
For simplicity, the domain of interpretation for a calculus object ψ is deﬁned relative to the set
D, universe of atoms, and is denoted by domψ(R− {T}). Atoms take their values from D.
An interpretation of a constant c ∈ C2, denoted as Ic, is a member of domc(R − {T}). An
interpretation of a predicate p ∈ P2, denoted as Ip, Ip ∈ domP2(R−{T}). A variable x is interpreted
as a non-time instance, denoted as Ix, and Ix ∈ domx(R − {T}), where domx(R − {T}) = L1 ×
L2 × · · · × Ln and n is the degree of x. Ix(i) denotes the ith component of the tuple that is the
interpretation of variable ρ. For well-formed formulae in CNT , they are interpreted as true or false
by assigning interpretations to their constants, predicate symbols and free variables.
The following are the rules for the interpretation of formulae in CNT .
(1) constant c is true if Ic = Mc(c).
(2) ∀x ∈ V2 is true if Ix = V PM(x).
(3) |π| is true if I|π| = |Iπ|.
(4) ψ1θψ2 is true if (ψ1θψ2)(I) = Iψ1θIψ2,
where θ ∈ {=, >}.
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(5) p(ψ1, ψ2, · · · , ψn) is true if p(ψ1, ψ2, · · · , ψn)(I) = p(Iψ1 , Iψ2 , · · · , Iψn).
(6) ψ1 ∧ ψ2 is true if (ψ1 ∧ ψ2)(I) = Iψ1 ∧ Iψ2 .
ψ1 ∨ ψ2 is true if (ψ1 ∨ ψ2)(I) = Iψ1 ∨ Iψ2 .
¬ψ1 is true if (¬ψ1)(I) = ¬Iψ1 .
(7) ∃x(ψ) is true if there is at least one assignment to x which makes ψ(x) true, i.e., ψ(x) is true
for at least one value of Ix.
∀x(ψ) is true if ψ(x) is true for any assignment to x.
An CNT expression {α|ϕ(α)} where α is a free non-time variable and ϕ(α) is a well-formed
formula. An interpretation of this expression is the set of instances of α that satisfy the formula
ϕ(α), i.e., an element of D.
For example, previous queries Q3 and Q4 are non-time queries.
5 General Tuple Calculus Language
To enrich the current work on temporal databases, we propose a tuple tuple relation calculus
language, called 1TTC in this section. And 1TTC ⊃ CT ∪ CNT . We ﬁrst give the well-formed
formulae of the language, followed by their interpretations and examples.
5.1 Symbols
• Predicates. Predicates are the same as that in well-known logics. We will use P,Q, P1, Q1, · · ·
to represent predicates, which is also used for a temporal relation instance in a temporal
database. Let PSET be the set of all predicates, which PSET ⊃ P1 ∪ P2.
• Variables. Let τ, ν, τ1, ν1, · · · represent tuple variables. A variable has the same scheme and
degree (arity) as the temporal relation scheme it is associated with. Variables may be indexed.
If τ is a variable, then τ(i) is an indexed variable where i is between 1 and the arity of τ .
τ(i) must be an atom. Let V SET be the set of all variables, which V SET ⊃ V1 ∪ V2.
• Constants. We will use a, b, c, · · · to represent the constant symbols. Each constant has a
scheme, an atom. Let CSET be the set of all constants, where CSET ⊃ C1 ∪ C2.
5.2 Well-Formed Formulae
We deﬁne an expression of 1NF temporal tuple relation calculus (1TTC) as {τ |φ(τ)}, where τ is
a tuple variable; φ is a temporal formula deﬁned as follows. Before we deﬁne well-formed formula
φ, we ﬁrst deﬁne atomic formulae.
Definition 17 An atomic formula is one of the following.
(1) each atomic formula f1 of CT is an atomic formula of 1TTC.
(2) each atomic formula f2 of CNT is an atomic formula of 1TTC.
(3) P (τ) is an atomic formula, where predicate P is a temporal relation name. P (τ) means
τ ∈ P , or τ is a tuple of P , or τ is an element of P .
11
(4) τ = ν(i) is an atomic formula, where τ is a attribute value of the projection ν(i) of tuple ν
over the ith attribute.
(5) aθτ(i), τ(i)θa, or τ(i)θν(i) are atomic formulae, where a is a constant, and θ is an arithmetic
comparator (=, >,⊂), where ⊂ is used for comparing time.
(6) τ(i) = {ν|φ′(ν)} is an atomic formula, φ′ is a formula with a variable τ ;
In the above atomic formulae, only P (τ) has independent signiﬁcance in formula φ. If others
present in formula φ, they must be with at least one atomic formula P (τ) as an operated object
(temporal database) in this formula φ. Such one more formulae attendance in a formula φ (called
a compound formula) is performed by logical connections: AND (∧), OR (∨) and NOT (¬).
However, such compound formulae would be dealt with the nature of time in order to hold the
temporal signiﬁcance. We ﬁrst deﬁne the simple well-formed formulae as follows.
Definition 18 A simple well-formed formula is one of the following.
(S1) For φ = φ1∧φ2, φ1 = P (τ) and φ2 = Q(τ), if the temporal signiﬁcance is held, then {τ |φ(τ)}
would be as
{τ |P (τ) ∧Q(τ)} = {τ |∃ν(P (ν)),∃γ(Q(γ))((τ  ν  γ)
∧(τ = ν  γ))}.
(S2) For φ = φ1∨φ2, φ1 = P (τ) and φ2 = Q(τ), if the temporal signiﬁcance is held, then {τ |φ(τ)}
would be as
{τ |P (τ) ∨Q(τ)} = {τ |(∃τ1P (τ1),∃τ2Q(τ2)(τ1  τ2) ∧ (τ = τ1 ⊕ τ2))
∨ (τP (τ) ∧ (∀τ ′Q(τ ′)(τ  τ ′)))
∨ (τQ(τ) ∧ (∀τ ′P (τ ′)(τ  τ ′)))}.
(S3) For φ = φ1 ∧ φ2, φ1 = P (τ) and φ2 = ¬Q(τ), if the temporal signiﬁcance is held, then
{τ |φ(τ)} would be as
{τ |P (τ) ∧ ¬Q(τ)} = {τ |(∃τ1P (τ1),∃τ2Q(τ2)(τ1  τ2) ∧ (τ = τ1  τ2))
∨ (τP (τ) ∧ (∀τ ′Q(τ ′)(τ  τ ′)))}.
(S4) For φ = φ1 ∧ φ2 ∧ · · · ∧ φk+1, φ1 = P (τ), φ2 = (τ(j1) = ν(i1)), φ3 = (τ(j2) = ν(i2)),
· · ·, φk = (τ(jk) = ν(ik)), φk+1 = (τ(T ) = ν(T )), if the temporal signiﬁcance is held, then
{τ |φ(τ)} would be as
{τ |P (ν) ∧ τ(jh) = ν(ih)τ(T ) = ν(T ) ∧ (1 ≤ h ≤ k}
= {τ |(τ = (α⊕ β ⊕ · · · ⊕ ν)(i1i2 · · · ikT )
∧ P (α) ∧ P (β) ∧ · · · ∧ P (ν)}.
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We now illustrate the use of (S2) and (S3) and deﬁne their new forms as follows.
Example 1 Suppose r3 and r4 are two temporal relations as follows.
r3: Salary relation
Name Salary Department Manager T
ZHAN 113 SHOES WU [84, 85]
ZHAN 122 SHOES WU [86,90]+[92,NOW]
LIU 113 CLOTHES TAN [87, 90]
LIU 122 CLOTHES TAN [91, 93]
r4: Salary relation
Name Salary Department Manager T
ZHAN 480 SHOES WU [94, NOW]
LIU 480 CLOTHES TAN [94,NOW]
WANG 113 TOYS MAO [87, 92]
WANG 122 TOYS MAO [93, 93]
WANG 410 TOYS ZHAO [94, NOW]
According to the above deﬁnitions, we have r3 = r1(τ) ∨ r2(τ) and r4 = r1(τ) ∧ ¬r2(τ) as
r5 = r3(τ) ∨ r4(τ)
Name Salary Department Manager T
ZHAN 113 SHOES WU [84, 85]
ZHAN 122 SHOES WU [86,90]+[92,NOW]
ZHAN 480 SHOES WU [94, NOW]
LIU 113 CLOTHES TAN [87, 90]
LIU 122 CLOTHES TAN [91, 93]
LIU 480 CLOTHES TAN [94,NOW]
WANG 113 TOYS MAO [87, 92]
WANG 122 TOYS MAO [93, 93]
WANG 410 TOYS ZHAO [94, NOW]
r6 = r3(τ) ∧ ¬r4(τ)
Name Salary Department Manager T
ZHAN 113 SHOES WU [84, 85]
ZHAN 122 SHOES WU [86,90]+[92,NOW]
LIU 113 CLOTHES TAN [87, 90]
LIU 122 CLOTHES TAN [91, 93]
We have seen from the above examples there is tuple ‘ZHAN, 122, SHOES, WU, [86, 90] + [92,
NOW]’ in both r3(τ) ∨ r4(τ) and r3(τ) ∧ ¬r4(τ). This disagrees with tuple ‘ZHAN, 480, SHOES,
WU, [94, NOW]’ in r3(τ) ∨ r4(τ). On the other hand, the time [92, NOW ] of the tuple ‘ZHAN,
122, SHOES, [92,NOW]’ in r3(τ) ∧ ¬r4(τ) should be replaced with [92, 93], using the information
in r4 in the temporal extended diﬀerence. In order to bring this information into operation, we’ll
use a special procedure to deal with time ‘NOW ’ in the next subsection. As mentioned in the
above section, ZHAN has two disagree records: ‘ZHAN, 122, SHOES, WU, [86,90]+[92,NOW]’ and
‘ZHAN, 480, SHOES, WU, [94, NOW]’. This is caused by the uncertainty of time ‘NOW ’. There
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is the same problem for r4. Hence, temporal relation operators must have the ability of handling
time ‘NOW ’. This is an important diﬀerence of time from the other attributes. That is, we can
not simply take time as an attribute of a traditional database for the dynamic simulation of the
real world. Certainly, there are many other properties which make temporal databases diﬀerent to
traditional databases.
Research into the above problems in r5 and r6 have been noted in [13]. We pointed out in the
ﬁrst that a temporal query language ought to have this ability of handling time ‘NOW ’. This is
one of main features distinguishing our temporal model from others’.
We now redeﬁne temporal relation operators “vee” onr3(τ) and r4(τ), and ‘∧’ on r3(τ) and
¬r4(τ) as follows, according to the above discussions such that data in resultant relations agree.
Let P and Q be two relations over database scheme R = R1R2 · · ·Rn. K is a key set of R.
A = R−K is non-key set of R. Suppose too that the tuples between P and Q agree. We deﬁne,
{τ |P (τ) ∨Q(τ)} = {τ |(∃τ1P (τ1),∃τ2Q(τ2)(τ1  τ2) ∧ (τ = τ1 ⊕ τ2))
∨ (∃τ1P (τ1),∃τ2Q(τ2)((∀K ′ ∈ K(r1(K ′) = τ2(K ′))
∧ (last(τ1(T )) = last(τ2(T )) = “NOW ′′)
∧ (((first(τ1(T ))) < first(τ2(T ))) ∧ (last(τ1(T ))
= first(τ2(T ))− 1)) ∨ (first(r1(T ))) > first(τ2(T )))
∧ (last(τ2(T )) = first(τ1(T ))− 1))
∨ (P (τ) ∧ (∀τ ′Q(τ ′)(τ  τ ′)))
∨ (Q(τ) ∧ (∀τ ′P (τ ′)(τ  τ ′)))}.
{τ |P (τ) ∧ ¬Q(τ)} = {τ |(∃τ1P (τ1),∃τ2Q(τ2)(τ1  τ2) ∧ (τ = τ1  τ2)
∨ (∃τ1P (τ1),∃τ2Q(τ2)((∀K ′ ∈ K(r1(K ′) = τ2(K ′))
∧ (last(τ1(T )) = last(τ2(T )) = “NOW ′′)
∧ (((first(τ1(T ))) < first(τ2(T ))) ∧ (last(τ1(T )) = first(τ2(T ))− 1)))
∨ (P (τ) ∧ (∀τ ′Q(τ ′)(τ  τ ′)))}.
Note that in the above deﬁnition of ‘∨’, we discuss only the situations of the form: ‘first(τ1(T ))
< first(τ2(T ))’ and ‘first(τ1(T )) > first(τ2(T ))’. This is because P and Q agree in supposition,
i.e. ‘first(τ2(T )) = first(τ2(T ))’ is impossible.
Example 2 For the previous example, we can be computed in the above new deﬁnitions as follows.
r7 = r3(τ) ∨ r4(τ)
Name Salary Department Manager T
ZHAN 113 SHOES WU [84, 85]
ZHAN 122 SHOES WU [86,90]+[92,93]
ZHAN 480 SHOES WU [94, NOW]
LIU 113 CLOTHES TAN [87, 90]
LIU 122 CLOTHES TAN [91, 93]
LIU 480 CLOTHES TAN [94,NOW]
WANG 113 TOYS MAO [87, 92]
WANG 122 TOYS MAO [93, 93]
WANG 410 TOYS ZHAO [94, NOW]
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r8 = r3(τ) ∧ ¬r4(τ)
Name Salary Department Manager T
ZHAN 113 SHOES WU [84, 85]
ZHAN 122 SHOES WU [86,90]+[92,93]
LIU 113 CLOTHES TAN [87, 90]
LIU 122 CLOTHES TAN [91, 93]
We have seen from the above example, the results obtained in the new deﬁnitions are well
operated on the semantics of ‘NOW’.
We can then deﬁne the general well-formed formulae φ.
Definition 19 We deﬁne a well-formed formulae φ recursively as follows:
(1) each atomic formula is a formula;
(2) each formula ψ1 of CT is an formula of 1TTC.
(3) each formula ψ2 of CNT is an formula of 1TTC.
(4) if φ1 and φ2 are formulae, then φ1 ∧ φ2, φ1 ∨ φ2, and ¬φ1 are formulae;
(5) if φ is a formula, then ∀ν(φ), ∃ν(φ) are formulae;
Note that 1TTC is allowed to use {ν|¬(ν ∈ r)}. Therefore, 1TTC must satisfy the safe
constraint conditions. Apparently, the above deﬁnition of φ is the same as that in conventional
tuple calculus languages. So, the safe constraint conditions of 1TTC are the same as ones of
conventional tuple calculus languages.
5.3 Semantics of 1TTC
Let W = 2R be the power set of R, dom(W ) = {a|a ∈ dom(A) ∧ A ∈ W}, where R is a temporal
database scheme.
Definition 20 An interpretation of 1TTC is a 5-tuple as I = 〈R, dom(W ), P r, rR,MM〉,
where,
(1) R is the universe of 1TTC;
(2) dom(W ) is the domain of the semantics of 1TTC;
(4) rR is the set of temporal relations over R;
(5) MM is a binary tuple as MM = 〈CM,PM〉, where,
CM : CSET → dom(W );
PM : PSET → rR.
where CM is a function that assigns a constant in dom(W ) to each constant in CSET , and PM
is a function which assigns a temporal relation over R for each predicate of 1TTC.
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For simplicity, the domain of interpretation for a calculus object ψ is deﬁned relative to the set
dom(W ), universe of atoms, and is denoted by domψ(R). Atoms take their values from dom(W ).
An interpretation of a constant a ∈ CSET , denoted as Ia (it is sometimes written as a(I)), is
a member of doma(R), where doma(R) = dom(W ). An interpretation of a predicate P ∈ PSET ,
denoted as IP (sometimes as P (I)), is a relation instance, and IP ∈ domP (R). A variable τ is
interpreted as a tuple instance, denoted as Iτ (sometimes as τ(I)), and Iτ ∈ domτ (R), where
domτ (R) = L1 × L2 × · · · × Lm and m is the degree of τ . Iτ (i) denotes the ith component of
the tuple that is the interpretation of variable τ . For well-formed formulae in 1TTC, they are
interpreted as true or false by assigning interpretations to their constants, predicate symbols and
free variables.
The following are the rules for the interpretation of formulae in 1TTC.
(1) f1 is true if (f1)(I) = (f1)(I1), where I1 is an interpretation of CT .
(2) f2 is true if (f2)(I) = (f2)(I2), where I2 is an interpretation of CNT .
(3) ψ1 is true if (ψ1)(I) = (ψ1)(I1).
(4) ψ2 is true if (ψ2)(I) = (ψ2)(I2).
(5) P (τ) is true if Iτ ∈ IP .
(6) τ = ν(i) is true if Iτ = Iν(i).
(7) aθτ(i) is true if IaθIτ (i);
τ(i)θa is true if Iτ (i)θIa;
or τ(i)θν(i) is true if Iτ (i)θIν(i);
where (θ ∈ {=, >,⊂}.
(8) P (τ) ∧Q(τ) is true if
(P (τ) ∧Q(τ))(I) = IP (τ) ∧ IQ(τ) = {β|(β =
Iν ⊗ Iγ) ∧ (Iν ∈ IP ) ∧ (Iγ ∈ IQ) ∧ (Iν  Iγ)}.
(9) P (τ) ∨Q(τ) is true if
(P (τ) ∨Q(τ))(I) = IP (τ) ∨ IQ(τ)
= {β|(((β = Iν  Iγ) ∧ (Iν ∈ IP ) ∧ (Iγ ∈ IQ) ∧ (Iν  Iγ))
∨(β ∈ IP ) ∨ (β ∈ IQ))}.
(10) P (τ) ∧ ¬Q(τ) is true if
(P (τ) ∧ ¬Q(τ))(I) = IP (τ) ∧ ¬IQ(τ)
= {β|(((β = Iν  Iγ) ∧ (Iν ∈ IP ) ∧ (Iγ ∈ IQ) ∧ (Iν  Iγ))
∨ (β ∈ IP ∧ β ∈ IQ))}.
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(11) P (ν) ∧ (τ(j1) = ν(i1)) ∧ (τ(j2) = ν(i2)) ∧ · · · ∧ (τ(jk) = ν(ik)) ∧ (τ(T ) = ν(T )) is true if
(P (ν) ∧ (τ(j1) = ν(i1)) ∧ (τ(j2) = ν(i2)) ∧ · · · ∧ (τ(jk) = ν(ik)) ∧ (τ(T ) = ν(T )))(I)
= IP (ν) ∧ (Iτ (j1) = |ν(i1)) ∧ · · · ∧ (Iτ (jk) = Iν(ik)) ∧ (Iτ (T ) = Iν(T )))
= {β|(β = (Iα ⊕ Iβ ⊕ · · · ⊕ Iν)[i1i2 · · · ikT ]
∧ (Iα ∈ IP ) ∧ (Iβ ∈ IP ) ∧ · · · ∧ (Iν ∈ IP )
∧ (Iα  Iβ  · · ·  Iν)[i1i2 · · · ikT ]}.
(12) φ1 ∧ φ2 is true if (φ1 ∧ φ2)(I) = φ1(I) ∧ φ2(I).
φ1 ∨ φ2 is true if (φ1 ∨ φ2)(I) = φ1(I) ∨ φ2(I).
¬φ1 is true if (¬φ1)(I) = ¬φ1(I).
(13) ∃τ(φ) is true if there is at least one assignment to τ which makes φ(τ) true, i.e., φ(τ) is true
for at least one value of Iτ .
∀τ(φ) is true if φ(τ) is true for any assignment to τ .
(14) τ(i) = {ν|φ′(ν)} is satisﬁed (made true) by the interpretations Iν , Iτ of its free variable if
the following condition is met: Iτ (i) equals the set of assignments Iν satisfying φ′(ν) for
the interpretation Iν . If there are no such tuples Iν , and Iτ (i) is empty, then this formula
evaluates to false. In other words, the set constructor formula does not create an empty set.
An 1TTC expression {τ |φ(τ)} where τ is a free variable with arity k and φ(τ) is a well-formed
formula. An interpretation of this expression is the set of instances of τ that satisfy the formula
φ(τ), i.e., an element of domτ (R).
5.4 Examples
We have seen, our temporal tuple calculus language is not only satisfying the temporal restrictions,
but can also approximately query probabilistic databases. We now illustrate the use of 1TTC using
previous SHOOT relation.
For previous relations, let K = {Name}, we demonstrate the use of our tuple calculus language
with the following queries.
Q8: What are the name, manager and time of each employee in relation r4?
{τ | τ = (α⊕ β ⊕ · · · ⊕ ν)(Name,Manager, T )
∧ r4(α) ∧ r4(β) ∧ · · · ∧ r4(ν)}
The answer to Q8 is as follows.
Name Manager T
ZHAN WU [94, NOW]
LIU TAN [94,NOW]
WANG MAO [87, 93]
WANG ZHAO [94, NOW]
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Q9: Find the name, salary, and time of employee LIU when MAO is the manager of employee
WANG in relation r7?
{τ | ((µWANGMAO
= α1(T ) + α2(T ) + · · ·+ αk(T ))
∧ (r7(α1) ∧ (r7(α2) ∧ · · · ∧ (r7(αk))
∧ (1 ≤ i ≤ k) ∧ (αi(Name) = WANG) ∧ (αi(Manager) = MAO))
∧ (∃ν(r7(ν) ∧ (ν(Name) = LIU) ∧ (ν(T ) ∗ µWANGMAO = ∅)
∧ (τ(Name) = ν(Name)) ∧ (τ(Salary) = ν(Salary))
∧ (τ(T ) = ν(T ) ∗ µWANGMAO))}.
The answer to Q9 is as follows.
Name Salary T
LIU 113 [87, 90]
LIU 122 [91, 93]
Q10: List the name, salary, department, and manager of each employees in relation r7?
{τ | (∀ν(r7(ν)))
∧ (τ(Name) = ν(Name)) ∧ (τ(Salary) = ν(Salary))
∧ (τ(Department) = ν(Department)) ∧ (τ(Manager) = ν(Manager))}.
The answer to Q10 is as follows.
Name Salary Department Manager
ZHAN 113 SHOES WU
ZHAN 122 SHOES WU
ZHAN 480 SHOES WU
LIU 113 CLOTHES TAN
LIU 122 CLOTHES TAN
LIU 480 CLOTHES TAN
WANG 113 TOYS MAO
WANG 122 TOYS MAO
WANG 410 TOYS ZHAO
We have seen, our tuple calculus can support time query, non-time query, and general temporal
query. In particular, the semantics of time ‘NOW ’ is well operated in this language. In fact, the
first temporal-normal-form of relations under the extended operators is closure in our temporal
query language. Next we will present the following theorem.
Theorem 3 The First Temporal Normal Form is a closure under our extended operations for
temporal databases.
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Proof: It can be gained directly from the above deﬁned extension operators.

Theorem 4 Our temporal query language (1TTC) can support three possible query applications:
time query, non-time query, and temporal query.
Proof: It can be gained directly from the above deﬁned operations for temporal databases.

6 Conclusion
Temporal database models are required to support ability to handle data with a temporal element
(or temporal set, or gap-interval). However, up to now, there has not been any tool for determining
the temporal-element calculus. It is not adequate for the temporal element to cite interval calculus
methods. To eﬃciently model the temporal semantics of data, we build a query language based on
gap-interval for temporal databases in this paper. This calculus can support time query, non-time
query, and general temporal query. In particular, the semantics of time ‘NOW ’ is well operated
in this language, and the first temporal-normal-form of relations under the extended operators is
closure. The keys of this paper is as follows.
• It suggests two criteria for temporal databases. One is that the uncertain time ‘NOW ’
should be noticed in extending the relational algebraic operators for incorporating a temporal
dimension; the other is the closure of temporal-normal-form of relations under extended
operators. In particular, it thinks that value-equivalent tuples are not allowed in a temporal
relation, they must be coalesced.
• Deﬁned the operations of coalescing value-equivalent tuples.
• For the convenience of describing the semantics of 1TTC, two simple tuple calculus forms are
proposed.
• A gap-interval-based 1NF temporal tuple calculus language and its semantics is investigated.
Indeed, this calculus can support time query, non-time query, and general temporal query.
In particular, the semantics of time ‘NOW ’ is well operated in this language, and the first
temporal-normal-form of relations under the extended operators is closure.
Future work on gap-interval-based temporal data models will include, in the main, the gap-
interval-based logic and deductive methods on temporal databases. We will describe a logic for
supporting the semantics of temporal data. We are also going to deﬁne some basic concepts for
deductive temporal databases.
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