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1. Introduction
If X, Y are classical random variables, the covariance, with respect to the density p, is deﬁned as
Covp(X, Y ) := Ep(XY ) − Ep(X)Ep(Y ).
For the covariance matrix of a random vector (X1, . . . , Xn) one has
det
{
Covp(X j, Xk)
}
 0. (1.1)
The determinant of the covariance matrix that appears in this inequality is known as the generalized variance.
In quantum mechanics self-adjoint operators (observables) correspond to random variables. Fix a state (density matrix) ρ
and deﬁne A0 := A − Tr(ρA) · I , for a self-adjoint matrix A. Deﬁne also the left and right multiplication operators as
Lρ(A) := ρA, Rρ(A) := Aρ . In this context, one usually introduces a symmetrized quantum analogue of covariance, with
respect to the state ρ , setting, for self-adjoint A, B ,
Covρ(A, B) := 1
2
Tr
(
ρ(AB + B A))− Tr(ρA) · Tr(ρB) = Tr(1
2
(Lρ + Rρ)(A0)B0
)
. (1.2)
The above deﬁnition makes use of the arithmetic mean of the superoperators Lρ, Rρ , that is, 12 (Lρ + Rρ).
This remark suggests that (as usual in the quantum setting) there are many candidates for the deﬁnition of quantum
covariance. Indeed, let us consider the Kubo–Ando theory of operator means. Let Fop be the family of symmetric normalized
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g ∈ Fop via the formula
mg(A, B) := A 12 g
(
A−
1
2 B A−
1
2
)
A
1
2 ,
where A, B are positive operators. Note that Lρ and Rρ are positive (super) operators and, therefore, one can consider the
mean mg(Lρ, Rρ) for an arbitrary g ∈ Fop . Following [7,17] we deﬁne the quantum g-covariance as
Covgρ(A, B) := Tr
(
mg(Lρ, Rρ)(A0)B0
)
. (1.3)
Note that, if g(x) = 12 (x+ 1), mg is the arithmetic mean and the above deﬁnition reduces to deﬁnition (1.2).
From the classical point of view, that is, in the commuting case, all g-covariances reduce to the classical covariance. Only
in the quantum setting one may hope to distinguish the various g-covariances. In principle there is no “quantum” reason to
prefer, for example, the “arithmetic” covariance (1.2) with respect to the “harmonic” covariance
Covharρ (A, B) := Tr
((
2
(
L−1ρ + R−1ρ
)−1)
(A0)B0
)
,
where by deﬁnition L−1ρ (A) := ρ−1A, R−1ρ (A) := Aρ−1 (we assume that ρ is positive and therefore invertible).
Using the “usual” quantum covariance (1.2), and the commutator of two observables (given by [A, B] := AB − B A) one
may actually formulate the standard uncertainty principle in its more general form, which is due to Robertson (see [19,21]):
for an arbitrary number of observables A1, . . . , AN
det
{
Covρ(A j, Ak)
}
 det
{
− i
2
Tr
(
ρ[A j, Ak]
)}
. (1.4)
Therefore the uncertainty principle gives a non-trivial bound for the (quantum) generalized variance in terms of com-
mutation relations. Is the above discussed uncertainty relation typical of the “usual” quantum covariance? Should that be
the case, we would have some evidence to prefer the “arithmetic” quantum covariance with respect to the other quantum
covariances.
In this paper we shall prove the following inequality
det
{
Covgρ(A j, Ak)
}
 det
{−i · g(0) · Tr(ρ[A j, Ak])}, (1.5)
for all g ∈ Fop . When g(x) = 12 (x+ 1) the above inequality reduces to the standard uncertainty principle.
Moreover we show that the constant g(0) is the best constant one can have in inequality (1.5) in the sense that, if one
substitutes k > g(0) for g(0) in the above result, then the inequality is false.
Therefore one can have non-trivial uncertainty relations of the form (1.4) only for regular quantum covariances namely
for those covariances associated to operator monotone functions g such that g(0) > 0.
Using (1.5) we compare the different g-covariances and ﬁnd that the usual one gives the best inequality.
The standard uncertainty principle has actually a number of drawbacks and several alternative uncertainty principles
have been proposed in the literature, such as the entropic uncertainty principle. One drawback of (1.4) is that its right-hand
side is zero whenever N is odd, because the matrix {− i2 Tr(ρ[A j, Ak])} is antisymmetric.
A different kind of uncertainty principle that does not have this inconvenience has been recently proved (see [1,2,7–11,
13,15,16,22] and references therein). Fundamental to this purpose is the classiﬁcation theorem showing that to each f ∈ Fop
one can associate a Riemannian metric on the tangent space of the manifold of faithful states by the formula
〈A, B〉ρ, f := Tr
(
m f (Lρ, Rρ)
−1(A)B
)
.
These Riemannian metrics are quantum analogues of Fisher information because they contract under coarse graining.
Indeed classical Fisher information is the only Riemannian metric on probability densities with this property (Chentsov
uniqueness theorem, see [4]).
For an arbitrary number of observables A1, . . . , AN one has
det
{
Covρ(A j, Ak)
}
 det
{
f (0)
2
〈
i[ρ, A j], i[ρ, Ak]
〉
ρ, f
}
. (1.6)
The inequality (1.6) is known as the dynamical uncertainty principle because in (1.6) the bound for the quantum general-
ized variance measures, in some sense, the difference among the quantum trajectories generated by the different observables
A1, . . . , AN . Moreover, inequality (1.6) gives a non-trivial bound also for N odd, and it is the ﬁrst result of this type in the
literature [9].
Recently it has been proved [7] that also the dynamical uncertainty principle holds true (with due modiﬁcations) for an
arbitrary g-covariance. Indeed one has
det
{
Covgρ(A j, Ak)
}
 det
{
f (0) · g(0) · 〈i[ρ, A j], i[ρ, Ak]〉ρ, f }. (1.7)
for all g, f ∈ Fop .
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mation).
The dynamical uncertainty relation (1.6) is just a particular case of the above inequality, by taking g(x) = 12 (x + 1). In
this paper we show how to obtain at the same time the uncertainty relations (1.5) and (1.7).
Because of the importance of unbounded operators in quantum mechanics it is clear that, for uncertainty relations, the
matrix case is an important but preliminary step. Therefore we prove all the inequalities in a von Neumann algebra context,
completing the work we did in our paper [10].
However, to make the paper and its results understandable to the largest possible audience (and also for the sake of
clarity), we keep a preliminary section where the main results are discussed simply in the matrix case.
2. Operator monotone functions
Let Mn := Mn(C) (resp. Mn,sa := Mn,sa(C)) be the set of all n×n complex matrices (resp. all n×n self-adjoint matrices),
endowed with the Hilbert–Schmidt scalar product 〈A, B〉 = Tr(A∗B). Let Dn be the set of strictly positive elements of Mn
and D1n ⊂ Dn be the set of strictly positive density matrices, namely D1n = {ρ ∈ Mn | Trρ = 1, ρ > 0}. If it is not otherwise
speciﬁed, from now on we shall treat the case of faithful states, namely ρ > 0.
A function f : (0,+∞) → R is said to be operator monotone (increasing) if, for any n ∈ N, and A, B ∈ Mn such that
0 A  B , the inequalities 0 f (A) f (B) hold. An operator monotone function is said to be symmetric if f (x) = xf (x−1)
and normalized if f (1) = 1.
Deﬁnition 2.1. Fop is the class of functions f : (0,+∞) → (0,+∞) such that
(i) f (1) = 1,
(ii) t f (t−1) = f (t),
(iii) f is operator monotone.
Example 2.2. Examples of elements of Fop are given by the following list
fRLD(x) := 2x
x+ 1 , fWY(x) :=
(
1+ √x
2
)2
,
fSLD(x) := 1+ x
2
, fWYD(β)(x) := β(1− β) (x− 1)
2
(xβ − 1)(x1−β − 1) , β ∈
(
0,
1
2
)
.
Remark 2.3. The subscripts have their origin from the names of the different quantum Fisher informations associated to
the above functions. So that SLD stays for Symmetric Logarithmic Derivative, RLD for Right Logarithmic Derivative, WY for
Wigner–Yanase and WYD for Wigner–Yanase–Dyson metric (see [17,8]).
Remark 2.4. Any f ∈ Fop satisﬁes
2x
1+ x  f (x)
1+ x
2
, ∀x > 0.
We need a different lower bound. To this purpose, for f ∈ Fop deﬁne f (0) := limx→0 f (x). Note that the limit exists
because of monotonicity of the function f .
Lemma 2.5. For any f ∈ Fop and x 0, f (0)(1+ x) f (x) 12 (1+ x).
Proof. Let x ∈ [0,+∞). Since f is concave (see e.g. [3]), and f (s) = sf (s−1), for any t > x we have f (x) f (0) + f (t)− f (0)t ·
x = f (0) + ( f (t−1) − f (0)t )x. Letting t → +∞, we obtain the thesis. 
Remark 2.6. Obviously, f (0) is optimal in Lemma 2.5, namely the inequality k(1+ x) f (x) is false if k > f (0).
In order to state the main results, we introduce the following further deﬁnitions. We say that a function f ∈ Fop is
regular iff f (0) > 0 and correspondingly not regular iff f (0) = 0 (see [11,6]).
Deﬁnition 2.7. We introduce the sets
F rop :=
{
f ∈ Fop
∣∣ f (0) > 0}, Fnop := { f ∈ Fop ∣∣ f (0) = 0}.
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Proposition 2.8. (See [6].) For f ∈ F rop and x> 0, set
f˜ (x) := 1
2
[
(x+ 1) − (x− 1)2 f (0)
f (x)
]
;
then, f˜ ∈ Fnop , and the map f ∈ F rop → f˜ ∈ Fnop is a bijection.
Remark 2.9. Observe that f˜ SLD = fRLD , and f˜RLD = fSLD , so that f˜ SLD  f˜  f˜RLD , for any f ∈ Fop .
In Kubo–Ando theory of matrix means [14] one associates a mean to each operator monotone function f ∈ Fop by the
formula
m f (A, B) := A 12 f
(
A−
1
2 B A−
1
2
)
A
1
2 ,
where A, B ∈ Dn .
3. The standard and dynamical uncertainty relations for an arbitrary g-covariance: matrix case
In this section we prove inequality (1.5) in the matrix case. In the following, we use the notation sld(x) = 12 (1+ x), x> 0,
instead of fSLD(x).
Deﬁnition 3.1. For any A, B ∈ Mn,sa , ρ ∈ D1n , and any f ∈ Fop , we set A0 := A − Tr(ρA) · I , B0 := B − Tr(ρB) · I , and deﬁne
the bilinear forms
Cov fρ(A, B) := Tr
(
m f (Lρ, Rρ)(A0)B0
)
,
I fρ(A, B) := Covsldρ (A, B) − Cov f˜ρ(A, B).
Remark 3.2.
(i) Observe that Covsldρ (A, B) = Covρ(A, B).
(ii) We give the above deﬁnition to conform to [2]: in [10] and in several previous papers the notation Corr fρ(A, B) was
used instead of I fρ(A, B).
We now prove some key inequalities between quadratic forms that will allow us to compare the uncertainty principles
based on different quantum g-covariances.
Proposition 3.3. Let A ∈ Mn,sa, and f , g ∈ F rop be such that f˜  g˜. Then
(i) Covsldρ (A, A) 12 f (0) Cov
f
ρ(A, A) 12g(0) Cov
g
ρ(A, A),
(ii) Isldρ (A, A) I
f
ρ(A, A) I gρ(A, A).
Proof. (i) Observe that f˜  g˜ ⇐⇒ f (0)f (t)  g(0)g(t) ⇐⇒ f (t)f (0)  g(t)g(0) (see [8, Proposition 5.3]). Moreover, Lρ and Rρ com-
mute (as operators on the Hilbert space (Mn,sa,Tr)), so that 1f (0)m f (Lρ, Rρ) 
1
g(0)mg(Lρ, Rρ). Hence,
1
2 f (0) Cov
f
ρ(A, A) 
1
2g(0) Cov
g
ρ(A, A). Moreover, s˜ld(t) = 2t1+t  f˜ (t). Therefore,
Covsldρ (A, A)
1
2 f (0)
Cov fρ(A, A). (3.1)
(ii) From s˜ld f˜ and reasoning as in (i), the result follows easily. 
Theorem 3.4 (Standard uncertainty principle). For any N ∈ N, A1, . . . , AN ∈ Mn,sa, and any g ∈ F rop we have
(i) det{ 12g(0) Covgρ(A j, Ak)} j,k=1,...,N  det{− i2 · Tr(ρ[A j, Ak])} j,k=1,...,N ,
(ii) the smallest value of the left-hand side in (i) is obtained for g = sld.
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vector. Then, from Proposition 3.3(i), we get
1
2g(0)
Covgρ(t1A1 + · · · + tn An, t1A1 + · · · + tn An) Covsldρ (t1A1 + · · · + tn An, t1A1 + · · · + tn An)
⇐⇒ 1
2g(0)
〈{
Cov fρ(A j, Ak)
}
jk
t,t 〉 〈{Covsldρ (A j, Ak)} jkt,t 〉
⇒ det
{
1
2g(0)
Covgρ(A j, Ak)
}
j,k=1,...,N
 det
{
Covsldρ (A j, Ak)
}
j,k=1,...,N .
Using inequality (1.4), we obtain
det
{
1
2g(0)
Covgρ(A j, Ak)
}
j,k=1,...,N
 det
{
Covsldρ (A j, Ak)
}
j,k=1,...,N  det
{
− i
2
· Tr(ρ[A j, Ak])
}
j,k=1,...,N
. 
Theorem 3.5 (Dynamical uncertainty principle). For any N ∈ N, A1, . . . , AN ∈ Mn,sa, and any f ∈ Fop , g ∈ F rop , we have
det
{
1
2g(0)
Covgρ(A j, Ak)
}
j,k=1,...,N
 det
{
I fρ(A j, Ak)
}
j,k=1,...,N .
The smallest gap between the two sides of the previous inequality is obtained when g = f = sld.
Proof. Let us ﬁrst observe that, for any A ∈ Mn,sa ,
1
2g(0)
Covgρ(A, A)
(3.1)
 Covsldρ (A, A) Isldρ (A, A) I
f
ρ(A, A),
where the last inequality follows from Proposition 3.3(ii). The theorem follows from reasoning as in [2] (p. 137), as detailed
in the proof of Theorem 3.4. 
Remark 3.6.
(1) Note that the optimality of the constant g(0) in the above inequalities derives directly from Remark 2.6.
(2) The inequalities in Theorems 3.4 and 3.5 can be written equivalently as
det
{
Covgρ(A j, Ak)
}
j,k=1,...,N  det
{−i · g(0) · Tr(ρ[A j, Ak])} j,k=1,...,N ,
det
{
Covgρ(A j, Ak)
}
j,k=1,...,N  det
{
2g(0)I fρ(A j, Ak)
}
j,k=1,...,N .
(3) For g = sld the inequality in Theorem 3.4(i) reduces to the standard uncertainty principle in Robertson form.
(4) The inequality (1.7) is a consequence of Theorem 3.5 and of the following equality [8]
f (0) · 〈i[ρ, A], i[ρ, B]〉
ρ, f = 2I fρ(A, B).
4. The standard and dynamical uncertainty relations for an arbitrary g-covariance: von Neumann algebra case
Let M be a von Neumann algebra, and ω a normal faithful state on M. Associated to ω are a Hilbert space Hω , a normal
faithful representation πω of M on B(Hω), and a cyclic and separating vector ξω ∈ Hω , such that ω(a) = 〈ξω,πω(a)ξω〉,
a ∈ M. These are called the GNS (for Gelfang–Naimark–Segal) Hilbert space, representation and vector, respectively. Consider
now the antilinear densely deﬁned operator Sωaξω := a∗ξω , a ∈ M. Its polar decomposition is Sω = Jω1/2ω , where Jω is
an antilinear unitary, called modular conjugation, and ω is a positive unbounded self-adjoint operator, called modular
operator. See [20] for more information on the general theory of von Neumann algebras. The proof of the uncertainty
inequalities in this case consists of two steps: the ﬁrst establishes monotonicity properties (of the bilinear forms involved)
with respect to a suitable preorder relation on the set Fop (see Proposition 4.7), and needs some functional analysis; the
second uses the same linear algebra as in the matrix case to draw the conclusions.
In order to make the paper self-contained we recall some notions contained in [10]. To deal with unbounded operators,
we introduce some sesquilinear forms on Hω , and take [12] as our standard reference.
Deﬁnition 4.1. Let f ∈ Fop , and deﬁne the following sesquilinear forms
B(ξ,η) := 〈1/2ω ξ,1/2ω η〉,
C f (ξ,η) := 〈 f (ω)1/2ξ, f (ω)1/2η〉.
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(i) It follows from [12, Example VI.1.13], that B are C f are closed, positive and symmetric sesquilinear forms.
(ii) Observe that Csld(ξ,η) = 12B(ξ,η) + 12 〈ξ,η〉. Indeed,
Csld(ξ,η) = 〈sld(ω)1/2ξ, sld(ω)1/2η〉= 1
2
〈
(1+ ω)1/2ξ, (1+ ω)1/2η
〉= 1
2
〈

1/2
ω ξ,
1/2
ω η
〉+ 1
2
〈ξ,η〉.
Some properties of the quadratic forms C f are contained in the following lemma.
Lemma 4.3.
(i) D(C f ) ⊃ D(1/2ω ),
(ii) f , g ∈ Fop , f  g ⇒ C f (ξ, ξ) Cg(ξ, ξ), for any ξ ∈ D(1/2ω ).
Proof. (i) See [10, Lemma 4.3].
(ii) To begin with, let ξ ∈ D(ω). Then we have C f (ξ, ξ) = 〈ξ, f (ω)ξ〉  〈ξ, g(ω)ξ〉 = Cg(ξ, ξ). Moreover, if ξ ∈
D(
1/2
ω ), and ξn ∈ D(ω) is such that ξn → ξ , and B(ξn − ξ, ξn − ξ) → 0, then, from [10, Lemma 4.2], it follows
C f (ξ, ξ) = limn→∞ C f (ξn, ξn) limn→∞ Cg(ξn, ξn) = Cg(ξ, ξ). 
We can now introduce the main objects of study. In the sequel, we denote by X the set of self-adjoint operators A
on Hω , aﬃliated with M, and such that ξω ∈ D(A).
Deﬁnition 4.4. For any A, B ∈ X, and any f ∈ Fop , we set A0 := A−〈ξω, Aξω〉, B0 := B −〈ξω, Bξω〉, and deﬁne the sesquilin-
ear forms
Cov fω(A, B) := Re
〈
f (ω)
1/2A0ξω, f (ω)
1/2B0ξω
〉
,
I fω(A, B) := Covsldω (A, B) − Cov f˜ω(A, B).
Remark 4.5.
(i) Observe that, in case M = Mn(C), then ω = Tr(ρ·), for some ρ a strictly positive density matrix, and ω = Lρ R−1ρ , so
that the previous deﬁnition is a true generalization of Deﬁnition 3.1.
(ii) Observe that Covsldω (A, B) = Covω(A, B) := Re〈A0ξω, B0ξω〉.
Proposition 4.6. For any A, B ∈ X, and any f ∈ Fop , we have
(i) Cov fω(A, B) = ReC f (A0ξω, B0ξω) is a positive symmetric bilinear form,
(ii) I fω(A, B) is a positive symmetric bilinear form.
Proof. (i) It is obvious.
(ii) It follows from (i) and Lemma 4.3(ii). 
The key inequalities parallel to those in Proposition 3.3 now follow.
Proposition 4.7. Let A ∈ X, and f , g ∈ F rop be such that f˜  g˜. Then
(i) Covsldω (A, A) 12 f (0) Cov
f
ω(A, A) 12g(0) Cov
g
ω(A, A),
(ii) Isldω (A, A) I
f
ω(A, A) I gω(A, A).
Proof. Using Lemma 4.3(ii) and Proposition 4.6 and reasoning as in Proposition 3.3, we conclude. 
Lemma 4.8. Let Z ∈ Mn(C) be positive deﬁnite, and write Z = X + iY , where X, Y ∈ Mn(R), with X positive deﬁnite, and Y ∗ = −Y .
Then det X  det Y .
Proof. See [21, Appendix]. 
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(i) det{ 12g(0) Covgω(A j, Ak)} j,k=1,...,N  det{Im〈A j0ξω, Ak0ξω〉} j,k=1,...,N .
(ii) The smallest value of the left-hand side in (i) is obtained for g = sld.
(iii) If ξω ∈⋂ j,k=1,...,N D(A j Ak), then
det
{
1
2g(0)
Covgω(A j, Ak)
}
j,k=1,...,N
 det
{
− i
2
· 〈ξω, [A j, Ak]ξω〉
}
j,k=1,...,N
.
Proof. (i)–(ii) Let Z := {〈A j0ξω, Ak0ξω〉} j,k=1,...,N = {Re〈A j0ξω, Ak0ξω〉} j,k=1,...,N + i{Im〈A j0ξω, Ak0ξω〉} j,k=1,...,N . Then from
Lemma 4.8 it follows that det{Covsldω (A j, Ak)} j,k=1,...,N  det{Im〈A j0ξω, Ak0ξω〉} j,k=1,...,N .
From Proposition 4.7(i) we obtain
det
{
1
2g(0)
Covgω(A j, Ak)
}
j,k=1,...,N
 det
{
Covsldω (A j, Ak)
}
j,k=1,...,N  det
{
Im〈A j0ξω, Ak0ξω〉
}
j,k=1,...,N .
(iii) In this case Im〈A j0ξω, Ak0ξω〉 = − i2 · 〈ξω, [A j, Ak]ξω〉, for any j,k (see [5] for more details), and the thesis follows
from (i). 
Theorem 4.10 (Dynamical uncertainty principle). For any N ∈ N, A1, . . . , AN ∈ X, and any f ∈ Fop , g ∈ F rop , we have
det
{
1
2g(0)
Covgω(A j, Ak)
}
j,k=1,...,N
 det
{
I fω(A j, Ak)
}
j,k=1,...,N .
The smallest gap between the two sides of the previous inequality is obtained when g = f = sld.
Proof. It is the same as that of Theorem 3.5. 
Remark 4.11. Theorem 4.10 has been proved recently by Petz and Szabó [18], although only for bounded operators.
References
[1] A. Andai, Uncertainty principle with quantum Fisher information, J. Math. Phys. 49 (2008) 012106.
[2] K. Audenaert, L. Cai, F. Hansen, Inequalities for quantum skew information, Lett. Math. Phys. 85 (2008) 135–146.
[3] R. Bhatia, Matrix Analysis, Springer-Verlag, New York, 1996.
[4] N.N. Cˇencov, Statistical Decision Rules and Optimal Inference, Amer. Math. Soc., Providence, RI, 1982. Translation from Russian, edited by Lev J. Leifman.
[5] E.D. Chisolm, Generalizing the Heisenberg uncertainty relation, Amer. J. Phys. 69 (2001) 368–371.
[6] P. Gibilisco, F. Hansen, T. Isola, On a correspondence between regular and non-regular operator monotone functions, Linear Algebra Appl. 430 (2009)
2225–2232.
[7] P. Gibilisco, F. Hiai, D. Petz, Quantum covariance, quantum Fisher information and the uncertainty relations, IEEE Trans. Inform. Theory 55 (2009)
439–443.
[8] P. Gibilisco, D. Imparato, T. Isola, Uncertainty principle and quantum Fisher information, II, J. Math. Phys. 48 (2007) 072109.
[9] P. Gibilisco, D. Imparato, T. Isola, A Robertson-type uncertainty principle and quantum Fisher information, Linear Algebra Appl. 428 (2008) 1706–1724.
[10] P. Gibilisco, T. Isola, A dynamical uncertainty principle in von Neumann algebras by operator monotone functions, J. Stat. Phys. 132 (2008) 937–944.
[11] F. Hansen, Metric adjusted skew information, Proc. Natl. Acad. Sci. USA 105 (2008) 9909–9916.
[12] T. Kato, Perturbation Theory for Linear Operators, Springer, New York, 1966.
[13] H. Kosaki, Matrix trace inequality related to uncertainty principle, Internat. J. Math. 16 (6) (2005) 629–645.
[14] F. Kubo, T. Ando, Means of positive linear operators, Math. Ann. 246 (3) (1979/1980) 205–224.
[15] S. Luo, Quantum Fisher information and uncertainty relations, Lett. Math. Phys. 53 (2000) 243–251.
[16] S. Luo, Z. Zhang, An informational characterization of Schrödinger’s uncertainty relations, J. Stat. Phys. 114 (5–6) (2004) 1557–1576.
[17] D. Petz, Covariance and Fisher information in quantum mechanics, J. Phys. A 35 (2003) 79–91.
[18] D. Petz, V.E.S. Szabó, From quasi-entropy to skew information, Internat. J. Math. 20 (2009) 1421–1430.
[19] H.P. Robertson, An indeterminacy relation for several observables and its classical interpretation, Phys. Rev. 46 (1934) 794–801.
[20] M. Takesaki, Theory of Operator Algebras, I, II, III, Encyclopaedia Math. Sci., vols. 124, 125, 127, Springer-Verlag, Berlin, 2002–2003.
[21] D.A. Trifonov, The uncertainty way of generalization of coherent states, in: I.M. Mladenov, G.L. Naber (Eds.), Geometry, Integrability and Quantization,
Coral Press, Soﬁa, 2000, pp. 257–282, quant-ph/9912084.
[22] K. Yanagi, S. Furuichi, K. Kuriyama, A generalized skew information and uncertainty relation, IEEE Trans. Inform. Theory 51 (12) (2005) 4401–4404.
