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ABSTRACT
The neural circuit basis of learning
Patrick William John Kaifosh
The astounding capacity for learning ranks among the nervous system’s most impressive features.
This thesis comprises studies employing varied approaches to improve understanding, at the level
of neural circuits, of the brain’s capacity for learning.
The first part of the thesis contains investigations of hippocampal circuitry – both theoretical
work and experimental work in the mouse Mus musculus – as a model system for declarative
memory. To begin, Chapter 2 presents a theory of hippocampal memory storage and retrieval that
reflects nonlinear dendritic processing within hippocampal pyramidal neurons. As a prelude to the
experimental work that comprises the remainder of this part, Chapter 3 describes an open source
software platform that we have developed for analysis of data acquired with in vivo Ca2+ imaging,
the main experimental technique used throughout the remainder of this part of the thesis. As a first
application of this technique, Chapter 4 characterizes the content of signaling at synapses between
GABAergic neurons of the medial septum and interneurons in stratum oriens of hippocampal
area CA1. Chapter 5 then combines these techniques with optogenetic, pharmacogenetic, and
pharmacological manipulations to uncover inhibitory circuit mechanisms underlying fear learning.
The second part of this thesis focuses on the cerebellum-like electrosensory lobe in the weakly
electric mormyrid fish Gnathonemus petersii, as a model system for non-declarative memory. In
Chapter 6, we study how short-duration EOD motor commands are recoded into a complex tempo-
ral basis in the granule cell layer, which can be used to cancel Purkinje-like cell firing to the longer
duration and temporally varying EOD-driven sensory responses. In Chapter 7, we consider not
only the temporal aspects of the granule cell code, but also the encoding of body position provided
from proprioceptive and efference copy sources. Together these studies clarify how the cerebellum-
like circuitry of the electrosensory lobe combines information of different forms and then uses this
combined information to predict the complex dependence of sensory responses on body position
and timing relative to electric organ discharge.
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Among the most fascinating aspects of the human nervous system is its remarkable flexibility.
When considered as the product of a single physical nervous system developing from no more than
tens of thousands of genes, the array of human behaviors is wondrous. Even apparently simple and
innate behaviors are impressive when viewed from the perspective of neural control. But we humans
perform so much more than these innate functions. As athletes, dancers, and musicians, we execute
intricately complex movements to produce jumps, pirouettes, and trills. As physicians, we combine
fine motor skills with knowledge of physiology and medicine to perform surgical procedures. As
scientists and inventors, we expand human knowledge of the predictable nature of our universe and
we build tools of ever increasing complexity. As citizens, we develop and navigate complex social
structures that differ markedly from society to society. All in all, our nervous systems perform
with remarkable flexibility as we strive to achieve a great variety of goals under a great variety of
circumstances.
The cornerstone of this behavioral flexibility is learning: the capability of the nervous system
to modify its functioning based on previous experience. By allowing for behaviors not directly
encoded in the genetic material, learning has to a large extent shifted the constraints on behavior
from those of genetic evolution to those of cultural evolution. As a result of the rapid pace of such
cultural evolution, we find ourselves in an increasingly “learned society” that is both enabled by
and likewise dependent upon our performance of a growing multiplicity of learned behaviors. Not
surprisingly, learning and its counterpart memory have become major foci of scientific investigation,
and it is accordingly a conservative prediction that the most important applications of the nascent
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field of neuroscience will be in the field of not medicine but education: the field of learning and
memory.
This introductory chapter contextualizes the work presented in this thesis within the developing
field of the neuroscience of learning and memory. The following sections contain brief overviews,
with emphasis on matter most relevant to the ensuing chapters, of the science of learning at the
macro-scale of organisms, behavior, and brain regions, at the micro-scale of synaptic connections
between neurons, and at the intemediate scale of neural circuits. Finally, the introduction concludes
with an overview of the contents of this thesis, aimed at developing circuit-level understandings of
learning that bridge the synaptic and organismic scales.
1.1 Learning: the macro-scale
Given the ability of learning to evoke strikingly observable changes in behavior, and the central
importance of such learned behaviors to human survival, it is of no surprise that the subject of
learning has been studied by thinkers across many disciplines throughout all of recorded history.
An essential aspect of the development of the modern scientific study of learning has been the
classification of distinct forms of learning and the development of learning paradigms amenable to
quantitative observational and experimental study, such as classical conditioning (Pavlov, 1927) and
operant conditioning (Konorski & Miller, 1937; Skinner, 1937). In parallel to these classifications
according to the types of stimulus pairings and behavioral responses involved in learning, was com-
plemented by other classifications based on the types of information, or memories, that are stored
as a consequence of learning (Squire, 2004). Although such classifications have remained unclear
and inconsistent among scholars, there has been a rough convergence upon a binary classification
between declarative and nondeclarative forms of learning and memory. Notions of declarative (or
explicit) learning center around the acquisition of knowledge of facts and events, ranging from
abstract physical laws to autobiographical information. Nondeclarative (or implicit or procedural)
learning involves the acquisition of habits, motor skills, reflexes, and emotional associations.
The relation of distinct forms of learning and memory to specific brain areas began with the
discovery that the patient H.M., who had undergone bilateral temporal lobectomy, was able to
accumulate learned improvements in the sensory-motor task of tracing in a mirror over multiple
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Figure 1.1: A relatively recent proposal for a neuroanatomically guided taxonomy of learning and memory.
Declarative and nondeclarative forms of learning and memory are sub-divided based on the brain regions
involved in each type of learning. Source: (Squire, 2004).
days (procedural, nondeclarative learning), despite being unable to form long-term memories of
personal events (episodic, declarative memory) and thus failing to remember having ever performed
the learned task (Milner, 1962). Following this initial study, neuroanatomical distinctions between
different forms of learning and memory were further explored and refined through study of the
consequences of brain lesions in both humans and laboratory animals. Because the connectivity of
brain regions is not tree-structured and since many brain regions can simultaneously contribute to
a given task, it is unlikely that such efforts will lead to a clear taxonomy of memory (Figure 1.1) to
the same degree that phylogenetics has clarified the taxonomy of biological species. Nevertheless,
these studies have been instrumental in leading the way for the neuroscientific study of learning, by
which physiological changes in the nervous system are related to changes in organismic behavior. Of
particular importance to this thesis have been the long lines of research relating the hippocampus
and surrounding medial temporal lobe circuitry to declarative and especially episodic and spatial
learning (Squire & Wixted, 2011; Neves et al., 2008), and relating the cerebellum to a variety
of nondeclarative forms of learning, including the learned vestibulo-ocular reflex (Ito, 1982), fine
motor control (Ito, 2002), and the prediction of sensory consequences of motor acts (Blakemore
et al., 2001).
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1.2 Learning: the synaptic scale
The nervous system is composed of individual cells, called neurons, that signal to each other at small
contact points called synapses. These synaptic connections are hypothesized provide a physiological
substrate for learning that occurs when the efficacy of signaling across these connections changes in
response to activity patterns in the connected neurons (Hebb, 1949). Substantial support has been
found for this hypothesis, starting with the discovery of stimulation-induced changes in the efficacy
of synapses at cortical-hippocampal synapses (Figure 1.2) (Bliss & Lomo, 1973), and the relation
of behavioral-level reflex learning to synaptic changes in the sea slug Aplysia californica (Kandel
& Schwartz, 1982). Since these initial discoveries, substantial progress has been made towards
understanding of the activity-dependent learning rules governing synaptic modification and of the
molecular mechanisms by which these learning rules are implemented.
Figure 1.2: Stimulation-induced long-term changes in synaptic efficacy. A-B. Excitatory post-synaptic
potentials (EPSPs) before (A) and after (B) high-frequency stimulation of the experimental (Exp) but not
control (Cont) pathways. C. Amplitude of EPSPs over the course of the experiment for the experimental
(filled circles) and control (open circles) pathways. Arrows indicate the times of high-frequency stimulation.
Source: (Bliss & Lomo, 1973).
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A variety of different activity-dependent synaptic learning rules have been identified at synapses
between distinct types of neurons in different brain areas. Of particular importance, the discovery
of spike-timing dependent plasticity (STDP) (Markram et al., 1997; Magee & Johnston, 1997; Bi
& Poo, 1998), according to which the modification of synaptic weights depends on the millisecond-
scale relative timing of presynaptic and postsynaptic action potentials (Figure 1.3), uncovered a
Hebbian mechanism by which synapses whose signals consistently evoked firing could be potenti-
ated and those not evoking responses could be depressed. An alternative variant of spike-timing
dependent plasticity, discovered at synapses between granule cells and Purkinje-like medium gan-
glion (MG) cells in the cerebellum-like electrosensory lobe of the weakly electric fish (Bell et al.,
1997b), produces the opposite anti-Hebbian effect: synaptic inputs consistently evoking postsynap-
tic action potentials are depressed (Roberts & Bell, 2000). Distinct plasticity rules have also been
found at synapses involving inhibitory interneurons (Kullmann et al., 2012), where they may play
important roles in regulating the balance between excitation and inhibition Vogels et al. (2011);
Froemke (2015), and at different locations on the postsynaptic neuron’s dendritic arbor (Froemke
et al., 2005; Letzkus et al., 2006; Sjöström & Häusser, 2006; Froemke et al., 2010).
More complex synaptic plasticity rules involving activity of not just the presynaptic and post-
synaptic neurons have also been discovered. Some learning rules involve interactions between the
activity of multiple presynaptic inputs (McNaughton et al., 1978), either clustered (Harvey & Svo-
boda, 2007), or anatomically segregated (Dudman et al., 2007; Tsay et al., 2007; Basu et al., 2013;
Han & Heinemann, 2013). In the cerebellum, the regulation of plasticity at synapses from parallel
fibers to Purkinje cells by climbing-fiber inputs, whose activity induces LTD at co-active parallel-
fiber synapses (Ito et al., 1982), is thought to provide an important supervisory signal for cerebellar
learning. Another especially important aspect of heterosynaptic plasticity is homeostatic regula-
tion of synaptic input (Turrigiano, 2008), whose interactions with Hebbian plasticity mechanisms
have been explored theoretically (Miller & MacKay, 1994) and in the context of the development
of visual cortex (Miller, 1994, 1996; Toyoizumi et al., 2014).
Another major line of research has been the sensitivity of synaptic plasticity to neuromodulators
(Nadim & Bucher, 2014). For example, the neuromodulator dopamine, proposed to convey a
reward prediction error signal for supervised learning (Schultz et al., 1997), has been found to
modulate synaptic plasticity throughout the brain, including at corticostriatal synapses (Calabresi
5
Figure 1.3: Spike-timing dependent plasticity. The change in excitatory postsynaptic current (EPSC)
depends on the relative timing of presynaptic and postsynaptic spiking. Postsynaptic spikes closely following
the presynaptic spike result in synaptic potentiation, while those closely preceding the presynaptic spike result
in synaptic depression. Source: (Bi & Poo, 1998).
et al., 2007; Pawlak & Kerr, 2008; Shen et al., 2008) and at hippocampal synapses (Zhang et al.,
2009). Acetylcholine, a neuromodulator with diverse roles and widespread effects throughout cortex
(Picciotto et al., 2012), is an important modulator of plasticity in the hippocampus, where it
regulates plasticity of both synapses (Hasselmo, 2006) and dendritic nonlinearities (Losonczy et al.,
2008).
1.3 Learning: the circuit scale
This work in this thesis is focused on understanding learning at an intermediate level that bridges
the gap between the nano (molecular and synaptic) and macro (regional and behavioral) behav-
ioral levels at which learning has been most effectively studied. While the macro-scale science of
learning concerns itself with the behavioral phenomenology of learning and the role of different
brain areas in different forms of learning, and while the micro-scale science of learning concerns
itself with understanding how neural activity patterns can alter neural signaling at the level of
synaptic connections between pairs of neurons, this circuit level science of learning considers these
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synaptic changes within the context of structured neural circuits whose activity governs learned
behaviors. How does the control of activity dependent synaptic plasticity relate to the information
that is encoded in the neural circuit activity at the time of learning? How do induced changes in
synaptic signaling alter future activity patterns and information processing in structured neural
circuits? How does the specific architecture of individual circuits relate to the specific demands
of the organismic scale learning operations that they support? How do the interactions between
distinct components of individual neural circuits change throughout the course of learning? These
are questions that must be answered by a circuit-level understanding of learning.
To address these questions in a concrete manner, I chose to focus the work of this thesis on
two neural circuits, each involved in a different form of learning. I have studied both hippocampal
circuitry in the mouse, as a model system for explicit learning, and the cerebellum-like circuitry of
the electrosensory lobe in the weakly electric mormyrid fish, as a model system for nondeclarative
learning. The anatomy and physiology of both hippocampal and cerebellar circuits have been
study in great detail over the past decades. Furthermore, theoretical frameworks for relating circuit
architecture to memory function have been partially developed for both the hippocampus (Marr,
1971) and the cerebellum (Marr, 1969; Albus, 1971). The remainder of this section provides a brief
overview of empirical characterizations of these circuits and theoretical considerations regarding
how the anatomical and physiological features of these circuits relate to their learning functions.
1.3.1 The mammalian hippocampus
The first part of this thesis on the circuitry of the mammalian hippocampus (Figure 1.4). Most ef-
forts to understand this circuitry have focused on the connections between hippocampal excitatory
neurons (Andersen et al., 2006). The entorhinal cortex sends long-range excitatory connections to
the dentate gyrus, and to the hippocampal subfields CA3, CA2, and CA1. Dentate gyrus granule
cells project via mossy fibers to CA3 pyramidal cells, whose outgoing axons form recurrent connec-
tions within CA3 and feed-forward connections to CA2 and CA1 pyramidal cells. Pyramidal cells
within area CA2 also send feed forward projects to CA1 pyramidal cells, which provide the major
excitatory output from this hippocampal circuit. This excitatory connectivity is complemented
by a large diversity of inhibitory interneurons, which mostly form short-range connections within
individual hippocampal subfields (Freund & Buzsáki, 1996; Klausberger & Somogyi, 2008).
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Figure 1.4: Long-range connectivity of the hippocamapus. Neurons in layers II and III of the entorhinal
cortex project along the perforant path to the dentate gyrus, and to the distal dendrites of pyramidal
cells in areas CA3 and CA1. Dentate granule cells send mossy fiber projections to proximal dendraites of
pyramidal cells in area CA3, which in turn send Schaffer collateral projections to the proximal dendrites
of CA1 pyramidal cells. Pyramidal cells in CA1 provide excitatory output from the hippocampus. Source:
(Neves et al., 2008).
Proposed mechanisms by which this hippocampal circuitry could serve episodic memory func-
tions have centered around the recurrent connectivity of area CA3, proposed to act as an associative
network (Marr, 1971) in which encoded memories are later recovered through attractor dynamics
(Hopfield, 1982). Within this framework, the dentate gyurs is proposed to decorrelate input pat-
terns to reduce interference between memories (Marr, 1971; McHugh et al., 2007; Neunuebel &
Knierim, 2014). Various functions have been proposed for area CA1, including novelty detection
(McClelland et al., 1995; Hasselmo et al., 2000; Lisman & Otmakhova, 2001; Vinogradova, 2001),
and enrichment of the hippocampal output to the neocortex either by forming more information-
rich re-encodings of CA3 ensembles during memory storage (McClelland & Goddard, 1996) or by
redistributing information across a greater number of neurons during recall (Treves & Rolls, 1994).
1.3.2 The cerebellum-like electrosensory lobe
The second part of this thesis focuses on the cerebellum-like electrosensory lobe of the electric
fish, a model circuit for nondeclarative learning. A common feature of cerebellar circuits (Figure
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Figure 1.5: Circuitry of the cerebellar cortex. Mossy fibers provide input to granule cells, whose parallel
fibers synapse onto Purkinje cells and interneurons, including stellate and basket cells, which in turn pro-
vide inhibition onto Purkinje cells. Plasticity regulated by climbing fiber inputs has been demonstrated at
synapses from parallel fibers to Purkinje cells and from stellate cells to Purkinje cells. Source: (Hirano &
Kawaguchi, 2014).
1.5) (Eccles, 2013) is a very large number of granule cells, which each receive input from a very
small number of mossy fiber inputs (typically 3-4 afferent synapses). These granule cells then
send parallel-fiber projections that synapse onto large Purkinje cells – or Purkinje-like cells in the
electrosensory lobe – each of which receives tens to hundreds of thousands of such synaptic inputs
depending on the circuit and species. This structural feature has prompted theories of cerebellar
learning according to which the granule cells provide a very high-dimensional re-representation of
the lower-dimensional mossy fiber input patterns (Marr, 1969; Albus, 1971; Fujita, 1982; Dean et al.,
2010). Purkinje cells are then proposed to provide a linear read-out of the parallel fiber activity.
The high dimensionality of the parallel-fiber inputs to each Purkinje cell allows for great flexibility
of the activity patterns that can be output by the Purkinje cells. Linear input integration implies
that the accuracy of learned output functions depends convexly on the synaptic weights, a property
allowing for simple plasticity rules to effect learning of the appropriate Purkinje cells responses. In
this way, cerebellum-like circuits are proposed to have the capacity for learning complex Purkinje
cell responses to mossy fiber inputs.
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Figure 1.6: Circuitry of the electrosensory lobe. Purkinje-like principal cells integrate direct sensory inputs
together with predictive inputs, the latter of which are first re-encoded by granule cells. Source: (Bell et al.,
2008a).
In the cerebellum proper, plasticity of synapses onto each Purkinje cell is regulated by supervi-
sory signals through a climbing fiber, whose activity has been shown to elicit long-term depression
of synapses from co-active climbing fibers (Ito et al., 1982). The cerebellum-like electrosensory lobe
of the mormyrid fish (Figure 1.6), in contrast, lacks climbing fiber inputs. Instead, the output ac-
tivity of the Purkinje-like medium ganglion and efferent cells can itself serve as the feedback signal
as this circuit performs its function of suppressing predictable responses to motor activity – in this
case the electric organ discharge (EOD). The circuit’s Purkinje-like cells receive two pathways of
input: (1) inputs signalling sensory responses of electroreceptors on the fish’s skin, and (2) parallel
fiber inputs providing proprioception and efference copy signals related to the EOD and body po-
sition. The occurence of broad-spikes in Purkinje-like cells results in anti-Hebbian suppression of
co-active parallel fibers (Bell et al., 1997b). This plasticity rule trains the integrated parallel fiber
input to represent a “negative image” of the predictable sensory response to the EOD, such that the
combination of this negative image with the sensory inputs to Purkinje-like cells results in no net
response to the EOD (Bell, 1981; Roberts & Bell, 2000). In this way, the mormyrid electrosensory
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lobe provides a model system for studying how nondeclarative learning in cerebellum-like circuitry
can support a general function: the suppression of predictable sensory responses to motor activity.
1.4 Overview
The first part of the thesis contains investigations of hippocampal circuitry, both theoretical work
and experimental work in the mouse Mus musculus. To begin, Chapter 2 presents a theory of
hippocampal memory storage and retrieval that reflects nonlinear dendritic processing within hip-
pocampal pyramidal neurons. As a prelude to the experimental work that comprises the remainder
of this part, Chapter 3 describes an open source software platform that we have developed for anal-
ysis of data acquired with in vivo Ca2+ imaging, the main experimental technique used throughout
the remainder of this part of the thesis. As a first application of this technique, Chapter 4 char-
acterizes the content of signaling at synapses between GABAergic neurons of the medial septum
and interneurons in stratum oriens of hippocampal area CA1. Chapter 5 then combines these
techniques with optogenetic, pharmacogenetic, and pharmacological manipulations to dissect the
role of a dendrite-targeting interneurons in fear learning.
The second part of this thesis focuses on the cerebellum-like electrosensory lobe in the weakly
electric mormyrid fish Gnathonemus petersii. In Chapter 6, we study how short-duration EOD
motor commands are re-encoded into a complex temporal basis in the granule cell layer, which
can be used to cancel Purkinje-like cell firing to the longer duration and temporally varying EOD-
driven sensory responses. In Chapter 7, we consider not only the temporal aspects of the granule
cell code, but also the encoding of body position provided from proprioceptive and efference copy
sources. Together these studies clarify how the cerebellum-like circuitry of the electrosensory lobe
combines information of different forms and then uses this combined information to predict the








Mnemonic functions for nonlinear
dendritic integration in hippocampal
pyramidal circuits1
We present a model for neural circuit mechanisms underlying hippocampal memory. Central to
this model are nonlinear interactions between anatomically and functionally segregated inputs onto
dendrites of pyramidal cells in hippocampal areas CA3 and CA1. We study the consequences of
such interactions using model neurons in which somatic burst-firing and synaptic plasticity are
controlled by conjunctive processing of these separately integrated input pathways. We find that
nonlinear dendritic input processing enhances the model’s capacity to store and retrieve large num-
bers of similar memories. During memory encoding, CA3 stores heavily decorrelated engrams to
prevent interference between similar memories, while CA1 pairs these engrams with information-
rich memory representations that will later provide meaningful output signals during memory recall.
While maintaining mathematical tractability, this model brings theoretical study of memory oper-
ations closer to the hippocampal circuit’s anatomical and physiological properties, thus providing
a framework for future experimental and theoretical study of hippocampal function.
1This work has been submitted for publication.
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2.1 Introduction
The mammalian hippocampus supports episodic memory formation and storage (Squire & Wixted,
2011) by passing information through its canonical trisynaptic circuit: from the dentate gyrus (DG)
input node, to area CA3, and then to the CA1 output node. Theoretical and experimental studies
predict that specialized computational operations are carried out by each of these subregions during
memory processing (Marr, 1971; McClelland & Goddard, 1996; Nakazawa et al., 2002; Guzowski
et al., 2004; Lee et al., 2004; Gold & Kesner, 2005; Kesner & Rolls, 2015). In particular, DG
is implicated in input decorrelation (pattern separation), reducing interference between distinct
memories of similar events (McHugh et al., 2007; Neunuebel & Knierim, 2014). The downstream
CA3 area is thought to operate as a Hebbian autoassociative network, allowing memory storage
and later recall of whole memories from partial cues (pattern completion). Various functions have
been proposed for area CA1, including novelty detection (McClelland et al., 1995; Hasselmo et al.,
2000; Lisman & Otmakhova, 2001; Vinogradova, 2001), and enrichment of the hippocampal output
to the neocortex either by forming more information-rich re-encodings of CA3 ensembles during
memory storage (McClelland & Goddard, 1996) or by redistributing information across a greater
number of neurons during recall (Treves & Rolls, 1994).
A prominent feature of afferent connectivity to pyramidal cells (PCs) both in the CA3 and CA1
subregions is the anatomical segregation of functionally distinct input pathways. That is, synapses
of the trisynaptic circuitry occupy the proximal dendrites of PCs (DG mossy fibers onto CA3 PCs,
CA3 Schaffer collaterals onto CA1 PCs), while long range external inputs from the entorhinal
cortex (EC, layer II to CA3, layer III to CA1) mainly innervate the distal dendrites (Andersen
et al., 2006; Ahmed & Mehta, 2009). The electrical compartmentalization present within dendrites
of hippocampal PCs (Spruston et al., 1994; Golding et al., 2005) indicates that these input pathways
are initially processed independently. However, only a subset of theoretical models of hippocampal
memory operations have considered this dual afferent connectivity (e.g. Treves & Rolls, 1992;
McClelland & Goddard, 1996; Vinogradova, 2001), and none to our knowledge have accounted for
the need for anatomical segregation of these input pathways. Even more strikingly, none of the
hippocampal network models incorporates the assumption supported by extensive experimental
evidence that dendritic input processing in hippocampal PCs is highly nonlinear, exhibiting several
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different types of dendritic spikes and plateau potentials (Golding & Spruston, 1998; Ariav et al.,
2003; Gasparini et al., 2004; Jarsky et al., 2005; Losonczy & Magee, 2006; Spruston, 2008; Katz
et al., 2009; Kim et al., 2012; Makara & Magee, 2013; Gambino et al., 2014). Computational theories
incorporating nonlinear dendritic processing into single-neuron or abstract network models suggest
that nonlinear input processing within dendritic compartments can enhance the neurons’ ability to
process and store information (Koch et al., 1983; Archie & Mel, 2000; Poirazi & Mel, 2001; Poirazi
et al., 2003a,b; Morita, 2008; Wu & Mel, 2009; Legenstein & Maass, 2011). Furthermore, nonlinear
interactions between different input streams through dendritic spikes and backpropagating action
potentials are known to induce long-lasting changes of synaptic strength and intrinsic excitability,
and produce a distinct burst-firing output mode of PCs (Kamondi et al., 1998; Larkum et al., 1999;
Golding et al., 2002; Jarsky et al., 2005; Sjöström & Häusser, 2006; Dudman et al., 2007; Tsay
et al., 2007; Takahashi & Magee, 2009; Harvey et al., 2009; Epsztein et al., 2011; Xu et al., 2012a;
Larkum, 2013; Grienberger et al., 2014). Despite the overwhelming experimental evidence for the
presence of dendritic nonlinearities and resulting burst-firing in PCs, the specific consequences of
nonlinear dendritic processing for hippocampal memory operations at the circuit-level have, with
few exceptions (Katz et al., 2007; Wu & Mel, 2009), remained unexplored.
Here, we present a model reflecting the separate nonlinear integration of and interaction between
anatomically segregated excitatory inputs to hippocampal areas CA3 and CA1. We show that
nonlinear interaction between the intra-hippocampal and perforant path (EC) inputs provides a
mechanism for the storage of partially decorrelated engrams. Nonlinear synaptic integration also
provides a mechanism by which EC inputs to CA3 can trigger recall of the most related memory
engrams, while noise in these inputs does not perturb the recalled activity pattern. The dependence
of the degree of decorrelation on the nonlinear integration parameters allows for a scheme (Figure
2.1), analogous to that proposed by McClelland & Goddard (1996) in the context of a linear
integration model, by which CA3 representations of similar memories can form non-interfering
attractors, while CA1 representations can provide information-rich output to the neocortex. The
model accounts for experimental findings independent of those which motivated its construction,
including the different spatial remapping properties in CA3 and CA1 PCs (Leutgeb et al., 2007;
Ziv et al., 2013), and the differential sensitivity of CA1 spatial representations to lesion of inputs











Figure 2.1: Roles of hippocampal subfields, inputs, and connections. Schematic diagram outlining the roles
for specific input pathways and hippocampal subfields during memory encoding and recall phases considered
here and by McClelland & Goddard (1996). Pathways with essential roles at each stage are indicated in red
or blue, with blue indicating pathways in which synaptic plasticity occurs. Enconding: EC and DG inputs
to produce a heavily decorrelated CA3 engram, which is stored through plasticity at recurrent connections.
Plasticity at synapses between CA3 and CA1, modulated by direct EC inputs, associates the decorrelated
CA3 engram with a more information-rich CA1 engram. Recall: EC layer II (LII) inputs to CA3 determine
which engram will be reactivated by CA3 recurrent dynamics. The reactivated CA3 engram in turn activates




Formation of partially decorrelated engrams through nonlinear integration of
segregated inputs to CA3 PCs
We first constructed an abstract model of CA3 with nonlinear interactions between the anatomi-
cally segregated distal (EC afferents) and proximal (DG afferents and CA3 recurrent collaterals)
excitatory inputs to CA3 PCs. This model consists of a network of two-compartment neurons
receiving separate external inputs to their proximal and distal compartments and connected re-
currently through modifiable binary synapses onto their proximal compartments (Figure 2.2A). To
reflect nonlinear dendritic processing, the inputs to each compartment are thresholded to produce
compartmental outputs, with the values of 0 or 1 respectively corresponding to input levels below
or above the local threshold for dendritic integration.
To store memories in this network, we developed a memory encoding scheme motivated by
the capability for combined distal and proximal input to evoke burst-firing (Takahashi & Magee,
2009; Larkum et al., 1999, 2009) and plasticity at intra-hippocampal synapses (Dudman et al.,
2007; Basu et al., 2013; Han & Heinemann, 2013). When encoding memories, we consider the
CA3 recurrent synapses to be suppressed (Hasselmo et al., 1995), such that the proximal inputs
are determined entirely from the DG afferents. Model neurons receiving suprathreshold distal and
proximal inputs enter a burst-firing state (Figure 2.2B). Potentiation occurs at recurrent synapses
between burst-firing neurons and is balanced by depression at synapses from burst-firing neurons
onto neurons that were not burst-firing (Figure 2.2C). Both synaptic potentiation and depression
are applied probabilistically to reduce the rate at which stored memories are overwritten by the
storage of more recent memories (Amit & Fusi, 1992, 1994). These plasticity processes create
engrams consisting of the co-active burst-firing neurons.
We then considered the characteristics of engrams that would be formed for pairs encoding
events in which the distal inputs – conveying the cortical representations – were similar, while
the proximal inputs – conveying the output of DG pattern separation – were less similar. For
this purpose, we report the correlation between burst-firing patterns evoked by pairs of input
patterns in which the proximal input patterns are less correlated than the distal input patterns









































Figure 2.2: Memory encoding in an attractor network of two-compartment neurons. (A) Model architec-
ture. Two-compartment model neurons receive external inputs to their distal and proximal compartments
and recurrent connections to their proximal compartments. (B) Nonlinear integration rule. Neurons receiv-
ing receiving suprathreshold proximal input are active, and those that additionally receive suprathreshold
distal input enter a burst-firing state that engages plasticity mechanisms. (C) Dependence of synaptic
plasticity on the combined inputs to presynaptic and postsynaptic neurons. Synapses between burst-firing
neurons undergo potentiation, while synapses from burst-firing neurons onto non-burst-firing neurons un-
dergo depression. (D) Correlation between engrams created through integration of correlated distal input
patterns and less correlated proximal input patterns. Each plot, corresponding to a different pair of values
for the total sparsity (s) and correlation between distal activations (cd), shows how the correlation between
engrams, ranging from 0 to cd, depends on the proximal sparsity, ranging from s to 1, and the correlation
between proximal activations, ranging from 0 to cd.
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proximal correlation (cp, between two thresholded proximal input patterns) decreases, and under the
assumption that proximal correlation is less than the distal correlation (cd, between two thresholded
distal input patterns), the engram correlation is always less than distal correlation. Importantly,
the engram correlation also depends on the fractions of neurons in which the distal and proximal
compartments are activated, termed the distal (sd) and proximal (sp) sparsities, whose product
determines the engram sparsity (s = spsd). Burst-firing patterns are more constrained by, and
thus have correlations generally more similar to those of the sparser of the two compartments.
Overall, this analysis shows that nonlinear interactions between distal and proximal inputs provide
a mechanism for creating attractor patterns that are decorrelated to an intermediate degree that
depends on the distal and proximal sparsities.
For mathematical simplicity throughout the remainder of this study, we focus on the limit in
which the proximal inputs are fully decorrelating, regardless of the degree of distal correlation. In
this limit, the engram correlation, c = cd(1−sd)/(1−s) = cd(1−s/sp)/(1−s), interpolates between
the distal correlation and zero, as the distal sparsity varies between s and 1, or equivalently as the
proximal sparsity varies between 1 and s.
Illustration of encoding and recall with pictorial networks representations
We illustrate the storage and recall of correlated memories using pictorial network representations,
in which each of the 128×128 pixels displays the state of a neuron in a fully connected recurrent
network of 16384 neurons (Figure 2.3). We first show the contrasting case of a single network of
one-compartment neurons with a single input pathway (Figure 2.3A). During memory encoding,
external inputs activate ensembles of neurons, with Hebbian plasticity dictating the potentiation
of synapses between co-active neurons. Following encoding of three correlated memory patterns,
recall is tested: the external inputs initialize the network with a cue similar to a stored pattern, and
then the network activity evolves according to the dynamics dictated by the recurrent connections
(Experimental Procedures). As expected, the correlated memory engrams interfere: regardless
of which cue initiates recall, the network converges to a mixed attractor that combines features
of all three memories. We note that this single input pathway architecture is not compatible
with decorrelation of patterns prior to storage, the reason being that any recall cue passing along


























Figure 2.3: Storage and recall of correlated memories illustrated with pictorial network representations.
(A-B) Example storage of correlated patterns (left), followed by presentation of recall cues (center), each
resulting in the network converging upon a recall activity pattern (right). Schematic diagrams (above)
indicate which inputs are active (dark) or suppressed (faded) at each stage. (A) The attractor network with
a single input pathway consistently converges to a common mixed attractor combining features of all three
stored patterns. Inset: Plasticity rule, analogous to Figure 2.2C, for the case of a single input pathway. (B)
The attractor network of two-compartment neurons maintains separate engrams for each stored pattern.
Encoding (left) occurs through combination of distal and proximal inputs, with pixels colored according to
input combinations (Figure 2.2B). Recall cues (center) are provided through the distal inputs. The recalled
activity patterns (right) match the patterns of burst-firing neurons during encoding.
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engram sufficiently to initialize the network within the appropriate attractor basin.
We next show the case of our network of two-compartment neurons with separate distal and
proximal input pathways (Figure 2.3B), with parameters set to match the engram sparsity of the
single compartment case. During encoding, the distal (EC) inputs, encoding the content of the
memory, combine with decorrelated proximal (DG) inputs to determine the pattern of burst-firing
neurons that forms the engram. Following encoding of three engrams with correlated distal input
patterns, the distal input pathway provides a recall cue similar to one of the input patterns that
was provided during encoding. The proximal inputs play no role during recall in this model because
the same circuitry that decorrelates activity patterns for similar memories would be expected to
produce a decorrelated, hence useless, recall cue. Under the influence of this distal recall cue,
as explained in the following section, the network’s recurrent activity then converges to the cued
memory engram consisting of the set of neurons that were burst-firing together during memory
encoding. The network of two-compartment neurons thus successfully stores and recalls engrams
corresponding to similar memories.
Influences of nonlinear integration on recall dynamics
To model the role of nonlinear dendritic input integration during memory recall, we again focused
on the ability of conjunctive distal and proximal input to evoke burst-firing. We modeled a recall
state in which the CA3 recurrents – no longer suppressed as during encoding (Hasselmo et al.,
1995) – dominated over the DG inputs. such that the proximal input was determined entirely by
recurrent connections. After initializing the network in a random state whose activity level matched
















where Wij represents the binary recurrent synaptic weight from the j-th to the i-th neuron, WI the
effects of disynaptic inhibition, b the increase in output due to burst-firing, and xjd the thresholded
distal input to the j-th neuron. According to this rule, proximal recurrent inputs determine which
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neurons become active, while distal (EC) inputs determine the level of output (non-bursting, 1; or
bursting, 1 + b) from each active neuron.
We applied this recall mechanism to the network represented in Figure 2.3B, with the same three
stored engrams. When evolving according to these recall dynamics, the network activity would
converge into one of the three attractors formed during encoding. We found that as the burst-firing
ratio b increased, the probability of the network converging to the cued attractor increased (Figure
2.4A), and the number of asynchronous update cycles required for convergence decreased (Figure
2.4B). Even for relatively large burst-firing ratios, which gave high probabilities of recovering the
cued attractor, the distal input cues did not perturb the attractor, which remained a fixed point of
the dynamics whether the distal inputs were active or not.
For insight into this recall behavior, we related these modified recurrent dynamics to a pseudo-
energy function (Experimental Procedures), analogous to the energy function whose local minima
correspond to the dynamical attractors for networks with symmetric weights (Hopfield, 1982). We
found that the distal inputs lower the energy of the stored engrams to a degree dependent on the
burst-firing ratio and the overlap of the distal inputs with the engram (Figure 2.4C). Perfect recall
cues – matching exactly the distal input patterns that were present during encoding – scale the
recurrent input to each neuron by 1 + b when the network activity matches the cued engram, and
because this scaling does not change the sign of the input to any neuron, the cued engram remains a
fixed point of the dynamics. Noisy recall cues, provided any correlations between the noise and the
recurrent weights are negligible, leave the cued attractor unperturbed for similar reasons. Thus, the
distal recall cues alter the pseudo-energy landscape to guide the dynamics toward cued attractors,
but do so without changing the activity pattern at these fixed points to which the recall dynamics
converge.
The results of this section show that, through nonlinear interactions with recurrent proximal
inputs, the distal (EC) inputs can bias the recall dynamics to favor recovery of the memory engrams
with which they overlap most strongly.
The interference-information trade-off
The production of partially decorrelated memory engrams through the combination of correlated









Figure 2.4: Recall with nonlinear dendritic integration. (A) Probabilities of recall dynamics converging
to each engram (Pattern A, blue; Pattern B, green; Pattern C, red) as a function of the burst-firing ratio
b. Throughout, the recall cue is a noisy version of the distal input pattern for Pattern B (Figure 2.3B).
Bars indicate 95% confidence intervals estimated with bootstrapping after 250 recall simulations. (B) The
number of asynchronous update cycles required for convergence. Bars indicate mean ± standard deviation.
(C) Pseudo-energies of the three stored engrams as a function of the burst-firing ratio b, with a noisy version
of the distal inputs for Pattern B as the recall cue. Since this cue has overlap with all three engrams, the
pseudo energy of each engram decreases as the burst-firing ratio increases, and that of the most overlapping
pattern decreases most.
land & Goddard, 1996), though in the context of single-compartment neurons with linear input
integration (Figure 2.5A). In that context, the degree of decorrelation is determined by the relative
variances of the distal and proximal input (McClelland & Goddard, 1996), rather than the proximal
and distal sparsities as in our model with nonlinear input integration. We sought to investigate the
implications of these differing input integration schemes for storage and recall of similar memories.
Networks with either integration scheme are constrained by a trade-off between the amount of
information that engrams contain about the cortical state (EC inputs) during encoding, and the
degree to which engrams for similar memories are decorrelated to prevent interference (McClelland
& Goddard, 1996). For example, perfectly decorrelated engrams would not interfere with each
other, but once recalled would provide no meaningful information to downstream areas because of
their complete lack of correlation with engram representing similar memories. To quantitatively
compare the two integration schemes in terms of this trade-off, we computed the relationship
between the pairwise engram correlation – in the limit of highly similar distal inputs – and the
information that each engram contains about the distal input pattern that produced it (Figure
2.5B; Experimental Procedures). We calculated this relationship for different fixed levels of engram
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sparsity, while varying the distal and proximal sparsities or variances in the nonlinear or linear
model, respectively. This relationship was qualitatively similar across the two models, although for
low correlations, activity patterns in the two-compartment model contain more information about
the distal input pattern.
Storage and recall of multiple similar memories
While the above analysis may indicate comparable performance of the linear and nonlinear in-
tegration schemes when pairs of similar memories are stored, it does not guarantee comparable
performance when larger sets of similar memories are stored. To examine such scenarios, we stud-
ied networks in which the proximal inputs provided the dominant contribution to the engram so
as to provide a high capacity for the storage of similar memories. In the model with nonlinear
integration, we set the proximal sparsity to sp = 0.05 and distal sparsity to sd = 0.5. We set the
parameters in the linear integration model to match the nonlinear integration model with regard
to engram sparsity and pairwise correlation between engrams for similar memories.
We first examined, for each integration scheme, the probability with which each active neuron in
an engram would also be active in the engram for a highly similar memory (Figure 2.5C), modeled
by taking the limit of perfect distal input correlation. In the case of nonlinear integration, all
neurons within an engram have the same probability, equal to the proximal sparsity, of recurring in
an engram for a highly similar memory. In the case of linear integration, however, the recurrence
frequency is distributed over a range of values; most neurons have a low probability, less than
the proximal sparsity, of recurring in a similar engram, while a smaller fraction of neurons recur
with much higher probability. Since this recurrence probability is also the fraction of similar
memory engrams in which the neuron is expected to be active, we hypothesized that these different
distributions would imply different network behavior when large numbers of similar memories were
stored.
To test this hypothesis, we created a network of 4000 neurons for each integration scheme.
In each network we stored 202 engrams with independent proximal inputs, to reflect DG pattern
separation, but identitical distal (EC) inputs, to model the limiting case of high memory similarity.
After storing these patterns, we assessed the integrity of the attractor for each of these engrams.
To do this, we initialized the network with the activity pattern of each of the stored engrams,
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Figure 2.5: Comparison of linear and nonlinear integration of distal and proximal inputs. (A) Schematic
diagrams of contrasting input integration schemes. For linear integration (top), distal and proximal inputs
are summed before thresholding is applied. For nonlinear integration (bottom), the proximal and distal
inputs are each thresholded separately, with an AND operation applied to the output of these threshold
operations. (B) Trade-off between engram decorrelation and information. Parametric curves show the
relationship between the correlation between engrams for pairs of highly similar memories, and the mutual
information that an engram contains about the distal input pattern at the time of encoding. Separate curves
correspond to networks with linear (blue) and nonlinear (red) integration for three different levels of engram
sparsity. (C) Distribution of recurrence frequency – i.e. the fraction of engrams for highly similar memories
in which the neuron will be active – for neurons in engrams of networks with linear (blue) and nonlinear
(red) integration. (D) Evaluation of engram attractors following the storage of 202 similar (i.e. same distal
inputs) memories. The plots show the correlation between the 50 most recently stored engrams (comparison
patterns, ordered with most recent first) and the activity state to which the recall dynamics converge when
the network is initialized with each of these same engrams (initialization patterns). The network with linear
input integration (left) usually converges into a common attractor independent of the initialization. The
correlation of this common attractor with each of the engrams determines the horizontal banding pattern.
The network with nonlinear integration (right) maintains distinct attractors for each pattern, as indicated
by the high correlations along the diagonal, with only a few of the older attractors having deteriorated.



































Figure 2.6: Pseudo-energy landscapes in networks with linear or nonlinear integration of distal and proximal
inputs. (A) Pseudo-energy along trajectories between the first and last encoded engrams and passing
through the estimated “center” state. The trajectory and pseudo-energy are recalculated as progressively
more engrams are stored. An energy well forms at the center in the case of linear (left), but not nonlinear
(right), input integration. (B) The fraction of active neurons at each point along the trajectories. In the
network with linear integration, the “center” energy well corresponds to a highly active state, whereas in
the network with nonlinear integration, the trajectory passes through a minimally active “center” state.
allowed the network activity to evolve according to the recurrent dynamics determined by the
learned synaptic weights, and then measured the correlation between the resulting activity pattern
and each of the encoded engrams (Figure 2.5D). With the linear integration scheme, the network
activity evolved away from most recall cues, as evidenced by the paucity of strong correlations along
the diagonal, and into a single common attractor, as evidenced by the horizontal banding pattern.
In contrast, the network with the nonlinear integration typically remained near the location of the
cue, indicating the presence of an intact memory-specific attractor. When initialized with older
engrams whose attractors had been degraded through overwriting, the network with nonlinear
integration often relaxed into the attractor corresponding to a distinct but related memory, rather
than into a single common attractor.
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Pseudo-energy landscapes for networks with linear and nonlinear input integra-
tion
Seeking insight into this difference in network behavior, we examined how the pseudo-energy land-
scape of each network changes as progressively many similar patterns are stored. After each pattern
was stored, we used a heuristic approach to find a low energy network state composed primarily of
the neurons that were most frequently active in the engrams stored up to that point (Experimental
Procedures). We then estimated low-energy trajectories between this “center” state and the first
and last stored engrams. The pseudo-energy values along these trajectories are plotted in Figure
2.6A, and the fractions of active neurons at each point along the trajectories are plotted in Figure
2.6B.
In the network with linear input integration, the “center” is initially a low-activity state with
high pseudo-energy when only a small number of similar patterns have been stored, but progressively
develops into a high-activity state with low pseudo-energy as more patterns are stored (Figure
2.6A,B). The monotonically decreasing pseudo-energy along later trajectories from the first stored
engram to this “center” (Figure 2.6A) explains the tendency of older, partially degraded attractors
to evolve into the common attractor (Figure 2.5D). Although small energy barriers tended to
separate the newest engram from the “center” attractor, the lower energy of the “center” indicates
that, even in cases where the analysis in Figure 42.5 indicates the preservation of an engram-specific
attractor, this attractor may have a relatively high pseudo-energy and small basin of attraction, so
recall would still be prone to failure.
In contrast, a “center” attractor does not develop in the network with nonlinear integration. Re-
gardless of the number of similar memories stored, the “center” remains a low-activity state (Figure
2.6B) with high pseudo-energy (Figure 2.6A). Although the pseudo-energy of engrams increases as
they are progressively degraded by overwriting (Figure 2.6A), the high pseudo-energy of the “cen-
ter” indicates that attempts to recover these degraded engrams will result in convergence not to
such a “center”, but rather to an attractor representing a similar memory. Calculations regarding
the parameter conditions under which “center” engrams are formed or avoided are presented in the
Experimental Procedures.
Overall, our comparison of the linear and nonlinear integration schemes indicates that while
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both the nonlinear and linear networks effectively decorrelate pairs of engrams, only the nonlinear
network effectively decorrelates larger numbers of similar patterns. While all neurons recurr in sim-
ilar memories with equal probabilities in the nonlinear model, the uneven distribution of recurrence
probabilities in the linear model promotes the formation of a spurious attractor that interferes with
the recall of individual engrams.
Distinct roles for CA3 and CA1
We have observed that the parameters that maximize the capacity to store non-interfering memory
engrams are those that also minimize the information that these engrams encode (Figure 2.5B). This
antagonism, along with the lack of recurrent activity in hippocampal area CA1, suggests distinct
roles for areas CA3 and CA1, as also noted by those studying the dual-input model with linear
integration (McClelland & Goddard, 1996). In the recurrently connected area CA3, engrams should
be strongly decorrelated to prevent similar memories from forming interfering attractors, but these
engrams need not have high information content, provided they are paired with more information-
rich representations in downstream CA1. Lacking strong excitatory recurrent connectivity, area
CA1 can store correlated engrams without risk of interference during recall; the high information
content of these engrams would suit area CA1’s role in providing the major excitatory output
from the hippocampus. These differing demands of the CA3 and CA1 networks can be satisfied if
proximal activation patterns are sparser than distal activation patterns (i.e. sp < sd) in CA3, and
distal activation patterns are sparser than proximal activation patterns (i.e. sd < sp) in CA1.
The combined CA3-CA1 hippocampal memory system can then be modeled as follows. During
encoding (Figure 2.7A), sparse proximal activation patterns determined by DG inputs combine
with less sparse distal activation patterns determined by EC inputs to produce the pattern of
burst-firing neurons in area CA3. The resulting heavily decorrelated CA3 activity pattern provides
feed-forward input to the proximal compartment of CA1 PCs, which is thresholded to produce a
non-sparse proximal pattern. The CA1 PC burst-firing pattern results from the combination of this
proximal pattern with a sparse distal activation pattern determined by EC inputs to CA1. Synapses
from CA3 PCs onto CA3 and CA1 PCs are then modified according to the aforementioned Hebbian
plasticity rule (Figure 2.2C). During recall (Figure 2.7B), distal inputs from EC provide a recall
cue to area CA3, which then evolves according to the network dynamics dictated by its recurrent
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activity. From a modeling perspective, we can view CA3 and CA1 during recall as one combined
recurrent network with some neurons, those of CA1, having no outgoing recurrent synapses. The
CA1 activity thus tracks the CA3 activity such that, when the CA3 network converges to an activity
pattern resembling a stored engram, the CA1 network likewise converges to the activity pattern
that was co-active with that CA3 pattern during encoding. We note that, in this model, the distal
inputs to area CA1 do not influence which CA1 activity pattern is recovered during recall.
Distal and proximal contributions to spatial tuning in CA3 and CA1
Lastly, we sought to relate this model of hippocampal memory function to experimental results
regarding place cell properties of PCs in hippocampal areas CA3 and CA1. In particular, we
wished to examine the model’s predictions regarding differences in CA3 and CA1 spatial coding
resulting from the distinct properties of distal and proximal input processing by CA3 and CA1
networks.
For this purpose, we constructed random inputs patterns that varied continuously across posi-
tion in a periodic one-dimensional model environment (Experimental Procedures). We then thresh-
olded these inputs to produce spatially dependent distal and proximal activation patterns for each
neuron. For the model CA3 network, we set the distal and proximal thresholds such that at each lo-
cation the fractions of neurons receiving suprathreshold distal and proximal input were sd = 0.5 and
sp = 0.05, respectively, resulting in strongly decorrelated representations (c =
1
39 for highly similar
distal inputs) encoding a low level of information about the EC inputs (I = 0.025 bits/neuron).
These thresholds and corresponding compartmental sparsities were reversed for the model CA1
network, resulting in weakly decorrelated representations (c = 1939 for highly similar distal inputs)
encoding greater information about the distal input pattern (I = 0.12 bits/neuron).
The resulting CA3 and CA1 spatial tuning patterns, alongside the distal and proximal activation
patterns giving rise to these tunings, are displayed in Figure 2.7C. The similarity of the CA1
activity patterns to their distal activations is notable in light of experimental reports that place field
properties are maintained when proximal (Brun et al., 2002; but see Nakashiba et al., 2008) but not
distal (Brun et al., 2008) excitatory inputs to this network are lesioned, the latter lesion resulting
in larger and more dispersed CA1 place fields. Together with a compensatory mechanism that











































Figure 2.7: Distinct memory roles correspond to distinct place cell properties in CA3 and CA1. (A-
B) Schematic of the combined CA3-CA1 network during encoding (A) and recall (B) phases. The synaptic
connections determining activity in each phase are darkly shaded, with other pathways faded. (A) Encoding
phase: Distal and proximal inputs combine to determine burst-firing neurons in both CA3 and CA1, with
synapses from burst-firing CA3 neurons to burst-firing or non-burst-firing CA3 and CA1 neurons potentiated
or depressed, respectively. For the CA3 network, the proximal sparsity is lower than the distal sparsity,
whereas the opposite is true for the CA1 network. (B) Recall phase. EC layer II (EC-2) inputs promote
recall of a similar engram through recurrent activity within CA3. The CA3 engram provides feed-forward
input to CA1 and thus reactivates the CA1 ensemble with which it was co-active during encoding. (C) Distal
and proximal contributions to spatial tuning. Simulated CA3 (top) and CA1 (bottom) place cells sorted
according to their spatial tuning (left). Spatial tunings of the distal (center) and proximal (right) activations
are shown for each cell. (D) Remapping of spatial tunings across similar environments. Spatial tunings
are shown for environments with high (left), medium (center), and low (right) similarity to the original
environment (C), with neurons sorted in the same order. CA3 spatial representations remap almost entirely
across all environments, whereas CA1 representations remap progressively with changes to the environment.
(E) Correlations between the spatial tunings in the original environment (C) with those in environments of
progressively decreasing similarity (D).
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while preserving nonlinear processing in the compartment receiving intact inputs, this model would
account for these experimental results; the CA1 output would come to resemble the thresholded
input coming from the non-lesioned pathway.
We next assessed the model’s predictions for remapping of spatial representations in similar
environments (Figure 2.7D,E). We simulated similar environments by producing dissimilar proximal
input patterns, and distal patterns with varying degrees of similarity (Experimental Procedures).
We then evaluated the level of correlation (Figure 2.7E) between activity patterns in the original
environment (Figure 2.7C) and the similar environments (Figure 2.7D). In striking agreement with
experimental studies of different remapping in CA3 and CA1 (Leutgeb et al., 2004), the model CA3
network remapped substantially in all three similar environments, while the model CA1 network
remapped progressively with decreasing environmental similarity.
We thus see that this model – motivated entirely by considerations of circuit anatomy, nonlinear
dendritic integration, and hippocampal memory function – accurately accounts for experimentally
observed differences in the remapping properties of CA3 and CA1 place cells, as well as the differ-
ential importance of proximal and distal inputs to CA1 place field properties.
2.3 Discussion
Comparison with other models of CA3 and CA1
Our consideration of the nonlinear synaptic integration of segregated inputs to hippocampal PCs
led us to a theory in which the roles of the various hippocampal subfield elements are similar to
those proposed by McClelland & Goddard (1996). Area CA3 stores attractors that are decorrelated
by the orthogonalizing DG inputs, but can be recalled based on cues from EC inputs, while area
CA1 pairs CA3 representations with recoded representations containing greater information about
the cortical state at the time of encoding. Our work builds on this understanding by demonstrating
that nonlinear dendritic integration enhances the ability of the network to store greater numbers of
similar memories, and can serve as a recall cue not only by initializing the state of the recurrent CA3
network, but also by lowering the energy state of the cued engram without introducing artifacts
due to the noisiness of the cue.
This model differs from other attractor based hippocampal theories (Treves & Rolls, 1992, 1994;
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Rolls & Treves, 1994). Regarding the roles of the separate input pathways to CA3, we propose
that DG serves not to increase the information content of CA3 engrams (Treves & Rolls, 1992), but
instead to orthogonalize and as a consequence decrease the information content of CA3 engrams.
We consider the mutual information with the EC input pattern, not the DG input pattern (Treves &
Rolls, 1992), to be the proper measure of the attractor’s information content and interpretability.
Instead of requiring associative plasticity of the EC inputs to CA3 (Treves & Rolls, 1992), we
instead require these inputs to influence plasticity at recurrent synapses within CA3. In contrast
to previous arguments for the needs for weak plastic EC inputs to cue recall and for strong DG
inputs to overcome CA3 recurrence during encoding (Treves & Rolls, 1992), our analysis of the
trade-off between attractor interference and information (McClelland & Goddard, 1996) explains
why no single input pathway can suffice, whether it be plastic, nonplastic, strong, weak, or even
modulated (Hasselmo et al., 1995). In our model, dendritic nonlinearities do not simply compensate
for passive attenuation (Treves & Rolls, 1992), but are central to interactions between the dual input
pathways to CA3 PCs.
We propose that area CA1 functions not to redistribute the information content of CA3 attrac-
tors across a larger number of cells (Treves & Rolls, 1994), but instead to attach mutual information
to an otherwise uninformative CA3 attractor pattern. Rather than providing richer information
about the cued aspects of the event during recall (Treves & Rolls, 1994), EC inputs to CA1 are
in our model essential only during encoding, when they control plasticity at CA3-CA1 synapses to
pair the information-poor attractor pattern in CA3 with an information-rich representation in CA1.
This proposed function is arguably more useful, in that it ultimately enhances recalled information
that is not already represented in cortex.
The proposed recall mechanism, by which orthogonalized CA3 activity patterns reactivate
information-rich CA1 patterns, resembles Marr’s proposal that hippocampal “codon” represen-
tations reactivating cortical representations through hippocampal-cortical synapses (Marr, 1971).
The key difference here, of an intermediate CA1 layer between the codon representation and the
cortical representations, has important implications for memory capacity. The orthogonalization of
representations in CA3 “codons” necessitates a substantial plasticity at synapses emanating from
CA3 during memory formation. Given the stringent constraints on and memory capacity during
online learning (Amit & Fusi, 1992, 1994), the extra synaptic resources provided by a CA1 region,
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whose entire set of Schaffer collateral synapses can be dedicated to learning such associations, would
allow for a memory capacity not possible if such associations had to be learned through the small
fraction of synapses that cortical neurons receive from the hippocampus.
Here, we have focused on a role for CA1 distinct from novelty detection (Hasselmo et al.,
2000; Lisman & Otmakhova, 2001; McClelland et al., 1995). However, the model we present is
not incompatible with such a role for CA1. The proposed associative potentiation of CA3-CA1
synapses during encoding would cause later repetition of the same CA3 activity pattern to provide
much stronger feed-forward input to CA1. Nonlinear interaction between the CA3 and EC inputs
to CA1 would also provide a mechanism for assessing the similarity of the recovered memory (CA3
inputs) to the recall cue (EC inputs).
Model predictions and relations to experimental data
Nonlinear interactions between spatially segregated and functionally distinct inputs, and the in-
structive role of the resulting dendritic spiking and somatic burst firing for synaptic and intrinsic
plasticity, have been extensively demonstrated across various neocortical and hippocampal pyra-
midal circuits (Golding & Spruston, 1998; Larkum et al., 1999; Golding et al., 2002; Jarsky et al.,
2005; Sjöström & Häusser, 2006; Dudman et al., 2007; Tsay et al., 2007; Takahashi & Magee, 2009;
Xu et al., 2012a; Basu et al., 2013; Larkum, 2013; Gambino et al., 2014). Recent studies have also
provided compelling evidence for the presence of dendritic plateau potentials and somatic burst
spiking in hippocampal pyramidal circuits in vivo (Kamondi et al., 1998; Harvey et al., 2009; Ep-
sztein et al., 2011; Grienberger et al., 2014). Our model gives insight into how these cellular-level
phenomena can allow dynamic coupling of two functionally and spatially distinct pathways during
hippocampal spatial and memory operations, and provides experimental predictions at the cellular,
network, and behavior levels.
Inherent in this proposed model for hippocampal memory are specific predictions for epoch-
dependent requirements of specific input pathways and plasticity rules. DG inputs are predicted to
be important specifically during encoding, with their disruption – provided sufficient compensatory
mechanisms to ensure EC-driven CA3 attractor formation – leading to the interference of similar
memories. EC inputs to CA3 are essential for both encoding and recall, whereas EC inputs to CA1
are required only for encoding. The latter prediction has been verified, though so far only in the
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case of hippocampal-dependent temporal associative learning (trace fear conditioning), for which
EC layer 3 input to CA1 was found to be necessary during encoding but not recall (Suh et al.,
2011).
We also predict that memory formation depends critically on plasticity at synapses from CA3
PCs to both CA3 and CA1 PCs, and that this plasticity is regulated by nonlinear interactions
between distal and proximal inputs. Heterosynaptic control exerted by distal (EC) inputs over
proximal (CA3) inputs has been observed in CA1 PCs (Takahashi & Magee, 2009; Dudman et al.,
2007; Basu et al., 2013; Han & Heinemann, 2013). Moreover, dendritic plateau potentials require
inputs from EC layer III and are sufficient to induce rapid place field formation in CA1 PCs in
vivo (Bittner et al., 2015). Similar behavior of CA3 PCs remains to be confirmed, although active
dendritic input integration in CA3 PCs has been recently demonstrated (Kim et al., 2012; Makara
& Magee, 2013), and quantitative arguments have been made for the interaction of EC and DG
inputs driving CA3 PC activity (Lisman, 1999). Plasticity of neither DG nor EC inputs is predicted
to be essential during the formation of memories, though such plasticity rules could serve ancillary
network maintenance functions.
The model also makes predictions regarding activity of hippocampal circuit elements following
plasticity and input manipulation. For example, under in vivo conditions, a higher fraction of CA3
PCs should respond to proximal stimulation with burst firing due to the higher fraction receiving
strong distal input. Consistent with the reported sensitivity of CA1 PC spatial tuning properties
to lesion of inputs from EC but not from CA3 (Brun et al., 2002, 2008), the predicted differences
in distal and proximal sparsity also imply a greater dependence of CA1 tuning on distal inputs,
with CA3 tuning being instead more dependent on proximal inputs. Accordingly, environmental
perturbations, evoking stronger changes in proximal than distal inputs (Neunuebel & Knierim,
2014), should cause greater changes in CA3 than in CA1 (Leutgeb et al., 2007). Viewing elapsed
time as a form of environmental perturbation, we predict that long-term spatial remapping in
CA3 should be much stronger than in CA1. While experimentally characterized long-term place
field dynamics in CA1 (Ziv et al., 2013) match our predictions for remapping between similar
environments (Figure 2.7B), CA3 place fields are reported to be more stable than CA1 place fields,
though on much shorter time-scales and in familiar environments (Mankin et al., 2012), where




We have presented a hippocampal memory model motivated by the anatomical segregation of
excitatory inputs to hippocampal areas CA3 and CA1. This model builds on previous attractor-
based models of memory, but extends them through consideration of nonlinear interactions between
separate input pathways during PC input integration. Our model allows for the storage and recall of
information rich memory engrams, which do not interfere even when large numbers of highly similar
memories are stored. By reducing the gap between the anatomical details of the hippocampus and
abstract models of hippocampal memory, this work provides a framework for future experimental
and modeling investigations into hippocampal functions.
2.4 Experimental Procedures
All simulations, numerical integrations, and visualizations were performed with Python, Scipy, and
matplotlib.
Memory encoding
We initialize the recurrent synapses with random weights sampled from a Bernoulli (i.e. 0 or 1)
distribution with mean equal to the equilibrium fraction of potentiated synapses. Following the
presentation of each input pattern, weights are updated according to a stochastic Hebbian rule: the
























where the binary variables Xi and Xj represent the burst-firing state of the neurons. In our
simulations, we set p+ = 0.25 and p− = 2spp+.








p, which take values of 0 or 1, represent respectively the distal and proximal
activations (i.e. thresholded inputs) of the i-th neuron.
In the one-compartment model, the distal and proximal inputs are each Gaussian distributed
with with mean zero and variance σ2d or σ
2
p = 1−σ2d, respectively. A neuron is activated (Xi = 1) if
the summed proximal and distal inputs exceeded a threshold, which we set to θ =
√
2 erf−1(1− 2s)
to impose a coding level s; otherwise, the neuron is inactive (Xi = 0). Here, erf denotes the error






For recall dynamics without distal inputs, we followed standard approaches for attractor networks
with non-negative weights and activity states (Denker, 1986). The recurrent input to the i-th
neuron was calculated as vi =
∑
j 6=i(Wij −WI)xj , where the binary variable xj ∈ {0, 1} represents
the activity of the j-th neuron. The variable WI , representing disynaptic inhibition, was set to
spp+/[spp+ + (1− sp)p−] based on considerations outlined in the following section. We repeatedly
cycled through the neurons, setting xi to 1 whenever vi > 0, and setting x
i to 0 otherwise. We
continued this process until convergence to a fixed point or limit cycle. When considering the
contribution of distal inputs to recall dynamics in the two-compartment model, we modified the





j , where xjd is
the binary thresholded distal input to the j-th neuron, and b is a constant representing the amount
of extra output due to burst-firing in the presence of suprathreshold distal input.
Pseudo-energy calculations
In the case of symmetric synaptic weights and no distal input, the above recall dynamics correspond







To reflect the modified dynamics of the two-compartment network in the presence of distal inputs,









Here, the modification (1 + bxid) is interpreted – in the sense that this energy model is used with
stochastic dynamics at finite temperature – as reflecting the increased likelihood that a neuron will
respond to proximal input if it also receives distal input, and the modification (1+bxjd) can represent
the increased output magnitude (burst-firing) of a neuron receiving distal input. When plotting
the pseudo-energies (Figures 2.4B, 2.6A), we normalized both of these quantities by N2s2(1−WI),
with N representing the number of neurons.
We chose to perform our simulations with asymmetric weights in order to verify the effectiveness
of the model under the more biologically plausible condition of asymmetric synaptic plasticity;
hence, these energy functions do not precisely govern the dynamics, and are thus referred to as
the pseudo-energies throughout. Nevertheless, these energy functions still provides useful insights
as measures of the degree to which neuron activation states xi are consistent with synaptic input
levels vi.
Synapse equilibria and conditions for engram recall






following storage of a new engram, the fraction of potentiated synapses between neurons active
within the engram becomes Ŵij = W̄ij + (1 − W̄ij)p+. Also, when a large number of engrams
with highly similar distal inputs are stored, the mean weight of synapses between neurons receiving






Conditions for recall can be derived in the limit of large numbers of neurons by considering
two requirements. First, neurons within an engram must provide net excitation to each other, i.e.
Ŵij > WI . Second, neurons within an engram must provide net inhibition to neurons that are
not active as part of the engram, but which may be active in engrams for highly similar memories,
resulting in the condition, resulting in the inequality W̃ij < WI The simultaneous satisfiability of
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The second condition can be adapted to the case of the one-compartment model by replacing
sp with the recurrence frequency (Figure 2.5C) in the calculation of W̃ij . The high values for W̃ij
for the neurons with the highest recurrence probabilities (i.e. the upper tail of the distribution
in Figure 2.5C) results in a tendency for these neurons to become activated during the recall of
engrams in which they were not activated, ultimately leading to the formation of “center” engrams.
The conditions above indicate that the avoidance of such center attractors would require higher
values of WI and p; however, higher rates of synaptic turnover would increase the rate at which
memories were over-written and (Amit & Fusi, 1992, 1994) and thus limit the memory capacity of
the network.
Recurrence frequencies
For the two-compartment model, the expected frequency with which a neuron recurs in engrams
for similar memories (the recurrence frequency, Figure 2.5C) is equal to the proximal sparsity sp.












This expression is obtained by considering the distribution of distal input levels conditioned on a
neuron being active, and the probability of activation given each level of distal input.
Heuristic centers and trajectories
To find the “center” activity patterns (Figure 2.6A,B), we sorted the neurons by their participation
count, i.e. the number of stored engrams in which they were active. We then selected the activity
pattern in which only the neurons with the n highest participation fractions were active, choosing n
in each case to minimize the pseudo-energy of this pattern. If the resulting value of n was larger than
two fifths of the number of neurons expected to be active in an engram, than we further optimized
the energy of this “center” pattern: first, we repeatedly cycled through the neurons and set them
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to be active whenever doing so decreased the pseudo-energy; then we repeatedly cycled through
neurons and set them to be inactive whenever doing so decreased the pseudo-energy. Otherwise, we
did not further optimize this heuristic “center”, lest this optimization converge into the attractor
of a stored engram.
To find the heuristic trajectory between this “center” and an engram (Figure 2.6A,B), we started
with the engram activity pattern and then changed the activity of neurons one at a time in the
direction of the “center” pattern. The order in which neuron activities were changed was chosen
greedily: at each step, we selected the change in neural activity as to minimize the pseudo-energy
of the network after that change.
Engram correlations
Since each neuron is independent during encoding, correlation between two engrams is equivalent
to the correlation between the activity of a single neuron in each of the engrams. In general, the
correlation c between two Bernoulli random variables Xa, Xb each with mean m can be calculated


















When we can then reapply the same formula to calculate the product expectations in terms of the
distal and proximal correlations – cd and cp, respectively – to obtain an expression for the engram
correlation in terms of the correlations of the distal and proximal activations:
c =
cpcd(1− sp)(1− sd) + cpsd(1− sp) + cdsp(1− sd)
1− s
.
In Figure 2.5B, we consider the limit of perfect distal correlation (cd = 1) and perfect proximal
decorrelation (cp = 0), in which case the above formula simplifies to c = (sp − s)/(1− s).
For the one-compartment network, in the limit of perfectly correlated distal inputs and perfectly
decorrelated proximal inputs, the product expectation can be calculated by integrating over the
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We obtained the correlation values in Figure 2.5B by calculating this integral numerically and
substituting the result into the general formula above.
Mutual information
Since each neuron is independent during encoding, the mutual information between the engram
and the distal input pattern is linear in the number of neurons. We therefore focus on calculating
the mutual information between the activity of a single neuron and its distal input. For the two-
compartment network, this quantity is calculated as
I(xdxp, xd) = H(xdxp)−H(xdxp|xd) = h(s)− sdh(sp),
where h(x) = −x log2(x) − (1 − x) log2(1 − x) is the entropy of a Bernoulli random variable with
mean x. For the one-compartment network, this quantity is calculated as


















which we integrated numerically when creating Figure 2.5B. To obtain the mutual information per
active neuron, we divide these quantities by the engram sparsity s.
The parametric curves in Figure 2.5B were obtained by varying sp and sd under the restriction





restriction that s2p+ s
2
d = 1 and with a fixed threshold θ in the case of the one-compartment model.
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Spatial Tunings
We generated random spatial input patterns that varied continuously across the unit circle [0, 2π).






), where f(θ|µ, κ) is the probability density function of a von Mises distribution
centered at µ and with concentration κ, and where each θi is independently sampled from a uniform
distribution over [0, 2π). Then index α takes values d and p to denote the distal and proximal inputs,
respectively. We determined distal and proximal threshold such that, at a given position along the
unit circle, the probability of the input being above threshold was equal to sd or sp, respectively.
We then applied these thresholds to the randomly generated continuous functions to obtain binary
distal and proximal activation patterns for each model neuron.
Tunings for similar environments were created by regenerating entirely new proximal input
patterns and perturbing the distal input patterns. The perturbed distal activation patterns were










where the values of θi,kα were the same as used to generate the inputs in the original environment,
and where the perturbations δθi,kα were sampled from a von Mises distribution with a mean of




SIMA: Python software for analysis of
dynamic fluorescence imaging data1
Fluorescence imaging is a powerful method for monitoring dynamic signals in the nervous system.
However, analysis of dynamic fluorescence imaging data remains burdensome, in part due to the
shortage of available software tools. To address this need, we have developed SIMA, an open
source Python package that facilitates common analysis tasks related to fluorescence imaging.
Functionality of this package includes correction of motion artifacts occurring during in vivo imaging
with laser-scanning microscopy, segmentation of imaged fields into regions of interest (ROIs), and
extraction of signals from the segmented ROIs. We have also developed a graphical user interface
(GUI) for manual editing of the automatically segmented ROIs and automated registration of ROIs
across multiple imaging datasets. This software has been designed with flexibility in mind to allow
for future extension with different analysis methods and potential integration with other packages.
Software, documentation, and source code for the SIMA package and ROI Buddy GUI are freely
available at http://www.losonczylab.org/sima/.
1This work has been previously published (Kaifosh et al., 2014) and is joint work with the coauthors. The open
source SIMA project is the joint work of many contributors.
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3.1 Introduction
Two-photon fluorescence imaging of neuronal populations has proven to be a powerful method for
studying dynamic signals in neural circuits. For example, imaging of genetically-encoded fluorescent
Ca2+ indicators (Looger & Griesbeck, 2012) has been widely applied to simultaneously monitor the
activity in large populations of spatially, morphologically, or genetically identified neurons. These
methods can be implemented in vivo in awake rodents (Dombeck et al., 2007; Komiyama et al.,
2010; Lovett-Barron et al., 2014), providing the potential to study the molecular, anatomical, and
functional properties of neurons responsible for behavior (Kerr & Denk, 2008; O’Connor et al.,
2010). Relative to the electrophysiological approaches traditionally used to study neuronal activity
in vivo, two-photon imaging provides the advantages of recording activity in entire local popula-
tions without spike-sorting ambiguities or bias towards highly active neurons, imaging activity in
subcellular compartments such as axons or dendrites, and tracking the same neurons across exper-
iments spanning multiple days. Additionally, fluorescence imaging can be used to measure other
signals, such as membrane potentials and neurotransmitter release (Looger & Griesbeck, 2012).
To facilitate the analysis of data from dynamic fluorescence imaging experiments, we have
developed two software tools: the Sequential IMaging Analysis (SIMA) Python package, and the
ROI Buddy graphical user interface (GUI). The SIMA package can be used for motion correction,
automated segmentation, and signal extraction from fluorescence imaging datasets. The ROI Buddy
GUI allows for editing and annotating ROIs within a given imaging session, as well as registering
ROIs across imaging sessions acquired at different times. The output data resulting from analysis
with SIMA can either be directly analyzed using the NumPy/SciPy tools for scientific computing
(Oliphant, 2007; Jones et al., 2001–), or can be exported to common formats allowing for subsequent
analysis with other software. The SIMA package and ROI Buddy GUI can be run on Linux,
Windows, and MacOS operating systems, have been made freely available under an open source
license, and require only other freely available open source software.
This manuscript provides an overview of the SIMA package and ROI Buddy GUI. Section 3.2
explains the capabilities of these software tools and how they can be used. Section 3.3 explains de-
tails of the algorithms that have been implemented to provide this functionality. Finally, Section 3.4
compares this software with other available resources and discusses potential future developments.
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3.2 Functionality
The SIMA package and ROI Buddy GUI provide a variety of functionality outlined in Figure 3.1.
To give an overview of this functionality, we provide sample code for typical use in the case in
which the raw imaging data is contained in two NumPy arrays named channel_A and channel_B,
(other possibilities for input data formats are discussed in §3.2.1), and in which the output data
is to be stored in the location /save/path.sima. Throughout our code examples, we assume that
the SIMA package has been imported with the import sima Python command.
Figure 3.1: Workflow supported by SIMA. (1) An ImagingDataset object is first created either directly
from the raw data or from the output of the motion correction algorithm. (2) ROIs are generated by
automatic segmentation. (3) The ROI Buddy GUI can be used to edit the automatically generated ROIs
and to automatically register ROIs across multiple datasets. (4) Dynamic fluorescence signals are extracted
from the imaging data and ROIs.
With just a few lines of code, the user can correct motion artifacts in the data, and then segment
the resulting ImagingDataset object to identify ROIs:
dataset = sima.motion.hmm([[channel_A, channel_B]], ’/save/path.sima’)
dataset.segment()
If the data lack motion artifacts (e.g. fluorescence imaging in ex vivo brain slices), the motion
correction step can be replaced with direct initialization of an ImagingDataset object. The full
set of commands in this case is an follows:
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dataset = sima.ImagingDataset([[channel_A, channel_B]], ’/save/path.sima’)
dataset.segment()
In either case, the result of these commands is an ImagingDataset object containing the raw or
motion-corrected imaging data and the automatically generated ROIs. This object is permanently
stored in the location /save/path.sima so that it can be reloaded at a later time.
Following automated segmentation, the generated ROIs can be manually edited with the ROI
Buddy graphical user interface (GUI). This GUI can be used to delete erroneous ROIs, add missing
ROIs, merge ROIs that have been incorrectly split, and adjust the shapes and positions of existing
ROIs. The ROI Buddy GUI can also be used to register ROIs across multiple datasets acquired at
different times, allowing for assessment of long-term changes in neural activity.
Once the ROIs have been edited and registered, the ImagingDataset object can be loaded in
Python again, and then dynamic fluorescence signals can be extracted from the ROIs as follows:
dataset = sima.ImagingDataset.load(’/save/path.sima’)
dataset.extract()
The extracted signals are permanently saved with the ImagingDataset object and can be accessed
at any time with the command dataset.signals(). For further analysis with external software,
the signals can be exported using the command dataset.export_signals(’/export/path.csv’).
The remainder of this section contains more detailed discussion of each of the stages of this
workflow. This discussion complements the API documentation that is available online at the
project’s website: http://www.losonczylab.org/sima.
3.2.1 Object classes and input formats
The SIMA package follows an object-oriented design. The central object class around which the
package is structured is the ImagingDataset. Objects of this class can be created either by direct
initialization or as the output of the motion correction function call. Direct initialization of an
ImagingDataset object requires two mandatory arguments: (1) the raw imaging data formatted
according to the requirements discussed below, and (2) the path where the ImagingDataset object
is to be saved. Names for the channels may be specified as an optional argument. Once created,
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ImagingDataset objects are automatically saved to the designated location and can be loaded at
a later time with a call to the ImagingDataset.load method.
A single ImagingDataset object can contain imaging data from multiple simultaneously recorded
optical channels, as well as from multiple cycles (i.e. continuous imaging epochs/trials) acquired
at the same imaging location during the same imaging session. To allow for this flexibility, the raw
imaging data used to initialize the ImagingDataset object must be packaged into a list of lists,
whose first index runs over the cycles and whose second index runs over the channels. For example,
if the raw data is stored in an object called data, then the element data[i][j] corresponds to the
jth channel of the ith cycle.
The formating requirements for each such element of the aforementioned list of lists are designed
to allow for flexible use of SIMA with a variety of data formats. The sole requirement is that each
element be specified as a Python iterable object satisfying the following properties: (1) the iterable
may not be its own iterator, i.e. it should be able to spawn multiple iterators that can be iterated
over independently; (2) each iterator spawned from the iterable must yield image frames in the
form of two-dimensional NumPy arrays; and (3) the iterable must survive Python’s pickling and
unpickling methods for saving and loading objects.
A simple example of an object that satisfies these requirements is a three-dimensional NumPy
array, with the first index corresponding to the frame, the second to the row, and the third to
the column. Therefore, data in any format can be analyzed with SIMA following conversion to a
NumPy array. We also implemented the sima.iterables.MultiPageTIFF object class for creating
SIMA-compatible iterables from multi-page TIFF files, and the sima.iterables.HDF5 object class
for creating iterables from HDF5 files. For example, a two-channel dataset can be initialized from
TIFF files as follows:
iterables = [[sima.iterables.MultiPageTIFF(’channel1.tif’),
sima.iterables.MultiPageTIFF(’channel2.tif’)]]
dataset = sima.ImagingDataset(iterables, ’/save/path.sima’,
channel_names=[’GCaMP’, ’tdTomato’])
Compared to converting data from TIFF or HDF5 files to NumPy arrays, use of these custom
iterables is advantageous because there is no need to duplicate the data for separate storage in
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a second format. Furthermore, less data need be held in memory at any one time because the
MultiPageTIFF or HDF5 iterables allow for imaging data to be loaded one frame at a time on an
as-needed basis.
Importantly, the SIMA package has been designed to allow for flexible extension with additional
custom iterable classes analogous to the MultiPageTIFF class. Such extensions can be developed
to allow SIMA to use data from any required input format. Therefore, users wishing to use SIMA
with other data formats have two options: (1) to convert the data to a format already supported
such as a TIFF stack or NumPy array, or (2) to extend SIMA by creating a new iterable type to
support the desired data format.
3.2.2 Motion correction
During in vivo laser-scanning microscopy, the animal’s movements cause time-dependent displace-
ments of the imaged brain region relative to the microscope and thus introduce substantial arti-
facts into the imaging data. These artifacts are especially problematic when attempting to extract
transient fluorescence signals from very small structures, such as dendritic branches and synaptic
boutons (e.g. (Kaifosh et al., 2013)). Since individual pixels are acquired at different times during
laser scanning microscopy, motion artifacts can occur within a single frame and cannot be cor-
rected by simple frame alignment methods. To allow for correction of these within-frame motion
artifacts, the SIMA package includes line-by-line motion correction software (igure 3.2) that we
developed (Kaifosh et al., 2013) by extending upon the hidden Markov model (HMM) approach
used previously (Dombeck et al., 2007).
A call to the hidden Markov model motion correction function sima.motion.hmm returns a
motion-corrected ImagingDataset object. This function takes the same arguments used to directly
initialize an ImagingDataset object, as well as additional arguments for specifying parameters for
the motion correction procedure. One optional argument allows for specification of the number of
states retained at each step of the Viterbi algorithm (see Section 3.3.1 for details). Retaining a
larger number of states may in some cases result in more accurate displacement estimates, though
at the expense of longer run-times. The maximum allowable displacement in the horizontal and
vertical directions can also be specified. Use of this restriction can improve the quality of the
estimated displacements by ruling out unreasonably large estimates. Optionally, a subset of the
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channels can be selected for use in estimating the displacements, which will then be used to correct
artifacts in all channels. This option is useful in cases where there is a sparse or highly dynamic
channel with signals of interest, and an additional static channel providing a stable reference for
motion correction.
Once the motion artifacts are corrected, the frames of the resulting ImagingDataset show static
imaged structures, but a field of view that moves from frame to frame (Figure 3.2B). Typically,
a frame size larger than that of the original images is required to display the full spatial extent
that was imaged during the session. Relatedly, the area imaged during all frames is smaller than
that of the original images. To determine the spatial extent of the corrected image series that
will be retained for further analysis, the hmm function takes an additional optional argument, the
trim_criterion, which specifies the fraction of frames for which a location must be within the
field of view in order to be retained for further analysis. By default, the edges of the corrected
images are conservatively trimmed to retain only the rectangular region that remains within the
field of view during all imaging frames.
3.2.3 Segmentation and ROIs
The SIMA package allows for automated segmentation of the field of view with a call to the
ImagingDataset.segment method. The segment method takes arguments that allow for specifica-
Figure 3.2: Line-by-line correction of within-frame motion artifacts. (A) Schematic diagram showing a
single imaging frame before (left) and after (right) line-by-line motion correction. A separate displacement
is calculated for each sequentially acquired line from the laser scanning process. As a result, some pixel
locations may be accounted for multiple times (darker blue), while others may not be imaged in a given
frame (white gap). (B) Overlay of different regions imaged by different frames due to motion. The light
gray region indicates the maximum frame-size that can be selected for the motion correction output, such
that all pixels locations that were ever imaged are within the frame. The dark gray region indicates the
default and minimum frame-size that can be selected for the motion correction output, such that all pixels
locations within the frame are within the field of view at all times.
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tion of the approach to be used and an optional label for the resulting set of ROIs, which are saved
with the ImagingDataset. Arguments specific to the particular method can also be passed into
this method call. The SIMA package currently contains two implemented segmentation methods,
’normcut’ and ’ca1pc’, both of which are based on the normalized cuts approach (Shi & Malik,
2000). Further details on these particular segmentation approaches are provided in Section 3.3.2.
A call to the segment method returns an ROIList object, which contains the segmented ROI
objects. As well, ROI objects can be initialized independently in one of four ways: (1) with a
mask, typically a NumPy array, indicating the weight of each pixel (see Section 3.3.4), (2) with a
list of polygons, each consisting of a list of vertices, (3) using ROI Buddy (see Section 3.2.4), or
(4) by importing a set of ROIs created in ImageJ (Schneider et al., 2012). Masks can either be
binary, to select a subset of pixels, or real-valued, as in the case of weights resulting from principal
or independent component analysis. Polygons are treated equivalently to binary masks. ROIs
typically consist of a single polygon, however multiple polygons are useful for marking structures
that leave and re-enter the imaging plane.
Additionally ROI objects have the following optional attributes: id, label, and tags. The
label attribute is a descriptor for the ROI used for referencing the region within one imaging
session. The id of an ROI object is an identifier used to track the region over multiple imaging
sessions, such that two ROI objects from different experiments that have the same id are understood
to correspond to the same neuron/dendrite/bouton. The id values are automatically set during
ROI registration with the ROI Buddy GUI. The tags attribute is a set of strings associated with
the ROI, used for sorting or marking the ROIs based on morphological, genetic, or other criteria.
These tags can also be modified from within the ROI Buddy GUI or during analysis of fluorescence
signals to aid in the selection and sorting of ROIs during subsequent analysis.
3.2.4 Manual ROI Editing
The ROI Buddy GUI can be used to view and edit the automated segmentation results or to
manually draw new ROIs (Figure 3.3). When the user loads an ImagingDataset object, the time-
averaged images are displayed as a static background on which ROI objects are displayed. The
underlying static image can be toggled between each of the imaged channels, and optionally a
contrast-enhanced “processed” image can be displayed. Each ROI object, consisting of one or more
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polygons, is displayed with a unique color over this background. If multiple ROIList objects are as-
sociated with an ImagingDataset (automatically generated and manually edited sets, for example),
the active set is selectable via a drop-down menu. The user can also toggle between simultaneously
loaded ImagingDataset objects, which is useful for rapidly switching between multiple imaging
sessions of the same field of view in order to verify the ROIs during editing.
Once the ImagingDataset and ROI objects are loaded in the GUI, the user can edit, delete, and
add new ROIs as polygons while in the GUI’s “Edit” mode. All ROIs are directly editable, allowing
for the user to adjust individual vertices or translate the entire ROI. In addition, separate polygons
can be merged either into a single multiple-polygon ROI or, if the polygons are overlapping, into a
single polygon ROI. The interface also allows the user to directly set the label and tags properties
of each ROI described in Section 3.2.3.
3.2.5 ROI Registration
To track the same structures over multiple imaging sessions of the same field of view (Figure 3.4),
the ROI Buddy GUI also supports the registration of ROIs from different ImagingDataset objects.
In the GUI’s “Align” mode, affine transformations are estimated to align the time-averaged images
of the currently active ImagingDataset with each of the other loaded sets. These transformations
are then applied to the respective ROI objects to transform them all into the space of the active
ImagingDataset (Figure 3.4C). This allows ROIs to be imported from one set on to the active
ImagingDataset or for all of the ROIs to be viewed simultaneously over the time-averaged image
of a single ImagingDataset. The ROIs are then automatically identified across imaging datasets
based on their degree of overlap following transformation. The id attributes of co-registered ROI
objects are set to be equal, thus allowing for tracking of the same regions over multiple imaging
sessions.
When displayed in the GUI, co-registered ROI objects are colored identically for easy visual
inspection of the registration results (Figure 3.4D). Groups of co-registered ROIs can be manually
modified by removing and adding ROI objects to correct any errors in the automated registration.







Figure 3.3: The ROI Buddy graphical user interface. (A) Image viewing panel with ROI editing tools.
During typical use this panel is expanded to occupy the majority of the screen. (B) Panel for toggling
between “Edit” and “Align” modes, loading imaging datasets, and registering ROIs across datasets. (C)
Panel for selecting, creating, saving, and deleting sets of ROIs associated with the active imaging dataset. In
“Align” mode, ROIs from all loaded datasets can be viewed simultaneously. (D) List of ROIs in the currently
selected set, and tools for tagging, merging, unmerging, and re-coloring ROIs. (E) Contrast adjustment for
the underlying base image. (F) Panel for selection of the underlying base image.
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day 1 day 1 + day 2 aligned matched(A) (D)(C)(B)
Figure 3.4: Registration of ROIs across imaging sessions acquired on two different days. (A) ROIs (red) and
time-averaged image for the first imaging session. (B) ROIs (green) and time-averaged image for the second
imaging session, with ROIs for the first imaging session (red) shown for comparison. (C) Same as (B) but
with an affine transformation applied to align the time-averaged image and ROIs from day 2 to those of day
1. (D) Same as (C) but with the ROIs colored by their automatically determined shared identities across
both imaging sessions.
3.2.6 Signal extraction
Signal extraction is accomplished by the ImagingDataset.extract method. This extract method
can take several optional arguments. The ROIList to be used can be specified in cases where
there are multiple ROIList objects (e.g. one that has an automatically generated and another that
has been manually edited) associated with the ImagingDataset. If multiple optical channels are
present, the channel to be used for extraction can be specified. If the ROIs are either polygons or
a binary masks, the extract method can optionally exclude pixels that overlap between ROIs in
order to reduce artifactual correlations between adjacent ROIs.
The output of the extract method is a Python dictionary, which is also automatically saved
as part of the ImagingDataset object. This dictionary contains (1) the raw extracted signals,
(2) a time-averaged image of the extracted channel, (3) a list of the overlapping pixels, (4) a
record of which ROIList and channel were used for extraction, and (5) a timestamp. Additionally,
a verification image is saved as a PDF file showing the extracted ROIs and overlapping pixels
overlaid on the time-averaged image. Once the signals are extracted, they can be accessed at any
time with a call to the ImagingDataset.signals method.
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3.2.7 Exporting data
The SIMA package is intended to provide support for early stages of data analysis, such that
subsequent analysis of the extracted signals can be performed with separate software. In cases
where all analysis is performed using Python, no exporting is necessary, since the SIMA objects
can be used in conjunction with other Python code. In other cases, data from SIMA objects can
be easily exported into standard formats, including TIFF images and CSV text files.
Such exporting of data can be performed at various stages of data processing with the SIMA
package. For example, those wishing to use SIMA solely for motion correction can export the
motion-corrected time series with a call to the ImagingDataset.export_frames method. This
method takes as its argument the filenames with which the exported data will be saved, formatted
as a list of lists of strings organized similarly to the input data (see Section 3.2.1). Additional
optional arguments can be used to specify the output file format, whether to scale the intensity
values to the full range allowed by the output file format, and whether to fill in unobserved rows
(Figure 3.2A) of motion corrected images with values from adjacent frames. Time-averaged images
can similarly be exported with the ImagingDataset.export_averages method.
If SIMA is also used for signal extraction, then the extracted signals can be exported to a CSV
file with the ImagingDataset.export_signals method. The resulting CSV file contains the id,
label, and tags for each ROI, and the extracted signal from each ROI at each frame time.
3.3 Software details
3.3.1 Motion correction
We have previously described the HMM formulation and parameter estimation procedures that we
have implemented for correction of within-plane motion during laser scanning microscopy (Kaifosh
et al., 2013). Here we provide some additional details about the software implementation.
Viterbi-based algorithm
The Viterbi algorithm computes the maximum a posteriori sequence of states for a HMM. For a
general HMM with S hidden states and T timesteps, the Viterbi algorithm has time complexity
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O(S2T ). When used for motion correction, the hidden states are the possible displacements, with
one state per pair of x and y integer displacements in pixel units. By restricting state transitions
to those between nearest neighbors in two dimensions, we reduce the complexity of the algorithm
implemented in SIMA to O(ST ). This restriction is justified by the same assumption – that
negligible motion occurs during the time required to image a row – by which we justify applying
the same displacement to all pixels in the same row. Some of the datasets from our laboratory
exhibit substantial displacements in two dimensions, resulting in the number of states S being
rather large; however, at any one time-step, the probability is typically concentrated in a much
smaller number of states. Our software exploits this concentration of probability by retaining only
the N  S most probable states at each time-step. This approximation of the Viterbi algorithm
reduces the computational complexity to O(NT ).
Further increases in speed have been achieved by storing precomputed results for a number of
transformations applied to the reference image and the image being aligned. These transformations
include scaling by the estimated gain factor (see (Kaifosh et al., 2013)) to convert intensity values
to estimated photon counts, and computation of the logarithm and gamma functions applied to
these scaled values. Repeated computations have also been avoided by using lookup tables for the
indices of overlapping pixels between the image and the reference frame, for the possible transitions
between hidden states, and for the probabilities of the transitions.
3.3.2 Segmentation
Although SIMA is designed to be extended to allow for multiple approaches to segmentation, the
initial release includes only two segmentation methods, both using the normalized cuts approach
(Shi & Malik, 2000). Specifically, we have implemented a basic normalized cuts segmentation
(’normcut’), as well as a variant designed for segmentation of pyramidal cell nuclei in hippocampal
area CA1 (’ca1pc’). Here, we describe first how we use the normalized cuts approach to partition
the field of view, and then how, in the case of the ’ca1pc’ variant, these regions are post-processed
to create ROIs.
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3.3.2.1 Normalized cut formation
The normalized cut segmentation algorithm (Shi & Malik, 2000) partitions the imaged field of view
through an iterative process. At each stage, a subset of the image pixels is split into two new subsets
in such a way as to minimize a penalty that depends on a set of connection weights between the
pixels. The resulting normalized cuts are uniquely determined by two factors: (1) the connection
weights between pixels, and (2) the termination criterion for the iterative splitting procedure.
For the standard normalized cuts procedure implemented in SIMA, the weight wij between each








σ2x if ||xi − xj || < r
0 otherwise
, (3.1)
where cij is an estimate of the correlation between the pixels’ intensity signals, ||xi − xj || is the
Euclidean distance between the positions xi,xj of the pixels, and σ
2
x specifies the decay of weights
with distance up to a maximum distance r. We set the parameter kc = 9 based on empirical
observations of segmentation accuracy.
For the ’ca1pc’ variant, we use a different set of weights wCA1PCij , which are calculated by
multiplying the weights wij from Equation (3.1) by a factor depending on the maximum pixel
intensity along a line connecting the two pixels. Specifically, the modified weights are defined as




I∗avg ((1− s)xi + sxj)
)
, (3.2)
where I∗avg(x) is the intensity at location x of the time-averaged image, processed with Contrast
Limited Adaptive Histogram Equalization (CLAHE) and an unsharp mask in order to correct
intensity inhomogeneities and enhance the contrast (Figure 3.5B). Based on empirical observations
of segmentation accuracy, we set kI = 3/(max I
∗
avg −min I∗avg), with the maximum and minimum
taken over the entire image. The effect of this modification is to increase the weights between two
pixels within the same low-intensity pyramidal cell nucleus relative to the weights between other
pixels.
The termination criterion for the iterative partitioning of the image depends on the number of
55
Figure 3.5: Segmentation steps for identifying pyramidal cell nuclei with the ’ca1pc’ variant of the nor-
malized cuts segmentation approach. (A) The time-averaged image of the time-series to be segmented.
(B) Application of CLAHE and unsharp mask image processing to (A). (C) Disjoint regions identified
by iterative partitioning with the normalized cuts algorithm. (D) Local Otsu thresholding of each region
in (C). (E) Cleanup of the Otsu thresholded regions in (D) with opening and closing binary morphology
operations. (F) Resulting ROIs after rejection of regions in (E) that failed to satisfy minimum size and
circularity requirements.
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pixels in the region and the normalized cut penalty for the next potential partitioning. Specifically,
partitions containing fewer than a minimum number of pixels (cut_min_size) do not undergo
further partitioning, whereas partitions with greater than a maximum of pixels (cut_max_size)
always undergo further partitioning. For partitions with an intermediate number of pixels, further
partitioning occurs only if the penalty associated with the partitioning would be below a given
threshold. For populations of uniformly sized neurons, such as those in the pyramidal layer of CA1,
suitable termination is achieved when the values for cut_max_size and cut_min_size are chosen
as upper and lower bounds on the typical cell size. An example set of partitions obtained with the
’ca1pc’ variant is shown in Figure 3.5C.
3.3.2.2 Post-processing of partitions
In contrast to the basic ’normcut’ segmentation method, which simply returns the partitions as
the ROIs, the ’ca1pc’ variant applies a series of post-processing steps to these partitions to isolate
the darker pixels corresponding to the putative CA1 pyramidal cell nuclei. First a threshold is
calculated for each partition based on Otsu’s method (Otsu, 1979) for cluster-based thresholding,
allowing for the rough separation of light and dark pixels (Figure 3.5D). Following this step a series
of morphological operations, consisting of a binary opening followed by a binary closing, are applied
to each identified region to regularize the ROI shapes by filling in gaps and smoothing the borders
of each region (Figure 3.5E). Finally a minimum size and circularity criterion is applied to each
region to reject small and irregularly shaped regions (Figure 3.5F).
We evaluated this ’ca1pc’ segmentation algorithm on two-photon fluorescence imaging data
from GCaMP6f-expressing pyramidal cells in hippocampal area CA1 (see (Lovett-Barron et al.,
2014) for methodological details). Each of the 37 datasets consisted of 4575 frames of size 128x256
pixels acquired at 7.6 Hz with a 40x Nikon immersion objective at optical zoom 2X. We ran
the segmentation algorithm with the following parameters: num_pcs = 50, max_dist = (3, 6),
spatial_decay = (3, 6), cut_max_pen = 0.10, cut_min_size = 50, cut_max_size = 150,
x_diameter = 14, y_diameter = 7, min_roi_size = 20, circularity_threhold = .5, and
min_cut_size = 40. We compared the automatically segmented ROIs with manually curated
segmentation. With a minimum Jaccard index of 0.25 as the criterion for a match between ROIs,
the automatic segmentation had a false negative rate of 12±2% and a false positive rate of 20±5%
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(mean ± standard deviation).
3.3.3 ROI Registration
To estimate affine transformations between pairs of time-averaged images, we used the function
getAffineTransform from OpenCV. Once ROIs are transformed into the same reference space,
the ROI Buddy GUI can automatically estimate the degree of similarity between each pair of ROIs
from different ImagingDataset objects by calculating the Jaccard index, defined as the area of
the intersection divided by the area of the union. ROIs are then clustered with the unweighted
pair group method with arithmetic mean (UPGMA) hierarchical clustering algorithm (Sokal &
Michener, 1958), with distances between ROIs given by the reciprocal of the Jaccard index for
that pair. ROI pairs from the same ImagingDataset are assigned infinite distance to prevent co-
clustering of ROIs from the same imaging session. The termination criterion for clustering is set
such that pairs of ROIs in a cluster have a minimum Jaccard index of 0.25. The objects of each
cluster are then assigned a common id attribute, allowing for identification of the same region over
multiple imaging sessions.
3.3.4 Signal extraction
In discussing the extraction procedures, we use the notation wip to denote the weighting of the
pth pixel by the ith ROI. For polygon or binary mask ROIs, created with SIMA’s automated




within the ROI and 0 elsewhere, where Ni is the number of pixels in the ith ROI.
The simplest case for extraction occurs when the same pixel locations are imaged in every frame.
In this case, we calculate the signal by a simple weighting of the normalized fluorescence intensities








with fpt denoting the intensity of the pth pixel in the frame at time t, and fp denoting the average
intensity across all frames at pixel location p.
When extracting signals following correction of within-frame motion artifacts, the situation is
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complicated by the fact that not all pixel locations are observed in each frame. To derive a method
for extracting these signals, we first note that the simple extraction method (equation 3.3) reduces
to the least-squares error estimate for a simple linear model in which the pixel intensities are related






api(sit − s∗i ),
with the coefficients api defined as the entries of the pseudoinverse of the matrix with entries given




pwip. Given this model, when a subset Pt of the pixels











Here, the time-dependent coefficients wipt are defined as the entries of the pseudo-inverse of the
matrix with entries api for all pixels p in Pt.





























where Pit is the set of pixels in the ith ROI that were imaged at time t, and Nit the number of pixels
in this set. In cases in which no pixels of a given ROI are imaged in a given frame, a not-a-number
(numpy.NaN) value is recorded in place of that ROI’s signal at that time.
3.3.5 Requirements and Dependencies
The SIMA package and ROI Buddy GUI depend only upon freely available open source soft-
ware. In particular, the NumPy and SciPy packages (Oliphant, 2007; Jones et al., 2001–) for
numerical and scientific computing are relied upon heavily throughout. The extraction function-
59
ality uses Matplotlib (Hunter, 2007) to generate verification images. The Shapely Python pack-
age is used for geometric calculations relating to polygon ROIs. Automated segmentation relies
upon Scikit-image (van der Walt et al., 2014) and the Open Source Computer Vision Library
(OpenCV), the latter which is also used for ROI registration. The ROI Buddy user interface uses
guiqwt (http://code.google.com/p/guiqwt/). HDF5 files are manipulated with the h5py interface
(http://www.h5py.org/). These packages are available with a standard scientific Python installa-
tion. Since the libtiff C library and its Python bindings enable more memory-efficient handling of
multi-page TIFF files, their installation is strongly recommended if SIMA is to be used with large
TIFF files containing many frames.
3.4 Discussion and Future Developments
As a freely available open source software package, SIMA provides a variety of tools to facilitate
common steps of dynamic fluorescence imaging analysis, including correction of motion artifacts,
segmentation of the field of view into ROIs, and extraction of the fluorescence time-series for each
ROI. Data can be imported or exported at various stages of processing with SIMA, so that the
package can be used for all stages of analysis, or for any combination of the motion correction,
segmentation, and signal extraction. The SIMA package can thus be used flexibly in conjunction
with other analysis software. We have thoroughly documented the SIMA package to facilitate use
and future collaborative development of this open source project (project hosted on GitHub at
https://github.com/losonczylab/sima).
Some of the functionality contained in the SIMA package complements other existing fluores-
cence imaging acquisition and analysis tools, such as Micro-Manager (Edelstein et al., 2010) and
ACQ4 (Campagnola et al., 2014). The TurboReg plug-in for ImageJ (Thevenaz et al., 1998) is
capable of correcting motion artifacts that produce mis-aligned frames, but does not allow for
correction of within-frame motion artifacts that occur during laser scanning microscopy. The
normalized cuts approach to segmentation (Shi & Malik, 2000) is a novel technique for the segmen-
tation of dynamic fluorescence imaging data and is complementary to existing approaches, such
as spatio-temporal independent complement analysis (Mukamel et al., 2009), convolutional sparse
block coding (Pachitariu et al., 2013), and other methods implemented in ImageJ or CalTracer
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(http://www.columbia.edu/cu/biology/faculty/yuste/methods.html). In addition to provid-
ing this additional approach to segmentation, we have also created a graphical user interface, ROI
Buddy, for manual editing of automatically generated ROIs, and for automated registration of ROIs
across multiple datasets. ImageJ also provides the ability to draw ROIs and extract signals from
image timeseries, but lacks the ability to handle missing data. Overall, a major advantage of SIMA
is the integration of these various processing stages into a single tool-kit, allowing for seamless
execution of the early stages of analysis of time series laser-scanning microscopy data.
We plan to extend the SIMA package, hopefully in collaboration with the neuroinformatics
community, so that future versions have greater functionality. A major need is to extend SIMA
with additional methods for automated segmentation. Since the optimal segmentation approach is
dependent on the neural structures recorded, the imaging conditions, and the goals of the analysis,
we have structured the SIMA module such that additional approaches can be easily implemented
and applied to ImagingDataset objects. Integration of other existing segmentation approaches
into the SIMA package is an area of active development.
A second avenue for future development is to generalize the applicability of the SIMA package
to imaging data acquired by methods other than two-dimensional laser scanning microscopy. In
particular, we are interested in extending SIMA to work with newer technologies allowing for three-
dimensional imaging within a volume of neural tissue. Such technologies include temporal focusing
(Schrödel et al., 2013), light sheet imaging (Verveer et al., 2007), light field imaging (Levoy et al.,
2006), and resonance scanning in combination with a piezoelectric crystal. The extension of our
software to these technologies should support their broader application.
Supplemental Data
Extensive documentation for the SIMA package and ROI Buddy GUI is available at http://
www.losonczylab.org/sima/. Software and source code can be downloaded from the Python





signaling across multiple modalities in
awake mice1
Hippocampal interneurons receive GABAergic input from the medial septum. Using two-photon
Ca2+ imaging of axonal boutons in hippocampal CA1 of behaving mice, we found that populations
of septo-hippocampal GABAergic boutons were activated during locomotion and salient sensory
events; sensory responses scaled with stimulus intensity and were abolished by anesthesia. We
found similar activity patterns among boutons with common putative postsynaptic targets, with
low-dimensional bouton population dynamics being driven primarily by presynaptic spiking.
4.1 Introduction
The septo-hippocampal GABAergic pathway (SH-GABA) connects inhibitory neurons in the medial
septum selectively with hippocampal GABAergic interneurons (Freund & Antal, 1988). Beyond
its role as a pacemaker for hippocampal theta rhythms (Dragoi et al., 1999; Hangya et al., 2009),
the function of the SH-GABA remains poorly characterized. Most published septal recordings
have been performed under anesthesia (but see (Dragoi et al., 1999; Simon et al., 2006; Hassani
1This work has been previously published (Kaifosh et al., 2013) and is joint work with the coauthors.
62
et al., 2009)), and there have been few investigations into external event-driven activity of this
projection (Mercer & Remley, 1979; Miller & Freedman, 1993; Zhang et al., 2011). Thus, the types
of information carried by the SH-GABA pathway during behavior remain unknown.
4.2 Results
To characterize the population dynamics of the SH-GABA projection during behavior, we developed
a system for two-photon functional imaging of SH-GABA axonal boutons in hippocampal area
CA1 of head-fixed mice during sensory stimulation or treadmill running (Figures 4.1a and 4.4).
We injected rAAV1/2(Synapsin-GCaMP5) (Chen et al., 2013) into the medial septum of mice
expressing tdTomato in hippocampal interneurons (Figure 4.1b) to selectively express the Ca2+
indicator GCaMP5 in SH-GABA axons (Methods and Figure 4.5) and tdTomato in postsynaptic
CA1 interneurons (CA1INs; Figures 4.1b,c and 4.6). To image Ca2+ dynamics in GCaMP+ SH-
GABA boutons in vivo, we implanted a head-post and chronic imaging window above CA1 (Figures
4.1c and 4.4) (Dombeck et al., 2010) and head-fixed mice on a treadmill underneath a two-photon
microscope (Methods). We extracted fluorescence signals from regions of interest (ROIs) over
identified GCaMP+ axonal varicosities in oriens and alveus layers of dorsal CA1 (Methods and
Figure 4.6), which formed dense clusters of putative synaptic contacts onto somata and dendrites
of CA1INs (Freund & Antal, 1988) (Figure 4.1b,c).
Ca2+ imaging revealed slow spontaneous activity in synchronously active subpopulations of
SH-GABA boutons in awake stationary mice (Figures 4.1d and 4.7). Fluorescence in most boutons
increased during running episodes (Figure 4.1e), consistent with previously reported modulation of
septal activity during locomotion-induced theta (4-8 Hz) oscillations (Vinogradova, 1995). Simul-
taneous extracellular field recordings in CA1 confirmed that both theta power and bouton activity
increased with running (Figure 4.8). Notably, we also observed bouton responses to discrete stimuli
of various sensory modalities, including air-puffs (Figure 4.1f), auditory stimuli (∼110-dB, 10-kHz
tone or white noise) and light flashes (Figure 4.1g). Given that air-puff responses occurred in the
largest fraction of boutons (P < 0.05 in > 70% of boutons, Z test), we studied these responses in
more detail. In most boutons, air-puff responses were positive (Figure 4.1h), increased with stimu-
lus intensity (Figure 4.1k), habituated weakly (Figure 4.9) and were not associated with increased
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Figure 4.1: Functional imaging of SH-GABA boutons in CA1 of behaving mice. (a) Schematic of the head-
fixed behavior and imaging approaches. (b) Viral injection site in the medial septum and SH-GABA fibers
in the fornix and dorsal hippocampus (left). Confocal image of area under the imaging window (middle) and
coronal image of GCaMP-labeled SH-GABA fibers in CA1 (right). o/a, oriens/alveus; pyr., pyramidal layer;
rad., radiatum; l-m., lacunosum-moleculare. (c) Schematic of in vivo two-photon (2pLSM) imaging (left).
Two-photon image of GCaMP+ SH-GABA boutons adjacent to tdTomato+ CA1INs (right). e.c., external
capsule. (d) Relative GCaMP fluorescence changes during spontaneous activity, locomotion and air puffs in
boutons adjacent to CA1INs in c. (e) Elevation of Ca2+ signals during running (P < 0.001, sign test, n =
935 boutons). (f) Air puff-triggered signal averages (mean ± s.e.m.) from example boutons (arrows in c).
Scale bars represent 50% ∆F/F and 3 s. (g) Fraction of boutons responding to different sensory stimuli.
Dotted line indicates chance level. (h) Distribution of air-puff responses. (i) Activity of boutons from c
under ketamine and xylazine (K/X) anesthesia. Same color scale as in d. (j) Reduction in spontaneous
activity power under anesthesia (P = 0.03, sign test). Ctr., control. (k) Dependence of response magnitude
on air-puff duration; example traces for awake (black) and anesthesia (blue). Scale bars represent 50% ∆F/F
and 3 s. (l) Suppression of puff-evoked bouton Ca2+ responses by anesthesia (P < 0.001, sign test, n = 27
boutons). Error bars represent mean ± s.e.m.
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theta power (Figure 4.8). Anesthesia with ketamine and xylazine or urethane strongly attenuated
all responses (Figures 4.1i-l and 4.9).
The robust SH-GABA bouton responses to air puffs raise the possibility that this signal may
represent behaviorally relevant sensory information. Indeed, air-puffs were effective as an innately
aversive unconditioned stimulus in an auditory trace fear conditioning task (Chowdhury et al.,
2005) for head-fixed mice (Figure 4.10). Conversely, we found no substantial bouton signals to
appetitive water rewards (Figure 4.11).
The synaptic route by which this aversive stimulus activates medial septal GABAergic neurons
is unknown. To test whether this signal reaches the septum via septal-projecting hippocampal
somatostatin-expressing CA1INs (Gulys et al., 2003), we imaged SH-GABA bouton responses while
silencing these cells (Lovett-Barron et al., 2012), a manipulation that did not alter bouton air-puff
responses (Figure 4.12). We next used monosynaptic retrograde tracing with pseudo-typed rabies
virus (Wickersham et al., 2007a), which identified brainstem and hypothalamic nuclei providing
direct input to medial septal GABAergic neurons (Figure 4.13). These results suggest that salient
sensory stimuli can rapidly influence hippocampal networks through septal neurons connecting
subcortical and cortical networks.
Our imaging approach allowed us to simultaneously record activity from large populations of
SH-GABA boutons in relation to putatively identified postsynaptic CA1INs (4-108 ROIs and 1-9
CA1INs per field of view, FOV). To facilitate interpretation of population dynamics from noisy flu-
orescence recordings, we developed a modified principle component analysis (offset PCA; Methods
and Figure 4.14). This analysis revealed that the first few principal components accounted for most
of the signal variance in each FOV (Figure 4.2a,b). These low-dimensional dynamics motivated
us to investigate whether locomotion and sensory stimuli had similar SH-GABA representations,
where we found correlated mean responses to running and air puffs across bouton groups sharing
the same putative postsynaptic CA1INs (R = 0.64, P < 0.001; Figure 4.2c).
We next asked whether the representations of running and the air puff were separable from the
perspective of individual CA1INs. Population vector analysis (Methods and Figure 4.2d) revealed
substantial overlap between the representations of the air puffs and locomotion in each subset of
boutons targeting an individual CA1IN (mean angle between population vectors = 39.7, P < 0.01,





















Figure 4.2: SH-GABA bouton population dynamics. (a) Distribution of population Ca2+-signal variance
across principle components (PC1-4) for each FOV (n = 79 FOVs in 23 mice). Gray line indicates number
of ROIs in each FOV. (b) Principal component signals (PC1-6) for an example FOV. Scale bars represent
50% ∆F/F and 3 s. (c) Mean running-related activity and air-puff responses in each bouton group sharing
a putative postsynaptic CA1IN (R = 0.64, P < 0.001, linear regression). (d) Distribution of angles between
population vectors for running- and air puff-related activity. Boutons adjacent to each CA1IN comprise a
population (n = 56 interneurons). (e) tdTomato+ CA1IN (left) with arrowheads indicating boutons whose
stimulus-triggered Ca2+ signal averages (mean ± s.e.m.) are shown on right. Scale bars represent 50% ∆F/F
and 3 s. (f) Example running- and air puff-related activity (left) and correlation matrix (right) of all imaged
boutons adjacent to the CA1IN in e, ordered by activity similarities.
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to receive multiple correlated inputs with similar response durations and stimulus selectivity (Figure
4.2e,f). Overall, this high degree of overlap indicates that interneurons receive minimal information
to distinguish between stimulus-evoked and locomotion-related SH-GABA inhibition.
We next investigated the relative contribution of septal spiking activity and presynaptic neuro-
modulation to the observed correlation structure of SH-GABA boutons. Bouton pairs connected
by identifiable axonal segments (Figure 4.3a) had significantly higher Ca2+ signal correlations than
bouton pairs chosen independently of their axonal identity (P < 0.001, shuffle comparison; Figure
4.3b). Furthermore, we found that, in the same axon, pairs of boutons targeting the same CA1IN
had correlations similar to pairs contacting different CA1INs (P = 0.23, shuffle comparison; Figure
4.3c). However, local factors could shape these responses. Given that presynaptic metabotropic
GABAB receptors (GABABRs) reduce GABA release from most GABAergic terminals, we tested
their contribution to the observed SH-GABA bouton correlation structure by developing a per-
forated imaging window to combine local pharmacological manipulation with imaging (Methods,
Figure 4.3d and Figure 4.15). We characterized this method by observing that drug application
remained local, but reached the tissue (tetrodotoxin abolished bouton signals; Supplementary Fig-
ure 12), and confirmed the presence of GABABRs at these terminals by local application of the
GABABR agonist baclofen, which significantly attenuated bouton Ca
2+ responses (P < 0.001;
Figure 4.3d,e). Endogenous GABABR activation could reduce correlations between boutons of
the same axon through variable suppression of bouton activity or increase correlations across all
boutons through globally synchronous suppression. Blocking GABABRs with CGP52432 did not
significantly change the correlations among either group (P = 0.75; Figure 4.3f,g), suggesting that
endogenous presynaptic GABABRs do not substantially shape the observed bouton population
dynamics. Together, our data indicate that the primary source of bouton activity patterns is the
presynaptic firing of septal GABAergic neurons.
4.3 Conclusion
In conclusion, two-photon Ca2+ imaging of septal GABAergic boutons allowed us to identify and
characterize prominent sensory signaling in the SH-GABA pathway. Although SH-GABA activity


















































Figure 4.3: Factors contributing to bouton population activity patterns. (a) Example FOV with identifiable
axon segments. Left, arrowheads mark examples of boutons of an axon contacting two different interneurons
(blue, #1 and #2), boutons of a different axon targeting the same CA1IN (red, #3 and #4) and boutons
without identifiable postsynaptic profiles (yellow, #5 and #6). Axons (A-C) and boutons are marked
by corresponding colors beside the correlation matrix (top right) and on air puff-triggered bouton signals
(bottom right, mean ± s.e.m.). Scale bars represent 100% ∆F/F and 3 s. (b,c) Distributions of bouton-
bouton Ca2+-signal correlation coefficients. (d) Local pharmacology method (left) with example air-puff
responses from boutons in control and in baclofen (400 µM, right). Scale bars represent 100% ∆F/F and 3 s.
(e) Suppression of bouton air-puff responses by baclofen (P < 0.001, sign test, n = 49 boutons). Error bars
represent mean ± s.e.m. (f) Bouton-bouton correlations before and during CGP52432 (30 µM, R = 0.78,
P < 0.001, n = 2,719 ROI pairs, linear regression). (g) CGP52432-induced changes in average correlation
across boutons in each FOV or axon (mean ± 2 s.e.m.; FOVs, n = 10, P = 0.75; axons, n = 13, P = 1; sign
test).
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stimulus identity is constrained by the overall similarity of response properties across boutons
in the projection, the overlap of locomotor and sensory inputs to CA1INs, and the tendency of
CA1INs to receive multiple inputs from a common axon with homogenous activity. By modulating
the activity of CA1INs during salient events, this signaling could have important consequences for
hippocampal network dynamics and plasticity during learning. Our findings complement previous
studies detailing correlations between septal neuron activity and fast hippocampal rhythms, in-
cluding sharp waves and theta oscillations (Dragoi et al., 1999; Hangya et al., 2009; Simon et al.,
2006; Hassani et al., 2009), and provide a foundation for investigations into the circuit mechanisms
of septo-hippocampal contributions to learning and memory.
4.4 Methods
All experiments were conducted in accordance with the US National Institutes of Health guidelines
and with the approval of the Columbia University Institutional Animal Care and Use Committee.
4.4.1 Mice & viruses
Adult male and female mice were used in the study. Mice were housed in the vivarium (1-5 per
cage) under 12-hours dark/12-hours light cycle. The experiments were performed during the an-
imals’ dark cycle. The knock-in mice used in these experiments have been described previously
(Lovett-Barron et al., 2012). The mice were hemizygous offspring of homozygous Gad65-cre (n
= 6), Pvalb-cre (n = 14), or Som-cre (n = 6) mice and loxP-STOP-loxP-tdTomato Cre reporter
strain B6;129S6-Gt(ROSA)26Sor tm9(CAG-tdTomato)Hze/J (Jackson Laboratory). For viral expression
of the genetically-encoded Ca2+ indicator GCaMP.5 (Akerboom et al., 2012), we used a recom-
binant adeno-associated virus (rAAV1/2(Synapsin-GCaMP.5 ) with humanized synapsin promoter
and serotype 1/2 (cap/rep genes). We found that this promoter and serotype almost completely
failed to label cholinergic septal neurons, as confirmed by the almost complete lack of GCaMP
labeling of choline acetyltransferase (ChAT)-positive neurons in the medial septum and axons in
the hippocampus (Figure 4.5A-C). This highly selective labeling of a ChAT-negative and predom-
inantly GABAergic septo-hippocampal projecting neuronal population in the medial septum was
further confirmed by in vitro recordings from hippocampal CA1 interneurons in acute hippocam-
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pal slices, in which GABAAR antagonist completely abolished postsynaptic currents evoked by
Channelrhodopsin-2 photostimulation of septo-hippocampal fibers labeled with rAAV1/2(Synapsin-
ChR2 ) injection to the medial septum (Figure 4.5D).
4.4.1.1 Monosynaptic tracing with pseudo-typed rabies virus
To identify inputs to GABAergic neurons of the medial septum, we used a viral monosynaptic
tracing system (Wickersham et al., 2007a,b) in Gad65-cre mice (n = 4). This system leverages
the exclusively retrograde trans-synaptic spread of pseudo-typed rabies virus through the ner-
vous system (Ugolini, 2010). Medial septal GAD+ neurons were first infected by a mixture of viral
Cre-conditional AAV vectors. The priming vector, rAAV(CAG-TVA-mCherry)Cre (Watabe-Uchida
et al., 2012), makes GAD+ neurons selectively vulnerable to pseudo-typed rabies virus. The comple-
mentation vector, rAAV[EF1a-histoneGFP-2A-rabiesG(CVS11*B19)]Cre (modified from Addgene
#37452) allowed the rabies virus to spread monosynaptically from GAD+ neurons to presynaptic
neurons. As a means of enhancing presynaptic spread of the pseudo-typed rabies virus, the comple-
mentation vector uses a chimeric glycoprotein consisting of the G gene from the CVS-11, with the
cytosolic tail replaced by the G gene from the SAD-B19 strain. AAVs were packaged as serotype
2+1 (McClure et al., 2011b) and injected to the medial septum with a ratio of 1:4 (for the priming
and complementation vectors, respectively; coordinates: +1.00 & 0.75 A/P, 0.0 M/L; -4.0 to -3.0
D/V, 0.2mm steps, 13 nL each). Two weeks after injection of the priming and complementation
viruses, pseudo-typed rabies virus (rabies(∆G-dsRed2, Addgene #32638) (Wickersham et al., 2010)
expressing dsRed2 was injected (coordinates: +1.00 & 0.75 A/P, 0.0 M/L; -4.0 to -3.0 D/V, 0.2mm
steps, 15 nL each). Ten days following rabies injection animals were perfused transcardially with
4% paraformadehyde and coronal sections were prepared from the brain.
4.4.1.2 Pharmaco-genetic silencing GABAergic hippocampo-septal neurons
We performed rAAV injections in hemizygous offsprings of Som-cre mice and loxPSTOP-loxP-
tdTomato Cre reporter strain B6;129S6-Gt(ROSA)26Sortm9(CAG-tdTomato)Hze/J (n = 2) as previously
described (Lovett-Barron et al., 2012). We first injected rAAV7/2(rAAV(Synapsin-PSAML141F-
GlyR)Cre bilaterally to dorsal CA1 followed by a second injection three weeks later to target
rAAV1/2(Synapsin-GCaMP.5 ) to the medial septum. After five weeks of the first injection mice we
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implanted mice with headpost/cannula above the left dorsal hippocampus. After imaging in drug-
free control, we temporarily removed mice were from head-fixation and injected them with small-
molecule synthetic agonist (PSEM89S, 50 mg/kg, intraperitoneally) of the PSAML141F-GlyR+
channels to silence of PSAML141F-GlyR+/Som+ interneurons. After agonist injection mice were
replaced to under the microscope for imaging under PSEM-silenced conditions. We validated the ef-
ficacy of in vivo PSEM silencing in separate experiments with GCaMP-imaging PSAML141F-GlyR+
Som+ interneurons (n = 2, data not shown).
4.4.2 Surgery
4.4.2.1 Viral Injection
We performed rAAV injections as previously described (Lovett-Barron et al., 2012; Losonczy et al.,
2010), and targeted rAAV1/2(Synapsin-GCaMP.5 ) to neurons in the medial septum (+1.00 & 0.75
A/P, 0.0 M/L; -4.0 to -3.0 D/V, 0.2mm steps, 30-50nL each).
4.4.2.2 Window/Head-post Implant
The surgical implant consisted of two pieces: a window and a head-post (Figure 4.4C). We con-
structed the window from a stainless steel cannula (3 mm diameter, 1.5 mm height), fixed to a 3 mm
diameter coverglass (64-0720, Warner) with UV-curable adhesive (Narland; as described elsewhere
(Dombeck et al., 2010)). The stainless steel head-post is contoured to cover the whole head with
a bar at the back for head-fixation, and a hole over the left hemisphere for craniotomies above the
hippocampus (see (Royer et al., 2012)). Both the head-post and cannula/window were stored in
ethanol until use.
One to three weeks post-injection (Figure 4.4D), we anesthetized mice with isofluorane and
treated mice with buprenorphine (0.3mg/kg, sc) to minimize post-operative discomfort. We exposed
the skull and drilled a 3 mm-diameter circle centered around left dorsal CA1, exactly matching
the size of the cannula-window to be implanted. We thinned the bone around the edges of this
circle, and subsequently removed the bone and underlying dura. We then applied chilled cortex
buffer (Holtmaat et al., 2009) and began to aspirate the cortex with suction through a 27G blunt
needle (SPI Supplies), constantly irrigating with cortex buffer until we were able to visualize a large
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extent of the medial-lateral fibers comprising the external capsule, as described by previously by
others (Dombeck et al., 2010). When fibers became visible, we switched to a 30G blunt needle,
expanded the area of visible fibers to the entire excavated area, and remove the top layer of the
external capsule by gentle suction and peeling away. We stopped any residual bleeding by applying
gel foam and washing cortex buffer through it until clear. To implant the window, we held the
far edge of the cannula into the skull with the window down and wedged the near edge into the
craniotomy using two sets of forceps. Once the entire window is inside the skull, we slowly pushed
it down until the external capsule contacted the window. The tight fit between the cannula and
the bone around it ensured that the window was secure and rigid with no exposed brain tissue.
We then applied a layer of grip cement (Dentsply) over the skull and edges of the skin, previously
covered in Vetbond (3M), including around the cannula, and on the bottom of the head-post held
in a stereotaxic arm. We then lowered the head-post onto the head so that the back posts for
head-fixation were approximately parallel to the top edge of the cannula, and covered everything
with more cement, leaving to dry for 15-20 min before returning mice to the home-cage (awake and
mobile within 5-20 min).
4.4.3 Behavioral apparatus and stimulus presentation
We developed a flexible system for combining 2-photon imaging with microcontroller-driven stimu-
lus presentation and behavioral read-out (Figure 4.4A-B). The presentation of stimuli was controlled
by a micro-controller (Arduino Uno). Tones were presented as 200 ms duration 10 kHz square wave
cycles on a microcontroller digital pin wired to either a speakers near each of the mouse’s ears
(max intensity ∼110 dB). Light flashes lasting 200 ms were delivered with a red light emitting
diode (LED). For air-puffs, a microcontroller digital pin gated current from a separate 12 V power
supply via a bridge driver (STMicroelectronics L293D). This gated current from the power supply
controlled a metal seal solenoid valve (NVZ110-6H-M5, SMC), which gated the flow of air from
a compressed air tank to a tube ending in a pipette tip facing the snout of the mouse. During
repeated sensory stimulation, we used a variable inter-stimulus interval between 30 and 45 s be-
tween subsequent stimuli. Stimuli were repeated between 5-10 times for each modality or intensity
level. Stimulations with different sensory modalities (Figures 4.1 and 4.2) or different intensity
levels (Figures 4.1 and 4.9G-H) were performed in randomized temporal order.
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We tracked locomotor behavior by measuring the voltage across an infrared photo-transistor.
Rotation of the treadmill wheel caused the wheel spokes to pass between the phototransistor and
an infrared LED. For off-line analysis, electrical signals encoding mouse behavior and stimulus
presentation were collected with a analog to digital converter (NI USB-6229 DAQPAD , National
Instruments). Two photon imaging and DAQPAD acquisition were synchronized by a common
trigger pulse from the micro-controller. We used an IR-sensitive camera with and IR light-source
to video monitor the mouse throughout the experiments.
4.4.3.1 Head-fixed auditory trace fear conditioning
We implanted six mice with headposts at least 1 week prior to behavior. We used our microcontroller-
driven apparatus to pair an auditory tone (conditioned stimulus, CS; 10 kHz, 20 s) with air-puffs
(unconditioned stimulus, US; 200 ms, 5 stimuli at 1 Hz), separated by a stimulus-free ‘trace’ period
known to require dorsal hippocampal function (Chowdhury et al., 2005; Misane et al., 2005). To
measure learning, we used suppression of licking as a measure of conditioned fear (Bouton & Bolles,
1979). We habituated water-restricted mice (>80% pre-deprivation weight) to lick for small-volume
water rewards (∼500 nL/lick) while head-fixed on our treadmill apparatus. We then recorded licking
from mice over a 55 s period: 10 s pre-CS, 20 s CS, 15 s trace, and 5 s US. Mice were conditioned
across spaced sessions throughout two consecutive days. We changed the treadmill belt material
every session to prevent general fear conditioning to the context.
4.4.3.2 Imaging SH bouton activity during licking behavior
To test for bouton-activity during licking behavior (Figure 4.11), we water-restricted mice (n =
2, >80% pre-deprivation weight) to lick for small-volume (∼500nL/lick) water rewards during
contextual presentation during imaging sessions.
4.4.4 2-photon Imaging in Behaving Mice
After implantations, mice recovered for 3-7 days before beginning the habituation process. We be-
gan habituation by handling mice until they did not squirm during squeezing restraint and would
groom for extended periods in our hands. After hand habituation, we habituated mice to the
treadmill and head restraint. First, we allowed mice to freely explore the treadmill. Second, we
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subjected mice to brief periods of being held by their head-posts with pliers. Finally, we used pliers
to place mice into the head-fixation apparatus. Here the mice were allowed to run on the treadmill,
and were habituated in darkness for longer periods over several sessions, eventually during scanning
for GCaMP+ boutons and potential FOVs for imaging. Within 3 or 4 sessions, mice could un-
dergo up to an hour of head-fixation while remaining calm but alert, and periodically running. We
use an Ultima in vivo X-Y galvanometer-mounted mirror-based multi-photon microscopy system
(Prairie Technologies) and an ultra-fast pulsed laser beam (920 nm wavelength; Chameleon Ultra
II, Coherent, 30-70 mW average power at the back focal plane of the objective) controlled with an
electro-optical modulator (Model 302 RM, Conoptics) to excite GCaMP and tdTomato through a
40× objective (Nikon NIR Apo, 0.8 NA, 3.5 mm WD). Warmed distilled water (∼32◦ C) or cortex
buffer served to connect the water immersion objective with the cannula. Green and red fluores-
cence were separated with an emission filter cube set (green: HQ525/70m-2p; red: HQ607/45m-2p;
575dcxr, Chroma Technology Crop.). Fluorescent light was detected with photomultiplier tubes
(green GCaMP fluorescence: GaAsP PMT (Hamamatsu Model 7422P-40) red tdTomato fluores-
cence: Multi-alkali PMT (Hamamatsu R3896)) operated with PrairieView software (Prairie). Once
mice were head-fixed, we used a goniometer (Edmund Optics) to adjust the angle of the mouse’s
head up to 10 degrees to make the imaging window parallel to the objective. Time series were
collected in red (td-Tomato signal) and green (GCaMP signal) channels at 256x128 pixels covering
165x165µm or 117x117µm fields of view, with frame rates between 7.6 and 10 Hz.
4.4.5 Imaging in anaesthetized mice
After imaging in awake conditions, mice (n = 9 experiments in n = 6 mice) were temporarily
removed from the head-restraint for intraperitoneal injection of ketamine (60 mg/kg) and xylazine
(6 mg/kg) and then returned back to the imaging apparatus. Imaging started at ∼10 min after the
injection and terminated before the mice recovered from anesthesia (awake and mobile in 90 min).
In other experiments, mice (n = 3) were anaesthetized with intraperitoneal injection of urethane
(0.8-1 g per kilogram body weight). The level of anesthesia was assessed by loss of withdrawal
reflexes in response to paw pinch.
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4.4.6 Local Pharmacology Experiments
For local pharmacology experiments, we replaced the glass coverslip with a plastic coverslip in
which we had punctured a hole (∼200 µm diameter). This hole was plugged by a plastic bar and
the entire cannula filled with Kwik-Sil (World Precision Instruments). Instead of waiting several
days to perform experiments, mice were habituated and tested 1-2 days after implants. Before
imaging, we removed the plastic plug and filled the cannula with warmed (∼ 32◦C) cortex buffer
(in mM: mM: 125 NaCl, 5 KCl, 10 glucose, 10 HEPES, 2 CaCl2, and 2 MgCl2). We imaged FOVs at
∼200-300 µm lateral to edge of the drug hole. After period control imaging, we dissolved baclofen
(400 µM; Tocris, Figure 3), CGP52432, (30 µM, Tocris, Figure 3) or tetrodotoxin (TTX; 30 µM;
Sigma; Figure 4.15) in cortex buffer and used these solutions to fill the cannula and fluid well for
the objective. We waited 30 min before imaging to allow for diffusion of drugs to the imaged area.
4.4.7 LFP recordings
Mice were implanted with imaging cannula using plastic coverslips. A formvar-coated tungsten
microwire (California Fine Wire, Grover Beach, CA; diameter: 75 µm; impedance: 30 KOhms) was
chronically implanted under the plastic coverslip at about 200 µm beneath the cannula coverslip
in hippocampal area CA1. Extracellular recordings were amplified 1000× and digitized at 5KHz
sampling with an extracellular amplifier (DAM80, World Precision Instruments) and a NIDAQ A/D
converter board (National Instruments). LFP recordings were analyzed custom-written software in
Python. Theta-filtered LFP signals were obtained using a finite input response filter with a Kaiser
window selecting for the 4-8 Hz frequency range.
4.4.8 Anatomy and Immunohistochemistry
After imaging experiments, mice injected with rAAV1/2(Synapsin-ChR2 ) to the medial septum
were deeply anesthetized with isoflurane and perfused through the ascending aorta with 4% paraformalde-
hyde dissolved in 0.1 M phosphate buffered saline (PBS; pH 7.4). Brains were removed from the
skull and stored in the same solution for overnight postfixation, and then they were sectioned into
50 µm thick slices with a vibratome (Vibratome). Free floating slices were immunostained against
ChAT according to the following protocol: Slices were permeabilized with 0.3% TritonX-100 in
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PBS, blocked with 10% normal horse serum in PBS and incubated in anti-ChAT primary anti-
body (1/500; Millipore, AB144P) for two days at 4◦ C. After several washes in PBS, the primary
antibody was reacted with biotin-conjugated anti-goat secondary antibody (Jackson ImmunoRe-
search Laboratories) followed by washes in PBS and another incubation in 1:300 concentration
of avidin-conjugated Alexa 660 (Invitrogen) or DyLight 594 (Jackson ImmunoResearch Laborato-
ries). Confocal tile-stack images (25-35 slices, 1 µm optical thickness) from the CA1 region of the
hippocampus and the medial septum were acquired using a Leica DM6000 B confocal microscope
(20× objective). For the GCaMP.5/ChAT colocalization experiments (Figure 4.5) 3-3 medial septal
slices from two mice were used.
4.4.9 In vitro electrophysiological recordings and ChR2 photostimulation
Channelrhodopsin photostimulation in acute hippocampal slices (Figure 4.5) was performed as de-
scribed previously (Lovett-Barron et al., 2012). Whole-cell voltage clamp recordings (Vh = -55
mV) were obtained from interneurons located in strata oriens/alveus of area CA1 using a low
Cl--containing intracellular solution (138 mM K-gluconate, 4 mM NaCl, 10 mM HEPES, 4 mM
Mg2ATP, 0.3 mM Tris2GTP, 14 mM phosphocreatine, and 0.1 mM Alexa 594). ChR2 photostimu-
lation of SH axons labeled with rAAV1/2(Synapsin-ChR2 ) injection to the MS was performed with
a blue DPSS laser (473 nm, CrystaLaser) coupled to the uncaging path of the two-photon scan-head
with a 60× objective to access the extent of ChR2-sfGFP+ SH axons in strata oriens/alveus of
CA1.
4.4.10 Motion correction
We used a two-step approach, building on previous work (Dombeck et al., 2007), to compensate for
x-y motion due to movements of the awake animal. We first performed a frame-by-frame alignment
of the two-photon images by maximizing the spatial cross-correlation between each image and a
template consisting of the average of all previously aligned image frames. Results from this first step
were used to estimate parameters for the second step, which used a Hidden Markov Model (HMM)
to correct within-frame motion artefacts that arise during laser scanning microscopy (Dombeck
et al., 2007). At both stages of the correction process, we neglected motion perpendicular to the
imaging plane because artifacts due to this out-of-plane motion were minimal (Dombeck et al.,
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2007). In infrequent cases when manual inspection did reveal uncorrected out-of-plane motion, the
data were discarded. These motion correction methods allowed us to resolve and track activity of
subcellular structures such as axonal boutons (Figure 4.6).
4.4.10.1 Hidden Markov model
The HMM estimated the displacement of the mouse’s brain relative to the imaging apparatus at the
time of each pixel acquisition. As done previously (Dombeck et al., 2007), we assumed that, because
of the relatively fast imaging rate, the displacement was the same for all pixels acquired in the same
row. The HMM was then specified by a pair of statistical models for the transition probabilities
between the displacement from one row to the next, and for the pixel intensity observations for a
given displacement.
The brain displacement was modeled as a first order autoregressive process in two dimensions.
Specifically, the displacement dt at time t was distributed as a multivariate normal with mean
deq + A(dt−1 − deq) and covariance matrix Σ, where A is a matrix representing the decay of
perturbations toward an equilibrium point deq. The pixel values were assumed to result from linear
scaling of photon counts that obey Poisson statistics. The pixel intensity I was then distributed
as I ∼ g · Poisson(Ī/g), where Ī is the expected intensity and g is the gain factor that converts
photon counts to pixel intensities. The value Ī was given by the intensity of the reference image
at the location determined by the difference of the scan-head location and the brain displacement
at the time the pixel was acquired. For cases when the pixel locations fall outside of the reference
image because of large displacements, we estimated the observation likelihood by assuming that
these pixel intensities came from a normal distribution whose mean and variance were those of the
entire set of pixel intensities in the imaging dataset.
The maximum a posteriori estimate for the series of displacements was calculated using the
Viterbi algorithm. Our motion correction algorithm combined information from both imaging
channels by taking the product of the observation likelihood for each channel, equivalent to assuming
that the noise in each channel is independent.
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4.4.10.2 Parameter estimation
The effectiveness of the HMM-based motion correction depends on accurate estimation of the model
parameters, which include the reference image, the photo-detection gain factor, and movement rate.
The time average of all images, after cross-correlation-based frame-by-frame alignment, was used
as the reference image for HMM-based motion correction.
We used the estimated frame displacements Dt from the cross-correlation based correction to
fit the decay matrix Ã and the movement covariance Σ̃ matrix a two-dimensional AR(1) process,
Dt ∼ N(ÃDt−1 − deq, Σ̃). For use in the row-by-row HMM, we then rescaled the parameters to
account for the changed time-step size between each displacement observation. Since the eigenvalues
of A − I were small relative to the frame rate, we rescaled approximately as Σ = Σ̃/r and A =
[12(Ã + Ã
T)]1/r, where r is the number of rows per frame, The symmetrization of the matrix Ã
amounts to the assumption that there are two orthogonal directions along which displacements
decay independently.
Since the variance of a scaled Poisson variable is equal to the mean multiplied by the scaling
factor, the gain factor was estimated by comparing the mean and variance across time of the pixel
intensity at each location in the frame-aligned images. To reduce bias in this estimate due to
incompletely corrected motion artifacts in the frame-aligned image series, we included only image
frames with the same estimated displacement as their neighbors. For the same reason, we only used
the 10% percent of pixel locations with the smallest magnitudes of the spatial relative intensity
gradient ∇ log Ī.
4.4.11 Signal extraction
Each imaging channel contains a different mixture of the GCaMP and tdTomato signals. We
applied independent component analysis to the pixel values of the time-averaged motion-corrected
images in order to determine the linear combinations of the two imaging channels that isolated the
GCaMP and tdTomato signals (Figure 4.6). To reduce noise in the isolated GCaMP signals, we
subtracted the time-averaged red channel rather than the individual frames. This averaging was
justified because the static tdTomato signal dominated the red channel.
Following isolation of the signals, we used NIH ImageJ to draw ROIs by hand on the time-
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averaged motion-corrected image series. Then, at each imaging frame time, the GCaMP signal was
determined by considering all pixel observations whose locations fell within the ROI. The signal
was calculated as the sum of all such pixels’ intensities Ii divided by the sum of the time-averaged




i Īi. We discarded
all boutons that did not remain within the field of view for all imaging frames.
4.4.12 Offset principal component analysis
In standard PCA performed on mean-subtracted signals sit, the principal components are calcu-








t . However, this
empirical estimate of the covariance matrix is inconsistent and asymptotically biased if the obser-
vations of the signals are noisy. Therefore, we performed PCA using an alternative estimator of












t ), in which the products
of signals are offset by one acquisition time. This estimator is consistent and unbiased under the
assumptions that the observation noise is independent across time (valid for photon noise) and that
the signals change slowly relative to the acquisition rate (justified by the slow GCaMP dynamics
relative to the imaging rate).
As with standard PCA, the eigenvectors of the estimator Ĉ give an orthogonal set of principal
components. However, in the case of offset PCA, the eigenvalues λi of the matrix Ĉij are consistent
and unbiased estimates of the variances in the directions of the eigenvectors. This allowed us to
consistently estimate the relative power in the jth PC as λj/
∑
i λi, where λi is the ith largest
eigenvalue of Ĉ. We then identified the smallest set of PCs whose relative variances summed to
one, and denoised the signals by retaining only the variance along these directions. We consistently,
and without bias, estimated the total power across all the signals as the trace
∑
i Ĉii. We used


























See Figure 4.14 for an example of these techniques.
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4.4.13 Response calculations
We calculated stimulus responses by integrating the calcium signal ∆F/F over the 2 seconds fol-
lowing the stimulus. For the baseline value of F, we used the average signal during the pre-stimulus
period. We excluded trials during which the mouse ran on the treadmill, and we applied a Z-test
to the responses from each trial to determine whether each bouton responded significantly.
We calculated running responses by averaging the calcium signal ∆F/F over the periods during
which we detected treadmill motion. For the baseline value of F, we used the average signal during
periods without running. We excluded all signals collected during the first 5 seconds following each
stimulus presentation.
For determining the dependence of the response on stimulus intensity, we included all bou-
tons that showed a significant response to the strongest stimulus. For assessing the effects of
pharmacological manipulations on bouton responses, we included all boutons showing signifi-
cant (p < 0.05) and substantial (mean > 0.4 s·∆F/F) positive responses under either control
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, where σ is a random permutation of the first N pos-
itive integers.
4.4.14 Statistical tests
All comparison tests were two-sided. For shuffle comparisons, we repeatedly shuffled the relevant
information (bouton identity, axon identity, or post-synaptic target identity). For each shuffling, we
compared the mean of the shuffle distribution with that of the actual distribution. We computed
the fraction of times the shuffle mean was lower than the true mean, and the fraction of times it
was higher. The p-value was taken to be twice the smaller of these fractions.
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4.5 Supplementary Figures
Figure 4.4: Details of the experimental apparatus. A. Photographs of the behavioral apparatus underneath
the two-photon imaging system. B. Schematic of the system for combined imaging, stimulus delivery, and
behavioral readout. A personal computer (PC) runs user interfaces to control both the two photon laser
(2P) and the micro-controller (MC) that controls the behavioral apparatus and receives imaging data from
the red- and green-filtered photo-multiplier tubes (rPMT and gPMT). The micro-controller directly controls
an LED and speakers, and via a bridge driver (BD) controls a solenoid that gates flow from a compressed
air tank to deliver the air-puff. Locomotion is measured using an infrared LED (IR) and photo-transistor
(PT) to detect beam-breaks caused by rotation of the treadmill wheel spokes. To ensure synchronized data
acquisition, the same voltage pulse from the micro-controller triggers both the two-photon (2P) imaging and
the DAQPAD, which records all signals related to stimulus presentation and behavior. C. Grayscale images
showing the position of the stainless steel cannula and the stainless steel head-post (top). Confocal Z-stack
projection (middle and bottom) of post hoc reconstructed and realigned horizontal sections (five consecutive
50 µm sections across the oriens/alveus and pyramidal layers) form the area under the imaging cannula.
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Figure 4.5: rAAV-mediated labeling of medial septal neurons results in highly selective viral targeting of the
GABAergic septo-hippocampal (SH) projection. A. Low magnification confocal image of the medial septum
from a mouse injected with rAAV1/2(Synapsin-GCaMP.5 ) showing the typical distribution of GCaMP.5
expressing neurons (green) and choline acetyltransferase (ChAT) immunoreactive neurons (red). Arrowheads
in high magnification images (right) corresponding to the boxed area in A point to GCaMP.5 expressing
neurons. Note the lack of detectable ChAT immunoreactivity in all GCaMP.5-expressing neurons. Scale bar:
100 µm. B. Bar graph summarizing the colocalization of viral GCaMP labeling and ChAT immunoreactivtiy
in medial septal neurons (mean ± s.e.m., n = 6 sections in n = 2 mice). Total number of characterized
neurons in parenthesis. C. Low magnification confocal image (top) showing the distribution of GCaMP+
SH axons in a horizontal section taken from the area CA1 in a ChAT-immunostained hippocampus. Scale
bars: 100 µm. Green boutons in the high magnification images (lower) originating from the medal septum
are immunonegative for ChAT (white arrowheads). Scale bar: 5 µm. D. In vitro channelrhodopsin-2 laser
photostimulation-evoked (1 ms, 473 nm) outward current in a voltage-clamped CA1 oriens/alveus interneuron
recorded in a hippocampal slice from a mouse injected with rAAV1/2(Synapsin-ChR2 ) to the medial septum.
Top: GABAA receptor antagonist gabazine (20 µM) completely abolishes the postsynaptic current evoked by
ChR2-photostimulation. Bottom: Summary graph (open circles: individual recordings; filled circles: mean
± s.e.m.) showing the complete blockade of ChR2 photostimulation-evoked responses in CA1 oriens/alveus


















































Figure 4.6: Motion correction and channel separation of two-photon imaging data. First row: Raw image
frame acquired with two-photon microscopy. Second row: Time-average of the raw imaging frames without
motion correction. Third row: Time-average of the motion-corrected imaging frames. Fourth row: Isolation
of tdTomato and GCaMP signals by linear separation of the two channels, with separation coefficients
estimated with independent component analysis. These time-averaged, corrected, and channel-separated

















Figure 4.7: Examples of spontaneous and running-related activity in GABAergic SH boutons. A. Example
traces showing sustained increases in bouton Ca2+ levels in the absence of running activity or sensory
stimulation. B. Example traces showing slow oscillatory activity in GABAergic SH boutons in the absence



























































Figure 4.8: Simultaneous recording of hippocampal LFP and GABAergic SH bouton calcium signals. A.
Example trace showing increases in LFP theta and GABAergic SH bouton activity during running. Top
to bottom raw LFP, theta-filtered LFP (4-8 Hz), mean bouton calcium signal. B. Example trace showing
increases in LFP theta and GABAergic SH bouton activity during running, and bouton response to air-puff.
Top to bottom raw LFP, theta-filtered LFP (4-8 Hz), LFP spectrogram, activity of GABAerigic SH boutons.
C. Summary plot showing the mean LFP theta (4-8 Hz) power modulation during running and during the
first 2 seconds following the air-puff (n = 3 mice, >30 air-puffs per mouse).
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Figure 4.9: Stimulus response properties of GABAergic septo-hippocampal boutons. A. Distribution of
air-puff response duration (left) and delay to response-peak (right). B. Responses to air-puffs are unaffected
by the presence of a sustained tone, beginning 10 s prior to the puff. Ellipses are centered at the mean and
have axis diameters equal to 2 s.e.m. Response magnitude units: s·∆F/F. C. For boutons with significant
responses to both the tone and the air-puff, the histogram shows the distribution of the ratio of the response
to the both stimuli combined simultaneously to the sum of the responses to the individual stimuli. D.
Reduction in spontaneous bouton signal power under urethane anesthesia. E. Reduction in bouton air-puff
responses under urethane anesthesia. (p < 0.001, sign test; error bars: mean ± s.e.m.). F. Comparison
(sign test) of the mean bouton response magnitudes to the first five and last five air-puffs in a series of 10
airpuffs, evenly spaced at intervals of 10 s (left), 30 s (center), and 60 s (right). The attenuation factor for
each ROI was calculated in terms of the mean responses to the first five air-puffs (mf ) and to the last five
air-puffs (ml) as (ml −mf )/(ml + mf ). For each distribution, the p-value was calculated with a sign test.
G. Average response magnitude to auditory noise of various powers relative to a maximum power of ∼110
dB (n = 28 boutons; bars: mean ± s.e.m.). H. Average responses to the maximum intensity auditory noise
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Figure 4.10: The air-puff serves as an unconditioned stimulus in a head-fixed auditory trace fear learning
task. A. Configuration of the auditory trace fear conditioning task for head-fixed mice, using air-puffs as the
unconditioned stimulus (US), a tone as a conditioned stimulus (CS), and lick suppression as a conditioned
response (CR, see Supplementary Methods). B. Task components and individual example showing immediate
lick suppression to US air-puff (200 ms, 5 stimuli at 1 Hz) starting at the first conditioning session and gradual
suppression of licking to the CS (auditory tone, 10 kHz) after two sessions. C. Summary of auditory trace
fear conditioning (n = 6 mice) measured as lick suppression to the CS (paired t-test, * p<0.05, ** p<0.005).
Left: Over multiple pairings, air-puffs cause a selective suppression of licking during the conditioned stimulus,
but not the pre-CS period. Right: Aversive Air-puffs (US) elicit robust and immediate lick suppression (lick
rate < 0.2 Hz). The treadmill belt material was changed every session to prevent general fear conditioning





























































Figure 4.11: Lack of bouton activity related to water reward. A. Example of bouton population activity,
with running bouts (green) and water reward licking (blue) indicated below. B. Histogram of bouton activity
modulation during licking (left ; p = 0.04, sign test) and running (right ; p < 0.001, sign test). Boutons from
the same FOVs are plotted in each case. C. Scatter plot showing the licking and running modulations of
the individual boutons comprising the histogram in B.
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Figure 4.12: Pharmacogenetic silencing GABAergic hippocampo-septal projection neurons does not affect
septo-hippocampal GABAergic responses to air-puff. A. Schematic of the experimental setup. Somatostain-
cre mice (Som-cre, n = 2) were injected bilaterally with a Cre-dependent rAVV to express a chimeric
ligand-gated ion channel (PSAML141F-GlyR) in somatostatin-expressing hippocampal CA1 interneurons, and
with rAAV1/2(Synapsin-GCaMP.5) to the medial septum to label septo-hippocampal GABAergic projection
for in vivo imaging. B-C. Application of the small-molecule synthetic agonist (PSEM89S, 50 mg//kg,
intraperitoneally) of the PSAML141F-GlyR+ channels to silence of PSAML141F-GlyR+ Som+ interneurons
had no significant effect on the GABAergic SH response to air-puffs. B. in vivo two photon image of Som+
hippocampal CA1 interneurons expressing PSAML141F-GlyR+ and by GCaMP-expressing GABAergic SH
boutons. C. Summary plot of GABAergic SH bouton responses to air-puffs in control and in the presence
of PSEM89S (p=0.10, sign test; bars: mean ± s.e.m.). PSEM89S silencing was validated in an independent
set of experiment by imaging Som+ interneurons expressing both PSAML141F-GlyR+ and GCamP.5 (n =
2, data not shown).
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Figure 4.13: Monosynaptic tracing subcortical inputs to septal GABAergic neurons. A. Schematic of experi-
mental design. Medial Septal GABAergic (GAD65+) neurons in Gad65-cre mice were first transfected with
a 1-to-4 mixture of Cre-conditional AAV vectors: rAAV1/2(CAG-TVA-mCherry)Cre and AAV1/2[EF1a-
histoneGFP-2A-rabiesG(CVS11*B19)]Cre, respectively, allowing the pseudo-typed rabies virus to spread
monosynaptically from medial septal GAD65+ neurons to presynaptic neurons. Two weeks after injection
of the priming and complementation virus, pseudo-typed rabies virus expressing dsRed2 was injected to the
medial septum. Ten days following the pseudo-typed rabies injection brain were perfused and processed
for histology to map trans-synaptically presynaptic labeled cells. B. Confocal coronal image and schematic
(adapted from the Allen Brain Atlas) showing the location of priming infection in the medial septum (MS).
Arrows in the high magnification images are pointing to examples of primary infected cells. C. Series of
coronal planes showing locations of retrogradely labeled neurons following pseudo-typed virus injection to
medial septum in posterior hypothalamic areas (C1), interpeduncular nucleus (C2), raphe nuclei (C3), locus
coeruleus, and in the nucleus incertus (C4). Abbreviations: SuMM - supramammillary nucleus (medial); LM
- lateral mammillary nucleus; LH - lateral hypothalamic area; IP - interpeduncular nucleus; Pn - pontine nu-
clei; Aq - aqueduct; DRC - dorsal raphe nucleus, caudal part; DTpG - dorsal tegmental nucleus, pericentral
part; LC - locus coeruleus; 4V - 4th ventricule; NI - Nucleus incertus. Scale bars - 100 µm.
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Figure 4.14: Offset principal component analysis (oPCA) and correlation estimation. A. Example of oPCA
applied to simulated data. Signals are constructed with non-zero variance in three dimensions, and then
each signal is contaminated with white noise. Principal components calculated from the data with standard
PCA and oPCA are displayed with the PCs of the true noiseless signals overlayed in black. The signals are
denoised by retaining only the variance in the direction of the direction of the first oPCs that are estimated
to capture 100% of the signal variance (see B). B. Distribution of power across the principal components,
for noiseless signals and estimates from noisy observations using PCA and oPCA. The relative power of an
oPC is given by its corresponding eigenvalue divided by the sum of the eigenvalues of the offset matrix. In
addition to providing consistent estimates of the signal variances, oPCA also provides an estimate of the
dimensionality of the data. We used this estimate, obtained by counting the minimal number of oPCs whose
estimated relative power sums to one, to determine the number of oPCs to retain when denoising the data.
C. Correlation matrix of the signals, standard PCA estimate of the correlation matrix, and oPCA estimate.
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Figure 4.15: In vivo local pharmacology. A. Position of the cannula and the Evans-blue-stained area
(top). Fluorescence (middle) and bright field (bottom) low magnification post hoc confocal images showing
the localized but reliable spread of Evans blue-containing cortex buffer from the cannula through the hole
to the surrounding dorsal hippocampal CA1 tissue. B. Schematic of local pharmacology experiments in
combination with in vivo awake hippocampal imaging. A plastic cover slip with a punctured hole (∼200
µm diameter) was used, where the hole was plugged by a plastic bar and the entire cannula filled with
Kwik-Sil (World Precision Instruments). Before imaging the Kwik-Sil and the plastic plug were removed
and the cannula was filled with warmed (∼32◦ C) cortex buffer. Imaging field of view (FOV) was selected
at ∼200-300 µm lateral to the edge of the hole. After imaging in control cortex buffer, the solution in the
cannula was replaced with cortex buffer containing drugs, and the same FOV was imaged starting 30 min
to allow for diffusion of drugs to the imaged area. C. Example air-puff-triggered average fluorescence traces
(mean ± s.e.m. ∆F/F). for six boutons. D. Mean responses of air-puff-responsive boutons before and during
TTX application. (Error bars: mean ± s.e.m.; p < 0.001, sign test). E. Effect of TTX application on the
spontaneous Ca2+ signal power in each FOV.
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Chapter 5
Dendritic Inhibition in the
Hippocampus Supports Fear
Learning1
Fear memories guide adaptive behavior in contexts associated with aversive events. The hippocam-
pus forms a neural representation of the context that predicts aversive events. Representations of
context incorporate multisensory features of the environment, but must somehow exclude sensory
features of the aversive event itself. We investigated this selectivity using cell type-specific imag-
ing and inactivation in hippocampal area CA1 of behaving mice. Aversive stimuli activated CA1
dendrite-targeting interneurons via cholinergic input, leading to inhibition of pyramidal cell distal
dendrites receiving aversive sensory excitation from the entorhinal cortex. Inactivating dendrite-
targeting interneurons during aversive stimuli increased CA1 pyramidal cell population responses
and prevented fear learning. We propose subcortical activation of dendritic inhibition as a mech-
anism for exclusion of aversive stimuli from hippocampal contextual representations during fear
learning.
1This work has been previously published (Lovett-Barron et al., 2014) and is joint work with the coauthors.
94
5.1 Introduction
Aversive stimuli cause animals to associate their environmental context with these experiences,
allowing for adaptive defensive behaviors during future exposure to the context. This process of
contextual fear conditioning (CFC) is dependent upon the brain performing two functions in series:
first developing a unified representation of the multisensory environmental context (the conditioned
stimulus, CS), then associating this CS with the aversive event (unconditioned stimulus, US) for
memory storage (Fanselow, 1986, 1990; Maren, 2001; Rudy et al., 2004; Fanselow & Poulos, 2005).
The CS is encoded by the dorsal hippocampus, whose outputs are subsequently associated with
the US through synaptic plasticity in the amygdala (Kim & Fanselow, 1992; Phillips & LeDoux,
1992; Young et al., 1994; Maren & Fanselow, 1995; Frankland et al., 2004). The hippocampus must
incorporate multisensory features of the environment into a representation of context, but paradox-
ically must exclude sensory features during the moment of conditioning - when the primary sensory
attribute is the unconditioned stimulus. The sensory features of the US may disrupt conditioning
(Fanselow et al., 1993). Although the cellular and circuit mechanisms of fear learning and sensory
convergence have been extensively studied in the amygdala (Maren, 2001; Fanselow & Poulos, 2005;
Sah et al., 2003), much less is known about how the neural circuitry of the hippocampus contributes
to fear conditioning.
The primary output neurons of the hippocampus, pyramidal cells (PCs) in area CA1, are driven to
spike by proximal dendritic excitation from CA3 and distal dendritic excitation from the entorhinal
cortex (Ahmed & Mehta, 2009). While CA3 stores a unified representation of the multisensory
context (Kesner, 2007), the entorhinal cortex conveys information pertaining to the discrete sensory
attributes of the context (Maren & Fanselow, 1997). At the cellular level, nonlinear interactions
between inputs from CA3 and entorhinal cortex in the dendrites of PCs can result in burst spiking
output and plasticity (Golding et al., 2002; Dudman et al., 2007; Takahashi & Magee, 2009). PCs
can carry behaviorally relevant information in the timing of single spikes (Jones & Wilson, 2005),
spike rate (Ahmed & Mehta, 2009), and spike bursts (Harris et al., 2001), but information conveyed
with just bursts of spikes is sufficient for hippocampal encoding of context during fear learning (Xu
et al., 2012b). Distinct CA1 PC firing patterns are under the control of specialized local inhibitory
interneurons (Freund & Buzsáki, 1996; Klausberger & Somogyi, 2008). Whereas spike timing is
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regulated by parvalbumin-expressing (Pvalb+) interneurons that inhibit the perisomatic region of
PCs, burst spiking is regulated by somatostatin-expressing (Som+) interneurons that inhibit PC
dendrites (Losonczy et al., 2010; Lovett-Barron et al., 2012; Royer et al., 2012). This functional
dissociation suggests that CA1 Som+ interneurons may play an important role in CFC. However,
the activity of specific interneurons during CFC and their causal influence remain unknown.
To facilitate neural recording from multiple genetically and anatomically defined circuit elements in
CA1 during CFC with 2-photon Ca2+ imaging, we developed a variation of CFC for head-fixed mice
(hf-CFC). We combined Ca2+ imaging with cell-type specific inactivation techniques in head-fixed
and freely-moving mice to investigate the contribution of CA1 neural circuitry to fear learning.
5.2 Results
5.2.1 CFC for head-fixed mice
Conditioned fear in rodents is typically measured in terms of freezing upon re-exposure to the con-
text where the subject experienced an aversive stimulus (Maren, 2001; Fanselow & Poulos, 2005).
However, using freezing as a conditioned response is problematic in head-fixed mice. Instead, we
measured learned fear using conditioned suppression of water licking (Mahoney & Ayres, 1976;
Bouton & Bolles, 1980), an established measure of fear that translates well to head-fixed prepa-
rations. We trained water-restricted mice to lick for small water rewards while head-fixed on a
treadmill (Kaifosh et al., 2013), then exposed them to two multisensory contexts (sets of auditory,
visual, olfactory, and tactile cues) over three consecutive days and monitored their rate of licking
(Figures 5.1a, 5.7a; See Materials and Methods). On the second day we paired the air-puff US
with one of the contexts and assessed lick rate in both contexts the following day. We found that
US pairing caused a decrease in the rate of licking in the conditioned context (CtxC), but not the
neutral (CtxN) (Figures 5.1b,c and 5.7b-e).
We used pharmacogenetic neuronal inactivation to test the necessity of the hippocampus and amyg-
dala for the encoding of hf-CFC. We targeted bilateral injections of rAAV(Synapsin-PSAML141F-
GlyR) to express the ligand-gated Cl- channel PSAML141F-GlyR in either dorsal hippocampal area
CA1 or the amygdala in wild-type mice (Figure 5.1d). Neurons expressing PSAML141F-GlyR are
inactivated for ∼15-20 minutes upon systemic administration of its ligand PSEM89 (60mg/kg i.p.)
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Figure 5.1: Som+ interneurons in CA1 are required for learning hf-CFC a) Schematic of hf-CFC task.
A head-fixed mouse on a treadmill is exposed to contexts (conditioned stimuli, CS) defined by distinct
sets of multisensory stimuli. We used air-puffs as the unconditioned stimulus (US), and suppression of
water-licking as a measure of learned fear (conditioned response, CR). The two distinct contexts used in
this study are described at right. b) Behavioral data from an example mouse over the hf-CFC paradigm.
Conditioned (CtxC) and neutral contexts (CtxN) are each presented once a day, and lick rate is assessed
during the 3 minute context. c) Summary data for 19 mice (2-way ANOVA, context x session, F(1,19) =
9.34, p < 0.01). Mice showed a selective decrease in mean lick rate between Habituation and Recall in
CtxC, but not CtxN (paired sign tests). d) Viral expression of PSAML141F-GlyR in the amygdala or dorsal
CA1, revealed by αBTX-Alexa647 immunostaining. All injections were bilateral; for simplicity only one
hemisphere is shown. Image at top left is from the Allen Brain Atlas. e) Summary data for mice injected
with PSEM89 systemically 15 min before the conditioning session in CtxC (day 2 of hf-CFC paradigm).
Learning is assesed by the % lick rate decrease in the CtxC recall session (day 3) relative to the mean lick
rate in all sessions. Mice expressing PSAML141F-GlyR in amygdala cells (Amyg., n = 6), dorsal CA1 cells
(CA1, n = 5), or CA1 Som+ interneurons (CA1-Som+, n = 8) showed impaired learning compared to mice
not expressing PSAML141F-GlyR (No PSAM, n = 11), whereas mice expressing PSAML141F-GlyR in CA1
Pvalb+ interneurons (CA1-Pvalb+, n = 4) did not. Comparisons are Mann-Whitney U tests. Bars represent
mean ±s.e.m. *p < 0.05, **p < 0.01, ***p < 0.001.
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(Magnus et al., 2011). We administered PSEM89 to mice before conditioning in CtxC, and tested
their memory 24 hours later without the drug by assessing lick suppression in CtxC recall compared
to mean licking across all sessions. In agreement with conventional freely-moving CFC results (Kim
& Fanselow, 1992; Phillips & LeDoux, 1992; Anagnostaras et al., 2001; Goshen et al., 2011), we
found that inactivating neurons in dorsal CA1 or the amygdala prevented contextual fear learning
(Figure 5.1e).
5.2.2 Som+ interneurons are required for CFC
To determine the relevance of CA1 inhibitory circuits for the acquisition of hf-CFC, we asked
whether acute inactivation of GABAergic interneuron subclasses in CA1 would alter learning.
We injected rAAV(Synapsin-PSAML141F-GlyR)cre bilaterally into CA1 of Som-cre or Pvalb-cre
mice to express PSAML141F-GlyR selectively in either Som+ dendrite-targeting interneurons or
Pvalb+ perisomatic-targeting interneurons, respectively (Lovett-Barron et al., 2012) (Figures 5.1d
and 5.8). Systemic PSEM89 administration during conditioning prevented learning in mice express-
ing PSAML141F-GlyR in CA1 Som+ interneurons, but not in mice expressing PSAML141F-GlyR in
CA1 Pvalb+ interneurons (Figure 5.1e).
We repeated our inactivation experiments in conventional CFC experiments with freely-moving
mice, with a foot-shock US and freezing as the conditioned response. Inactivating CA1 Som+
interneurons during conditioning prevented recall 24 hours later without the drug, while inactivat-
ing Pvalb+ interneurons had no effect (Figure 5.9a,b). Inactivating Som+ interneurons or Pvalb+
interneurons did not alter perception of the US, as hippocampal-independent auditory cued condi-
tioning was left intact (Figure 5.9c). Inactivating Som+ neurons did not simply alter CS perception,
as inactivation during both conditioning and recall also prevented learning (Figure 5.10). The ab-
sence of a role for Pvalb+ interneurons in CFC was not due to insufficient neuronal inactivation.
In agreement with previous findings (Murray et al., 2011), this manipulation reduced performance
in a spatial working memory task (Figure 5.11).
5.2.3 The US activates Som+ interneurons
We used 2-photon Ca2+ imaging to record the activity of CA1 Som+ interneurons over the course
of hf-CFC. We unilaterally injected rAAV(Synapsin-GCaMP5G)cre into dorsal CA1 of Som-cre
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mice to express the genetically-encoded Ca2+ indicator GCaMP5G (Akerboom et al., 2012) in
the somata, dendrites, and axons of Som+ interneurons (Figure 5.2a). To visualize CA1 neurons
in vivo, we used established surgical techniques (Kaifosh et al., 2013; Dombeck et al., 2010) to
implant a chronic imaging window superficial to dorsal CA1. After recovery, water restriction,
and habituation to head-restraint, we engaged mice in the hf-CFC task while imaging Ca2+-evoked
GCaMP5G fluorescence transients from Som+ interneuron somata in the oriens and alveus layers of
CA1. We returned to the same field of view for each of the six sessions of hf-CFC (Figure 5.2b), and
processed fluorescence time-series data using established methods for motion-correction and signal
processing (Kaifosh et al., 2013; Dombeck et al., 2007). Strikingly Som+ interneurons displayed
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Figure 2 - Som+ interneurons targeting stratum lacunosum-moleculare 





Figure 5.2: Som+ interneurons targeting stratum lacunosum-moleculare are activated by the US a) Top
left: Schematic of hf-CFC during 2-photon imaging from hippocampal neurons. Bottom left: Schematic of
recording configuration, with 2-photon (2p) imaging from Som+ interneurons in the oriens/alveus layers of
CA1 in vivo (o/a: strata oriens/alveus, pyr.: stratum pyramidale, rad.: stratum radiatum, l-m.: stratum
lacunosum-moleculare). Right: Confocal image of coronal section from mouse expressing GCaMP5G in
Som+ interneurons in dorsal CA1. The 2-photon microscope objective and landmarks showing the outline
of the brain, including the removed cortex and the contralateral hippocampus, are illustrated. An in vivo
2-photon image of GCaMP-expressing Som+ interneurons is shown at far right. b) Left: 2-photon images
of the same field of view from panel a for the six hf-CFC session over the course of three days. Images are
time averages of 2000 motion-corrected imaging frames collected for each imaging session. Right: ∆F/F
traces from an example Som+ CA1 interneuron (circled at left) over the 3 daily exposures to CtxC. c)
Left column: Schematic of recording configuration, with in vivo 2-photon imaging from Som+ axons in
radiatum or lacunosum-moleculare layers of CA1, Pvalb+ axons in the pyramidale layer. Middle column:
Expression of GCaMP5G in layer-specific axonal projections, revealed by confocal images of coronal sections
and in vivo 2-photon images of each layer. Right column: Example trial-averaged responses (five trials
each presented in pseudorandom order) of layer-specific whole-field fluorescence responses to discrete 200
ms sensory stimuli and locomotion (mean with shaded standard deviation). d) Summary data for sensory
stimulation experiments shown in panel c. Responses are quantified as the mean integral of whole-field
∆F/F over the three second after the stimulus. (2-way ANOVA, axon type x stimulus type, F(4,84) =
16.9, p<0.001; post-hoc Mann-Whitney U tests). Bars represent mean ±s.e.m., *p < 0.05, **p < 0.01,
***p < 0.001. e) Summary data for whole-field ∆F/F responses to treadmill-running. Pvalb+ axons in
pyramidale exibit locomotion responses similar to Som+ axons in lacunosum-moleculare (Mann-Whitney U
test, p=0.101).
To investigate the dynamics of stimulus-evoked GABAergic signaling in more detail, we imaged
CA1 inhibitory neurons during the pseudorandom presentation of discrete sensory stimuli from the
hf-CFC task: light-flashes and tones, which were elements of the CS, or air-puffs, which served
as the US. To image a greater variety of interneurons simultaneously, we injected cre-independent
rAAV(Synapsin-GCaMP5G) into CA1 of Som-cre mice crossed with a tdTomato reporter line,
which allowed us to simultaneously image sensory responses of Som+ and Som- interneurons (Figure
5.12a). Air-puffs activated most Som+ interneurons (Figure 5.12b), whereas a smaller proportion
of Som- and Pvalb+ interneurons had comparable responses (Figure 5.12c).
Not all Som+ interneurons were activated by the air-puff, which could reflect a difference be-
tween bistratified cells and oriens-lacunosum-moleculare (OLM) cells, both of which are labeled
in Som-cre mice (Lovett-Barron et al., 2012). The axons of bistratified cells arborize in stratum
oriens and radiatum, whereas those of OLM cells arborize in stratum lacunosum-moleculare (Fre-
und & Buzsáki, 1996; Klausberger & Somogyi, 2008). These two inhibitory projections contact
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the dendritic compartments of CA1 PCs that receive input from CA3 and the entorhinal cortex,
respectively, suggesting potentially distinct functions. To isolate the relative contributions of these
two inhibitory pathways to US-evoked signaling, we labeled Som+ neurons with GCaMP5G in
Som-cre mice and focused our imaging plane on the axons of bistratified cells in radiatum, or the
axons of OLM cells in lacunosum-moleculare (Figure 5.2c). Whole-field recording from the dense
Som+ axonal termination in lacunosum-moleculare revealed a fast high-amplitude increase in fluo-
rescence in response to the air-puff, but not the tone or light (Figure 5.2d). In contrast, the lower
density axons in radiatum revealed little response to these stimuli. We also expressed GCaMP5G in
Pvalb-cre mice to record from Pvalb+ basket cell axons in stratum pyramidale. These high-density
axons had much smaller responses to the US (Figure 5.2c,d) but responded robustly to treadmill
running (Figure 5.2e).
5.2.4 Acetylcholine drives Som+ interneurons
To drive fast-onset responses to the US, Som+ interneurons in CA1 must receive a time-locked
source of US-driven excitation. However, most excitatory inputs to OLM cells are synapses from
CA1 PCs (Klausberger & Somogyi, 2008), and PCs do not encode the US (Fanselow & Poulos, 2005;
Frankland et al., 2004) or robustly respond to it (Figure 5.12c) (Herreras et al., 1988b; Khanna,
1997; Funahashi et al., 1999; Vinogradova, 2001). Alternatively, Som+ interneurons could be excited
by extrahippocampal sources such as subcortical neuromodulatory inputs. Indeed, OLM cells in
CA1 can be depolarized through both nicotinic and muscarinic acetylcholine receptors (Lawrence
et al., 2006; Leo et al., 2012), and lesions of cholinergic inputs from the medial septum are known to
prevent the suppressive effects of aversive stimuli on CA1 spiking activity (Khanna, 1997; Miller &
Groves, 1977; Herreras et al., 1988a; Zheng & Khanna, 2001). Additionally, neocortical interneurons
have been demonstrated to respond to aversive stimuli through cholinergic input (Letzkus et al.,
2011).
To probe the source of US-evoked activation of Som+ interneurons, we modified our imaging window
to allow for local pharmacological manipulation of the imaged neural tissue (Figure 5.13a) (Kaifosh
et al., 2013). We applied antagonists of neuromodulatory receptors through the imaging window,
which passively diffused into CA1; there we imaged GCaMP5G-expressing Som+ interneuron re-
sponses to stimuli before and after drug administration (Figure 5.3a,b). Blockade of the nicotinic
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acetylcholine receptor (nAChR) did not decrease Som+ interneuron responses to air-puffs (1 mM
mecamylamine; Figure 5.3c), but instead modestly increased responses. However, blockade of the
muscarinic acetylcholine receptor (mAChR) significantly reduced air-puff responses in Som+ in-
terneurons (1 mM scopolamine; Figure 5.3c). We recapitulated this result with more selective
blockade of type 1 mAChRs (1 mM pirenzepine; Figure 5.3b,c), which reduced air-puff-evoked
Som+ interneuron responses in a dose-dependent fashion (Figure 5.13b). Metabotropic receptors
like mAChRs generally act on slower timescales, but studies in brain slices have demonstrated that
muscarinic input can evoke fast-onset depolarization and spiking of CA1 OLM cells (Lawrence
et al., 2006; Widmer et al., 2006). mAChRs in dorsal hippocampus are required for encoding CFC
(Gale et al., 2001), and our results suggest a possible circuit mechanism that contributes to this re-
quirement. This effect was not a consequence of reduced disynaptic drive from m1AChR-responsive
PCs (Dasari & Gulledge, 2011), because m1AChR block did not substantially alter air-puff-evoked
activity in the minority of responding PCs (Figure 5.13c), and responses of Som+ interneurons were
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Figure 3 - Cholinergic input from the Medial Septum drive 




Figure 5.3: Cholinergic inputs from the medial septum drive CA1 Som+ interneurons during the US a)
Schematic of recording configuration, with 2-photon imaging from Som+ interneurons in the oriens and alveus
layers of CA1, and local pharmacological manipulations through an aperture in the imaging window. b)
Example in vivo 2-photon image of GCaMP-expressing Som+ interneurons, and their fluorescence responses
to air-puffs in vehicle (cortex buffer) and in the presence of 1 mM pirenzepine. c) Summary data for
local pharmacological manipulations. Each point is the mean response of all Som+ interneurons within a
FOV to air-puffs (5 trials each) in vehicle (Ctrl.) and upon drug application (nAChR block: 7 FOVs in
5 mice; mAChR block: 4 FOVs in 3 mice; m1AChR block: 9 FOVs in 5 mice; AMPAR block: 9 FOVs
in 4 mice). Comparisons are paired t-tests between drug conditions. d) Left: coronal confocal image of
GCaMP6f+/ChAT+ neurons in the medial septum of a ChAT-cre mouse. Right: Schematic of recording
configuration, with 2-photon imaging from ChAT+ axons in the oriens and alveus layers of CA1. e) Top left:
example in vivo 2-photon image of GCaMP6f-expressing ChAT+ axons in CA1. Right: mean responses of
individual axons to sensory stimuli. Bottom left: Summary data from ChAT+ axons averaged within each
FOV (sign tests; n = 20 FOVs in 2 mice). Bars represent mean ±s.e.m., *p < 0.05, **p < 0.01, ***p <
0.001, ns = non-significant.
Cholinergic input to the hippocampus arises from projection neurons in the medial septum (Has-
selmo, 2006), a region required for CFC (Calandreau et al., 2007). To directly record the activity
of these projections, we injected rAAV(ef1αDIO-GCaMP6f)cre into the medial septum (MS) of
ChAT-cre mice to express the sensitive Ca2+ indicator GCaMP6f (Chen et al., 2013) in cholinergic
projection neurons. We imaged cholinergic (ChAT+) axons in the oriens and alveus layers of CA1
during sensory stimulation (Figures 5.3d and 5.14). ChAT+ axons responded robustly to air-puffs,
with smaller responses to tones and very little response to light flashes (Figure 5.3e). ChAT+ axon
responses were independent of air-puff duration, similar to Som+ axons in lacunosum-moleculare
(Figure 5.15), but differing from the graded responses of septohippocampal GABAergic projections
(Kaifosh et al., 2013).
5.2.5 Co-aligned dendritic inhibition and excitation
The distal tuft dendrites of PCs receive excitatory input from the entorhinal cortex and thalamus,
raising the possibility that the inhibition we observe is counteracting US-evoked excitation to
these dendrites. The entorhinal cortex provides sensory information to CA1 (Maren & Fanselow,
1997), including projections from the lateral entorhinal cortex (LEC) (Palmer et al., 2012) and
non-spatial neurons of the medial entorhinal cortex (MEC) (Zhang et al., 2007) that synapse
with CA1 PC distal dendrites . In contrast, the proximal dendrites of PCs receive input from
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CA3 believed to carry stored contextual representations rather than sensory information (Kesner,
2007). To directly record from these excitatory inputs we injected rAAV(Synapsin-GCaMP6f)
into CA3, LEC, or MEC, and imaged axonal activity in ipsilateral CA1 layers oriens/radiatum
(CA3 axons) or lacunosum-moleculare (LEC and MEC axons; Figures 5.4a and 5.16a,b). Sensory
inputs, particularly aversive air-puffs, evoked stronger signals from LEC and MEC axonal boutons
compared to CA3 axonal boutons, reflected by changes in whole-field fluorescence (Figure 5.3b,c).
These data indicate that US-driven inhibition of PC distal tuft dendrites in stratum lacunosum-
moleculare is co-aligned with excitatory input, which could effectively limit dendritic depolarization
(Palmer et al., 2012). Compartmentalized inhibition can also prevent propagation of excitation
from distal to proximal dendrites (Golding et al., 2002; Dudman et al., 2007; Takahashi & Magee,
2009), potentially preserving responses of PCs to sparse excitation from CA3 axons (Figure 5.16c).
Similar US-driven signals may occur in other excitatory inputs to lacunosum-moleculare, such as
the thalamic reuniens nucleus.
5.2.6 Consequences for hippocampal output and learning
Ultimately, any dysfunction in hippocampal encoding of context is likely reflected in changes to
the primary hippocampal output neurons: CA1 PCs. Som+ interneurons appear poised to inhibit
excitation during the US and are required for CFC, but the response of PCs in their absence is
unknown. To probe the consequences of inactivating Som+ interneurons for US-evoked PC popula-
tion activity, we simultaneously imaged air-puff responses of ∼150-200 PCs while inactivating Som+
interneurons. We injected rAAV(Synapsin-PSAML141F-GlyR)cre and rAAV(Synapsin-GCaMP6f)
into CA1 of Som-Cre mice, and imaged air-puff-evoked responses of PC populations in pyramidale
before and during Som+ interneuron inactivation with local application of PSEM89 through the hip-
pocampal imaging window (Figure 5.5a). Although systemic PSEM89 reduced air-puff-evoked Ca2+
activity in Som+/PSAML141FGlyR+ interneurons (Figure 5.17), we applied PSEM89 locally to the
imaging window to extend the duration of neuronal inactivation. We imaged PC populations dur-
ing control conditions and PSEM89 application, identifying neurons with significant air-puff-evoked
Ca2+ transients (Figure 5.18) (Dombeck et al., 2010). Inactivating Som+ interneurons significantly
increased the number of PCs activated by the air-puff within a field of view (Figure 5.5b,c), and
significantly increased the duration of Ca2+ transients in PCs that responded to the US in both con-
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Figure 5.4: US-evoked excitatory input to CA1 PC distal dendrites a) Left: confocal images of coronal
sections from dorsal hippocampus, showing expression of GCaMP6f in CA1-innervating axons from CA3
(top), LEC (middle), or MEC (bottom). Middle: Schematic of recording configuration, with 2-photon
imaging from excitatory axons in the oriens/radiatum layers (CA3 projections) or lacunosum-moleculare
layer (LEC or MEC projections) of CA1. Right: example in vivo 2-photon images of GCaMP6f-expressing
axons in CA1 (CA3, top; LEC, middle; MEC, bottom). b) Example mean whole-field fluorescence traces
from CA3, LEC, and MEC axons (examples in panel a), in response to discrete sensory stimuli (mean with
shaded standard deviation). c) Summary data for sensory stimulation experiments. Responses are quantified
as the mean integral of ∆F/F over the 3 s after the stimulus. (2-way ANOVA, axon type x stimulus type,
F(4,84) = 10.7, p < 0.001; post-hoc Mann-Whitney U tests). Bars represent mean ±s.e.m., *p < 0.05, **p
















































































Figure 5.5: Effects of inactivating CA1 Som+ interneurons on US-evoked PC population activity a) Top:
Schematic of recording configuration, with 2-photon imaging from CA1 PC populations in the pyramidale
layer of CA1, and local pharmacologenetic manipulation of PSAML141F-GlyR-expressing Som+ interneurons
through an aperture in the imaging window. Bottom: confocal image of coronal CA1 sections, with GCaMP6f
expression in all neurons (green) and PSAML141F-GlyR expression in Som+ interneurons, revealed by αBTX
immunostaining (blue). b) Left: corrected time average images of example recordings in pyr. of a mouse
expressing PSAML141F-GlyR in Som+ interneurons. PCs with significant US responses are marked in red.
Right: mean ∆F/F responses of cells active in both control and PSEM89 conditions from left (shading
is standard deviation). c) Summary data for mulitple FOVs between drug conditions. Top: mean % of
signficantly active CA1 PCs (ctrl: 7.6 ±0.7%, PSEM89: 13.7 ±2.5%, n=13 FOVs; paired t-test). Bottom:
mean duration of significant transients in cells active in both drug conditions (ctrl: 2.64 ±0.09 s, PSEM89:
3.09 ±0.09 s, n = 96 cells; paired t-test). Bars represent mean ±s.e.m., *p < 0.05, ***p < 0.001.
trol and PSEM89 conditions (Figure 5.5b,c). Extended transient duration likely corresponds to the
longer spike bursts previously reported from electrophysiological measurements of CA1 PCs upon
inactivating Som+ interneurons (Lovett-Barron et al., 2012; Royer et al., 2012). These effects were
not observed in control mice that did not express PSAML141F-GlyR (Figure 5.19a). Non-specific
reduction in inhibition with GABAAR blocker bicuculine substantially increased the number of
PCs responding to the air-puff and their duration (Figure 5.19b), suggesting that other inhibitory
synapses in CA1 also contribute to the control of PC population activity during aversive sensory
events.
Our imaging data suggest that Som+ interneurons are required for CFC because of their activation
















































Figure 6  - Inactivating Som+ interneurons during the US alone is
sufficient to prevent CFC
Figure 5.6: Inactivating CA1 Som+ interneurons during the US alone is sufficient to prevent CFC a)
Schematic of optogenetic experiments in freely-moving mice. Bilateral optic fibers deliver 593 nm light to
inhibit eNpHR3.0-eGFP-expressing Som+ interneurons in CA1 during CFC in freely-moving mice. b) Top:
confocal image of eNpHR3.0-eGFP-expressing Som+ interneurons in dorsal CA1, and indication of optic fiber
positions. Bottom: experimental protocol. Mice are exposed to a context for 3 min, with two footshocks (2
s, 1 mA) 118 s and 178 s into the context. Two pulses of 593 nm light (6 s) were delivered through bilateral
optical fibers starting at 116 s and 176 s (Light-US group) or 86 s and 146 s (Light-shift group). c) Summary
data for optogenetic stimulation experiments (GFP-US, n=6 mice; eNpHR-US, n=8 mice; eNpHR-shift,
n=6 mice; 1-way ANOVA, F(2,19) = 3.87, p<0.05; comparisons are unpaired t-tests). Bars represent mean
±s.e.m., *p < 0.05, **p < 0.01.
methods in freely-moving mice to inactivate Som+ interneurons selectively during the footshock
US (Figure 5.6a). We expressed the light-gated Cl- pump halorhodopsin (Zhang et al., 2007) in
Som+ interneurons by injecting rAAV(Synapsin-eNpHR3.0-eGFP)cre bilaterally into dorsal CA1
of Som-cre mice (Figure 5.20a), and implanting optic fibers over the injection sites. We used a CFC
paradigm with two footshocks, which were each accompanied by coincident illumination of dorsal
CA1 with 593 nm light (Figure 5.6b), which suppressed spiking of Som+/eNpHR3.0+ neurons (Fig-
ure 5.20b). Inactivating Som+ interneurons during the US significantly reduced conditioned freezing
24 hours later compared to controls injected with rAAV(Synapsin-eGFP)Cre (Figure 5.6b,c). Im-
portantly, shifting the optical suppression of Som+ interneurons to 30 s before each US did not
reduce freezing (Figure 5.6b,c).
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5.3 Discussion
Classical fear conditioning implies a separation of CS and US prior to their association in the
amygdala (Maren, 2001; Rudy et al., 2004; Fanselow & Poulos, 2005). In the case of cued fear
conditioning (e.g. tone & shock), the brain achieves CS-US segregation by separate anatomical
pathways for auditory and aversive somatosensory inputs (Romanski & LeDoux, 1993; Lanuza
et al., 2004). Standard models of CFC also assume the hippocampus does not receive information
about the US; rather, the hippocampus encodes the CS alone, whose outputs to the amygdala can
be paired with the US for associative conditioning (Figure 5.21a,b). However, here we observe
a direct cortical excitatory input to CA1 during the US via the entorhinal cortex, indicating an
anatomical overlap between sensory information for CS and US prior to the amygdala (Brankack &
Buzsáki, 1986; Burwell & Amaral, 1998). This US may impede contextual conditioning (Fanselow
et al., 1993). We suggest an alternative conceptual model for CFC that addresses the problem of
sensory convergence in the hippocampus. In this model subcortical neuromodulatory input drives
CA1 Som+ interneurons to selectively inhibit integration of the excitatory input pathway carrying
US information to CA1. These data suggest a circuit mechanism for previously reported suppression
of CA1 activity upon aversive stimulation (Herreras et al., 1988b; Khanna, 1997; Funahashi et al.,
1999; Vinogradova, 2001). Compartmentalized inhibition suppresses integration of excitatory input
in PC distal dendrites, which reduces US-evoked CA1 PC activity, and can help limit interference
of the US with CS encoding. This circuit can ensure hippocampal output reliably encodes the
CS during learning, so that memories stored downstream in the amygdala can be re-activated by
exposure to the CS alone (Figure 5.21c,d).
Inactivating Som+ interneurons both increases CA1 PC activity and prevents learning. Impair-
ments in memory storage could therefore result from a disruption of the hippocampal ensemble
identity or population sparsity. The downstream mechanisms by which associative fear memories
are impaired by CA1 Som+ interneuron inactivation can be addressed by studying CS-US con-
vergence and plasticity in the amygdala. Som+ interneurons may also influence processing in the
entorhinal cortex and medial septum through long-range inhibition (Melzer et al., 2012). Further-
more, it remains to be determined whether US-driven excitation to CA1 contributes to long-term
changes in CA1 PC activity following fear conditioning, such as place-cell remapping (Moita et al.,
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2004).
Our data suggest that inhibitory circuits can inhibit selected dendritic compartments to favor
integration of one excitatory input pathway (proximal) over another (distal). GABA release lo-
calized to lacunosum-moleculare could accomplish this input segregation by inhibiting localized
dendritic electrogenesis, which is required for propagating entorhinal excitatory inputs to drive
output spikes and for inducing plasticity (Golding et al., 2002; Dudman et al., 2007; Takahashi &
Magee, 2009). This mechanism may also be present in sensory neocortex, where aversive footshocks
activate cholinergic input to drive layer 1 interneurons in primary auditory and visual cortex (Let-
zkus et al., 2011). Layer 1 interneurons inhibit the apical tuft dendrites of layer 5 PCs, the primary
output cell of the neocortex, at the site of multimodal association in layer 1 (Palmer et al., 2012).
Therefore the same mechanism we describe in CA1 could protect layer 5 PCs in primary sensory
cortex from interference by the US, so that their outputs to the amygdala are driven by inputs
to their basal dendrites reflecting local sensory processing, rather than inputs to tuft dendrites
reflecting cross-modal influences.
These results suggest that dendrite-targeting Som+ interneurons provide US-evoked inhibition that
is required for successful contextual fear learning. These interneurons are central to a mechanism
by which the hippocampus processes contextual sensory inputs as a CS while excluding the sensory
features of the US. Selective inhibitory control over integration of excitatory input pathways could
be a general strategy for nervous systems to achieve separate processing channels in anatomically
overlapping circuits, a process that could be flexibly controlled by a multitude of inhibitory in-
terneuron types (Freund & Buzsáki, 1996; Klausberger & Somogyi, 2008) and neuromodulatory
systems (Bargmann, 2012).
5.4 Materials and Methods
All experiments were conducted in accordance with the US National Institutes of Health guide-
lines and with the approval of the Columbia University and New York State Psychiatry Institute
Institutional Animal Care and Use Committees.
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5.4.1 Mice and Viruses
In all experiments we used adult mice of either sex, that were either wild-type C57/Bl6 mice, ChAT-
cre mice (Jackson, #006410), or the hemizygous offspring of Som-Cre or Pvalb-cre mice with the Ai9
reporter line (loxP-STOP-loxP-tdTomato Cre reporter strain B6;129S6-Gt(ROSA)26Sortm9(CAG-
tdTomato)Hze/J (Jackson Laboratory)) on a C57/Bl6 background, have previously reported
(Lovett-Barron et al., 2012).
We used the following viruses: rAAV2/1(synapsin-PSAML141F-GlyR), rAAV2/7(Synapsin-
PSAML141F-GlyR)cre (Lovett-Barron et al., 2012; Magnus et al., 2011), rAAV2/1(Synapsin-
GCaMP5G) (Kaifosh et al., 2013; Akerboom et al., 2012), rAAV2/7(Synapsin-GCaMP5G)cre,
rAAV2/1(Synapsin-GCaMP6f), rAAV2/7(Synapsin-GCaMP6f)cre ((Chen et al., 2013); Penn
vector core), rAAV2/7(Synapsin-eNpHR3.0-eGFP)cre, rAAV2/7(Synapsin-tdTomato)cre, or
rAAV2/7(Synapsin-eGFP)cre. For targeting ChAT+ neurons in the medial septum,
rAAV2/1(ef1αDIO-GCaMP6f)cre was created by cloning the GCaMP6f gene (Addgene 40755) into
the Cre-conditional vector, rAAV-ef1αDIO-hChR2(H134R)-EYFP-WPRE-pA (Addgene 20298),
replacing the existing hChR2-EYFP insert. Restriction sites 5’ NheI and 3’ AscI were used, and
only the core of GCaMP6f was maintained after removing the 5’ 6xHis tag. A chimeric serotype 1+2
of AAV was prepared (McClure et al., 2011a) for stereotaxic injection. This specific serotype and vi-
ral promoter were required to gain reliable expression in ChAT-positive cells, as synapsin (serotypes
2/1 & 2/7) and CAG (serotype 5) viruses were ineffective for labeling these neurons. Stereotaxic
viral injections were performed using a Nanoject syringe, as described previously (Lovett-Barron
et al., 2012; Kaifosh et al., 2013). Recordings from eNpHR3.0-GFP/Som+ interneurons in CA1
were performed as described previously (Lovett-Barron et al., 2012), and cells were stimulated using
the same 593nm laser used for in vivo experiments.
5.4.2 Surgery
5.4.2.1 Hippocampal window
Hippocampal window implant surgeries were performed as described previously (Kaifosh et al.,
2013; Dombeck et al., 2010). Briefly, we anesthetized mice with isoflurane and treated them with
buprenorphine (0.1 mg/kg, subcutaneous) to minimize post-operative discomfort. We exposed the
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skull and drilled a 3-mm diameter circle centered over left dorsal CA1, matching the size of the
cannula window to be implanted. We removed the bone and dura, and then slowly aspirated
cortex covering the hippocampus while constantly irrigating with chilled cortex buffer until the
external capsule was exposed. If the alveus (anterior-posterior fibers) became exposed, surgery was
terminated. Otherwise, we implanted the sterilized window implant by wedging it into place, and
secured the top of the cannula to the skull and stainless steel headpost with grip cement, leaving
it to dry for 15-20 min before returning mice to the home cage (awake and mobile in 5-20 min).
We monitored mice every 12 hours for three days after surgery, administering buprenorphine to
minimize any signs of discomfort.
5.4.2.2 Optical fibers
We used published techniques for the construction of chronically dwelling optical fibers and patch
cables for optogenetic behavioral procedures (Kheirbek et al., 2013). For all experiments, a 200
µm core, 0.37 numerical aperture (NA) multimode fiber was used for optical stimulation via a
patch cable connected to either a 100 mW 593.5 or 473 nm laser diode. Adult mice were surgically
implanted with fiber optic cannulas using published protocols (Kheirbek et al., 2013).
5.4.3 Head-fixed stimulus presentation and behavioral readout
We developed a flexible system for combining two-photon imaging with microcontroller-driven stim-
ulus presentation and behavioral read-out, as previously described (Kaifosh et al., 2013). Briefly,
tones were presented with speakers near each of the mouse’s ears, light flashes lasting 200 ms were
delivered with a red LED, and odor stimuli and air-puffs were delivered via separate solenoid valves
to gate airflow from a compressed air tank to a tube ending in a pipette tip facing the mouse’s
snout. Odor was delivered with lower pressure air, and passed through a filter covered in a 50:50
mixture of odorant with mineral oil (50 µL). We tracked locomotion by measuring treadmill wheel
rotation, recorded as changes in voltage across an infrared photo-transistor as wheel spokes blocked
light from an infrared LED. Electrical signals encoding mouse behavior and stimulus presentation
were collected with an analog to digital converter, which was synchronized with two-photon imaging
by a common trigger pulse.
We used headpost-implanted adult mice for all experiments. In the case of hf-CFC experiment,
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starting 3-7 days after implantation we water-restricted mice (>85% pre-deprivation weight) and
habituated them to handling and head-fixation. Within 3 or 4 sessions, mice could undergo extended
head-fixation while appearing calm, but alert, and periodically running while freely licking for small-
volume (∼0.5 µL/lick) water rewards during imaging sessions. During the hf-CFC task, mice could
lick for water for 4.5 min - 1 m pre context, 3 min context, and 30 s post-context. This protocol
was repeated twice a day for three days (Habituation, Conditioning, and Recall), with 1-3 hours
between each context. Each context CS consisted of a distinct set of auditory, visual, olfactory,
and tactile cues that we presented to mice using a microcontroller-driven stimulus presentation and
behavioral recording system (Figure 5.7a) (Kaifosh et al., 2013). On the second day (Conditioning)
we presented mice with both contexts again, but paired one context (CtxC) with a US: six air-puffs
to the snout (200 ms, 0.1 Hz) during the final minute of the context. The other context was neutral
and not paired with a US (CtxN). On the third day (Recall), we exposed mice to the conditioned
context (CtxC) and the neutral context (CtxN) again, and assessed the rate of licking in each
context.
For discrete stimulus presentation, we habituated mice to handling and head-fixation, but did not
water-restrict them. We used a variable inter-stimulus interval of 20-40 s between stimuli, which
were repeated 5-10 times for each modality in a pseudorandom order. To characterize responses to
air-puffs of varying durations, we repeated stimulation with durations from 10 ms to 500 ms; each
level was presented 3 times, interspersed with 200 ms tones.
5.4.4 Freely-moving behavior
5.4.4.1 Fear Conditioning - PSAML141F-GlyR experiments
Fear conditioning took place in fear-conditioning boxes that contained one clear plexiglass wall,
three aluminum walls, and a stainless steel grid as a floor. All mice were injected with PSEM89 (60
mg/kg i.p. in saline) 15 min prior to conditioning. The training session began with the onset of
the houselight and fan, and anise scent was placed under the grid floor. In this one-trial contextual
fear conditioning protocol, 180 s after placement of the mouse in the training context and onset
of houselight and fan, mice received a single 2 s footshock of 1 mA. All freezing was measured
before the single footshock. The mouse was taken out 15 s after termination of the footshock and
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returned to its home cage. The grid and the waste tray were cleaned with Sanicloths between runs.
The recall session occurred 24 hours later in the same chamber, but without PSEM89 injection or
footshocks. Mice were recorded by video cameras mounted above the conditioning chamber and
were scored for freezing by an investigator blind to the experimental condition of the animal.
5.4.4.2 Fear Conditioning - Tone conditioning
All mice were injected with PSEM89 (60 mg/kg i.p. in saline) 15 min prior to conditioning. For
cued fear conditioning, mice were trained in the same context as in CFC, except that a 20 s, 80 dB,
2 kHz pure tone was provided as the discrete cue CS, and a 2 s footshock that co-terminated with
the tone was provided. This was repeated three times. Twenty-four hours later, mice were tested
for cued fear in a novel context, in which the conditioning chamber was altered, the stainless steel
grid floor was covered with a plastic panel and novel cage bedding, the chamber walls were covered
and made circular using colored plastic inserts, the house fan and lights were turned off, and no
scent was used. The tone was presented three times, and an investigator blind to condition scored
freezing before the first tone presentation and during each tone presentation as a measure of cued
fear.
5.4.4.3 Fear Conditioning - optogenetic experiments
In the case of optogenetic manipulations during conditioning, mice were quickly attached to the
fiber optic patch cables (bilaterally) via a zirconia sleeve, then placed in a novel cage bottom for
five minutes prior to being placed in the testing apparatus. The patch cables were interfaced to
an FC/PC rotary joint, which was attached on the other end to a 593 nm laser diode that was
controlled by a Master-8 stimulator, as previously described (Kheirbek et al., 2013). In these
experiments, mice were exposed to two 2 s shocks (1 mA) separated by one minute; shocks were
paired with 6 s optogenetic stimulation (593 nm) centered over the shock (Light-US condition) or
shifted 30 s before each shock (Light-shift condition). All mice were processed for histology, and
subjects were excluded from the study if the implant entered the hippocampus, if viral infection
was not complete, or if the viral infection was not limited to CA1 Som+ interneurons.
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5.4.4.4 Delayed non-match to sample
Mice were food-restricted for 1 day prior to experiments. Mice pursued sweetened condensed milk
rewards (50% dilution, 30 µL) (Deacon & Rawlins, 2006). Mice were injected with 60 mg/kg
PSEM89 i.p., and tested in a delayed non-match to sample task in a y-maze from 10-35 min post-
injection. Mice performed 10 trials, in which the mouse began in the start box, and consisting of a
sample phase (shuffling of location across trials), a 30 s delay phase in the start box, and a sample
phase, where the correct response is to go to the arm not yet visited. Between trials mice were
moved to a clean cage for 60 s, and the location of the sample arm was shuffled. Animals were
scored as the % correct trials, and trials were omitted if mice took >90 s on the sample phase, or
>120 s on the choice phase.
5.4.5 2-photon imaging
We use an in vivo X-Y galvanometer-mounted mirror-based multi-photon microscopy system and
an ultra-fast pulsed laser beam (920-nm wavelength; 20-40 mW average power at the back focal
plane of the objective) controlled with an electro-optical modulator to excite GCaMP and td-
Tomato through a 40X objective. Distilled water or warmed cortex buffer (in the case of acute
pharmacology experiments) served to connect the water immersion objective with the cannula.
Green and red fluorescence were separated with an emission filter cube set (green, HQ525/70m-2p;
red, HQ607/45m-2p; 575dcxr). Fluorescent light was detected with photomultiplier tubes (green
GCaMP fluorescence, GaAsP PMT; red tdTomato fluorescence, multi-alkali PMT) operated with
PrairieView software. Once mice were head-fixed, we used goniometers (Edmund Optics) to adjust
the angle of the mouse’s head up to 10 degrees to make the imaging window parallel to the objec-
tive. Time series were collected in red (tdTomato signal) and green (GCaMP signal) channels at
256 × 128 pixels covering 150 × 150 µm at 7.63 Hz (cell bodies, interneuron axons), or 256 × 256
pixels covering 75 × 75 µm at 4.02 Hz (CA3, LEC, and ChAT+ axons). Time-series were motion-
corrected as described in (Kaifosh et al., 2013), adapted from methods established in (Dombeck
et al., 2007). Regions of interest (ROIs) were manually drawn over corrected time-series in Image
J (NIH), to isolate the somas or axons of cells of interest. Trials with running were excluded from
summary analyses of sensory responses in interneurons and excitatory axons.
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5.4.6 Local pharmacology during 2-photon imaging
For local pharmacology experiments, we replaced the glass coverslip with a plastic coverslip with a
punctured hole (∼200 µm diameter) (Kaifosh et al., 2013). This hole was plugged by a plastic bar
and Kwik-Sil. Instead of waiting several days to perform experiments, mice were habituated and
tested 1-5 days after implants. Before imaging, we removed the plastic plug and filled the cannula
with warmed (∼32 ◦C) cortex buffer (125 mM NaCl, 5 mM KCl, 10 mM glucose, 10 mM HEPES,
2 mM CaCl2 and 2 mM MgCl2). After control imaging, we filled the cannula and fluid well for the
objective with cortex buffer containing dissolved scopolamine (1 mM), pirenzepine (0.01-1 mM),
mecamylamine (1 mM), NBQX (20 µM), PSEM89 (500 µM), or bicuculine (20 µM) and allowed
30-90 min for drug diffusion before imaging.
5.4.7 Identification of significantly responding PCs
Approximately 150-200 ROIs were drawn over putative PCs for each field of view. Statistically
significant calcium transients were identified automatically using an approach similar to that de-
scribed by (Dombeck et al., 2007). Briefly, negative deflections in the ∆F/F trace are assumed to
be due to motion out of the z-plane. Because cells should move into the imaging plane with the
same frequency they leave this plane, positive and negative deflections in the ∆F/F curve that are
attributable to motion should occur at the same frequency. Therefore we calculate a false positive
event detection rate by dividing the number of negative deflections for a given amplitude and dura-
tion by the number of positive deflections at the same magnitude and duration. As signal-to-noise
ratio can vary on a per-cell basis, event amplitudes are calculated in terms of the standard-deviation
(σ) of the ∆F/F trace, which provides an estimate of noise for the cell. Transient onsets are defined
as the times when the ∆F/F exceeds 2σ, and offset is defined as the time at which ∆F/F falls below
0.5σ. A decaying exponential was fit by least-squares to the false positive rate values, allowing for
the determination of a minimum transient duration at each σ level at different confidence levels
(Figure 5.18).
We analyzed sensory responses in PCs using peri-stimulus-time-histograms (PSTHs). To calculate
PSTHs, a binary activity function of time was computed for each cell, indicating whether it was
in a significant calcium transient (95% confidence). Time series were aligned by stimulus time,
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and the binary-activity functions across stimulus presentations were averaged at each time point
in a window ±20 frames from the stimulus, yielding a PSTH of the binary activity function for
each cell and stimulus. The response-value was defined as the mean of the 20 post frames minus
the mean of the 20 pre frames. To assess confidence, alignment times were shuffled 10000 times,
yielding a distribution of response-values. A cell was deemed significantly responsive if the true
response-value exceeded the 99th percentile of the shuffle distribution. For significantly-responsive
cells, PSTHs of the ∆F/F traces were computed similarly. For the analysis of PSEM and bicuculine
effects on PC population (Figures 5.5 and 5.19), fields of view containing fewer than 3% responsive
cells were omitted.
5.4.8 Immunohistochemistry & confocal imaging
After imaging experiments, virally-injected mice were deeply anesthetized with isoflurane and per-
fused with 4% paraformaldehyde dissolved in 0.1 M phosphate-buffered saline (pH = 7.4). Brains
were removed, sectioned at 50-60 µm and either mounted for confocal microscopy or processed
for immunofluorescence staining. In mice expressing PSAML141F-GlyR, we performed immunos-
taining of the hybrid PSAML141F-GlyR channel as detailed previously (Lovett-Barron et al., 2012;
Kaifosh et al., 2013; Magnus et al., 2011), using Alexa 647-conjugated α-bungarotoxin (α-BTX,
1:3000), selective for the mutated α7-nAChR receptor binding site of PSAML141F-GlyR. Confocal
stack images (40-50 slices, 1-2 µm optical thickness) were collected from dorsal CA1 region with
a 20X objective. Stacks were collapsed into one z-plane, and cell bodies that were labeled for
tdTomato and/or α-BTX Alexa 647 were counted in the oriens/alveus and/or pyramidale layers
of CA1 (ImageJ, US National Institutes of Health), allowing for quantification of the density and
overlap of neuronal expression. In mice expressing GCaMP6f in ChAT+ cells of the medial septum,
slices were immunostained with ChAT antibodies (AB144P; Millipore; 1:500 dilution) and detected
with 1:500 concentration of anti-goat DyLight 649 (Jackson ImmunoResearch). Confocal tile-stack
images (2,535 slices, 1 µm optical thickness) from the medial septum were acquired using a (20X
objective), and counted for GCaMP6f and ChAT co-localization as described above.
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5.4.9 Data analysis
hf-CFC was scored by automated measurement of the rate of licks in each context (capacitive
transients measured from metal water port), as described previously (Kaifosh et al., 2013). Freely-
moving conditioning was assessed by freezing scored by a trained observer blind to the experimental
condition. Head-fixed contextual fear conditioning behavioral data, delayed non-match to sample
behavioral data, and responses by stimulus and cell type were analyzed with two-way ANOVA,
with repeated measures in cases that the same subject was used across multiple conditions. Pair-
wise comparisons were performed with sign tests for paired data and Mann-Whitney U tests for
unpaired data. Sign tests were used to assess pharmacological effects on calcium responses, and
Mann-Whitney U tests were used to assess pharmacogenetic effects on head-fixed contextual fear
conditioning and differences in running-related activity across cell types. PC population imaging
data was analyzed with paired or unpaired t-tests in the cases of % active cells and transient
durations, respectively. Statistical tests on imaging data were performed treating each field-of-view
as an independent observation by averaging the responses from all simultaneously imaged ROIs.
Statistical comparisons were 1-way or 2-way ANOVAs, with pairwise sign tests or unpaired Mann-
Whitney U tests, or paired and unpaired t-tests. All tests were two-sided, and the type of statistical




Figure 5.7: Details of hf-CFC task and controls. a) Details about the two contexts used in the hf-CFC
task. b)-e) Control experiments for the hf-CFC task – of mice that received no experimental manipulation,
some received surgical or behavioral treatments whereas others did not. None of these treatments altered
hf-CFC performance. b) Implant and imaging control: ‘Imaging’ group (n = 9) – mice express GCaMP, have
a hippocampal window implanted, and have CA1 imaged with a 2-photon microscope during hf-CFC. ‘No
imaging’ group (n = 12) – mice are implanted with a headpost alone with no window surgery or imaging.
Unpaired t-test: p = 0.705. c) Viral expression control: ‘Virus’ group (n = 11) – mice have received
stereotaxic injections of a virus to express tdTomato, GFP, or GCaMP. ‘No virus’ group (n = 10) – mice
received no viral injection. Unpaired t-test: p = 0.828. d) PSEM injection control: ‘PSEM’ group (n=11) –
mice were injected with 60 mg/kg PSEM89 in saline i.p 15 min before conditioning in CtxC session. These
mice were used as the control group in Figure 5.1e. ‘No PSEM’ group (n=10) – mice received no PSEM89
injection. Unpaired t-test: p = 0.252. e) Context identity control: ‘CtxC = 1’ group (n = 10) – mice were
conditioned to Context 1 (CtxC), and Context 2 was neutral (CtxN). ‘CtxC = 2’ group (n = 11) – mice
were conditioned to Context 2 (CtxC), and Context 1 was neutral (CtxN). Unpaired t-test: p = 0.652. f)
Mean lick rates for each group in Figure 5.1e, displaying the mean total lick rate across all sessions (baseline
for learning index), and the mean lick rate in recall of CtxC and CtxN.
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Figure 5.8: Viral expression of PSAML141F-GlyR in CA1 Som+ or Pvalb+ interneurons of dorsal CA1. a)
Septo-temporal extent of viral expression of the ligand-gated Cl- channel PSAML141F-GlyR in dorsal CA1,
revealed by α-bungarotoxin/Alexa647 (α-BTX IHC) immunostaining (example Som-cre and Pvalb-cre mice).
b) Mean % of cre/tdTomato+ cells in CA1 that are also PSAML141F-GlyR+ in Som-cre/Ai9 (5 sections) and
in Pvalb-cre/Ai9 (6 sections) mice. c) Counts in Som-cre/Ai9 mice from panel b) were restricted to oriens,
because a sparse subset of CA1 PCs in pyramidale express tdTomato developmentally, but do not express
cre in adulthood.
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Figure 5.9: PSAML141F-GlyR inactivation of CA1 interneurons during freely-moving CFC and tone con-
ditioning. a) Schematic of experimental protocol. Mice were injected with 30 mg/kg PSEM89 i.p. 15 min
before CFC with a single 2 s/1 mA footshock, and are tested in a recall session 24 hours later without
PSEM89. b) Summary data for contextual freezing 24 hours later with Som-cre mice and Pvalb-cre mice,
expressing either tdTomato or PSAML141F-GlyR in cre+ CA1 interneurons (2-way ANOVA, genotype x
virus: F(1,31) = 5.43, p < 0.05). Som-cre mice, control vs. PSAML141F-GlyR (p < 0.05); Pvalb-cre mice,
control vs. PSAML141F-GlyR (p = 0.75), unpaired 2-tailed t-test. c) Summary data for tone-conditioning
experiments with Som-cre and Pvalb-cre mice. Mice were injected with 60 mg/kg PSEM89 i.p. 15 min before
conditioning with four 20 s tones terminating with a 2 s/1 mA footshock. Freezing was assessed 24 hours
later in an altered context without PSEM89, tested with four repetitions of 20 s tones. Som-cre: control,
n=2; PSAML141F-GlyR, n=2; p = 0.56, unpaired 2-tailed t-test. Pvalb-cre: control, n=4; PSAML141F-GlyR,
n=4; p = 0.839, unpaired 2-tailed t-test.
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Figure 5.10: Effects of inactivating CA1 Som+ interneurons on learning is not a consequence of brain-state
effects. Som-cre mice were injected with 60 mg/kg PSEM89 in saline i.p. 15 min before CtxC conditioning
session, and CtxC recall session. Unpaired 2-tailed t-test: p < 0.01. Because these mice were similar to
Som-cre mice injected with PSEM89 during conditioning alone, the two groups were merged for Figure 5.1e.
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Figure 5.11: Inactivating CA1 Pvalb+ interneurons with PSAML141F-GlyR disrupts spatial working memory.
a) Schematic of experimental protocol. Mice pursued sweetened condensed milk rewards (50% dilution, 30
L). Mice were injected with 60 mg/kg PSEM89 i.p., and tested in a delayed non-match to sample task in a
y-maze from 10-35 min post-injection. Mice went through 10 trials beginning in the start box, consisting
of a sample phase (shuffling of location across trials), a 30 s delay phase in the start box, and a choice
phase. The correct response in the choice phase is to collect a reward in the arm not yet visted, reflecting
working memory in a natural foraging behavior. Between trials mice were moved to a clean cage for 60 s. b)
Summary data for DNMS task, in Som-cre and Pvalb-cre mice (2-way ANOVA, genotype x virus: F(1,23)
= 2.0, p = 0.172). There was a significant main effect of virus (p < 0.005). Som-cre mice, Control vs.
PSAML141F-GlyR (p = 0.173); Pvalb-cre mice, control vs. PSAML141F-GlyR (p < 0.05), Mann-Whitney U
tests.
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Figure 5.12: Fraction of sensory-evoked responses by cell types in CA1. a) Expression of GCaMP5G
in CA1 oriens interneurons of a Som-cre/Ai9 mouse, including parallel recording from Som/tdTom+ and
Som/tdTom- interneurons. b) Left: traces from example cells in panel a during the pseudorandom presen-
tation of discrete sensory stimuli. Traces are concatenated together from 30 individual trials of air-puffs,
tones, and lights. Middle: example averaged air-puff responses on an expanded time scale. Right: The
same data represented as heat maps, with trials grouped by stimulus type. c) Summary data for GCaMP5G
responses to discrete sensory stimuli in Som+ and Som- interneurons (Som-cre/Ai9 mice), Pvalb+ interneu-
rons (Pvalb-cre/Ai9), and pyramidal cells (both lines). ∆F/F is calculated using the difference between the
5 s before and after stimulus onset.
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Figure 5.13: Local pharmacological manipulation of imaged tissue. a) Spread of 1% Evans Blue (in cortex
buffer) through the perforated imaging window over the timescale of pharmacological manipulation, followed
by perfusion, fixation, and mounting. b) Concentration-dependence of m1AChR blockade on air-puff-evoked
activity in Som+ interneurons. Each line is one Som+ cell (n=13 cells). c) Responses of pyramidal cells to
air-puffs (see Figures 5.18 and 5.19) are not significantly altered by the concentration of pirenzepine (100M)
required to block Som+ interneuron responses to air-puffs. We measured this as the duration of air-puff-
evoked transients in PCs active in both drug conditions (ctrl: 2.51 ±0.3s, Pir.: 2.84 ±0.5s, n = 5 cells; paired
t-test), as in Figures 5.5 and 5.19.
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Figure 5.14: Expression of GCaMP6f in ChAT+ neurons of the medial septum and imaging their axons in
CA1. a) Top: Confocal images of the medial septum showing co-localization of virally expressed GCaMP6f
and endogenous ChAT with ChAT immunohistochemistry. Bottom: Summary graph of co-localization of
ChAT immunohistochemistry and GCaMP labeling (n = 3 section in 3 mice) in ChAT-cre mice injected with
rAAV2/1(ef1α-DIO-GCaMP6f)cre into the medial septum. b) More examples of FOVs from oriens/alveus
in CA1 of ChAT+ mice, and the ROIs drawn to analyze axonal signals. c) Responsiveness of ChAT+ axons
to locomotion on the treadmill.
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Figure 5.15: ChAT+ and Som+ axons are sensitive to the onset of air-puffs, but not the duration. Mean
responses to air-puffs of duration 10 ms, 30 ms, 50 ms, 100 ms, 150ms, 200 ms, 300 ms, and 500 ms in: a)
ChAT+ axons (individial axon ROIs averged over FOVs, as in Figure 3d-e) in oriens/alveus (o/a.). b) Som+
axons (whole-field ROIs in lacunosum-moleculare (l-m.), as in Figure 2c-e).
Figure 5.16: Imaging GCaMP6f-expressing excitatory projections to CA1. a) Injection sites of
rAAV(Synapsin-GCaMP6f) into CA3 (left), LEC (middle), or MEC (right) ipsilateral to the imaged hemi-
sphere of CA1. b) Locomotion signals in CA3, LEC, and MEC axons (whole-field ROIs). c) Example
responses of single CA3 axons to running and air-puffs. While most CA3 axons do not respond to air-puffs,
as reflected in whole-field fluorescence (Figure 5.4), a sparse subset of CA3 axons do respond, potentially
providing the drive to excite a sparse subset of CA1 PCs, even though the much stronger LEC and MEC
signals are being inhibited.
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Figure 5.17: PSEM89 inactivation of Som+ interneurons in vivo. Mean air-puff responses of
Som+/PSAML141F-GlyR+ interneurons (left) and Som-/PSAML141F-GlyR- interneurons (right) in control
and PSEM89 administration (60 mg/kg PSEM89 i.p. 12-30 min before stimulus presentation).
Figure 5.18: Identification of pyramidal cells with significant stimulus-evoked activity. a) Histograms of
positive (blue) and negative (red) deflections in the ∆F/F trace. Event amplitudes are quantified in terms of
σ, which is determined for each cell and is defined as the standard deviation of the noise of the cell’s ∆F/F
trace. Histograms show the distribution of event durations for events greater than or equal to each σ level.
b) False positive rates for 2-, 3-, and 4-σ events (pooled across all FOVs in all mice used in Figures 5.5 and
5.19). False positive rate curves are calculated for each σ level by dividing the number of negative events at
that level by the number of positive events at that level. See (Murray et al., 2011) for more details. Event
onsets are defined as the times when the ∆F/F exceeds 2-σ, and offset is defined as the time at which the
∆F/F falls below 0.5 σ. A decaying exponential was fit by least-squares to the false positive rate values,
allowing for the determination of a minimum transient duration at each σlevel for different confidence levels.
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Figure 5.19: Effects of local PSEM and bicuculine on PC populations. a) PSEM89 does not alter the mean
% of active cells during air-puffs (ctrl: 10.1 ±2.6%, PSEM89: 7.1 ±1.3%, n=4 FOVs; paired t-test) or the
duration of air-puff-evoked transients in cells active in both drug conditions (ctrl: 2.73 ±0.2s, PSEM89: 2.56
±0.2s, n = 21 cells; paired t-test) in mice that do not express PSAML141F-GlyR. b) 20 M Bicuculine increases
the mean % of active cells during air-puffs (ctrl: 7.6 ±0.7%, Bic.: 41.3 ±6.7%, n=13 FOVs; paired t-test)
and the duration of air-puff-evoked transients in cells active in both drug conditions (ctrl: 2.72 ±0.09 s, Bic:
3.21 ±0.09 s, n = 114 cells; paired t-test). Bars represent mean ±s.e.m., ***p < 0.001, ns = non-significant
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Figure 5.20: Expression of eNpHR3.0-eGFP in CA1 Som+ interneurons. a) Left: example confocal image of
eNpHR3.0-eGFP expression in dorsal CA1 of injected Som-cre mice. Right: Mean % of cre/tdTomato+
cells in oriens that are also eNpHR3.0-eGFP+. b) Top left: Example cell-attached recording from
Som+/eNpHR3.0-eGFP+ neuron ex vivo, showing suppression of spontaneous spiking with 593 nm light.
Bottom left: Example whole-cell current clamp recording from Som+/eNpHR3.0-eGFP+ neuron ex vivo,
showing hyperpolarization with 593 nm laser light at two resting voltages. Right: example whole-cell current
clamp recordings from Som+/eNpHR3.0-eGFP+ neuron ex vivo, with overlapping laser light and current
injection.
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Figure 5.21: Hypothesized conceptual model of CFC. a) Schematic of sensory processing in the case of fear
conditioning to a unimodal CS, such as a tone. b) Schematic of sensory processing in the case of fear condi-
tioning to a multimodal contextual CS, which requires the hippocampus to form a unified respresentation of
the context from disparate sensory cues. c) Traditional view of CFC. The hippocampus processes the context
CS independent of the sensory features of the US. d) We propose an alternative conceptual model of CFC.
Sensory information about the US can reach CA1 through direct inputs from the entorhinal cortex, requiring
active filtering. The US also sends parallel signals to the medial septum cholinergic system, which excites
CA1 dendrite-targeting interneurons to prevent US signals from influencing hippocampal CS processing.
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Part II
Implicit learning in the electric fish
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Chapter 6
A temporal basis for predicting the
sensory consequences of motor
commands in an electric fish1
Mormyrid electric fish are a model system for understanding how neural circuits predict the sensory
consequences of motor acts. Medium ganglion cells in the electrosensory lobe create negative images
that predict sensory input resulting from the fish’s electric organ discharge (EOD). Previous studies
have shown that negative images can be created through plasticity at granule cell-medium ganglion
cell synapses, provided that granule cell responses to the brief EOD command are sufficiently varied
and prolonged. Here we show that granule cells indeed provide such a temporal basis and that it is
well-matched to the temporal structure of self-generated sensory inputs, allowing rapid and accurate
sensory cancellation and explaining paradoxical features of negative images. We also demonstrate
an unexpected and critical role of unipolar brush cells (UBCs) in generating the required delayed
responses. These results provide a mechanistic account of how copies of motor commands are
transformed into sensory predictions.
1This work has been previously published (Kennedy et al., 2014) and is joint work with the coauthors.
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6.1 Introduction
Weakly electric mormyrid fish emit brief EOD pulses for communication and active electrolocation.
However, the fish’s own EOD also affects passive electroreceptors tuned to detect external fields.
Previous studies have shown that such interference, a ringing pattern of activation that may per-
sist for as long as the interval between EODs (Bell & Russell, 1978), is cancelled out in medium
ganglion cells through the generation of motor corollary discharge responses that are temporally
specific negative images of the sensory consequences of the EOD (Bell, 1981). Elegant theoreti-
cal studies (Roberts & Bell, 2000; Williams et al., 2003) have suggested that anti-Hebbian spike
timing-dependent plasticity known to exist at synapses from granule cells onto medium ganglion
cells (Bell et al., 1997b) could provide a basis for formation of negative images, but this work
depends on the untested assumption that granule cell corollary discharge responses exhibit a rich
temporal structure spanning the ∼200 ms during which negative images can be generated (Bell,
1981, 1982; Bell et al., 1993) (Figure 6.1a). Granule cells, located in the eminentia granularis pos-
terior (EGp) overlying the electrosensory lobe (ELL) molecular layer, receive excitatory input from
extrinsic mossy fibers originating from neurons in several brain regions and from UBCs located
in the EGp itself (Figure 6.1b). Though there are a small number of published recordings of de-
layed corollary discharge responses from unidentified elements in the EGp itself (Bell et al., 1992),
corollary discharge responses of mossy fibers appear to be extremely brief and minimally delayed,
resembling literal copies of the EOD motor command (Bell et al., 1992; Bell & von der Emde, 1995;
Sawtell et al., 2005; von der Emde & Bell, 1996). Moreover, delayed or temporally diverse corollary
discharge responses have not been reported for granule cells. Therefore, we set out to determine
whether delayed and temporally diverse granule cell responses exist and, if they do, how they are
generated and whether they are sufficient to support negative-image formation.
As in previous studies, we took advantage of an awake preparation in which fish continue to emit
the motor command to discharge the electric organ but the EOD itself is blocked by neuromuscular
paralysis, allowing corollary discharge responses, i.e., neural activity in sensory areas that is time-
locked to the EOD motor command, to be studied in isolation from sensory effects.
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6.2 Results
6.2.1 Corollary discharge responses in mossy fibers and UBCs
Consistent with previous studies (Bell et al., 1992; Bell & von der Emde, 1995; Sawtell et al., 2005;
von der Emde & Bell, 1996), extracellular recordings from two midbrain nuclei that are the main
sources of corollary discharge input to granule cells revealed responses restricted to short delays
after the EOD motor command (Figure 6.1c; paratrigeminal command-associated nucleus, n = 12
recordings; preeminential nucleus, n = 31 recordings). To characterize corollary discharge inputs
to granule cells, we used high-impedance glass microelectrodes to record from putative mossy fiber
axons in the EGp itself (see Online Methods for details of mossy fiber recordings). Most mossy fibers
recorded in the EGp exhibited responses restricted to short delays, termed early and medium, that
closely resembled the responses recorded in midbrain neurons that send mossy fibers to the EGp
(Figure 6.1d,e; early, n = 54 recordings; medium, n = 28 recordings). Thus, corollary discharge
inputs to the EGp appear to be insufficient for cancelling the effects of the EOD over its entire
duration. However, we also found other putative mossy fibers in the EGp, termed late and pause,
that exhibited far more delayed and diverse corollary discharge responses (Figure 6.1d,e; late, n =
26 recordings; pause, n = 27 recordings). Late mossy fibers fired bursts or single action potentials
at long delays after the EOD command (>50 ms). Pause mossy fibers showed highly regular tonic
firing that ceased abruptly around the time of the command. Resumption of firing was often marked
by precise time-locking of spikes at long delays relative to the EOD command (Figure 6.1d).
A candidate for the source of late and pause responses recorded in the EGp are the UBCs that,
as in the mammalian cerebellum and dorsal cochlear nucleus (Mugnaini et al., 2011), give rise
to an intrinsic system of mossy fiber axons that provides additional excitatory input to granule
cells (Campbell et al., 2007; Meek et al., 2008). Whole-cell recordings from UBCs provided direct
support for this idea. We could clearly distinguish UBCs, granule cells and Golgi cells (n = 54, 184
and 11 recordings, respectively) on the basis of their electrophysiological properties and morphology
(Figures 6.7, 6.8, 6.9). Corollary discharge responses in UBCs are delayed and diverse, and they
closely resemble late and pause responses recorded extracellularly (Figure 6.1e,f). An objective
classification algorithm supported our conclusion that early and medium responses are extrinsic
mossy fiber axons originating from midbrain nuclei but that late and pause responses are intrinsic
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Figure 6.1: Corollary discharge responses in mossy fibers, UBCs and Golgi cells. (a) Schematic of negative
image formation and sensory cancellation in a medium ganglion cell (MG). The question mark indicates that
temporal patterns of corollary discharge response in granule cells (GCs) are the critical unknown in current
models of sensory cancellation. Cmnd, EOD command. (b) Schematic of the circuitry of the EGp and ELL.
Corollary discharge signals related to the EOD motor command are relayed via several midbrain nuclei (not
shown) and terminate in EGp as mossy fibers (MF; black inputs from top). UBCs give rise to an intrinsic
system of mossy fibers that provides additional excitatory input to granule cells. Golgi cells inhibit granule
cells and UBCs. Medium ganglion cells in the ELL receive both sensory input and granule cell input via
parallel fibers. (c) Corollary discharge responses of units recorded in the paratrigeminal command associated
nucleus (PCA) and the preeminential nucleus (PE). Each row shows the smoothed (5 ms Gaussian kernel)
average firing rate of a single unit normalized by its maximum firing rate. In this and subsequent panels
time is defined relative to the EOD motor command (Cmnd), which is emitted spontaneously by the fish
at 2-5 Hz. Color bar in e applies to c and f. (d) Example spike rasters (gray dots) and smoothed firing
rates (black curves) for putative mossy fibers recorded extracellularly in the EGp, illustrating four temporal
response classes (early, medium, late and pause). (e) Corollary discharge responses of putative mossy fibers
recorded extracellularly in the EGp. Each row represents the smoothed and normalized average firing rate of
a single mossy fiber, with ten examples of each class shown. (f) Corollary discharge responses of UBCs (n =
19 responses) and Golgi cells (n = 8 responses) recorded intracellularly. Each row represents the smoothed
and normalized average firing rate of a single cell. Note the similarity with late and pause mossy fibers,
shown in e.
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mossy fiber axons originating from UBCs (Figure 6.10).
Our intracellular recordings revealed possible mechanisms for generating diverse and delayed re-
sponses in UBCs. We observed prominent post-inhibitory rebound firing in a subset of UBCs
(Figures 6.2a and 6.8), so rebound evoked by an inhibitory input arriving at a short delay after
the EOD command (Figures 6.2b and 6.11a) could account for delayed firing in UBCs. Suggestive
of such a mechanism, the morphologically identified UBC shown in Figure 6.2a,b fired bursts at a
long delay after the command that were stronger when the preceding membrane potential was more
hyperpolarized. Other UBCs exhibited regular tonic firing (Figure 6.8) that, when terminated by
hyperpolarization, was followed by precisely time-locked spikes (Figure 6.2). This firing pattern
is similar to pause responses recorded extracellularly and could also be explained by inhibition
arriving at a short delay after the command (Figures 6.2d and 6.11a). Golgi cells respond at short
delays after the EOD command (Figures 6.1f and 6.11b) and could be the source of such inhibition.
Figure 6.2: Mechanisms for delayed and diverse corollary discharge responses in UBCs. (a) Two overlaid
traces illustrating prominent rebound firing in response to hyperpolarizing current injections (-10 pA and -20
pA) in a UBC. This cell was filled with biocytin allowing for post hoc morphological identification (inset; scale
bar, 10 µm). Rebound firing was observed in 30 of 54 recorded UBCs. (b) Late corollary discharge response
in the same UBC recording shown in a. In this cell the strength of late action potentials bursts (bottom
traces) is related to the extent of preceding membrane potential hyperpolarization (top traces), suggesting
rebound from command-locked hyperpolarization as a possible mechanism underlying late responses observed
in UBCs. (c) Two UBCs in which a brief hyperpolarizing current injection (-50 pA, top; -200 pA, bottom)
resulted in an entrainment of tonic firing, similar to temporal patterns of action potential firing observed
in pause mossy fibers. Data are representative of 9 UBCs. (d) Pause-type corollary discharge response in
a UBC. This cell exhibited a small hyperpolarization time-locked to the command and an entrainment of
tonic action potential firing after the pause.
138
6.2.2 Corollary discharge responses in granule cells
We next cataloged corollary discharge responses in a large number of granule cells using whole-cell
recording (Figure 6.3). We observed corollary discharge responses in 170 of 184 granule cells, and
these responses consisted of prominent depolarizations with temporal patterns that were highly
consistent across commands (Figures 6.3a,b and 6.11c,d). Granule cell depolarizations closely re-
sembled early, medium, late, pause or, in some cases, apparent mixtures of these responses (Figures
6.3b and 6.11d). Action-potential firing consisted mainly of single spikes (1.25 spikes per command
for the roughly 20% of granule cells that fired on greater than 10% of commands) and always
occurred at the peak of the subthreshold membrane potential (Figures 6.4 and 6.12). These ob-
servations led us to hypothesize that the temporal structure of subthreshold granule cell corollary
discharge responses is shaped primarily by summation of excitatory inputs, rather than by phasic
Golgi cell inhibition or the intrinsic properties of the granule cells themselves. To test this, we mod-
eled granule cell depolarizations as sums of excitatory postsynaptic potentials (EPSPs) computed
from the spike trains of up to three of the recorded EGp mossy fibers (Figure 6.1e), including UBCs
(Figure 6.1f). The small number of excitatory inputs is consistent with anatomical observations
that mormyrid granule cells have, on average, three claw-like dendritic endings (N.S., unpublished
observations) and previous physiological observations indicating that granule cells receive other
sources of mossy fiber input in addition to corollary discharge, for example, proprioceptive input
from spinocerebellar mossy fibers (Sawtell, 2010). By choosing an appropriate set of inputs from the
recorded data and adjusting their excitatory synaptic strengths within a reasonable range (Figure
6.3b and Online Methods), we were able to fit the membrane-potential responses of the recorded
granule cells with high accuracy (average mean squared error = 4.6%, n = 169 recordings; Figures
6.3b and 6.12). This provides strong support for the view of granule cell recoding as a summation
of excitatory inputs stated above.
The similarity of the constructed and recorded granule cell responses also provides a powerful tool
for addressing the central question of whether granule cell responses can support negative-image
formation and sensory cancellation. Given the sparseness of granule cell firing that we observed
(both a small percentage of granule cells that fired and a small number of spikes per EOD in those
that did), cancellation likely depends on large numbers of granule cell inputs; indeed, anatomical
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Figure 6.3: Experimental characterization and modeling of corollary discharge responses in granule cells.
(a) Average subthreshold corollary discharge responses of 170 granule cells. Responses were grouped by
category (see d) and then sorted by the latency of their peak membrane potential. (b) Left, examples of
recorded granule cell subthreshold responses (data) and model fits (fit). Right, EPSPs computed from the
recorded mossy fiber inputs used to fit each granule cell, labeled according to the class to which they belong.
E, early; M, medium; L, late; P, pause. (c) Distribution of response categories assigned to recorded granule
cells based on model fits (measured). Bars labeled E, M, L and P indicate the fraction of early, medium, late
and pause inputs used to fit the recorded granule cell responses. Bars labeled “mix” show these fractions
for combinations of inputs used in the same way. These fractions are consistent with a four-parameter
random mixing model (RMM; parameters are the probability of early, medium, late and pause inputs) in
which each input to a granule cell is assigned independently of the others (RMM fit). This suggests that
the combinations of inputs granule cells receive are random. (d) Average subthreshold corollary discharge
responses of 170 randomly constructed model granule cells selected from a total of 20,000. In this sample,
the number of model cells from each granule cell category was matched to the experimental data, but the
selection process was otherwise random. Note that the temporal response properties of the model granule
cells closely resemble those of the recorded granule cell shown in a.
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estimates are on the order of 20,000 granule cell inputs per medium ganglion cell (Meek et al.,
1996). To expand the data to this number, we constructed model granule cells. This was aided
by the fact that the distribution of inputs found in our fits of recorded granule cell responses is
consistent with a random mixing process in which each granule cell dendrite samples the different
functional input classes (early, medium, late and pause) independently (Figure 6.3c). We extracted
the probability of a granule cell receiving an input from each functional class from these fits (Online
Methods). Drawing randomly from these input probabilities and from the distribution of synaptic
weights obtained during fitting allowed us to construct model granule cells with corollary discharge
responses that closely match those of the recorded granule cells (Figures 6.3d and 6.12; note that
these are not granule cells fit to the data, but randomly constructed and sampled model cells). The
remarkable similarity between these model responses and the data provides additional support for
the hypothesis that granule cell recoding of corollary discharge inputs can be explained by random
mixtures of small numbers of excitatory inputs conveyed by extrinsic mossy fibers and UBCs.
Spiking in model granule cells was implemented by randomly assigning action potential thresholds
sampled from a normal distribution fit to the thresholds of the recorded granule cells (average
distance to threshold 20.2 ± 5.97 mV (± s.d.)). The resulting temporal firing patterns and dis-
tribution of average spike counts per EOD in the model granule cells were statistically consistent
with those of the recorded granule cells (Figures 6.4 and 6.12).
6.2.3 Granule cells provide a basis for sensory cancellation
Previous experimental work has revealed a combination of anti-Hebbian spike timing-dependent
long-term synaptic depression and non-associative long-term potentiation at granule cell-medium
ganglion cell synapses (Bell et al., 1997b; Han et al., 2000).
To determine whether this form of plasticity can cancel self-generated sensory input using realistic
granule cell responses, we drove a passive model medium ganglion cell with 20,000 model granule
cell inputs through plastic synapses. The granule cell-medium ganglion cell synapses were strictly
positive, and we initially set their strengths so that granule cell responses in the absence of EOD-
driven sensory input generated a roughly flat medium ganglion membrane potential, consistent with
recordings from medium ganglion cells in regions of the ELL involved in passive electrosensory
processing (Bell, 1981, 1982; Bell et al., 1993). Next, we added a temporally varying sensory
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input to the model medium ganglion cell to mimic the responses of passive electroreceptors to the
fish’s own EOD recorded in a previous study (Bell & Russell, 1978) (Figure 6.5a). As in previous
modeling work (Roberts & Bell, 2000), the strength of the granule cell-medium ganglion synapses
evolved according to the experimentally described plasticity rule (Bell et al., 1997b; Han et al.,
2000): synaptic strength was increased for each presynaptic action potential, corresponding to
experimentally described non-associative potentiation, and decreased when a postsynaptic action
potential occurred shortly after a presynaptic action potential, corresponding to experimentally
described associative depression. Over the course of about 1,000 EOD commands (∼5 min at
EOD command rates typical of paralyzed fish), the membrane potential fluctuation caused by the
sensory input was cancelled by the corollary discharge inputs conveyed by granule cells (Figure 6.5a),
consistent with the timecourse over which negative images are formed in vivo (Bell, 1981, 1982).
The resulting negative image closely matched the inverse of the sensory input (Figure 6.5b) and
had small command-to-command variations (Figure 6.5b; s.d. of ∼1 mV) despite the sparseness of
the granule cell firing. We also confirmed the stability of negative images formed using the granule
cells as a temporal basis (Supplementary Modeling) and that the changes in synaptic strength
underlying negative images were within a physiologically plausible range (Figure 6.13). Finally,
because our estimates of both the number of granule cells active at long delays and the number of
command-locked action potentials fired by granule cells were based on limited data, we tested the
effects of systematically varying these properties of the model granule cells on negative images and
sensory cancellation (Figures 6.14 and 6.15). We observed rapid cancellation and negative images
with small command-to-command variations even when we reduced the numbers of late and pause
inputs used to generate model granule cells, and when we reduced the number of command-locked
action potentials fired by granule cells.
The effectiveness of the cancellation in the model is notable given the highly non-uniform temporal
structure of the response of the granule cell population, in particular the fact that most granule
cells are active at short delays. Rather than a general-purpose temporal basis, such as the delay-
line model considered in previous theoretical work (Roberts & Bell, 2000), the structure of granule
cell corollary discharge responses appears to be matched to the temporal patterns of self-generated
sensory input that the fish encounters in nature, i.e., the particular pattern of ringing that the large
EOD evokes in electroreceptors tuned to detect much smaller signals (Bell & Russell, 1978). To test
142
this idea more directly, we generated synthetic inputs with different temporal profiles but the same
power spectrum as the electroreceptor response (Figure 6.5c). Synthetic inputs were cancelled
more slowly than inputs resembling the electroreceptor response (Figure 6.5d), suggesting that
the structure of granule cell responses is particularly suited to natural patterns of self-generated
input. Furthermore, the rate and accuracy of sensory cancellation in the granule cell basis is
comparable to that of an idealized uniform delay line basis with tuning widths approximately
equal to that of granule cells receiving medium and late inputs (Figure 6.16). Finally, we note
that model granule cell populations lacking late and pause inputs provided a far less effective
basis for cancellation (Figure 6.5d), indicating an important role for the temporally diverse and
delayed corollary discharge responses generated by UBCs. Granule cell responses predict features
of negative images
Our knowledge of the temporal structure of granule cell responses allowed us to make specific
predictions about the shapes of negative images induced in experiments in which a single dendritic
spike in a medium ganglion cell is paired with the EOD command at fixed delays. Previous studies
have shown that such dendritic spikes are the key triggers for associative depression at granule
cell synapses (Bell et al., 1997b; Engelmann et al., 2008). Our predictions based on the measured
granule cell responses were twofold (Figure 6.6a). Medium ganglion cell spikes evoked at short
delays should induce a brief hyperpolarization peaked around the spike time due to associative
depression of early granule cells inputs. We predicted more complex, biphasic changes for medium
ganglion cell spikes evoked either at longer delays or at zero delay. At such delays, associative
depression should induce a hyperpolarization around the medium ganglion cell spike time, whereas
non-associative potentiation of the numerous early granule cell inputs should cause a ’paradoxical’
medium ganglion cell depolarization at short delays after the EOD command. In contrast, a model
with a temporally uniform delay line basis predicted that negative images induced by medium
ganglion cell spikes at different delays would always have the same shape, determined by the
temporal window of the synaptic plasticity, and differ only by time translation (Figure 6.6a).
To test these model predictions, we recorded intracellularly from medium ganglion cells, and com-
pared corollary discharge responses before and after 3 min of pairing (∼600 commands) with a brief
injection of current that evoked a dendritic spike at a fixed delay after the EOD command (Figure
6.6b). The shapes of the resulting negative images exhibited a strong dependence on the delay
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during pairing, in agreement with our qualitative predictions (Figure 6.6a). Furthermore, close
quantitative agreement between our model and the experimental medium ganglion cell response
changes (Figure 6.6a) could be achieved by fitting just two parameters of the synaptic plasticity
rule (Figure 6.6c and Online Methods). The similarity of the modeled and measured changes in
medium ganglion cell responses indicates that the measured granule cell responses and previously
measured anti-Hebbian plasticity at granule cell-medium ganglion cell synapses accurately describe
formation of negative images.
6.3 Discussion
Using intracellular recordings and modeling of granule cells in mormyrid fish, we provided a rel-
atively complete description of granule cell recoding, far more complete than that available in
other systems. The remarkably close agreement between recorded and model granule cells (Figure
6.3) strongly suggests that the simple rules we used to transform mossy fiber inputs into granule
cell responses, i.e., summation of randomly selected excitatory inputs, are essentially correct and
complete. Such a complete understanding of how inputs are transformed into output in vivo is
remarkable in its own right and places us in a unique position to explore the relationships between
input coding, an experimentally defined synaptic plasticity rule (Bell et al., 1997b; Han et al., 2000)
and a well-characterized adaptive network output in the form of negative images (Bell, 1981, 1982;
Bell et al., 1993). Though input coding and plasticity are the critical elements for the functioning
of many neural circuits, including other cerebellum-like circuits (Bell et al., 2008b; Farris, 2011;
Oertel & Young, 2004) and the cerebellum itself (Albus, 1971; Marr, 1969; Medina & Mauk, 2000;
Dean et al., 2010), there are few cases in which these elements are understood so thoroughly.
The function of EGp circuitry demonstrated here closely parallels longstanding, but still untested,
expansion-recoding schemes posited for the granular layer of the mammalian cerebellum (Albus,
1971; Marr, 1969). Whereas most models of the function of the cerebellar granular layer posit
pivotal roles for Golgi cell inhibition of granule cells in expansion recoding (Medina & Mauk,
2000), our study suggests a key role for UBCs. Though we had no way to specifically target UBCs
and hence cannot provide a complete account of their properties, our in vivo intracellular recordings
suggest that they generate temporally diverse and delayed responses that are faithfully recoded in
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granule cells. Though in vivo responses to discrete inputs have yet to be described for UBCs in the
mammalian cerebellum or dorsal cochlear nucleus, in vitro studies have documented a variety of
synaptic and intrinsic mechanisms that can generate prolonged and/or delayed responses (Diana
et al., 2007; Locatelli et al., 2013; Rossi et al., 1995; Russo et al., 2007; Rousseau et al., 2012). These
include rebound firing (Russo et al., 2007), regular tonic firing (Russo et al., 2007) and inhibitory
synaptic input from Golgi cells (Rousseau et al., 2012), the key ingredients for delayed responses
suggested by our in vivo intracellular recordings. Hence the functions for UBCs established here
may extend to other circuits in which they are found. Finally, though the capacity to generate
temporally diverse responses in granule cells may be useful for a variety of cerebellar computations,
the density of UBCs varies widely across different regions of the cerebellum and across different
species (Mugnaini et al., 2011). Whether other circuit mechanisms, e.g., phasic Golgi cell inhibition
of granule cells, function to generate temporally diverse granule cell responses for regions of the
cerebellum in which UBCs are scarce is an important question for future studies.
An unexpected finding of this study is that rather than a general temporal basis, such as delay-line
models considered in previous theoretical work (Roberts & Bell, 2000), the temporal structure of
granule cell responses is highly non-uniform. Despite the fact that the preponderance of granule cells
are active at short delays, our modeling suggests that granule cells provide a highly effective basis
for sensory cancellation. The explanation for this apparent paradox is that the temporal structure
of granule cell responses, though not necessarily optimal or superior to a delay-line basis, is well-
suited to cancel natural patterns of self-generated sensory input. How such apparent matching
might occur and whether it could be modified by experience are interesting questions for future
investigations. The non-uniform temporal structure of granule cell responses also provides a simple
explanation for unusual features of medium ganglion cell negative images formed in response to
artificial inputs. The ability to accurately predict detailed features of negative images based on
modeled granule cell responses, and previously described anti-Hebbian plasticity, also provides an
additional experimental validation for the links we established between input coding, plasticity and
adaptive network output. Finally, the apparent matching between granule cell responses and natural
patterns of self-generated sensory input does not imply that the system cannot provide effective
cancellation when conditions change. Indeed, EOD amplitude along with passive electroreceptor
responses to the EOD are expected to change on multiple timescales due to growth of the fish,
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seasonal changes in water conductivity and the presence of large nonconducting objects near the
fish. However, as has been shown in a previous study of the effects of water conductivity on
passive electroreceptor responses (Bell & Russell, 1978), such changes will primarily affect the size
rather than the temporal structure of sensory responses to the EOD. Hence the matching between
the temporal structure of granule cell responses and self-generated sensory input described here is
expected to hold over a wide range of behaviorally relevant conditions.
Though the notion that motor corollary discharge signals could be used to predict and cancel the
sensory consequences of an animal’s own behavior has a long history (Sperry, 1950; von Holst &
Mittelstaedt, 1950), there are few cases in which such functions have been characterized at the level
of neural circuits (Crapse & Sommer, 2008). In particular, it has proven challenging to understand
how copies of motor commands are translated into an appropriate format to cancel sensory inputs.
This problem takes a particularly clear and tractable form in the case of mormyrid ELL, where
copies of a brief, highly stereotyped motor command must be delayed and diversified in order to
provide a basis for cancelling sensory effects that are extended in time. A major contribution of our
study is that we directly demonstrated that such a temporal expansion indeed occurs in granule
cells and that, along with previously described anti-Hebbian plasticity (Bell et al., 1997b; Han
et al., 2000), this expansion is sufficient to account for negative images. Our results thus provide
the critical missing piece in a relatively complete mechanistic account of how motor commands are
used to predict sensory consequences at the levels of synaptic plasticity, cells and circuits.
6.4 Methods
6.4.1 Experimental preparation
All experiments performed in this study adhere to the American Physiological Society’s Guiding
Principles in the Care and Use of Animals and were approved by the Columbia University Institu-
tional Animal Care and Use Committee. Mormyrid fish (7-12 cm in length) of the species Gnathone-
mus petersii were used in these experiments. Surgical procedures to expose EGp for recording were
identical to those described previously (Sawtell, 2010). Gallamine triethiodide (Flaxedil) was given
at the end of the surgery (∼20 µg/cm of body length) and the anesthetic (MS:222, 1:25,000) was
removed. Aerated water was passed over the fish’s gills for respiration. Paralysis blocks the effect of
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electromotoneurons on the electric organ, preventing the EOD, but the motor command signal that
would normally elicit an EOD continues to be emitted by the electromotoneurons at a variable rate
of 2 to 5 Hz. The timing of the EOD motor command can be measured precisely (see below) and
the central effects of corollary discharge inputs can be observed in isolation from the electrosensory
input that would normally result from the EOD.
6.4.2 Electrophysiology
The EOD motor command signal was recorded with an electrode placed placed over the electric
organ. The command signal is the synchronized volley of electromotoneurons that would normally
elicit an EOD in the absence of neuromuscular blockade. The command signal lasts about 3
ms and consists of a small negative wave followed by three larger biphasic waves. The latencies
of central corollary discharge or command-evoked responses were measured with respect to the
negative peak of the first large biphasic wave in the command signal. Extracellular recordings from
mossy fibers in EGp were made using glass microelectrodes filled with 2 M NaCl (40-100 MΩ), as
described previously (Bell et al., 1992; Sawtell, 2010). For in vivo whole-cell recordings from EGp
neurons and from medium ganglion cells in ELL electrodes (9-15 MΩ) were filled with an internal
solution containing (in mM) K-gluconate (122), KCl (7), HEPES (10), Na2GTP (0.4), MgATP
(4), EGTA (0.5) and 0.5% biocytin (pH 7.2, 280-290 mOsm). No correction was made for liquid-
junction potentials. Only cells with stable membrane potentials more hyperpolarized than -50 mV
and access resistance <100 MΩ were analyzed. Membrane potentials were filtered at 3-10 kHz
and digitized at 20 kHz (CED power1401 hardware and Spike2 software; Cambridge Electronics
Design).
6.4.3 Extracellular mossy fiber recordings
Several independent lines of evidence suggest that early, medium, late and pause responses obtained
using extracellular recordings in EGp (Figure 6.1d,e) reflect the activity of mossy fiber axons
(either extrinsic mossy fibers originating from sources outside of EGp or intrinsic mossy fibers
arising from UBCs), rather than granule cells or Golgi cells. (i) Recordings attributed to mossy
fibers had characteristics similar to those made previously from known fiber tracts, including tracts
containing mossy fiber axons destined for EGp. These include very large, mainly positive spike
147
waveforms (Bell et al., 1992; Sawtell, 2010), as well as sudden and often brief isolation. (ii) Firing
properties of putative mossy fiber recordings closely matched those of units recorded in mossy fiber
nuclei of origin in the midbrain and those of UBCs, but differed markedly from those of granule
cells, in which action potential firing was much sparser. (iii) Characteristic early, medium, late
and pause responses of putative extracellular mossy fiber recordings were also observed in a much
smaller number of whole-cell recordings from mossy fiber axons. The latter can be identified,
unambiguously, based on distinctive electrophysiological properties similar to those reported for
mossy fiber bouton recordings in the mammalian cerebellum (Rancz et al., 2007), including: spikes
with prominent afterdepolarizations, lack of repetitive firing in response to sustained depolarizing
current injections, and complete lack of synaptic activity.
6.4.4 Objective classification of mossy fibers
To classify mossy fibers, we fit a multinomial logistic regression model to features of the corollary
discharge responses of cells recorded in PCA (n = 12 recordings), PE (n = 28) and UBCs (n =
10), and used this model to assign labels of early, medium or late to the recorded mossy fibers.
We selected three response features that gave low classifier error on a validation set (fivefold cross
validation error: 2.67%). (i) Time of first rise: the first time relative to the EOD at which the
smoothed (Gaussian kernel, τ = 5 ms), trial-averaged firing rate achieves 75% of its maximum. (ii)
Half-width of response: the width of the first peak for which the smoothed, trial-averaged firing
rate is above 50% of its maximum rate. (iii) Spiking variability: the variance of the cell’s spike
times relative to the EOD, given by 1N
∑N
i=1(ti − t)2, where ti is the time of the ith recorded spike
relative to the most recent EOD command and t = 1N
∑N
i=1 ti.
6.4.5 Dendritic spike pairing experiments
Methods for dendritic spike pairing experiments in medium ganglion cells were similar to those
described previously (Sawtell, 2010). Effects of pairing on corollary discharge responses were eval-
uated based on averages of 60 s (responses to approximately 200 EOD motor commands) of data
taken immediately before and after the pairing period. In some cases, narrow spikes were removed
using a median filter before averaging. Dendritic spikes were induced by brief (12-15 ms) intracellu-
lar current injections (100-600 pA). The duration of the pairing period was 3 min. Baseline rate of
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broad spike firing were extremely low such that during pairing, few if any spontaneous broad spikes
occurred. Cells in which resting membrane potential, access resistance, or spike height changed
substantially over the course of the experiment were excluded from the analysis. Consistent with
previous results, plastic changes decayed gradually over the course of approximately 3-5 min af-
ter the end pairing. Because medium ganglion cell recordings were difficult to obtain, but often
extremely stable, multiple pairings at different delays were conducted in some cells after allowing
effects of the previous pairing to decay.
6.4.6 Histology
After recording, fish were deeply anesthetized with a concentrated solution of MS:222 (1:10,000)
and perfused through the heart with a teleost Ringer solution followed by a fixative, consisting of
2% (wt/vol) paraformaldehyde and 2% glutaraldehyde or 4% (wt/vol) paraformaldehyde in 0.1 M
phosphate buffer. The brains were postfixed, cryoprotected with 20% sucrose and sectioned at 50
µM on a cryostat. Sections were reacted with avidin-biotin complex and diamino-benzidine or a
streptavidin-conjugated fluorescent dye to reveal the biocytin filled cells.
6.4.7 Data analysis and statistics
Data were analyzed off-line using Spike2 and Matlab (MathWorks). Data are expressed as means ±
s.d., unless otherwise noted. Paired and unpaired Student’s t-tests were used to test for statistical
significance, as noted. Differences were judged to be significant at P < 0.05.
6.4.8 Fitting measured granule cell responses
We modeled the granule cell as a passive unit with leak potential EL, which received excitatory
input from 1-3 mossy fibers (including UBCs) with firing rates ri(t). The membrane potential V (t)
of the model granule cell is determined by its mossy fiber inputs, filtered by the mossy fiber-granule
cell EPSP E , where E is the convolution of synaptic and membrane filters. The synaptic filter was
modeled as a weighted sum of a fast and slow exponential filter, giving the model
V (t) = EL +
N∑
i=1
wifast(Efast ∗ ri)(t) + wislow(Eslow ∗ ri)(t)
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The time constants of the synaptic filters were fit by hand to give τ fast = 0.2 ms and τ slow = 37.8
ms. The membrane time constant of the recorded granule cells was determined experimentally to
be τm = 8.7 ms.
To fit the responses of the recorded granule cells, we first found a set of candidate mossy fiber






(Ṽ (t)− V (t))2 + α1 (||wslow||1 + ||wfast||1)
where T is the length of the command cycle, and Ṽ (t) is the voltage of the model granule cell. We
chose the smallest value of α1 that produced 10 nonzero mossy fiber inputs. We constrained weights
to be non-negative using an adjusted least-angle regression (LARS) solution of the LASSO problem
(Efron et al., 2004) that selects only inputs which are positively correlated with the granule cell







(Ṽ (t)− V (t))2 + α0 (||wslow||0 + ||wfast||0)
Here, we apply the L0 norm to the weight vectors, which is the number of nonzero elements
contained within them. Adjusting the value of α0 gives the lowest mean squared error model fits
that use one, two, or three mossy fiber inputs. For each granule cell fit, we manually selected
the value of α0 that best captured all features of the recorded cell’s average corollary discharge
response. A subset of late mossy fibers fired action potentials on only a fraction of commands. We
also observed prominent late subthreshold responses on only a fraction of commands in a subset
of granule cells. For purposes of accurately fitting responses to such inputs, average mossy fiber
spiking and average granule cell corollary discharge responses were computed using only those
trials on which late spikes and synaptic responses were observed. For purposes of generating model
granule cells, such non-spiking trials were included (see below).
6.4.9 Random mixing test
Granule cell categories (E, M, L, P, EM, EL, EP, ML, MP, LP, EML, EMP, ELP, MLP and N,
where E is early, M is medium, L is late, P is pause and N is none) were assigned to the 169
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recorded granule cells depending on the mossy fibers selected as inputs to the fit model granule
cells. We constructed a random mixing model with the following assumptions. (i) Each granule
cell has three sites for mossy fiber synaptic inputs. (ii) The probabilities of a given input being of
E, M, L and P type are given by PE , PM , PL and PP , with PE + PM + PL + PP ≤ 1. (iii) The
type of input received at one mossy fiber-granule cell synapse is independent of that received at
any other synapse. We fit the input type probabilities to the model granule cell fits by minimizing
the chi-squared statistic. The category frequencies included all possible input combinations that
produced a granule cell of a given category; for example, EEM was calculated as
3P 2EPM + 3P
2
EPM + 6PEPM (1− PE − PM − PL − PP ).
6.4.10 Generating model cells
We introduced two sources of variability to our model based on observed sources of variability in
recorded cells. We found trial-to-trial variability in peak height of recorded single EPSPs to be
normally distributed with σ = 0.224 mV; during simulation of model granule cells, we sampled this
distribution for each mossy fiber spike. As shown previously (Sawtell, 2010), in addition to receiving
corollary discharge inputs, some granule cells (84 of 212 recorded in the present study) also receive
input from mossy fibers that fire at high rates, independent of the EOD command. Many such
’tonic’ mossy fibers convey proprioceptive information (Bell et al., 1992; Sawtell, 2010). We added
tonic input to our model based on 72 tonic mossy fibers recorded in a previous study (Sawtell,
2010). The probability of a granule cell receiving tonic input was computed under the assumption
of random mossy fiber mixing, and we set the synaptic weight of tonic inputs to model granule
cells by sampling a Gaussian distribution fit to observed tonic EPSP sizes (2.5 ± 0.9 mV). Using
the mossy fiber input probabilities fit from our random mixing model, we randomly determined
whether each “dendrite” of a given model granule cell received early (PE = 0.425), medium (PM
= 0.075), late (PL = 0.050), pause (PP = 0.050), tonic (PT = 0.157) or no input (PN = 0.243).
We then chose a particular mossy fiber response of the previously-determined class as the source of
input to that “dendrite”; we assumed that a “dendrite” is equally likely to choose any of the mossy
fibers within a given class. For each synapse, we set the fast and slow components of the synaptic
weight by randomly sampling from the pool of all fast+slow weight pairs obtained from fitting the
151
granule cell model to recorded granule cell responses. Finally, if a model granule cell received input
from one or more late mossy fibers, we set for each such fiber a probability of that mossy fiber
being active after a given command; this probability was drawn from a uniform distribution. This
choice was motivated by the observation that the probability of spike firing varied widely across
recorded late mossy fibers (unlike the other response classes, which fired after every command).
We then added a spiking threshold Vthresh to model cells, measured relative to the average granule
cell membrane potential measure before the EOD command, Vrest. In model granule cells receiving
only early, medium and/or late mossy fiber input, Vrest = EL. In model granule cells receiving
pause or tonic input, where is the average firing rate of each pause/tonic input. We measured Vrest
and Vthresh in 196 granule cells, and fit the distribution of Vthresh − Vrest with a Gaussian with µ
= 20.2 mV, σ = 5.97. To set the threshold of model granule cells, we calculated Vthresh and then
sampled granule cell Vthresh = N (µ, σ), resampling if Vthresh < Vrest. Upon spiking, the cell was
clamped to EL for 4 ms. To simulate the activity of our model granule cell on a single trial, we
randomly drew one recorded trial (25 ms before to 200 ms after the EOD command) from each of
its presynaptic mossy fibers to be used as input.
6.4.11 Simulating negative image formation
We modeled the medium ganglion cell as a passive, current-based leaky unit receiving excitatory
input from 20,000 model granule cells (ri(t)) and sensory input (s(t)), with anti-Hebbian spike
timing-dependent plasticity at granule cell-medium ganglion cell synapses (wi), and EPSP (E) fit
to granule cell-evoked EPSPs recorded intracellularly in medium ganglion cells (Grant et al., 1998).
Because the timescale of learning is slow, we assumed the wi − s to be constant over a single
command cycle. s(t) was taken from Figue 1b in (Bell & Russell, 1978).
The granule cell- medium ganglion cell learning rule has the form L(t) = ∆+−∆−L0(t) where t =
tMGspike− tGCspike and L0(t) determines the time dependence of associative depression. Theoretical
analysis (Supplementary Modeling) has shown that negative images are guaranteed to be stable
when L0 = E . The timescale of E agrees learning rules fit to experimental data (Roberts &
Bell, 2000), thus we use here. Scaling of the weights by was chosen to be multiplicative; because
the change in synaptic weights during negative image formation was small, we simply scale L




i(E ∗ ri)(timax))−1 where
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timax = argmaxt(r
i(t)), which brings the weighted granule cell input to the medium ganglion cell
close to constant over time. Thus, with the approximation of linearizing the medium ganglion






V (t)(L0 ∗ ri)(t)dt), where τ is the period of each EOD cycle.
We fit ∆+ and ∆− to negative images recorded experimentally: given experimentally recorded mem-
brane potential changes ∆VtD(t) induced by a broad spike at time tD ∈ {0, 25, 50, 75, 100, 125, 150}
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using standard linear least-squares, where ctD is a constant offset term used to remove the effect of
any net drift in membrane potential.
To monitor the degree of negative image formation during simulation, given a total change to each
weight, ∆wi, we defined the residual signal error as
∫ (







We follow the approach of Williams et al. (2003). The MG cell spiking rate is a function of the MG
cell voltage, f(V ), which we linearize around the steady state value V0 (defined below). V (t) and
ri(t) are periodic on a fast time scale (the EOD response), denoted by t, whereas the wi’s change
on the slower timescale of many EODs, denoted by τ .
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[V (t)− V0](L0 ∗ ri)(t)dt+O(V (t)− V0)2) (6.2)
where V0 = f
−1 (−∆+/(∆− ∫ L0(t)dt)) is the voltage at which the nonassociative and associative
plasticities balance (Williams et al., 2003).
To confirm that our system will converge to form a stable negative image, we next generalized a
result proved by Williams et al. (2003) for the case of a delay line basis, that negative images are
stable when L0 has the same shape as the EPSP E , to the case of an arbitrary GC basis.
Given a voltage perturbation V (t) arising from sensory input to the MG cell, we defined Ṽ (t) ≡
V (t) − V0, linearized around V (t) = V0 , and substituted Equation (6.2) into (6.1) to obtain the












Ṽ (s)(L0 ∗ ri)(s)ds (6.3)
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Ṽ (t)E ∗ ri)(t)dt
∫








Ṽ (t)E ∗ ri)(t)dt
)2
≤ 0
We thus see that any voltage perturbation within the subspace spanned by the EPSP-convolved
firing rates will decay back to the equilibrium (note that ∆− and all wi are positive). Voltage
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perturbations outside of this subspace will be left unaltered by the learning rule.
6.5.2 Learning Dynamics Analysis















−(E ∗ ri)(t)(L0 ∗ ri)(s)
The matrix A determines the dynamics by which the voltage perturbation Ṽ decays due to learning.
Eigenvectors of A reflect temporal patterns which can be cancelled by the GC basis {ri}; we
subsequently refer to these as eigenmodes. The eigenvalue corresponding to each eigenmode reflects
the rate at which that pattern is cancelled by the basis, also referred to as its rate of decay.
6.5.3 Learning Rate Normalization
On a given trial, the sensory input to the MG cell is a noisy observation h̃(t, τ) of the true EOD-
driven input h(t):
h̃(t, τ) = (Eh)(t) + (Eη)(t, τ)− V0,
where η is the sensory observation noise that reflects sensory signals and spiking noise uncor- related










[(E ∗ h)(s)− V0](L0 ∗ ri)(t)dt
∫
[(E ∗ η)(s, τ)− V0](L0 ∗ ri)(t)dt
)
The first of these terms decays to zero provided (Eh)(t) is in the span of {(Eri)(t)}. The second
term does not decay, but rather introduces a small trial-to-trial fluctuation in the weights wi due
to interaction of η(t, τ) with the learning rule.
We next introduce a positive learning rate λ, substituting ∆++ → λ∆+ and ∆−+ → λ∆− in the
learning dynamics (note that introducing λ does not change the stability of learning or the value
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[(E ∗ h)(s)− V0](L0 ∗ ri)(t)dt
∫
[(E ∗ η)(s, τ)− V0](L0 ∗ ri)(t)dt
)
Smaller values of λ decrease the amplitude of the noise-induced weight fluctuations, but also increase
the number of trials required for negative image formation. Thus given some assump- tion on the
structure of η (such as its power spectrum), we may choose λ for a given basis such that the
magnitude of noise-induced weight fluctuations is fixed.
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6.6 Supplementary Figures
Figure 6.7: Morphology of intracellularly recorded Golgi cells, UBCs and granule cells. Maximum intensity
projections of cells labeled with biocytin during in vivo whole-cell recording. Fixed sections were cut at
50 microns on a cryostat, reacted with a streptavidin-conjugated fluorescent dye, and imaged on a confocal
microscope. All scale bars are 10 microns. Filled Golgi cells (n = 3) were multipolar and had cell bodies
that were large relative to granule cells or UBCs. Filled UBCs (n = 11) had small ovoid cell bodies, a single
distinctive filamentous brush-shaped process (open arrows) and in some cases an additional long, winding
process with multiple swellings (filled arrows), similar in appearance to mossy fiber axons. Filled granule
cells (GC) (n = 20) had small cell bodies and 2-5 short processes with claw-like endings. An additional thin
process (filled arrow), presumably the axon, could often be traced to the ELL molecular layer.
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Figure 6.8: UBCs exhibit characteristic electrophysiological properties. UBCs could be distinguished from
Golgi cells and granule cells based on characteristic responses to intracellular current injections and, for
a subset of UBCs, highly regular tonic firing. a, A subset of UBCs (30/54) exhibited prominent rebound
firing in response to hyperpolarizing current injections. Such prominent rebound firing was never observed
in granule cells or Golgi cells. Depolarizing current injections often evoked bursts of spikes followed by a
decrease in firing rate (top trace). Five UBCs of this type were identified morphologically. b, Spontaneous
firing in UBCs that exhibited prominent rebound tended to be irregular. Scale bar: 20 mV and 200 ms.
c, Other UBCs (22 of 54) lacked prominent rebound firing in response to hyperpolarizing current injection
(not shown). In response to depolarizing current injections such cells exhibited a delayed onset to spike
firing accompanied by a distinctive “hump” and “sag” pattern during the delay (arrow in c). This pattern
of response to current injections was never observed in Golgi or granule cell recordings. d, UBCs that lacked
rebound and displayed a delayed onset to firing also exhibited extremely regular tonic firing (average CV =
0.139; n = 22). Similar regular tonic firing patterns were seen in pause mossy fibers recorded extracellularly
in EGp. Such highly-regular firing was never observed in granule cells or Golgi cells. Four UBCs of this type
were morphologically identified. Scale bar: 10 mV and 100 ms. Two additional UBCs were identified based
on morphology alone.
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Figure 6.9: Basic electrophysiological properties of Golgi cells, UBCs and granule cells. Basic electrophysi-
ological properties were analyzed for all intracellularly recorded Golgi cells (n = 11), UBCs (n = 54), and a
subset of recorded granule cells (GC) (n = 40). Input resistance and membrane time constants were measured
at the resting membrane potential in response to 10-50 pA hyperpolarizing current pulses. Spike width was
taken as the width at half-height, with threshold defined as the point at which the second derivative of the
voltage waveform reaches 50% of its maximum. Afterhyperpolarization (AHP) amplitude was defined as the
distance between threshold and the most hyperpolarized potential following the action potential peak. Golgi
cells exhibited much lower input resistance and a shorter membrane time constants than UBCs or granule
cells (left, P < 0.0001; two-tailed Student’s t-test), allowing them to be identified unambiguously based on
these characteristics alone. UBCs exhibited substantial variation in their intrinsic properties, but on average
they had longer time constants, broader spikes, and larger AHPs than Golgi cells or granule cells. Consistent
with the possibility that UBCs comprise distinct functional classes, UBCs with regular tonic firing exhibited
action potentials with significantly larger AHP amplitudes than UBCs exhibiting rebound firing (arrow, top
traces, P < 0.0001; two-tailed Student’s t-test).
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Figure 6.10: Objective classification of extracellular mossy fiber recordings. Putative mossy fibers recorded
extracellularly in EGp were subjected to a classifier analysis by multinomial logistic regression to determine
the similarity of their corollary discharge responses to those recorded from identified sources. The sources
were neurons recorded from two midbrain nuclei (PCA and PE) known from anatomical studies to provide
mossy fiber input to EGp and intracellular recordings from UBCs, which are thought to give rise to a system
of intrinsic mossy fibers. Three features of the corollary discharge spiking responses of the identified neurons
were used as input to the classifier (see Methods). The classifier was trained to predict the probabilities of
the class-labels PCA, PE, and UBC from these features. EGp mossy fiber spike trains were then converted to
this feature representation and classified by the previously-trained classifier. EGp mossy fibers classified as
most similar to PCA, PE, and UBC were called early, medium, and late mossy fibers, respectively. The blue
lines represent the discrimination boundaries of the classifier. Pause mossy fibers were treated separately, as
they were unique among EGp mossy fibers in exhibiting both a corollary discharge response (i.e. a pause)
and regular, tonic firing (>4 Hz) independent of the EOD command. UBCs were the only other identified
neural elements that shared these properties.
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Figure 6.11: Subthreshold corollary discharge responses in UBCs, Golgi cells and granule cells. Average
and SEM of subthreshold corollary discharge responses for ten representative UBCs (a) and Golgi cells (b).
For comparison, a single representative granule cell (GC) response is shown in c on the same scale. In
some cases a small amount of hyperpolarizing current was used to prevent spiking. UBCs often exhibited
depolarizations that were much more prolonged than those seen in granule cells or Golgi cells (top 5 traces
in a). Hyperpolarization time-locked to the EOD command (bottom 5 traces in a), suggestive of synaptic
inhibition, was also much more commonly observed in UBCs than in Golgi cells or granule cells. d, Temporal
features of granule cell corollary discharge responses closely resemble firing patterns of individual mossy
fibers (MFs) and UBCs. Each panel shows the responses of a granule cell to ten consecutive EOD commands
overlaid (black traces) along with the average taken from a larger number of commands (blue). The gray
traces above are average command-evoked firing rate for selected mosyfibers recorded extracellularly in EGp
smoothed with an exponential filter with width (10 ms) similar to the average granule cell membrane time
constant. From top to bottom: granule cell with a subthreshold response that resembles temporal firing
patterns characteristic of early mossy fibers, as seen in the inset. Timing of inflections on the rising phase of
the granule cell EPSP closely match the timing of mossy fiber spikes. Middle, granule cells with subthreshold
responses resembling temporal firing patterns characteristic of pause mossy fibers, spikes are truncated.
Time-locking of mossy fiber spikes after the pause matches the periodicity of granule cell membrane potential
changes. Bottom, granule cell with subthreshold response that appears to reflect a combination of an early
response and a pause response. Individual mossy fibers or UBCs with firing patterns resembling such mixed
responses were never observed, suggesting that this granule cell integrates two different corollary discharge
inputs.
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Figure 6.12: Properties of granule cell model fits and generated granule cells. a, Normalized MSE of model
fits to granule cell responses; average MSE was 4.61%. b, Histogram of EPSP amplitudes in fit mossy fiber
- granule cell synapses. This distribution is in line with the range of EPSP amplitudes observed in recorded
granule cells. c, average number of spikes fired per EOD command in experimentally recorded granule cells
(left), and in 20,000 generated model granule cells (right); note log scale of y-axis on right. As in recorded
granule cells, the model cells fired a small number of spikes per command and none of the model cells were
tonically active. A comparison of the two samples using a Kolmogorov-Smirnov test (granule cells firing zero
spikes per command were included in the analysis but not shown in the display) failed to reject the null
hypothesis that the two samples were drawn from the same distribution. d, Histogram of the time relative
to the command of maximum depolarization for recorded (left) versus model (right) granule cells. The
similarity of these distributions again confirms that the model granule cells we generated are very similar to
the granule cells recorded experimentally.
Figure 6.13: Learning-evoked changes in EPSP amplitude. Histogram of changes in EPSP amplitude from
model granule cells (GCs) to the model medium ganglion cell, following cancellation of self-generated sensory
input (initial amplitude 8 mV).
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Figure 6.14: Effects of varying the fraction of UBC inputs on negative images and sensory cancellation.
UBCs exhibit temporally diverse and delayed responses, termed late and pause, that play an important role
in cancelling the later components of the sensory response evoked by the fish’s own EOD. We estimated the
probability of late and pause inputs from our model fits of granule cell responses, and found the probability
of both late-to-granule cell and pause-to-granule cell synapses (pl and pp) to be around 5%. To ensure that
sensory cancellation and negative image formation did not depend critically on this exact value, we varied
this value between 1 and 9% and studied model performance. a, The rate at which the granule cell basis was
able to cancel self-generated input due to the EOD was comparable for pl and pp = 3, 5, 7, and 9%. The
rate of cancellation was slightly lower for pl = pp = 1%, but still substantially higher than that of a granule
cell basis lacking late and pause input entirely, indicating that only a small fraction of granule cells need
receive late/pause input to form a sufficient basis. b, We also verified that altering the fraction of late/pause
inputs to granule cells did not substantially alter the trial-to-trial variability of negative images. Plots show
trial-averaged negative images, with shaded blue regions indicating +/- 1 standard deviation.
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Figure 6.15: Effects of granule cell response properties on negative image formation. Though the distribu-
tions of spikes per EOD command and time of peak membrane potential (Vm) in recorded and model granule
cells (GCs) are not statistically different (Figure 6.12), we wanted to confirm that negative image formation
was not sensitive to any differences between real and model cells. First, a small number of model granule cells
averaged more than three spikes per command, a firing rate which was not observed in the experimentally
recorded granule cells; we removed these more active granule cells from our simulations to ensure that our
results still held. Second, only a small fraction (1.18%) of recorded granule cells had peak Vms occurring
later than 125 ms relative to command time. We divided the command interval into thirds and measured
the fraction of recorded cells peaking in each third, and removed granule cells from our model population
to match these proportions. a, The rate of signal cancellation of the original granule cell population is not
substantially different from that of granule cell populations with highly active (>3 spikes per command)
model cells removed. The cancellation rate drops for a more restricted population (cells with <=1 spikes
per command), though this may be due to the smaller number of cells remaining. b, While the variability
of the negative images increased when highly-active cells were removed, the overall shape of the negative
image is not affected. c, The learning rate of the granule cell population matched to the observed peak Vm
distribution was not substantially different from that of the original granule cell population. d, The shape
and variability of the negative image formed by the modified granule cell population was also unaffected. e,
Proportion of granule cells with Vm peak in each third of the command interval (20,000 model cells, 170 real
cells. Real cell proportions were scaled to sum to 20,000.)
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Figure 6.16: Analysis of learning dynamics and comparison to delay line basis. We characterize learning
in terms of the eigenmodes and eigenvalues of the learning dynamics, as outlined in the Supplementary
Methods. a, First three eigenmodes of the three bases considered in this study: the model granule bell (GC)
basis (blue), a delay line of uniform Gaussian bumps with with standard deviation σ (green), and the model
basis without UBC input (gray). The eigenmodes of a uniform delay line are the Fourier basis, regardless
of the shape of individual basis functions. b, Decreasing the learning rate λ increases the number of trials
needed for sensory input cancellation, but decreases the amplitude of negative image variability arising from
learning-induced weight fluctuations (see Supplementary Modeling; we assume takes the form of Gaussian
white noise.) Regardless of λ, the relative rates of cancellation of the different bases remain the same; we
therefore set the learning rate of each basis such that the negative image variability was 10-5 (noting that
other values would yield the same results.) See panel e for legend. c, Decay rate of the eigenmodes of the
granule cell and delay line bases, on log (left) and normal (right) scales. Increasing σ decreases the number
of modes of the delay line basis which can be canceled on ethologically relevant timescales. See panel e for
legend. d, Projection of the sensory input to be cancelled onto the eigenmodes (sorted by rate of decay); in
both bases the first twenty (or fewer) modes are sufficient to capture almost all of the sensory input. Note
that the shape of the delay line eigenmodes does not depend on σ. e, Combining panels c and d, we plot
the decay rate of each eigenmode n against the fraction of the sensory signal canceled by modes 1 to n,
providing an estimate of the learning rate of each basis. f, Time to 95% signal cancellation as a function of
σ. The delay line outperforms the granule cells provided that σ is sufficiently small. Inset shows an example
delay line basis function with σ = 5 ms, for reference. g, We fit a Gaussian to the trial-averaged response
of each model cell, revealing a drop in temporal precision of model cell responses at long delays to the EOD
command. The green line shows a standard deviation of 24 ms, which in a delay line learned at a rate
comparable to the model cell basis.
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Figure 6.4: Patterns of corollary discharge-evoked action-potential firing in recorded and model granule
cells. (a) Corollary discharge responses of four recorded granule cells that spiked in response to the EOD
command. Granule cell membrane potentials from several commands are overlaid. Spikes were truncated
to show details of subthreshold membrane potentials. (b) Spiking responses of the recorded granule cells
shown in a. Spike trains on 50 individual trials are shown in gray, and the smoothed (5 ms Gaussian kernel)
trial-averaged firing rate of the cell is overlaid in black. (c,d) Corollary discharge responses of four model
granule cells selected from among the pool of 20,000 generated cells. Displays for model granule cells are the
same as for recorded cells. (e) Sources of mossy fiber input to each model granule cell, as computed EPSPs
from the trial-averaged mossy fiber firing rates. Both subthreshold corollary discharge responses and spiking
in model granule cells closely resembles that seen in recorded granule cells.
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Figure 6.5: Granule cell corollary discharge responses provide an effective basis for cancelling natural
patterns of self-generated sensory input. (a) Top, cancellation of the change in membrane potential caused
by sensory input locked to the EOD motor command in a model medium ganglion cell. The medium
ganglion cell received 20,000 model granule cell inputs with synaptic strengths that were adjusted by anti-
Hebbian spike timing-dependent plasticity. Bottom, select trials showing the time course of cancellation.
The temporal profile of the sensory input (trial 0) was chosen to resemble the effects of the EOD on passive
electroreceptors recorded in a previous study1. (b) The effect of the sensory input on medium ganglion cell
membrane potential (sensory input) and the negative image (shaded region shows ±1 s.d. across trials).
(c) Different input signals used for the tests of sensory cancellation rates shown in d. The top trace is the
same input used in a, and resembles natural self-generated inputs owing to the EOD. The blue traces were
selected from a set of 1,000 synthesized inputs with the same power spectrum as the natural input but
with randomized phases. (d) Comparison of the time course of cancellation for the natural sensory input
versus the synthesized inputs (shaded region is ±1 s.d.). Note that cancellation was faster for the natural
input, suggesting that the structure of granule cell responses is matched to the temporal pattern of the
self-generated signal. Cancellation was also much slower and less effective if the model granule cells were
generated without UBC inputs (no UBCs).
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Figure 6.6: Non-uniform temporal structure of granule cell responses predicts specific features of negative
images in medium ganglion cells. (a) Changes in corollary discharge responses induced by pairing with
medium ganglion dendritic spikes at seven different delays after the EOD command. Green traces are mem-
brane potential (Vm) differences derived from the model with fitted values for the magnitudes of associative
depression and non-associative potentiation (c). Black traces are experimentally observed membrane poten-
tial differences averaged across medium ganglion cells (shaded regions represent s.e.m.; 0 ms, n = 6 cells;
25 ms, n = 8; 50 ms, n = 6; 75 ms, n = 6; 100 ms, n = 10; 125 ms, n = 4; 150 ms, n = 3). The bottom
right graph compares these predictions with those for a delay line basis (dashed green line). (b) Design of
the pairing experiment. Intracellular traces from an medium ganglion cell showing the average (black) and
s.d. (gray outline) of the corollary discharge (CD) response before (pre), during (pairing) and after (post) 3
min of pairing during which a brief (12 ms) intracellular current injection evoked a dendritic spike at a fixed
delay after the EOD command (arrow). The small spikes are axonal spikes and do not contribute to plastic-
ity5. The bottom trace (post-pre) shows the difference in the membrane potential induced by the pairing,
corresponding to the traces shown in a. Note the complex pattern of change: a relative hyperpolarization
around the time of the paired spike as well as a large relative depolarization just after the command, as
predicted by the model. (c) Synaptic plasticity rule and parameters used for the fits shown in a. ∆+ is the
magnitude of the non-associative potentiation and ∆− is the magnitude of the associative depression.
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Chapter 7
A role for mixed corollary discharge
and proprioceptive signals in
predicting the sensory consequences
of movements1
Animals must distinguish behaviorally relevant patterns of sensory stimulation from those that are
attributable to their own movements. In principle, this distinction could be made based on internal
signals related to motor commands, known as corollary discharge (CD), sensory feedback, or some
combination of both. Here we use an advantageous model system–the electrosensory lobe (ELL) of
weakly electric mormyrid fish–to directly examine how CD and proprioceptive feedback signals are
transformed into negative images of the predictable electrosensory consequences of the fish’s motor
commands and/or movements. In vivo recordings from ELL neurons and theoretical modeling
suggest that negative images are formed via anti-Hebbian plasticity acting on random, nonlinear
mixtures of CD and proprioception. In support of this, we find that CD and proprioception are
randomly mixed in spinal mossy fibers and that properties of granule cells are consistent with a
nonlinear recoding of these signals. The mechanistic account provided here may be relevant to
understanding how internal models of movement consequences are implemented in other systems
1This work has been previously published (Requarth et al., 2014) and is joint work with the coauthors.
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in which similar components (e.g., mixed sensory and motor signals and synaptic plasticity) are
found.
7.1 Introduction
Internally generated motor corollary discharge (CD) signals and proprioceptive feedback represent
separate sources of information either of which could, in principle, be used to distinguish between
external versus self-generated sensory input. However, there are few cases in which it has been
possible to directly investigate the respective roles of CD and proprioception (Farrer et al., 2003;
Cullen, 2004; Crapse & Sommer, 2008; Wurtz, 2008). One problem is the methodological difficulty
of isolating CD and proprioception at the level of neural responses. Another is the difficulty of
understanding how these signals actually contribute to sensory cancellation at the neural circuit
level. Here we address this question in an advantageous model system–weakly electric mormyrid
fish–in which CD and proprioception can be isolated and neural mechanisms for cancelling self-
generated inputs are relatively well understood.
Weakly electric mormyrid fish possess an electric organ in their tail that generates an electric field,
known as an electric organ discharge (EOD), and electroreceptors on their skin that are exquisitely
sensitive to distortions of the field caused by nearby objects in the environment. However, the ability
of the fish to use this active electrosensory system to detect and localize objects is complicated by the
fish’s own movements. Movements alter the position of the electric organ relative to electroreceptors
and result in changes in the electric field that are as large, or larger, than those attributable to
behaviorally relevant stimuli (Bastian, 1995; Chen et al., 2005; Sawtell & Williams, 2008; Fotowat
et al., 2013). Previous studies suggest that this problem is solved in the electrosensory lobe (ELL)–
the first central stage of electrosensory processing (Bell, 2001; Bol et al., 2011). ELL principal
cells integrate somatotopically organized input from electroreceptors with input from a mossy fiber-
granule cell-parallel fiber system that conveys a wide variety of information, including both CD and
proprioceptive feedback related to movements (Bell et al., 2008b). Evidence from in vivo, in vitro,
and modeling studies of mormyrid fish suggest that anti-Hebbian synaptic plasticity at parallel
fiber synapses generates negative images that serve to cancel out components of the principal cell
response that are predictable based on signals conveyed by parallel fibers (Bell, 1981; Bell et al.,
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1997b; Roberts & Bell, 2000; Kennedy et al., 2014).
Although separate studies have provided evidence for negative images based on CD alone and
proprioception alone (Sawtell & Williams, 2008; Requarth & Sawtell, 2014), little is known about
how negative images are generated under conditions resembling self-generated movements, in which
both streams of information are available. Here we show that ELL neurons can form approximately
equivalent negative images based on either CD or proprioception and that, under conditions approx-
imating self-generated tail movements, both are used. We develop a network model that explains
unexpected features of negative images by assuming that plasticity acts on random, nonlinear mix-
tures of CD and proprioception. Finally, we provide support for the model by demonstrating that
CD and proprioception are randomly mixed in spinal mossy fibers and that properties of granule
cells are consistent with a nonlinear recoding of these signals.
7.2 Materials and Methods
7.2.1 Experimental preparation
All experiments performed in this study adhere to the American Physiological Society Guiding
Principles in the Care and Use of Animals and were approved by the Institutional Animal Care
and Use Committee of Columbia University. Mormyrid fish (7-14 cm in length) of either sex of the
species Gnathonemus petersii were used in these experiments. Surgical procedures to expose emi-
nentia granularis posterior (EGp) for recording were similar to those described previously (Sawtell,
2010). An additional anterior portion of the skull was removed to expose the optic tectum. The
anesthetic (MS-222; 1:25,000) was then removed. To evoke tail movements, we targeted microelec-
trodes (tungsten, 0.005-inch-diameter, 5 M, 12 beveled tip; A-M Systems) to a site in the anterior
portion of the optic tectum that evoked ipsilateral movements, consistent with previous reports
in goldfish (Herrero et al., 1998). Brief, high-frequency (10-15 pulses at 500 Hz) microstimulation
evoked rapid, isolated tail movements. A laser displacement sensor (LK-503; Keyence) measured
tail displacement from the midline (spatial precision, 50 µm; measurement delay, 2 ms). After tail
movements were measured, gallamine triethiodide (Flaxedil) was given (∼20 µg/cm body length)
to paralyze the fish. Paralysis blocks the effect of motor neurons on all muscles, including the
electric organ, which prevents the EOD. The motor command signal that would normally elicit an
174
EOD continues to be generated by the fish at a variable rate of 2-5 Hz. The EOD motor command
can be measured precisely (see below). This preparation allows us to observe the central effects
of movement-related CD in isolation from the electrosensory input that would normally result in
an EOD and in isolation from the proprioceptive input that would normally occur as a result of
movements.
To engage proprioceptive feedback, tectal microstimulation-evoked tail displacement was measured
by a laser and then that signal was fed back into the servomotor to deliver passive tail movements
that mimicked the microstimulation-evoked movement before paralysis. The fish’s tail was lightly
held between two glass rods positioned posterior to the electric organ. The rods were held by a
manipulator mounted to a computer-controlled servomotor (Pacific Laser Equipment). A partition
was placed between the tail and the rest of the fish to prevent water waves from activating lateral
line receptors. Movements were ∼20 from the midline at velocities up to 200/s.
7.2.2 Electrophysiology
The EOD motor command signal was recorded with an electrode placed over the electric organ
in the tail. Extracellular recordings from the medial zone (MZ) of ELL were made with glass
microelectrodes filled with 2 m NaCl (8-10 M). ELL contains three zones, each of which contains
a somatotopic map of the body surface and is innervated by a distinct class of electroreceptor
afferent. MZ afferents are sensitive to changes in the amplitude of the fish’s own EOD, dorsolateral
zone (DLZ) afferents to the amplitude and shape of the EOD, and ventrolateral zone afferents
to low-frequency electrical fields, e.g., those emitted by other animals in the water. Responses of
both MZ and DLZ afferents are affected strongly by tail movements. This study focuses on the
MZ because negative images based on proprioception and skeletomotor CD have been characterized
previously in this zone (Sawtell & Williams, 2008; Requarth & Sawtell, 2014). Previous observations
that plasticity and negative images based on electric organ CD are similar in all three zones of
ELL (Bell, 1982; Bell & Grant, 1992; Kennedy et al., 2014) suggest that the present results from
the MZ may generalize to the other zones of ELL. Identification of ELL cell types was aided
by previous intracellular recording and labeling studies in which characteristic electric organ CD
(EOCD) and electrosensory responses were linked with cell morphology (Bell & Grant, 1992; Bell
et al., 1997a; Mohr et al., 2003). Because ELL is a laminar structure, with different cell types
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located in different layers, recording location is also useful in identifying cell types. The laminar
location of the recording electrode within ELL can be judged accurately based on characteristics of
prominent EOCD-evoked and electrosensory stimulus (ES)-evoked field potentials (Bell & Grant,
1992; Bell et al., 1992). ELL cells can be classified broadly as E- or I-cells: E-cells are excited by
an increase in local EOD amplitude in the center of their receptive fields, and I-cells are inhibited
by such a stimulus. We recorded from I-cells located in or just above the ganglion layer, which
likely included both interneurons (medium ganglion MG1 cells) and efferent neurons known as large
ganglion cells. We also recorded from E-cells located below the ganglion layer, which were probably
efferent neurons known as large fusiform cells.
Extracellular recordings from mossy fibers were made with glass microelectrodes filled with 2 m
NaCl (40-100 MΩ). Criteria for distinguishing mossy fiber recordings from other EGp units were
the same as those described previously (Sawtell, 2010).
In vivo whole-cell recordings from granule cells in EGp were made using methods described pre-
viously (Sawtell, 2010). Electrodes (9-12 M) were filled with an internal solution containing K-
gluconate (122 mm), KCl (7 mm), HEPES (10 mm), Na2ATP (0.5 mm), MgATP (2 mm), EGTA
(0.5 mm), and 0.5% biocytin, pH 7.2, 280-290 mOsm). No correction was made for liquid junction
potentials. Only cells with stable membrane potentials more hyperpolarized than -50 mV and ac-
cess resistance <100 M were analyzed. All experiments were performed without holding current,
unless noted otherwise. Membrane potentials were filtered at 3-10 kHz and digitized at 20 kHz
(CED Power1401 hardware and Spike2 software; Cambridge Electronics Design).
7.2.3 ES pairing experiments
ES pairing experiments were conducted using extracellular recordings from ELL principal cells.
Cells that did not show plasticity (∼15% of all recorded cells) under any condition were excluded
from the analysis. This is not unexpected, because there are known nonplastic cell types in ELL
(Mohr et al., 2003).
Electrosensory responses were evoked by simultaneous global stimulation of the entire fish and local
stimulation restricted to small area of the skin. Global stimuli were delivered by passing current
between a small chloride silver ball inserted through the mouth into the stomach of the fish and a
second electrode placed in the water near the tail of the fish in an outside-positive configuration.
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The ES referred to here is the modulation of the local field. Local stimuli were delivered with a
bipolar stimulating electrode consisting of two small Ag-AgCl balls 5 mm apart. The electrode was
held perpendicular to the skin at a distance of ∼2 mm. For both global and local stimuli, brief
pulses of current were delivered 4.5 ms after EOD command through the electrodes to activate
electroreceptors. Absolute current strength for local stimuli ranged from ±5 to 10 µA, whereas
current strength for global stimuli ranged from 200 to 400 mA. These values were chosen such that
the amplitude of electrosensory-evoked field potentials evoked by global stimulation approximately
matched those evoked by the EOD, as measured in a previous study in which the natural EOD was
left intact (Sawtell & Williams, 2008). The strength and polarity of the local stimulus was adjusted
to approximately mimic the increases and decreases in electrosensory-evoked field potentials ob-
served previously in response to ipsilateral and contralateral tail bends (Sawtell & Williams, 2008).
Small adjustments to the local amplitude were made on a cell-by-cell basis to strongly inhibit the
cell with minimal current. The spatial profile of the local stimulus used here is unlike changes in the
amplitude of the fish’s electrical field generated by actual tail movements, which are probably more
spatially diffuse. Modulations of the local ES amplitude were used here (instead of modulation of
the global stimulus amplitude) because they result in stronger modulations of ELL neuron firing
and more rapid formation of negative images. We controlled EOD motor command rate by low-
ering a concentric bipolar stimulating electrode (FHC) into the brain along the midline in or near
the axons of the pre-command nucleus, which course close to the midline along the ventral surface
of the brainstem to the command nucleus (∼5 mm depth). Brief, single pulses of 0.2 ms reliably
evoked an EOD motor command at low current strengths (10-20 µA), allowing experimental control
over discharge frequency. We typically microstimulated the EOD command at ∼13 Hz.
In ES pairing experiments, we varied the amplitude of the local ES in the center of the receptive
field of the recorded cell to deliver a time-varying pattern of electrosensory stimulation based on the
waveform of the tail movement recorded before paralysis. Because change in local EOD amplitude is
proportional to tail displacement for small angles, such a protocol approximates the electrosensory
consequences induced by real tail movements. Tectal microstimulation was always separated by at
least 1.25 s. Pairing was conducted for 10-15 min. The neural response to tectal microstimulation
and/or tail displacement was compared immediately before and after the pairing period.
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7.2.4 Computational model and analytical results
Our simulated network consisted of an intermediate layer of n = 2000 units with a sigmoid nonlinear
input-output function fs,θ(x) = {1+exp[(θ−x)/s]}−1. Formula, with threshold (i.e., half-maximum
point) θ = 0 and scale s = 0.2. Each unit received “paired” and “unpaired” inputs, xpi (t) and x
u
i (t),
which were determined as follows. For each intermediate layer unit, we selected two functions
randomly, independently, and uniformly from the set {cos 2πkt, sin 2πkt; k = 1, 2, ..., 50}. Each
selected function was then independently designated as paired or unpaired with equal probability.
The input xpi (t) was then set as the sum of the (up to two) paired functions, and the input x
u
i (t)
was then set as the sum of the (up to two) unpaired functions. Throughout, the weights were
trained under the conditions that only the paired inputs xpi were active and the unpaired inputs
xui set to 0, such that the network output, defined as the sum of the nonlinear units with weights







Under these conditions, plasticity was simulated by setting the weights wi to minimize the expected
least-squared error between the network output V (t) and the target function h(t), with t ranging
over the interval [0, 1] to represent time after movement motor command. Assuming the individual








where r(t) is a vector containing the outputs of the nonlinear units at time t, and Σ is a diagonal
matrix with entries equal to the trial-to-trial variance of the output of each nonlinear unit. In our
simulations, we set the diagonals of the noise matrix as Σii = 10.
Once the weights were determined, we calculated the network output under three probe conditions:
(1) with just the paired input present, given by (7.1); (2) with just the unpaired inputs V (t) =∑N
i=1wifs,θ(x
u




i (t) + x
u
i (t)). The
plotted results were averages of 15 repeated simulations with different randomly chosen input
functions and labels provided to each nonlinear unit.
To analyze the parameter dependence of the observed suppression effect (see Figure 7.4E), we
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considered learning rules in which the magnitude of the weight change is proportional to the presy-
naptic firing rate during learning. For simplicity, we considered learning a single time point (i.e.,
no t dependence) with the input values xp and xu independently distributed as Gaussian vari-
ables with 0 mean and unit variance. In this case, the output enhancement/suppression, given
as the product of the weight change magnitude |∆w| ∼ fs,θ(xp) and the difference in firing rates
fs,θ(x
p + xu)− fs,θ(xp) has the following expectation value:








p + xu)− fs,θ(xp)] fs,θ(xp)dxpdxu, (7.3)
with the proportionality constant C depending on the learning rate and duration of pairing. We
plotted the above expression with C set to normalize the maximum magnitude of the above expres-
sion to unity.
7.2.5 Data analysis and statistics
Data analysis was performed offline in MATLAB (MathWorks) and Spike2 (Cambridge Electronic
Design). Data are expressed as mean ± SD, unless otherwise noted.
We constructed granule cell input-output curves as follows. After obtaining a stable whole-cell
configuration, small amounts of current were injected into cells in 5 s steps. Spikes were counted
from 0 to 60 ms after the EOD motor command. Spikes were rarely observed outside of this window
except at the highest currents. Data were used to fit to a sigmoid input-output function defined





where f(x) equals either spike count per command or instantaneous firing rate as a function of
current injection amplitude, x equals current step value, θ is half-maximum point in picoamperes,




1 2 3 4 5 6
Spikes/cmd
A (spikes/cmd) 1.86 3.55 2.01 6.19 3.94 2.49
θ (pA) 35.2 13.8 9.42 10.9 15.1 11.9
s (pA) 7.78 1.46 0.497 1.31 3.61 1.85
V50 (mV) 16.0 13.6 16.0 14.8 9.66 7.54
Peak instantaneous firing rate
A (Hz) 165.7 136.2 90.6 192.9 204.9 121.4
θ (pA) 35.2 11.2 9.37 11.0 11.2 11.9
s (pA) 7.78 1.46 0.497 1.31 3.61 1.85
V50 (mV) 16.0 13.6 16.0 14.8 9.66 7.54
Table 7.1: Fit parameters for granule cell input-output functions. Input-output responses (Figure 7.6A) for
six granule cells were fit to a sigmoid nonlinearity (see Eq. 3 in Materials and Methods). Spikes/cmd refers
to the number of action potentials observed up to 60 ms after the EOD motor command. The bottom half
lists parameters when peak instantaneous firing rate was calculated rather than spikes/cmd.
7.2.6 Fit parameters for granule cell input-output functions
We constructed a current versus voltage curve by measuring the mean change in membrane potential
attributable to current injection. V50 is the membrane depolarization corresponding to the fitted
half-maximum point current injection. EOCD amplitude was defined as the peak depolarization
relative to the resting potential calculated from the average response to the EOD command in the
absence of holding current. Tail depolarization was defined as the peak depolarization caused by
temporal summation of proprioceptive EPSPs during passive tail bending measured relative to the
resting membrane potential. EOCD + tail is the arithmetic sum of those two calculated values.
Integrated modulations of ELL principal cells or mossy fibers were computed by summing over a
small window (200 ms) after tectal microstimulation or onset of passive tail movement. Values are
expressed in percentage change from baseline firing rate.
Tests for statistical significance are noted in the text. Differences were judged to be significant at
p < 0.05.
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Figure 7.1: Schematic of pairing experiment protocols. A, In all experiments, ELL neuron responses were
recorded extracellularly in the MZ under three conditions (active, fictive, and passive; described below) before
and after a 15 min pairing period with an ES under one or more of these conditions. B, The three conditions
are as follows: (1) active (left column), in which we microstimulated the optic tectum while delivering a rapid
tail movement; (2) fictive (middle column), in which tectal microstimulation was delivered in the absence
of a tail movement; and (3) passive (right column), in which a rapid tail movement was delivered without
microstimulation. For each condition, during pairing, the ES was modulated in a pattern that matched
the temporal profile of the tail movement before paralysis (top row, dotted gray line). Before and after
pairing, the ES was unmodulated (bottom row). In each panel, the top green trace represents passive tail
movements. The dotted gray trace is the waveform envelope used to determine the amplitude of the local ES.
The middle row shows the timing of the EOD motor commands. The bottom row schematizes the local ES.
The local ES amplitude was set to the value of the envelope at the time of the command. A constant-value
global ES was delivered in conjunction with the local one. The arrow, when present, represents the time of
microstimulation. amp, Amplitude; cmd, command; tail pos, tail position.
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7.3 Results
7.3.1 Nonlinear interactions between negative images based on CD and propri-
oception
Although roles for CD and proprioception in the generation of negative images in the mormyrid
ELL have been described previously (Sawtell & Williams, 2008; Requarth & Sawtell, 2014), it is not
known how such signals interact under conditions resembling self-generated movements, i.e., when
both streams of information are available. We explored such interactions by performing a series
of experiments in which we compared responses of ELL neurons before and after pairing an ES
with different movement-related signals, i.e., CD, proprioception, or both. These experiments took
advantage of a previously developed “fictive” movement preparation (Sawtell & Williams, 2008;
Requarth & Sawtell, 2014). Before neuromuscular paralysis, microstimulation of the optic tectum
is used to evoke a rapid tail movement that moves the electric organ closer to the receptive field
of the recorded cell. After paralysis, microstimulation evokes movement motor commands in the
absence of movement, allowing us to monitor the effect of CD signals on neural responses in the
absence of proprioceptive feedback. In addition, we can move the tail passively with a computer-
controlled stage in a way that mimics the tail movement evoked by tectal microstimulation before
paralysis. This setup allows us to engage CD and proprioceptive inputs either separately or together
and, as described next, to control their relationship to an ES. It is likely that proprioceptive
responses induced by passive movements in paralyzed fish are similar to those attributable to
natural movements. Proprioception in fish is simpler than in higher vertebrates, being mediated by
free endings in muscle tissue and tendons rather than by a more elaborate muscle spindle (Barker
et al., 1974; Srivastava, 1977; Bone, 1978; Srivastava, 1979). The lack of muscle spindles implies
that fish do not possess any functional or anatomical equivalent of the independent efferent control
over proprioceptors exerted by the gamma motoneurons, as described in mammals (Boyd, 1980;
Hulliger, 1984). Finally, it is important to note that the movement-related CD signals that are a
focus of this study are completely distinct from EOCD signals that have been the focus of numerous
previous studies of mormyrid fish.
We studied negative images in well isolated single units recorded in the MZ of ELL (see Materials
and Methods). Based on recording depth, EOCD, and electrosensory responses, these units likely
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included both MG cells and E- and I-type efferent cells (see Materials and Methods). Units were
tested under three conditions before and after pairing with a local ES. During the pairing, we
modulated the ES amplitude in a pattern that matched the temporal profile of the tail movement
(mimicking the electrosensory effects of moving the electric organ closer to electroreceptors on the
skin) and paired with one or more conditions (Figure 7.1A). We refer to conditions in which the ES
was unmodulated as “probes.” The pairing and probe conditions are schematized in Figure 7.1B.
The conditions are as follows: (1) active, in which we microstimulated the optic tectum (arrow)
in a paralyzed fish while delivering a rapid tail movement that matched the temporal profile of
the microstimulation-evoked movement measured before paralysis (green trace), thereby engaging
both CD and proprioceptive feedback; (2) fictive, in which tectal microstimulation was delivered
in the absence of a tail movement, thereby engaging CD without proprioceptive feedback; and (3)
passive, in which a rapid tail movement was delivered without microstimulation, thereby engaging
proprioceptive feedback without CD. Hence, this preparation allowed us to engage movement-
related signals – CD and proprioception – either separately or together and to monitor their effects
on neural responses before and after manipulating their electrosensory consequences.
Data from one neuron in which an ES was paired under the active condition is shown in Figure 7.2.
Before pairing, the neuron exhibited little response under active, fictive, or passive probe conditions
(Figure 7.2A, top row). After pairing, the neuron exhibited a strong response during the active
probe that was opposite in polarity and approximately matched in time to the response evoked by
the ES during pairing, i.e., the change in the response (Figure 7.2B, post-pre) resembled a negative
image of the effect of the ES during pairing. Because later components of the electrosensory
response during pairing (>200 ms) were not always reflected in negative images, we focused our
analysis on the initial component of the negative image. Note that previous studies have shown
that negative images are bidirectional, i.e., pairing with an excitatory ES results in a reduction in
the neural response after pairing, whereas pairing with an inhibitory ES results in an increase (Bell,
1982; Requarth & Sawtell, 2014). To facilitate a quantitative comparison of negative images across
different neurons, we always paired with an inhibitory ES, i.e., a decrease in local EOD amplitude
for E-cells and an increase in local EOD amplitude for I-cells.
Interestingly, after pairing under the active condition (tectal stimulation plus passive tail displace-
ment), negative images were also observed under fictive (tectal stimulation alone) and passive (tail
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Figure 7.2: ELL neurons exhibit negative images when paired under the active condition. A, Representative
ELL neuron recorded extracellularly while being paired under the active condition. Before pairing, the neuron
exhibited little response to the active, fictive, and passive probe conditions (top row). During pairing, the
neuron was inhibited by an ES that was modulated in a pattern that matched the temporal profile of the
tail movement before paralysis (middle row). After pairing, the neuron exhibited strong responses under all
three probe conditions that were opposite in polarity and approximately matched the temporal profile of the
response evoked by the ES during pairing (bottom row). B, Difference traces reveal negative images under
all three conditions. Note that the arithmetic sum of the fictive and the passive (purple) is less than the
response observed under the active condition. In all panels, gray bars obscure microstimulation artifacts.
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displacement alone) probe conditions (Figure 7.2B). These results suggest that both CD and pro-
prioceptive feedback are used to generate negative images if both signals are available. Moreover,
negative images based on CD and proprioceptive feedback appeared similar in their magnitude and
timing. As will be discussed further below, negative images observed under active conditions, i.e.,
based on CD and proprioception, were smaller than would be expected based on a linear sum-
mation of negative images observed under fictive and passive conditions, i.e., based on CD and
proprioception alone (Figure 7.2B). Results for all active pairings (n = 9), along with those for
additional experiments in which negative images were induced by pairing an ES with only one class
of movement-related signal (fictive and passive pairings), are summarized in Figure 7.3. Pairing
under fictive or passive conditions revealed negative images for the paired condition but not for the
unpaired condition (fictive, n = 9; passive, n = 8; Figure 7.3B,C). Hence, negative images can be
formed using either CD or proprioceptive feedback alone and do not “transfer” across modalities.
Fictive and passive pairings also revealed unexpected interactions between CD and propriocep-
tion. Namely, we found that, when both the paired and unpaired signals were engaged (Figure
7.3B,C, active probes), negative images induced by fictive or passive pairings were reduced, i.e.,
negative images observed under the active condition were less than the arithmetic sum of the re-
sponses observed under the passive and fictive conditions (fictive: arithmetic, 199 ± 113% change
in integrated modulation; observed, 117 ± 58% change in integrated modulation, n = 9, p = 0.027;
passive: arithmetic, 168 ± 106% change in integrated modulation; observed, 85 ± 55% in integrated
modulation, n = 8, p = 0.0035, paired t test; Figure 7.3B,C, left column). Hence, the presence of
the unpaired signal suppresses the negative images based on the paired signal. Although sublin-
ear summation of synaptic inputs onto the principal cells themselves, attributable to reduction in
driving force, could explain the sublinear combination of inputs observed under conditions of active
pairing (Figure 7.2B, 3A), the suppressive effects observed under conditions of fictive or passive
pairing (Figure 7.3B,C) seem to require additional explanation.
A final set of pairing experiments provided additional evidence for nonlinear interactions between
CD and proprioception and also suggested a functional interpretation for such interactions. In
these experiments, we probed all three conditions, as above, but then paired the ES alternately
under active and passive conditions. ELL neurons exhibited a capacity to form similar negative
images based on CD and proprioception (Figure 7.3D, active probe) or on proprioception alone
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Figure 7.3: Negative images reveal nonlinear interactions between CD and proprioception. A, Active
pairing. Average of difference traces across ELL neurons showing effects of pairing under active conditions,
during which an ES was paired with simultaneous tectal microstimulation and a rapid tail movement. Left,
Difference trace measured under the paired (active) condition. Middle, Difference trace measured when
probing under the fictive condition. Right, Difference trace measured when probing under the passive
condition. Note that the passive and fictive contributions do not sum linearly (purple line is arithmetic sum
of fictive and passive traces). B, Fictive pairing. Average of difference traces across ELL neurons showing
effects of pairing under fictive conditions, during which an ES was paired with tectal microstimulation alone.
Note that probing under active conditions reveals a reduced negative image relative to the arithmetic sum
(purple). C, Passive pairing. Average of difference traces across ELL neurons showing effects of pairing under
passive conditions, during which an ES was paired with a rapid tail movement alone. Note that probing
under active conditions reveals a reduced negative image. D, Pairing alternately under active and passive
conditions. Average of difference traces across ELL neurons showing effects of pairing under active and
passive conditions, during which an ES was alternately paired with rapid tail movements alone, followed by
simultaneous rapid tail movements and microstimulation. Note that similar negative images were formed in
both trained conditions (left and right panels) despite a robust contribution from CD signals (middle panel).
E, Scatter plot of all recorded ELL neurons, plotting the observed response under the active condition versus
the arithmetic sum of the fictive and passive conditions. Note that nearly all dots lie below the unity line
(dotted purple). In all panels, gray outlines indicate SEM across cells and gray bars obscure microstimulation
artifacts.
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(Figure 7.3D, passive probe). Moreover, as expected for a nonlinear system but not a linear one,
probing under fictive conditions revealed a contribution from CD signals (Figure 7.3D, middle
column). The capacity to form similar negative images based on different but overlapping sets of
signals, e.g., CD and proprioception under active conditions and proprioception alone under passive
conditions, could be ethologically relevant. A given change in the position of the electric organ
relative to electroreceptors will have the same electrosensory consequence regardless of whether it
is self-generated (engaging both CD and proprioception) or attributable to external forces (engaging
proprioception alone). Cancellation of movement-related electrosensory input under such conditions
would require the capacity to generate equivalent negative images based on CD and proprioception
or proprioception alone.
Finally, consistent with a nonlinear system, the scatter plot of all recorded cells shows that the
observed response during the active probe condition is consistently less than the arithmetic sum of
the fictive and passive probe conditions (Figure 7.3E; arithmetic, 277 ± 214% change in integrated
modulation; observed, 178 ± 149% change in integrated modulation, n = 34, p < 0.0001, paired t
test).
7.3.2 Explanation of nonlinear interactions by a simple network model
We used the properties of negative images described above–suppression of the paired response by
the unpaired input, lack of transference, and sublinear combination of inputs–to constrain a simple
network model of negative image formation (Figure 7.4A). The model includes both paired (red)
and unpaired (gray) inputs, which are combined in an intermediate layer. Fifty percent of the
intermediate layer units received both paired and unpaired input, and 50% received only paired or
unpaired input. The firing rate of each intermediate layer unit is determined by applying an input-
output function to the sum of its inputs. The output of the network is then given by the weighted
sum of the firing rates of the intermediate layer units. Considered in relation to ELL circuitry, the
two sets of input signals represent proprioceptive and CD information carried by the mossy fibers,
the intermediate layer units correspond to granule cells, and the output layer represents an ELL
principal cell. Because the mossy fibers carrying proprioceptive and CD signals are tonically active
(Bell et al., 1992; Sawtell, 2010), the input values used in the mathematical model correspond to
modulations around this tonic rate. These modulations can be positive or negative, corresponding
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to increases or decreases in the input drive to granule cells.
To simulate the experimental pairing protocol, we trained the network output (i.e., the ELL princi-
pal cell response) to fit an arbitrary function by least mean-squared learning of the weights (Figure
7.4B; see Materials and Methods). To mimic the different conditions during training and probing,
we trained the network using only one set of inputs (i.e., proprioceptive or CD) and then testing in
three cases: (1) paired inputs only, (2) unpaired inputs only, and (3) both inputs combined. These
conditions mimic the experiments in Figure 7.3, B or C, allowing us to investigate the conditions
under which the network exhibited the experimentally observed properties of (1) lack of transfer-
ence across input modalities, and (2) sublinear combination of inputs, and (3) suppression of the
negative image by the unpaired response.
For the network to exhibit a lack of transference, as observed in the negative images, the signals
provided by the two sets of inputs to a given intermediate layer unit (i.e., a granule cell) must
be on average uncorrelated with each other. That is, an intermediate layer unit cannot preferen-
tially receive similarly tuned paired and unpaired inputs. For the network to exhibit the observed
sublinear addition of the responses to the paired and unpaired inputs, the network must contain a
nonlinearity after the paired and unpaired inputs are combined in the intermediate layer; otherwise,
the response to the combined inputs would simply be the sum of the responses to the individual
inputs. Note that the model does not distinguish between the cases in which the mixing occurs
within the granule cells or upstream within the mossy fibers. Therefore, we simulated the pair-
ing and probing procedures as follows: the paired and unpaired inputs were uncorrelated, and a
sigmoid input-output function was applied at the intermediate layer units (Figure 7.4B). This net-
work clearly recapitulates both the lack of transference from paired response to unpaired response
(Figure 7.4B, gray line) and the sublinear combination of inputs (Figure 7.4B, blue line).
To explore the origin of the observed suppressive effects, we examined the interaction among the
paired input value, the unpaired input distribution, and the parameters of the nonlinearity (Figure
7.4C). We first considered the relationship between the responses to the paired and combined
(i.e., paired plus unpaired) inputs at the level of an individual granule cell. For a given paired
input, if the unpaired input is positive (i.e., increases the input drive of the granule cell above the
tonic level), then the firing rate of the intermediate layer unit increases. If the unpaired input is
negative (i.e., decreases the input drive of the granule cell below the tonic level), then the firing
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Figure 7.4: Network model with randomly combined inputs and nonlinear processing. A, Model schematic.
The paired (red) and unpaired (gray) inputs are added and passed through an intermediate layer containing
a sigmoid nonlinearity (green). The network output is the weighted sum of the outputs of the intermediate
layer units. B, Simulation results when the network fits an arbitrary function with only the paired inputs
active but is tested in three cases: (1) paired inputs only (red); (2) unpaired inputs only (gray); and (3) both
inputs combined (blue). The unpaired input suppresses the learned response of the network to the paired
input. C, Interaction between the paired and unpaired inputs to an intermediate layer unit, with a sigmoid
nonlinearity (green). The paired input value and resulting output are indicated by vertical and horizontal
red lines, respectively. For the given paired input value (vertical red lines), the distributions (over values of
the unpaired input) for the combined input (x-axis) and resulting combined output (y-axis) are shown in
blue. The blue line indicates the mean output in the combined case. Top, When the paired input falls within
the concave region of the nonlinearity (above the threshold), the output distribution is skewed such that the
mean combined output is below the response to the paired input alone. Bottom, When the paired input falls
within the convex region of the nonlinearity (below the threshold), the output distribution is skewed such
that the mean combined output is above the response to the paired input alone. int., Intermediate layer.
D, Contributions of the intermediate layer interactions shown in C to network output. The contribution to
the change in network output (shaded area) is given by the product of the change in weight and the firing
rate. Because the magnitude of the learned weight change is proportional to the firing rate, the suppression
of high firing rates by the unpaired input has a larger effect on the learned response of the network than the
enhancement of low firing rates. E, Parameter dependence of suppression/enhancement effects. The effect
of suppression is stronger and favored for either low thresholds (θ) and/or narrow nonlinearity widths (s).
The threshold and width are in units of the paired input SD, with a threshold value of 0 corresponding to
the mean of the training input distribution. Values are plotted relative to the maximum effect magnitude
on a logarithmic scale (see Materials and Methods).
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rate of the intermediate layer unit decreases. By considering the probability distribution of all
possible unpaired inputs (Figure 7.4C, distributions below the horizontal axes), an expected value
of the combined response can be calculated (Figure 7.4C, horizontal red lines). For the symmetric
unpaired input distribution modeled here, the expected input strength (Figure 7.4C, vertical red
lines) for the combined case is equal to that of the paired input. However, because of the nonlinearity
of the input-output function in the intermediate layer unit, the expected output firing rate for the
combined case does not necessarily equal the output response to the paired input alone (Figure
7.4C, horizontal blue lines). For example, because of saturation effects near the concave region
of the input-output function of the intermediate layer unit, increases in input can have less effect
on the output response than decreases in input. Thus, when the paired input falls in the concave
region of the nonlinearity, the firing rate distribution during the combined case is skewed such
that the mean of the distribution is less than the response to the paired input alone (Figure 7.4C,
top), consistent with Jensen’s inequality. Therefore, when the paired input is combined with the
unpaired input distribution, there will be on average a reduction in the firing rate of the intermediate
layer unit, which contributes to suppression of the learned response. The opposite case, in which
the nonlinearity threshold is high relative to the value of the paired input, results on average in
an increase in the firing rate of the intermediate layer unit (Figure 7.4C, bottom), which would,
hypothetically, contribute to enhancement of the learned response. Because the output unit receives
a large number of inputs from the intermediate layer–MG cells are estimated to receive on the order
of 20,000 granule cell inputs (Meek et al., 1996)–we are justified in focusing on the average change
of the output in an intermediate layer unit attributable to the addition of the untrained input.
For a given input pattern to the network, some intermediate layer units receive strong input above
the threshold, and others receive weak input below the threshold. Whether there is net suppression
or net enhancement depends on the distribution of paired inputs relative to the distribution of
thresholds. However, if the magnitude of the synaptic weight change is proportional to the input
firing rate, as suggested by previous experimental and theoretical studies (Roberts & Bell, 2000;
Harvey-Girard et al., 2010), the reduction of high firing rates by the unpaired input will have a
larger effect on the output of the network than the enhancement of low firing rates (Figure 7.4D).
As a result, suppression rather than enhancement occurs in a large region of the parameter space for
the width and threshold of the nonlinearity (Figure 7.4E; see Materials and Methods). Furthermore,
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even for parameters that favor enhancement, the effect of this enhancement is substantially less
than that of suppression in other parameter regions. This last point is important because granule
cell populations exhibit a distribution of thresholds (Kennedy et al., 2014) and nonlinearity widths
(See Table 7.1).
Overall, this theoretical account suggests that all of the observed properties of negative images
observed experimentally can be explained by a simple network architecture, inspired by ELL cir-
cuitry, in which CD and proprioceptive inputs are coded as random nonlinear mixtures before the
strength of these inputs is adjusted at the level of the principal cells. Mixtures of proprioceptive
and CD signals conveyed by a spinal mossy fiber pathway
The model described above suggests that random, nonlinear mixtures of CD and proprioception can
explain properties of negative images. We next asked how these signals are actually represented,
beginning at the level of the mossy fiber inputs to granule cells. Previous anatomical, physiological,
and inactivation studies suggest that CD and proprioceptive information used for negative images
is conveyed via spinocerebellar mossy fiber pathways that terminate on granule cells located in the
EGp (Bell, 1981; Bell et al., 1992; Requarth & Sawtell, 2014). Two such pathways exist, sharing
numerous similarities with dorsal and ventral spinocerebellar pathways in mammals. The first is a
dorsal column pathway consisting of the axons of primary sensory neurons that project to the lateral
funicular nucleus (FL2), which in turn provides mossy fiber input to the ipsilateral EGp (Szabo
et al., 1979). The second originates from a lateral cell column extending over all spinal segments
and sends mossy fibers directly to the contralateral EGp (Szabo et al., 1990). Although previous
studies have shown that mossy fibers originating from the spinal cord respond to passive body
movements (engaging proprioception) and to tectal microstimulation of brain centers that evoke
movement (engaging CD; Sawtell, 2010; Requarth and Sawtell, 2014), it is not known whether
individual mossy fibers respond to both classes of input. Furthermore, nothing is known about the
specific nature of responses in FL2 neurons.
First, we recorded from putative FL2 neurons deep in the brainstem. Although putative FL2 neu-
rons could be strongly modulated by passive displacement of the tail, trunk, or fins, none responded
to tectal microstimulation, suggesting that this pathway is predominantly or entirely sensory (n =
10; data not shown). Next, we used high-resistance microelectrodes to record extracellularly from
putative mossy fiber axons in EGp itself, as described previously (Bell et al., 1992; Sawtell, 2010).
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These recordings likely represent axons originating both from FL2 and directly from the spinal
cord. We found numerous mossy fibers within EGp that exhibited responses to both tectal micros-
timulation and passive tail displacements (n = 42). The fraction of fibers exhibiting such mixed
responses was approximately one-third in our experiments, although this is likely to be an under-
estimate. Because we only moved the caudal portion of the tail of the fish, we would have missed
proprioceptive responses related to other body parts, such as the trunk and fin, which have been
observed in other studies (Bell et al., 1992; Sawtell, 2010). Likewise, we microstimulated at just
one site in the tectum using just one set of stimulation parameters. Additional microstimulation
sites or parameters or more natural patterns of motor commands could have revealed additional
CD responses.
Mossy fibers that exhibited such mixed responses were studied under conditions similar to the
active, fictive, and passive conditions used to study negative images. The three examples in Figure
7.5A are typical of the responses we observed. The same mossy fibers showed short-latency bursts
or pauses under fictive conditions (Figure 7.5A, first row) along with either excitatory or inhibitory
responses that tracked tail position under passive conditions (Figure 7.5A, second row). Hence, CD
and proprioceptive information are clearly mixed in individual mossy fibers. Furthermore, we found
that bursts or pauses caused by tectal stimulation could be mixed with excitatory or inhibitory
proprioceptive responses. The lack of correlation (R2 = 0.054, n = 42; Figure 7.5B) between
integrated firing rate modulations under fictive versus passive conditions is consistent with random
mixing of CD and proprioceptive signals in mossy fibers, as suggested by our modeling. Additional
mixing of CD and proprioceptive signals is likely to occur because of convergence of different mossy
fibers onto granule cells. We also observed that the combination of CD and proprioceptive signals
in mossy fibers is strikingly linear (R2 = 0.99, n = 42; Figure 7.5C), with no significant difference
between the arithmetic sum and the observed response under active conditions (arithmetic, 11.3 ±
41.9% change in integrated modulation; observed, 12.4 ± 42.7% change in integrated modulation; p
= 0.28, sign test). These results suggest that an additional stage of nonlinear processing is required
to account for the observed properties of negative images.
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Figure 7.5: Linear mixing of proprioceptive and CD information in mossy fibers. A, Normalized firing rate
modulations from extracellular recordings of three representative mossy fibers recorded in EGp under fictive
(top row), passive (middle row), and active (bottom row) conditions. Tail position is shown above recordings
in green. The arithmetic sum of the integrated spike rate modulations under passive and fictive conditions
is plotted in purple. tect, Optic tectum. B, Scatter plot of integrated modulations under passive conditions
plotted against integrated modulations under fictive conditions. C, Integrated modulations of mossy fibers
under active conditions plotted against the arithmetic sum of the integrated modulations during passive and
fictive conditions. Note that the modulations appear to sum linearly, falling near the unity line (purple).
7.3.3 Evidence for nonlinear recoding of mossy fiber inputs in granule cells
Signals conveyed by mossy fibers are recoded in granule cells before they reach ELL principal cells.
Although nonlinear recoding could occur in granule cells, as suggested by theories of mammalian
cerebellar function (Marr, 1969; Albus, 1971), whether this is actually the case for EGp granule
cells is unknown. One way to fulfill the specific requirements suggested by our modeling would be
for mossy fiber inputs to drive granule cells into a saturating region of their input-output curves.
Although we attempted to address this possibility directly by recording responses of granule cells
under fictive, passive, and active conditions similar to those used to induce negative images, granule
cells that exhibited responses under both fictive and passive conditions were encountered too rarely
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for this approach to be feasible. This is not unexpected given the extremely large numbers of EGp
granule cells and the numerous sources of mossy fiber input they receive in addition to movement-
related signals from the spinal cord.
As an alternative approach, we measured granule cell input-output functions in response to current
injection in vivo to estimate the amount of depolarization required to saturate firing. We then
reanalyzed a large set of granule cells recorded in a previous study (Sawtell, 2010; Kennedy et al.,
2014) to estimate the amount of depolarization attributable to mossy fiber inputs that would be
expected under conditions of negative image formation. Input-output functions for two example
granule cells are shown in Figure 7.6A. Like most granule cells in EGp, both of these cells exhibited
a prominent depolarization related to the EOD motor command (Bell et al., 1992; Kennedy et al.,
2014). Under paralyzed conditions, the fish emits the EOD command spontaneously at a rate of
2-5 Hz. For all but the largest current injections, action potentials were caused by the temporal
summation of depolarizations attributable to intracellular current injection and those attributable
to the EOD command input (Figure 7.6A, top traces). For this reason and because input from
mormyromast electroreceptors is also processed in relation to the EOD command, we analyzed
action potential firing within a small time window after the EOD command. Relationships between
injected current and granule cell spiking were well fit by sigmoid functions (n = 6; Figure 7.6A;
Table 7.1) and showed clear signs of saturation (i.e., no increase in command-locked spiking for
several current steps) in response to small amounts of injected current. Results were similar when
we analyzed maximum spike frequency instead of the number of spikes per command (Table 7.1).
To ask whether depolarization attributable to naturally occurring mossy fiber inputs (including
those conveying both EOD motor command and movement-related signals) could drive granule
cells into a saturating region of their input-output curves, we turned to a large existing dataset of
230 granule cells recorded in an awake, paralyzed preparation similar to that used in the present
study (Sawtell, 2010; Kennedy et al., 2014). Although responses to tectal microstimulation were not
obtained in these experiments, 45 granule cells received proprioceptive mossy fiber input, as judged
by a prominent EPSP whose rate of occurrence was strongly modulated by passive tail movement
(Figure 7.6B). Tail movements in these studies were of similar amplitude but substantially slower
(0.1-0.5 Hz) than those used in the present study. Thirty-six of these granule cells also exhibited a
second, distinct EPSP waveform time-locked to the EOD motor command (Figure 7.6B), consistent
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with a previous report of multimodal integration of proprioceptive and CD input related to the
EOD motor command (also referred as EOCD) in a majority of granule cells (Sawtell, 2010). The
combined depolarization attributable to proprioceptive and EOCD mossy fiber inputs are similar
in magnitude (13.4 ± 4.7 mV, n = 36; Figure 7.6C) to the depolarizations occurring at the half-
maximum point (Figure 7.6A, vertical gray dotted line) of the granule cell input-output curves (12.9
± 3.5 mV, n = 6; Figure 7.6C). Although not definitive, these observations are consistent with the
idea that some granule cells are likely to be operating in a saturating region of their input-output




Figure 7.6: Evidence for nonlinear recoding in granule cells. A, In vivo whole-cell recording from two granule
cells, illustrating typical responses to intracellular current injections. The number of spikes fired per EOD
motor command is plotted as a function of current injection along with a sigmoid fit (red) and a moving
boxcar average (gray). Dotted vertical line indicates half-maximum point of the fitted sigmoid curve. Above,
Representative command-locked responses at varying levels of injected current (corresponding to the open
circles along the fitted input-output curve) plotted above resting membrane potential (gray dotted line). The
time of the command is indicated by arrows. Calibration: 20 mV, 25 ms. B, Trace from a representative
granule cell in which tail movements (top trace) resulted in depolarization and action potential firing when
the tail was at ipsilateral (ipsi) positions. The first expanded region (i) shows the presence of two distinct
EPSP: the larger is related to the EOD command (cmd), and the smaller smoothly varies in rate of occurrence
with tail position and hence is considered to be a proprioceptive input. The second expanded region (ii)
shows strong action potential firing (including a burst indicated by the arrow) occurring when EOD motor
commands are issued when the tail is at an ipsilateral position. C, Depolarizations attributable to EOCD
and proprioceptive mossy fiber inputs compared with the depolarization (V50) caused by current injection
at half-maximum values. D, Overlaid traces showing responses to the EOD motor command in an example
granule cell (no holding current is applied). The EOD evokes a large, stereotyped EPSP accompanied by
zero to three spikes or, in some cases, an all-or-none burst consisting of several fast spikes, followed by a
broad plateau potential. Inset shows responses to three consecutive EOD commands, the second of which
evokes a burst.
Finally, we note that distinctive all-or-none bursts were observed in a subset of granule cells. Bursts
consisted of two to seven action potentials (peak frequency of ∼400 Hz) of decreasing amplitude
riding on top of a large depolarizing wave (amplitude, 26.4 ± 6.0 mV; width at half-height, 25.6
± 9.7 ms; n = 40 EOD command-evoked bursts from 14 cells; Figure 7.6D). In some granule
cells, natural patterns of mossy fiber input, e.g., EOD command input and proprioceptive, were
sufficient to evoke such bursts (Figure 7.6B,D). Bursts in response to small current injections (10-30
pA), EOD command mossy fiber input, or proprioceptive mossy fiber input were observed in 54
of 230 examined granule cells. Burst firing was not the object of these studies, and we suspect
that bursts could have been revealed in a larger fraction of cells using larger currents or a wider
range of stimuli to engage mossy fiber inputs. The presence of bursts in a subset of granule cells
provides an additional mechanism that could fulfill the requirement for nonlinear coding of CD and
proprioceptive signals suggested by our model.
7.4 Discussion
Predicting the sensory consequences of an animal’s own movements is important for a variety of
functions, from cancelling self-generated sensory inputs (Sperry, 1950; von Holst & Mittelstaedt,
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1950) to online control of movements under conditions of delayed and/or noisy sensory feedback
(Wolpert & Miall, 1996), yet relatively little is known about how such predictions are generated
in neural circuits. Previous studies of electrosensory systems of several distinct groups of fish
have identified neural correlates for the generation and subtraction of predictions of electrosensory
consequences of movements (Bastian, 1996; Bodznick et al., 1999; Bol et al., 2011), termed negative
images. The accessibility of electrosensory systems to circuit-level analysis provides an opportunity
to address the general issue of how sensory and motor signals related to movements are transformed
into specific predictions about movement consequences. The present study provides an analysis of
the respective roles of motor CD versus proprioceptive feedback in generating negative images of
the predictable electrosensory consequences of the fish’s own movements.
A central finding of this study is that approximately equivalent negative images are formed using
either CD or proprioception and that, under conditions approximating self-generated movements,
both are used. The equivalence of negative images based on CD or proprioception is remarkable
given the very different nature of the signals–motor versus sensory–and suggests that proprioception
is not always too delayed to perform real-time function, such as cancellation (Wang et al., 2007;
Wurtz, 2008). Sensory cancellation based on either CD or proprioception, as suggested here, con-
trasts with results from the primate vestibular system, which suggest that cancellation of vestibular
reafference depends on a comparison between motor signals related to head movements and the
resulting proprioceptive feedback (i.e., the proprioceptive input must match that which is expected
based on the motor command (Roy & Cullen, 2004)). From a functional standpoint, negative
images based on CD or proprioception makes sense for electric fish, because electrosensory conse-
quences of movements should be cancelled whether movements are self-generated or attributable to
external forces. Finally, although passive movements used in this study were as rapid as possible
given our apparatus (200°/s), it is important to note that we cannot rule out the possibility that
even faster movements might have revealed delays in proprioceptive feedback and a requirement
for CD.
In addition to demonstrating that both CD and proprioception are used for generating negative
images, our experiments revealed unexpected interactions between the two signals. Most notably,
we found that, after pairing under fictive or passive conditions, i.e., with CD or proprioception
alone, negative images were actively suppressed by the additional presence of the unpaired signal.
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A simple network model provided insight into these interactions, suggesting that all of the observed
properties of negative images, including suppression by the unpaired signal, can be explained if
CD and proprioceptive signals are coded as random, nonlinear mixtures before the generation of
negative images.
Therefore, an additional goal of this study was to characterize the actual encoding of CD and
proprioceptive information at the level of mossy fibers and granule cell inputs to ELL. Although
such encoding has been studied previously, it was not known whether CD and proprioceptive signals
are mixed at either the level of mossy fibers or granule cells. Our results clearly demonstrate
that such mixing occurs already at the level of mossy fibers and appears to be random, in that
no systematic relationship was observed between sensory and motor responses within the same
fibers. The population of mixed mossy fibers recorded here likely corresponds to a lateral column
system in the mormyrid spinal cord that shares a number of anatomical similarities with the
mammalian ventral spinocerebellar tract (Szabo et al., 1990). Mixed spinocerebellar pathways
have been studied extensively in mammals (Oscarsson, 1965; Arshavsky et al., 1978; Hantman
& Jessell, 2010; Jankowska et al., 2011; Fedirchuk et al., 2013; Spanne & Jörntell, 2013). Most
accounts of the function of such mixing in mammalian systems have posited some specific logic
underlying interactions between sensory and motor signals (Lundberg, 1971; Spanne & Jörntell,
2013). Our results suggest a simpler view in which such mixtures are components of a random
basis that could allow for flexible predictions based on either sensory or motor signals. Although
the linear interactions observed between sensory and motor responses in mossy fibers is consistent
with linear properties of mossy fiber neurons described in mammals (Kolkman et al., 2011), such
linear mixing alone clearly does not fulfill the requirement suggested by our network model. Finally,
we expect that additional mixing of proprioceptive and CD signals occurs in EGp granule cells. This
possibility is consistent with past reports in mormyrid fish providing electrophysiological evidence
for multimodal integration in EGp granule cells (Sawtell, 2010) and with an anatomical study
showing convergence of pontine (likely motor signals) and cuneate (likely proprioceptive signals)
mossy fibers onto the same granule cells in some regions of the mouse cerebellum (Huang et al.,
2013).
Nonlinear recoding of mossy fiber inputs in granule cells is a key feature of theoretical accounts
of cerebellar cortex (Marr, 1969; Albus, 1971) and has received some experimental support from
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studies of mammalian cerebellar granule cells (D’Angelo et al., 2001; Chadderton et al., 2004;
Barmack & Yakhnitsa, 2008; Ruigrok et al., 2011). There are numerous possible mechanisms
that could contribute to such nonlinear recoding. Although we focused on the straightforward
possibility that depolarization attributable to excitatory mossy fiber inputs is sufficiently strong
to push granule cells into a saturating region of their input-output functions, our results do not
rule out additional mechanisms, such as normalization via Golgi cell inhibition (Marr, 1969; Albus,
1971; Crowley et al., 2009; Rothman et al., 2009). Indeed, Golgi cells have been shown to be present
in EGp and respond to both proprioceptive and EOCD input (Campbell et al., 2007; Sawtell, 2010;
Kennedy et al., 2014).
Strong depolarization observed in EGp granule cells is attributable in part to previously described
multimodal integration of separate spinal and EOD command mossy fiber inputs (Sawtell, 2010).
Because the timing of the EOD command is independent of the fish’s movements (Toerring &
Moller, 1984), EOD command input simply acts as an additional source of depolarization that
will summate with depolarization from movement-related mossy fibers. Our analysis suggests
that such depolarization is likely to be strong enough to drive some, but not all, granule cells
toward saturation. A previous study has shown that granule cells exhibit substantial diversity in
the distance between their resting potentials and spike threshold (Kennedy et al., 2014). Similar
diversity has been observed in mammalian cerebellar granule cells, perhaps because of heterogeneous
Golgi cell inhibition (Chadderton et al., 2004; Crowley et al., 2009; Schwartz et al., 2012).
The observation that interactions between proprioceptive and CD signals are sublinear could be
explained if strongly activated granule cells (those operating near saturation) contribute most
to negative images. Our network model offers an explanation for why this may be. Nonlinear
interactions between CD and proprioceptive signals observed in the context of negative images are
believed to reflect granule cell inputs that have undergone synaptic plasticity. If such plasticity
is proportional to granule cell firing rate, the most active granule cells will, indeed, provide the
greatest contribution to learned changes in the network output (Figure 7.4E). In vitro studies
of weakly electric gymnotiform fish have shown that burst firing is required to induce long-term
synaptic depression (LTD) in ELL neurons and that the magnitude of LTD is greater for larger
bursts (Harvey-Girard et al., 2010). Bursts have also been shown to be potent triggers for LTD at
parallel synapses onto Purkinje cells (Wang et al., 2000). Such a nonlinear plasticity rule would
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exaggerate the suppressive effects predicted by our model. The dramatic burst firing observed here
in some granule cells is intriguing in this context. Our model makes the testable prediction that
manipulations that render granule cells less excitable should favor enhancement of negative images
by the unpaired input instead of the suppression observed in the present study.
What is the functional advantage of the scheme suggested here, i.e., negative images based on
random, nonlinear mixtures of CD and proprioception? Although the capacity to generate negative
images based on two separate streams of information may reduce uncertainty and allow for more
accurate or robust sensory cancellation, it also poses a problem. The same change in body position
may result from motor commands, external forces, or combinations of both. Although a linear
system, in which CD and proprioceptive inputs are simply added, could not effectively use both
streams under these conditions, a system in which the two streams of information are combined
nonlinearly could. Experimental support for this idea is provided by our observation that similar
negative images could be generated and stored simultaneously based on CD and proprioception
and on proprioception alone (Figure 7.3D). Finally, it is interesting to note that mixed nonlinear
coding schemes are likely to be widely useful. Theories of cerebellar function posit a random,
nonlinear recoding of mossy fiber inputs in granule cells (Marr, 1969; Albus, 1971). Experimental
evidence and theoretical arguments for mixed nonlinear coding schemes have also been provided
for the cerebral cortex in the context of a variety of functions from sensorimotor transformations to
complex cognitive tasks (Zipser & Andersen, 1988; Pouget & Sejnowski, 1997; Mante et al., 2013;







The work contained within this thesis explores learning within two types of circuitry – hippocampal
and cerebellar – involved in distinct forms of learning. In each case, we establish links between
the physiological and anatomical details of the circuit, and the memory functions performed by the
circuit. In the hippocampus, we propose a relationship between the nonlinear integrative properties
of active dendrites and the role of hippocampal circuitry in declarative memory (Chapter 2). We
find that the model encapsulating this proposed relationship accurately accounts for experimental
characterizations of how pyramidal cells in hippocampal areas CA3 and CA1 change their spatial
tuning in response to changes in environment or elapsed time. Additionally, we find specific roles
for specific population of interneurons in hippocampal-dependent contextual fear learning (Chapter
5). In the cerebellum-like electrosensory lobe of the electric fish, we find that when integrated in
varying combinations by large numbers of granule cells, the variety of short-latency and temporally
elongated responses to the electric organ discharge provide a rich basis, from which predictions
of sensory responses to electric organ discharge can be learned through anti-Hebbian spike-timing
dependent plasticity (Chapter 6). Furthermore, random mixing and subsequent nonlinear transfor-
mation of inputs encoding proprioception and corollary discharge allow for the learning of sensory
predictions that depend flexibly on the combination of multiple variables, including the time since
electric organ discharge and changes in body position due to both actively and passively generated
movements (Chapter 7). Altogether, these results further demonstrate that the circuit architecture
of different brain regions can be understood in terms of the specific learning requirements placed
upon these circuits.
203
Beyond the individual research findings presented herein, the underlying research methods are an
essential component of this thesis. Of particular importance are the development of experimental
apparatus for two-photon calcium imaging in the behaving head-restrained mice (Chapters 4 and
5), and the SIMA software package for analysis of in vivo imaging data acquired with such ap-
paratus (Chapter 3). The development and application of these methods have enabled, and also
necessitated, substantial collaborative efforts that have proven to be highly productive. However,
in the context of an academic incentive structure that primarily rewards individual investigators
for individual discoveries, it remains a major challenge to motivate, manage, and sustain the teams
required to carry out these large-scale endeavors, especially those efforts directed toward enabling
the discoveries of others. With the growing complexity of neuroscience research technologies, of the
experiments which can be performed, of the data that can be collected, and the analyses that can be
executed, the need for larger scale community efforts is becoming ever more acute, and the potential
benefits from well orchestrated large-scale collaborations will become increasingly vast. It remains
to be seen whether the leaders of our community will prioritize the incentivization of collaborative
efforts that most efficiently advance scientific progress, whether collaboratively minded individuals
will find ways to successfully subvert existing incentive structures, or whether the advancement of
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l-type ca2+ conductances define and encode the bimodal firing pattern of vestibulocerebellar
unipolar brush cells. J Neurosci, 27, 3823–3838.
Dombeck, D. A., Harvey, C. D., Tian, L., Looger, L. L., & Tank, D. W. (2010). Functional imaging
of hippocampal place cells at cellular resolution during virtual navigation. Nat Neurosci, 13,
1433–1440.
Dombeck, D. A., Khabbaz, A. N., Collman, F., Adelman, T. L., & Tank, D. W. (2007). Imaging
large-scale neural activity with cellular resolution in awake, mobile mice. Neuron, 56, 43–57.
Dragoi, G., Carpi, D., Recce, M., Csicsvari, J., & Buzsáki, G. (1999). Interactions between hip-
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