This report may not be reproduced and/or published partially or in its entirety without the express written consent of the client.
Summary
In recent years, research into the occurrence of bats at the Dutch North Sea has shown that there is regular seasonal migration over sea. However, so far, little is known about their migration ecology, the fatality risks at offshore wind turbines, and the number of individuals migrating over sea. Since the Dutch government wants to boost the further development of wind energy production in the southern North Sea, the Ministry of Economic Affairs commissioned to Rijkswaterstaat the elaboration of an integrated Wind at Sea Ecological Programme (in Dutch: Wozep).
This study, as part of the Wozep-project Behaviour and Collision Risk of Bats (Bats_2), investigates how bat behaviour can be studied near offshore wind turbines. To find out whether it is wise to continue and further develop behavioural research at wind turbines in the context of the Wozep programme, we first conducted a feasibility study on land.
A stereoscopic setup consisting of two thermal cameras was devised and used to collect footage of bats in August and September 2016 at the Wind Turbine test Site in the Wieringermeer. The cameras
were positioned in such a way that the overlapping field of view in both cameras could be used to determine 3D bat paths at a distance of 80 m around a single wind turbine. In addition, acoustic bat activity was measured with a 12 channel bat detector at three different heights with microphones in each wind direction.
Tailor made 3D analysis tools were developed to synchronize both thermal cameras, calibrate the stereoscopic setup, determine 2D tracks in the left and the right view and eventually to reconstruct the x, y, z coordinates of bat positions in time. The results are promising and show that the current hardware and computer vision analysis tools can be used to derive 3D bat trajectories in space and time. With the current system a bat can be detected at 80 m from the cameras with an accuracy of 8.5 cm of the x-and y-coordinates and an accuracy of 50 cm of the estimated depth (z-coordinate) at a camera base distance of 8 meters. The accuracy depends on the stereo setup characteristics and is an interaction between parameters such as camera resolution, camera base distance and camera distance to the bats. Calibration of the stereo setup was challenging because of the large camera base distance and the vertical orientation of the stereo setup.
Although a 3D path can be derived with the current thermal cameras, better quality images can be obtained with cameras that offer more control. The 2D tracking algorithms will benefit from better quality images and become more robust. Within the context of this feasibility study we have focused on the proof of concept and not all 3D analysis processes are fully automated. At this moment, manual input is needed to identify 3D bat tracks. An automatic procedure to detect the bats and not the insects or clouds still needs to be developed.
The conclusion of this feasibility study is that computer vision components can be used to measure bat flight trajectories in 3D to study the effects of wind turbines on the bat mortality and bat flight behaviour. The bat detector configuration is able monitor bat activity simultaneously at multiple heights in different directions, which can be used for species identification and to assess the accuracy of the estimated bat flight trajectories. During nights with much bat activity several thousand recordings can be obtained and therefore it is necessary to identify these automatically.
Before a system can be built for wind turbines at sea, further improvements are needed to mature the current system and meet the goal to automatically detect bat fight paths and fatalities. Before application at sea we recommend to build a prototype on land with multiple stereo setups to monitor the complete area of the rotors and improve and automatize the current 3D analysis tools. Introduction
In recent years, exploratory research into the occurrence of bats at the Dutch North Sea has shown that there is regular seasonal migration over sea of at least Nathusius' pipistrelle Pipistrellus nathusii but perhaps also of parti-coloured bat Vespertilio murinus and common noctule Nyctalus noctula (Boshamer & Bekker 2008 , Jonge Poerink et al. 2013 , Lagerveld et al. 2014a , 2014b , Leopold et al. 2014 .
Given the fact that the Dutch government wants to boost the further development and expansion of wind farms in the Dutch part of the southern North Sea in the coming years (SER agreement 2013), and the growing evidence that bats are vulnerable to barotrauma and collisions with wind turbines (e.g. Baerwald et al. 2008 , Bach et al. 2014 , Cryan et al. 2014 To determine the presence of bats, the study uses ultrasound bat detectors. However, translating 'call records' into numbers of individuals is not possible without understanding the underlying individual behavioural patterns of bats in offshore wind farms, e.g. stopover and recurrence behaviour. After all, when individuals spend an extended period of time around a wind turbine, their number in relation to the number of 'call records' will be lower than if the registrations were concerning individuals passing through more rapidly.
In order to be able to make better estimates of the actual numbers of bats at sea, more research is needed into their migration behaviour in general as well as their specific behaviour in (the vicinity of) offshore wind farms. At this moment it is not clear which proportion of the population migrates over sea and which proportion travels over land. Behavioural research at offshore wind farms is expected to provide the information required to estimate the number of (potential) fatalities and possibly to predict more accurately when and under what circumstances the fatality risk becomes so high that it would be better to stop the turbines. The more precise these predictions, the shorter the downtimes and revenue losses for the wind farm operators when compared to the situation where, due to lack of knowledge, wind turbines must be shut down for a longer period of time out of precaution.
When assessing the overall effect of offshore wind farms on migratory bats, three questions are central to the subject: 1) Which part of the population passing through the Netherlands migrates over sea, and which part over land?
2) Are bats migrating over sea attracted to offshore wind turbines, and if so, to what distance?
3) What exactly is the behaviour of bats in the immediate vicinity of a wind turbine?
The overall effect of offshore wind farms on migratory bats will be largest when (1) a large proportion of the migrating bats moves over sea (2), migrating bats exhibit strong attraction to wind turbines, at a relatively large distance, and (3) individuals, displaying intensive flying/ foraging behaviour, spend much time in the vicinity of a wind turbine, thereby running a high risk of collision and/or barotrauma.
Studying bat behaviour therefore should be done at three different spatial scales: on the scale of an larger scale (Lagerveld et al. in prep, Francis et al. 2016 , Janssen et al. 2016 , Kays et al. 2011 , Körner et al. 2010 , Rerucha et al. 2014 , Sjöberg et al. 2015 , Smolinsky et al. 2013 3) Can reliable estimates be obtained of the number of bats which pass through offshore wind farms and over the southern North Sea in general, when behavioural data is combined with bat detector data?
4) Is it possible to estimate the actual number of victims at the southern North Sea?
Eventually, the answers to these questions should -in combination with telemetry research-provide a
clearer picture of what is the overall effect of offshore wind farms on migratory bats over the North Sea.
Aim of this project is to investigate the feasibility of the measurement set-up for the application of behavioural research of bats (and possibly also birds) in the proximity of wind turbines. The measurement setup consists of 12 ultrasonic microphones which are able to detect echolocation calls of bats at different heights and in four wind directions around the turbine mast in combination with a stereo-set of thermal imaging cameras to record the actual bat flight paths.
The results and conclusions of this feasibility study should answer the question of whether it is wise to continue and further develop this type of research in the coming years, and which is the best way to implement this research for migratory bats in the context of the Wozep programme (see section 1.1). 
Assignment

Bat detector
Bats emit high frequency calls for navigation. This echolocation system enables them to orientate and to catch prey in the dark. The frequency of most bat calls is beyond the human hearing but can be recorded by an ultrasonic detector (bat detector). The detection range depends on the environmental conditions, quality and settings of the bat detector and is species-specific. Smaller species like common pipistrelle Pipistrellus pipistrellus and Nathusius' pipistrelle Pipistrellus nathusii are in general recorded within a range of 15-25 m, whereas large bats like common noctule Nyctalus noctula and serotine bat Eptesicus serotinus can sometimes be recorded over 100 meter.
In addition to echolocation calls, bats also use social calls to interact with other individuals. Some species of bat can be diagnostically identified to species level, but it is common that individual bats are identified to genus (e.g. Myotis) or species-group level (e.g. Nycataloid, which includes the genera
Nyctalus, Eptesicus, Vespertilio, Tadarida).
For the acoustic monitoring we used the Avisoft-UltraSoundGate 1216H; an ultrasound recording interface with balanced analog inputs which was connected to a 8 GB, 3.4 GHz PC with Intel I5
processor. We used 12 Electret ultrasound microphones FG-DT50 with a remote-controlled reference signal generator and USB-powered heating. The microphones were embedded in waterproof boxes and For testing the feasibility of automated identification we tested a stratified (per microphone) random sample of 96 recordings which were obtained between 25 August and 8 September. We first identified each recording manually using the identification criteria of Barataud 2016. Then, we tried two different algorithms for the automated identification;
1. Identification by acoustic parameters; bat calls are identified by a user defined value of an acoustic parameter, or a combination of parameters. Table 1 shows the parameter settings we used. 
Stereo configuration
The devised flexible stereo camera configuration can capture the wind turbine rotors and electrical generator from any direction of wind. The stereo setup was developed to record bats at a height of 80 m around the wind turbine (the nacelle height). The rotor is pointed into the wind during production. The position of both cameras depends on the wind turbine orientation because the rotors need to be in sight in the camera images. Therefore a number of wooden poles (see Figure ) had to be drilled into the soil around the wind turbine. The poles are positioned in such a way that the two thermal cameras can be mounted on top of any two poles while the turbine rotors and electrical generator are visible in both camera views (see Figure ) . The footage was collected with three stereo setups:
1.
A vertical view close to the wind turbine where the distance between the two cameras is ± 1-1.5m (see
2.
3. [alternative setup] A horizontal view where the two cameras were placed at ± 80m from the wind turbine with ± 8-9m distance (stereo base) between both cameras (see
8.
9. During the recording nights most bat activity occurred at lower levels and only a few bats were recorded at nacelle height. In order to collect usable data, we therefore used the horizontal setup to collect the data for the reconstruction of the 3D flight paths.
Monitoring effort
The bat detector has been in operation from 25 August until 1 December 2016 between 15:00 -8:00
UTC. The stereo camera-set was tested: In order to get insight in the performance of both systems we compared a flight track as determined by the stereo camera set-up with the acoustic measurements by the bat detector configuration.
The results are visualized by an animation application developed in R.
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Several functional requirements were formulated before the equipment was selected.
1. The immediate surroundings of the wind turbine should be monitored acoustically as completely as possible.
2. The recordings at different locations at/near the wind turbine should be synchronized in time.
3. Weatherproof (storm, rain, frost)
4. No interference with the operating systems of the wind turbine.
5. Remote access to retrieve the monitoring data, monitor the performance of the equipment and adjust the settings if necessary.
6. Suitable for automated identification/classification of bat calls.
Therefore, it is necessary to apply multiple (as many as possible) ultrasonic microphones (requirement 1) which are connected to the same recorder, or apply multiple individual bat detectors which are synchronized in time (requirement 2). The ultrasonic microphones should be built in waterproof boxes as we were not allowed to drill holes in the wind turbine. The microphones should be heated to protect them from frost and for a quick recovery of the microphone sensitivity after rain. In addition, the microphone boxes and cables should be fixed tightly to the wind turbine in case of much wind (requirement 3).
A stand-alone computer should be used to run the software necessary to control the bat detector equipment (requirement 4) in order to avoid interference with the controlling hardware of the wind turbine. The computer should be able to access the detector through a network (requirement 5). The monitoring data should be automatically processed; this means that 'noise' recordings and microphone calibration test signals should be filtered out, and bat calls need to be identified automatically.
As it is technically complicated to synchronize multiple individual bat detectors, the only realistic option is a recorder with multiple channels. Therefore we selected a bat detector from Avisoft Bioacoustics, as this is the only supplier who produces multiple channel bat detectors. In order to maximise the monitoring area around the wind turbine, we chose a 12 channel recorder (the maximum number of channels available). We selected the FG-DT50 ultrasonic microphone, as these are specifically designed for bat monitoring at wind turbines. This type of microphone has a remotecontrolled reference signal generator and USB-powered heating. The microphones were embedded in waterproof boxes and placed in four different directions at three different heights (5, 35 & 65 meter) at the turbine tower. It was not possible to install microphones at the nacelle or in the blades. XLR microphone extension cables and heating wires were used to connect the microphones with the Utrasound gate detector which was placed in the turbine tower with the PC.
Stereo configuration
Camera characteristics
Several camera characteristics are important to collect footage at night and to determine 3D trajectories, these include resolution, frame rate and thermal sensitivity. The frame rate defines the temporal resolution. The higher the frame rate, the more temporal resolution the recordings have. This means that a high frame rate can be used to show detailed and sharp images of moving objects that would otherwise be a blur. High frame rates are typically used for slow motion effects. The best frame rate for this application is determined by the resolution needed for the 3D path.
Thermal sensitivity is the ability of the camera to distinguish objects in a scene with little temperature differences between the objects. This is indicated as NETD: Noise Equivalent Temperature Difference.
NETD changes with the temperature of an object, as the object temperature increases, the NETD decreases (better sensitivity).
The cameras are used in a stereo configuration, hence both the left and the right camera should capture an image at the same time.
We did not select camera's specifically for this study as two AXIS Q1932-E thermal cameras with a resolution of 640x480 and a frame rate of 30 Hz were already available.
Synchronisation
To be able to calculate 3D trajectories using stereovision, the stereo set must be synchronised. The timestamp of the used cameras has a resolution of 1/100 seconds ( Figure 6 ), which is accurate enough to have a unique timestamp in each video frame at the camera's maximum frame rate of 30 frames per seconds. Because the actual time between frames is 0.033 seconds (3.3/100st second) the actual timestamp is rounded to the nearest 1/100st second. area that starts at a greater height.
Figure 7: Camera field of view (FOV) for AXIS Q1932-E camera with 19 mm lens. The cameras base distance is 10m. Stereovision is possible in the dark coloured area. The FOVs of the converging left-sided and right-sided cameras are depicted as red and green lines respectively.
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Figure 8: The cameras field of views (FOVs) with a camera base distance of 50m.
Accuracy (horizontal position)
The accuracy of the localization of an object in a horizontal plane at a certain height is directly related to the camera resolution at the height of the horizontal plane. The resolution is defined by the distance represented by one pixel at a certain height (see Figure ) . Because at larger distances a larger area maps on the same number of pixels the resolution is inverse proportional to the distance. The resolution is furthermore dependent on the opening angle of the camera/lens. Objects in an image can be localized with one pixel accuracy. The accuracy for the Wageningen Marine Research report C026/17 | 21 of 42 localization can be estimated at the distance represented by one pixel at the distance of the object from the camera. This distance can be calculated with Equation 1.
Where: D = distance represented by one pixel = opening angle of the camera/lens P = number of pixels For the AXIS Q1932-E camera (640 pixels, opening angle 32°) the accuracy is plotted in 
Accuracy (distance)
Besides the accuracy of the position in the horizontal plane the accuracy in the Z direction (height) can be calculated. Like the accuracy in the horizontal plane the accuracy in the Z direction depends on the distance from the camera, but is also highly dependent on the distance between the camera's. A larger distance (baseline) between the camera's results in a higher accuracy in the Z direction. The object is projected at a certain position on the sensors of both camera's. The disparity is the distance between two corresponding points in the left and right image of a stereo pair ( Figure ) .
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Figure 11: Layout of the disparity in the stereo image pair.
The distance of an object from the camera's (Z) can be calculated using Equation 2.
Equation 2
Where:
The disparity is a quantized integer value because it is derived from a difference in number of pixels on the left and right camera sensors. To calculate the accuracy in Z direction we assume the disparity will be maximal one pixel off. This leads to Equation 3 for calculation of the accuracy.
Because the accuracy decreases with the distance and is highly dependent on the baseline, the accuracy for several baseline distances is plotted in a graph ( Figure ) .
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Figure 12: On the x-axis the distance in meters versus the vertical accuracy (Z-error) on the y-axis.
Accuracy (timing)
Every frame of the video streams of both camera's has a timestamp. Because the recordings cannot be started on both camera's at the same time, individual frames of both camera's will likely not have the same timestamp. Every 0.033 second a new frame is made by both camera's. The maximal time difference between two best matching frames is 0.02 seconds (0.033/2 rounded up to the next 1/100st seconds). The time difference can be related to an inaccuracy in the calculated 3D position given a certain speed. At a speed of 36 km/h (10 m/s), a distance of 0.2 m is travelled in 0.02 seconds, so the maximum inaccuracy due to timestamp difference is 0.2 m.
Calibration
Intrinsic camera calibration
Due to misalignments of the sensor chip and deformations in the lens, a camera image can have several distortions. We can correct for these distortions with an intrinsic camera calibration.
The first type of distortion is the radial distortion caused by the lens. The correction for this can be captured by the following formulas: Tangential distortion occurs because the image taking lenses are not perfectly parallel to the imaging plane. It can be corrected via the formulas: Both the distortion parameters and the camera matrix, the so-called intrinsic parameters, can be estimated in a camera calibration procedure. This procedure requires a large number of images taken from a calibration pattern at different positions and orientation.
Figure3 shows a few examples. Software has been written to detect the calibration pattern in the images. The image coordinates of the chess-board corners combined with the real-world dimensions of the pattern are used to estimate the intrinsic parameters using the method described in Zhang (1998) . The method estimates the parameters by minimizing the re-projection error. 
Stereo-camera calibration
There are two methods for stereo-camera calibration. The first is the standard calibration technique using reference points with known 3D world coordinates, for instance when using a chess board as mentioned before. The other method does not rely on reference points with known 3D world coordinates, but instead on corresponding points in the left and right images.
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The latter method, which was used by us, is based on epipolar geometry (Hartley & Zisserman 2003) :
for a specific point in one of the stereo images, the corresponding point in the other image can be found somewhere on a line, the epipolar line. The relationship between points in one image and the epipolar lines in the other image is captured in the fundamental matrix, F. This matrix has the following property:
The essential matrix, containing information about the translation and rotation of the second camera with respect to the first, can be calculated from the fundamental matrix and the camera matrices of left and right image:
The transformation, t, and rotation, R, of the right camera with respect to the left can be calculated from the essential matrix with Singular Value Decomposition and the projection matrices of the left and right images can then be calculated as also explained in section 3.2.4.1.
Using these projection matrices for 3D reconstruction will be correct up to a scaling factor, as no information about the 3D position of points is provided. The coordinates will also be with respect to the left camera. If needed, the 3D reconstruction can be put in world coordinates, using a minimum of three 3D reference points.
Tracking moving objects
Typically, an object will be visible in multiple consecutive frames. We therefore need to match the objects in 
The uncertainty is update as: Intuitively, the position of the object is updated with the motion vector and the uncertainty of the estimation grows by applying the motion vector and reduces when a new observation is made.
For tracking the moving objects, we use the Kalman filters to predict the position 1 1
 t x of all objects in the next frame:
This prediction is then compared to the observed object positions in the next frame. As we have n predictions based on the current frame and m observations in the next frame, the question arises which prediction belongs to which observation. This assignment problem is solved using the Hungarian Algorithm (Munkres 1957) . Based on the distances between all predictions and all observations, the algorithm makes an optimal assignment, minimizing the overall distance. If we have two corresponding points in the left and right image, the 3D position of the point can be determined using triangulation based on the position of the points in the images, left  and right X , as well as both projection matrices, left P and
In the current version of the software, the detection of the position of the bats in the images is based on manual input, as the available budget in this phase of the project was not sufficient to develop a fully automatic procedure. Developing such a procedure was more complicated than expected, mainly due to the high amount of insects that are visible in the images, as can be appreciated from Figure. The challenge in the next phase is to automatically match the right trajectory in both video frames. Results
4.1
Bat detector
Performance
The bat detector configuration was installed 25 August 2016. Microphones and cables were attached to the mast with magnets. In addition the microphones at 35 and 65 m were secured with a strap around the mast. Mechanically, it performed well until the end of the monitoring season (1 December 2016).
However, during severe winter storms after that day, two of the lower microphones (which were not secured by straps) and the cables attached ended up a few meters further away on the mast and were turned upside-down. Acoustically the bat detector performed well during the entire monitoring season.
However, on one occasion it was noted that the processing capacity of the PC was not sufficient to cope with a high number of recordings caused by multiple bats flying around the mast.
Number of recordings
A total of 173.496 files were recorded by the bat detector between 25 August and 1 December 2016.
It is estimated that c. 80% of the recordings are bat calls and c 20% concern 'noise' and calibration signals. 75% was recorded by the microphones at a height of 5 m, 17% at 35 m and 8% at 65 m.
Automated classification of calls
Manual identification using the criteria by Barataud (2016) The 96 recordings in the sample contained 1484 individual call elements which were identified automatically by a combination of acoustic properties (table 2) . A total of 67% of the call elements were identified correctly, 22 % inconclusive and 11% incorrect. Inconclusive means in this case not incorrect, e.g. Nathusius' or common pipistrelles which are identified as Pipistrelloid. Subsequently the same recordings were identified automatically by a cross correlation with reference calls (table 3) . 67% of the call elements were identified correctly, 28 % inconclusive and 5% incorrect. 
Comparison of flight path and measured acoustic activity
We visualized the same trajectory as in Figure 16 (right) but also added the measured acoustic activity (Figure 17 ). When the bat approached the wind turbine, its sonar was recorded by three microphones simultaneously and two microphones were triggered when it passed the mast. Then it turned 90 degrees and flew away from the mast, resulting in one microphone receiving the sonar.
Then it turned again 90 degrees and flew back and was detected by two different microphones. It seems that the measured 3 D path matches with the measured acoustic activity (note that bat sonar is very directional and therefore bats can easily be missed when flying away from the microphone even It is not realistic to identify such an amount of recordings manually. Therefore, we investigated the feasibility of two methods for automated classification of bat calls, by acoustic parameters and by cross correlation with reference calls. Both methods resulted in 67% correct identifications, but the latter method performed better with respect to the number of incorrect identifications (5% against 11%). It is likely that the results of both methods can be improved by incorporating more acoustic parameters as classification criteria and adding more reference calls respectively. Further improvements can probably be achieved if a probability is calculated based on the identifications of all individual call elements in one recording.
Stereo configuration
The scope of the conducted feasibility study was to detect bats at a height of 80m around a wind turbine on land with a single stereo setup. From this study can be concluded:
1. The AXIS Q1932-E cameras with a resolution of 640x480 pixels and a 32° opening angle are adequate to collect footage at a height of 40-120m.  The theoretical accuracy to locate an object in the horizontal plane (the x and y coordinates) on 80m is 8.5cm. The horizontal accuracy decreases with increasing camera distance. For instance, for an object which is 250m away from the camera the inaccuracy of the x and y coordinates is less than 27cm (see Figure ) .

The used cameras allow little control of the user with respect to triggering, gain and contrast shutter time. This affects the detectability of bats (and birds), which eventually may result in an underestimate of the number of fatalities. Therefore, the detectability may be improved by using cameras that allow more control.
2. A stereo setup was successfully applied:  The images of both cameras could be synchronized  The intrinsic and extrinsic calibration are feasible  2 D tracks can be detected in the left and the right camera stream  The proof of concept to identify 3D tracks of moving objects is shown in this feasibility study.
However, currently, manual input is needed and a full automatic procedure that selects the appropriate 3D bat tracks (and not the insects and/or clouds) needs to be developed.
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 The estimated 3 D flight path is supported by the acoustic measurements. Because bat detector and stereo camera set are not synchronized, in time we cannot compare the measurements quantitatively yet.
The 3D bat paths give insight in the bat flight behavior around wind turbines and are likely to register collision and possibly even barotrauma events.
With only two cameras available, only a portion of the turbine can be covered. For full coverage of the rotor swept area, multiple cameras are needed. How many cameras are needed depends on: the dimensions of the turbine, the opening angle of the cameras used, the positioning of the cameras, the sensitivity of the camera, distances between the cameras and occlusions (e.g. the mast).
This setup might also be used to detect bird collisions; moderate size birds (black-headed gull
Chroicocephalus ridibundus, waders) and big birds (geese) are clearly visible in the camera footage at night.
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The used stereo configuration and analysis methods are promising, but need further improvement so that reliable 3D paths can be derived automatically. The next step is to build a prototype with multiple stereo cameras (which can cover the entire rotor swept area) on land and prove the feasibility for a configuration on sea and use it for birds as well.
A multichannel bat detector must be used to measure the acoustic activity around the entire wind turbine. The measured acoustic activity can be used to assess the accuracy of the flight paths. They can also be used for species identification and to assess their behaviour, as foraging bats use different acoustic signals than bats passing by.
The algorithms for automated identification need to be developed further, as the best method currently identifies 5% of the call elements incorrect. For practical use we assume that an acceptable error rate should be well below 1%.
The clock of all measurement equipment (cameras, batdetector and on the wind turbine) should be synchronized or connected to a shared network in order to obtain data with correct time stamps.
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