Computational science has seen in the last decades a spectacular rise in the scope, breadth, and depth of its efforts. Notwithstanding this prevalence and impact, it is often still performed using the renaissance model of individual artisans gathered in a workshop, under the guidance of an established practitioner. Great benefits could follow instead from adopting concepts and tools coming from computer science to manage, preserve, and share these computational efforts. We illustrate here our paradigm sustaining such vision, based around the four pillars of Automation, Data, Environment, and Sharing, and discuss its implementation in the open-source AiiDA platform (http://www.aiida.net). The platform is tuned first to the demands of computational materials science: coupling remote management with automatic data generation; ensuring provenance, preservation, and searchability of heterogeneous data through a design based on directed acyclic graphs; encoding complex sequences of low-level codes into scientific workflows and turnkey solutions to boost productivity and ensure reproducibility; and developing an ecosystem that encourages the sharing and dissemination of codes, data, and scientific workflows.
Introduction
The emergence of computational science as a new paradigm straddling experiments and theory requires urgently a complementary effort to develop the concepts and tools to organize research efforts with the ideas and practices of Email addresses: giovanni.pizzi@epfl.ch (Giovanni Pizzi), andrea.cepellotti@epfl.ch (Andrea Cepellotti) 1 These two authors equally contributed to the work.
computer science, and with novel approaches to manage automatic data generation, ensure long-term reproducibility, and encourage dissemination of knowledge encoded in the form of scientific workflows. At the same time, one needs to balance flexibility for heterogeneous tasks and data types with an appropriate learning curve geared towards usability. With these considerations in mind, we developed AiiDA, an Automated Interactive Infrastructure and Database for computational science, targeting first the demands of computational materials science while providing a flexible format to bridge towards different disciplines.
Here, we first describe the general requirements that any such infrastructure should have in order to be an effective environment to create, manage, analyze and share data and simulations -we summarize these in the four pillars of the ADES model (Automation, Data, Environment, and Sharing). We then describe in detail how these requirements are addressed by the current open-source implementation of AiiDA, where the infrastructure provides the user with the ability to interact seamlessly with different remote resources and tools via a customizable plugin interface and a high-level scripting workflow engine for automation of simulations. A central goal of AiiDA is the reproducibility of the calculations and the resulting data chain, achieved by a tight coupling of workflow automation and data storage. Data analysis and querying of heterogeneous results and of the provenance relationships are made possible and effective by a database design based on directed acyclic graphs and targeted towards data management for high-throughput simulations.
We take as a case study computational materials science, given that the accuracy and predictive power of the current "quantum engines" (i.e., computational codes performing quantum-mechanical simulations) has made these widespread in science and technology (as an example, 12 of the top-100 most cited papers in the entire scientific literature worldwide deal with quantum simulations using density-functional theory [1] ), to the point that nowadays they are widely and routinely used in industry and academia to understand, predict, and design the properties and performance of complex or novel materials and devices. With this success come also different physical models, numerical approximations, software codes, and computable properties: all are growing in number, further increasing the complexity and heterogeneity of computations and data types. Besides computational materials science, all computational sciences have seen a rapid increase of data generated and stored, mirroring the increases in available computational power, storage capacity, and the establishment of widespread model of data mining and data searches. There is thus a great demand for consolidating the knowledge and data that are accumulated in the various computational communities, and it is especially important to respond to these three main challenges: automation and data management, reproducibility, and collaboration between users, all critical to accelerate progress.
Focusing thus for the rest of this paper on computational materials science, the first challenge is brought about by the availability of robust codes based on accurate physical models (first and foremost density-functional theory), the emergence of openly sharable materials databases, and the sustained increase in high-performance computational (HPC) capacity, to the point that the model of materials' design and discovery through high-throughput computations has emerged (see Refs. [2, 3, 4] , and Ref. [5] for the literature cited therein). In some realizations of this paradigm many different materials (taken from experimental or computational databases, often populated by structure-prediction methods) and their properties are screened for optimal performance. This type of work requires automation of the computational engines (e.g., via scripting) in order to run thousands of simulations or more. However, practical implementations of flexible and general workflow tools are not only technically challenging but also application-dependent. There is moreover the need to archive calculation results using a format that facilitates analysis of trends and correlations. Depending on the application, the amount of data per computation can be substantial, and when the computations are automated, the amount of data generated is so large that it cannot be managed manually, as it was in single-case studies.
The second challenge is the requirement that in computational science computed results should be reproducible. In most cases this is possible once the code version and the inputs are available. However, typically only partial information is retained by researchers, and even less is provided in published works. We believe that scientific computational papers should strive to be accompanied by all the details that are needed to independently reproduce the data, from initial inputs to final computed properties, whenever publicly-available or opensource software is available (the latter, in itself, an enabler of shared access to resources). Such complete reproducibility has indisputable benefits to validate research and accelerate progress, but is hindered by the high barrier to organize the data and the lack of tools and standards to share them.
The third challenge is that of building a community within and across multiple computational groups to share data and workflows, to collaborate and to cross-validate results. A common suggestion is to create unified central databanks of computed results, where users can contribute their data. This indeed addresses some of the issues, and there have already been several attempts over the last decade to create such repositories [6, 7, 8, 9, 10, 11, 12, 13] . However, these repositories often have the bulk of their contribution coming from the group initiating the database, with data specific for a particular code or application, and an implementation which is capable of attracting wide user contributions faces additional challenges. First, there is not yet a direct benefit or requirement for sharing data in a competitive academic or commercial environment; second, more important, even researchers who are willing to contribute do not have the ability and time to easily collect and manage their own data, convert these to another format, filter and upload them. We believe, therefore, that there is value in the ability to set up and manage local but shareable data repositories driven by the interests of a given group, collaborative network, or project, with the view of making this a diffuse model.
The ADES model for computational science
We summarize the key features that are required from a computational science infrastructure in four pillars, that we termed the ADES model: Automa- Figure 1 : The four pillars of the proposed infrastructure for computational science. At the lower level, an automation framework and an efficient data management solution are needed to abstract away the tasks of organizing the calculations, to persist the data generated and to query them. At the user level, a natural high-level environment allows researchers to analyze the results without the need of technical skills in database management; this is then coupled with a social ecosystem to stimulate the sharing of codes, data and workflows. tion, Data, Environment, and Sharing (see Fig. 1 ). In this section we illustrate each of them and identify the platform requirements that are needed, while in the following sections we discuss how AiiDA addresses these, together with the technical details of the implementation.
The first pillar, Automation, responds to the needs of abstracting away the low-level tasks to prepare, submit, retrieve and store large numbers of calculations, thus streamlining and accelerating the simulation efforts, while making these trackable and reliably coupled to their storage. It can be further subdivided into the following main items:
• Remote management Large computations are typically prepared on a user's workstation and executed on HPC clusters. The different steps of job preparation, submission, status check, and results retrieval are repetitive and can be readily automated, even when using different job schedulers and communication protocols in different computing centers. As these tasks are independent of the specific simulation tools, it is convenient to create an intermediate layer to abstract the remote management tasks into a high-level Application Programming Interface (API). The advantage is twofold: on one side, different communication and scheduler implementations can be supported by plugins, all exposing the same API. On the other hand, it is easier to make a simulation code or workflow more interoperable by making it interact with a standard machine-independent API. Early work in this middleware direction has been done in the Open Grid Forum [14] with, e.g., the DRMAA [15] and the SAGA APIs, and similar efforts have been done by the UNICORE [16] and gc3pie [17] projects. The second advantage of having a uniform interaction layer is the possibility to algorithmically decide at run-time which of the available computational resources to engage for each sub-task of computational workflows, depending on memory/CPU requirements, availability of the resource, required time to solution, or by identifying the least expensive provider (thus even enabling in the future a liquid market of CPU resources).
• Coupling to data We believe that database population and full reproducibility of calculations require a tight coupling of automation and storage. Decoupling these two aspects hinders reproducibility, as it leaves to the researcher the task of manually uploading calculation inputs and outputs to a suitable repository. Such a manual process is error-prone and the resulting repositories risk to be inhomogeneous if the calculations are run and stored in different formats, and incomplete or even incorrect if the user forgets to upload some files or mistakenly uploads mismatched ones. Also, by coupling automation and storage one creates the foundations to have direct pipelines to shared repositories (see later). As the infrastructure is going to create the input files in an automatic fashion using previously stored information, the resulting repository becomes consistent, promoting also reproducibility.
• High-throughput The main advantage of automation is obtained in situations when screening or parameter sweeps are required, involving thousands of calculations or more. Running and managing them one by one is error-prone and often not even feasible. On the other hand, having a high-level automation framework opens the possibility to run multiple calculations simultaneously, analyze and filter the results to then focus only on the most promising candidates. It is also important that the infrastructure be able to deal with possible errors arising during the computations, trying to automatically recognize and remediate these whenever possible.
The second pillar, Data, concerns the management of the data produced by the simulations and covers the following three core areas:
• Storage As discussed before, complete reproducibility of computations requires a tight coupling of automation, provenance, and storage. HPC calculations often produce a large amount of heterogeneous data that falls into two categories. Much of the data is required only temporarily (e.g., for checkpointing) and can be discarded at the end of the simulation, while files containing input parameters and final results need to be automatically and permanently stored for future reference and analysis. By adopting a code-dependent file-storage policy, the platform makes it possible to avoid permanent storage of large temporary files, while safeguarding at the same time the relevant output files in a permanent repository. On the other hand, AiiDA keeps track of the existence of the intermediate temporary checkpoint files, so that the logical flow of calculations is persisted and can always be tracked, even if the intermediate files are not stored permanently. We also note it is essential to store all the information required to reproduce a calculation, including the code that was used to generate the data and its version, together with all the input information and its origins -one could even envision the storage of reference virtual machines for complete numerical reproducibility, or the adoption of more advanced approaches like Docker [18] , that gives the same reproducibility guarantee of a virtual machine with much smaller virtual image sizes and equally easy (if not easier) deployment speeds.
• Database Today's typical computational work environment consists of a multitude of files with often arbitrary directory structures, naming schemes and lacking documentation. In practice, it is hard to understand and use the information produced by another person (and even by the same user after some time). As it will be explained in the later sections, we devised a data model based on directed acyclic graphs where each node represents in a graph database all the elements of a calculation, together with their relationships. By using a relational database as backend, as will be discussed later, data and calculations can be related to each other and grouped into logical sets that the database can operate on. It is important to construct a schema that is able to accommodate a variety of heterogeneous data that different calculations can produce, and most importantly querying of any type of value (numbers, strings, lists, dictionaries, ...) associated to any node. As a consequence, the implementation is not restricted to a specific application, but instead any type of calculation or code can be supported.
• Provenance While reproducibility of each single calculation is important, it is not sufficient to describe completely how a result is obtained from a complex sequence of computational steps. The full provenance of a computational workflow needs to be persisted by recording causal relationships between calculations. One simple prototypical use case is the description of a crystal structure: the final relaxed unit cell and atomic coordinates are of limited use without the information describing how they were obtained. It is important also that the history of the data can be queried, not only for direct relationship, but to recognize if there is a sequence of calculations that connects the data. This requires to traverse the graph, and for higher efficiency we automatically update a transitive-closure table that can be directly queried to discover node connectivity. Some examples may include a search for all structures that were optimized using a specific method, originating from a specific experimental database, or that have been used as inputs to a calculation of a specific property, and for which that property has a value of interest.
While the first two pillars highlighted above describe low-level functionalities, the other two pillars deal with user-oriented features. In particular, the pillar Environment focuses on creating a natural environment for computa-tional science in which researchers can become more productive without advanced technical skills in software development or database management. The Environment pillar involves the following aspects:
• High-level workspace Databases offer many advantages in data-driven computational science, but few scientists are experts in database administration. Therefore, the interface between the user and the database requires careful design: it should be intuitive and the learning curve should be rapid. The infrastructure thus needs an abstraction layer implemented via an Application Programming Interface (API) from a common high-level programming language, such as Python, hiding the intricacies of database management and connections via e.g. SQL queries. Fortunately, numerous mature tools for inserting and retrieving data from databases can be adapted from the domain of internet website development [19, 20, 21] . Second, preparation and processing of large amounts of data requires the use of efficient statistical processing and visualization software. Last, similar results obtained with different codes often have different formats and can be processed with a variety of existing software tools. In order to simplify the computational environment and enable interoperability of production and analysis software, the simulation infrastructure should be modular, so that the user has the ability to easily use existing data processing tools [22, 23] , without having to recreate them. By defining high-level plugin APIs and data standards, the infrastructure will facilitate the use, development and testing of multiple reusable code implementations.
• Scientific workflows To calculate complex properties often several steps are required to be performed using different simulation codes, in addition to the pre-processing and post-processing of data. The number of simulations to run is not necessarily defined from the start. This is the case for instance in a molecular dynamics simulation, or in problems dealing with convergence of a numerical result with respect to the size of the basis set. In all these cases, the benefit of automation is twofold: reduction of time spent in implementing and managing complex chains of computations, and on-the-fly storage of every calculation step and associated data flow for later reference. By storing the data provenance and making it easily accessible from a high-level programming language, the infrastructure provides an automatic documentation of the logic behind the results. We note that various workflow systems [24, 25, 26, 27, 28] provide some of the needed functionality, but are not easily integrated within the ADES pillars discussed. In AiiDA we therefore implement a workflow engine wherein the user defines a dependency relationship between different sub-tasks. The common codebase is provided in an abstract Python class that can be inherited to define any user-specific workflow. The infrastructure then manages such workflows by executing dependent calculations only when their inputs are available from earlier steps. Furthermore, workflows need to be dynamic, i.e., adaptable to cases where the dependency tree is not defined at the start, but depends on the intermediate results, e.g., as in an iterative convergence with an unpredictable number of iterations.
• Data analytics Application-driven research has a strong necessity of using dozens of different tools and approximations. Nevertheless, results obtained with different codes often require the same post-processing or visualization tools, that can therefore be developed once and then reused.
To make this possible, AiiDA stores the results that are valid across different simulation tools (e.g., crystal structures or band structures) in the same format. The infrastructure can then either provide data analytics tools to perform operations on them, or even better it makes the access to the results transparent in (at least) one interchangeable format, so that existing tools for data analytics can be easily interfaced and adopted, irregardless of the specific simulation tool used to generate the data.
The fourth pillar, Sharing, envisions the creation a social ecosystem to foster interaction between scientists, in particular for sharing data, results and scientific workflows. It can be analyzed in the following sub-items:
• Social ecosystem The framework envisioned should be an enabling technology to create a social ecosystem in computational research, to share data, disseminate knowledge, and encourage collaboration thanks to interoperable or code-agnostic computational tools. An important aspect is the model of data ownership. Researchers commonly prefer to keep their data private for various reasons, especially while protecting information in pending patents or preliminary unpublished data. The infrastructure should simultaneously enable privacy but make it easy to share portions of the database or its entirety with selected groups of users during collaborations, to contribute final results to public repositories, or to grant openaccess at anytime to any part of the database. The solution we adopted in AiiDA is to make the infrastructure locally deployable, providing users with the ability to filter, import and export subsets of data, along with all the relevant provenance information. This solution also effectively deals with user-level permissions by allowing local data management and at the same time effortless merging into master repositories. We also envision that, in the future, computational scientific publications will require the release of the data and computation chains via public repositories, which can be fed from local repositories.
A framework that has a standardized plugin interface is fundamental for encouraging the community to collaborate on developing and validating code components that work together, thus avoiding duplication of coding efforts. By this mechanism scientists will be able to engage in social computing and collaborate on problems by contributing their respective coding and scientific expertise in a coherent manner. For instance, plugins can be used to provide specific workflows, to handle new data formats or to interface to different simulation codes. Common plugin repositories can be set up and users can contribute to them, so that other researchers with similar code, data or workflow requirements can easily download and install plugins and submit their modifications to the repository. This is a step toward enabling a different paradigm of computational science, "Computational Science 2.0", parallel to the developments in the internet and mobile App ecosystems.
• Repository pipelines As more repositories emerge, it is important to develop the ability to import or export data directly, either through REST interfaces or via suitably defined protocols. In particular, once an ontology is defined (in the format, for instance, of a CIF dictionary defining the quantities that can be stored in a repository, and the physical units in which the data must be provided), the platform can directly take care of converting all the data and its provenance information in the specified format. The efforts to define an ontology that is valid and complete must be community-driven and ongoing efforts already exist (e.g., the TCOD [29] database). On the other hand, with AiiDA the results of every calculation are persisted in its repository: it is just a matter of defining a suitable exporter once the ontology has been agreed upon, effectively creating a direct pipeline between AiiDA and the external repository. In such a way, contributing to external databases becomes straightforward and AiiDA can hence be seen as a facilitator for the creation of shared repositories of results. In order to encourage the realization of pipelines, we define common importer and exporter base classes (in the aiida.tools package), where a common API is defined. Any repository can be supported by a specific plugin subclass implementation. Moreover, we provide plugins for some common and widespread inorganic materials databases, such as ICSD [30] or COD [31] .
• Standardization In order to have easily interchangeable data, standard formats should be either found and agreed upon in the computational community, and adopted for data sharing, or could emerge from the efforts of early developers or adopters. An example of the former is the CIF format that is nowadays a standard among crystallographers to store and publish crystal structures. We emphasize on the other hand that a unique standard is not strictly required (and often it is also difficult to achieve). What is important is that, at least in a first phase, the data formats used to store the data are well-defined, stable over time and interconvertible. As different communities are working toward the definition of suitable standards, the infrastructure should make it possible to effortlessly import/export data from other common formats, ideally forming in time a hub-and-spoke configuration where each new code has the task to comply to an established format. If a standard is agreed upon, it should be then supported by the infrastructure. We also emphasize here that the infrastructure itself is extremely useful in this context, as it can be used both as an inspiration for the standard definition, and as a testing environment to verify if the standard being developed is general enough to cover all use cases already simulated within the infrastructure.
Automation in AiiDA

The AiiDA infrastructure
The main components of AiiDA and their reciprocal interactions are schematically represented in Fig. 2 . AiiDA provides an intermediate layer between the user and the HPC resources, and the automation is achieved by abstraction: an API is defined and exposed to the user, hiding the inhomogeneities of different supercomputers or data storage solutions. The user interacts with AiiDA in different ways: using the command line tool verdi, via the interactive python shell, or directly through python scripts (more details in Appendix B.2).
The core of the code is represented by the AiiDA API, a set of Python classes that expose to the user an intuitive interface to interact with the main AiiDA objects: calculations and data. The key component of the API is the Object-Relational Mapper (ORM), a layer that maps AiiDA storage objects into python classes. Using the ORM, these objects can be created, modified and queried via a high-level interface which is agnostic of the detailed storage solution or of the SQL query language. The details of the storage, composed of both a relational database and a file repository, are discussed in Sec. 4.
Most components are designed with a plugin architecture (Sec. 5.2). Examples of features that can be extended with new plugins include the support of new simulation codes, management of new data types, and connection to remote computers using different job schedulers.
The AiiDA daemon
The daemon is another important building block of AiiDA: it is a process that runs in the background and handles the interaction with HPC clusters (selecting the appropriate plugins for the communication channels -like SSH -or for the different job schedulers, see Appendix B.1) and takes care of all automation tasks. Once the daemon is started, it runs in the background, so that users can even log out from their accounts without stopping AiiDA. Internally, it uses celery [32] and supervisor [33] to manage asynchronous tasks.
The most important role of the daemon is to manage the life cycle of single calculations. The management operations are implemented in the aiida.execmanager module and consists in three main tasks: submission of a new job to a remote computer, verification of the remote job's scheduler state and retrieval and parsing of the results after a job's completion. These steps are run independently and remote connections are grouped in order to open only one connection per computer even if several calculations are running on the same machine and to avoid the overload of the remote cluster.
The user can follow the evolution of a calculation without connecting directly to the remote machine by checking the state of a calculation, an attribute that is stored in the database and constantly updated by the daemon. In particular, every calculation is initialized in a NEW state. A call to the calc.submit() method brings calc to the TOSUBMIT state. As soon as the daemon discovers a new calculation with this state, it performs all the necessary operations to submit the calculation and then sets the state to WITHSCHEDULER. Periodically, the daemon checks the remote scheduler state of WITHSCHEDULER calculations and, at job completion, the relevant files are automatically retrieved, parsed and saved in the AiiDA storage. Finally, the state of the calculation is set to FINISHED or FAILED, if the parser detects that the calculation did not complete correctly. Beside the aforementioned states, other transition states exist (SUBMITTING, RETRIEVING, PARSING) as well as states to identify failures occurred in specific states (SUBMISSIONFAILED, RETRIEVALFAILED and PARSINGFAILED).
Data in AiiDA: database, storage and provenance
The data model in AiiDA
The core concept of the AiiDA data model, partially inspired by the Open Provenance Model [34] , is that any calculation acts as a function (with the Figure 3 : A simple example of how a calculation, the executable code and input/output data can be represented as nodes in a graph. Labeled links between nodes represent logical relationships: either inputs or outputs. The code in input of a calculation represents the executable that is launched. In this example, a Quantum ESPRESSO code is used to relax a diamond crystal, using further parameters as input nodes (cutoffs, a mesh of k−points, a pseudopotential in UPF format for carbon, . . . ). In output, two nodes are produced: a list of result parameters (e.g., the total energy) and an output relaxed structure. This node can in turn be used as input of new calculations.
meaning this word has in mathematics or in a computer language), performing some manipulation on a set of input data to produce new data as output.
We thus represent each fundamental object, Calculation and Data, as a node in a graph. These nodes can be connected together with directional and labeled links to represent input and output data of a calculation. Direct links between Data nodes are not allowed: any operation (even a simple copy) converting data objects to other data objects is a function and must thus be represented by an intermediate Calculation node. We define for convenience a third fundamental object, the Code, representing the executable file that is run on the HPC resource. Each Calculation has therefore a set of Data nodes and a Code node as input ( Fig. 3 ). As the output Data nodes can in turn be used as input of new calculations, we are effectively modeling a Directed Acyclic Graph (DAG) representing the chain of relationships between the initial data (e.g., a crystal structure from an experimental database) and the final results (e.g., a luminescence spectrum) through all the intermediate steps that are required to obtain the final result: the full provenance information of the data is therefore saved. (The graph is acyclic because links represent a causal connection, and therefore a loop is not allowed.)
The AiiDA database
Given that AiiDA represents data in terms of DAGs, we need to choose an efficient way to save them on disk. The objects we need to store are the nodes and the links between them. Each node needs to contain all the information describing it, such as lists of input flags, sets of parameters, list of coordinates, possibly some files, etc. Therefore, the actual implementation must support the storage of arbitrary lists of files, and of attributes in the form key=value (of different types: strings, numbers, lists, . . . ) associated to each node. One DbNode table contains an entry for each node, with only a limited set of columns such as the ID (or primary key, PK), a string identifying the type of node (Calculation, Data, Code, or a subclass), the creation date, and the owner (a foreign key to the DbUser table) . All other attributes are stored in the DbAttribute table, as described in the text. A third DbLink table stores all the links (each link being identified by the PK of the input and output endpoints, and by a label). Other tables exist in the database (to store computers, authorization information, comments, log messages, groups, ...) typically referencing both to nodes and users (e.g., the comment of a given user on a given node).
simple solution could consist in storing one file per node, containing all node attributes in a suitable format, and then store all the links in another file. However, this storage type is clearly not efficient for querying, because in the absence of a suitable indexing system every search requires disk access to each file. A database, instead, can speed up queries significantly. To have a net benefit however, the database must be suitably configured for the specific type of data and queries that are most likely expected. Moreover, different database solutions exist, each of them tailored to specific types of data.
In this section, we discuss only the details of the storage solution implemented in AiiDA, and we defer to Appendix A.1 a discussion on database types (e.g. SQL vs. NoSQL) and on the reasons for our implementation choices. After benchmarking different solutions, we have chosen to adopt a SQL backend for the AiiDA database. In particular, MySQL [35] and PostgreSQL [36] are fully supported, together with the file-based backend SQLite [37] (even if the latter is not suited for multiple concurrent accesses, and its usage is limited to testing purposes). The database is complemented by a file repository, where arbitrary files and directories can be stored, useful for large amounts of data that do not require direct querying, and is going to be discussed in details later in Sec. 4.4. In our implementation, the three main pieces of information of the DAG (nodes, links, and attributes) are stored in three SQL tables, as shown in Fig. 4 .
DbAttribute
The main table is called DbNode, where each entry represents a node in the database. Only a few static columns are defined: an integer identifier (ID), that is also the Primary Key (PK) of the table; a universally-unique identifier or UUID (see Appendix A.2), a "type" string to identify the type of node (Calculation, Data, Code, or one of their subclasses, see Sec. 5.1). A few more columns exist for "universal" information such as a label, the creation and modification time, and the user who owns the node (a foreign link to the DbUser table, storing user details).
A second table, DbLink, keeps track of all directional links between nodes. Each entry contains the PKs of the input and output nodes of the link, and a text field for the link label, that distinguishes the different inputs to a calculation node (e.g., a crystal structure, a set of parameters, a list of k-points, etc.). For instance, link names used for a Quantum ESPRESSO calculation can be seen in Fig. 3 .
A third table, DbAttribute, is used to store any possible attribute that further characterizes each node. Some examples of attributes could be: an energy value, a string for the chemical symbol of each atom in a crystal structure, a 3 × 3 matrix for the components of the crystal vectors, an integer specifying the number of CPUs that we want to use for a given calculation, . . .
The DbAttribute table is schematically represented in Fig. 5 . Each entry represents one attribute of a node, and for each attribute we store: the PK of the node to which this attribute belongs; the key, i.e. a string defining the name of the property that we want to store (e.g. "energy", "atom symbols", "lattice vectors", "num cpus", . . . ); and the value of the given property. Internally, the table has a more complicated schema allowing for extended flexibility:
• Different primitive data types can be stored (booleans, integers, real values, strings, dates and times, . . . )
• Arbitrary Python dictionaries (sets of key=value pairs) and lists can be stored, and any element of the list or of the dictionary can be directly and efficiently queried (even in case of multiple depth levels: lists of lists, lists of dictionaries, . . . )
The technical description of the EAV table is deferred to Appendix A.1. We emphasize here that by means of this table we achieve both flexibility, by being able to store any type of data as an attribute, and preserving query efficiency, since any element in the database can be queried directly at the database level (making full use of indexes, etc.).
Since the attributes in the DbAttribute table are internal properties of each node, we enforce that attributes cannot be modified after the respective node has been permanently stored (for example, we do not want the number of CPUs of a calculation to be changed after the calculation has been stored and executed). On the other hand, the user will often find it useful to store further custom attributes for later search and filtering (e.g., a tag specifying the type of calculation, the spacegroup of a crystal structure, . . . ). To this aim, we provide a second table (DbExtra) that is in any aspect identical to the DbAttribute table (and therefore it can store the same types of data and has the same query capabilities). The content of the DbExtra table however is not used by AiiDA, but is at complete disposal of the user for storing any custom type of data or metadata and for later querying.
Besides the three tables DbNode, DbLink and DbAttribute that constitute the backbone of the database structure, there are a few other tables that help data management and organization. The most relevant are:
• DbUser contains user information (name, email, institution).
• DbGroup defines groups of nodes to organize and gather together calculations belonging to the same project, pseudopotentials of the same type, etc.
• DbComputer stores the list of remote computational resources that can be used to run the simulations.
• DbAuthInfo stores the authorization information for a given AiiDA user (from the DbUser table) to log in a given computer (from the DbComputer table), like the username on the remote computer, etc.
• DbPath is the transitive closure table, described in 4.3.
• DbWorkflow, DbWorkflowData, DbWorkflowStep are the tables that store workflow-related information. figure) is used both for a total energy calculation (SCF) and for a structural relaxation calculation (Relax). Each calculation has a set of input parameters (orange dots) and of output results (dark green dots). The relaxation calculation also produces another crystal structure, used as input for a new SCF calculation. Moreover, the two structures in the graph are both taken as input from a calculation that computes a suitably-defined "distance" between them.
Graph database: querying the provenance
An example of a simple graph that can be stored in AiiDA is shown in Fig. 6 , where four different calculations have been run with different inputs producing a set of output results, and where some output nodes have been used as input of new calculations. Using the database data model described in the previous section, we can store DAGs with arbitrary queryable attributes associated to each node. However, there is another type of query specific to graph databases that are related to a graph connectivity: i.e., given two nodes, to determine if a path exists connecting them. This is particularly relevant for simulations in Materials Science: typical queries involve searching for crystal structures with specific computed properties, but the number of intermediate steps (i.e., Calculation nodes) between a structure data node and the final result can be large and not even predictable (e.g., if multiple restarts are required, . . . ). This type of searches requires in practice to query the provenance of the data in the database.
Sophisticated and efficient graph traversal techniques have been developed to discover the existence of a path between two nodes, and graph databases (e.g., Neo4j [38]) implement these functions at the database level, however they require the use of custom querying languages. Instead, we address the graph traversal problem within a SQL database by incrementally evaluating a transi-tive closure table (that we called DbPath). This table lists the "paths", i.e., all pair of nodes ("parent" and "child") that are connected together in the graph through a chain of links. The table is automatically updated every time a link is added, updated or removed from the DbLink table, by means of database triggers that have been developed for the three supported backends (SQLite, MySQL and PostgreSQL). The algorithm for the update of the transitive closure table has been inspired by Ref. [39] and is described in detail in Appendix A.4.
Obviously, the DbPath table allows for fast queries on the data "history", at the expense of occupying additional disk space for its storage. The size of the table can in general become very large; however, in Material Science applications, we typically do not have a single dense graph where all nodes are interconnected; rather, one often creates many small graphs of the type of Fig. 6 . This means that the size of the DbPath table will remain roughly linear in the number of nodes in the graph. After benchmarking, we have chosen the solution described above as a good compromise between storage and query efficiency.
Database vs. file repository
In the previous sections we discussed how attributes are stored in the database in order to make queries fast and efficient. This comes at the price of disk space (for additional information like indexes, data types, ...) and of efficiency in regular operations (retrieving a large list from the database is slower than retrieving a file containing the same list). For large matrices, therefore, a threshold exists above which the advantages of faster query speed are not justified anymore. Moreover, the single entries of a large matrix (like the electron charge density discretised on a grid) are often of little interest for direct querying. In such cases it is convenient to store data in a file and rely on the file system for I/O access. This is especially appropriate when the data should be used as an input to another calculation and a fast read access is required.
For these reasons, AiiDA complements the database storage with a file repository (see Fig. 2 ), confined within a folder configured during the setup phase of AiiDA. Every time a new node is created, AiiDA automatically creates a subfolder for the specific node. Any file, if present, associated with the node will be stored therein.
Storing information as files or in the database is left as a choice for the developers of the specific subclass of the Data of Calculation nodes (plugins are discussed in Sec. 5.1). There is however a clear guideline: big files, where single entries do not need to be queried (like big matrices, pseudopotential files, . . . ) should be stored as files; small pieces of information that instead are used in queries should be stored in the database. Some examples of the choices made for some AiiDA Data plugins can be found in Appendix A.3.
The scientific environment in AiiDA
The ORM
AiiDA is written in Python, a powerful object-oriented language. The materials simulation community has been moving towards Python in recent years, due to its simplicity and the large availability of libraries for visualization, text parsing, and scientific data processing. [8, 22, 40] An important component of the AiiDA API is the abstraction layer provided by the Object-Relational Mapper (ORM), which exposes to the user only a very intuitive Python interface to manage the database, hiding the technicalities of SQL. The scripting interface is agnostic to the database implementation details. The user only operates through the attributes and methods provided by the AiiDA ORM API to access or update the corresponding entries in the database tables or repository files. The low-level mapping between the database layer and Python classes is implemented using the Django framework [19], representing each table with a Python class and each table entry by a class instance. AiiDA provides the user with a high-level ORM layer, whose main class (Node) is used to represent any node in the graph. Each instance of the Node class internally uses Django to perform database operations: this approach provides a way to make AiiDA more user-friendly and effective, in particular:
• It provides a direct access to the node attributes, accessible as a Python dictionary by using the node.attrs() method. The method also properly recreates lists and dictionaries that were stored in expanded format at the database level (lists and dictionaries are not natively supported in the chosen databases), as described in Appendix A.1. Similar methods allow the user to read and write user-defined attributes in the DbExtra table.
• It provides direct access to the repository folder containing the files associated to each Node.
• It provides a caching mechanism that allows the user to create and use the Node even before storing it in the database or on the repository folder, by keeping the files in a temporary sandbox folder, and the attributes in memory. This is particularly useful to test the generation of the input files by AiiDA without the need to store test data in the database. Only after the node.store() call, all the data is permanently stored in the AiiDA database and repository and no further modifications are allowed. A similar caching mechanism has also been implemented to keep track of links between nodes before storing.
• It provides an interface for querying nodes with specific attributes or with specific attribute values, or nodes with given inputs or outputs, etc.
• It provides methods (.inp and .out) to get the list of inputs and outputs of a node and similarly the list of all parent and child nodes using the transitive closure table.
The plugin interface
The ORM has been designed with a plugin interface, making AiiDA a versatile framework that can be used with any computational code and any type of data. Indeed, if one has to support a new type of calculation or a new kind of data (e.g. a band structure, a charge density, a set of files, a list of parameters, . . . ), one simply needs to write a Python module file and add it in the appropriate folder; AiiDA automatically detects the new module and uses it.
All different types of nodes are implemented as subclasses of the Node class. At a first subclass level we have the three main node types: Calculation, Code and Data. Each of them is further subclassed by plugins to provide specific functionalities. In particular, instances of Code represent a specific executable file installed on a given machine (in the current implementation, there are no further subclasses). Each subclass of Calculation, instead, supports a new simulation software and contains the code needed to generate the software-specific input files starting from the information stored in the AiiDA database. Moreover, it can also provide a set of software-dependent methods (like calc.restart(), calc.set parent calculation(), . . . ) that make it easier for the user to perform routine operations. Finally, the Data class has a subclass for each different type of data that the user wants to represent. The specific subclass implementation determines the possible user operations on the data, and whether the information is going to be stored in the database as attributes or in the file repository. A description of some of the most relevant subclasses can be found in Appendix A.3.
The plugin interface is not limited to the ORM, and a similar plugin-based approach applies to other AiiDA components, like the connection transport channel and the schedulers (see Appendix B.1).
Scientific workflows
Many tasks in scientific research are quite standard and frequently repeated in research projects. One example is a convergence test of numerical parameters, typically required to obtain a trade-off between accuracy and computational cost. It is particularly fruitful to automate such tasks and to store the results for later systematic analysis or reuse. For example, we implement workflows for Quantum ESPRESSO [41] that change parameters like energy cutoffs and k−point grids for a given structure and set of pseudopotentials, until a convergence threshold is reached.
Another use case arises when a code requires a large amount of time to complete the calculation, but can only run for a few hours before being stopped by the scheduler. In this case, a workflow can be implemented to check the output of each code execution and establish if the calculation has been completed, or a restart needs to be launched. Similarly, there are cases in which a code can fail to converge and there may be standard recipes to fix the problem (e.g., switching to a less efficient but more robust algorithm). Also in this case, a sophisticated workflow can be implemented to recover from failed calculations in an automated fashion.
Other common use cases appear in multi-scale simulations, data-mining analysis, and other situations when results of calculations with one code are used as inputs for different codes, creating multi-step chains. We envision integrating into AiiDA many existing methods (e.g., training interatomic potentials [42] , crystal structure prediction algorithms [43, 44] , . . . ) , so that the researcher can focus on the algorithm of interest and delegate to AiiDA workflows the management of remote computers, the appropriate choice of code-specific parameters, and dealing with code-specific errors or restarts.
AiiDA provides the environment to develop such workflows and standardize them. Indeed, we integrate the possibility to run, store and query workflows directly into AiiDA and, instead of offering a limited number of automation schemes crafted for a specific function (equation of states, phonons, etc...) we provide a generic workflow engine, by which the user can interact with all AiiDA components using full Python scripting capabilities. The rationale of the entire workflow infrastructure is to make efficient, reproducible and scriptable any operation that a user can do in the AiiDA shell. A workflow can be thought as a list of Python and AiiDA commands, split in different steps, connected by dependencies and executed in a specific order. In each step, users can perform any Python operation; furthermore, they can prepare new AiiDA calculations. Instead of manually submitting them, however, calculations are "attached" to the current workflow step. On one hand, this is useful because it leaves the actual submission task to the AiiDA daemon, that will submit the calculation only when all previous steps have completed. On the other hand, it helps ensuring the provenance by explicitly storing the calculations associated to each step.
Considering that workflows can be thought as a peculiar type of calculations (similarly to calculations, they accept input parameters and produce output results), we have also implemented workflow modularity: within each step, the user can not only attach new calculations, but also subworkflows. Modularity is the key to scalability: for instance, in a workflow to calculate the energy of a crystal at different volumes to obtain its equation of state, there will be a step in which the calculations at different volumes are launched. However, it is possible to replace the direct submission of simple calculations by a more sophisticated workflow, that for instance recovers from possible errors and makes sure that the calculation is restarted if convergence is not achieved. The equation of state workflow can in turn become a subworkflow of a more complex workflow, e.g. to compare the bulk modulus of a given material using different pseudopotentials or functionals.
The AiiDA workflow code is provided in a generic Workflow class, that can be inherited to define a specific workflow implementation. Workflow steps are special class methods identified by the @step decorator; calculations and subworkflows attached to the same step are all run simultaneously. In every step method, a call to the self.next() method defines dependencies between steps. This method accepts as a parameter the name of the following step. The name is stored in the database, and the corresponding method is run by the daemon only when all calculations and subworkflows of the current step have completed. Since a step can be called multiple times, and since the next() method can be called in any point of the workflow step, we allow for any complex logic in the dependency between steps. For instance, a step can be iterated until a desired convergence criterion is met, and only then the next() method calls a different step, to continue the workflow execution with new calculations using the converged results.
In analogy with calculations, AiiDA uses states to keep track of the progression of workflows and workflow steps (RUNNING, FINISHED, . . . ). The AiiDA daemon handles all the operations of a workflow (calculation submission, step advancement, script loading, error reporting, . . . ) and the transition between different workflow states.
Querying
A relevant aspect of a high-level scientific environment is the possibility of running queries on the data stored in AiiDA without the need to know a specific (and typically complex) query language. To this aim, we have developed a Python class, called the QueryTool, to specify in a high-level format the query to run. For instance, it is possible to specify a filter on the node type (e.g., to get only crystal structures), to filter by the value of a specific attribute (or any entry in the DbExtra table), for instance to get only crystal structures with a specific spacegroup, or to filter by a specific attribute in one of the linked nodes (e.g., to get structures on which a total-energy calculation was run, and the energy was lower than a given threshold). Queries can also take advantage of the transitive closure table, setting filters on attributes of nodes connected to the one of interest by an unknown number of intermediate links (e.g., if the result of the calculation was obtained after an unknown number of restarts). As an example, a typical complex query that can be run with AiiDA is, for instance: give me all crystal structures containing iron and oxygen and with a cell volume larger than XÅ 3 , that I used as input for a sequence of calculations with codes Y and Z to obtain the phonon band structure, for which the lowest phonon frequency that was obtained is positive, and for which the DFT exchange-correlation functional used was LDA. Other complex queries can be specified using the QueryTool in a format that is easy both to write and to read.
Sharing in AiiDA
The fourth pillar introduced in Sec. 2 aims at enabling a social ecosystem where it becomes easy to share tools and results, such as data, codes, and workflows. In order to preserve the authorship and privacy of the data of each researcher, we implemented a model in which each user or a group of users can install their own local AiiDA instance. All data and calculations are accessible only to people with direct access to the instance and therefore remain private. In order to enable sharing of the database (or parts of it) with collaborators, we provide functionality to export a portion of the database to a file, and then to import it in a different instance of AiiDA. In this way several groups in a collaboration may contribute to a common repository, open to the entire project, while retaining their private portions as needed. This approach simplifies issues of user-and group-level security. To avoid conflicts during this procedure, AiiDA assigns a Universally Unique IDentifier (UUID) to each node as soon as it is locally created (details in Appendix A.2). At import time it is verified whether a node with the same UUID already exists before including its contents in the database.
We envision one ore several centralized repositories to collect results from different groups, and make them available to the public. Researchers will then be able to share results with colleagues by exchanging just the UUID of the nodes stored on the public repository, rather than sending actual scripts or files. In this collaborative environment the adoption of new codes, the comparison of results, and data disclosure and reproducibility become straightforward, realizing the "social ecosystem" discussed in Sec. 2 and facilitating the reusability of data, codes and workflows. We emphasize that only after having a locally deployed automation infrastructure like AiiDA it becomes feasible to populate public repositories efficiently and in a uniform format.
The standardization of the formats produced by different codes is necessary to maximize the effectiveness of data sharing. This task is outside the scope of the AiiDA project, but we encourage existing and future standardization efforts by the developers of the simulation codes. At the same time, within AiiDA we provide a set of "default" plugins for the most common datastructures (crystal structures, paths of k−points in reciprocal space, . . . ), which can be seamlessly reused in different codes. Implemented classes provide importers and exporters from/to common file formats, so that it is possible to exchange the data also with other infrastructures and repositories that use different data formats. We also emphasize that it is possible to write workflows that perform high-level tasks common to a variety of codes, such as structure optimization or molecular dynamics, even before a standardization of data formats takes place.
Examples of applications
In this section, we summarize some examples in the field of materials science in which AiiDA has already been used as the platform for managing simulations.
Verification and validation
Tests for verification and validation purposes can often be automated. One typical example in the field is the test of pseudopotentials for accuracy and transferability. AiiDA workflows can be developed to perform standardized tests with minimal user intervention, as soon as a new pseudopotential file (or family of pseudopotentials) is available. We implemented one workflow using Quantum ESPRESSO performing the Crystalline Monoatomic Solid Test (CMST) with the 15-point protocol described in Ref. [45] and in Appendix C. If a pseudopotential is discovered to be inaccurate, one can easily find and flag all calculations that were performed with it. One can then easily run again all affected calculations with an improved pseudopotential with minimal effort, since each calculation stored in AiiDA is reproducible and the provenance of the data is available.
New functional development
When developing new methods or functionals, one often needs to benchmark multiple versions of a simulation code. It is crucial to record the code performance and the data accuracy, besides the information needed to reproduce results, in order to detect code errors and bypass bottlenecks. Moreover, parametric sweep tests are often performed on a set of training structures to collect statistics for uncertainty quantification analysis and to assess transferability of new methods. As a practical example, AiiDA was used for the development and verification of the Koopmans-compliant functionals by Borghi et al. in Ref. [46] .
High-throughput material screening
Automated workflows are commonly used for high-throughput materials screening, for instance to explore the chemical composition space of a given crystal structure by changing the elements that form the structure. As an example, we are investigating ABO 3 perovskites using automated workflows to calculate finite-temperature properties in the quasi-harmonic approximation, where intermediate steps include calculations of equations of state and phonon spectra at different volumes for every material.
Open repositories
Availability of open repositories is necessary for speeding up scientific discoveries and the development of new materials. The task of uploading calculations to a repository and their reproducibility are made simple by AiiDA, because provenance is captured in the data model. Therefore, it is straightforward to create new cloud-based repositories of results for public access, or to upload the results to existing open databases, like the TCOD [29], for which we develop automated exporters for the computed structures as well as the full tree of calculations that generated them.
Conclusions
In this paper we postulate and discuss the fundamental features required from an infrastructure for computational science, summarized by the four pillars of Automation, Data, Environment and Sharing. We then present the software platform AiiDA (http://www.aiida.net), discussing in detail its implementation and how these requirements are addressed. The core of the platform is represented by the AiiDA API, an abstract layer of Python custom inheritable classes that exposes the user in an intuitive manner to the main AiiDA Calculation, Data and Code objects. Using the ORM, objects can be created, modified and queried via a high-level interface which is agnostic of the detailed storage solution or of the SQL query language. Data, calculations and their results are safeguarded in a tailored storage formed both by repository folders and an SQL database (PostgreSQL, MySQL and SQLite are natively supported) with a schema that supports storage and query of directed acyclic graphs and general attributes (numbers, strings, lists, dictionaries). Heterogeneous data can be accommodated thanks to the use of entity-attribute-value (EAV) tables, and graph traversal is optimized by automatically updating a transitive-closure table that can be directly queried to assess node connectivity. The tight coupling of automation and storage enables data flows to be tracked and safeguarded in such a tailored solution. A flexible workflow engine is made available for the definition and execution of complex sequences of calculations, managed by a daemon, without the need of direct user intervention. Implementation of multiple connection protocols let the software interact with remote computational resources and submit calculations to different job schedulers. A modular plugin design allows for seamless integration of additional connection protocols and schedulers, or the inclusion or extension to different codes and computational solutions. We believe that such platform will be key to enabling researchers to accelerate their process in computational sciences, removing away many of the error-prone details and technicalities of the simulations, while supporting validation, reproducibility, and ultimately an open-access model to computational efforts.
The most widespread databases are of the relational kind, based on the Structured Query Language (SQL). In a SQL database, the information is stored in a set of tables, where each entry is a row of the table, and each column is an entry property. The number and type of columns is predefined in the database schema when the database is created, and is not changed during the database usage. This requirement can be a strong limitation for applications that require a variable set of properties to be stored. This has led to the development of a number of database systems with different underlying models for the data storage; all these solutions fall under the generic name of NoSQL , but many more exist).
The final choice of the backend depends on a tradeoff between usability, storage speed and size, and query efficiency; these aspects in turn strongly depend on the type of stored data and on the typically run queries. After comparing different solutions we decided to use a SQL backend, as discussed in Sec. 4.2, with a suitably designed schema for the attributes tables (DbAttribute and DbExtra) that we describe here.
The two attribute tables (DbAttribute and DbExtra) are modified Entity-Attribute-Value (EAV) tables. Beside the node pk column, pointing to a node in the DbNode table, and the key column to store the name of the attribute, we also have a few columns to store the attribute value. In order to have efficient queries, we decided to have one column for each of the basic datatypes that we want to consider: boolean values, integers, reals, strings and date/times. These five columns are complemented by a datatype column, that can only assume a finite number of values and specifies the type of data stored in the specific entry. With this schema, in exchange of a few bytes of extra information for each attribute, queries become efficient (for instance by indexing the columns we can easily ask the database backend to find all nodes that have a property with, e.g., key="energy", and value ≤ −12.3). Most importantly, we achieved the main goal of being able to store any value in the database in a dynamical way (i.e., we do not have to adapt the schema for each new attribute that we want to store). Beside strings and numbers, we extended the EAV table to store also date/times and the datatype None. An important extension is the implementation of the storage of lists and dictionaries. These two datatypes are common in the description of data inputs or outputs of atomistic simulations (the list of atoms in a crystal structure, the 3 × 3 components of the lattice vectors, . . . ).
One simple solution (implemented in AiiDA, but not used by default) is to serialize any list or dictionary in the widespread JavaScript Object Notation (JSON) format as a string, store the resulting string in the appropriate column of DbAttribute, and set the datatype field to a JSON value. However, the disadvantage of this approach is that it becomes inefficient to look for a specific value inside a list: the values are now stored as strings, and a query that looks for a given value must loop through the whole dataset (a task with O(n) complexity and, moreover, with a quite large prefactor because each string must be deserialized -i.e., the JSON string needs to be decoded). Moreover, date/times are not natively supported by JSON. We instead defined a schema that is able to store lists and dictionaries at any depth (i.e. lists of lists, lists of dictionaries, dictionaries of lists, . . . ). We first add two new datatypes for lists and dictionaries, and we choose a separator symbol that is reserved and cannot be used in key names (in the current implementation, a dot). Then, for a dictionary with name the dict and values {"value1" : 12, "value2" : "a string"} we store three entries in the DbAttribute table: key datatype int value str value the dict dict 2 / the dict.value1 int 12 / the dict.value2 str / "a string"
The entry of type dict is needed to have the possibility to store also empty dictionaries; the integer value is the number of elements in the dictionary, and is useful both for consistency checks and to be able to efficiently filter dictionaries of a given length. The key of the other entries are obtained joining the dictionary name, the separator (a dot) and the key of the item. Lists are stored in a similar way, where value1 and value2 are replaced by the integer positions in the list, and of course the datatype is replaced from dict to list. We emphasize here that this storage model for lists and dictionaries clearly extends naturally to any depth level (that is, in the example above the dict.value2 could in turn be a dictionary, and its values would have entries with key the dict.value2.key1, the dict.value2.key2, etc.) Finally, we note here that while this storage model is efficient for storing and querying small lists, should not be used for large arrays. In this case, a specific class (ArrayData, see Appendix A.3) is available in the AiiDA ORM for storing directly the array on the disk, rather than in the database.
Appendix A.2. UUIDs
Each row in a database needs to be uniquely identified by a PK, that is often an autoincrementing integer ID field. This choice is typically the most efficient, because the PK is used in join queries and indexed integer fields are extremely efficient. Moreover, it is extremely practical to be used to reference nodes (e.g., calculations) for day-to-day usage. However, since the first node created in two different databases will always have PK=1, the second PK=2, and so on, this ID is not unique across different instances of AiiDA (that is, among different research groups). In order to have such an unique identification of nodes without the need of a centralized authority distributing new identifiers, we automatically generate and associate Universally Unique IDentifiers (UUIDs) to each generated node. A UUID, as specified in RFC 4122 by IETF [50], is a 128bit number normally represented as a string of 32 hexadecimal characters divided in five groups of length (8, 4, 4, 4, 12) respectively. An example of a UUID is e3d21365-7c55-4658-a5ae-6122b40ad04d. Thanks to the specifications and the implementation of the UUID algorithms, the probability that two different UUIDs generated in different space and time locations are the same is so low that for any practical application this can be assumed to be zero 2 . Indeed, UUIDs are routinely used in a wide number of computer applications (as the Linux Kernel or in the Microsoft Windows operating system to uniquely address software components, disk partitions, . . . ).
The UUID is also used to create folders associated with a given node or calculation. For instance, within the file repository of AiiDA, the folder name is derived from the UUID of the node. We adopt a two-level sharding scheme, with chunks of length two for the folder name (i.e., if the UUID is 3f7d43b5-11ec-47ae-b68a-037d77be38f5, the folder will be 3f/7d/43b5-11ec-47ae-b68a-037d77be38f5). In this way, in a repository with more than 16 million nodes, there will be (on average) less than 256 items in each folder. This is extremely important because the filesystem performance for most common operations (as finding or listing files) decreases with the number of files stored in the same folder (and this is even more important in distributed filesystems such as the Network File System (NFS), the General Parallel File System (GPFS), . . . ). Similarly, the same sharding scheme is used to create scratch directories on remote computational resources, in which jobs will run.
Appendix A.3. Some data subclasses
We discuss briefly in this section the storage model for some of the most relevant Data subclasses distributed with AiiDA, in particular discussing whether data are stored as database attributes or in the file repository, and what are the most important functionalities provided.
• ArrayData: it is used to store (large) arrays. Each array is stored on disk as a binary, portable, compressed file using the Python numpy module [51] . Some attributes are stored in the DbAttribute table for fast querying (like the array name and its size). Subclasses use the same storage model, but define specific methods to create and read the data (e.g., the KpointsData class has methods to detect a structure cell, build the list of special kpoints in k space and create paths of k-points, suitable for plotting band structures, using for instance the standard paths listed in Ref. [52] ).
• ParameterData: it is used to store the content of a Python dictionary in the database. Each key/value pair is stored as an attribute in the DbAttribute table, and no files are stored in the repository.
• RemoteData: this node represents a "link" to a directory on a remote computer. This is used for instance to save a reference to the scratch folder on the remote computer in which the calculation was run, and acts as a placeholder in the database to keep the full data provenance, for instance if a calculation is restarted using the content of that remote folder. No files are written in the AiiDA repository, but the remote directory absolute path is stored as an attribute.
• FolderData: this node represents a folder with files. At variance with RemoteData, files are stored permanently in the AiiDA repository (e.g., the outputs of a finished calculation retrieved from the remote computer).
• StructureData: this node represents a crystal structure. The 3 × 3 coordinates of the lattice vectors, the list of atoms and their coordinates, and any other information (atomic masses, . . . ) are saved as attributes for easy querying. Methods are provided for standard operations like getting the list of atoms, setting their positions and masses, converting structures to and from other formats (e.g. the Atoms class of the ASE Atomistic Simulation Environment [22] ), obtaining the structure from an external database (like ICSD [30] or COD [31] ), getting the spacegroup using SPGlib [40], etc. For very large structures, a different data model may be more efficient.
aiida.load dbenv() needs to be called at the beginning of the file to instructs Python to properly load the database. Once this call has been made, any class from the aiida package can be loaded and used. Executing the python script through the verdi run command, the AiiDA environment and some default AiiDA classes will be loaded automatically. A third possibility is to use the interactive python shell that can be loaded using the command verdi shell. The shell is based on IPython [59] and has the advantage to automatically load the database environment; at the same time, it already imports by default some of the most useful classes (e.g. Node, Calculation, Data, Group, Computer, . . . ) so that they are directly available to the user. TAB completion is available and very useful to discover methods and attributes. Moreover, the documentation of each class or method (written as Python "docstrings") is directly accessible.
Appendix B.3. Codes and data types supported out of the box
In the first stage of the development of AiiDA, we mainly focused on the infrastructure and its components (scheduler management, database, . . . ) rather than writing a large number of plugins.
However, we already provide with AiiDA fully-functional plugins for the most used codes of the Quantum ESPRESSO package [41] , namely pw.x, ph.x, cp.x, and many of the post-processing tools such as matdyn.x, q2r.x, . . . These plugins expose the full functionality of the respective codes, and moreover include not only the input generation routines, but also output parsers. The type and format of the input nodes required by Quantum ESPRESSO is shown in Fig. 3 and described in details in the code documentation.
Similarly, the user can support new custom tailored data types by defining a new data format. However, to facilitate the standardization of the most common data types, we provide with AiiDA a set of Data subclasses. Some examples (already described in Sec. 5.2) include the StructureData for crystal structures (supporting also non-periodic systems, vacancies and alloys), the KpointsData for paths in k−space, the BandsData for band-structure data, the ArrayData for generic arrays. Moreover, we also provide a specific class to support pseudopotentials in the UPF format, that is the format used by Quantum ESPRESSO. Specific routines allow the user to upload a single pseudopotential, or a family of pseudopotentials into the database. At upload time, the pseudopotentials are parsed to discover to which element they correspond, and an attribute is added for later querying. Moreover, the MD5 checksum of the file is calculated and stored, to avoid to store twice the same pseudopotential in the database. The verdi data upf uploadfamily command can be used to take all UPF files contained in a folder, possibly of the same type (e.g. ultrasoft with PBE functional, . . . ) and group them in a "family". In this way, when running a Quantum ESPRESSO simulation, one can ask AiiDA to simply select the appropriate pseudopotentials from a family, rather than manually selecting the pseudopotentials one by one.
We include support also for other codes, in particular all the codtools [60], a set of tools for processing, filtering and correcting CIF files (the de-facto standard format for crystal structures). Furthermore, a basic support to the GPAW code [61] is provided and, since GPAW runs via the ASE interface [22] , the same plugin can be used to access a large family of simulation codes already supported by ASE, like VASP, ABINIT, Gaussian, . . . The full list can be found on the ASE webpage.
Appendix B.4. Unit testing
To simplify the code maintenance and to guarantee it to be bug-free and fit for use, we implement a comprehensive set of unit tests (using the Python unittest module). These tests cover the different components of AiiDA described in Fig. 2 and verify that the basic functionalities always perform as expected. If, in the development phase, a new bug is introduced, it is extremely easy to track it down and discover in which revision it appeared. Moreover, as soon as a new bug is discovered, a test can be written for it, so that in the future one can make sure that the bug does not reappear again.
Appendix B.5. Documentation
The code is fully documented. Each class, method and function has a Python docstring that describes what the function does, the arguments, the return values and the exceptions raised. These docstrings are accessible via the interactive shell, but are also compiled using the Sphinx [62] documentation engine into a comprehensive set of HTML pages (see Fig. B.7) . Moreover, we also provide in the same format, using Sphinx, a complete user documentation of the different functionalities, supported databases, different classes and codes, together with tutorials covering the installation phase, the launch of calculations and workflows, data analysis, . . . The user guide is also complemented by a developer's guide that documents the API and with tutorials for the development of new plugins. [45] , as implemented in our AiiDA workflow. ∆E f cc indicates the total energy difference between the crystal structure under consideration (BCC or SC) and the FCC structure. Lattice parameters a 0 are inÅ, bulk moduli B 0 in GPa, energy differences in eV.
