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Abstract
The paper concerns the well-posedness problem of an evolutionary weighted p-Laplacian with boundary
degeneracy. Different from the classical theory for linear equations, it is shown that the degenerate portion
of the boundary should be decomposed into two parts: the strongly degenerate boundary on which the
equation exhibits hyperbolic characteristics and the weakly degenerate boundary on which the equation
still exhibits parabolic characteristics. We formulate reasonably the boundary value condition and establish
the existence and uniqueness theorems.
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1. Introduction
In this paper, we investigate the well-posedness problem of the following evolutionary
weighted p-Laplacian with boundary degeneracy
∂u
∂t
− div(a(x)|∇u|p−2∇u)+ bi(x)Diu + c(x, t)u = f (x, t), (x, t) ∈ QT , (1.1)
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is a bounded domain with the appropriately smooth boundary ∂Ω , p > 1, a ∈ C(Ω) and
a(x) > 0 in Ω . In particular, a(x) may be allowed to vanish at some points on ∂Ω . There-
fore, in addition to the possible degeneracy and singularity at the points where |∇u| = 0 like the
p-Laplacian, the equation may be degenerate on the set {x ∈ ∂Ω: a(x) = 0}, a portion of the
boundary ∂Ω .
If p = 2, then Eq. (1.1) reduces to the following linear equation
∂u
∂t
− div(a(x)∇u)+ bi(x)Diu + c(x, t)u = f (x, t), (x, t) ∈ QT , (1.2)
which can be regarded as a typical case of the equations of second order with nonnegative char-
acteristic form, having been deeply investigated by many mathematicians from the fifties of the
last century, see for example the book [16] and the references therein, and [1,3–6,10–13,17,
21]. For Eq. (1.2) with higher smoothness coefficients, say a ∈ W 2,∞(Ω), it were Fichera and
Ole˘inik (see the papers [7,8,14,15] or the book [16]) who showed that on the degenerate boundary
{x ∈ ∂Ω: a(x) = 0}, the boundary value condition should be prescribed completely according to
the corresponding first order equation, that is, the equation does exhibit hyperbolic characteristics
on this portion of the boundary.
In this paper, we study Eq. (1.1) with nonlinear diffusion, which is not only degenerate on
the degenerate boundary {x ∈ ∂Ω: a(x) = 0}, but also degenerate when p > 2 and singular
when 1 < p < 2 at any point where |∇u| = 0 as mentioned above. Furthermore, instead of the
assumption of higher smoothness of coefficients, we only assume a ∈ C(Ω), under which the
degeneracy of a may become much complicated, and thus the solutions may possess more in-
teresting properties. To investigate the problem with boundary degeneracy, the most key and the
most difficult step is how to prescribe and define the boundary value condition reasonably. It
seems that the boundary value condition should be prescribed according to the corresponding
first order equation on the degenerate boundary, as shown in the classical theory by Fichera and
Ole˘inik for the linear equation. However, the fact might not coincide with what we image due to
the weak smoothness of coefficients. In particular, for a typical case of Eq. (1.1) with
a(x) = (dist(x, ∂Ω))α (α > 0)
we have shown in [18,19] that in the case α  p − 1, the first order terms completely determine
which portion of the boundary should be prescribed the boundary value condition and thus the
equation does exhibit hyperbolic characteristics on the boundary. While in the case 0 < α <
p−1, it has been proved that the equation should be supplemented the boundary value condition
on the whole boundary, which indicates that the equation still exhibits parabolic characteristics
although the equation is degenerate on the boundary. Therefore, even for the linear equations,
what we obtained in the present paper reveal an important and special characteristics which
Fichera and Ole˘inik have not noticed and may be regarded as an important complementarity for
the classical theory.
For Eq. (1.1), we prescribe and define the boundary value condition in a quite different way
from the classical theory by Fichera and Ole˘inik due to the nonlinearity and the weak smooth-
ness of coefficients. The above statement shows that the equation degenerating on the boundary
does exhibit hyperbolic characteristics on the degenerate boundary if the degeneracy on this por-
tion is strong, while still exhibits parabolic characteristics if the degeneracy is weak. Therefore,
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ate boundary, the weakly degenerate boundary and the strongly degenerate boundary, by means
of a reasonable integral description. The boundary value condition should be supplemented defi-
nitely on the nondegenerate boundary and the weakly degenerate boundary although the equation
is degenerate on this portion of the degenerate boundary. On the strongly degenerate boundary,
we formulate a new approach to prescribe the boundary value condition rather than define the
Fichera function as treating the linear case. Moreover, we must formulate the boundary value
condition on this strongly degenerate boundary in a much weak sense since the regularity of the
solution is much weak near this boundary. We note that our studies may be generalized to more
general linear and nonlinear differential equations with boundary degeneracy by using the similar
method. In the end, we point out that, after formulating the well-posed problem, it is much inter-
esting to study the behavior and the regularity of solutions near the degenerate boundary. For the
linear case, it has been considered in [17], where we established the optimal Hölder continuity
of solutions near the degenerate boundary. And we will go on the research for the nonlinear case
in the future.
This paper is arranged as follows. In Section 2 we formulate the first initial–boundary value
problem of Eq. (1.1). The main results, namely the existence and uniqueness theorems will be
established in Section 3 subsequently.
2. Formulation of the problem
To prescribe and define the boundary value condition reasonably, we first need to decompose
the boundary into three parts: the nondegenerate boundary Σ3, the weakly degenerate boundary
Σ4 and the strongly degenerate boundary Σ0, namely
Σ3 =
{
x ∈ ∂Ω: a(x) > 0},
Σ4 =
{
x ∈ ∂Ω: a(x) = 0, and there exists r > 0,
such that
∫
Ω∩Br (x)
a−1/(p−1)(y) dy < +∞
}
,
Σ0 = ∂Ω \ (Σ3 ∪ Σ4),
where Br(x) is the ball centered at x and with radius r . Then, for the strongly degenerate bound-
ary Σ0, define
b(x) = bi(x)νi(x), x ∈ ∂Ω,
and denote
Σ0 =
{
x ∈ Σ0: b(x) = 0}, Σ1 = {x ∈ Σ0: b(x) > 0}, Σ2 = {x ∈ Σ0: b(x) < 0},
where 	ν = (ν1, ν2, . . . , νn) is the unit outer normal to ∂Ω . Here and hereafter, repeated indices
denote the summation from 1 to n. The first initial–boundary value problem of Eq. (1.1) is for-
mulated with the boundary and initial value conditions as follows
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u(x,0) = u0(x), x ∈ Ω. (2.2)
Since Eq. (1.1) is with gradient nonlinearity and boundary degeneracy, we study weak solu-
tions defined by integral equalities in a weighted Banach space, namely
Definition 2.1. A function u(x, t) is called a weak solution of Eq. (1.1), if
u ∈ C(0, T ;L2(Ω))∩ L∞(QT ), ∂u
∂t
∈ L2(0, T ;L2loc(Ω))∩ L1(QT ), a|∇u|p ∈ L1(QT ),
and for any function ϕ ∈ C∞0 (QT ), the following integral equality holds
∫∫
QT
(
∂u
∂t
ϕ + a|∇u|p−2∇u · ∇ϕ + biDiuϕ + cuϕ
)
dx dt =
∫∫
QT
f ϕ dx dt. (2.3)
To describe the boundary value condition, we need
Definition 2.2. Denote by B the closure of the set C∞0 (QT ) with respect to the norm
‖u‖B =
∫∫
QT
a(x)
(∣∣u(x, t)∣∣p + ∣∣∇u(x, t)∣∣p)dx dt, u ∈ B.
Proposition 2.1. Assume a(x)|h(x, t)|p ∈ L1(QT ), G ⊂ Ω is a measurable set satisfying∫
G
a−1/(p−1)(x) dx < +∞.
Then for any δ > 0,
∫∫
GT
∣∣h(x, t)∣∣dx dt  δT ∫
G
a−1/(p−1)(x) dx + δ1−p
∫∫
GT
a(x)
∣∣h(x, t)∣∣p dx dt,
where GT = G × (0, T ).
Proof. For any δ > 0,
∫∫
GT
∣∣h(x, t)∣∣dx dt
=
∫∫
1/(p−1)
∣∣h(x, t)∣∣dx dt
{(x,t)∈GT : a (x)|h(x,t)|δ}
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∫∫
{(x,t)∈GT : a1/(p−1)(x)|h(x,t)|>δ}
∣∣h(x, t)∣∣dx dt
 δ
∫∫
GT
a−1/(p−1)(x) dx dt + δ1−p
∫∫
GT
(
a1/(p−1)(x)
∣∣h(x, t)∣∣)p−1∣∣h(x, t)∣∣dx dt
= δT
∫
G
a−1/(p−1)(x) dx + δ1−p
∫∫
GT
a(x)
∣∣h(x, t)∣∣p dx dt.
The proof is complete. 
Corollary 2.1. If u ∈ B, then
u|(Σ3∪Σ4)×(0,T ) = 0
in the trace sense.
Proof. From the definition of B, there exists a sequence {um}∞m=1 ⊂ C∞0 (QT ) such that
lim
m→∞
∫∫
QT
a
(|um − u|p + |∇um − ∇u|p)dx dt = 0.
For any fixed x0 ∈ Σ3 ∪ Σ4, from the definition of Σ3 ∪ Σ4, there exists r > 0 such that∫
{x∈Ω: |x−x0|<r}
a−1/(p−1)(x) dx < +∞.
For any δ > 0, by Proposition 2.1, we have
T∫
0
∫
{x∈Ω: |x−x0|<r}
(|um − u| + |∇um − ∇u|)dx dt
 2δT
∫
{x∈Ω: |x−x0|<r}
a−1/(p−1)(x) dx
+ δ1−p
T∫
0
∫
{x∈Ω: |x−x0|<r}
a(x)
(|um − u|p + |∇um − ∇u|p)dx dt.
Let m → ∞ to take superior limit to get
lim
m→∞
T∫
0
∫
0
(|um − u| + |∇um − ∇u|)dx dt  2δT
∫
0
a−1/(p−1)(x) dx.
{x∈Ω: |x−x |<r} {x∈Ω: |x−x |<r}
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lim
m→∞
T∫
0
∫
{x∈Ω: |x−x0|<r}
(|um − u| + |∇um − ∇u|)dx dt = 0.
This, together with the arbitrariness of x0 ∈ Σ3 ∪ Σ4 and um ∈ C∞0 (QT ), leads to
u|(Σ3∪Σ4)×(0,T ) = 0
in the trace sense. The proof is complete. 
Proposition 2.2. Let G ⊂Rn be a bounded domain with ∅ = ∂Ω ∩ G ⊂ Σ0. Assume there exist
two positive functions β(s), γ (s) ∈ C((0,+∞)) and a constant C > 0 such that
1∫
0
1
β(s)
= +∞, lim
s→0+
γ (s) = 0 (2.4)
and
a1/(p−1)(x) Cβ
(
ρ(x)
)
γ
(
ρ(x)
)
, x ∈ Ω ∩ G, (2.5)
where
ρ(x) = dist(x, ∂Ω), x ∈ Ω.
Then
C∞0 (GT ) ⊂ B
with GT = G× (0, T ).
Proof. From the first equality of (2.4), for any sufficiently small ε > 0, there exists 0 < ε′ < ε
such that
ε∫
ε′
1
β(s)
ds = 1.
Denote
ηε(x) =
⎧⎪⎨
⎪⎩
1, ρ(x) ε,∫ ρ(x)
ε′
1
β(s)
ds, ε′ < ρ(x) < ε,
′
x ∈ Ω.
0, ρ(x) ε .
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uε(x, t) = ηε(x)u(x, t), (x, t) ∈ QT .
Then, from the definition of ηε and (2.5), we see that for sufficiently small ε, uε ∈ B and
∫∫
QT
a
(|uε − u|p + |∇uε − ∇u|p)dx dt
=
∫∫
QT
a(1 − ηε)p|u|p dx dt +
∫∫
QT
a
∣∣(ηε − 1)∇u + u∇ηε∣∣p dx dt

∫∫
QT
a(1 − ηε)p|u|p dx dt + 2p−1
∫∫
QT
a(1 − ηε)p|∇u|p dx dt
+ 2p−1
∫∫
QT
a|u|p|∇ηε|p dx dt
 2p−1T
(‖u‖pL∞(QT ) + ‖∇u‖pL∞(QT ))
∫
Ω
a(1 − ηε)p dx
+ 2p−1T ‖u‖pL∞(QT )
∫
(Ωε′ \Ωε)∩G
a|∇ηε|p dx
 CT
(‖u‖pL∞(QT ) + ‖∇u‖pL∞(QT ))
∫
Ω
a(1 − ηε)p dx
+ CT ‖u‖pL∞(QT )
ε∫
ε′
βp−1(s)γ p−1(s)
(
1
β(s)
)p
ds
 CT
(‖u‖p
L∞(QT ) + ‖∇u‖
p
L∞(QT )
)∫
Ω
a(1 − ηε)p dx + CT ‖u‖pL∞(QT )‖γ ‖
p−1
L∞(ε′,ε)
with C > 0 independent of ε. Letting ε → 0+, we get from the definition of ηε and the second
equality of (2.4) that
lim
ε→0+
∫∫
QT
a
(|uε − u|p + |∇uε − ∇u|p)dx dt = 0.
This implies u ∈ B and completes the proof. 
Remark 2.1. Under the assumption of Proposition 2.2, we see that on ∂Ω ∩ G, there is no trace
for the functions in B.
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ever, Remark 2.1 shows that it fails to describe u|Σ2×(0,T ) = g in the same way. Indeed, the
regularity of solutions of Eq. (1.1) is much weak near Σ2. The boundary value condition on this
part should be described in a much weak integral form. All in all, we give that
Definition 2.3. A function u(x, t) is called a weak solution of the problem (1.1), (2.1), (2.2), if u
is a solution of Eq. (1.1), u− g ∈ B, (2.2) holds in the trace sense, and
ess lim
μ→0+
T∫
0
∫
{x∈∂Ωμ: b(x)<0}
b(u − g)2 dσ dt = 0, (2.6)
where
Ωμ =
{
x ∈ Ω: dist(x, ∂Ω) > μ}
and
b(x) = bi(x)νμi (x), x ∈ ∂Ωμ,
with 	νμ = (νμ1 , νμ2 , . . . , νμn ) the unit outer normal to ∂Ωμ.
Remark 2.2. We note that (2.6) just describes the boundary value condition on the boundary
Σ2 × (0, T ). In fact, the limit is trivially zero near (Σ3 ∪Σ4)× (0, T ) since (u− g) ∈ B implies
(u − g)|(Σ3∪Σ4)×(0,T ) = 0 in the trace sense from Corollary 2.1. On the other hand, the limit is
also trivially zero near (Σ0 ∪ Σ1) × (0, T ) due to b|Σ0∪Σ1  0.
In the present paper, we establish the existence and uniqueness theorems for the problem (1.1),
(2.1), (2.2). And we need the following assumption to overcome some technical difficulty:
(H) for any φ ∈ L∞(QT ) ∩ B, there exists a bounded sequence {φμ} ⊂ C∞0 (QT ) which con-
verges to φ in B as μ → 0+ and satisfies
lim
μ→0+
(‖φμ − φ‖L1(Ωμ×(0,T )) + ∥∥∇(φμ − φ)∥∥L1(Ωμ×(0,T )))= 0 (2.7)
and
T∫
0
∫
Ω\Ωμ
a−1/(p−1)(x)
∣∣φμ(x, t)∣∣p/(p−1) dx dt  C (2.8)
with C > 0 independent of μ.
Remark 2.3. This assumption is not unreasonable. On the one hand, (2.7) and (2.8) are both
trivial in the domain apart from Σ0 × (0, T ) by Proposition 2.1. On the other hand, in the domain
apart from (Σ3 ∪ Σ4) × (0, T ), we may construct the similar cut-off functions as the ones in
Proposition 2.2.
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and nonlinear differential equations with boundary degeneracy. For example, we can establish
the same theory for the equation
∂u
∂t
− Dj
(
gij (x, t)|∇gu|p−2Diu
)+ Difi(x, t, u) + f0(x, t, u) = 0, (x, t) ∈ QT ,
where p > 1, gij (x, t) ∈ C(QT ) and (gij (x, t))n×n is positive definite in QT , and
∣∣∇gu(x, t)∣∣= (gij (x, t)Diu(x, t)Dju(x, t))1/2, (x, t) ∈ QT .
This equation with f0 = f1 = · · · = fn = 0 may be regarded as the p-Laplacian on the Riemann
manifold with degenerate metrics.
3. Existence and uniqueness theorems
In this section, we establish the existence and uniqueness theorems for the problem (1.1),
(2.1), (2.2) under the assumption (H). Let us first consider the existence.
Theorem 3.1. Assume bi ∈ W 1,∞(Ω), c, f ∈ L∞(QT ), g(x, t) is appropriately smooth and
(i) in the case p  2, then ∂c
∂t
,
∂f
∂t
∈ L1(QT ), u0 ∈ L∞(Ω) and a|∇u0|p ∈ L1(Ω);
(ii) in the case 1 < p < 2, then a ∈ W 1,∞loc (Ω) ∩ C(Ω), ∂c∂t , ∂f∂t ∈ L∞(QT ), u0 is appropriately
smooth and div(a|∇u0|p−2∇u0) ∈ L∞(Ω).
Then the first initial–boundary value problem (1.1), (2.1), (2.2) admits at least one weak solution.
Proof. For simplicity, we assume that g = 0. For any 0 < ε < 1, we choose uε,0 ∈ C∞0 (Ω) such
that ‖uε,0‖L∞(Ω) and ‖aε|∇uε,0|p‖L1(Ω) are uniformly bounded, and
uε,0 → u0 in L2(Ω), ∇uε,0 → ∇u0 in Lploc(Ω),
where
aε(x) = a(x) + ε, x ∈ Ω.
Consider the problem
∂uε
∂t
− div(aε(|∇uε|2 + ε)(p−2)/2∇uε)+ biDiuε + cuε = f, (x, t) ∈ QT , (3.1)
uε(x, t) = 0, (x, t) ∈ ∂Ω × (0, T ), (3.2)
uε(x,0) = uε,0(x), x ∈ Ω. (3.3)
According to the classical theory on parabolic equations (see for example [2,9,20]), the problem
(3.1)–(3.3) admits a unique weak solution uε ∈ C(0, T ;L2(Ω))∩Lp(0, T ;W 1,p0 (Ω)) with ∂uε∂t ∈
L2(QT ). Here uε is called a weak solution of the problem (3.1)–(3.3), if
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∫∫
QT
(
∂uε
∂t
ϕ + aε
(|∇uε|2 + ε)(p−2)/2∇uε · ∇ϕ + biDiuεϕ + cuεϕ
)
dx dt
=
∫∫
QT
f ϕ dx dt, ϕ ∈ C∞0 (QT ), (3.4)
and uε satisfies (3.3) in the trace sense.
We do some estimates on uε in the following. Without loss of generality, we assume uε is
the classical solution of the problem (3.1)–(3.3). Otherwise, we may mollify the coefficients of
Eq. (3.1) and consider the classical solutions of the equation with the mollified coefficients.
Firstly, the maximum principle yields
‖uε‖L∞(QT )  C, (3.5)
where C > 0 is a constant independent of ε.
Secondly, choosing ϕ = uε in (3.4) and using the Young inequality, we may get by a standard
procedure (see for example [2,9,20]) that∫∫
QT
aε
(|∇uε|2 + ε)(p−2)/2|∇uε|2 dx dt  C (3.6)
with C > 0 independent of ε. Here we also used the equality∫∫
QT
biDiuεuε dx dt = 12
∫∫
QT
biDi
(
u2ε
)
dx dt = −1
2
∫∫
QT
Dibiu
2
ε dx dt,
which is obtained by integrating by parts.
Thirdly, we distinguish two cases to do the estimates on ∂uε
∂t
, namely
∫∫
QT
ξ
(
∂uε
∂t
)2
dx dt  C (3.7)
and
sup
0<t<T
∫
Ω
∣∣∣∣∂uε∂t
∣∣∣∣dx  C, (3.8)
where ξ ∈ C∞0 (Ω) and C > 0 is a constant independent of ε.
First consider the case p  2. After a standard procedure (see for example [2,9,20]), the
estimate (3.7) follows by choosing ϕ = ξ ∂uε
∂t
in (3.4) and using the Young inequality. To prove
(3.8), let
Hθ(s) =
s∫
hθ (t) dt (θ > 0),0
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{ 2
θ
(1 − |s|
θ
), |s| < θ ,
0, |s| θ .
It is easy to verify that
hθ (s) 0,
∣∣shθ (s)∣∣ 1, ∣∣Hθ(s)∣∣ 1,
lim
θ→0+
Hθ(s) = sgn(s), lim
θ→0+
shθ (s) = 0.
Denote vε = ∂uε∂t . According to (3.1)–(3.3), we see that vε satisfies the equation
∂vε
∂t
− div(aε(|∇uε|2 + ε)(p−2)/2∇vε)
− (p − 2)div(aε(|∇uε|2 + ε)(p−4)/2(∇uε · ∇vε)∇uε)
+ biDivε + cvε + ∂c
∂t
uε = ∂f
∂t
, (x, t) ∈ QT ,
and the boundary and initial value conditions
vε(x, t) = 0, (x, t) ∈ ∂Ω × (0, T ),
vε(x,0) = div
(
aε
(|∇uε,0|2 + ε)(p−2)/2∇uε,0)− biDiuε,0 − cuε,0 + f, x ∈ Ω.
For θ > 0, multiply the above equation by Hθ(vε) and then integrate this over Ω by parts to get
∫
Ω
∂vε
∂t
Hθ (vε) dx +
∫
Ω
aε
(|∇uε|2 + ε)(p−2)/2hθ (vε)∇vε · ∇vε dx
+ (p − 2)
∫
Ω
aε
(|∇uε|2 + ε)(p−4)/2(∇uε · ∇vε)hθ (vε)∇uε · ∇vε dx
−
∫
Ω
DibivεHθ (vε) dx −
∫
Ω
biDivεvεhθ (vε) dx
+
∫
Ω
cvεHθ (vε) dx +
∫
Ω
∂c
∂t
uεHθ (vε) dx =
∫
Ω
∂f
∂t
Hθ (vε) dx.
Hence, for any t ∈ (0, T ),
∂
∂t
∫
Ω
Θθ(vε) dx
= −
∫
aε
(|∇uε|2 + ε)(p−2)/2hθ (vε)|∇vε|2 dxΩ
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∫
Ω
aε
(|∇uε|2 + ε)(p−4)/2hθ (vε)(∇uε · ∇vε)2 dx
+
∫
Ω
DibivεHθ(vε) dx +
∫
Ω
biDivεvεhθ (vε) dx
−
∫
Ω
cvεHθ (vε) dx −
∫
Ω
∂c
∂t
uεHθ (vε) dx +
∫
Ω
∂f
∂t
Hθ (vε) dx

∫
Ω
DibivεHθ (vε) dx +
∫
Ω
biDivεvεhθ (vε) dx
−
∫
Ω
cvεHθ (vε) dx −
∫
Ω
∂c
∂t
uεHθ (vε) dx +
∫
Ω
∂f
∂t
Hθ (vε) dx
 ‖Dibi‖L∞(Ω)
∫
Ω
|vε|dx +
∫
Ω
biDivεvεhθ (vε) dx
+ ‖c‖L∞(QT )
∫
Ω
|vε|dx +
∥∥∥∥∂c∂t
∥∥∥∥
L1(Ω)
‖uε‖L∞(QT ) +
∥∥∥∥∂f∂t
∥∥∥∥
L1(Ω)
,
where
Θθ(s) =
s∫
0
Hθ(σ )dσ.
Letting θ → 0+ yields
∂
∂t
∫
Ω
|vε|dx  C
∫
Ω
|vε|dx + C
∥∥∥∥∂c∂t
∥∥∥∥
L1(Ω)
+
∥∥∥∥∂f∂t
∥∥∥∥
L1(Ω)
, 0 < t < T,
with C > 0 independent of ε. Thus, (3.8) follows by using the Gronwall inequality.
In the case 1 < p < 2, the proof of (3.7) and (3.8) is more simple. In fact, we may
get the L∞(QT ) estimate of ∂uε∂t in this case. From the assumption (ii), we may assume
‖div(aε(|∇uε,0|2 + ε)(p−2)/2∇uε,0)‖L∞(Ω) and ‖∇uε,0‖L∞(Ω) are uniformly bounded. Differ-
entiating both sides of Eq. (3.1) with respect to t , we get that
∂vε
∂t
− aijDij vε + (bi − Djaij )Divε + cvε = ∂f
∂t
− ∂c
∂t
uε, (x, t) ∈ QT ,
where vε = ∂uε∂t ,
aij (x, t) = aε(x)
(∣∣∇uε(x, t)∣∣2 + ε)(p−2)/2
· (δij + (p − 2)(∣∣∇uε(x, t)∣∣2 + ε)−1Diuε(x, t)Djuε(x, t)), (x, t) ∈ QT ,
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{1, if i = j ,
0, if i = j .
It is easy to verify that vε also satisfies the boundary and initial value conditions
vε(x, t) = 0, (x, t) ∈ ∂Ω × (0, T ),
and
vε(x,0) = div
(
aε
(|∇uε,0|2 + ε)(p−2)/2∇uε,0)− biDiuε,0 − cuε,0 + f, x ∈ Ω.
Moreover, for any ξ = (ξ1, ξ2, . . . , ξn) ∈Rn,
(p − 1)A(x, t)|ξ |2  aij (x, t)ξiξj A(x, t)|ξ |2, (x, t) ∈ QT ,
with
A(x, t) = aε(x)
(∣∣∇uε(x, t)∣∣2 + ε)(p−2)/2  εp/2, (x, t) ∈ QT .
Therefore, the maximum principle gives∥∥∥∥∂uε∂t
∥∥∥∥
L∞(QT )
 C
with C > 0 independent of ε. This leads to (3.7) and (3.8) directly.
From the estimates (3.5)–(3.8), there exist a convergent subsequence of {uε} (denoted also
by itself for convenience), a function u and an n-dimensional vector function 	ϑ = (ϑ1, . . . , ϑn),
such that
u ∈ C(0, T ;L2(Ω))∩ L∞(QT ),
∂u
∂t
∈ L2(0, T ;L2loc(Ω))∩ L1(QT ), a−1/p| 	ϑ | ∈ Lp/(p−1)(QT ),
uε → u in L2(QT ), ∇uε ⇀ ∇u in Lploc
(
QT ;Rn
)
,
∂uε
∂t
⇀
∂u
∂t
in L2
(
0, T ;L2loc(Ω)
)
,
aε
(|∇uε|2 + ε)(p−2)/2∇uε ⇀ 	ϑ in Lp/(p−1)(QT ;Rn).
Now we show that u satisfies the integral equality (2.3). Let ε → 0+ in (3.4) to derive∫∫
QT
(
∂u
∂t
ϕ + 	ϑ · ∇ϕ + biDiuϕ + cuϕ
)
dx dt =
∫∫
QT
f ϕ dx dt, ϕ ∈ C∞0 (QT ). (3.9)
Therefore, to obtain (2.3), we need only to prove∫∫
	ϑ · ∇ϕ dx dt =
∫∫
a|∇u|p−2∇u · ∇ϕ dx dt, ϕ ∈ C∞0 (QT ). (3.10)QT QT
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∫∫
QT
ψaε
(|∇uε|2 + ε)(p−2)/2|∇uε|2 dx dt
= 1
2
∫∫
QT
u2ε
∂ψ
∂t
dx dt −
∫∫
QT
aεuε
(|∇uε|2 + ε)(p−2)/2∇uε · ∇ψ dx dt
−
∫∫
QT
(
biDiuεψuε + cψu2ε − fψuε
)
dx dt.
Let v ∈ C(0, T ;L2(Ω)) ∩ L∞(QT ) with a|∇v|p ∈ L1(QT ). It is obvious that∫∫
QT
ψaε
((|∇uε|2 + ε)(p−2)/2∇uε − (|∇v|2 + ε)(p−2)/2∇v) · (∇uε − ∇v)dx dt  0.
Therefore,
1
2
∫∫
QT
u2ε
∂ψ
∂t
dx dt −
∫∫
QT
aεuε
(|∇uε|2 + ε)(p−2)/2∇uε · ∇ψ dx dt
−
∫∫
QT
ψaε
(|∇uε|2 + ε)(p−2)/2∇uε · ∇v dx dt
−
∫∫
QT
ψa
(|∇v|2 + ε)(p−2)/2∇v · (∇uε − ∇v)dx dt
+
∫∫
QT
ψ(a − aε)
(|∇v|2 + ε)(p−2)/2∇v · (∇uε − ∇v)dx dt
−
∫∫
QT
(
biDiuεψuε + cψu2ε − fψuε
)
dx dt  0.
Letting ε → 0+ in the above inequality and noticing that ψ ∈ C∞0 (QT ) and
∣∣∣∣
∫∫
QT
ψ(a − aε)
(|∇v|2 + ε)(p−2)/2∇v · (∇uε − ∇v)dx dt
∣∣∣∣
 sup
(x,t)∈QT
ψ |a − aε|
a
∫∫
QT
a
(|∇v|2 + ε)(p−1)/2|∇uε − ∇v|dx dt,
we arrive at
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2
∫∫
QT
u2
∂ψ
∂t
dx dt −
∫∫
QT
u	ϑ · ∇ψ dx dt −
∫∫
QT
ψ 	ϑ · ∇v dx dt
−
∫∫
QT
ψa|∇v|p−2∇v · (∇u − ∇v)dx dt
−
∫∫
QT
(
biDiuψu+ cψu2 − fψu
)
dx dt  0. (3.11)
On the other hand, choosing ϕ = ψu in (3.9) leads to
∫∫
QT
ψ 	ϑ · ∇udx dt = 1
2
∫∫
QT
u2
∂ψ
∂t
dx dt −
∫∫
QT
u	ϑ · ∇ψ dx dt
−
∫∫
QT
(
biDiuψu+ cψu2 − fψu
)
dx dt. (3.12)
Then, it follows from (3.11) and (3.12) that
∫∫
QT
ψ
(	ϑ − a|∇v|p−2∇v) · (∇u − ∇v)dx dt  0.
Choosing v = u− λϕ with λ > 0 in the above inequality, we get
∫∫
QT
ψ
(	ϑ − a∣∣∇(u − λϕ)∣∣p−2∇(u− λϕ)) · ∇ϕ dx dt  0,
which implies by letting λ → 0+ that
∫∫
QT
ψ
(	ϑ − a|∇u|p−2∇u) · ∇ϕ dx dt  0.
If we choose λ < 0, we achieve the inequality with opposite sign. Thus
∫∫
QT
ψ
(	ϑ − a|∇u|p−2∇u) · ∇ϕ dx dt = 0,
which leads to (3.10) owing to ψ = 1 on suppϕ.
Finally, we prove that u satisfies the boundary and initial value conditions (2.1) and (2.2). It
follows from the definition of u and (3.7) that u ∈ B and u satisfies the initial value condition (2.2)
in the trace sense. Therefore, we need only verify (2.6). Owing to u ∈ L∞(QT ) ∩ B, according
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in B as μ → 0+ and satisfies
lim
μ→0+
(‖uμ − u‖L1(Ωμ×(0,T )) + ∥∥∇(uμ − u)∥∥L1(Ωμ×(0,T )))= 0 (3.13)
and
T∫
0
∫
Ω\Ωμ
a−1/(p−1)(x)
∣∣uμ(x, t)∣∣p/(p−1) dx dt  C (3.14)
with C > 0 independent of μ. Let ξ ∈ C∞(Ω) be a nonnegative function which vanishes near
∂Ω \ Σ2. Choose ϕ = ξuμ in (2.3) to get
∫∫
QT
∂u
∂t
ξuμ dx dt +
∫∫
QT
aξ |∇u|p−2∇u · ∇uμ dx dt +
∫∫
QT
auμ|∇u|p−2∇u · ∇ξ dx dt
+
∫∫
QT
biDiuξuμ dx dt +
∫∫
QT
cuξuμ dx dt =
∫∫
QT
f ξuμ dx dt. (3.15)
Divide
∫∫
QT
biDiuξuμ dx dt into
∫∫
QT
biDiuξuμ dx dt =
T∫
0
∫
Ωμ
biDiuμξuμ dx dt +
T∫
0
∫
Ωμ
biDi(u − uμ)ξuμ dx dt
+
T∫
0
∫
Ω\Ωμ
biDiuξuμ dx dt. (3.16)
Integrating by parts gives
T∫
0
∫
Ωμ
biDiuμξuμ dx dt = 12
T∫
0
∫
Ωμ
biξDi
(
u2μ
)
dx dt
= 1
2
T∫
0
∫
∂Ωμ
biν
μ
i ξu
2
μ dσ dt −
1
2
T∫
0
∫
Ωμ
Di(biξ)u
2
μ dx dt
= 1
2
T∫
0
∫
∂Ω
bξu2μ dσ dt −
1
2
T∫
0
∫
Ω
Di(biξ)u
2
μ dx dtμ μ
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2
T∫
0
∫
{x∈∂Ωμ: b(x)0}
bξu2μ dσ dt +
1
2
T∫
0
∫
{x∈∂Ωμ: b(x)<0}
bξu2μ dσ dt
− 1
2
T∫
0
∫
Ωμ
Di(biξ)u
2
μ dx dt, (3.17)
where 	νμ and b are defined in Definition 2.3. Since ξ vanishes near ∂Ω \ Σ2, (3.13) leads to
ess lim
μ→0+
T∫
0
∫
{x∈∂Ωμ: b(x)0}
bξu2μ dσ dt = ess lim
μ→0+
T∫
0
∫
{x∈∂Ωμ: b(x)0}
bξu2 dσ dt = 0.
Thus, letting μ → 0+ to take inferior limit in (3.17) and using (3.13) yields
ess lim
μ→0+
T∫
0
∫
Ωμ
biDiuμξuμ dx dt
= 1
2
ess lim
μ→0+
T∫
0
∫
{x∈∂Ωμ: b(x)<0}
bξu2 dσ dt − 1
2
∫∫
QT
Di(biξ)u
2 dx dt. (3.18)
For the second term on the right side of (3.16), (3.13) yields
∣∣∣∣∣
T∫
0
∫
Ωμ
biDi(u − uμ)ξuμ dx dt
∣∣∣∣∣
 max
1in
‖bi‖L∞(Ω)‖ξ‖L∞(Ω)‖uμ‖L∞(QT )
T∫
0
∫
Ωμ
∣∣∇(u− uμ)∣∣dx dt
→ 0, as μ → 0+.
Hence
lim
μ→0+
T∫
0
∫
Ωμ
biDi(u − uμ)ξuμ dx dt = 0. (3.19)
On the other hand, from the Hölder inequality and (3.14),
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T∫
0
∫
Ω\Ωμ
biDiuξuμ dx dt
∣∣∣∣∣

T∫
0
∫
Ω\Ωμ
|biDiuξuμ|dx dt
 max
1in
‖bi‖L∞(Ω)‖ξ‖L∞(Ω)
T∫
0
∫
Ω\Ωμ
|∇u||uμ|dx dt
 C
( T∫
0
∫
Ω\Ωμ
a|∇u|p dx dt
)1/p( T∫
0
∫
Ω\Ωμ
a−1/(p−1)|uμ|p/(p−1) dx dt
)1−1/p
 C
( T∫
0
∫
Ω\Ωμ
a|∇u|p dx dt
)1/p
with C > 0 independent of μ. Owing to a|∇u|p ∈ L1(QT ),
lim
μ→0+
T∫
0
∫
Ω\Ωμ
biDiuξuμ dx dt = 0. (3.20)
Letting μ → 0+ to take inferior limit in (3.16) and using (3.18)–(3.20), we get that
ess lim
μ→0+
∫∫
QT
biDiuξuμ dx dt
= 1
2
ess lim
μ→0+
T∫
0
∫
{x∈∂Ωμ: b(x)<0}
bξu2 dσ dt − 1
2
∫∫
QT
Di(biξ)u
2 dx dt. (3.21)
According to the convergence of uμ,
lim
μ→0+
∫∫
QT
∂u
∂t
ξuμ dx dt =
∫∫
QT
∂u
∂t
ξudx dt,
lim
μ→0+
∫∫
QT
aξ |∇u|p−2∇u · ∇uμ dx dt =
∫∫
QT
aξ |∇u|p dx dt,
lim
μ→0+
∫∫
auμ|∇u|p−2∇u · ∇ξ dx dt =
∫∫
au|∇u|p−2∇u · ∇ξ dx dtQT QT
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μ→0+
∫∫
QT
cuξuμ dx dt =
∫∫
QT
cξu2 dx dt, lim
μ→0+
∫∫
QT
f ξuμ dx dt =
∫∫
QT
f ξudx dt.
From these and (3.21), letting μ → 0+ to take inferior limit in (3.15), we get
∫∫
QT
∂u
∂t
ξudx dt +
∫∫
QT
aξ |∇u|p dx dt +
∫∫
QT
au|∇u|p−2∇u · ∇ξ dx dt
+ 1
2
ess lim
μ→0+
T∫
0
∫
{x∈∂Ωμ: b(x)<0}
bξu2 dσ dt − 1
2
∫∫
QT
Di(biξ)u
2 dx dt
+
∫∫
QT
cξu2 dx dt =
∫∫
QT
f ξudx dt. (3.22)
For the problem (3.1)–(3.3), after an approximate procedure, choose ϕ = ξuε in (3.4) to get
∫∫
QT
∂uε
∂t
ξuε dx dt +
∫∫
QT
aεξ
(|∇uε|2 + ε)(p−2)/2|∇uε|2 dx dt
+
∫∫
QT
aεuε
(|∇uε|2 + ε)(p−2)/2∇uε · ∇ξ dx dt
+
∫∫
QT
biDiuεξuε dx dt +
∫∫
QT
cξu2ε dx dt =
∫∫
QT
f ξuε dx dt. (3.23)
Owing to the convergence of uε and ξ  0,
lim
ε→0+
∫∫
QT
∂uε
∂t
ξuε dx dt =
∫∫
QT
∂u
∂t
ξudx dt,
lim
ε→0+
∫∫
QT
aεξ
(|∇uε|2 + ε)(p−2)/2|∇uε|2 dx dt  lim
ε→0+
∫∫
QT
aξ |∇uε|p dx dt 
∫∫
QT
aξ |∇u|p dx dt,
lim
ε→0+
∫∫
QT
aεuε
(|∇uε|2 + ε)(p−2)/2∇uε · ∇ξ dx dt =
∫∫
QT
au|∇u|p−2∇u · ∇ξ dx dt,
lim
ε→0+
∫∫
QT
cξu2ε dx dt =
∫∫
QT
cξu2 dx dt, lim
ε→0+
∫∫
QT
f ξuε dx dt =
∫∫
QT
f ξudx dt.
Integrate by parts to get
∫∫
biDiuεξuε dx dt = 12
∫∫
biξDi
(
u2ε
)
dx dt = −1
2
∫∫
Di(biξ)u
2
ε dx dt,QT QT QT
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lim
ε→0+
∫∫
QT
biDiuεξuε dx dt = −12
∫∫
QT
Di(biξ)u
2 dx dt.
Thus, letting ε → 0+ to take inferior limit in (3.23) leads to∫∫
QT
∂u
∂t
ξudx dt +
∫∫
QT
aξ |∇u|p dx dt +
∫∫
QT
au|∇u|p−2∇u · ∇ξ dx dt
− 1
2
∫∫
QT
Di(biξ)u
2 dx dt +
∫∫
QT
cξu2 dx dt 
∫∫
QT
f ξudx dt. (3.24)
Combining (3.22) and (3.24) yields
ess lim
μ→0+
T∫
0
∫
{x∈∂Ωμ: b(x)<0}
bξu2 dσ dt  0.
Note that the integral in the above inequality is nonnegative owing to ξ  0. Thus
ess lim
μ→0+
T∫
0
∫
{x∈∂Ωμ: b(x)<0}
bξu2 dσ dt = 0
for any nonnegative function ξ ∈ C∞(Ω) vanishing near ∂Ω \ Σ2, which implies (2.6) due to
u|(Σ3∪Σ4)×(0,T ) = 0 and b|Σ0∪Σ1  0. Therefore, u is a weak solution of the problem (1.1), (2.1),
(2.2). The proof is complete. 
Let us consider the uniqueness.
Theorem 3.2. Assume bi ∈ W 1,∞(Ω) and c, f ∈ L∞(QT ). Then the first initial–boundary value
problem (1.1), (2.1), (2.2) admits at most one weak solution.
Proof. Let u and v be two weak solutions of the first initial–boundary value problem (1.1), (2.1),
(2.2) and denote
w(x, t) = u(x, t) − v(x, t), (x, t) ∈ QT .
From the definition of weak solutions (Definition 2.3), we see that for any τ ∈ (0, T ) and any
ϕ ∈ C∞0 (Qτ ), ∫∫
Qτ
∂w
∂t
ϕ dx dt = −
∫∫
Qτ
a
(|∇u|p−2∇u− |∇v|p−2∇v) · ∇ϕ dx dt
−
∫∫
biDiwϕ dx dt −
∫∫
cwϕ dx dt, (3.25)
Qτ Qτ
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w ∈ L∞(QT ) ∩B, ∂w
∂t
∈ L2(0, T ;L2loc(Ω))∩ L1(QT ), (3.26)
ess lim
μ→0+
T∫
0
∫
{x∈∂Ωμ: b(x)<0}
bw2 dσ dt = 0, (3.27)
w(·,0)|Ω = 0 in the trace sense. (3.28)
According to (3.26) and the assumption (H), there exists a bounded sequence {wμ} ⊂ C∞0 (QT )
which converges to w in B as μ → 0+ and satisfies
lim
μ→0+
(‖wμ − w‖L1(Ωμ×(0,T )) + ∥∥∇(wμ − w)∥∥L1(Ωμ×(0,T )))= 0 (3.29)
and
T∫
0
∫
Ω\Ωμ
a−1/(p−1)(x)
∣∣wμ(x, t)∣∣p/(p−1) dx dt  C (3.30)
with C > 0 independent of μ. Take ϕ = wμ in (3.25) to get∫∫
Qτ
wμ
∂w
∂t
dx dt = −
∫∫
Qτ
a
(|∇u|p−2∇u − |∇v|p−2∇v) · ∇wμ dx dt
−
∫∫
Qτ
biDiwwμ dx dt −
∫∫
Qτ
cwwμ dx dt. (3.31)
From the convergence of wμ and (3.29),
lim
μ→0+
∫∫
Qτ
∂w
∂t
wμ dx dt =
∫∫
Qτ
∂w
∂t
w dx dt, (3.32)
lim
μ→0+
∫∫
Qτ
a
(|∇u|p−2∇u − |∇v|p−2∇v) · ∇wμ dx dt
=
∫∫
Qτ
a
(|∇u|p−2∇u− |∇v|p−2∇v) · ∇wdx dt  0, (3.33)
lim
μ→0+
∫∫
Qτ
cwwμ dx dt =
∫∫
Qτ
cw2 dx dt. (3.34)
For the second term on the right side of (3.31), divide it into
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Qτ
biDiwwμ dx dt =
τ∫
0
∫
Ωμ
biDiwμwμ dx dt +
τ∫
0
∫
Ωμ
biDi(w − wμ)wμ dx dt
+
τ∫
0
∫
Ω\Ωμ
biDiwwμ dx dt. (3.35)
We estimate the three terms on the right side of (3.35). Firstly, integrating by parts gives
τ∫
0
∫
Ωμ
biDiwμwμ dx dt = 12
τ∫
0
∫
Ωμ
biDi
(
w2μ
)
dx dt
= 1
2
τ∫
0
∫
∂Ωμ
biν
μ
i w
2
μ dσ dt −
1
2
τ∫
0
∫
Ωμ
Dibiw
2
μ dx dt
= 1
2
τ∫
0
∫
∂Ωμ
bw2μ dσ dt −
1
2
τ∫
0
∫
Ωμ
Dibiw
2
μ dx dt
= 1
2
τ∫
0
∫
{x∈∂Ωμ: b(x)0}
bw2μ dσ dt +
1
2
τ∫
0
∫
{x∈∂Ωμ: b(x)<0}
bw2μ dσ dt
− 1
2
τ∫
0
∫
Ωμ
Dibiw
2
μ dx dt
 1
2
τ∫
0
∫
{x∈∂Ωμ: b(x)<0}
bw2μ dσ dt −
1
2
T∫
0
∫
Ωμ
Dibiw
2
μ dx dt,
where 	νμ and b are defined in Definition 2.3. From (3.29) and (3.27),
ess lim
μ→0+
τ∫
0
∫
Ωμ
biDiwμwμ dx dt
 1
2
ess lim
μ→0+
τ∫
0
∫
{x∈∂Ωμ: b(x)<0}
bw2μ dσ dt −
1
2
lim
μ→0+
τ∫
0
∫
Ωμ
Dibiw
2
μ dx dt
= 1
2
ess lim
μ→0+
τ∫
0
∫
{x∈∂Ωμ: b(x)<0}
bw2 dσ dt − 1
2
∫∫
Qτ
Dibiw
2 dx dt
= −1
2
∫∫
Dibiw
2 dx dt. (3.36)
Qτ
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∣∣∣∣∣
τ∫
0
∫
Ωμ
biDi(w − wμ)wμ dx dt
∣∣∣∣∣
 max
1in
‖bi‖L∞(Ω)‖wμ‖L∞(Qτ )
τ∫
0
∫
Ωμ
∣∣∇(w − wμ)∣∣dx dt
→ 0, as μ → 0+.
Hence
lim
μ→0+
τ∫
0
∫
Ωμ
biDi(w − wμ)wμ dx dt = 0. (3.37)
Thirdly, it follows from the Hölder inequality and (3.30) that
∣∣∣∣∣
τ∫
0
∫
Ω\Ωμ
biDiwwμ dx dt
∣∣∣∣∣
 max
1in
‖bi‖L∞(Ω)
τ∫
0
∫
Ω\Ωμ
|∇w||wμ|dx dt
 C
( τ∫
0
∫
Ω\Ωμ
a|∇w|p dx dt
)1/p( τ∫
0
∫
Ω\Ωμ
a−1/(p−1)|wμ|p/(p−1) dx dt
)1−1/p
 C
( τ∫
0
∫
Ω\Ωμ
a|∇w|p dx dt
)1/p
→ 0, as μ → 0+.
This implies
lim
μ→0+
τ∫
0
∫
Ω\Ωμ
biDiwwμ dx dt = 0. (3.38)
Letting μ → 0+ to take inferior limit in (3.35), from (3.36)–(3.38), we get that
ess lim
μ→0+
∫∫
biDiwwμ dx dt −12
∫∫
Dibiw
2 dx dt. (3.39)
Qτ Qτ
444 J. Yin, C. Wang / J. Differential Equations 237 (2007) 421–445Then, letting μ → 0+ to take superior limit in (3.31) and using (3.32)–(3.34) and (3.39) leads to
∫∫
Qτ
∂w
∂t
w dx dt  1
2
∫∫
Qτ
Dibiw
2 dx dt −
∫∫
Qτ
cw2 dx dt

(
1
2
‖Dibi‖L∞(Ω) + ‖c‖L∞(QT )
)∫∫
Qτ
w2 dx dt. (3.40)
From (3.26) and (3.28),
∫∫
Qτ
∂w
∂t
w dx dt = 1
2
∫∫
Qτ
∂w2
∂t
dx dt = 1
2
∫
Ω
w2(x, τ ) dx. (3.41)
Substitute (3.41) into (3.40) to achieve
∫
Ω
w2(x, τ ) dx 
(‖Dibi‖L∞(Ω) + 2‖c‖L∞(QT ))
τ∫
0
∫
Ω
w2(x, t) dx dt, τ ∈ (0, T ).
From this and (3.28), the Gronwall inequality leads to∫
Ω
w2(x, τ ) dx  0, τ ∈ (0, T ),
which implies that
u(x, t) = v(x, t), a.e. (x, t) ∈ QT .
The proof is complete. 
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