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Abstract
In this paper we start from a basic notion of process, which we
structure into two groupoids, one orthogonal and one symplectic. By
introducing additional structure, we convert these groupoids into or-
thogonal and symplectic Clifford algebras respectively. We show how
the orthogonal Clifford algebra, which include the Schro¨dinger, Pauli
and Dirac formalisms, describe the classical light-cone structure of
space-time, as well as providing a basis for the description of quan-
tum phenomena. By constructing an orthogonal Clifford bundle with
a Dirac connection, we make contact with quantum mechanics through
the Bohm formalism which emerges quite naturally from the connec-
tion, showing that it is a structural feature of the mathematics. We
then generalise the approach to include the symplectic Clifford alge-
bra, which leads us to a non-commutative geometry with projections
onto shadow manifolds. These shadow manifolds are none other than
examples of the phase space constructed by Bohm. We also argue that
this provides us with a mathematical structure that fits the implicate-
explicate order proposed by Bohm.
1 The Algebra of Process.
Traditionally basic theories of quantum phenomena are described in terms
of the dynamical properties of particles-in-interaction, or more basically,
fields-in-interaction built on an a priori given manifold. Special relativity
demands this manifold is a Minkowski space-time, while general relativity
demands a more general manifold with a metric carrying the properties of
the gravitational field. In this paper we explore the possibility of starting
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from a primitive notion of process, in which flux, activity or movement is
taken as basic and from which physical phenomena in general and quantum
phenomena in particular emerge. Indeed we expect the space-time manifold
itself to arise from this basic process.
The problem with the traditional view is that it is mechanistic and reduc-
tionist in spirit and is in stark contrast to the perception and deep insights
of Bohr [1], who has already argued that it is the notion of wholeness that
is essential to our understanding of quantum processes, a notion that he
felt could only be handled mathematically through the abstract quantum
algorithm, together with the principle of complementarity. We will argue
that ideas based on a fundamental notion of process offers an alternative,
more coherent view which will also provide an ontology.
The hope of finding a better understanding of Nature through a process
philosophy is not new. Already Whitehead [2] carries this analysis much fur-
ther and proposes that reality is essentially an organism in which the whole
determines the properties of the parts rather than the parts determining
the whole. Less well known is the work of Bohm [3] who carries these ideas
much further in general terms, as well as attempting to articulate them in a
mathematical form [4] [5]. Apart from the well known conceptual difficulties
presented by the usual approach to quantum phenomena, a strong motiva-
tion and support for these ideas comes from the entangled state phenomenon
known as quantum non-locality. Here the properties of groups of individual
systems cannot be derived from a priori given individual properties, but
inherit properties derived from the whole system, supporting Whitehead’s
use of the term ‘ogranic’.
How then are we to start to build such a theory and develop it into a
sound mathematical structure? I believe that Grassmann [6] and Hamilton
[7] had already begun to show us how this might be achieved in terms of
basic elements that form an algebra. Indeed Grassmann was motivated by a
notion of becoming, a notion that eventually led him to what we now call a
Grassmann algebra. This structure plays an important role in physics today.
However the full possibilities of Grassmann’s ideas have been lost because
the original motivation has been forgotten. With this loss, the exploitation
of this potentially rich structure has been stifled [8] [9].
Grassmann began his discussion by drawing a distinction between form
and magnitude. Today’s physics is all about magnitude, about measured
values in a given form, but for Grassmann it was about exploring and de-
veloping new forms. The notion of form is very broad and more commonly
occurs in ‘thought’ or ‘thought form’ as Grassmann put it [10] Now thought
is about becoming and becoming yields a continuous form. Essentially we
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could ask how one thought becomes another? Is the new thought indepen-
dent of the old or is there some essential dependence? The answer to the
first question is clearly “no”, because the old thought contains the poten-
tiality of the new thought, while the new thought contains a trace of the
old. Hence again as Grassmann puts it “the continuous form is a twofold
act of placement and conjunction, the two are united in a single act and
thus proceed together as an indivisible unit”. Why not a similar idea for the
unfolding of material processes? If we succeed we will have the possibility
of removing the difference between material processes and thought.
Let us try to formalise Grassmann’s ideas and regard T1 and T2 as the
opposite distinguishable poles of an indivisible process. Notice however we
have made a distinction in the overall process as Kauffman [12] would put it.
Making a distinction does not deny the implicit indivisibility of the process,
it simply notes the differences. Therefore let us write the mathematical
expression for this process as [T1T2], the brace emphasising its indivisibility.
We can represent this brace in the form of a diagram (see Figure 1 below.)
T1
T2
Figure 1: One-simplex.
The arrow emphasises that T1 and T2, although distinguishable, cannot
be separated.
When applied to space, we will write [P1P2], where each distinguishable
region of space will be denoted by Pi. Grassmann called this brace an
extensive. Thus we will call quantities like [A,B] extensions. They denote
the activity of one region transforming into another. For more complex
structures, we can generalise these basic processes to those shown in Figure
2.
In this way we have a field of extensives which can be related and or-
ganised into a multiplex of relations of process, activity, movement1. The
sum total of all such relations constitutes what Bohm and I have called the
1The term ‘movement’ is being used, not to describe movements of objects but in a
more general sense, implying more subtle orders of change, development and evolution of
every kind[13].
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Figure 2: One, two and three-simplexes.
holomovement [14]. Thus for Grassmann, space was a particular realisation
of the general notion of process.
Let us now consider the meaning of [P P ] where there is only one region.
This implies that region P is continually transforming into itself. It is a
dynamic entity essentially remaining the same, yet continually transforming
into itself. It is an invariant feature in the total flux. Mathematically it is
an idempotent as [P P ][P P ] = [P P ]. We will see that idempotents play a
central role in our approach.
Notice we are working with quite general notions and anything that re-
mains invariant in a dynamical process can be treated as an idempotent.
Thus an atom is, on one level, an entity, not of ‘rock-like’ existence, but a
process continually transforming into itself. But on another level it is com-
posed of sub-processes, electrons, nucleons, quarks and so on, each of which
can be represented by idempotents. A group of molecules that remain stable
can also be treated as a relative idempotent in a more complex structure of
process. Clearly this can be extended to viruses, animals, plants right up to
human beings and beyond.
At any level the idempotent can be thought of as a ‘point’ which has
structure, but what are the consequences if it is taken to be a point in some
geometry? Here the notion of a point becomes a dynamic entity and not
the changeless entity of classical geometry. The geometry is dynamic. It
is just what we want, for example, in general relativity, showing that there
is no separation between the ‘geometry’ and the ‘matter’ it contains. If
we consider space to be made up of ‘points’ then space itself cannot be a
static receptacle for matter. It is a dynamic, flowing structure of process or
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activity. This is the holomovement. In this sense it has much in common
with the quantum vacuum from which quasi-invariant structures emerge and
into which quasi-invariant structures decay.
Let us now introduce some mathematical structure. Let us assume these
processes form an algebra over the real field2 in the following sense:
• multiplication by a real scalar denotes the strength of the process.
• the process is assumed to be oriented. Thus [P1P2] = −[P2P1].
• next we introduce an inner multiplication defined by
[P1P2] ● [P2P3] = ±[P1P3] (1.1)
This can be regarded as the order of succession. The choice of + or −
will turn out ultimately to do with what is conventionally called the
metric of the space constructed from the processes. We will develop
this idea as we go along.
• to complete the notion of an algebra we need to define a notion of
addition of two processes to produce a new process. A mechanical
analogy, although inadequate in many ways, of this is the motion that
arises when two harmonic oscillations at right angles are combined. It
is well-known that these produce an elliptical motion when the phases
are adjusted appropriately. This addition process can be regarded as
an expression of the order of co-existence completing our Leibnizian
view of process. We will clarify what addition means for the physics
as we go along.
We can show that the product is associative and that the mathematical
structure we have defined is a Brandt groupoid [15], the details of which
will be discussed in subsection 3.1.
We now turn our attention to showing how the symmetries of space-time
are carried by the algebra and, indeed, to show how the points are ordered
into an overall structure. For the sake of simplicity we will consider how we
may order a discrete structure process [16].
2 We assume the real field for convenience and leave open the possibility for a more
fundamental structure.
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2 Some Specific Algebras of Process.
2.1 Quaternions.
Now that we have a definition of a product to denote succession, we can
sharpen up what we mean by a ‘point’. Recall a point is something that
continually turns into itself, so that [P0P0] ● [P0P0] = [P0P0]. Thus [P0P0]
represents the point P0. Thus the ‘point’ is an idempotent as we have dis-
cussed above. It is interesting to note that this general notion of an element
of existence was first introduced by Eddington [17].
We are working in a domain of continuous process or activity. To make
a distinction we must have a form that is stable, and what makes a better
stable process than that process that turns continually into itself. Math-
ematically it is the idempotent, , that continually turns into itself,  = 
hence  . . .  = .
Now let us move on to consider two independent processes [P0P1] and[P0P2]. Suppose we want to turn [P0P1] into [P0P2]. How is this done?
Introduce a process [P1P2], then using the product rule we get[P0P1] ● [P1P2] = [P0P2]
Here we are using the + in the product. In subsection 2.1 will show when it
is appropriate to use the minus. We can also show
[P0P2] ● [P1P2] = −[P0P1][P0P1] ● [P0P2] = −[P1P2][P0P1] ● [P0P1] = −[P0P0] = −[P1P1] = −1[P0P2] ● [P0P2] = −[P0P0] = −[P2P2] = −1
Note we have put [P0P0] = [P1P1] = [P2P2] = 1 because in the algebra, the
point behaves like the identity. Thus there exists three two-sided units in
our algebra. The multiplication table now closes and can be written as
1 [P0P1] [P0P2] [P1P2][P0P1] −1 −[P1P2] [P0P2][P0P2] [P1P2] −1 −[P0P1][P1P2] −[P0P2] [P0P1] −1
This structure is isomorphic to the quaternion algebra C0,2. To show this let
us make the following identification:- [P0P1] = i, [P0P2] = j and [P1P2] = k
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where the {i, j, k} are the quaternions. The multiplication table above then
becomes
1 i j k
i −1 −k j
j k −1 −i
k −j i −1
which should be immediately be recognised as the quaternion algebra.
Rather than use the traditional notation for the quaternions, let us use
the notation that is now standard in Clifford algebra texts such as Lounesto
[18]. Thus we will write [P0P1] = e1, [P0P2] = e2 and [P1P2] = e21. Here
e21 = e2e1. We use this notation from now on.
Having established that the essentials of quaternion Clifford algebra lies
at the heart of our process algebra, let us use its known properties to gen-
erate rotations through the Clifford group. This is achieved by inner auto-
morphism on the elements of the algebra. A typical element of the Clifford
group is given by
g(θ) = cos(θ/2) + e12 sin(θ/2) (2.1)
In the simple structure we are considering here, all elements of the group
are of this form. Then the rotation of any element, A, of the algebra is
produced by
A′ = g(θ)Ag−1(θ) (2.2)
Suppose we choose a specific rotation with θ = pi/2, then we find
g(pi/2) = (1 + e12)/√2; g−1(pi/2) = (1 − e12)/√2
With these two expressions we can show exactly why the rules introduced
above actually work. Take for example A = e1, and put θ = pi/2, then
g(pi/2)e1g−1(pi/2) = e1g−2(pi/2) = −e1e1e2 = e2.
Translating this back into the original notation this gives
[P0P1] ● [P1P2] = [P0P2]
which is where we started.
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Clearly what we have constructed is a method of rotating through right
angles in a plane. However if we allow θ to take continuous values 0 ≥ θ ≥ 2pi,
we can create a continuum of points on a circle, since
e′1 = g(θ)e1g−1(θ) = cos2(θ/2) − sin2(θ/2)e1 + 2 cos(θ/2) sin(θ/2)e2
or
e′1 = cos(θ)e1 + sin(θ)e2
Of course this relation looks very familiar but notice we are approaching
things from a different point of view. We can formalise this by introducing a
mapping from our algebra of process, our Clifford algebra, C0,2 to a Euclidean
vector space V , viz:
η ∶ C → V such that e1 = eˆ1 and e2 = eˆ2
where {eˆ1, eˆ2} is a pair of othonormal basis vectors in V satisfying eˆ2i =
1; (eˆ1.eˆ2) = 0. The inner automorphism in C0,2 then induce rotations in V .
Thus we have reversed the traditional argument of starting from a given
vector space and constructing an algebra. We claim that it is also possible
and, for our purposes, profitable to construct a vector space from the group
of of movements, or processes. This is a more primitive example of the
Gel’fand construction [11]. We suggest that this possibility would be worth
exploring when investigating so called quantum space-times.
So far we have confined our attention to a very simple case where we only
have two degrees of freedom. In section 2.3 we will show how the above rules
can be generalised and applied to three basic movements [P0P1], [P0P2] and[P0P3] to produce the Pauli Clifford, which in turn produces a 3-dimensional
vector space, R3,0. The processes here are all of a polar kind.
Let us now generalise our approach by including processes of a temporal
kind, so that we are led to a Lorentz-type Clifford groups. In the next sub-
section we show exactly how this can be done, again by simply considering
two basic processes [P0P ] and [P0T ], the latter being a temporal process.
2.2 Lorentz Group.
Let us illustrate how to generalise our approach by considering one move-
ment in space and one in time. We will show that this results in the Clifford
algebra C1,1 which will enable us to construct the the mini-Minkowski space
R1,1.
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In this case the basic processes are [P0P ] and [P0T ]. We will follow
Kauffman [12] and call [P0P ] a polar extensive while [P0T ] will be called a
temporal extensive. We now extend the product to
[P0P ] ● [P0P ] = −[P0P ] ● [PP0] = −[P0P0] = −1[P0T ] ● [P0T ] = −[P0T ] ● [TP0] = +[P0P0] = +1
Here we have used the relations [P0P0] = 1; [P P ] = 1 while [T T ] = −1.
The difference in sign between these two terms will ultimately emerge in the
signature of the metric gij when constructed. Thus we have [P P ] = gPP
and [T T ] = gTT .
We then get the multiplication table
1 [P0T ] [P0P ] [P T ][P0T ] 1 [P T ] [P0P ][P0P ] −[P T ] −1 [P0T ][P T ] −[P0P ] −[P0T ] 1
If we identify [P0T ] = e0, [P0P ] = e1 and [P T ] = e10, we see this multipli-
cation table is isomorphic to the multiplication table of the Clifford algebraC1,1.
In this algebra it is of interest to examine the sum, [P0T ] + [P0P ], and
the difference [P0T ] − [P0P ]. Here
[[P0T ] ± [P0P ]] ● [P T ] = −[P0T ] ● [T P ] ± [P0P ] ● [P T ] = [[P0T ] ± [P0P ]]
In other words [[P0T ] ± [P0P ]] transforms into itself. Now writing this in
a more familiar form, we have
[[P0T ] ± [P0P ]] = e0 ± e1 ηÐ→ t ± x
which we should immediately recognise as the light cone co-ordinates used by
Kauffman [12]. In our approach [[P0T ]+[P0P ]] corresponds to a movement
along one light ray, while [[P0T ]− [P0P ]] corresponds to a movement along
a perpendicular light ray as shown in figure 3.
Since we have a movement in time and a movement in space, how then do
we envisage the notion of velocity? In other words can we give a meaning
9
Figure 3: Light Cone Coordinates.
to dividing one vector by another? Suppose we first form the reciprocal
1/[P0T ]. Then clearly
[P0T ]−1 = 1[P0T ] × [P0T ][P0T ] = [P0T ][P0T ] × 1[P0T ] = [P0T ]
But leaves us with a problem. Do we write for the velocity
[P0P ] ● [P0T ]−1 = −[P T ] or [P0T ]−1 ● [P0P ] = [P T ]?
The conventional approach through the Clifford algebra identifies the posi-
tive direction of the velocity with α1 = γ01 in the case of the Dirac theory. In
our simple Clifford algebra C1,1, the equivalent to α1 is e01 = [P0P ]●[P0T ]−1.
We then identify e01 with the positive direction of the velocity
3. With this
identification we can write an element of the Clifford group as
g±(λ) = cosh(λ/2) ± e01 sinh(λ/2)
where λ, the rapidity is given by tanh(λ) = v/c. In terms of these transfor-
mations it is easily shown that
e′0 + e′1 = g(e0 + e1)g−1 = k−1(e0 + e1)
and
e′0 − e′1 = g(e0 − e1)g−1 = k(e0 − e1)
3Note this immediately gives us an explanation as to why we identify α0i with the
velocity in the Dirac theory.
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where k = √1+v1−v . Since we can write
e0
ηÐ→ t and e1 ηÐ→ x
we see that
t′ + x′ = k−1(t + x) and t′ − x′ = k(t − x)
This is just the defining expression for the k-calculus from which Kauffman
[12] extracts all the transformations required for special relativity. This
result also holds when C1,1 is generalised to C1,3. Thus we provide an al-
ternative but complementary approach to the Kauffman approach. We will
discuss Kauffman’s approach to special relativity a little further later in the
paper.
2.3 The Pauli Clifford
Let us now move onto generating the Pauli Clifford. As we have already
remarked we need three basic polar extensives [P0P1], [P0P2], [P0P3]. We
require these to describe three independent movements. We also require
three movements, one to take us from [P0P1] to [P0P2], another to take
form [P0P1] to [P0P3] and a third to take us from [P0P2] to [P0P3]. Call
these movements [P1P2], [P1P3] and [P2P3].
If we are to construct the Pauli algebra we need to assume the following
relations,
[P0P0] = 1; [P1P1] = [P2P2] = [P3P3] = −1
We should notice the change in sign in this case. This is to take account of
the different metric we are choosing and because of that we need to ensure[P0P1] ● [P0P1] = [P0P2] ● [P0P2] = [P0P3] ● [P0P3] = 1. At this stage the
notation is looking a bit clumsy so it will be simplified by writing the six
basic movements as [a], [b], [c], [ab], [ac], [bc].
We now use the order of succession to establish
[aa] = [bb] = [cc] = 1[ab] ● [bc] = [ac][ac] ● [cb] = [ab][ba] ● [ac] = [bc]
where the rule for the product is self evident. There exist in the algebra,
three two-sided units, [aa], [bb], and [cc]. For simplicity we will replace
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these elements by the unit element 1. This can be justified by the following
results [aa] ● [ab] = [ab]; [ba] ● [aa] = [ba]; [bb] ● [ba] = [ba], etc.
Now
[ab] ● [ab] = −[ab] ● [ba] = [aa] = −1[ac] ● [ac] = −[ac] ● [ca] = [cc] = −1[bc] ● [bc] = −[bc] ● [cb] = [bb] = −1
There is the possibility of forming [abc]. This gives
[abc] ● [abc] = −[abc] ● [acb] = [abc] ● [cab] = −[ab] ● [ab] = −1[abc] ● [cb] = −[ab] ● [b] = [a], etc.
In the last expression we need to know that [P0Pi] ● [PjPk] = [PjPk] ●[P0Pi] ∀ i ≠ j ≠ k. Thus the algebra closes on itself. If we now change the
notation to bring it in line with standard Clifford variables we have
[P0Pi] = ei; [PiPj] = eji; [abc] = −e123
then it is straight forward to show that the algebra is isomorphic to the Clif-
ford algebra R3,0 which we was called the Pauli-Clifford algebra in Frescura
and Hiley (1980).
The significance of this algebra is that it carries the rotational symme-
tries of a three-dimensional Euclidean space. The movements [ab], [ac] and[bc] generate the Lie algebra of SO(3), the group of rotations in three-space,
but because we have constructed a Clifford algebra, the rotations are carried
by inner automorphisms of the type shown in equation (2.2). A typical form
of g(θ) is shown in equation (2.1). In the three dimensional case we use the
bivectors [ab] = e21, [ac] = e31 and [bc] = e32 to define three infinitesimal
rotations about the three independent axes.
We can extend the method we have outlined above to generate the
Dirac Clifford algebra and the conformal Clifford algebra which contains
the twistor originally introduced by Penrose [19]. We will not discuss these
structures in this paper.
In summary then we have shown, or rather sketched out how to gen-
erate the Clifford algebras from a primitive notion of process or activity.
A more rigorous mathematical approach to these topics will be found in
Griffor [23]. The algebras we have discussed in this paper so far only use
orthogonal groups and so we have, in effect, developed a directional calculus.
What is missing from our discussion so far is the translation symmetry. The
generalisation to include translations will be discussed later
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3 Connections with Other Mathematical Approaches.
3.1 Formal Mathematical Structure
We have already indicated that we have identified the structure we are ex-
ploring as a Brandt groupoid [15] but we don’t have to return to this early
work to get a formal understanding of this structure. Ronnie Brown [24]
has an excellent review of this structure which we will briefly explain here.
A groupoid G is a small category in which every morphism is an isomor-
phism. This category comprises a set of morphisms, together with a set of
objects or points, Ob(G). We also have a pair of functions s, t ∶ G→ Ob(G),
together with a function i ∶ Ob(G) → G such that si = ti = 1. The functions
s, t are called the source and target maps respectively.
The elements of process that we have been using can easily be connected
with this language. Consider a general movement aj . We can identify saj
as P0 and taj as Pj , then[P0Pj] ⇒ aj ∶ saj → taj
If we have a pair of movements a and b then we can compose these move-
ments if ta = sb. Thus[sa aÐ→ ta][sb bÐ→ tb] = [sa abÐ→ tb] iff ta = sb.
It is not difficult to show that this product is associative. Thus the mathe-
matical structure we considered in the last section can be formally identified
with a groupoid.
It should be noted that our approach is also related to the approach of
Abramski and Coecke [25] who apply category theory to quantum mechanics,
again attempting to build a process view of quantum phenomena. It would
be interesting to compare the two approaches in detail but such a comparison
will not be attempted in this paper.
3.2 Comparison with Kauffman’s Calculus of Distinctions.
In the earlier sections of this paper, we have referred to the work of Kauff-
man [12] [22] [29] which provides us with a calculus of distinctions, or as it
is sometimes called the iterant algebra. Kauffman also introduces a binary
symbol [A,B] which he motivates in the following way. He wants to start
with a basic idea from which all further discussions follow. Start with an
undifferentiated two-dimensional canvas. Then make a distinction by defin-
ing a boundary, dividing the canvas into two regions marking the ‘inside’ A
and the ‘outside’ B symbolizing this distinction by [A,B].
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How is this distinction related to the basic movement that we have used
earlier? To bring out this similarity, we can also write this as A = B. Here
we use X to denote Spencer Brown’s ‘cross’ indicating we must cross the
boundary. Kauffman [12] uses this analogy to argue that not only do we
make a distinction but we must act out the distinction by actually cross-
ing the boundary. Crossing the boundary enables us to discuss change, to
discuss movement, to discuss process.
Now in order to structure these movements, Kauffman introduces a mul-
tiplication rule
[A,B] ∗ [C,D] ∶= [AC,BD] (3.1)
Furthermore he assumes that AC = CA and BD = DB, i.e. they are com-
mutative products. In this case, suppose we take B = C then
[A,B] ∗ [B,C] = [AB,BC] = B[A,C]
Then if we put B = ±1 we obtain the same product rule that we introduced
earlier in this paper. Thus we see that our algebra is a special case of that
introduced by Kauffman.
The sum that Kauffman introduces is also a generalisation of the sum
we introduce. He defines
[A,B] + [C,D] ∶= [A +C,B +D]
In Kauffman [22] the k-calculus is set up by directly considering [t+ x] and[t − x] but it is difficult to understand how ‘marks’ A and B become co-
ordinates. In section 2.1 above we have a clearer way of showing how the
co-ordinates arise since we have a well defined mapping, η, taking us from
the Clifford algebra, Cn,m, to an underlying vector space Vn,m. Once again
notice the order, Cn,m is primary, Vn,m is derived.
3.3 Some Deeper Relations between our Approach and that
of the Calculus of Distinction.
Let us go deeper into the relation between the general structure of Clifford
algebras and its relationship to the Kauffman calculus [12]. However we first
want to point out that Scho¨nberg [27] and Fernandes [28] have shown us
how to build any orthogonal Clifford algebra from a pair of dual Grassmann
algebras whose generators satisfy the relationship
[ai, a†j]+ = gij [ai, aj]+ = 0 = [a†i , a†j]+ (3.2)
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These will be recognised as vector fermionic ‘annihilation’ and ‘creation’
operators4. Notice these are vector operators and not the spinor operators
used in particle physics. Using these we find
σx = a + a† and σz = a − a† (3.3)
Now Kauffman [12] introduces an operation p that destroys the inside
but leaves the outside alone. This can be written as
p ∗ [A,B] = [0,B]. (3.4)
One way to do this is to let p = [0,1] and use the product ∗ defined in
equation (3.1). Then clearly equation (3.4) will follow. Kauffman develops
these ideas and shows
σx ∗ [A,B] = [B,A] and σz ∗ [A,B] = [A,−B] (3.5)
Now let us ask what our operators a and a† produce when we operate on[A,B]. It is straightforward to show
a ∗ [A,B] = [B,0] and a† ∗ [A,B] = [0,A] (3.6)
Thus we see that here the annihilation operator a destroys the inside and
puts the outside inside. On the other hand the creation operator a† destroys
the outside and puts the inside outside!
We can actually carry this further and ask what action the algebraic
spinors (minimal left ideals) have on [A,B]. It is not difficult to show that
in this case we have two algebraic spinors given by
ψL1 = aa† + a† and ψL2 = a†a + a. (3.7)
Now let us ask what happens when we use these spinors to produce a change
in [A,B]. What is this change? Again the answer is easy because
ψL1 ∗ [A,B] = (aa† + a†) ∗ [A,B] = [A,A] (3.8)
ψL2 ∗ [A,B] = (a†a + a) ∗ [A,B] = [B,B] (3.9)
This means that one type of spinor, ψL1 , destroys the outside and puts a
copy of the inside outside, while the other spinor, ψL2 , destroys the inside
and puts a copy of the outside inside! In other words these operators remove
4This suggests that these operators could be used to describe the creation and annihi-
lations of extensions.
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the original distinction, but in different ways. More importantly from the
point of view that we are exploring here is that we see how the algebraic
spinor itself is active in producing a specific change in the overall process.
Physicists treat these two spinors, ΨL1 and ΨL2 as equivalent and map
them onto an external spinor space, the Hilbert space of ordinary spinors ψ.
In other words this single spinor, ψ, is an equivalence class of the algebraic
spinor when it is projected onto a Hilbert space (see Bratteli and Robinson
[30]). The projection means that we have lost the possibility of exploiting
the additional dynamical structure offered by the algebraic spinors.
Notice that these spinors are themselves part of the algebra. The whole
thrust of our argument is that we must exploit the properties of the algebra
and not confine ourselves to an external Hilbert space. When we do this we
can continue with our idea that the elements of our algebra describe activity
or process even in the quantum domain.
Let us take this whole discussion a little further. Consider the following
relationship
a ∗ [A,0] = [0,0] (3.10)
This should be compared with the physicist’s definition of a vacuum state,
a∣0⟩ = a ⇓= 0 (3.11)
where we have introduced the notation used by Finkelstein [31]. Thus equa-
tion (3.11) shows that [A,0] acts like the vacuum state in physics.
Furthermore a†∗[0,B] = [0,0] should be compared with a† ⇑= 0. Finkel-
stein calls, ⇑, the plenum. Thus we see that [0,B] acts like the plenum. Thus
we see that here the vacuum state is not empty. Internally it has content
but externally it is empty. For the plenum, it is the other way round, so
unlike Parmenides we can have ‘movement’ from outside to inside! We can
take this a bit further by recalling that we can write the projector onto the
vacuum as V = ∣0⟩⟨0∣, then we have aV = 0. If the projector onto the plenum
is P = ∣∞⟩⟨∞∣, we find a†P = 0. It is interesting to note that these relations
are central to the approach of Scho¨nberg [27].
3.4 Extensions and the Incident Algebra of Raptis and Za-
patrin.
All of the above discussion suggests that we could write [A,B] as ∣A⟩⟨B∣. It
should be noticed that this is only a symbolic change and the bra/ket should
not be identified with vectors in an external vector space. Nevertheless by
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making this identification we can bring out the relationship of our work to
that of Zapatrin [32] and of Raptis and Zapatrin [26] who developed an
approach through what they called the incident algebra. In this structure
the product rule is written in the form
∣A⟩⟨B∣ ⋅ ∣C⟩⟨D∣ = ∣A⟩⟨B∣C⟩⟨D∣ = δBC ∣A⟩⟨D∣
Again this multiplication rule is essentially rule (1.1), the order of suc-
cession above. But there is a major difference. When B ≠ C the product
equals zero, whereas we leave it undefined at this level. So tempting as it
seems we must not identify their ∣A⟩⟨B∣ with our use of the same symbols.
Nevertheless a good notation can take us to places where we did not expect
to go as we will see!
4 Some Radical New Ideas.
4.1 Intersection of the Past with the Future.
We now want to look more deeply into the structure based on relationships
like [P1P2] by, as it were, ‘getting inside’ the connection between P1 and P2.
Remember we are focusing on process or movement and we are symbolising
the notion of becoming by [P1P2]. Ultimately we want to think of these
relationships as an ordered structure defining what we have previously called
‘pre-space’ (see Bohm [3] and Hiley [33]). In other words, these relationships
are not to be thought of as occurring in space-time, but rather the properties
of space-time are to be abstracted from this pre-space. We have already
suggested how we can achieve this through the mapping η ∶ C → V but much
more work has to be done. Let us go more slowly.
Conventionally physical processes are always assumed to unfold in space-
time, and furthermore, time evolution is always assumed to be from point to
point. In other words, physics always tries to talk about time-development at
an instant. Any change always involves the limiting process lim∆t→0(∆x)/(∆t).
However before taking the limit we were taking points in the past (x1, t1)
and relating them to a points in the future (x2, t2), that is we are relating
what was to what will be. But we try to hide the significance of that by
going to the limit t2 − t1 → 0 when we interpret the change to take place at
an instant, t. Yet curiously the instant is a set of measure zero sandwiched
between the infinity of that which has passed and the infinity of that which
is not yet. This is fine for evolution of point-like entities but not for the
evolution of structures.
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At this point I wish to recall Feynman’s classic paper where he sets out
his thinking that led to his ‘sum over paths’ approach [34]. There he starts
by dividing space-time into two regions R′ and R′′. R′ consists of a region
of space occupied by the wave function before time t′, while R′′ is the region
occupied by the wave function after time t′′, i.e t′ < t′′. Then he suggested
that we should regard the wave function in region R′ as contain information
coming from the ‘past’, while the conjugate wave function in the region R′′
represents information coming from the ‘future’5. The possible ‘present’ is
then the intersection between the two, which is simply represented by the
transition probability amplitude ⟨ψ(R′′)∣ψ(R′)⟩. But what I want to discuss
here is ∣ψ(R′)⟩⟨ψ(R′′)∣. This is where all the action is!
Before taking up this point I would like to call attention to a similar
notion introduced by Stuart Kauffman [35] in his discussion of biological
evolution. Here the discussion is about the evolution of structure. He talks
about the evolution of biological structures from their present form into the
‘adjacent possible’. This means that only certain forms can develop out of
the past. Thus not only does the future form contain a trace of the past, but
it is also constrained by what is ‘immediately’ possible, its potentialities. So
any development is governed by the tension between the persistence of the
past, and an anticipation of the future.
What I would now like to do is to build this notion into a dynamics.
Somehow we have to relate the past to the possible futures, not in a com-
pletely deterministic way, but in a way that constrains the possible future
development. My basic notion is that physical processes involve an extended
structure in both space and time. I have elsewhere called this structure a
‘moment’ [36]. In spatial terms, it is fundamentally non-local in space, how-
ever it is also ‘non-local’ in time. I see this more in terms of a-local concepts,
with locality yet to be defined. It is a kind of ‘extension in time’ or a ‘duron’,
an idea that has a resonance with what Grassmann was trying to do as we
outlined earlier. This extension in time may seem too extreme but remember
quantum theory must accommodate the energy-time uncertainty principle.
This implies that a process with a given sharp energy cannot be described as
unfolding at an instant of time except, perhaps, in some approximation. The
notion of a moment captures the essential ambiguity implicit in quantum
theory.
The idea of process that we introduced in section 2 is naturally suited
to describing this notion of a moment. All we need to do is to regard the
5This is essentially the same idea that led to the notion of the anti-particle ‘going
backward in time’, but at this stage we are not considering anti-matter.
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two aspects of [P1P2] as functions of two times so that we can write this
bracket in the form [A(t1),B(t2)] and show that, as Feynman [34] actually
demonstrates for the Schro¨dinger case, we capture the usual equations of
motion in the limit t1 → t2.
4.2 A Change in Notation.
In section 3.3 we have already shown that if write ∣0⟩⟨0∣ for [0,0] we have
the possibility of a ready made link between our notation and the bra-ket
notation of Dirac. In fact Dirac in his work on spinors [37] has already
suggested that we can factorise an element of the Clifford algebra into a
pair ∣A⟩ and ⟨B∣. He shows that this ket is, in fact, a spinor, while the bra
is a dual spinor.
Let us therefore follow Dirac and replace [P1, P2] by ∣P1⟩⟨P2∣6. In section
2.1 we introduced the Clifford group without any justification in terms of the
ideas we were developing. Rather we called on our prior knowledge of the
structure of Clifford algebras to introduce the idea. However we can justify
choice once we have assumed that the basic process can be factorised. Now
we can argue that under a rotation, we have the transformations∣P ′⟩ = R∣P ⟩ and ⟨P ′∣ = ⟨P ∣R−1
This gives us the added advantage of showing immediately that ⟨P ∣P ⟩ is
rotationally invariant.
This also helps us the understand Kauffman’s [22] [38] notation when he
writes the Lorentz transformation in the formL[A,B] = [k−1A,kB]
where k = √1+v1−v is a function of the relative velocity. First we consider a
boost in the x-direction, g(v), and writeL[A,B] = g(v)∣A⟩⟨B∣g−1(v) (4.1)
which does not in general reduce to Kauffman’s expression. However if we
form
e′0 + e′1 = g(v)(∣P0⟩(⟨T ∣ + ⟨P ∣))g−1(v) = k−1(∣P0⟩(⟨T ∣ + ⟨P ∣)) = k−1(e0 + e1)
and similarly
e′0 − e′1 = g(v)(∣P0⟩(⟨T ∣ − ⟨P ∣))g−1(v) = k(∣P0⟩(⟨T ∣ − ⟨P ∣)) = k(e0 − e1)
6 ∣P1⟩ and ⟨P2∣ are not to be taken as elements in a Hilbert space and its dual.
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We arrive at Kauffman’s result provided we write A = ∣P0⟩⟨T ∣ + ∣P0⟩⟨P ∣ and
B = ∣P0⟩⟨T ∣ − ∣P0⟩⟨P ∣.
The traditional way to proceed is to assume that ∣P ⟩ is a vector in an
external Hilbert space. As Frescura and Hiley [20] have shown there is,
in fact, no need to go outside the algebra. We can identify the ket as an
element, ΨL, of a left ideal, IL, in the algebra. One way to generate such an
element is to choose a suitable primitive idempotent, . Then we multiply
from the left by any element of the algebra to form the element ΨL giving
ΨL = A
where the general element A can be written in the form A = a0 +∑aiei +∑aijeij+⋅ ⋅ ⋅+ane12...n, when the Clifford algebra is generated by {1, e1 . . . en}7.
There is a simplification with which we will avail ourselves and that is that,
in the Clifford algebras in which we are interested, we can generate an ele-
ment of the left ideal by choosing A to comprise only the even elements of
the algebra. In this case we can write
A = ψL = a0 +∑aijeij +∑aijkneijkn + . . . .
The corresponding dual element corresponding to ⟨B∣ is an element of
the minimal right ideal generated from  and is given by
ΨR = B
We can also obtain ΨR from the element of the minimal left ideal by con-
jugation. Conjugation is defined as an anti-involution on A induced by the
orthogonal involution −1X , X being the vector space induced by the Clifford
algebra. In this case ΨR = Ψ̃L. Thus in our new notation, we have[A,B]→ ΨLΨR = ψLψR = ρˆ
We will call this element the Clifford density element. ρˆ is a key element
in our Clifford algebra approach to quantum theory [39] [40] [41]. As we
showed in those papers, we can reproduce all the results of quantum me-
chanics without the need to introduce Hilbert space and the wave function.
Furthermore as we will show later, we are led directly to the Bohm model
showing that this model is merely a re-formulation of quantum theory in
which the complex numbers are not necessary. Before embarking on this
discussion we will continue to explore the structure of space-time offered by
our methods.
7Physicists should not be put off by the notation because the es are exactly the γs used
in standard Dirac theory We have changed notation simply to bring out the fact that we
do not need to go to a matrix representation, although that possibility is always open to
us should we wish to take advantage of it
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4.3 The Lorentz transformations from light rays and a clock.
In this sub-section we sketch how Kauffman’s use of the k-calculus, intro-
duced originally by Page [43] and popularised by Bondi [44], emerges from
the results obtained in sub-section 2.2 and in the previous sub-section. We
have shown that the movements along light rays lead directly to the light
cone co-ordinates. We did this by noting that the light cone movements
e0 ± e1 transform through
e′0 ± e′1 = k∓(v)(e0 ± e1)
where k(v) = √1+v1−v . We then use the projection η to obtain the light cone
co-ordinates so that
t′ ± x′ = k∓(v)(t ± x)
The basic idea of the k-calculus is to explore the geometry of space armed
only with a radar gun and a clock. The gun is fired from the origin of the
co-ordinate system at time t1 so that this event has co-ordinates (t1,0). The
radar signal returns to the origin at time t2 after being reflected off an object
at the point (t, x). Assuming the speed of light is unity (c = 1) both ways,
we see that
t2 − t1 = 2x and t2 + t1 = 2t.
In terms of the Kauffman’s iterant calculus, we can write
[t2, t1] = [t + x, t − x]
But we have already shown in equation (4.2) how the RHS of this equation
transforms under a Lorentz transformation. Thus we have
[t′2, t′1] = [t′ + x′, t′ − x′] = [k−1(v)(t + x), k(v)(t − x)] = [k−1(v)t2, k(v)t1]
This means that
t′1 = kt1(v) and t2 = k(v)t′2 (4.2)
These are just the starting relations of the k-calculus. Its assumption is that
if observer A sends, at time t1, a signal to observer A
′ moving at a constant
relative speed v, then it is received at A′, at time t′1, where t′1 = k(v)t1.
Because of the principle of relativity if A′ sends at time t′2 a signal to A
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then it will be received at time t2, where t2 = k(v)t′2. This is just the result
obtained in equation (4.2).
Thus it is possible to use the principle of Galilean relativity, the con-
stancy of the speed of light and like-light movements to abstract Minkowski
space-time. Light-like movements are, of course, simply light signals. For
more details of this approach see Kauffman [22] [38].
4.4 The Light Cone Geometry.
The results of the previous subsection indicates that the basic movements
can be factorised into what seem to be a dual pair of spinors, namely, ele-
ments of a minimal left ideal. We now want to show that these elements can
be given a meaning in terms of the light cone structures. This means that
the properties of the light cones are implicit in the Clifford algebra itself.
Let us see how this works. Consider the Pauli Clifford algebra, C3,0 and
let us take the idempotent to be (1 + e3)/2. Then we can form the element
ΨL(r, t) = ψL(r, t)(1 + e3)/2 (4.3)
where
ψL = g0(r, t) + g1(r, t)e23 + g2(r, t)e31 + g3(r, t)e12
Let us now define a vector V in the Clifford algebra through the relationV = ΨLΨR = ψL(1 + e3)ψR where ψR = ψ̃L. Here ∼ denotes the Clifford
conjugate. Then
V = v01 + v1e1 + v2e2 + v3e3
where
v0 = g20 + g21 + g22 + g23 v1 = 2(g1g3 − g0g2)
v2 = 2(g0g1 + g2g3) v3 = g20 − g21 − g22 + g23. (4.4)
This will be immediately recognised as a Hopf map [45], which is not sur-
prising since we are essentially dealing with light spheres as we will show in
section 4.6.
Furthermore equation (4.4) shows that v20 = v21 + v22 + v23. Thus if we now
map φ ∶ 1 → e0 with e20 = −1 and impose the condition e0ei + eie0 = −2δ0i
we have lifted the vector into the larger Clifford algebra C3,1. However since
now v20 + v21 + v22 + v23 = 0, we have constructed a null vector in this larger
Clifford algebra. If we now project this Clifford vector into a vector in V3,1
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by η ∶ C3,1 → V3,1 we have constructed a light ray v(r, t) in V3,1. If we
fix the vector at the origin of the co-ordinate system in V3,1, then vary r, t
we generate a light cone in V3,1. Thus light-like movements in the Clifford
algebra can be used to generate a light cone structure on the vector space
V3,1 which can be taken to be our space-time. This means that we have
used elements of the minimal left ideal and its conjugate to generate the
light cone.
This result is not that surprising because our elements of IL are simply
spinors in another guise. Normally we use matrices to represent spinors.
Thus in more familiar form
∣Ψ⟩→ (ψ1
ψ2
) (4.5)
Then we write
∣Ψ⟩⟨Ψ∣ = ( ∣ψ1∣2 ψ1ψ∗2
ψ2ψ
∗
1 ∣ψ2∣2 )
If we now compare this with the matrix that Penrose introduces to describe
a light ray,
X = ( t + z x − iy
x + iy t − z ) (4.6)
we find
t = ∣ψ1∣2 + ∣ψ∗2 ∣2 x = ψ1ψ∗2 + ψ∗1ψ2 y = i(ψ1ψ∗2 − ψ∗1ψ2) z = ∣ψ1∣2 − ∣ψ∗2 ∣2
These relations are, in fact, identical to the expression in (4.4) provided
first we map (v0, v1, v2, v3) → (t, x, y, z) and then use the relations between(g0, g1, g2, g3) and (ψ1, ψ2) presented in Hiley and Callaghan [40]. The math-
ematical reason for this to work runs as follows. We can map the equiva-
lence class of minimal left ideals onto a Hilbert space ρ ∶ ΨL → ∣ψ⟩. In
this way we can represent the elements of the left ideal as matrices. Then
ρ ∶ ΨLΨR → ∣ψ⟩⟨ψ∣, the expression for the conventional density matrix.
4.5 The Dirac Clifford and Sl(2C).
In the previous sub-section although we started from the Pauli Clifford,C3,0, we lifted our structure into the Dirac Clifford C3,1 and found that we
have generated light cones. Now it is well known that Sl(2C) is the double
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cover of O↑+(1,3) [45]. The irreducible representations of Sl(2C) are two-
dmensional whereas the Dirac spinor is four-dimensional. The Dirc spinor,
while being an irreducible representation of the Clifford algebra, is not an
irreducible representation of the spin group Sl(2C).
We can express this more formally by considering a Clifford bundle over
an n-dimensional orientable manifold M . Call the set of sections of this
bundle ∆(M). Then the Dirac spinor ΨL ∈ ∆(M) is irreducible. The
irreducible representations of the spin group are classified by the eigenvalues
of en+1 = ie1 . . . en. In the Dirac case (en+1)2 = 1, so that the eigenvalues of
en+1 are ±1. ∆(M) is then split into two eigenspaces
∆(M) = ∆+(M)⊕∆−(M) (4.7)
We can now introduce two projection operators, P ±, defined by
P ± = (1 ± en+1)
so that
P +ΨL = (Ψ+L0 ) ∈ ∆+(M), P−ΨL = ( 0Ψ−L) ∈ ∆−(M).
In this representation, a general element of the Lorentz group takes the form
L = (Λ 0
0 (Λ†)−1) L−1 = (Λ−1 00 Λ†)
Here Λ is the 2 by 2 matrix
Λ = (α β
γ δ
)
where α,β, γ, δ ∈ C and αδ − βγ = 1. Also
(Λ†)−1 = CΛ∗C−1 = ( δ∗ −γ∗−β∗ α∗ )
and
C = ( 0 1−1 0) = −C−1
In this way we recognise that Λ is the irreducible representation of Sl(2C).
This group has a conjugate irreducible representation, Λ∗ ∈ Sl(2C). These
24
together with the respective dual irreducible representations (Λ˜)−1 and (Λ†)−1
provide all the necessary information to completely describe the role of the
Dirac spinor. Here ∼ is the transpose of the matrix representation.
Indeed the spinor defined in equation (4.3) corresponds to P +ΨL and
clearly transforms as
Ψ+′L = ΛΨ+L while Ψ−′L = (Λ†)−1Ψ−L
On the other hand we also have Ψ+′R = Ψ+RΛ†, where Ψ+′R = Ψ̃+′L . Here ∼ is the
Clifford conjugate.
If we now form Ψ+LΨ+R =X(x) where X is given by equation (4.6). Then
under a Lorentz transformation X(x′) = ΛX(x)Λ, or more transparently
X(Lx) = Λ(L)XΛ(L)†
We can form a dual matrix X(x) which is constructed from ψL(1 − e3)ψR.
This means that in the matrix representation used above
X = ( t − z −x + iy−x − iy t + z )
This gives, under a Lorentz transformation
X(Lx) = (Λ†)−1X(x)Λ−1
It may be of some interest to note the following results:
X(x)X(y) +X(y)X(x) = 2x.y
X(x)X(y) −X(y)X(x) = 2X(x0y − y0x + x ∧ y)
detX(x) =X(x()X(x) = x2
XX(y) −X(y)X(x) = 2X(x ∧ y).
Finally let us return to the matrix representation of the Dirac algebra
so that we can fit our approach into the more conventional approach. We
write
Ψ = (λ
ρ
)
where λ and ρ are column spinors of dimension 2. In fact
Ψ+L → λ Ψ−L → ρ.
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The two spinors λ and ρ correspond to the chiral Weyl spinors which are used
to describe the left- and right-handed neutrino states. But notice that in
our approach we have nowhere introduced quantum mechanics. The Clifford
algebra is simply a way to describe the geometry of space-time. What is
remarkable is the way physicists are introduced to the Dirac formalism. It
appears that we are forced into the Clifford algebra by quantum mechanics,
but this is manifestly not the case. Rather we should introduce the algebra
from classical geometry and then show that quantum mechanics exploits the
structure of this geometry. In this way quantum mechanics is not all that
strange or novel.
Formally these ideas can be put into the language of fibre bundles. The
left-handed Weyl spinor is a section of the spin bundle (W,pi,M,C2, Sl(2C))
while the right-handed Weyl spinor is a section of (W.pi,M,C, Sl(2C)). In
this language the Dirac spinor is a section of (D,pi,M,C, Sl(2C)⊕Sl(2C)).
4.6 Past and Future Light cones.
Consider a null ray defined by
r2 − c2t2 = 0
Then for a fixed t, the light cone intersects a space-like hypersurface in a
sphere with raduis r = ±ct. This means that if t is positive, the sphere is on
the future light cone, while if t is negative, the sphere is on the past light
cone. However the points on a sphere can be characterised by a stereographic
projection onto points on a plane with coordinates λ = (ξ, η) [46]. This we
write as a matrix
ψ = (ξ
η
) (4.8)
Under a Lorentz transformation we have
ψ′ = Λ1(L)ψ (4.9)
Now we have seen that
x0 = ∣ξ∣2 + ∣η∣2, x1 = ξη¯ + ξ¯η x2 = i(ξη¯ − ξ¯η) x3 = ∣ξ∣2 − ∣η∣2
In the dotted and undotted notation of Penrose and Rindler [42] these results
follow from
xµ = σAA˙µ ψAψ¯A˙
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where σAA˙µ are the spin frames√
2σAA˙0 = (1 00 1) √2σAA˙1 = (0 11 0) √2σAA˙2 = ( 0 i−i 0) √2σAA˙3 = (1 00 −1)
Here we identify equation (4.8) with ψA via ψ1 = ξ and ψ2 = η.
Let us look at the infinitesimal version of the transformation (4.9) by
writing
Λ1(L) = 1 + (α βγ δ)
then
∆ξ = (αξ + βη) ∆η = (γξ + δη)
∆ξ¯ = (α¯ξ¯ + β¯η¯) ∆η¯ = (γ¯ξ¯ + δ¯η¯)
Thus xµ transforms as
x′µ = 1 + ωνµxν
with
ωνµ = ⎛⎜⎜⎜⎝
0 −a4 −a5 −a6−a4 0 a3 −a2−a5 −a3 0 a1−a6 a2 −a1 0
⎞⎟⎟⎟⎠ (4.10)
where
2a1 = i(−β + β¯ − γ + γ¯) 2a2 = (β + β¯ − γ − γ¯) 2a3 = i(−α + α¯ + δ − δ¯)
2a4 = (−β − β¯ − γ − γ¯) 2a5 = i(−β + β¯ + γ − γ¯) 2a6 = (−α − α¯ + δ + δ¯).(4.11)
Now let us examine the past light cone. Let us again use the stereo-
graphic projection only this time using coordinates ρ = (σ, τ) which we can
again write this in matrix form
φ = (σ
τ
) . (4.12)
Under a Lorentz transformation we have
φ′ = Λ2(L)φ.
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Then since the infinitesimal Lorentz transformation can be written as
Λ2(L) = 1 + (A BΓ ∆) ,
we find
∆σ = (Aσ +Bτ) ∆τ = (Γσ +∆τ)
∆σ¯ = (A¯σ¯ + B¯τ¯) ∆τ¯ = (Γ¯σ¯ + ∆¯τ¯).
Let us see what happens to a vector that can be written in the form
y0 = −(∣σ∣2 + ∣τ ∣2), y1 = στ¯ + σ¯τ y2 = i(στ¯ − σ¯τ) y3 = ∣σ∣2 − ∣τ ∣2
This becomes in the dotted-undotted notation
yµ = σµ
A˙A
ψAψ
A˙
where we can identify ψ
A˙
with φ in equation (4.12) through the relations
ψ
1˙ = σ and ψ2˙ = τ . Writing
y′µ = 1 + ωµν yν
and comparing this with the expression (4.10), we find
2a1 = i(−B + B¯ − Γ + Γ¯) 2a2 = (B + B¯ − ΓΓ¯) 2a3 = i(−A + A¯ +∆ − ∆¯)
2a4 = (B + B¯ + Γ + Γ¯) 2a5 = i(B + B¯ − Γ + Γ¯) 2a6 = (A + A¯ −∆ − ∆¯)
Comparing this expression with the expressions given in (4.11) we find
A = δ¯ B = −γ¯ Γ = −β¯ ∆ = α¯
This means that the expression for Λ2 becomes
Λ2 = 1 + ( δ¯ −γ¯−β¯ α¯ )
Thus
Λ2(L) = (Λ∗)−1
This means that Λ1 ∈ Sl(2C) and Λ2 ∈ Sl(2C). With these results we can
then argue that the spinor ψA can be used to describe the future light cone,
while ψ
A˙
describes the past light cone.
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Since in the matrix representation the Dirac spinor can be written as
Ψ = ⎛⎝ψAψA˙⎞⎠
we see the Dirac spinor contains information about the future and past light
cones.
If we return to the Clifford algebra itself rather than a matrix represen-
tation, an element of the minimal left ideal of the Dirac Clifford ΨL contains
the information necessary to describe both the future and past light cones.
It is interesting to note that we are able to show how ψA and ψ
A˙
are
related to stereographic projections of a point on the light sphere emerging
from the origin O. We illustrate this relationship in figure 4. The light
ray from O passes through the light cone at the point P . If we project
this point from the North pole, N , to the point QN we find the spinor co-
ordinates of this point is ψ
A˙
. If we project P from the South pole, S, to
the point QdS we find the spinor co-ordinates of this point is ψA. Under a
Lorentz transformation QN and Q
d
S transform together. For more details
on stereographic projections see Frescura and Hiley [46].
Figure 4: Spinors describing stereographic projections
We can discuss all of this in terms of elements of the minimal ideals,
which begins to explain why the Hopf transformation in equation (4.4) ap-
pears. To do this we first note that ΨL contains elements from a pair of
minimal left ideals of the covering group, one corresponds to Sl(2C) itself,
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the other corresponds to Sl(2C) as we have discussed above. In fact if we
introduce the projection operators (1 ± ie5)/2 we find that ψA has compo-
nents
(1 − ie5)(1 − e03)/4 and (1 − ie5)(e13 + e01)/4.
The other element that we are interested in is ψ¯A˙ which has components
(1 + ie5)(e0 − e3)/4 and (1 + ie5)(e2 + e023)/4.
These projections give rise to the left- and right-handed helicity or Weyl
states [47]. The notation can become more physically meaningful if we
write
Ψ = (ψλ
ψρ
) ,
where the suffixes λ and ρ denote the left- and right-handed Weyl spinors
respectively.
It should be noted that so far all this discussion has been about classical
space-time. We have done absolutely nothing to suggest that this mathe-
matics has anything to do with quantum theory. Let us continue in this
vein by going to the conformal Clifford C2,4 where we will find the twistor
of Penrose [19] appearing.
5 The conformal Clifford C2,4
5.1 The Twistor and Light-cone Structures.
In order to explain how the twistor plays a role in relating different light
cones at different positions in space-time, we will not start from the structure
of elements of the minimum left ideals but from a specific matrix represen-
tation. This will help us to see how this bigger structure is related to the
Dirac spinors discussed in section 4.6
We begin by considering a six-dimensional hypersphere given by the
equation
(βAξA)2 = Ω2 where A = (0,1,2,3,4,5)
Here we have departed from our standard notation by using βs instead of
es for the generators of the Clifford algebra. Thus we write {βA} for the
generators of the conformal Clifford algebra C2,4. We choose to write the
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metric tensor in the form gAB = (+ − − − −+) so that [βA, βB] = gAB. The
spinors of the six-space, ξA, are then defined through the relationship
(βAξA)Ψ = 0 (5.1)
Now we will choose a specific representation of the generators such that
βµ = 1⊗ γµ β4 = σ1 ⊗ γ5 β5 = σ1σ3 ⊗ γ5
β2i = −1; β20 = 1; β24 = −1; β25 = 1.
Here the γµ are the generators of the Dirac Clifford with µ = {0,1,2,3}.
The σs are the generators of the Pauli Clifford algebra. By writing things
in this way, it becomes clear how these algebras are related to each other.
Equation (5.1) becomes
(ξ4 + ξ5)ψλ2 = −i(ξ0 − σiξi)ψρ1(ξ4 − ξ5)ψλ2 = −i(ξ0 − σiξi)ψρ2(ξ4 + ξ5)ψρ2 = i(ξ0 + σiξi)ψλ1(ξ4 − ξ5)ψρ1 = i(ξ0 + σiξi)ψλ2
where Ψ = ⎛⎜⎜⎜⎝
ψλ1
ψλ2
ψρ1
ψρ2
⎞⎟⎟⎟⎠ (5.2)
where Ψ is a bi-twistor which has eight components. The subscripts λ and σ
again signify the left- and right-handed Weyl spinors, only now we have two
pairs of Weyl spinors. Thus the bi-twistor contains of two Dirac four-spinors
⎛⎜⎜⎜⎝
ψλ1
0
ψρ1
0
⎞⎟⎟⎟⎠ and
⎛⎜⎜⎜⎝
0
ψλ2
0
ψρ2
⎞⎟⎟⎟⎠ (5.3)
This means that we can describe two light cones within a single bi-twistor.
We will see that it is this feature of the Penrose bi-twistor that will enable
us to relate light cones at different points.
We have shown elsewhere [58] that the bi-twistor also contains a pair of
Penrose twistors which can be written in the form
⎛⎜⎜⎜⎝
ψλ1
0
0
ψρ2
⎞⎟⎟⎟⎠ and
⎛⎜⎜⎜⎝
0
ψλ2
ψρ1
0
⎞⎟⎟⎟⎠
As we will see the doubling will give a symmetrical relation between the pair
of light cones described in equation (5.3).
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Thus we see that there is a deep relationship between the Dirac spinors
and the Penrose twistors which is sometimes overlooked in the component
notation normally used to discuss twistors [19]. Furthermore since the Clif-
ford algebra is a geometric algebra, this relationship must be geometric in
nature and we emphasise, once again, that this has nothing per se to do with
quantum mechanics. In other words the conformal spinor can be regarded
as a combination of various sub-spinors and we need to find out the exact
meaning of these spinors.
To do this let us go on to consider the relation between the conformal
structure and Minkowski space. We will see that this is a projective rela-
tionship, which entails breaking the symmetry by fixing the light cone at
infinity. To bring this feature out, we need to know how the co-ordinates xµ
of a point in Minkowski space-time are related to the projective co-ordinates
ξA in the six-dimensional hyperspace. The projective relationship we need
is
xi = ξi
ξ4 + ξ5 ; and x0 = ξ0ξ4 + ξ5 . (5.4)
This means that at the origin of our co-ordinate system in Minkowski space,
we have x0 = xi = ξ0 = ξi = 0. We need one more relationship to completely
specify the origin in terms of the ξA. This relationship is
(ξ4)2 − (ξ5)2 = 0 = (ξ4 − ξ5) (ξ4 + ξ5) (5.5)
Thus if (ξ4 + ξ5) ≠ 0 then (ξ4 − ξ5) = 0. In terms of the projective co-
ordinates, the origin is specified by
x0 = xi = ξ0 = ξi = (ξ4 − ξ5) = 0
To see the implications for the spinors discussed above, lets us return
to equation (5.2) where the spinors (ψλ, ψρ) are expressed in terms of ξA.
If we examine the first and third equation in (5.2) we see immediately that
ψλ2 = ψρ2 = 0. This means that the bi-twistor at the origin is identified by
Ψ = ⎛⎜⎜⎜⎝
ψλ1
0
ψρ1
0
⎞⎟⎟⎟⎠
Thus this bi-twistor represents light rays on the light cone at the origin.
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To see the meaning of the second term in equation (5.3) we must first
recall the expression for the translation operator in the conformal group.
This can be shown to be [58]
U(∆x) = 1 −∆xµPµ where Pµ = 1
2
βµ(β4 − β5)
Here ∆x is the displacement produced.
Figure 5: Relative location of light cones.
Applying this to the bi-twistor we find
U(∆x)⎛⎜⎜⎜⎝
ψλ1
ψλ2
ψρ1
ψρ2
⎞⎟⎟⎟⎠ =
⎛⎜⎜⎜⎝
ψλ1−i(∆x0 − σ∆x)ψρ1
ψρ1
i(∆x0 + σ∆x)ψλ1
⎞⎟⎟⎟⎠ (5.6)
which means that we have generated a new light ray on a new light cone at(x0, xi) given by
ψλ2 = −i(x0 − σixi)ψρ1 and ψρ2 = −i(x0 + σixi)ψλ1
Thus our bi-twistor describes light rays on two light cones, one at the origin
of the co-ordinates while the other is at some other point (x0, xi) as shown
in figure 6.
Recalling that the origin has ψλ2 = ψρ2 = 0, we get the pairing
( ψλ1
i(∆x0 + σ.∆x)ψλ1 ) and ( ψρ1−i(∆x0 − σ.∆x)ψρ1 )
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Figure 6: Twistor translates light ray through the origin.
These are the two twistors that Penrose has introduced, one based on the
forward light cone, the other on the past light cone.
All of these results can be obtained from the conformal Clifford using
elements of the left ideals. However we will not discuss these here but will
be presented elsewhere.
5.2 Conclusions Drawn from the Orthogonal Clifford Alge-
bras.
Let us now summarise the position we have reached so far. We have shown
that the orthogonal Clifford algebras carry a rich light-cone structure and
that this structure can be abstracted from the algebra itself without the need
to start from an a priori given vector space. This means that we do not have
to start with a tensor structure on a vector space only to find later that we
are forced to introduce the spinor structure, almost as an after thought, a
feature that puzzled Eddington. He summed this up by famously remarking,
‘Something has slipped through the net’ [59]. Rather we can start by taking
process as basic and from the process itself, abstract a light-cone structure.
Key to this approach is the interpretation of the structure of elements of the
minimal left and right ideals of the algebra.
Recall that we started by considering an undivided whole in the form of
the holomovement. We then followed Kauffman’s [12] by making a mark or
distinction in this total flux of process and then define a series of ‘extensons’,
which could be ordered into a groupoid. By adding structure, this groupoid
can be developed into an algebra. We concentrated on the orthogonal sym-
metry that we see around us and showed how to construct a hierarchy of
orthogonal Clifford algebras. We then show that from this algebra, we can
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abstract some of the usual properties of space-time by identify elements of
the minimal left ideals with a light-cone structure. In fact we arrive at
a structure of light-cones which ensures the underlying manifold we have
constructed is Poincare´ invariant.
In doing this we have identified the elements of a minimal left ideal with
the spinors used in the usual approach. However we have a richer structure
since we have sets of primitive idempotents from which we generate addi-
tional spinor structures, but in the usual approach these are all treated as
equivalent and therefore loose the possibility of exploiting this additional
structure. One feature of this richer structure is that we are able to identify
different distinctions with different idempotents, thus enabling us to obtain
an insight to the implicate order introduced by Bohm [49] as we will explain
later. There is a further advantage of our approach and this removes Ed-
dington’s worry because our resulting structure contains both spinors and
tensors on an equal footing since both entities arise naturally within the
algebra itself.
Let us look more carefully at how the distinctions are made and how each
distinction ‘carves out’ a specific space-time structure. In the Dirac algebra
we make a distinction by picking out a specific time frame which is done by
choosing a primitive idempotent  = (1+e0)/2. Using this idempotent we can
then construct the light-cone structure based on this choice of idempotent.
Another observer can choose another distinction to produce a different
time frame, namely, ′ = (1+ e′0)/2. This will then produce a different light-
cone structure. Of course these structures are equivalent since they are
related through
′ = gg−1, where g ∈ G.
Here G is the Clifford group, which, in the case of the Dirac algebra, is
simply the covering group of the Lorentz group.
The reaction to these ideas from the physicist brought up in the tradi-
tional way will probably be “Surely this is just the same as choosing a specific
Lorentz frame of reference.” Of course mathematically the two approaches
are equivalent, but they are based on very different intuitive ideas. In the
approach we are proposing here, the activity is going on in a structure in
which there is no distinction between space and time. In fact, strictly there
is no space or time. There is only a pre-space-time. Space-times are con-
structed by breaking the symmetry in the total process by choosing a specific
idempotent is used to describe the process. In this special case a specific
idempotent to define a specific time-frame. In other words the idempotents
define equivalence classes of observers, namely Lorentz observers.
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Perhaps figure 7 may help to bring the idea out more clearly. Speaking
loosely we could say the activity is ‘going on’ in the ‘space’ E, whereas
our description of what is going on is in the projections ηi, in what I have
elsewhere [48] called ‘shadow manifolds’.
Figure 7: The Construction of Shadow Manifolds.
In the language that David Bohm used [49], we can regard E as the
holomovement or implicate order. The shadow manifolds are then the sets
of explicate orders consistent with the implicate order. Once again we stress
that the structure we have been discussing is purely classical and contains
no feature of quantum mechanics even though we have a non-commutative
algebra. To introduce quantum processes we must add more structure.
6 Connections in the Clifford Bundle.
6.1 The Dirac Connection.
In the previous section we have ended up with a mathematical structure
which has remarkable similarities to a Clifford bundle. If we take just one
of the shadow manifolds to be the base space then in fact we have a Clifford
bundle. In this section we will develop our ideas further by exploiting known
features of a Clifford bundle [50].
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We will begin by considering a single shadow manifold and assume it
to be a Riemannian manifold, M . We then construct a Clifford bundleCn,m(M) with this manifold as the base space. Although not necessary, we
will assume the manifold to be flat. Let E be a bundle of left modules
over Cn,m(M) so that at each point x ∈ M , the fibre is a left module overCn,m(M)x.
In Section 5.1 we introduced a notion of space translation which led to
the concept of the twistor. This looked after the geometric properties of
the light cone structure. Now we want to consider particle dynamics so
we introduce a first order differential operator D ∶ Γ(E) → Γ(E), where
Γ(E) is the space of smooth cross-sections of E. The derivative D defines a
connection on M . If σ ∈ Γ(E) then we define the connection through
Dσ = n∑
j=1 ej∂xj
where the {ej} are the generators of Cn,m satisfying the relation η(ej) = xj ,
xj being the local co-ordinates of the point x on M . This connection is
called the Dirac operator because it is easy to show that D2 is the Dirac
Laplacian ∇2. Notice this definition can be used for any Clifford algebra
and is not restricted to the relativistic algebra C1,3.
It is through this connection that we are able to handle the hierarchy of
Clifford algebras, C0,1,C3,0,C1,3. We will call these algebras the Schro¨dinger,
Pauli and Dirac Clifford algebras respectively. The reason for introducing
the term ‘Schro¨dinger’ algebra is because ordinary non-relativistic quantum
mechanics forms a trivial complex line bundle E = R3 ⊗ C. Here the wave
function ψ(x) is simply a section of E. This translates into our structure
because C0,1 ≅ C.
Notice as we remarked above, each algebra in the hierarchy has its own
Dirac operator. These are
D = e∑3i=1 ∂xi Schro¨dinger
D = ∑3i=1 σi∂xi Pauli
D = ∑3µ=1 γµ∂xµ Dirac
We should immediately recognise these as the momentum operators used in
quantum mechanics. Notice the sum does not include the time derivative.
The reason for this will become clear in the next sub-section.
Now it is also possible to view Cn,m(M) as a bundle of right modules
which means we can exploit right multiplication, i.e. multiplication from
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the right. This means we also have the possibility of a ‘right’ Dirac operator
which we will denote as
←Ð
D = ∑nj=1←Ð∂ xjej . The ‘left’ Dirac operator intro-
duced above will be denoted by
Ð→
D . 8 Notice that
←Ð
D
2
also produces the
Dirac Laplacian.
6.2 Relevance to Quantum Mechanics.
In the conventional approach it is the wave function that is singled out for
special attention because it is assumed to contain all the information for
describing the state of the system. We do not have a wave function. Instead
we use elements of the minimal left and right ideals which we single out for
special attention. However as we have pointed out earlier, the information
contained in an element of the left ideal, say ΨL, is exactly the same as that
contained in the conventional wave function.
We have already pointed out that the key element in our description is
not ΨL alone but ρˆ = ΨLΨR. As we have pointed out above ρˆ is equiva-
lent to the density operator for a pure state in the conventional quantum
theory. This means we must consider derivatives of the form (Ð→DΨL)ΨR
and ΨL(←ÐDΨR). Rather than treat these two derivatives separately we will
consider expressions like
(Ð→DΨL)ΨR +ΨL(ΨR←ÐD) and (Ð→DΨL)ΨR −ΨL(ΨR←ÐD)
which in turn suggests we also write the time derivatives as
(∂tΨL)ΨR +ΨL(∂tΨR) and (∂tΨL)ΨR −ΨL(∂tΨR)
Now the dynamics must include the Dirac derivatives, the external potentials
and the mass of the particle, so we will introduce two ‘types’ of Hamiltonian,Ð→
H = Ð→H(Ð→D,V,m) and ←ÐH = ←ÐH(←ÐD,V,m). Our defining dynamical equations
now read
i[(∂tΨL)ΨR +ΨL(∂tΨR)] = i∂tρˆ = (Ð→HΨL)ΨR −ΨL(ΨR←ÐH) (6.1)
and
i[(∂tΨL)ΨR −ΨL(∂tΨR)] = (Ð→HΨL)ΨR +ΨL(ΨR←ÐH)
8It should also be noted that these derivatives are related to the sum and differences
of the boundary, δ∗, and co-boundary, δ operators in the exterior calculus.
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The first of these equations (6.1) can be written in the more suggestive form
i∂tρˆ = [H, ρˆ]− (6.2)
This equation has the form of Liouville’s equation and can be shown to
correspond exactly to the conservation of probability equation.
Equation (6.2) can be written in the form
i[(∂tΨL)ΨR −ΨL(∂tΨR)] = [H, ρˆ]+ (6.3)
As far as I am aware this equation has not appeared in this form in the
literature before it was introduced by Brown and Hiley [51]. They arrived
at this equation using a different method and showed it was in fact the
quantum Hamilton-Jacobi Equation that appears in Bohm’s approach to
quantum mechanics.
To bring out exactly what these equations mean in the approach we have
adopted here, let us look at their form in the Schro¨dinger Clifford algebraC0,1. Here ΨL = a(r, t) + eb(r, t) where e is the generator of the Clifford
algebra C0,1 and a, b ∈ R. Similarly ΨR = a(r, t) − eb(r, t). This means the
ΨLΨR = a2 + b2 which is just the probability density. Using H = p2/2m + V
it is not difficult to show equation (6.2) becomes
∂tP +∇(P∇S/m) = 0
which is clearly the usual conservation of probability equation.
Equation (6.3) can be considerably simplified if we write ΨL = R exp[eS],
then after some work we find the equation becomes the quantum Hamilton-
Jacobi equation
∂tS + (∇S)2/2m +Q + V = 0
where Q = −∇2R/2mR is the usual expression for the quantum potential.
We have thus arrived at the two dynamical equations that form the
basis of the Bohm approach to quantum mechanics. By generalizing this to
the Pauli and Dirac Clifford algebras on can obtain a complete description
of the quantum dynamical equations for the Pauli and Dirac particles. In
each case we get a Louville type conservation of probability equation and
a quantum Hamilton-Jacobi equation. Thus we find the defining equations
used in the Bohm approach appear in each of the three Clifford algebras
considered in this paper. This means we have an approach to relativistic
particle quantum mechanics that is completely analogous to the one used
by Bohm for the non-relativistic Schro¨dinger equation. Thus the common
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misconception that the Bohm approach cannot be applied in the relativistic
domain is just not correct. The full details of our approach to the relativistic
domain will be found in Hiley and Callaghan [41]
The method we have outlined in this paper improves considerably on
the previous attempts to extend the Bohm approach to spin and to the
relativistic domain. For example the Pauli equation has already been treated
by Bohm, Schiller, and Tiomno, [52] and Hestenes, and Gurtler, [53], while
the Dirac theory has been only been partially treated in terms of the Bohm
approach by Bohm and Hiley [54] and in Hestenes [8] our method presented
here gives a systematic approach arising directly from connections in the
appropriate Clifford bundles.
7 Expectation Values.
7.1 How to find the coefficients in ρˆ.
In the previous section we have shown how the state of the system is de-
scribed by the Clifford density element, ρˆ = ΨLΨR, evolves in time. However
we need to extract information about the properties of the quantum system
from ρˆ. To do this we need examine the details of ρˆ. In general this element
takes the form
ρˆ = ρs +∑ρiei +∑ρijeij + . . .
Clearly the coefficients, ρ...i..., characterise different aspects of the state of
the system. How then do we abstract these coefficients from the general
expression?
Notice first that any Clifford element, B, can also be written in the form
B = bs +∑ biei +∑ bijeij + . . .
Secondly, all Clifford algebras contain a notion of trace, where the trace of
the identity element is the dimension of the ILm and the trace of each eA is
zero except when A = 0. Then
tr(B) = bsn
Thus the scalar coefficient corresponds to taking the trace. To find the other
coefficients we note that if we multiply B by the appropriate basis element
e..., we will always be left with a scalar term. This term will then be the
trace. But of course this will just give the coefficient that stands in front
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of the particular e... chosen. For example if we want to find b
k, we form
tr(Bek) which then picks out bk because
tr(Bek) = nbk
In this way we can systematically find all the coefficients of any element in
the algebra.
To illustrate this in the particular case of the Dirac Clifford, we write
B = bs +∑ biei +∑ bijeij +∑ bijkeijk + b5e5
Then we have 5 trace-types
bs = tr(B1)/4 bi = tr(Bei)/4 bij = −tr(Beij)/4
bijk = −tr(Beijk)/4 b5 = tr(Be5)/4
Thus we can find all the coefficients of any element of the Dirac Clifford.
7.2 How to Find Expectation Values.
In standard quantum mechanics, expectation values of operators are found
via:
⟨B⟩ = ⟨ψ∣B∣ψ⟩ = tr(Bρ)
Here ρ is the standard density matrix. These mean values can be taken
over directly into the algebraic approach by replacing the standard density
matrix by the ρˆ as can easily be seen from the following correspondences:-
∣ψ⟩→ ΨL = ψL ⟨ψ∣→ ΨR = ψR
Then we can write
⟨B⟩ = tr(ψRBψL)
Since the trace is invariant under cyclic permutations, we can arrive at the
form
⟨B⟩ = tr(ψRBψL) = tr(BψLψR) (7.1)
But ψLψR = ρˆ, so we have
⟨B⟩ = tr(Bρˆ)
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Thus the mean value of any dynamical element, B, in the Clifford algebra
becomes
tr(Bρˆ) = tr(bsρˆ +∑ bieiρˆ +∑ bijeij ρˆ + . . . )= bstr(ρˆ) +∑ bitr(eiρˆ) +∑ bijtr(eij ρˆ)/2 . . .
This shows that the state of our system is specified by a set of bilinear
invariants
tr(1ρˆ)→ scalar tr(ej ρˆ)→ vector tr(eij ρˆ)→ bivector tr(. . . )→ . . .
These bilinear invariants play an important role in the algebraic approach.
7.3 Some Specific Expectation Values.
We now give a specific example of how we calculate expectation values in
the Pauli Clifford algebra. Suppose we require the expectation value of a
component of the spin of a Pauli particle. We identify the spin components
with the elements {ei} of the algebra. Then, specifically for i = j, we find
that the expectation value of the jth component of the spin is given by
⟨Sj⟩ = tr(ej ρˆ). (7.2)
In order to evaluate ρˆ = ψLψR, we need to chose a specific expression for
. Since it is conventional to choose the z-direction as the direction of any
applied homogeneous magnetic field, we choose for our idempotent (1+e3)/2.
Thus
2⟨Sj⟩ = tr(ejψL(1 + e3)ψR) = tr(ejψLe3ψR).
Let us define ρS = ψLe3ψR where ΨL is given by
ΨL = ψL = (a + e123d)(1 + e3)/2 + (c + e123b)(e1 + e13)/2 (7.3)
Here a, b, c and d are related to the components of the usual matrix repre-
sentation (See equation 4.5)
ψ = (ψ1
ψ2
) (7.4)
via
2a = ψ1 + ψ∗1 2c = ψ2 + ψ∗2
2e123d = ψ1 − ψ∗1 2e123b = ψ2 − ψ∗2 . (7.5)
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Using equations (7.3) and (7.5), it can be shown that S is the usual expres-
sion for the spin vector
ρS = (ψ1ψ∗2 + ψ2ψ∗1)e1 + i(ψ1ψ∗2 − ψ2ψ∗1)e2 + (∣ψ1∣2∣ − ∣ψ2∣2)e3 (7.6)
Thus we find
⟨Sj⟩ = tr(ejρS) = (ej ⋅ ρS)/2
Here we use the conventional notation that (A ⋅ B)/2 is the scalar part of
the Clifford product. This simply picks out the appropriate coefficient of ej
in equation (7.6). Thus for example, the mean value of the x-component of
the spin is
⟨S1⟩ = (ψ1ψ∗2 + ψ2ψ∗1)/2.
If the particle is in a state of spin ‘up’ along the 3-axis, then we find
⟨S1⟩ = ⟨S2⟩ = 0 ⟨S3⟩ = 1/2
If, on the other hand spin is down along the 3-axis we find
⟨S1⟩ = ⟨S2⟩ = 0 ⟨S3⟩ = −1/2
Thus we see how the eigenvalues of a given physical element like spin are
identified in the Clifford algebra approach without the need to bring in
operators working in a Hilbert space. This whole process can be generalised
to any element of any Clifford algebra. We will not discuss the details of
this generalisation here.
7.4 Mean Values of Differential Elements.
We will assume the elements of our ILms to be functions of the co-ordinates
of the underlying manifold, therefore as we have seen above differentiation
is possible. In order to continue making contact with standard quantum
mechanics, we need to introduce elements like E = B∂/∂t and P = B∂/∂xi,
where B is some general element of the Clifford algebra that has physical
significance. Since we have to consider both differentiation from the left and
the right, our expectation values take the form
2⟨P ⟩± = tr [ψR(PψL)] ± tr[ψL(P˜ψR)] (7.7)
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Now let us write P = B∂ where B is again any element of the Clifford
algebra. Then
2⟨P ⟩± = tr [B(∂ψL)ψR] ± tr [B˜ψL(∂ψR)] . (7.8)
To check the consistency of our approach to expectation values let us sup-
press the differential, ∂ in equation (7.7) and simply write P = B
2⟨P ⟩± = tr [BψLψR] ± tr [B˜ψLψR] . (7.9)
This expression reduces clearly reduces to equation (7.2) if B = B˜ which is
what is desired for consistency.
7.5 Simple Example.
We will now give an example to how this approach works in two simple
cases. Let us find bilinear invariant for the energy in the Schro¨dinger case.
We start from the Clifford energy element e∂t and we evaluate the energy⟨Eˆ⟩+ ≡ ρE. Thus
2ρE = e[(∂tψL)ψR − ψL(∂tψR)] (7.10)
Here we have written  = 1 as this is the only idempotent in the Schro¨dinger
Clifford algebra. In this algebra
ΨL = a + eb while ΨR = a − eb (7.11)
where a and b are related to the conventional wave function via
2a = ψ + ψ† and 2b = ψ − ψ† (7.12)
Substituting equation (7.11) into (7.10) gives
ρE = (∂ta)b − a(∂tb).
and then using the relations between the real parameters and the standard
wave functions given in equation (7.12), we find
2ρE = e[(∂tψ)ψ∗ − (∂tψ∗)ψ]
Finally if we write ψ = R exp[eS] we obtain
E = −∂tS. (7.13)
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Those familiar with the Bohm model will immediately recognize that this as
the Bohm energy. Indeed if we work out the corresponding expression for the
Clifford momentum element Pˆ = e∇ we find it gives the Bohm momentum.
To show this, substitute this expression into equation (7.9) and writing⟨Pˆ ⟩+ = ρP, we find P = ∇S. This will immediately be recognized as the
Bohm momentum.
Thus it appears as if the Bohm model literally drops out of the Clifford
algebra approach. Notice also that we are using the Clifford algebra over the
reals, with the Clifford element e playing the role of i. We have discussed
this consequence and all that follows from it in Hiley and Callaghan [40] .
This method has been applied to Pauli Clifford in [40] and the Dirac Clifford
in [41].
8 The Symplectic Group.
So far we have concentrated on orthogonal properties and we have shown
how the formulation using the notion of process leads to an orthogonal
groupoid and then onto an orthogonal Clifford algebra. The rotations were
handled using the Clifford group which operates on general elements of the
Clifford algebra through inner automorphisms. This enabled us to construct
the light cone structure of space-time.
We introduced the dynamical structure by exploiting the structure of the
connections on a Clifford spin bundle. This actually breaks with the main
aim of this work, namely to capture the underlying process completely in
algebraic terms. Rather than capture the dynamical structure using connec-
tions we now introduce the symplectic groupoid. Here we are exploiting a
suggestion of Connes [55] who has already pointed out that Heisenberg’s ear-
lier attempts to create quantum mechanics exploits this symplectic groupoid
structure.
We will follow in the same spirit by considering how we go from a space-
time structure to what is essentially a phase space structure. To this end
we now introduce a collection of qualitatively new movements that will dou-
ble the algebraic structure we are exploring. Therefore we distinguish two
types of movement. A space-time movement which we will now denote
by X[PnPm] and a new movement P [PnPm] which will correspond to a
movement in what we would conventionally be called the momentum space.
However recall we start with no a priori given underlying manifold. It is
intention to generate any underlying manifolds from the algebra of process
itself. Thus in this notation X and P simply label the qualities of move-
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ment. We then introduce the product X[PnPk] ● P [PkPm] = XP [PnPm].
We will assume that this product is not commutative and follow Heisenberg
by assuming it satisfies the commutator
X[PnPk] ● P [PkPn] − P [PnPk] ●X[PkPn] = i = [X,P ] (h̵ = 1)
In this way we arrive at a structure which has similarities with the structure
used by Dirac [56] in his discussions of the quantum algebra. One of the
technical problems of using the symplectic groupoid in the above form is
that it is an infinite dimensional algebra and therefore it is difficult to see
what is going on. We have found it much easier to illuminate the structure
if we consider instead, the finite Weyl algebra, C2n [57], where n is an integer
0 < n ≤∞. Then we have
X[PnPk] ● P [PkPn] = ωP [PnPk] ●X[PkPn]
Here ωn = 1 so that ω is the nth root of unity. We can simplify the notation
by writing X[PnPk] = U and P [PkPn] = V so that our algebra becomes
UV = ωV U ; Un = 1 V n = 1.
We will show that as n→∞, the discrete Weyl algebra becomes continuous
and is essentially the Heisenberg algebra but with a small but significant
difference. The discrete Weyl algebra allows us to explore what we will call
a toy phase space.
The discrete Weyl algebra C2n contains a set of idempotents, j . We will
choose a particular set given by
j = 1
n
∑
k
ω−jkR(0, k) where R(j, k) = ω−jk/2U jV k, j, k = 0,1, . . . , n − 1
These idempotents satisfy the relation ∑k kj = j . In keeping with the
spirit we have been developing in this paper, we will regard the idempotents
as ‘points’ which we can map onto some underlying vector space.
If we now write U = T = exp [2piδxP /n] then we can generate a set of
points using the inner automorphisms
j+1 = TjT−1
In this way we generate a set of points which we display in figure 8 below.
We can introduce an element of the algebra, X = δx∑k k so that Xj =
δxjj . In other words the element X plays the role of a position operator
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Figure 8: Set of ‘space’ points generated by T .
enabling us to label the point with j. It should be noted that δjj = ΨL is
an element of a minimal left ideal.
We can also form a different set of idempotents
′j = 1n∑k ω−jkR(k,0)
This enables us to generate a set of other points using V = T ′ = exp [2piδpX/n]
We can again introduce an element of the algebra P = δp∑j j′j so that
Figure 9: Set of ‘momentum’ points
P′j = δpj′j . Thus P enables us to label the momentum points by, say, jp.
Again it should be noted that δpj′j = ΦL is an element of another minimal
left ideal.
In other words we have generated a pair of complementary spaces, the
position space and the momentum space. One important lesson we learn
from this model is that it is not possible to generate both spaces simultane-
ously. This is because the two sets of idempotents are related by
′j = Z−1jZ with Z = 1√
n3
∑
ijk
ωj(i−k)R(j − i, k)
This transformation is, of course, a finite Fourier transformation. If this
approach is correct, then it shows that the origins of the uncertainty prin-
ciple is not that we disturb the phenomena with our ‘blunt’ experimental
instruments, but that the nature of physical processes themselves are such
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Figure 10: Many p-points are enfolded into each x-point.
that it is structurally impossible to display position and momentum simul-
taneously using algebraic idempotents.
In fact each finite Fourier transformation ‘explodes’ every space point
into every momentum point and vice versa. This means that the p-points
are not ‘hidden’, they are not manifest. We can regard them as enfolded (see
figure 10.). Essentially what we have is that the p-points are ‘hologramed’
into the x-points and vice versa. In this way we have, as it were, an onto-
logical principle of complementarity which is to be contrasted with Bohr’s
epistemic principle of complementarity. A more detailed discussion of the
mathematics lying behind this approach will be found in Hiley and Monk
[21])
8.1 The Continuum Limit.
In this section we want to show how to proceed to the continuum limit
essentially following the procedure outlined by Weyl [60]. To this end let us
simplify the notation and write
ξ = 2piδx
n
and η = 2piδp
n
Then we have
U = exp[iξP ] V = exp[iηX] R(j, k) = ω−jk/2U jV k
with ω = exp[iξη]. In this case the idempotent becomes
0 = 1
n
∑
k
R(0, k) = 1
n
∑
k
V k = 1
n
∑
k
exp[ikηX]
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Now kη runs through all integer values, but as η ∝ 1/n and n →∞ kη may
assume all the real numbers from −∞ to +∞. In this case
0 = 1
n
∑
k
exp[ikηX]→ 1
2pi
∫ dβ exp[iβq] = δ(q)
If we now form
ξ = exp[−iξP ]0 exp[iξP ] = 1
n
∑
β
exp[iξP ] exp[iβX] exp[iξP ] = 1
n
∑
β
exp[iβ(X − ξ)]
→ 1
2pi
∫ dβ exp[iβ(X − ξ) = δ(q − ξ)
In this way we see the idempotents become delta functions so we have gen-
erated the continuum of points. We can now choose another set of points
from ′0 using U to translate between points so that we can generate another
set of points, the p-continuum. In this way we see that the lesson we learned
in the discrete case generalises to the continuum.
8.2 The Schro¨dinger Representation
Let us take this a little further and write δxjj = xj so that xj ∈ IL. Then
U s ∶ xj → xj−s V t ∶ xj → ωjtxj
Now let us consider the limit n→∞, then
sξ → σ tη → τ ωkt = exp[iξktη] = exp[iqτ]; (kξ = q)
Here k is an integer, but ξ ∝ 1/n which means that for n large, k runs from−∞ to +∞. This is because here k is considered as mod n, while kξ is mod
nξ, but nξ is a multiple of 2pi/η so that pi/η →∞ as η → 0. In this case xj
becomes continuous variable X through the relation xj = √ξX. Then
U s ∶X → exp[iσP ]X → (X − σ) V t ∶X → exp[iτX]X.
These relationships are in the symplectic Clifford algebra. It should im-
mediately be recognised that this is one short step from the Schro¨dinger
representation. In other words we have arrived at the usual continuum
limit.
There is more work to be done to smoothly join the symplectic structure
to the orthogonal Clifford algebra. Some of the mathematical details have
been explored in Crumeyrolle [61] but space limits further discussion.
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9 General Conclusions.
In this article we have shown that by starting from a basic primitive notion
of process, activity or movement, we have generated both orthogonal and
symplectic Clifford algebras. We have shown that the orthogonal structure
enables us to discuss the structure of space-time in terms of a light ray
geometry. We found that this structure is entirely classical even though
we found ourselves using the Pauli and Dirac Clifford algebras, normally
assumed to be quantum in essence.
To introduce quantum aspects into our description, we used two ap-
proaches. The first exploited connections on a Clifford bundle. This led to
two specific forms of connection, one operating from the left and the other
from the right acting on what is the algebraic equivalent of the density
matrix. However our methods are independent of any specific matrix rep-
resentation. The resulting dynamical equations were equivalent to the two
dynamical equations exploited by the Bohm approach. This shows that the
Bohm approach is not some peripheral structure in quantum mechanics but
an essential part of standard algebraic quantum mechanics when discussed
in terms of Clifford algebras.
We found the Schro¨dinger, Pauli and Dirac theories formed a hierarchy
of Clifford algebras, each fitting naturally inside the other corresponding to
the physical hierarchy, non-relativistic particle without spin, non-relativistic
particle with spin and relativistic particle with spin. This provides a natu-
ral description for quantum phenomena, not in terms of representations in
Hilbert space, although such a representation is available if desired, but in
terms of Clifford algebras in which specific representations are not required.
The appearance of the defining equations of the Bohm approach provides
a clear extension of the approach to the relativistic domain showing the
criticism that the approach fails in the relativistic domain unfounded. The
Dirac theory produces a ‘quantum potential’ which can be shown to be the
exact relativistic generalisation of the quantum potential found originally
by de Broglie [62] and Bohm [63]. Space does not allow us to discuss these
details in this paper but will be reported elsewhere in Hiley and Callaghan
[40], [41].
In the final section we generalised the process structure by introducing
a symplectic groupoid. We did this by using a discrete structure which in
the limit approached the Heisenberg algebra. This algebra led to a general
non-commutative structure in which it was not possible to create points in
position and momentum simultaneously. This provides a clear ontological
basis for what Bohr called the principle of complementarity. This algebraic
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structure provides the mathematical structure that lies behind Bohm’s no-
tion of the implicate order. The projections, the shadow manifolds are ex-
amples of the explicate order. The simple original Bohm model of quantum
mechanics simply produces a phase space example of one of these shadow
manifolds. Thus we have provided a more general mathematical framework
within which it is possible to further explore the quantum world.
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