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ABSTRACT
The probabilistic distribution of the thunderstorm phenomenon during the pre-monsoon season (1 March to 18 June) over
Pune, a tropical Indian station, has been examined with the help of Markov chain models using daily thunderstorm data
for a period of 11 years (1970–80). The data have also been tested using Akaike’s information criterion. This test has
clearly indicated that the first-order Markov chain model is the best fit model for thunderstorm forecasting, which has
described the appropriate period (8 days) of occurrence of thunderstorm phenomenon over Pune. Further, the steady-state
probabilities and mean recurrence time of thunderstorm days and non-thunderstorm days have also been calculated for
the first- and second-order Markov chain models. These computations have revealed that the observed and theoretical
values of steady-state probabilities are realistically matched. Copyright  2002 Royal Meteorological Society.
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1. INTRODUCTION
It is well known that two meteorological observations separated by a relatively short interval of time tend to
be either similar or highly correlated. Analysis and characterization of the nature of their temporal correlations
can be useful for understanding the atmospheric processes and also for forecasting meteorological events.
The occurrence and non-occurrence of thunderstorms on a given day is a simple meteorological example,
and a sequence of their daily observations at a particular location constitutes a time series of that variable.
In the past, a variety of methods, such as synoptic, numerical and statistical techniques, have been used to
forecast the occurrence of thunderstorms. Time series analysis is one such statistical method. Thunderstorms
are important local meteorological phenomena to understand, since they cause severe devastation to property
and to life. Hence, one should be forewarned of the occurrence of thunderstorms.
Normally, a thunderstorm day and a non-thunderstorm day have a tendency to cluster and form a sequence
of thunderstorm and non-thunderstorm days. Such a tendency can be best explained by using a Markov
chain model (MCM) of a particular order of conditional dependence on a physical process. MCMs have been
extensively used by different scientists (Gabriel and Neumann, 1962; Chin, 1976, 1977; Bishoni and Saxena,
1979; Sarkar 1994; Pant and Shivhare, 1998; Dahale and Puranik, 2000; Dasgupta and De, 2001) to forecast
the occurrence of precipitation, the distribution of wet and dry spells, etc. A common conclusion of the above
studies suggests that, on the majority of occasions, the occurrence of precipitation can be best described by a
first-order Markov chain. Some of these studies also show that if the record length is short, there is a tendency
for a lower-order chain to be misrepresented as the best fit. From the studies referred to above, it appears that
studies pertaining to the application of MCMs to the occurrence/non-occurrence of thunderstorms seem to be
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sparse, except for the recent studies by Dasgupta and De (2001). Therefore, in this study we have made an
attempt to study the occurrence of thunderstorms over the Pune region using MCMs. These models provide
us with a probabilistic description of the occurrence of thunderstorms during the pre-monsoon season. This
study highlights the importance of previous days’ thunderstorm activity.
2. DATA AND METHOD OF ANALYSIS
The daily thunderstorm data at Pune (18°32′N, 73°51′E, 559 m asl), a tropical Indian station, from 1 March
to 18 June (pre-monsoon season) for a period of 11 years (i.e. 1970–80) have been used in the present
study. These data were obtained from the India Meteorological Department (IMD), Pune. The original
data were in the form of actual dates of thunderstorm occurrence. These have been transformed into a
time series of the daily observations of the occurrence and non-occurrence of the thunderstorm labelled
as binary (1,0) events for the period 1 March to 18 June. As per the IMD and World Meteorological
Organization conventions, a thunderstorm day is defined as a local calendar date on which thunder is
heard.
The most common class or model of a statistical stochastic process used to represent the time series of
a discrete variable is known as a Markov chain. A Markov chain can be imagined as being based on the
collection of a ‘state’ of the model system. Here, the word ‘state’ represents a binary event: the occurrence
(1) or non-occurrence (0) of a thunderstorm. The length of each state is equal to the time separation between
the two consecutive binary events in the above time series observations. The Markov chain can either remain
in the same state or change to the other state.
Generally, there are three orders of Markov chain (Wilks, 1995). They are:
(i) first-order Markov chain, in which the future (tomorrow’s) forecast can be made based on the prior
(today’s) state;
(ii) second-order Markov chain, in which the future (tomorrow’s) forecast can be made based on the prior
2 days’ (yesterday and today) states; and
(iii) third-order Markov chain, in which the future (tomorrow’s) forecast can be made based on the prior
3 days’ (day before yesterday, yesterday and today) state.
In the present study, the above three orders have all been tested with the data previously specified. Instead
of a conventional chi-square test, a decision procedure based on the extension of the ‘maximum likelihood
principle’ has been used (Chin, 1977). Then the proper order of the Markov chain for modelling the time
series of thunderstorm occurrence has been assessed by using Akaike’s information criterion (AIC). The
relevant equations for computing the transition probabilities for the first-, second- and third-order Markov
chain are given in Appendix A.
3. RESULTS AND DISCUSSION
Even though the statistical analysis has been done for each year, the results discussed here pertain to
the average studies of 11 years. Table I illustrates the estimated transition probability of occurrence of
thunderstorm day (OTD) and non-occurrence of thunderstorm day (NOTD) for the first- and second-order
Markov chains. From Table I, it can be seen that for the first-order Markov chain the probability of NOTD
followed by NOTD is observed to be quite a lot higher (Pˆ00 = 0.928) than the probability of OTD followed
by NOTD (Pˆ01 = 0.072), whereas the probabilities of OTD and NOTD followed by OTD are more or less
equal (Pˆ11 = 0.470 and Pˆ10 = 0.530).
Similar features are seen for the second-order Markov chain, where the transition probabilities Pˆ000 and
Pˆ100 are strikingly high (Pˆ000 = 0.931 and Pˆ100 = 0.862), whereas the probabilities corresponding to Pˆ001
and Pˆ101 are 0.069 and 0.138 respectively. These probabilities imply that the chances of NOTD are rather
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Table I. Estimation of transition probabilities of two-state
Markov chains for first and second order
Order Probability
I Pˆ00 = 0.928 Pˆ10 = 0.530
Pˆ01 = 0.072 Pˆ11 = 0.470
II Pˆ000 = 0.931 Pˆ001 = 0.069
Pˆ010 = 0.510 Pˆ011 = 0.495
Pˆ110 = 0.553 Pˆ111 = 0.447
Pˆ100 = 0.862 Pˆ101 = 0.138
Table II. An estimation of probabilities by using first-order
chains
Order Probability
II Pˆ000 = 0.933 Pˆ001 = 0.065
Pˆ010 = 0.509 Pˆ011 = 0.490
Pˆ110 = 0.555 Pˆ111 = 0.444
Pˆ100 = 0.87 Pˆ101 = 0.126
frequent compared with OTD. It is interesting to note that in both the orders (first and second) of Markov
chains the transition probabilities Pˆ00, Pˆ000 and Pˆ100 have the greatest magnitude compared with the remaining
transition probabilities. This particular aspect has also been examined using the first-order chains and obtaining
an alternative set of second-order chains as well as the probabilities. The results showed that the computed
probabilities are similar (99.97%) to the earlier probabilities (Tables I and II).
Table III shows the AIC values for the first- and second-order Markov chains along with the log likelihood
Lm. It is seen from Table III that the Lm for both orders is similar (∼ − 33.72). However, the corresponding
AICm values differ by four units, (i.e. 71.74 and 75.16). This difference may be due to the second-order
polynomial equation that has been used in the study (Equation (A6)). The above difference of four units is
significant at the 95% level. From these values it can be seen that the two-state first-order Markov chain
has minimized the AIC function (Chin, 1977). These computed values have revealed that the above said
first-order model is the most appropriate for describing the given series. Further, following Dasgupta and
De (2001), the n-step probabilities have been obtained by using a first-order Markov chain and the values
are presented in Table IV. These n-step probabilities (left panel) are the elements of a matrix of the type
Pn (right panel) where P is the one-step transition matrix. The above Pn model has been executed up
to step 8 and it has been found that the values of Pn become nearly constant (0.881, 0.119) after step 5
onwards. This constant value after step 5 implies an independent probability of occurrence of a state of
thunderstorm (1) no thunderstorm (0) from its initial state (either 0 or 1). The above Pn model is invariably
realistic and simulates the chances of forecasting the non-occurrence of thunderstorm days far better than
the occurrence of thunderstorm days. Using the above steady-state probabilities (0.881, 0.119), the mean
recurrence time period has been worked out and is given in Table V for both thunderstorm days and non-
thunderstorm days. It can be seen from Table V that the mean recurrence time period for the occurrence
of a thunderstorm over Pune is approximately 8.33 days and that of non-occurrence is about 1.14 days.
These recurrence time periods have been compared with the observed values of mean recurrence times of
thunderstorm and non-thunderstorm days. These computed mean recurrence times are found to match with
each other exactly.
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Table III. AIC for the Markov chains
of first and second order
Order m log likelihood Lm AICm
I −33.87 71.74
II −33.58 75.16
Table IV. The n-step transition probabil-
ities of the first-order MCM
n P n
1 0.928 0.530
0.072 0.470
2 0.899 0.741
0.101 0.259
3 0.888 0.825
0.112 0.175
4 0.883 0.881
0.117 0.119
5 0.881 0.871
0.119 0.129
6 0.881 0.871
0.119 0.123
7 0.881 0.879
0.119 0.121
8 0.881 0.880
0.119 0.120
Table V. Observed and theoretical values of mean recurrence time for
first- and second-order Markov chains
Order Mean recurrence time (days)
Thunderstorm Non-thunderstorm
Observed Theoretical Observed Theoretical
I 8.333 8.333 1.136 1.136
II 8.333 8.929 1.140 1.130
4. CONCLUSIONS
A time series analysis of pre-monsoon season thunderstorm days for the 11 year period (1970–80) has
been made by using a two-state MCM (first-, second- and third-order) to describe the probabilistic
distribution of thunderstorm phenomena over the Pune region. This study has revealed the following
conclusions.
(i) The data series under investigation is best explained by the first-order MCM.
(ii) For first- and second-order Markov chains, the transition probabilities Pˆ000 and Pˆ100 are found to be higher
when compared with the remaining transition probabilities. This implies that, during the pre-monsoon
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season, the state of occurrence of a non-thunderstorm day is more frequent than the occurrence of a
thunderstorm day over the Pune region.
(iii) The stationary or climatological probability of the occurrence of thunderstorm days over the Pune region
is observed to be very low during this season.
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APPENDIX A: MCM
The most common class or model of stochastic process used to represent time series of discrete variables
is known as the Markov chain. A Markov chain can be imagined as being based on a system comprised
of a number of states. The length of each state is equal to the time separation between observations in the
time series. Markov chains can either remain in the same state or change to the other state. The behaviour
of a Markov chain is governed by a set of probabilities called transition probabilities. These will specify the
likelihood for the systems being in each of its possible states during the next time period. The most common
form is called a first-order Markov chain, for which the transition probabilities controlling the next state of the
system depend on the current state of the system. For second-order Markov chains the transition probabilities
depend on the states at lags of both one and two time periods. Hence its transition probabilities require three
subscripts, the first denoting the state t − 1, the second denoting the state t and the third specifying the state
at t + 1. The notation for the transition probabilities of a second-order Markov chain can be defined (Wilks,
1995) as
Pijk = {Xt+1 = k|Xt = j, Xt−1 = i} (A1)
A two-state Markov chain is a statistical model for the persistence of binary events. The occurrence and
non-occurrence of the thunderstorm on a given day is a simple meteorological example of a binary random
event. The sequence of daily observations of occurrence and non-occurrence of thunderstorms for a particular
location would constitute a time series of that variable. A common and often quite good stochastic model for
data of this kind is a first-order two-state Markov chain.
For a two-state first-order Markov chain, each value in the time series for the stochastic process is either in
the state 0 (no thunderstorm occurs and Xt = 0) or in the state 1 (thunderstorm occurs and Xt = 1). At each
time step, the process can either stay in the same state or switch over to the other state. Hence, four distinct
transitions are possible, corresponding to a dry day following a dry day (Pˆ00), a wet day following a dry day
(Pˆ01), a dry day following a wet day (Pˆ10), and a wet day following a wet day (Pˆ11). Here, the first subscript
on the probability is the state at time t and the second subscript is the state at time t + 1. These transition
probabilities are the conditional probabilities for the state at time t + 1 (whether a thunderstorm will occur
tomorrow) given the state at time t (whether a thunderstorm occurred today), i.e.
Pˆ00 = Pr(Xt+1 = 0|Xt = 0) (A2)
Pˆ01 = Pr(Xt+1 = 1|Xt = 0) (A3)
Pˆ10 = Pr(Xt+1 = 0|Xt = 1) (A4)
Pˆ11 = Pr(Xt+1 = 1|Xt = 1) (A5)
Equations (A2) and (A3) will give the conditional probability distribution for the time series at time t + 1,
when Xt is given as 0 at time t. Similarly, Equations (A4) and (A5) constitute the conditional probability
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distribution for the time series at time t + 1, when Xt = 1. So the principle of a first-order Markov chain is
that the probability of a thunderstorm on any day depends only upon whether there was a thunderstorm or
not on the previous day. The MCMs are very useful in providing the probabilistic distribution of a particular
phenomenon.
Instead of the conventional chi-square test, a decision procedure based on the extension of the maximum
likelihood principle was used (Chin, 1977). Then the proper order of the Markov chain for modelling the
time series of the thunderstorm occurrence is assessed by using the AIC. According to this criterion, for a
given state a Markov chain of order m is the most appropriate model if it minimizes the function:
AICm = −2Lm + 2sm(s − 1) (A6)
where
L0 =
s−1∑
j=0
nj ln(Pˆj )
L1 =
s−1∑
i=0
s−1∑
j=0
nij ln(Pˆij )
L2 =
s−1∑
i=0
s−1∑
j=0
s−1∑
k=0
nijk ln(Pˆijk) (A7)
L3 =
s−1∑
i=0
s−1∑
j=0
s−1∑
k=0
s−1∑
l=0
nijkl ln(Pˆijkl)
the steady-state probabilities of the chain and the mean recurrence time for fair weather and thunderstorm
days have also been calculated.
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