where (1/r) . l+Cicos(x) dx=di,k.
To solve (9), we first use the identity
to express the coefficients {dk,j} as 
Using this result in (10) we can write
Using these expressions, (9) can be expressed in matrix-vector form as 
In a similar manner, subtracting p times the (k -1) th equation from the k th equation we find
Using this recursive definition of the {Bk}, we can use induction to show that the {Bk} are given explicitly by
(We note that equations (14) also follow from equating (8) 
(Recall that we have defined b_l = -bl.) In this section we consider the case M = 1. The case M > 2 will be discussed in section 5. Thus we consider approximations of the form
The requirement that the first N -4-2 Fourier coefficients of SN,1 agree with those of f leads to a system of equations for the N + 2 unknowns {C1, Ao, ..., AN}, which can be solved using the techniques of section 2. In particular, we find (assuming
In the special case when aN+l : 0, we see that p = 0 and hence Ca : 0. Then each 
_. Cs 2p
where
As an application of these results,
where a s < 1. Here f is analytic for -r < x < r, but develops a sharp, narrow peak near x = 0 as (_ ---, -1. In Table II 
More precisely, let b,/3, and "7 be constants 5ndependent Proof: We shall outline the proof only for the case when f is an odd, 2r-periodic, piece-wise smooth function, since the proof for the case when f is an even function follows the same line of reasoning. Using the assumed form of the asymptotic behavior of the coefficients {bk}, we note first that we can write
where we have defined _ = 1/N. Then, using this expression and the definition of p in (13), we can write
and hence 
which completes our proof. 
In this case, it is easy to show that the Fourier coefficients To illustrate these results, in Figure  3 we have used the coefficients {Bk} from If the function f is analytic for -Tr < x < 7r, then (see, e.g., [2] ) the Fourier coefficients of f decay exponentially as k _ oc. That is, there exists a constant 8, with 
In a similar manner, using the assumed asymptotic form of the coefficients {bk} we can write
as k _ c_, where e = 1/k. Thus, for large values of both k and N we have
,0,,, 0, ,I 10,
as k ---o_. This completes our proof.
We note that the rate at which the coefficients {Bk} decay to zero changes slightly 
To illustrate these results, in Figure  4 we have used the coefficients {Ak} from 
Proof.
As in the proofs of the previous theorems, we shall outline only the proof for the case when f is an odd, 2rr-periodic, piece-wise smooth function.
To begin, we note that, since f is an odd function, we can restrict our attention to
and hence convergence is assured at x = 0 and x = r in a trivial way). Consequently, we let x be any fixed number in the interval 0 < x < _r and let e > 0 be any fixed positive number. We then define
By the hypotheses of the theorem concerning f, the Fourier partial sums SN,o(X)
Hence, there exists a positive integer
Also, using the definitions of SN,O and SN,1, we can write
Using the assumed asymptotic form of the coefficients {b,_}, there exists a positive integer N2 = N2(x,e) > (4 Ibl/(e(1 -cos(x))) 1/p such that Ib.I < 21bl/Nv and Cl > -1 for all N > N2. Then, using equation (27), we can write
Using the bounds (26) and (28), from equation (25) we find
for all N > N3 = Max(Na, N2). Thus, the sequence of approximations {SN,,} converges 
Using the asymptotic form of the coefficients B(k) and C} k) from Theorem 1, we find
Using the estimates (34) in (32), we find
This completes the proof of our theorem.
To illustrate some of these results, in Figure  5 we have plotted log IEN,11/log tNI Thus, the improvement in the rate of convergence suggested by the figure is consistent with the increase predicted by Theorem 3, i.e., an increase in p of 2. 
Case
and hence
Here {-zi} are the roots of the polynomial P, when P is regarded as a polynomial in the variable z = cos(x), and we have assumed that the {z_} are all distinct. Substituting (41) into (39)and using (11), we can write
Using this result in (38) we find
To solve equations (37), we first define the quantities Here we define eq(O) to be the trivial equation 0 = 0, and eq(n) = -eq(-n), for n < 0. In Figure  6 , we have plotted $6,0, $5,1 (using equation (15) 
., In a similar manner, using the expressions (50) with N replaced by k, along with the asymptotic form of the {Cm}, in equations (48), we find that the coefficients {Bk} have the asymptotic form indicated in the statement of the theorem, as both k, N --. oc.
To illustrate these results, in Figure  7 we have plotted log IBkl/log k vs. To illustrate Theorem 6, in Figure  5 we have also plotted log [EN,M]/log IN I for Example 1, with M = 2 and 3, as a function of 1/loglN ], for 3 < N < 50, with
Using the ideas discussed after Theorem 3, the results presented in Figure 5 are consistent with the convergence rates (In equation (52), the subscripts denote partial differentiation.) Using separation of variables,the solution is found in a straightforward mannerto be
where u(N'°)(x,t) _ e -"_t sin(nx).
N--*c_ 12 n-----I
This solution obviously has a discontinuity at x = r when t = 0.
Using the formulas of section 2, we define a new class of approximate solutions {u (N'I)} by (54)
where the coefficients Bn(t) and Ca(t) are defined by equations (13) and (14) with bk replaced by (--1)k+le-k2*/k. Thus, we find c,(t) =
In Figure  8 we have plotted u (4,°) (dashed line) and u (3,1) (dotted line), along with the exact solution u (_,°) (solid line) for t = 0.01 and t = 0.05. As the figure illustrates,
is consistently a better approximation than u (4,°) to the exact solution, and the quality of this approximation improves as t becomes larger.
The corresponding comparison at t = 0 is the same as shown in Figure  1 for 0 < x < 7r. is "best"? In Figure 9 we have plotted Figure  10 . As the figure clearly illustrates, neither Slo,1 nor $9,1 is a "good" approximation to f. However, we now observe that we can decompose $2N+2,0 into the sum of two other partial sums, i.e.
c(1)
¢ (2) where for a fixed value of q, is also predicted. 
SN,M(X).
We note that an intercept of 2M + 1, as predicted by Theorems 3 and 6, is clearly consistent with these plots. over either $1o,1 or $9,1, is apparent.
