Service composition is a technology capable of combing a collection of existing services where many smaller services are coordinated together to form a larger one. Functionally similar services can often show different quality-of-service (QoS) properties. For a specific service composition request, how to choose from a bag of suitable services that fulfill the required functions under given quality-ofservice constraints is widely believed to be a great challenge. The traditional approach usually tackles this problem by assuming fixed, bounded, or statistic QoS and views the decision-making of service composition as a static process. Instead, we address this problem by considering time-varying and fluctuating QoS and presenting a predictive-trend-aware service composition method by using a time series prediction model and genetic algorithms. We conduct extensive case studies based on multiple randomly-generated service templates with varying process configurations and show that our method outperforms existing ones.
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I. INTRODUCTION
A Service-Oriented-Architecture (SOA) is a type of application architecture in which all services/functions are defined by a description language and possess interfaces that are invoked to perform business processes. The building blocks of SOA are services. As an increasing number of web services with similar functionalities are emerging, choosing the most suitable web services that meet users' requirements becomes an important challenge of Service-Oriented Computing (SOC). Nevertheless, a single Web service is usually insufficient to satisfy a complicated demand. Therefore, a Web Service Composition (WSC) paradigm is introduced as a core task of integrating multiple services to generate a value-added composite web service [1] . WSC requires an automatic procedure to choose, orchestrate, and invoke multiple component services to complete users' complex objectives [2] , [3] . Along with the fact that the QoS aspect of WSC attracts much research attention [1] , [4] - [9] . QoS refers to the non-functional requirements that include a set of quantitative properties, e.g., responsiveness, throughput, price, reliability, availability, maintainability, and success rate. Given user preference, a crucial problem lies in how to effectively create a process model or workflow which guarantees that QoS constraints are met while QoS objectives are optimized. A major challenge in satisfying constrains of users when composing services lies in that run-time QoS is uncertain in the dynamic environment. For instance, Dittrich et al. [10] obverse that Amazon EC2 cloud services are subject to performance variations: a Coefficient of Variation (COV) of 24%, 20% and 19% for CPU performance, I/O performance and network performance respectively. Jakson et al. [11] show that the difference between the maximum and minimum runtime of cloud services is 7,900 seconds, or approximately 42% of the mean runtime within EC2. Time-varying QoS of services strongly affect user-perceived performance of resulting composite services. Meanwhile, such variations of services may also result in a less desired outcome in terms of increased physical resources and backup services.
It is thus evident that run-time QoS fluctuations and QoS trends of component services should be well considered and predicted in service composition process. Traditional models and methods with assumptions of time-invariant, statistic, or bounded QoS and static composition strategies are inadequate. In this work, we deal with the fluctuation issue of QoS in service composition process. To solve this problem, we propose a predictive service composition approach with special attention to time-varying QoS. We exploit an ARIMA-based time-series prediction model to analyze the QoS fluctuations and GA to generate optimal composite service where ARIMA stands for Auto-Rregressive-Integrated-Moving-Average proposed by George and Jenkins [12] . To validate our method, we conduct extensive case studies by using randomly-generated service composition structures and a real-world QoS dataset. The results show that our predictive service composition algorithm outperforms existing ones.
II. RELATED WORK
Web service composition paradigm refers to the process through which composite services are created from existing simpler ones. It usually employs a composition scheme to abstract the functionalities of component services and their aggregation logics [13] - [18] . Then, concrete services are scheduled and executed based on the composition scheme. Real-world service compositions are usually performed through multiple steps: 1) performing a matching process for every component service; 2) returning a batch of candidate/competing services able to implement the required functionality; and 3) identifying and invoking appropriate concrete services to integrate a composite service meeting QoS requirements. It is difficult to find a globally optimal solution within an acceptable amount of time as the resulting problem is widely recognized as NP-hard. Thus, many works adopt approximate, intelligent, and heuristic algorithms to solve this problem. For example, Zou et al. [1] translate a service composition problem into a planning task with QoS constraints and objectives and use a planning-based algorithm to solve the problem. Wang et al. [19] consider a quality estimation model with the Service-Level-Agreement (SLA) satisfaction as a key constraint and design a genetic and simulated annealing algorithm for solutions. Yu et al. [20] compare the pros and cons between the combinatorial model and the graph model and present efficient heuristic algorithms for web service selection. Wu et al. [21] present the concepts of generalized component services (GCSs) and multigranularity service composition and design heuristic algorithms to optimize the overall QoS of the composite services. Zhang et al. [22] take the heterogenous multi-data-center architecture into account and develop a modified GA for identifying near-optimal composition plans. It let customers choose a composite plan based on their preferences. Fan et al. [23] employ a particle swarm optimization (PSO)based approach to generate Pareto optimal composition schedules in consideration of QoS constraint. Silva et al. [4] introduce multiple extensions of GA and two PSO algorithms for solving Web service composition and carry out comparisons among them. They show that GA has better scalability. Boussalia et al. [24] consider improving Bat-Inspired algorithms with polynomial time-complexity.
Nevertheless, a key limitation of existing contributions lies in their assumption of static, bounded, or statistic QoS: 1) As mentioned earlier, real-world services built upon distributed and heterogeneous cloud infrastructures can suffer from run-time performance and quality fluctuations as the Internet environment is time-varying, e.g., the dynamic network connectivity and changing resource availability. Assuming static or time-invariant QoS of services, usually estimated as historical mean QoS, and inputting them to scheduling algorithm may produce a fixed schedule that ignores the run-time fluctuations of system performance. Such static decisionmarking in identifying optimal service composition plans can show considerable SLA violations and low user-experienced quality, especially when underlying cloud infrastructures are under high stress.
2) The bounded or interval-based QoS can be helpful in dealing with high SLA violation rates. For example, Jian et al. [25] consider QoS intervals and develop evaluation method in terms of profit and stability of QoS in a fuzzy way. Their work demonstrates the advantages of interval-based QoS-aware service composition over the traditional ones. Niu et al. [26] convert the uncertainty-aware service composition into an interval number multi-objective optimization problem. They take advantage of the strategy of decomposition to solve this non-deterministic multi-objective problem. Nevertheless, bounded-interval may result in pessimistic estimations of system capability and further resource waste because strategies based on boundedinterval are inclined to choose weak services with stable performance rather than powerful ones with unstable one. 3) Various studies, e.g., [27] - [31] , consider QoS to follow the historical empirical distribution and evaluate QoS from past experiences to describe its future distribution. For example, Wang et al. [29] assume that the cost-effective indexes of services and the cost functions of the tasks show a given type of probabilistic distribution. Similarly, Hwang et al. [28] , [30] model QoS of services as discrete probabilistic distribution that can be estimated based on past QoS records. However, these approaches can be limited in that they merely use the density information but ignore the time-dependent trend and run-time variations.
Strategies based on such assumption are therefore inclined to choose statistically-competent services with weakening performance rather than those with performance-increase trends but inferior statistic distributions. Recently, various other works consider avoiding above-mentioned limitations by adopting predictive service composition instead. Xu and Han [32] analyze time series via Echo state network(ESN) with a large sparsely connected reservoir and an adaptable linear readout layer. However, the ESN-based method requires a great deal of training time as its underlying prediction model is neural-network-based. Thus, we exploit ARIMA [33] , [34] to analyze the timevarying QoS and input the predicted QoS values into GA to generate service composition plans.
III. PREDICTIVE SERVICE COMPOSITION A. PRELIMINARIES
Time-series-based prediction methods and models are very frequently used to analyze time series data for the purpose of extracting meaningful information of the data in applied science,such as econometrics, statistics, and electroencephalography. Time series analysis adopts a model to forecast future values according to historical time series data. The fundamental principle of a time series analysis method is that the historical time series data generally reflect the changing trend with time, as adjacent observations in time are related with each other.
Time series data is divided into two categories: stationary or non-stationary. Stationary time series data refer to those whose mean and variance are constant over time and residuals are statistically independent of each other. A non-stationary time series can be analyzed by an ARIMA model only if it can be translated into a stationary one via initial difference steps. Note that we assume a non-stationary time series should be transformed into a stationary one by conducting finite times of differentiations. Then the time series eliminated the non-stationarity can be modeled by Auto-Regressive and Moving-Average (ARMA) model which includes an autoregressive (AR) model and a movingaverage (MA) one.
Given a non-stationary time series {x t }, its first order difference can be derived as:
The difference operation may carry out multiple times until higher order difference series, i.e., ∇ d x i , is stationary:
Then, we input ∇ d x i to ARMA(p, q) with orders p of AR and q of MA:
where B is the backshift operator, {z t } a series of errors, the autoregressive polynomial with order p is: and the average moving polynomial with order q is:
Thus, the non-stationary property of a series can therefore be described by using a generalized autoregressive operator ϕ(B):
The predicted future values of a series is therefore:
Hence, we have:
where
As described above, an ARIMA model can be denoted by ARIMA (p, d, q) . We make use of the ARIMA model to analyze previous QoS data and obtain predictive QoS values as inputs into an evolutionary algorithm.
B. PROBLEM FORMULATION
A composition template can be used to describe the procedure of web service composition. It comprises several abstract interlinked tasks which are choreographed as workflows or workflow-like process models with varying structures [35] , [36] . Thus, a composition template S with n abstract tasks is denoted as S = {s 1 , s 2 , . . . , s n }. An abstract task can be fulfilled by multiple competing services with the same functionality, denoted as (s i ) = {s i,1 , s i,2 , . . . , s i,m(i) }, where m(i) indicates the number of competing services for task s i . Each competing service contains a bag of QoS properties denoted as Q(s i,j ) =< q 1 (s i,j ), q 2 (s i,j ), . . . , q r (s i,j ) >, where s i,j is the jth competing service for an abstract task s i , r means the rth dimension of QoS properties. QoS properties fall into two types: positive ( Q + ) and negative ( Q − ). For the positive properties, greater values mean better performance, such as reliability and availability. On the contrary, greater values of negative properties mean worse performance, such as response time and cost.
The overall QoS of a composite service instance (denoted as µ) can be aggregated through QoS of component services according to different composition structures as given in TABLE 1, where n denotes the number of abstract tasks, q r (s i ) the forecasting QoS value (achieved through the ARIMA model) of a component service selected to fulfill abstract task s i , p i the probability of executing the ith branch in an exclusive choice structure, and k the expected times of iterations in a loop structure.
Global QoS constraints of a composite service can be specified by users based on their preferences, denoted as C = {C 1 , C 2 , . . . , C r }. Note that, if the rth attribute falls within the category of positive attributes, i.e., C r ∈ Q + , the constraint is thus q r (µ) ≥ C r . Similarly, q r (µ) ≤ C r if C r ∈ Q − . It's worth noting that constraints in C are mutually constrained and their satisfaction can thus cause conflicts. In order to cope with such multi-objective optimization problems, we propose a utility function to aggregate multiple constraints into a single one:
where w r is the preference weight. This utility function is different from those [21] , [37] which consider normalizing QoS by handling the aggregated value of composite services with their maximal and minimal values. Nevertheless, we can not calculate the extremum QoS of a composite service in practice. Because run-time QoS of competing services are time-varying and fluctuating, the overall QoS of the composite services can thus hardly be bounded by pre-specified extremum values. Instead, we consider the extent of satisfaction of QoS constraints for developing the utility function to eliminate the effect of inaccurate extremum. Therefore, the constrained optimization problem can be formulated as finding the service composition plan to maximize the utility value while satisfying QoS constrains.
IV. EVOLUTIONARY ALGORITHM FOR SERVICE COMPOSITION
The optimization goal formulated in (10) formally falls within the scope of multi-task scheduling processes which are well-acknowledged to be NP-hard problems. It's worth noting that extensive works, e.g., [4] , [21] , [22] , [38] - [41] , clearly suggest the strength of genetic/evolutionary algorithms in solving this kind of problems over other heuristics, e.g., Ant Colony optimization and Particle Swarm optimization. We therefore consider combining the benefits of GA and time-series-based prediction in dealing with the problem of predictive service composition as formulated in (10). Specifically, ARIMA predicts QoS values according to historical time series and GA uses the predicted QoS values to generate a service composition plan in each time interval.
A. INITIALIZATION
In a GA, a population comprise of a number of genomes that contain a series of genes. As FIGURE 1 shows, each service composition schedule is accordingly encoded as a genome β of a certain population, in the form of an array of n entries standing for a genome of n genes. And each entry in the array identifies the specific concrete service to fulfil the corresponding task. Therefore, one service composition schedule is obtained in every time interval. Initially, a possible atomic service, α, is randomly chosen from the set of competing concrete services [s i,1 , · · · , s i,m(i) ] of task s i , where 1 ≤ α ≤ m(i).
B. FITNESS CALCULATION
As mentioned earlier, our goal is that identifying the service composition schedule to maximize the utility value subject to multiple QoS constrains. The constraints can be interpreted as penalty functions defined as:
Thus, the fitness of genomes can be formulated as a unified function of the utility value and the weighted penalty value:
where w P indicates the penalty weight and g is the generation number. When there are no violations of QoS constraints, the fitness value of a certain genome is determined by the utility value. Otherwise, the final fitness declines with the increase of g. Consequently, genomes that violate QoS constraints but show high utility values are allowed to survive in the early generations but gradually discarded as generations proceed. 
C. SELECTION OPERATOR
In the process of evolution, we combine elitism selection with tournament procedure to select genomes. Genomes with greater fitness values are allowed to survive longer and be more likely to have offsprings. Specifically, we select chromosomes for new generations by using a fitness handling strategy: the best genomes stay alive across generations (i.e., elitism selection) and the one with the greater fitness value of two solutions is preserved(i.e., tournament procedure).
D. CROSSOVER OPERATOR
It's worth noting that Crossover operations among genomes should follow the coding rules of genomes, where each entry in the array does not exceed the number of corresponding competing concrete services. In this work, we employ the Position based Crossover (PBX) scheme motivated by the work [42] . FIGURE 2 shows the pseudocode of this operation. The scheme is implemented through the steps as follows: 1) selecting multiple random positions for a crossover; 2) extracting genes (elements) on these positions of two parents respectively; 3) copying genes on these positions to the corresponding positions of the offsprings; 4) removing genes that already selected from parents; 5) placing remaining genes from the other parent into the unfixed position of the offspring from left to right according to the order of the sequence. The process of the crossover operation is illustrated in FIGURE 3. We select three positions (location =< 1, 3, 5 >) randomly, and produce two offsprings vec1 and vec2 by copying genes on selected positions of parents A and B. Then, we exchange genes on other positions < 2, 4, 6, 7, 8 > of parents to their offspings.
E. MUTATION OPERATOR
The mutation operation maintains the diversity of populations and avoids falling into local optimum. In this work, we propose a modulo-based method to guarantee that the mutated service selected still falls into the set of competing services of the corresponding task. At first, we decide a random mutation position, denoted as l, of an genome. Then, we select the value of position l, denoted as β < l >. At last, β < l > suggesting the corresponding concrete service selected is mutated to (β < l > +u) Mod (m(i)), where u denotes a randomly generated positive integer and Mod is the Modulo operation. 
O(ψ)
where ψ is the size of historical samples to train the ARIMA model and ψ is usually bounded. Suppose M is the maximum value of the candidate services for one task and Q is a fixed number of QoS attributes measured for every candidate services. The complexity for generating all predicted performance data for n tasks is O(nMQψ) = O(nM ). The overall time complexity for our proposed framework is thus O(nM ) + O(gyn 2 ). Note that the maximum number of candidate services for one task is usually smaller than the number of tasks and thus the overall complexity can further be expressed as O(gyn 2 ).
V. CASE STUDY
To prove the effectiveness of our proposed methods, we conduct extensive simulation experiments based on a well-acknowledged QoS dataset [43] , which consists of realworld QoS test records of response time and throughput of 4500 real-world Web services. And the service composition process is based on several randomly-generated service templates as shown in FIGURE 4 . There are 20, 18, 21 tasks in Case 1, Case 2 and Case 3, respectively. The execution probabilities of different branches in the exclusive choice structure in Case 3 are set to 0.3 and 0.7. It is assumed that the number of iterations of the loop structure in Case 3 is ten. In this case study, each task is randomly assigned six candidate services from the dataset. The preference weights (denoted as w r )for response time and throughput of the candidate services are both set to 0.5 and the penalty weight (denoted as w P ) is set to 0.1. Based on preliminary tuning tests, the details of GA are set as follows: the best genome and the better one in each tournament are selected for crossover (i.e., elitists and tournament selection) with a crossover probability of 0.7, and a mutation probability of 0.3. The size of initial population is set to 30. The termination condition of the GA is ''1000 iterations of the evolutionary process or no improvement on the best solution for 100 consecutive generations''. Because of the stochastic nature of GAs, the GA is executed 50 times in each experiment, and the average performance is recorded.
As discussed earlier, we develop predictive service composition schedules based on an ARIMA time-series prediction model. In order to evaluate the effectiveness of the ARIMA model, experiments are conducted to compare the predicted response time and throughput of competing concrete services against the measured values in the dataset. FIGURE 5 presents that predicted QoS values well converge to measured ones where the root mean square errors for prediction of response time and throughput are 0.3400s and 0.1789 kbps respectively. The predicted response times and throughput are then fed into the GA-based scheduling algorithm to guide service composition.
According to the discussion in the RELATED WORK part, we compare our proposed method with traditional ones, namely a static-QoS method [44] , bounded-QoS methods [25] , [26] , statistic-QoS methods [27] - [31] , PSO methods [23] , [45] , and ESN-based method [32] . Note that we implement an ARIMA+PSO compostion method by replacing the GA optimization part of our proposed method with the PSO one.
We conduct service composition in 24 time intervals and get one composite service in each time interval. As illustrated in FIGURES 6, 8, 10 and TABLE 2, our proposed method clearly outperforms static-QoS, bounded-QoS, statistic-QoS, PSO, and ARIMA+PSO methods in terms of averaged response time, throughput with different response time and throughput constraints (denoted as C rt and C th respectively). Note that the average response time and average throughput in TABLE 2 are the average values of these composite services in 24 time intervals. As shown in FIGURES 7, 9 and 11, we also compared the success rates of finding feasible solutions of those algorithms at varying constraints of response time and throughput. It's worth noting that our method yields considerably less violations of constraints and achieves greater success rates of finding feasible solutions. It's also interesting to see that generally predictive methods (ARIMA+PSO, ESN-based, and our methods) clearly outperform non-predictive ones (the static-QoS, bounded-QoS, PSO, and statistic-QoS methods). It can be observed that the ESN-based method is almost as good as our one and its underlying prediction model is neural-network-based. However, the ESN-based method requires a great deal of training time while our method requires zero. Our method is thus more applicable in practice than the neural-networkbased one, especially when time-critical service composition is required.
VI. CONCLUSION
In this work, we develop a predictive web service composition approach aiming at capturing run-time fluctuations of service quality and leveraging its trend information in guiding QoS-aware service composition. Our proposed approach is different from traditional ones assuming static, statistic, or bounded QoS of services. Instead, we focus on capturing time-varying QoS of competing services and yielding predictive service composition plans dynamicly. Experimental studies based on randomly-generated service composition templates indicate that our predictive approach clearly outperforms non-predictive ones. And our method is more applicable in practice than existing predictive ones, especially when time-critical service composition is required.
We intend to improve this work from the following topics: 1) We will try to analyze and optimize more quantitative metrics, e.g., service mobility [46] and fault tolerance; 2) our predictive algorithm depends on knowledge of time-series data of all competing services. Nevertheless, it would be too expensive and time-consuming to collect such run-time data in practice. Consequently, we consider introducing a large-scale-sparse-matrices-analysis model [47] - [50] to predict QoS of services, especially when historical QoS data is insufficient; and 3) we will try to use some recently proposed intelligent optimisation methods [51] - [55] and other methods [56] , [57] for the considered problem.
