ABSTRACT This paper investigates the spectra of the adjacency matrix and Laplacian matrix for an artificial complex network model-the generalized random graph. We deduce explicit expressions for the first four asymptotic spectral moments of the adjacency matrix and the Laplacian matrix associated with a generalized random graph with independent and identically distributed vertex weights. An estimate for the upper bound of the spectral radius is obtained on the basis of the fourth asymptotic spectral moment of the adjacency matrix, as well as the Laplacian matrix. These expressions are applied to study the behavior of a viral infection in a generalized random graph. On the basis of our results, we can design generalized random graphs with good antivirus ability when facing an initial virus infection. Numerical simulations agree with our analytical predictions.
folding degree of protein based on the spectral moments of a matrix representing the dihedral angles, and similar spectral moments analysis of this matrix is used to study steroid-DB3 antibody interactions in [9] . Reference [5] calculated the 3D electrostatic spectral moments to predict the metalmediated biological activity. González-Díaz et al. [20] utilized a 3D spectral moments method to classify protein mutants in computational chemistry studies. In the domain of medicinal chemistry, [17] calculated new multi-target spectral moments to fit a QSAR model, and [30] utilized a novel Markov chain model to generalize spectral moments to higher order. Reference [10] developed a new Perturbationtheory model based on dispersion-polarization moments of drug structure.
The spread of a virus in a network is a deeply investigated topic in many areas. The mechanism of how the network topology affects virus spread is well studied in [1] . The exact thresholds for virus spread in networks and the related size of the infected population were discussed in [7] . Virus propagation in real networks was investigated in [6] . The reader is advised to consult [18] for more information on the latest results of virus infection in complex networks.
In this paper, we focus on the spectral structure associated with a generalized random graph, and utilize a spectral analysis approach to analyze the performance of a virus spreading process in it.
Situations become rather complicated when the spectrum of a generalized random graph is involved, especially when the vertex weights are stochastic. Unlike Erdös-Rényi random graphs and the Chung-Lu model, the exact spectrum of a generalized random graph still remain unknown as far as we know.
In this paper, we mainly utilize Preciado's approach to deal with the spectral structure of a generalized random graph with independent and identically distributed (i.i.d.) vertex weights; spectral structures related to deterministic vertex weights are not investigated. This paper is organized as follows. In Section II, we briefly provide some necessary graph theory and spectral analysis background. In Section III, in a large-scale generalized random graph with i.i.d. vertex weights, we evaluate the expected value of the first four spectral moments of the adjacency matrix and the Laplacian matrix. Our expressions are valid for networks with large-scale node size and several reasonable assumptions on vertex weights. Section IV applies our spectral results to analyze the spread of a virus infection in a generalized random graph. The numerical simulations in this section corroborate our predictions.
II. BASIC TERMINOLOGY AND BACKGROUND

A. RANDOM GRAPHS AND SPECTRAL ANALYSIS BACKGROUND
Let G = (V , E) denotes a graph with n vertices, where V = (v 1 , · · · , v n ) denotes the set of vertices and E ⊂ V × V is the set of edges. We say a graph G is undirected if (v i , v j ) ∈ E implies (v j , v i ) ∈ E, and the vertices v i and v j are called adjacent (denoted by v i ∼ v j ). In this paper, we only consider undirected simple graphs (graphs without self-loops and multi-edges). The set of all vertices adjacent to vertex v i is called the neighborhood of v i , defined by N (v i ) := {v j ∈ V : (v i , v j ) ∈ E}, and the number of these neighbors is called the degree of vertex v i , denoted by d i .
A walk from v 0 to v k of length k is an ordered sequence of
and it is called closed if v 0 = v k . A closed walk without repeated vertices (except the first and last vertices) is called a cycle; for example, triangles and quadrilaterals are cycles of length three and four, respectively.
It is well known that graphs are closely related to matrices in many ways, especially the eigenvalues of the adjacency matrix and the Laplacian matrix, which play a key role in the analysis of the structural properties of graphs. The adjacency matrix of a simple undirected graph G, denoted by A = [a ij ], is defined by a symmetric matrix with entry a ij = 1 if an edge exists between vertices v i and v j , otherwise a ij = 0. The eigenvalues of the adjacency matrix A, are denoted by λ 1 ≥ λ 2 · · · ≥ λ n . The largest eigenvalue of A, denoted by ρ(A), is called the spectral radius of the adjacency matrix A. The k-th spectral moment of the adjacency matrix A is defined as
The degree matrix of a graph is defined to be a diagonal matrix with diagonal entries
The Laplacian matrix L (also known as the combinatorial Laplacian or Kirchoff matrix) of a simple graph is defined as L = D − A. We use 0 = σ 1 ≤ σ 2 · · · ≤ σ n to denote the eigenvalues of the Laplacian matrix L. The second smallest eigenvalue σ 2 and the largest eigenvalue σ n of L are called the spectral gap and spectral radius of L, respectively. Similarly, the k-th spectral moment of the Laplacian matrix L is defined as
As showed in [37] and [38] , there are deep connections between the spectral properties of a network, i.e., the spectral moments of the adjacency matrix and the Laplacian matrix, as well as the structural features of the network.
B. LOW-ORDER SPECTRAL MOMENTS OF THE ADJACENCY MATRIX AND LAPLACIAN MATRIX
The following lemma gives us a useful tool to calculate the spectral moments of the adjacency matrix by counting the number of closed walks in G [27] . Lemma 1: Let G be a simple graph. The k-th spectral moment of the adjacency matrix of G can be written as
where k G is the set of all closed walks of length k in G.
9454 VOLUME 5, 2017 By utilizing (3), Preciado et al. [37] obtained the first four spectral moments of adjacency matrix A in terms of specific structures as follows:
Lemma 2 [37] : Let G be a simple graph with adjacency matrix A. Denote by e, and Q the total number of edges, triangles and quadrilaterals, respectively. Then,
where S 2 is defined as
, and d i is the degree of vertex i.
In [38] , the first four spectral moments of the Laplacian matrix L are also obtained via similar algebraic techniques as those employed in lemma 2:
Lemma 3 [38] : Let G be a simple graph with Laplacian matrix L. The first four spectral moments of the Laplacian matrix are then
denote the number of edges and triangles touching vertex v i in G, respectively; , Q are the total number of triangles and quadrilaterals, respectively.
C. DESCRIPTION OF GENERALIZED RANDOM GRAPHS
Many random graph models have been proposed to generate complex networks since Erdös and Rényi published their work in the 1960s [28] , [29] . The drawback of this model is that the expected degree of every vertex is almost the same, and it is well known that the degree sequences in real networks are sometimes much more complicated than that. To better capture degree properties in real networks, some random graph models with given degree sequences have been proposed by many researchers in the literure [26] . Chung and Lu [11] proposed a probabilistic graph ensemble with a prescribed degree sequence. Many nice results on the spectral properties of the Chung-Lu model are described in the monograph [13] . Though the Chung-Lu model has been used sucessfully in many applications, it also has some flaws. The main flaw of the Chung-Lu model is the assumption that the expected degree of each node grows as a function of the network size N . As we know, in many real networks, the degree sequence is sometimes independent of N , and so this model is not always applicable.
In this paper we study a generalized random graph model recently proposed by Britton et al. [36] . In the generalized random graph, the aforementioned assumption in the Chung-Lu model is not necessary, and so the generalized random graph model outperforms Chung-Lu's model. The description of the generalized random graph model is as follows: In a graph with vertices set V = {v 1 , · · · , v n }, assign each vertex v i a node weight ω i ; the edge probability of the edge between vertices v i and v j , for i = j, is then
where l n is the total weight of all the vertices, given by
The resulting graph is denoted by GRG n (ω); here ω := {ω 1 , · · · , ω n } denotes the weight sequence. In this paper, weights are always nonnegative. A special case of the generalized random graph is when we take
, so that one can obtain an Erdös-Rényi random graph with adjacency probability p = λ n . In some cases, the weights are actually dependent on n:
To keep the notation simple, we omit (n) from the weights sequence if it does not create too much ambiguity. Now we give an illustrative example to show how to utilize the generalized random graph to construct a real-world network.
Example 1: Consider constructing a complex network with two distinct types of vertices. The first type has on average m 1 neighbors, and the other type m 2 ; here, m 1 = m 2 . We let the vertices of type 1 have weight m 1 and the vertices of type 2 have weight m 2 . Let n 1 and n 2 denote the number of vertices of type 1 and 2, respectively, so l n = n 1 m 1 + n 2 m 2 . From (4), the probability a vertex of type 1 connects to another vertex of type 1 is
, while the probability that the vertex connects to a vertex of type 2 is
. Therefore, the expected degree of a vertex of type 1 approximates to m 1 , whenever m 2 1 + m 2 2 = o(l n ). Thus, the generated graph is such that the first type has on average approximately m 1 neighbors, and the other type m 2 .
From this example, one can see that the topology of the generalized random graph is greatly dependent on the choice of the vertex weights ω := {ω 1 , · · · , ω n }. The node weights here can be rather general, and as the example shows, they are independent of the network size, and, of course, they can also depend on the node size. This suggests that one can construct graphs with flexible degree sequences by selecting weights in an appropriate way. In this paper, we mainly analyze the spectral properties of the generalized random graph with i.i.d. vertex weight sequence.
III. SPECTRAL PROPERTIES OF GENERALIZED RANDOM GRAPHS WITH I.I.D VERTEX WEIGHTS A. EXPECTED SPECTRAL MOMENTS OF THE ADJACENCY MATRIX
As we have mentioned in Subsection II-B, one can compute the first four spectral moments by counting some VOLUME 5, 2017 specified structures (such as , Q, etc.) in a graph. Therefore in this subsection, we derive the expression for the first four expected spectral moments by computing the expected number of these specified structures.
In this paper, the vertex weights are assumed to be i.i.d. copies of a random variable W with a finite upper bound; i.e., there exists a constant M > 0, such that W ≤ M < ∞. First, we calculate the expected spectral moments of the adjacency matrix of a generalized random graph.
Theorem 1: Let (ω i ) i∈ [n] be an i.i.d. sequence of weights, where (ω i ) i∈ [n] are copies of an upper-bounded random variable W , the first four asymptotic spectral moments of the adjacency matrix are then:
. The first-order spectral moment is equal to the number of closed walks of length 1. Because a simple graph has no selfloops, m 1 (A) is a deterministic quantity equal to 0.
In [22] , the authors proved that when the vertex weights are i.i.d. random variables with
For third-order and fourth-order expected spectral moments, we need the following lemma which counts the expected number of triangles and quadrilaterals:
Lemma 4: Let (ω i ) i∈ [n] be an i.i.d. sequence of weights, where (ω i ) i∈ [n] are copies of an upper-bounded random variable W . Let and Q denote the number of triangles and quadrilaterals in the generalized random graph, respectively. Then,
Proof: We only compute the asymptotic expected number of triangles; the quadrilaterals case is similar. Let
Then, from the law of large numbers, we have
The number of triangles can be written in terms of the adjacency matrix entries as
a ij a jk a ki .
The expectation can then be written as
here the second line comes from the fact that when the weights sequence is given, the elements a ij , 1 ≤ i < j ≤ n of the adjacency matrix are independent random variables. Note that 1≤i,j,k≤n
From (6) and the dominated convergence theorem, we have
From (7), we obtain lim sup
From lemmas 2 and 4, we obtain the third-order expected spectral moment E[m 3 (A)] → 0 when n tends to ∞.
To obtain the fourth expected spectral moment, it is straightforward to compute the expected value of S 2 . In order to obtain it, several useful definitions and results are needed in our derivations. First, we state the definition of the mixed Poisson distribution.
Definition 1: A random variable X has a mixed Poisson distribution with mixing distribution F when, for every
where W is a random variable with distribution function F. The characteristic function of the mixed Poisson distribution can be expressed as the following lemma:
Lemma 5 [33] : Let X be a mixed Poisson distribution with mixing distribution F. The characteristic function of X is given by Then, from lemmas 5 and 6, one can obtain every asymptotic moment of the degrees when the number of nodes tends to ∞. In this paper, the first four asymptotic moments are significant:
The Comparing asymptotic expected spectral moments of the adjacency matrix with numerical implementation. Number of nodes n = 5000, law of vertex weights:
The numerical realization of Theorem 1 is listed in Table 1 , the implementation detail is as follows. We design the implementation in 20 rounds. In each round, a sequence of independent and identically distributed random variables {ω 1 , · · · , ω n } is generated first, here we let the length of the sequence n = 5000, and the distribution is designed as uniform distribution; i.e., ω i ∼ Uni (1, 5) , i = 1, · · · , 5000. When the weights sequence is given, we then generate a generalized random graph according to the regulation (4). When the graph is settled, one can easily calculated the corresponding first four spectral moments of the adjacency matrix via computers. The first four average spectral moments are finally calculated as theirs averages over different rounds. The average relative error is defined as the absolute deviation between the average and corresponding expected spectral moments.
B. EXPECTED SPECTRAL MOMENTS OF THE LAPLACIAN MATRIX
We encounter similar situations when dealing with the Laplacian matrix. As in Section III-A, we mainly use lemma 3 to obtain every spectral moment of the Laplacian matrix. The asymptotic behaviors of S i , i = 1, 2, 3, 4, are well studied in (8) , and the limit properties of the number of triangles ( ) and quadrilaterals (Q) have been analyzed in lemma 4. Hence, it is straightforward to compute the expected values of the new structural parameters C dd and C dt in the fourth-order spectral moment. Proof: See the Appendix. Hence, from (8), lemma 4, and lemma 7, we obtain the first four asymptotic spectral moments of the Laplacian matrix:
Theorem 2: Let (ω i ) i∈ [n] be an i.i.d. sequence of weights, where (ω i ) i∈ [n] are copies of an upper-bounded random variable W . Then, when the number of vertices n tends to ∞, the first four asymptotic spectral moments of the Laplacian matrix are Table 2 , the assumption and implementation here being the same as in Table 1 : the number of vertices n = 5000, the law of vertex weights obeys a uniform distribution; i.e., ω i ∼ Uni (1, 5) , i = 1, · · · , 5000, and the average is calculated as its average over 20 rounds.
As in Theorem 1, a validation of Theorem 2 is given in
TABLE 2.
Comparing asymptotic expected spectral moments of the Laplacian matrix with numerical implementation. Number of nodes n = 5000, law of vertex weights: ω i ∼ Uni (1, 5), i = 1, · · · , 5000.
Remark 1:
We do believe that the previous conclusions can be extended to a more general condition: vertex weights are assumed to be independent copies of a random variable that has moments of all orders. This fact follows from a simple observation: Looking at Figure 1 , where the law of vertex weights is replaced from an uniform distribution to a Poisson distribution, it is not hard to see that the shape of the eigenvalue distribution does not change much, and therefore the following claim is reasonable:
Conjecture 1: Let (ω i ) i∈ [n] be independent copies of a random variable W that has moments of all orders. The conclusions of Theorem 1 and Theorem 2 then hold.
Some truncating technology may be needed in the proof of this conjecture, as was done in [22] . The numerical simulation VOLUME 5, 2017 in Table 3 corroborates this conjecture: the number of nodes n = 1000, the law of the vertex weights obeys a Poisson distribution with intensity 1, and the average is calculated as its average over 20 rounds.
IV. VIRUS INFECTION IN A GENERALIZED RANDOM GRAPH
In this section, we will briefly describe the virus spread process over a generalized random graph, and use the method of spectral analysis to analyze this process.
In [6] , the authors proposed an approach called NLDS (nonlinear dynamical system) to model virus propagation, and the epidemic threshold in this NLDS system is also found. They proved that the epidemic threshold had a deep connection with the spectral radius of the adjacency matrix, a result that is widely utilized today in analyzing and tackling virus propagation in real networks.
The model is constructed as followed. Consider a network of N nodes represented by an undirected graph G = (V , E) where V is the set of vertices and E the set of edges. The adjacency matrix of G is denoted by A = [a ij ] . Assume an infection rate β > 0 for each connected edge that is connected to an infected node and a recovery rate of δ > 0 for each infected individual. In this paper, we only work with the discrete-time case, where each time step equals 1, and the same results also hold for the continuous case. During each time step, an infected node i tries to infect its neighbors with probability β, and simultaneously, infected nodes can recover from the virus with probability δ.
Let the probability that a node i is infected at time t by p i,t , ζ i,t be the probability that a node i will not receive infections from its neighbor in the next time step. Under an ''independence'' assumption, i.e., the probabilities p j,t−1 are independent of each other, ζ i,t is
where N (i) denotes the set of nodes connected to node i. The equation that represents the NLDS system is
The epidemic threshold for the NLDS system is as follows: From Theorem 3, we know that 1 ρ(A) is the threshold value of the NLDS epidemic system, and so the spectral radius ρ(A) is the key to analyzing virus infection on this network. Unfortunately, as far as we know, the exact expression for the spectral radius of a generalized random graph with i.i.d. vertex weights is unknown. In this paper, we will utilize the fourth expected spectral moment of the adjacency matrix to obtain an upper bound of the spectral radius: ρ(A). Therefore, when the virus infection satisfies τ < , it will finally die out.
Recall that in Theorem 1, E[m 4 
Define f (n) = n 1/4 log n; thus, for any > 0, from Markov inequality we have
For sufficiently large n, it is easy to verify that
Thus,
+ n 1/4 log n = 1.
In other words, we have obtained a probabilistic upper bound n 1/4 κ 1/4 + n 1/4 log n of the spectral radius ρ(A). In practice, for a large enough but finite n, from the arbitrariness of , we can use n 1/4 κ 1/4 as an upper bound of ρ(A). The realizations for the spectral radius of a generalized random graph is derived in Figure 2 (a). In this figure, every data point is averaged over 20 realizations, and the error bar is given, as well as our analytical bound curve.
When analyzing the spectral radius ρ(L) of the Laplacian matrix, the results are similar to ρ(A). Similar to how ρ(A) is handled, a probabilistic upper bound of the spectral radius ρ(L) can also be obtained. We denote this bound by ρ(L), whose value is ρ(L) = n 1/4 κ 1/4 1 ; here
, the asymptotic fourth spectral moment of the Laplacian matrix. Similarly, as in Figure 2 (a) , the numerical realization for the spectral radius of the Laplacian matrix is derived in Figure 2 (b) .
Once the upper bound of the spectral radius is settled, we can easily design and analyze virus spreading processes in generalized random graphs. In the following numerical simulations, the number of the nodes n = 1000, the uniform distribution of the vertex weights is Poisson distribution, we choose the initial probability of infection to be p i,0 = 1 for i = 1, · · · , 1000, in other words, all the nodes in all the networks are initially infected. In our first experiment, Figure 4 (a) shows that when the infection rate β = 0.05, the recovery rate δ = 0.5, Poisson parameter θ = 8, an epidemic outbreaks. On the other hand, as seen in Figure 3 , if we decrease the Poisson parameter to θ = 1.6 keeping the rest of parameters fixed, the resulting analytical upper bound is ρ(A) = 9.9799, we have that
, then from Theorem 3, we expect this viral infection will finally die out. To make our predication more convincible, we design this epidemic process over 100 realizations in Figure 3 , and use regression analysis methods [19] to extract the probably decay exponential decay constant γ , the corresponding regression curve can be seen in Table 4 . As seen from Table 4 , the corresponding probably exponential decay constant γ = 0.5038 0, hence this latter generalized random graph with θ = 1.6 is wellsuited to tame initial viral infections. Similarly, Figure 4 (b) shows an epidemic outbreaks when parameters β = 0.05, δ = 0.25, θ = 3. In this case, the resulting analytical upper bound is ρ(A) = 12.82, then according to this analytical bound, if we can increase the recovery rate to δ > ρ(A)β = 0.641, we expect the viral infection will die out over time. Now we increase the recovery rate to δ = 0.65 keeping the rest of parameters fixed, as seen in Figure 3 , the viral infection dies out quickly. As seen from Table 4 , this time the probably exponential decay constant γ = 0.6502 0, hence the result exactly matches our predication. In Figure 4 (c), an epidemic outbreaks again when parameters β = 0.1, δ = 0.3, θ = 1. Due to the fact that the resulting analytical upper bound is ρ(A) = 8.409, similarly, we expect the viral infection will die out if we can decrease the infection rate to β < δ ρ(A) = 0.0357. As seen in Figure 3 , the viral infection dies out when we decrease the infection rate to β = 0.035. the related probably exponential decay constant γ = 0.2811 0, this result is consistent with our predication.
As we know, one social network under better medical conditions can withstand an epidemic more effective than others. In epidemic terminology, as the recovery rate increases, then the threshold of the infection rate above which an epidemic spreading occurs, increases too. Figure 5 (a) shows how the recovery rate δ impacts on the threshold of the infection rate. In this implementation, we fix the Poisson parameter θ = 2, each numerical value (red point) comes from the average over 20 realizations, and the analytical threshold of the infection rate by using our analytical bound is plotted by a blue solid line.
Similarly, if two social networks are under similar medical conditions, an epidemic can easily outbreak in the network with higher ''average neighbors,'' i.e., the average of the number of neighbors. In our implementation, we utilize the Poisson parameter θ to represent this ''average neighbors,'' and fix the recovery rate δ = 0.6, then the impact of the Poisson parameter on the threshold of the infection rate can be seen in Figure 5 (b). By these two cases, one can see that our analytical bound can be well and widely used in predicating and controlling epidemics. 
V. CONCLUSION AND FUTURE WORK
In this study, we have worked out the first four asymptotic spectral moments of the adjacency matrix and Laplacian matrix in a generalized random graph. The vertex weights are first assumed to be i.i.d random variables with a uniform upper bound, after which we give a weaker version in Conjecture 1, where the vertex weights are assumed to be independent copies of a random variable that has moments of all orders. These spectral moments results are then used in analyzing and tackling a virus infection process in this type of generalized random graph.
Many real-world networks sometimes follow a power law distribution [25] . However in a generalized random graph, the conditions become complex. For instance, if the vertex weights obey a power law distribution that has the following distribution function:
for some τ > 1 and a > 0, even the expected value does not exist. Therefore the following question arises naturally: in a generalized random graph with vertex weights that follow a power law distribution, what are the asymptotic spectral moments of the adjacency matrix or the Laplacian matrix?
APPENDIX
To prove lemma 7, we need the following auxiliary inequality:
Lemma 8: For a positive a and positive sequence {x i }, i = 1, 2, · · · , k, we have
Proof: Using mathematical induction.
A. THE PROOF OF LEMMA 7
From the definition of C dd , we have Note that
when n tends to ∞. The following we will prove that
Note that 
and, at the same time, we note that This complete the proof of lemma 7.
