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Zusammenfassung
In diesem Arbeitspapier wird ein verbessertes Verfahren zur Identifizierung von Web-
seiten anhand des charakteristischen Datenverkehrs, der bei ihrem Abruf entsteht, vor-
gestellt und mit Testdaten evaluiert. Es basiert auf dem multinomialen Na¨ıve-Bayes-
Klassifizierer, der auf die normalisierte Ha¨ufigkeitsverteilung der IP-Paketgro¨ßen ange-
wendet wird. Das Verfahren ist bereits bei einer einzigen Trainingsinstanz mit einer Er-
kennungsrate von 89% genauer als bislang vorgestellte Methoden. Daru¨ber hinaus werden
eine Reihe von Forschungsfragen formuliert, die zur Evaluierung der Praktikabilita¨t von
Website-Fingerprinting zu untersuchen sind.
1 Einleitung
Datenschutzfreundliche U¨bertragungsverfahren (z. B. Protokolle zur verschlu¨sselten Kommuni-
kation in drahtlosen Netzen, VPNs sowie Anonymisierungssysteme wie JonDonym1 und Tor2
sollen die Inhalte der u¨bermittelten Nachrichten sowie u.U. die Identita¨ten von Sender und/oder
Empfa¨nger vor Außenstehenden verbergen.
Beim Abruf einer Webseite u¨ber solche Systeme ist dieser Schutz jedoch mo¨glicherweise schwa¨-
cher als angenommen. Die zur U¨bermittlung der einzelnen HTTP-Anfragen und -Antworten
ausgetauschten IP-Pakete ergeben ein charakteristisches Profil, das auch durch den Einsatz von
Verschlu¨sselung nicht eliminiert wird. Anhand von einzelnen Netzwerk-traces, die zu Fingerab-
dru¨cken kombiniert werden, la¨sst sich dann die Identita¨t (URL) einer Webseite ermitteln.
Dieses Arbeitspapier hat zwei Ziele: Zuna¨chst soll ein verbessertes Verfahren zur Erstellung von
Website-Fingerabdru¨cken vorgestellt werden, das die Ha¨ufigkeitsverteilung der beim Abruf ei-
ner Website beobachteten IP-Paketgro¨ßen mit einem multinomialen Na¨ıve-Bayes-Klassifizierer
1http://www.jondonym.de/; vormals AN.ON bzw. JAP
2http://tor.eff.org/
analysiert. Da die Genauigkeit der Klassifizierung von Webseiten unter Idealbedingungen inzwi-
schen sehr hoch ist, ist zuku¨nftig neben der Untersuchung von Gegenmaßnahmen vor allem von
Interesse, inwiefern sich Website-Fingerprinting in der Praxis durchfu¨hren la¨sst. Hierzu werden
im zweiten Teil Forschungsfragen formuliert, deren Untersuchung zu einer besseren Einscha¨t-
zung des Gefahrenpotentials, das von Website-Fingerprinting-Angriffen ausgeht, fu¨hren soll.
Abschnitt 2 gibt einen U¨berblick u¨ber verwandte Arbeiten. Abschnitt 3 pra¨sentiert das unter-
stellte Angreifermodell, wa¨hrend Abschnitt 4 auf den Versuchsaufbau eingeht, der zur Erstel-
lung von Website-Fingerabdru¨cken verwendet wurde. In Abschnitt 5 werden das verbesserte
Verfahren zum Vergleich von Fingerabdru¨cken erla¨utert sowie erste Ergebnisse pra¨sentiert. Die
offenen Forschungsfragen werden in Abschnitt 6 beschrieben.
2 Verwandte Arbeiten
Bissias et al. [BLJL05] verwenden den Korrelationskoeffizienten, um Webseiten anhand ihres
charakteristischen Datenverkehrs zu identifizieren. Die Autoren betrachten dabei die auftreten-
den IP-Paketgro¨ßen sowie die zeitlichen Absta¨nde zwischen den Paketen (packet inter-arrival
time), wobei die Reihenfolge der Pakete beru¨cksichtigt wird. Die Genauigkeit des Verfahrens
wird durch den Abruf von 100 popula¨ren Seiten u¨ber einen OpenSSH-Tunnel getestet. Der dabei
entstehende Datenverkehr wird mit tcpdump aufgezeichnet. Zur Erzeugung der Fingerabdru¨cke
kombinieren die Autoren die Merkmale, die sie aus den tcpdump-traces extrahiert haben. Bei
Verwendung von 24 traces, die innerhalb eines Tages aufgenommen wurden, werden nach einer
Stunde nur 23% der Seiten richtig identifiziert. Immerhin befinden sich etwa 60% der Seiten
jeweils unter den zehn a¨hnlichsten Profilen.
Liberatore et al. [LL06] stellen ein verbessertes Verfahren vor, das sie ebenfalls mit einem
OpenSSH-Tunnel evaluieren. Zur Erstellung der Fingerabdru¨cke verwenden sie ausschließlich
die beobachteten IP-Paketgro¨ßen wa¨hrend der U¨bertragung einer Webseite. Die Fingerabdru¨cke
werden mit dem Jaccard-Koeffizienten, einer A¨hnlichkeitsmetrik fu¨r Mengen, die die Ha¨ufigkei-
ten vernachla¨ssigt, sowie einem Na¨ıve-Bayes-Klassifizierer miteinander verglichen. Die Genau-
igkeit der beiden Verfahren ist vergleichsweise hoch: Von 1000 zu identifizierenden Seiten wer-
den bei Verwendung von Fingerabdru¨cken, die lediglich aus einem einzigen trace bestehen, mit
dem Jaccard-Koeffizienten nach 24 Stunden noch 60% der Seiten korrekt erkannt. Der Na¨ıve-
Bayes-Klassifizierer erzielt im direkten Vergleich lediglich eine Genauigkeit von 40%. Erst bei
Fingerabdru¨cken, die aus acht traces bestehen, erreicht der Na¨ıve-Bayes-Klassifizierer eine zu-
frieden stellende Performance (ca. 75% der Seiten werden korrekt erkannt). Beide Verfahren
tolerieren die typische A¨nderung von Webseiten im Zeitverlauf. Selbst vier Wochen nach der
Aufnahme der Fingerabdru¨cke sinken die Erkennungsraten nur um etwa 10%.
Daru¨ber hinaus zeigen die Autoren, dass die Effektivita¨t beider Verfahren durch den Einsatz
von Padding erheblich reduziert werden kann: Werden etwa alle IP-Pakete auf die MTU (1500
Byte) aufgefu¨llt, fallen die Erkennungsraten auf weniger als 10%. Der Na¨ıve-Bayes-Klassifizierer
schneidet zwar erheblich besser ab als der Jaccard-Koeffizient, die niedrigen Erkennungsraten
machen den Angriff jedoch unpraktikabel. Die Kosten des Paddings sind allerdings hoch: Das
u¨bertragene Datenvolumen nimmt dabei um mehr als 140% zu.
3 Angreifermodell und Ziele des Angreifers
Fu¨r die nachfolgenden Betrachtungen wird von einem passiven lokalen Angreifer ausgegangen,
der Zugriff auf das Netzwerk seines Opfers hat. Das Opfer verwendet zum Surfen ein daten-
schutzfreundliches U¨bertragungsverfahren (z. B. einen OpenSSH-Tunnel, ein VPN, Tor oder
JonDonym). Der Angreifer will ermitteln, welche Webseiten das Opfer abgerufen hat bzw. ob
eine ganz bestimmte Webseite abgerufen wurde. Es wird weiterhin unterstellt, dass die Pakete
nicht entschlu¨sselt werden ko¨nnen. Der Angreifer ist lediglich in der Lage, den verschlu¨sselten
Datenverkehr (gegebenenfalls auch u¨ber einen la¨ngeren Zeitraum) mitzulesen und auszuwerten.
Das Angreifermodell vieler datenschutzfreundlicher Techniken la¨sst einen solchen lokalen An-
greifer durchaus zu. Nur ein sta¨rkerer (verteilter) Angreifer, der z. B. den Datenverkehr vor und
hinter einem Anonymisierer korreliert, kann bei diesen Systemen die Sender- bzw. Empfa¨nger-
identita¨ten ermitteln und verknu¨pfen. Durch Website-Fingerprinting kann diese Fa¨higkeit auch
ein schwa¨cherer (lokaler) Angreifer erlangen.
Je nach Zielsetzung werden unterschiedliche Anforderungen an ein Website-Fingerprinting-
Verfahren gestellt. Zum einen kann ein Angreifer auf die Gewohnheiten und Interessen eines
Benutzers schließen, obwohl dieser datenschutzfreundliche Techniken verwendet. Fu¨r eine sol-
che Totalu¨berwachung muss der Angreifer Fingerabdru¨cke fu¨r eine mo¨glichst große Anzahl von
Webseiten aufzeichnen, die dann im abgeho¨rten Datenverkehr des Opfers zu suchen sind. In
Summe sind mo¨glichst viele Webseiten zu identifizieren. Im Rahmen der Strafverfolgung kann
jedoch auch eine andere Fragestellung auftreten: Es ist zu ermitteln, ob ein bestimmter Benut-
zer eine ganz bestimmte (mo¨glicherweise inkriminierende) Webseite abgerufen hat. Im Vergleich
zur Totalu¨berwachung ist die Anzahl der vorzuhaltenden Fingerabdru¨cke gering – diese wenigen
Seiten sollen dann jedoch mo¨glichst zuverla¨ssig identifiziert werden.
4 Versuchsaufbau
Zur Analyse von Website-Fingerabdru¨cken wird folgender Versuchsaufbau verwendet: Auf ei-
nem Linux-Rechner wird mit Hilfe eines Skripts eine Instanz von Firefox automatisiert, so dass
sie nacheinander eine Reihe von Webseiten abruft. Wie bei bisherigen Untersuchungen ist zur
Absicherung der Kommunikation im Browser ein OpenSSH-SOCKS-Proxy eingetragen.
Die Konfiguration des Browsers folgt den Beschreibungen in [BLJL05] und [LL06] (u. a. de-
aktiviertes Caching, keine automatischen Updates), wobei zusa¨tzlich alle aktive Inhalte (Java,
JavaScript, Flash, usw.) deaktiviert wurden. Die daraus resultierende Konfiguration ist mit der
des JonDoFox-Browsers3, der fu¨r datenschutzfreundliches Surfen optimiert wurde, vergleichbar.
Bei jedem Abruf werden mit tcpdump die Header der u¨bertragenen IP-Pakete protokolliert,
um deren Paketgro¨ßen zu ermitteln. Die Multimenge der auftretenden Paketgro¨ßen wird im
folgenden als trace bezeichnet. Abbildung 1 zeigt das Paketgro¨ßen-Histogramm, das aus einem
trace von www.google.com erstellt wurde.
3https://www.jondos.de/en/jondofox
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Abbildung 1: Paketgro¨ßen-Histogramm fu¨r den Abruf von www.google.com (Pakete in Sende-
richtung – vom Client zum Server – sind durch negative Pakegro¨ßen gekennzeichnet.)
Zur Analyse der Genauigkeit des Klassifizierungsverfahrens wurden 775 URLs verwendet, die
sich unter den popula¨rsten Seiten befinden, die im Zeitraum von 12 Monaten u¨ber den vom
Autor betriebenen Internet-Filter FilterSurf4 abgerufen wurden. Die URLs wurden manuell
ausgewa¨hlt, um eine hohe Datenqualita¨t sicherzustellen. Zur Analyse des Klassifizierungsver-
fahrens wurden die Webseiten im Zeitraum vom 09.01.2008 bis 19.01.2008 ohne Unterbrechung
nacheinander heruntergeladen, wobei jede Webseite etwa zehnmal pro Tag abgerufen wurde.
5 Klassifizierung von traces mit Text-Mining-Techniken
Die Identifizierung von Webseiten anhand ihrer Fingerabdru¨cke erfolgt mit Hilfe von Weka5,
einer Data-Mining-Software der University of Waikato. Zur Auswertung der Genauigkeit wer-
den die beim Abruf erstellten tcpdump-traces in Trainingsinstanzen, mit denen der Klassifi-
zierungsalgorithmus den Fingerabdruck einer Seite lernt, und Testinstanzen, deren Identita¨t
der Klassifizierer ermitteln soll, aufgeteilt. Die im Folgenden vorgestellten Ergebnisse wurden
jeweils mit 10 Testinstanzen ermittelt. Fu¨r jeden Versuch wurden aus der Grundgesamtheit 25
Stichproben gezogen und der Mittelwert der Ergebnisse gebildet.
Wa¨hrend in [LL06] der Na¨ıveBayes-Klassifizierer von Weka (mit Kernel-Density-Estimation)
verwendet wird, setzt das in diesem Arbeitspapier vorgestellte Verfahren den Na¨ıve-Bayes-
Multinomial -Klassifizierer (vgl. [MRS07]) in Verbindung mit dem StringToWordVector -Filter
von Weka ein – eine Kombination, die klassischerweise im Text-Mining bei der Klassifizierung
von Text-Dokumenten verwendet wird. Ein trace wird dabei als String repra¨sentiert, der aus
den aufgetretenen Paketgro¨ßen (durch Leerzeichen getrennt) besteht (z. B.
”
-628 956 -52 1500
1500 -52 -52 1500 . . .“). Der StringToWordVector-Filter ermittelt aus einem solchen Dokument
die Termha¨ufigkeiten, also die Auftretensha¨ufigkeiten der einzelnen Paketgro¨ßen. Fu¨r jedes
Dokument (also fu¨r jeden trace) ergibt sich dann ein Ha¨ufigkeitsvektor, dessen Elemente den
jeweiligen Termha¨ufigkeiten (oder 0, falls der Term nicht vorkommt) entsprechen.
4http://www.filtersurf.de/
5http://www.cs.waikato.ac.nz/ml/weka/
Der multinomiale Na¨ıve-Bayes-Klassifizierer scha¨tzt die Wahrscheinlichkeit, dass ein Dokument
(trace) d, zu einer Klasse (Webseite) c geho¨rt, nach folgender Formel:
Pˆ (c|d) = Pˆ (c)Pˆ (d|c)
Pˆ (d)
∝ Cmulti ·
∏
t∈V
(
ft,c∑
t′∈V ft′,c
)ft,d
(1)
Zur Klassifizierung eines Dokuments werden fu¨r alle Klassen c ∈ C die Wahrscheinlichkeiten
Pˆ (c|d) gescha¨tzt. Das Dokument wird dann der Klasse mit der gro¨ßten Wahrscheinlichkeit
zugeordnet. Bei Bedarf la¨sst sich auch die Wahrscheinlichkeit dieser Zuordnung bestimmen.
Zur Klassifizierung ist die exakte Wahrscheinlichkeit nicht von Interesse. Daher la¨sst sich der
mittlere Term in Formel (1) wie dort abgebildet vereinfachen. Sind alle Klassen (Webseiten) in
der Grundgesamtheit gleichverteilt, kann die (dann einheitliche) Auftretenswahrscheinlichkeit
der Klassen Pˆ (c) vernachla¨ssigt werden. Die Auftretenswahrscheinlichkeit des Dokuments Pˆ (d)
ist zur Ermittlung der wahrscheinlichsten Klasse ebenfalls bedeutungslos (da konstant) und
muss nicht beru¨cksichtigt werden. Der Term auf der rechten Seite der Gleichung ist dann immer
noch proportional zur tatsa¨chlichen Wahrscheinlichkeit; die Rangfolge der Wahrscheinlichkeiten
Pˆ (c|d) bleibt dadurch erhalten.
In Formel (1) ist V das Vokabular aller vorkommenden Terme, ft′,c die Auftretensha¨ufigkeit von
Term t′ in allen Dokumenten, die zur Klasse c geho¨ren und ft,d die Auftretensha¨ufigkeit von
Term t im Dokument d. Ein Dokument wird dabei als
”
bag of words“ aufgefasst, aus der die
einzelnen Terme gezogen werden. Der zugeho¨rige Multinomialkoeffizient Cmulti =
Ld!
ft1,d! ··· ftn,d!
ist fu¨r ein gegebenes Dokument d mit La¨nge Ld eine Konstante – er muss zur Ermittlung der
wahrscheinlichsten Klasse gar nicht berechnet werden.
Dem
”
bag of words“-Modell liegen zwei naive Annahmen zugrunde, die bei Textdokumenten
u¨blicherweise verletzt sind: (1) Die Reihenfolge der Terme (bzw. Paketgro¨ßen) spielt keine Rolle
und (2) das Vorkommen der einzelnen Terme ist voneinander unabha¨ngig. Es ist davon aus-
zugehen, dass diese Annahmen auch bei tcpdump-traces verletzt werden – der multinomiale
Na¨ıve-Bayes-Klassifizierer erzielt jedoch auch unter solchen Umsta¨nden in der Regel gute Er-
kennungsraten.
Die Interpretation eines Fingerabdrucks als Text-Dokument ermo¨glicht die Verwendung von ein-
schla¨gigen Optimierungsmo¨glichkeiten aus dem Text-Mining. Durch geeignete Transformation
der Ha¨ufigkeitsvektoren f lassen sich die Erkennungsraten erheblich verbessern. Abbildung 2
zeigt die Klassifizierungsergebnisse fu¨r verschiedene Transformationen mit und ohne Normali-
sierung fu¨r den Fall, dass lediglich eine einzige Trainingsinstanz verwendet wird und zwischen
Training und Test mindestens 6 Tage liegen.
Im Versuch zeigte sich, dass sich durch Verwendung der TF-Transformation f ∗i = log(1 +
fi) [MRS07] und die Normalisierung der Ha¨ufigkeitsvektoren auf die durchschnittliche eukli-
dische La¨nge fnormi =
f∗i
‖(f∗1 ,...,f∗n)T‖ [MRS07] die besten Ergebnisse erzielen lasen. Die IDF-
Transformation, die beim Text-Mining denjenigen Termen ein ho¨heres Gewicht zuordnet, die
in einem Dokument besonders ha¨ufig vorkommen, in den anderen Dokumenten hingegen sehr
selten sind, hat sich hingegen als kontraproduktiv erwiesen.
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Abbildung 2: Einfluss verschiedener Transformationen auf die Genauigkeit der Klassifizierung
bei 6 Tagen Zeitdifferenz zwischen Training und Test (bei einer einzigen Trainingsinstanz).
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Abbildung 3: Einfluss der Anzahl der Trainingsinstanzen auf die Genauigkeit des Klassifizierers
Der multinomiale Na¨ıve-Bayes-Klassifizierer erreicht bei einer Trainingsinstanz im besten Fall
eine Erkennungsrate von 89,89%. Erho¨ht man die Anzahl der Trainingsinstanzen, nehmen die
Erkennungsraten weiter zu. Abbildung 3 zeigt die Ergebnisse fu¨r verschiedene Varianten dieses
Experiments. Bei vier Trainingsinstanzen werden bereits 94,18% der Testinstanzen korrekt
identifiziert; bei mehr als vier Trainingsinstanzen sind die Zuwa¨chse hingegen sehr gering.
Der multinomiale Na¨ıve-Bayes-Klassifizierer u¨bertrifft damit die Genauigkeit der bisher vor-
gestellten Verfahren. Zum Vergleich: in [LL06] wurden bei einer Grundgesamtheit von 1000
Seiten nach einer Woche nur ca. 70% der Seiten korrekt identifiziert. Die Aussagekraft ei-
nes solchen Vergleichs wird durch die unterschiedlichen Webseiten zwar leicht eingeschra¨nkt,
die Unterschiede sind jedoch angesichts der vergleichbaren Untersuchungsbedingungen nicht zu
vernachla¨ssigen.
Da sich das gezeigte Verfahren genauso wie seine Vorga¨nger auf die charakteristische Ha¨ufig-
keitsverteilung der IP-Paketgro¨ßen stu¨tzt, ist davon auszugehen, dass die Erkennungsleistung
beim Einsatz von Padding deutlich sinkt. Eine erste Implementierung wurde unter dem Namen
Traffic Flow Confidentiality fu¨r IPsec gerade erst von Kiraly et al. [KTB+07] vorgestellt.
6 Weiterer Untersuchungsbedarf
Im Folgenden werden verschiedene Forschungsfragen formuliert, deren Untersuchung einen Bei-
trag zur Evaluation von Website-Fingerprinting in der Praxis liefern ko¨nnte.
Skalierbarkeit Website-Fingerprinting kann zum Erstellen von Benutzerprofilen verwendet
werden, wenn Fingerabdru¨cke fu¨r eine große Anzahl von Webseiten erstellt werden. Es ist
zu kla¨ren, inwiefern das vorgestellte Klassifizierungsverfahren im Hinblick auf die Anzahl
der Instanzen skaliert.
Einsatzmo¨glichkeiten Neben der Erstellung von Benutzerprofilen sind weitere Einsatzmo¨g-
lichkeiten fu¨r Website-Fingerprinting denkbar. Zur strukturierten und zielgerichteten Ana-
lyse ist es erforderlich, potentielle Anwendungen zu kennen und explizit zu beschreiben.
Vergleich verschiedener datenschutzfreundlicher Techniken Die meisten Analysen wid-
men sich SSH-Tunneln, die praktisch kein Padding implementieren. Ein Vergleich mit an-
deren datenschutzfreundlichen U¨bertragungstechniken (z. B. SSL- und IPsec-VPNs) steht
noch aus. Unter Umsta¨nden bieten die heute bereits verfu¨gbaren Anonymisierungssysteme
bereits genu¨gend Schutz gegen Website-Fingerprinting.
Untersuchung effizienter Gegenmaßnahmen Bislang konzentriert sich die Entwicklung
von Gegenmaßnahmen auf verschiedene Padding-Schemata. Wirkungsvolles Padding er-
ho¨ht jedoch das u¨bertragene Datenvolumen erheblich. Effizientere Gegenmaßnahmen (z. B.
ein Burst-Proxy, der selbsta¨ndig die in HTML-Seiten eingebetteten Objekte herunterla¨dt
und in einem zusammenha¨ngenden Datenstrom zum Client sendet) wurden zwar vorge-
schlagen, jedoch noch nicht implementiert und auf ihre Wirksamkeit hin untersucht.
Gezielte Erleichterung von Website-Fingerprinting Es ist zu untersuchen, inwiefern der
Betreiber einer Webseite bzw. der ISP deren Identifizierung mutwillig erleichtern kann.
Solchermaßen modifizierter Traffic ko¨nnte mit Hilfe von Website-Fingerprinting auf dem
Weg durch das Netzwerk verfolgt werden, um einem Nutzer den Besuch der manipulierten
Webseite nachzuweisen. Daru¨ber hinaus ist zu kla¨ren, ob es wirksame Gegenmaßnahmen
zur Unterbindung dieses aktiven Angriffs gibt.
U¨berbru¨ckung von Anonymisierungssystemen Mo¨glicherweise lassen sich Anonymisie-
rer wie Tor und JonDonym, die den Datenverkehr u¨ber mehrere Stationen weiterleiten,
durch Website-Fingerprinting vor der ersten und nach der letzten Station u¨berbru¨cken.
Erkennung von Website-Abrufen in getunneltem Traffic In den bisherigen Vero¨ffentli-
chungen wird unterstellt, dass Beginn und Ende eines Seitenabrufs im verschlu¨sselten
Datenverkehr wegen der Denkpausen des Benutzers leicht zu ermitteln sind. Aktuelle
Studien [CCW+07, KAA06] deuten jedoch darauf hin, dass diese Annahme unzutreffend
ist. Es ist demnach vo¨llig ungewiss, ob Website-Fingerprinting in der Praxis (etwa wenn
der Tunnel parallel auch von anderen Diensten genutzt wird) u¨berhaupt durchfu¨hrbar ist.
Robustheit Unterschiedliche Browser, Plugins (z. B. Ad-Blocker) und Internetverbindungen
beeinflussen Art und Gro¨ße der u¨bermittelten Pakete. Es wurde noch nicht untersucht,
wie robust Website-Fingerabdru¨cke gegen solche a¨ußeren Einflu¨sse sind.
Website-Fingerprinting beim Einsatz von Caching In bisherigen Studien war der Cache
im Browser stets deaktiviert, um sicherzustellen, dass bei jedem Abruf einer Webseite alle
eingebetteten Elemente u¨bertragen werden. Es ist zu erwarten, dass die Erkennungsraten
durch Caching erheblich sinken. Eine Analyse der Effektivita¨t von Website-Fingerprinting
beim Einsatz von Caching erlaubt Ru¨ckschlu¨sse auf die Einsetzbarkeit in der Praxis.
Bedeutung der False-Positive-Rate Bislang lag der Fokus bei der Analyse von Website-
Fingerprinting auf Basis von IP-Paketgro¨ßen auf den True Positives (Anzahl der korrekt
identifizierten Webseiten). In [SSW+02] wird jedoch auf die hohe Relevanz der Minimie-
rung der False Positives (fa¨lschlich identifizierte Webseiten) hingewiesen. Eine Analyse
des Klassifizierungsverhaltens fu¨r Webseiten, die nicht antrainiert wurden, steht noch aus.
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