Membrane fouling restricts the efficiency of sewage treatment to some extent. Membrane flux acts as an important parameter to measure membrane fouling, which has become an important research field in MBR simulation prediction. According to the predicted results of membrane flux, determine the degree of membrane pollution, make a decision to clean or replace the membrane which can save invest and reduce energy consumption. Particle swarm Optimization(PSO) is an optimization algorithm, which can quickly get the global optimal value. In this paper, using PSO optimize the weights and thresholds of Elman neural network to establish PSO-Elman membrane pollution prediction model. Compared with Elman neural network prediction model, this model has few steps and fast convergence. Experimental result shows that the neural network prediction model proposed in this paper has higher prediction accuracy than Elman neural network model and BP neural network model. The application of this prediction model has significance for MBR simulation.
INTRODUCTION
Membrane Bio-Reactor(MBR) is a new type of sewage treatment process. It combines biological film technology and traditional sewage treatment technology, which have a small footprint, the good effect of sewage treatment and other characteristics. Membrane fouling decreases the efficiency of the sewage treatment, restricting the development of MBR process. Membrane flux is an important parameter to measure membrane fouling. According to the predicted results of membrane flux, determine the degree of membrane pollution, make a decision to clean or replace the membrane which can save invest and reduce energy consumption. Membrane flux has become an important research field in MBR simulation prediction.
Neural network relies on its own structural characteristics to infinitely approach nonlinear functions and it is widely used in data prediction. BP neural network has been widely used in the field of membrane fouling prediction. Because it exists slow convergence and is easy to fall into the local minimum, the predicted results are not accurate. Elman is a dynamic recurrent network of using the former feedback, which have the advantages of high convergence speed, high accuracy of prediction result and high sensitivity to historical data. The Elman network uses the BP algorithm for data calibration, which has the possibility of falling into the local minimum. PSO is an optimization algorithm, which can quickly get the global optimal value. The weights and thresholds of the Elman neural network are optimized using the results obtained by PSO to avoid falling into the local minimum to some extent, improving the prediction accuracy of neural network.
PARTICLE SWARM ALGORITHM
PSO obtains the optimal value through the cooperation and information sharing among the particles in the colony. It is based on the speed-location search model. The particles move in the search space at a certain speed and the fitness function is used to determine to find the optimal value.
Assuming that the search space is D-dimensional, groups of particles fly in the search space. The position of the particle iis expressed as 1 2 ( , ,..., )
The velocity of particle i is expressed as 1 2 ( , ,..., )
The historical optimal position of particle i is expressed as 1 2 ( , ,..., )
The optimal position of all particles in the groups is expressed as 1 2 ( , ,..., )
; The update equations of the size and position of the particles are expressed as
nis the number of iterations; 1 2 , c c are learning factors; 1 2 , r r is the random number from 0 to 1; n  is a function of adjusting the weight change.
ELMAN NEURAL NETWORK
The Elman neural network becomes a dynamic recursive network by the addition of the forward feedback connection. This feature increases the nonlinear function approximation. It consists of an input layer, a hidden layer, an associative layer, and an output layer. The associative layer can memorize the information stored in the hidden layer at the former moment. The input of the hidden layer becomes the sum of the data processed by the input layer and the data fed back by the associative layer .This network structure improves the ability of the Elman network to process dynamic data. Figure 3-1 shows the structure of the Elman neural network.
The mathematical model of the Elman neural network is shown below [1] .
)
INTRODUCTION OF PSO-ELMANALGORITHM
Elman neural network uses BP algorithm for coefficient optimization, which exists the following defects [2] .
Weights and thresholds of the network are initialized using random algorithm, and there for the output is random.
The convergence rate is slow. The network is prone to generatelocal minimum. PSO algorithm is a global search algorithm, updating the position by particle iteration, and can determine a set of superior search spaces. It can get more accurate results using this method. The experimental steps of the PSO-Elman algorithm are as follows [3] [4] .
Step 1. Calculate the number of nodes of the network, and use weights and thresholds of the network as a parameter variable to code using real number.
Step 2. The particle swarm is generated in the search space, and the velocity and position of each particle are randomly generated. Each row of the swarm matrix represents a weight and threshold distribution of the network.
Step 3. Each individual of the swarm is evaluated by the fitness function. If the current value is better than the best fitness of the record, the algorithm updates the optimal location of the particle. If the fitness of the optimal position in all swarms is better than the fitness of the current recording position, the global optimal position is updated.
Step 4. Repeat Step 2 and Step 3 to update the velocity and position of each particle and generate the next generation of particle swarm.
Step 5. If the current number of iterations reaches a preset maximum number of times or satisfies the algorithm setting error, the algorithm stops iteration. Otherwise jump to Step 3 and Step 4 and then repeat the iterative calculation.
Step 6. The optimal values through the PSO are usedto act as the initial weights and thresholds of the Elman neural network.
Step 7. Start to the Elman network training.
PREDICTION MODEL BASED ON PSO-ELMAN Parameters And Structure of The Neural Network
According to the existing literature, MLSS, air flow rate and bubble diameter are the most important factors affecting the efficiency of sewage treatment [5] . The input layer of the network is determined by three parameters which are operating pressure, MLSS and total resistance. These are determined from the macro point of view and the actual data obtained. The output of the network is the membrane flux, so the output layer has only one node.
Hidden layers are based on empirical formulas l n n m a    . It can be used to estimate the number of hidden layer nodes. l n represents the number of hidden layer nodes, n and m the number of input and output layer nodes, respectively. a is a constant between 1 and 10.
Ten Elman neural network models were established, and the number of nodes in their hidden layers was different from 7 to 12. It can use testing set to validate the prediction accuracy. For the data used in this paper, when the number of hidden nodes is 9, the degree of fitting is the best.Therefore, the number of hidden neurons in this paper is 9.
NETWORK TRAINING AND PREDICTION
The 35 experimental data used in this paper from a sewage treatment plant in Shijiazhuang. 25 sets of data are used as training set and 10 sets of data as a test set. Using the normalized function provided by Matlab normalizes the data to facilitate the data processing.
(1)Train Elman neural network. The number of iterations is set to 1500, and the training error is 0.0001.
(2)The optimal value is obtained by PSO algorithm, which is set as the initial weight and threshold of Elman neural network. Among them, the number of particles in the PSO algorithm is 119, and the maximum number of iterations is 1000.
(3)Train BP neural network. The number of iterations is set to 1500, and the training error is 0.0001.
After the training is completed, the training network is used to predict the test samples and verify the network capability.
EXPERIMENTAL RESULTS AND ANALYSIS
It can be seen from Figure 1 that the PSO-Elman prediction model has better prediction effect than the Elman neural network model and the BP network model, and the prediction accuracy is higher.It can be seen from Table1. that the average relative error of the PSO-Elman prediction model is0.0609, Elman is 0.0851, BP is 0.0874. Therefore, the accuracy of Elman neural network model is improved by PSO optimization. 
CONCLUSIONS
In this paper, PSO-Elman model is used to predict membrane flux.According to the predicted results of membrane flux, determine the degree of membrane pollution, make a decision to clean or replace the membrane which can save invest and reduce energy consumption. Because of BP neural network own structure, the prediction results are not accurate enough. The weights and thresholds of the Elman neural network are randomly generated and the result is random and defective to the local minimum. Using the characteristics of PSO optimization algorithm, a set of optimal weights and thresholds are given in advance, and the Elman neural network is trained as the initial value to avoid falling into the local minimum. The simulation results shows that the prediction model proposed in this paper is more accurate than the Elman neural network model and the BP neural network model, and it has some significance for the application of membrane bio-reactor.
