We present a simple and practical (1 + ε)-approximation algorithm for the Fréchet distance between polygonal curves. To analyze this algorithm we introduce a new realistic family of curves, c-packed curves, that is closed under simplification. We believe the notion of c-packed curves to be of independent interest. We show that our algorithm has near linear running time for c-packed polygonal curves, and show similar results for other input models, such as low density.
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have been used, to this end, to compare curves in applications such as dynamic time-warping [22] , speech recognition [24] , signature and handwriting recognition [25, 26] , matching of time series in databases [23] , as well as geographic applications, such as map-matching of vehicle tracking data [10, 27] , and moving objects analysis [11, 12] .
Unlike the Hausdorff distance, which is solely based on nearest neighbor distances between points on the curves, the Fréchet distance requires continuous and order-preserving assignments of points and hence is better suited for comparing curves with respect to their intrinsic structure. See the figure to the right for an example of two dissimilar curves that have a small Hausdorff distance.
The Fréchet distance between two curves might be arbitrarily larger than their Hausdorff distance, as demonstrated by the figure on the left, and as this example shows, it seems to be a more natural measure of similarity between curves.
Previous results. For two polygonal curves of total complexity n in the plane, their Fréchet distance can be computed in O(n 2 log n) time [5] , and their Hausdorff distance can be computed in O(n log n) time [2] . It has been an open problem to find a subquadratic algorithm for computing the Fréchet distance for two curves. For the problem of deciding whether the Fréchet distance between two curves is smaller or equal a given value a lower bound of Ω(n log n) was given by [13] . Recently, Alt [2] conjectured that the decision problem may be 3SUM-hard. The only subquadratic algorithms known are for quite restricted classes of curves such as for closed convex curves and for κ-bounded curves [6] . For a curve to be κ-bounded means, roughly, that for any two points on the curve the portion of the curve in between them cannot be further away from either point than κ/2 times the distance between the two points. For closed convex curves the Fréchet distance equals the Hausdorff distance and for κ-bounded curves the Fréchet distance is at most (1 + κ) times the Hausdorff distance, and hence the O(n log n) algorithm for the Hausdorff distance applies.
Aronov et al. [8] provided a near linear time (1 + ε)approximation algorithm for the discrete Fréchet distance, which only considers distances between vertices of the curves. This algorithm works for backbone curves, which are used for modeling protein backbones in molecular biology. Backbone curves are required to have, roughly, unit edge length and a minimal distance between any pair of vertices. Aronov et al. [8] use curve simplification to speed up their algorithm. Agarwal et al. [1] studied fast simplification that preserves the Fréchet distance.
The input model. Realistic input models, such as fatness and low density, were introduced for the analysis of problems where the worst case complexity is dominated by degenerate or contrived configurations which are highly unlikely to occur in practice [17] . We introduce a new class of curves, called c-packed curves, for which we can approximate the Fréchet distance quickly, given that the constant c is small. Intuitively, the constant c measures how "unrealistic" the input is.
A curve π is c-packed if the total length of π inside any ball is bounded by c times the radius of the ball. A κbounded curve might have arbitrary length while maintaining a finite diameter, and as such may not be c-packed, see Section 4.2. But unlike κ-bounded curves, the Fréchet distance between two c-packed curves might be arbitrarily larger than their Hausdorff distance. Indeed, c-packed curves are considerably more general and a more natural family of curves. For example, a c-packed curve might self cross and revisit the same location several times, and the class of c-packed curves is closed under concatenation, none of which is true for κ-bounded curves. Intuitively, c-packed curves behave reasonably in any resolution.
See the figure on the right for a few examples of c-packed curves. The boundary of convex polygons, algebraic curves of bounded maximum degree, the boundary of (α, β)-covered shapes [19] , and the boundary of γ-fat shapes [16] are all c-packed. Indeed, the boundaries of (α, β)-covered shapes and γ-fat shapes are assumed to be formed by a constant number of algebraic curves of bounded maximum degree. If one removes the requirement that a γ-fat curve be of bounded description complexity, then also fractal curves, like the Koch's snowflake, which can have infinite length within a bounded area, can be fat [9] . Naturally, these curves cannot be c-packed.
Interestingly, one can show that (α, β)-covered polygons are c-packed even if they have unbounded complexity, see [18] and also the result of Bose et al. [9] . It is easy to verify that c-packed curves are also low density [17] , but a low density curve might not be c-packed, for any bounded c, see Section 4.3. However, the class of c-packed curves is closed under simplification, see Lemma 4.3, and this is not true for low density curves.
Our results. We present a new algorithm for computing a (1 + ε)-approximation of the Fréchet distance for polygonal curves in IR d . Underlying the algorithm are several new insights. First, we use the idea of curve simplification to reduce the complexity of the free space diagram, as the simplification of the input curves results in a contraction of the corresponding rows or columns in the free space diagram. We introduce the notion of relative free space complexity to capture the complexity of the free space diagram of two curves, which are simplified to the resolution corresponding to the free space parameter (within a factor of (1 + ε)). Surprisingly, without simplification, almost any natural family of curves can have a free space diagram (for the value realizing the Fréchet distance) that has quadratic complexity (even in the plane). Secondly, we present an efficient construction algorithm for this reduced size free space diagram that enables us to solve the decision problem in linear time in the relative free space complexity of the curves. Thirdly, we prove that monotonicity events are sufficiently close to vertex-edge events or an approximate distance between two vertices of the curves. As such, the search for the Fréchet distance can be done efficiently without using parametric search or random sampling, by using approximate distance selection. Carefully combining these insights yields the new algorithm, which has running time near linear in the relative free space complexity of the input curves.
In the second part of the paper, we analyze the relative free space complexity for various families of curves. We prove that c-packed curves have linear relative free space complexity for fixed c and ε. We next prove a subquadratic bound on the relative complexity of the free space of low density curves. This relies on a new packing lemma showing that, if the simplification of a low density curve is long inside a relatively small area, then the original curve must contain many vertices in the vicinity of this region. We also prove that the relative free space complexity of κ-bounded curves is linear for a fixed κ.
Plugging these bounds into our approximation algorithm yields new fast approximation algorithms for the Fréchet distance for all these curves. We also show how to adapt our algorithm to handle closed curves. The new results are summarized in Table 1 .
Organization. In Section 2 we provide some background on the Fréchet distance and the notion of the free space diagram. In Section 3, we describe the approximation algorithm that uses simplification. To this end, we show in Section 3.1 that it suffices to only compute the reachable parts of the free space diagram and in Section 3.2 we present a fuzzy decider procedure and show how it can be used to make exact decisions during a binary search for the Fréchet distance. In Section 3.3 we deal with the different subroutines used in the search for the Fréchet distance and in Section 3.4 we give the resulting general algorithm and analyze its correctness and running time, which is near linear in the relative free space complexity. In Section 4 we bound the relative free space complexity of various families of curves. In particular, in Section 4.1, we introduce the notion of c-packed curves, and study their behavior under simplification. In Section 4.2, we bound the relative free space complexity of κ-bounded curves, and in Section 4.3 we handle low density curves. In Section 5 we extend the algorithm to closed curves. We conclude with discussion and some open problems in Section 6.
PRELIMINARIES

Notations and Definitions
Let π ⊆ R d be a curve; that is, a continuous mapping from [0, 1] to IR d . In the following, we will identify π with its range π([0, 1]) ⊆ R d if it is clear from the context. The curve π is closed only if π(0) = π(1). We use · to denote the Euclidean distance as well as the length of a curve. For a polygonal curve π, let V (π) denote the set of vertices of π. For two points p and q on a curve π, let π[p, q] denote the portion of the curve between the two points.
We denote with b(p, r) the ball of radius r centered at p, and S(p, r) denotes the corresponding sphere. For a cube C and a constant s, we denote by sC the cube resulting from scaling C by a factor of s around its center.
Given a set of numbers U ⊆ IR, an atomic interval of U is a (possibly infinite) maximal interval on the real line that does not contain any point of U in its interior.
Curve simplification
We suggest a straight-forward greedy algorithm for curve simplification, which is sufficient for our purposes. Note that Agarwal et al. [1] suggested a more aggressive (but slightly slower and more complicated) simplification algorithm that can be used instead. Algorithm 2.1 Given a polygonal curve π = p1p2p3 . . . p k and a parameter µ > 0, consider the following simplification algorithm: First mark the initial vertex p1 and set it as the current vertex. Now scan the polygonal curve from the current vertex until it reaches the first vertex pi that is in distance at least µ from the current vertex. Mark pi and set it as the current vertex. Repeat this until reaching the final vertex of the curve, and also mark this final vertex. Consider the curve that connects only the marked vertices, in their order along π. We refer to the resulting curve π = simpl(π, µ) as being the µ-simplification of π. Note, that this simplification can be computed in linear time.
Remark 2.2
The simplified curve has the useful property that all its segments are of length at least µ, except for the last edge that might be shorter. For the sake of simplicity of exposition, we assume that the last segment in the simplified curve also has length at least µ. Our arguments can be easily modified to handle this more general case. Lemma 2.3 For any curve π in IR d , and µ ≥ 0, we have that d F " π, simpl(π, µ) " ≤ µ.
Proof. Consider a segment u of simpl(π, µ) and the portion b π of π that corresponds to it. Clearly, all the vertices of b
π are contained inside a ball of radius µ centered at the first endpoint of u visited by π, except the last vertex of b π. As such, one can parameterize u and b π, such that initially the point stays on the vertex of u while visiting all vertices of b π (except the last one), and then simultaneously move in sync on u and the last segment of b π, in such a way that the distance is always at most µ.
Fréchet Distance and the Free Space Diagram
A reparameterization is a one-to-one and continuous function f :
It is orientation-preserving if it maps f (0) = 0 and f (1) = 1. Given two reparameterizations f and g for two curves π and σ, respectively, define their width as
This can be interpreted as the maximum length of a leash one needs to walk a dog, where the dog walks monotonically along π according to f , while the handler walks monotonically along σ according to g. In this analogy, the Fréchet distance is the shortest possible leash admitting such a walk.
Formally, given two curves π and σ in IR d , the Fréchet distance between them is
where f and g are orientation-preserving reparameterizations of the curves π and σ, respectively. The Fréchet distance complies with the triangle inequality; that is, for any three curves π, σ and τ we have that
Let π, σ be curves and δ > 0 a parameter, the free space of π and σ of radius δ is defined as
We are interested only in polygonal curves, which we assume to have natural uniform parameterizations. Then the square [0, 1] 2 can be broken into a (not necessarily uniform) grid called the free space diagram, where a vertical line corresponds to a vertex of π and a horizontal line corresponds to a vertex of σ. Every two segments of π and σ define a free space cell in this grid. In particular, let Ci,j = Ci,j(π, σ) denote the free space cell that corresponds to the ith edge of π and the jth edge of σ. The cell Ci,j is located in the ith column and jth row of this grid.
It is known that the free space, for a fixed δ, inside such a cell Ci,j (i.e., D ≤δ (π, σ) ∩ Ci,j) is the clipping of an affine transformation of a disk to the cell [5] , see the figure to the right; as such, it is convex and of constant complexity. Let I h i,j denote the horizontal free space interval at the top boundary of Ci,j, and I v i,j denote the vertical free space interval at the right boundary. Figure 1 : Two curves π and σ and their free space diagram D ≤δ (π, σ), where p = π(s), q = π(s ) and r = σ(t).
Here, δ is the minimal free space parameter, such that a monotone path exists, i.e., in this example d F (π, σ) coincides with a monotonicity event.
The Fréchet distance between π and σ is at most δ if and only if there is an (x, y)-monotone path in the free space diagram between (0, 0) and (1, 1) that is fully contained in D ≤δ (π, σ). Let the reachability intervals
and R v i,j ⊆ I v i,j consist of only those points (x, y) on the boundary that are reachable by an (x, y)-monotone path from (0, 0) to (x, y).
Such a path to (1, 1) can be computed, if it exists, in O(n 2 ) time by dynamic programming, where n is the total complexity of the two polygonal curves π and σ, see [5] .
Free Space Events
To compute the Fréchet distance consider increasing δ from 0 to ∞. As δ increases structural changes to the free space happen. We are interested in the radii (i.e., the value of δ) of these events. Consider a segment u ∈ π and a vertex p ∈ σ, a vertex-edge event corresponds to the minimum value δ such that u is tangent to b(p, δ). In the free space diagram, this corresponds to the event that a free space interval consists of one point only. The line supporting this boundary edge corresponds to the vertex, and the other dimension corresponds to the edge. Naturally, the event could happen at a vertex of u.
The second type of event, a monotonicity event, corresponds to a value δ for which a monotone subpath inside D becomes feasible, see Figure 1 . Geometrically, this corresponds to two vertices p and q on one curve and a directed segment u on the other curve such that: (1) u passes through the intersection of S(p, δ)∩S(q, δ), and (2) u intersects b(q, δ) first and b(p, δ) second, where p comes before q in the order along the curve π.
Remark 2.4 It might happen that two long edges intersect in their middle (or in higher dimension pass close to each other), and thus contribute an isolated connected component to D ≤δ (π , σ ). Such a connected component is a convex set lying completely in the interior of the grid cell of the two segments. Since it is not reachable by a monotone path in the diagram from (0, 0), we can just ignore such edge-edge events. Such a connected component would grow as δ increases until it hits the boundary of the grid cell. At this point, a vertex-edge event would happen. Other values of δ that would be relevant to our algorithm are the distances between any pair of points of V (π) ∪ V (σ). Technically, apart from the two single events that the endpoints of the curves are being matched to each other, these vertex-vertex events are vertex-edge events when they are relevant, but they will be handled naturally by our algorithm.
THE APPROXIMATION ALGORITHM
Computing the Reachable Free Space
For two curves π and σ, their reachable free space, denoted by R = R ≤δ (π, σ), is the set of all the points of D ≤δ (π, σ) that are reachable from (0, 0) by a path that is (x, y)-monotone.
The set R has finite description complexity inside each grid cell, and we need to describe it only for the grid cells that have nonempty intersection with R. Clearly, generating only those grid cells is sufficient to decide if there is a monotone path between (0, 0) and (1, 1), which is equivalent to deciding if the Fréchet distance between π and σ is ≤ δ.
In particular, to fully describe R, we will specify the reach-
for each cell Ci,j, which describe the intersection of R with the top and right boundary of Ci,j. These intervals contain all the needed information, since R ∩ Ci,j is convex.
The complexity of the reachable free space, for distance δ, denoted by N ≤δ (π, σ), is the total number of grid cells with non-empty intersection with R. One can compute this set of cells and extract an existing monotone path in O(N ≤δ (π, σ)) time, by performing a BFS of the grid cells that visits only the reachable cells.
This yields the following relatively easy result.
Lemma 3.1 Given two polygonal curves π and σ in IR d , of total complexity n, and a parameter δ ≥ 0, one can compute a representation of R ≤δ (π, σ) in O(N ≤δ (π, σ)) time. Furthermore, one can decide if d F (π, σ) ≤ δ, and if this is the case also extract the corresponding monotone path in O(N ≤δ (π, σ)) time.
Proof. Omitted. Available from [18] .
Observation 3.2 One can compute all relevant vertex-edge events with radius ≤ δ in O(N ≤δ (π, σ)) time as follows. We compute the graph representation of R ≤δ (π, σ) using Lemma 3.1. Next, for each reachable cell consider the vertexedge events at its top and right boundaries and compute their event radii. Recall that a cell boundary corresponds to an edge from the one curve and a vertex from the other curve. Clearly, a cell boundary can be used by the reparameterization of width ≤ δ, if and only if the corresponding event radius is smaller or equal δ.
The Approximate Decision Procedure
In the following, we are interested in the maximum complexity of the reachable free space when considering any radius δ and simplifying the curves with radius εδ. The reasons will become apparent only shortly after, in Lemma 3.4 and Lemma 3.5, where we show that the simplification radius chosen this way enables us to either (i) compute a (1 + ε)approximation of the Fréchet distance, or (ii) solve the decision problem exactly using the simplified curves (see Section 3.3.5). be the maximum complexity of the reachable free space for the simplified curves. We refer to N(ε, π, σ) as the ε-relative free space complexity of π and σ. We assume that for any 0 < ε < 1 the following properties hold for N(·, ·, ·).
(P1) For any constant c ≥ 1, it holds N(ε/c , π, σ) = O(N(ε, π, σ)). (P2) N(ε, π, σ) ≤ N(ε/2, π, σ) /2.
The above properties will hold for all the families of curves we consider. In Section 4.1 we show that N(ε, π, σ) is a linear function in the number of vertices of the two curves for a fixed ε > 0 if the curves are sufficiently "nice" (see for example Lemma 4.4) .
Lemma 3.4 Let π and σ be polygonal curves in IR d with total complexity n, and let ε > 0 and δ > 0 be two parameters. Then, one can output, in O(N(ε, π, σ)) time, one of the following: (A) "d F (π, σ) ≤ (1 + ε)δ", and reparameterizations of width
then the algorithm outputs either of the above outcomes. In either case, the statement returned is correct. 1
Proof. Set µ = (ε/4)δ. Compute in linear time the curves π = simpl(π, µ) and σ = simpl(σ, µ). Let δ = δ + 2µ. We can decide whether d F (π , σ ) ≤ δ using Lemma 3.1 in
time, by assumption (P1). If so, we output the reparameterizations as a proof that
If on the other hand d F (π , σ ) > δ then this implies, by the triangle inequality, that
Now, the algorithm outputs "d F (π, σ) > δ" in this case.
Using the Approximate Decider in a Binary Search
In order to use Lemma 3.4 to perform a binary search for the Fréchet distance, we can turn the "fuzzy" decision procedure into a precise one as follows.
Lemma 3.5 Let π and σ be two polygonal curves in IR d with total complexity n, and let 1 ≥ ε > 0 and δ > 0 be two parameters. Then, there is an algorithm decider(π, σ, δ, ε) that, in O(N(ε, π, σ)) time, returns one of the following outputs: (i) a (1+ε)-approximation to d F (π, σ), (ii) d F (π, σ) < δ, or (iii) d F (π, σ) > δ. 1 To see why this last statement is not redundant, consider a "lesser" decision procedure that inside an interval of uncertainty randomly returns one of the two possible answers. Such a decision procedure will sometimes return the wrong answer inside the uncertainty region.
Proof. Let δ = δ/(1 + ε ), for ε = cε, c = 1/3. We run the algorithm of Lemma 3.4 with parameters δ and ε . If the call returns "d F (π, σ) > δ", then we know in which direction to continue the search, and we return this result.
Otherwise, we call Lemma 3.4 with parameters δ and ε . If it returns that "d F (π, σ) ≤ (1 + ε )δ " then we know in which direction to continue the search since this implies that d F (π, σ) ≤ δ, and we return this result.
The only remaining possibility is that the two calls returned "d F (π, σ) ≤ (1 + ε )δ" and "d F (π, σ) > δ ". But then we have found the required approximation. As such, the resulting approximation factor of the reparameterizations returned by the call with δ is ≤ (1 + ε )δ δ = (1 + cε) 2 < (1 + ε) as can be easily verified, since 0 < ε ≤ 1.
Searching for the Fréchet Distance
Searching in a Fixed Interval
It is now straightforward to perform a binary search on an interval [α, β] to approximate the value of the Fréchet distance, if it falls inside this interval. Indeed, partition this interval into subintervals of length εα and perform a binary search to find the interval that contains the Fréchet distance. There are O(β/εα) intervals, and as such this would require O(log(β/εα)) calls to decider. By using exponential subintervals, one can do slightly better, as testified by the following lemma. 
Searching over Events
Clearly, the procedure srchInterval(π, σ, [α, β], ε) by itself does not suffice to solve our main problem, since the interval of distances we are searching over might have arbitrarily large "spread" (i.e., log β/α might be arbitrarily large). However, the Fréchet distance must be sufficiently close to a free space event in one of the "approximate" diagrams, i.e., a free space diagram of the two simplified curves. Thus, we can identify two kinds of critical values to search over, which are candidate values for the approximate Fréchet distance. These are the events where (i) the simplification of an input curve changes, or (ii) the reachability within the appropriate free space diagram changes (a free space event; see Section 2.3.1).
The traditional solution to overcome this problem is to use parametric search. However, in our case, since we are only interested in approximation, we can use a simpler, "approximate", search. It is sufficient to search over a set of values which approximate the event values by a constant factor, since we will use Lemma 3.6 to refine the resulting search interval in the main algorithm. Note, for instance, that we can easily use this lemma to turn a constant factor approximation of the Fréchet distance into a (1 + ε)-approximation of the same. Algorithm 3.7 Let srchEvents(π, σ, Z) denote the algorithm that performs a binary search over the values of Z, to compute the atomic interval of Z that contains the Fréchet distance between π and σ. This procedure uses decider (Lemma 3.5) to perform the decisions during the search.
Searching over Simplifications
Consider the events when the simplified curves change. Let W denote the set of all pairwise distances between vertices of π and σ. Observe that it breaks the real line intò n 2´+ 1 atomic intervals, such that in each such interval the simplification does not change. Thus simpl(π, µ) might result in O(n 2 ) different curves depending on the value of µ, where n is the total number of vertices of π and σ. As such, as a first step we would like to use Algorithm 3.7 to perform a binary search over those distances to find the atomic interval that contains the required Fréchet distance. Naively, this would require us to perform distance selection. However, it is believed that exact distance selection requires Ω " n 4/3 " time in the worst case [20] . To overcome this we will perform an approximate distance selection, as suggested by Aronov et al. [8] . This is implemented using the well-separated pairs decomposition of Callahan and Kosaraju [14] . Proof. Compute an 8-well-separated pairs decomposition of P. Using the algorithm of Callahan and Kosaraju [14] this can be done in O(n log n) time, and results in a set of pairs {X1 ⊗ Y1, . . . , Xm ⊗ Ym}, where m = O(n), such that for any two points p, q ∈ P there exists a pair Xi ⊗ Yi in the above decomposition, such that: (i) p ∈ Xi and q ∈ Yi (or vice versa), and (ii) max(diam(Xi) , diam(Yi)) ≤ p − q /8.
This implies that the distance of any pair of points in Xi and Yi, respectively, are the same up to a small constant. As such, for every pair Xi ⊗ Yi, for i = 1, . . . , m, we pick representative points pi ∈ Xi and qi ∈ Yi, and set i = (3/4) pi − qi . Let Z = { 1, . . . , m, 2 1, . . . , 2 m} be the computed set of values.
Consider any pair of points p, q ∈ P. For the specific pair Xi ⊗ Yi that contains the pair of points p and q that we are interested in, we have
Monotonicity Events
The following lemma testifies that the radius of a monotonicity event must be "close" to either a vertex-edge event or to the distance between two vertices. Since we will approximate and perform a binary search over the vertex-vertex distances, this implies that we further only need to consider vertex-edge events. Furthermore, in the remaining search range, by Observation 3.2, the number of those vertex-edge events can be bounded by the total complexity of the free space. Lemma 3.9 Let x be the radius of a monotonicity event involving vertices p, q and a segment u. Then there exists a number y such that y/2 ≤ x ≤ 3y, and y is either in W =`V (π)∪V(σ) 2´o r y is the radius of a vertex-edge event. Proof. Let s be the intersection point of S(p, x) ∩ S(q, x) which lies on u. Let p (resp. q ) be the closest point on u to p (resp. q).
Clearly p − q ≤ p − q (since the projection onto the nearest neighbor of a convex set is a contraction), and since p ∈ b(p, x) and q ∈ b(q, x), the point s lies on the segment p q . 
by the triangle inequality.
A similar argument implies that
If p is an endpoint of u then p − p is in W. Otherwise, p − p is the radius of the vertex-edge event between p and u. In either case, this implies the claim.
If
and of course p − q ∈ W. Now, the two balls of radius x centered at p and q, respectively, cover the segment pq, and we have that p − q /2 ≤ x, which implies the claim.
Searching with a Fixed Simplification
Assume that we have found simplifications τ and η, such that the Fréchet distance of those curves yields the desired (1+ε)-approximation. Clearly, an approximation of d F (τ, η) suffices for our result. To this end, let srchIntrvlNoSimp (π, σ, [α, β], ε) be the variant of srchInterval (Lemma 3.6) that uses Lemma 3.1 directly instead of calling decider. This version searches for the Fréchet distance in the given interval, but does not perform simplification before calling the decision procedure. It returns a (1+ε)-approximation of the Fréchet distance, given that it is contained in this interval. Note that correctness and running time of Lemma 3.6 are not affected by this modification.
For two real numbers x, y > 0, their ratio is [x/y] = max(x, y)/ min(x, y). Lemma 3.10 Let τ and η be two given curves in IR d , with total complexity n, and let [h − , h + ] be an interval, such that
Le aprxFrNoSimp(τ, η, [h − , h + ], ε) be this algorithm.
Proof. Compute R ≤h + (τ, η), using Lemma 3.1. Next, using Observation 3.2, compute from R ≤h + (τ, η) the set Z of all the radii of the vertex-edge events of τ and η with radius at most h + . Next, we sort Z, and perform a binary search over Z, using Lemma 3.1, for the atomic interval I = [α, β] of Z that contains the Fréchet distance d F (τ, η). Next, call srchIntrvlNoSimp(τ, η, [α, 8α], ε) and srchIn-trvlNoSimp(τ, η, [β/8, β], ε). We claim that one of these two searches performed on the respective intervals will discover two consecutive values x and (1 + ε)x, such that the two corresponding calls to the algorithm of Lemma 3.6 imply
Indeed, the interior of I does not contain any value in W or a radius of a vertex-edge event of τ and η. As such, I might contain only monotonicity events of τ and η. By Lemma 3.9, for a monotonicity event with radius r there exists a y ∈ Z ∪ W, such that [r/y] ≤ 3. On the other hand, there is no value of Z ∪ W in the interior of [α, β], and as such, for any r ∈ [8α, β/8] and y ∈ Z ∪ W, we have that [r /y ] ≥ 8.
We conclude that no monotonicity or vertex-edge events, or a value of W lies in the interval [8α, β/8]. Since the Fréchet distance must be equal to one such value, it follows that d F (τ, η) / ∈ (8α, β/8), but this implies that either
In either case, the above algorithm would have found the approximate distance.
Computing 
The Approximation Algorithm
The resulting approximation algorithm is depicted in Figure 2 . It would be used by the final approximation algorithm as a subroutine. We first analyze this basic algorithm. We will then show how to use it, in Lemma 3.14 below, to get a faster approximation algorithm. The algorithm depicted in Figure 2 performs numerous calls to decider, with approximation parameter ε > 0. If any of these calls discover the approximate distance, then the algorithm immediately stops and returns the approximation. As such, at any point in the execution of the algorithm, the assumption is that all previous calls to decider returned a direction where the optimal distance must lie. In particular, a call to srchInterval(π, σ, I, ε), would either find the approximate distance in the interval I and return immediately, or the desired value is outside this interval.
Correctness
The algorithm aprxFréchetI provides a (1 + ε)-approximation to d F (π, σ).
Proof. If the algorithm found the approximation before step (F), then clearly it is the desired approximation, and we are done. (In particular, this must be the case if 4α > β /4.)
Otherwise, because of (C), we know that d F (π, σ) ∈ [α, β]. By steps (D) and (E) it must be that d F (π, σ) ∈ [4α , β /4].
Since µ = 3α ≤ β /4, it follows, by the triangle inequality, that
aprxFréchetI(π, σ, ε ) (A) P = V (π) ∪ V (σ) (B) Z ← approxDists(P) (Lemma 3.8) (C) [α, β] ← srchEvents(π, σ, Z, ε) (Algorithm 3.7) (D) Call srchInterval(π, σ, [α, 4α ], ε), where α = (30/ε)α (Lemma 3.6) (E) Call srchInterval(π, σ, [β /4, β], ε), where β = β/3 (F) Let π = simpl(π, µ) and σ = simpl(σ, µ), for µ = 3α (Algorithm 2.1) (G) δ ← aprxFrNoSimp(π , σ , [α , β ], ε/4) (Lemma 3.10) (H) Return the reparameterizations of π and σ resulting from chaining the reparameterizations of π ⇔ π and σ ⇔ σ and their width as the approximation. A similar argument shows that d F (π , σ ) > α . As such, the algorithm of Lemma 2.3 can be applied to π and σ for the
By the triangle inequality we conclude that the returned Fréchet distance is
Note that ∆ ≥ d F (π, σ) since it is the width of a specific reparameterization between the two curves. Lemma 3.12 For any x, y ∈ (2α, β/2), it holds simpl(π, x) = simpl(π, y) and simpl(σ, x) = simpl(σ, y).
Running Time
Proof. Indeed, the interval (α, β) does not contain any value of Z. As such, by Lemma 3.8, (2α, β/2) does not contain any value of`P 2´w hich implies that the simplification is the same for any value inside this interval. Lemma 3.13 Given two polygonal curves π and σ with a total of n vertices in IR d , and a parameter 1 > ε > 0, the running time of aprxFréchetI(π, σ, ε) is O(N(ε, π, σ) log n).
Proof. Computing Z (and sorting it) takes O(n log n) time. Steps (C), (D) and (E) perform O(log n + log(1/ε)) = O(log n) calls to decider, by Lemma 3.6. (Here, we assume that ε = Ω(1/n). If 1/ε > n then we can just use the exact algorithm since its running time is faster than our approximation algorithm.) Each call to decider takes O(N(ε, π, σ)) time, so overall this takes O(N(ε, π, σ) log n) time. Computing the simplifications in step (F) with Algorithm 2.1 takes O(n) time.
By Lemma 3.10, a call to aprxFrNoSimp(π , σ , [α , β ], ε/4) takes T = O((n + N ) log(N/ε)) time, where N = N ≤β (π , σ ). Now, µ = 3α and β are both inside the interval (2α, β/2), and as such, by Lemma 3.12, we have that π = simpl(π, µ) = simpl(π, β ) and σ = simpl(σ, µ) = simpl(σ, β ). As such, by Lemma 4.4, we have that N = N ≤β (π , σ ) = N ≤β (simpl(π, β ) , simpl(σ, β )). Now, this is bounded by O (N(1, π, σ) ).
Thus, step (G) takes T = O(N(1, π, σ) log(N(1, π, σ) n/ε)) = O(N(1, π, σ) log n), time since N(1, π, σ) ≤ n 2 and ε = Ω(1/n). And clearly, computing the reparameterizations and their width in step (H) also takes O(n) time. Finally, observe that N(1, π, σ) = O(N(ε, π, σ)).
The running time of Lemma 3.13 can be slightly improved, see [18] for details. The Result. Putting the above together, we get the following result.
Theorem 3.15 Given two polygonal curves π and σ with a total of n vertices in IR d , and a parameter 1 > ε > 0, one can (1 + ε)-approximate the Fréchet distance between π and σ in O(N(ε, π, σ)+N(1, π, σ) log n) time (see Definition 3.3).
Interestingly, simplification is critical for the efficiency of the above algorithm. Indeed, consider the two nicely behaved curves depicted on the right. The reachable portion of the free space diagram of these two curves, for the distance realizing the Fréchet distance, covers a quadratic number of cells. The algorithm will simplify both curves and thereby contract rows and columns in the relevant diagram to reduce its complexity such that an efficient search for the parametrizations becomes possible.
ON THE RELATIVE FREE SPACE COM-PLEXITY OF FAMILIES OF CURVES
In this section we are going to bound the relative free space complexity of various families of curves. This will imply various bounds on the running time of the approximation algorithm presented above.
On c-packed Curves
We introduce a new family of curves, c-packed curves, and prove that their relative free space complexity N(ε, π, σ) is linear, for any two curves π and σ in this family. This implies that Theorem 3.15 works in near linear time for c-packed curves, which is one of our main results. Lemma 4.2 Let π be a curve in IR d , µ > 0 be a parameter, and let π = simpl(π, µ) be the simplified curve. Then π ∩ b(p, r + µ) ≥ π ∩ b(p, r) for any ball b(p, r).
Definition and basic properties
Proof. Let u be a segment of π that intersects b(p, r) and let v = u ∩ b(p, r) be this intersection. Let πu be the portion of π that got simplified into u. Observe that πu is a polygonal curve that lies inside a hippodrome of radius µ around u; that is, πu ⊆ Hu = u ⊕ b(0, µ), where ⊕ denotes the Minkowski sum of the two sets, see the figure on the right. v u
In particular, erect two hyperplanes passing through the endpoints of v that are orthogonal to v, and observe that πu must intersect both hyperplanes. As such, we conclude that the portions of πu in the hippodrome Hv = v ⊕ b(0, µ) are of length at least v . Clearly, v ⊆ b(p, r) implies that Hv ⊆ b(p, r + µ), which in turn implies that πu ∩ Hv ⊆ b(p, r + µ) and as such πu
Summing over all segments v in π ∩ b(p, r) implies the claim.
Lemma 4.3
Let π be a c-packed curve in IR d , µ > 0 be a parameter, and let π = simpl(π, µ) be the simplified curve. Then, π is a 6c-packed curve.
Proof. Assume, for the sake of contradiction, that we have π ∩ b(p, r) > 6cr for some b(p, r) in IR d . If r ≥ µ, then set r = 2r and Lemma 4.2 implies that π ∩ b(p, r ) ≥ π ∩ b(p, r + µ) ≥ π ∩ b(p, r) > 6cr = 3cr , which contradicts that π is c-packed.
If r < µ then let U denote the segments of π intersecting b(p, r) and let k = |U |. Observe that k > 6cr/2r = 3c, as any segment can contribute at most 2r to the length of π inside b(p, r). As such, we have that π ∩ b(p, 2µ) ≥ π ∩ b(p, r + µ) ≥ U ∩ b(p, r + µ) ≥ kµ, since every segment of the simplified curve π has a minimal length of µ. By Lemma 4.2, this implies that π ∩ b(p, 3µ) ≥ π ∩ b(p, 2µ) ≥ kµ > 3cµ, which is a contradiction to the c-packedness of π. Lemma 4.4 For any two c-packed curves π and σ in IR d of total complexity n, and 0 < ε < 1, we have that N(ε, π, σ) = O(cn/ε).
Bounding the relative free space complexity
Proof. Let δ ≥ 0 be an arbitrary number, µ = εδ, π = simpl(π, µ) and σ = simpl(σ, µ)
We need to show that the complexity of D ≤δ (π , σ ) is O(cn/ε). A free space cell of D ≤δ (π , σ ) corresponds to two segments u ∈ π and v ∈ σ . The free space in this cell is non-empty if and only if there are two points p ∈ u and q ∈ v such that p − q ≤ δ. We charge this pair of points to the shorter of the two segments. We claim that a segment cannot be charged too many times. Indeed, consider a segment u ∈ π , and consider the ball b of radius r = (3/2) u +δ centered at the midpoint of u, see the figure on the right. Every segment v ∈ σ that participates in a close pair as above and charges u for it, is of length at least u , and the length of v ∩ b is at least u . Since σ is 6c-packed, by Lemma 4.3, we have that the number of such charges is at most
We conclude that there are at most c n free space cells that contain a point of D ≤δ . The complexity of the free space inside a cell is a constant, thus implying the claim.
By plugging the above into Theorem 3.15, we get the following result.
Theorem 4.5 Given two polygonal c-packed curves π and σ with a total of n vertices in IR d , and a parameter 1 > ε > 0, one can (1 + ε)-approximate the Fréchet distance between π and σ in O(cn/ε + cn log n) time (see Definition 3.3).
On the Relative Free Space Complexity of κ-Bounded Curves
Due to space limitations, we only state the results in this section, see [18] for details.
We revisit the definitions of Alt et al. [6] .
Definition 4.6 Let κ ≥ 1 be a given parameter. A curve π is κ-straight if for any two points p and q on the curve, it holds that π[p, q] ≤ κ p − q . A curve π is a κ-bounded if for all p, q ∈ π it holds that the curve π[p, q] is contained inside b(p, r) ∪ b(q, r), where r = (κ/2) p − q . Theorem 4.10 Given two κ-bounded polygonal curves π and σ with a total of n vertices in IR d , and a parameter 1 > ε > 0, one can (1 + ε)-approximate the Fréchet distance between π and σ in O " (κ/ε) d n + κ d n log n " time.
On the Relative Free Space Complexity of Low Density Curves
Due to space limitations, we only state the results in this section, see [18] for details. Definition 4.11 A polygonal curve π is φ-low-density (in IR d ) if any ball b(p, r) intersects at most φ segments of π that are longer than r.
It can be easily seen by a simple packing argument that a polygonal c-packed curve is φ-low-density, for φ = 2c. For any ball b = b(p, r), consider the ball with the same center that has radius r = 2r. Any edge intersecting b that is longer than r must contribute at least r to the length of the intersection of the curve with the larger ball, which is bounded by cr . There can be at most cr /r = 2c edges of this type. We have been using this property of c-packed curves throughout section Section 4.1 to bound their relative free space complexity.
A curve that is low density, however, is not necessarily c-packed for a small value of c. Indeed, a low density curve π might have an arbitrarily long intersection with a ball by having sufficiently small segments, see the figure on the right. However, in this case π must have many vertices in the areas where its length cannot be bounded, as we will show in the following section.
Lemma 4.12 Let π be a φ-low density curve in IR d , and let C be a cube in IR d with side length r. Let α = π ∩ C . There must be at least Ω((α/r) 1+1/(d−1) ) vertices of π contained in 3C, where 3C is the scaling of C by a factor of 3 around its center.
Lemma 4.13 For any two low density curves π and σ in IR d with total complexity n, and 0 < ε < 1, we have that N(ε, π, σ) = O " n 2(d−1)/d ε 2
" .
Theorem 4.14 Given two low-density curves π and σ with a total of n vertices in IR d , and a parameter ε > 0, one can (1 + ε)-approximate the Fréchet distance between π and σ in O " n 2(d−1)/d ε 2 + n 2(d−1)/d log n « time.
EXTENSION TO CLOSED CURVES
Due to space limitations we only state the result. The details are available from the full version [18] .
Theorem 5.1 Given two closed polygonal c-packed curves π and σ with a total of n vertices in IR d , and a parameter 1 > ε > 0, one can (1 + ε)-approximate the Fréchet distance between π and σ in O`c 2 n`ε −2 + log n´´time.
CONCLUSIONS
We presented a new approximation algorithm for Fréchet distance of polygonal curves in any fixed dimension. The new algorithm is surprisingly simple and should be practical, and it works for any kind of polygonal curves. Since the algorithm simplifies the curves to the "right" resolution during the execution, we expect the algorithm to be fast in practice. The algorithm's analysis relies on the concept of the relative free space complexity of curves, which tries to capture the complexity of the free space diagram when simplification is being used.
Next, we introduced the c-packed family of curves. While not all curves are c-packed, it seems that most real life curves are c-packed. The family of c-packed curves is closed under simplification, and the property of a curve being c-packed is independent of the ambient dimension of the space containing the curve. We expect this concept to be used to analyze other algorithms in the future.
Specifically, the relative free space complexity of c-packed curves is linear. We gave bounds for the relative free space complexity for a set of other families of curves, from low density curves to κ-bounded curves. Finally, we also showed that the algorithm can be modified to handle closed curves efficiently.
Open problems. There are many interesting questions for further research -from extending this work to maps [4] to whether or not one can come up with a similar definition for matching realistic surfaces. As of now, not much is known on the efficient computability of the Fréchet distance between surfaces [21, 3] . Finally, it is clear that a variant of our algorithm also works for non-polygonal curves, and in some cases even if they do not have finite complexity. It would be interesting to further pursue this direction.
