In this paper, we propose a closed loop system to improve the performance of single-channel speech separation in a speaker independent scenario. The system is composed of two interconnected blocks: a separation block and a speaker identi cation block. The improvement is accomplished by incorporating the speaker identities found by the speaker identi cation block as additional information for the separation block, which converts the speaker-independent separation problem to a speaker-dependent one where the speaker codebooks are known. Simulation results show that the closed loop system enhances the quality of the separated output signals. To assess the improvements, the results are reported in terms of PESQ for both target and masked signals.
INTRODUCTION
A reliable and ef cient speech separation system is desirable for many audio or speech applications where the best performance of the applications is only achieved when the signals are clean. Single-channel speech separation (SCSS) has been introduced as an ill-conditioned problem where we are required to estimate two unknown signals from one given mixture. Various statistical models have been adopted to solve the SCSS problem [1] [2] [3] where good results are only obtained under certain conditions like having a priori knowledge of speaker identities in the given mixture. This unrealistic but effective assumption is made to ease the SCSS problem. In practice, however, the speaker identities in the mixture are not known a priori. As a consequence, it is desired to design a model-based speaker independent SCSS system.
In [4] , a system was proposed to capture speaker identities for enabling speaker dependent separation based on a Computationally Auditory Scene Analysis (CASA) framework on a given mixture of unknown speakers. Their system identi es the speakers identities based on Gaussian mixture models (GMM) and employed a pitch dependent method to re-synthesize the target speaker signal. In [5] , the separation system used max approximation based on log-spectra of the underlying speaker signals along with Algonquin as the separation engine. In both systems reported in [4] , [5] , the speaker identi cation performance was successful almost in all trials, and system performance was assessed in terms of speech recognition word error rate. Most of previously proposed methods in speech separation literature were focused on speech recognition accuracy and not on re-synthesized speech quality of the separated speaker signals themselves.
In this paper, we consider a novel way of joining a speech separation system and a speaker identi cation system. The key idea is to put these systems (blocks) into a closed loop and send feedbacks from each system to another to add more information to solve the SCSS problem. Each block could be viewed as a preprocessor for the other. The proposed approach bene ts from the high separability of model-based speaker dependent separation methods and is also able to separate the speaker signals, without knowing their identities (i.e. generality). To assess the quality of the separated signals we report the separation results in terms of Perceptual Evaluation of Speech Quality (PESQ) [6] as our objective measure. We evaluate the performance of the system using a database consisting of 100 mixed speech signals with signal to signal ratio (SSR) ranging from -9 dB to +9 dB. The results show that the proposed approach signicantly outperforms the technique that applies a single trained model for each gender (speaker independent case).
The paper is organized as follows. In Section 2 we explain the speech separation block and Section 3 presents the speaker identication block. In Section 4 we present the proposed joint speech separation speaker identi cation system. In Section 5 we present the simulation results and nally Section 6 concludes on the work.
SINGLE-CHANNEL SEPARATION SYSTEM
The separation system transforms speaker signals from the DFT domain into modi ed sinusoidal features composed of amplitude, frequency and phase vectors. Each frame is modeled by using the sinusoidal model similar to [7] and we have s = V T a where
T is an M × N Vandermonde matrix whose rows are vi
as the sinusoidal frequency vector of dimension N ×1, and ωi is the frequency of the selected peak at the ith band, s is the time frame of the speaker signal by using the sinusoidal model, and a = [a1 . . . aM ] T is a M × 1 complex sinusoidal amplitude vector found at a frame. The estimation process for obtaining the sinusoidal parameters is already described in [8] . We select only one peak with the largest amplitude per Mel scale subband.
In the core of the separation system we use a sinusoidal mixture estimator to nd the most likely states of the composite sources of the underlying speakers. The performance of the proposed sinusoidal estimator is studied in [9] . In the following we explain how the separation system works. The mixed signal can be represented as z = V T composed of set of sinusoidal frequency peaks for the mixture at the ith band denoted by ωz,i. The sinusoidal mixture estimator minimizes a cost function de ned in the sinusoidal space in order to nd the best indices from the speakers source models. We de ne the power spectrum for the selected sinusoid at at the ith band as
where we de ne ωi as the frequency of the selected sinusoid peak at the ith band which can be substituted with ω k,i where k = 1, 2 indicates speaker one and two. Similarly to (1), we de ne Pz(e jωz ) as the mixture power spectrum. We consider the squared error between the power spectra of the estimated and given mixture as our cost function for sinusoidal mixture estimator. This cost function is only sampled at sinusoidal peaks indicated by ωz. The expected value for the periodogram for each signal spectrum is then given by E{P (e jω )} = P (e jω ) * W (e jω ) with E{.} as the expectation operator. At the ith band, the expected value of the mixture approximation error is given by
with σ
2,i as the variance of the error. We replace ω by ωz,i to only sample this cost function at sinusoidal peaks of the mixture and we obtain
where A1,i,A2,i and Az,i are the rst, second and the mixture sinusoidal amplitude selected at the ith band. The mixture estimation error indicated by
To nd the most likely indices, it is required to search for among all possible states of the composite sources denoted by {q * , t * }. This index nding can be considered as the following minimization problem
where q, t can be any possible state included in the composite source models and dq,t the cost function. At each frame, by solving this minimization problem we nd two states of the speaker models (here split-VQ codebooks) that when combined best t the given mixed signal. The source models used in our separation system are split-VQ on sinusoidal parameters as proposed in [8] . The source models are divided into amplitude and frequency part in a tree-like structure. Each entry of such source model is composed of a sinusoidal amplitude vector and several sinusoidal frequency vectors as its candidates. The selected codebook indices are then sent to a weighted overlap-add (OLA) block to reconstruct the separated signals.
SPEAKER IDENTIFICATION SYSTEM
A GMM based framework is a common baseline system in speaker recognition applications [10] . Such a system is normally used as a reference when one needs to evaluate the effectiveness of novel algorithms or modeling approaches [11] . The GMM is a statistical approach for text-independent speaker recognition with a high computational load during the test phase. A popular method for training GMMs is based on the maximum-likelihood (ML) criterion, which has been shown to outperform several other existing techniques. In state-of-the-art systems, speaker-dependent GMMs are derived from a speaker-independent universal background model (UBM) by adapting the UBM components with maximum a posteriori (MAP) adaptation using speakers personal training data [12] . This method constructs a natural association between the UBM and the speaker models. For each UBM Gaussian component there is a corresponding adapted component in the speakers GMM. In the veri cation phase each test vector is scored against all UBM Gaussian components, and a small number of the best-scoring components in the corresponding speaker dependent adapted GMM are chosen. The decision score is computed as the Log Likelihood Ratio (LLR) of the speaker GMM and the UBM scores. Under the assumption of independent feature vectors, the log likelihood of a model λ for a sequence of T feature vectors, X = {xt} T t=1 is computed as follows
where the mixture density used for the likelihood function is [12] 
The density is a weighted linear combination ofM unimodal Gaussian densities pi(xt), each parameterized by a D × 1 mean vector μ i and a D × D covariance matrix Σi where D refers to the dimensionality of feature vector. Here pi(xt) is de ned as
The mixture weights wi further satisfy the constraint Fig. 1 shows the block diagram of the proposed joint processor. The speech mixture is input to the speaker identi cation block where two identities for the underlying speakers are found. These speaker identities are then used to select the related speaker models and are applied in the speech separation block. The speech separation based on the speaker models, results in two separated signals. We then apply a ltering on each separated signal to enhance it. The ltering blocks are denoted by H1 and H2 shown in Fig. 1 . The enhanced signals are fedback to the speaker identi cation block in order to achieve a more accurate speaker identity in one closed loop. The ltering method used here is similar to the binary mask approach with a hard decision but in sinusoidal domain. We call this ltering sinusoidal binary masks as proposed in [13] . De ne k as the frequency bin index. At each frequency band we use the sinusoidal peaks of the underlying speaker signals to establish a sinusoidal binary mask de ned as
JOINT SPEAKER SEPARATION-IDENTIFICATION
where ω k denotes the kth frequency component. We also de ne H2(ω k ) = 1 − H1(ω k ). Such binary masks in sinusoidal domain is very similar to the conventional binary masks in STFT or Gammatone lter bank in [14] , except that here we compare the gain ratio of each band to the SSR level. Using the produced sinusoidal binary mask and applying it to the spectrogram of the given mixture we then re-synthesize the separated output for each speaker aŝ
where
D denotes the inverse Fourier transform, ∠FD(z(n)) is the phase of the Fourier transform of the mixture and Sz(ω) is the power spectral densities for the mixture, andŝi(n) is the recovered time signal for the ith speaker in the mixture. Since we have no access to the PSDs, we replace Sz(ω) with the approximation |FD(z(n))| 2 . These reconstructed speaker signals are then sent to the speaker identi cation block to get more accurate speaker identities.
In [4] SSR based speaker models are introduced for speaker identi cation purposes indicating that the number of GMM computations is a multiple of SSR level. Reference [5] introduces a more complex system that is composed of Expectation Maximization (EM) algorithm to nd speaker combination in the mixed signal. Although the speech separation challenge could be considered as of ine, here we consider much more on application potential. Our approach for speaker identi cation is not very accurate compared to those used in [4, 5] , but its complexity is rather low. In GMM-UBM framework, onlyM +C Gaussian mixtures evaluated per feature vector, where C is the number of top scoring Gaussians in UBM to be evaluated in speaker model.
SIMULATION RESULTS

System setup and Database
To evaluate the proposed separation algorithm in real world scenario, we used a comprehensive database provided by [15] . The database consists of 34 speakers each containing 500 utterances. The sampling rate is decreased to 8 kHz from the original 25 kHz. The mixed signal is generated by adding the signals according to the SSR level ranging in [−9, 9] dB. The speaker signals to be mixed were selected from those used in the test setup of [15] . To put the performance of our proposed method into perspective, we report the separation performance for each method in terms of its PESQ score proposed by [6] . The proposed separation system is compared to a model-based system with correct speaker identities, speaker independent system and the speech quality obtained from the given mixture. The con gurations for our separation setup are described as follows. We used window length of 32 msec along with a frame shift of 8 msec. The codebook size for STFT and Split-VQ was M=2048 and the sinusoidal model order was set to M = 50 in the Split-VQ. For speaker identi cation, a UBM with model order ofM = 512 was trained based on the two-talker development set [15] . Speaker GMMs are adapted accordingly based on 500 training data from individual talkers [12] . A 30 msec sliding Hamming window with a 15 msec shift was used to obtain a sequence of frames for extracting 12 dimensional mel-frequency cepstral coef cients (MFCCs), where 12 Δ-MFCCs and 12 Δ-Δ-MFCCs were concatenated to form a feature vector. Cepstral mean subtraction and RASTA ltering were also employed. Diagonal covariance matrices were employed and top-C scoring Gaussian mixtures were set to 5.
In the separation block, we rst model the DFT spectral shape of each speaker using a split-VQ of modi ed sinusoidal model mixture. In order to show the superiority of multiple database approach over speaker-dependent separation modeling, we also t a VQ to the training data of each gender for speaker-independent scenario. We quantify the degree of the separability by computing PESQ between the separated and original signals.
Results
We conducted evaluations for three scenarios: same gender (SG), different gender (DG) and same talker (ST). For each scenario we included ve sentence of each speaker and combined them at nine SSR levels SSR={−9, −6, −3, 0, 3, 6, 9} dB. The PESQ curves obtained by the proposed method is shown in Fig. 2 along with the results obtained by speaker-dependent method with correct identities indicated by SD. For each speaker, the closed loop in the joint processor results in improvements compared to the signal quality of the related speaker in the mixture (shown with dotted line). Furthermore, as the SSR increases the PESQ scores of the proposed method reaches the separation upper-bound determined by the correct speaker dependent models. The gap at low SSR levels between the proposed method and correct speaker dependent approach is large for different gender scenario (see Fig. 2(b) ). This can be caused by high masking of male female combination since their time-frequency pattern is quite different compared to the same talker or same gender. In the same gender scenario, it is observed that the gap between the PESQ scores of the proposed method and speaker dependent approach is small even at low SSR levels (see Fig. 2(a) ). In the same talker scenario, the speaker identi cation could nd the identities most accurately and this explains why two PESQ curves (shown in Fig. 2(c) ) are very close to each other. Fig. 3(a),(b) shows the improvement made by using the proposed method and compares its performance with speaker dependent, speaker independent and speech quality obtained from the mixture. The curves are shown for different SSR levels for same talker scenario. It is observed that the results obtained by the proposed method, are very close to the one obtained by the speaker dependent method where the correct speaker identities are known a priori. In the separation block, we rst model the DFT spectral space of each speaker using a split-VQ of modi ed sinusoidal model mixture. In order to show the superiority of multiple database approach over speaker-dependent separation modeling, we also t a VQ to the training data for each gender. We quantify the degree of the separability by computing PESQ between the separated and original signals in the time domain. We also include the separation upper bound performance obtained by the correct speaker models where the optimal indices are a priori available.
CONCLUSION
In this paper, a novel approach has been proposed to combine speech separation with speaker identi cation in single-channel scenario. The system is implemented in a closed loop with the idea to improve the separation performance by getting speaker identities from the mixture by using speaker identi cation. The separation result is fedback to speaker identi cation to achieve correct identities. The separation method is independent on pitch estimates and is based on sinusoidal feature parameters which have low feature dimension. Experimental results showed that the proposed method achieved a high score close to the separation performance with the correct identities and a higher performance compared to the speaker independent case. All methods asymptotically reached the operation upper bound performance determined by the VQ source models of the speaker in the mixture. As the SSR increases, the proposed method asymptote its separation upper bound performance, where it is assumed that the optimal indices are a priori available. According to the informal listening tests, it was observed that the perceived speech quality of the proposed system was improved after the identi cation stage in one closed loop. 
