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あらまし 近年，IoT技術が進展している．多彩なサービスを実現するために，デバイスとサービスを水平分離的に相
互に利活用する，オープン IoTが重視されてきている．私達は，オープン IoTに向け，ユーザが必要なデータを持つデ
バイスをオンデマンドに発見し，利用する，Tacit Computing 技術を提案している．しかし，既存のTacit Computing
は、性能や運用コストを度外視していた．本稿では，性能改善を行うため，遺伝的アルゴリズムを用いて，GPU自動
オフロードを行う Tacit Computingの要素技術を提案する．GPUオフロードの有効性を確認するため，C/C++アプ
リケーションの行列計算を評価し，35倍以上の性能向上を 1時間以内の探索時間で確認した．
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Abstract IoT technologies have been progressed. Now Open IoT concept has attracted attentions which achieve
various IoT services by integrating horizontal separated devices and services. For Open IoT era, we have proposed
the Tacit Computing technology to discover the devices with necessary data for users on demand and use them
dynamically. However, existing Tacit Computing does not care about performance and operation cost. Therefore
in this paper, we propose an automatic GPU offloading technology as an elementary technology of Tacit Comput-
ing which uses Genetic Algorithm to extract appropriate offload loop statements to improve performances. We
evaluate a C/C++ matrix manipulation to verify effectiveness of GPU offloading and confirm more than 35 times
performances within 1 hour tuning time.
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1. は じ め に
近年，IoT（Internet of Things）技術が進展しており（例え
ば，[1]- [18]，デバイス側で収集したデータをネットワークを介
してクラウド技術（例えば，[19]- [39]）を用いて分析し可視化
するといったアプリケーションが続々と出ている．従来 IoTの
サービスは，デバイスからネットワーク，アプリケーションま
で一体構築されたサイロ型が多かった．しかし，よりコストを
下げ多様なサービスを提供するため，デバイスを複数アプリ
ケーションで共有し，クラウド，ネットワーク，デバイスのリ
ソースをダイナミックに連携してサービス化する Open IoTの
概念が注目されている．
Open IoTでは，街中の複数団体が持つ監視カメラを共有し，
迷子の探索やテロリストの発見等，複数の用途に使うことが期
待される．しかし，左記の例で，カメラ映像の画像処理を複数
の用途で用いることは，デバイス側，クラウド側のどこで分析
するとしても，CPU計算リソースが膨大になる課題がある．
一方，近年，IoT 等多彩な分野に対応するため，CPU 以外
のヘテロな計算リソースを用いることが増えている．例えば，
GPU（Graphics Processing Unit）を強化したサーバで画像処
理を行ったり，FPGA（Field Programmable Gate Array）で
信号処理をアクセラレートすることが始まっている．Amazon
Web Services (AWS) では，GPUインスタンス，FPGAイン
スタンスが提供されており，オンデマンドにそれらリソースを
使うこともできる．Microsoftは，FPGAを用いて検索を効率
化している．
Open IoT環境では，サービス連携技術等を用いて，多彩な
アプリケーションの創出が期待されるが，更に進歩したハード
ウェアを生かすことで，動作アプリケーションの高性能化が期
待できる．しかし，そのためには，動作させるハードウェアに合
— 1 —
わせたプログラミングや設定が必要であり，CUDA（Compute
Unified Device Architecture）, OpenCL（Open Computing
Language）といった多くの技術知識が求められ，ハードルは
高い．
GPU や FPGA をユーザの IoT アプリケーションで容易に
利用できる様にするため，動作させる画像処理，分析処理等の
汎用アプリケーションを Open IoT環境にデプロイする際に，
Open IoTのプラットフォームがアプリケーションロジックを
分析し，GPU，FPGAに自動で処理をオフロードすることが
望まれる．
私達は，以前に Open IoT向けのプラットフォームとして，
ユーザに適切なリソースをデバイス，ネットワーク，クラウ
ドレイヤーから発見して利用することで，ユーザにパーソナ
ライズしたサービスを提供する Tacit Computing を提案して
いる [40]．私達は，既存の Tacit Computingを改善し，Open
IoT環境でGPUや FPGA等の CPU以外の計算リソースも含
めて効率的に利用することを目標としている．そのために，ま
ず，本稿では，ユーザ向けの C/C++言語アプリケーションロ
ジックを，自動で GPUにオフロードし，高性能化することに
ターゲットを絞り技術提案と評価を行う．
2. 既存ヘテロハードウェア処理技術
GPUの計算能力を画像処理以外にも使うGPGPU（General
Purpose GPU）のための開発環境 CUDA が発展している．
CUDAはGPGPU向けの開発環境だが，GPU, FPGA, メニー
コア CPU等のヘテロハードウェアを統一的に扱うための標準
規格として OpenCLも登場している．
CUDAや OpenCLでは，C言語の拡張によるプログラミン
グを行うが，GPU等のデバイスと CPUの間のメモリコピー，
解放等を記述する必要があり，記述の難度は高い．実際，CUDA
や OpenCLを使いこなせる技術者は数多くはない．
簡易に GPGPUを行うため，ディレクティブベースで，ルー
プ文等の並列処理すべき個所を指定し，ディレクティブに従い
コンパイラがデバイス向けコードに変換する技術が有る．技術
仕様として，OpenACC [41]等，コンパイラとして PGIコンパ
イラ [42]等がある．例えば，OpenACCを使った例では，ユー
ザは C/C++/Fortran 言語で書かれたコードに，OpenACC
ディレクティブで並列処理させる等を指定する．PGIコンパイ
ラは，コードの並列可能性をチェックして，GPU用，CPU用
実行バイナリを生成し，実行モジュール化する．これらの技術
を用いることで，GPUメモリへのデータ割り当て等を，プロ
グラマーは意識する必要がない．
このように，OpenCL, CUDA, OpenACC等の技術により，
GPUへのオフロード処理が可能になっている．しかし，オフ
ロード処理自体は行えるようになっても，適切なオフロードに
は課題が多い．例えば，Intelコンパイラの様に自動並列化機能
を持つコンパイラがある．自動並列化する際は，プログラム上
の for 文等の並列可能部を抽出するが，GPU を用いて並列に
動作させる場合は，CPU-GPUメモリ間のデータやり取りオー
バヘッドのため性能が出ないことも多い．GPUを用いて高速
化する際は，スキル保持者が，OpenCLや CUDAでのチュー
ニングや，PGIコンパイラ等で適切な並列処理部を探索するこ
とが必要になっている．[43]は，for文が少ないベンチマークア
プリケーションにて，各 for文に対して，総当たりで並列処理
するか否かを試行して性能測定を行い，最適な並列処理部の探
索を行っている．
このため，スキルが無いユーザが GPUを使ってアプリケー
ションを高性能化することは難しいし，自動並列化技術を使う
場合も，for文の並列可否の試行錯誤等，利用開始までに多くの
時間がかかっている．
3. Tacit ComputingとGPU自動オフロード
3. 1 Tacit Computing概説
Tacit Computingは，Open IoT環境で，クラウドレイヤー，
ネットワークレイヤー，デバイスレイヤーの 3 層から，ユー
ザにその時適切なリソースを発見，連携することで，ユーザに
パーソナライズしたサービスを実現する技術である（図 1) [40]．
3 層の構成であるが，時々刻々変化する状況に対応するため，
ユーザに近いデバイスレイヤーでできるだけ処理を行うのがコ
ンセプトである．Tacit Computingは，その時にユーザにあっ
たデバイスを発見し，利用するために，ライブデータ検索技術
とデバイス仮想化技術の二つを備えている．
ライブデータ検索技術は，ユーザにとって必要なデータを提
供するデバイスを検索するための技術である．IoTサービスと
して，定点のカメラに映った人物に対して，情報案内や警告ア
ラート等を行うような例が考えられる．この場合は，数秒しか
カメラに人物は映らないし，また，そのカメラの映像しかその
人物には意味がないデータと言える．そこで，ユーザにとって
必要なライブデータを検索するため，クラウドレイヤーにデー
タが上がるのを待つのではなく，下位レイヤーに分析する機能
を配信することを，Tacit Computingでは行う．例えば，マラ
ソン大会に友人が出ており，友人が映ったカメラの映像を自動
で繋いで欲しいとする．この場合，友人のゼッケン番号を検索
キーにリクエストをすると，Tacit Computingでは，カメラを
収容するゲートウェイやネットワークエッジに，OpenCV等の
画像を分析する機能を配信して，カメラに近い場所で映像を分
析することで，友人のゼッケン番号が画像分析で抽出され，友
人が映っているカメラを特定する．
次に，利用したいデバイスが特定された場合に，そのデバイ
スを利用する必要がある．IoTデバイスは，多数のメーカーが
開発しており，利用時のプロトコルやインタフェース，アドレ
ス等が，デバイス毎に異なる．そこで，デバイス仮想化技術に
よって，個々のデバイスのインタフェース等の違いを吸収して
いる．例えば，上記の例であれば，アクセス方法はカメラ毎に
異なるが，Tacit Computingでは，カメラ映像の取得のような
共通的なリクエストを元に，カメラを収容するゲートウェイ等
で，デバイス毎のアダプタにて具体的アクセス手段に変換を行
い，個々のカメラに応じたリクエストを行う．デバイス仮想化
技術には，Semantic Webの RDF/OWLを用いて抽象化する，
Semantic Web Services技術も利用できる（例えば，[44]- [87]）．
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図 1 Tacit Computing 概要
3. 2 Tacit Computingでの処理オフロードによる効率化
このように，Tacit Computingにより，ユーザに適切なデバ
イスを発見し，利用する，Open IoTのコンセプトを一部実現
している．しかし，Tacit Computingで即興的にデバイスを利
用，連携する場合は，コスト等は度外視されている．例えば，
上記の例が，マラソン大会ランナーのモニタでなく，街中カメ
ラを使ったテロリストの監視や高齢者の見守りだった場合は，
カメラ映像を画像分析するサービスを，継続的にリーズナブル
に提供する事が求められる．
そこで，私達は Tacit Computingの次のステップとして，デ
バイス，ネットワーク，クラウドのレイヤーで，処理オフロー
ドを適切に行うことによる，効率化を検討している．
機能処理のオフロードのため，Tacit Computingは，ユーザ
が利用するアプリケーションのソースコードから，オフロード
する領域を抽出して中間言語を出力し，中間言語から導かれる
実行ファイルを，検証用マシンに配置実行し，オフロード効果
を検証する．検証を繰り返し，適切なオフロード領域を定めた
のち，Tacit Computingは，実際にユーザに提供する本番環境
に，実行ファイルをデプロイし，サービスとして提供する．
図 2を用いて，そのステップを説明する．1-1で，Tacit Com-
puting は，ユーザに提供しているサービスの処理機能（画像
分析等）を特定する．1-2 で，Tacit Computing は，処理機
能のソースコードを分析し，ループ文や FFT (Fast Fourier
Transformation)ライブラリ呼び出し等の構造を把握する．1-3
で，Tacit Computingは，ループ文，FFT等，GPU，FPGA
にオフロード可能な処理を特定し，オフロード処理に応じた中
間言語を抽出する．1-4で，中間言語ファイルを出力する．な
お，中間言語抽出は一度で終わりでなく，適切なオフロード領
域探索のため，実行を試行して最適化するため反復される．
次に，Tacit Computingは，検証用環境として，GPU・FPGA
を備えた検証用マシンに，2-1で，中間言語から導かれる実行
ファイルをデプロイする．2-2で，配置したファイルを実行し，
オフロードした際の性能を測定する．詳細は，3.3節で後述す
るが，この性能測定結果を用いて，オフロードする領域をより
適切にするため，1-3の中間言語抽出のステップに戻り，別パ
ターンの抽出を行い，性能測定を試行する．2-3で，最終的なオ
フロード領域を指定したパターンを決定し，ユーザ向けの本番
環境にデプロイされる．2-4で，実行ファイル配置後，ユーザ
図 2 オフロード処理ステップ
に性能を示すため，性能試験項目をテストケース DBから抽出
し，抽出した性能試験を自動実施する．2-5で，その性能試験
結果を踏まえた，価格，性能等の情報をユーザに提示し，ユー
ザは IoTサービスの課金利用開始を判断する．
3. 3 GAを用いたGPU自動オフロード技術の提案
本サブ節では，Tacit Computingの要素技術として，ユーザ
アプリケーションロジックの，GPU自動オフロード技術を提
案する．GPU 自動オフロードは，GPU に対して前サブ節の
1-3～2-2のステップを繰り返し，最終的に 2-3でデプロイする
オフロードコードを得るための処理である．
GPUは，一般的にレイテンシーは保証しないが，並列処理
によりスループットを高める事に向いたデバイスである．IoT
で動作させるアプリケーションは，多種多様であるが，カメラ
映像分析のための画像処理，大量センサデータ分析のための機
械学習処理等が代表的であり，それらは，繰り返し処理が多い．
そこで，アプリケーションの繰り返し文を GPUに自動でオフ
ロードする事での高速化を狙う．
しかし，2節で記載の通り，高速化には適切な並列処理が必
要である．特に，GPUを使う場合は，CPUと GPU間のメモ
リ転送のため，データサイズやループ回数が多くないと性能が
出ないことが多い．また，メモリデータ転送のタイミング等に
より，並列高速化できる個々のループ文の組み合わせが，最速
とならない場合等がある．適切な並列領域指定のため，PGIコ
ンパイラを用いて，for文の並列可否を試行錯誤して最適化する
試みがある．しかし，試行錯誤には多くの稼働がかかり，IoT
サービスとして提供する際に，ユーザの利用開始が遅くなり，
コストも上がってしまう問題がある．
そこで，本稿では，並列化を想定していない汎用プログラム
から，自動で適切なオフロード領域を抽出するため，最初に並
列可能 for文のチェックを行い，次に並列可能 for文群に対し
て GAを用いて検証環境で性能検証試行を反復し適切な領域を
探索すること，を提案する．並列可能 for文に絞った上で，遺
伝子の部分の形で，高速化可能な並列処理パターンを保持し組
み換えていくことで，取り得る膨大な並列処理パターンから，
効率的に高速化可能なパターンを探索できると考える．
GAは，生物の進化過程を模倣した組合せ最適化手法の一つ
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図 3 GA による GPU オフロード部の探索イメージ
である．GAのフローチャートは，初期化→評価→選択→交叉
→突然変異→終了判定となっている．提案技術は，GAの中で，
Simple GAを用いる．Simple GAは，遺伝子は 1, 0のみとし，
ルーレット選択，一点交叉，突然変異は 1か所の遺伝子の値を
逆にする等，単純化された GAである．
初期化では，アプリケーションコードの全 for文の並列可否
をチェック後，並列可能 for文を遺伝子配列にマッピングする．
GPU処理する場合は 1，しない場合は 0とする．遺伝子は指定
の個体数Mが準備されるが，ランダムに 1, 0の割り当てをす
る．評価では，遺伝子に該当するコードをコンパイルして検証
用マシンにデプロイして実行し，ベンチマーク性能測定を行う．
性能が良いパターンの遺伝子の適合度を高くする．選択では，
適合度に基づいて，高適合度の遺伝子を，指定の個体数選択す
る．提案技術では，適合度に応じたルーレット選択及び最高適
合度遺伝子のエリート選択を行う．交叉では，一定の交叉率 Pc
で，選択された個体間で一部の遺伝子をある一点で交換し，子
の個体を作成する．突然変異では，一定の突然変異率 Pmで，
個体の遺伝子の各値を 0から 1または 1から 0に変更する．終
了判定では，指定の世代数 T回，繰り返しを行った後に処理を
終了し，最高適合度の遺伝子を解とする．これら処理のイメー
ジを図 3に示す．
4. 実 装
3節提案技術の有効性を確認するための実装を説明する．本
稿では，GAによるGPU自動オフロードの有効性確認が目的で
あるため，対象アプリケーションは C/C++言語のアプリケー
ションとし，GPU処理自体は市中の PGIコンパイラを用いる．
C/C++言語は，OSS及び proprietaryソフトウェアの開発
で，上位の人気を誇り，数多くのアプリケーションが C/C++
で開発されている．科学技術計算向けでなく，一般ユーザが用
いるアプリケーションのオフロードを確認するため，分析処理
や画像処理等の OSSの汎用アプリケーションを利用する．
GPU処理は，PGIコンパイラにより行う．PGIコンパイラ
は OpenACCを解釈する C/C++/Fortran向けコンパイラで
あり，for文等の並列処理可能処理部を，OpenACCのディレ
クティブ #pragma acc kernelsで指定することにより，GPU
向けバイトコードを抽出し，実行により GPUオフロードを可
能としている．更に，for文内のデータ同士に依存性があり並
列処理できない処理やネストの for文の異なる複数の階層を指
定されている場合等の際に，エラーを出す．
実装の動作概要を説明する．実装は Perl 5 で行い，以下の
処理を行う．処理を開始する前に，高速化する C/C++アプリ
ケーションとそれを性能測定するベンチマークツールを準備
する．
実装は，C/C++アプリケーションの利用依頼があると，ま
ず，C/C++アプリケーションのコードを解析して，for文を発
見し，カウントする．
CPU向け汎用アプリケーションは，並列化を想定して実装
されているわけではない．そのため，まず，GPU処理自体が不
可な for文は排除する必要がある．そこで，各 for文一つずつ
に対して，並列処理の#pragma acc kernels ディレクティブ挿
入を試行し，コンパイル時にエラーが出るかの判定を行う．コ
ンパイルエラーに関しては，幾つかの種類がある．for文の中
で外部ルーチンが呼ばれている場合，ネスト for文で異なる階
層が重複指定さている場合，break等で for文を途中で抜ける
処理がある場合，for文のデータにデータ依存性がある場合等
がある．アプリケーションによって，コンパイル時エラーの種
類は多彩であり，これ以外の場合もあるが，コンパイルエラー
は処理対象外とし，#pragmaディレクティブは挿入しない．
ここで，並列処理してもエラーが出ないループ文の数が aの
場合，aが遺伝子長となる．遺伝子の 1は並列処理ディレクティ
ブ有，0は無に対応させ，長さ aの遺伝子に，アプリケーショ
ンコードをマッピングする．
次に，初期値として，指定個体数の遺伝子配列を準備する．0
と 1をランダムに割当てて作成する．
準備された遺伝子配列に応じて，遺伝子の値が 1の場合は並
列処理を指定するディレクティブをC/C++コードに挿入する．
作成した C/C++コードを，GPUを備えたマシン上の PGIコ
ンパイラでコンパイルを行う．コンパイルした実行ファイルを
デプロイし，ベンチマークツールで性能を測定する．
全個体数に対して，ベンチマーク性能測定後，ベンチマーク
処理時間に応じて，各遺伝子配列の適合度を設定する．設定さ
れた適合度に応じて，残す個体の選択を行う．選択された個体
に対して，交叉処理，突然変異処理，そのままコピー処理のGA
処理を行い，次世代の個体群を作成する．
次世代の個体に対して，コンパイル，性能測定，適合度設定，
選択，交叉，突然変異処理を行う．ここで，GA処理の中で，以
前と同じパターンの遺伝子が生じた場合は，その個体について
はコンパイル，性能測定をせず，以前と同じ測定値を用いる．
指定世代数の GA処理終了後，最高性能の遺伝子配列に該当す
る，C/C++コードを解とする．
この中で，個体数，世代数，交叉率，突然変異率，適合度設
定，選択方法は，GAのパラメータであり，評価時の 5節で指
定する．
5. 評 価
5. 1 評 価 条 件
5. 1. 1 評 価 対 象
評価対象は，IoTで多くのユーザが利用すると想定される行
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列計算とする．
行列積計算は，機械学習分析の様々な場面で利用されている．
Open IoTで，デバイスからデータをネットワークで転送する
アプリケーションを考えた際に，ネットワークコストを下げる
ため，デバイス側で行列計算等の一次分析を送ることは考えら
れる．チューニングするためのベンチマークとしては，2048 ×
2048の行列積を計算するテストを行うツールを利用する．
5. 1. 2 評 価 手 法
GAの世代変化を通じて，ベンチマーク性能が変化すること
を確認する．
実行する Simple GAの，パラメータ，条件は以下で行う．
遺伝子長：並列可能ループ文数（行列計算は 12）
個体数M：遺伝子長以下とする（行列計算は 12）
世代数 T：遺伝子長以下とする（行列計算は 12）
適合度：(ベンチマーク処理時間)−1/2 　
選択：ルーレット選択．ただし，世代での最高適合度遺伝子
は交叉も突然変異もせず次世代に保存するエリート保存も合わ
せて行う．
交叉率 Pc：0.9
突然変異率 Pm：0.05
5. 1. 3 評 価 環 境
利用する GPU として NVIDIA Quadro K5200 を備えた物
理マシンを検証に用いる．NVIDIA Quadro K5200の CUDA
コア数は 2304 である．PGI コンパイラはコミュニティ版の
17.10，CUDA Toolkit は 9.1 を用いる．評価環境とスペック
を図 4に示す．
5. 2 性 能 結 果
図 5に，行列処理の，各世代個体の最高性能と GAの世代数
をグラフにとる．性能は CPUのみで処理の場合との比で示し
ている．図 5より，12世代の GAの中で，性能が向上してい
るのが分かり，全て 0（全 CPU処理）の遺伝子では 92.27秒
だったのが，12世代目で 2.43秒で処理し，37倍の性能が実現
出来ていることが分かる．また，GAの各遺伝子評価の一回の
試行はタイムアウト含めて平均 2分弱であり，12世代トータル
で最大数時間程度かかるはずだが，同パターンの処理スキップ
のおかげで，1時間以内でオフロード抽出処理は終わった．
私達は，早期に本番サービスが開始できるようにするため，
図 5 GA 世代数に伴う行列処理の性能変化
GAの個体数，世代数とも絞っている．そのため，性能向上が
収束してはいないことは明確であるが，20世代でも CPUに比
べて十分な性能が得られていることが分かる．
6. ま と め
本稿では，Open IoT環境で，GPUをユーザアプリケーショ
ンで有効活用するための，Open IoTプラットフォームの要素
技術として，GPU自動オフロード技術を提案した．
提案技術は，デプロイするアプリケーションのコードから，
上位のループ文を検出し，それらの並列化可否を，実際のベンチ
マーク性能結果に基づいた GAで試行探索し，適切なオフロー
ド部を抽出する．C/C++の OSSアプリケーションを対象に，
PGIコンパイラを用いて提案技術を実装した．評価では，行列
計算に対して，12 世代，1 時間以内の短時間の試行で，CPU
処理に比べて 35倍以上の高性能化ができることを確認した．
今後は，GAのパラメータ検討，適用範囲拡大により，より
短時間，高性能でのオフロードの探索を検討する．
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