Introduction
A key step in non-linear finite element analysis involves integrating the constitutive relations to obtain the unknown increment in the stresses. These relations define a set of ordinary differential equations and methods for integrating them are usually classified as explicit or implicit. In an explicit integration scheme, the yield surface, plastic potential gradients and hardening law are all evaluated at known stress states and no iteration is strictly necessary to predict the final stresses. Generally speaking, however, it is prudent to introduce a simple iterative correction to restore the final stresses and hardening parameters to the yield surface, as this condition is not enforced by the integration. In a fully implicit method, the gradients and hardening law are evaluated at unknown stress states and the resulting system of non-linear equations must be solved iteratively. If a Newton scheme is used for this purpose, then second derivatives of the yield function and plastic potential are required to implement the iteration. This can lead to much tedious algebra for complex soil plasticity models such as the critical state family (Schofield and Wroth, 1968) . In practice, both implicit and explicit methods have been used to integrate advanced constitutive relations in soil mechanics (Borja and Lee, 1990; Borja, 1991; Potts and Gens, 1985; Britto and Gunn, 1987) , but computational details of the schemes are seldom given. EC 18,1/2
122
Implicit methods are attractive because the resulting stresses automatically satisfy the yield criterion to a specified tolerance. Furthermore, they do not require the intersection with the yield surface to be computed if the stress point changes from an elastic state to a plastic state. A comprehensive discussion of various implicit integration schemes for elastoplastic models can be found in Ortiz and Simo (1986) and Crisfield (1991; . One of the most popular of these is the backward Euler algorithm. This computes an elastic trial stress state, using either tangent elastic moduli or secant elastic moduli, and returns it back to the yield surface by closest-point projection iteration. In its most general form, the final stresses and hardening parameters are found by solving a small system of non-linear equations at each Gauss point. When using the Newton-Raphson algorithm for this task, care must be taken to allow for possible non-convergence of the resulting iteration scheme and some form of strain subincrementation may be necessary. The backward Euler return scheme has found wide application in metal plasticity studies since it provides all the information required for the formation of the consistent tangent stiffness matrix. This matrix, first identified by Simo and Taylor (1985) , includes second order terms that are usually ignored in the standard form of the elastoplastic constitutive relations, and gives a quadratic rate of convergence for NewtonRaphson iteration of the global stiffness equations. Although powerful, the backward Euler return method is difficult to implement for complex constitutive relations because it requires second order derivatives of the yield function and plastic potential. Moreover, for yield surfaces with vertices or rapid changes in curvature, divergence may occur and it is advisable to use multi-vector return schemes (Crisfield, 1997) . A discussion of various implicit integration methods for critical state models, including the backward Euler return scheme, can be found in Borja and Lee (1990) and Borja (1991) .
Compared with implicit methods, explicit methods have the advantage of being more straightforward to implement. Since explicit schemes employ the standard elastoplastic constitutive law and require only first derivatives of the yield function and plastic potential, they can be used to design a general purpose integrator that can be used for a wide range of models. As discussed by Wissmann and Hauck (1983) and Sloan (1987) , the accuracy and efficiency of explicit methods is significantly enhanced by combining them with automatic substepping and error control. Such schemes limit the error in the computed stresses with no intervention from the user, and are best employed in conjunction with a correction to restore the stresses to the yield surface during the integration process. Unlike implicit methods, explicit methods do not require the solution of a system of non-linear equations to compute the stresses at each Gauss point. They do, however, need to find the intermediate yield point if the stresses pass from an elastic state to a plastic state. This additional step only involves the solution of a single non-linear equation, but should be handled with care to avoid spurious intersections being found.
Somewhat surprisingly, few direct comparisons between explicit and explicit methods have been made in the literature. In two separate studies, Potts and Ganendra (1992; 1994) compared the performance of the implicit return mapping algorithm of Ortiz and Simo (1986) with the explicit subincrementation scheme of Sloan (1987) . For the modified Cam clay model, they concluded that the latter is more robust and efficient than the former. In another study, Yamaguchi (1993) compared explicit Runge-Kutta and forward Euler techniques with the implicit algorithm of Ortiz and Simo (1986) and found the Runge-Kutta scheme to be superior for problems with complicated constitutive laws or high accuracy demands. These conclusions are in general agreement with the experience of the authors.
The explicit substepping methods of Sloan (1987) were originally designed for conventional elastoplastic models where all deformation inside the yield surface is linear elastic and hardening is described by a single variable. In this paper, we extend these methods to cover generalised critical state models which exhibit non-linear elastic behaviour inside the yield surface. We also describe new intersection and stress correction algorithms that are general, robust and efficient. The integration algorithms use either a modified Euler scheme or a Runge-Kutta-Dormand-Prince scheme to estimate the local error in the computed stresses and control the subincrementation of the applied strain increment. The former scheme is suited to applications where moderate accuracy is needed and is the method of choice for most practical analyses. The latter scheme is more efficient for high accuracy work, and can be used to benchmark the accuracy of various integration schemes for complex constitutive relations. Detailed results are presented for the case of a smooth rigid footing resting on Tresca, Mohr-Coulomb, modified Cam clay and generalised Cam clay layers. For a given load path, we show that the modified Euler scheme is able to control the integration error to lie near a prescribed error tolerance. This feature is most attractive, as it permits the analyst to control the magnitude of the stress integration error in the overall solution process.
Stress-strain relations
During a typical step or iteration of an elastoplastic finite element analysis, the forces are applied in increments and the corresponding nodal displacement increments are found from the global stiffness equations. Once these displacements are known, the strain increments at a discrete number of integration points within each element are determined using the straindisplacement relations. If the stresses associated with an imposed strain increment cause plastic yielding, it is necessary to solve a small system of ordinary differential equations which may be written in the form:
…3 †
In the above, D ep denotes the elastoplastic stress-strain matrix, D e the elastic stress-strain matrix, K the elastic bulk modulus, G the shear modulus, f the yield function, and g the plastic potential. In conventional elastoplastic constitutive laws the elastic moduli K and G (and hence the elastic stress-strain matrix D e ) are independent of the stresses and need to be computed only once. The precise form of the parameter A for these models depends on whether strain or work hardening is assumed and may usually be written in the form: Elastoplastic models
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For critical state models, the tangential bulk and shear moduli are often assumed to depend on the effective mean normal stress p 0 according to:
where " e v is the elastic volumetric strain, e is the void ratio, k is the slope of the unload/reload line on a ln p 0 ± v plot, v is the specific volume and · is Poisson's ratio. The stress dependence of K and G means that the stress-strain matrix D e is in fact non-linear elastic and no purely elastic behaviour exists. Integrating equation (4) for p 0 and " e v results in the secant bulk modulus:
where p 0 0 is the effective mean normal stress at the start of the strain increment ¢" e v . Assuming Poisson's ratio is constant, the secant shear modulus can be computed from equation (5) as:
These secant moduli are used to find accurate trial stress states for various integration algorithms and, in the case of an explicit scheme, are essential to compute the correct intersection with the yield surface when a stress point passes from an elastic state to a plastic state. Various methods for smoothing the vertices in Tresca and Mohr-Coulomb yield functions have been discussed by Abbo (1997) . These provide a simple and efficient means for avoiding singularities in the elastoplastic stress-strain relations, as they permit the gradient vectors a and b to be computed for any stress state. Critical state models may assume a variety of forms for the yield surface, the plastic potential, and the failure surface in the deviatoric plane (Schofield and Wroth, 1968; Randolph, 1982; Roscoe and Burland, 1968; Lade and Duncan, 1975; Van Eekelen, 1980; Naylor, 1985) . Roscoe and Burland (1968) , for example, suggest that the von Mises yield surface should be used together with a Mohr-Coulomb failure criterion. Here we assume a generalised Cam clay yield function with an associated flow rule of the form:
where q is the deviator stress, M( ) is the slope of the critical state line (CSL) in the p 0 -q plane, is the Lode angle, p 0 0 is the isotropic preconsolidation pressure, EC 18,1/2
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and ¬ and ( , 0 ) are parameters which control the shape of the yield surface in the p 0 -q and deviatoric planes respectively (Figure 1 ). On the dry side of the critical state line = 1, while on the wet side = 0 . The variation of M with the Lode angle in equation (8) follows the relation proposed by Sheng et al. (1999) according to:
where M max is the slope of the CSL under triaxial compression ( = 308). If ¿ 0 denotes the friction angle of the soil at critical state, we can generate a surface which approximates the Mohr-Coulomb surface in the deviatoric plane by setting ¬ = (3 ± sin¿ 0 )/(3 + sin¿ 0 ). The hardening law for critical state models is usually described by a rate relation between the volumetric plastic strain " 
where ¶ is the slope of the normal compression line in a ln p 0 -v plot. Assuming the hardening parameter H is equal to p 0 0 and substituting equation (9) into equation (6) we obtain:
which implies that:
To integrate equations (1) and (2) numerically, it is convenient to introduce a pseudo time, T, defined by: where t 0 is the time at the start of the load increment, t 0 + ¢t is the time at the end of the load increment, and 0 µ T µ 1. Since dT/dt = 1/¢t, application of the chain rule to _ ¼ ¼ ¼ and _ H in equations (1) and (2) gives:
where:
Note that, in keeping with the philosophy of the static displacement finite element procedure, the strain rate is assumed to be constant and equal to ¢" " " " " " " " "=¢t. Equations (11) and (12) define a classical initial value problem to be integrated over the pseudo time interval T = 0 to T = 1. The known values in these relations are the imposed strain increments, ¢" " " " " " " " ", together with the stresses and hardening parameter at the start of the pseudo time increment.
Explicit integration schemes
The substepping algorithms of Sloan (1987) integrate the constitutive law by automatically dividing the strain increment into a number of substeps. An appropriate size for each substep is found through the use of modified Euler or higher order Runge-Kutta formulae, which are specially constructed to provide an estimate of the local error. The performance of a variety of these schemes for Tresca and Mohr-Coulomb elastoplastic models, under plane strain conditions, has been considered in detail by Sloan and Booker (1992) . The explicit substepping schemes described here are based on the algorithms of Sloan (1987) but include a number of important enhancements to improve their accuracy, efficiency and robustness. In particular, Sloan's original procedures are generalised to cover non-linear elastic behaviour and incorporate new algorithms for handling elastoplastic unloading, computing the yield intersection point, and restoring the stresses to the yield surface. Each of these aspects is now described in more detail.
Yield surface intersection
Given a vector of imposed strain increments ¢" " " " " " " " ", an elastic trial stress increment ¢¼ ¼ ¼ e can be found using Hooke's law according to:
If the elastic part of the constitutive relation is linear, the stress-strain matrix D e is independent of the stresses and it is trivial to compute the elastic trial state
where ¼ ¼ ¼ 0 is the initial stress state). For non-linear elastic behaviour, however, the above equation must in general be integrated to compute the proper value of ¢¼ ¼ ¼ e . In critical state elasticity, the incremental relation between the mean stress and the elastic volumetric strain can be integrated analytically to give the secant elastic moduli defined by equations (6) and (7). This permits the corresponding secant elastic stiffness matrix D e , defined by K and G, to be formed and the relation (13) is replaced by:
In this equation, K and G are evaluated using the initial stress state ¼ ¼ ¼ 0 and the total volumetric strain increment ¢" v . For the linear elasticity that occurs in conventional plasticity models, the trial stress increment ¢¼ ¼ ¼ e can be used later in the stress integration procedure. For non-linear critical state elasticity, however, the elastic trial stress increment ¢¼ ¼ ¼ e is used only to check if the stress state has changed from elastic to plastic. Such a change occurs if . The problem of finding the stresses at the yield surface intersection point ¼ ¼ ¼ int is equivalent to finding the scalar quantity ¬ which satisfies the non-linear equation: A value of ¬ = 0 indicates that ¢" " " " " " " " " causes purely plastic deformation, while a value of ¬ = 1 indicates purely``elastic'' deformation. Thus, for an elastic to plastic transition, we have 0 < ¬ < 1 and the``elastic'' part of the stress increment is given by ¬D e ¢" " " " " " " " ". For critical state models, the secant elastic stress-strain matrix D e is evaluated using the initial stress ¼ ¼ ¼ 0 and the strain increment ¬¢" " " " " " " " ". This means the trial elastic stress state, for a given initial stress and imposed strain increment, is exact and leads to accurate estimates of the intersection stress ¼ ¼ ¼ int . Equation (14) defines a single non-linear equation in the variable ¬ and can be solved by a variety of numerical methods including the bisection, regulafalsi, modified regula-falsi, secant, and Newton-Raphson schemes (see, for example, Conte and de Boor (1980) for a detailed discussion of these). The first three algorithms are unconditionally convergent for continuous yield functions and confine the solution for ¬ to lie within specified bounds. They are, however, sometimes slow to converge for cases where df/d¬ is large. The NewtonRaphson and secant techniques offer rapid convergence rates but may diverge in some circumstances because they do not constrain the solution for ¬ to lie within specified bounds. The Pegasus procedure of Dowell and Jarratt (1972) is ideally suited to solving the yield surface intersection problem defined by equation (14) since it is unconditionally convergent, does not require the use of derivatives, and typically converges in four or five iterations (even when used with stringent values for the tolerance FTOL).
The complete Pegasus algorithm is detailed below.
Pegasus intersection scheme for critical state models:
(1) Enter with stresses ¼ ¼ ¼ 0 and hardening parameter H 0 , the strain increment ¢" " " " " " " " ", initial values of ¬ 0 and ¬ 1 bounding the intersection with the yield surface, and the maximum number of iterations MAXITS. (2) Calculate:
If |F new | µ FTOL go to step 10. (7) If F new is of the opposite sign to F 0 then: Set ¬ 1ˆ¬ and F 1ˆFnew ; EC 18,1/2
Set ¬ 0ˆ¬ and F 0ˆFnew . (9) Convergence not achieved after MAXITS iterations, print error message and stop. (10) Exit with ¬.
For conventional elastoplastic models, where the elastic stress-strain matrix is constant, the elastic trial stress needs to be calculated only once. This means that steps 2, 3 and 5 of the Pegasus algorithm simplify to the following.
Pegasus intersection scheme for conventional elastoplastic models: (2) Calculate:
In the absence of better information, the algorithms above are started by specifying ¬ 0 = 0 and ¬ 1 = 1. The maximum number of iterations permitted, MAXITS, is typically set to ten and the procedure is terminated once the intersection stresses satisfy the condition |f …¼ ¼ ¼ int ; H 0 †| µ FTOL.
Elastoplastic unloading
An elastic to plastic transition may also occur if a stress point, initially lying on the yield surface, is subject to an elastoplastic stress increment of the type shown in Figure 3 . This situation arises when the the angle between the yield surface gradient a 0 and the tangential elastic stress increment ¢¼ ¼ ¼ e is larger than 908 and f …¼ ¼ ¼ e ; H 0 † > +FTOL. The first of these conditions may be written as:
where a 0 is evaluated at the initial stress state ¼ ¼ ¼ 0 , ¢¼ ¼ ¼ e is computed using the elastic tangential moduli, and LTOL is a suitable tolerance. This type of stress path can occur near the tip of a failure surface if ¢¼ ¼ ¼ e is large owing to the use of discrete load increments, and does not require unloading of the overall structure. Because the portion of the stress path inside the yield surface is``elastic'' and can be integrated exactly (using the secant elastic moduli), the elastoplastic constitutive law need only be integrated numerically beyond the last intersection point.
The procedure for finding the yield surface intersection for elastoplastic unloading is the same as discussed in section 3.1, though a different set of starting values for ¬ must be used. The situation is complicated by the fact that the stress increment may cross the yield surface twice, as shown in Figure 4 . This possibility is caused by the use of the tolerance FTOL, which permits the stresses to lie just outside the yield surface, and must be properly accounted for. To ensure the Pegasus algorithm finds the correct crossing, it is sufficient to determine starting values, ¬ 0 and ¬ 1 , which satisfy
Ignoring multiple roots, which have not been observed in practice, these conditions guarantee that ¬ 0 and ¬ 1 bracket the second yield surface intersection. As in the previous case, ¬ = 0 indicates the strain increment ¢" " " " " " " " " causes purely plastic deformation while ¬ = 1 indicates purely elastic deformation. Because we assume that f …¼ ¼ ¼ e ; H † > FTOL, ¬ again must lie within the range 0 < ¬ < 1.
One crude but successful strategy for finding values which bracket the desired crossing involves breaking up the strain increment ¢" " " " " " " " " into a number of smaller subincrements. The number of subincrements used in the search, NSUB, is typically set to ten, although numerical experiments suggest that as few as two subincrements may be used with only a marginal increase in computation time. In the first iteration of the algorithm, the subincrement 
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size is set to ¢" " " " " " " " "/NSUB (which corresponds to subincrements in ¬ of ¢¬ = 1/NSUB). A check is then made to see if a crossing lies in any of the intervals defined by the pairs (¬ n¡1 , ¬ n ), where ¬ n = ¬ n¡1 + n¢¬, ¬ 0 = 0, and n = 1, 2, . . ., NSUB. Such a crossing takes place if
A geometric illustration of a successful search with four subincrements is shown in Figure 4 . In this example the required intersection with the yield surface lies between ¬ = 0.75 and ¬ = 1, and these two limits serve as good starting values for the Pegasus search.
If the strain increment ¢" " " " " " " " " is very large, or the stress increment ¢¼ ¼ ¼ e is nearly tangent to the yield surface, the initial subincrement size may not be small enough to detect the required crossing. Although rare, this case can be checked by testing if
. If these two conditions are true, the crossing lies in the interval (0, ¬ n ) and the search can be restarted using a smaller subincrement size of ¢¬ = ¬ n /NSUB. Because each restart gives a diminishing benefit, they are usually limited in number.
Using the above strategy, the yield surface intersection point for elastoplastic unloading with a critical state model may be found as follows.
Pegasus scheme for elastoplastic unloading with a critical state model:
(1) Enter with initial stresses ¼ ¼ ¼ 0 , initial hardening parameter H 0 , and strain increment ¢" " " " " " " " ".
, and F save = F 0 .
(3) Perform steps 4 and 5 MAXITS times.
Calculate:
Perform steps 6 and 7 NSUB times (6) Calculate:
¬ˆ¬ 0 ‡ ¢¬ :
H 0 † and go to step 9. else set ¬ 0 = 0 and F 0 = F save and exit loop over steps 6 and 7. else set ¬ 0 = ¬ and For a conventional elastoplastic model with a constant elastic stress-strain matrix, steps 1 and 6 of the above algorithm can be made more efficient as follows.
Pegasus scheme for elastoplastic unloading with a conventional elastoplastic model:
(1) Enter with initial stresses ¼ ¼ ¼ 0 , initial hardening parameter H 0 , and elastic stress increment ¢¼ ¼ ¼ eˆDe ¢" " " " " " " " ".
Typically, the number of subincrements, NSUB, is set to ten while the maximum number of restart iterations, MAXITS, is set to three.
Correction of stresses to yield surface
At the end of each subincrement in the explicit integration process, the stresses may diverge from the yield condition so that j f …¼ ¼ ¼; H †j > FTOL. The extent of this violation, which is commonly known as yield surfacè`d rift'', depends on the accuracy of the integration scheme and the non-linearity of the constitutive relations. In his original study Sloan (1987) suggested that, provided the integration is performed accurately, the amount of yield surface drift will be small and any remedial action is optional. Others, including Potts and Gens (1985) and Crisfield (1991) , strongly advocate some form of iterative stress correction as the effects of violating the yield condition are cumulative. The numerical experience of the authors suggests it is indeed prudent to impose a yield surface correction at the end of each subincrement, especially for complicated constitutive models such as the critical state family. In this section, we describe an efficient and robust combination of two different methods for restoring the stresses to the yield surface.
Consider a point where the uncorrected stresses and hardening parameter, defined by ¼ ¼ ¼ 0 and H 0 , violate the yield condition so that j f …¼ ¼ ¼ 0 ; H 0 †j > FTOL. Ignoring second order terms and above, f may be expanded in a Taylor series about this stress point to give:
where¯¼ ¼ ¼ is a small stress correction,¯H is a small hardening parameter correction, f 0 = f …¼ ¼ ¼ 0 ; H 0 †, and a 0 is evaluated at ¼ ¼ ¼ 0 . In returning the stress state to the yield surface, it is desirable that the total strain increment ¢" " " " " " " " " remains unchanged, since this is consistent with the philosophy of the displacement finite element procedure (Potts and Gens, 1985) . From equation (11), we see the imposed strain increments remain unchanged provided the stress correction obeys the relation:
where¯ ¶ is an unknown multiplier and b 0 is evaluated at ¼ ¼ ¼ 0 . Using equation (2), the corresponding hardening correction is:
where A 0 and B 0 are evaluated at ¼ ¼ ¼ 0 . Combining equations (15)- (17) and setting f = 0 gives the unknown multiplier as:
The corrections to the stresses and hardening parameter are thus given by:
and an improved stress state, which is closer to the yield surface, can be obtained from:
This type of scheme, which is known as a consistent correction, may be applied repeatedly until j f …¼ ¼ ¼; H †j µ FTOL. It has been used successfully for critical state soil models by Potts and Gens (1985) and is also advocated by Crisfield (1991) . Under certain conditions, such as those that occur near the tip of the Mohr-Coulomb yield surface for a material with a non-associated flow rule, this technique may not converge. Non-convergent behaviour is usually signalled when the corrected stress state is further from the yield surface than the uncorrected stress state. In these circumstances, the consistent return scheme may be abandoned for one iteration and replaced with a correction which is normal to the yield surface. The latter method, which we term a normal correction, does not preserve the total applied strain increment but is robust and has been used successfully by Nayak and Zienkiewicz (1972) , Owen and Hinton (1980) and Sloan and Randolph (1982) . With the normal correction scheme, equation (16) is replaced by:
and it is assumed that the hardening parameter H 0 remains unchanged. Using the same argument as before, but neglecting any changes in H, it follows that:
This type of correction may also be applied iteratively until j f …¼ ¼ ¼;
The complete algorithm for returning the stresses to the yield surface and may be summarised as follows.
Yield surface correction scheme for general elastoplastic models:
(1) Enter with uncorrected stresses ¼ ¼ ¼ 0 and hardening parameter H 0 .
(2) Perform steps 3-6 MAXITS times.
Compute:
; and then correct stresses and hardening parameter using:
, then abandon previous correction and compute:
Convergence not achieved after MAXITS steps, print error message and stop.
(8) Exit with stresses ¼ ¼ ¼ and hardening parameter H lying on the yield surface.
A suitable value for MAXITS, the maximum number of correction iterations permitted, is typically between five and ten. FTOL may be set anywhere in the range 10
±6
-10
±12
, with the larger value being acceptable for most practical situations.
Modified Euler scheme with substepping
For a given strain increment, ¢" " " " " " " " ", the constitutive relations to be integrated at each Gauss point are described by equations (11) and (12) as:
and the pseudo time lies in the range:
These equations describe a system of ordinary differential equations with initial conditions ¼ ¼ ¼ = ¼ ¼ ¼ 0 and H = H 0 at the start of the increment where T = 0 and t = t 0 . A wide variety of explicit integration methods may be used to find the stresses and hardening parameter at the end of the increment (where T = 1), but we will focus on the approach first proposed by Sloan (1987) . This method is attractive for finite element applications because it attempts to control the errors in the stresses and hardening parameter arising from the approximate integration of the constitutive law. Following a practice that is used widely to solve ordinary differential equations, the error control is achieved by using a local error measure to automatically subincrement the imposed strain increment ¢" " " " " " " " ". For each subincrement, the local error measure is found by taking the difference between a second order accurate modified Euler solution and a first order accurate Euler solution. Once the local error has been computed for a given step, the size of the next step is determined using an expression for the dominant error term. This type of error control permits the size of each subincrement to vary throughout the integration process, depending on the non-linearity of the constitutive relations. Consider a pseudo time subincrement in the range 0 < ¢T n µ 1 and let the subscripts n ± 1 and n denote quantities evaluated at the pseudo times T n±1 and T n = T n±1 + ¢T n . With the explicit Euler method, the values for ¼ ¼ ¼ and H at the end of a pseudo time step ¢T n are found from:
and:
¢" " " " " " " " " nˆ¢ T n ¢" " " " " " " " " :
A more accurate estimate of the stresses and hardening parameter at the end of the interval ¢T n can be found using the modified Euler procedure. This gives:
where ¢¼ ¼ ¼ 1 and ¢H 1 are computed from the Euler scheme and:
Since the local error in the Euler and modified Euler solutions is O…¢T 2 † and O…¢T 3 † respectively, the error in ¼ ¼ ¼ n and H n can be estimated from:
Using any convenient norm, this quantity can be used to compute the relative error measure:
where the stresses are treated separately from the hardening parameter to allow for differences of scale. Once this error measure has been computed, the current strain subincrement is accepted if R n is not greater than some prescribed tolerance, STOL, and rejected otherwise. Regardless of whether the subincrement is accepted or rejected, the next pseudo time step is found from the relation:
where q is chosen so that R n+1 satisfies the constraint:
Since the local truncation error in the Euler method is O…¢T 2 †, it follows from equation (25) that:
which, combined with the constraint (26), gives:
This procedure for determining q is based on the expression for the dominant error term. Because this approximation may become inaccurate for strongly nonlinear behaviour, it is wise to choose q conservatively to minimise the number of EC 18,1/2 138 rejected strain subincrements. Numerical experiments on a wide variety of plasticity problems suggest that a suitable strategy for computing q is to set: qˆ0:9 STOL=R n p ; …27 † and also constrain it to lie within the limits: 0:1 µ q µ 1:1 ; …28 † so that:
The coefficient of 0.9 acts merely as a safety factor, since it aims to prevent the step control mechanism from choosing strain subincrements which just fail to meet the local error tolerance. Restricting the growth of consecutive strain subincrements to 10 percent also has this effect. Numerical experiments indicate that increasing the maximum growth factor for consecutive subincrements to 100 percent has little influence on the performance of the algorithm. Relaxing these constraints leads to larger subincrement sizes and fewer strain subincrements overall, but this saving is counteracted by the increased number of failed subincrements. Two final controls, of lesser importance than the above refinements, impose a minimum absolute step size, ¢T min , and prohibit the step size from growing immediately after a failed subincrement. The first condition is added merely for robustness, and is usually not invoked unless the constitutive law contains gradient singularities. The second condition ensures there are at least two strain subincrements of the same size following a failure, and is useful for cases where the stress-strain path has sharp changes in curvature. The integration scheme is started by applying equations (21) and (22) with the known strains ¢" " " " " " " " ", the initial stresses ¼ ¼ ¼ 0 , the initial hardening parameter H 0 , and an initial pseudo time step ¢T 1 . To allow for the case where no substeps are needed, and thus minimise the total number of strain subincrements for each Gauss point, ¢T 1 is typically set to unity. If the relative error in the resulting solution, as defined by equation (24), is not greater than the specified tolerance STOL, then the current subincrement is accepted and the stresses and hardening parameter are updated using either equation (21) or equation (23). In practice, it is best to employ the higher order update rather than the lower order update, since this is the most accurate of the two and has already been calculated. The extra accuracy of the higher order update also compensates for the fact that equation (24) is only a local and not a global error indicator. After a successful subincrement, the new stresses and hardening parameter are corrected back to the yield surface using the procedure described in section 3.3. If R n > STOL, so that the specified error tolerance is not met, then the solution is rejected and a smaller step size is computed using equations (27) and (28). The stage is then repeated and, if necessary, the step size is reduced further until a successful subincrement size is obtained. Irrespective of whether the current subincrement is accepted or not, the size of the next strain subincrement is found using equations (27) and (28). In successive steps, the subincrements may become larger, smaller, or stay the same, depending on the error that is calculated from equation (24). The end of the integration procedure is reached when the entire increment of strain is applied so that:
The complete explicit modified Euler algorithm for critical state models, which includes all of the refinements described in the previous sections, may be summarised as follows.
Explicit modified Euler algorithm with substepping for critical state models:
(1) Enter with initial stresses ¼ ¼ ¼ 0 , initial hardening parameter H 0 , the strain increment for the current step ¢" " " " " " " " " and the error tolerance for the stresses STOL.
(2) Compute the stress increment ¢¼ ¼ ¼ e and the trial elastic stress state ¼ ¼ ¼ e according to: undergoes a transition from elastic to plastic behaviour. Compute the portion of ¢" " " " " " " " " that corresponds to purely elastic deformation, ¬, using the Pegasus intersection scheme of section 3.1 and go to step 5.
Check for a elastoplastic unloading by computing:
where a is evaluated at ¼ ¼ ¼ 0 and ¢¼ ¼ ¼ e is found using the tangential elastic stiffness matrix according to:
The stress increment is purely plastic, so set ¬ = 0. else:
Elastic unloading followed by plastic flow occurs. Compute the portion of ¢" " " " " " " " " that corresponds to purely elastic deformation, ¬, using the Pegasus intersection scheme for elastoplastic unloading described in section 3.2. else:
The stress state is illegal as it lies outside the yield surface.
(5) Update the stresses at the onset of plastic yielding as
Then compute the portion of ¢" " " " " " " " " that corresponds to plastic deformation according to ¢" " " " " " " " " Á (1 ± ¬)¢" " " " " " " " ".
(6) Set T = 0 and ¢T = 1.
(7) While T < 1, perform steps 8-15.
(8) Compute ¢¼ ¼ ¼ i and ¢H i for i = 1 to 2 using:
are evaluated at …1 ¼ ¼ i ;H i †, and:
Compute the new stresses and hardening parameter and hold them in temporary storage according to:
Determine the relative error for the current substep from:
where EPS is a machine constant indicating the smallest relative error that can be calculated. and then set: ¢T Á maxfq¢T; ¢T min g ; before returning to step 8. (12) The substep is successful, so update the stresses and the hardening parameter according to:
and H T ‡¢T back to the yield surface using the algorithm of section 3.3 (14) Extrapolate to obtain the size of the next substep by computing:
If the previous step failed, limit the step size growth further by enforcing: qˆminfq; 1g : Compute new step size and update pseudo time according to:
¢T Á q¢T ; ¢T Á T ‡ ¢T :
(15) Ensure the next step size is not smaller than the minimum step size and check that integration does not proceed beyond T = 1 by setting: ¢T Á maxf¢T; ¢T min g ; and then:
¢T Á minf¢T; 1 ¡ Tg :
(16) Exit with stresses ¼ ¼ ¼ 1 and hardening parameter H 1 at end of increment with T = 1.
For the case of conventional elastoplastic models with a constant elastic stressstrain matrix, steps 2-8 in the algorithm above can be simplified as follows.
Explicit modified Euler algorithm with substepping for conventional elastoplastic models:
where a is evaluated at
Then compute the portion of ¢¼ ¼ ¼ e that corresponds to plastic deformation according to ¢¼ ¼ ¼ e Á (1 ± ¬)¢¼ ¼ ¼ e .
(6) Set T = 0 and ¢T= 1.
Elastoplastic models
For double precision arithmetic on a 32-bit machine, appropriate values for the tolerances in steps 4 and 10 are LTOL º 10 ±6 and EPS 10 ±16 . The above schemes incorporate several key improvements to the original integration procedure of Sloan (1987) . These include the generalisation to cover critical state soil models, the Pegasus method for computing the elastic-plastic transition point on the yield surface, the new scheme for dealing with elastoplastic unloading, and the consistent yield surface correction procedure. Apart from these algorithmic changes, a number of tuning adjustments have also been made in light of extensive numerical experiments. The safety factor coefficient on the subincrement size, originally 0.8, has been increased to 0.9 to give better control of the integration process. To minimise the number of rejected substeps, the maximum growth in size between successive subincrements has been reduced from 100 percent to 10 percent and no growth in the step size is now permitted for the two subincrements that immediately follow a failed step. In the event that a discontinuous yield surface is employed, a minimum step size has also been introduced to force the integration of the constitutive equations. Typical values for the minimum substep size ¢T min are of the order of 10 ±4 , which implies that a maximum of 10,000 substeps may be used at a Gauss point during a load step or iteration.
Single step modified Euler scheme
A single step modified Euler scheme can be derived from the previous algorithm merely by setting the integration tolerance STOL to a large value. Results from this type of method will be discussed later to indicate the accuracy of explicit integration schemes that do not employ subincrementation.
Runge-Kutta-Dormand-Prince scheme with substepping
The explicit Runge-Kutta-Dormand-Prince scheme is similar to the modified Euler scheme described above except that a pair of four and fifth order integration formulae are used to perform the integration (Sloan and Booker, 1992) . With this high order algorithm, the stresses and hardening parameter at the end of each subincrement are usually very accurate and seldom need to be corrected back to the yield surface to satisfy the yield tolerance. The RungeKutta-Dormand-Prince scheme is especially useful for checking the accuracy of lower order methods, as it can be used with a stringent stress tolerance of STOL = 10 ±9 or smaller. When applied to equations (19) and (20) with a pseudo time step ¢T n , the fourth and fifth order accurate solutions for the stresses and hardening parameters are given by:
; for iˆ1; 2; . . . ; 6 ;
and:1
Subtracting equations (29) from equations (30) gives a fifth order accurate estimate of the local truncation error according to: The theory for implementing the explicit Dormand-Prince formulae is identical to that for the modified Euler scheme. Steps 8-11 and 14 of the algorithm of section 3.4 need to be changed as follows: (8) The variable i ranges from 1 to 6 and1 ¼ ¼ i andH i are given by equations (31)- (36). (9) Compute the new stresses and hardening parameter and hold them in temporary storage according to: (10) Determine the relative error for the current substep from:
and EPS is a machine constant indicating the smallest relative error that can be calculated. 
Performance of integration schemes
To compare the numerical performance of the explicit integration schemes described in the previous sections, we now consider the behaviour of a smooth rigid strip footing resting on an elastoplastic soil mass. This is a good test case for assessing various integration strategies due to the singularity at the edge of the footing and the strong rotation of the principal stresses.
The soil mass is discretised using the mesh of triangular cubic strain elements shown in Figure 5 . As discussed by Sloan and Randolph (1982) , these elements can predict incompressible plastic flow accurately and efficiently without the need for reduced/selective integration or other numerical approximations. In the first example, undrained loading of the soil is modelled Figure 5 . Footing mesh using a rounded Tresca yield surface (Sloan and Booker, 1986) . For the remaining cases, drained analyses are carried out for a rounded hyperbolic Mohr-Coulomb yield surface (Abbo, 1997) , a modified Cam clay model, and a generalised Cam clay model.
In all analyses, a non-iterative tangent stiffness method is used to solve the governing stiffness equations and the footing is loaded by prescribed displacement increments of equal size. The size of these increments is set so that the final displacement induces a state of collapse in the soil mass. At the end of each displacement increment, the unbalanced nodal forces are calculated and added to the next increment to minimise the drift from equilibrium. This type of scheme corresponds to a forward Euler integration with a load correction and is simple to implement.
To assess the accuracy of each scheme, the stress integration error is estimated from the expression:
where the subscript i refers to each integration point, m is the total number of integration points in the mesh, ¼ ¼ ¼ are the stresses computed at the end of the last load increment, and ¼ ¼ ¼ ref are``reference'' stresses found using the explicit RungeKutta-Dormand-Prince (RKDP) integration scheme with a stress tolerance of STOL = 10
±9
. The reference stresses provide a very accurate set of stresses for a given mesh, loading sequence, and solution method and can be used to check the accuracy of various integration schemes. Indeed, for the modified Euler runs with substepping, the error computed from equation (37) may be compared directly with the stress tolerance STOL to gauge the performance of the error control mechanism. Note that a Euclidean norm is used to measure the stress error in equation (37) because this matches the norm used in the explicit subincrementation schemes, but other consistent sets of norms may also be adopted. In all runs, the stresses are restored to the yield surface using an absolute tolerance of FTOL = 10 ±9 . For the analyses with non-hardening models, an additional check on the accuracy of the solutions can be obtained by comparing their collapse pressures against the exact results from classical plasticity theory. In these comparisons, an equivalent uniform pressure w is found by summing the reactions at the footing nodes which have prescribed vertical displacements. Because the numerical footing loads contain spatial discretisation error, we expect them to differ from the exact values, even for analyses with very small stress integration errors.
The soil properties used in the various analyses are summarised in Table I . To investigate the influence of the flow rule on the performance of the integration schemes, the Mohr-Coulomb models are used in both associated and non-associated forms. All the timing results presented in this section are for a Pentium Pro 200 MHz processor with the Microsoft FORTRAN Powerstation 4.0 compiler. The CPU time recorded is for the entire finite element analysis, not just the stress integration, since this quantity is of primary interest in the design of finite element codes.
Rigid strip footing on Tresca layer
The Tresca footing results shown in Table II include the total CPU time, the collapse pressure, the total successful substeps, the maximum number of successful substeps, and the stress error (37) for runs with the modified Euler scheme, the single step modified Euler scheme, and the Runge-Kutta-DormandPrince (RKDP) scheme. For the modified Euler algorithm, data is presented for stress error tolerances ranging from STOL = 10 ±1 to STOL = 10 ±4 so that the effect of this parameter can be investigated.
The collapse pressures for the modified Euler scheme are similar for all the specified stress tolerances and vary by less than 0.04 percent. They range from w/c = 5.4197 for STOL = 10 ±1 to w/c = 5.4179 for STOL = 10
±4
, and are roughly 5 percent above Prandtl's exact result of w/c = 2 + º. It is reassuring to note that the collapse load obtained for STOL = 10 ±4 is identical to the collapse load obtained with the highly accurate RKDP method. The errors in the stresses computed from the explicit modified Euler scheme, as defined by equation (37), are always less than the integration tolerance STOL and thus give the required error control. Because a minimal amount of substepping is performed up to an integration tolerance of about 10 ±3 , the error control appears conservative with stress errors which are rather smaller than STOL. For the single step modified Euler scheme, which has STOL = 1, the stress error is 0.59 £ 10 ±3 . When STOL is tightened to STOL = 10 ±2 , the error is the same since no substepping is required. With the most stringent tolerance of STOL = 10 ±4 , a maximum of 13 substeps are needed and the stress error is reduced by more than one order of magnitude to 0.13 £ 10
. If the stress error tolerance in the modified Euler scheme is tightened by a factor of ten, we expect the maximum number of substeps to increase by a factor of approximately 10 p . The observed growth in the maximum number of substeps is somewhat less than this prediction, probably due to the interaction between the stress integration process and the global solution method.
The overall CPU time required for each of the stress integration methods is remarkably similar, regardless of the error tolerance used to integrate the Tresca model. Although the RKDP method required the largest CPU time, this scheme was run with a very stringent tolerance of STOL = 10 ±9 .
Rigid strip footing on associated Mohr-Coulomb layer
The results for the associated Mohr-Coulomb footing analyses, shown in Table III , give collapse loads ranging from w/c = 31.835 down to w/c = 31.378, with the higher value being for STOL = 10 ±1 and the lower value being for STOL = 10 ±4 . These predictions are, respectively, 5.6 percent and 4.1 percent above the exact Prandtl collapse load of w/c = 30.140. Overall, the results behave as expected, with the accuracy of the collapse loads improving as the stress tolerance is tightened. As in the Tresca case, the modified Euler collapse load for STOL = 10 ±4 is the same as the collapse load for the RKDP method. The single step modified Euler method, not surprisingly, gives the least accurate collapse load. 
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The observed stress errors for the explicit modified Euler scheme are always close to the specified stress tolerance STOL. Indeed, these errors are generally within an order of magnitude of the required levels and thus display à`t olerance proportionality' ' which is sufficient for controlling the stress integration error. For example, the most accurate modified Euler integration with STOL = 10 ±4 gives a stress error of 1.3 £ 10
±4
, while analysis with STOL = 10 ±1 gives an error of 0.39 £ 10
±1
. Compared with the corresponding results for the Tresca soil model, the Mohr-Coulomb model typically requires more than twice the total number of substeps to achieve the same level of accuracy. This reflects the increased non-linearity of the Mohr-Coulomb relations which is caused by their dependence on mean normal stress.
The CPU times for this example again suggest that the performance of the modified Euler scheme is not particularly sensitive to the STOL values considered. These conclusions echo those for the Tresca criterion.
Rigid strip footing on non-associated Mohr-Coulomb layer
The non-associated Mohr-Coulomb footing results, shown in Table IV , indicate that these analyses require roughly twice as much CPU time as their associated flow rule counterparts. This is largely due to the extra cost of solving an unsymmetric system of stiffness equations, and is not attributable to the stress integration. Although the exact collapse load for this case is unknown, the numerical results suggest it is probably very close to the associated flow rule value of w/c = 30.140.
Apart from the larger CPU times, the data in Table IV display similar trends to those for the example with an associated flow rule described previously (Table III) . Indeed, many of the same observations and conclusions apply. As the observed stress errors for the modified Euler scheme are all within an order of magnitude of the specified tolerances STOL, this suggests the explicit error control also works well for a non-associated Mohr-Coulomb material.
Rigid strip footing on critical state soil layers
As critical state models do not have any strength if the effective mean normal stress is zero or tensile, they require a compressive initial stress state to be established in the soil layer. For the examples considered here, a hydrostatic initial stress state is generated elastically by gradually applying a gravity load (due to the soil buoyant unit weight) over 50 equal sized increments. During this stage, we assume the layer is non-linear elastic with a large preconsolidation pressure p 0 0 to prevent plastic yielding. Once the initial stresses are established, the correct initial preconsolidation pressure for each Gauss point is found using the formula p 0 0 = OCR £ …p 0 in † 0 , where OCR denotes a known overconsolidation ratio (Table I) , and the slope of the normal consolidation line ¶. Since collapse occurs at a much larger footing displacement than for the Mohr-Coulomb soil, more increments are needed to apply the displacements. Indeed, for this example, 1,000 increments are used and the ultimate footing displacement is approximately 20 times larger.
The results for the modified Cam clay layer, shown in Table V , include the CPU time for the gravity loading (in parentheses) and the CPU time for the footing loading. Owing to the 20-fold increase in the imposed footing displacement and number of load increments, these analyses consume considerably more CPU time than the runs with the Tresca and Mohr-Coulomb models. Except for the RKDP method, the timings are similar and largely insensitive to the specified error tolerance STOL. Indeed, the difference in the CPU time for the modified Euler method with STOL = 10 ±1 and STOL = 10 ±4 is less than 0.6 percent. The final collapse pressures for the stress integration ). The observed stress errors for the modified Euler scheme again decrease with decreasing values of STOL and exhibit a``tolerance proportionality' '. However, unlike the results obtained for the Tresca and Mohr-Coulomb soils, these errors are about one order smaller than they need to be. This suggests that the explicit approach with automatic substepping is accurate not only for simple elastoplastic models, but also for highly complex models which include non-linear elasticity and hardening.
The footing analyses for generalised Cam clay were conducted in the same way as for modified Cam clay, with the soil layer first being loaded by its own gravity and then by the imposed footing displacements. As shown in Table VI , the generalised Cam clay results give lower limit pressures than those for modified Cam clay. This is consistent with the shapes of the respective yield surfaces in the deviatoric plane, which are shown in Figure 1 . Compared to all previous examples, the CPU times for the modified Euler scheme vary more significantly as STOL is reduced. This sensitivity is also reflected in the collapse pressures, with the modified Euler method differing from the RKDP method by 4.6 percent for STOL = 10 ±1 and 0.33 percent for STOL = 10
±4
. The measured errors in the stresses for the modified Euler method are comparable with the specified tolerances STOL and exhibit tolerance proportionality. These results indicate the explicit modified Euler method works well for the generalised Cam clay model which has a rounded Mohr-Coulomb yield surface in the deviatoric stress plane.
Conclusions
The explicit modified Euler method with automatic substepping provides an economical means of integrating a wide range of elastoplastic constitutive laws. Unlike fully implicit methods, the procedure can be implemented in a general way and requires only minor changes to incorporate complex models such as those belonging to the critical state family. Moreover, the substepping mechanism permits the user to control the error in the computed stresses which would otherwise be unknown. This is of particular benefit for highly non-linear problems where, even for small load steps, large strain increments are frequently encountered.
