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Abstract
Modern SAT solvers routinely operate at scales that make it impractical to query a
neural network for every branching decision. NeuroCore, proposed by [32], offered
a proof-of-concept that neural networks can still accelerate SAT solvers by only
periodically refocusing a score-based branching heuristic. However, that work
suffered from several limitations: their modified solvers require GPU acceleration,
further ablations showed that they were no better than a random baseline on the
SATCOMP 2018 benchmark, and their training target of unsat cores required an
expensive data pipeline which only labels relatively easy unsatisfiable problems.
We address all these limitations, using a simpler network architecture allowing
CPU inference for even large industrial problems with millions of clauses, and
training instead to predict glue variables—a target for which it is easier to generate
labelled data, and which can also be formulated as a reinforcement learning task.
We demonstrate the effectiveness of our approach by modifying the state-of-the-
art SAT solver CADICAL, improving its performance on SATCOMP 2018 and
SATRACE 2019 with supervised learning and its performance on a dataset of
SHA-1 preimage attacks with reinforcement learning.
1 Introduction
Branching heuristics for search procedures in automated theorem provers are an attractive target
for deep learning methods, and have been the focus of recent work ranging from higher-order
theorem proving [6] and first-order theorem proving [24], to QBF solving [20, 41] and SAT solving
[32, 18, 19, 42]. Branching heuristics for SAT solving are a particularly challenging target for
applying deep learning, as modern SAT solvers are heavily optimized and routinely operate at scales
(tens of thousands of decisions per second, problems with millions of variables and clauses) that
make it impractical to query a neural network for every branching decision.
There are many design decisions whose trade-offs which must be carefully balanced in order to
efficiently integrate machine learning into the branching heuristics of a modern SAT solver. These
include whether or not to condition on the solver state and history, whether the model is trained on-
or offline, how to integrate predictions into the solver, and the trade-off between model capacity and
inference time. Perhaps most important is whether the model is conditioned on the global problem
state. The CDCL algorithm, as typically implemented with lazy data structures [26], performs
essentially local probing of the instance being solved: the solver only tracks the direct consequences
of unit propagation of its assignment stack, and is almost never aware of the global state of the
problem, i.e. how the problem actually simplifies under the current assignment. Doing so would
require traversing every clause in the clause database, an operation which can take multiple seconds
on large problems. Thus, any globally-informed heuristic already carries an enormous upfront
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cost—the execution of the solver must be halted and all clause pointers dereferenced. This cost must
be amortized by the quality of the heuristic’s decisions, incentivizing higher-capacity models such as
neural networks.
To date, however, the most successful applications of machine learning to branching heuristics in
SAT solving have appeared in the Maple family of solvers [22, 23], involving low-capacity, non-deep
models for which inference is instantaneous, trained online during the execution of the solver, and
queried for every branching decision, conditioned only on local information obtained from conflict
analysis. Maple solvers have either won or placed highly in the annual international SAT competition
[30] since 2016.
In contrast, much of the existing work in applying deep learning to SAT and QBF solving uses
globally-conditioned graph neural networks [31] with much more expensive inference times to either
solve trivially small problems end-to-end [34, 2, 41] or guide a search algorithm on every branching
decision [20, 18, 19, 42] on problems with at most a few thousand clauses. It is unlikely that these
methods can scale to large, real-world use-cases as represented in the SAT competitions. The most
promising step in this direction is NeuroCore [32], which trained a neural network to predict unsat
cores and avoids the performance overhead of querying for every branching decision by using the
network’s predictions to only periodically refocus a score-based branching heuristic. However, their
work had several limitations: (1) their modified solvers required GPUs for inference and were vastly
more expensive to run than the CPU-only base solvers; (2) they only modified the SAT solvers
Minisat and Glucose, which are no longer state of the art, and further ablations [33] showed that their
modified solvers were no better than a random baseline on the SATCOMP 2018 benchmark; and (3)
in order to produce enough labelled unsat cores for training, they relied on an expensive data pipeline
that only labels relatively easy unsatisfiable problems.
In our present work, we address all these issues and show that we can realize the promise of using
neural networks to accelerate state-of-the-art SAT solvers with no additional hardware. First, we
use a simpler network architecture, allowing CPU inference for even large industrial problems with
millions of clauses. Second, instead of unsat cores, we train to predict glue variables—those likely
to occur in glue clauses, a type of conflict clause known to be extremely important to the reasoning
of modern CDCL SAT solvers. Glue clauses arise frequently during search and do not require a
solver to run to completion in order to generate training data. Finally, we target the state-of-the-art
solver CADICAL, and achieve improvements over the unmodified solver and a random baseline on
SATCOMP 2018 and SATRACE 2019.2 We also show that glue variable prediction can be formulated
in terms of reinforcement learning; we use this to learn distribution-specific heuristics and improve
solver performance on a dataset of problems encoding SHA-1 preimage attacks.
2 Background
A propositional logic formula is a Boolean expression (i.e. using the unary negation operator  and
the binary operators ^ and _) of the constants 0 (false), 1 (true), and variables. A literal is a variable
or a negation of a variable. A clause is a disjunction of literals. A formula is in conjunctive normal
form (CNF) if it is a conjunction of clauses; every formula in propositional logic is equivalent to a
CNF formula [40]. The satisfiability problem (SAT) for propositional logic is to find an assignment
(to 1 or 0) of all variables of a given formula (sometimes called instance) φ such that the formula is
equivalent to 1 (i.e. φ is satisfiable), or prove that no such assignment exists (i.e. φ is unsatisfiable).
The formula φ will typically be in CNF, in which case satisfiability is equivalent to simultaneously
being able to satisfy all clauses of φ. SAT is the prototypical NP-complete problem [13].
The DPLL algorithm [17, 16] was introduced as a complete decision procedure for propositional
logic. It heavily relies on unit propagation. Given a clause C “ p`1 _ ¨ ¨ ¨ _ `nq, if all literals but
`n are set to 0, then C is equivalent to the unit clause p`nq, and the value of `n is forced to 1. This
may lead to simplifications elsewhere which produce more unit clauses; unit propagation refers to
repeating this procedure of identifying unit clauses and propagating simplifications until fixpoint.
The DPLL algorithm was significantly extended by the conflict-driven clause learning (CDCL)
algorithm [35], which is now the dominant paradigm in SAT solving. CDCL performs conflict analysis
before backtracking: upon encountering a conflict, a CDCL solver analyzes the directed acyclic
2https://www.github.com/jesse-michael-han/neuro-cadical/
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graph of unit propagations leading to the conflict and derives a conflict clause which, when added
to the formula, prunes the part of the search tree which led to the conflict. Each new conflict clause
is justifiable from existing clauses by a sequence of resolution steps; if the formula is unsatisfiable,
then eventually the empty clause will be derived from conflict analysis, resulting in a proof of
unsatisfiability. Unsatisfiability tends to be harder to prove than satisfiability, because all candidate
assignments must be ruled out; generally, exponential lower bounds on DPLL runtime arise from
families of unsatisfiable formulas [15, 14, 7, 1].
Glue levels and glue clauses A key insight of the Glucose series of solvers [4] is that the quality
of a conflict clause can be approximated by its literal block distance (LBD), or glue level [3], which
counts the number of decision levels involved in the clause. A clause with low glue level requires
fewer decisions to become unit, and will be disproportionately involved in unit propagation after
being added to the clause database. Clauses with glue level ď 2 are called glue clauses, and are
so important that Glucose never removes them from its clause database while aggressively deleting
high-LBD clauses; this led to massive performance gains over the existing state-of-the-art and is now
standard practice.
Score-based branching heuristics The Variable State-Independent Decaying Sum (VSIDS) heuris-
tic and its more popular variant Exponential-VSIDS (EVSIDS) have been the dominant branching
heuristic in CDCL SAT solvers for over a decade [26]. EVSIDS greedily selects decision variables
according to an activity score maintained for each variable, which is modified during conflict analysis:
if a variable is involved in a conflict, its activity is bumped by a fixed increment, and after every
conflict, regardless of participation, every variable’s activity score is multiplicatively decayed by a
factor 0 ă ρ ă 1. Thus, variables which participate frequently in conflicts will have higher activity
scores, weighted towards more recent conflicts.
3 Network architecture
We describe our network architecture, which is similar to the graph neural network used in [20]. We
encode a SAT problem with N variables and M clauses as the M ˆ 2 ¨N sparse bipartite adjacency
matrix G of its clause-literal graph, which has a node for every clause and literal, and an edge
between a literal ` and a clause C iff ` occurs in C. The adjacency matrix G is the input to our
network, which is parametrized by the following learnable parameters:
• An initial literal embedding linit
• An nC-layer feedforward network Cupdate : R2¨δL Ñ RδC
• An nL-layer feedforward network Lupdate : RδC Ñ RδL
• An nP -layer feedforward network Vpolicy : R2¨δL Ñ R1
• A layer normalization [5] LayerNorm : RδL Ñ RδL .
The network computes forward as follows. For every literal `, we initialize an embedding l “ linit.
Let ` denote the negation of `, and let l denote the embedding of `. Let L denote the 2 ¨Nvar ˆ δL
array of all literal embeddings, and let L denote the operation of interchanging each row l of L with l.
We compute the clause and literal embeddings as follows. In what follows, function application
notation denotes row-wise application. For up to τ iterations, we perform the following updates:
CÐ CupdatepG ¨ ConcatpL,Lqq
CÐ C´ ErCsa
VarpCq ` ε
LÐ LupdatepGT ¨Cq ` 0.1 ¨ L
LÐ LayerNormpLq.
Finally, we obtain a probability distribution ppi over variables by applying
ppi Ð Softmax `Vpolicy `ConcatpL,Lq˘˘ .
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Above, δC is the dimension of the clause embeddings, and δL is the dimension of the literal embed-
dings; the number of iterations τ , the number of layers nL, nC , nP in the feedfoward networks, and
δL, δC are hyperparameters. We use LeakyReLU nonlinearities for the hidden layers of the feedfor-
ward networks, and during training, we use a dropout fraction of 0.15 throughout. For reinforcement
learning, we attach a value head Vvalue which is identical to Vpolicy, and obtain a value estimate pv withpv Ð Sigmoid `Mean `VvaluepConcatpL,Lqq˘˘ .
The main differences between our architecture and the one used in [20] are the normalization of clause
and literal embeddings, the residual layer during the literal update step, the absence of clause and
literal features extracted from the solver state, and our choice of hyperparameters, which are tuned
for more expensive and less frequent queries instead of querying for every decision. Importantly,
in contrast to NeuroSAT-style architectures [34, 18] which update L using GT ¨ C and L, this
architecture updates C using G ¨ L and G ¨ L. When the number of iterations increases beyond
τ “ 1, this ensures that every clause embedding is updated partly according to the embeddings of its
possible resolvents, i.e. the message-aggregation step for clause embeddings indirectly incorporates
the structure of the resolution graph of the formula.
4 Data generation and training
4.1 Supervised learning of glue variable prediction
We modify the solver CADICAL Section 5 to halt after 180 seconds and traverse the clause database,
accumulating counters for the number of times each variable appears in a glue clause. These glue
counts, along with the sparse clause-literal adjacency matrix of the original formula, form a single
datapoint. We perform this procedure for all 750 main track problems in SATCOMP 2016 and
SATCOMP 2017. To ensure uniformity in training data, if necessary, we split a problem into
subproblems by randomly assigning variables until the resulting subproblems each have ď 150000
clauses. We synthetically augment our dataset by periodically dumping the entire formula plus
learned clauses every 100000 conflicts, then running the data-generation procedure again.
We generated a training set of approximately 50000 datapoints. During training, we softmax the glue
counts to obtain a probability distribution pi and train to minimize the KL divergence between pi and
the probability distribution ppi emitted by the network. We used the hyperparameters δL “ 16, δC “
64, τ “ 2, nL “ 2, nc “ 2, nP “ 3, choosing relatively small values in anticipation of the large
industrial problems in the evaluation set. We trained for 3 epochs with averaged stochastic gradient
descent [29] with learning rate 1e-3, using RaySGD [25] and data-distributed Pytorch [28] on 32
GPUs in under an hour.
4.2 Reinforcement learning of glue level minimization
Motivated by recent work [20, 19, 42] showing that reinforcement learning techniques can learn
effective distribution-specific branching heuristics from only dozens or hundreds of training problems,
we frame glue variable prediction for a formula φ as an episodic reinforcement learning task on a
finite Markov decision process (MDP), represented by the data Sφ,A, T ,R defined as follows:
• The collection of possible states Sφ comprises all subformulas of φ, i.e CNFs obtained by
simplifying and applying unit propagation to φ with respect to partial assignments. The
environment enters a terminal state when all variables have been assigned. There are two
terminal states, corresponding to whether the formula is satisfied or unsatisfied.
• A assigns to each s P Sφ the collection of valid actions; these are just the variables which
have not yet been assigned.
• T : ΠsPSφApsq Ñ Sφ is a stochastic transition function. Once a variable has been selected
for assignment, the environment assigns it either 0 or 1 with uniform probability and
simplifies the formula with unit propagation to obtain the next state.
• R is the reward function on states. For non-terminal states, we always assign the small
negative reward ´1{n, where n is the number of variables in φ. Upon reaching a terminal
state, we assign 0 reward if the formula has been satisfied, and otherwise assign 1{g2, where
g is the glue level of the conflict clause learned from conflict analysis.
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Note that in contrast to previous work in this vein [20, 19, 42], we use domain-specific knowledge
to replace a sparse terminal reward (completely solving φ) with a proxy reward (minimizing glue
level of learned clauses) that allows us to ignore backtracking and treat every path through the DPLL
search tree as a separate episode.
We convert CADICAL into a reinforcement learning environment which implements the dynamics
outlined above. Upon receiving an action (a variable to assign), the environment sets it to a random
polarity, performs unit propagation, and returns an observation in the form of a sparse clause-literal
adjacency matrix, constructed as described in Section 5, along with the reward. Note that in keeping
with the formal definition, we avoid non-stationarity in the environment by discarding any learned
conflict clauses when resetting from a terminal state.
The sha-1 dataset We evaluate our reinforcement learning pipeline using a dataset of 250 formulas
encoding SHA-1 preimage attacks, with an 80-20 train-test split. We generate the dataset using the
tool CGEN [38, 36]. The sha-1 dataset is of similar difficulty to a collection of CGEN-generated
problems submitted to SATRACE 2019 [37]. We generate a new six-character alphanumeric message
string and randomly set the number of message variables between 70 and 90 for every instance in our
dataset, leaving all other arguments to CGEN the same as the submitted benchmark.
Training Since all the problems in the sha-1 dataset are around the same size and relatively small
(« 3600 variables and« 15000 clauses), we use the more expensive hyperparameters δL “ 32, δC “
64, τ “ 4, nL “ 3, nc “ 3, nP “ 4. We train our network (Section 3) using synchronous multi-agent
REINFORCE with a jointly-learned value function baseline. For each batch, each member of a pool
of 128 workers equipped with the latest policy independently samples a formula φ from the training
set and generates b episodes, which are then processed by a GPU learner using the Adam optimizer
with constant learning rate 1e-4. Besides standard optimizations like advantage normalization and
gradient clipping, we use importance sampling to correct for policy lag across multiple gradient steps.
5 Solver modifications
As with NeuroCore [32], we avoid the performance overhead of querying our network for every
branching decision by only periodically refocusing the EVSIDS branching heuristic with our trained
networks (henceforth called NeuroGlue). We modify CADICAL [8, 9, 10], a state-of-the-art CDCL
SAT solver which solved the most instances in SAT Race 2019 and won the unsatisfiable track in
SATCOMP 2018. We use the version submitted to SAT Race 2019, which incorporates an EVSIDS
branching heuristic during certain phases of search [27] . In order to more accurately measure
the impact of periodic refocusing, which only updates EVSIDS scores, we run CADICAL in its
–-sat configuration, which specializes for satisfiable instances and exclusively relies on EVSIDS for
branching. With this configuration, CADICAL is still state-of-the-art on satisfiable instances, winning
the satisfiable track of SAT Race 2019 (and beating Glucose 4.1 on the main track regardless).
Implementation of periodic refocusing We implement periodic refocusing as an inprocessing
routine in CADICALwhich fires immediately before the next decision variable is selected, guarded
by a scheduling heuristic (Section 5).
When refocusing, we construct a sparse clause-literal adjacency matrixG by traversing all the original,
then learned, clauses, simplifying with respect to the current assignment and compacting assigned
variables. Like NeuroCore, we stop when the number of edges in the clause-literal graph exceeds a
predetermined threshold of 10e6; if the original clauses do not meet this cutoff, then we do not query
at all. G is the input to our model, which is invoked via TorchScript [39] and runs in the same thread
as the solver. The returned logits are multiplied by a temperature parameter τ “ 4.0, then softmaxed
to produce a probability distribution ppi over variables. These probabilities are then rescaled by the
number of variables and a fixed constant κ “ 1e4 before replacing the existing EVSIDS scores.
Refocusing schedule Unlike [32], in which periodic refocusing is scheduled according to wall-
clock intervals, we use a conflict schedule instead, performing the N th refocus after
minp50000` 1000 ¨ pN ´ 1q2, 250000q
conflicts have occurred. Immediately after starting the solver, we also allot a fixed 15-second
“warm-up” period during which no refocusing occurs.
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Table 1: PAR-2 scores on SATCOMP 2018.
Solver overall sat unsat
neuro 3194.81 969.68 1194.35
vanilla 3249.99 1090.52 1172.87
random 3293.62 1033.93 1452.72
Table 2: PAR-2 scores on SATRACE 2019.
Solver overall sat unsat
neuro 4344.87 1039.68 1817.05
vanilla 4405.69 1134.12 1908.87
random 4419.33 1155.15 1929.76
Glucose introduced a dynamic restart strategy [4] based on an exponential moving average (EMA)
of glue levels: if the EMA is significantly worse than the global average of glue levels, a restart
is triggered. CADICAL uses a similar strategy to schedule restarts, replacing the global average
with a slower-moving EMA. As a final optimization, we incorporate this statistic into the refocusing
schedule: a refocus is triggered if and only if the conflict schedule has been satisfied and the fast glue
level EMA is 10% higher than the slow glue level EMA. In practice, this occurs quite often, so the
overall frequency of refocusing is unaffected.
6 Experiments
We evaluate three versions of CADICAL: (1) neuro-cadical, which performs periodic refocusing
using NeuroGlue, (2) vanilla-cadical, the unmodified baseline, and (3) random-cadical, a
random baseline with identical logic to neuro-cadical, except that during refocusing, the logits
obtained from NeuroGlue are replaced by logits uniformly and independently sampled from r0, 1s.
All evaluation runs were done in parallel on a cluster of ten r5d.24xlarge AWS EC2 instances with
48 cores and 768GB RAM each, and no hyperthreading.
6.1 SATCOMP 2018 and SATRACE 2019
In keeping with the rules of recent SAT competitions [30], each solver process runs with a 5000
second timeout, and our primary metric is the PAR-2 score, defined as the sum of runtimes for all
solved instances plus 2 ¨ timeout ¨ p# of unsolved instancesq, so that a lower PAR-2 score is better. For
conciseness, we divide all PAR-2 scores by the total number of instances. We also measure the global
learning rate (GLR) i.e. ratio of conflicts to decisions, and average glue level for each problem,
which have been empirically shown to be correlated with the quality of a branching heuristic [21].
As a measure against noise due to resource contention or unlucky random seeds for either
random-cadical or randomized heuristics in the base solver, we perform 16 evaluation runs with
distinct random seeds on SATCOMP 2018 and SATRACE 2019, averaging the results for each
of the 400 instances in each benchmark. We consider solver S to have solved φ if in any of the
evaluation runs, S solved φ, and we only average the successful runtimes of S on φ. This resembles
the construction of a virtual best solver [11], except we compare a solver against only itself across
evaluation runs instead of against all other solvers, and take the average of successful runtimes instead
of the minimum. We additionally calculate PAR-2 scores for satisfiable (resp. unsatisfiable) instances
by restricting the score calculation to instances which were found to be satisfiable (resp. unsatisfiable)
by any of the three solvers.
Our results are shown in Table 1 and Table 2. On SATCOMP 2018, neuro-cadical achieves a
1.67% better score than vanilla-cadical and a 2.98% better score than random-cadical. On
SATRACE 2019, neuro-cadical achieves a 1.38% better score than vanilla-cadical and a
1.68% better score than random-cadical. To put this in perspective, the margin in PAR-2 scores
between first and second place in the three most recent SAT competitions averages 1.15%. Figure 1
displays runtime and decision cactus plots on both datasets. In both cases, most of neuro-cadical’s
lead is accumulated from more difficult problems towards the end of the plots, and it requires fewer
decisions to solve more of these problems. Table 3 and Table 4 display the proportion of each
benchmark that each solver attained better GLR and better average glue level. On both datasets,
neuro-cadical has better GLR on more problems than both baselines.
6.2 SHA-1 preimage attacks
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Figure 1: Left: Runtime cactus plots of all three variants on CADICAL on SATCOMP 2018 (top)
and SATRACE 2019 (bottom). In both cases, most of neuro-cadical’s lead is accumulated from
more difficult problems towards the end. Right: Decision cactus plots on SATCOMP 2018 with
175M decision limit, starting at the 250 problem cutoff (top) and on SATRACE 2019 with 250M
decision limit, starting at the 220 problem cutoff (bottom). In both cases, the improved runtime of
neuro-cadical is reflected in its superior decision efficiency over both baselines.
Table 3: Percent of problems on SATCOMP
2018 with better GLR/average glue level.
higher GLR lower avg glue
neuro 66.5% 54.9%
vanilla 33.5% 45.1%
neuro 56.2% 54.9%
random 43.8% 45.1%
vanilla 32.5% 53.0%
random 67.5% 47.0%
Table 4: Percent of problems on SATRACE 2019
with better GLR/average glue level.
higher GLR lower avg glue
neuro 54.2% 48.8%
vanilla 45.8% 51.2%
neuro 52.5% 45.9%
random 47.5% 54.1%
vanilla 46.2% 50.4%
random 53.8% 49.6%
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Table 5: Percent of problems on the sha-1 test set
with better GLR/average glue level.
higher GLR lower avg glue
neuro 60.0% 50.0%
vanilla 40.0% 50.0%
neuro 56.0% 50.0%
random 44.0% 50.0%
vanilla 46.0% 48.0%
random 54.0% 52.0%
In this section, neuro-cadical performs peri-
odic refocusing with the version of NeuroGlue
trained as a policy network via reinforcement
learning (Section 4.2). On our test dataset of
50 SHA-1 preimage attack problems, we per-
form 7 evaluation runs with distinct random
seeds with the same hardware and a 1000 sec-
ond timeout, averaging the results as in Sec-
tion 6.1. neuro-cadical achieves a PAR-
2 score of 279.29, 1.23% better than that of
vanilla-cadical (282.78) and 8.19% better
than that of random-cadical (304.19). Figure
2 displays a decision cactus plot with 6M cutoff
on the entire dataset. As in Section 6.1, neuro-cadical tends to be more decision efficient than
both baselines. From Table 5, we see that, as in Section 6.1 neuro-cadical has better GLR on
more problems than both baselines.
7 Discussion
0 10 20 30 40 50
instances
106
2 × 106
3 × 106
4 × 106
6 × 106
de
cis
io
ns
neuro-cadical
vanilla-cadical
random-cadical
Figure 2: Decision cactus plot on the sha-1 test
dataset. For this evaluation, neuro-cadical was
trained with reinforcement learning to minimize
expected glue levels of conflict clauses. As be-
fore, neuro-cadical tends to be more decision
efficient than either baseline.
Related work on glue variables We note
that prioritizing the activity scores of variables
related to glue clauses is not a novel idea,
and dates back to Glucose, which addition-
ally bumps the activity scores of variables in a
learned clause which were propagated by a glue
clause. The effectiveness of prioritizing glue
variables in EVSIDS branching heuristics has
already been demonstrated in [12], where glue
bumping was shown to improve solver perfor-
mance on SAT competition benchmarks. How-
ever, in contrast to our approach, glue bump-
ing is an online heuristic that only increases
the score of variables which have already fre-
quently appeared in a glue clause for a single
run of the solver, and does not attempt to predict
glue variables from the formula itself, as we do.
Future directions Although in our present
work, for the sake of simplicity, we have
avoided exposing our policy network to any part
of the solver state, the positive results of [20]
indicate that even exposing very basic informa-
tion can be beneficial for learning branching
heuristics. We consider this to be a promising
path to further improving solver performance.
Conclusion We have proposed training for
glue variable prediction to guide SAT solvers through periodic refocusing, approaching the task in
terms of both supervised and reinforcement learning. Along with a lightweight network architecture,
we have demonstrated the effectiveness of both approaches by improving the performance of a
state-of-the-art SAT solver on diverse benchmarks with no hardware acceleration, thus addressing the
limitations of previous work in this vein [32] and showing that we can realize the promise of neural
networks for accelerating high-performance SAT solvers in all contexts in which they are currently
deployed. We are optimistic that refinements to our approach, possibly incorporating solver state and
history, will push the state-of-the-art even further.
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