Recently, J. D. Lawson encouraged the domain theory community to consider the scientific program of developing domain theory in the wider context of T0 spaces instead of restricting to posets. In this paper, we respond to this calling with an attempt to formulate a topological version of the Scott Convergence Theorem, i.e., order-theoretic characterisation of those posets for which the Scott-convergence, S, is topological. To do this, we make use of the so-called Zhao-Ho's replacement principle to create topological analogues of well-known domain-theoretic concepts, e.g., Irr-continuous space is to continuous poset, as I-convergence is to S-convergence. In this paper, we want to highlight the difficulties involved in our attempt because of the much more general ambient environment (of T0 spaces) we are working in. To tackle each of these difficulties, we introduce a new type of T0 spaces to overcome it. In this paper, we consider two novel topological concepts, namely, the balanced spaces and the nice spaces, and as a result we obtain some necessary (respectively, sufficient) condition for which the new convergence structure, I, is topological.
Introduction
Domain theory can be said to be a theory of approximation on partially ordered sets. There are two sides of the same domain-theoretic coin: the order-theoretic one and the topological one. On the order-theoretic side, the facility to approximate is built in the ordered structures via approximation relations, and here domain is the generic term that includes all ordered structures that satisfy some approximation axioms. On the topological side, approximation can be handled by net convergence structures in T 0 spaces. Amongst many beautiful results in domain theory, one result stands out in that it epitomises this deep connection between order and topology for domains: Theorem 1.1 (Scott convergence theorem). [GHK + 03, Theorem II-1.9] For a directed complete poset P , the following are equivalent: (1) S-convergence is the topological convergence for the Scott topology, i.e., for all x ∈ P and all nets (x i ) i∈I on P ,
((x i ) i∈I , x) ∈ S ⇐⇒ (x i ) i∈I converges to x with respect to σ(P );
(2) P is a domain (i.e., continuous dcpo).
An instance of ((x i ) i∈I , x) ∈ S is denoted by x ≡ S lim x i (or by (x i ) i∈I S − → x). Here the S-convergence is the relation between the collection ΨP of all nets on P and the dcpo P defined by x ≡ S lim x i if and only if there exists a directed set D of eventual lower bounds of (x i ) i∈I such that D ≥ x. Note that D. S. Scott's original definition of S-convergence which was formulated for complete lattices used instead the defining condition
and it is not hard to verify that the S-convergence defined for dcpo's when restricted to complete lattices is equivalent to Scott's original definition. Because Scott's original formulation makes use of lim-inf's, the S-convergence has been termed as lim-inf convergence since its first appearance in A Compendium of Continuous Lattices (see [GHK + 80, p. 104] ) and subsequently its expanded form (see [GHK + 03, p. 133]). Incidentally, in both books the term "lim-inf convergence" is overloaded to include another convergence salient to the Lawson topology (see [GHK + 80, p . 158] and [GHK + 03, p. 231]). In view of this possible confusion, we use the term Scott convergence to refer to S-convergence -crediting the coinage to M. Erné who first used it in [Ern81] to mean generalisations of the S-convergence extended to posets (expressed in terms of filters) that apply respectively to collection of the Frink ideals, the ideals and those ideals whose join exists (denoted by I m (P ), where k = 1, 2, 3). Another generalisation of the Scott convergence theorem for posets was later given independently by B. Zhao and D. Zhao using net convergence ( [ZZ05] ). It can be shown that [ZZ05, Theorem 1] can be derived as a special case of [Ern81, Corollary 2.14] when m = 3.
Our paper attempts to formulate and prove a topological variant of Theorem 1.1 a lá Lawson, which we now explain. In an invited presentation 1 at the 6th International Symposium in Domain Theory, J. D. Lawson gave evidence from recent development in domain theory to highlight the intimate relationship between domains and T 0 spaces. In particular, he pointed out that "several results in domain theory can be lifted from the context of posets to T 0 spaces". We call this research enterprise as developing domain-theorý a la Lawson. Forerunners in this line of research include: (1) the topological technique of dcpo-completion of posets [ZF07] can be upgraded to yield a D-completion of T 0 spaces (i.e., a certain completion of T 0 spaces to yield d-spaces) [KL09] , and (2) an important order-theoretic result known as Rudin's lemma [GLA83] , which is central to the theory of quasicontinuos domains, also has a topological parallel [HK13] .
In this paper, we respond to Lawson's call to develop the core of domain theory directly in T 0 spaces by establishing a topological parallel of the Scott Convergence Theorem. Our style of presentation is closer to that of B. Zhao and D. Zhao [ZZ05, Theorem 2.1] than to Erné's [Ern81, Corollary 2.14] as we define the new convergence class using nets. In our attempt to obtain such a topological variant of this result, we adopt the recent approach in [ZH15] by replacing directed subsets with irreducible subsets -this approach we call it the Zhao-Ho's replacement principle. The motivation for their approach is based on the observation that the directed subsets of a poset are precisely its Alexandroff irreducible subsets. Zhao and Ho established in [ZH15] that irreducible subsets play a crucial role in the theory of T 0 spaces in very much the same way as directed sets do in domain theory. In particular, since sobriety of topological spaces can be defined in terms of irreducible sets, the Zhao-Ho's approach allows one to study various types of sobriety for general T 0 spaces, and these also apply more specifically to Scott spaces on posets.
Relying on the Zhao-Ho's replacement principle, some topological analogues of the usual domain-theoretic notions have already been manufactured in [ZH15] :
(1) the SI-'way-below' relation, SI , (denoted by Irr in this paper) on T 0 spaces; and (2) SI-continuous T 0 spaces. It may appear on first sight that this replacement principle allows one to cheaply import the core of domain theory on T 0 spaces when these are viewed as posets with respect to their specialisation orders. While it is true that by thinking of the collection of irreducible subsets as a particular instance of a Z-subset system (of the posets of specialisation for T 0 spaces) in the sense of [WWT78, BE83, Ven86, Bar96, Ern99, Zha92] one can obtain some order-theoretic results, we cannot hope to get a deeper topological insight through this paradigm alone. To give a holistic treatment of domain theory a lá Lawson, we must complement the order-theoretic affordances of the Z-theoretic machinery with new topological considerations. A particular instance of this synergy between order and topology is showcased in our Theorem 5.6. In our mission of developing domain theory directly in T 0 spaces, the research journey is spawned with difficulties -after all, not every domain theoretic advantage can be exploited in the general setting of T 0 spaces. This paper explains some of these seemingly inevitable difficulties, shows how new topological tools can be invented to overcome these obstacles, thereby shedding new insights into the study of general T 0 spaces.
The point to make is that not all domain-theoretic results can be carried over to the topological setting automatically. After all, irreducible subsets are not always directed with respect to the specialisation order (though every directed subset is irreducible!). This problem is particularly amplified in the topic of our current discourse -net convergence. As is well-known, the definition of a net makes essential use of directed sets, i.e., a net (x i ) i∈I in a topological space X is a mapping from a directed pre-order (I, ≤) to X. This remark seems to forecast a bleak future for our enterprise at hand: our attempt to give a topological generalisation of Scott Convergence Theorem using the Zhao-Ho's replacement principle appears to be impossible as we would be forced by the very replacement principle itself to consider some exotic kind of "irreducible" convergence -which sounds a bit farfetched for T 0 spaces in general.
This paper suggests a way to resolve this problematic situation by (1) considering a suitable notion of continuity for T 0 spaces, i.e., Irr-continuity, and (2) restricting our attention to certain subclasses of T 0 spaces, i.e., the balanced spaces and nice spaces -which crucially includes all Alexandroff topologies on posets. More precisely, we manufacture a new net convergence, called I-convergence, by replacing directed sets with irreducible sets in the definition of S-convergence, i.e., for any x ∈ X and any net (x i ) i∈I on X, (x i ) i∈I I − → x if and only if there exists an irreducible set E of eventual lower bounds of (x i ) i∈I such that E ≥ x. With the additional ammunition of Irr-continuity and the new classes of T 0 spaces at our disposal, our topological variant of the Scott Convergence Theorem consists of two independent parts:
(1) If a space is balanced and Irr-continuous, then the I-convergence in it is topological.
(2) If a nice space is such that the I-convergence in it is topological, then the space is Irr-continuous. In such a case, it is even continuous with respect to its specialisation order. By specialising our Topological Scott Convergence Theorem to the Alexandroff topologies on posets, we can recover the original Scott Convergence Theorem.
Here is how we organise this paper. After recapitulating some useful facts in Section 2 about irreducibly derived topologies and sup-sober spaces from [ZH15] , we waste no time in Section 3 by going straight to the definition of the new net convergence, I, created via the Zhao-Ho's replacement principle, and some elementary properties concerning I. In Section 4, we contrast the properties of I-convergence against those of the Scott convergence and provide sufficient motivation for us to consider a novel type of continuity for T 0 spaces, Irr-continuity. Like the Scott convergence, I-convergence is not topological in general; worse still, even when the space is Irr-continuous, it is still not known whether I-convergence is topological. This leads us, in Section 5, to consider a new type of T 0 spaces called the balanced spaces. The upshot is that for balanced spaces, Irr-continuity is indeed sufficient to guarantee that I-convergence is topological. In Section 6, we first establish a sufficient condition for I to be topological. Then, we address the technical difficulty involved in manufacturing a net out of an irreducible set, whose supremum exists, that I-converges to its existing supremum, which lead us to consider the other new class of T 0 spaces, called the nice spaces, by which the aforementioned technical difficulty will be resolved. The price to pay for this is that the necessary condition for I-convergence to be topological is that not only is the space Irr-continuous but it is also continuous with respect to its specialisation order.
Readers are assumed to have some basic knowledge in domain theory and non-Hausdorff topology, and may refer to the following canons of domain theory for detailed exposition of the subject: [AJ94, GHK + 03, Gou13].
Irreducibly derived topology and sup-sobriety
In this section, we gather at one place all the preliminaries needed for the present theoretical development, most of which are recalled from [ZH15] , and hence their proofs are omitted.
As advertised in the introduction, the Zhao-Ho's replacement principle is the major working 'rule-of-the-thumb' of this paper, and so it helps to familiarise ourselves with the definition of irreducible subsets and their basic properties. A nonempty subset E of a topological space (X, τ ) is irreducible if for any closed sets A 1 and A 2 , whenever E ⊆ A 1 ∪A 2 then either E ⊆ A 1 or E ⊆ A 2 . The collection of all irreducible subsets of X is denoted by Irr τ (X) or Irr(X) whenever no confusion arises. 
Regarding irreducible sets, here are some elementary properties:
Proposition 2.1. For any given topological space (X, τ ), one has:
(1) E ∈ Irr τ (X) if and only if cl τ (E) ∈ Irr τ (X).
(2) The continuous image of an irreducible set is again irreducible.
(3) If τ is finer than ν, then Irr τ (X) ⊆ Irr ν (X).
Every T 0 space (X, τ ) can be viewed as a partially ordered set via its specialisation order, denoted by ≤ τ , where x ≤ τ y if x ∈ cl τ (y). We call the poset (X, ≤ τ ) the specialisation poset of (X, τ ). Henceforth, all order-theoretical statements regarding a T 0 space refer to its specialisation order. For any subset A of a T 0 space (X, τ ), the supremum of A, denoted by τ A or simply A, is the least upper bound of A with respect to the specialisation order ≤ τ , or simply ≤, of X. We denote the set of all irreducible subsets of X whose suprema exist by Irr + τ (X) or simply Irr + (X). As pointed out in the introduction, directed subsets play a central role in domain theory. Directed subsets of a poset have a very neat topological characterisation. The directed subsets of a poset, P , are precisely the irreducible subsets with respect to its Alexandroff topology, α(P ), which consists of all its upper sets. For any T 0 space (X, τ ), the Alexandroff topology on the specialisation poset (X, ≤ τ ) is always finer than τ . Thus, by Proposition 2.1(3), it follows that every directed subset with respect to the specialisation order must be irreducible. Although not every irreducible subset is directed as exemplified by the entire Johnstone's space [Joh81] , an irreducible set does naturally produce a directed set via a nifty trick which is due to J. Goubault-Larrecq (see the proof of [Gou13, Lemma 8.2.27]). For any irreducible set E of a T 0 space (X, τ ), define the nonempty set
Order the set D E as follows: (x, U ) (y, V ) if and only if V ⊆ U . Then by the open-set test for irreducibility, it immediately follows that D E is a directed subset of X × τ with respect to .
Scott topology is a prominent topology to consider in domain theory. Since every Scott open subset of a poset, P , is defined to be an upper set that is in addition inaccessible by directed suprema, the Scott topology ΣP := (P, σ(P )) is coarser than the Alexandroff topology AP := (P, α(P )) on the poset. By applying the Zhao-Ho's replacement principle on the definition of a Scott open set, one defines on any T 0 space a coarser topology called the irreducibly-derived topology that mimics the Scott topology on a poset. More precisely, let (X, τ ) be a T 0 space and U ⊆ X, define U ∈ τ SI if (1) U ∈ τ , and (2) for every E ∈ Irr + τ (X), τ E ∈ U implies E ∩ U = ∅. It can be readily verified that SI(X, τ ) := (X, τ SI ) is a topological space whose topology is coarser than (X, τ ). An open set in SI(X, τ ) is called SI-open and the interior of a subset A of X with respect to τ SI is denoted by int τ SI (A). Because the Scott-like topology τ SI is derived from a topology τ on the same set X, we sometimes refer to τ SI as the Scott derivative of τ . For a quick example, we have:
Example 2.2. Let P be a poset endowed with the Alexandroff topology α(P ). Since the irreducible sets in AP := (P, α(P )) are precisely the directed ones, the Scott derivative of α(P ) is precisely the Scott topology, σ(P ), on P .
We collect some elementary properties concerning the irreducibly derived topology proven in [ZH15, pp. 187-189] below: Proposition 2.3. Let (X, τ ) be a T 0 space. Then the following hold:
(1) The specialisation orders of spaces (X, τ ) and SI(X, τ ) coincide.
(2) A subset C of X is closed in SI(X, τ ) if and only if C is closed in (X, τ ) and for every E ∈ Irr + τ (X), E ⊆ C implies E ∈ C.
(3) A subset U of X is SI-open if and only if U is open in (X, τ ) and for any E ∈ Irr + τ (X), E ∈ U implies E ∩ U = ∅. Just as the Scott topology of a given poset does not generally coincide with its Alexandroff topology, so is it with the Scott derivative of a T 0 space and its original topology. For a dcpo, its Alexandroff topology coincides with its Scott topology exactly when it is a Noetherian poset, i.e., it has no strictly ascending chain [ZH15, Theorem 5.7]. Of course, every Noetherian poset is algebraic and hence continuous. This suggests that the coincidence of the underlying topology and its Scott derivative may be connected to some notions of continuity for T 0 spaces. We now briefly talk about those spaces which enjoy the aforementioned coincidence of topologies, and these incidentally have something to do with sobriety.
Recall that a topological space X is sober if every irreducible closed set is the closure of a unique singleton. All Hausdorff spaces are sober and all sober spaces are T 0 . It is well known that the Scott topology on any continuous domain is sober. A weaker form of sobriety is bounded-sobriety which only requires that every irreducible closed set which is bounded above with respect to the specialisation order is the closure of a unique singleton. Notice that, as a specialisation order is involved, a bounded sober space needs to be T 0 in the first place. Bounded-sober spaces have been studied in [Mis99] and [ZF07] . An even weaker form of sobriety is sup-sobriety. A T 0 space is sup-sober if every closed set F ∈ Irr + (X) is the closure of a unique singleton; in this case, F is exactly cl{ F }. Supsober spaces are a commonly encountered type of T 0 spaces. Every T 1 space is sup-sober. Every poset P is sup-sober with respect to its upper topology [ZH15, Corollary 4.9]. It is known that continuous domains are sober in their Scott topologies, but continuous posets fail to enjoy this property. However, all continuous posets are sup-sober with respect to the Scott topology [ZH15, Theorem 7.9], though not all sup-sober spaces are continuous as witnessed by Johnstone's space [Joh81] . The most pleasing property about sup-sober spaces is that we can characterize them as exactly those spaces which enjoy the aforementioned coincidence of topologies, i.e., In what follows, all topological spaces are assumed to be T 0 spaces.
A net convergence relation defined via irreducible sets
In a topological space, approximation can be described by means of net convergence. Let X be a set. A net (x i ) i∈I in X is a mapping from a pre-ordered directed set (I, ≤) to X. Real number sequences, for instance, are nets in the Euclidean space R. Thus, nets can be viewed as generalised sequences. We denote the class of all nets in X by ΨX. Every x ∈ X generates a constant net, (x) i∈I , given by x i = x for all i ∈ I. Parallel to the notion of subsequence is that of a subnet. A net (y j ) j∈J is a subnet of (x i ) i∈I if (i) there exists a function g : J −→ I such that y j = x g(j) for all j ∈ J and (ii) for each i ∈ I there exists j ∈ J such that g(j) ≥ i whenever j ≥ j .
A net convergence in a set X is a relation, C, between ΨX and X. An element of C is denoted by (x i ) i∈I C − → x or sometimes ((x i ) i∈I , x), in which case we say that the net (x i ) i∈I C-converges to x. A net convergence C in X is said to satisfy the Constant-net condition (Constants) (and respectively, the Subnet condition (Subnets)) if:
(Constants) For any x ∈ X, it holds that (x) i∈I , x ∈ C.
Every net convergence, C, in X induces a topology τ C , where the opens are those U ⊆ X satisfying the following condition: whenever a net (
In the opposite direction, every space (X, τ ) induces a net convergence C τ defined by
Here, a property of a net (x i ) i∈I holds eventually if there exists i 0 ∈ I such that for all i ≥ i 0 , the property holds for x i .
Given a set X and a topology τ on X, when (x i ) i∈I
Cτ
− → x, we say that (x i ) i∈I converges to x with respect to topology τ . A net convergence C in a set X, is said to be topological if there is a topology τ on X that induces it, i.e., C = C τ . In fact, for a topological convergence class, the topology inducing it is unique, which is an immediate consequence of the following proposition:
Proposition 3.1. Let X be a set and τ and σ be topologies on X. Then τ ⊆ σ if and only if C σ ⊆ C τ .
We pause for some notations. For a net (x i ) i∈I in a poset P , denote by
• elb((x i ) i∈I ) the set of eventual lower bounds of the net;
• Dir(P ) the set of directed subsets of P ; and • Dir + (P ) the set of directed subsets of P whose suprema exist.
The S-convergence on dcpo's which appears in
Crucially, this convergence makes use of the directed sets. Later in [ZZ05] , this definition was generalize to an arbitrary poset as follows:
It is straightforward to verify that S satisfies the conditions (Constant) and (Subnet). The main results proven in the respective papers are that the Scott convergence in a dcpo (respectively, poset) is topological if and only if the dcpo (respectively, poset) is continuous. We now invoke the Zhao-Ho's replacement principle to their definition and yield:
Whenever (x i ) i∈I I − → x we say that the net (x i ) i∈I I-converges to x.
One readily verifies that:
Lemma 3.3. The I-convergence in a space X satisfies the conditions (Constants) and (Subnets).
Proof. That I satisfies (Constants) is immediate. We now show that I satisfies (Subnets).
Then there exists an irreducible subset E of X such that x ≤ E and for each e ∈ E there exists k(e) ∈ I satisfying x i ≥ e for all i ≥ k(e). Let (y j ) j∈J be a subnet of (x i ) i∈I , with y j = x g(j) for each j ∈ J. Then there exists j (e) ∈ J such that g(j) ≥ k(e) whenever j ≥ j (e). Hence for every j ≥ j (e) we have y j = x g(j) ≥ e. Therefore,
It is well known that S-convergence has the following pleasing property: for any poset P , it holds that (P, τ S ) = (P, σ(P )), i.e., the topology induced by the S-convergence coincides with the Scott topology. This is is not true for I-convergence as we only have:
Lemma 3.4. Let (X, τ ) be any space. Then
Remark 3.5. Let X be the set of natural numbers, N, endowed with the cofinite topology, τ cof . Its specialisation order is just the discrete order. Note that Irr + (X) consists of only the singleton sets. This implies on one hand that X is sup-sober, and so SI(X, τ cof ) = (X, τ cof ). On the other hand, the singleton sets being the only irreducible sets whose suprema exist means that every I-convergent net must be eventually constant. Hence all singleton sets are τ I -open, which implies that τ I is the discrete topology on N. Clearly, we have the strict subset containment, τ I ⊃ τ SI , for the space X.
Irr-continuous spaces
Because continuity of a poset P is precisely the characterising property for the Scott convergence in it to be topological, this fact prompts us to consider a topological parallel of continuity for T 0 spaces.
Recall that a poset P is continuous if for every x ∈ P , the following two conditions hold:
(1) x := {p ∈ P | p x} is directed, and (2)
x = x. The above definition makes use of the way-below relation, , which is defined on the poset P as follows: for any x and y ∈ P ,
For T 0 spaces, Zhao and Ho already manufactured in [ZH15] a new "way-below" relation Irr (which we call here Irr-way-below relation) using irreducible subsets in place of directed subsets. Given x, y ∈ X, the relation, Irr , is defined as follows:
For a given x ∈ X, Irr x denotes the set {y ∈ X | y Irr x}. The following properties of Irr are as expected: Proposition 4.1. In a space (X, τ ) the following hold for all u, x, y and z ∈ X:
Let us now make a first connection between the approximation relation, Irr , and the net convergence relation, I.
Since e is an eventual lower bound of the net (
Remark 4.3. Readers who are familiar with the Scott convergence know that for any poset P , x y is equivalent to the condition that for any net (x i ) i∈I S − → y, it eventually holds that x i ≥ x. The converse of Lemma 4.2, in contrast, does not hold in general; however, for nice spaces which will be introduced in Section 5, the converse holds (see Corollary 6.8).
To manufacture a suitable topological analogue of continuity, one simply applies the Zhao-Ho's replacement principle on the definition of continuous posets:
Definition 4.4 (Irr-continuous space). A space X is said to be Irr-continuous if for every x ∈ X the following hold:
(IR1) Irr x is irreducible; and (IR2) x = Irr x. A different version of continuous spaces has been considered earlier by [ZH15] , called the SI-continuous spaces: It was shown in [ZH15, Theorem 6.4] that (X, τ ) is SIcontinuous if and only if the derived topological space SI(X, τ ) is a C-space. Now since SI(X, τ ) is always a weak monotone convergence space, it follows from [Ern05, Theorem 4, p.462] that the derived topology on an SI-continuous space is homeomorphic to the Scott topology on some continuous poset. Keeping SI-continuity would mean that we are not doing anything different from the good old domain theory! So, in what follows we shall focus on Irr-continuous spaces whose definition fits better within the Zhao-Ho's framework.
It is known that the existence of a directed subset of p whose supremum is p for each p in a poset (P, ≤) is a necessary and sufficient condition for the poset to be continuous [GHK + 03, p. 55]. A similar characterisation also holds for Irr-continuous spaces. Proof. The necessary condition is immediate by the definition of Irr-continuous space.
Now let x ∈ X and suppose that there exists an irreducible subset E of X such that E ≥ x and E ⊆ Irr x. We show that Irr x is an irreducible set whose supremum is x. Let U k ∈ τ (k = 1, 2) be such that Irr x ∩ U k = ∅ (k = 1, 2). Then there exist u k ∈ U (k = 1, 2) such that u k Irr x. Since E ≥ x, it follows from u k Irr x (k = 1, 2) that there exist e k ∈ E (k = 1, 2) such that e k ≥ u k (k = 1, 2). Since each U k (k = 1, 2) is upper with respect to the specialisation order, e k ∈ U k (k = 1, 2). Thus, E ∩ U k = ∅ (k = 1, 2). Because E is irreducible, it follows that E ∩ U 1 ∩ U 2 = ∅, and thus there exists e 3 ∈ E ∩ U 1 ∩ U 2 . But E ⊆ Irr x so that e 3 ∈ Irr x. Hence e 3 ∈ Irr x ∩ U 1 ∩ U 2 , showing that Irr x ∩ U 1 ∩ U 2 = ∅. Thus, Irr x is irreducible.
It is clear from Proposition 4.1 that x is an upper bound of the irreducible set Irr x. Now for any upper bound, u, of Irr x, it holds that u is also an upper bound of E since E ⊆ Irr x. In particular, x ≥ E. But we know that E ≥ x and that reduces to E = x. Furthermore, u being an upper bound of E implies that E ≤ u, and hence x ≤ u. We can now conclude that x is indeed the least upper bound of the irreducible set Irr x, i.e., Irr x = x. Irr-continuous spaces are well-behaved because I-convergence now perfectly matches the approximation relation Irr in the sense that:
Lemma 4.8. Let X be an Irr-continuous space. Then the following are equivalent for any x, y ∈ X and any net (x i ) i∈I :
(2) Whenever x Irr y, it eventually holds that x i ≥ x.
Proof. (1) =⇒ (2): By Lemma 4.2.
(2) =⇒ (1): Since X is Irr-continuous, the set Irr y is irreducible and Irr y = y. For each x ∈ Irr y, by (2) it eventually holds that x i ≥ x, which is equivalent to saying that x is an eventual lower bound of the net (x i ) i∈I . Thus, Irr y ⊆ elb((x i ) i∈I ), and so (x i ) i∈I I − → y as desired.
One useful result concerning domains is that the way-below relation enjoys the interpolation property. For our topological analogue, Irr , the interpolation property would read:
(Int) For any x, z ∈ X, there exists y ∈ X such that
x Irr y Irr z.
However, any domain theorist would know the price for weakening Condition (SI1) to Condition (IR1) in the definition of an Irr-continuous space X, i.e., requiring Irr x to be only irreducible instead of directed for every x ∈ X -one foregoes (Int). The (Int) property plays a crucial role in domain theory. In particular, because any continuous poset, P , enjoys the (Int) property and the fact that sets of the form, x := {y ∈ P | x y}, where x ∈ P , are upper, the collection { x | x ∈ P } forms a base for the Scott topology on P . However, for an Irr-continuous space (X, τ ) neither can we establish for certain that Irr has the (Int) property nor can we assume that Irr x is τ -open (we choose to drop Condition (SI0)!). Now, for a space whose Irr enjoys (Int), we do know a little more about sets of the form Irr x.
Proposition 4.9. Consider the following statements for a space X:
(1) Irr enjoys (Int);
(2) Irr x is inaccessible by suprema of irreducible sets for any x ∈ X;
(3) Irr x ∈ τ I . Then (1) =⇒ (2) =⇒ (3).
Proof.
(1) =⇒ (2): Assume E ∈ Irr + (X) is such that E ∈ Irr x. By the (Int) property, there exists y ∈ X such that x Irr y Irr E. So there is already e ∈ E such that y ≤ e. By Proposition 4.1, we have x Irr e.
(2) =⇒ (3): Assume that the net (x i ) i∈I I-converges to y and y ∈ Irr x. There exists E ∈ Irr + (X) such that E ≥ y and E ⊆ elb((x i ) i∈I ). By (2), E ∈ Irr x implies that there exists e ∈ E such that e ∈ Irr x. Being an eventual lower bound of the net, it follows that x i ∈ Irr x eventually.
Even if a space X is Irr-continuous, we cannot warrant that Irr satisfies (Int). Still, something can be said of X concerning the strength of approximation of Irr in the following sense:
Lemma 4.10. Let X be an Irr-continuous space. Then, for every x ∈ X it holds that
Proof. Let M x := { Irr y | y Irr x}. It is clear that x is an upper bound of M x by Proposition 4.1(2). We shall show that u ≥ x for any upper bound u of M x . Let u be an upper bound of M x . Suppose, for the sake of contradiction, that u x. Then, by the Irr-continuity of X, x = Irr x so that there exists y ∈ Irr x with y u. Repeating the same argument we can find a z ∈ Irr y such that z u. But this is a contradiction to the fact that z ∈ M x and u is an upper bound of M x . Therefore, u ≥ x and this completes the proof.
Balanced spaces
In this section, we showcase how new topological concepts emerge when we develop domain theory within the environment of T 0 space, where we see a strong interplay between order theory and topology. We now introduce the notion of balanced spaces. It turns out that the Irr relation on balanced Irr-continuous spaces enjoys (Int).
Definition 5.1 (Balanced space). A T 0 space (X, τ ) is said to be balanced if for any U ∈ τ ,
(1) Every poset endowed with the Alexandroff topology is nice. Proof. Suppose U i ∈ τ (i = 1, 2) are such that
Remark 5.4.
(1) By viewing the collection, Irr(X), of all irreducible subsets of X as a subset selection in the sense of Z-theory, Lemma 5.3 precisely establishes the union completeness of Z := Irr as a subset selection (see [Ven88, Ern99] ).
(2) The standard sobrification S(X) of a topological space X can be viewed as a subspace of (Irr(X), ν − ). By virtue of Proposition 2.1(1) and Lemma 5.3, for any irreducible and closed subset (with respect to ν − ), E, of S(X), we have E ∈ Irr(X) and so E = cl ν − ({cl τ ( E)}); thereby justifying that S(X) is sober.
Lemma 5.5. The following statements are equivalent for an Irr-continuous space (X, τ ):
(1) (X, τ ) is balanced.
(2) The mapping Irr : (X, τ ) −→ (Irr(X), ν − ), x → Irr x is continuous with respect to the given topologies.
Proof. Since (X, τ ) is an Irr-continuous space, the mapping Irr in (2) is well-defined. That
Irr is continuous with respect to the topologies if and only if X is balanced follows from the direct calculation below: for any U ∈ τ , we have:
Theorem 5.6. Let X be a balanced Irr-continuous space. Then Irr satisfies (Int), i.e., for any x, z ∈ X, if x Irr z then there exists y ∈ X such that
Proof. For a given z ∈ X, since X is Irr-continuous, we have Irr z ∈ Irr(X). By Lemma 5.5, Irr is continuous and hence the continuous image of the irreducible set Irr z under Irr , i.e., the collection { Irr y | y ∈ Irr z}, is a ν − -irreducible subset of Irr(X). By Lemma 5.3, { Irr y | y ∈ Irr z} ∈ Irr(X), and by Lemma 4.10, z = { Irr y | y ∈ Irr z} and so { Irr y | y ∈ Irr z} ∈ Irr + (X). Let E = { Irr y | y ∈ Irr z}. Since x Irr z and z = E, it follows that there exists e ∈ E such that x ≤ e. This implies there exists y Irr z such that x ≤ e Irr y Irr z and thus x Irr y Irr z, as desired.
Corollary 5.7. The way-below relation of a continuous poset satisfies (Int).
Proof. Since the Alexandroff topology on P is always balanced, the desired result follows immediately from Theorem 5.6.
An interesting point to note is this:
Proposition 5.8. If (X, τ ) is a balanced Irr-continuous space, then for any U ∈ τ it holds that Irr U ∈ τ SI , and in particular,
Proof. Since X is balanced, U ∈ τ implies Irr U ∈ τ . So to show that Irr U ∈ τ SI , it suffices to show that Irr U is inaccessible by the suprema of irreducible sets. Suppose E ∈ Irr + (X) is such that E ∈ Irr U . It follows that ( Irr E) ∩ U = ∅, i.e., there exists x Irr E and x ∈ U . Since X is balanced and Irr-continuous, Irr satisfies the (Int) property by Theorem 5.6, and so there exists y ∈ X such that x Irr y Irr E. It follows that there exists e ∈ E such that y ≤ e. By Proposition 4.1(2), x Irr e and thus, Irr e ∩ U = ∅. This shows that Irr U is inaccessible by the suprema of irreducible sets.
To prove that Irr U = int τ SI (U ) for any U ∈ τ , we need to show that for any V ∈ τ SI such that V ⊆ U , it holds that V ⊆ Irr U . Let v ∈ V be given. Since X is Irr-continuous, Irr v is an irreducible set whose supremum equals to v. But V ∈ τ SI and so is inaccessible by the suprema of irreducible sets. Therefore, there is already a Irr v such that a ∈ V . Since V ⊆ U , we have a ∈ U . Thus, we have shown that v ∈ Irr U , as required.
Corollary 5.9. Let (X, τ ) be an sup-sober Irr-continuous space. Then (X, τ ) is balanced.
Proof. It suffices to check that for every U ∈ τ , it holds that Irr U ⊇ U . Let u ∈ U be given. By the Irr-continuity of X, Irr u ∈ Irr + (X) with Irr u = u ∈ U . By the sup-sobriety of X, U ∈ τ SI . Hence there exists v ∈ Irr u such that already v ∈ U . This implies u ∈ Irr U , as required.
Example 5.10. Let P be a dcpo. It was shown that (P, α(P )) is sup-sober if and only if P is Noetherian, i.e., P contains no strictly increasing chain [ZH15, Theorem 5.7]. Thus, continuous non-Noetherian dcpo's with their Alexandroff topologies will always be balanced spaces which are not sup-sober.
So far, we have introduced a number of new T 0 spaces, namely, Irr-continuous, supsober and balanced spaces. We refer the reader to a list of examples and non-examples regarding all these new notions in the Appendix A.
Topological Scott convergence theorem
In this section, we shall obtain some necessary (respectively, sufficient) conditions for certain spaces in which the I-convergence is topological.
From [Kel55] , we know that a net convergence, C, in a set X is topological if and only if it satisfies the following conditions:
(1) (Constants). If (x i ) i∈I is a constant net with x i = x for all i, then (x) i∈I , x ∈ C.
(2) (Subnets). If (x i ) i∈I , x ∈ C and (y j ) j∈J is a subnet of (x i ) i∈I , then (y j ) j∈J , x ∈ C.
(3) (Divergence). If (x i ) i∈I , x / ∈ C, then there exists a subnet (y j ) j∈J of (x i ) i∈I such that for any subnet (z k ) k∈K of (y j ) j∈J , (z k ) k∈K , x / ∈ C.
(4) (Iterated limits). If (x i ) i∈I , x ∈ C and (x i,j ) j∈J(i) , x i ∈ C for all i ∈ I, then we have x i,f (i) (i,f )∈I×M , x ∈ C, where the partial order on M := {J(i) | i ∈ I} is the pointwise order. Moreover, in the event when C is topological, the topology ρ for which C = C ρ is precisely given by ρ = τ C , where
With the new concept of balanced spaces, let us present some results which will yield a sufficient condition for the I-convergence in a space to be topological. Lemma 6.1. Let X be a T 0 space.
(1) The I-convergence in X satisfies the axioms (Constants) and (Subnets).
(2) If X is Irr-continuous, then the I-convergence satisfies the (Divergence) axiom.
(3) If X is balanced Irr-continuous, then the I-convergence satisfies the (Iterated limits) axiom.
Proof.
(1) This is the same as Lemma 3.3. (2) Suppose (x i ) i∈I , x ∈ I. Since X is Irr-continuous, Irr x is an irreducible subset of X and Irr x = x. Hence there exists y ∈ Irr x such that for each i ∈ I one can find j(i) ∈ I satisfying j(i) ≥ i and x j(i) y. Define J := {j ∈ I | x j y}. Then (x j ) j∈J is a subnet of (x i ) i∈I . For every subnet (z k ) k∈K of (x j ) j∈J we have 
Therefore, I satisfies the (Iterated limits) axiom. Theorem 6.2 (Topological Scott Convergence Theorem (Part I)). If X is a balanced Irrcontinuous space, then the I-convergence in it is topological.
Proof. By the result in [Kel55] and Lemma 6.1, it follows immediately that I-convergence in a balanced Irr-continuous space is topological. Corollary 6.3. The I-convergence in a space which is sup-sober and Irr-continuous is topological.
We now turn our attention to a certain class of T 0 spaces for which Irr-continuity is a necessary condition for the I-convergence to be topological. Before we introduce this second type of T 0 spaces, called nice spaces, we explain some of the technical difficulties we have encountered when working with the new convergence I.
The Scott convergence S works very well with directed sets. The main reason for this is that every directed set D of a poset naturally defines a net (x d ) d∈D , where x d = d for each d ∈ D, and crucially, whenever D exists then (x d ) d∈D S − → D. The problem with I-convergence is that it does not work so amicably with the irreducible sets that are used to define it. More precisely, given an irreducible subset E of a T 0 space X, can we define a net (x i ) i∈I such that whenever E exists then (x i ) i∈I I − → E? Now recall that an irreducible subset can indeed induce a net, i.e., for a given irreducible set, E, of a T 0 space (X, τ ), define I := {(x, U ) | x ∈ E and x ∈ U ∈ τ } and pre-order it as follows by (x, U ) (y, V ) if and only if U ⊇ V . Then I is directed with respect to (see Section 2). With this set I, one can define a net as follows: x i := π 1 (i). More precisely, if i = (x, U ), then π 1 (i) = x. We hope that this net (x i ) i∈I I-converges to E, whenever the supremum exists. The only candidate for the irreducible set that witnesses this convergence is the irreducible set E itself, and so it remains to justify that E is a set of eventual lower bounds of (x i ) i∈I . But we know that for any given e ∈ E it is not possible to locate an index i 0 := (e 0 , U 0 ) ∈ I large enough to ensure that if i i 0 then x i ≥ e -the pre-order on I compares only the second-ordinate but not the first.
Thus, in order that we achieve the desired result, we can focus only on spaces for which it is possible to locate the 'cut-off' point i 0 ∈ I for a given e ∈ E. One such consideration will be those spaces that satisfy the following condition:
Note that this condition is far too restrictive since by considering the singletons it is immediate that the only topology on X must be the Alexandroff topology on its specialisation order. Avoiding the peculiarity of singletons, one modification will be:
Note that for any two elements e 1 and e 2 ∈ E, ( ) then entails that int(↑e 1 ) ∩ E = ∅ and int(↑e 2 ) ∩ E = ∅. Since E is irreducible, we have int(↑e 1 ) ∩ int(↑e 2 ) ∩ E = ∅. Thus, there always exists e 3 ∈ E such that e 3 ∈ int(↑e 1 ) ∩ int(↑e 2 ) ⊆ ↑e 1 ∩ ↑e 2 , thereby forcing E to be directed. To demand that all irreducible sets are directed is far too restrictive and thus, very unfortunately, ( ) is not so good a condition after all.
One way out of this problematic situation is to look for spaces of which every irreducible subset can be 'mimicked' by some directed subset of it in some sense. Here one look no further than the C-spaces for inspiration. Recall that a T 0 space, (X, τ ), is a C-space if for any x ∈ X and U ∈ τ , if x ∈ U there exists y ∈ U such that x ∈ int τ (↑y). It is well-known that the Scott space of any continuous domain is a C-space. With regards to irreducible sets, C-spaces have a very pleasing property: In other words, the responsibility of having a net that I-converges to the supremum of an irreducible subset can be passed on to a particular directed subset of it. Singling out this property and formulating a new definition, we have: Definition 6.5 (Nice space). A T 0 space is said to be nice if for each E ∈ Irr + (X) there exists a directed subset D of ↓E such that D = E.
A few examples now assure us that nice spaces are quite common in occurrence, and non-nice spaces do exist. Example 6.6.
(1) Every poset endowed with the Alexandroff topology is nice. (2) Let (R, ≤ usual ) be endowed with the Scott topology. Then this space is nice.
(3) Any T 1 space is nice. (4) Johnstone's space [Joh81] is nice but not a C-space. Because nice spaces are manufactured to do exactly what they are supposed to do, we have: Lemma 6.7. Let X be a nice space and E ∈ Irr + (X). Then there exists a net (x i ) i∈I such that x i ∈ ↓E for each i ∈ I and (x i ) i∈I
Proof. Since X is nice, for the given E ∈ Irr + (X) there exists a directed subset D of ↓E such that D = E. Using D, we now form a net as follows:
Certainly, x d ∈ ↓E for each d ∈ D. Moreover, since D itself is an irreducible subset such that D ⊆ elb((x d ) d∈D ), it follows that (x i ) i∈I
Corollary 6.8. Let X be a nice T 0 space and x, y ∈ X such that for any net (x i ) i∈I ,
Proof. Let E ∈ Irr + (X) be such that E ≥ y. By Lemma 6.7, there exists a net (x i ) i∈I that I-converges to E, and each element x i ∈ ↓E. By assumption, e ≥ x i 0 ≥ x for some i 0 ∈ I and e ∈ E. The proof is then complete. Theorem 6.9 (Topological Scott Convergence Theorem (Part II)). Let X be a nice space. If I satisfies the (Iterated limits) axiom then X is Irr-continuous. In particular, if I is topological, then X is Irr-continuous.
Proof. Let x ∈ X and define E x := {E i | i ∈ I} be the family of all irreducible subsets, E i 's, of X whose supremum exists and is greater than or equal to x. Note that the singleton {x} is always irreducible and has supremum equals to x, and hence belongs to E x . So, E x is nonempty.
We define a pre-order ≤ on I as follows: i 1 ≤ i 2 for any i 1 , i 2 ∈ I. We have that I is directed. For each fixed i ∈ I, let x i := E i . Then x i ≥ x for all i ∈ I, making x a trivial eventual lower bound of {x i | i ∈ I}. Since the singleton set {x} is a member of E x , we have min{x i | i ∈ I} = x. Because {x} ⊆ elb((x i ) i∈I ) and {x} is an irreducible set whose supremum is (greater than or equal to) x, it follows directly from Definition 3.2 that the
For each i ∈ I, E i ∈ Irr + (X) and by the niceness of X, Lemma 6.7 then guarantees the existence of a net (x i,j ) j∈J(i) such that x i,j ∈ ↓E i for each j ∈ J(i) and (x i,j ) j∈J(i) We now show that E ⊆ Irr x. Let e ∈ E and Y be in Irr + (X) such that Y ≥ x. Then Y = E i 0 for some i 0 ∈ I. Consider the net (x i 0 ,j ) j∈J(i 0 ) whose terms are all in ↓E i 0 . Since x i,f (i) ≥ e, there exists (i e , f e ) ∈ I × M such that (x i,f (i) ) ≥ e whenever (i, f ) ≥ (i e , f e ). By the way I is pre-ordered it is clear that i 0 ≥ i e , and so (i 0 , f e ) ≥ (i e , f e ). Hence x i 0 ,fe(i 0 ) ≥ e. Since x i 0 ,fe(i 0 ) ∈ ↓Y , there exists y ∈ Y such that y ≥ x i 0 ,fe(i 0 ) ≥ e and thus we have e Irr x.
Thus, E is an irreducible subset such that E ⊆ Irr x and E ≥ x, and so by Lemma 4.7, Irr x is irreducible and has x as its supremum. Therefore we have X is Irr-continuous. Remark 6.10.
(1) Although the I-convergence in any balanced Irr-continuous space is always topological, it is somewhat unsatisfactory that we cannot conclude that τ I = τ SI in general. Indeed the space (N, τ ), where τ is the cofinite topology on N provides an instance of strict containment τ I ⊃ τ SI (see Remark 3.5). However, one cannot hope to do better simply for the lack of explicit information about the definition of τ , apart from (X, τ ) being balanced.
(2) If a space (X, τ ) is nice, it is clear that: Corollary 6.11. The following statements are equivalent for a nice space X:
(1) The I-convergence in X is topological.
(2) The space X is Irr-continuous.
(3) The specialisation poset (X, ≤ τ ) is a continuous poset. If any one of the above statements holds, the topology which induces the I-convergence is precisely the Scott topology on (X, ≤ τ ).
(1) =⇒ (2): This is just Theorem 6.9.
(2) =⇒ (3): By Remark 6.10(2).
(3) =⇒ (1): For the specialisation poset (X, ≤ τ ), the topology that induces Sconvergence is always the Scott topology on (X, ≤ τ ), which is the Scott derivative of the Alexandroff topology on (X, ≤ τ ). Since the space on (X, α(X, ≤ τ )) is balanced and (X, ≤ τ ) is continuous, Theorem 6.2 implies that S-convergence on (X, ≤ τ ) is topological with τ S = σ(X, ≤ τ ). Given that X is nice, we have I = S. Hence the I-convergence in (X, τ ) is topological. Furthermore since topologies inducing these coincidental convergence structures also coincide by Proposition 3.1, we have τ I = τ S = σ(X, ≤ τ ).
Conclusion
In this paper, we have proven a topological variant of the Scott Convergence Theorem as promised in the introduction. This represents yet another small step towards taking up Lawson's research vision of developing the core of domain theory in the wider context of T 0 spaces. The key strategy used in our approach is the Zhao-Ho's replacement principle, i.e., simply replace the directed sets by irreducible sets for a given domain-theoretic definition. Irreducible sets play an important role in topology, and particularly in domain theory. Recently, (Scott) irreducible sets were actively employed to solve the so-called Ho-Zhao problem [HJX16] . By examining what domain-theoretic results can be lifted to the higher plains of T 0 spaces, we manage to open up, otherwise uncharted, research domains in the study of T 0 spaces. Our paper exemplifies this by the invention of new types of T 0 spacesthe balanced spaces and the nice spaces which, otherwise, would never have been discovered since these are extremely overt properties satisfied by the Alexandroff topologies on posets!
We end our paper with some research problems (arranged in a somewhat increasing order of scale and scope), which we hope to spur research efforts in this new enterprise of developing Lawson-style domain theory.
Hunting for counterexamples. Theorem 6.2 relies on the interpolation property enjoyed by Irr in a balanced Irr-continuous space. It is natural to ask whether the condition of balanced can be removed, i.e., does Irr always satisfies (Int) for every Irr-continuous space? The first place to look for possible counterexamples of such Irr-continuous spaces should be among the non-balanced ones by virtue of Theorem 5.6. However, it is somewhat embarrassing that even an example of a non-balanced Irr-continuous space evades us, let alone the desired counterexample.
Balanced, Irr-continuous, sup-sober and nice. In this paper, we have introduced different topological properties of T 0 spaces, namely, balanced, Irr-continuous, sup-sober and nice. Table 1 whose column headers are these four properties (listed in that order) attempts to collate as many examples of T 0 spaces currently known to us that possess a range of different parity-configurations. Here, + (respectively, −) indicates the presence (respectively, absence) of the corresponding property in that position. For instance, the Johnstone space ΣJ, which is not balanced, not Irr-continuous but sup-sober and nice, has the configuration "− − + +". A paucity of examples and counterexamples that help us in distinguishing these four topological properties boils down to our patchy understanding of these properties and their interrelationships. One such known interrelationship is exemplified by Corollary 5.9 which asserts that "Irr-continuous and sup-sober imply balanced". Because of this, no space of configurations "− + + +" or "− + + −" can exist. Our ignorance is fully exposed by the lack of examples with the following configurations:
(1) "+ + + −" (2) "+ − + −" Before we leave the reader with the challenge to locate these missing examples, we wish to distill some guiding principles that we rely on for constructing the examples in Table 1 . Recall that a topology on a poset P is order-compatible if its specialisation order coincides with the underlying order of P . For a poset P, the upper topology ν(P ) generated by subbasic opens of the form, P − ↓x, (x ∈ P ) (respectively, the Alexandroff topology α(P )) is the coarsest (respectively, finest) order-compatible topology on P . When coming up with examples, it is often useful to visualize a T 0 space, (X, τ ) as its poset of specialisation (X, ≤ τ ), and be able to 'locate' its position relative to the following containments of topologies: ν(X, ≤ τ ) ⊆ τ ⊆ α(X, ≤ τ ). For instance the Scott topology σ(X, ≤ τ ), being order-compatible, satisfies the above containments. With regards to the extreme ends of the 'spectrum' of order-compatible topologies, two working principles come in handy. Firstly, [ZH15, Corollary 4.9] asserts that the upper topology on P is always sup-sober, and secondly, the Alexandroff topology on P is always nicely balanced. Let us now apply these principles in our attempt to locate a possible example of a T 0 space, (X, τ ), which is Irr-continuous but not balanced (this is still an open problem!). By Corollary 5.9, (X, τ ) cannot be sup-sober and hence by the first principle, τ = ν(X, ≤ τ ). Now by the second principle, (X, τ ) not being balanced forces that τ = α(X, ≤ τ ). So, one natural candidate for (X, τ ) is when τ = σ(X, ≤ τ ). However, till now the only example of a Scott space which is not sup-sober is the Isbell's space [Isb82] . Unfortunately, at the moment of writing, we do not know if it is balanced or Irr-continuous.
A closer look at balanced Irr-continuous spaces. In view of the several pleasant properties that balanced Irr-continuous spaces possess (e.g., the all-important interpolation property), it seems to us that such spaces deserve a closer look, especially with regards to their topological aspects. We ask the following questions:
(1) For any domain P , the collection of sets of the form Irr x := {p ∈ P | x p} (where x ∈ P ) form a base for the Scott topology on P [GHK + 03, Proposition II-1.10]. Are there such convenient bases for balanced Irr-continuous spaces?
(2) The Scott topology of continuous domains is always sober [GHK + 03, Corollary II-1.12]. Is this true for the Scott derivative of a balanced Irr-continuous space?
(3) The lattice of Scott opens of a dcpo is completely distributive if and only if it is a domain [Hof81] . Is there a similar characterization for the lattice of τ SI -opens for a space (X, τ ) which has all irreducible suprema? This question is equivalent to asking if Irr-continuity is the necessary and sufficient condition for the Scott derivative of a balanced space to be a C-space. (4) The injective T 0 spaces are exactly the Scott spaces of continuous lattices [Sco72] .
Are the injective balanced spaces exactly the Scott derivative of Irr-continuous spaces?
How far can we go in this research program? While the experience of developing the core of domain theory in the topological setting brings in new topological discoveries and refreshing perspectives from time to time, we are constantly forced to perform a reality-check -are we doing things that differently from domain theory? After all, as J. Goubault-Larrecq sums it up in the introduction of his book [Gou13] that "in several aspects, domain theory is topology done right". While some of the research findings that we presented here persuade us that domain theory motivates the creation of new topological concepts (e.g., balanced spaces), there are also confounding evidences that some of these 'new' considerations (e.g., nice spaces) eventually lead us back to the good old domain theory (e.g., Corollary 6.11)! We pause for a quick reflection. Our current research methodology relies solely on the Zhao-Ho replacement principle, trusting that the subset selection of irreducible sets is salient substitute for directed sets in the T 0 space setting. Perhaps, this view is too narrow and so the enterprise we are undertaking too risky! In view of this, we should aim to build a theory flexible enough to allow us to consider other kinds of subset selections. We already mentioned in Section 1 that the Z-machinery is a powerful way of generalizing domain theory by considering other subset selections other than the ideal subset selection [Zha92, Ern99] . One possible approach is to lift Z-theory to the topological level! Already in this paper we see some semblance of this for the specific case of Z(X) := Irr(X), where the collection of irreducible subsets of a topological space X has been topologized with the lower Vietoris topology. With some hard work, we should be able to realize the manifestation of Z-theory in the topological realm. 4. Let (X, τ ) be the the overlapping interval topology (see [SS78, p.77]), i.e., X = [−1, 1] with topology τ generated by the subbasis of all sets of the form [−1, b) and (a, 1], a < 0 < b. Then the spesialisation order ≤ τ is as follows: (i) for each x, y ∈ [−1, 0], x ≤ τ y if and only if x ≤ y and (ii) for each x, y ∈ [0, 1], x ≤ τ y if and only if y ≤ x (see Figure 2 ). We have that (a) τ = σ(X, ≤ τ ), (b) x Irr y for each x, y ∈ X, (c) (X, τ ) is balanced, non-Irr-continuous, sup-sober, and nice, and (d) ν(X, ≤ τ ) = σ(X, ≤ τ ) ⊂ α(X, ≤ τ ). ). 6. The space AR, where the partial order on R is the usual order, is balanced, Irr-continuous, non-sup-sober, and nice. 7. Let T = { , ⊥, a, 1, 2, 3, . . .} be equipped with the partial order ≤ defined as follows (see Figure 3 ): ⊥ ≤ x ≤ for each x ∈ T and 1 ≤ 2 ≤ 3 ≤ . . .. We have that (a) AT is balanced and nice, but neither Irr-continuous nor sup-sober, and (b) ν(T ) = σ(T ) ⊂ α(T ). 
