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Modèles statistiques et algorithmes
stochastiques pour l’analyse de données
longitudinales à dynamiques multiples et à
valeurs sur des variétés riemanniennes

Modèles statistiques et algorithmes stochastiques pour
l’analyse de données longitudinales à dynamiques
multiples et à valeurs sur des variétés riemanniennes
Mots clefs. Géométrie riemannienne, Données longitudinales, Optimisation stochastique, Modèles non-
linéaires à effets mixtes, Algorithmes de type EM, Analyse spatio-temporelle, Estimation bayésienne.
Résumé. Par delà les études transversales, étudier l’évolution temporelle de phénomènes connait un
intérêt croissant. En effet, pour comprendre un phénomène, il semble plus adapté de comparer l’évolution
des marqueurs de celui-ci au cours du temps plutôt que ceux-ci à un stade donné. Le suivi de maladies
neuro-dégénératives s’effectue par exemple par le suivi de scores cognitifs au cours du temps. C’est
également le cas pour le suivi de chimiothérapie : plus que par l’aspect ou le volume des tumeurs,
les oncologues jugent que le traitement engagé est efficace dès lors qu’il induit une diminution du
volume tumoral. L’étude de données longitudinales n’est pas cantonnée aux applications médicales et
s’avère fructueuse dans des cadres d’applications variés tels que la vision par ordinateur, la détection
automatique d’émotions sur un visage, les sciences sociales, etc.
Les modèles à effets mixtes ont prouvé leur efficacité dans l’étude des données longitudinales, no-
tamment dans le cadre d’applications médicales. Des travaux récent (Schiratti et al., 2015, 2017) ont
permis l’étude de données complexes, telles que des données anatomiques. L’idée sous-jacente est de
modéliser la progression temporelle d’un phénomène par des trajectoires continues dans un espace de
mesures, que l’on suppose être une variété riemannienne. Sont alors estimées conjointement une tra-
jectoire moyenne représentative de l’évolution globale de la population, à l’échelle macroscopique, et
la variabilité inter-individuelle. Cependant, ces travaux supposent une progression unidirectionnelle et
échouent à décrire des situations telles que la sclérose en plaques ou le suivi de chimiothérapie. En effet,
pour ces pathologies, vont se succéder des phases de progression, de stabilisation et de remision de la
maladie, induisant un changement de la dynamique d’évolution globale.
Le but de cette thèse est de développer des outils méthodologiques et algorithmiques pour l’analyse
de données longitudinales, dans le cas de phénomènes dont la dynamique d’évolution est multiple et
d’appliquer ces nouveaux outils pour le suivi de chimiothérapie. Nous proposons un modèle non-linéaire
à effets mixtes dans lequel les trajectoires d’évolution individuelles sont vues comme des déformations
spatio-temporelles d’une trajectoire géodésique par morceaux et représentative de l’évolution de la po-
pulation. Nous présentons ce modèle sous des hypothèses très génériques afin d’englober une grande
classe de modèles plus spécifiques.
L’estimation des paramètres du modèle géométrique est réalisée par un estimateur du maximum
a posteriori dont nous démontrons l’existence et la consistance sous des hypothèses standards. Numé-
riquement, du fait de la non-linéarité de notre modèle, l’estimation est réalisée par une approxima-
tion stochastique de l’algorithme EM, couplée à une méthode de Monte-Carlo par chaînes de Markov
(MCMC-SAEM). La convergence du SAEM vers les maxima locaux de la vraisemblance observée ainsi
que son efficacité numérique ont été démontrées. En dépit de cette performance, l’algorithme SAEM est
très sensible à ses conditions initiales. Afin de palier ce problème, nous proposons une nouvelle classe
d’algorithmes SAEM dont nous démontrons la convergence vers des minima locaux. Cette classe repose
sur la simulation par une loi approchée de la vraie loi conditionnelle dans l’étape de simulation. Enfin,
en se basant sur des techniques de recuit simulé, nous proposons une version tempérée de l’algorithme
SAEM afin de favoriser sa convergence vers des minima globaux.
– i –

Statistical Models and Stochastic Algorithms for
the Analysis of Longitudinal Riemannian
Manifold Valued Data with Multiple Dynamic
Keys words. Riemannian geometry, Longitudinal data, Stochastic optimization, Nonlinear mixed effect
models, EM-like algorithms, Spatio-temporal analysis, Bayesian estimation.
Abstract. Beyond transversal studies, temporal evolution of phenomena is a field of growing interest.
For the purpose of understanding a phenomenon, it appears more suitable to compare the evolution
of its markers over time than to do so at a given stage. The follow-up of neurodegenerative disorders
is carried out via the monitoring of cognitive scores over time. The same applies for chemotherapy
monitoring: rather than tumors aspect or size, oncologists asses that a given treatment is efficient from
the moment it results in a decrease of tumor volume. The study of longitudinal data is not restricted
to medical applications and proves successful in various fields of application such as computer vision,
automatic detection of facial emotions, social sciences, etc.
Mixed effects models have proved their efficiency in the study of longitudinal datasets, especially for
medical purposes. Recent works (Schiratti et al., 2015, 2017) allowed the study of complex data, such
as anatomical data. The underlying idea is to model the temporal progression of a given phenomenon
by continuous trajectories in a space of measurements, which is assumed to be a Riemannian manifold.
Then, both a group-representative trajectory and inter-individual variability are estimated. However,
these works assume an unidirectional dynamic and fail to encompass situations like multiple sclerosis
or chemotherapy monitoring. Indeed, such diseases follow a chronic course, with phases of worsening,
stabilization and improvement, inducing changes in the global dynamic.
The thesis is devoted to the development of methodological tools and algorithms suited for the
analysis of longitudinal data arising from phenomena that undergo multiple dynamics and to apply
them to chemotherapy monitoring. We propose a nonlinear mixed effects model which allows to estimate
a representative piecewise-geodesic trajectory of the global progression and together with spatial and
temporal inter-individual variability. Particular attention is paid to estimation of the correlation between
the different phases of the evolution. This model provides a generic and coherent framework for studying
longitudinal manifold-valued data.
Estimation is formulated as a well-defined maximum a posteriori problem which we prove to be
consistent under mild assumptions. Numerically, due to the non-linearity of the proposed model, the
estimation of the parameters is performed through a stochastic version of the EM algorithm, namely
the Markov chain Monte-Carlo stochastic approximation EM (MCMC-SAEM). The convergence of the
SAEM algorithm toward local maxima of the observed likelihood has been proved and its numerical effi-
ciency has been demonstrated. However, despite appealing features, the limit position of this algorithm
can strongly depend on its starting position. To cope with this issue, we propose a new version of the
SAEM in which we do not sample from the exact distribution in the expectation phase of the procedure.
We first prove the convergence of this algorithm toward local maxima of the observed likelihood. Then,
with the thought of the simulated annealing, we propose an instantiation of this general procedure to
favor convergence toward global maxima: the tempering-SAEM.
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À mes deux grand-mères,
Marthe Chevallier et Marie Rabot.

« La vie n’a pas besoin d’être facile,
à condition qu’elle ne soit pas vide. »
Lise Meitner 1
1Lise Meitner (1878–1968), physicienne autrichienne puis suédoise. Ses travaux en physique nucléaire
ont joué un rôle majeur dans la découverte de la fission nucléaire. En 1944, Otto Hahn reçoit le prix
Nobel de chimie pour cette découverte et des travaux auxquels Lise Meitner avait largement contribué.
Lise Meitner, elle, ne le recevra jamais.
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Hd Hausdorff measure of dimension d.
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Lp(X,µ) Lebesgues spaces ; space of functions for which the p-th power of the absolute
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X
|f |p dµ)1/p < +∞.
〈x | y 〉 Scalar product between x and y. Unless otherwise specified, the canonical one
regarding the considered set.
TxM Tangent space at x of the manifold M , i.e. the set of all tangent vector of M
at x.
TM Tangent bundle of the manifold M , i.e. the disjoint union of all the tangent
spaces of M : TM =
⊔
x∈M TxM .
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Expx(v) Riemannian exponential map at point x, of tangent vector v, i.e. value at
time 1 of the unique geodesic passing through x at time 0 with speed v.
Pγ,t0,t(w) Parallel transport of the vector w, along the curve γ between the points γ(t0)
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n
d
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i.e. Ωd0(E) = C 00
(
E,ΛdE∗
)
.
Gd(E) Grassmann manifold of dimension d in E, defined as above, i.e. the set of all
d-dimensional subspaces of E.
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Introduction en langue française
Le but de cette thèse est de proposer de nouvelles méthodes pour l’analyse statistiquede données longitudinales à valeurs sur des variétés riemanniennes. L’étude de ce
type de données étant généralement conduite par l’intermédiaire de modèles à effets
mixtes, on commence par passer en revue la littérature classique sur ces modèles ainsi
que les différentes techniques d’inférence statistique qui leurs sont associées.
Bien qu’efficients, ces modèles ne s’appliquent pas en l’état aux données à valeurs
sur des variétés. Aussi s’attache-t-on à redéfinir le cadre d’étude classique pour l’étude
des formes anatomiques, à savoir les espaces de forme. Sur la base de ce formalisme, on
se propose d’effectuer une revue des différents modèles de régression géodésique pour
l’étude de jeux de données longitudinales à valeurs sur des variétés. Ce type de modèle
ne permet cependant pas d’expliquer la variabilité inter-individuelle.
Dans ce but et en se basant sur une notion de reparamétrage temporel, Schiratti et al.
(2015, 2017) ont proposé un modèle générique pour l’étude de données longitudinales
sur des variétés. Ce modèle fait l’objet du dernier paragraphe du présent chapitre.
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I. Modèles à effets mixtes pour l’étude de données longitudinales
Par delà les études transversales, étudier l’évolution temporelle de phénomènes connaitun intérêt croissant. En effet, pour comprendre un phénomène, il semble plus adapté
de comparer l’évolution des marqueurs de celui-ci au cours du temps plutôt que ceux-
ci à un stade donné. Le suivi de maladies neuro-dégénératives, telles que les maladies
d’Alzheimer, d’Huntington ou de Parkinson, s’effectue par exemple par le suivi de scores
cognitifs au cours du temps. De fait, plus que la dégénérescence neuronale qui est une
conséquence normale du vieillissement cérébral, le caractère pathologique des maladies
dites neuro-génératives réside dans la rapidité de progression de cette dégénérescence.
C’est également le cas pour le suivis de chimiothérapie : plus que par l’aspect ou le
volume des tumeurs, les oncologues jugent que le traitement engagé est efficace dès lors
qu’il induit une diminution du volume tumoral. L’étude de données longitudinales n’est
pas cantonnée aux applications médicales et s’avère fructueuse dans des cadres d’appli-
cations variés tels que la vision par ordinateur, la détection automatique d’émotions sur
un visage, les sciences sociales, etc.
L’étude de données longitudinales est généralement conduite par l’intermédiaire de
modèles statistiques à effets mixtes. Des travaux récents ont notamment permis l’étude
de données complexes, telles que des données anatomiques. Cependant, ces travaux sup-
posent une progression unidirectionnelle et échouent à décrire des situations telles que
la sclérose en plaques ou le suivi de chimiothérapie. En effet, pour ces pathologies, vont
se succéder des phases de progression, de stabilisation et de remision de la maladie,
induisant un changement de la dynamique d’évolution globale.
Le but de cette thèse est de développer des outils méthodologiques et algorithmiques
pour l’analyse de données longitudinales, dans le cas de phénomènes dont la dynamique
d’évolution est multiple et d’appliquer ces nouveaux outils pour le suivi du cancer du
rein métastatique.
I. Modèles à effets mixtes pour l’étude de don-
nées longitudinales
Nous nous intéressons à l’analyse statistiques de mesures provenant de l’observation d’un
phénomène de manière répétée dans le temps.
Les modèles à effets mixtes (Eisenhart, 1947; Fisher, 1919) permettent d’expliquer la
variabilité d’une série d’observations par deux types d’effets : des effets fixes communs
à l’ensemble des individus de la population, et des effets aléatoires propre à chacun des
individus et traduisant la variabilité liée à chaque sujet. Ce type de modèles, de par
leur nature mutli-échelle, est donc tout particulièrement adapté à l’étude de données
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provenant d’une structure hiérarchique, dont l’analyse de données longitudinales est un
cas particulier.
On distingue deux types de modèles à effets mixtes : les modèles linéaires, et les
modèles non-linéaires. Les modèles à effets mixtes ont été considérablement étudiés,
notamment du fait de leur grande applicabilité. Pour ne donner que deux exemples,
dans le domaine médical, il se sont imposés comme outils de référence aussi bien dans
le suivi de maladies neuro-dégénératives (Milliken et Edland, 2000; Ospina et al., 2012)
que dans le suivi de chimio et radiothérapies (Ribba et al., 2014; Rios et al., 2017).
Dans Verbeke et al. (2014), on trouvera une revue claire de ce type de modèles et
pour un aperçu plus complet, on peut par exemple se référer à Diggle et al. (2002) ou à
Fitzmaurice et al. (2012).
I – 1. Modèles linéaires à effets mixtes
Les modèles linéaires à effets mixtes sont les modèles à effets mixtes les plus simples qui
soient. Ils sont donc fréquemment utilisés pour l’analyse de données longitudinales. Un
premier exemple historique et toujours très utilisé est l’analyse de variance ou ANOVA
pour analysis of variance en anglais (Fisher, 2006; Scheffe, 1956). Cependant, l’analyse de
variance suppose un jeu de données équilibré, i.e. un jeu de données dans lequel chaque
individu est observé le même nombre de fois, ce qui est rarement le cas en pratique, en
particulier dans le cas d’applications au domaine du médical.
En se basant sur les travaux d’Harville (1977), Laird et Ware (1982) proposent un
modèle hiérarchique permettant de s’affranchir de cette contrainte. Étant données des
observations multivariées yi ∈ Rki , Laird et Ware (1982) supposent qu’il existe, pour
chacun des individus, deux matrices de design Hαi ∈ Mki,pα(R) et Hβi ∈ Mki,pβ (R)
relatives respectivement aux paramètres de population ou effets fixes α ∈ Rp et aux
paramètres individuels ou effets aléatoires βi ∈ Rk, telles que les observations soient une
combinaison linéaire bruitée des effets fixes et aléatoires. Autrement dit, pour chaque
sujet i, ils supposent que
yi = Hαi α+H
β
i βi + εi
où εi est la réalisation d’une loi gaussienne multivariée, de dimension ki, de moyenne
nulle. De plus les effets aléatoires βi sont supposés indépendants et identiquement dis-
tribués de loi normale. Ce modèle fournit donc un cadre d’étude très flexible et particu-
lièrement adapté aux observations à données manquantes, comme cela est généralement
le cas dans les sciences du vivant.
Un exemple de modèle-linéaire très utilisé pour l’analyse de données longitudinales
scalaires est le modèle avec pente et ordonnée à l’origine aléatoires (Cohen et al., 1983).
Soit un jeu de données obtenu par l’observation, pour chaque individu i, de ki mesures
yi = (yi,j)j∈J1,kiK aux temps ti = (ti,j)j∈J1,kiK. Étant donné un temps de référence t0,
ce modèle permet d’estimer une droite traduisant la dynamique d’évolution de la po-
pulation à l’échelle macroscopique ainsi que des droites d’évolutions individuelles. Plus
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précisément, étant donnée la droite d’évolution moyenne d : t 7→ a(t− t0) + b, où a et b
désignent respectivement la pente et l’ordonnée moyennes, on suppose que l’on observe
des échantillons bruités des déformations affines de d, que sont, pour tout sujet i, les
droites définies par di : t 7→ (a+ ai)(t− t0) + (b+ bi) :
∀j ∈ J1, kiK, yi,j = (a+ ai)(ti,j − t0) + (b+ bi) + εi,j
où εi,j ∼ N (0, σ) est un bruit blanc gaussien et où ai et bi sont les paramètres aléatoires
du modèle et correspondent aux paramètres d’ajustements individuels de la pente et
de l’ordonnée à l’origine. Ce modèle permet donc une certaine indépendance entre les
différents individus, ce qui explique son succès dans les applications, par exemple en
médecine personnalisée (Diaz et al., 2012) ou en écologie (Harrison et al., 2018).
Cependant, comme soulevé par Schiratti (2016) dans ses travaux de thèse, la néces-
sité d’un temps de référence t0 en réduit considérablement le cadre d’application. En
effet, dès lors qu’il n’existe pas de manière simple et sensée du point de vu de la modé-
lisation d’imposer ce temps, celui-ci devra être estimé comme effet fixe du modèle, au
même titre que les paramètres a et b. Problème : le modèle avec pente et ordonnée à
l’origine devient alors non-identifiable. Il existe en effet une infinité de triplets (t0, a, b)
maximisant la vraisemblance du modèle, ce qui le rend inutilisable dans ce cas. Dans le
cadre d’applications médicales, cette situation est en fait la plus courante : il n’existe en
général pas de corrélation entre l’âge du patient et le stade de progression de la maladie
étudiée. Pire, estimer ce temps se révèle être au cœur de la prise en charge médicale, ce
dernier correspondant à un changement de l’état de santé du patient : échappement à
un traitement en cas de chimiothérapie, entrée dans une nouvelle phase de progression
d’une maladie, etc. Schiratti et al. (2015, 2017) ont proposé un modèle non-linéaire, dit
modèle générique spatio-temporel pour pallier ce problème. Ce modèle est détaillé à la
section III.2 du présent chapitre.
I – 2. Modèles non-linéaires à effets mixtes
La dépendance linéaire entre les effets et les observations peut bien évidement être
levée, conduisant à l’ensemble des modèles non-linéaires à effets mixtes. Ces modèles
ont historiquement été introduis par Sheiner et Beal (1980) et Bates et Watts (1988)
dans le cadre de la modélisation pharmaco-cinétique. Toujours très utilisés dans ce cadre
(Comets et al., 2010; Lavielle, 2014), ces modèles ont également prouvé leur applicabilité
dans d’autres domaines tels que le suivi médical, comme expliqué en préambule. Ils
font l’objet de recherches actives depuis les années 90 ; par soucis de concision, nous ne
présentons ici que la version proposée par Lindstrom et Bates (1988).
De même que pour le cas linéaire, on suppose que l’on observe, pour chacun indi-
vidu i, un couple (ti, yi) correspondant aux temps d’acquisition ti = (ti,j)j∈J1,kiK et aux
mesures yi = (yi,j)j∈J1,kiK effectuées en ces temps. Soit f une fonction non-linéaire, et
pour tout sujet i, Hαi ∈Mpz ,pα(R) et Hβi ∈Mpz ,pβ (R) deux matrices de design relatives
respectivement aux effets fixes α ∈ Rpα et aléatoires βi ∈ Rpβ . On écrit alors, pour tout
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individu i :
∀j ∈ J1, kiK, yi,j = f(zi; ti,j)+ εi,j où zi = Hαi α+Hβi βi ∈ Rpz ,
où εi,j est un bruit blanc gaussien et où les variables aléatoires βi sont supposées indépen-
dantes et identiquement distribuées selon une loi normale centrée. De manière évidente,
les modèles linéaires décris ci-dessus sont des cas particuliers de modèles non-linéaires.
I – 3. Inférence statistique dans les modèles à effets mixtes
Outre la flexibilité du modèle introduit par Laird et Ware (1982), le succès des mo-
dèles à effets mixtes provient de leur grande faisabilité numérique due notamment au
développement simultané des ordinateurs et d’algorithmes performants. En particulier,
l’algorithme d’espérance-maximisation ou algorithme EM (Dempster et al., 1977) per-
met de maximiser la vraisemblance de modèles à données manquantes dans des cadres
très généraux.
L’algorithme EM et ses variantes. Les modèles linéaires à effets mixtes sont un cadre
d’application privilégié pour l’algorithme EM. Déjà, dans le papier séminal de Dempster
et al. (1977) une attention particulière lui était consacrée et la tendance s’est poursuivie
par la suite (Foulley, 2002; Laird et al., 1987; Laird et Ware, 1982; Meng et Van Dyk,
1997).
La convergence de l’algorithme EM vers un minimum local de la vraisemblance obser-
vée a été démontrée par Dempster et al. (1977) puis corrigée par Wu (1983). Cependant
les hypothèses requises en première instance étaient difficiles à vérifier et le cadre in-
troduit par Delyon et al. (1999) fournit des hypothèses plus raisonnables. L’algorithme
itère deux étapes jusqu’à convergence : une étape d’espérance, l’étape E, dans laquelle
on calcule l’espérance de la vraisemblance en tenant compte des dernières variables ob-
servées et une étape de maximisation, l’étape M, dans laquelle on estime le maximum
de vraisemblance des paramètres en maximisant la vraisemblance trouvée à l’étape E.
Outre des techniques pour accélérer sa convergence (McLachlan et Krishnan, 2007),
plusieurs améliorations de l’algorithme EM ont été proposées. Globalement, on peut
distinguer deux types d’améliorations : celles concernant l’étape d’espérance et celles
concernant l’étape de maximisation. En ce qui concerne cette dernière étape, l’EM gé-
néralisé (Delyon et al., 1999) ne suppose plus une maximisation de l’espérance à chaque
étape mais seulement un accroissement de celle-ci. Ainsi, on peut appliquer l’algorithme
EM y compris en l’absence de solution analytique. Dans la version décrite par Lange
(1995), l’étape de maximisation est réalisée par une méthode de Newton-Raphson.
Les solutions alternatives au calcul de l’espérance consistent en l’introduction d’une
part de stochasticité au sein de la procédure d’estimation. Dans l’EM stochastique
(SEM), Celeux et Diebolt (1985) proposent de remplacer le calcul de l’espérance par
une évaluation numérique de celle-ci via une simulation des données manquantes. Wei et
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Tanner (1990) généralisent cette idée et remplacent le calcul de l’espérance par une ap-
proximation de cette dernière par une méthode de Monte-Carlo, donnant lieu au Monte-
Carlo EM ou MCEM. En modulant le nombre de tirages aléatoires dans la somme de
Monte-Carlo (Celeux et al., 1995), on est en particulier à même de mimer un algo-
rithme de type recuit simulé. Une approche alternative, développée par Delyon et al.
(1999), consiste à remplacer le calcul de l’espérance par une approximation de type
Robins-Monro (Robbins et Monro, 1951), que l’on sait converger vers l’espérance sous
des hypothèses ad hoc. On parle alors d’approximation stochastique de l’algorithme EM
ou d’algorithme SAEM. Enfin, contrairement à leurs homologues déterministes, ces va-
riantes stochastiques de l’algorithme EM vont pouvoir s’extraire demaxima locaux. Ainsi
la convergence vers des maxima globaux s’en trouve-t-elle favorisée.
Méthodes de Monte-Carlo par chaînes de Markov. Lorsque la simulation exacte
des variables latentes n’est pas possible, recourir à une simulation approchée par une
méthode de Monte-Carlo par chaînes de Markov, ou méthode MCMC pour Markov
chain Monte Carlo en anglais, (Andrieu et al., 2003; Brooks et al., 2011; Robert et Ca-
sella, 1999) s’avère fructueux. L’idée des méthodes MCMC est de générer une chaîne
de Markov convergeant vers la loi cible contre laquelle on veut réaliser la simulation.
En particulier, on remplace la génération d’un échantillon selon cette loi compliquée par
un nombre, potentiellement élevé, de simulations contre des distributions que l’on es-
père plus simples. Parmi ces échantillonneurs, le plus usité est sûrement l’algorithme de
Métropolis-Hastings. D’abord introduit dans le cas particulier de la distribution de Boltz-
mann (Metropolis et Ulam, 1949; Metropolis et al., 1953), l’algorithme de Metropolis-
Hastings est étendu au cas de n’importe quelle distribution par Hastings (1970). Une
des forces de cet algorithme est qu’il ne nécessite la connaissance de la loi cible qu’à une
constante multiplicative près uniquement. Ainsi, on s’évite le calcul de la constante de
normalisation, calcul la plupart du temps impraticable dans les faits. L’algorithme de
Metropolis-Hastings peut être vu comme une généralisation de la méthode de rejet : à
chaque itération, et étant donné l’état de la chaîne à cette instant, on fait une proposition
d’incrément et on accepte celui-ci s’il améliore la « vraisemblance ». Plus précisément,
étant donné une loi cible pi, un générateur (pseudo) aléatoire q(·;xk) et xk l’état de la
chaine à l’itération k, on accepte la proposition x∗ ∼ q(·;xk) avec probabilité
α(xk, x∗) =
pi(x∗) q(xk, x∗)
pi(xk) q(x∗, xk)
.
De plus, cet échantillonneur peut-être incorporé dans un échantillonneur de Gibbs et est
donc en particulier utilisable pour des données de grande dimension.
En se basant sur les travaux de Kuhn et Lavielle (2004) qui établissent la convergence
du MCMC-SAEM dans le cas où les variables générées durant la procédure d’estimation
restent bornées, Allassonnière et al. (2010) démontrent la convergence du MCMC-SAEM
en toute généralité. Signalons également que la convergence de cet algorithme ne nécessite
qu’une seule étape de MCMC, ce qui le rend très compétitif sur le plan numérique.
Cet algorithme fait l’objet du logiciel Monolix et a démontré sa grande applicabilité,
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notamment pour des modèles de pharmaco-cinétiques (Chan et al., 2011; Lavielle et
Mentré, 2007).
Malgré la flexibilité des modèles décris ici (linéaires en I.1 et non-linéaires en I.2),
de par leur écriture, ceux-ci ne s’appliquent qu’à des données scalaires. Or, les applica-
tions, et particulièrement les applications aux sciences médicales que nous avons à cœur,
suggèrent l’usage de données hautement structurées telles que des scanners, images, ten-
seurs ou formes anatomiques 3D. Il apparait donc comme nécessaire de proposer un
cadre d’étude statistique compatible avec ces données à la fois massives et hétérogènes.
II. De l’usage de la géométrie riemannienne
pour l’étude de données longitudinales
Dans cette section, et sauf mention contraire, nous appellerons de manière générique
forme toute donnée structurée. Ainsi une forme peut désigner aussi bien une image,
qu’un maillage, un tenseur, une sous-variété, etc.
La géométrie riemannienne se révèle un outil particulièrement adapté à la modélisa-
tion mathématique des formes. En effet, plutôt que d’analyser les formes en elle-mêmes
de manière individuelle, il semble plus efficient de considérer des ensembles ou popula-
tions de formes et d’essayer de les appréhender comme des espaces au sens mathématique
du terme (Trouvé et Younes, 2015). De par leur construction, ces espaces vont hériter
naturellement d’une structure de variété riemannienne.
II – 1. Espaces de forme
Le premier exemple d’espace de forme (bien que non-conceptualisé comme tel à l’époque)
remonte aux travaux de D’Arcy Thompson (1942). Son idée est alors de comparer non pas
les formes anatomiques de manière intrinsèque mais plutôt de quantifier les déformations
nécessaires pour passer d’une forme anatomique à une autre comme illustré à la figure
1.1. Cette idée va être reprise et formalisée par Grenander (1993), donnant ainsi naissance
à l’anatomie computationelle.
L’idée est la suivante : étant donné un ensemble M de formes vivant dans Rn, on
va construire son espace de forme correspondant en faisant agir (de manière transitive)
un groupe de déformations G sur l’ensemble M et en considérant l’unique1 orbite de
cette action G · x0 où x0 ∈ M . Ainsi toutes les formes d’un espace de forme peuvent
être obtenues en déformant x0 via un élément de G. On appelle x0 forme modèle ou
1L’unicité de l’orbite provenant de la transitivité de l’action. Sinon, on peut se restreindre à une orbite
particulière.
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Figure 1.1 – Espace de forme de D’Arcy Thompson.
Déformation géométrique de deux poissons. Illustration tirée du livre On Growth
and Form de D’Arcy Thompson (1942).
template. En fait de groupe de déformations G, on choisira le plus souvent le groupe
C 1(Rn) des C 1-difféomorphismes de Rn, mais on pourrait se restreindre à n’importe
quel sous-groupe des bijections de Rn dans lui-même. L’exemple le plus simple d’espaces
de forme est celui des points de repères ou landmarks
M = {x = (x1, . . . , xp) ∈ (Rn)p | ∀i, j ∈ J1, pK, i 6= j, xi 6= xj}
équipé du groupe G = C 1(Rn) et où l’action de G sur M est donnée par
∀ g ∈ G, ∀x ∈M, g · x = (g(x1), . . . , g(xp)) .
Cet espace a été introduit et étudié par Kendall (1984) principalement. Un autre exemple
classique d’espaces de forme est celui des images, à savoir M = L2(Ω,R) où Ω ⊂ Rn.
Modèles de déformations. En faisant agir un tel groupe sur la variété riemannienne des
formes, on peut munir cette dernière d’une distance permettant de quantifier le coût de
déformation d’une forme à une autre (Younes, 2010). Plus précisément, si on suppose G
muni d’une distance invariante à droite dG , alors on peut munirM de la pseudo-distance
définie par
∀x, y ∈M, dM (x, y) = inf
g∈G
{dG(Id, g) | g · x = y} .
Ainsi, pour munir M d’une distance à même de quantifier le coût de déformation, il
« suffit » de munir G d’une distance invariante à droite. Dans ce but, Dupuis et al.
(1998) et Beg et al. (2005) ont introduit le concept de grandes déformations ou LDDMM
pour large deformation diffeomorphic metric mapping en anglais. L’idée des grandes
déformations est de permettre, comme leur nom l’indique, des déformations de l’espace
grandes mais en gardant un contrôle, notamment en terme de régularité, sur celles-ci.
Pour cela, on va restreindre le groupe des déformations G à un sous groupe GV ⊂ G
de déformations qui se comportent bien, en un sens à préciser. On rappelle ici très
brièvement et sans démonstration les prémices du cadre des grandes déformations. On
en trouvera une construction claire et détaillée dans Younes (2010) et Glaunès (2005)
par exemple.
– 11 –
Chapitre 1 : Introduction en français
Soit V un ensemble de champs de vecteurs sur Rn, dont la norme définit le coût de
déformation. On suppose d’une part que V peut être muni d’une structure hilbertienne
et qu’il s’injecte continûment dans l’espace C 10 (Rn) des difféomorphismes v nuls et de
différentielle dv nulle à l’infini. Intuitivement, on voudrait quantifier le coût d’apparie-
ment entre deux formes x et y via le champ de déplacement v− Id tel que v(x) = y avec
l’idée que le morphisme Id correspond à la situation idéale où aucune déformation n’est
nécessaire. Cependant, dès lors que la déformation devient trop importante, i.e. dès lors
que φ devient grand en norme devant Id, un tel morphisme n’est plus inversible. Or,
pour des questions de symétries évidentes, on souhaite que ces transformations soient
inversibles. Afin de contrôler l’amplitude des déformations, l’idée de Beg et al. (2005)
est de procéder infinitésimalement. Soit L2V = L2 ([0, 1], V ) l’ensemble des champs de
vecteurs v = (vt)t∈[0,1] paramétrés par le temps t et L2-intégrables par rapport à t, i.e.
tels que ∫ 1
0
‖vt‖21,∞ dt =
∫ 1
0
(‖vt‖∞ + ‖dvt‖∞)2 dt < +∞ .
On pose alors (et on vérifie que l’on définit bien un groupe (Younes, 2010))
GV = {φv1 | v ∈ L2V }
où φv1 est le flot au temps t = 1 associé à l’équation différentielle
∂tφ
v
t = vt ◦ φvt ; φv0 = Id . (1.1)
Cette équation est le pendant infinitésimal du champ de déplacement v − Id. Ainsi, en
minimisant la norme des différents champs de vecteurs vt, on minimise à chaque instant la
déformation et donc la déformation globale, qui est donnée par φ1v. On attire l’attention
du lecteur sur le fait que l’application t 7→ φvt n’est a priori pas à valeurs dans Rd mais
dans la variété riemannienne des formes M . Aussi lui préférera-t-on le plus souvent son
écriture intégrale où
∫
désigne l’intégrale de Bochner (Bochner, 1933) qui généralise aux
espaces de Banach la notion d’intégrale de Lebesgue :
∀t ∈ R, ∀x ∈M, φvt (x) = x+
∫ t
0
vt ◦ φvs(x)) ds .
À noter que φv1 ∈ C 1(Rn) et que l’équation différentielle ci-dessus admet une unique
solution pour toute condition initiale (Younes, 2010). Enfin, on pose pour tout φ, φ′ ∈ GV
d(Id, φ) = inf
v∈L2V
{ (∫ 1
0
‖vt‖2V dt
)1/2 ∣∣∣∣∣ φv1 = φ
}
et dG(φ, φ′) = d(Id, φ′ ◦ φ−1) .
On peut montrer que ce minimum est atteint pour un certain v de L2V , i.e. qu’il existe un
champ de vecteurs v permettant de transporter une configuration de l’espace de forme
sur une autre et pour lequel le coup de déformation est minimal (Younes, 2010). De plus,
la distance dG est invariante à droite et, finalement, le coût de déformation pour passer
d’une forme x à une forme y est donné par
∀x, y ∈M, dM (x, y) = inf
v∈L2V
{(∫ 1
0
‖vt‖2V dt
)1/2 ∣∣∣∣∣ φv1 · x = y
}
.
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Appariement de formes. Ainsi, du fait de la discussion précédente, dès lors que l’on sait
recaler deux formes l’une sur l’autre, on est à même de quantifier la différence entre elles.
En fait de recalage exact, on lui préfère un recalage inexact car plus réaliste dans le cadre
de l’application à l’anatomie computationnelle. Autrement dit l’appariement de deux
formes est réalisé via la minimisation du coût de déformation explicité ci-dessus, pénalisé
par un terme d’attache aux données A. Formellement, le problème d’appariement pour
A consiste à minimiser sur L2V la fonctionnelle définie par
J : v 7→ 12
∫ 1
0
‖vt‖2V dt + λA(φv1) (1.2)
où λ > 0. L’existence d’un tel minimiseur a été démontré par Glaunès (2005) dans ses
travaux de thèse.
Par suite, étant donné le formalisme des grandes déformations, dès lors que l’on est à
même de définir une représentation adaptée pour les-dites formes et un terme d’attache
aux données, on va pouvoir quantifier la différence entre deux formes. Dans le cas des
landmarks où les points sont labellisés, le terme d’attache aux données consiste en une
simple distance L2 :
∀x = (x1, . . . , xp), y = (y1, . . . , yp) ∈M , A (x, y) =
p∑
i=1
‖xi − yi‖22
où ‖·‖2 désigne la norme 2 de Rn. De nombreux travaux, que l’on ne détaille pas ici
mais sur lesquels on revient partiellement au chapitre 5, ont été réalisés dans ce sens. De
manière non-exhaustive, on peut par exemple citer les travaux de Glaunès et al. (2004)
pour l’appariement de points non-labellisés via l’appariement de mesures discrètes, de
Glaunès et al. (2008) pour l’appariement de courbes, de Vaillant et Glaunès (2005) et
Durrleman (2010) pour l’appariement de surfaces orientées via l’appariement de cou-
rants, de Charon et Trouvé (2013) pour l’appariement de formes non-orientées via les
varifolds, de Roussillon et Glaunès (2016) pour l’appariement de formes non-orientées
également mais via les cycles normaux ou, enfin, de Charlier et al. (2017) pour l’ana-
lyse de formes fonctionelles, i.e. de fonctions ou de signaux définis sur des supports
géométriques variables.
Principe de réduction de dimension pour les problèmes d’appariement. Fina-
lement, le dernier point qu’il nous reste à expliciter concerne le choix d’une norme ap-
propriée pour l’espace de Hilbert V . Pour ce faire, nous allons munir V d’une structure
d’espace de Hilbert à noyau reproduisant ou RKHS pour reproducing kernel Hilbert
space en anglais. Les RKHS, introduits par (Aronszajn, 1950), ont en effet su prou-
ver leur utilité pratique ces dernières années, notamment en apprentissage automatique
(Friedman et al., 2001).
Soit kV un noyau reproduisant sur V . Alors, on munit V d’une norme en posant
∀v ∈ V, ‖v‖2V =
∫
Rn
〈
Lv(x)
∣∣∣ v(x)〉dx
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où L : V → V ∗ est un opérateur différentiel tel que K = L−1 avec
∀v ∈ V, ∀x ∈M, (Kv)(x) =
∫
Rn
kV (x, y) v(y) dy .
On cherche à apparier deux formes x et y. En se basant sur les travaux de Joshi et Mil-
ler (2000) pour l’appariement de landmarks, Durrleman et al. (2011) ont proposé une
représentation parcimonieuse du groupe des déformations via l’introduction de points
de contrôle. Supposons que l’on peut associer à chacune des deux formes une confi-
guration de Nc points distincts, que l’on note abusivement x et y. Soit un ensemble
c(t) = {c1(t), . . . , cNc(t)} composé de Nc points distincts surM , dit points de contrôle et
variant au cours du temps. Soit un terme d’attache aux données A qui mesure l’attache
à la forme y et soit la famille de champs de vecteurs (vt)t régissant la dynamique de
t 7→ c(t), i.e. telle que
∀i ∈ J1, NcK, dcidt = vt(ci) et ci(0) = xi . (1.3)
Alors (Joshi et Miller, 2000), il existe une famille de Nc vecteurs α(t) dépendant du
temps telle que la famille de champs de vecteurs réalisant l’appariement entre x et y, à
savoir minimisant la fonctionnelle J définie en (1.2), est donnée par
∀t ∈ R, ∀x ∈M, vt(x) =
Nc∑
j=1
kV
(
x, cj(t)
)
αj(t) .
Les vecteurs α(t) sont appelés moments associés aux points de contrôle c(t). En particu-
lier, en se basant sur des résultats de mécanique hamiltonienne et en utilisant que pour
tout i on a ci(0) = xi, J se ré-écrit (Allassonnière et al., 2005; Miller et al., 2006)
J
(
α(0)
)
=
Nc∑
i=1
Nc∑
j=1
〈
kV
(
xi, xj
)
αj(0)
∣∣∣αi(0)〉+ λA(c(1))) (1.4)
et on a remplacé l’estimation d’une famille de champs de vecteurs par l’estimation d’un
nombre fini de moments initiaux. En particulier, c(0) étant fixé, on interprète c(1) comme
une fonction du moment initial α(0).
Finalement, la minimisation de la fonctionnelle d’énergie J est réalisée par tirs géo-
désiques (Allassonnière et al., 2005; Miller et al., 2006) : jusqu’à convergence de l’algo-
rithme, se succèdent une étape d’intégration de l’équation (1.3) à moments initiaux α(0)
fixés et une étape de minimisation par descente de gradient des moments initiaux α(0)
à points de contrôle finaux c(1) fixés. Une interprétation schématique de cet algorithme
est présenté à la figure 1.2.
On dispose ainsi d’un cadre mathématique flexible et rigoureux pour l’étude des
formes : la géométrie riemannienne. Comme expliqué précédemment, les modèles à ef-
fets mixtes tels que décrits à la section I ne s’appliquent pas en l’état sur des variétés
riemanniennes (non euclidiennes). Des généralisations de ces modèles ont toutefois été
proposées dans la littérature et font l’objet du paragraphe suivant.
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∗x
αk0
∗ck1
∗y
A(ck1 )
α
k+1
0 = GD(α
k
0 , c
k
1 )
Figure 1.2 – Algorithme de tirs géodésiques.
Dans cette figure, on note αk0 les moments initiaux α(0) à l’itération k, et ck1 la
configuration de points de contrôle finale. L’algorithme de tirs géodésiques alterne
une étape de descente de gradient et une étape d’intégration jusqu’à convergence.
II – 2. Modèles de régression géodésique
On a vu précédemment, au paragraphe I.1, que le modèle de pente et ordonnée à l’ori-
gine aléatoires était très utilisé dans le cadre euclidien. Dans ce modèle, on suppose que
l’évolution de la population à l’échelle macroscopique peut s’expliquer par une droite et
que les évolutions individuelles sont des déformations (linéaires) de cette droite représen-
tative. Si on munit Rn de son produit scalaire usuel, on suppose en fait que l’évolution
moyenne de la population suit une trajectoire géodésique.
Approche par les formes. Dans sa forme la plus simple, i.e. si on annule tous les effets
aléatoires, on retrouve le classique modèle de régression linéaire, également très usité.
Fletcher (2011) propose de généraliser in extenso ce modèle en supposant une trajectoire
moyenne géodésique, conduisant à un modèle de régression géodésique. Plus précisément,
étant donné un point p ∈ M de la variété riemannienne et un vecteur v ∈ TM du fibré
tangent de M , on écrit pour toute observation yi ∈M associée au scalaire xi ∈ R :
yi = Exp
( Exp (p ;xiv) ; ε )
où ε est une variable aléatoire à valeurs dans l’espace tangent àM en le point Exp (p, xiv)
et où Exp (p, v) = Expp(v) désigne l’exponentielle riemannienne au point p, de vecteur
tangent v, i.e. la valeur au temps 1 de l’unique géodésique passant par p au temps 0 avec
pour vitesse initiale v (Gallot et al., 2004; Jost, 2002). Ce modèle ne possède cependant
pas d’expression explicite de la vraisemblance. L’estimation des paramètres est donc
réalisée via la minimisation d’un critère de moindres carrés. Kim et al. (2014) proposent
une généralisation de ce modèle pour de la régression multivariée.
En se basant sur le modèle de régression géodésique et le modèle de Laird et Ware
(1982), Muralidharan et Fletcher (2012) introduisent un modèle génératif et hiérarchique
pour l’analyse de données longitudinales à valeurs sur des variétés riemanniennes. Comme
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illustré à la figure 1.3, chaque individu est supposé suivre une trajectoire géodésique, elle-
même considérée comme une perturbation aléatoire d’une trajectoire moyenne également
géodésique. Plus précisément, à supposer que l’on observe pour chaque individu le couple
(xi, yi) où xi = (xi,j)j∈J1,kiK ∈ Rki et yi = (yi,j)j∈J1,kiK ∈Mki ,
∀j ∈ J1, kiK, yi,j = Exp ( Exp (pi ;xi,jvi) ; εi,j )
où on a gardé les mêmes notations que précédemment. Les effets aléatoires (pi, vi) sont
alors vus comme une perturbation aléatoire d’une courbe géodésique sur le fibré tangent
deM . Pour ce faire, Muralidharan et Fletcher (2012) proposent de munir le fibré tangent
de M d’une métrique riemannienne : la métrique de Sasaki. Soit les effets fixes (α, β) ∈
TM et une famille de vecteurs tangents à TM en ce point (qi, wi). Alors, le modèle
proposé s’écrit
(pi, vi) = ExpS
(
(α, β) ; (qi, wi)
)
où ExpS désigne l’exponentielle riemannienne associée à la métrique de Sasaki, sur le
fibré tangent TM de M . L’estimation des paramètres est, comme pour la régression
géodésique, réalisée par moindres carrés.
M
+×α
β
+×
+
+
+
+
+×
+
+
+ +
+
+×
+ + +
pi vi
+×
+
++ + +
Figure 1.3 – Modèle hiérarchique géodésique de Muralidharan et Fletcher (2012).
On observe des échantillons bruités le long de trajectoires géodésiques, construites
comme des perturbations aléatoires d’une trajectoire représentative géodésique.
Approche par les difféomorphismes. Au paragraphe II.1 nous avons expliqué le lien
étroit entre groupes de déformations et espaces de forme. En s’appuyant sur ce lien,
Singh et al. (2013, 2014) introduisent un modèle hiérarchique géodésique pour les dif-
féomorphismes. Ce modèle repose sur l’estimation d’une trajectoire géodésique de dif-
féomorphismes à l’échelle de la population. On peut en effet munir le groupe des C 1-
difféomorphismes de Rn d’une métrique adaptée, le rendant ainsi riemannien (Arnold,
1966; Miller et al., 2006). Au niveau individuel, les trajectoires consistent en des portions
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de géodésiques sur la variété des formes M . Ces courbes étant supposées géodésiques,
elles sont entièrement paramétrées par leur valeur pi(0) et vitesse vi(0) au premier temps
d’observation (Gallot et al., 2004). Ainsi, les effets aléatoires du modèle proposé résident
en le couple (pi(0), vi(0)) et on les estime par une méthode de moindres carrés en impo-
sant que pi(t) = φi(t) · pi(0) soit proche des observations correspondantes et où φi(t) est
un difféomorphisme émanant de la trajectoire moyenne. En particulier, les effets aléa-
toires pour ce modèle dépendent fortement du premier temps d’observation et modifier
ce temps modifie d’autant la valeur estimée pour ces effets. Pour autant, le premier
temps d’acquisition n’a généralement que peu de sens en terme de modélisation et un
modèle robuste aux changements d’origine temporelle semble plus adapté en pratique.
Ce modèle a montré son efficacité sur des données images (Singh et al., 2016). Plus
généralement, l’amélioration des techniques d’imagerie médicale a suscité un vif intérêt
ces dix dernières années et l’établissement de modèles permettant de traiter efficacement
ce type de données a été au cœur de nombreux travaux. On peut par exemple citer ceux
de Datar et al. (2009), Durrleman et al. (2013) ou Fitzmaurice et al. (2012).
Par delà les images, des modèles pour permettre l’étude de formes 2D et 3D enco-
dées par des landmarks (cf. paragraphe II.1) ont également été développés. Par exemple,
Trouvé et Vialard (2012) ont proposé un modèle de régression non-paramétrique par
spline, reposant sur l’introduction d’une perturbation aléatoire dans les équations ha-
miltoniennes régissant le flot géodésique. En se basant sur les travaux de Cates et al.
(2007), Datar et al. (2012) ont développé une nouvelle manière de dériver des modèles
pour l’étude de formes qui se repose sur l’alternance de deux étapes de minimisation : mi-
nimisation d’une fonctionnelle de coût quantifiant l’entropie du système afin de maximi-
ser la correspondance entre les formes et estimation des paramètres d’un modèle linéaire
à effets mixtes. Ces dernier travaux ont spécifiquement donné lieu au développement du
logiciel open source Seg3D, attestant de leur applicabilité.
Figure 1.4 – Un exemple de régression de formes.
Illustration tirée de Fishbaugh et al. (2017). Trajectoire (en transparent) obtenue
par régression des quatre formes (en traits pleins) observées.
Bien que performants, les modèles sus-cités sont peu versatiles : ils ne peuvent trai-
ter qu’un seul type de données ; en l’occurrence des images ou des landmarks. Afin de
pallier cette limitation, Fishbaugh et al. (2017) ont proposé un modèle de régression
géodésique de formes dans le cadre général des grandes déformations et en se basant sur
la représentation parcimonieuse du groupe des déformations, via les points de contrôle,
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introduite par Durrleman et al. (2011, 2013). Soit kV un noyau reproduisant sur V . On
reprend les notations du paragraphe traitant du principe de réduction, page 13.
Le but de ce modèle est d’estimer une trajectoire continue, et géodésique, de formes
à partir d’une séquence finie de formes (Oti)i observées en les temps ti ∈ [t0, T ]. On in-
terprète cette trajectoire comme la déformation d’une forme template X0 par un difféo-
morphisme φt suffisamment régulier et satisfaisant l’équation de flot géodésique (1.1) : à
chaque instant, Xt = φt(X0). Cette trajectoire étant supposée géodésique, le morphisme
φt minimise en particulier la fonctionnelle d’énergie J définie en (1.2). Le principe de
réduction vu précédemment nous assure que l’on peut paramétriser le flot φt par un
nombre fini de points de contrôle et de moments, à savoir les points de contrôle et mo-
ments initiaux (c(0), α(0)) associés à l’équation de tirs géodésiques (1.3). De plus, φt
satisfait l’équation de flot géodésique (1.1) où l’on peut exprimer vt en fonction de kV
(1.4). Ainsi, pour résumer, il existe deux fonctions F et G qui dépendent du noyau kV
et telles que(
c˙(t), α˙(t)
)
= F
(
c(t), α(t)
)
et X˙(t) = G
(
X(t), c(t), α(t)
)
.
De plus, en imposant une contrainte de régularité sur φt ne dépendant que de (c(0), α(0)),
on peut ré-écrire la fonctionnelle J comme une fonction dépendant de (X(0), c(0), α(0))
uniquement. On est alors ramené à la même situation que pour le tir géodésique, i.e. à
savoir celle de minimiser une fonctionnelle en alternant des étapes d’intégration (éven-
tuellement dans le passé) et de descente de gradient. L’algorithmique détaillée est pré-
sentée dans Fishbaugh et al. (2017) et appliquée à la régression de formes anatomiques
3D.
En particulier, dans la construction décrite ci-dessus, on ne fait aucune hypothèse
sur la nature de l’espace de forme et le modèle proposé par Fishbaugh et al. (2017)
permet de traiter des formes de nature variée (courants, varifolds, cycles normaux, etc.)
comme escompté. De plus, l’introduction des points de contrôle réduit le nombre de
paramètres à estimer, tout en continuant à autoriser des déformations importantes. D’un
point de vue statistique, l’intérêt est grand : en règle générale, on a accès à un nombre
réduit d’observations et il convient donc de réduire d’autant la dimension de l’espace
des paramètres que l’on souhaite estimer pour ne pas subir trop intensément les effets
du fléau de la dimension (Giraud, 2014).
Le modèle décrit ci-dessus fait parti du logiciel open-source Deformetrica, dont on
peut trouver une description unifiée dans Bône et al. (2018). De plus, nous présentons
à la figure 1.4, tirée de Fishbaugh et al. (2017), ce que l’on entend par régression de
formes, à savoir l’estimation d’une trajectoire continue de formes qui permet d’expliquer
au mieux les formes observées.
Ceux de Muralidharan et Fletcher (2012) et Singh et al. (2013, 2014) mis à part,
les modèles présentés ici ne permettent malheureusement pas d’expliquer la variabilité
entre les différents individus. Or, dans l’optique de faire de la prédiction à partir des
données collectées, cette variabilité se doit d’être expliquée. Autrement dit, on ne peut
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pas se contenter de modèle de régression géodésique pour expliquer complètement un
jeu de données longitudinales.
De plus, on souhaite donner un sens aux paramètres estimés. Notamment, et comme
expliqué au paragraphe I.1, le rythme de progression est informatif dans la pratique et
tout particulièrement en cas d’application médicale. Ainsi, on veut pouvoir permettre
à chacun des sujets d’emprunter sa courbe d’évolution à son propre rythme, i.e. à une
vitesse et avec temps de référence qui lui sont propres. Autrement dit, dans un but ap-
plicatif, chaque sujet devrait pouvoir emprunter sa trajectoire d’évolution avec sa propre
paramétrisation temporelle. Les modèles de Muralidharan et Fletcher (2012) et Singh
et al. (2013, 2014) en forçant une dépendance forte des trajectoires sujets-spécifiques en
le premier temps d’acquisition n’autorisent pas de telles reparamétrisations.
III. Modèles spatio-temporels pour l’étude de
données longitudinales
En pratique, les différents sujets ne sont presque jamais observés le même nombre de
fois et encore moins aux mêmes âges. Ainsi, on a besoin de modèles robustes à ce type
de limitations.
III – 1. Déformations spatio-temporelles
Pour palier ces limitations, Durrleman et al. (2009) décident de discriminer les déforma-
tions spatiales, liées à la géométrie intrinsèque des formes observées, des déformations
temporelles, liées aux contraintes d’acquisition. Pour ce faire, ils introduisent la notion
d’atlas spatio-temporel que l’on décrit ci-après.
Soit le jeu de données consistant en l’observation de N sujets (Si)i∈J1,NK aux temps
(tij)i∈J1,NK,j∈J1,kiK. L’idée de Durrleman et al. (2009) est d’estimer une trajectoire conti-
nue Mt = χt(M0) de formes telle que chacune des observations corresponde à l’évalua-
tion en un temps donné d’une déformation spatio-temporelle de ce scénario moyen. La
trajectoire moyenne est obtenue par régression à partir d’une forme template M0 sur
laquelle est imposée des conditions de régularité notées Reg(χ). De plus, pour chaque
individu, on se donne un couple de déformations (ψi, φi), l’une représentant une défor-
mation de type spatiale et l’autre de type temporelle, de sorte à mettre en correspon-
dance φi
(
M
(
ψi(tij)
))
et Si(tij), à savoir la déformation spatio-temporelle de la trajectoire
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moyenne M au temps tij et l’observation Si(tij). Par suite, on pose :
J(ψi, φi, χ,M0) =
N∑
i=1

∑
tij
d
(
φi
(
χψi(tij)
(M0)
)
, Si(tij)
)2
+ γφReg(φi) + γψReg(ψi) + γχReg(χ)
 (1.5)
où Reg(ψi) et Reg(φi) représentent des contraintes de régularité sur ψi et φi. Pour mi-
nimiser cette fonctionnelle, Durrleman et al. (2009) procèdent comme dans le modèle de
grandes déformations et interprètent les morphismes φi et ψi comme les flots d’équa-
tions différentielles ad hoc et dont les champs de vecteurs sous-jacents appartiennent
à un RKHS. Ainsi, ils remplacent l’estimation de morphismes par l’estimation d’une
famille de moments associés à des noyaux reproduisants.
Ce modèle est le premier à notre connaissance à découpler déformations spatiales
et temporelles. De plus, il permet d’expliquer fidèlement des données massives et hé-
térogènes telles que des formes anatomiques. Cependant, c’est un modèle uniquement
descriptif et non-explicatif : en effet, les déformations considérées ne dérivant pas d’un
modèle statistique, les connaissances apprises au cours de la procédure d’optimisation ne
nous permettent ni de prédire l’évolution d’un sujet donné dans le futur, ni de déduire les
trajectoires d’évolution des sujets les unes à partir des autres. Dans la même idée, Yang
et al. (2011) et Delor et al. (2013) introduisent la notion de décalages temporels. Ces
modèles étant tous deux non-génératifs, ils souffrent néanmoins des mêmes limitations
que le modèle de Durrleman et al. (2009).
Lorenzi et al. (2015) proposent une approche un peu différente dans le cadre de
l’étude du vieillissement du cerveau : leur idée est de proposer un modèle capable de
différencier un vieillissement normal dû à l’age « anatomique » du patient d’un vieillis-
sement anormal et donc pathologique. Cependant, comme pour les modèles sus-cités, les
paramètres encodant le décalage entre vieillissement naturel et vieillissement patholo-
gique ne dérivent pas d’un modèle statistique. Ce modèle est donc uniquement descriptif.
De plus, cette idée est très spécifique au contexte du vieillissement cérébral et ne s’ex-
porte pas facilement à d’autres cadres d’application.
Dans le but d’expliquer la dépendances des trajectoires individuelles les unes aux
autres, Durrleman et al. (2013) généralisent le modèle de Durrleman et al. (2009) pour
en faire un modèle génératif. Plus précisément et avec les mêmes notations que précé-
demment, ils supposent que la formulation du terme d’attache aux données de J peut
être comprise comme − log p(Si(tij)) où la loi p(Si(tij)) serait une loi normale centrée en
φi
(
χψi(tij)
(M0)
)
sur la variété, i.e. de la forme
1
2 exp
(
−12 d
(
φi
(
χψi(tij)
(M0)
)
, Si(tij)
))
.
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La fonctionnelle à estimer reste inchangée et les auteurs utilisent la même technique de
passage par les RKHS pour l’estimation des différents morphismes.
La difficulté d’estimation de la paramétrisation temporelle introduite par Durrleman
et al. (2013) provient notamment du caractère non-paramétrique de cette dernière. Afin
de lever cette limitation, Hong et al. (2014) introduisent des déformations temporelles
paramétriques, en l’occurrence logistiques, donnant lieu à un modèle de régression géodé-
sique avec recalage temporel paramétrique. L’algorithmique s’en trouve ainsi considéra-
blement simplifiée et consiste en l’alternance d’une étape de régression pour déterminer
la trajectoire d’évolution moyenne et d’une étape de descente de gradient pour estimer les
paramètres encodant la déformation temporelle. Malheureusement, ce modèle ne traite
que de la régression géodésique et se généralise mal à l’étude de données longitudinales.
Enfin, Su et al. (2014) introduisent également une notion de paramétrisation tempo-
relle mais dans un but tout autre : ici, la paramétrisation sert à aligner géométriquement
des trajectoires. Pour cela, les auteurs supposent que les différentes trajectoires obser-
vées disposent d’une paramétrisation intrinsèque et non-observée qu’ils vont chercher à
apprendre au cours de la procédure d’estimation. Ce modèle permet une comparaison
efficace des trajectoires en tant qu’objets géométriques. Su et al. (2014) en proposent une
application à la reconnaissance visuelle de la parole. Pour autant, cette paramétrisation
n’a pas de sens en terme de modélisation est n’est donc pas interprétable.
Finalement, si on résume la discussion précédente, un modèle performant tant sur
l’aspect modélisation que numérique doit être génératif et reposer sur une notion de dé-
formation temporelle paramétrique, faisant sens comme une paramétrisation temporelle
de la trajectoire, i.e. interprétable dans un cadre applicatif.
De plus, procéder comme Durrleman et al. (2009, 2013), à savoir estimer la trajec-
toire template par un algorithme « max-max » en minimisant la somme des carrées des
distances après recalage entre les données et le template candidat, i.e. en minimisant
une fonctionnelle d’appariement semblable à celle introduite à l’équation (1.5) n’est pas
satisfaisant. En effet, Devilliers et al. (2017,) ont démontré que cet algorithme était in-
consistant à cause du bruit. Plus précisément, ils ont obtenus un équivalent du biais de
consistance en fonction du niveau de bruit. Ainsi l’inconsistance est-elle inévitable quand
le niveau de bruit est suffisamment grand, ce qui est la situation usuelle en pratique.
III – 2. Modèles spatio-temporels à effets mixtes
Schiratti et al. (2015, 2017) ont proposé un modèle hiérarchique pour l’étude de données
longitudinales, dit modèle générique spatio-temporel. Ce modèle repose sur la notion de
variations parallèles d’une courbe sur une variété riemannienne. Aussi commence-t-on
par rappeler brièvement cette notion. En effet, ce modèle ne suppose plus que les indivi-
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dus suivent une trajectoire d’évolution géodésique mais plutôt une trajectoire parallèle
à la courbe représentative, elle supposée géodésique.
Formellement, on souhaite généraliser au cadre riemannien la notion de droites pa-
rallèles. SoitM une variété riemannienne géodésiquement complète. Soit γ : I ⊂ R→M
une courbe différentiable sur M , t0 ∈ I et w0 ∈ Tγ(t0)M un vecteur tangent. Alors, on
appelle variation parallèle de γ dans la direction de w la courbe ηw(γ; ·) : I →M définie
par
ηw(γ; ·) : t 7→ Expγ(t)
(
Pγ,t0,t(w)
)
où Pγ,t0,t(w) désigne le transport parallèle du vecteur w, le long de la courbe γ entre les
points γ(t0) et γ(t). Si dans le cas euclidien les courbes sont formellement identiques,
dans le cas riemannien, cela peut ne pas être le cas : autrement dit, du fait de la courbure
de la variété, la variation parallèle d’une géodésique n’a a priori aucune raison de rester
géodésique. Pour s’en convaincre, on peut par exemple visualiser la terre, son équateur
et ses différents parallèles dont les deux tropiques.
En particulier, pour calculer la variation parallèle d’une courbe donnée, on doit
d’abord transporter le vecteur de direction w parallèlement le long de la courbe γ, et ce
pour tout temps t. Numériquement, ce calcul peut être couteux ; des schéma numériques
ont récemment été proposés afin d’en réduire la complexité (Louis et al., 2017, 2018).
Le modèle proposé par Schiratti et al. (2015, 2017) est à mettre en parallèle avec le
modèle développé par Durrleman et al. (2009) dans sa construction. Soit le jeu de don-
nées longitudinales (yi, ti) où pour chaque sujet i, on observe yi = (yi,j)j∈∈Rki aux temps
ti = (ti,j)j∈J1,kiK. L’idée de Schiratti et al. (2015, 2017) est d’interpréter ces observations
comme des échantillons bruités le long de trajectoires sujet-spécifiques, elles-mêmes déri-
vant d’une trajectoire représentative de l’évolution globale de l’ensemble de la population
par des déformations spatio-temporelles. De plus, comme expliqué en préambule et pour
des raisons numériques, ils souhaitent construire un modèle paramétrique.
Pour ce faire, ils imposent une trajectoire représentative géodésique. De fait, la tra-
jectoire représentative est alors naturellement paramétrée par le triplet (t0, p0, v0) où
t0 ∈ R désigne un temps de référence, p0 ∈ M la valeur de la courbe en ce point et
v0 ∈ Tp0M la valeur de son vecteur vitesse (Gallot et al., 2004). Finalement, la courbe
représentative γ0 : R→M s’écrit
γ0 : t 7→ Expp0,t0(v0)(t)
où Expp0,t0(v0) désigne l’exponentielle riemannienne passant par p0, à vitesse v0, au
temps t0. À l’échelle individuelle, les trajectoires sont vues comme les variations paral-
lèles, reparamétrées en temps, de cette courbe γ0 ; à savoir, pour tout individu i, étant
donné un vecteur wi ∈ Tp0M et le couple (αi, τi) ∈ R2,
γi : t 7→ ηwi
(
γ0;ψi(t)
)
où ψi : t 7→ αi(t− t0 − τi) + t0
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et où les effets aléatoires (αi, τi) s’interprètent comme des facteurs d’accélération et des
décalages temporels individuels. Autrement dit, Schiratti et al. (2015, 2017) autorisent
chacun des sujets à emprunter sa trajectoire spatiale d’évolution avec sa propre vitesse αi
et sa propre avance (ou retard selon le signe) de τi par rapport à la trajectoire moyenne.
La figure 1.5 illustre cette construction. Finalement, le modèle statistique est donné par
yi,j = ηwi
(
Expp0,t0(v0) ; αi(ti,j − t0 − τi) + t0
)
+ εi,j
avec εi,j un bruit blanc gaussien i.i.d. Afin de rendre le modèle identifiable, les wi doivent
être choisis perpendiculaires à la trajectoire γ0. De plus, pour réduire la dimension de
l’espace des paramètres à estimer (Giraud, 2014), ils sont supposés dériver d’un modèle
d’analyse en composantes indépendantes (Hyvärinen et al., 2004). Autrement dit, Schi-
ratti et al. (2015, 2017) supposent que les wi sont chacun combinaison linéaire de sources
indépendantes et, en fait d’estimer wi, proposent d’estimer une matrice de design A et
des sources si telles que wi = Asi. L’estimation des paramètres est réalisée via un maxi-
mum a posteriori, dont Schiratti (2016) démontre l’existence dans ses travaux de thèse,
à l’aide de l’algorithme MCMC-SAEM introduit au paragraphe I.3.
Ce modèle a notamment été appliqué à la détection précoce de la maladie d’Alzheimer
où il a montré son efficacité. L’étude de Bilgel et al. (2016) sur le dépôt cortical de β-
amyloïde, une des caractéristiques pré-cliniques de la maladie d’Alzheimer, est une autre
illustration de l’applicabilité de ce modèle.
Mγ0
γi
+
+
++ +
++
+ +
+
+
+
+ +
+
ηwi , ψi
wi
Figure 1.5 – Modèle générique spatio-temporel de Schiratti et al. (2015, 2017).
On observe des échantillons bruités le long de trajectoires sujet-spécifiques,
construites comme des déformations spatio-temporelles d’une trajectoire représen-
tative géodésique. En particulier, chaque trajectoire γi évolue avec sa propre tem-
poralité, donnée par la reparamétrisation ψi et sa propre géométrie, donnée par le
vecteur de translation wi.
Au paragraphe I.1, nous avons argumenté la nécessité de pouvoir estimer le temps
t0. Vérifions que dans le cas univarié oùM = R le modèle de Schiratti et al. (2015, 2017)
diffère effectivement du modèle avec pente et ordonnée à l’origine aléatoires. Supposons
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R muni de sa métrique usuelle. Dans ce cas, le modèle générique s’écrit, pour tout sujet
i et toute observation j,
yi,j = p0 + v0 αi (ti,j − t0 − τi) + εi,j = v0 αi (ti,j − t0) + p0 − v0 αi τi + εi,j .
Ce modèle est donc non linéaire du fait de la présence d’une multiplication entre les effets
aléatoires αi et τi. À l’inverse, le modèle avec pente et ordonnée à l’origine aléatoires, en
prenant des notations consistantes avec celles de Schiratti et al. (2015, 2017) se ré-écrit
yi,j = (v0 + αi)(ti,j − t0) + (p0 + βi) + εi,j
et les deux modèles différent donc bien l’un de l’autre. Plus précisément, on peut inter-
préter ces deux modèles comme suit : si le modèle avec pente et ordonnée compare la
distribution des observations par rapport à un temps de référence t0, celui de Schiratti
et al. (2015, 2017) compare les temps d’observations par rapport à une valeur mesure de
référence p0 et permet donc l’estimation du temps t0.
Dans la même idée, Kim et al. (2017) ont également proposé un modèle à effets
mixtes pour l’étude de données longitudinales : lemodèle riemannien non-linéaire à effets
mixtes. Dans sa construction, il apparait comme une forme de généralisation du modèle
hiérarchique géodésique introduit par Muralidharan et Fletcher (2012) et décrit page 15.
Plus précisément, étant donné un jeu de données (yi, ti) provenant de l’observation des
yi = (yi,j)j∈J1,kiK aux temps ti = (ti,j)j∈J1,kiK, le modèle s’écrityi,j = Exp
(
Exp(bi ; Γb,bi(v)αi(ti,j − τi − t0)) ; εi,j )
bi = Exp (b ; ui)
où Γb,bi(v) ∈ TbiM désigne le transport parallèle du vecteur v ∈ TbM le long d’une géo-
désique reliant b et bi. Autrement dit, si on note γi une telle géodésique, Γb,bi = Pγi,0,1
avec les notations introduites précédemment. Le modèle de Kim et al. (2017) partage
avec Schiratti et al. (2015, 2017) une reparamétrisation temporelle affine. Cependant
et contrairement au modèle de Schiratti et al. (2015, 2017), du fait de la complexité
de leur modèle, les paramètres ne peuvent être estimés de manière exacte. Les auteurs
introduisent donc une technique d’estimation approchée pour palier ce problème. Enfin,
ce modèle est également appliqué à l’étude de l’atrophie corticale.
Le modèle de Schiratti et al. (2015, 2017) a fait l’objet de développements récents
pour accroitre son applicabilité. En effet, le modèle tel que nous l’avons décrit induit
des paramètres potentiellement en très grande dimension, ce qui rend leur estimation
complexe. Koval et al. (2017) proposent une première amélioration de ce modèle pour
l’étude des réseaux, i.e. de mesures variant au cours du temps sur un graphe fixe, et
l’appliquent à l’étude de l’atrophie corticale (Koval et al., 2018).
Bône et al. (2018) proposent une instanciation du modèle de Schiratti et al. (2015,
2017) dans le cas des formes en se plaçant dans le cadre des grandes déformations. Comme
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expliqué page 13, ce modèle repose sur un représentation parcimonieuse du groupe des
déformations via l’introduction de points de contrôle (Durrleman et al., 2011, 2013).
Soit c0 ∈ Rncpd un ensemble de ncp points de contrôle, une forme y0 ∈ M ⊂ Rd et un
moment m0 ∈ Rncpd. La trajectoire représentative s’écrit alors γ0 : t 7→ Expc0,t0,t(m0)◦y0
et les trajectoires individuelles sont obtenues en prenant la parallélisation reparamétrée
de cette courbe représentative, autrement dit :
γi : t 7→ ηwi(ψi(t)) ◦ y0 où ηwi : t 7→ Expc(t),0,1 (Pt(wi))
où, pour tout vecteur moment w, Pt(w) désigne le transport parallèle du vecteur w, le
long de la courbe γ0 entre les instants t0 et t et où c(t) ∈ Rncpd désigne les points de
contrôle au temps t, à savoir c(t) = Expc0,t0,t(m0) ◦ c0. De même que dans le cadre géné-
rique, les vecteurs wi sont supposés être combinaison linéaire de sources indépendantes
et les différents paramètres du modèle sont estimés via un MCMC-SAEM.
Enfin, une dernière amélioration du modèle générique a été proposée par Bône et al.
(2019) en se basant sur des réseaux de neurones, dont l’utilisation permet notamment de
traiter des données de très grande dimension. Le modèle générique fait toujours l’objet
de recherches actives ; on peut par exemple citer les travaux en cours de Debavelaere
et al. (2019) visant à inclure ce modèle générique dans un modèle de mélange afin de
pouvoir classer les individus d’une même cohorte en plusieurs sous-populations et, par
exemple, de distinguer la progression des patients en bonne santé de celle des patients
malades, etc.
IV. Plan de la thèse
Le modèle que nous proposons dans cette dissertation se base sur le modèle générique et
vise à le généraliser à des situations dans lesquelles la dynamique d’évolution n’est pas
unidirectionnelle. En effet, il s’agit de la situation standard dans les applications. C’est
le cas par exemple du suivi de chimiothérapie auquel nous consacrons un chapitre : le
chapitre 5. En cas de mise en place d’un nouveau traitement, se succèdent généralement
trois phases distinctes de progression de la maladie : une phase de réponse au traitement
dans laquelle la taille des tumeurs diminue, une phase dite de stabilité et, le plus souvent,
une phase d’échappement au traitement lors de laquelle la taille des tumeurs croît de
nouveau. Ainsi, modéliser la trajectoire représentative de l’évolution de la population par
une courbe géodésique n’est absolument pas réaliste. On propose de s’affranchir de cette
contrainte en construisant une trajectoire représentative géodésique par morceau. Ainsi,
la progression pourra connaître plusieurs phases d’évolution distinctes : en l’occurrence,
une par portion de courbe géodésique dans la courbe représentative.
De plus, malgré une approche novatrice qui a ouvert de nouveaux champs de re-
cherche, le modèle générique développé par Schiratti et al. (2015, 2017) souffre d’un
manque de garanties théoriques, ce qui ne permet pas de conclure quant à la fiabilité des
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résultats qu’ils obtiennent autrement que par une validation graphique. Aussi, nous nous
sommes attelés à démontrer la consistance de notre modèle, démontrant du même coup
la consistance du modèle de Schiratti et al. (2015, 2017) et des extensions présentées au
paragraphe précédent.
En suivant les méthodes usuelles pour l’inférence statistique dans les modèle non-
linéaires à effets mixtes, les paramètres de notre modèle sont estimés via l’algorithme
MCMC-SAEM. Pour autant, nos expériences numériques se sont heurtées à des limita-
tions techniques dues notamment à une trop grande sensibilité de l’algorithme SAEM
à ses conditions initiales. Nous avons donc travaillé à une possible amélioration de cet
algorithme en se basant sur des techniques de type recuit simulé ou de « tempering ».
Finalement, les travaux présentés dans ce manuscrit se trouvent à la croisée de ce qui
nous semble être le fondement de la modélisation mathématique pour la médecine : l’ap-
plication avec une collaboration, toujours en cours, avec des oncologues et radiologues
de l’Hôpital Européen Georges Pompidou (HEGP), la théorie en tant que garante de
la fiabilité des modèles proposés et le développement de techniques numériques perfor-
mantes afin de permettre l’analyse de jeux de données complexes, hétérogènes et de plus
en plus massifs du fait de l’amélioration des techniques d’imagerie médicale.
IV – 1. Organisation des chapitres
Le présent manuscrit est découpé en deux parties : la première consiste en la mise en
place d’un cadre d’étude cohérent pour l’analyse de données longitudinales à valeurs sur
des variétés riemanniennes ; la deuxième partie sur concentre sur l’aspect algorithmique
en proposant une nouvelle classe d’approximations stochastiques de l’algorithme EM.
Plus précisément, les différents chapitres du présent manuscrit s’organisent comme suit.
Par la suite, on distingue par le symbole ♦ les chapitres qui correspondent à une
contribution de notre part.
Chapitre 3. ♦ Ce premier chapitre est dédié à l’établissement d’un cadre d’étude co-
hérent pour l’analyse statistique de données longitudinales à valeurs sur des variétés
riemanniennes. Dans ce but, nous proposons une généralisation du modèle introduit par
Schiratti et al. (2015, 2017) pour l’étude de données longitudinales à dynamiques d’évo-
lution multiples. Ce modèle repose sur la discrimination de déformations temporelles,
liées à l’acquisition des données et au rythme de progression du phénomène observé, de
déformations spatiales, liées à la géométrie intrinsèque des formes observées.
Pour ce faire, nous proposons un modèle non-linéaire à effets mixtes dans lequel les
trajectoires individuelles d’évolution sont vues comme des déformations spatio-temporelles
d’une trajectoire moyenne représentative de l’évolution de la population à l’échelle macro-
scopique. Nous présentons ce modèle sous des hypothèses très génériques afin d’englober
une grande classe de modèles plus spécifiques.
L’estimation des paramètres du modèle géométrique est réalisée par un maximum
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a posteriori dont nous démontrons l’existence et la consistance ; autrement dit, nous
démontrons que l’estimateur du MAP s’éloigne d’autant moins de la vraie valeur des
paramètres que la taille de l’échantillon est grande. Ce dernier résultat est d’autant plus
important que le modèle proposé dans ce chapitre englobe le modèle de Schiratti et al.
(2015, 2017), lui même appliqué à la détection précoce de la maladie d’Alzheimer. Ainsi,
on fournit des garanties théoriques sur des études pré-cliniques déjà en cours.
Ce chapitre est issu de Chevallier et al. (2017) et Chevallier et al. (2019).
Chapitre 4. Afin de permettre l’étude de modèles pour les formes anatomiques en 3
dimension, on redonne dans le présent chapitre les fondements mathématiques de deux
espaces de forme très utilisés dans ce contexte : les courants (Vaillant et Glaunès, 2005)
et les varifolds (Charon et Trouvé, 2013).
Chapitre 5. ♦ Ainsi le modèle proposé au chapitre 3 est-il à même de quantifier le
rythme de progression d’un processus continu. Nous appliquons ce modèle au suivi de
chimiothérapie et plus particulièrement au suivi du cancer métastatique du rein. En effet,
dans ce contexte, la compréhension du rythme de progression du cancer est au cœur de
la prise en charge médicale.
La première application concerne le suivi de scores RECIST. Ces scores étant des
données scalaires, on réalise une instantiation du modèle générique pour des données
réelles bornées en se plaçant sur le segment [0, 1] munit de la métrique logistique. Ce
modèle a été élaboré en collaboration avec des oncologues et radiologues de l’hôpital
européen Georges Pompidou (HEGP). Des expériences numériques sur données synthé-
tiques et réelles en valident la pertinence.
La seconde application porte sur le suivi de formes anatomiques 3D, toujours pour
l’évaluation de la réponse tumorale. Ce modèle repose sur la notion de grandes défor-
mations que nous avons discutée en introduction et s’applique aussi bien aux courants
(Vaillant et Glaunès, 2005) qu’aux varifolds (Charon et Trouvé, 2013), qui sont des es-
paces de forme standards pour l’analyse de formes anatomiques et dont on a rappelé
les fondements mathématiques au Chapitre 4. On propose également des expériences
numériques sur données synthétiques.
Ce chapitre est partiellement issu de Chevallier et al. (2019).
Chapitre 6. Numériquement, l’estimation des paramètres est réalisée via une approxima-
tion stochastique de l’algorithme EM, à savoir l’algorithme SAEM. Avant d’étudier plus
en profondeur cet algorithme, on présente dans ce chapitre la littérature classique concer-
nant l’algorithme EM et ses variantes usuelles. Nous portons une attention particulière
au papier séminal de Delyon et al. (1999).
Chapitre 7. ♦ Malgré la performance numérique de l’algorithme SAEM, du fait de la
complexité de notre modèle, nos propres expériences se sont heurtées aux limites de ce
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dernier. En particulier, l’algorithme SAEM est très sensible à ses conditions initiales et,
malgré la stochasticité de la procédure induite par l’approximation stochastique, peut
rester piégé dans des minima locaux. De plus, l’algorithme SAEM suppose que l’on est
à même de simuler la loi conditionnelle des variables latentes sachant les observations
(avec la terminologie des modèles à variables latentes), éventuellement par une méthode
de type MCMC, ce qui n’est pas toujours le cas.
Nous proposons dans ce chapitre une nouvelle classe d’algorithmes SAEM : les al-
gorithmes SAEM approchés, ou approximated-SAEM en anglais, dont on démontre la
convergence vers des maxima locaux sous des hypothèses standards. Cette classe repose
sur la simulation par une loi approchée, en un sens à définir, de la vraie loi conditionnelle
dans l’étape de simulation. En particulier, on englobe des algorithmes pré-existants tel
que l’ABC-SAEM (Picchini et Samson, 2018) dont l’efficacité numérique avait été établie
mais dont la convergence théorique n’avait pas été démontrée.
Enfin, en se basant sur des techniques de recuit simulé, on propose une version tem-
pérée de l’algorithme SAEM afin de favoriser sa convergence vers des minima globaux.
Dans cette version, on approche la loi conditionnelle en la tempérant suivant un schéma
de températures sinusoïdal amorti. Nous appliquons cette méthode à l’estimation des
paramètres dans les modèles de mélange gaussien et en illustrons ainsi la supériorité nu-
mérique sur l’algorithme SAEM. Cet algorithme est également appliqué à la séparation
de sources via l’analyse en facteurs indépendants.
Ce chapitre est issu de Allassonnière et Chevallier (2019).
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Introduction in English Language
The aim of this thesis is to propose new methods for the statistical analysis of longi-tudinal Riemannian manifold-valued data. Since the study of such data is generally
conducted using mixed effects models, we first review the classical literature on these
models and the different statistical inference techniques associated with them.
Although efficient, these models do not currently apply to manifold-valued data.
So we start by redefining the classical study framework for the study of anatomical
shapes, i.e. shape spaces. Based on this formalism, we then review the different geodesic
regression models for the study of longitudinal manifold-valued data. However, this type
of model does not explain inter-individual variability.
For this purpose and based on a notion of temporal reparameterization, Schiratti
et al. (2015, 2017) proposed a generic model for the study of longitudinal manifold-
valued data. This model is discussed in the last paragraph of this chapter.
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Beyond transversal studies, temporal evolution of phenomena is a field of growinginterest. Indeed, for the purpose of understanding a phenomenon, it appears more
suitable to compare the evolution of its markers over time than to do so at a given stage.
The follow-up of neurodegenerative disorders, such as Alzheimer’s disease or Parkinson’s
disease, is carried out via the monitoring of cognitive scores over time. Actually, rather
than neuronal degeneration itself which is a natural consequence of cerebral aging, the
pathological nature of such diseases lies in the rate of progression of this senescence.
The same applies for chemotherapy monitoring: rather than tumors aspect or size,
oncologists asses that a given treatment is efficient from the moment it results in a
decrease of tumor volume. The study of longitudinal data is not restricted to medical
applications and proves successful in various fields of application such as computer vision,
automatic detection of facial emotions, social sciences, etc.
The study of longitudinal data is usually achieved through mixed effects models.
Recent works of Schiratti et al. (2015, 2017) allowed for instance the study of complex
data, such as anatomical data. However, these works assume an unidirectional dynamic
and fail to encompass situations like multiple sclerosis or chemotherapy monitoring.
Indeed, such diseases follow a chronic courses, with phases of worsening, stabilization
and improvement, inducing changes in the global dynamic.
The purpose of this PhD work is to develop methodological tools and algorithms
suited for the analysis of longitudinal data arising from phenomena that undergo multiple
dynamics and to apply these new tools to chemotherapy monitoring of metastatic kidney
cancer.
I. Mixed Effects Models for Longitudinal Data
We focus on the statistical analysis of measurements arising from repeated observations
of a phenomenon over time.
Mixed effects models (Eisenhart, 1947; Fisher, 1919) help explain a series of ob-
servations through two different types of effects: the fixed effects shared by all of the
individuals in the population and the random effects specific to each individual which
convey the variability peculiar to each subject. This type of models, by its very multiple-
scale nature, is particularly suited to the study of data that come from a hierarchical
structure, whose longitudinal data analysis is a particular case.
Two types of mixed effects models can be distinguished: linear mixed models and
nonlinear mixed models. Mixed effects models where intensively studied, mainly due to
their broad applicability. To give just two examples in the medical field, they became
popular as reference tools in both follow-up of neurodegenerative diseases (Milliken and
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Edland, 2000; Ospina et al., 2012) and chemotherapy monitoring (Ribba et al., 2014;
Rios et al., 2017).
In Verbeke et al. (2014), one can find a comprehensive review of mixed-effects models
for longitudinal data ; for a more complete overview, one can refer to Diggle et al. (2002)
or Fitzmaurice et al. (2012).
I – 1. Linear Mixed Effects Models
Linear mixed effects models are the simplest ones. They are therefore frequently used for
studying longitudinal data. A first historical example, which is still widely used, is the
analysis of variance or ANOVA method (Fisher, 2006; Scheffe, 1956). However, variance
analysis assume that the dataset is balanced, i.e. a data set in which each individual
is observed the same number of times, which is rarely the case in practice, especially in
the medical context.
Building on the work of Harville (1977), Laird and Ware (1982) proposed a hier-
archical model allowing to overcome this constraint. Given multivariate observations
yi ∈ Rki , Laird and Ware (1982) assume that there exists for each individual two design
matrices Hαi ∈ Mki,pα(R) and Hβi ∈ Mki,pβ (R) relating respectively to population pa-
rameters or fixed effects α ∈ Rp and to individual parameters or random effects βi ∈ Rk,
such that the observations are a noisy linear combination of fixed and random effects.
In other words, for each subject i ∈ J1, nK, we assume
yi = Hαi α+H
β
i βi + εi ,
where εi is drawn from a ni-dimensional multivariate Gaussian distribution, with mean
equal to zero. Moreover, random effects βi are assumed to be normally distributed
and independent of each other. This model thus provides a flexible framework partic-
ularly suited for latent data observations, which is a standard issue in the living sciences.
An example of linear model widely used for the analysis of scalar longitudinal data
is the random slope and intercept model (Cohen et al., 1983). Consider a dataset arising
from the observation, for each individual i, of ki measurements yi = (yi,j)j∈J1,kiK at
the times ti = (ti,j)j∈J1,kiK. Given a reference time t0, this model allows to estimate
a line reflecting the evolution dynamic of the population at macroscopic scale, as well
as individual lines reflecting individual evolutions. More precisely, given the average
evolution slope d : t 7→ a(t−t0)+b, where a and b are respectively the mean gradient and
the mean intercept, we assume that we observe noisy samples of affine transformations
of d, which are, for any individual i, the lines defined by di : t 7→ (a+ai)(t− t0)+(b+bi):
∀j ∈ J1, kiK, yi,j = (a+ ai)(ti,j − t0) + (b+ bi) + εi,j ,
where εi,j ∼ N (0, σ) is a white Gaussian noise and where ai and bi are the random
parameters of the model and correspond to the individual adjustment parameters of
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the slope and the y-intersect. This model thus provides some kind of independence be-
tween individuals, which explains its success in applications, for example in personalized
medicine (Diaz et al., 2012) or in ecology (Harrison et al., 2018).
However, as Schiratti (2016) raised in his PhD work, the requirement of a reference
time t0 considerably reduces its scope of application. Indeed, as soon as there does not
exist a simple and sound way from modeling point of view of fixing this reference time,
one will have to estimate it as a fixed effect of the model, at the same level as parameters
a and b. Problem : the random slope and intercept model then becomes non-identifiable.
There exists an infinite quantity of triplets (a, b, t0) that maximize the likelihood of the
model; that makes it unusable in this case. This situation is actually the most frequent
in medical applications: there is no general correlation between the age of the patients
and the current stage of development of their disease. Worse still, estimating this time is
a key issue of an appropriate medical care as it corresponds to a change in the condition
of the patient: escape from the treatment in chemotherapy monitoring, entry into a new
phase of progression of a disease, etc. Schiratti et al. (2015, 2017) proposed a nonlinear
mixed model, called generic spatio-temporal model in order to cope with this issue. This
model is detailed in the section III.2 of this chapter.
I – 2. Nonlinear Mixed Effects Models
The linear dependency between effects and observations can of course be dismissed,
leading to nonlinear mixed effects models. These models were historically introduced by
Sheiner and Beal (1980) and Bates and Watts (1988) in the context of pharmacokinetics
studies. While still broadly used in this context (Comets et al., 2010; Lavielle, 2014),
these models also proved to be applicable in other domains such as medical follow-up,
as explained in the preamble. They are subjects of intensive research since the 90’s; for
the sake of concision, we only present here the version proposed by Lindstrom and Bates
(1988).
As in the linear case, we assume that we observe, for each individual i, a couple
(ti, yi) corresponding to measurements yi = (yi,j)j∈J1,kiK and their associated times ti =
(ti,j)j∈J1,kiK. Let f a nonlinear function, and for each subject i, let Hαi ∈Mpz ,pα(R) and
Hβi ∈ Mpz ,pβ (R) two design matrices relating respectively to fixed effects α ∈ Rpα and
random effects βi ∈ Rpβ . We then write for each individual i:
∀j ∈ J1, kiK, yi,j = f(zi; ti,j)+ εi,j , where zi = Hαi α+Hβi βi ∈ Rpz ,
where εi,j is a white Gaussian noise, and where the random variables βi are assumed
to be normally distributed and independent of each other. Obviously, the linear models
described above are particular cases of nonlinear models.
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I – 3. Statistical Inference for Nonlinear Mixed Effects Models
Besides the flexibility of the models introduced by Laird and Ware (1982), the suc-
cess of mixed effects models is due to their great numerical tractability and to the
joint developpement of efficient algorithms and powerful computers. In particular, the
Expectation-Maximization (EM) algorithm (Dempster et al., 1977) is a very popular al-
gorithm which allows for maximizing the likelihood of latent data models in very general
frameworks.
The EM Algorithm and its Variants. Linear mixed effects models are an ideal ap-
plication framework for the EM algorithm. Already, in the seminal paper of Dempster
et al. (1977) a specific attention were given to it and the trend continued thereafter
(Foulley, 2002; Laird et al., 1987; Laird and Ware, 1982; Meng and Van Dyk, 1997).
Convergence of the EM algorithm toward a local minimum of the observed likeli-
hood was proved by Dempster et al. (1977) with revisions by Wu (1983). However, the
assumptions required at first instance were difficult to check and the framework intro-
duced by Delyon et al. (1999) provides more reasonable ones. The algorithm iterates
two steps until convergence: an expectation step, the E-step, in which we compute the
the conditional expected log-likelihood, taking into account the last observed variables,
and a maximization step, the M-step, in which we estimate a maximum of the likelihood
of the parameters by maximizing the likelihood found through the E-step.
Besides upgrades to the speed of convergence (McLachlan and Krishnan, 2007), many
other variants were proposed for the EM algorithm. We can distinguish two types
of upgrades: the ones concerning the expectation step and the ones concerning the
maximization step. For the later, the Generalized EM (Delyon et al., 1999) no longer
requires a maximization of the expectation at each step but only an increase in it. This
way, one can apply the EM algorithm even without any analytic solution to the M-step.
In Lange (1995) version, the maximization step is performed by use of a Newton-Raphson
method for instance.
Alternatives to the computation of the expectation involve the introduction of stochas-
ticity in the estimation procedure. With the stochastic EM algorithm (SEM), Celeux and
Diebolt (1985) proposed to replace the computation of the expectation by a numerical
estimation of it via a simulation of the latent data. Wei and Tanner (1990) generalized
this idea by replacing the computation of the expectation by a Monte-Carlo approxi-
mation of it, leading to the Monte-Carlo EM or MCEM. By adjusting the number of
random samplings in the Monte-Carlo summation, we are able to mimic the behavior of
a simulated annealing algorithm (Celeux et al., 1995). An alternative approach devel-
oped by Delyon et al. (1999) consists in replacing the computation of the expectation by
an approximation of Robins-Monro type (Robbins and Monro, 1951), which is known
to converge toward the expectation under ad hoc hypotheses. This procedure is referred
to as stochastic approximation EM algorithm or SAEM algorithm. Finally, unlike their
deterministic counterparts, these stochastic variants of the EM algorithm are able to get
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away from local maxima. Therefore the convergence toward global maxima is favored.
Markov Chain Monte Carlo Methods. When exact simulation of latent variables is
not tractable, rely on approximate sampling through Markov chain Monte Carlo method,
or MCMC method, (Andrieu et al., 2003; Brooks et al., 2011; Robert and Casella,
1999) proved to be successful. The idea of MCMC methods is to generate a Markov
chain converging toward the law we want to draw variables from. More specifically, we
replace the simulation of one sample from this complicated law by the generation of
a potentially high number of samples from (hopefully) simpler distributions. Among
these samplers, the most frequently used is probably the Metropolis-Hastings algorithm.
First introduced in the particular case of the Boltzmann distribution (Metropolis and
Ulam, 1949; Metropolis et al., 1953), the Metropolis-Hastings algorithm was generalized
to any distribution by Hastings (1970). A strength of this algorithm is that it only
requires the knowledge of the target distribution up to a multiplicative constant. Then,
it allows to avoid computing the normalization constant, which is often an intractable
computation. The Metropolis-Hastings algorithm can be seen as a generalization of
rejection sampling: at each iterative step, and given the current state of the Markov
chain, we make a proposal for an increment and we accept it as soon as it improves the
“likelihood”. More precisely, given a target law pi, a (pseudo)random generator q(·;xk)
and xk the current state of the chain at iteration k, we accept the proposal x∗ ∼ q(·;xk)
with probability
α(xk, x∗) =
pi(x∗) q(xk, x∗)
pi(xk) q(x∗, xk)
.
Moreover, this sampler can be incorporated into a Gibbs sampler and is thus particularly
suitable for high dimensional data.
Building on the work of Kuhn and Lavielle (2004) which proves the convergence of the
MCMC-SAEM algorithm in the case where the variables generated along the procedure
remain bounded, Allassonnière et al. (2010) proved the convergence of the MCMC-SAEM
algorithm in greater generality. Note that the convergence of this algorithm only requires
a single step of MCMC, which makes it very competitive computationally speaking. This
algorithm is used in theMonolix software and proves to be widely applicable, especially
for pharmacokinetics models (Chan et al., 2011; Lavielle and Mentré, 2007).
Despite the flexibility of the models we described (linear models in I.1 and nonlinear
models in I.2), and as a result of how their are written, they can be applied only to
scalar data. But the applications, especially in the medical sciences we are interested
in, involve highly structured data such as scanners, images, tensors or 3D anatomical
shapes. It is thus deemed necessary to propose a statistical framework suited from these
data, both massive and heterogeneous.
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II. The Use of Riemannian Geometry for the
Study of Longitudinal Data
In this section, and unless otherwise stated, we will refer generically to any structured
data as a shape. Thus, a shape may name an image, as well as a mesh, a tensor, a
submanifold, etc.
Riemannian geometry is a particularly suitable tool for the mathematical modeling
of shapes. Indeed, rather than analyzing shapes individually, it seems more efficient
to consider sets or populations of shapes and to try to understand them as spaces in
the mathematical sense (Trouvé and Younes, 2015). By construction, these spaces will
naturally inherit a Riemannian manifold structure.
II – 1. Shape spaces
The first historical example of shape spaces (although not considered as such at that time)
has its origins in the work of D’Arcy Thompson (1942). His idea was to compare not the
anatomical shapes in a intrinsic way but rather to quantify the necessary deformations
allowing to go from an anatomical shape to another, as illustrated in figure 2.1. This
idea will be taken up and formalized by Grenander (1993), giving birth to the field of
computational anatomy.
Figure 2.1 – D’Arcy Thompson’s shapes space.
Geometric deformations of two fishes. Illustration taken from the book On Growth
and Form of D’Arcy Thompson (1942).
This idea is as follows: given a setM of shapes living in Rn, we are going to construct
the corresponding shape space by having a group of deformations G acts (transitively) on
the setM and by considering the unique1 orbit of this action G ·x0, where x0 ∈M . Then
all the shapes in a shape space can be obtained by deformation of x0 via an element of G.
We call x0 a template. We will often choose for the group of deformations G the group
C 1(Rn) of the C 1-diffeomorphisms of Rn, but any sub-group of the group of bijections
1uniqueness of the orbit comes from the action of group being transitive. Otherwise, we can restrict
ourselves to a particular orbit.
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of Rn could be used. The simplest example of a shape space is the space of landmarks
M = {x = (x1, . . . , xp) ∈ (Rn)p | ∀i, j ∈ J1, pK, i 6= j, xi 6= xj}
endowed with the group G = C 1(Rn), where the action of G on M is given by
∀ g ∈ G, ∀x ∈M, g · x = (g(x1), . . . , g(xp)) .
This space was introduced and studied mainly by Kendall (1984). Another classical
example of a shape space is the space of images: M = L2(Ω,R) with Ω ⊂ Rn.
Deformation Metric Mapping. Making such a group act on the Riemannian manifold
of shapes, we can endow this manifold with a distance that quantifies the cost of defor-
mation from a shape to an other (Younes, 2010). More precisely, if we assume that G is
endowed with a right-invariant metric dG , then we can endow M with the pseudo-metric
defined by
∀x, y ∈M, dM (x, y) = inf
g∈G
{dG(Id, g) | g · x = y} .
Thus, in order to endow M with a distance suited to quantify the cost of deformation,
it is “enough” to endow G with a right-invariant metric. For that purpose, Dupuis et al.
(1998) and Beg et al. (2005) introduced the concept of large deformation diffeomorphic
metric mapping or LDDMM. The main idea of LDDMM is to allow for, accordingly to
their name, large deformations of space while keeping control over them, particularly
through smoothness. To do so, we restrict the group of deformations G to a sub-group
GV ⊂ G of well-behaving deformations, in a sense we are going to specify. We briefly
cover the mathematical foundations of LDDMM. One can find a comprehensive and
detailed construction in Younes (2010) and Glaunès (2005) for instance.
Let V a set of vector fields over Rn, whose norms correspond to the cost of de-
formation. We assume that V can be endowed with a Hilbert space structure and is
continuously embedded into the space C 10 (Rn) of the diffeomorphisms v that decay at
infinity and whose differentials dv decay at infinity. Intuitively, we would want to quan-
tify the cost of matching two forms x and y via the displacement field v − Id such that
v(x) = y while having in mind that the morphism Id corresponds to an ideal situation
where no deformation is needed. However, as soon as the deformation becomes too im-
portant, i.e. as soon as φ becomes large in norm with respect to Id, such a morphism
cannot be invertible. But, because of obvious requirements of symmetry, we want these
deformations to be invertible. In order to control their amplitude, Beg et al. (2005)
had the idea of proceeding infinitesimally. Let L2V = L2 ([0, 1], V ) the set of all time-
dependent vector fields v = (vt)t∈[0,1] which are L2-integrable with respect to t, i.e. such
that ∫ 1
0
‖vt‖21,∞ dt =
∫ 1
0
(‖vt‖∞ + ‖dvt‖∞)2 dt < +∞ .
We then denote (and one can check that it rightfully defines a group (Younes, 2010))
GV = {φv1 | v ∈ L2V } ,
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where φv1 is the flow at time t = 1 associated with the differential equation
∂tφ
v
t = vt ◦ φvt ; φv0 = Id . (2.1)
This equation is the infinitesimal counterpart of the displacement field v − Id. While
minimizing the norm of these vector fields vt, we minimize at each moment the defor-
mation and thus the global deformation given by φ1v. We want to emphasize here that
the application t 7→ φvt does not a priori have its values in Rd but rather in the Rieman-
nian manifold of shapes M . For this reason, we will often use a better-defined integral
formulation, where
∫
is the Bochner integral (Bochner, 1933) for Banach spaces that
generalize Lebesgue’s integral :
∀t ∈ R, ∀x ∈M, φvt (x) = x+
∫ t
0
vt ◦ φvs(x)) ds .
Note that φv1 ∈ C 1(Rn) and that the differential equation above admits an unique
solution for each initial condition (Younes, 2010). Lastly, we denote for all φ, φ′ ∈ GV
d(Id, φ) = inf
v∈L2V
{ (∫ 1
0
‖vt‖2V dt
)1/2 ∣∣∣∣∣ φv1 = φ
}
and dG(φ, φ′) = d(Id, φ′ ◦ φ−1) .
It is possible to prove that this minimum is reached for a certain v in L2V , i.e. that there
exists a vector field v able to transport a configuration of the shape space into another
while minimizing the cost of deformation (Younes, 2010). Moreover, the metric dG is
right-invariant and, finally, the cost of deformation from a shape x to an other shape y
is given by
∀x, y ∈M, dM (x, y) = inf
v∈L2V
{(∫ 1
0
‖vt‖2V dt
)1/2 ∣∣∣∣∣ φv1 · x = y
}
.
Matching via Large Deformation Diffeomorphisms. As the previous discussion
indicates, if we are able to match two shapes, we are then able to quantify the difference
between them. We will in fact favor inexact matching instead of exact matching, the
former being more realistic in the case of computational anatomy. In other words, the
matching of two shapes is performed through the minimization of the cost of deformation
described above penalized by a data attachment term A. The matching problem with
A consists in minimizing on L2V the functional defined by
J : v 7→ 12
∫ 1
0
‖vt‖2V dt + λA(φv1) , (2.2)
where λ > 0. The existence of such a minimizer was proved by Glaunès (2005) in his
doctoral work.
Given the large deformation framework, and given both an appropriate representa-
tion of shapes and a suitable data attachment term, we are able to quantify the difference
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between any two shapes. In the case of landmarks, where points are labeled, the data
attachment term is nothing but a L2 type metric:
∀x = (x1, . . . , xp), y = (y1, . . . , yp) ∈M, A (x, y) =
p∑
i=1
‖xi − yi‖22 ,
where ‖·‖2 is for the 2-norm of Rn. Numerous works were conducted on that matter
which we will not detail here but which we partially review in chapter 5. Albeit non-
exhaustively, we cite the work of Glaunès et al. (2004) for non-labeled points match-
ing through discrete measures matching, the work of Glaunès et al. (2008) for curves
matching, of Vaillant and Glaunès (2005) and Durrleman (2010) for orientated surfaces
matching via currents matching, of Charon and Trouvé (2013) for non-orientated shapes
matching via the use of of varifolds, of Roussillon and Glaunès (2016) for non-orientated
shapes matching again, but via the use of normal cycles, and lastly the work of Charlier
et al. (2017) for the analysis of functional shapes, i.e. of functions and signals defined
on variable geometric supports.
Sparse Parameterization of Diffeomorphisms. Finally, the last aspect that need to
be elucidated is the choice of an appropriate norm for the Hilbert space V . For that
purpose, we are going to endow V with a reproducing kernel Hilbert space structure, or
RKHS structure. RKHS, which were introduced by Aronszajn (1950), are broadly used,
notably in machine learning (Friedman et al., 2001), and proved to be widely applicable
these last decades.
Let kV be a reproducting kernel on V . Then, we endow V with the norm defined by
∀v ∈ V, ‖v‖2V =
∫
Rn
〈
Lv(x)
∣∣∣ v(x)〉dx ,
where L : V → V ∗ is a differential operator such that K = L−1 with
∀v ∈ V, ∀x ∈M, (Kv)(x) =
∫
Rn
kV (x, y) v(y) dy .
We are trying to match two shapes x and y. Building on the work of Joshi and Miller
(2000) for landmarks matching, Durrleman et al. (2011) proposed a sparse representation
of the group of deformations through the introduction of control points. Assume that
we can associate to each shape a configuration of Nc distinct points, that we denote
abusively x and y. Assume c(t) = {c1(t), . . . , cNc(t)} is composed of Nc distinct points
on M , called control points and changing over time. Let A be a data attachment term
that measures the attach to the shape y and let (vt)t be the family of vector fields
directing the dynamics of t 7→ c(t), i.e. such that
∀i ∈ J1, NcK, dcidt = vt(ci) and ci(0) = xi . (2.3)
Then (Joshi and Miller, 2000), there exists a family of Nc vectors α(t) depending on
time such that the family of vector fields that realize the matching between x and y,
– 41 –
Chapter 2: Introduction in English
that is to say which minimize the functional J defined in (2.2), is given by
∀t ∈ R, ∀x ∈M, vt(x) =
Nc∑
j=1
kV
(
x, cj(t)
)
αj(t) .
The vectors α(t) are called momenta associated to the control points c(t). Using classical
Hamiltonian mechanics results, and since for each i we have ci(0) = xi, J also writes
(Allassonnière et al., 2005; Miller et al., 2006)
J
(
α(0)
)
=
Nc∑
i=1
Nc∑
j=1
〈
kV
(
xi, xj
)
αj(0)
∣∣∣αi(0)〉+ λA(c(1))) (2.4)
and we replaced the estimation of a family of vector fields by the estimation of a finite
number of initial momenta. In particular, with c(0) fixed, we interpret c(1) as a function
of the initial momentum α(0).
The minimization of the energy functional J is performed through a geodesic shooting
algorithm (Allassonnière et al., 2005; Miller et al., 2006): until convergence, it iterates
steps of integration of the equation de l’équation (2.3) with fixed initial momenta α(0)
and a step of minimization by gradient descent from initial momenta α(0) to fixed final
control points c(1). A schematic explanation of this algorithm is showed in figure 2.2.
∗x
αk0
∗ck1
∗y
A(ck1 )
α
k+1
0 = GD(α
k
0 , c
k
1 )
Figure 2.2 – Geodesic shooting algorithm.
In this figure, we denote αk0 the initial momenta α(0) at iteration k, and ck1 the final
control points configuration at this step. The geodesic shooting algorithm alternates
between a gradient descent step and an integration step until convergence occurs.
This provides a flexible and rigorous framework for the study of shapes through
Riemannian geometry. As explained above, mixed effects models we described in Section
I do not apply as such to Riemannian manifold (non euclidean ones, for instance).
Nevertheless, generalizations of these models were proposed in the scientific literature,
which we deal with in the next section.
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II – 2. Geodesic Regression on Riemannian Manifolds
As we said in Section I.1, the random slope and intercept model is commonly used in the
euclidean case. In this model, it is assumed that the population can be described at a
macroscopic scale by a straight line and that individual evolutions are linear deformations
of this template line. If we endow Rn with the usual scalar product, we are actually
assuming the mean evolution of the population is undergoing a geodesic trajectory.
Shapes-Based Approach. In its simplest form, i.e. if we remove all random effects, we
get back the classical linear regression model, also broadly used. Fletcher (2011) propose
to generalize in extenso this model, assuming the trajectory is geodesic for some metric,
which leads to a geodesic regression model. More precisely, given a point p ∈ M on the
Riemannian manifold and a vector v ∈ TM of the tangent bundle of M , we write for
each observation yi ∈M associated to the scalar xi ∈ R:
yi = Exp
( Exp (p ;xiv) ; ε ) ,
where ε is a random variable with values in the tangent space toM at point Exp (p, xiv),
and where Exp (p, v) = Expp(v) is the (Riemannian) exponential map at point p, of tan-
gent vector v, i.e. the value at time 1 of the unique geodesic passing through p at time
0 with initial speed v (Gallot et al., 2004; Jost, 2002). However, there is no explicit
expression for the likelihood of this model. Estimation of the parameters is thus per-
formed through minimization of least squares criterion. Kim et al. (2014) propose a
generalization of this model for multivariate regression.
Building on the geodesic regression model and on Laird and Ware (1982) model,
Muralidharan and Fletcher (2012) introduced a generative and hierarchical model for
the analysis of longitudinal data with values on Riemannian manifold. As illustrated
in figure 2.3, each individual is assumed to follow a geodesic trajectory, itself a random
perturbation of a mean geodesic trajectory. More precisely, assuming we observe the
couple (xi, yi) for each subject i, where xi = (xi,j)j∈J1,kiK ∈ Rki and yi = (yi,j)j∈J1,kiK ∈
Mki ,
∀j ∈ J1, kiK, yi,j = Exp ( Exp (pi ;xi,jvi) ; εi,j ) ,
where we kept the previous notations. The random effects (pi, vi) are then seen as
a random perturbation of a geodesic curve on the tangent bundle of M . To do so,
Muralidharan and Fletcher (2012) propose to endow the tangent bundle of M with a
Riemannian metric: the Sasaki’s metric. Let (α, β) ∈ TM be the fixed effects and let a
family of tangent vectors in TM at that point (qi, wi). Then, the proposed model writes
(pi, vi) = ExpS
(
(α, β) ; (qi, wi)
)
,
where ExpS is the (Riemannian) exponential map associated with Sasaki’s metric on the
tangent bundle TM of M . Estimation of the parameters is, like in geodesic regression,
performed through a least squares algorithm.
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Figure 2.3 – Geodesic hierarchical model of Muralidharan and Fletcher (2012).
We observe noisy samples along geodesic trajectories, seen as random perturbations
of a representative geodesic trajectory.
Deformations-Based Approach. We have explained in Section II.1 the close link be-
tween groups of deformations and shape spaces. Building on this link, Singh et al. (2013,
2014) introduced a geodesic hierarchical model for diffeomorphisms. This model consists
in estimating a geodesic trajectory of diffeomorphisms at the population scale. We can
indeed endow the group of C 1-diffeomorphisms of Rn with a suitable metric, making
it a Riemannian manifold (Arnold, 1966; Miller et al., 2006). At the individual scale,
trajectories consist in pieces of geodesics on the manifold of shapes M . These curves
being assumed to be geodesic, they are completely parametrized by their value pi(0)
and speed vi(0) at the first time of observation (Gallot et al., 2004). Then, the random
effects of the model are enclosed in the couple (pi(0), vi(0)) and we estimate them with
a least squares method, while requiring that pi(t) = φi(t) · pi(0) is close enough to the
corresponding observations, and where φi(t) is a diffeomorphism arising from the mean
trajectory. In particular, random effects in this model depends heavily on the first time
of observation, and thus a change in this first time involves a corresponding change in
the estimated value for these effects. The first time of acquisition does not have insofar
any meaningful place in the modeling process and there is thus a need for a model robust
to changes in the time origin.
This model proved to be efficient on images (Singh et al., 2016). More generally,
improvement of imaging techniques aroused lively interest the last decade, and the search
for models well suited for this type of data was at the heart of many works. We can cite
for example Datar et al. (2009), Durrleman et al. (2013) and Fitzmaurice et al. (2012).
Beyond images,models adapted to 2D et 3D shapes encoded with landmarks (cf.
Section II.1) were also developed. For example, Trouvé and Vialard (2012) proposed a
non-parametric spline regression model relying on a random perturbation in the Hamil-
tonian equations that determine the geodesic flow. Building on the work of Cates et al.
(2007), Datar et al. (2012) developed a new way to create models for the study of shapes,
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relying on the alternation of two steps of minimization: minimization of a cost functional
corresponding to the entropy of the system in order to maximize the correspondence be-
tween the shapes and estimation of the parameters of a linear mixed effects model. These
works led to the development of the open source software Seg3D, which speak to the
relevance of this approach.
Figure 2.4 – An example of shapes regression.
Illustration taken from Fishbaugh et al. (2017). The trajectories (transparent sur-
faces) were obtained through regression of the four observed shapes (bold surfaces).
While efficient, the models we described are not versatile enough: they can only
handle one type of data; images or landmarks for instance. In order to overcome this
constraint, Fishbaugh et al. (2017) proposed a geodesic regression of shapes model in the
general framework of LDDMM, doing so with the help of the sparse representation of
the group of deformations via the control points introduced by Durrleman et al. (2011,
2013). Let kV be a reproducing kernel on V . We use the notations from the paragraph
dealing with the principle of reduction, page 41.
The purpose of this model is to estimate a continuous geodesic trajectory of shapes
from a finite sequence of shapes (Oti)i observed at times ti ∈ [t0, T ]. We interpret this
trajectory as the deformation of a template shape X0 by a diffeomorphism φt smooth
enough and satisfying the geodesic flow equation (2.1): at each time, Xt = φt(X0).
This trajectory being assumed to be geodesic, the morphism φt minimize in particular
the energy functional J defined in (2.2). The reduction principle we described above
ensures that we can parameterize the flow φt with a finite number of control points and
momenta, namely the initial control points and momenta (c(0), α(0)) associated with
the geodesic shooting equation (2.3). Moreover, φt satisfies the geodesic flow equation
(2.1), where we can express vt in terms of kV (2.4). In brief, there exist two functions F
and G depending on the kernel kV such that(
c˙(t), α˙(t)
)
= F
(
c(t), α(t)
)
and X˙(t) = G
(
X(t), c(t), α(t)
)
.
If we also put a smoothness constraint on φt that only depends on (c(0), α(0)), we can
rewrite the functional J as a function depending only on (X(0), c(0), α(0)). We are
then reduced to the geodesic shooting situation, i.e. the minimization of a function by
alterning steps of integration (possibly in the past) and gradient descent. The detailed
algorithm is presented in Fishbaugh et al. (2017) and applied therein to regression of 3D
anatomical shapes.
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In the construction described above, we do not make any assumption on the nature
of the shape space and the model proposed by Fishbaugh et al. (2017) allows to treat
shapes of various nature (currents, varifolds, normal cycles, etc.), as expected. Moreover,
the use of control points reduces the number of parameters one needs to estimate while
allowing important deformations. It is of a great importance from a statistical point of
view: practically speaking, we have access only to a small number of observations and
we have to reduce the dimension of the parameters space as far as possible in order to
circumvent the curse of dimensionality (Giraud, 2014).
The model we described is a part of the open source software Deformetrica, itself
described in detail in Bône et al. (2018). Moreover, we specify in figure 2.4, taken from
Fishbaugh et al. (2017) what we mean by shapes regression, namely the estimation of a
continuous trajectory of shapes that explains at best the observed shapes.
Aside from the ones of Muralidharan and Fletcher (2012) and Singh et al. (2013,
2014), the models we described are unfortunately not able to explain de variability
between individuals. But still, in the aim of making predictions from datasets, this
variability is of tremendous importance. In other words, the geodesic regression model
is not enough to fully explain a longitudinal dataset.
We also want to give some meaning to the estimated parameters. As explained in
Section I.1, the rate of progression provides information in practice, especially in medical
applications. We want to allow each subject to follow its own evolution curve with its
own pace, i.e. with specific speed and reference times. The models of Muralidharan
and Fletcher (2012) and Singh et al. (2013, 2014) require a strong dependence of the
individual trajectory on the first time of acquisition and thus do not allow for such
reparametrizations.
III. Spatio-Temporal Models for the Study of
Longitudinal Data
In practice, the different individuals are seldom observed the same number of times and
even less at the same age. Therefore, we need models able to overcome this issue.
III – 1. Spatio-Temporal Transformations
In order to cope with this matter of facts, Durrleman et al. (2009) choose to differen-
tiate spatial deformations, linked with the intrinsic geometry of observed shapes, from
temporal deformations, linked with acquisition constraints. To do so, they introduce the
notion of spatio-temporal atlas described bellow.
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Let a dataset consisting in the observation of N subjects (Si)i∈J1,NK at the corre-
sponding times (tij)i∈J1,NK,j∈J1,kiK. The idea of Durrleman et al. (2009) is to estimate a
continuous trajectory Mt = χt(M0) of shapes such that each observation corresponds
to the evaluation at a given time of a spatio-temporal deformation of this template sce-
nario. The mean trajectory is obtained by regression from a template shape M0 on
which smoothness conditions are imposed; we denote Reg(χ) these conditions. More-
over, for each individual, we define a couple of deformations (ψi, φi), one corresponding
to a spatial deformation and one corresponding to a temporal deformation, in order to
match φi
(
M
(
ψi(tij)
))
and Si(tij), namely the spatio-temporal deformation of the mean
trajectory M at time tij and the observation Si(tij). Then, we denote:
J(ψi, φi, χ,M0) =
N∑
i=1

∑
tij
d
(
φi
(
χψi(tij)
(M0)
)
, Si(tij)
)2
+ γφReg(φi) + γψReg(ψi) + γχReg(χ)
 , (2.5)
where Reg(ψi) and Reg(φi) are smoothness constraints on ψi and φi. In order to min-
imize this functional, Durrleman et al. (2009) proceed as in the LDDMM framework
and thus interpret the morphisms φi and ψi as the flows of ad hoc differential equations,
whose underlying vector fields belong to a RKHS. Doing so, they only need to estimate a
family of momenta associated to reproducing kernels rather than a family of morphisms.
To our knowledge, this model is the first to break spatial and temporal deformations
up. Moreover, it is able to handle massive heterogeneous data like anatomic shapes.
However, this model is only descriptive and not explicative: the considered deformations
do not arise from a statistical model and the knowledge we get through the optimiza-
tion procedure cannot help us predict the evolution of a given subject in the future nor
to deduct the evolution trajectory of the individual from each other. In the same vein,
Yang et al. (2011) and Delor et al. (2013) introduce the notion of time warps. Both these
models being non-generative, they suffer the same limitations as the one of Durrleman
et al. (2009) nevertheless.
Lorenzi et al. (2015) propose a slightly different approach while studying brain senes-
cence: their model is designed to be able to distinguish natural aging due to “anatomical”
age from pathological aging. However, like in the models described above, the parameters
involved do not arise from a statistical model and this model is thus purely descriptive.
Moreover, this idea relies on the very specificity of brain senescence processes and is not
easy to extend to other scope of application.
For the purpose of explaining the dependency between individual trajectories, Dur-
rleman et al. (2013) generalized the model of Durrleman et al. (2009) in order to obtain
a generative model. More precisely and with the previous notations, they assume that
the data attachment term can be seen as − log p(Si(tij)), where the distribution p(Si(tij))
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would be a manifold-valued normal distribution centered in φi
(
χψi(tij)
(M0)
)
. In other
words, they assume that data attachment term can be written as:
1
2 exp
(
−12 d
(
φi
(
χψi(tij)
(M0)
)
, Si(tij)
))
.
The estimated functional remains unchanged and the authors use the same RKHS range
of techniques while estimating the relevant morphisms.
As the time parametrization introduced in Durrleman et al. (2013) is statistically
non-parametric, it is difficult to estimate. In order to remove this constraint, Hong et al.
(2014) introduced parametric temporal deformations, logistic ones in this instance, lead-
ing to a geodesic regression with parametric time warp model. The algorithmic is then
considerably simplified and is nothing but the alternation between a regression step that
determines the mean evolution trajectory and a gradient descent step aiming for the
estimation of the parameters which describe the temporal deformation. Unfortunately,
this model only covers geodesic regression and do not generalize well to the study of
longitudinal data.
Then, Su et al. (2014) also introduce a notion of time warp but toward a different end:
their parametrization is used to geometrically align the trajectories. To do so, the authors
assume that the observed trajectories possess an intrinsic unobserved parametrization
they will try to learn through the estimation procedure. This model allows for an efficient
comparison of the trajectories conceived as geometrical objects. Su et al. (2014) propose
an application of it to visual recognition of speech. But still, this parametrization does
not make sense from a modeling perspective and is therefore not interpretable.
Finally, summarizing the previous discussion, a model which claims to be efficient
both from modeling and numerical perspectives has to be generative and to rely on
a parametric notion of temporal deformation that makes sense as a time warp of the
trajectory and is thus open to interpretation in an applicative framework.
In addition, proceed as Durrleman et al. (2009, 2013), namely estimate the template
trajectory by a “max-max” algorithm that minimizes the sum of the squares of the
distances after realignment between the data and the candidate template, i.e. that
minimizes a matching functional similar to the one introduced in equation (2.5) is not
satisfactory. Indeed, Devilliers et al. (2017,) proved that this algorithm was inconsistent
because of noise. More precisely, they obtained an equivalent of the consistency bias as
a function of the noise level. Thus, inconsistency is inevitable when the noise level is
high enough, which is the usual situation in practice.
III – 2. Spatio-Temporal Mixed Effects Models
Schiratti et al. (2015, 2017) proposed a hierarchical model for the study of longitudinal
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data, called generic spatio-temporal model. This model relies on the notion of parallel
variations of a curve in a Riemannian manifold. We thus start by recalling briefly this
notion. Indeed, this model no longer assumes that individuals follow a geodesic evolu-
tionary trajectory but rather a trajectory parallel to the representative curve, which is
still supposed to be geodesic.
We want to generalize to the Riemannian manifold case the notion of parallel lines.
LetM a geodesically complete Riemannian manifold. Let γ : I ⊂ R→M a differentiable
curve on M , t0 ∈ I and w0 ∈ Tγ(t0)M a tangent vector. Then, we call parallel variation
of γ along the direction w the curve ηw(γ; ·) : I →M defined by
ηw(γ; ·) : t 7→ Expγ(t)
(
Pγ,t0,t(w)
)
,
where Pγ,t0,t(w) is the parallel transport of the vector w, along the curve γ between
the points γ(t0) and γ(t). If in the euclidean case these curves are identical, in the
Riemannian case this may not be the case: in other words, due to the curvature of the
manifold, the parallel variation of a geodesic a priori does not have any reason to remain
a geodesic. One only needs to look at the Earth, its equator and its different parallels
including the two tropics to be convinced.
In particular, in order to compute the parallel variation of a given curve, we first
have to transport the direction vector w along the curve γ, for all time t. Numerically,
it may be very expensive; suitable numerical schemes were recently designed with the
purpose of reducing the computational cost (Louis et al., 2017, 2018).
The model proposed by Schiratti et al. (2015, 2017) is to be compared to the model
developed in Durrleman et al. (2009). Let the longitudinal dataset (yi, ti), where for each
subject i, we observe yi = (yi,j)j∈∈Rki at times ti = (ti,j)j∈J1,kiK. The idea of Schiratti
et al. (2015, 2017) is to see these observations as noisy samples along individual-specific
trajectories, themselves arising from a representative path of the global evolution of the
population through spatio-temporal deformations. Moreover, as explained previously
and for numerical reasons, the authors want to build a parametric model.
To do so, they require the representative trajectory to be geodesic. This trajectory
is then naturally parameterized with the triplet (t0, p0, v0), where t0 ∈ R is a reference
time, p0 ∈M the value of the curve at that time and v0 ∈ Tp0M the value of its velocity
vector (Gallot et al., 2004). Finally, the representative curve γ0 : R→M writes
γ0 : t 7→ Expp0,t0(v0)(t) ,
where Expp0,t0(v0) is the exponential map passing through p0, at velocity v0, at time
t0. At the individual scale, these trajectories are seen as parallel variations, with time
warps, of this curve γ0; that is to say, for each individual i, and given a vector wi ∈ Tp0M
and the couple (αi, τi) ∈ R2,
γi : t 7→ ηwi
(
γ0;ψi(t)
)
, where ψi : t 7→ αi(t− t0 − τi) + t0 ,
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and where the random effects (αi, τi) are to be interpreted as acceleration factors and
individual time warps. In other words, Schiratti et al. (2015, 2017) allow each subject to
follow its own spatial trajectory of evolution at its own pace αi while being potentially
ahead in time (or on the contrary late in time, according to its sign) of a value τi with
respect to the mean trajectory. Figure 2.5 illustrates this construction. The statistical
model is then given by
yi,j = ηwi
(
Expp0,t0(v0) ; αi(ti,j − t0 − τi) + t0
)
+ εi,j
with εi,j a Gaussian white noise independent and identically distributed. In order to
have an identifiable model, the vectors wi have to be chosen orthogonal to the trajectory
γ0. Moreover, in order to reduce the dimension of the estimated parameters space
(Giraud, 2014), they are required to arise from a independent components statistical
model (Hyvärinen et al., 2004). In other words, Schiratti et al. (2015, 2017) assume
that the wi are all linear combinations of independent sources and, instead of directly
estimating wi, they propose to estimate a design matrix A and some sources si such that
wi = Asi. Estimation of the parameters is performed through a well-defined a posteriori
maximum, whose existence is proved by Schiratti (2016) in his PhD work, with the use
of the MCMC-SAEM algorithm we introduced in Section I.3.
This model was notably applied to early detection of Alzheimer’s disease and proved
thereat to be efficient. The study of Bilgel et al. (2016) on β-amyloïde plaques, one of
the hallmarks of Alzheimer’s diseases, is another illustration of the applicability of this
model.
Mγ0
γi
+
+
++ +
++
+ +
+
+
+
+ +
+
ηwi , ψi
wi
Figure 2.5 – Generic spatio-temporel model of Schiratti et al. (2015, 2017).
We observe noisy samples along individual-specific trajectories, constructed as
spatio-temporal deformations of a geodesic representative trajectory. In particu-
lar, each trajectory γi evolves with its own pace, given by the time warp ψi and its
own geometry, given by the translation vector wi.
In Section I.1, we debated the need to be able to estimate the time t0. Let us check
that in the unidirectional case, i.e. with M = R, the model of Schiratti et al. (2015,
– 50 –
III. Spatio-Temporal Models for the Study of Longitudinal Data
2017) actually differs from the random slope and intercept model. Assume that R is
endowed with its usual metric. Then, the generic model writes, for each subject i and
each observation j,
yi,j = p0 + v0 αi (ti,j − t0 − τi) + εi,j = v0 αi (ti,j − t0) + p0 − v0 αi τi + εi,j .
This model is nonlinear for there is a product of the random effects αi and τi. On the
other side, the random slope and intercept model, with notations consistent with the
ones of Schiratti et al. (2015, 2017), can be written in the form
yi,j = (v0 + αi)(ti,j − t0) + (p0 + βi) + εi,j .
More precisely, we can interpret these models as follows: the random slope and intercept
model compare the observation distribution with a reference time t0, while the model of
Schiratti et al. (2015, 2017) compare the observations with respect to a reference mea-
sure value p0 and thus allows for the estimation of time t0.
In the same vein, Kim et al. (2017) also proposed a mixed effects model for the
study of longitudinal data: the Riemannian nonlinear mixed effects model. It appears as
a kind of generalization of the geodesic hierarchical model introduced by Muralidharan
and Fletcher (2012) and described page 43. More precisely, given a dataset (yi, ti) arising
from the observation of yi = (yi,j)j∈J1,kiK at times ti = (ti,j)j∈J1,kiK, the model writesyi,j = Exp
(
Exp(bi ; Γb,bi(v)αi(ti,j − τi − t0)) ; εi,j )
bi = Exp (b ; ui)
,
where Γb,bi(v) ∈ TbiM is the parallel transport of vector v ∈ TbM along a trajectory
connecting b and bi. In other words, if we denote γi such a geodesic, Γb,bi = Pγi,0,1 with
the previous notations. The model of Kim et al. (2017) shares an affine time warp with
Schiratti et al. (2015, 2017). However and unlike the model of Schiratti et al. (2015,
2017), it is impossible to estimate exactly the parameters, because of the high complex-
ity of the model. The authors thus introduce a technique of approximate estimation to
cope with this issue. Lastly, this model was also applied to cortical atrophy.
The model of Schiratti et al. (2015, 2017) was recently improved in order to increase
its applicability. Indeed, in the form we described the model may use high dimensional
parameters, making their estimation complex. Koval et al. (2017) propose a first upgrade
of the model for the study of networks, i.e. of measures varying over time on a fixed
graph, and apply it to cortical atrophy (Koval et al., 2018).
Bône et al. (2018) propose an instance of the model of Schiratti et al. (2015, 2017) in
the case of shapes in the LDDMM framework. As explained page 41, this model relies
on a sparse representation of the group of deformations via control points (Durrleman
et al., 2011, 2013). Let c0 ∈ Rncpd a set of ncp control points, a shape y0 ∈M ⊂ Rd and
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a momentum m0 ∈ Rncpd. The representative path then writes γ0 : t 7→ Expc0,t0,t(m0) ◦
y0 and the individual trajectories are obtained through parameterized parallels of this
representative curve; in other words:
γi : t 7→ ηwi(ψi(t)) ◦ y0 , where ηwi : t 7→ Expc(t),0,1 (Pt(wi)) ,
and where, for all momentum vector w, Pt(w) is the parallel transport of vector w, along
the curve γ0 between times t0 and t. We denote c(t) ∈ Rncpd the control points at time
t, namely c(t) = Expc0,t0,t(m0) ◦ c0. Like in the generic case, vectors wi are assumed
to be linear combinations of independent sources and the parameters of the model are
estimated via a MCMC-SAEM algorithm.
Finally, a last upgrade of the generic model was proposed by Bône et al. (2019) with
neural networks, whose use allows to handle very high dimensional data. The generic
model is still the subject of intensive research; for example, the work of Debavelaere
et al. (2019) seeks to include the generic model in a mixture model in order to classify
individuals from a same cohort in different sub-populations. It permits, for example, to
distinguish the evolution of healthy patients from the evolution of ill patients, etc.
IV. Thesis Outline
The model we propose in this manuscript builds on the generic model and seeks to
generalize it to situations where the evolution dynamic is not univariate. Indeed, it is
the standard situation in most applications. This is particularly the case in chemotherapy
monitoring; we devote a full chapter to this situation: Chapter 5. When giving a patient
a new treatment against cancer, he typically undergoes three phases: a decrease of
tumors sizes while as the patient responds to therapy, then a stable phase and, most
of the time, an escape from the treatments through an new increase in tumors size.
Therefore, it is not realistic nor reasonable to model the representative trajectory of the
population with a geodesic curve. We want to overcome this constraint with the use
of a piecewise-geodesic representative path. Then, progression of the disease can have
distincts evolution phases: one for each geodesic chunk in the representative curve.
Furthermore, despite being an innovative approach which grounded a new research
fields, the generic model developed by Schiratti et al. (2015, 2017) suffers from a lack
of theoretical guarantees, making it impossible to conclude about the reliability of their
results otherwise than through graphical validation. Hence, we focused on proving con-
sistency of our model, getting as a byproduct a consistency result for the model of
Schiratti et al. (2015, 2017) and its extensions we described in the previous section.
Following standard methods for statistical inference in nonlinear mixed effects mod-
els, the parameters of our model are estimated through a MCMC-SAEM algorithm.
However, our numerical experiments suffered from technical limitations such as a high
sensibility of the SAEM algorithm regarding its initial conditions. We then worked
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on a potential upgrade of this algorithm building on simulated annealing or tempering
techniques.
Finally, the work presented in this document is at a crossroad in what we believe is a
basis of mathematical modeling in medicine: a combination of clinical applications, with
for instance an ongoing collaboration with oncologists and radiologists at the Georges
Pompidou European hospital (HEGP for hôpital européen Gorges Pompidou in French),
mathematical theory as a guarantor of proposed models reliability and the development
of efficient numerical tools allowing for the analysis of complex heterogeneous datasets
which become increasingly massive as imaging techniques improve.
IV – 1. Overview of the Chapters
This manuscript is divided in two parts: the first one consists in the establishment of a
coherent framework for the analysis of manifold-valued longitudinal data; the second one
focuses on the algorithmic aspect by proposing a new class of stochastic approximations
of the EM algorithm. More precisely, the chapters are organized as follows.
Thereafter, the chapter with symbol ♦ correspond to our contribution.
Chapter 3. ♦ The first chapter is dedicated to the establishment of a coherent framework
for the statistical analysis of manifold-valued longitudinal data. For this purpose, we
propose a generalization of the model introduced by Schiratti et al. (2015, 2017) in order
to encompass the case of longitudinal data undergoing multivariate evolution dynamics.
This model relies on the distinction of temporal deformations, linked with the acquisition
process of the data and the pace of evolution of the observed phenomenon, versus space
deformations, linked with intrinsic geometry of observed shapes.
To do so, we propose a nonlinear mixed effects model whose individual evolution
trajectories are seen as spatio-temporal deformations of an average path representative
of the evolution at the macroscopic population scale. We present this model under fairly
generic hypotheses in order to encompass a wide class of more specific models.
Estimation of the parameters of the geometric model is performed through a maxi-
mum a posteriori whose existence and consistency are proved; in other words, we prove
that the larger the sample, the closer the estimator of the maximum a posteriori is from
the real values of the parameters. This last result is all the more important given that
the proposed model include the model of Schiratti et al. (2015, 2017) as a particular
case. The later being applied to early detection of Alzheimer’s disease, we thus provide
theoretical guarantees on ongoing pre-clinic studies.
This chapter is derived from Chevallier et al. (2017) and Chevallier et al. (2019).
Chapter 4. In order to allow for models dealing with 3-dimensional anatomical shapes,
this chapter provides the mathematical foundations of two shape spaces widely used in
this context: the currents (Vaillant and Glaunès, 2005) and the varifolds (Charon and
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Trouvé, 2013).
Chapter 5. ♦ Then, the model proposed in Chapter 3 is able to quantify the pace of
progression of a continuous process. We apply this model to chemotherapy monitor-
ing and especially to follow-up of metastatic kidney cancer. Indeed, in this context,
understanding the pace of progression of the cancer is at the heart of medical care.
The first application consists in monitoring RECIST scores. These scores being
scalar data, we realize an instantiation of the generic model for real bounded data on
segment [0, 1] endowed with logistic metric. This model was elaborated in collaboration
with oncologists and radiologists of the Georges Pompidou European hospital (HEGP
for hôpital européen Gorges Pompidou in French). Numerical experiments on synthetic
and real data validate its relevance.
The second application consists in follow-up of 3D anatomical shapes, again for
evaluation of tumors response. This model relies on the notion of large deformations
we discussed in the introduction and can be applied to currents (Vaillant and Glaunès,
2005) and varifolds (Charon and Trouvé, 2013), which are standard shape spaces for
the analysis of anatomical data and whose mathematical background was recalled at
Chapter 4. We also propose numerical experiments on synthetic data.
This chapter is partly derived from Chevallier et al. (2019).
Chapter 6. Numerically, estimation of the parameters is performed through a stochastic
approximation of the EM algorithm, namely the SAEM algorithm. Before studying
in depht this algorithm, we present in this chapter the classical literature on the EM
algorithm and its usual variants. We pay particular attention to the seminal paper of
Delyon et al. (1999).
Chapter 7. ♦ Despite numerical performance of the SAEM algorithm, and because of
the complexity of our model, our numerical experiments suffered from limitations. In
particular, the SAEM algorithm is very sensitive to its initial condition, and, even with
the additional stochasticity associated to its approximation feature, it can be trapped
in local minima. Moreover, the SAEM assumes that we are able to draw from the con-
ditional distribution of latent variables given the observations (with the latent variable
models terminology), possibly with MCMC-type method, which is not always the case.
We propose in this chapter a new class of SAEM algorithms: the approximated-
SAEM algorithms, for which we prove convergence toward local maxima under standard
assumptions. This class relies on sampling from an approximation, in a sense to be
specified, of the real conditional law in the simulation step. In particular, we encom-
pass pre-existent algorithms like the ABC-SAEM (Picchini and Samson, 2018) whose
numerical efficiency was empirically established but whose theoretical convergence was
not proved.
Lastly, building on simulated annealing techniques, we propose a tempered version of
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the SAEM algorithm in order to favor convergence toward global minima. In this version,
we approximate the conditional law by tempering it following a damped oscillatory
temperature scheme. This method is applied to the estimation of parameters in Gaussian
mixture models and we illustrate its numerical superiority over SAEM algorithm. This
algorithm is also applied to blind source separation through independent factor analysis.
This chapter is derived from Allassonnière and Chevallier (2019).
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– Deuxième partie –
A Coherent Framework for
Longitudinal Observations on a
Riemannian Manifold

Motivations and State of the Art
Longitudinal studies are powerful tools to achieve a better understanding of tem-poral progressions of biological or natural phenomenons. For instance, longitudinal
psychometric data are often used to explore differences in the progression of Alzheimer’s
and more generally neurodegenerative diseases. Other important applications such as
pattern recognition, disease and treatment monitoring, study of face expression dynam-
ics, etc. come also from longitudinal studies.
Moreover, efforts in medicine and medical follow-up rely more and more on the un-
derstanding of the global disease progression and not only on punctual states of health,
often with the help of medical images. In order to provide everyone the best possible
treatment, there is a need for prediction methods that allow to grasp quickly the effi-
ciency of a possible treatment without doing invasive measures, such as biopsies. Hence,
designing models that deal with medical images and more generally extracted features
and shapes from this images is very important for application-related uses.
Reaction-diffusion based tumor growth models have demonstrated their efficiency for
cancer monitoring (Konukoglu et al., 2010; Rekik et al., 2013). However, such methods
cover images but not shapes or whatever else type of data, e.g. scores. Moreover, even
for images, as these models rely on reaction-diffusion equations, they can only apply
for situations in which the observed phenomenon is linked to diffusion dynamics. As a
consequence, these models can apply to untreated cancer but not to treated-one nor to
multiple sclerosis monitoring, neurodegenerative disease follow-up, like Alzheimer’s or
Parkinson’s diseases, or more complicated framework. Likewise, coupling nonlinear par-
tial differential equation (PDE) models and optimization is efficient to make prediction
when patients are only under monitoring, i.e. without treatment (Colin et al., 2010;
Saut et al., 2014). The idea of these methods is to model the tumor growth with a "sim-
ple" PDE model, involving few parameters which are estimated from series of CT-scan
or MRI. For therapy planing purpose, such methods can reinforce the decision to wait
without specific treatment, in case of slow progression of the tumor, thus preventing
heavy treatment. However, they cannot predict the response to a given molecule and so
help in the choice of the appropriate one, nor in the choice of an appropriate sequence
of molecules.
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Anatomical data – and most of structured data – have been successfully modeled as
points on a Riemannian manifold, i.e. as points on a smooth manifold equipped with
a Riemannian metric tensor. These spaces are often called shape spaces. The choice of
the shape space and its metric tensor is driven by the type of data in the study (Char-
lier et al., 2017; Charon and Trouvé, 2013; Klassen et al., 2004; Trouvé and Younes,
2015; Vaillant and Glaunès, 2005). Geometrical properties of shape manifolds have been
properly defined over the last decades. Moreover, according to the Whitney embedding
theorem (Gallot et al., 2004), as the shape spaces are second-countable, they are always
embedded in a real d-dimensional Euclidean space, the space of measurements, which
leads us to consider the shape manifold as a submanifold of this Euclidean space. There-
fore, the temporal evolution of empirical data may be modeled as a parametric curve in
the space of measurements and more precisely as a noisy version of an underlying para-
metric curve living on the Riemannian shape submanifold. Given a cohort of individuals
followed over a time period, we thus observe discrete samples of such a curve for each
subject. We call this set of observations a longitudinal data set. Figure 3.1 illustrates
this understanding of the data.
Mixed effects models have proved their efficiency in the study of longitudinal data
sets (Laird and Ware, 1982), especially for medical purposes (Milliken and Edland, 2000;
Ribba et al., 2014). Indeed, mixed effects models provide a general and flexible frame-
work to study complex data which depends on unobserved variables, such as longitudinal
data sets. They consist of two parts: fixed effects which describe the data at the popu-
lation level and random effects which are associated with individual experimental units.
In the framework of longitudinal analysis, through mixed effects models, one can ex-
plain in two steps, both a representative path of the evolution of the whole population
and individual-specific progressions. Given a longitudinal data set, a representative
trajectory and its variability are first estimated. Then, we can define subject-specific
trajectories according to global progression.
The temporal alignment in longitudinal data analysis is an efficient way to compare
trajectories (Su et al., 2014,). Here, the authors propose to use the temporal registra-
tion to align the different trajectories. Despite good results for comparing trajectories,
the interpretation of the temporal parameterization is lost. However, within medical
applications, the time parametrization reveals information on the data patient’s state of
health and has to be considered.
The recent generic approach of Schiratti et al. (2015, 2017) to align patients takes all
this into account. This model was built with the aim of granting temporal and spatial
inter-subject variability through individual variations of a common time-line and parallel
shifting of a representative trajectory. Each individual trajectory has its own intrinsic
geometric pattern through spatial variability and its own time parametrization through
time variability. In term of modeling, the time variability allows some individuals to
follow the same progression path but at a different age and with possibly a different
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pace. Schiratti et al. (2015, 2017) have made a strong hypothesis to build their model
as they assume the characteristic evolution to be geodesic, i.e. that the characteris-
tic trajectory is the shortest path between the initial representative state and the final
one. This hypothesis helps for the parametrization of the model which becomes both
generic, i.e. allowing for many different types of data, and numerically estimable. How-
ever, such an assumption significantly reduces the effective framework of their model.
Like the described-above PDEs based models, such a model can be applied to situation
with a unique dynamic like neurodegenerative disease, but not to situations in which
the dynamic can fluctuate. For instance, this model cannot be used for multiple scle-
rosis monitoring in which the disease progression is accompanied by recession nor for
monitoring tumor regression or recurrence in response to treatments.
Here, we will relax this assumption to make the model applicable to a wider variety of
situations and data sets: we address each situation in which the evolution can fluctuate
several times.
Estimation is formulated as a well-defined Maximum A Posteriori (MAP) problem
which we prove to be consistent under mild assumptions. Numerically, the MAP es-
timation of the parameters is performed through the expectation-maximization (EM)
algorithm (Dempster et al., 1977). However, as our model is strongly nonlinear and
we have to use a stochastic version of the the EM algorithm, namely the Markov chain
Monte Carlo stochastic approximation expectation-maximization (MCMC-SAEM) algo-
rithm (Lavielle, 2014). Theoretical results regarding its convergence have been proved
by Delyon et al. (1999) and Allassonnière et al. (2010) and its numerical efficiency has
been demonstrated for these types of models (Schiratti et al. (2015, 2017), Monolix –
http://lixoft.com/).
Due to the versatility of the Riemannian geometry, the proposed model provides
a comprehensive support for a wide range of practical situations, from unidimensional
data to shape analysis. Moreover, the same algorithm can be used in all these situations.
This part is based on Chevallier et al. (2019) and organized as follows: Chapter
3 is dedicated to our generic nonlinear mixed effects model for piecewise-geodesically
distributed data and Chapter 5 to instantiations of this generic framework.
In Section I of Chapter 3, we detail the construction of our generic model. Rie-
mannian geometry allows us to derive a method that makes light assumptions about
the data and applications we are able to deal with. In Section II and III of the same
chapter, we explain how to use the MCMC-SAEM algorithm to produce MAP and prove
a consistency theorem.
In order to allow for 3-dimensional shapes models in Chapter 5 we briefly cover the
mathematical foundations of currents and varifolds in Chapter 4.
Last, in Chapter 5, we then make the generic formulation explicit for one-dimension
manifolds and piecewise logistically distributed data in Section I and for shape analysis in
Section II. These two particular cases are built in the target of chemotherapy monitoring.
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In Section III of Chapter 5, some experiments are performed for the piecewise logistic
model and for the piecewise-geodesic shape model: both on synthetic and on real data
from the hôpital européen Georges Pompidou (HEGP, Georges Pompidou European
hospital) for the piecewise logistic model. These experiments highlight the robustness of
our model to noise and its performance in understanding individual paths of progression.
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Learning Spatio-temporal
Piecewise-Geodesic Trajectories from
Longitudinal Manifold-Valued Data
♦
Ce premier chapitre est dédié à l’établissement d’un cadre d’étude cohérent pour l’ana-lyse statistique de données longitudinales à valeurs sur des variétés riemanniennes.
Dans ce but, nous proposons une généralisation du modèle introduit par Schiratti et al.
(2015, 2017) pour l’étude de données longitudinales à dynamiques d’évolution multiples.
Ce modèle repose sur la discrimination de déformations temporelles, liées à l’acquisi-
tion des données et au rythme de progression du phénomène observé, de déformations
spatiales, liées à la géométrie intrinsèque des formes observées.
Pour ce faire, nous proposons un modèle non-linéaire à effets mixtes dans lequel les
trajectoires individuelles d’évolution sont vues comme des déformations spatio-temporelles
d’une trajectoire moyenne représentative de l’évolution de la population à l’échelle macro-
scopique. Nous présentons ce modèle sous des hypothèses très génériques afin d’englober
une grande classe de modèles plus spécifiques.
L’estimation des paramètres du modèle géométrique est réalisée par un maximum a
posteriori dont on démontre l’existence et la consistance ; autrement dit, on démontre
que l’estimateur du maximum a posteriori s’éloigne d’autant moins de la vraie valeur
des paramètres que la taille de l’échantillon est grande. Ce dernier résultat est d’autant
plus important que le modèle proposé dans ce chapitre englobe le modèle de Schiratti
et al. (2015, 2017), lui même appliqué à la détection précoce de la maladie d’Alzheimer.
Ainsi, on fournit des garanties théoriques sur des études pré-cliniques déjà en cours.
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In the following, we describe a generic method to build mixed effects models forpiecewise-geodesically distributed data. This leads us to a large variety of possible
situations that we will be able to deal with within the same framework. This model has
been first introduced in Chevallier et al. (2017) and extended in Chevallier et al. (2019).
We then prove the existence of the maximum a posteriori estimate and its asymptotic
consistency under reasonable assumptions.
I. Generic Mixed Effects Model for Piecewise-
Geodesically Distributed Data
We consider a longitudinal data set y obtained by repeating multivariate measurements
of n ∈ N∗ individuals. Each individual i ∈ J1, nK is observed ki ∈ N∗ times, at the time
points ti = (ti,j)j∈J1,kiK, and we denote yi = (yi,j)j∈J1,kiK the sequence of observations
for this individual. We also denote k = ∑ni=1 ki the total numbers of observations and
assume that each observation yi,j is a point of Rd, where d ∈ N can be considered
as the dimension of the problem. Thus, our observed data consists in a sequence in
Rkd, y = (yi,j)(i,j)∈J1,nK×J1,kiK, where J1, nK × J1, kiK denotes for compactness the set
{(i, j)|i ∈ J1, nK ∧ j ∈ J1, kiK}.
We generalize the idea of Schiratti et al. (2015, 2017) and build our model in a hierar-
chical way. Our data points are seen as noisy samples along trajectories and we suppose
that each individual trajectory derives from a group-representative scenario through
spatio-temporal transformations. Key to our model is that the group-representative
trajectory in no longer assumed to be geodesic but piecewise-geodesic. Thus, the char-
acteristic trajectory is no more the shortest path between the initial and the final rep-
resentative states but a concatenation of shortest paths between several intermediate
states. In particular, this allows us to consider situations in which the evolution can
fluctuate. We present at Figure 3.1 an example of situation our generic model can
address.
To ensure that the optimization of those trajectories can be computationally per-
formed in a reasonable amount of time, we build a parametric model. That is to say
that the trajectories depend on a finite number of variables. In the following (see Sub-
section I.3), we will denote zpop the variables driving the group-representative scenario
and zi those associated to the individual i ∈ J1, nK. For the sake of clarity, we first detail
the construction of the trajectories from a geometrical point of view. Then, we state our
generative model in a statistical perspective.
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Figure 3.1 – The generic piecewise-geodesic curve model.
The observed data (crosses) consist in noisy samples along manifold-valued trajec-
tories. Each individual path γi (solid colored lines) is a spatio-temporal variation
of a piecewise-geodesic representative trajectory γ0 (bold black line). In particular,
the individual trajectories are not necessarily piecewise-geodesic.
I – 1. The Group-Representative Trajectory
Let m ∈ N∗ and tR =
(
−∞ < t1R < . . . < tm−1R < +∞
)
a subdivision of R, called the
breaking-up times sequence. In order the representative trajectory γ0 to be geodesic on
each of the m sub-intervals of tR, we build γ0 component by component.
a. A Piecewise-Geodesic Curve
In this context, let M0 be a geodesically complete submanifold of Rd,
(
γ¯`0
)
`∈J1,mK a
family of geodesics on M0 and
(
φ`0
)
`∈J1,mK a family of isometries defined on M0. For
all ` ∈ J1,mK, we set M `0 = φ`0(M0) and γ`0 = φ`0 ◦ γ¯0`. The isometric nature of the
mapping φ`0 ensures that the manifolds (M `0)`∈J1,mK remain Riemannian and that the
curves γ`0 : R → M `0 remain geodesic. In particular, each γ`0 remains parametrizable
(Gallot et al., 2004). We define the representative trajectory γ0 by
∀t ∈ R, γ0(t) = γ10(t)1]−∞,t1R](t) +
m−1∑
`=2
γ`0(t)1]t`−1R ,t`R](t) + γ
m
0 (t)1]tm−1R ,+∞[(t) .
In other words, given a manifold-template of the geodesic components M0, we build γ0
so that the restriction of γ0 to each sub-interval of tR is the deformation of a geodesic
curve γ¯`0 living on M0 by the corresponding isometry φ`0. In practice, M0 is chosen in
order to catch the geometric nature of the observed data : if we are studying a score
as in Section I, M0 will be the standard finite segment ]0, 1[ for instance. The choice of
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the isometries φ`0 and the geodesics γ¯`0 have to be done with the aim of having an "as
regular as possible" (at least continuous) curve γ0 at the breaking-up time points t`R. In
the following section, we propose a way to meet this criterion in one dimension and in
the shape framework. However, the freedoms in the choice of φ`0 and γ¯`0 induce a wide
panel of models.
b. Boundary Conditions
Because of the piecewise nature of our representative trajectory γ0, constraints have to
be formulated on each interval of the subdivision tR. Following the formulation of the
local existence and uniqueness theorem (Gallot et al., 2004), constraints on geodesics are
generally formulated by forcing a value and a tangent vector at a given time-point. How-
ever, as soon as there is more that one geodesic component, i.e. m > 1, such an approach
cannot ensure the curve γ0 to be at least continuous. That is why we re-formulate these
constraints in our model as boundary conditions. Let A¯ = (A¯0, . . . , A¯m) ∈ (M0)m+1.
Let t0 ∈ R be a real value representing an initial time and t1 ∈ R representing a final
one. We impose that γ¯10(t0) = A¯0, γ¯m0 (t1) = A¯m and that
∀` ∈ J1,m− 1K, γ¯`0(t`R) = A¯` and γ¯`+10 (t`R) = A¯` .
Note that we can apply the constraints on γ`0 instead of γ¯`0 by defining A` = φ`0(A¯`) for
each `. Notably, the 2m constraints are defined step by step. In the case where the
geodesics could be written explicitly, such constraints do not complicate the model. In
more complicated case, as the one shown for shapes in Section II of Chapter 5, we use
shooting or matching methods to enforce this constraints.
From this representative curve, we derive a modeling of the individual trajectories
that mimics the individual evolution of subjects and best fits the individual observations.
I – 2. Individual Trajectories: Space and Time Warping
We want the individual trajectories to represent a wide variety of behaviors and to derive
from the group characteristic path by spatio-temporal transformations. To do that, we
define for each component of the piecewise-geodesic curve γ0 a couple of transformations:
the diffeomorphic component deformations and the time component reparametrizations
which characterize respectively the spatial and the temporal variability of propagation
among the population. Moreover, we decree as few constraints as possible in the con-
struction: at least continuity and control of the slopes at the (individual) breaking-up
points.
a. Time Component Reparametrizations
For compactness, we denote t0 by t0R from now on.
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To allow different paces in the progression and different rupture times for each indi-
vidual, we introduce some temporal transformations ψ`i : R→ R, called time-warp, that
are defined for the subject i ∈ J1, nK and for the geodesic component ` ∈ J1,mK by
ψ`i (t) = ψ`i (α`i ,τ`i )(t) = α
`
i(t− t`−1R − τ `i ) + t`−1R , where (α`i , τ `i ) ∈ R+ × R .
The parameters τ `i correspond to the time-shifts between the representative and the
individual progression onset ; the α`i are the acceleration factors that describe the pace of
individuals, being faster or slower than the population characteristic. For all individuals
i ∈ J1, nK, let tR,i = (t`R,i)`∈J1,m−1K denote the individual sequence of rupture times which
is the subdivision of R such that for all ` ∈ J1,m− 1K, ψ`i (t`R,i) = t`R i.e. such that
t`R,i = t`R,i(α`i ,τ`i ) = t
`−1
R + τ
`
i +
t`R − t`−1R
α`i
.
To ensure good adjunction at the rupture times, we demand that for all ` ∈ J1,mK,
ψ`i (t`−1R,i ) = t
`−1
R . Hence the time reparametrizations are constrained and only the accel-
eration factors α`i and the first time shift τ1i are free: all other time shift, ` ∈ J2,mK, are
defined by τ `i = t`−1R,i − t`−1R .
In the following, we will sometimes refer to the individual initial and final times
which are defined, for all i ∈ J1, nK, by ti0 = t0 + τ1 and ti1 = tm−1R + τmi + t1−tm−1Rαmi .
b. Diffeomorphic Component Deformations
Concerning the space variability, we introduce m diffeomorphisms φ`i : M `0 → φ`i(M `0)
to enable the different components of the individual trajectories to vary irrespectively
of each other. We enforce the adjunctions to be at least continuous and therefore the
mappings φ`i to satisfy
∀` ∈ J1,m− 1K, φ`i ◦ γ`0(t`R) = φ`+1i ◦ γ`+10 (t`R) .
Note that, as the individual paths are no longer required to be geodesic, the mappings
φ`i do not need to be isometric.
For all individuals i ∈ J1, nK and all component ` ∈ J1,mK, we set γ`i = φ`i ◦ γ`0 ◦ ψ`i
and define the corresponding individual curve γi by
∀t ∈ R, γi(t) = γ1i (t)1]−∞,t1R,i](t) +
m−1∑
`=2
γ`i (t)1]t`−1R,i ,t`R,i](t) + γ
m
i (t)1]tm−1R,i ,+∞[(t) .
Finally, the observations yi = (yi,j)j∈J1,kiK are assumed to be distributed along the curve
γi and perturbed by an additive Gaussian noise εi ∼ N (0, σ2Ikid), where σ ∈ R+:
∀(i, j) ∈ J1, nK× J1, kiK, yi,j = γi(ti,j) + εi,j , where εi,j ∼ N (0, σ2Id) .
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By construction, for each (i, j) ∈ J1, nK× J1, kiK, there exist ` ∈ J1,mK such that γi(ti,j)
lies on the submanifold φ`i(M `0) of Rd. Thus, the previous sum is well-defined. In
particular, we do not assume that the noisy-observation remain on the manifold.
The choice of the isometries φ`0 and the diffeomorphisms φ`i induces a large range
of piecewise-geodesic models. For example, if m = 1, φ10 = Id and if φ1i denotes the
application that maps a curve onto its parallel curve for a given non-zero tangent vector
wi, we feature the model proposed by Schiratti et al. (2015, 2017). In Chapter 5, we
propose two other specific models which can be used for chemotherapy monitoring for
instance.
I – 3. Toward a Coherent and Tractable Statistical Generative Model
Now that we have presented the geometrical objects we will deal with, we set up a
comprehensive statistical framework in order to estimate the different parameters that
control the trajectories.
We first introduce some notations in order to clearly state our statistical generative
model. Let zψi = (α`i , τ `i )`∈J1,mK denote the individual temporal variables and similarly
zφi denote the individual spatial variables, i.e. the variables associated to the variation of
the m diffeomorphic deformations φ`i . Likewise, let zpop denote the population variable,
i.e. the variable associated to the variation of the m isometric mappings φ`0.
Let pind ∈ N be the dimension of each vector zi = (zψi , zφi ) such that ∀i ∈ J1, nK,
Zi ⊂ Rpind denotes the space of random effects. Similarly, let ppop ∈ N be the dimension
of zpop and Zpop ⊂ Rppop denotes the space of fixed effects.
To cover many situations, we do not explicit here the individual spatial variables
zφi . However, for examples, we propose an instantiation of this generic model for one
dimension manifolds and piecewise-logistically distributed data at Section I and for shape
analysis at Section II of Chapter 5. Moreover, our generic approach encompass a large
variety of models as such proposed by Schiratti et al. (2017), Bône et al. (2018) and
Koval et al. (2018).
a. Modeling Constraints...
In a modeling perspective, we are interested in understanding the individual behaviors
with respect to the characteristic one. Thus, we focus on the variance of the random
effects zi = (zψi , z
φ
i ) rather than their distributions. Moreover, as we want the represen-
tative path to characterize the pattern of behavior of the individual trajectories, we have
to slightly modify the individual parameters zi in such a way that for all i, E(zi) = 0. In
particular, if our model were linear, this would have ensure the representative trajectory
to be the mean (in the statistical meaning) of the individual ones. Concerning the in-
dividual temporal variables for instance, the acceleration parameters (α`i)`∈J1,mK have to
be positive and equal to one on average while the time shifts (τ `i )`∈J1,mK are of any signs
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and must be zero on average. For these reasons, we set α`i = eξ
`
i and consider the "new"
temporal variable, still denoted zψi for compactness, z
ψ
i = (ξ`i , τ `i )`∈J1,mK. We proceed
in the same way for the individual spatial variables zφi , when required (for centered or
positive variables).
To sum up, we assume that there exists a symmetric positive definite matrix Σ ∈
S +pind(R) such that zi ∼ N (0,Σ), and now want to estimate Σ. Hence, the parameters
we are interested in are θ = (zpop,Σ, σ) ∈ Zpop ×S +pind(R)× R+.
b. ...and Computational Feasibility
Given a n-sample, we target θˆn an estimation of our parameters. Following the classical
approach for maximum likelihood estimation in nonlinear mixed effects models, we use
the MCMC-SAEM algorithm. However, the theoretical convergence of this algorithm is
proved only if the model belongs to the curved exponential family (Allassonnière et al.,
2010; Delyon et al., 1999). This framework is also important for numerical performances.
Without further hypothesis, our model does not satisfy this constraint. Therefore, we
proceed as in Kuhn and Lavielle (2005): we assume that zpop is the realization of
independent Gaussian random variables with fixed small variances and estimate the
means of those variables. So, the parameters we want to estimate are θ = (zpop,Σ, σ)
and we define the set of admissible parameters by Θ = Rppop ×S +pind(R)× R+.
The fixed and random effects z = (zpop, zi)i∈J1,nK are considered as latent variables,
i.e. as hidden variables that are not directly observed but can be inferred by the obser-
vations. Our model writes in a hierarchical way as
y | z, θ ∼
n⊗
i=1
ki⊗
j=1
N ( γi(ti,j) , σ2 ) ,
z | θ ∼ N ( zpop , D−1pop ) n⊗
i=1
N (0,Σ) ,
where σpop ∈ Rppop+ is an hyperparameter of the model andDpop = σ2popIppop ∈Mppop(R)
is the diagonal matrix of size ppop whose diagonal entries are given by the vector σ2pop.
The products ⊗ mean that the corresponding entries are considered to be independent.
In other words, we assume that each of the measurement noises is independent of all the
others. Of course, it may not be the case in practice. But, as all the observations for
a given subject come from a single curve, this assumption is reasonable in our context.
Moreover, this assumption leads us to a more computationally tractable algorithm.
– 70 –
II. Parameters Estimation
II. Parameters Estimation
As said just above, we want to estimate θ = (zpop,Σ, σ) ∈ Rppop×S +pind(R)×R+. As we
want our model to be consistent with low sample size high-dimensional data analysis,
we consider a Bayesian framework, i.e. we assume the following priors
(Σ, σ) ∼ W−1 (V,mΣ)⊗W−1 (v,mσ) , where V ∈ S +pind(R), v,mΣ,mσ ∈ R
and W−1 (V,mΣ) denotes the inverse Wishart distribution with scale matrix V and
degrees of freedom mΣ. Regularization has indeed proven its fruitfulness in this context
(Giraud, 2014). In order for the inverse Wishart to be non-degenerate, the degrees mΣ
and mσ must satisfy mΣ > 2pind and mσ > 2. In practice, we yet use degenerate priors
but with well-defined posteriors. In the spirit of the one-dimension inverse Wishart
distribution, we define the density function distribution of higher dimension as
fW−1(V,mΣ)(Σ) =
1
Γpind
(mΣ
2
) ( √|V |
2
pind
2
√|Σ| exp
(
−12 tr
(
V Σ−1
)))mΣ
,
where Γpind is the multivariate gamma function and, for all matrices A, |A| denotes the
determinant of the matrix A.
The estimates are obtained by maximizing the posterior density on θ conditionally on
the observations y = (yi,j)(i,j)∈J1,nK×J1,kiK.
In the following paragraphs, we first show that the model is well-posed i.e. that for
any finite sample the maximum we are looking for exists. We then prove a consistency
theorem which ensures that the set of parameters which well-explain the observations is
non-empty and that the MAP estimator converges to this set. Last, we explain how to
use the MCMC-SAEM algorithm to produce MAP estimates.
II – 1. Existence of the Maximum a Posteriori Estimator
The inverse Wishart priors on the variances not only regularize the log-likelihood of the
model, they also ensure the existence of the MAP estimator.
Theorem 3.1 (Existence of the MAP estimator)
Given a piecewise-geodesic model and the choice of probability distribu-
tions for the parameters and latent variables of the model, for any data set
(ti,j , yi,j)(i,j)∈J1,nK×J1,kiK, there exists
θ̂MAP ∈ argmax
θ∈Θ
q
(
θ|y) .
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The demonstration of the theorem uses the following lemma.
Lemma 3.2.1. Given a piecewise-geodesic model and the choice of a probability distri-
bution for the parameters and latent variables of the model, the posterior θ 7→ q(θ|y) is
continuous on the parameter space Θ.
Proof: Let Z = Zpop ×∏ni=1Zi denote the space of latent variables. Using Bayes
rule, for all θ ∈ Θ,
q
(
θ |y ) = 1
q(y)
(∫
Z
q
(
y | z, θ ) q( z | θ ) dz) qprior(θ) .
The density functions θ 7→ qprior(θ) and θ 7→ q
(
y|z, θ)q(z|θ) are continuous on
Θ for all z ∈ Z. Moreover, for all θ ∈ Θ and all z ∈ Z,
q
(
y | z, θ ) = 1
(σ
√
2pi)k
exp
(
− 12σ2
n∑
i=1
ki∑
j=1
(
yi,j − γi(ti,j)
)2)
and so, for all θ ∈ Θ and z ∈ Z,
q
(
y | z, θ ) q( z | θ ) 6 1
(σ
√
2pi)k
q
(
z | θ ) ,
which is positive and integrable as a probability distribution. As a consequence,
z 7→ q(y|z, θ) q(z|θ) is integrable – and positive – on Z for all θ ∈ Θ and
θ 7→ q(y|θ) is continuous.
Proof of Theorem 3.1 – Existence of the MAP: We use the Alexandrov one-
point compactification Θ = Θ ∪ {∞} of the parameters space Θ, where a
sequence (θn)n∈N converges toward the point ∞ if and only if it eventually
steps out of every compact subset of Θ. Thus, given the result of Lemma 3.2.1,
it suffices to prove that limθ→∞ log q
(
θ|y) = −∞. We keep the notation of the
previous proof and proceed similarly. In particular, for all θ ∈ Θ,
log q
(
θ |y ) 6 − log q(y)− k log(√2pi)− k log(σ) + log qprior(θ) .
By computing the prior distribution qprior, we remark that there exists λ which
does not depend on the parameter θ such as
log q
(
θ |y ) 6 λ(y)− (k +mσ) log(σ)
− mσ2
(
v
σ
)2
− mΣ2
[
log(|Σ|) + mΣ2 tr
(
V Σ−1
)]
.
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Let µ(V ) denote the smallest eigenvalue of V , ρ(Σ−1) the largest eigen-
value of Σ−1, which is also its operator norm, and 〈Σ |V 〉F the Frobenius
inner product of Σ with V . We know that 〈Σ |V 〉F > µ(V ) ρ(Σ−1) and that
log(|Σ−1|) 6 pind log
( ‖Σ−1‖ ) so that
log(|Σ−1|)− tr
(
V Σ−1
)
6 pind log
(
‖Σ−1‖
)
− µ(V ) ‖Σ−1‖ .
As a consequence, it comes that
lim
‖Σ‖+‖Σ−1‖→+∞
{
mΣ
2
[
log(|Σ−1|)− tr
(
V Σ−1
)]}
= −∞ .
Likewise,
lim
σ+σ−1→+∞
{
−(k +mσ) log(σ)− mσ2
(
v
σ
)2}
= −∞
hence the result.
We have detailed the previous proof in order to emphasize the necessity of prior dis-
tribution on the variances Σ and σ to ensure the existence of the maximum a posteriori.
II – 2. Consistency of the Maximum a Posteriori Estimator
We are now interested in the consistency of the MAP estimator without making strong
assumptions on the distribution of the observations y. In particular, we do not assume
that the observations are generated by the model.
We denote P (dy) the distribution governing the observations and Θ∗ the set of
admissible parameters inducing a model distribution close to P (dy):
Θ∗ =
{
θ∗ ∈ Θ
∣∣∣∣∣ EP (dy) [ log q(y|θ∗) ] = supθ∈Θω EP (dy) [ log q(y|θ) ]
}
.
The MAP estimator is said consistent if it converges to the set Θ∗ (on every compact of
Θ possibly). Classical results of consistency assume that the space Θ∗ is non-empty (see
the Wald’s consistency theorem (van der Vaart, 2000)). However, such an hypothesis
is not entirely satisfactory: we have no guarantee that Θ∗ is actually non-empty. We
propose below a reasonable framework in which the convergence of the MAP estimator
toward the corresponding non-empty set Θ∗ is guaranteed.
a. Two Kinds of Latent Variables
To this end and for any ω ∈ R+, we define the space Θω of admissible parameters such
that on average, the fixed effects are bounded by ω:
Θω = {θ = (zpop,Σ, σ) ∈ Θ | ‖zpop‖2 6 ω} , where Θ = Rppop ×S +pind(R)× R+ .
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As the assumption only concern the average behavior of the population variable zpop, it
is not restrictive. Moreover, fixed effects are most of the time bounded (but potentially
with high bounds) in applications. In this new framework, for all ω ∈ R+,
Θω∗ =
{
θ ∈ Θω
∣∣∣ EP (dy) [ log q(y|θ) ] = E∗(ω)} ,
where
E∗(ω) = sup
θ∈Θω
EP (dy) [ log q(y|θ) ] .
To state the consistency of the MAP estimator, we first have to give some nota-
tions. For all i ∈ J1, nK, we assume the existence of two subsets of Zi, Zregi and Zcriti ,
such that Zi = Zregi × Zcriti . In other words, we assume that each component of each
individual latent variable zi may be of two sorts: regular or critical. We will respec-
tively denote zregi and zcriti this sub-variables leading to write, up to permutations,
zi = (zregi , zcriti ). Likewise, we assume that the components of the population latent
variables can be regular or critical, i.e. that there exists Zregpop,Zcritpop ⊂ Zpop such that
zpop = (zregpop, zcritpop) ∈ Zregpop × Zcritpop. To stay consistent with the previous notations, we
denote pregind, pcritind , pregpop and pcritpop the dimension of the ambient space of the matching sets:
Zregi ⊂ Rp
reg
ind and so on.
b. Consistency of the Maximum a Posteriori Estimator
In the following, we want to study the effect of the variables (zpop, zi) on the trajectories.
To this end, we introduce for all i the notation ~γi(zpop, zi) = (γi(ti,j))j∈J1,kiK ∈ Rki and
more generally the functions ~γi : Zpop × Zi → Rki . Let ` ∈ J1, nK, consider a `-tuple of
individuals and denote by k` = ∑`i=1 ki the total number of measures for this `-tuple. Let
y` = (yi)i∈J1,`K ∈ Rk` and z` = (zpop, zi)i∈J1,`K ∈ Rppop+` pind be the vectors made up of
the ` corresponding vectors. As in the one-by-one case, we define by ~γ` : Zpop×Z`i → Rk
`
the function which maps the vector z` to the one (~γi(zpop, zi))i∈J1,`K.
For all vectors of the form (a, b) ∈ Rpa×Rpb , where pa and pb are any integer number
and for all indices v ∈ J1, pa + pbK, (a, b)v and (a, b)−v refer respectively to
(a, b)v =
(
(a1, . . . , apa) , (b1, . . . , bpb)
)
v
=
{
av if v 6 pa
bv−pa else
and
(a, b)−v =
{(
(a1, . . . , av−1, av+1, . . . , apa), b
)
if v 6 pa(
a , (b1, . . . , bv−pa−1, bv−pa+1, . . . , bpb)
)
else
.
Last, for all k ∈ N, Lk refers to the Lebesgue measure on Rk.
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Theorem 3.2 (Consistency of the MAP estimator)
Assume that there exists an integer ` ∈ J1, nK such that:
(H 1) The number of observations is bigger than the one of latent variables:
p` < k`, where k` = ∑`i=1 ki and p` = ppop + ` pind ;
(H 2) The times of acquisitions ti = (ti,j)j∈J1,kiK are independent and identi-
cally distributed;
(H 3) The density P (dy`) is continuous with polynomial tail decay of degree
bigger than the dimension of the truncated space of latent variables,
i.e. bigger than p` + 1, apart from a compact subset K of Rk` ;
(H 4) The individual trajectories grow super-linearly with respect to the reg-
ular variables: for all individuals i ∈ J1, nK and for all v ∈ J1, pregpop +
pregindK, there exists two functions ai,v, bi,v : Rpregpop+pregind−1 → R which de-
pend only of (zregpop, z
reg
i )−v and such that
∀(zpop, zi) ∈ Zpop ×Zi, ai,v
(
(zregpop, z
reg
i )−v
)
> 0 ,
where
ai,v
(
(zregpop, z
reg
i )−v
)
= 0 iff (zregpop, z
reg
i )−v = 0 ,
and
‖~γi(zpop, zi)‖∞ > ai,v
(
(zregpop, z
reg
i )−v
) ∣∣∣(zregpop, zregi )v∣∣∣
+ bi,v
(
(zregpop, z
reg
i )−v
)
;
(H 5) Critical variables induce critical trajectories: for all individuals i ∈J1, nK and for all v ∈ J1, pcritpop + pcritind K, there exists a critical trajectory
γcriti,v which depends only of
(
zregpop, z
reg
i
)
and
(
zcritpop, z
crit
i
)
−v such that
lim
|(zcritpop,zcriti )v|→+∞
~γi(zpop, zi) = γcriti,v and Lki({yi = γcriti,v }) = 0 .
Let (θˆn)n∈N denote any MAP estimator. Then Θω∗ 6= ∅ and for any ε ∈ R∗+,
lim
n→∞P
[
δ(θˆn,Θω∗ ) > ε
]
= 0 ,
where δ in any metric compatible with the topology on Θω.
The proof is postponed in Section III.
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If the times of observations ti are identically distributed, the individual numbers
of measurements ki are in particular all equal. Thus, under (H 2), Assumption (H 1)
writes in a more concise manner as p` < `k1. However, as (H 2) is not required for all
intermediate results (see the proof in Section III), we keep the more general statement
for (H 1). The condition (H 2) is for instance met if we assume that the times ti are
regularly spaced, that is to say that for all individuals i ∈ J1, nK and all measurements
j ∈ J1, k1K, ti,j follows the uniform distribution U ([Tj−1, Tj ]), where T is a maximum of
the set {ti,j |i ∈ J1, nK, j ∈ J1, k1K} and (T0 = 0 < T1 < . . . < Tk1 = T ) is a subdivision
of [0, T ].
The condition p` < k` means that without enough observations for at least some
individuals, we cannot build a consistent model. Such an assumption is quite reason-
able as we have no chance to catch the trajectories behavior with certitude with less
observations than the constraints over them. The assumption on the distribution P (dy)
is really weak and always fulfilled in practice. Moreover, as the theorem holds for all
ω ∈ R+, the boundary over the average of the population latent variable zpop is not
really restrictive.
For compactness, we have stated the theorem by considering that a latent variable
may be of only one kind: regular or critical. Actually, a single latent variable can be
of two kinds: critical in the neighbourhood of +∞ and regular around −∞, and vice-
versa (see the proof for details). This remark is all the more important in view of some
applications and Chapter 5 but is treated by our proof.
II – 3. Estimation with the MCMC-SAEM Algorithm
As explain at the paragraph I.3.b, a stochastic version of the EM algorithm is adopted,
namely the stochastic approximation expectation-maximization (SAEM) algorithm. As
the conditional distribution q(z|y, θ) involves he renormalization constant which is our
target function, the simulation step is replaced using a Monte-Carlo Markov Chain
(MCMC) sampling algorithm, leading to consider the MCMC-SAEM algorithm (Al-
lassonnière et al., 2010; Kuhn and Lavielle, 2005). It alternates between simulation,
stochastic approximation and maximization steps until convergence. The simulation
step is achieved using a symmetric random walk Hasting-Metropolis within Gibbs sam-
pler (Robert and Casella, 1999).
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Algorithm 1: Overview of the SAEM for the generic piecewise-geodesic model.
Input: θ∗ = (zpop ∗,Σ∗, σ∗), (V,mΣ), (v,mσ), maxIter, Nburnin.
Output: θ = (zpop,Σ, σ).
1 # Initialization: θ ← θ∗ ; S ← 0 ; (εiter)iter>0 ; zpop ← zpop ; (zi)i ← 0 ;
2 for iter = 1 to maxIter do
3 # Simulation: (zpop, (zi)i)← sampler(zpop, (zi)i) ;
4 # Stochastic Approximation: S1 ← S1 + εiter (zpop − S1) ;
5 S2 ← S2 + εiter
(
1
n
∑
i
tzizi − S2
)
;
6 S3 ← S3 + εiter
(
1
k
n∑
i=1
ki∑
j=1
( yi,j − γi(ti,j) )2 − S3
)
;
7 # Maximization: zpop ← S1 ; Σ← nS2 +mΣV
n+mΣ
; σ ←
√
kS3 +mσv2
k +mσ
;
8 end
The complete log-likelihood of our model writes
log q
(
y, z, θ
)
= − 12σ2
n∑
i=1
ki∑
j=1
(
yi,j − γi(ti,j)
)2 − k log(σ)
− 12
n∑
i=1
( tzi Σ−1 zi) − n2 log(|Σ|)
− 12
t( zpop − zpop )D−1( zpop − zpop ) − 12 log(|D|) − 12 tr
(
V Σ−1
)
+ mΣ2
(
log(|V |)− log(|Σ|) ) + mσ log( v
σ
)
− mσ2
(
v
σ
)2
+ csts .
It is clear to see that this model belongs to the curved exponential family: up to a
multiple constant, the sufficient statistics are defined as
S1(y, z) = zpop ∈ Rppop , S2(y, z) = 1
n
n∑
i=1
tzizi ∈Mpind(R)
and S3(y, z) =
1
k
n∑
i=1
ki∑
j=1
(
yi,j − γi(ti,j)
)2 ∈ R .
By denoting iter the increment, z(iter) the current sample and S(iter)u the current
approximation of the uth sufficient statistics, u ∈ {1, 2, 3}, the stochastic approximation
step is defined as:
S(iter)u = S(iter)u + εiter
(
Su(y, z(iter))− S(iter)u
)
,
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where (εiter) is a sequence positive step size (see below).
The maximization step is straightforward given the sufficient statistics of our ex-
ponential model: we update the parameters by taking a barycentre between the corre-
sponding sufficient statistic and the prior (when there exists). In other words,
zpop
(iter+1) = S1(y, z(iter)), Σ(iter+1) =
nS2(y, z(iter)) +mΣV
n+mΣ
and σ2(iter+1) = kS3(y, z
(iter)) +mσv2
k +mσ
.
Finally, given an adapted sampler (the symmetric random walk Hastings-Metropolis
within Gibbs Sampler for instance) and the sequence (εiter)iter defined by
∀ iter > 1, εiter = 1iter6 Nburnin + (iter− Nburnin)−0.65 1iter> Nburnin ,
our algorithm writes as Algorithm 1 . Some experimental results are presented in Section
III of Chapter 5.
III. Proof of the Consistency Theorem for Bounded
Population Variable
The proof of the theorem relies on several lemmas. Lemma 3.3.3 is the heart of the
proof: we control here the behavior of the log-likelihood at the boundary points of the
parameters space Θω∗ and prove that this set is non-empty. It is based on Lemma 3.3.2
which states the integrability of the supremum over the parameter space of the positive
part of the log-likelihood. Lemma 3.3.1 is derived from Allassonnière et al. (2007). We
transpose the proof of the cited article here (with few more details) as this lemma is
critical in the proof of Lemma 3.3.2 and not such classical.
In the following, we freely (and without reminder) use the notations introduced in
Section II.2. Moreover, (H 1), (H 2), (H 3), (H 4) and (H 5) refer to the hypothesis of
the consistency theorem (Theorem 3.2, page 75).
III – 1. Lemmas
We first recall that the minimal number of balls of radius r ∈ R∗+ required to cover a
compact set K ∈ Rp is bounded from above by
(Diam(K)
r
)p
.
Lemma 3.3.1 (Preliminary of measure theory). Let p < q be two integers. Then, for
any differentiable map f : Rp → Rq and any compact subset K of Rp, there exists a
constant λ which depends only on p and q such that∫
Rq\f(K)
log+ 1
d
(
y, f(K)
) dy < λ (sup
K
‖Df‖+ 2
)q
Diam(K)p ,
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where d is the euclidean distance on Rq, Df the differential of f and Diam(K) the
diameter of the compact K. Especially,∫
Rq\f(K)
log+ 1
d(y, f(K)) dy < +∞ .
Proof: For all ρ, ρ1, ρ2 ∈ R∗+, ρ1 < ρ2, let
Mρ1,ρ2 =
{
y ∈ Rq | ρ1 6 d
(
y, f(K)
)
6 ρ2
}
and Mρ = M0,ρ .
For all ρ ∈ R∗+, due to the compactness of K, there exists a finite set Λρ ⊂ K
such that K ⊂ ⋃x∈Λρ B(x, ρ) and |Λρ| 6 (Diam(K)ρ )p. Let τ = supK‖Df‖.
According to the mean value theorem, M0,ρ ⊂ B
(
f(x), (τ + 2)ρ
)
and
Lq(Mρ) 6
∑
x∈Λρ
Lq
(
B(f(x), (τ + 2)ρ))
6
√
pi
p (τ + 2)p
Γ
(p
2 + 1
) × (Diam(K))p × ρq−p .
Let s ∈ ]0, 1[. Then, from the Abel transformation,
∫
Rq\f(K)
log+ 1
d
(
y, f(K)
) dy = +∞∑
n=0
∫
Msn+1,sn
log+ 1
d
(
y, f(K)
) dy
6
+∞∑
n=0
log 1
sn+1
[Lq(Msn)−Lq(Msn+1)]
6 − log(s)
+∞∑
n=0
Lq(Msn) .
Hence the result as s ∈ ]0, 1[.
Lemma 3.3.2. Assume (H 1), (H 3), (H 4) and
(H′ 5) Bounded regular variables implies bounded trajectories: For all individuals i ∈J1, nK, if there exists b ∈ R such that ‖(zregpop, zregi )‖∞ < b then there exists R ∈ R∗+
such that ‖~γi(zpop, zi)‖∞ < R.
Then, for any such `,
EP (dy`)
 sup
θ∈Θ
(∑`
i=1
log q(yi|θ)
)+  < +∞ .
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Proof: Let i ∈ J1, `K, Γi = Im(~γi) and Γ` = ∏`i=1 Γi. For all θ ∈ Θω,
q(yi|θ) = 1(σ√2pi)ki
∫
Zi
exp
(
− 12σ2 ‖yi − ~γi(zpop, zi)‖
2
2
)
q(zpop, zi|θ) d(zpop, zi)
6 1
(σ
√
2pi)ki
exp
(
− 12σ2d(yi,Γi)
2
)
,
where d denotes the Euclidean distance on Rki . Thus for all θ ∈ Θω,
∑`
i=1
log q(yi|θ) 6 −k
`
2 log(2piσ
2) − 12σ2d(y
`,Γ`)2 ,
where d denotes now the Euclidean distance on Rk` , k` = ∑`i=1 ki. As the right
hand side is maximized for σ2 = 1
k`
d(y`,Γ`)2, there exists a constant λ ∈ R∗+
such that
sup
θ∈Θ
(∑`
i=1
log q(yi|θ)
)+
6 λ + k` log+ 1
d(y`,Γ`) .
1. Assume there exists i0 ∈ J1, nK such that that ‖(zregpop, zregi0 )‖∞ > b for all
b ∈ R.
For all r1, r2 ∈ R we define a compact subset Γ`r1,r2 of Γ` by setting
A¯(r1, r2) =
{
z` ∈ Rp` | r1 6 ‖(zregpop, zregi )i∈J1,`K‖∞ ,
‖(zcritpop, zcriti )i∈J1,`K‖∞ 6 r2 }
and Γ`r1,r2 =
{
~γ`(z`) | z` ∈ A¯(r1, r2)
}
.
Especially, limr2→∞ Γ`0,r2 = Γ
`. Moreover, ~γ` is differentiable a.e., at
least one-side differentiable everywhere and there exists τ ∈ R such that
supRp`‖Dz`~γ`‖ < τ . So, according to Lemma 3.3.1, for all r1, r2 ∈ R, there
exists µ ∈ R which depends only on p` and k` such that
E
[
log+ 1
d(y`,Γ`r1,r2)
]
< µ (τ + 2)k
`
r2
p` .
As in the proof of Lemma 3.3.1, we set Γ`r1,r2 = {y` ∈ Rk
` | d(y`,Γ`r1,r2) 6
1} and we have for all r1, r2 ∈ R,∫
Rk`
log+ 1
d(y`,Γ`r1,r2)
P (dy`) =
∫
Γ`r1,r2
log+ 1
d(y`,Γ`r1,r2)
P (dy`)
6 µ¯ r2 p
` sup
Γ`r1,r2
P (y`) ,
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where µ¯ = µ (τ + 2)k
` ∈ R. Let R1, R2 ∈ N such that K ⊂ B¯(0, R1) and
R1 < R2. By definition of the distance to a subset, it comes that
EP (dy`)
[
log+ 1
d(y`,Γ`0,R2)
]
6 µ¯ R1p
` sup
Γ`0,R1
P (y`)
+ µ¯
R2−1∑
r=R1
(r + 1)p` sup
Γ`r,r+1
P (y`) .
The first term is finite as P (dy) is continuous. Besides, if y` ∈ Γ`r,r+1,
there exists z` ∈ A¯(r, r + 1) such that ‖~γ`(z`)− y`‖∞ 6 1. Let i ∈ J1, nK
and v ∈ J1, pregpop + pregindK so that ‖(zregpop, zregi )i∈J1,nK‖∞ = |(zregpop, zregi )v|.
Such a couple exists due to the existence of i0. Moreover, there exists
ai,v
(
(zregpop, z
reg
i )−v
)
and bi,v
(
(zregpop, z
reg
i )−v
)
as in (H 4) and by definition of
z` and the infinite norm,
‖y`‖∞ > ‖~γ`(z`)‖∞ − 1 > ‖~γi(zpop, zi)‖∞ − 1
> ai,v |(zregpop, zregi )v| + bi,v − 1
> ai,v × r + bi,v − 1 .
Consequently,
sup
Γ`r,r+1
P (y`) 6 sup
{
P (y`) | ‖y`‖∞ > ai,v × r + bi,v − 1
}
and the series∑(r+1)p` supΓ`r,r+1 P (y`) converge since P (dy) has a poly-
nomial decay tail of degree bigger than p`+1 apart from K by assumption
(H 3).
2. Assume that there exists b ∈ R such that ‖(zregpop, zregi )‖∞ 6 b for all i ∈J1, nK. Then, by assumption (H′ 5), there exists R ∈ R∗+ such that for all
i, ‖~γi(zpop, zi)‖∞ < R. In particular, ‖~γ`(z`)‖∞ < R and Γ` ⊂ B¯(0, R).
Thus,
EP (dy`)
[
log+ 1
d(y`,Γ`)
]
6 EP (dy`)
[
log+ 1
d
(
y`, B¯(0, R))
]
.
Yet, by still denoting B¯(0, R) = {y` ∈ Rk` | d(y`, B¯(0, R)) 6 1} and
applying Lemma 3.3.1 to the compact K = B¯(0, R) and f = Id, there
exists µ ∈ R such that
EP (dy`)
[
log+ 1
d
(
y`, B¯(0, R))
]
=
∫
B¯(0,R)
log+ 1
d
(
y`, B¯(0, R))P (dy`)
6 µ 3k` R p` sup
B¯(0,R)
P (y`) < +∞ .
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Finally, in both cases, EP (dy`)
[
supθ∈Θ
(∑`
i=1 log q(yi|θ)
)+]
< +∞.
Lemma 3.3.3. Assume (H 1), (H 3), (H 4) and (H 5). Let
S +pind(R) = S +pind(R) ∪ {∞}
be the one point Alexandrov compactification of S +pind(R) and consider the compactifi-
cation of the parameter space Θω
Θω =
{
θ = (zpop,Σ, σ) ∈ Rppop ×S +pind(R)× R+ | ‖zpop‖ 6 ω
}
,
where R+ = [0,+∞[ ∪ {+∞}. Then, we have for all ω ∈ R,
(C 1) P (dy`) almost surely, for any sequence θκ =
(
zpop κ , Σκ , σκ
)
of elements from
Θω such that limκ→∞ θκ ∈ Θω \Θω,
lim
κ→∞
∑`
i=1
log q (yi|θκ) = −∞ ;
(C 2) For any sequence (θκ) ∈ ΘωN such that limκ→∞ θκ ∈ Θω \Θω,
lim
κ→∞EP (dy`) [ log q(y|θκ) ] = −∞ ;
(C 3) The mapping θ 7→ EP (dy`) [ log q(y|θ) ] is continuous on Θω and Θω∗ 6= ∅.
Proof: We recall that a sequence (Σκ)κ∈N of S +pind(R) converge toward the point
∞ if it eventually steps out of every compact subset of S +pind(R). Let prove the
three points in order.
1. As
Θω \Θω =
{
(Σ, σ) ∈ S +pind(R)× R+
∣∣∣
‖Σ‖ = +∞ ∧ ‖Σ−1‖ = +∞ ∧ σ ∈ {0,+∞}
}
we proceed by disjunction. Let
∀κ ∈ N, θκ = (zpop κ,Σκ, σκ) ∈ Θω .
(i) Assume that, up to extraction of a subsequence, ‖Σκ‖ → ∞ or ‖Σ−1κ ‖ →
∞.
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Let M = ‖y`‖∞. For all individuals i ∈ J1, nK and all κ ∈ N, the marginal
density of yi given θκ is given by :
q(yi|θκ) = 1(σκ
√
2pi)ki
∫
Zpop×Zi
exp
(
− 12σ2κ
‖yi − ~γi(zpop, zi)‖22
)
q(zpop, zi|θκ) d(zpop, zi) .
Let x > 1, Zregi,−1 =
{(
zregi,2 , . . . ,z
reg
i,pregind
) | zregi ∈ Zregi } and likewise Zregpop,−1.
Let B¯xi,1 be the closed ball defined by
B¯xi,1 = B¯xi,1
(
(zregpop, z
reg
i )−1
)
= B¯
(
0 ,
xM − bi,1
(
(zregpop, z
reg
i )−1
)
ai,1
(
(zregpop, zregi )−1
) ) ,
where ai,1
(
(zregpop, z
reg
i )−1
)
and bi,1
(
(zregpop, z
reg
i )−1
)
are defined as in (H 4).
Thus, by slicing the integral in half and bounding the exponential on B¯xi,1
by 1,
q(yi|θκ) 6 1(σκ
√
2pi)ki
∫
B¯xi,1×Zi,−1
q(zpop, zi|θκ) d(zpop, zi)
+ 1
(σκ
√
2pi)ki
∫
B¯xi,1{×Zi,−1
exp
(
− 12σ2κ
‖yi − ~γi(zpop, zi)‖22
)
q(zpop, zi|θκ) d(zpop, zi) ,
where Zi,−1 = Zregpop,−1 ×Zcritpop ×Zregi,−1 ×Zcriti . Moreover, by conditioning,∫
B¯xi,1×Zi,−1
q(zpop, zi|θκ) d(zpop, zi) =
∫
B¯xi,1
q(zregpop,1, z
reg
i,1 |θκ) d(zregpop,1, zregi,1 ) .
By continuity of (zregpop,1, z
reg
i,1 ) 7→ q(zregpop,1, zregi,1 |θκ) and compactness of B¯xi,1,∫
B¯xi,1×Zi,−1
q(zpop, zi|θκ) d(zpop, zi) 6 sup
B¯xi,1
q(zregpop,1, z
reg
i,1 |θκ)L1(B¯xi,1) .
Since the marginal of a multivariate distribution is a multivariate distribu-
tion whose mean vector and covariance matrix are obtained by dropping
the irrelevant variables, lim‖Σκ‖→∞ q(z
reg
pop,1, z
reg
i,1 |θκ) = 0 and the first in-
tegral goes to zero as ‖Σκ‖ → ∞.
In the same way of the proof of Theorem 3.1, the marginal density
q(zregpop,1, z
reg
i,1 |θκ) is controlled by the operator norm of the covariance ma-
trix Σ−1κ from which we have drop the irrelevant variables. Hence, as
‖Σ−1κ ‖ → ∞, the first integral converges toward zero as well.
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The second integral is maximized at σ2κ = 1ki ‖yi − ~γi(zpop, zi)‖2. Thus,
due to the Cauchy-Schwarz inequality, there exists a constant c ∈ R∗+ such
that for all (zpop, zi) ∈ B¯xi,1{ ×Zi,−1,
‖yi − ~γi(zpop, zi)‖22 > c
(
ai,1 × xM − bi,1
ai,1
+ bi,1 − ‖yi‖∞
)2
> c
(
(x− 1)M)2
and by bounding the marginal density q(zpop, zi|θκ) on B¯xi,1{×Zi,−1 by 1,
the second integral is bounded from above by
(
ki
2pi
) ki
2
e−
ki
2
1(√
c (x− 1)M)ki .
Therefore,
lim sup
κ→∞
∑`
i=1
log q(yi|θκ) 6 −k
`
2
[
1 + log(2pi) + log
(√
c (x− 1)M)]
+ 12
∑`
i=1
ki log ki .
Since x can be chosen arbitrarily large, we obtain the result for the case
‖Σκ‖ → +∞ as well as ‖Σ−1κ ‖ → +∞.
(ii) Assume that, up to extraction of a subsequence, σκ → 0 or σκ →∞.
LetM = ‖y`‖∞. With the same notations as in the proof of Lemma 3.3.2,
for all κ ∈ N,
∑`
i=1
log q(yi|θκ) 6 −k
`
2 log(2piσ
2
κ)−
1
2σ2d(y
`,Γ`)2 ,
where Γ` = Im(~γ`) and d denotes the Euclidean distance on Rk` . Let us
prove that d(y`,Γ`) > 0 a.s. : the result will go along whatever σκ → 0
or σκ → +∞ with the previous inequality. Let Z` = Zpop ×∏`i=1Zi.
Due to (H 4), for all i ∈ J1, nK,
lim
‖(zregpop,zregi )‖∞→∞
‖γi(zpop, zi)‖∞ = +∞ ,
and so for all ε ∈ R∗+ non-negative, there exists R ∈ R such as for all
z` ∈ Z` satisfying ‖z`‖ > R, ‖~γ`(z`)‖ > M+ε. In particular, by definition
of M , ‖y` − ~γ`(z`)‖∞ > 0 for ‖(zregpop, zregi )i∈J1,`K‖∞ sufficiently large.
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On the other hand, if at least a critical variable blows up, then by (H 5)
there exists a critical trajectory γcriti such that
lim
‖(zcritpop,zcriti )‖∞→∞
‖~γi(zpop, zi)‖∞ = γcriti
and as soon as this variable becomes sufficiently large, yi 6= γcriti a.s. Thus
‖y` − ~γ`(z`)‖∞ > 0 a.s. for ‖(zcritpop, zcriti )i∈J1,`K‖∞ sufficiently large.
In other words, there exists R ∈ R∗+ such that for all z` ∈ Z`, if ‖z`‖∞ >
R, then ‖y` − ~γ`(z`)‖∞ > 0 a.s. So, by contraposition, if there exists
z` ∈ Z` such that ‖y` − ~γ`(z`)‖∞ = 0 (at least a.s.) then ‖z`‖∞ 6 R.
Especially,
{z` ∈ Z` | y` = ~γ`(z`) a.s.} ⊂ B¯(0, R) .
As (H 3) assumes that P (dy) has a continuous density and since ~γ`
(
B¯(0, R)
)
is a sub-manifold of dimension p` < k`, it comes that P
[
z` ∈ B¯(0, R)
]
=
0. Hence,
Lk`
({
y` | d(y`, Im(~γ`)) = 0
})
= 0 .
2. Let fκ(y`) =
∑`
i=1 log q(yi|θκ). From (C 1), we deduce that, up to ex-
traction, the negative part
(
fκ(y`)
)−
is almost surely a non-decreasing
and non-negative sequence converging to +∞. From the monotone con-
vergence theorem we then have
lim inf
κ→+∞ EP (dy`)
[(
fκ(y`)
)−]
= +∞
and so
lim
κ→+∞ EP (dy`)
[(
fκ(y`)
)−]
= +∞ .
Concerning the positive part
(
fκ(y`)
)+
, using the dominated convergence
theorem, Lemma 3.3.2 and the point (C 1), we get
lim
κ→+∞ EP (dy`)
[(
fκ(y`)
)+]
= 0 .
Actually, for all i ∈ J1, nK the application (zregpop, zregi ) 7→ γcriti is continuous
by continuity of the function ~γi and so (H′ 5) holds.
Finally, we have proved that
lim
κ→+∞ EP (dy`)
[∑`
i=1
log q(yi|θκ)
]
= −∞
and (C 2) follows immediately.
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3. The continuity statement is straightforward. If Θω∗ is empty, any maximiz-
ing sequence θκ of EP (dy`)
[
log q(y`|θ)
]
satisfies (up to extraction of a sub-
sequence) θκ ∈ Θω, ‖Σκ‖ → +∞, ‖Σ−1xκ ‖ → +∞, σκ → 0 or σκ → +∞,
which is on contradiction with conclusion (C 2).
III – 2. Proof of the Consistency Theorem
We follow in the following proof the classical approach of van der Vaart (2000).
Proof of Theorem 3.2: As in Lemma 3.3.3, let Θω denote the one point Alexan-
drov compactification of the parameter space Θω. We have already proved at
[Lemma 3.3.3 (C 3)] that Θω∗ 6= ∅. To achieve the proof, let us first demon-
strate that for all θ∞ ∈ Θω such that δ (θ∞,Θω∗ ) > ε there exists an open set
U ⊂ Θω such that
1
`
EP (dy`)
[
sup
θ∈U∩Θω
∑`
i=1
log q(yi|θ)
]
< E∗(ω) . (0)
Let ε > 0, (Uh) ⊂ ΘωN be a non-increasing sequence of open subsets of Θω for
which ⋂h>0 Uh = {θ∞} and fh be the function defined by
fh : y` = (yi)i∈J1,`K 7→ 1` supθ∈Uh
∑`
i=1
log q(yi|θ) .
1. If θ∞ ∈ Θω, through the continuity of the map θ 7→ ∑`i=1 log q(yi|θ) and
the definition of the sequence (Uh),
lim
h→+∞
fh(y`) =
1
`
∑`
i=1
log q(yi|θ∞) .
So, according to the monotone convergence theorem, Lemma 3.3.2 and
since θ∞ /∈ Θω∗ ,
lim
h→+∞
EP (dy`)
[
fh(y`)
]
= 1
`
∑`
i=1
EP (dy`) [log q(yi|θ∞)] < E∗(ω) .
2. If θ∞ /∈ Θω, i.e. if θ∞ ∈ Θω \ Θω, we can prove that for all observations
y` ∈ Rk` limh→∞ fh(y`) = −∞ P (dy`) a.s. We proceed by contradic-
tion : assume that there exists a measurable set A ∈ B(Rk`) such that
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P(y` ∈ A) > 0 and for all y` ∈ A, infh∈N fh(y`) > −∞. Then, by defi-
nition of the infimum, for all y` ∈ A there exists a sequence (hn) ∈ RN
such as lim infn→+∞ fhn(y) > −∞. However for all y` ∈ A, h 7→ fh(y`)
is non-increasing and reaches its infimum limit for h = +∞ and thus
limn→+∞ Uhn = U∞ = {θ∞}. Finally, up to considering a sequence
(θn,n′) ∈ UNhn for all subsets Uhn ⊂ Θω such that for all n ∈ N,
lim
n′→+∞
∑`
i=1
log q(yi|θn,n′) = sup
θ∈Un
∑`
i=1
log q(yi | θ) ,
concatenating, reindexing those sequences and using the continuity of the
map θ 7→∑`i=1 log q(yi|θ) we know that there exists a sequence (θn) ∈ ΘωN
such that
lim
n→∞ θn = θ∞ and lim infn→+∞
∑`
i=1
log q(yi|θn) > −∞ .
Moreover, θ∞ =
(
zpop∞,Σ∞, σ∞
) ∈ Θω \ Θω and thus ‖Σ∞‖ = +∞,
‖Σ−1∞ ‖ = +∞ or σ∞ ∈ {0,+∞} in contradiction to [Lemma 3.3.3 (C 1)].
So for all observations y, limh→∞ fh(y`) = −∞ P (dy) a.s. As in the proof
of Lemma 3.3.3, Hypothesis (H 5) implies (H′ 5) and according to Lemma
3.3.2 and the monotone convergence theorem,
lim
h→+∞
EP (dy`)
[
fh(y`)
]
= −∞ < E∗(ω) .
That is, in both cases limh→+∞ EP (dy`)
[
fh(y`)
]
< E∗(ω) and there exists an
open set U ⊂ Θω such that
1
`
EP (dy`)
[
sup
θ∈U∩Θω
∑`
i=1
log q(yi|θ)
]
< E∗(ω)
as announced.
Let Kε = {θ ∈ Θω | δ(θ,Θω∗ ) > ε}. Through the compactness of Kε, there
exists an open finite cover (Uα)α∈J1,AK of Kε satisfying (0). Thus, denoting
qn = bn` c and rn = n− qn` the quotient and the rest of the euclidean division
of n by ` , we get for all θ ∈ Kε,
sup
θ∈Kε∩Θω
n∑
i=1
log q(yi|θ) 6 sup
α∈J1,AK
( qn∑
q=0
sup
θ∈Uα∩Θω
∑`
r=1
log q(yq`+r|θ)
+ sup
θ∈Uα∩Θω
rn∑
r=`+1
log q(yqn`+r|θ)
)
.
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However, according to the strong law of large numbers, Assumption (H 2) and
(0),
lim
qn→∞
1
qn
qn∑
q=0
sup
θ∈Uα∩Θω
∑`
r=1
log q(yq`+r|θ) 6 `E∗(ω)
hence, since limn→+∞ qn = +∞ and rn < ` for all n ∈ N,
lim sup
n→∞
 qn
n
sup
α∈J1,AK
 1
qn
qn∑
q=0
sup
θ∈Uα∩Θω
∑`
r=1
log q(yq`+r|θ)
 
= 1
`
× sup
α∈J1,AK
(
EP (dy`)
[
sup
θ∈Uα∩Θω
∑`
r=1
log q(yqn`+r|θ)
])
< E∗(ω) .
Otherwise, for all r ∈ J`+ 1, `nK, log q(yqn`+r|θ) 6 −k` log q(σ√2pi) so
1
n
sup
α∈J1,AK
 sup
θ∈Uα∩Θω
rn∑
r=`+1
log q(yqn`+r|θ )
 6 k`(rn − 1)
n
log(σ
√
2pi) .
Thereafter
lim sup
n→∞
 1
n
sup
α∈J1,AK
 sup
θ∈Uα∩Θω
rn∑
r=`+1
log q(yqn`+r|θ )
 6 0
and
lim sup
n→∞
1
n
sup
θ∈Kε∩Θω
n∑
i=1
log q(yi|θ) < E∗(ω) . (1)
By definition of Θω∗ and according to the strong law of large numbers and
(H 2), for all θ∗ ∈ Θω∗ limn→∞ 1n
∑n
i=1 log q(yi|θ∗) = E∗(ω) a.s. Moreover for
all i ∈ J1, nK,
q(yi|θˆn) = q(θˆn | yi) q(yi)
qprior(θˆn)
> q(θ∗ | yi) q(yi)
qprior(θˆn)
= q(yi|θ∗) qprior(θ∗)
qprior(θˆn)
and so
n∑
i=1
log q(yi|θˆn) >
n∑
i=1
log q(yi|θ∗) +
(
log qprior(θ∗)− log qprior(θˆn)
)
.
Since qprior is upper-bounded on Θω, there exists M ∈ R+ such that
1
n
(
log qprior(θ∗)− log qprior(θˆn)
)
> 1
n
log
(
qprior(θ∗)
M
)
i.e. lim infn→+∞ 1n
(
log qprior(θ∗)− log qprior(θˆn)
)
> 0 and
lim inf
n→+∞
1
n
n∑
i=1
log q(yi|θˆn) > E∗(ω) . (2)
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The result follows from Equations 1 and 2 by contradiction : Assume that
for all n ∈ N, θˆn ∈ Kε i.e. that δ(θˆn,Θω∗ ) > ε. Then
n∑
i=1
log q(yi|θˆn) 6 sup
θ∈Kε∩Θω
n∑
i=1
log q(yi|θ)
and by taking the limit superior, we get
E∗(ω)
(2)
6 lim sup
n→∞
1
n
n∑
i=1
log q(yi|θˆn)
(1)
< E∗(ω)
i.e. E∗(ω) < E∗(ω). Hence limn→∞ P
[
δ(θˆn,Θω∗ ) > ε
]
= 0.
IV. Discussion and Perspective
We have proposed a coherent statistical framework for the spatio-temporal analysis of
piecewise geodesic manifold valued measurements. This model allows each individual
to have his own intrinsic geometry and his own time parametrization. Unlike previous
similar works (Schiratti et al., 2015, 2017), it allows for piecewise geodesic trajectories.
Relaxing the classical geodesic assumption widen the application scope of the model in
biology and medicine. The model is built in a hierarchical way as a non-linear mixed
effects model whose fixed effects define a representative trajectory of the global evolu-
tion in the space of measurements and random effects account for the spatio-temporal
variability of the trajectories at the individual level.
Estimation was formulated as a well-defined MAP problem and numerically per-
formed through the MCMC-SAEM algorithm. Experimentations performed at Chapter
5 highlight the robustness of our model to noise and its performance in catching in-
dividual behaviors. We believe that the complexity of our model ensures its practical
identifiability, even if it is not structurally identifiable (Lavielle and Aarons, 2016). Be-
sides, as the posterior likelihood is not convex, the MAP could be difficult to determine
numerically.
Part III. focuses on exploring some possible improvement of the numerical scheme.
Our model can be applied to a wide variety of situations and data sets. In particular,
we can address medical follow-up such as neurodegenerative diseases or chemotherapy
monitoring. The example of chemotherapy monitoring developed in the following chapter
is especially interesting in a modeling perspective as the patients are treated and tumors
may respond, stabilize or progress during the treatment, with different conducts for each
phase. At the age of personalized medicine, to give physicians decision support systems
is really important. Therefore learning correlations between phases is crucial. This has
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been taken into account in our experimentations. More generally, the inter-individual
variability allows us to personalize the model to new patient and thus perform predictive
medicine.
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Encode 3D Anatomical Shapes:
Currents and Varifolds Shape Spaces
Afin de permettre l’étude de modèles pour les formes anatomiques en 3 dimension,on redonne dans le présent chapitre et sans démonstration les fondements mathé-
matiques de deux espaces de forme très utilisés dans ce contexte : les courants (Vaillant
et Glaunès, 2005) et les varifolds (Charon et Trouvé, 2013).
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I. The Representation by Currents
Without pretending to make a complete or self-contained presentation of the widetheory of currents and varifolds, we try to outline in this chapter the minimal
theoretical background needed for the following chapter.
I. The Representation by Currents
Currents were historically introduced by De Rham (1973) as a way to generalize the
Schwartz distributions to the space of differential forms. Later, Federer (1969) developed
widely the theory and connected currents to geometric measure theory. However, the use
of currents for computational anatomy is more recent and goes back to Glaunès (2005)’
and Durrleman (2010)’s works during their respective PhD.
The essential features of currents is that they provide an embedding of the set of
all shapes of a given dimension into a common Banach space. Moreover, currents pro-
vide an intrinsic representation of shapes, in the sense that it is independent of shape
parametrization.
I – 1. Differential Forms and Currents
We start by briefly covering the mathematical foundations of differential forms and
providing some notations. We take consistent notations with Durrleman (2010).
Let E be a euclidean space of dimension n and d ∈ J0, nK. We denote ΛdE the
d-times exterior power of E, which is a vector space of dimension
(n
d
)
spanned by the
set of simple d-vectors ξ1 ∧ . . . ∧ ξd. We remind that the wedge-product is bilinear and
antisymetric by construction. Moreover, whether d = 1 or d = n− 1, ΛdE = E. ΛdE is
equipped with the euclidean metric given for two simple d-vectors ξ = ξ1 ∧ . . . ∧ ξd and
ζ = ζ1 ∧ . . . ∧ ζd by the determinant of the Gram matrix 〈ξ | ζ 〉 = Det (〈ξi | ζj 〉)i,j . In
particular, |ξ| gives the volume of the corresponding parallelotope. We denote by ΛdE∗
the dual vector space of ΛdE, which can be identified to the space of alternate d-forms
on E (Durrleman, 2010).
We note Ωd0(E) = C 00
(
E,ΛdE∗
)
the set of continuous d-dimensional forms on E
vanishing at infinity equipped with the infinite norm
∀ω ∈ Ωd0(E), ‖ω‖∞ = sup
x∈E
sup
|ξ|=1
ωx(ξ) ,
which makes it a Banach space. Note that if dx1, . . . ,dxn is a basis of E∗, any ω ∈ Ωd0(E)
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can be written as
∀x ∈ E, ωx =
∑
16i1<...<id6n
ai1,...,id dx1 ∧ . . . ∧ dxd ,
where ai1,...,id are continuous functions, vanishing at infinity. This definition can ob-
viously be extended to k-times continuously differentiable forms, leading to the space
Ωd0,k(E) of the k-times continuously differentiable forms ω such that ω and all its differ-
entials up to order k vanish at infinity.
Definition 4.1. The space of d-currents on E is the space Ωd0(E)′ of all continuous
linear forms on the space of differential forms.
Note that the above definition is quite more restrictive that the classical one (Federer,
1969; Morgan, 1995). in the particular case d = 0, the previous definition is nothing
more than the definition of usual distribution on E, i.e. the dual of the space of real-
valued functions. As well as for distributions, the simplest example of currents is given
by Dirac currents δξx defined as
∀x ∈ E, ∀ξ ∈ ΛdE, ∀ω ∈ Ωd0(E), δξx(ω) = ωx(ξ) .
I – 2. Oriented Shapes as Currents
As an extension of distributions, currents were meant to carry information of local ge-
ometry: this property is crucial for computational anatomy application and we will now
detail the relationship between currents and shapes, namely how every d-dimensional ori-
ented submanifolf X of E of finite volume can be represented by an element of Ωd0(E)′.
A well-known result of integration (Boothby, 1986) ensures us that any d-dimensional
differential form can be integrated along X. We thus define an element of Ωd0(E)′ by
setting
TX : ω 7→
∫
X
ω .
Moreover, this representation is geometric in the sense that it only depends of the shape
X and not of its parametrization. Indeed, assume thatX is given through a parametriza-
tion γ : U → E, where U is an open subset of Rd. The previous expression thus rewrites
∀ω ∈ Ωd0(E), TX(ω) =
∫
U
ωγ(u)
(
∂γ
∂u1
∧ . . . ∧ ∂γ
∂ud
)
du1 . . . dud ,
which is independent of any positive parametrization according to the change of variable
formula.
Obviously, the set of d-currents is much larger. For instance, we can generalize
submanifolds from the point of view of measure theroy, leading to consider rectifiable
subsets of E (cf Section II.2 for a definition of rectifiable subsets), which are still currents
and can be treated exactly in the same way as submanifolds: by integrating differential
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forms. In the literature, we refer to this type of currents as rectifiable currents (Federer,
1969).
As explained in Section II.1 (or II.1 in french), the definition of shape spaces is com-
pleted if we can define the action of diffeomorphims over the current space Ωd0(E)′. We
define the transport of currents by diffeomorphisms of E through the pull-back and push-
forward operations. More precisely, for all currents T ∈ Ωd0(E)′ and all diffeomorphisms
φ ∈ C 1(E) whose differential is bounded, the push-forward of T is the current defined
by
∀ω ∈ Ωd0(E), (φ#T )(ω) = T (φ#ω) ,
where the differential form φ#ω refers to the pull-back of ω and is defined by
∀x ∈ E, ∀ξ = (ξ1 ∧ . . . ∧ ξd) ∈ ΛdE, (φ#ω)x(ξ) = ωφ(x)(dxφ(ξ1) ∧ . . . ∧ dxφ(ξd)) ,
and where dxφ denotes the differential of the morphism φ at the point x.
Last, the change of variable for the integration of differential forms (Federer, 1969)
gives that for all shape X of E, i.e. a submanifold of E or more generally a rectifiable
subset of E, and for all diffeomorphism φ whose differential is bounded,
φ#TX = Tφ(X)
and we thus transport the shape X through the diffeomorphism φ, in the common sense
of transport.
To sum up, the currents framework gives us the capability to represent any d-
dimensional oriented submanifolf X of E of finite volume as a geometric object, i.e.
independently of the parametrization of X, and to transport it.
As the dual space of differential forms, the space of currents naturally inherits its
operator norm, which is called the mass norm (Federer, 1969; Morgan, 1995) and defined
as
∀T ∈ Ωd0(E)′, M(T ) = sup
‖ω‖∞61
|T (ω)| .
But, as noticed by Durrleman (2010), this norm is not adapted for shape comparison.
To overcome this issue and based on the very good results obtained within the LDDMM
framework (cf. page 39 or 11 in french), Glaunès (2005) proposed to introduce again a
reproducing kernel Hilbert space (RKHS).
This approach consists in defining a vector kernel K : E × E → L(ΛpE) on E and
its associated RKHS W . It is then shown that, under some regularity assumptions on
the kernel, the space of d-currents is continuously embedded in the dual W ′ which is
also a Hilbert space. As a result, currents and therefore shapes can be compared using
a Hilbert norm.
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I – 3. Currents for Meshed Surfaces
All previous definitions deal with properly defined submanifolds of E. In practice, we
have only access to meshed surfaces. Fortunately, the formalism introduced above adapts
with no change to the case of discrete geometry: any meshed shape can be transcribed
into a current by approximating each cell of the mesh with one Dirac current located at
the center of the cell and a simple d-vector encoding the local volume element (Durrle-
man, 2010). As a consequence, the meshed d-dimensional shape can be approximated
by a finite sum of Dirac currents of the form
TX '
m∑
i=1
δξixi .
We detail thereafter the case of 3 dimension.
Figure 4.1 – Representation of a meshed surface in Dirac currents.
Illustration taken from Charon and Trouvé (2014).
Definition 4.2. Let d ∈ J1, 3K. An oriented d-mesh in E = R3 is a finite collection of
oriented d-dimensional simplexes. Each simplexe is called face or cell of the mesh.
For each cell i ∈ J1,mK, we denote xi1, . . . , xid+1 its vertices and x¯i = 1d+1 ∑d+1j=1 xij its
center of mass. For each cell i and all edge j ∈ J1, dK, we define d vectors parallel to the
edges of the cell i by setting
ξij =
1
(d!)1/d
(
xij+1 − xi1
)
.
In the previous sum, we chose the order of the vertices so that the basis (ξij)j∈J1,dK has
the same orientation as the mesh cell, in such a way that |ξi| = |ξi1 ∧ . . . ∧ ξid| is the
d-volume of the cell i.
In definition 4.2, we require the faces of the mesh to be simplexes, so that the surfaces
mesh cells must be triangles (d = 2) or tetrahedrons (d = 3). Obviously, we can extend
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the previous definition to whatever type of faces but the vector thus have to be defined
carefully to keep the interpretation of their norm as being equal to the d-volume of the
cell. Moreover, the definition can be extended to any dimension.
Note that for any scalar v and any d-vector α, β and any point x ∈ Rd we have
v δαx + δβx = δvα+βx .
Proposition 4.3 (Durrleman (2010))
Let X a d-mesh. Assume that the differential forms ω ∈ Ωd0(R3) are C 1 and
verify ‖∇xω‖∞ 6 C∞‖ω‖∞ for a fixed constant C∞. Let the current
T˜
X˜
=
m∑
i=1
δξ
i
x¯i , where x¯i =
1
d+ 1
d+1∑
j=1
xij
and ξi = ξi1 ∧ . . . ∧ ξid. Then,
M(TX − T˜X˜) 6 C∞M(TX) maxi∈J1,mKDiam(ci) ,
where Diam(ci) denotes the diameter of the cell ci, i ∈ J1,mK.
In particular, if the sampling of the mesh becomes finer, that is to say if
maxi∈J1,mKDiam(ci)→ 0, the current T˜X˜ converges toward TX .
Last but not least, thanks to the RKHS nature of W , the inner product between two
Dirac currents writes:
∀x1, x2 ∈ E ,∀ξ1, ξ2 ∈ ΛdE,
〈
δξ1x1
∣∣∣ δξ2x2 〉W ′ = 〈ξ1 ∣∣∣K(x1, x2)ξ2〉 .
In this discrete setting, since shapes are represented as finite sums of Dirac, the RKHS
distance allows for close form computations as double sums of kernel equation. We thus
obtain a corresponding attachment term between any shapes X and Y by setting
A(X,Y ) = ‖TX − TY ‖2W ′ .
I – 4. The Issue of Shape Orientation
As mentioned previously, the current associated to a given d-dimensional submanifold
or more generally d-dimensional rectifiable subset X of E depends on its orientation.
For instance, if we denote X˜ the same set than X but with opposite orientation, then
TX˜ = −TX . As a consequence, to compare two shape in the currents’ setting there, the
orientation of both shapes have to be consistent with each other.
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(a) White matter fibber bundle (b) Mathematical representation
Figure 4.2 – White matter fibber bundle.
White matter fiber bundle estimated from Diffusion Tensor Imaging (DTI) illus-
trating the potential difficulty of consistent orientation of all different fibers.
Credit: D. Ducreux, Hôpital Kremlin-Bicêtre et P. Fillard, CEA, Neurospin.
A second issue, and more damaging, is that currents with opposite orientation within
a small space domain may cancel each other with respect to the kernel metric. Let
consider a Gaussian kernel with scale σ as a typical example, then
∀x, y ∈ E, ∀ξ ∈ ΛdE, ‖δξx − δ−ξy ‖ = 2|ξ|2
(
1− e− |x−y|
2
σ2
)
,
which vanish whenever |x − y| is small compared to σ. As claimed by Charon and
Trouvé (2013), this trivial fact has important consequences in practice. Indeed, even
if orientable, orientating shapes consistently can be either a difficult or even ill-posed
problem in certain datasets. However, this type of dataset may arrive naturally in the
context of computational anatomy. This is for example the case of white matter fiber
bundle which is composed of many different and possibly disconnected pieces of curves
as illustrates Figure 4.2. Indeed, given a shape composed of N connected component,
there are 2N different possible orientations.
We report here an experiment conducted by Charon and Trouvé (2013) to illustrate
the compulsory need for consistent orientations as we find that it illustrates well this
drawback in an easy setting. They consider the matching between two fiber bundles
consisting of many different pieces of curves with three settings: currents being oriented
randomly, currents with a consistent orientation and varifolds (cf below). The results
are displayed at Figure 4.3.
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(a) Random orientation (b) Consistent orientation (c) Varifolds
Figure 4.3 – Synthetic fiber bundles.
Matching between two synthetic fiber bundles consisting of many different pieces of
curves, each of them being oriented randomly in the currents’ framework (Figure
4.3a) versus a consistent orientation of all pieces still in the currents’ framework
(Figure 4.3b) versus the varifolds’s framework. The source shape is in dark blue,
the target in red and the deformed source is in light blue.
Illustration taken from Charon and Trouvé (2013).
II. The Representation by Varifolds
Varifolds have been first introduced in the context of geometric measure theory (Allard,
1972; Almgren, 1966). Here, based on the PhD work of Charon (2013), we explain the
fundamental relationship between varifolds. We also explain how varifolds can encode
numerically non-oriented objects and so be usefull to computational anatomy.
II – 1. Grassmannian and Varifolds
Let E be a euclidean space of dimension n and d ∈ J0, nK. The basic idea behind the
varifolds is to represent any submanifold, and more generally any rectifiable set, oriented
or not, as a distribution of unoriented tangent spaces spread in the embedding space E.
For that purpose, we need a proper way to represent tangent spaces of dimension d in
E, leading to consider the Grassmann manifold.
Definition 4.4. The Grassmann manifold of dimension d in E, denoted Gd(E), is the
set of all d-dimensional subspaces of E.
Note that the Grassmann Gd(E) manifold can be identified to the quotient space
of all families of d independent vectors of E by the equivalence relation obtained by
identifying families that generate the same subspace. As a quotient space, one can show
that Gd(E) inherits a structure of Riemannian manifold of dimension d(n − d) (Wong,
1967). Moreover, in the particular case where d = 1 or d = n − 1, the Grassmann
manifold is nothing else that the real projective space of E.
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Definition 4.5. A d-dimensional varifold on E is a distribution on the product space
E ×Gd(E), i.e. an element of C0 (E ×Gd(E))′.
Likewise than in the currents’ framework, one can define Dirac varifolds:
∀x ∈ E, ∀V ∈ Gd(E), ∀ω ∈ C0 (E ×Gd(E)) , δ(c,V )(ω) = ω(x, V ) .
In other words, a Dirac varifold is the data of a position x ∈ E and a d-dimensional
(non-oriented) subspace V that will play the role of tangent space. In particular and
contrary to currents’ approach, the varifold encompass a notion of direction through the
tangent space V .
II – 2. Rectifiable Sets and Hausdorff Measure
In the following sections, we will explain in what respect the varifolds offer a natural
framework to embed non-oriented shapes in the context of computational anatomy both
from the theoretical and numerical point of view. However, the variflods’ framework
relies on the notion of Rectifiable sets and Hausdorff measure, which we thus recall
here. Rectifiable subsets can be thought as the proper generalization of submanifolds in
the context of geometric measure theory. Let first recall the notion of Hausdorff measure.
Basically, the Hausdorff measure Hd is an outer measure that measures the d-
dimensional volume of a subset in E. Properly, given a real number r > 0, we define
∀X ⊆ E, Hdr(X) = inf
{+∞∑
i=1
(DiamBi)d
∣∣∣∣∣X ⊆
+∞⋃
i=1
Bi , DiamBi < r
}
,
where the infimum is over all countable covers of X by sets Bi ⊂ X satisfying DiamBi <
r. As r 7→ Hdr(X) is monotone non-increasing, we can define the limit
∀X ⊆ E, Hd(X) = lim
r→0H
d
r(X) ,
which is possibly infinite. It is called the d-dimensional Hausdorff measure of X.
In particular, Hn = Ln the usual Lebesgue measure. Moreover, if X is a p-
dimensional submanifold of E, then Hd(X) is rigorously the d-volume of X if d = p,
vanish if p < d and equals +∞ whenever d < p.
Definition 4.6. A subset X ⊆ E is said to be a d-dimensional rectifiable subset of E if:
(i) Hd(X) < +∞ ;
(ii) There exists a countable family (ψi)i∈N of Lipschitz maps ψi : Rd → E such that
Hd
X \ ⋃
i∈N
φi(Rd)
 = 0 .
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In other words, a rectifiable subset is a subset of E which can be almost everywhere
covered by a countable union of images of Lipschitzt maps form Rd to E and it is easy
to convince oneself that this notion generalizes submanifolds. We take the definition of
Charon (2013) but note that this definition actually referred to countable Hd-rectifiable
subset in Federer (1969).
II – 3. Non-Oriented Shapes as Varifolds
As well as the currents which were an efficient way to encode oriented shapes, the
varifolds are the right notion to encore non-oriented ones. Indeed, let X be a non-
oriented submanifold or rectifiable set of E of dimension d. One can associate to the set
X a varifold µX which, in the measure point of view, is given by
∀A ∈ B (E ×Gd(E)) , µX(A) = Hd ({x ∈ X|(x, TxX) ∈ A})
or alternatively, as a continuous linear form on C0 (E ×Gd(E)),
∀ω ∈ C0 (E ×Gd(E)) , µX(ω) =
∫
E×Gd(E)
ω(x;V ) dµX(x, V )
=
∫
X
ω(x, TxX) dHd(x) .
Last, if X is more simply a smooth compact submanifold of E given by a parametrization
γ : U → E, where U is an open subset of Rd then,
∀ω ∈ C0 (E ×Gd(E)) , µX(ω) =
∫
U
ω(γ(u), Tγ(u)X) |γ′(u)| du ,
where γ′(u) = ∧di=1 ∂γ∂ui ∈ ΛdE and |γ′(u)| represents the local d-volume element. As for
the currents’ framework, the above formula is independent of the parametrization and
we define a geometric representation again, i.e. a representation that depends uniquely
on the shape X and not on the parametrization of this last one. Moreover and unlike in
the currents’ setting, here, the formula is also independent of the sign of the orientation.
In the same spirit than currents’ setting, we now focus on the definition of a notion
of transport of a varifold by a diffeomorphism in a way which is compatible with the
intuitive notion of transport of shapes. Likewise, we define the transport of a varifold
through the pull-back and the push-forward operations. Let µ ∈ C0 (E ×Gd(E))′ be a
varifold and φ ∈ C 1(E) a diffeomorphism whose differential is bounded. Then, we define
the transport φ∗µ of µ by φ as the varifold defined by
∀ω ∈ C0 (E ×Gd(E)) , (φ∗µ)(ω) = µ(φ∗ω) ,
where φ∗ω is the pull-back of ω by φ defined as
∀x ∈ E, ∀V ∈ Gd(E), (φ∗ω)(x, V ) = |dxφ(u1) ∧ . . . ∧ dxφ(ud)| ω(φ(x),dxφ · V ) ,
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where (u1, . . . , ud) is an orthogonal basis of V , ,dxφ·V denotes the element of Gd(E) that
is the image of V by dxφ, and where term |dxφ(u1)∧ . . .∧ dxφ(ud)| is the d-dimensional
Jacobian of φ on the subspace V and represents, as in the standard real case, the local
change of d-dimensional volume of the transformation.
Last, for any d-dimensional shape and diffeomorphism φ (Charon and Trouvé, 2013),
φ∗µX = µφ(X)
and then the transported varifold transports the shape as desired.
Finally, the varifold setting turn out to be an efficient framework to represent non-
oriented d-dimensional shapes, at least from the continuous setting. The next section
is dedicated to discrete geometry and more specifically to meshed surfaces. Before, we
focus on the definition of an adapted metric for varifolds comparison.
Reproducing kernels provided regularized metrics for the comparison of currents. In
particular, there were particularly well-fitted to compute distances between discretized
shapes because of the simple expression of dot product between two current Diracs.
Charon and Trouvé (2013) proposed to use a similar approach to endow the varifolds
with an adapted metric. However, the complex nature of varifolds makes the construc-
tion more tricky. In particular, kernel metric does not provide necessarily real distances
on varifolds. However, a wide class of kernels (Proposition 4.8) overcome this issue. A
brief introduction is provided here and we can refer to Charon (2013) or Charon and
Trouvé (2013) for a more complete construction.
Proposition 4.7 (Charon and Trouvé (2013))
Assume that we are given a positive real kernel ke on the space E such that
ke is continuous, bounded and for all x ∈ E, the function ke(x; ·) vanishes at
infinity. Assume that a second kernel kt is defined on the manifold Gd(E)
and is also continuous. Then the RKHS W associated to the kernel ke ⊗ kt
is continuously embedded into the space C0(E ×Gd(E)).
Consequently, there exists a continuous mapping of the space of varifolds C0(E ×
Gd(E))′ into the dual of W . Just as for currents, we can compare varifolds and unori-
ented subsets through the Hilbert norm of W ′.
Proposition 4.8
Let k = ke ⊗ kt be a kernel as in Proposition 4.7. Assume that kernel
ke is C0-universal and that the kernel kt is such that kt(V ;V ) > 0 for all
V ∈ Gd(E). Let X =
⋃N
i=1Xi and Y =
⋃M
j=1Xj be two finite unions of
compact d-dimensional submanifolds of E. If ‖µX − µY ‖ = 0 then X = Y .
Finally, the main difficulty is to endow the Grassmann manifold Gd(E) with a re-
producing kernel. More approaches are allowed for this purpose. Charon and Trouvé
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(2013) dedicate a whole section of their paper to this issue.
II – 4. Varifolds for Meshed Surfaces
Exactly in the same spirit as with currents, any meshed surfaces X can be coded by a
finite sum of Dirac varifolds of the form
µX '
m∑
i=1
viδxi,Vi ,
where m denotes the number of cells in the mesh and, for each cell i ∈ J1,mK, xi ∈ E
is the center of the cell, Vi ∈ Gd(E) the tangent space to the shape at the point xi and
vi ∈ R∗+ the d-volume of the cell.
More precisely, with the same notations than the currents’ ones, for each cell i ∈J1,mK we denote xi1, . . . , xid+1 its vertices. Then, for each cell i, we define its center of
mass x¯i and d vectors parallel to its edges by setting
x¯i =
1
d+ 1
d+1∑
j=1
xij and ∀j ∈ J1, dK, ξij = 1(d!)1/d (xij+1 − xid) .
We also define the vector space Vi to be tangent to the shape at the point xi as
Vi = span(ξi1, . . . , ξid) .
Last, as previously, the d-volume of the cell i is given by vi = |ξi| = |ξi1 ∧ . . . ∧ ξid|.
Likewise, we define here simplexes mesh but the simplexe assumption can be relaxed.
The transport of a Dirac varifold can be computed straightforwardly: Let φ be a
diffeomorphism whose differential is bounded. Then,
∀x ∈ E, ∀V ∈ Gd(E), φ∗δx,V = |dxφ(u1) ∧ . . . ∧ dxφ(ud)| δφ(x),dxφ·V
if (u1, . . . , ud) is an orthonormal basis of V . Moreover, the inner product between two
Dirac varifolds writes (Charon and Trouvé, 2013)
∀x1, x2 ∈ E, ∀V1, V2 ∈ Gd(E),
〈
δx1,V1
∣∣∣ δx2,V2 〉W ′ = ke(x1, x2)kt(V1, V2)
with the notations of Proposition 4.7.
Finally, assume that we are matching two shapes X and Y represented by two un-
oriented d-dimensional meshed shapes. Then, the varifolds X and Y write
X =
mX∑
i=1
viδxi,Vi and Y =
mY∑
i=1
wiδyi,Wi
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and the attachment distance between X and Y writes
A(X,Y ) = ‖µX − µY ‖2W ′ = ‖µX‖2W ′ − 2
〈
µX
∣∣∣µY 〉
W ′
+ ‖µY ‖2W ′
=
mX∑
i,j=1
vivjke(xi, xj)kt(Vi, Vj) − 2
mX∑
i=1
mY∑
j=1
viwjke(xi, yj)kt(Vi,Wj)
+
mY∑
i,j=1
wiwjke(yi, yj)kt(Wi,Wj) .
Charon and Trouvé (2013) provide a practical and low-computational-cost way to com-
pute kt(V,W ) through the notion of principal angles, which we do not detail in this
dissertation.
At the very last point, Figure 4.3 illustrates the very-well behavior of varifolds re-
garding the orientation. Unfortunately, as a result, varifolds are sensitive to noise while
currents were not.
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Application to Chemotherapy
Monitoring: Piecewise-Logistic Curve and
Piecewise-Geodesic Shape Models
♦
Ainsi le modèle proposé au chapitre 3 est-il à même de quantifier le rythme de pro-gression d’un processus continu. Nous appliquons ce modèle au suivi de chimiothé-
rapie et plus particulièrement au suivi du cancer métastatique du rein. En effet, dans ce
contexte, la compréhension du rythme de progression du cancer est au cœur de la prise
en charge médicale.
La première application concerne le suivi de scores RECIST pour response evaluation
criteria in solid tumors en anglais. Ces scores étant des données scalaires, on réalise une
instantiation du modèle générique pour des données réelles bornées en se plaçant sur le
segment [0, 1] munit de la métrique logistique. Ce modèle a été élaboré en collaboration
avec des oncologues et radiologues de l’Hôpital Européen Georges Pompidou (HEGP).
Des expériences numériques sur données réelles et synthétiques en valident la pertinence.
La seconde application porte sur le suivi de formes anatomiques 3D, toujours pour
l’évaluation de la réponse tumorale. Ce modèle repose sur la notion de grandes défor-
mations que nous avons discutée en introduction et s’applique aussi bien aux courants
(Vaillant et Glaunès, 2005) qu’aux varifolds (Charon et Trouvé, 2013), qui sont des es-
paces de forme standards pour l’analyse de formes anatomiques et dont on a rappelé
les fondements mathématiques au Chapitre 4. On propose également des expériences
numériques sur données synthétiques.
Contents
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Unnderstanding the global disease progression is the key of chemotherapy monitor-ing. Indeed, physicians have to choose the best possible treatment and sequence of
molecules for each of their patients, in the shortest possible time. Here, we propose two
instantiations of the generic piecewise geodesic model, both in view of chemotherapy
monitoring: the piecewise logistic curve model and the piecewise geodesic shape model.
We recall that patients are treated and so the evolution of the tumoral growth will
fluctuate. Therefore, reaction-diffusion based tumor growth models do not apply in this
context. Moreover, the two proposed models allow to bring a representative of the whole
population comportment out for any kind of input data: scores, images, shapes, etc.
I. The Piecewise-Logistic Curve Model:
Chemotherapy Monitoring through RECIST Score
In this section, we explicit the generic model with logistic geodesics and M = ]0, 1[.
This is motivated by the study of the RECIST score monitoring, which leads to consider
one-dimension manifold, with one rupture point. As this explicit model is designed in
view of our target application, we first give a short description of RECIST score.
I – 1. The RECIST Score
Patients suffering from the metastatic kidney cancer, take a drug each day and regularly
have to check their tumor evolution. Indeed, during the past few years, the way renal
metastatic cancer are monitoring was profoundly changed: a new class of anti-angiogenic
therapies targeting the tumor vessels instead of the tumor cells has emerged and dras-
tically improved survival by a factor of three (Escudier et al., 2016). These new drugs,
however, do not cure the cancer, and only succeed in delaying the tumor growth, re-
quiring the use of successive therapies which have to be continued or interrupted at the
appropriate moment according to the patient’s response. So, the new medicine process
has also created a new scientific challenge: how to choose the most efficient drug therapy
given he first monitoring times of the response profile of a given patient.
The RECIST (Response Evaluation Criteria In Solid Tumors) score (Therasse et al.,
2000) is a set of published rules that measures the tumoral growth. Physicians select
at most five lesions, with a sufficient diameter, and sum the longest diameter for all
target lesions. This leads them to determine if the tumors in cancer patients respond
(completely or partially), stabilize or progress during treatment.
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The response to a given treatment has generally two distinct phases: first, tumor’s
size reduces; then, the tumor grows again. So, we have to build a model which allow to
us to catch this behaviors. Moreover, a practical question is to quantify the correlation
between both phases and to determine as accurately as possible the individual rupture
times tiR which are related to an escape of the patient’s response to treatment.
I – 2. The Piecewise-Logistic Curve Model
Our observations consist of patient’s RECIST score over time, i.e. of sequences of
bounded one-dimension measures. As explained above, we could make out two phases in
the evolution of RECIST scores: a decreasing and a growing one. So, we set m = 2 and
d = 1, which leads us to propose a way to build models for chemotherapy monitoring.
This model has been designed after discussions with oncologists of the HEGP.
a. The Group-Representative Trajectory.
Let M0 be the open interval ]0, 1[, equipped with the logistic metric: ∀x ∈ M0, ∀ξ, ζ ∈
TxM0 ' R,
gx(ξ, ζ) = ξ G(x) ζ with G(x) = 1
x2(1− x2) .
Given three real numbers γinit0 , γ
escap
0 and γfin0 we define two affine functions by setting
down
φ10 : x 7→
(
γinit0 − γescap0
)
x+ γescap0 and φ20 : x 7→
(
γfin0 − γescap0
)
x+ γescap0 .
This allows us to map M0 onto the intervals ]γescap0 , γinit0 [ and ]γ
escap
0 , γ
fin
0 [ respectively:
if γ¯0 refers to the sigmoid function, φ10 ◦ γ¯0 will be a logistic curve, growing from γescap0
to γinit0 . For compactness, we note tR the single breaking-up time at the population level
and tiR at the individual one. Moreover, due to our target application, we force the first
logistic to be decreasing and the second one increasing (this condition may be easily
relaxed for other framework).
Logistics are defined on open intervals, with asymptotic constraints. We want to
formulate our constraints on some non-infinite time-points, as explained in paragraph
I.1.b of Chapter 3. So, we set a positive threshold ν, close to zero, and demand the
logistics γ10 and γ20 to be ν-near from their corresponding asymptotes. More precisely,
we impose the trajectory γ0 to be of the form γ0 = γ10 1]−∞,tR] + γ20 1]tR,+∞[, where, for
all times t ∈ R,
γ10 : t 7→
γinit0 + γ
escap
0 e(at+b)
1 + e(at+b)
; γ20 : t 7→
γfin0 + γ
escap
0 e−(ct+d)
1 + e−(ct+d)
and a, b, c and d are some positive numbers given by the following constraints
γ10(t0) = γinit0 − ν , γ10(tR) = γ20(tR) = γescap0 + ν and γ20(t1) = γfin0 − ν .
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In order the previous logistics to be well-defined, we also have to enforce γescap0 + 2ν 6
γinit0 and γ
escap
0 + 2ν 6 γfin0 . Thus, ppop = 5 and
Zpop =
{(
γinit0 , γ
escap
0 , γ
fin
0 , tR, t1
)
∈ R5
∣∣∣ γescap0 + 2ν 6 γinit0 ∧ γescap0 + 2ν 6 γfin0 } .
In our context, the initial time of the process is known: it is the beginning of the
treatment. So, we assume that the representative initial time t0 is equal to zero.
γinit0 − ν
γescap0 + ν
γfin0 − ν
r1i r
2
i
δi
τi
t0 t
i
R tR t1t
i
1
γ0
γi
Figure 5.1 – From representative to individual trajectory.
Illustration of the non-standard constraints for γ0 and the transition from the repre-
sentative trajectory to an individual one: the trajectory γi is subject to a temporal
and a spatial warp. In other "words", γi = φ1i ◦γ10◦ψ1i 1]−∞,tiR] + φ2i ◦γ20◦ψ2i 1]tiR,+∞[.
b. Individual Trajectories.
For each i ∈ J1, nK, given (α1i , α2i , τi) ∈ R2+×R, the time-warps (cf. Chap. 3, I.2.a) write
ψ1i (t) = α1i (t− t0 − τi) + t0 and ψ2i (t) = α2i (t− tR − τ2i ) + tR ,
where τ2i = τi +
(
1−α1i
α1i
)
(tR − t0).
In the same way as the time-warp, the diffeomorphisms φ1i and φ2i (cf. Chap. 3,
I.2.b) are chosen to allow different amplitudes and rupture values: for each i ∈ J1, nK,
given the two scaling factors r1i and r2i and the space-shift δi, we define
∀` ∈ {1, 2}, φ`i(x) = r`i (x− γ0(tR)) + γ0(tR) + δi .
Other choices are conceivable but in the context of our target applications, this one is
the most appropriate: as we want to study the correlation between growth and decrease
phase, none of the portions of the curves have to be favoured and affine functions allow us
– 109 –
Chapter 5: The piecewise-logistic curve and piecewise-geodesic shape models
to put the same weight on the whole curves. Mathematically, any regular and injective
function defined on ]γescap0 , γinit0 [ (respectively ]γ
escap
0 , γ
fin
0 [) works.
To sum up, each individual trajectory γi depends on the representative curve γ0
through zpop =
(
γinit0 , γ
escap
0 , γ
fin
0 , tR, t1
)
fixed and zi =
(
α1i , α
2
i , τi, r
1
i , r
2
i , δi
)
random
effects. This leads to a non-linear mixed effects model. More precisely, we set for all
individuals i ∈ J1, nK
∀` ∈ {1, 2}, γ`i = φ`i ◦ γ`0 ◦ ψ`i and tiR = t0 + τi +
tR − t0
α1i
,
which leads us to write for all measurements j ∈ J1, kiK,
yi,j = γ1i (ti,j)1]−∞,tiR](ti,j) + γ
2
i (ti,j)1]tiR,+∞[(ti,j) + εi,j .
Figures 5.1 and 5.2 provide illustrations of the model. On each figure, the bold black
curve represents the characteristic trajectory γ0 and the color curves several individual
trajectories.
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Figure 5.2 – Diversity of individual trajectories.
A typical representative trajectory in bold and several individual ones, for different
vectors zi. The rupture times are represented by diamonds and the initial/final
times by stars.
We proceed as in the paragraph I.3.a and set α`i = eξ
`
i for ` ∈ {1, 2}. Likewise, the
scaling parameters r`i have to be positive and equal to one on average while the space
shifts δi can be of any signs and must be zero on average. So, we set r`i = eρ
`
i for
` ∈ {1, 2} leading to zi =
(
ξ1i , ξ
2
i , τi, ρ
1
i , ρ
2
i , δi
)
. In particular, pind = 6 and we assume
that there exists Σ ∈ S +pind(R) such that zi ∼ N (0,Σ) for all i ∈ J1, nK. In view of our
target application, this assumption is really important: usually, the random effects are
studied independently. Here, we are interested in correlations between the two phases
of patient’s response to treatment in order to answer question like: does a fast response
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induce a fast reprogression after the rupture time, which would mean that a fast response
would decrease the susceptibility to this drug?
I – 3. Theoretical Analysis of the Piecewise-Logistic Curve Model
Theorem 3.1 applies as is leading to a well-defined MAP estimator for the piecewise logis-
tic model. Moreover, at the risk of assuming some restriction concerning the distribution
of our observations, the piecewise logistic model is consistent.
More precisely, let Θpl be the space of the admissible parameters for the Piecewise-
Logistic model, i.e.
Θpl =
{
(γinit0 , γ
escap
0 , γ
fin
0 , tR, t1,Σ, σ) ∈ Rppop ×S +pind(R)× R+
}
.
We define
Θω,pl = { θ ∈ Θpl | ‖(γinit0 , γescap0 , γfin0 , tR, t1)‖ 6 ω }
the space of the parameters associated to bounded on average fixed effects, for the
Piecewise-Logistic model and, as in the generic framework, the space
Θω,pl∗ = {θ ∈ Θω,pl | EP (dy`)
[
log q(y`|θ)
]
= E∗(ω)} ,
where E∗(ω) = supθ∈Θω,pl EP (dy`)
[
log q(y`|θ)
]
.
Theorem 5.1 (Consistency of the MAP, Piecewise-Logistic Curve Model)
Assume that
(H 1) The number of acquisition is bigger than the one of latent variables:
There exists ` ∈ J1, nK such that p` < k`, where k` = ∑`i=1 ki and
p` = ppop + ` pind ;
(H 2) The times of registration ti = (ti,j)j∈J1,kiK are independent and identi-
cally distributed;
(H 3) The density P (dy`) is continuous with polynomial tail decay of degree
bigger p` + 1 apart from a compact subset K of Rk` ;
Then, the Piecewise-Logistic model satisfies the hypothesis of Theorem 3.2.
In particular, if (θˆn)n∈N denote any MAP estimator, Θω,pl∗ 6= ∅ and for any
ε ∈ R∗+,
lim
n→∞P
[
δ(θˆn,Θω,pl∗ ) > ε
]
= 0 ,
where δ in any metric compatible with the topology on Θω,pl.
– 111 –
Chapter 5: The piecewise-logistic curve and piecewise-geodesic shape models
Proof: We demonstrate that, for all i ∈ J1, nK, the variables (γinit0 , γescap0 , γfin0 , ρ1i , ρ2i , δi)
are regular, that the variables
(
tR, t1, ξ
1
i , ξ
2
i , τi
)
are critical, and that
(
ρ1i , ρ
2
i
)
are regular in the neighbourhood of +∞ and critical near −∞. See the remark
after Theorem 3.2.
(H 4) Let i ∈ J1, nK. By definition of ~γi,
‖~γi(zpop, zi)‖∞ = max

| γescap0 + ν + δi |
| γescap0 + ν + δi + eρ
1
i (γinit0 − γescap0 − 2ν) |
| γescap0 + ν + δi + eρ
2
i (γfin0 − γescap0 − 2ν) |
 .
And we can check that for γinit0 , γ
escap
0 , γfin0 , ρ1i , ρ2i and δi and that for ρ1i
and ρ2i as soon as |ρ1i |, |ρ2i | > 1 there exists two functions ai and bi as in
[Theorem 3.2 (H 4)].
(H 5) Let i ∈ J1, nK and j ∈ J1, kiK. By definition of ~γi,
lim
tR→+∞
~γi(zpop, zi)j =
[
eρ1i
(
γinit0 − γescap0 − 2ν
)
+ γescap0 + ν + δi
]
1[t0,+∞[(ti,j) ,
where ~γi(zpop, zi)j denotes the jth coordinate of the vector ~γi(zpop, zi) ∈
Rki . However, by construction, γinit0 − γescap0 and γescap0 follow a normal
distribution so
Lki
({
yi,j = eρ
1
i
(
γinit0 − γescap0 − 2ν
)
+ γescap0 + ν + δi
})
= 0 .
Likewise for tR → −∞. The same argument holds when t1, ξ1i , ξ2i or τi
become infinite and when ρ1i or ρ2i go to −∞.
II. The Piecewise-Geodesic Shape Model:
Chemotherapy Monitoring through Anatomical Shapes
A more precise way to follow-up cancer is to focus on the evolution of the tumors as
anatomical shape. For this purpose, the tumors is segmented and transformed into a
surface mesh or a curvilinear paths depending on the type of data we consider, typically
depending on the number of layers in scanner we have access to. Let d ∈ {2, 3} be the
dimension of the ambient space.
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Shape trajectories within the geodesic-framework developed by Schiratti et al. has
already been addressed (Bône et al., 2018). We explain here quickly how to adapt this
model to the piecewise-geodesic framework. In particular, we use consistent notations
and admit the notion of exp-parallelism.
II – 1. The Piecewise-Geodesic Shape Model
In the same way as the piecewise-logistic curve model, we are targeting chemotherapy
monitoring with two distinct phases in the evolution of the tumoral growth and thus
we set m = 2. We keep the notation tR for the single breaking-up time at the popu-
lation level and tiR at the individual one. We consider only two geodesic components,
so that an easy way to enforce the representative path to be continuous is to define the
first component in the past and the second one in the future, from the rupture time tR.
Thus, provided that we follow forward the first component, we can use exactly the same
construction that the one introduced by Bône et al. (2018). As a consequence, the fol-
lowing is applicable either for currents (Vaillant and Glaunès, 2005) or varifolds (Charon
and Trouvé, 2013), allowing to consider shapes without any point correspondence.
R
d
ambient
space
M
shapes
space
γ0
•yR = γ0(tR)
v2R
v1R

Rncpd
control points’
space
m2R
m1R
•cR
Figure 5.3 – Construction of the group-representative trajectory.
Let tR be the rupture time and yR ∈ M the rupture shape, i.e. the shape of the
representative path at the rupture time. We define the path γ0 as the concatenation
of the two geodesics starting at the rupture time tR and the point yR, in the di-
rections associated to m1R the backward and m2R the forward momenta respectively
and where the first one is followed backward.
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a. The Group-Representative Trajectory.
Let yR ∈M ⊂ Rd be the rupture shape, i.e. the representative shape of the population
at the rupture time tR, and likewise cR ∈ Rncpd be a set of ncp rupture control points.
Let m1R ∈ Rncpd and m2R ∈ Rncpd be respectively the backward and the forward momenta
at the rupture time. We define the representative path by:
γ0 : t 7→ ExpcR,tR,−t(m1R) ◦ yR 1]−∞,tR](t) + ExpcR,tR,t(m2R) ◦ yR 1[tR,+∞[(t) ,
where t 7→ ExpcR,tR,t(mR) denotes the exponential operator associated to the manifold
of diffeomorphisms underlying the shape space (See Beg et al. (2005); Bône et al. (2018);
Miller et al. (2006) for details about the construction of the shape space). In particular,
the resulting backward and forward velocity vectors at the rupture time are respectively
define by v1R = cR ·m1R =
∑ncp
q=1 cR,qm
1
R,q and v2R = cR ·m2R. Figure 5.3 sums up this
construction.
b. Individual Trajectories.
At the individual level, as the initial representative time is not explicitly defined in this
framework, we slightly modify the first time component reparametrization leading to
ψ1i (t) = eξ
1
i (t− tR − τi) + tR and ψ2i (t) = eξ
2
i (t− tR − τi) + tR .
The individual rupture times are then given by tiR = tR + τi and we check that
ψ1i (tiR) = ψ2i (tiR) = tR.
The diffeomorphic component deformations consist of exp-parallelism of the repre-
sentative path (Schiratti et al., 2015). Given a vector w, to define the exp-parallel of
a curve γ in the direction of w, we first transport the vector w along the curve γ and
then compute the flow given by the transported vector. We note Pt : Rncpd → Rncpd
the parallel transport operator, which transport any vector w ∈ Rncpd along the curve
γ0 from γ0(tR) to γ0(t) and we set: ηw : t 7→ Expc(t),0,1 (Pt(w)), where c(t) is the set of
control points for γ0, at the time t:
c(t) = ExpcR,tR,−t(m1R) ◦ cR 1]−∞,tR](t) + ExpcR,tR,t(m2R) ◦ cR 1[tR,+∞[(t) .
Thus, given a space shift momenta wi for all individuals, the space deformation of the
curve γ0 is given by t 7→ ηwi(t) ◦ yR.
Last, for all individuals i ∈ J1, nK, we define a subject-specific trajectory by setting:
γi : t 7→ ηwi(ψ1i (t)) ◦ yR 1]−∞,tiR](t) + ηwi(ψ
2
i (t)) ◦ yR 1[tiR,+∞[(t) .
c. Space-shift momenta and identifiability
Following Bône et al. (2018) and in the spirit of Independent Component Analysis
(Hyvärinen et al., 2004), we assume that each space-shift momenta wi is a linear com-
bination of ns sources si ∈ Rns , i.e. that wi = Am⊥Rsi, where Am⊥R ∈ Mncpd,ns(R) calls
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modulation matrix. As argued in Bône et al. (2018) and Schiratti et al. (2015), we have
to ensure the orthogonality between mR and wi in order to ensure the identifiability of
the model. This orthogonality condition prevents a confusion between the space shifts
and the acceleration factors and can be achieved through projection techniques that we
do not detail here.
To sum up, the population random effects are given by zpop = (yR, cR,m1R,m2R, tR, Am⊥R)
and the individual ones by zi = (ξ1i , ξ2i , τi, si). To place ourselves in the hierachical
framework detailed at the paragraph I.3.b, we assume that there exists Σ ∈ S +3 (R) such
that zi ∼ N (0,Σ) ⊗ N (0, 1) and that there exists small fixed variances such that the
population latent variable follow a tight Gaussian distribution.
II – 2. Theoretical Analysis of the Piecewise-Geodesic Shape Model
As for the piecewise-logistic curve model, Theorem 3.1 applies and the MAP estimator for
the piecewise-geodesic shape model is well-defined. We therefore focus on the consistency
of this model.
Like previously, we define the space of admissible parameters associated to bounded
on average fixed effects:
Θω,ps = { θ ∈ Θps | ‖(γinit0 , γescap0 , γfin0 , tR, t1)‖ 6 ω }
for all ω ∈ R, where
Θps =
{
(yR, cR,m1R,m2R, tR, Am⊥RΣ, σ) ∈ R
ppop ×S +pind(R)× R+
}
.
As in the generic and piecewise-logistic framework, we also define the space
Θω,ps∗ = { θ ∈ Θω,ps | EP (dy`)
[
log q(y`|θ)
]
= E∗(ω) } ,
where E∗(ω) = supθ∈Θω,pl EP (dy`)
[
log q(y`|θ)
]
.
Theorem 5.2 (Consistency of the MAP, Piecewise-Geodesic Shape Model)
Assume that
(H 1) The number of observations is bigger than the one of latent variables:
There exists ` ∈ J1, nK such that p` < k`, where k` = ∑`i=1 ki and
p` = ppop + ` pind ;
(H 2) The times of acquisition ti = (ti,j)j∈J1,kiK are independent and identi-
cally distributed;
(H 3) The density P (dy`) is continuous with polynomial tail decay of degree
bigger p` + 1 apart from a compact subset K of Rk` ;
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(H 4) For all individuals i ∈ J1, nK, the function t 7→ ‖γi(t)‖ grows super-
linearly or t 7→ γi(t) converges uniformly w.r.t the variable yR toward
a function t 7→ γ ∗i (t);
(H 5) For all individuals i ∈ J1, nK, the variables cR, m1R, m2R, Am⊥R and si
are either regular or critical, in the sens of Theorem 3.2.
Then, the piecewise-geodesic shape model satisfies the hypothesis of Theorem
3.2. In particular, if (θˆn)n∈N denote any MAP estimator, Θω,ps∗ 6= ∅ and for
any ε ∈ R∗+,
lim
n→∞P
[
δ(θˆn,Θω,ps∗ ) > ε
]
= 0 ,
where δ in any metric compatible with the topology on Θω,ps.
Proof: Let’s demonstrate that the variables yR, tR, ξ1i , ξ2i and τi are either regular
of critical for all individuals i ∈ J1, nK.
1. Let i ∈ J1, nK and (zpop, zi) ∈ Zpop × Zi. By continuity of the parallel
transport and the trajectory γ0, there exists a ∈ R+ such that
‖~γi(zpop, zi)‖∞ > a ‖yR = γ0(tR)‖
and so, yR is regular.
2. By continuity of the geodesic flow, for all times t ∈ R, γi(t) depends
continuously of γi(tR). Thus, for all t ∈ R, by continuity of the parallel
transport, γi(t) depends continuously of yR. If γ ∗i exists, since the conver-
gence of γi toward γ ∗i is uniform w.r.t the variable yR, γ ∗i is also continuous
w.r.t yR = γ0(tR) ∼ N (yR, ∗ ) and so is a continuous distribution.
For all i ∈ J1, nK, all ` ∈ {1, 2} and all t ∈ R, we have limξ`i→−∞ ψ`i (t) = tR.
Therefore, limξ`i→−∞ γ
`
i (t) = γi(tR) which is a continuous distribution. So,
for all j ∈ J1, kiK, Lki ({yi,j = γi(tR)}) = 0.
Last, since limψ`i (t) = ±∞ when |tR|, |τi| or ξ`i converge toward +∞, we
get the result with Assumption (H 4).
Proving (H 5) is a very interesting issue but outside of the scope of this section.
Our conjecture is that a positive and restricted curvature for the shape space M will
guarantee that, for all individuals i ∈ J1, nK, cR, m1R, m2R, Am⊥R and si are regular.
Indeed, we guess that in geodesic shooting, sufficient initial momenta will enforce the
trajectory to "go away", provided that the underlying manifold is "kind" enough. Note
that the computation of the curvature for both currents and varifolds is still an open
problem.
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III. Experimental Results
Experimentations are performed for both models introduced above: the piecewise logistic
curve model and the piecewise geodesic shape model. In order to validate our model and
numerical scheme, we first run experiments on synthetic data for the piecewise logistic
model. We then test our estimation algorithm on real data from the Hôpital Europén
Georges Pompidou (HEGP – Georges Pompidou European Hospital). A medical paper
is under progress to provide a more accurate interpretation of this results. Then, we
run experiments on synthetic data for the piecewise geodesic shape model to confirm the
performance of our model on more complicated data. Real data for this framework are
being collected and preprocessed.
III – 1. Univariate Synthetic Data
We generate four types of data set, to put our algorithm in different situations. More
precisely, we want to quantify its sensitivity to initialisation, sample size and noise.
a. Influence of the Initialization
The estimation is performed through the SAEM algorithm (Algorithm 1). This itera-
tive algorithm is proven to converge toward a critical point of the observed likelihood.
Therefore, as our model does no imply a convex likelihood, one may end up with a
local maximum depending on the initialization point and the dynamic of our iterations.
This choice of initialization appears crucial. In particular the choice of the initial mean
population parameters zpop init as illustrated bellow.
If our model were linear, the representative curve γ0 would exactly be the one induced
by the mean of the individual trajectories γi, i.e. the one where zpop = meani∈J1,nK zi.
Following this idea, we set in our experiments
γinit0
init
= mean
i∈J1,nK yi,1 ; γescap0
init = mean
i∈J1,nK minj∈J1,kiK yi,j ; γfin0
init
= mean
i∈J1,nK yi,ki
tR
init = 12 meani∈J1,nK tki and t1 init = meani∈J1,nK tki .
Note that the choice of the initial covariance matrix Σ init and the residual noise σ init
does not seem to be very influential. We just demand Σ init to be definite positive.
b. Influence of the Proposal Variances
The SAEM algorithm is very sensitive to the choice of the proposal variances in the
sampling step. Thus, we have to carefully tune these variances in order the mean accep-
tance ratio to stay around the optimal rate – 24% as we are using a symmetric random
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walk sampler. To decrease the influence of a bad calibration, we adapt the proposal
variances over the iterations in the way of Roberts and Rosenthal (2007, 2009): every
sth batch of 50 iterations, we increase or decrease the logarithm of the proposal proposal
variances by δ(s) = min
(
0.001, 1√
s
)
depending on whether the mean associated variable
acceptance rate is bigger or smaller than the optimal one. Note that we have also tried
to adapt the proposal variances as in Atchadé (2006) but the results we obtained were
not satisfactory. Actually, it appears numerically that if we want the adaptive procedure
to increase the efficiency of our algorithm, we must modify the proposal variance neither
too often nor with a too big amplitude of change.
c. Construction of the Data Sets
For each type of data set, given the corresponding ground truth parameters θ true, we
generate three data sets of respective size 50, 100 and 250. Last, to put our algorithm
on a more realistic situation, the synthetic individual times are non-periodically spaced
and individual sizes vary between 12 and 18.
The first type – A – is said quasilinear in the sense that, for these data sets, the
representative trajectory γ0 is "close" to the mean trajectory described above. Hence, we
put our algorithm in a favorable situation where the optimal representative trajectory
is close to the initial one. The second type –A∗ – is a noisy version of A. The noise level
is approximately 20% (against 2% for the non-noisy data set A).
On the contrary, the thirds type – B – is built in order to be "truly non-linear": the
representative trajectory γ0 is "far" from the curve built by zpop init. Likewise, the fourth
type – B ∗ – is a noisy version of B, with a 20 % noise level.
To measure this degree of non-linearity, we introduce the ratio ∆L (zpop) which is
the relative error of zpop init:
∆L (zpop) =
‖zpop init − zpop true‖
‖zpop true‖ .
Table 5.1 compiles this ratio for every data set, and for every parameter in zpop. In
particular, the initialization of γescap0 is in itself a challenge and very sensitive to the
noise in the data set: even in the quasilinear case, γescap0
init is quite far from γescap0
true.
d. Estimation of the Fixed Effects
Table 5.2 displays the relative errors for the estimated population parameters. In most
case, these errors decrease with the size of the data set. More specific to our model, we
observe that these errors are correlated to the subjective linearity of the model. With
the exception of γescap0 , the errors for estimating population parameters grow linearly
with the non-linearity of the model. We suppose that the difference of scale between
γescap0 and the others can, at least partly, explain this phenomena: γ
escap
0 is about a few
– 118 –
III. Experimental Results
Table 5.1 – Degree of non-linearity.
Relative errors (expressed as a percentage) for the initial population parameters
zpop
init, according to the type of data set and the sample size n.
n ∆L (γinit0 ) ∆L (γ
escap
0 ) ∆L (γfin0 ) ∆L (tR) ∆L (t1)
A 50 7.08 17.01 5.94 1.97 1.98
100 2.93 22.33 3.66 2.40 2.42
250 2.16 24.06 2.12 3.52 3.54
A∗ 50 5.63 283.14 1.51 1.03 1.01
100 3.38 259.25 0.07 4.75 4.76
250 3.67 269.42 0.41 3.94 3.95
B 50 80.47 2.77 39.78 35.04 35.09
100 88.17 4.39 51.83 36.14 36.19
250 83.52 12.91 47.90 33.23 33.27
B∗ 50 59.25 201.98 33.46 28.85 28.89
100 74.94 213.96 43.50 30.74 30.78
250 79.14 229.40 47.30 34.39 34.44
tens of units ; γinit0 , γfin0 and tR about a few hundreds and t1 about one thousand. Thus,
a same absolute error will lead to markedly different relative error.
As Table 5.1 displays the relative error for for the initial population parameters
zpop init and Table 5.2 the relative errors for the estimated population parameters zpop estim,
by comparing this two tables, we are able to quantify the contribution of the estimation-
procedure in the knowledge of the population parameters. The first point to note is
that this relative error generally decrease. Specifically, the population parameters are
well-learned in quasilinear cases (data sets A and A∗) and in particular in large data set
(n = 250). Then, the algorithm we propose is not noise-sensitive: errors for non-noisy
and noisy versions of a same type of data set are notably the same. And even better,
for the non-linear data sets, the estimation is better performed in the noisy case than
in the non-noisy one. It seems that the presence of noise helps the algorithm not to get
stuck in potential well.
Hence, the degree of non-linearity in the data set seems to play a significant role in
the estimation of the population parameters. To be certain that the poor estimation of
zpop when the ratio ∆L (zpop) is too big is due to the non-linearity of the data set and
not to a bad initialization, we have also performed estimations by assigning θinit = θtrue.
The results were better but not so significantly.
Last, note that the representative rupture time tR is well-estimated, no matter the
subjective linearity of the data set. In the view of chemotherapy monitoring, well-
estimating the rupture time, which correspond to an escapement from the treatment, is
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Table 5.2 – Estimation of the fixed effects.
Mean (standard deviation) relative errors (expressed as a percentage) over 50 runs,
for the estimated parameters zpop estim, according to the data set and the sample
size n.
n γinit0 γ
escap
0 γ
fin
0 tR t1
A 50 6.03 (0.32) 10.25 (0.50) 3.69 (0.25) 1.95 (0.13) 2.43 (0.18)
100 2.19 (0.17) 3.28 (0.22) 2.07 (0.18) 1.69 (0.11) 1.86 (0.17)
250 1.30 (0.10) 1.96 (0.13) 1.53 (0.08) 0.78 (0.06) 1.67 (0.09)
A∗ 50 3.74 (0.26) 25.73 (1.64) 6.84 (0.40) 3.32 (0.26) 3.73 (0.26)
100 2.35 (0.15) 12.20 (0.64) 1.35 (0.09) 2.98 (0.22) 2.29 (0.18)
250 1.70 (0.12) 3.94 (0.29) 1.33 (0.09) 1.36 (0.10) 1.51 (0.10)
B 50 71.13 (1.33) 100.24 (8.09) 90.73 (2.54) 7.78 (0.56) 46.39 (1.32)
100 58.73 (0.98) 58.88 (3.00) 84.99 (1.42) 8.13 (0.57) 42.06 (1.04)
250 67.49 (0.47) 23.12 (1.54) 57.82 (0.74) 6.01 (0.33) 38.09 (0.36)
B∗ 50 41.61 (1.26) 29.86 (2.53) 46.38 (1.60) 9.04 (0.58) 29.90 (0.58)
100 60.39 (0.81) 28.43 (2.06) 58.35 (1.07) 8.11 (0.54) 29.75 (0.50)
250 55.89 (0.74) 15.56 (0.98) 59.90 (0.58) 3.26 (0.25) 39.28 (0.43)
very important.
e. Estimation of the Inter-Individual Variability
In the target of our application, the covariance matrix Σ gives a lot of information on the
health status of a patient: pace and amplitude of tumor progression, individual rupture
times, etc. Therefore, we have to pay special attention to the estimation of Σ.
Much as the representative trajectory is not always good-estimated, our algorithm
always allows a well-understanding of the inter-individual variability. We present at
Table 5.3 the Kullback-Leibler divergence from N (0,Σ estim) to N (0,Σ true), the relative
error of the individual rupture times and the estimated residual noise. As for the es-
timation of the population parameters, errors decrease with the sample size n and are
not significantly different between noisy and non-noisy versions of a same type of data
set. Moreover, in that case, the errors seem to not rely on the subjective linearity of the
data set. In the following, for the sake of brevity, the Kullback-Leibler divergence from
N (0,Σ estim) to N (0,Σ true) will be referred to as the one from Σ estim to Σ true.
Moreover, the individual rupture times tR, the residual noise σ is always well-
estimated.
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Table 5.3 – Variability and residual noise.
Mean (standard deviation) of Kullback–Leibler divergences from Σ estim to Σ true,
mean (standard deviation) relative errors (expressed as a percentage) for the indi-
vidual rupture times tiR
estim and mean estimated residual noise σestim according to
the data set and the sample size n. All over 50 runs.
n Σ tiR σ
A 50 15.54 (5.17) 0.49 (0.04) 2.03
100 8.45 (2.26) 0.63 (0.06) 1.97
250 9.29 (3.13) 0.57 (0.60) 2.06
A∗ 50 16.52 (19.45) 4.66 (0.45) 19.81
100 12.86 (4.26) 3.85 (0.32) 19.03
250 6.72 (2.44) 3.98 (0.32) 20.07
B 50 16.53 (7.72) 5.89 (3.45) 3.07
100 13.59 (5.42) 4.44 (1.93) 2.14
250 22.24 (9.77) 4.96 (1.93) 2.49
B∗ 50 27.62 (17.71) 14.32 (4.06) 19.93
100 23.98 (18.07) 13.97 (3.71) 20.56
250 17.70 (5.35) 11.57 (2.42) 21.38
f. Reconstruction of the Individual Trajectories
Figure 5.4 illustrates the well-understanding of the variance within the population, in-
cluding for the non-linear data set. Determining accurate individual rupture time tiR
is all the most important as, in the aim of chemotherapy monitoring, these times are
related to an escape of the patient’s response to treatment.
An important point was to allow a lot of different individual behaviors. In our
synthetic example, Figure 5.2 illustrates this variability. From a single representative
trajectory (γ0 in bold plain line), we can generate individuals who are cured at the end
(dot-dashed lines: γ3 and γ4), some whose response to the treatment is bad (dashed lines:
γ5 and γ6), some who only escape (no positive response to the treatments – dotted lines:
γ7). Likewise, we can generate "patients" with only positive responses or no response
at all. The case of individual 4 is interesting in practice: the tumor still grows but so
slowly that the growth is negligible, at least in the short-run.
Figure 5.5 illustrates the qualitative performance of the estimation. We are notably
able to understand various behaviors and fit subjects which are far from the characteristic
path. Moreover, the noise seems to not reduce the quality of the estimation. We represent
only five individuals but 250 subjects have been used to perform the estimation.
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Figure 5.4 – Distribution of the individual rupture times tiR.
Each subfigure compares the distribution of the (mean of the) estimated individual
rupture times tiR
estim (in blue) and the distribution of the true individual rupture
times tiR
true (in violet). In bold line, the estimated average rupture time tRestim
and the true average rupture time tRtrue are relatively close to each other. n = 250.
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Figure 5.5 – Qualitative performance of the estimation and robustness to noise.
On both figures, the estimated trajectories are in plain lines and the target curves
in dashed lines. The (noisy) observations are represented by crosses. The represen-
tative path is in bold black line, the individuals in colour. n = 250.
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Figure 5.6 – RECIST score of patients from the HEGP.
We keep conventions of the previous figures: the representative path is in bold black
line and the individuals in color. We represent only 10 patients among the 176.
0 2,000 4,000 6,000 8,000
0
20
40
60
tiR
estim
tR
estim
Individual rupture times (in days)
Figure 5.7 – Distribution of the individual rupture times tiR.
Histogram of the rupture times tiR for this run. In black bold line, the estimated
average rupture time tR is a good estimate of the average of the individual rupture
times although there exists a large range of escape.
III – 2. Metastatic Kidney Cancer Monitoring
The algorithm is now run on RECIST score of real patients suffering from kidney cancer.
The estimation is performed over a cohort of 176 patients of the HEGP. There is an
average of 7 visits per subjects (min: 3, max: 22), with an average duration of 90
days between consecutive visits. We present here a run with a low residual standard
variation with respect to the amplitude of the trajectories and complexity of the data
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Figure 5.8 – Individual random effects.
Fig. 5.8a: log-acceleration factors ξ1i and ξ2i against times shifts τi. Fig. 5.8b:
log-amplitude factors ρ1i and ρ2i against space shifts δi. In both figures, the colour
corresponds to the individual rupture time tiR. These estimates hold for the same
run as Fig. 5.6.
set: σ = 9.10.
Figure 5.6 illustrates the qualitative performance of the model on ten patients. Al-
though we cannot explain all the paths of progression, the algorithm succeeds in fitting
various types of curves: from the curve γ6 which is flat to the curve γ3 which is spiky.
From Figure 5.7, it seems that the rupture times occur early in the progression in average.
In Figure 5.8, we plot the individual estimates of the random effects (obtained from
the last iteration) in comparison to the individual rupture times. Even though the
parameters which lead the space warp, i.e. ρ1i , ρ2i and δi are correlated, the correlation
with the rupture time is not clear. In other words, the volume of the tumors seems
to not be relevant to evaluate the escapement of a patient. On the contrary, which is
logical, the time warp strongly impacts the rupture time.
III – 3. Shape Synthetic Data
The dataset consists of 20 synthetic sequences of 3D-shapes built in accordance to the
piecewise geodesic shape model described at the paragraph II. The estimation is still
performed through the MCMC-SAEM algorithm (Algorithm 1). Real data are not yet
available as the segmentation of the tumor has to be done manually, which is complex
and time-consuming. This study will motivate new segmentations for future works.
The control points used to construct the data are chosen to be regularly distributed.
Thus, the algorithm has no reason to return the same control points: on the contrary, it
will return more relevant control points. As momenta and control points share a single
dynamic, we rather evaluate the performances on the reconstruction relative error which
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Table 5.4 – The piecewise geodesic shape model.
Relative errors for the representative rupture shape yR and the representative rup-
ture times tR. Mean (standard deviation) relative errors for the individual rupture
time tiR
estim, within the population. Error of reconstruction for the template and
mean (standard deviation) of the error of reconstruction for the individuals. All
expressed as a percentage and for a type run.
yR tR
Template
tiR
Individuals
reconstruction reconstruction
1.30 0.01 9.72 0.31 (0.41) 7.94 (5.91)
(a) Template used to generate the dataset.
(b) Template estimated after 600 iterations.
Figure 5.9 – Reconstruction of the template.
Evolution of the template over time. In purple (Fig. 5.9a), the template used for the
generation of the dataset ; In red (Fig. 5.9b), the one estimated by the algorithm.
summaries the goodness of fit of our algorithm.
Table 5.4 displays the relative errors for the estimated representative rupture shape,
representative rupture time and individual rupture times. We emphasis the well-estimation
of the rupture times tR and (tiR)i∈J1,nK, which is critical in the target to our application
to chemotherapy monitoring. We also provide the relative errors of reconstruction, i.e.
the relative residual distances between the estimated trajectories and and their corre-
sponding paths in the data set for both the representative path and the individuals
ones. Figure 5.9 illustrates the qualitative performance of the reconstruction of the tem-
plate and Figure 5.10 the qualitative performance of the reconstruction of subject type.
Mainly, the reconstruction turns out to be very efficient.
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(a) Samples of the dataset: an observed individual trajectory.
(b) Estimation of the same individual trajectory, 600 iterations.
Figure 5.10 – Reconstruction of the individual trajectories.
Evolution of a standard subject over time. We keep the same convention than at
Figure 5.9: Fig. 5.10a (in purple) shows the shooting of an individual evolution
path and Fig. 5.10b (in red)) the corresponding reconstructed one.
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A New Class of EM Algorithms

Motivations and State of the Art
Although the expectation-maximization (EM) algorithm introduced by Dempsteret al. (1977) is a very popular and often efficient approach to maximum likelihood
(or maximum a posteriori) estimation in incomplete data models, as it a simple use
algorithm, it has one major issue : the computation of the expectation with respect
to the conditional distribution. Indeed, in certain situations, the EM is not applicable
because the expectation step cannot be performed in closed form. To overcome this
restriction, many different options have been proposed. The first one is to replace the
expectation step by a sampling of the unobserved data step. We refer to this EM version
as the Stochastic EM (SEM) algorithm (Celeux and Diebolt, 1985). In particular, in the
SEM, only one sample of the latent variable is drawn. A possible generalization of the
SEM is the Monte-Carlo EM (MCEM) (Wei and Tanner, 1990), in which a Monte-Carlo
implementation of the expectation in the E-step is carried out. In an alternative way,
Delyon et al. (1999) proposed to replace the expectation step of the EM algorithm by
one iteration of a stochastic approximation procedure, referred to as SAEM, standing
for stochastic approximation EM. In addition to avoiding the computation of the expec-
tation, introducing randomness may enable to escape local maxima. However, this is
not theoretically proved nor numerically illustrated in the literature.
The convergence of the SAEM toward local maxima has been proved in Delyon et al.
(1999) and its numerical efficiency has been demonstrated in several situations such as
in inference in hidden Markov models (Cappé et al., 2005). However, despite appeal-
ing features, the limit point of this algorithm can strongly depend on its initialization.
In order to avoid convergence toward local maxima, Lavielle and Moulines (1997) have
proposed a simulated annealing version of the SAEM. The main idea was to allow the
procedure to better explore the state-space by considering a tempered version of the
model likelihood. More precisely, assuming that the data are corrupted by an additive
Gaussian noise with variance σ2, at each iteration k of the SAEM algorithm, they con-
sider the "false" model in which the noise variance is equal to ((1 + Tk)σ)2, where (Tk)
is a positive sequence ot temperatures that decreases slowly toward 0. Therefore, the
bigger Tk, the more the likelihood of the model is flattened and the optimizing sequence
can escape easily from local maxima. The simulations gave good results but there were
no theoretical guarantee for this procedure. Based on the same idea, Lavielle (2014)
has proposed to use the simulated-annealing process as a "trick" to better initialize the
– 129 –
Part III: A new class of EM algorithm
SAEM algorithm. This initialization scheme is implemented in the monolix software
and gives impressive results on real data (Chan et al., 2011; Lavielle and Mentré, 2007;
Samson et al., 2006).
All theoretical results regarding the convergence of the SAEM algorithm assume
that we are able to sample from the posterior distribution, but in practice it may be
intractable or have a high computational cost. To overcome this issue, Picchini and Sam-
son (2018) have proposed to couple the SAEM algorithm to an approximate Bayesian
computation step (ABC, see Marin et al. (2012) for a review), leading to the ABC-
SAEM method in which ABC is used to sample from an approximation to the posterior
distribution. Simulations show that this algorithm can be calibrated to return accurate
inference, and in some situations it can outperform a version of the SAEM incorporating
the bootstrap filter. However, Picchini and Samson (2018) do not provide any theoretical
guarantee of its convergence. More broadly, when sampling from the posterior distri-
bution is prohibitive, one may want to shift to variational inference (Blei et al., 2017;
Jordan et al., 1999; Wainwright and Jordan, 2008).
Behind variational inference, the main idea is to replace the objective function by a
minorant function which is a trade off between a likelihood and a Kullback-Leibler (KL)
divergence between the conditional distribution and a parametric probability density
function. This minimizing function is then optimized by a stochastic gradient descent.
These methods are known to converge toward local minima for bounded parameters or
positive objective functions.
We propose here a new stochastic approximation version of the EM algorithm where
we do not sample from the exact distribution but rather from a distribution which
converges to the conditional one along the algorithm iterations. This new procedure
allows us to derive a wide class of SAEM-like algorithms, including the "trick" initialized
SAEM of Lavielle (2014) and the ABC-SAEM algorithms, to cope with intractable or
difficult sampling. We refer to this new algorithm as the approximated-SAEM.
This general framework allows us to build a procedure, with the thought of the
simulated annealing version of the SAEM (Lavielle and Moulines, 1997), to prevent con-
vergence toward local maxima. We introduce a sequence of temperatures and sample
from a tempered version of the posterior distribution. Therefore, the posterior-likelihood
of the model is "flattened" and the optimizing sequence can escape more easily from local
maxima. We refer to this particular instantiation as the tempering-SAEM. Note that
our tempering-SAEM differs to the ones of Lavielle and Moulines (1997) as we do not
modify the model but only the sampling-step.
In Chapter 6, we review briefly the EM algorithm and some of its variants. Notably,
we recall some theoretical results from Delyon et al. (1999), regarding the convergence
of the SAEM algorithm, that are useful to Chapter 7.
In Chapter 7, we introduce our new stochastic approximation version of the EM
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algorithm, namely the approximated-SAEM, and prove the convergence of this algo-
rithm toward local maxima under usual assumptions. The demonstration of the con-
vergence, by its similarity with the proof of the convergence of the SAEM, highlights
the unconstraining nature of the different assumptions and therefore the great applica-
bility of our algorithm. Thus, we provide a theoretical study of the convergence of the
tempering-SAEM toward local maxima. We also give an heuristic to the convergence of
the tempering-SAEM toward "less local" maxima.
Section II of Chapter 7 is dedicated to experiments. The first application we take
into account is the maximum likelihood estimation of the parameters of a multivariate
Gaussian mixture models. This example supports the previous heuristic discussion and
gives intuitions into the behavior of the tempering-SAEM algorithm. The second appli-
cation consists in independent factor analysis (Attias, 1999). In both applications, we
focus on the contribution of the tempering-SAEM in comparison to the SAEM.
Chapter 7 is based on Allassonnière and Chevallier (2019).
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– Chapter VI –
A Brief Review of the EM-like Algorithms
Numériquement l’estimation des paramètres du modèle introduit au Chaptire 3 estréalisée via une approximation stochastique de l’algorithme EM, à savoir l’algo-
rithme SAEM. Avant d’étudier plus en profondeur cet algorithme, on présente dans ce
chapitre la littérature classique concernant l’algorithme EM et ses variantes usuelles.
Nous portons une attention particulière au papier séminal de Delyon et al. (1999).
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I. The Expectation-Maximization Algorithm
The EM algorithm is a powerful computational technique for locating maxima offunctions. It is widely used in statistics for maximum likelihood or maximum a
posteriori estimation in incomplete data models. In this chapter, we briefly review
the EM algorithm and some of its variants. Notably, we recall at Appendix A some
theoretical results regarding the convergence of the SAEM algorithm, that are useful to
the demonstration of the convergence of the approximated-SAEM algorithm introduced
at Chapter 7.
I. The Expectation-Maximization Algorithm
We use in this chapter and in the following one the classical terminology of the missing
data problem, even though EM algorithm applies to a more general context.
Let Y ⊂ Rny denote the set of observations, Z ⊂ Rnz the set of latent variables
and Θ ⊂ Rnθ the set of admissible parameters. Let µ be a σ-finite positive Borel
measure on Z. For sake of simplicity, we will use the notation q for different likelihoods,
specifying their variables in brackets. In particular, for all (y; θ) ∈ Y ×Θ, z 7→ q(y, z; θ)
is the complete likelihood given the observation y and parameter θ and we assume it is
integrable with respect to the measure µ. As for, we note q(y; θ) =
∫
Z q(y, z; θ) dµ(z)
the observed likelihood and q(z|y; θ) = q(y,z;θ)q(y;θ) the conditional distribution of the missing
data z given the observed data y. Our goal is to estimate the parameters that maximize
the likelihood of the observations of n independent samples of a random variable Y , i.e.
that maximize the observed data likelihood:
Given yn1 = (y1, . . . , yn) ∈ Y n, θ̂MLEn ∈ argmax
θ∈Θ
q
(
yn1 ; θ
)
.
Unfortunately, MLE problem has generally no closed-form solution. The expectation-
maximization (EM) algorithm and its variants are powerful algorithms which have
demonstrated their efficiency in practice, for instance for clustering with the help of
Gaussian Mixture Model (GMM. See Section II.1 of Chapter 7 for details).
For the sake of readability, yn1 is noted as y throughout the rest of the chapter.
Given a current parameter estimate θk, the EM algorithm seeks to find the MLE by
iteratively applying these two steps:
E-step: Compute the conditional expected log-likelihood
Q(θ|θk) =
∫
Z
log q(y, z; θ)q(z|y; θk) dz = E [log q(Z|y, θk)] ;
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M-step: Maximize Q( · |θk) in the feasible set Θ:
θk+1 ∈ argmax
θ∈Θ
Q(θ|θk) .
I – 1. Convergence of the EM Algorithm for Curved Exponential
Families
This algorithm has been first introduced by Dempster et al. (1977) and convergence
under very general conditions has been established by Wu (1983). Delyon et al. (1999)
have reframed the convergence of the EM algorithm under easier hypothesis. We present
here their results. In particular, they assume that the complete data likelihood belongs
to the curved exponential family (M1). In practice, this assumption is not so restrictive
and even complex models, such as the model we have introduced in Part II., satisfy this
assumption.
(M1) The parameter space Θ is an open subset of Rnθ . For all y ∈ Y, z ∈ Z and θ ∈ Θ,
the complete data likelihood function can be expressed as
q(y, z; θ) = exp
(
−ψ(θ) +
〈
S(y, z)
∣∣∣φ(θ)〉)
where S : Rny × Rnz → S ⊂ Rns is a Borel function and S is an open subset of
Rns . The convex hull of S(Rnz) is included in S. For all θ ∈ Θ, all y ∈ Y, we have∫
Z
‖S(y, z)‖ q(z|y; θ) dµ(z) < +∞ .
Let ` : Θ→ R and L : S ×Θ→ R defined as,
for all y ∈ Y, ` : θ 7→
∫
Z
q(y, z; θ) dµ(z)
and L : (s, θ) 7→ −ψ(θ) +
〈
s
∣∣∣φ(θ)〉 .
(M2) The two functions ψ : Θ→ R and φ : Θ→ S are twice continuously differentiable
on Θ.
(M3) The function s¯ : Θ→ S is continuously differentiable on Θ where s¯ is defined as:
∀y ∈ Y, s¯ : θ 7→
∫
Z
S(y, z)q(z|y; θ) dµ(z) = Eθ [S(Z)] ;
(M4) The function ` : Θ→ R is continuously differentiable and for all y ∈ Y and θ ∈ Θ
∂θ
∫
Z
q(y, z; θ) dµ(z) =
∫
Z
∂θ q(y, z; θ) dµ(z) ;
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(M5) There exists a continuously differentiable function θˆ : S → Θ such that
∀θ ∈ Θ, ∀s ∈ S, L(s, θˆ(s)) > L(s, θ) .
Let, for all θ ∈ Θ and closed set E ⊂ Θ, d(θ,E) denotes the distance of θ to E.
Theorem 6.1 (Convergence of the EM – Delyon et al. (1999))
Assume that (M1 - 5) hold. Assume in addition that for any θ ∈ Θ, clos (L(θ))
is a compact subset of Θ. Then, for any initial point θ0 = θ, the sequence
(`(θk))k∈N is increasing and
lim
k→∞
d(θk,L) = 0 , where L = {θ ∈ Θ|∂θ`(θ) = 0} .
Note that the monotonicity of the EM algorithm guarantees that as EM iterates, its
guesses won’t get worse in terms of their likelihood.
I – 2. Variants of the EM Algorithm
We give here some variants of the EM algorithm, but postpone the stochastic approxi-
mation of the EM (SAEM) algorithm to a dedicated section (Section II). Variants can be
split into three groups : the ones which are mainly motivated by convergence speed con-
siderations, the ones which are more concerned with limitations concerning the M-step
and, last, the ones which cope with limitations about the E-step. The SAEM algorithm
falls into this third category.
a. Speeding up the EM Algorithm
The convergence rate of the EM algorithm is, in the general form, only linear and
governed by the fraction of missing data. In particular, the EM algorithm has relatively
slow convergence compared to numerical optimization approaches like Newton–Raphson
updates. In order to speed up the convergence of the EM algorithm, many variants have
been proposed. Several examples and a pedagogic introduction to convergence rates and
speeding-up methods are given in the book by McLachlan and Krishnan (2007), in the
tutorial by Roche (2012) and in the tutorial by Gupta and Chen (2011).
b. The Generalized EM Algorithm – GEM Algorithm
The vanilla M-step of the EM algorithm consists in maximizing the conditional expected
log-likelihood Q( · |θk). It is however possible to relax the requirement of maximization
to just increasing Q( · |θk), i.e. to substitute the vanilla M-step for:
M-step: Finding θk+1 such that Q(θk+1|θk) > Q(θk|θk),
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where θk denotes the current parameter. This form of the algorithm is called Generalized
EM (GEM) and is also guaranteed to converge (Delyon et al., 1999).
Also to cope with the problem of intractable maximization, Lange (1995) introduced
a gradient algorithm that is closely related to the EM algorithm : The Gradient-EM.
This algorithm solves the M-step of the EM algorithm by one iteration of the Newton-
Raphson’s method.
c. The Stochastic EM Algorithm
When the expectation of the conditional log-likelihood Q(·|θk) cannot be analytically
computed, an alternative is to introduce some stochasticity is the estimation procedure.
The simple idea of the stochastic EM algorithm (Celeux and Diebolt, 1985) is to
replace the computation and the maximization of Q(·|θk) by the much simpler computa-
tion of conditional distribution q(z|y; θk) and the simulation of an unobserved sample zk.
Afterwards, it maximizes the complete-data log-likelihood only for that fixed assignment.
This leads to the following modified iteration: given a current estimate θk;
S-step: Draw an unobserved sample zk from q( · |y; θk) ;
M-step Find θk+1 ∈ argmax
θ∈Θ
q(y, zk; θ) .
Theorem 6.1 ensures the convergence of the EM algorithm towards stationary points
of the log-likelihood. However, the limiting position of the EM algorithm greatly depends
on its initial position. The Stochastic EM algorithm aims to reduce the dependency on
this initial position. Its inherent randomness technically allows the SEM algorithm to
escape from a saddle point or an undesired local maximum of the likelihood function.
However, its convergence is only proven in mean.
d. The Monte-Carlo EM Algorithm
The Monte-Carlo EM (MCEM) algorithm (Wei and Tanner, 1990) proposes a Monte-
Carlo implementation of the expectation in the E-step. Thus, the MCEM algorithm
can be seen as a generalization of the SEM algorithm in which we draw m independent
samplings of the latent variable Z instead of just one. In other words, given a current
estimate θk, the MCEM algorithm writes:
S-step: Draw m samples zjk ∼ q( · |y; θk) , where j ∈ J1,mK ;
E-step: Compute the Monte-Carlo estimation Qk(θ) =
1
m
m∑
j=1
log q(y, zjk; θ) ;
M-step: Maximize Qk, i.e. find θk+1 ∈ argmax
θ∈Θ
Qk(θ) .
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In order Qk to well-approximate the expectation Q( · |θk), we have to choose a large
m, significantly increasing the computation time. However, a largem reduce the stochas-
ticity of the MCEM which will then have the same drawbacks than the EM algorithm.
As already said, for m = 1 the MCEM reduces to the SEM algorithm. Thus an efficient
strategy is to consider the "simulated annealing" version of the MCEM algorithm: Wei
and Tanner (1990) recommend to start with small values of m and then to increase m
to infinity at suitable rate of performance. Then we go from pure SEM (m = 1) to pure
EM (m = +∞).
Biscarat (1994) and Celeux et al. (1995) have proved the convergence of the simulated
annealing MCEM toward local minima of the log-likelihood, for a suitable sequence of m
and in the mixture context. More broadly, Fort and Moulines (2003) proved the almost-
sure convergence of the MCEM algorithm. Moreover, they proved the convergence of the
MCMC-MCEM algorithm, i.e. of the MCEM algorithm in combination with Markov
chain Monte Carlo simulation methods for the S-step, under weak conditions on the
simulation kernel.
II. The Stochastic Approximation EM Algorithm
The stochastic approximation version of the EM (SAEM) algorithm (Delyon et al.,
1999) consists in replacing the E-step by a stochastic approximation obtained by the
use of simulated data. Thus, the update of the current parameter is benefiting from the
previous simulation. More precisely, given an initial approximation of the expected log-
likelihood Q0 and a sequence of positive step-size (γk)k∈N, the iteration k of the SAEM
algorithm consists of the three following steps:
S-step: Sample the latent variable zk under the conditional density q( · |y; θk) ;
SA-step: Update Qk(θ) as Qk+1(θ) = Qk(θ) + γk
(
log q(y, zk; θ)−Qk(θ)
)
;
M-step: Maximize Qk+1 in the feasible set Θ, i.e. find θk+1 ∈ argmax
θ∈Θ
Qk+1(θ) .
In practice, we set Q0 to be the null function over Θ.
Note that if γk = 1 for any k ∈ N, i.e. if there is no memory in the stochastic
approximation, the SAEM reduces to the SEM. A major advantage of the SAEM algo-
rithm with respect to the MCEM is the number of simulations required to ensure the
theoretical convergence (see the next paragraph) of the procedure: only one simulation
against m tending to infinity.
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II – 1. Convergence of the SAEM Algorithm Toward Local Maxima
Let F = {Fk}k∈N be the natural filtration with respect to the process (zk)k∈N, where
zk ∼ q( · |y; θk−1) for all k.
∀k ∈ N, Fk = σ ({z1, z2, . . . , zk}) = σ({z−11 (A), z−12 (A), . . . z−1(A)|A ∈ B(Z)}) .
We assume that (M1 - 5) hold. In particular, as the complete log-likelihood belongs to
the curved exponential family (M1), the SA-step is more conveniently (and equivalently)
replaced by an update of the estimation of the conditional expectation of the sufficient
statistics. Hence, the SA-step rewrites
SA-step Update sk(θ) as sk+1(θ) = sk(θ) + γk
(
S(y, zk)− sk(θ)
)
,
where for all θ ∈ Θ, s0(θ) = 0.
Let consider the following assumptions which are taken from Delyon et al. (1999):
(SAEM1) For all k ∈ N, γk ∈ [0, 1],
∑∞
k=1 γk = ∞ and
∑∞
k=1 γ
2
k < ∞ ;
(SAEM2) The two functions ψ : Θ→ R and φ : Θ→ S are ns times differentiable;
(SAEM3) For all positive Borel functions φ, for all k ∈ N and all y ∈ Y,
E
[
φ(Zk+1)
∣∣Fk] = ∫
Z
φ(z)q(z|y; θk) dµ(z) ;
(SAEM4) For all θ ∈ Θ, all y ∈ Y and all k ∈ N,∫
Z
‖S(y, z)‖2 q(y, z; θ) dµ(z) < +∞ .
Theorem 6.2 (Convergence of the SAEM – Delyon et al. (1999))
Assume that (M1 - 5) and (SAEM1 - 4) hold. Assume in addition that, with
probability 1, clos ({sk}k∈N∗) is a compact subset of S. Then, with probabil-
ity 1,
lim
k→∞
d(θk,L) = 0 , where L = {θ ∈ Θ|∂θ`(θ) = 0} .
This theorem ensures the convergence of the SAEM algorithm only toward a sta-
tionary point of the log-likelihood. To ensure the convergence of the algorithm toward
a local maximum we have to assume at least local convexity of the log-likelihood. Some
conditions upon which the convergence toward local maxima is guaranteed are given in
Section 7 of Delyon et al. (1999). As these conditions are model-dependent, we do not
focus on this aspect in this chapter. Basically, this is equivalent to assuming that the
observed likelihood is convex.
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II – 2. The Monte-Carlo Markov-Chain SAEM Algorithm
In the S-step of the SAEM algorithm, we assume that we are able to sample from the
conditional density q( · |y; θ) for any θ ∈ Θ. In many practical situations, it will not be
possible to generate the latent variable data z exactly. To overcome this issue, Kuhn
and Lavielle (2004) proposed to use a Monte-Carlo Markov chain procedure in the S-
step of SAEM. More precisely, we assume that for all θ ∈ Θ, the conditional distribution
q( · |y; θ) is the unique limiting distribution of a transition kernel Πθ and we draw a
new zk with respect to the kernel Πθk , starting at zk−1. Hence, the kth iteration of the
MCMC-SAEM consists of the three following steps:
S-step: Generate a realization zk ∼ Πθk (zk−1, · ) ;
SA-step: Update Qk(θ) as Qk+1(θ) = Qk(θ) + γk
(
log q(y, zk; θ)−Qk(θ)
)
;
M-step: Maximize Qk+1(θ) in the feasible set Θ, i.e. find θk+1 ∈ argmax
θ∈Θ
Qk+1(θ) .
Note that under Assumption (M1), as well as for the SAEM algorithm, the stochastic
approximation can be applied to the sufficient statistics.
Kuhn and Lavielle (2004) proved the convergence of the MCMC-SAEM algorithm
but they assumed in their demonstration that the chain (zk)k∈N generated during the
estimation procedure takes its values in a compact subset. However, this condition is
hardly ever met. Allassonnière et al. (2010) relaxed this assumption and proved the
convergence of the MCMC-SAEM toward local maxima in a more general setting.
The numerical efficiency of the MCMC-SAEM algorithm have been demonstrated in
numerous practical situations. As an example, it is the core of the Monolix software.
Despite appealing features, the SAEM algorithm suffers from two main drawbacks.
Firstly, it requires to be able to sample from the conditional distribution q( · |y; θ) or at
least to be able to target this distribution by a Markov chain. In practice, one may want
to relax this constraint. Secondly, the convergence of the SAEM is only local and the
limit point of this algorithm can strongly depend on its initialization.
In the following chapter, we propose a new class of stochastic approximation of the
EM algorithm to overcome this two issues.
Appendix A. The Theorem 2 and Lemma 2
of Delyon et al. (1999)
In Chapter 7, we prove the convergence of a generalization of the SAEM algorithm. As
well as Theorem 6.2, our proof is mainly based on the following theorem and lemma. The
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theorem establish the convergence of Robin-Monroe type approximation procedures, i.e.
the convergence of sequences defined recursively as
∀k ∈ N, sk = sk−1 + γk
(
h(sk) + rk + ek
)
.
In order to keep consistent appellation, in Chapter 7, we will refer to this theorem as
Theorem 2 of Delyon et al. (1999).
Theorem 6.3 (Theorem 2 of Delyon et al. (1999))
Assume that
(SA0) With probability 1, for all k ∈ N, sk ∈ S.
(SA1) (γk)k∈N∗ is a decreasing sequence of positive numbers such that
∑∞
k=1 γk =
∞ .
(SA2) The vector field h is continuous on S and there exists a continuously
differentiable function V : S → R such that :
(i) for all s ∈ S, F (s) =
〈
dsV (z)
∣∣∣h(s)〉 6 0 ,
(ii) int (V (L)) = ∅ where L = {s ∈ S|F (s = 0)} .
(SA3) With probability 1, clos ({sk}k∈N) is a compact subset of S.
(SA4) With probability 1, ∑ γkek exists and is finite, lim rk = 0.
Then, with probability 1, lim d(sk,L) = 0.
Similarly, we will refer to this lemma as Lemma 2 of Delyon et al. (1999). It demon-
strates the existence of a Lyapunov function for the vector field h : s 7→ s¯(θˆ(s))− s.
Lemma 6.4.1. Assume (M1 - 5) and (SAEM2). Then (SA2) is satisfied with V = −`◦ θˆ.
Moreover,
{s ∈ S|F (s) = 0} = {s ∈ S|dsV (s) = 0}
and θˆ ({s ∈ S|F (s) = 0}) = {θ ∈ Θ|dθ`(θ) = 0} ,
where F : s 7→
〈
dsV (s)
∣∣∣h(s)〉.
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Escaping Local Minima and Handling
Intractable Sampling
♦
Malgré la performance numérique de l’algorithme SAEM, du fait de la complexitéde notre modèle, nos propres expériences se sont heurtées aux limites de ce dernier.
En particulier, l’algorithme SAEM est très sensible à ses conditions initiales et, malgré
la stochasticité de la procédure induite par l’approximation stochastique, peut rester
piégé dans des minima locaux. De plus, l’algorithme SAEM suppose que l’on est à même
de simuler la loi conditionnelle des variables latentes sachant les observations (avec la
terminologie des modèles à variables latentes), éventuellement par une méthode de type
MCMC, ce qui n’est pas toujours le cas.
Nous proposons dans ce chapitre une nouvelle classe d’algorithmes SAEM : les al-
gorithmes SAEM approchés, ou approximated-SAEM en anglais, dont on démontre la
convergence vers des minima locaux sous des hypothèses standards. Cette classe repose
sur la simulation par une loi approchée, en un sens à définir, de la vraie loi conditionnelle
dans l’étape de simulation. En particulier, on englobe des algorithmes pré-existants tel
que l’ABC-SAEM (Picchini et Samson, 2018) dont l’efficacité numérique avait été établie
mais dont la convergence théorique n’avait pas été démontrée.
Enfin, en se basant sur des techniques de recuit simulé, on propose une version tem-
pérée de l’algorithme SAEM afin de favoriser sa convergence vers des minima globaux.
Dans cette version, on approche la loi conditionnelle en la tempérant suivant un schéma
de températures sinusoïdal amorti. Nous appliquons cette méthode à l’estimation des
paramètres dans les modèles de mélange gaussien et en illustrons ainsi la supériorité nu-
mérique sur l’algorithme SAEM. Cet algorithme est également appliqué à la séparation
de sources via l’analyse en facteurs indépendants.
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Despite appealing features, the limit position of the SAEM algorithm can stronglydepend on its starting position. Moreover, sampling from the posterior distribution
may be intractable or have a high computational cost. To cope with this two issues, we
propose here a new stochastic approximation version of the EM in which we do not
sample from the exact distribution in the expectation phase of the procedure.
We first prove the convergence of this algorithm toward local maxima of the ob-
served likelihood. Then, we propose an instantiation of this general procedure to favor
convergence toward global maxima. Experiments on synthetic and real data highlight
the performance of this algorithm in comparison to the SAEM.
I. Maximum Likelihood Estimation through an
EM-Like Algorithm
We use in the sequel the classical terminology of the missing data problem, even though
the approaches developed here apply to a more general context.
Let Y ⊂ Rny denote the set of observations, Z ⊂ Rnz the set of latent variables and
Θ ⊂ Rnθ the set of admissible parameters. Let µ be a σ-finite positive Borel measure on
Z. For sake of simplicity, we will use the notation q for different likelihoods, specifying
their variables in brackets. In particular, for all (y; θ) ∈ Y ×Θ, q(y, · ; θ) is the complete
likelihood given the observation y and parameter θ and we assume it is integrable with
respect to the measure µ. As for, we note q(y; θ) =
∫
Z q(y, z; θ) dµ(z) the observed
likelihood and q(z|y; θ) = q(y,z;θ)q(y;θ) the posterior distribution of the missing data z given
the observed data y. Our goal is to estimate the parameters that maximize the likelihood
of the observations of n independent samples of a random variable Y , i.e. that maximize
the observed data likelihood.
I – 1. A New Stochastic Approximation Version of the EM Algo-
rithm
We propose in this contribution a generalization of the SAEM algorithm, referred to as
approximated-SAEM. Similar to the SAEM, the basic idea is to split the E-step into
a simulation step and a stochastic averaging procedure. This averaging concerns the
conditional expected log-likelihood
θ 7→ Q(θ|θk) =
∫
Z
log q(y, z|θ)q(z|y, θk) dz ,
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where θk denotes the current optimal parameter. Starting from Q0(θ) = 0 for all θ ∈ Θ,
we build an approximation of θ 7→ Q(θ|θk) through stochastic approximation of the
compete log-likelihood. We denote Qk this approximation. In the original SAEM, the
S-step consists in generating realizations of the missing data vector under the posterior
distribution q(·|y; θ). Here, we propose to sample under approximation of the posterior
distribution. The following paragraph describes this new algorithm.
Let γ = (γk)k∈N be a sequence of positive step-size for the stochastic approximation,
and q˜ = (q˜k)k∈N be a sequence of approximated distributions on Z × Θ such that for
all k ∈ N and all θ ∈ Θ, q˜k(·; θ) is integrable on Z with respect to the measure µ.
As in the SAEM, once the step size γk decreases, we can consider a constant number
of simulations. In practice (and from now on to avoid cumbersome notations), as the
S-step is generally the most computationally costly, we set this number to one. Then,
the approximated-SAEM iterates the following three steps:
S-step: Sample the latent variable z˜k under the approximated density q˜k(·; θk);
SA-step: Update Qk(θ) according to
Qk(θ) = Qk−1(θ) + γk
(
log q(y, z˜k; θ)−Qk−1(θ)
)
;
M-step: Maximize Qk in the feasible set Θ, i.e. find θk+1 ∈ Θ such that
∀θ ∈ Θ, Qk(θk+1) > Qk(θ) .
Note that without approximation, i.e. if the approximated densities q˜k match with
the correct posterior distribution, we feature the classical SAEM. Moreover, the approxi-
mated densities q˜k may depend on the observations y, as in variational Bayesian methods
or may be done by ABC samplers as in ABC-SAEM. In Section I.2, we propose a way
to build a sequence q˜ leading to good properties in practice and theoretical guarantees
are given in the following section.
a. Curved Exponential Family
Before establishing the convergence of this procedure, we briefly recall the hypothesis
required to prove the convergence of the EM. More precisely, we restrict our attention to
models for which the complete data likelihood belongs to the curved exponential family.
In this paragraph and the following, we keep the notations of Delyon et al. (1999): an
hypothesis stated with a (?) means that it is a direct generalization of the corresponding
one in Delyon et al. (1999); on the contrary, hypothesis stated without are unchanged
compared to the original one. See Section I.1 of Chapter 6 for a reminder of the original
assumptions.
(M1?) The parameter space Θ is an open subset of Rnθ . For all y ∈ Y, z ∈ Z and
θ ∈ Θ, the complete data likelihood function can be expressed as
q(y, z; θ) = exp
(
−ψ(θ) +
〈
S(y, z)
∣∣∣φ(θ)〉)
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where S : Rnz → S ⊂ Rns is a Borel function and S is an open subset of Rns . The
convex hull of S(Rnz) is included in S. For all θ ∈ Θ, all y ∈ Y and all k ∈ N, we
have∫
Z
‖S(y, z)‖ q˜k(z; θ) dµ(z) < +∞ and
∫
Z
‖S(y, z)‖ q(z|y; θ) dµ(z) < +∞ .
Let ` : Θ→ R and L : S ×Θ→ R defined as,
for all y ∈ Y, ` : θ 7→
∫
Z
q(y, z; θ) dµ(z)
and L : (s, θ) 7→ −ψ(θ) +
〈
s
∣∣∣φ(θ)〉 .
Note that if the function ` is defined as above, it implicitly depends on y. However,
as the observations y are assumed to be i.i.d, the counterpart function that would be
defined on the whole set Y would be a sum over y of the defined `.
(M2) The two functions ψ : Θ→ R and φ : Θ→ S are twice continuously differentiable
on Θ.
(M3) The function s¯ : Θ→ S is continuously differentiable on Θ where s¯ is defined as:
∀y ∈ Y, s¯ : θ 7→
∫
Z
S(y, z)q(z|y; θ) dµ(z) = Eθ [S(Z)] ;
(M4) The function ` : Θ→ R is continuously differentiable and for all y ∈ Y and θ ∈ Θ
∂θ
∫
Z
q(y, z; θ) dµ(z) =
∫
Z
∂θ q(y, z; θ) dµ(z) ;
(M5) There exists a continuously differentiable function θˆ : S → Θ such that
∀θ ∈ Θ, ∀s ∈ S, L(s, θˆ(s)) > L(s, θ) .
Hypothesis (M1?) differs from (M1) as we do not only require the function z 7→
‖S(z; θ)‖ to be integrable with respect to the posterior measure q(·|y; θ) dµ, but also
with respect to all approximated distributions q˜k(·; θ) dµ, for all parameters θ ∈ Θ, all
observations y ∈ Y and all iterations k ∈ N. For most models of practical interest (see
for instance Section II.2), the function L(s; ·) has a unique global maximum and the
existence and the differentiability of θˆ is a direct consequence of the implicit function
theorem.
For exponential families, the SA-step is more conveniently (and equivalently) replaced
by an update of the estimation of the conditional expectation of the sufficient statistics.
Let sk denote the kth approximation of the conditional expectation of the sufficient
statistics. Then, the k-th iteration of the approximated-SAEM summarizes in:{
sk = sk−1 + γk
(
S(y, z˜k)− sk−1
)
θk = θˆ(sk)
where z˜k ∼ q˜k(·; θk−1) . (7.1)
where sk is initialized to zero: s0(θ) = 0 for all θ ∈ Θ.
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b. Convergence Toward Local Maxima
Let F˜ = {F˜k}k∈N the natural filtration with respect to the process (z˜k)k∈N and F =
{Fk}k∈N the natural filtration with respect to the process (zk)k∈N where zk ∼ q(·|y; θk−1)
for all k. Let, for all set X , clos(X ) denotes the closure of X and consider the following
assumptions which are generalization of the ones of Delyon et al. (1999):
(SAEM1) For all k ∈ N, γk ∈ [0, 1],
∑∞
k=1 γk = ∞ and
∑∞
k=1 γ
2
k < ∞;
(SAEM2) The two functions ψ : Θ→ R and φ : Θ→ S are ns times differentiable;
(SAEM3?) For all positive Borel functions φ, for all k ∈ N and all y ∈ Y,
E
[
φ(Zk+1)
∣∣F˜k] = ∫
Z
φ(z)q˜k(z; θk) dµ(z)
and E
[
φ(Zk+1)
∣∣Fk] = ∫
Z
φ(z)q(z|y; θk) dµ(z) ;
(SAEM4?) For all θ ∈ Θ, all y ∈ Y and all k ∈ N,∫
Z
‖S(y, z)‖2 q˜k(z; θ) dµ(z) < +∞ .
Likewise, see Assumption (SAEM1) is characteristic of stochastic approximation pro-
cedures in which the step-size have to decrease not too fast. Like Assumption (M1?),
(SAEM3?) is similar to (SAEM3), except that we assume that, given θ0, . . . , θk, both sim-
ulated latent variables z˜1, . . . , z˜k and z1, . . . , zk are conditionally independent, given their
respective natural filtration. In Assumption (SAEM4?), we demand the integrability of
z 7→ ‖S(y, z)‖2 with respect to the measures q˜k(z; θ) dµ.
The following theorem ensures the convergence of our new stochastic approximation
version of the EM algorithm. This theorem is the approximated counterpart of Theorem
5 of Delyon et al. (1999).
Theorem 7.1 (Convergence of the approximated-SAEM )
Assume that (M1?), (M2 - 5), (SAEM1), (SAEM2), (SAEM3?) and (SAEM4?)
hold. Assume in addition that:
(A) For all y ∈ Y, the sequence (q˜k(·; θ))k∈N converge in mean on every
compact subset of Θ for the measure S.µ to q(·|y; θ), that is to say for
all observations y ∈ Y and all compact K ⊂ Θ,
lim
k→∞
{
sup
θ∈K
∫
Z
S(y, z)
(
q˜k(z; θ)− q(z|y; θ)
)
dµ(z)
}
= 0 ;
(B) With probability 1, clos ({sk}k∈N∗) is a compact subset of S.
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Let L = {θ ∈ Θ|∂θ`(θ) = 0}. Then, with probability 1,
lim
k→∞
d(θk,L) = 0 .
Hypothesis (A) makes explicit what we mean by sequence of approximated densities.
In particular, it allows a wide variety of numerical schemes; we propose an example
of practical interest in Section I.2. Note that (SAEM4?) and (A) ensure the function
z 7→ ‖S(y, z)‖2 to be integrable with respect to the measure q(y, zθ) dµ.
In practice, checking the compactness condition (B) may be intractable. In that case,
we have to recourse to a stabilization procedure. We proceed as in Andrieu et al. (2006).
Let (Kn)n∈N be an exhaustion by compact sets of the space S, i.e. be a sequence of
compact subsets of S such that⋃
n∈N
Kn = S and ∀k ∈ N, Kn ⊂ int(Kn+1) ,
where int(A) denotes the interior of the set A. The main idea is to reset the sequence
sk to an arbitrary point every time sk wanders out of the compact subset Knk , where
nk is the number of projections up to the k-th iteration. Let ε = (εk)k∈N be a monotone
non-increasing sequence of positive numbers and let K be a subset of Z. Last, let
Π: Z × S → K × K0 be a measurable function (See Andrieu et al. (2006) for details
about the way to choose Π). The stochastic approximation with truncation on random
boundaries summarizes as:
Algorithm 2: Stochastic approximation with truncation on random bound-
aries.
1 Set n0 = 0, s0 ∈ K0 and z˜0 ∈ K
2 for all k ∈ N do
3 Sample z˜∗ ∼ q˜k(·; θk−1)
4 Compute s∗ = sk−1 + γk
(
S(y, z˜∗)− sk−1
)
5 if s∗ ∈ Knk−1 then
6 Set (z˜k, sk) = (z˜∗, s∗)
7 else
8 Set (z˜k, sk) = Π(z˜k−1, sk−1) and nk = nk−1 + 1
9 end
10 Set θk = θˆ(sk)
11 end
Note that the statement of Theorem 7.1 is very similar to the corresponding one of
Delyon et al. (1999), namely Theorem 5 which establish the convergence of the SAEM. In
other words, approximate the posterior distribution in the S-step does not require supple-
mentary considerations to still guarantee the convergence of the sequence (θk)k∈N. Thus,
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the scope of application of the approximated-SAEM algorithm is at least as unrestrictive
as the one of the SAEM.
The proof of the theorem consists in applying Theorem 2 of Delyon et al. (1999).
We recall this theorem in Appendix A of Chapter 6. In particular, (SA0 - 4) refer to
their hypothesis (SA0 - 4). Moreover, since it is used in our demonstration, we also recall
Lemma 2 from the same paper. For sake of simplicity, we prove the convergence of the
approximated-SAEM under the compactness condition (B). However, the result remains
true even if (B) is not satisfied, on condition of having recourse to this truncation on
random boundaries procedure (Algorithm 2).
Proof: As for all k ∈ N, γk ∈ [0, 1], (SA0) is verified under (M1?) and (SAEM1).
Moreover, (SA1) is implied by (SAEM1) and (SA3) by (B). Note that under
Assumption (B), there exists, with probability 1, a compact set K such that
for all k ∈ N, sk ∈ K.
Let, for all s ∈ S and k ∈ N, h(s) = s¯(θˆ(s))− s,
ek = S(y, z˜k)− E
[
S(y, z˜k)|F˜k−1
]
and rk = E
[
S(y, z˜k)|F˜k−1
]
− s¯(θˆ(sk−1))
such that Equation (7.1) writes on Robbins-Monro type approximation proce-
dure.
As Lemma 2 of Delyon et al. (1999) (see Appendix A) depends only of the
meanfield of the model, it can be applied as it is. Thus, (SA2.i) is satisfied with
the Lyapunov function V = −` ◦ θˆ and
{s ∈ S|F (s) = 0} = {s ∈ S|∂sV (s) = 0} ,
θˆ ({s ∈ S|F (s) = 0}) = {θ ∈ Θ|∂θ`(θ) = 0} = L
Moreover, (SA2.ii) is satisfied due to the Sard theorem and (SAEM2). We only
need to focus on (SA4).
Set for all n ∈ N∗, En = ∑nk=1 γkek. The sequence (En)n∈N∗ is a F˜-
martingale: for all m > n, E
[
Em|F˜n
]
= En as for all k > n, F˜n ⊂ F˜k−1.
Moreover, for all n ∈ N, -
E
[∥∥∥S(y, z˜n+1)− E [S(y, z˜n+1)|F˜n+1]∥∥∥2 ∣∣∣ F˜n] 6 E [‖S(y, z˜n+1)‖2 ∣∣∣F˜n] <∞ a.s.
since by (B) and (M5), with probability 1, θˆ(sn) is in the compact set θˆ(K) ⊂ Θ.
So,
∞∑
n=1
E
[
‖En+1 − En‖2
∣∣∣ F˜n] 6 ∞∑
n=1
γ2n+1 E
[
‖S(z˜n+1)‖2
∣∣∣F˜n] <∞ a.s. .
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According to Theorem 2.15 of Hall and Heyde (1980), with probability 1,
limn→∞En exists. Moreover,
rn =
∫
Z
S(y, z)
(
q(z|y, θˆ(sn−1))− q˜n(z, θˆ(sn−1))
)
dµ(z)
for all n ∈ N, which converge to 0 according to hypothesis (A), proving (SA4).
Thus, Theorem 2 of Delyon et al. (1999) applies and
lim sup
k→∞
d(sk, {s ∈ S|∂sV (s) = 0}) = lim sup
k→∞
d(sk, {s ∈ S|F (s) = 0}) = 0 .
Lastly, by continuity of θˆ : S → Θ,
lim sup
k→∞
d
(
θˆ(sk), θˆ
({s ∈ S|F (s) = 0})) = lim sup
k→∞
d(θk,L) = 0 .
The obtained results demonstrate that, under appropriate conditions, the sequence
(θk)k∈N converges to a connected component of the set L of stationary points of `. More-
over, some conditions upon which the convergence toward local maxima is guaranteed
are given in Section 7 of Delyon et al. (1999). As this conditions only depend on the
design of the model and not on the definition of the optimizing sequence (θk)k∈N, the cor-
responding theorems remain exact in our context leading to classical hypothesis ensuring
convergence toward local maxima.
I – 2. A Tempering Version of the SAEM
We focus in the following on an instantiation of the approximated-SAEM, leading to the
tempering-SAEM. Let (Tk)k∈N be a sequence of positive numbers such that limk→∞ Tk =
1. We set, for all y ∈ Y, all z ∈ Z, all θ ∈ Θ and all k ∈ N,
q˜k(z; θ) =
1
cθ(Tk)
q(z|y; θ)1/Tk ,
where cθ(Tk) is a scaling constant.
Let y ∈ Y and K ⊂ Θ compact. Then, by continuity of the function θ 7→ q(z|y; θ), it
exists M ∈ R such that
sup
θ∈K
|S(y, z) (q˜k(z; θ)− q(z|y; θ))| 6 sup
θ∈K
M
∣∣∣∣1− 1cθ(Tk) exp
(
−
(
1− 1
Tk
)
q(z|y, θk)
)∣∣∣∣ .
Thus, as K is compact, (A) is satisfied.
Note that our tempering-SAEM differs from the simulated annealing version of
Lavielle and Moulines (1997) as we do not modify the model but only the sampling-
step of the estimation algorithm.
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a. Escape Local Maxima
This scheme has been built with the intuition of the simulated annealing: the sequence
(Tk)k∈N has to be interpreted as a sequence of temperatures. The higher Tk, the more
the corresponding distribution q˜k lies flat and the (approximated) hidden variable zk is
able explore all the set Z. On the contrary, a low temperature will freeze the exploration
of zk (see Figure 7.1b). Thus, finding an appropriate sequence (Tk)k∈N to keep a balance
between both behaviors is a great methodological challenge.
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Nburnin
(a) Tempering scheme
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(b) Tempering distributions
Figure 7.1 – Construction of the temperature scheme.
Fig. 7.1a: Evolution of the temperature over iteration for the tempering-SAEM.
Fig. 7.1b: Influence of the temperature over the pattern of the distribution.
We propose here an oscillatory tempering pattern which oscillate around one with
decreasing amplitude. In other words given the decreasing and amplitude rate a and b,
the scaling-parameter r and the delay c, we define our sequence of temperatures by: for
all k ∈ N,
Tk = 1 + aκ + b
sin(κ)
κ
, where κ = k + c× r
r
.
We design this scheme to decrease, with an exponential rate toward 1, with dampened
oscillations. In this form, the tempering scheme includes the tempering scheme used
by Monolix. Even so, the experiments conducted in section II tend to show that
the exponential decrease is not necessary. In particular, a is set to zero for all the
experiments.
In order the tempering scheme to converge toward 1, we just need to require that the
exponential rate a ∈ [0, 1[. In particular, the parameter b can be chosen independently
negative or positive. A positive b will flattened the distribution at the beginning of
the optimization procedure. On the contrary, a negative b will make the profile of the
distribution look more prickly. It can be interesting to enforce the distinction of two
close modes, as in Section II.1.b.
Due to the oscillations of the temperature, the latent variable zk will explore and
gather in turns. Thus, in case of multimodal density, the latent variable will be able to
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switch from one mode to an other during the heating steps and to explore these same
modes during the cooling phases. In particular, during the optimization, the tempering-
SAEM may escape from local minima in which the SAEM would get stuck. Figures
7.8 and 7.9 effectively illustrate this phenomenon. In this way, the local maxima of
the likelihood can be avoided. Moreover, as the approximated distributions regularly
gather around the modes of the posterior distribution q(·|y; θk), the exploration of z will
stabilize and the algorithm will converge.
Although the analysis of this algorithm is heuristic, the simulations (see the following
section) confirm the intuition and give good results. A theoretical analysis is an ongoing
problem.
II. Application and Experiments
As explained in the previous paragraph, the tempering-SAEM allows us to escape from
local maxima. To illustrate this phenomenon, we propose two applications: cluster
analysis through Gaussian mixture model and independent factor analysis which can
lead to blind source separation (Allassonnière and Younes, 2012; Attias, 1999; Moulines
et al., 1997).
II – 1. Multivariate Gaussian Mixture Models
Before considering a more realistic application, we first present an application of the
tempering-SAEM to multivariate Gaussian mixture model (GMM). Actually, in spite of
an apparent simplicity, this model illustrates well the main features of our algorithm.
Let y = (yi)i∈J1,nK ∈ Rnd be a n-sample of Rd. We assume that y is distributed under
a weighted sum of m d-dimensional Gaussians: Given the weights α = (αj)j∈J1,mK[0, 1]m
such that ∑mj=1 αj = 1, the centroids µ = (µj)j∈J1,mK ∈ Rmd and the covariance matrices
Σ = (Σj)j∈J1,mK ∈ (SdR)m, we assume that
y|z, θ ∼
n⊗
i=1
N (µzi ,Σzi) and z|θ ∼
m∑
j=1
αjδj ,
where θ = (α, µ,Σ) and z = (zi)i∈J1,nK is the latent variable specifying the identity of the
mixture component of each observation. In the following, we compare the efficiency of the
EM, the SAEM and the tempering-SAEM algorithms to produce a maximum likelihood
estimate of the parameters with the a priori given exact number of components m.
Classically, as closed-form expressions are possible for finite GMM, the EM algo-
rithm is a very popular technique used to produce the maximum likelihood estimation
of the parameters (McLachlan and Peel, 2000). However, the computational cost can
be prohibitive. A faster procedure is to use the SAEM algorithm. Nevertheless, both
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algorithms are very sensitive to its initial position: solutions can highly depend on
their starting point and consequently produce sub-optimal maximum likelihood esti-
mates (Biernacki et al., 2003). The tempering-SAEM appears as a way to escape from
local maxima and reach global maxima more often.
a. Insensitivity of the tempering-SAEM to Initialization
To estimate the sensitivity of the tempering-SAEM algorithm to its initial position, we
generate a synthetic dataset (Figure 7.2) and perform the estimation 500 times for the
three algorithms, with the same sequences of points chosen at random within the dataset.
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Figure 7.2 – Learning dataset.
Synthetic dataset used to perform the experience regarding Section II.1.a.
As in Chapter 5, the Kullback-Leibler divergence between two covariance matrices
refers to the one between the corresponding centered Gaussian distributions. L The
relative errors for α and µ and the Kullback-Leibler divergence between the true covari-
ance matrices Σ and the estimated one are compiled in Figures 7.3b, 7.3d and 7.3f. The
class refer to the ones of Figure 7.2. We consider the algebraic relative error for α so
that we can deduce if the studied algorithm tend to empty (class E) or overfill (class
B) the classes. First, the tempering-SAEM is always competitive with the EM and the
SAEM and most of the time greater. In other words, the global maximum is more often
reached while tempering the posterior distribution. Moreover, while EM and SAEM
achieve fairly identical results, the tempering-SAEM is able to discriminate overlapped
classes. Figures 7.3a, 7.3c and 7.3e displays the result of a type run for each of the three
algorithms, with the same initial points (the blue crosses). Class A, which is the only
isolated class, is seemingly the best learned. The EM and SAEM seem to empty the
class C for the benefit of the class B and merge them together on a "super-class" as if
there were only 5 components in the Gaussian mixture.
The three procedures are detailed in Appendix A.
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Figure 7.3 – Multivariate Gaussian mixture model.
Figs. 7.3a, 7.3c and 7.3e: Qualitative comparison of the maximum likelihood esti-
mation of the parameters. The estimation is performed with the same initial points
(in orange). Figs. 7.3b, 7.3d and 7.3f: Relative error (expressed as a percentage)
for the weights α and the centroïds µ. Kullback-Leibler distance between the true
covariance matrices Σ and the estimated ones, for 500 runs and n = 1000.
b. Escaping Local Minima
We then consider a situation known to be badly managed by the EM algorithm. Namely,
we consider a three clusters’ dataset. One cluster is on the far right side, two are on
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the far left side and all the three clusters are equiprobable. Moreover, we want to study
the influence of the distance between the two left clusters. So we build three datasets:
one where the two left clusters are properly distinct, one where they are close and a
last one where they are almost merged. The three datasets are displayed at Figure 7.4.
For each dataset, we perform the optimization for two different initial positions, referred
as initialization 1 and 2 in the following. In the first case, the three centroïdes µ are
initialized at the barycenter of the observed data. In the second one, we initialize two
means on the right side and one on the left side.
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(a) Dataset I
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(b) Dataset II
−10 −8 −6 −4 −2 0 2 4 6 8 10
−6
−4
−2
0
2
4
6 µtrue
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(c) Dataset III
Figure 7.4 – Three scattered clusters’ datasets
The datasets used to perform the experiences regarding Section II.1.b. For each
of them, we consider two possible initial positions for the means µ: either all at
the barycenter of the dataset (the blue asterisk) or two of them in the single right
cluster and the last mean on the left side (the orange asterisks).
For each situation, we perform the estimation through all the three algorithms. We
present at Tables 7.1, 7.2 and 7.3 the relative errors for the different parameters. As pre-
viously, we consider the algebraic relative error for the weights α. To better understand
the behavior of the different algorithms, we also provide a box plot of these relative errors
at Figures 7.5 a-b, 7.6 a-b and 7.7 a-b. The SAEM algorithm tends to empty classes for
the benefit of other(s). It seems to be less the case for the tempering-SAEM. Note that,
whatever the dataset, if the mean parameters are initialized to the mean of the dataset,
the EM algorithm does not move. Thus, the error concerning the mixture proportion α
seems to be very small, but this is only due to the initialization of the parameters α in
favor to an equiprobable mixture.
Figures 7.5 c-d, 7.6 c-d and 7.7 c-d display the average of the estimated µ̂ and Σ̂ by
the three algorithms (EM vs SAEM vs tempering-SAEM), for each dataset and each
initial position.
The tempering-SAEM succeed to accurately estimate all the parameters related to
the first and second datasets (Figure 7.5, Figure 7.6, Table 7.1 and Table 7.2), even when
two of the mean parameters µ are initialized in the right cluster (Initialization 2). When
the parameters µ are initialized to the barycenter of the dataset, the tempering-SAEM
still accurately estimates the different parameters, including for the dataset III where
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Table 7.1 – Quantitative performance of the estimation for the dataset I.
Mean (standard deviation) relative errors (expressed as a percentage) for the esti-
mated parameters of the GMM within the dataset I. Over 100 runs.
EM - 1 EM - 2 SAEM - 1 SAEM - 2 tmp-SAEM - 1 tmp-SAEM - 2
α̂1 0.00 103.10 24.83 (46.24) 99.46 (18.99) −4.46 (0.00) 2.01 (8.54)
α̂2 0.00 −48.02 −19.41 (25.89) −77.72 (28.72) −4.23 (0.00) 0.39 (8.35)
α̂3 0.00 −55.08 −5.42 (26.22) −21.87 (24.94) 8.69 (0.00) −2.40 (0.18)
µ̂2 78.46 39.44 14.28 (18.28) 38.07 (7.15) 1.24 (0.00) 1.62 (4.18)
µ̂2 78.46 185.93 58.54 (84.14) 168.49 (37.28) 0.17 (0.00) 2.56 (17.03)
µ̂3 126.23 0.73 2.86 (4.06) 2.94 (4.40) 0.34 (0.00) 1.03 (0.01)
Σ̂1 1503.22 306.00 104.94 (216.86) 295.19 (31.90) 0.99 (0.00) 7.08 (33.01)
Σ̂2 1503.22 7.26 19.04 (98.85) 18.85 (5.96) 4.78 (0.00) 2.16 (2.41)
Σ̂3 1503.22 8.90 5.19 (0.20) 6.07 (0.21) 2.35 (0.00) 1.52 (0.27)
α̂1 α̂2 α̂3
−100
−80
−60
−40
−20
0
20
40
60
80
EM
SAEM
tmp-SAEM
(a) Init. 1 – Relative error for α (in %)
α̂1 α̂2 α̂3
−100
−50
0
50
100 EM
SAEM
tmp-SAEM
(b) Init. 2 – Relative error for α (in %)
−11−10 −9 −8 −7 −6 −5 −4 −3 −2 −1 0 1 2 3 4 5 6 7 8 9 10 11
−6
−5
−4
−3
−2
−1
0
1
2
3
4
5
6 µtrue
µ0
µ̂EM
µ̂SAEM
µ̂tmp-SAEM
(c) Init. 1 – Qualitative performance
−11−10 −9 −8 −7 −6 −5 −4 −3 −2 −1 0 1 2 3 4 5 6 7 8 9 10 11
−6
−5
−4
−3
−2
−1
0
1
2
3
4
5
6 µtrue
µ0
µ̂EM
µ̂SAEM
µ̂tmp-SAEM
(d) Init. 2 – Qualitative performance
Figure 7.5 – Performance of the estimation for the dataset I.
Average centroïdes and covariance matrices estimated by the EM, the SAEM and
the tempering-SAEM algorithms within the dataset I, according to the initialization.
In purple dashed lines, the covariance matrix estimated by the EM; in blue plain
lines, the one estimated by the SAEM and in bold red lines the one estimated by
the tempering-SAEM. In dotted blue lines the initial covariance matrices associated
to the two different initial means (the blue crosses).
Tempering scheme: a = 0, b = −10, c = 2, r = 10.
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Table 7.2 – Quantitative performance of the estimation for the dataset II.
Mean (standard deviation) relative errors (expressed as a percentage) for the esti-
mated parameters of the GMM within the dataset II. Over 100 runs.
EM - 1 EM - 2 SAEM - 1 SAEM - 2 tmp-SAEM - 1 tmp-SAEM - 2
α̂1 0.00 97.4 55.16 (48.27) 97.4 (0.00) 0.34 (19.25) 3.81 (18.33)
α̂2 0.00 −18.36 −44.85 (38.38) −79.44 (7.78) −2.01 (18.19) −3.67 (12.17)
α̂3 0.00 −79.04 −10.31 (15.68) −17.96 (7.78) 1.67 (3.15) −0.14 (10.95)
µ̂2 70.97 29.12 17.05 (13.80) 29.12 (0.00) 3.34 (7.31) 3.21 (6.94)
µ̂2 70.97 192.96 104.28 (92.43) 187.28 (1.11) 5.31 (25.61) 9.47 (39.60)
µ̂3 132.29 13.28 2.15 (1.82) 2.94 (1.09) 0.79 (0.48) 1.45 (5.57)
Σ̂1 1438.21 154.34 88.00 (57.50) 154.34 (0.00) 7.81 (27.00) 10.60 (34.47)
Σ̂2 1438.21 10.58 44.17 (608.01) 13.68 (0.01) 7.28 (27.00) 3.48 (13.66)
Σ̂3 1438.21 13.60 7.64 (0.13) 10.12 (0.00) 4.14 (0.90) 4.63 (2.97)
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Figure 7.6 – Performance of the estimation for the dataset II.
Mean centroïdes and covariance matrices estimated by the EM, the SAEM and the
tempering-SAEM algorithms within the dataset II, according to the initial position
of the means. Same conventions as for the previous figure.
Tempering scheme: a = 0, b = −4.5, c = 1, r = 4.8.
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Table 7.3 – Quantitative performance of the estimation for the dataset III.
Mean (standard deviation) relative errors (expressed as a percentage) for the esti-
mated parameters of the GMM within the dataset III. Over 100 runs.
EM - 1 EM - 2 SAEM - 1 SAEM - 2 tmp-SAEM - 1 tmp-SAEM - 2
α̂1 0.00 96.5 82.77 (34.01) 94.91 (12.40) 2.99 (22.04) 68.43 (20.77)
α̂2 0.00 −24.85 −41.62 (23.97) −44.71 (18.13) −4.64 (19.36) −33.88 (9.76)
α̂3 0.00 −71.65 −41.15 (25.54) −50.20 (18.62) 1.65 (6.42) −34.55 (11.24)
µ̂2 70.56 20.82 18.11 (6.74) 20.51 (2.46) 3.58 (7.16) 19.26 (5.28)
µ̂2 70.56 196.07 158.34 (69.90) 187.25 (24.20) 9.84 (38.15) 174.04 (51.80)
µ̂3 131.10 5.64 6.46 (4.50) 7.43 (3.48) 0.95 (1.04) 7.10 (1.93)
Σ̂1 1451.58 87.14 75.49 (8.35) 85.79 (1.10) 10.40 (21.34) 80.38 (22.82)
Σ̂2 1451.58 5.51 29.18 (194.51) 12.84 (1.76) 6.42 (11.62) 11.61 (2.48)
Σ̂3 1451.58 6.99 7.07 (0.21) 7.92 (0.21) 3.06 (0.67) 7.49 (1.49)
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Figure 7.7 – Performance of the estimation for the dataset III.
Mean centroïdes and covariance matrices estimated by the EM, the SAEM and the
tempering-SAEM algorithms within the dataset III, according to the initial position
of the means. Same conventions as for the previous figure.
Tempering scheme: a = 0, b = −4.7, c = 1, r = 5.
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the left clusters are merged (Figure 7.7c). However, when two of the mean parameters
are initialized within the single right cluster, the tempering-SAEM does not succeed to
capture the two left classes if the left clusters are to close (Figure 7.7d), but this can be
easily explained by the distribution of the observations (Figure 7.4c). Still concerning
initialization 2 and dataset 3, the tempering-SAEM is nevertheless at least competitive
with the SAEM algorithm. Most interesting behavior: even though the tempering-
SAEM does not always explain the whole distribution, the relative error may fall to zero
with the tempering-SAEM, whereas it is never the case for the SAEM algorithm. In
other words, the tempering-SAEM favor the convergence toward global maxima, and
may succeed to almost surely reach them as in the first dataset, that is exactly the
expected behavior of this algorithm.
Last, we present at Figures 7.8 and 7.9 the evolution of the means and their associ-
ated covariance matrices. The lines 6 and 7 of Figure 7.8 illustrate the capacity of the
tempering-SAEM to distinguish two close classes. On the contrary, the SAEM algorithm
does not seem to be able to do so and remains trapped in a local minimum.
This experiment also highlights the benefits of an oscillating temperature scheme
compared to only warm up the conditional distribution throughout the first iterations.
Indeed, initialized the centroïds to the mean of the dataset may be interpreted as the
limit case of heating the conditional for the first iterations. However, our experiments
show that the SAEM initialized at the mean (Initialization 1) behave less well than the
tempering-SAEM whatever the initialization.
II – 2. Independent Factor Analysis
The decomposition of a sample of multi-variable data on a relevant subspace is a recur-
rent problem in many different fields from source separation problem in acoustic signals
to computer vision and medical image analysis. Independent component analysis has
become one of the standard approaches. This technique relies upon a data augmenta-
tion scheme, where the (unobserved) input are viewed as the missing data. We observe
multivariable data y which are measured by n sensors and supposed to arise from m
source signals x, that are linearly mixed together by some linear transformation H, and
corrupted by an additive Gaussian noise ε. Simply put, we observe y = (y(t))t∈J1,T K,
where each measurement is a point of Rn and assumed to be given by y(t) = Hx(t) +ε(t),
where H ∈ Mn,mR, x(t) ∈ Rm and ε(t) i.i.d∼ N (0, λIn), λ ∈ R. The suitability of the
SAEM algorithm in this context has been demonstrated in Moulines et al. (1997) and
Allassonnière and Younes (2012). We propose here to modify the learning principle to
make the procedure less susceptible to trapping states.
As in Moulines et al. (1997) and Attias (1999), we assume that:
1. (x(t))t∈J1,T K and (ε(t))t∈J1,T K are independent;
2. (x(t))t∈J1,T K is an i.i.d sequence of random vectors, with independent component.
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Figure 7.8 – Estimation by the tempering-SAEM algorithm.
Evolution of the parameters throughout the estimation by the tempering-SAEM
algorithm, within the dataset I, with initial means at the barycenter of the dataset,
for a type run. For each class, we plot the trajectories of the mean µ and the
evolution of the associated covariance. The observed data are colored according to
their probability to belonging to the classes: from 0 in dark blue to 1 in yellow.
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Figure 7.9 – Estimation by the SAEM algorithm.
Evolution of the parameters throughout the estimation by the SAEM algorithm,
within the dataset I, with initial means at the barycenter of the dataset, for a type
run. We keep the conventions of the previous figure.
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Each component x(t)i is given by a mixture of k Gaussians indexed by z
(t)
i ∈ J1, kK
with means µzi(t) , variances σ
2
zi(t)
and mixing proportions αzi(t) :
q(x(t)i ; θ
(t)
i ) =
k∑
z
(t)
i =1
αzi(t) G
(
x
(t)
i − µzi(t) ;σ2zi(t)
)
,
θ
(t)
i =
(
αzi(t) , µzi(t) , σ
2
zi(t)
)
,
where for all vectors x and µ and all symmetric matrix Σ, G(x−µ,Σ) refers to the
(multivariate) Gaussian distribution.
This model is called independent factor analysis (IFA). The problem is to find the value
of the parameter W = (H,λ, θ) given y. Identifiability in this model is discussed in
Comon (1994). Basically, the sources are defined only to within an order permutation
and scaling. To avoid trivialities, we fix the variances (σ2j )j∈J1,kK to one (Allassonnière
and Younes, 2012). Note that this definition of the IFA model is somewhat less general
that the one introduced by Attias (1999) in which the components are supposed to be
independent but not necessarily identically distributed. Nevertheless, it has been shown
that restrictive IFA models can perform well in practice (Allassonnière and Younes,
2012).
The likelihood of the IFA can be put in exponential form using the sufficient statistics,
for all j ∈ J1, kK,
S1,j(x, y, z) =
1
m
m∑
i=1
1{zi=j} ; S4(x, y, z) = y
ty ;
S2,j(x, y, z) =
1
m
m∑
i=1
xi 1{zi=j} ; S5(x, y, z) = y
tx ;
S3,j(x, y, z) =
1
m
m∑
i=1
x2i 1{zi=j} ; S6(x, y, z) = x
tx .
The M-step is then given by
H = [S5] ([S6])−1 ; α = [S1] ; µ =
[S2]
[S1]
; σ2 = 1k ;
λ = ‖ [S6] ‖22 − 2
〈
H
∣∣∣ [S5] 〉+ 〈 tHH ∣∣∣ [S6] 〉 ,
where 1k stands for the k-vector off all 1 and the brackets denote the empirical-average.
Moreover, it is possible to compute the conditional distribution of the hidden variable
(x, z) given observed values of y and the E-step can be computed exactly (Attias, 1999):
For all ζ ∈ J1, kKm,
P(z = ζ|y;W ) = αζG
(
y −Hµζ ;H∆ζ tH + λIn
)∑
z αzG (y −Hµz;H∆z tH + λIn)
and q(x|y, z;W ) = G (x− νy,z; Σz) ,
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where
αz =
m∏
i=1
αzi ; µz = (µzi)i ; ∆z = Diag
(
(σ2zi)i
)
;
Σz =
( 1
λ
tHH + ∆−1z
)−1
; νy,z = Σz
( 1
λ
tHy + ∆−1z µz
)
.
Thus, as well as for the GMM, we can compare the efficiency of SAEM vs tempering-
SAEM algorithms in this context.
In Section II.1, we were interested in the performance of our algorithm for data
generated according to the true model. We relax here this assumption and observe
T = 100 images distributed in accordance with the Bernoulli-Gaussian model (BG-
ICA, Allassonnière and Younes (2012)), with two components. The components are
represented as two-dimensional binary images. The first one is a black image with a
white cross in the top left corner. The second one has a white square in the bottom right
corner. At Figure 7.10, we present the two decomposition images, 4 typical observations
and the renormalized L2 norm between the true H (in the BG-ICA model) and the
estimated one for 100 runs.
(a) Decomposition images (left)
and samples of the dataset.
SAEM tmp-SAEM
4
6
(b) L2 norm.
Figure 7.10 – IFA estimation within images distributed according to BG-ICA.
Renormalized L2 norm between the source matrix H used to build the dataset and
the estimated one. The dataset consists of 100 images distributed in accordance
with the two-components Bernouilli-Gaussian model build from the square and the
cross binary images.
This experience confirms the robustness of the tempering-SAEM. Moreover, one
could have feared that the augmentation of the number of hyper-parameters due to the
choice of the temperature scheme would increase the variance. Figure 7.10 eliminates
this assumption. However, the context is very favorable to the SAEM algorithm which
obtain very good and hard to outperformed results. To measure the efficiency of the
tempering-SAEM, we test it on the USPS database, which contains gray-level images of
handwritten digits.
We consider a balanced mix of the digits 0, 3 and 8, which consists of 50 samples
for each of the three digits. We then run both the SAEM and the tempering-SAEM.
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We present at Figure 7.11 two typical runs (in line). If the two of them succeed in
discriminate 0 against 3 and 8, the tempering-SAEM outperform the SAEM algorithm
concerning 3 versus 8. Thus, the tempering-SAEM produces meaningful sources, which
could be the result of a clustering procedure, while the SAEM runs into difficulties.
Hence, this experience suggests that the tempering-SAEM can indeed escape from local
maxima in which the SAEM can be trapped.
(a) SAEM (b) tempering-SAEM
Figure 7.11 – Independent factor estimation within the USPS dataset.
Results of the independent factor estimation on a balanced mix of digits 0, 3 and 8
from the USPS database. The dataset is composed of 50 samples of each digits.
Last, we consider a dataset consisting of 101 hippocampi surfaces. The subjects
of the dataset can be split in three groups of size 57, 32 and 12 respectively. The
first group corresponds to healthy patients; the next two groups correspond to patients
with Alzheimer’s disease, at two stages of advancement (mild and advanced). Over each
hippocampus, a scalar field represent the deformation of the considered hippocampus re-
garding a template one. Thus we can study the diversity of atrophy patterns, depending
on the patient’s state of health. We have computed m = 5 decomposition vectors based
on the complete data set. Figure 7.12 presents these decomposition vectors mapped on
the meshed hippocampus for both SAEM and tempering-SAEM algorithms. For com-
parison purpose, we enforce the same colorbar for both experiments and all hippocampi.
Then, it seems that the two algorithms behave in much the same way, at least visually.
This experiment attests to the reliability of the tempering-SAEM.
Table 7.4 – p-values obtained from the IFA estimation of the hippocampi dataset.
Mean (standard deviation) of the p-values for the five decomposition vectors pre-
sented at Figure 7.12, over 50 runs.
SAEM tmp-SAEM
Groups 1 vs 2&3 10−3× 0.43 (0.31) 0.37 (0.27)
Groups 1 vs 2 10−3× 11.76 (7.43) 11.33 (7.18)
At Table 7.4, we provide the p-values obtained from the comparison of the five
columns of H among the three subgroups. The test is based on a Hoteling T -statistic
evaluated on the coefficients, the p-value being computed using permutation sampling.
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(b) tempering-SAEM
Figure 7.12 – Independent factor estimation within the hippocampi dataset.
Results of the independent factor estimation on a corpus of 101 hippocampi. Atro-
phy patterns of the hippocampi in the context of Alzheimer’s disease.
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Following Allassonnière and Younes (2012), we compute the p-value for two different
comparisons: the first one compare the healthy patients with respect to Alzheimer’s
and dementia patients (the two last groups). The second test compare the healthy
patient with respect to the mild Alzheimer’s patients (the second group). Due to the
stochasticity of the SAEM algorithm, we computed an average and a standard deviation
of the p-values over 50 runs, with the same initial conditions. Thus, the tempering-
SAEM algorithm always behaves at least as well as the SAEM algorithm.
Finally, applying the tempering-SAEM for independent factor analysis aims to check
that the advantages of the tempering-SAEM over the SAEM can improve or at least does
not deteriorate the results of maximum likelihood estimation in complex hierarchical
models.
II – 3. Discussion and Perspective
We propose in this chapter a new stochastic approximation version of the EM algorithm.
The benefit of this general procedure is twofold: we can deal with the problem of in-
tractable or difficult sampling in one hand and favor convergence toward global maxima
in the other hand.
Our first contribution is theoretical with the proof of the convergence of the
approximated-SAEM toward local maxima. This result gives an a posteriori justifi-
cation for some existent schemes like the ABC-SAEM (Picchini and Samson, 2018) or
Monolix. Moreover, our general framework is versatile enough to encompass a wide
range of algorithms. Our second contribution goes this way by proposing an instantia-
tion of this general procedure to prevent convergence toward local maxima, referred to
as tempering-SAEM. This tempering-SAEM method is the one used in the Monolix
software. We have applied this algorithm in both synthetic and real data frameworks
and obtained improved results with respect to the state of the art algorithms in both
cases.
This opens up new perspectives. Typically, now that we have ensured of the con-
vergence of the approximated-SAEM, a natural opening concerns the study of the con-
vergence of the approximated-MCMC-SAEM. Indeed, although the convergence of this
algorithm has not yet been demonstrated, the tempering-MCMC-SAEM has already
shown its numerical efficiency, especially in the case of medical applications (Debave-
laere et al., 2019).
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Appendix A. Multivariate Gaussian Mixture Model
We give here some details about the estimation procedure in the multivariate Gaussian
mixture model. The complete log-likelihood of the GMM model is
log q(y, z; θ) = −n log 2pi−
m∑
j=1
n∑
i=1
(1
2 log|Σj |−logαj+
t(yi − µj) Σ−1j (yi − µj)
)
1{zi=j} .
A–1. Estimation through the EM Algorithm
Let t ∈ N index the current iteration. The general EM algorithm iterates the following
two steps:
E-step: Compute Q(θ|θt) = E [log q(y, z; θ)|y, θt];
M-step: Set θt+1 = argmaxθ∈ΘQ(θ|θt).
For all (i, j) ∈ J1, nK× J1,mK, set τi,j = P [zi = j|yi, θt]. Then,
Q(θ|θt) = −n log 2pi −
m∑
j=1
n∑
i=1
(1
2 log|Σj | − logαj +
t(yi − µj) Σ−1j (yi − µj)
)
τi,j .
According to Bayes’ rule,
τi,j =
αjG(yi − µj ; Σj)∑m
j=1 αjG(yi − µj ; Σj)
,
where G(y−µ; Σ) refers to the Gaussian distribution with mean µ and covariance matrix
Σ. Lastly, a straightforward computation gives
αt+1j =
1
n
n∑
i=1
τi,j , µ
t+1
j =
∑n
i=1 τi,jyi∑n
i=1 τi,j
and
Σt+1j =
∑n
i=1 τi,j(yi − µt+1j ) t(yi − µt+1j )∑n
i=1 τi,j
.
A–2. Estimation through the SAEM Algorithm
Given a sequence of positive step-size for the stochastic approximation γ = (γt)t∈N, the
general SAEM algorithm iterates the following two steps:
SAE-step: Sample a new hidden variable zt+1 according to the conditional distribution
q(z|y, θt) and compute
Qt+1(θ) = Qt(θ) + γt
(
log q(y, z; θt)−Qt(θ)
)
;
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M-step: Set θt+1 = argmaxθ∈ΘQt+1(θ).
The GMM belongs to the curved exponential family. Actually, for all y, z and θ,
log q(y, z; θ) = −n log(2pi) +
m∑
j=1
(
logαj − 12 log|Σj |+
〈
µj
tµj
∣∣∣Σ−1j 〉F
)
S1,j(y, z)
+
m∑
j=1
[ 〈
Σ−1j
∣∣∣S3,j(y, z)〉F − 2〈Σ−1j µj ∣∣∣S2,j(y, z)〉 ]
where, for all j ∈ J1,mK,
S1,j(y, z) =
n∑
i=1
1zi=j ; S2,j(y, z) =
n∑
i=1
yi 1zi=j and S3,j(y, z) =
n∑
i=1
yi
tyi 1zi=j .
So, the SAE-step is replaced by an update of the estimation of the conditional expecta-
tion of the sufficient statistics, namely, for all ` ∈ {1, 2, 3}, and all j,
S t+1`,j = S
t
`,j + γt
(
S`,j(y, zt+1)− S t`,j
)
where, for all i, zt+1i is sampled from the discrete law
∑m
j=1 τi,jδj where τi,j = P
[
zi = j|yi, θt
]
as in the EM-case.
The M-step can also be computed in close-form:
αt+1j =
1
n
S1,j , µ
t+1
j =
S2,j
S1,j
and Σt+1j =
S3,j − S2,j tµt+1j
S1,j
.
A–3. Estimation through the tmp-SAEM Algorithm
The previous computation remain true except that the hidden variables zt+1i are now
sampled from the tempered conditional distribution
1
c(Tt)
m∑
j=1
τ
1/Tt
i,j δj , where c(Tt) =
m∑
j=1
τ
1/Tt
i,j
and Tt is defined in Section I.2.
To stabilize the convergence of both SAEM and tempering-SAEM, we may use inverse
Wishart priors for the variances and Gaussian priors for the weights.
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Conclusion et perspectives
Le présent manuscrit comporte deux volets : tout d’abord, nous avons proposé un mo-dèle non linéaire à effets mixtes pour l’analyse statistique de données longitudinales
à dynamiques multiples et à valeurs sur des variétés riemanniennes. Ce modèle a été
conçu avec en tête des applications à l’anatomie computationnelle. Nous avons ensuite
concentré nos efforts sur un aspect plus numérique en proposant une nouvelle classe
d’approximations stochastiques de l’algorithme EM. Nous profitons de ce chapitre pour
passer en revue notre contribution en ce qui concerne, d’une part, l’analyse statistique
de données longitudinales et, d’autre part, l’optimisation stochastique.
Sur l’analyse spatio-temporelle de données longitudinales
L’analyse statistique de données longitudinales à valeurs sur des variétés est un domaine
en pleine mutation. Une idée porteuse et qui a fait ses preuves pour ce type de don-
nées est de tirer partie de la structure géométrique forte des variétés riemanniennes et
de découpler transformations spatiale et temporelle. On est ainsi à même de quanti-
fier et d’expliquer la variabilité inter-individuelle aussi bien en terme de déformations
géométriques que de changements de dynamique d’évolution. À notre connaissance, le
premier modèle du type remonte aux travaux de Durrleman et al. (2013). Plus récem-
ment, l’approche générique développée par Schiratti et al. (2015, 2017) permet d’aligner
temporellement les différents individus de manière efficiente et avec une complexité algo-
rithmique maitrisée. Ce modèle possède intrinsèquement une grande applicabilité mais
une hypothèse très forte sur la dynamique du phénomène observé est faite, ce qui en
réduit du même coup la portée : tous les individus sont alignés selon une dynamique
unique et supposée monotone, ce qui est en pratique peu réaliste. Mathématiquement,
cette hypothèse se traduit à l’échelle macroscopique par la construction d’une trajectoire
représentative géodésique et, à l’échelle individuelle, par la construction d’un couple de
déformations spatiale et temporelle pour chacun des sujets.
Dans cette thèse, et on nous basant sur cette approche générique, nous avons déve-
loppé un modèle permettant de traiter le cas de dynamiques non-monotones. Pour cela,
on suppose que la trajectoire représentative de l’évolution n’est plus seulement géodé-
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sique mais géodésique par morceaux et on construit autant de déformations spatiales
et temporelles qu’il y a de géodésiques constituant la courbe représentative. Ces défor-
mations sont construites avec une certaine autonomie les unes par rapport aux autres
afin de pouvoir traiter d’une grande variété de situations pratiques, tout en assurant une
évolution continue pour chaque sujet. De fait, le modèle de Schiratti et al. (2015, 2017)
apparait comme un cas particulier de notre modèle générique et on conserve par rapport
à ce modèle original une grande applicabilité, en étant plus générique.
En particulier, nous avons appliqué ce modèle au suivi de chimiothérapie, situation
typique dans laquelle la dynamique d’évolution est amenée à changer. En effet, la mise
en place d’un nouveau traitement induit généralement trois phases d’évolution distinctes
pour un même patient : une phase de réponse au traitement dans laquelle la taille de ses
tumeurs va décroitre, une phase dite stable où la taille des tumeurs reste inchangée et,
dans la plupart des cas, une phase de progression de la maladie dans laquelle les tumeurs
vont de nouveau croître, ce qui nécessite la mise en place d’un nouveau traitement
dans les délais les plus brefs. Pouvoir estimer avec précision le temps d’échappement au
traitement est donc crucial dans ce contexte.
Plus précisément, dans le cadre du suivi chimiothérapeutique, nous avons proposé
deux instanciation du modèle générique : d’une part, pour le suivi de score RECIST et,
d’autre part, pour le suivi de forme anatomique en 3 dimension que l’on apparente à
des tumeurs segmentées. Ce premier modèle pour les scores RECIST est le fruit d’une
collaboration en cours avec des oncologues et radiologues de l’HEGP.
Nous nous sommes également intéressés à démontrer la consistance de l’estimateur
du maximum a posteriori (MAP) pour ce modèle, à savoir à démontrer que toute suite
produite par l’estimateur du MAP allait être asymptotiquement aussi proche que sou-
haité de l’ensemble des paramètres admissibles, i.e. de l’ensemble des paramètres indui-
sant le MAP. Cette démonstration repose sur le livre séminal de van der Vaart (2000) ;
contrairement aux résultats de consistance classiques, nous avons également démontré
que l’ensemble des paramètres admissibles était non-vide. Nous avons par ailleurs for-
mulé les hypothèses de notre théorème de manière à traiter du modèle de Schiratti et al.
(2015, 2017) et de ses variantes (Bône et al., 2018; Koval et al., 2018) ; cette démonstra-
tion fournit donc des garanties théoriques à plusieurs modèles pré-existants.
Cependant, et malgré son caractère très générique, le modèle tel que proposé dans
ce manuscrit ne permet pas l’étude de populations dans lesquelles les comportements
de certaines sous-populations diffèrent. Pour cela, il conviendrait, en se basant sur des
modèles de mélanges usuels, d’introduire une sur-couche dans la modélisation que nous
proposons ici afin d’aboutir à un modèle de mélange pour l’étude statistique de données
longitudinales à valeurs sur des variétés riemanniennes. Les travaux récents de Debave-
laere et al. (2019) vont dans ce sens.
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Une autre limitation réside dans le choix de la métrique sur la variété template
M0. En effet, nous supposons ce choix comme naturel dans la construction de notre
modèle. Pour autant, lorsque l’on s’intéresse à des données complexes ou en grande
dimension, il n’est généralement pas possible de concevoir une métrique riemannienne
pertinente. En se basant sur des réseaux de neurones, Louis et al. (2017, 2019) ont
proposé une méthode pour apprendre la métrique riemannienne idéale pour le modèle
de Schiratti et al. (2015, 2017). Ces travaux ne s’appliquent cependant pas en l’état
à notre modèle, notre trajectoire représentative étant géodésique par morceaux et pas
seulement géodésique. Ainsi, une première perspective possible réside dans le fait de
généraliser les travaux de Louis et al. (2017, 2019) à des dynamiques multiples pour
pouvoir traiter de notre modèle.
En outre, nous imposons comme hyper-paramètre du modèle le nombre de compo-
santesm dans la trajectoire représentative géodésique par morceaux. Dans le cas du suivi
chimiothérapeutique, la dynamique d’évolution médicale sous-jacente étant évidente,
cette contrainte n’est pas très restrictive. Pour autant, on peut très bien imaginer des
situations pratiques dans lesquelles ce n’est pas le cas. Par exemple, la forme rémittente
de la sclérose en plaque évolue par poussées, caractérisées par l’apparition de troubles en
quelques jours, pouvant régresser complètement ou non en quelques semaines ; ce nombre
de poussées est bien évidement inconnu. La sélection de modèles pourrait résoudre ce
problème mais des investigations plus poussées sont nécessaires pour s’en convaincre.
Enfin, notre modèle suppose que chaque morceau de la trajectoire représentative est
construit à partir d’une même variété template M0, comme une déformation spatiale
d’une géodésique de cette variété template. Cette variété template s’interprète comme
encodant le type de données que l’on observe : un score, des scores, des images, etc. Pour
autant, en pratique, cette variété peut être amenée à varier d’un tronçon à l’autre. Pour
reprendre l’exemple du suivi de chimiothérapie, les oncologues peuvent vouloir étudier la
progression tumorale dans n1 différents organes lors d’une première phase d’évolution de
la maladie puis de modifier le choix ou le nombre de ces organes dans une seconde phase,
conduisant à n2 6= n1 organes suivis. Alors, la variété M0 consisterait dans la première
phase en un produit cartésien de n1 variétés et dans la deuxième phase en un produit
cartésien de n2 variétés a priori distinctes de celles utilisée dans la première phase.
Sur les approximations stochastiques de l’algorithme EM
Le modèle décrit ci-dessus, de par sa complexité nécessite une algorithmique perfor-
mante. L’algorithme de Metropolis-Hastings classique ne permet notamment pas une
estimation efficace du MAP du fait de la présence de nombreux minima locaux dans la
vraisemblance du modèle. Dans ce but, nous avons proposé une nouvelle classe d’ap-
proximations stochastiques de l’algorithme EM : les algorithmes SAEM approchés, ou
approximated-SAEM en anglais. Cette classe repose sur la simulation par une loi ap-
prochée de la vraie loi conditionnelle dans l’étape de simulation. Plus précisément, on
dit d’une suite de loi de probabilités
(
q˜k(·; θ)
)
k∈N qu’elle approche la loi q(·; θ) si elle
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converge en moyenne sur tout compact de Θ vers q(·; θ). Avec le formalisme des mo-
dèles à données manquantes, pour toute observation y ∈ Y, on écrira donc que la suite(
q˜k(·; θ)
)
k∈N approche la loi conditionnelle q(·|y; θ) si, pour tout compact K ⊂ Θ,
lim
k→∞
{
sup
θ∈K
∫
Z
S(y, z)
(
q˜k(z; θ)− q(z|y; θ)
)
dµ(z)
}
= 0 .
En particulier, un tel schéma numérique englobe des algorithmes pré-existants tel que
l’ABC-SAEM (Picchini et Samson, 2018) dont l’efficacité a été établie mais dont la
convergence théorique n’avait pas été démontrée.
Nous avons démontré la convergence locale d’un telle classe d’approximations sto-
chastiques. Cette démonstration nous a permis de mettre en exergue la similitude entre
les hypothèses requises par cette nouvelle classes d’approximation stochastiques et la
classe usuelle de Delyon et al. (1999). En d’autre termes, approcher la distribution condi-
tionnelle dans l’étape de simulation n’exige pas de considérations supplémentaires pour
continuer à garantir la convergence de la séquence générée par l’algorithme SAEM. Pour
autant, on se limite donc au cas de modèles appartenant à la famille exponentielle ; une
première amélioration possible serait de s’affranchir de cette hypothèse.
En nous basant sur des techniques de recuit simulé, nous avons proposé une version
tempérée de l’algorithme SAEM. Cette version a été conçue dans le but de favoriser la
convergence de l’algorithme SAEM vers des minima globaux et ce pour les raisons expli-
quées ci-dessus. Pour ce faire, on construit une suite approchante de la loi conditionnelle
en tempérant cette dernière suivant un schéma de températures sinusoïdal amorti. En ef-
fet, une température élevée va avoir tendance à lisser le profil de la densité de probabilité
tandis qu’une température plus basse va au contraire rendre cette dernière plus piquée.
Ainsi, en cas de distribution multimodales, en alternant des phases de chaud et de froid,
on autorise la variable latente à switcher de mode pendant les phases de chauffe et à se
fixer pendant les phases de refroidissement. Les expériences que nous avons conduites
sur le modèle de mélange gaussien et l’analyse en facteurs indépendants confirment cette
heuristique. Pour autant même si nos expériences numériques tendent à démontrer la
véracité de cette heuristique, la démonstration de la convergence du SAEM tempéré vers
un minima global reste un problème ouvert.
Une autre limitation concernant le SAEM tempéré relève du choix des paramètres
décrivant la suite de températures. En effet, afin de permettre une grande flexibilité en
fonction des situations étudiées, nous avons proposé une suite de températures dépendant
de paramètres multiples, à savoir
Tk = 1 + aκ + b
sin(κ)
κ
, where κ = k + c× r
r
.
Le choix des paramètres optimaux se révèle épineux en pratique. Une amélioration natu-
relle serait de proposer un schéma de températures adaptatif, à la manière des schémas
adaptatifs pour faire varier la variance de la loi de proposition dans le cas de l’algorithme
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de Metropolis-Hastings (Atchadé, 2006; Roberts et Rosenthal, 2007, 2009).
Enfin, en nous basant sur les travaux de Andrieu et al. (2006) et Allassonnière et al.
(2010), nous travaillons actuellement à la démonstration de la convergence d’algorithmes
de type MCMC-SAEM approchés. En effet, tel que proposé dans cette dissertation, nous
supposons que nous sommes à même de simuler contre chacun des termes de la suite
approchante
(
q˜k(·; θ)
)
k∈N, ce qui s’avère ne pas être le cas la plupart du temps et en
particulier en ce qui concerne le SAEM tempéré. Debavelaere et al. (2019) ont d’ores et
déjà appliqué le MCMC-SAEM tempéré sur un modèle similaire à celui qui est introduit
dans notre manuscrit (Partie Part II.) et ils ont obtenu des résultats numériques très
encourageants. De plus, le logiciel Monolix repose sur une algorithmique similaire au
MCMC-SAEM tempéré sur ses premières itérations.
Vers un outil d’aide à la décision pour les médecins
Un des buts du modèle qui nous avons introduit est d’être utilisé pour faire de la prédic-
tion : étant donné des observations pour un individus donné, typiquement les premières
mesures lors d’un suivi médical, on souhaiterait pouvoir conclure quant au devenir de ce
sujet afin de permettre par exemple la détection précoce de changement ou de survenue
d’un événement. L’objectif sous-jacent est de pouvoir proposer aux praticiens un outil
d’aide à la décision qui leur permettrait de choisir le plus rapidement possible le traite-
ment le plus adapté à leur patient, en fonction de la réaction de celui-ci aux premières
étapes de la prise en charge et de l’évolution depuis la détection de la maladie.
Le modèle pour les scores RECIST correspond en fait à la premières étape dans la
réalisation d’un tel outil. Dans cette première étape, nous nous sommes intéressés à l’ef-
fet d’une molécule sur l’évolution tumorale et ce sans tenir compte ni des antécédents
médicaux, ni des données omiques pour chacun des patients. Plusieurs améliorations se
présentent alors naturellement à nous.
Un première amélioration se rapporte au type de données traitées. En effet, nous
avons également proposé un modèle pour l’étude des tumeurs 3D segmentées et ce modèle
nous apparait comme plus précis en terme de suivis médical, le score RECIST n’étant
pas aussi informatif que la forme exacte des tumeurs. Pour autant, il repose sur une
segmentation manuelle des tumeurs et donc sur un choix humain arbitraire des tumeurs
à étudier. Afin de palier des biais mentaux auxquels ne serait, par nature, pas sensible
un algorithme d’apprentissage, il nous apparait donc comme judicieux de proposer une
instanciation du modèle générique pour des données images.
Une seconde amélioration serait de ne plus se limiter à l’étude de chacun des médica-
ments indépendamment mais à l’effet d’un protocole de soin constitué d’une succession
de plusieurs cures médicamenteuses. En pratique, dans le cas du cancer du rein méta-
statique, en considérant les traitements anti-angiogéniques et dits de thérapie génique,
les praticiens disposent de neuf molécules différentes. D’une part, le choix mais, éga-
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lement, l’ordre dans lequel ces différents médicaments sont administrés semblent avoir
une importance. Cependant, aucune méta-étude n’ayant été menée sur ces protocoles de
soin, il est pour le moment impossible de conclure quant à la séquence de soin optimale,
à patient donné. Coupler ce premier modèle, qui permet d’étudier des comportements
fluctuant au cours du temps, à des techniques de sélection de modèles permettrait de
fournir une réponse d’une utilité pratique manifeste, tout en ouvrant de nombreuses
perspectives mathématiques. En effet, même à supposer que le nombre de molécules soit
constant dans les différents protocoles de soin, le tirage avec remise des différentes sub-
stances actives engendrerait un nombre trop important de configurations à tester, pour
un nombre trop faible de patients. Ainsi, on ne peut se contenter d’une procédure naïve
consistant à tester l’ensemble des configurations possibles et de choisir la « meilleure ».
Un autre aspect d’amélioration de notre modèle est la meilleure prise en charge
des données manquantes. Les données médicales, et plus encore en cancérologie où les
prises de mesures sont coûteuses et éprouvantes pour le patient, sont souvent incom-
plètes ou bruitées et les outils existants répondent encore mal à la nécessité d’extrapoler
efficacement malgré les informations manquantes. Ainsi, développer des méthodes aptes
à pallier l’aspect parcellaire des données dans le cadre de nos modèles longitudinaux
s’avère crucial pour une approche cohérente et efficace de la problématique médicale.
De plus, intégrer les données omiques quand celles-ci sont disponibles permettrait une
meilleure prise en charge. Outre la difficulté de traitement mathématique de ces données
qui devrait aboutir à des questions d’ordre géométrique, ce genre de données ne sont pas
toutes disponibles pour l’ensemble des patients, induisant par là même un challenge en
terme de traitement statistique.
Dans la même idée, nous avons dans ce premier modèle étudié le score RECIST
de chacun des patients. Or, les différentes tumeurs se développant dans des organes
distincts, on peut associer à chacun des patients non pas un mais des scores RECIST :
un par organe atteint par le cancer. Comme annoncé à la page 175, une manière simple
d’étudier plusieurs organes en parallèle est de considérer que la variété template M0
est en fait un produit cartésien de variétés correspondant pour chacune à un organe.
Cependant, outre le caractère fluctuant des organes suivis par les oncologues au cours
des différentes phases de progression de la maladie, ceux-ci peuvent même être distincts
d’individus à l’autre, ce qui complexifie encore l’exercice de modélisation.
Par suite, cette thèse a été l’occasion pour moi de proposer un modèle pour l’analyse
statistique de données longitudinales dont la dynamique d’évolutions est non-monotone
et à valeurs sur des variétés riemanniennes. Elle a également été l’occasion de proposer
une algorithmique efficiente afin de rendre possible une estimation performante dans nos
modèles compliqués. Enfin, j’ai collaboré avec des oncologues de l’HEGP afin de poser
les premières briques dans la réalisation d’un outil d’aide à la prise en charge médicale.
Cette collaboration m’a permise de me familiariser avec le domaine des mathématiques
appliquées à la médecine de manière réellement effective.
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Our work in this dissertation is twofold: we first proposed a nonlinear mixed effectsmodel for the statistical analysis of longitudinal Riemannian manifold valued data
with multiple dynamic. This model was designed with the aim of application to compu-
tational anatomy. We then focused on a more numerical aspect by proposing a new class
of stochastic approximations of the EM algorithm. We use the pretext of the present
chapter to review our contribution in the domain of statistical analysis of longitudinal
data and stochastic optimization.
On the Saptio-Temporal Analysis of Longitudinal Data
The statistical analysis of longitudinal Riemannian-valued data is undergoing tremen-
dous changes. A promising idea is to take advantage of the strong geometrical structure
of the Riemannian shape spaces and to uncouple spatial and temporal deformations.
We are then able to quantify and explain inter-individual variability both in terms of
geometrical deformations and changes in the evolution’s dynamic. To our knowledge,
the first such model is from the work of Durrleman et al. (2013). More recently, the
generic approach developed by Schiratti et al. (2015, 2017) allows to temporally align
the individuals in an efficient way and with control over the algorithmic complexity.
This model posses a wide intrinsic applicability but a strong hypothesis is made on the
dynamic of the observed phenomenon, thus reducing its scope: all the individuals are
aligned on a unique monotonous dynamic by assumption, which can be unrealistic. This
hypothesis is mathematically reflected at macroscopic scale by construction of a geodesic
representative trajectory and at microscopic scale by construction of a couple of spatial
and temporal deformations for each subject.
In this PhD work, and building on the generic approach, we developed a model al-
lowing to handle non-monotonous dynamics. To do so, we assume the representative
trajectory of the evolution to no longer be geodesic but piecewise-geodesic instead and
we construct as many spatial and temporal deformations as there are pieces of geodesics
in the representative curve. These deformations are constructed with some autonomy
relatively to each other in order to treat a wide range of practical situations although
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enforcing a continuous evolution for each subject. Actually, the model of Schiratti et al.
(2015, 2017) appears as a particular case of our generic model and we inherit from its
broad applicability, being more generic.
In particular, we applied this model to chemotherapy monitoring, a typical situation
in which the evolution dynamic is subject to change. Indeed, the introduction of a
new treatment leads to three distinct phases of evolution for a patient: a first phase
of response to treatment with decreasing of tumors size, a second stable phases with
tumors size unchanged and, in most cases, a last phase of progression of the disease with
a new increase in tumors size. There is then an urgent necessity for a new treatment.
Therefore, being able to estimate precisely the escape time associated to the treatment
is crucial in this context.
Plus précisément, dans le cadre du suivi chimiothérapeutique, nous avons proposé
deux instanciation du modèle générique : d’une part, pour le suivi de score RECIST et,
d’autre part, pour le suivi de forme anatomique en 3 dimension que l’on apparente à
des tumeurs segmentées. Ce premier modèle pour les scores RECIST est le fruit d’une
collaboration en cours avec des oncologues et radiologues de l’HEGP.
We also focused on proving consistency for the estimator of the maximum a poste-
riori (MAP) for this model, that is to say proving that all sequences produced by the
estimator of the MAP is asymptotically as close as possible to the set of admissible
parameters, i.e. the set of parameters associated with the MAP. This proof relies on the
seminal book of van der Vaart (2000); unlike classical consistency results, we also proved
that the set of admissible parameters is non-empty. We also formulated our hypotheses
in order to include the model of Schiratti et al. (2015, 2017) and its variants Bône et al.
(2018); Koval et al. (2018); this proof thus provides theoretical guarantees to previous
models.
However, and despite it generic nature, the model proposed in this manuscript is
not suited for populations in which sub-populations present different behaviors. Encom-
passing these situations would require to introduce, building on usual mixture models,
another modeling layer. The recent work of Debavelaere et al. (2019) head in this direc-
tion.
Another limitation is the choice of the metric over the template manifoldM0. Indeed,
we assume this choice as natural in the construction of our model. However, when
dealing with high-dimensional or complex data, it is in general not possible to design a
Riemannian geometry of relevance. Based on neural networks, Louis et al. (2017, 2019)
proposed a method to learn the ideal Riemannian metric in the context of the model of
Schiratti et al. (2015, 2017). However, this work does not apply to our model as it stands,
since our representative trajectory is piecewise-geodetic and not only geodetic. Thus,
a first possible perspective is to generalize Louis et al. (2017, 2019)s work to multiple
– 180 –
Saptio-Temporal Analysis of Longitudinal Data
dynamics in order to be able to deal with our model.
Moreover, we impose as hyper-parameters the number of components m in the
piecewise-geodesic representative trajectory. In the case of chemotherapy monitoring
its not a very restrictive constraint as the evolution dynamic is standard. But there
are more complex situations where its not the case. For example, the relapsing form of
multiple sclerosis tends to come and go, with the characteristic apparition of trouble in a
few days, sometimes dwindling in some weeks, completely or not; this number of phases
is indeed unknown. Model selection could overcome this issue but a more thorough
investigation is required to be sure.
Lastly, our model assumes each piece of the representative trajectory to be con-
structed within the same template manifold M0, as a spatial deformation of a geodesic
of this template manifold. This manifold is to be interpreted as encoding the type of
observed data: a score, many scores, images, etc. But still, in practice, this array can
vary from a piece of trajectory to another. Back to chemotherapy monitoring context,
oncologists could want to study tumors progression in n1 different organs in a first evo-
lution phase of the disease and to study afterwards a higher number n2 6= n1 of possibly
different organs in a second phase. Then, the manifold M0 will be a Cartesian product
of n1 manifolds during the first phase and a Cartesian product of n2 manifolds, distinct
from the previous ones, during the second phase.
On the Stochastic Approximations of the EM Algorithm
Because of its complexity, the model described above requires a high-performance al-
gorithm. In particular, the traditional Metropolis-Hastings algorithm does not allow
an efficient estimation of the MAP due to the presence of many local minima in the
likelihood of the model. To this end, we have proposed a new class of stochastic approx-
imations of the EM algorithm: the approximated-SAEM algorithms. This class relies
on sampling from an approximation of the real conditional law in the simulation step.
More specifically, a sequence of probability distributions
(
q˜k(·; θ)
)
k∈N is said to approach
a distribution q(·; θ) if it converges in mean on every compact subset of Θ toward q(·; θ).
With the formalism of missing data models, for all observation y ∈ Y, we will therefore
write that the sequence
(
q˜k(·; θ)
)
k∈N approach the conditional distribution q(·|y; θ) if,
for every compact K ⊂ Θ,
lim
k→∞
{
sup
θ∈K
∫
Z
S(y, z)
(
q˜k(z; θ)− q(z|y; θ)
)
dµ(z)
}
= 0 .
In particular, we encompass pre-existent algorithms like the ABC-SAEM (Picchini and
Samson, 2018) whose numerical efficiency was empirically established but whose theo-
retical convergence was not proved.
We proved the local convergence of such a class of stochastic approximations. This
demonstration allowed us to highlight the similarity between the assumptions required
by this new stochastic approximations of the EM algorithm and the usual one of Delyon
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et al. (1999). In other words, approximate the conditional distribution in the sampling
step does not require supplementary considerations to still guarantee the convergence
of the sequence generated by the SAEM algorithm. Nevertheless, we limit ourselves to
models for which the the complete data likelihood belongs to the curved exponential
family; a first possible improvement would be to relax this assumption.
Building on simulated annealing techniques, we propose a tempered version of the
SAEM algorithm. This version was designed to favor the convergence of the SAEM
toward global minima for the reasons explained above. To do this, we build a sequence
of approximated distributions by tempering the conditional law according to a damped
sinusoidal temperature scheme. Indeed, a high temperature will tend to flat the profile
of the distribution, while a lower temperature will make this profile look more prickly.
Thus, in case of multimodal density, by alternating hot and cold phases, the latent
variable will be able to switch from one mode to an other during the heating steps and
to explore these same modes during the cooling phases. The experiments we conducted
on the Gaussian mixing model and the analysis in independent factors confirm this
heuristic. Even if our numerical experiments tend to prove the truth of this heuristic,
the demonstration of the convergence of tempering SAEM toward a global minimum
remains an ongoing problem.
Another limitation concerning tempering SAEM is the choice of parameters describ-
ing the temperature sequence. Indeed, in order to allow a great flexibility according
to the studied situations, we proposed a temperature scheme depending on multiple
parameters, namely
Tk = 1 + aκ + b
sin(κ)
κ
, where κ = k + c× r
r
.
Choosing the optimal parameters is tricky in practice. A natural improvement would
be to propose an adaptive temperature scheme, in the same way as adaptive schemes
for variances of the proposal law in sampling algorithms such as Metropolis-Hastings
algorithm (Atchadé, 2006; Roberts and Rosenthal, 2007, 2009).
Lastly, based on the work of Andrieu et al. (2006) and Allassonnière et al. (2010), we
are currently working on the proof of the convergence of approximated MCMC-SAEM.
Indeed, as proposed in this dissertation, we assume that we are able to draw samples from
each of the terms of the sequence of approximated distributions
(
q˜k(·; θ)
)
k∈N, which is not
the case most of the time and in particular with regard to tempering SAEM. Debavelaere
et al. (2019) already applied the tempering MCMC-SAEM on a model similar to the
one introduced in our manuscript (Part Part II.) and obtained very promising numerical
results. In addition, the Monolix software is based on a similar tempering MCMC-
SAEM on its first iterations.
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Toward a Decision-Making Tool for Physicians
One of the aims of the model that we introduced is to be used to make predictions: given
observations for a given individual, typically the first measurements during a medical
monitoring, we would like to be able to conclude on the future of this subject in order
to allow for example the early detection of a change or the occurrence of an event. The
underlying objective is to be able to provide physicians with a decision support tool
that would allow them to choose the most appropriate treatment for their patient as
quickly as possible, based on the patient’s response to the early stages of medical care
and progression since the disease was detected.
The model for RECIST scores is in fact the first step in the development of such a
tool. In this first step, we were interested in the effect of a molecule on tumor progres-
sion, without taking into account either medical history or omics data for each patient.
Several improvements are then naturally available to us.
A first improvement relates to the type of data processed. Indeed, we have also
proposed a model for the study of segmented 3D tumors and this model appears to be
more precise in terms of medical monitoring, the RECIST score being not as informative
as the exact shape of the tumors. However, it is based on a manual segmentation of
tumors and therefore on a human and arbitrary choice of tumors to be studied. In order
to compensate for mental biases to which a learning algorithm would not be sensitive by
nature, it therefore seems appropriate to propose an instantiation of the generic model
for image data.
A second improvement would be to no longer restricted to study each drug inde-
pendently but rather to study the effect of a care protocol consisting of a succession of
several drugs. In practice, in the context of metastatic kidney cancer, when considering
anti-angiogenic and gene therapy treatments, physicians have nine different molecules.
On the one hand, the choice but also the order in which these different drugs are admin-
istered seems to be important. However, as no meta-study has been conducted on these
care protocols, it is currently impossible to conclude on the optimal sequence of care for
a given patient. Coupling this first model, which allow for the study of behaviors that
fluctuate over time, with model selection techniques would provide a response of obvious
practical utility, while opening up many mathematical perspectives. Indeed, even if the
number of molecules were to be constant in the different care protocols, the sampling
with replacement of the different active substances would generate too many configu-
rations to be tested, for a too small number of patients. Thus, one cannot be satisfied
with a naive procedure consisting in testing all possible configurations and choosing the
“best”.
Another aspect of improving our model is to better manage missing data. Medical
data, and even more in oncology where measurements are costly and strenuous for the
patient, are often incomplete or noisy. Existing tools still do not respond well to the
need to extrapolate effectively despite missing information. Thus, developing methods
to overcome the fragmented aspect of data in our longitudinal models is crucial for a
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coherent and effective approach to medical problems. In addition, integrating omics
data when available would allow for better monitoring. Apart from the difficulty of
mathematical processing of these data, which should lead to geometric questions, this
type of data is not all available for all patients, thus creating a challenge in terms of
statistical processing.
In the same vein, in this first model we studied the RECIST score of each patient.
However, since the different tumors develop in different organs, not one but RECIST
scores can be associated with each patient: one per organ affected by cancer. As an-
nounced on page 181, a simple way to study several organs in parallel is to consider
that the template manifold is in fact a Cartesian product of manifolds corresponding
for each one to an organ. However, in addition to the fluctuating nature of the organs
monitored by oncologists during the different phases of disease progression, they may
even be distinct from one individual to another, making the modeling exercise even more
complex.
Consequently, this PhD was an opportunity for me to propose a model for the sta-
tistical analysis of longitudinal Riemannian manifold valued data whose dynamic of
evolution are non-monotonic. It was also the opportunity to propose an effective algo-
rithm to allow for efficient estimation in our complicated models. Finally, I collaborated
with oncologists form the HEGP to take the first steps in the development of a tool to
assist in medical management. This collaboration gave me the opportunity to familiarize
myself with the field of mathematics applied to medicine in a truly effective way.
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Des notions de géométrie riemannienne
La présente annexe redonne, en français, des résultats élémentaires de géométrie dif-férentielle et riemannienne, utiles à la construction de notre modèle Part II..
Contents
I Variétés différentielles . . . . . . . . . . . . . . . . . . . . . . . . . . . 189
I.1 Vecteurs tangents et application différentielle . . . . . . . . . 189
I.1.a Fonctions différentiables . . . . . . . . . . . . . . . 189
I.1.b Espaces tangents . . . . . . . . . . . . . . . . . . . 189
I.1.c Fibrés tangents . . . . . . . . . . . . . . . . . . . . 191
I.2 Champs de vecteurs . . . . . . . . . . . . . . . . . . . . . . . 192
I.2.a Dérivation globale . . . . . . . . . . . . . . . . . . 192
II Cadre riemannien . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193
II.1 Métriques riemanniennes . . . . . . . . . . . . . . . . . . . . . 194
II.2 Connexion de Levi-Civita . . . . . . . . . . . . . . . . . . . . 195
II.2.a Dérivée covariante le long d’une courbe . . . . . . . 197
II.3 Géodésiques . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198
– 187 –

I. Variétés différentielles
On rappelle ici quelques résultats fondamentaux de géométrie différentielle et rieman-nienne. Pour une explication plus complète sur la géométrie différentielle, on peut
consulter le livre de Lafontaine (1996) et sur la géométrie riemannienne, parmi les réfé-
rences classiques, les livres de Do Carmo (1976), Jost (2002) ou Gallot et al. (2004) ou,
pour un exposé plus accessible, l’ouvrage de Rouvière et Debreil (2016).
I. Variétés différentielles
I – 1. Vecteurs tangents et application différentielle
a. Fonctions différentiables
Soit M et N deux variétés, de classe C k, de dimensions respectives nM et nN .
Definition A.1. Une application continue f : M → N est dite de classe C k si pour
tout m ∈ M il existe une carte (U , φ) de M avec m ∈ U , une carte (V, ψ) de N avec
f(m) ∈ N telle que l’application
ψ ◦ f ◦ φ−1 : φ
(
f−1(V) ∩ U
)
→ ψ(V)
soit de classe C k, en tant que fonction de RnM dans RnN .
Autrement dit, on considère le diagramme commutatif suivant :
U˜ f //
φ

V
ψ

φ
(
U˜
)
ψ◦f◦φ−1 // ψ(V)
où U˜ = f−1(V) ∩ U pour que les
compositions d’applications soient bien
définies.
Proposition A.2
Toute composée d’applications C k est de classe C k.
b. Espaces tangents
Notons CMm l’ensemble des courbes lisses γ : I → M définies sur un intervalle ouvert I
contenant 0 et tel que γ(0) = m.
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Definition A.3. Deux courbes γ1 : I1 →M et γ2 : I2 →M de CMm sont dites tangentes
en m si γ1(0) = γ2(0) = m et il existe une carte (U , φ) telle que m ∈ U et
(φ ◦ γ1)′ (0) = (φ ◦ γ2)′ (0) (∈ RnM ) .
Intuitivement, cela revient à demander à ce que les courbes γ1 et γ2 aient la même
vitesse. Par ailleurs, cette définition ne dépend pas de la carte (U , φ) choisie. En effet si
(V, ψ) est une autre carte telle que m ∈ V, on a :
(ψ ◦ γi)′ (0) =
(
ψ ◦ φ−1 ◦ φ ◦ γi
)′
(0) = Dφ(m)
(
ψ ◦ φ−1
)
︸ ︷︷ ︸
C k−difféo
· (φ ◦ γi)′ (0) . (?)
On définit donc une relation d’équivalence sur CMm ce qui amène à la définition :
Definition A.4. Un vecteur tangent à M en un point m de M est une classe d’équiva-
lence de la relation ci-dessus. L’ensemble des vecteurs tangents à M en m forme l’espace
tangent à M en m, on le note TmM .
Example : Dans le cas dégénéré ou M est un espace vectoriel alors toute carte de M s’obtient
par restriction de (M, Id). En particulier, deux courbes γ1 : I1 → M et γ2 : I2 → M sont
tangentes en un point m := γi(0) ∈M ssi γ′1(0) = γ′2(0). Autrement dit, ssi les courbes γ1 et
γ2 admettent la même tangente – même vecteur directeur γ′i(0) et même point d’application
γi(0) – au sens usuel du terme et le vecteur tangent n’est autre que le vecteur directeur de
cette unique tangente.
Proposition A.5
TmM admet une structure d’espace vectoriel réel de dimension nM .
Enfin, on conclut ce paragraphe en définissant l’application tangente entre deux
variétés :
Definition A.6. Soit f : M → N une application lisse etm ∈M . On définit l’application
linéaire tangente de f en m, notée Tmf , par passage au quotient de l’application γ 7→ f◦γ
de CMm dans CNf(m).
Example : Reprenons l’exemple précédent en supposant queM et N sont des espaces vectoriels.
Dans ce cas, l’application Tmf est la différentielle Dmf de f en m.
En effet, dans ce cas, (f ◦ γ)′ (0) = Dmf · γ′(0) d’après la formule de dérivation composée
d’où le résultat en quotientant.
Proposition A.7
Si f : M → N et g : N → P sont deux applications lisses entre variétés, alors
∀m ∈M, Tm(g ◦ f) = Tf(m)g ◦ Tmf .
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Figure A.1 – Vecteur tangent, plant tangent et application tangente.
c. Fibrés tangents
Definition A.8. On appelle fibré tangent et on note TM l’union disjointe des espaces
tangents à M en chacun de ses points.
Figure A.2 – Deux représentations du fibré tangent du cercle.
Pour le moment, le fibré tangent ainsi défini est une somme ensembliste mais on peut
le munir d’une topologie comme le précise la proposition suivante :
Proposition A.9
1. Si M est de classe C k, k > 1, alors son fibré tangent TM peut être
muni d’une structure canonique de variété différentielle, de dimension
2nM et de classe C k−1.
2. La projection canonique p de TM sur M est une fibration.
En fait, le fibré tangent est même un fibré vectoriel réel de rang nM .
Definition A.10. Une variété dont le fibré tangent est trivialisable est dite paralléli-
sable.
Example : Le cercle S1 est parallélisable comme l’illustre la figure A.2. A droite, on a trivialisé
le fibré tangent.
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I – 2. Champs de vecteurs
a. Dérivation globale
Definition A.11. On appelle champ de vecteur sur une variété une subsection (lisse)
de son fibré tangent. On note C∞(TM) l’ensemble des champs de vecteurs sur M .
On peut munir C∞(TM) d’une structure d’espace vectoriel en posant :
∀s, t ∈ C∞(TM), ∀x ∈M, (s+C∞(TM) t)(x) = s(x) +TMx t(x)
où l’opération +TMx est bien définie de par la structure d’espace vectoriel des fibres
TMx.
Example : Dans le cas oùM est un espace vectoriel, son fibré tangent est trivial et en particulier
l’ensemble des subsections de TM sont de la forme m ∈ M 7→ (m, f(m)) ∈ M × RnM et
s’identifient aux applications de classe C∞ de M dans RnM : C∞(M,RnM ).
La définition précédente est donc cohérente avec le cadre vectoriel.
Par la suite, si X ∈ C∞(TM) est un champ de vecteur sur M , on note Xx sa valeur
en un point x.
Definition A.12. On appelle dérivation sur une variété M une application linéaire de
C∞(M) dans lui-même vérifiant l’identité de Leibniz :
∀f, g ∈ C∞(M), δ(f.g) = f.δ(g) + g.δ(f) .
On note D(M) l’ensemble des dérivations de M .
On associe à tout champ de vecteur X de M l’application
LX : C∞(M) → C∞(M)
f 7→
(
Lxf : x 7→ LXf(x) = Txf ·Xx
)
dite dérivation associée à X.
Theorem A.13
L’application L : X 7→ LX est une bijection de C∞(TM) sur l’ensemble des
dérivations de M .
Ainsi, on peut voir les champs de vecteurs comme des dérivations. Ce point de vue
justifie l’abus de notation classique suivant : Soit (U , φ) une carte de M . On notera
encore ∂∂xi – ou parfois dxi – le champ de vecteur sur U image par φ−1 du champ de
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vecteur ∂∂xi sur φ(U). Cette écriture, choix de la carte dépendante, permet d’écrire tout
champ de vecteur X sur U de manière unique comme :
X =
nM∑
i=1
Xi
∂
∂xi
où Xi ∈ C∞(U) .
En particulier, on récupère une écriture en terme de coordonnées des champs de vecteurs
sur une variétés.
L’ensemble des dérivations D(M) est naturellement muni d’une structure linéaire.
Néanmoins, la composée de deux dérivations n’est pas nécessairement une dérivation.
En effet, soit δ et δ′ deux dérivations sur M . Alors :
∀f, g ∈ C∞(M), δδ′(fg) = δ (f.δ′(g) + δ′(f).g)
= δ(f).δ′(g) + f.δδ′(g) + δδ′(f).g + δ′(f).δ(g) .
Mais, on a le résultat suivant :
Lemma 1.14.1. Si δ et δ′ sont deux dérivations sur M alors δ ◦ δ′ − δ′ ◦ δ est une
dérivation sur M .
Definition A.14. Le crochet de deux champs de vecteurs X et Y , noté [X,Y ] est le
champ de vecteur associé à la dérivation LXLY − LY LX .
Proposition A.15
Soit X et Y deux champs de vecteurs sur M s’écrivant dans des coordonnées
locales
X =
nM∑
i=1
Xi
∂
∂xi
et Y =
nM∑
i=1
Y i
∂
∂xi
.
Alors,
[X,Y ] =
nM∑
i=1
Zi
∂
∂xi
où Zi =
nM∑
j=1
(
Xj
∂Y i
∂xj
− Y j ∂X
j
∂xj
)
.
Lemma 1.16.1 (Lemme de Jacobi). Pour tout champ de vecteurs X, Y et Z sur M ,
[X, [Y,Z]] + [Y, [Z,X]] + [Z, [X,Y ]] = 0 .
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Dans tout ce qui suit M désigne une variété différentiable de dimension n.
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II – 1. Métriques riemanniennes
Pour tout m ∈ M , TmM étant un espace vectoriel, on peut le munir d’un produit sca-
laire
〈
.
∣∣∣ .〉
m
. Ainsi, on peut espérer transporter la structure courbe de la variété M sur
l’espace linéaire TmM et récupérer la notion de distance que l’on connait bien. La notion
de variété riemannienne repose sur cette idée.
On rappelle que si X : C∞(M) → C∞(M) est un champ de vecteur sur M alors
l’application Xm : C∞(M)→ R définie par
∀φ ∈ C∞(M), Xm(φ) = (X(φ)) (m)
est un vecteur tangent, i.e Xm ∈ TmM .
Definition A.16. Une structure riemannienne sur M est la donnée, en chaque point
m de M d’un produit scalaire 〈 . | .〉m de TmM tel que, pour tout champ de vecteur X,
Y de M l’application m 7→ 〈Xm |Ym 〉m est une fonction de classe C k, k ∈ N .
Ici, on prend k = +∞ pour ne pas s’embêter avec des questions de régularités et on
note classiquement ‖.‖m la norme issue du produit scalaire 〈 | 〉m.
Soit (U , φ) une carte de M dans laquelle tout point de U se décompose en les coor-
données (x1, x2, . . . , xn) ∈ Rn. Alors, tout vecteur tangent en m ∈ U s’exprime comme
combinaison linéaire des ∂xi(m) := φ−1
(
∂φ
∂xi
(m)
)
où ∂∂xi désigne la dérivée par rapport
au ième vecteur de base dans Rn, i.e ∀ξ, ζ ∈ TmM ,
∃(ξi)i∈J1,nK, (ζi)i∈J1,nK, ξ = n∑
i=1
ξi∂xi(m) ; ζ =
n∑
i=1
ζi∂xi(m) .
La métrique en m est alors donnée par :
gm(ξ, ζ) =
n∑
i,j=1
gi,j(m)ξiζj avec gi,j(m) = g
(
∂xi(m), ∂xj (m)
)
.
Autrement dit :
g =
n∑
i,j=1
gi,j∂xi ⊗ ∂xj noté abusivement par la suite
n∑
i,j=1
gi,j∂xi∂xj .
Remarquons que la construction ci-dessus est équivalente à se donner, pour tout
m ∈ U , une matrice symétrique définie positive gm dont les coefficients sont des fonctions
C∞ de m telle que :
∀ξ, ζ ∈ TmM, 〈ξ | ζ 〉m = tξgmζ
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Definition A.17. On appelle métrique riemannienne et on note g l’application
g : M →
⊔
m∈M
(
TmM × TmM
)R
m 7→ gm : (ξ, ζ) 7→ 〈ξ | ζ 〉m tel que ξ, ζ ∈ TmM .
Theorem A.18
Pour toute variété M , il existe au moins une métrique riemannienne.
Proposition A.19
Soit (U , φ) et (U ′, φ′) deux cartes locales deM dans lesquelles les coordonnées
locales s’écrivent respectivement (xi) et (x′i) et où est la métrique est donnée
par (gi,j) et (g′i,j). Alors
(g′i,j) = tΦ−1(gi,j)Φ−1
où Φ désigne la matrice jacobienne de la fonction de transition φ′ ◦ φ−1.
On est ainsi à même de remplir notre objectif, i.e de mesurer des déplacements le
long de la variété M :
Definition A.20. Soit γ : [0, a] → M une courbe continue et C 1 par morceaux : soit
en particulier (0 = a0 < a1 < . . . < an = a) la partition de [0, a] telle que γ soit C 1 sur
chacun des ]ak, ak+1[. On définit alors la longueur de γ par :
l(γ) =
n−1∑
i=0
∫ ai+1
ai
∥∥∥∥dγdt (γ(t))
∥∥∥∥
γ(t)
dt .
En particulier, si γ est C 1 sur ]0, a[, l(γ) =
∫ a
0 ‖dγdt (γ(t))‖γ(t) dt.
Example : On se place sur R2 munit de sa structure euclidienne. Soit γ : [0, pi] → R2 définie
par γ(t) = eit, autrement dit γ parcourt S1 dans le sens trigonométrique. Dans une carte
évidente on peut écrire γ comme γ(t) = (cos(t), sin(t)) d’où :〈
γ′(t)
∣∣ γ′(t)〉
γ(t) = sin
2 t+ cos2 t = 1 et l(γ) =
∫ pi
0
dt = pi
qui est le résultat attendu. Cette définition semble donc, de premier abord, cohérente.
II – 2. Connexion de Levi-Civita
Nous avons dans les subsections précédentes défini des espaces tangents en chacun des
points de notre variété. On aimerait à présent pourvoir les relier les uns aux autres
afin de pouvoir étudier des champs de vecteurs tangents comme des objets "continus" et
notamment les dériver, dans un sens à préciser.
– 195 –
Annexe A : Des notions de géométrie riemannienne
Definition A.21. Une connexion sur une variété (lisse)M est une application bilinéaire
∇ de C∞(TM)× C∞(TM) dans C∞(TM) telle que :
∀X,Y ∈ C∞(TM) et f ∈ C∞(M),
∇fXY = f∇XY et ∇X(fY ) = (X · f)Y + f∇XY
où X · f désigne la dérivée directionnelle de f dans la direction X est définie comme
précédemment par :
X · f : M → M
m 7→ Dmf ·Xm .
On parle également de dérivée covariante.
Figure A.3 – Connexion affine sur la sphère
Definition A.22. On définit la torsion de la connexion ∇ par
∀X,Y ∈ C∞(TM), T∇(X,Y ) = ∇XY −∇YX − [X,Y ] .
Si ∇ est de torsion nulle, on dit qu’elle est symétrique ou sans torsion.
Theorem A.23
Il existe, pour toute variété riemannienne une unique connexion symétrique
consistante avec la métrique, i.e telle que pour tout champs de vecteur X,
Y , Z,
Z · g(X,Y ) = g (∇ZX,Y ) + g (X,∇ZY ) .
On dit aussi que g est parallèle pour cette connexion et on l’appelle connexion de Levi-
Civita ou connexion canonique pour la métrique g.
Proposition A.24
Soit g une métrique riemannienne, X et Y deux champs de vecteurs définis
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dans des coordonnées locales par :
g =
n∑
i,j=1
gi,j∂xi∂xj ; X =
n∑
i=1
Xi∂xi ; Y =
n∑
i=1
Yi∂xi .
Alors, dans ces mêmes coordonnées,
∇XY =
n∑
i=1
 n∑
j=1
Xj
∂Yi
xj
+
n∑
j,k=1
ΓijkXjYk
 ∂xi
où les Γijk sont définis par la relation ∇∂xj ∂xk =
n∑
i=1
Γijk∂xi .
Les Γijk sont appelés symboles de Christoffel et, de manière explicite :
Γijk =
1
2
n∑
l=1
(gi,j)−1
(
∂gk,l
∂xj
+ ∂gl,j
∂xk
− ∂gj,k
∂xl
)
.
a. Dérivée covariante le long d’une courbe
Avant d’introduire la notion de géodésique on formalise dans ce paragraphe la notion de
déformation infinitésimale d’une courbe.
Definition A.25. Un champ de vecteur le long d’une courbe γ : I ⊂ R → M est une
courbe X : I → TM telle que X(t) ∈ Tγ(t)M pour tout t ∈ I.
Example : De manière naturelle, γ′(t) est un champ de vecteur le long de la courbe γ.
Theorem A.26
Soit ∇ la connexion de Levi-Civita associée à M et γ : I → M une courbe
sur M . Il existe un unique opérateur que l’on note Dt défini sur l’espace
vectoriel des champs de vecteurs le long de γ tel que, pour tout tel champ
X :
1. Pour toute fonction f : I → R lisse,
Dt(fX)(t) = f ′(t)X(t) + f(t)DtX(t) .
2. S’il existe un voisinage de t0 dans I tel que X soit la restriction à γ
d’un champ de vecteur Y défini sur un voisinage de γ(t0) ⊂M , alors :
DtX(t0) =
(
∇γ′(t0)Y
)
γ(t0)
.
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Proposition A.27
Soit X et Y deux champs de vecteurs le long de γ. Alors :
dt
dtg (X(t), Y (t)) = g (DtX(t), Y (t)) + g (X(t),DtY (t)) .
II – 3. Géodésiques
Nous commençons par définir formellement la notion de courbe de "plus courte dis-
tance", ce qui permet de munir M d’une distance (proposition A.30) compatible avec
sa topologie. Enfin, la proposition donne l’équivalence entre la définition suivante et la
minimisation d’une fonctionnelle d’énergie.
On reprend les notations du paragraphe précédent et ∇ désigne la connexion de
Levi-Civita et Dt l’opérateur défini en A.26.
Definition A.28. Une courbe paramétrée γ sur M est une géodésique si ∇γ′γ′ = 0,
autrement dit Dtγ′ = 0.
En particulier, d’après la proposition A.27, la norme de γ′(t) est constante.
En effet :
1
2g
(
γ′(t), γ′(t)
)
= g
(Dtγ′, γ′) = 0 .
Et, dans des coordonnées locales où x(t) s’écrit (x1(t), . . . , xn(t)), pour tout i ∈ J1, nK,
d2xi
dt2 +
n∑
j,k=1
Γijk (x(t))
dxk
dt
dxj
dt = 0
et on a un moyen "simple" de calculer les géodésiques en résolvant l’équation ci-dessus.
Le théorème suivant donne l’existence et l’unicité locale des géodésiques. Non seule-
ment l’existence n’est pas gratuite au vu de la définition mais, surtout, il faut bien
prendre garde que cette unicité est uniquement locale. Pour s’en convaincre, on peut
considérer le cas d’une sphère (figure A.4) : il existe bien-évidement une infinité de
géodésiques reliant deux pôles opposés. . .
Theorem A.29
Soit m0 ∈ M . Il existe un ouvert U ⊂ M , m0 ∈ U et ε > 0 tel que pour
tout m ∈ U et v ∈ TmM vérifiant |v| < ε il existe une unique géodésique
γv : ]−1, 1[→M vérifiant γv(0) = m et γ′v(0) = v.
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Example : Dans le cas M ≡ Rn, une courbe γ sur M est une géodésique ssi :
Dtγ′(t) = 0 ⇐⇒ γ′′(t) = 0 ⇐⇒ ∃ x0, v ∈ Rn, γ(t) = x0 + tv .
Autrement dit, les géodésiques sont les lignes droites paramétrisées à vitesse constance, ce
qui est cohérent avec l’idée que l’on se fait de "plus court chemin".
Figure A.4 – Géodésiques sur la sphère S2
On rappelle la définition de longueur d’une courbe vu précédemment (définition A.20)
et qui, dans le cas d’une courbe γ : I →M de classe C 1 donne :
l(γ) =
∫
I
∥∥∥∥dγdt (γ(t))
∥∥∥∥
γ(t)
dt .
On suppose à présent que M est connexe, ce qui est le cas de l’espace des formes et
on définit pour tout x, y ∈M :
d(x, y) := inf{l(γ) | γ C 1 par morceaux reliant x à y} .
Proposition A.30
d ainsi définie est une distance sur M qui respecte la topologie de M .
Theorem A.31
Pour tout point m0 de M il existe un voisinage U de m0 et un ε > 0 tel que
pour tout x, y ∈ U il existe une unique géodésique γ de longueur au plus ε
reliant x et y. De plus, l(γ) = d(x, y).
Plus précisément, on peut montrer que les géodésiques minimisent localement la
distance. Encore une fois, ce résultat est uniquement local.
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Definition A.32. Soit γ : I →M une courbe C 1 par morceau sur M . On définit l’éner-
gie de γ par la quantité
E(γ) = 12
∫
I
∥∥∥∥dγdt
∥∥∥∥
γ(t)
dt
quitte à considérer, comme pour la distance, une subdivision sur laquelle γ est C 1. . .
Proposition A.33
Soit γ0 : [a, b]→M une courbe C 1 par morceaux.
1. Si γ0 minimise la distance de γ0(a) à γ0(b), i.e si d(γ0(a), γ0(b)) = l(γ0),
et si γ0 est paramétrisée proportionnellement à "arclength", alors γ0 est
une géodésique.
2. Si pour toute courbe γ reliant γ0(a) et γ0(b) E(γ)) 6 E(γ0), alors γ0
est une géodésique. En particulier, elle est alors paramétrisée propor-
tionnellement à "arclength".
Ce résultat est important pour l’appariement de forme car, le plus souvent, on préfère
voir la distance entre deux formes A et B comme un coût de déformation pondérer par
une contrainte d’attache aux données.
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Résultats complémentaires
sur les courants
La présente annexe redonne, en français, des résultats élémentaires sur les courants.
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I. Formes extérieures
On rappelle ici quelques résultats fondamentaux sur les courants, dont une des uti-lisations dans le cadre de l’anatomie computationelle est « l’encodage de formes »
comme décrit au chapitre 4. On se base principalement sur la thèse de doctorat de
Glaunès (2005) et les notes de cours de Viterbo (2013).
I. Formes extérieures
Soit E un espace vectoriel de dimension n sur R. On note ⊗pE∗ l’ensemble des formes
p-linéaires sur E. C’est un espace vectoriel sur R.
Definition B.1. Une forme p-linéaire η sur E est dite alternée si pour i 6= j on a
∀x1, . . . , xp ∈ E, η(x1, . . . , xi−1, xi, xi+1, . . . , xj−1, xj , xj+1, . . . , xp)
= −η(x1, . . . , xi−1, xj , xi+1, . . . , xj−1, xi, xj+1, . . . , xp) .
On note ΛpE∗ l’espace des formes p-linéaires alternées sur E, dites aussi formes exté-
rieures.
Example : • Par convention, Λ0E∗ = R ;
• L’espace Λ1E∗ s’identifie au dual E∗ de E, i.e à l’espace des formes linéaires sur E. Il est
donc en particulier de dimension n ;
• Le déterminant dans une base est un élément de ΛnE∗.
Proposition B.2
Une forme p-linéaire η est alternée si et seulement si pour toute famille liée
(x1, . . . , xp) ∈ Ep, η(x1, . . . , xp) = 0.
Proposition B.3
Soit η ∈ ΛpE∗. On a :
∀σ ∈ Sp, ∀x1, . . . , xp ∈ E, η(x1, . . . , xp) = ε(σ) η(xσ(1), . . . , xσ(p))
où ε est le morphisme signature.
Definition B.4. Soit α ∈ ⊗pE∗, on appelle partie alternée de α et on note P (α) la
forme extérieure vérifiant :
∀x1, . . . , xp ∈ E, P (α)(x1, . . . , xp) = 1
p!
∑
σ∈Sp
ε(σ)α(xσ(1), . . . , xσ(p)) .
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On vérifie facilement que P (α) est bien dans ΛpE∗. On peut maintenant définir un
« produit » sur les forme extérieures :
Definition B.5. Soit α ∈ ΛpE∗ et β ∈ ΛqE∗. On appelle produit extérieur de α et β
et on note α ∧ β la (p+ q)-forme extérieure qui vérifie : ∀x1, . . . , xp+q ∈ E, ,
α ∧ β(x1, . . . , xp+q) = 1
p! q!
∑
σ∈Sp+q
ε(σ)α(x1, . . . , xp)β(xp+1, . . . , xp+q) .
Proposition B.6
Soit α ∈ ΛpE∗, β ∈ ΛqE∗ et γ ∈ ΛrE∗. Alors :
α ∧ β = (−1)p qβ ∧ α et α ∧ (β ∧ γ) = (α ∧ β) ∧ γ .
Le produit extérieur est donc associatif et « presque » commutatif. Il est également
distributif. Le produit extérieur permet de doter d’une structure d’algèbre l’ensemble
suivant que l’on appelle alors algèbre extérieure :
Λ•E∗ :=
+∞⊕
p=0
ΛpE∗ .
Theorem B.7 (Structure des formes extérieures)
Soit (e1, . . . , ep) une base de E et (dx1, . . . ,dxn) sa base duale. L’espace
vectoriel ΛpE∗ est engendré par les éléments de la forme
dxi1 ∧ · · · ∧ dxip , où 1 6 i1 < · · · < ip 6 n .
Par conséquent :
dimR(ΛpE∗) =
(
n
p
)
.
Example : Le déterminant dans la base (e1, . . . , en) s’écrit det = dx1 ∧ · · · ∧ dxn.
II. Formes différentielles et courants
Definition B.8. On appelle p-forme différentielle sur E, ou forme différentielle de degré
p sur E, toute application continue
ω : E → ΛpE∗ .
L’ensemble des p-formes différentielles extérieures se note Ωp(E).
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Example : 1. Ω0(E) est l’ensemble des fonctions continues de E dans R ;
2. Si f est une fonction de classe C 1 de E dans R, alors sa différentielle df s’assimile à
un élément de Ω1(E).
D’après le théorème de structure des formes extérieures, un élément ω ∈ Ωp(E) peut
s’écrire sous la forme
ω(y) =
∑
i1<···<ip
gi1,...,ip(y) dxi1 ∧ · · · ∧ dxip .
Dans le cas d’une fonction continument différentiable f on retrouve alors pour la 1-forme
différentielle df l’écriture
df(y) =
n∑
i=1
∂f
∂xi
(y) dxi .
Definition B.9. Notons Ωp0(E) l’ensemble des p-formes différentielles à support com-
pact. On appelle courant au sens de De Rham, ou p-courant tout élément de l’espace
dual
(
Ωp0(E)
)∗
.
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Titre : Modèles statistiques et algorithmes stochastiques pour l’analyse de données longitudinales à dynamiques multiples
et à valeurs sur des variétés riemanniennes.
Mots Clefs : Géométrie riemannienne, Données longitudinales, Optimisation stochastique, Modèles non-linéaires à effets-
mixtes, Algorithmes de type EM, Analyse spatio-temporelle.
Résumé : Par delà les études transversales, étudier l’évolution
temporelle de phénomènes connait un intérêt croissant. En effet,
pour comprendre un phénomène, il semble plus adapté de compa-
rer l’évolution des marqueurs de celui-ci au cours du temps plutôt
que ceux-ci à un stade donné. C’est par exemple le cas pour le
suivi de chimiothérapie qui repose de plus en plus sur la compré-
hension de la progression globale de la maladie que sur que l’état
de santé ponctuels des patients.
Les modèles à effets mixtes ont prouvé leur efficacité dans l’étude
des données longitudinales, notamment à dans le cadre d’ap-
plications médicales. Des travaux récents ont notamment per-
mis l’étude de données complexes, telles que des données anato-
miques. L’idée sous-jacente est de modéliser la progression tem-
porelle d’un phénomène par des trajectoires continues dans un es-
pace de mesures, que l’on suppose être une variété riemannienne.
Sont alors estimées conjointement une trajectoire moyenne re-
présentative de l’évolution globale de la population, à l’échelle
macroscopique, et la variabilité inter-individuelle. Cependant, ces
travaux supposent une progression unidirectionnelle et échouent
à décrire des situations telles que la sclérose en plaques ou le suivi
de chimiothérapie. En effet, pour ces pathologies, vont se succé-
der des phases de progression, de stabilisation et de remision de
la maladie, induisant un changement de la dynamique d’évolution
globale.
Le but de cette thèse est de développer des outils méthodologiques
et algorithmiques pour l’analyse de données longitudinales, dans
le cas de phénomènes dont la dynamique d’évolution est multiple
et d’appliquer ces nouveaux outils pour le suivi de chimiothéra-
pie. Nous proposons un modèle non-linéaire à effets mixtes dans
lequel les trajectoires d’évolution individuelles sont vues comme
des déformations spatio-temporelles d’une trajectoire géodésique
par morceaux et représentative de l’évolution de la population.
Nous présentons ce modèle sous des hypothèses très génériques
afin d’englober une grande classe de modèles plus spécifiques.
L’estimation des paramètres du modèle géométrique est réalisée
par un estimateur du MAP dont nous démontrons l’existence et
la consistance sous des hypothèses standards. Numériquement,
du fait de la non-linéarité de notre modèle, l’estimation est réa-
lisée par une version stochastique de l’algorithme EM, à savoir
l’algorithme MCMC-SAEM. La convergence du SAEM vers les
maxima locaux de la vraisemblance observée ainsi que son ef-
ficacité numérique ont été démontrées. En dépit de cette per-
formance, l’algorithme SAEM est très sensible à ses conditions
initiales. Afin de palier ce problème, nous proposons une nouvelle
classe d’algorithmes SAEM dont nous démontrons la convergence
vers des minima locaux. Cette classe repose sur la simulation par
une loi approchée de la vraie loi conditionnelle dans l’étape de si-
mulation. Enfin, en se basant sur des techniques de recuit simulé,
nous proposons une version tempérée de l’algorithme SAEM afin
de favoriser sa convergence vers des minima globaux.
Title: Statistical models and stochastic algorithms for the analysis of longitudinal Riemanian manifold valued data with
multiple dynamic
Keywords: Riemannian geometry, Longitudinal data, Stochastic optimization, Non-linear mixed-effect models, EM-like
algorithms, Spatio-temporal analysis.
Abstract: Beyond transversal studies, temporal evolution of
phenomena is a field of growing interest. For the purpose of un-
derstanding a phenomenon, it appears more suitable to compare
the evolution of its markers over time than to do so at a given
stage. For instance, efforts in chemotherapy monitoring rely more
and more on the understanding of the global disease progression
and not only on punctual states of health.
Mixed effects models have proved their efficiency in the study of
longitudinal data, especially for medical purposes. Recent works
allowed the study of complex data, such as anatomical data. The
underlying idea is to model the temporal progression of a phe-
nomenon by continuous trajectories in a space of measurements,
which is assumed to be a Riemannian manifold. Then, both
a group-representative trajectory and inter-individual variability
are estimated. However, these works assume an unidirectional dy-
namic and fail to encompass situations like multiple sclerosis or
chemotherapy monitoring. Indeed, such diseases follow a chronic
courses, with phases of worsening, stabilization and improvement,
inducing changes in the global dynamic.
This thesis is devoted to the development of methodological tools
and algorithms suited for the analysis of longitudinal data aris-
ing from phenomena that undergo multiple dynamics and to ap-
ply them to chemotherapy monitoring. We propose a nonlinear
mixed effects model in which individual trajectories are seen as
spatio-temporal deformation of representative piecewise-geodesic
trajectory of the global progression. We present this model under
very generic assumptions in order to encompass a wide range of
more specific models.
The estimation is formulated as a well-defined MAP problem
which we prove to be consistent under mild assumptions. Numer-
ically, due to the non-linearity of the proposed model, the estima-
tion of the parameters is performed through a stochastic version
of the EM algorithm, namely the MCMC-SAEM algorithm. The
convergence of the SAEM algorithm toward local maxima of the
observed likelihood has been proved and its numerical efficiency
has been demonstrated. However, despite appealing features, the
limit position of this algorithm can strongly depend on its start-
ing position. To cope with this issue, we propose a new version of
the SAEM in which we do not sample from the exact distribution
in the expectation phase of the procedure. We first prove the
convergence of this algorithm toward local maxima. Then, with
the thought of the simulated annealing, we propose an instantia-
tion of this general procedure to favor convergence toward global
maxima: the tempering-SAEM.
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