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ABSTRAK 
Pada Skripsi ini dibahas mengenai metode estimasi parameter yang dimodifikasi pada 
regresi kuadrat terkecil parsial atau Modified Partial Least Square Regression (MPLSR). 
Ide utama dari metode MPLSR ini adalah menggunakan proyeksi ortogonal untuk 
menghilangkan elemen pada 𝑋 yang tidak berkorelasi dengan 𝑦. Metode estimasi 
parameter dibagi menjadi dua tahap yaitu pertama, mengestimasi parameter koefisien 
regresi pada Partial Least Square Regression  (PLSR) sehingga diperoleh model penduga 
regresi 𝑦 𝑃𝐿𝑆𝑅 = 𝑋𝛽 𝑃𝐿𝑆𝑅 . Kedua, memproyeksikan 𝑦 𝑃𝐿𝑆𝑅  pada ruang komplemen 
ortogonal dari matriks komponen 𝑈 sehingga diperoleh estimasi parameter pada MPLSR 
yaitu 𝐷𝛽 𝑃𝐿𝑆𝑅 . Berdasarkan uji kecocokan model regresi menggunakan 𝑅
2 dan MSE pada 
suatu contoh data penerapan diperoleh bahwa metode MPLSR memberikan model 
penduga regresi yang lebih baik dibandingkan metode PLSR. 
Kata Kunci : Modified Partial Least Square Regression, Partial Least Square 
Regression, Proyeksi Ortogonal. 
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