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1. INTR~DuC~~N 
For some time now, the modulus of smoothness has been used by 
approximation theorists as a neat measure of the structural properties of a 
function. For example, most theoretical estimates for the order of 
approximation of functions by say, polynomials or splines, are now given 
in terms of such a modulus. 
Such theoretically elegant results are, however, not always easy to use in 
practice. Very often the potential user will have a particular function, and 
will require a quantitative estimate of its order of approximation. Such an 
estimate depends in turn on an accurate calculation of the order of the 
modulus of smoothness of the given function. This is often a difficult task, 
even in the relatively simple case of a first order modulus of a univariate 
function under the uniform norm. For high order moduli of multivariate 
functions with respect to say, &-norms, such a task becomes virtually 
impossible. The difficulties are compounded by the fact that, although we 
can often get some sort of estimate for the order of the modulus, it is 
usually very difficult to make sure that our estimate is sharp. 
In this paper we shall introduce certain classes of multivariate functions 
which are characterised by the singularities of their elements. For functions 
from these classes we shall obtain sharp estimates of the modulus of 
smoothness of any order with respect to both the L,- and uniform norms. 
In doing so we make the theoretical approximation theory for these classes 
of functions more accessible to the practical user. 
The classes of functions which we will be able to handle will include 
those which contain a finite number of algebraic or logarithmic 
singularities. For example, let Q G R” be a bounded domain with a suitably 
smooth boundary. Suppose Q contains the zero vector, let a > 0, 1~ q < co, 
and define f: Q + C by 
f(t) = Ifla-n’q, 
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where 1.1 denotes the usual Euclidean norm on R”. Then in Theorem 5 of 
Section 3, we shall prove that 
Wk(f, z)q = 
O(O, kEN,k>a, 
O(zk), keN(, k<a, 
(1.1) 
where wk(f, z)~ denotes the kth order modulus of smoothness of f in 
L,(Q), with parameter r > 0. 
Theorem 5 also contains much more general results than those given in 
this example. In fact estimate (1.1) can still be obtained when f contains a 
number of algebraic or logarithmic singularities, provided the dominant 
singularity in f is 1 tl a - n’q. 
The relevance of results like (1.1) becomes clearer when we look at some 
recent developments in approximation theory. If Q c R” is a cube with side 
length r then Brudnyi [S] has shown that for each f E L,(Q), 1 < q ,< co, 
there exists a multivariate polynomial p of total degree <k - 1 such that 
itf - p/iq 6 cok(f, z)q~ (1.2) 
where the norm and the modulus are evaluated in L,(Q), and C depends 
only on k and n. The estimate (1.2) leads to analogous results for piecewise 
polynomial approximation. For example (see Brudnyi [6]), if LJ = [0, 1 I”, 
and IZ denotes the partition of LJ into equal cubes of side length r, then for 
any f E L,(Q), there is a function p on 52 which is polynomial of degree 
<k - 1 on each of the cubes in Z7, and is such that 
ilf - piiq G cok(f, z)q. (1.3) 
In (1.3) C again depends only on k and n, and the norm and modulus are 
evaluated in L,(Q). 
In fact, the literature contains a long tradition of approximation 
theoretic results like (1.2) and (1.3). A good review of a variety of results 
for the univariate case is given by De Vore [8], while spline approximation 
of multivariate functions has been developed by de Boor and Fix [2], 
Dahmen, De Vore, and Scherer [7], Munteanu and Schumaker [ 153, as 
well as in the aforementioned papers by Brudnyi [S, 61. The developments 
of this paper show how estimates like those in the literature may be quan- 
tified for a large class of given functions f: 
The main results of the paper are proved in Section 3. In Section 2 we 
introduce the modulus of smoothness and briefly review its properties. We 
also introduce in Section 2 a certain class of Banach function spaces-the 
Nikol’skii spaces-which are characterised by the behaviour of the moduli 
of smoothness of their members. The properties of these spaces are used in 
the development of Section 3. In Section 4 we calculate numerically the 
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moduli of smoothness of some typical functions. The results show that, up 
to machine accuracy, the estimates of Section 3 are, in general, sharp. 
In the literature some attention has been given to the practical 
calculation of the modulus of smoothness. Brenner, Thorn&e, and Wahlbin 
[S] give two examples of typical elements of univariate Besov spaces. Since 
the Nikol’skii spaces discussed in Section 2 are particular cases of Besov 
spaces, the examples in [4] can be viewed as statements about the moduli 
of smoothness of certain functions. In Trebels [ 191 (and in the references 
given there), results are obtained on the modulus of smoothness of 
functions whose Fourier transforms are known. 
Estimates of the type proved in this paper have been used in [ 10, 111 to 
obtain convergence results for the solution of one- and two-dimensional 
integral equations using spline bases. 
2. MODULUS OF SMOOTHNESS AND PROPERTIES 
The best surveys of properties of the modulus of smoothness are to be 
found in [ 12, 13, 16, 181. We shall briefly summarise the important proper- 
ties using the notation of [13]. 
Let N denote the positive integers and let IV0 = N u (0). Throughout the 
paper Sz will denote a bounded domain in R”. Thus when n = 1, D is simply 
an open interval. We shall set 
D= sup lx-y1 
x,.vcQ 
(i.e., D is the diameter of 0). Some of the results of this paper will require 
additional conditions on a; these will be stated when they are required. Let 
8 denote the zero vector in UP. 
We denote by C(Q) the set of all functions which are defined and con- 
tinuous on Q. We let L,(Q) (1 < (I < co ) denote the usual Lebesgue space 
on A2, and let C(n) denote the space of functions which are bounded and 
uniformly continuous on 52. We note that L,(Q) and C(d) are Banach 
spaces and we denote their norms by 11. II+ and jI*II a,R, respectively, or 
just II. II4 and II- II m, if 52 is understood. For the multiindex 
p = (B1, /I2 ,..., 8,) E KY’, of degree IpI= /I1 + & + *a. + /3,, we use DB to 
denote the differential operator (~/~~~)~I * ’ - (~/~x~)~~, all derivatives being 
in the dist~butional sense [I]. Let TE f+J, I <q < co. We define IV$2) to 
be the (Sobolev) space of all functions f such that Dsfc L,(a), for all 
0 6 l/II < r, and C(Q) to be the space of all functions f with the property 
that DBf~ C(D), for all 0 d IflI < r. Then Wq(s2) is a Banach space under 
the norm 
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and C(D) is a Banach space under the norm 
(see [ 1, pp. 9, 44-453). 
For r E No, 1 <q < co, we then define (see [13]) H$sZ) as follows. 
fqw = kp)> l<q<oo, Ho,(Q) = cm, 
qw = fqft), l<q<oo, H’,(Lq = C(i2). 
For any h E R”, we define 
f2,=(tEa:t+shEszforO~~611). 
Then, for functions defined on fl and k E N,, we can define, for t E Gkh, the 
kth order forward difference off 
Lgf(r)= i (-1)k-r ‘: 
0 
f(t -t rh). 
r=O 
(Note that when k=l we have just dJ(t)=f(t+h)-f(t).) For 
1 < q < co, k E No, the kth order modulus of smoothness is then a function 
given by 
Among the properties of the modulus of smoothness, we then have the 
following. 
(i) For fixed f~q(Q), ICE N, 1 < qd co, wk(J r)q is a nondecreas- 
ing function of r satisfying 
%(f, z)q --) 0 as z +O, 
for any k E N. 
(ii) For. fixed t > 0, k E No, we have 
(2.1) 
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(iv) For k E N, f E H{(Q) with 1~ j < k, and T > 0, we have 
ok(f, z)q G cz’ sup Wk-j(D@f, T)q (2.2) 
181 =j 
with C inde~ndent of r. 
Throughout this paper, we shall have occasion to use statements of the 
form 
where f(r) and #( r are nonnegative functions of r >O. This will always ) 
mean that there exists a constant C (independent of r), such that 
Now, for 01> 0 and 1 <q< co, we introduce (see [16, p. 1591) the 
Nikol’skii space N;(B). Let r, p E N, be such that r > tl- p >O. We call 
(I, p) an admissible pair for CI. Then, by definition, f~ N/5(G) if fo L,(Q), 
and there exists a constant M such that 
II4 @!fll sn,h~M lw--p, (2.3) 
for all multi-indices fi with I/?1 = p, and all h E R”. Then N;(a) is a Banach 
space under the norm 
IVIlE& = Ilfll, + Ifla,q~ 
with the seminorm )fla,q given by 
Ifl.,,=infM 
where M is the constant appearing in (2.3), and the infimum is taken over 
all values of M for which (2.3) is satisfied. 
It is not hard to see that the elements of N;(Q) are ~hara~te~~ by the 
behaviour of their mod&i of smoothness. In fact fo N;(Q) if and only if 
o,(DBf, z)~ = O(T=-~) (2.4) 
for all l/31 = p, where (r, p) is any admissible pair for CL. 
To clarify the defmition of N;(Q) further, we look at the simplest exam- 
ple of an admissible pair for CI. If we let [a] E: N,, and 0 < 01~ < 1 be such 
that 
a= [a]+cq), (2.5) 
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then if 0 < a,, < 1 (1, [cr]) is an admissible pair, whereas if a, = 1, (2, [a]) is 
an admissible pair. This leads to the observation that f~ N;(O) if and only 
if 
f%(Ps, dq = wTao), IPI = Cal, 0 < a0 < 1, 
%(@f, Qq = O(z), WI = Cal, a0 = 1. 
The definition of 11. I/ oL,9 given above depends on the choice of admissible 
pair. However it is shown by Nikol’skii in [ 163 that norms springing from 
distinct admissible pairs are pairwise equivalent provided the condition (i) 
of the following theorem in satisfied. We shall always assume that con- 
dition (i) is satisfied when we use N;(G). 
THEOREM (Nikol’skii’s imbedding theorem). (i) Suppose the boundary 
r of $2 has the following property. For any x0 E r there exists a rectangular 
coordinate system (t,,..., 5,) with origin at x0 and a cube 
A:= {l~il<t?,:j=l,...,n}, 
such that A n r may be described by an equation 
5, =*(A), 
f or 
SEA’ := {(t,,..., 5,-,):15il<rlr,j=1,...,n-1}, 
where $ satisfies the Lipschitz condition 
IK4) - b4Ml G c I& -&I, 4, &EA’, 
and C is independent of 1 I, &. 
(ii) Let 1 <p<q<co and fi=a-n(l/p- l/q)>O. 
Then we have the continuous imbedding 
Aysz) s Np2). (2.6) 
Proof For a proof the reader is directed to [ 16, pp. 236-237, 3811. 
The nice thing about (2.6) is that, given a function in a certain L,- 
Nikol’skii space, we can, from any q > p calculate very easily which L,- 
Nikol’skii space that function naturally lies in. When q > p, we have jI < c( 
and so, in effect, we are obtaining extra integrability at the cost of giving 
away some smoothness. The parallel of this process, using (2.4), is that 
estimates for the L,-modulus of smoothness of any function may be used to 
infer estimates for the L,-modulus, for all q > p. This observation is very 
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useful in the developments of Section 3, where we estimate the &-modulus 
of a class of functions and then apply the above observations to obtain 
results about the &-modulus for any q > 1, without any further painful 
calculations. 
We are now ready for the main results of this paper. 
3. THE MAIN RESULTS 
The main results depend on a technical lemma (Lemma 1) which is 
stated and proved below. 
From now on, let A = (a I ,..., a, > be a fixed subset of a. For t E 52, we 
define the function 
a,(t)= min It-ajl. 
j  = I,...,m 
Thus a,(t) is the distance of t from A. 
For any 6 > 0 and t E R”, the open ball centred on t with radius 6 will be 
denoted by B(t, 6). The set Uy!, B(uj, 6) will be denoted by B(A, 6). 
Throughout the remainder of this paper, C will denote a generic positive 
constant which may depend on various quantities at various times, but will 
never depend on h or T. 
LEMMA 1. Let hER”, and let feL,(Q). 
(i) Suppose that for IiJ = 1, Dif E C(Q\A). Then 
llA,zf II l,R* G c 
[ 
Ilf II l,RnB(A,2lhl) + Ihl ,,;, J; IPYII ,,n\~(a,wt,j a], 
I 
provided the second term on the right-hand side is a convergent repeated 
integral. 
(ii) Suppose the conditions of(i) are satisfied for Ii] = 2 also. Then 
I&f II 1,Ra G c llfll l,RnB(A,4lhl) 
provided the second term on the right-hand side is a convergent repeated 
integral. 
Prooj (i) Observe first that 
IIAJII 1.4 = IIAJII 1,n,,nav(A,pr1) + IIAJ-II I,L+,\B(AI/~I)- (3.1) 
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Now, on use of the inequality 
I~hf(~)l G If(t + h)l + If(t 
it follows easily that 
Dnf II l,nhnB(a,lhl) G 2llf II l,anB(AZ~h()~ 
Also, 
(3.2) 
We then use Fubini’s theorem to reverse the order of integration in (3.3). 
The observation that (t + Ih: I E Q,\B(A, lhl)) G Q\B(A, (1 - 2) l/z]) for all 
1 E (0,l) then yields 
Vhf II l,Rh\B(A,lhl) 
G Ih’ ,J 1 sd I,,,,,,,, - J.),h,) lDm’ dt d3, 
where the final inequality arises simply from the change of variable 
A’ = 1 - 1. Substitution of (3.2) and (3.4) in (3.1) yields the required result. 
(ii) The proof is analogous to (i). Note first that 
ll‘gf II l,ff*h = Il4f II ~,Q,,~B(A,zI~I) + IlAff II 1,sau\~(a,211z1)~ 
Then (cf. (3.2)) 
ll4f II l,n~nRfR,z/hlf 64 llf llSdnB~A,4,h,~* 
(3.5) 
(3.6) 
Since D commutes with d, two successive applications of the technique 
used to prove (3.3) will yield 
M;fll l,&JJ\~(RAhl) 
MODULUSOFSMOOTf3NE% 103 
Then, using Fubini’s theorem and the observation that 
(t+Ah+ph: tESt**\B(A, 2 lhl)) GQ\B(A, (2-A-p) lhl), 
for all (A, p) E (0, 1) x (0, l), we obtain from (3.7), 
Using the changes of variable A’= (1 -A), $ = (1 -p) and substituting, 
along with (3.6) in (3.5) yields the result. 
As we shall see in Lemma 2, the results of Lemma 1 allow us to estimate 
readily the modulus of smoothness of certain classes of functions. The 
approach used here is adapted from a method of Kantorovich and Akilov 
[ 14, pp. 362-365-J (which was later used by Pitklranta [17] and the 
author [9]) to attack a rather different problem, namely the analysis of 
multidimensional singular integrals. 
We shall be concerned mainly with the following class of functions. 
DEFINITION. For p E II%, IE II, we say that f: Q --f @ is in the class K(p, 1) 
if for li( = O,..., 1, ZYf E C(Q\A) and 
lDif(t)l < C(a,(t))pi’i’, t E f2\A, 
with C independent of i and t. When p> 0 we also assume that f e Ccpl(@. 
Classes of functions similar to the above class have been considered by 
other authors (e.g., de Boor and Rice [3]). 
We remark that if f oK(,u, I) and l/I/ = O,..., Z, we then have 
Dflf EK(p- Ifi/, I- 181). Also, if fEK(p, I) and if O<r<f can be chosen 
with r < p + n, then it follows that f~ H;(Q). 
Examples of typical functions in K(p, I) are easily identified. Consider the 
simple case when A = { 0} c fi. Then the function ItIp is in K(y I) for all 
IE N, p E Iw. Perhaps a more illuminating example when p = 0 is the 
function ti//ti (where ti is the ith component of the vector t), which is in 
K(0, I) for all EE IV. For n= 1 the function ~t~~/(ln~t~) is in K(p, I) for all 
IEN, pEE. 
LEMMA 2. (i) Let 0 <a < 1, and let f c K(a - n, 1). Then 
MJ; ?I1 = 1 
wf) (O<a< 1), 
Of7 Iln 4 f (c1= 1). 
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(ii) Let f~ K( 1 -n, 2). Then 
Proof Let h E IV with Ihl <D = diameter of Q. (Note that if IhI > D, 
then Q,= 0 =!SZh, and I(dhfllRh and IldifIlsau will be just zero.) We have 
Ilf II 1,~ni3(4214) = f j” If(t)I dt, 
j=l sa, 
where, for i= l,..., m, Gj= {te52nB(A, 2 [hi): aa( It-ujI}. Then 
Gj~BB(uj, 2 [hi). (To see this, let tEQj. Then tEB(q, 2 lhl) for some 
i= 1 ,..., m, and aa( It-Ujl. Hence It-ail < It-ua,l <2 IhI, yielding 
t E B(uj, 2 IhI).) Thus it follows that 
(3.8) 
Also, if /iI = 1, 
where, for j= l,..., m, Aj= (tEQ\B(A, 1 IhI): a,(t) = It-ujl}. Clearly 
nj~Q\B(uj, ;1 IhI), and so 
lIDif II l,n\~(a,a~/z~) ~,h,) It-ujla-n-l dt* (3.9) 
4, 
Using spherical polar coordinates with origin uj in (3.8) and (3.9), we 
obtain 
Ilf II f 
WI 
I,Q~B(A,~w~) < c t--l dr < C IhI”, (3.10) o 
and 
(3.11) 
Integrating with respect to r in (3.11), and then again with respect to 1, we 
obtain 
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Combination of (3.10) and (3.12) in the estimate of Lemma l(i) yields the 
required result. 
The proof of (ii) uses Lemma l(ii) and follows similar lines to the proof 
of (i). 
Gerard 1. Let n= 1, &I = ( - 1, 1) and consider the function 
f(t) =ln Itl. (Thus A = (6), in this case.) Then it can be shown (see below 
for details) that 
d.L 4 = O(z Iln 4) (3.13) 
and 
@*(A z)t = O(z)* (3.14) 
Looking at this example and the results of Lemma 2 in the case a = 1 we 
see that the class of functions for which (3.14) is satisfied is, in a sense, 
more natural than the class for which 
Further evidence for this assertion can be found in [20], where the class of 
functions satisfying (3.14) is studied. 
The proof of (3.13) is straightforward: Arguments analogous to those 
which obtained (3.10) and (3.12) give 
IV II l,nnB(e,2lhl) 
! 
= OWI Iln IhI I h 
and (3.13) follows from Lemma 1 (i). 
To prove (3.14), we note first that calculation analogous to the above 
will yield 
IIS II l,RnB(8,41hl)= WI Iln I4 I) 
and 
w j; jot Ilf”ll l,n\B(6,(l+~)lhl)d~d~=O(lhl). 
Hence we cannot use Lemma l(ii) directly to obtain (3.14). Instead, we use 
the sharper estimate 
II&f-II I,f2zh G ll4fll l,Pu,nB(t?,z~hl) 
f IhI2 fd J-; Ilf”II LS~\B(B,(L+~MI) 4 dA 
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which follows from (3.5). As observed above, the second term on the right- 
hand side is O(lhl). Also, it can be shown by elementary calculations that 
the first term is 0( lhl) also, and so (3.14) follows. 
Remark 2. The arguments of Lemma 2 may be extended to treat more 
general types of singularities. For example, consider the case when k E IV,, 
1 E IV, 0 < a < 1, and f satisfies, for I il = 0, l,..., 1, 
DYE C(Q\A) with lDy(ct)l < C(ln(o,(t)))k(a,(t))il-“-lil, (3.15) 
Then if (3.15) is satisfied for I= 1, arguments analogous to Lemma 2(i) 
show that 
Wl(f, T)’ = 
i 
O(T’ Iln 21”) (O<cl< l), 
O(T Iln rl”“) (a= l), 
whereas arguments analogous to Lemma 2(ii) show that if a = 1 and (3.15) 
is satisfied for 1= 2, then 
df, 4’ = O(T Iln ~1~). 
Recall now the notation (2.5). 
THEOREM 3. (i) Let IX> 0, and let f~ K(LY - n, [a] + 1). Then if k E N, 
i 
Obk), k < ct, 
wk(f, zh = OtTa), k>a$N, 
O(T’ Iln 4 ), k>o!EN. 
(ii) Let CCEN, andletfEK(a-n, [a]+2). Then ifkEN, 
Okt-6 zh = otTa Iln d 1, k = a, 
o(a k > a. i 
Wk), k < a, 
Proof First, note (see the discussion following the definition of IQ, I)) 
that, under the conditions of either (i) or (ii), we have f E IIF*]( Hence 
for k < a, we have k < [a] and so use of (2.2) yields 
‘%(f, Th = OtTk), 
proving the first estimate for each of (i) and (ii). We now prove the remain- 
ing estimates. 
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(i) When kE N and k> a# N or k>aE N, it follows easily that 
k 2 [a] + 1. Hence (2.1), (2.2), and Lemma 2(i) yield 
w,(f,7),<C7Ca' sup %wx 7h 
IBI = Cal 
i 
c7 C~17”0 
< 
(k>a#N), 
C7Ca17ao Iln z[ (k>aEN), 
i 
O(7co (k>a#N), 
= O(za Iln 71) (k>aEN). 
The second inequality follows from Lemma 2(i), since @f~ K(a, - n, 1) for 
I/II = [a], and a0 < 1 when a 4 N, whilst a0 = 1 when CI E fU 
(ii) Since K(cr-n, [a] + 2) <K(a -n, [CY] + l), the second estimate of 
(ii) has already been proved in (i). For the third estimate, let k > a E N, we 
have k 3 [a] + 2 and so (2.1), (2.2) and Lemma 2(ii) yield 
= O(7"). 
Again, the seond inequality follows from Lemma 2(ii) since 
DBfc K( 1 -n, 2), for l/II = [a]. 
In the following corollary, the results of Theorem 3 are used to obtain 
typical elements of the L,-Nikol’skii spaces introduced in Section 2. 
Assume from now on that condition (i) of Nikol’skii’s imbedding theorem 
is satisfied. 
COROLLARY 4. Let a > 0. Zf either 
fEK(a-n, [a]+l) (aeN 
or 
fcK(a-n, [a] +2) (NE NJ, 
then f~ N:(Q). 
Proof: Let k E N with k > a. Then Theorem 3 implies that 
%(f, 7)1=0(7=). 
Since (k, 0) is an admissible pair for a, it follows that f E NT(Q). 
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The final result of this section uses Nikol’skii’s imbedding theorem and 
the results that we have already obtained above to calculate the modulus of 
smoothness of certain classes of functions with respect to a general L,- 
norm. 
THEOREM 5. Let a >O, l<qboo and suppose f E K(a - n/q, 
[a - n/q + n] + 2). Suppose also that hypothesis (i) of NikoPskil”s imbedding 
theorem is satisfied. Then for k E N we have 
Ok(.L r)q = 
O(O, k > a, 
O(zk), k < a. 
Remark. When k = a various possibilities exist, including the generation 
of logarithmic terms. We omit these for simplicity. 
Proof: Since 
fcK((a-n/q+n)-n, [a-n/q+n]+2), 
and since 
a - n/q + n B a > 0, 
it follows by Corollary 4 that f E N:(Q), with q= a-n/q + n. Now, since 
O<a=(a-n/q+n)-n(l- l/q), 
it follows by Nikol’skii’s imbedding theorem that f E N;(Q). The first 
estimate follows since if k > a, then (k, 0) is an admissible pair for a. 
Now let k E fI, k < a. Then 
DBf EK(a-k-n/q, [a-k-n/q+n] +2), 
for all [/!I[ = k. Since when 1~ q < co, we have 
(a-k-n/q)q=(a-k)q-nn -n, 
it follows that DBf~ L,(Q) and hence that f E W:(Q). When q = co, we 
have 
a-k-n/q=a-kk0, 
and so DBf E C(B). Hence f~ Ck(Q). Thus overall feHt(Q), and the 
second estimate follows from (2.2). 
An example of a function satisfying the conditions of Theorem 5, and for 
which the order of the modulus of smoothness is well known, is the Bessel 
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potential kernel [19]. In turns out that the order of the modulus of 
smoothness of this function is exactly as predicted in Theorem 5. Further 
evidence of the sharpness of the estimates given here is provided in the next 
section. 
4. NUMERICAL ILLUSTRATIONS 
EXAMPLE 1. Let f(t)= t , 3’4 for t E (0, 1). Then it is easy to show that 
f E K($ I) for all 1~ N, where in this case A = (0). Writing $ = a - l/q, and 
calculating a, Theorem 5 then predicts that 
where p is given for various values of k and q in Table I. The entry 1* in 
Table I indicates that Theorem 5 actually predicts that 
for all p < 1. 
The quantities o,JS, T)~ were approximated six times using ri = 0.2/2’, for 
i = 4, 5, 6, 7, 8,9, and the number p estimated live times (one estimate for 
each pair of consecutive values of r) using the formula 
p = ln(wG zi)ql”k(f, zi+ 1 ),I 
ln(2) ’ (4.2) 
for i = 4,..., 8. The live values of p thus obtained for each k and q are shown 
in order of increasing i in Table II. The figures are rounded to the given 
number of significant figures. 
EXAMPLE 2. Let f(t)= 111”‘, t E (0, 1) x (0, 1). Then f E K($, I), for all 
1 E N, where A = ((0, O)}. Writing f = a - 2/q and calculating a, Theorem 5 
then predicts that (4.1) holds where p is given for various values of k and q 
in Table III. In this case the quantities o,Jf, z)~ were approximated five 
TABLE I 
Q 
k 1 2 3 4 
1 1 1 
2 i a 
640/44/2-2 
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TABLE II 
4 
k 
0.983784 0.981703 
0.990768 0.987579 
0.994699 0.991465 
0.996938 0.994084 
0.998222 0.995876 
1.64366 1 24952 
1.66674 1.24983 
1.68371 1.24994 
1.69660 1.24998 
1.70660 1 24999 
2 3 4 
0.971601 0.954824 
0.977512 0.959944 
0’981948 0.963990 
0’ 985365 0.967279 
0.988047 0~970010 
1.08333 
1.08333 
1.08333 
1.08333 
1.08333 
1.00000 
l.ooooO 
l.OOOOO 
l.OOOOO 
l.OOOOO 
times using zi = 0 * 2/2’, for i = 4, 5, 6, 7, 8, and the number p estimated four 
times (one estimate for each pair of consecutive values of r) using (4.2), for 
i = 4,..., 7. The four values of p thus obtained for each k and q are given in 
Table IV. The last two values of p for k = 2, q = 3 were contaminated by 
rounding error. Note that in this case, since we are working in two dimen- 
sions, we have 
where the supremum is taken over all h E IX2 with 0 -C IhJ < z. In this case 
the singularity at f occurs at the bottom left-hand corner of 
a = [0, l] x [0, l] (i.e., at the point (0,O)). Thus, since we would expect 
the behaviour of CD& T)~ to be dominated by the quantity IId: f Ilath when 
a,,, actually contains the singularity off, we have restricted attention to the 
case when h E {(x, y) E R2: x > 0, y 2 O}. As well, since the domain is sym- 
metrical about x = y, we have confined attention to the case when 
he {(x, y)cR2: x > 0, y > 0, x > y}. Accordingly, we have estimated 
TABLE III 
+jzjf 
MODULUS OF SMOOTHNJZSS 
TABLE IV 
111 
4 
I , 
0.987358 0.990803 0.982312 
0.993682 O-995062 0.987668 
0.996840 0.997353 O-991600 
0.998419 0.998589 0.994727 
1.89152 1.48901 1.17189 
1.92568 1 49454 1.16200 
1.94857 1.49792 1.84339 
1.96419 I .49832 
w,Jf, r& by calculating lIdtfljq,rakh for each h in the “fan” 
((x, v): x = r cos(jr/20), y = r sin(jrc/20), j = O,..., S}, and then taking the 
supremum over these six values of h. 
All numerical calculations were done in double precision on the 
VAX VMS 11/780 at the University of Melbourne, The numerical 
integrations necessary for calculation of the moduli of smoothness were 
done using adaptive integration packages from the IMSL library. We used 
DCADRE for the one-dimensional case (Example 1) and DBLINT for the 
two-dimensional case (Example 2). 
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