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ABSTRACT 
A conjecture of Hershkowitz and Schneider on the uniqueness of the Lyapunov 
scaling factors of A E R”,” is settled by proving it for n < 3 and giving a counter- 
example for n > 4. 
1. INTRODUCTION 
A matrix A E R”, ” is (positive) stable if ail its eigenvalues lie in the open 
right half plane. By a classical theorem of Lyapunov 191, A is stable if and 
only if there exists a matrix H > 0 such that 
(1.1) AH+HAT>O, 
where X > 0 means that X is positive definite. A real matrix A is Lyapunov 
diagonally stable if the matrix H in (1.1) can be chosen to be diagonal, i.e., if 
there exists a positive diagonal matrix D such that 
(1.2) AD+DAT>O. 
A is Lyapurwv diagonally semistable if there exists a positive diagonal matrix 
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D such that 
(1.3) AD+DA*>O, 
where X > 0 means that X is positive semidefinite. 
Lyapunov diagonal stability and semistability play an important role in 
some problems in ecology and economics; see e.g. [l], [5], and the references 
there. 
The matrix D in (1.2) or (1.3) is called a Lyapunov scaling factor of A in 
[7], where the question of its uniqueness is studied. A related question is 
studied in [8]. 
Clearly, if D is a Lyapunov scaling factor of A, then so is kD for every 
positive scalar k. Thus by saying that A has a unique Lyapunov scaling 
factor we mean uniqueness up to a multiplication by a scalar. It is also clear, 
by continuity considerations, that a Lyapunov diagonally stable matrix does 
not have a unique Lyapunov scaling factor. Motivated by this observation, 
Hershkowitz and Schneider [7] defined A to be Lyapunov diagonally near 
stable if it is Lyapunov diagonally semistable but not Lyapunov diagonally 
stable, and suggested the following conjecture: 
CONJECTURE 1.4 17, Conjecture 6.321. If A E R”,” is a Lyapunov diago- 
nally near stable, irreducible, P-matrix (i.e. matrix all of whose principal 
minors are positive), then A has a unique Lyapunov scaling factor. 
In the following section we give several examples of Lyapunov diagonally 
near stable matrices, including a counterexample of order 4 to the conjecture. 
In Section 3 we characterize Lyapunov diagonally semistable matrices which 
are Lyapunov diagonally near stable. This will be used in the last section to 
prove the conjecture for n < 3. 
2. EXAMPLES 
EXAMPLE (2.1). Let 
a+1 
a 
a-1 
For a > 0, Z is a Lyapunov scaling factor of A,. Observe that the characteris- 
tic polynomial of A, is X3 - 3aX2 +3A - 9a. Hence by the Routh-Hurwitz 
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criterion (e.g. [6, p. 1941) A, is not stable, since the second leading principal 
minor of 
is equal to zero. Thus A, is not Lyapunov diagonally stable, so for a >, 0 it is 
Lyapunov diagonally near stable. 
Note that A, is the matrix which preceeds Theorem 6.20 in [7]. 
EXAMPLE 2.2. The matrix 
is an example of a stable matrix which is Lyapunov diagonally near stable. 
The stability of B follows from the Routh-Hurwitz criterion. The identity 
matrix is a Lyapunov scaling factor of B, so B is Lyapunov diagonally 
semistable. To show that it is Lyapunov diagonally near stable, recall that a 
matrix B is Lyapunov diagonally stable if and only if for every 0 # S > 0 
there exists i such that (SB)ii > 0 [l]. Choosing S to be 
36 -9 -6 
s= i -9 9 -3 
-6 -3 4 
we see that all the diagonal entries of SB are equal to zero. 
EXAMPLE 2.3. Let 
I 
1 0 2 4’ 
C=210 4 
021 4’ 
4 4 4 201 
The matrix C is not stable having f fii as pure imaginary eigenvalues. The 
matrix C is an irreducible, P-matrix which is not Lyapunov diagonally stable 
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since it is not stable. Let D = diag{ 1, 1, 1, d ). Then 
/2 2 2 4(d +I) \ 
CD+DCT= 2 2 2 
2 2 2 
4(d+l) 4(d+l) 4(d+l) 
for (3 - 6)/Z < d < (3 + &)/2. Thus C is Lyapunov diagonally near stable 
and serves as a counterexample to the conjecture. 
3. CHARACTERIZATION OF LYAPUNOV DIAGONALLY 
SEMISTABLE MATRICES WHICH ARE LYAPUNOV 
DIAGONALLY NEAR STABLE 
To show that Conjecture 1.4 is true for n < 3, we first characterize those 
Lyapunov diagonally semistable matrices which are Lyapunov diagonally 
near stable. In this characterization we use the following result, which is 
proved for the sake of completeness. 
LEMMA 3.1. Let A, B 2 0. Then 
(a) tr AB >, 0; 
(b) trAB=O 0 AB=O. 
Proof. Part (a) follows from the fact (e.g. [2, p. 551) that the cone of 
positive semidefinite matrices is self-dual with respect to the standard inner 
product in the vector space of symmetric matrices. 
To prove part (b), suppose rank A = k and let X 1 >, . . . > A, be the 
positive eigenvalues of A. Then there exists an orthogonal matrix Q such that 
(3.2) Q~‘AQ=R=diag{A, ,..., h,,O ,..., 0). 
Thus 
Q-‘ABQ = AQ-‘BQ. 
Since trAB = 0, we have trAQ_‘BQ = 0, or Cf=Ihi(QplBQ)ii = 0. Since 
Q ‘BQ = QTBQ is positive semidefinite, 
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(Q-lBQ)ii>O, i=l,..*, n, 
and thus 
(Q-lBQ)ii=O, i=l,..., k, 
so by the positive semidefiniteness of QP ‘BQ. 
Thus AB = 0 by (3.2) and (3.3). 
THEOREM 3.4. Let A E R”, n be a Lyapunov diagonally semistable ma- 
trix. Then A is Lyapunov diagonally near stable if and only if there exists a 
nonxro positive semidefinite matrix S such that 
(3.5) (SA)ii=O, i=l . . . ..n. 
Proof. “If”: Follows from the characterization of Lyapunov diagonally 
stability [l] mentioned in connection with Example 2.2 in the previous 
section. 
“Only if”: Let D be a Lyapunov scaling factor of A. If A is not 
Lyapunov diagonally stable, then AD is not Lyapunov diagonally stable and 
there exists 0 f S > 0 such that 
(3.6) (SAD),, G 0, i=l ,..., n. 
By Lemma 3.1 
tr S( AD + DAT) 2 0. 
But 
trS(AD+DAr)=trSAD+trSDAT=trSAD+trADS=2trSAD, 
so 
tr SAD > 0. 
Combined with (3.6) this shows that 
(3.7) (sAD)~~ = 0 
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and 
(3.8) tr S( AD + DAT) = 0. 
The desired result (3.5) follows from (3.7). 
THEOREM 3.9. Let A E R”*” be a Lyapunov diagonally semistable ma- 
trix, and let D be a Lyapurwv scaling factor of A. Suppose that S >, 0 
satisfies (3.5). Then 
S( AD + DAT) = 0. 
Proof. Follows from (3.8) and the second part of Lemma 3.1. a 
COROLLARY 3.10. Let A, D, and S be as in Theorm 3.9. Then 
(3.11) rank S + rank( AD + DAT) < n. 
REMARK 3.12. The converse of Theorem 3.9 is not true. An example is 
A=(_; f), D=I, S=[_: -:I. 
Here S(AD + OAT) = 0, but (3.5) is not satisfied. 
REMARK 3.13. Consider the examples of Section 2. To find an ap- 
propriate S for A,, observe that its rows must lie in the null space of 
A,, + A$. Such a matrix is 
i 
2 -1 -1 
s= 
-1 2 -1 
I 
, 
-1 -1 2 
and indeed (SA,),, = 0, i = 1,2,3. In Example 2.2 we saw that (SR>jj = 0, 
i = 1,2,3. Similarly, choosing 
/ 2 -1 -1 0 
s= 7: -f -1 0 
2 0 ’ 
\o 0 00 1 
we see that (SC)ii = 0, i = 1,2,3,4. 
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4. LYAPUNOV DIAGONALLY NEAR STABLE P-MATRICES 
It is well known (e.g. [4]) that all the principal minors of Lyapunov 
diagonally semistable matrices (and thus of Lyapunov diagonally near stable 
matrices) are nonnegative, i.e., A is a P,-matrix. The examples of Section 2, 
except for A “, are of P-matrices. An application of Theorem 3.4 to P-matrices 
yields: 
THEOREM 4.1. Zf A E R”,” is a Lyapunov diagonally near stable P- 
matrix with a Lyapurwv scaling factor D, then 
1~ rank( AD + DAT) < n - 2. 
Proof. The rank is positive, since the main diagonal entries of A are 
positive. Since A is Lyapunov diagonally near stable, AD + OAT is singular, 
so its rank is less than n. 
Suppose rank(AD + OAT) = n - 1. Let S be as in Theorem 3.4. By 
(3.11), rank S = 1. The rank 1 matrix S can be written as 
(4.2) s=p %l O p, i 1 0 0 
where P is a permutation matrix and S,, is a rank 1 k X k submatrix all of 
whose entries are nonzero (k < n). 
Partition 
in conformity with (4.2). By Theorem 3.4, (SA),, = 0, i = 1,. .., n. So 
(PT(SA)% = ((‘i’ :I( :: ~~~)ji,=O. =l,...,n, 
and thus 
(‘11 Tll)ii=07 i=l ,...,n. 
Since A is a P-matrix, so is PTAP, and thus T,, is nonsingular. All the 
rows of S,, are nonzero multiples of its first row, so from (S,, T,,)ii = 0, 
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i = l,..., k, it follows that the rows of S,, are orthogonal to all the columns of 
T,,. Since T,, is nonsingular, this implies that S,, = 0. This contradiction 
completes the proof that rank( AD + DAr) < n - 1. n 
REMAF~K 4.3. Theorem 4.1 is not true if A is not a P-matrix. For 
example, 
is a Lyapunov diagonally near stable matrix having I as a Lyapunov scaling 
factor and rank(A + AT) = tr - 1. 
REMARK 4.4. It may seem that all that was needed in the proof is the 
fact that the principal minors of A are nonzero. However, by the remarks at 
the beginning of this section this is equivalent to A being a P-matrix. 
COROLLARY 4.5. If A E R3y3 is a Lyapunov diagonally near stable P- 
matrix with a Lyapurwv scaling factor D, then 
rank( A’D + OAT ) = 1. 
Now we are ready to settle the conjecture mentioned in the introduction. 
First we prove 
THEOREM 4.6. Let A be a Lyapunov diagonally near stable matrix such 
that for some index i, a ii > 0 and 
(4.7) aij=O 2 ajj>O, j+i, 
and 
(4.8) rank( AD + DAr) = 1 
for every Lyapunov scaling factor D. Then A has a unique Lyapunov scaling 
factor. 
Proof. Without loss of generality we can assume that i = 1. Let D = 
diag{l,d,,... d, } be a Lyapunov scaling factor of A. By (4.8) the 2 X 2 
minors of AD + DA are equal to zero. Suppose E = diag{ 1, e2, . . . , e,, } is also 
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a Lyapunov scaling factor of A. Then every convex 
diag{ 1, x2,. . . , x n } is such a factor. The 2 X 2 minors of 
equal to zero. In particular x2 must satisfy 
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combination X = 
AX + XAr are also 
which is a quadratic equation if a i2 # 0, or a linear equation (since a Ilu 22 > 0) 
if aI2 = 0. Similarly xi, 2 < j < n, must satisfy a quadratic or linear equation 
uijX; + (2UijUj’ - 4u,,u jj)xj + $1 = 0. 
In any case each x j, 2 < j < n, may have at most two values; but this is 
possible only when E = D. n 
REMARK 4.9. The condition (4.7) is essential in Theorem 4.6. An exam- 
ple is 
Here every positive diagonal matrix D is a Lyapunov scaling factor and each 
such D satisfies (4.8). 
REMARK 4.10. The condition (4.8) prevents the diagonal of A from 
being all zero, for in this case AD + OAT = 0. 
REMARK 4.11. The converse of Theorem 4.6 is not true. A counterexam- 
ple is 
/ 
1 1 1+E 
2 
A= 1 2 2 
fi 
1+y2 3 
By [7, Theorem 6.201 D = Z is a unique Lyapunov scaling factor for A, but 
rank( AD + DA’) = 2. 
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In general, every singular Lyapunov diagonally near stable n x n matrix 
whose principal minors of order n - 1 are nonsingular has a unique Lyapunov 
scaling factor by the same theorem. 
Returning to the conjecture, we now have 
THEOREM 4.12. 
(a) Zf A E R”,“, n Q 3, is a Lyapunov diagonally near stable P-matrix, 
then it has a unique Lyapunov scaling factor. 
(b) For any n > 4 there is an irreducible Lyapunov diagonally near 
stable P-matrix with nonunique Lyapunov scaling factors. 
Proof. Part (a) is a special case of Theorem 4.6, since (4.7) follows from 
the assumption that A is a P-matrix and (4.8) follows from the same 
assumption by Corollary 4.5. 
To prove part (b), observe that the matrix C of Example 2.3 is a 
counterexample for n = 4. For n > 4, let E > 0 and define A E R”,” by 
aij = cij, l<i, j<4, 
a,i = 1, i = S,...,n, 
a,, = E, i==l ,...,n-1, i + 4, 
ani = - E, j=l ,...,n-1, j#4, 
and all other entries of A equal to zero. A is an irreducible Lyapunov 
diagonally semistable matrix. It is not Lyapunov diagonally stable, since its 
leading 4 x 4 principal submatrix is not (e.g. [ 11). For small enough E, A is a 
P-matrix, and finally D = diag{ 1, 1, 1, d, 1,. . . , l} where 
3-6 3+6 
2 
<d,<- 
2 
is a Lyapunov scaling factor. 
REMARK 4.13. The condition of irreducibility is stated in the conjecture 
because it is proved in [7, Theorem 6.201 that having a unique Lyapunov 
scaling factor implies irreducibility. Observe, however, that irreducibility is 
not mentioned in the first part of the theorem. This is not surprising, since 
every 3 x 3 reducible P-matrix is Lyapunov diagonally stable (e.g. [3]). 
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