We consider the electromagnetic detection of hidden moving or oscillating conductive targets. The resulting mathematical problem involves computation of a Doppler shift for an electromagnetic wave reflecting from a moving interface. This entails solving Maxwell's equations on a domain changing in time. We employ the method of mappings to transform the problem to one of computing solutions of a Maxwell system with time dependent coefficients on a fixed reference domain. Thus we obtain a problem that is eminently tractable with finite element or finite difference time domain methods. Accuracy of numerical solutions is illustrated with computations for a number of different velocities for the moving interface.
Introduction
We consider the general problem of electromagnetic interrogation of a moving interface. In particular we are interested in the frequency shift (double Doppler shift) for an interrogating wave reflected from a moving conductive material target or interface. Such problems were first considered in 1905 by Einstein [8] in early work on relativity theory and have continued to be of interest in subsequent years [7, 9] especially in the context of modern radar technology (e.g., see [6, 9, 10] and the numerous references therein). In a number of applications the moving target may be one of detection in that the target is hidden or masked by a dielectric material (e.g., buried targets such as land mines, improvised explosive devices, etc., internal organs or implants or protheses, internal aircraft or automotive engine components). The targets of interest may be moving due to external disturbances (such as elastic waves as used in seismic exploration, acoustic waves as used in medical probes) or natural vibrations (e.g., rotating aircraft engine compressor blades, contracting/expanding arteries in compressed or normal blood circulation). In any case, for many such examples the mathematical problem is rather simply stated: one must analyze Maxwell's equations on a moving domain, i.e., a domain with moving boundaries or interfaces.
The classical approach often encountered in the literature (and described briefly below) makes use of the Lorentz transformation from relativity theory-see for example [6] . Related approaches (e.g., see [7, 9] ) assume undamped time harmonic wave fields incident on a moving plane interface and determine reflection properties via boundary interface conditions. An approach that does not involve the Lorentz transformation includes that of [10] which is based on differentiation of interface conditions at moving boundaries and combining these with Maxwell's equations. This approach however still involves use of finite differences or finite elements on moving domains.
The ideas presented here in the context of the mathematical framework of [3] are based on the so-called method of mappings techniques frequently encountered in domain or shape optimization problems [11] that also have been used for example in thermal interrogation problems [4, 5] as well as in electromagnetic interrogation [3] . The ideas as illustrated here in a one dimensional setting are rather simply stated: one maps a constant (in time) coefficient partial differential equation (e.g., Maxwell's equations) given on a time changing or moving domain to a partial differential equation with time-dependent coefficients but on a fixed reference domain. The resulting problems are thus quite suitable for solution by finite difference or finite element numerical methods. This approach is not restricted to simple rectilinear movement of the interfaces or boundaries. The approach is simple, requires no relativistic transformations and can in principle, be used in interrogation problems for complex moving targets in higher dimensions when combined with perfectly matched layer (PML) formulations [1, 2] . Our primary requirement is that the moving interface or target be defined by an 2 time dependent boundary. We describe the ideas in the context of an impulsive electromagnetic signal impinging normally on a vibrating conductive plane interface that is hidden by a dielectric layer such as soil or tissue.
General Case
We illustrate the basic ideas in the context of the framework developed in [3] . We formulate a mathematical model governing the electric field intensity of a polarized electromagnetic pulse emitted by an antenna as it propagates from air to a dielectric (we use parameters for soil here), partially reflects and partially transmits at the air/dielectric interface, propagates through the dielectric and then reflects from a perfectly conducting surface (the target), and propagates back to the air. We will consider the geometry shown in Figure 1 . The positive axis extends to the right in the figure; the air-soil interface is fixed at = 0 while the target (assumed to be a perfect conductor) is mobile, with position given by 10 ( ) (assumed > 0). The left boundary of the domain (where we will place a source current) without loss of generality is assumed to be at = −1. With this geometry, we may now write the governing equation [3] for the electric field on the domain ∈ [−1, 10 ( )], ≥ 0. For ∈ [−1, 0], we have the standard Maxwell's equation
Here we do not distinguish air from a vacuum. For ∈ [0, 10 ( )], we have
These equations have been adapted from [3, eqn (2.14)]; here = 0 is the relative permittivity of the dielectric, ( ) is the conductivity of soil, ( , ) is the polarization susceptibility kernel, and ( , ) is the source current. We make two simplifying assumptions. First, the soil is assumed to be uniform throughout, so that ( ) = . Second, we assume that the source current is emitted from a point at the left boundary of the spatial domain and has the form
where ( ) is a function to be specified and is the Dirac delta distribution with support at {0}. We assume that the electric field intensity is initially zero and static so that the initial conditions are
We assume that the target is a perfect conductor and that there is no reflection from the left boundary (absorbing boundary conditions). Thus the boundary conditions are
For this problem the domain on which the equations hold [−1, 10 ( )] is time-varying. Hence any direct numerical method invoked to solve the given equations on such a domain would be prohibitively expensive computationally. In order to overcome such a difficultly, we will employ the method of mappings [4, 5, 11] to transform the problem to one with a state variable defined on a constant domain [−1, 1]. The technique is in fact simply a change of variables for the system.
Method of Mappings
Given the function 10 ( ), we consider the change of variables ( , ) → ( , ) defined by
with inverse transformation
It is easy to verify that the transformation is locally invertible provided 10 ( ) ∕ = 0, which we have already assumed. Moreover, it maps the domain [−1, 10 ( )] to the fixed reference domain [−1, 1]. We now undertake the task of transforming the original system (in ( , ) on [−1, 10 ( )]) into an equivalent system defined in terms of˜( , ) on [−1, 1] where
For ≤ 0, the transformation is simply a change of notation, and yields
For > 0, we invoke the chain rule for each of the derivatives appearing in (2) . For the state variable, we have
Continuing to the second derivative with respect to the state variable, we obtain
For the time variable, we find
Continuing for the second derivative, we have
Replacing the variables and where they appear in Equations (5) - (8) with 10 ( ) and respectively, we find
We observe that (0, ) =˜( (0), (0, )) =˜(0, ) for all . We also need a means of treating the polarization kernel ( , ) in the original formulation. To this end we define˜via ( , ) =˜( ( ), ( , )) or, equivalently,˜( , ) = ( ( ), ( , )). Also note that we need only consider the transformation of the function when > 0. Thus
We are finally ready to substitute these expressions (9)- (13) into (2) and obtain
for ≥ 0 and ∈ [0, 1]. Observe that the right side of the equation is zero because the source current is zero in the given domain. Together with (4), (14) provides a piecewise set of equations for˜. It follows trivially that the new initial conditions arẽ
and the boundary conditions are
Equations (4) and (14) - (16) 
A Special Case: The Case without Dissipation
In order to validate and demonstrate the application of the method of mappings technique, we consider a simplified problem equivalent to that discussed by Van Bladel in [6, Sec 5.9] . We assume as in [6] a time-harmonic plane wave in a vacuum is normally incident on a perfect conductor which is moving with constant velocity parallel to the direction of wave propagation. Thus the need to consider dispersion or polarization in the soil is removed ( = 0, ( , ) = 0). The position of the target is 10 ( ) = + 0 where is the velocity of the target and 0 is its position at = 0. We will also assume that the source current is sinusoidal in time, ( ) = sin( ). This problem is well-known from basic relativistic considerations (as shown in [6, Sec 5.9]) to produce a so-called "double Doppler shift", so that the frequency of the wave reflected from the conductor is
where denotes the frequency of incident wave. The derivation is based on the Lorentz transformation from classical relativity theory. We now seek to use the method of mappings to recreate this result computationally and thus demonstrate the efficacy of the proposed method. For simplicity, we will only consider the electric field on the domain ∈ [0, 10 ( )] (the vacuum will not change the wave form, so moving the left boundary from = −1 to = 0 does not change the problem; the source current will thus be ( , ) = ( ) sin( )). After the appropriate change of variables, the new geometry for this special case is shown in Figure 2 and the governing equation is
with boundary conditions
The initial conditions are still given by (15).
Weak/Variational Formulation
We next proceed to write (18) and (19) into variational form in preparation for the introduction of numerical approximations. Define
Let ⟨⋅, ⋅⟩ be the standard 2 (0, 1) inner product and let
We then use integration by parts on the fourth term of (20). In our subsequent discussions, we let ( ′ ) be the ∂ ∂ derivative and (˙) be the ∂ ∂ derivative: we have
For the source current term, we find 〈 − 0 ( 10 ( )) cos( ),
Substituting (21) and (22) into (20), we obtain
Now observe that
by the boundary condition at = 0. Thus the resulting variational form is
The functions ( , ), ( , ), and ( , ) are real valued and the weak derivative ′ can be easily computed analytically.
Finite Elements Method
To solve (24), we use first order finite elements methods (FEM). We assume that the domain has been partitioned into an evenly spaced grid (step size ℎ) with nodes , = 0, . . . , ( = ℎ ). We then define the 'hat' functions (piecewise linear splines)
Following standard FEM technique, we assume that the solution to (24) can be approximated as
where the coefficient functions ( ) are now the unknowns to be determined via (24). With these substitutions into equation (24), we now have an infinite number of equations in unknowns (recall that (24) must hold for all ∈ 1 (0, 1)). In order to form a uniquely determinable system of equations, we let ( ) = ( ), = 0, . . . , −1, in turn. Then for each = 0, . . . , −1, we must have
This constitutes equations for the unknowns , = 0, 1, . . . , − 1. It is also useful to compute the following:
Let w ( ) = ( 0 ( ), 1 ( ), . . . , −1 ( )) . Then it follows that we can write (25) as a vector system with equations in variables
where the ( , )th element of , , 1 , 2 , and 3 are defined in (26), (27), (28), (29) and (30), respectively, e is a -dimensional column vector with a one as its first component and zeros otherwise, and ( ) is a -dimensional column vector given by
Thus (31) is a vector ordinary differential equation for the vector coefficient function w which can readily be solved numerically.
Computational Results
We first present results at high velocity to clearly demonstrate the accuracy of the method of mappings compared with that of classical electromagnetic Doppler shift computations. In carrying out the computations, we assume 0 = 2. The electromagnetic source is truncated at = * = 4 / so that only two sinusoidal pulses are emitted and reflected (this makes the determination of the periods of the incident and reflected waves easier to measure by limiting interference between the waves). That is, ( ) = sin( ) [0, * ] where is the indicator function.
The following notation will be used throughout the remainder of this presentation: , denotes the frequency of the incident wave with which we interrogate the system (we use 1e+9 Hz in all calculations here), , is the corresponding frequency obtained by simulation. Similarly, we use , and , to represent the frequency of reflected waves obtained by using the Van Bladel formula (17) Similarly, the relative error for the reflected wave and for the frequency shift are obtained by
, and Rel = 100
respectively. In Figure 3 , the magnitude of the electric field is shown as a function of time at a chosen value of ( = 0.3), where the results are obtained with = 3×10
3 and = 16384. In the top graph, the incident wave moves past = 0.3 followed at some time later by the reflected wave. These two waves are magnified in the lower two graphs. Even though the electric field has discontinuous derivative (w.r.t ) at the leading edges of the waves, numerical Gibbs type oscillations at these leading edges are resolved by using sufficiently large values of (see [3] for discussions). The data displayed in the graph can be used to estimate the period (and hence the frequency) of the waves as shown in the figure. Using this data, the estimated frequency of the incident wave is , = 999.999MHz, and the relative error for incident wave is Rel ≈ 6.21 × 10 −6 % (see Table  5 Tables 1-5 . From these tables we can see that the relative error for the reflected wave (Rel ) decreases as increases. In addition, the frequency of reflected wave obtained by simulation ( , ) is very close to that obtained by the Van Bladel formula ( , ) for all the 's and velocities that we have tried. For example, even with = 256, the relative error for the reflected wave is within 0.7% at the various velocities. We also observed that the relative error for the frequency shift (Rel ) decreases as increases. However, with the same number of spline functions used, the relative error for the frequency shift (Rel ) increases as the velocity decreases, and the ratio of relative errors obtained is roughly inversely proportional to the ratio of velocities used. For example, with = 256, the relative error of frequency shift with = 3 + 7 / is around 3.119% (see Table 1 ), while the relative error of frequency shift with = 3 +6 / is about 30.828% (see Table 2 ). This is because with the same we have roughly the same resolution for the estimated frequencies of the incident and reflected waves, but the frequency shift decreases roughly in the same proportion as the velocity decreases. Hence, in order to have the same order of accuracy for frequency shift, one requires relative errors Rel and Rel smaller (by increasing the number of spline functions) as the suggestions and constructive comments related to the efforts reported on herein.
