This paper presents the application of Bayesian learning to train a multi layer perceptron network on experimental test on Reinforced Concrete (RC) beams without stirrups failing in shear. The trained network was found to provide good estimate of shear strength when the input variables (i.e. shear parameters) are within the range in the experimental database used for training. Within the Bayesian framework, a process known as the Automatic Relevance Determination is employed to assess the relative importance of different input variables on the output (i.e. shear strength). Finally the network is utilised to simulate typical RC beams failing in shear.
Introduction
Code writers have over the years aimed to improve the accuracy and rationalities of reinforced concrete design procedures for shear. However, despite years of intensive research, there still is no internationally accepted model to predict the ultimate shear strength of reinforced concrete members. Some of the promising rational shear models such as the Compression Field models (Vecchio and Collins, 1986, Hsu, 1988) are too complex to implement in design codes without further simplifications.
Consequently, the shear design provisions are often based on empirical expressions developed from regression analysis of databases of experimental test (Oreta, 2004) and thus differ from country to country. Variability arising from the different ways shear test are conducted introduces uncertainties into the database. This introduces a difficulty when using conventional regression analysis techniques. Another drawback of conventional regression analysis is that the relationship between the variables must be known or assumed. This implies that the complex interdependence between variables may not be adequately It provides a unifying approach for selecting optimum network architecture and learning parameters. The problem of over-fitting is resolved since parameter uncertainty is taken into account (Bishop, 1995) By avoiding over-fitting, the Bayesian approach gives good generalization. The prediction generated by a trained model can be assigned an error bar to indicate its confidence level. The relative importance of different input variables can be determined using the posterior distribution. This process is referred to as the Automatic Relevance Determination (ARD).
To date most of the neural networks application to predict the shear strength of reinforced concrete members have focused on the use of the conventional back propagation with early stopping technique to prevent over-fitting and have not exploited the Bayesian approach. This paper, will describe the implementation of the Bayesian inference learning technique to predict the shear strength of reinforced
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Predicting The Shear Strength of RC Beams without Stirrups Using Bayesian Neural network concrete beams without stirrups. The shear test database used for developing the neural network relies on the data compiled by Collins et al. (2008) representing over 60 years of worldwide experimental research on shear. It should be pointed out that this database covers a very wide range of beam depth, width, shear span to depth ratio, concrete compressive strength, longitudinal reinforcement ratio, and yield stress than has been used by most researchers in their NN models.
Theory

BACK PROPAGATION NEURAL NETWORK
The Neural Network (NN) is composed of simple interconnected nodes or neurons. The feed forward neural network, otherwise known as the Multi-Layer Perceptron (MLP) is one of the most widely used architecture for practical application of neural networks. The MLP consists of a series of layers which are connected so that the neuron in a layer receives inputs from the preceding layer and sends output to the following layer. External inputs are placed in the first layer (input layer) and the system outputs are stored in the last layer (output layer). In this study the external input is the vector of shear parameters while the system output is the vector of shear strengths. The intermediate layers are called the hidden layer. The hidden layer is usually made up of several neurons (or nodes). The numbers and size of the hidden layers (i.e. number of neurons) determines the complexity of the neural network. Each hidden and output layer processes its input by multiplying each input by its weight, summing the product and then processes the sum using a non-linear transfer function to produce a result. For a 2-layer neural network with N inputs h hidden neurons, the relationship between the input x and output y is given by:
where 0 b is the bias at the output layer; 0 j w is the weight connection between neuron j of the hidden layer and the single output neuron; jh b is the bias at neuron j of the hidden layer (j=1,h); ji w =weight connection between input variable (i =1,N) and neuron j of the hidden layer; i x is the input parameter i; and the function g(·) is the nonlinear transfer function(also called activation function) at the output node and f (·) is the common nonlinear transfer function at each of the hidden nodes. The activation function f is usually taken to be sigmoidal, and therefore nonlinear, the most common choices being the log-sigmoid, for which ( ) 1/ (1 ) u f u e , giving a range of output between 0 and 1, and the tan-sigmoid( i.e. "tanh" function) for which ( ) tanh( ) / u u u u f u u e e e e , giving a range of output between -1 and 1.
Training of the neural network involves the iterative adjustment of the connection weights so that the network produces the desired output in response to every input pattern in a predetermined set of training sample (Goh et al., 2005 ). An optimisation algorithm such as the popular gradient-descent method is used to carry out this weight adjustment. These procedures are described in detail in the neural network literature (e.g. Bishop, 1995 , Nabney, 2002 
At the end of the training, the capability of the trained neural network model to predict a set of data that the network has not seen during training known as the testing set is assessed ( i.e. generalisation process). The common approach is to use early stopping (or cross validation) technique. With this approach the network is trained until the error starts increasing in the testing dataset. However a challenge with this method of improving generalisation is that it can be tedious and rather computationally expensive. In addition, division of the dataset in two independent sets (i.e. training and testing data), can become impractical if there are only limited available data or the data samples are skewed as is always the case for experimental dataset on RC beams failing in shear.
Another method of improving generalisation of neural network models is called regularisation. This involves modifying the objective function (Eq. 2) by adding a weight decay (also known as regulariser) W E to the objective function. The resulting new objective function can be written as follows:
S w E w E w (3) and controls the degree of regularization. The additional term W E is the sum squares of network weights which decreases the tendency of the model to over fit the data (Bishop, 1995) . It is given as:
where m is the total number of parameters in the network. The problem with regularization however, is that it is difficult to determine the optimum value of the regularisation coefficient. If a too large coefficient is assigned, over fitting can occur. If the coefficient is too small, the network may not fit the training data adequately. The usual approach therefore is to adopt a trial and error technique to optimise this coefficient. However, with the Bayesian evidence framework, this regularisation parameter can be automatically determined.
THE PRINCIPLE OF BAYESIAN LEARNING
To improve the generalization capabilities of the conventional back-propagation algorithm, MacKay (1991) and Neal (1992) proposed the use of Bayesian back propagation neural networks. The following briefly describes the Bayesian inference method. A more detailed review can be found in the works of MacKay (1991), Neal (1992) and Bishop (1995) .
In the Bayesian framework, the neural learning process is assigned a probabilistic interpretation. The regularised objective function which is similar to Eq. (3) is given by:
where D E and w E are given by Eq. (2) and Eq. (4). and are termed hyper-parameters (regularisation parameter).
The objective, during training is to maximize the posterior distribution over the weights w, to obtain the most probable parameter values MP w . The posterior distribution is then used to evaluate the predictions of the trained network for new values of the input variables. by minimising an error function S(w) given by EQ. 5, Bayes' theorem can be used to estimate the posterior probability distribution | , , , p w D A for the weights as follows:
Where ( | , ) P w A is the prior density, which represents our knowledge of the weights before any data is observed, | , , p D w A is the likelihood function which represents a model for the noise process on the target data, ( | , , ) P D A is known as the evidence and is the normalisation factor that guarantees that the total probability is 1. This is given by an integral over the weight space Eq. (7).
As can be observed in Eq. (6), in order to evaluate the posterior distribution, the expressions for the prior distribution and the likelihood function need to be defined. This are briefly discussed in the following section.
The Prior Distribution
MacKay (1992) showed that a Gaussian distribution with a zero mean and variance 2 1 / w can be used to represents the prior distribution of the weight. Therefore the Gaussian prior can be expressed as follows:
where and W Z represents the normalization constant of the probability distribution function and is the inverse of the variance on the set of weights and biases. In the Bayesian framework, is called a hyper-parameter as it controls the distribution of other parameters. Since a Gaussian prior was assumed, the normalization factor W Z is given by Eq. (9) (MacKay, 1992)
where m is the total number of NN parameters.
It is important to point out that other choices of prior can be considered (Bishop, 1995) , the choice of Gaussians distributions greatly simplifies the analysis (MacKay, 1992). 
The Likelihood Function (Noise model)
Where is also a hyper-parameter. The normalization factor ( ) D Z is given by:
The Posterior Distribution
Once the prior probability distribution function and the likelihood function have been defined, the probability density function of the posterior can be obtained by substituting Eq. (8) and Eq. (11) into Eq. (6) to obtain 1 1 exp ( ) ( ) ( | , , . ) normalisationfactor
where ( ) S w is given by Eq. (5). The normalization constant is given by
The optimal weight MP w corresponds to finding the maximum posterior distribution ( | , , . ) p w D A . Since the normalizing factor ( , ) s Z is independent of the weight, it is clear that minimising the negative logarithm of Eq. (14) with respect to the weights is equivalent to minimizing the quantity ( ) S w given by Eq. (5).
Since the evaluation of ( , ) s Z cannot be evaluated analytically, MacKay (1992) proposed a Gaussian approximation to the posterior distribution of the weights by considering the Taylor expansion of ( ) S w around its minimum value and retaining terms up to the second order Eq. (16 The hyper-parameters and control the complexity of the NN model. Thus far these hyper-parameters have been assumed to be known. To infer optimal values of the hyper-parameters and from the data D, Bayes' rule is used to evaluate the posterior probability distribution as follows:
where ( , | ) p A is the prior over the hyper-parameters and ( | , , ) p D A is the likelihood term which is also the normalisation constant (or evidence) for the previous inference given in Eq. (6). It is usually called the evidence for and . As no prior knowledge about the noise level ( ) and the smoothness of the interpolant ( ) exist, the evidence framework optimises the hyper-parameters f and by finding the maximum of the evidence. Further, since the normalization factor ( | ) p D A is independent of and , maximizing the posterior ( , | , ) p D A turns out to maximize the likelihood term ( | , , ) p D A . Since all probabilities have a Gaussian form, it can be shown (MacKay, 1992 , Bishop, 1995 that the evidence for and can be expressed as: 
The optimal values MP and MP correspond to the maximum of the evidence for and . The optimal values of the hyper-parameters are then obtained by differentiating the log evidence Eq. (25) with respect to these hyper-parameters and setting them equal to zero, hence giving (Bishop, 1995) : 1 log ( | , , ) log log log log(2 ) 2 2 2 2
with ( )
H is the number of well determined parameters and m is the total number of parameters in the network. The parameter is a measure of how many parameters in the neural network are effectively used to reduce the error function, which can range from zero to m.
AUTOMATIC RELEVANCE DETERMINATION (ARD) PROCESS
With finite data set, random correlation between inputs and output are likely to occur. Conventional neural networks (even with regularisation) do not set the coefficient for these irrelevant inputs to zero (MacKay, 1992) . Thus the irrelevant variables can deter the model performance, particularly when the variables are many and the data are few. Mackay (1992) proposed that the concept of relevance can be embodied into Bayesian learning by placing a prior Gaussian distribution on the weights. This implies that each input variable has its own prior variance parameter. Thus, with the ARD technique, a separate regularization coefficient is assigned to each input. More precisely, all weights related to the same input are controlled by the same hyper-parameter c . This hyper-parameter is associated with a Gaussian prior with zero mean and variance1 / c . After training, the weights with a large c (or, conversely, a small variance1 / c ) are close to zero and have little influence on subsequent values. Consequently, one can state that the corresponding input is irrelevant and, therefore, can be eliminated. On the other hand a large variance indicates that the variable is important in explaining the data.
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ERROR BAR ON OUTPUT
Instead of the single ''best'' estimate predictions offered by the classical approach, the Bayesian technique allows the derivation of an error bar on the model output. Indeed, in the Bayesian formalism, the (posterior) distribution of weights will give rise to a distribution of network outputs. Under some approximations and using the Gaussian approximation of the posterior of weights, it can be shown (Bishop, 1995) that the distribution of outputs is also Gaussian and has the following form: y . This error bar has two contributions, one arising from the intrinsic noise on the data and one arising from the width of the posterior distribution that is related to the uncertainties on the NN weights.
MODEL SELECTION
The evidence of the model can be used as a measure to select the best model. In other words, the model that exhibits the greater evidence is the most probable, given the data. In the NN context, NNs with different numbers of hidden neurons can be compared and ranked according to their evidence. If a set of models Ai is considered (which, in this study may correspond to a set of NNs with various numbers of hidden neurons). The posterior probabilities of the different models Ai, given the data D can be computed as ( | ) ( ) ( | ) ( )
where ( ) i p A is the prior probability assigned to model i A , ( ) p D is the normalization constant and the quantity ( | ) i p D A is called the evidence for Ai. By considering the Gaussian approximation of the posterior weight distribution, Bishop (1995) proposed the expression of the log of the evidence of a NN having h hidden neurons as follows: 1 log ( | ) log 2 log log log( !) 2 2 1 2 1 2 2log log log 2 2 This equation will be used to rank the various NN models in this study and the log evidence of NNs with increasing numbers of hidden neurons will be estimated. The maximum of the log of the evidence will correspond to the most probable NN model (or optimal NN structure).
Method
EXPERIMENTAL DATABASE
The experimental test data adopted in the present study relies on the database compiled by Collins et al. (2008) . A sub-database consisting of a total of 639 beam test specimens was created out of the 1864 experimental tests in the original database. The following criteria were used in creating the sub-database used in this study:
The test beam is a reinforced concrete beam with a rectangular cross section.
The failure of the test beam as reported is due to shear. The minimum depth of the beam is 150 mm. The shear span to depth ratio, a/d, greater than 2.2 (i.e. relatively slender beams). Beams are tested under one or two point loading. Table 1 summarizes the ranges of the parameters in the selected database. The distribution of the parameters is shown in Figure 1 . There is clearly a bias towards specimens with normal compressive strength (i.e. 50 c f MPa ), effective depth less than 500mm and very high reinforcement ratio (i.e. 2.0% l ). In fact, 79.4% of the beam specimens were normal strength concrete and only 38.6% of the beam specimens had effective depth greater than 500mm. Because of the distribution of the available data, a Bayesian regularised NN was used instead of adopting the early stopping technique. The Bayesian learning technique, in fact allows the use of the whole dataset to train the network, without the need of a test set, yet guaranteeing optimal generalisation qualities (MacKay, 1992) Table I . Range of input variables The input and output variables were normalised using Eq. 32 to avoid numerical problems around points of local minimum (Nabney, 2002) and allow the network weights to be initialised randomly. In the present neural networks, tan-sigmoid and linear transform functions were employed in the hidden and output layers, respectively as shown in Figure 2 on page 12. In this study, the neural networks were designed to have an input layer with seven input neurons representing the parameters that affect the shear capacity of reinforced concrete beams (see table I ). The log of the evidence was used to determine the optimal number of neurons in the hidden layer.
Training procedure
The Bayesian learning algorithm was implemented using a MATLAB toolbox called NETLAB (Nabney, 2002) . In order to find the optimal values of and as well as the optimum weight vector MP w , the following iterative procedure was use to implement the Bayesian evidence training:
1. The initial values for the hyperparameters and was set as 0.01 and 50 respectively. 2. The weight in the network were initialised and drawn from the prior distribution defined by 3. The network was trained. The weight optimisation was performed using the scale conjugate gradient algorithm to minimise the regularised error function ( ) S w (see Eq. 5). The total number of training cycles was set to 5000. The tolerance of the weight was set to 10 -7 4. After every 500 training cycles the Gaussian approximation was used to compute the evidence for the hyperparameters using Eq. s 26 and 27. This is recalled here as .
5. Steps 2, 3 and 4 were repeated until the hyper parameters and weights had converged.
Results and Discussions
To ensure the optimal network parameters were obtained for the different network architecture, each network was trained 15 independently times using different seeds and different initial conditions. Figure 3 displays the log of the evidence of NN models with numbers of hidden neurons ranging from 1-30. As is seen, the optimal NN structure corresponds to a NN having eleven hidden neurons (i.e. maximum of the log evidence). Therefore a neural network with seven input neurons, eleven hidden neurons and one output neuron (7x11x1) was adopted as the optimum network architecture. The Implementation of the Automatic Relevance Determination (ARD) within the Bayesian inference learning offers the possibility to determine the relevance of the input variables. Figure 6 shows the inverse of the values of the hyperparameters (i.e. relevance) of each input variable used for developing the neural network. From Figure 6 it is observed that one of the most influencing parameters is the shear span to depth ratio ratio, although its influence appears to be higher for shear capacity ( V in kN) than for shear stress( v in MPa) the most influencing parameter is shear span ratio. The influence of the shear span to depth ratio on the shear capacity of concrete beam has also been supported by theories based on plasticity (Nielsen, 1984) . parameters) on the shear strength was evaluated. The study showed that within the range of input parameters used to train the network, the predictions of the ANN provide a uniform level of safety.The application of the neural network to RC beams specimens which were not part of the training showed that the network is capable of simulating the effect of various parameters on the shear strength. Finally this study showed the potential of using Neural Networks as an alternative method for predicting the strength strength of RC beams and investigating the effect of the many variables on the shear strength as well as their complete interaction.
